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A VARIATIONAL PRINCIPLE FOR A
NON-INTEGRABLE MODEL
GEORG MENZ AND MARTIN TASSY
Abstract. We develop a new robust technique to deduce varia-
tional principles for non-integrable discrete systems. To illustrate
this technique, we show the existence of a variational principle for
graph homomorphisms from Zm to a d-regular tree. This seems
to be the first non-trivial example of a variational principle in a
non-integrable model. Instead of relying on integrability, the tech-
nique is based on a discrete Kirszbraun theorem and a concentra-
tion inequality obtained through the dynamic of the model. Using
those two results, we also obtain the existence of a continuum of
translation-invariant, ergodic, gradient Gibbs measures for graph
homomorphisms from Zm to a regular tree.
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1. Introduction
The appearance of limit shapes as a limiting behavior of discrete sys-
tems is a well-known and studied phenomenon in statistical physics
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2 GEORG MENZ AND MARTIN TASSY
and combinatorics (e.g. [Geo88]). Among others, models that ex-
hibits limits shapes are domino tilings and dimer models (e.g. [Kas63,
CEP96, CKP01]), polymer models, lozenge tilings (e.g. [Des98, LRS01,
Wil04]), Gibbs models (e.g. [She05]), the Ising model (e.g. [DKS92,
Cer06]), asymmetric exclusion processes (e.g. [FS06]), sandpile models
(e.g.[LP08]), the six vertex model (e.g. [BCG16, CS16, NR16]) , Young
tableaux (e.g. [LS77, VK77, PR07]).
Limit shapes appear whenever fixed boundary conditions force a cer-
tain response of the system. The main tool to explain those shapes
is a variational principle. The variational principle asymptotically
characterizes the number of microscopic states, i.e. the microscopic
entropy Entn, via a variational problem. This means that for large
system sizes n, the entropy of the system is given by maximizing a
macroscopic entropy Ent(f) over all admissible limiting profile f ∈ A.
The boundary conditions are incorporated in the admissibility condi-
tion. In formulas, the variational principle can be expressed as (see for
example Theorem 2.9 below)
Entn ≈ inf
f∈A
Ent(f),
where the macroscopic entropy
E(f) =
∫
ent(∇f(x))dx
can be calculated via a local quantity ent(∇f(x)). This local quantity
is called local surface tension in this article.
Often, a consequence of a variational principle is that the uniform mea-
sure on the microscopic configurations, concentrates around configura-
tions that are close to the minimizer of the variational problem (see
comments before Theorem 2.11 below). This is related to the appear-
ance of limit shapes on large scales.
In analogy to classical probability theory, one can understand the vari-
ational principle as an elaborated version of the law of large numbers.
On large scales, the behavior of the system is determined by a deter-
ministic quantity, namely the minimizer f of the macroscopic entropy.
Hence, deriving a variational principle is often the first step in analyz-
ing discrete models, before one attempts to study other questions like
the fluctuations of the model.
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A lot of inspiration for this article comes from the the variational prin-
ciple of domino tilings [CKP01] (see Figure 1a). It is one of the fun-
damental results for studying domino tilings and the other integrable
discrete models. A detailed analysis of the limit shapes for domino
tilings was given in [KOS06]. Recently a new constructive approach
was developed in [CS16] for the determination of the Arctic curve (the
frozen boundary of the limit shape). The approach is discussed mainly
in the framework of the six vertex model, which is integrable. How-
ever, the method seems to be very robust. If it also can be used to
determine the Arctic curve in a non-integrable model is an interesting
open question.
So far, all the tools that were developed to study variational prin-
ciples of discrete models rely on the integrability of the model. Up
to the knowledge of the authors, there is no non-trivial example of a
variational principle for which the underlying model is not integrable.
However, simulations (see Figure 1b, Figure 1c and Figure 1d) show
that limit shapes also appear for a large class of non-integrable models.
Limit shapes appear to be a universal phenomenon. The purpose of
this article is to go beyond integrability and to find out what properties
of a discrete system lead to variational principles and limit shapes.
We are interested in graph-homomorphisms because they provide a nat-
ural framework to study systems with hard constraints (see [BW00]).
In this article, we consider the non-integrable model of graph homo-
morphisms form Zm to a d-regular tree. We want to point out the fact
that in our variational principle the underlying lattice can have arbi-
trary dimension m ≥ 2.
We identified two properties that a model of discrete maps needs to
have in order to have a variational principle. The first one is a stability
property. Perturbing the boundary condition on a microscopic scale
does not change the macroscopic properties of the model. This allows
the classification of configurations depending on the speed at which the
configuration travel in the arrival space. Therefore, it implies that the
macroscopic entropy Ent(f) of the system is determined by a local sur-
face tension ent(∇f(x)). The second one is a concentration property.
Else, one cannot hope that the model satisfies a variational principle
which is a type of law of large numbers.
In the case of discrete integrable models, such as domino tilings or
the antiferromagnetic Potts model, both properties can be deduced
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(a) An Aztec diamond for domino tilings. The
combinatorics of the model is similar to Lipschitz
functions from Z2 to Z. (see [CKP01])
(b) An Aztec diamond for ribbon tilings. The
combinatorics of the model is similar to Lipschitz
functions from Z2 to Z2 (see [She02]).
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(c) An Aztec diamond tiling by 3× 1 bars. The
combinatorics of the model is similar to Lipschitz
functions from Z2 to Z3 ∗ Z3 (see [KK92]).
(d) An Aztec diamond for Graph homomor-
phisms in a 3-regular tree. Each color represents
one of the αi’s introduced in Section 3.
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naturally. For deducing the first property, one uses that the space of
configurations is a lattice. Then it is possible to quickly attach two con-
figurations together provided that the boundary conditions are similar.
This is done by using the minimum of two well-chosen extensions of
those configurations. The second property, namely the concentration,
is tackled by using a loop reversal argument or an analog version of
this argument for other systems (see e.g. [CEP96, She05]).
We want to emphasize again that those arguments are based on the
integrability of the underlying model and are not available for general
graph homomorphisms. One of the main contributions of this article is
that we provide alternative methods. These methods are not based on
integrability but on weaker properties of graphs and of the underlying
dynamic of the model. The authors believe that the principles behind
those new arguments are robust. They should provide a possible line of
attack to study variational principles and limiting behavior of a large
class of non-integrable models.
Now, let us discuss how the two necessary properties, namely stability
and concentration, are deduced without relying on integrability. The
first property is obtained by using the discrete version of a well-known
theorem for continuous metric spaces: the Kirszbraun theorem. Up
to knowledge of the authors, the first version of a discrete Kirszbraun
theorem was developed in the setting of tilings in [Tas14] and [PST16].
Using a new version of the Kirszbraun theorem for graph homomor-
phisms allows us to show that microscopic variations of the boundary
conditions can be neglected on the macroscopic scale and thus do not
influence the entropy of a system.
In order to deduce the second property, the authors combine a clas-
sical concentration inequality, namely the Azuma-Hoeffding inequal-
ity, with a coupling technique relying on dynamic properties of the
model. Inspiration for this type of argument comes from [CEP96],
where the Azuma-Hoeffding inequality was used to show concentration
for domino tilings. However, it is very difficult to apply directly the
Azuma-Hoeffding inequality for more complicated models. The reason
is that this needs detailed information about the structure of the un-
derlying space of configurations. Our dynamic approach circumvents
this obstacle. In our approach, one only has to understand the response
of the system to changing the value of one point.
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There is a natural candidate for our dynamic approach. It is the
Glauber dynamic (see [Cha16] for details). This dynamic would be suf-
ficient for the simpler model of graph homomorphisms to Z. However,
using the Glauber dynamic does not work for the more complicated
model of graph homomorphisms to a tree T . Heuristically, this can
be understood from the observation that the simple random walk on a
tree is not commutative and tends to diverge. We overcome this techni-
cal obstacle by modifying the dynamic. More precisely, we add to the
original Glauber dynamic an extra non-local resampling step. Even
after this modification, the Glauber dynamic does not conserve the
distance between two states. We circumvent this technical obstacle by
introducing a suitable quantity called depth. It turns out the modified
Glauber dynamic conserves this quantity. This allows us to apply the
Azuma-Hoeffding inequality and deduce concentration in this quantity.
We then show that concentration in depth is sufficient for deducing our
variational principle.
The local surface tension ent(s1, . . . , sm) is defined as the limit of suit-
able chosen microscopic entropy i.e.
ent(s1, . . . , sm) = lim
n→∞
entn(s1, . . . , n).
The existence of this limit is deduced by a combination of the Kirszbraun
theorem and the concentration inequality. We also show that the lo-
cal surface tension ent(s1, . . . , sm) is convex. We do not know if the
local surface tension is strictly convex. From convexity it follows that
variational problem given by our variational principle has a minimizer
(cf. Theorem 2.9 below). However, we do not prove that this minimiz-
ing limiting profile is unique. The uniqueness of the minimizer would
follow if the local surface tension is strictly convex, which we conjec-
ture. Additionally, we conjecture that the convexity at a given slope
increases when the degree of the tree increases.
In this article, we also show another consequence of the Kirszbraun the-
orem and the concentration inequality. It is the existence of a contin-
uum of shift-invariant ergodic gradient Gibbs measures on tree-valued
graph homomorphisms on Zm as well as on any graph whose universal
cover is a regular tree.
Compared to Z, there are infinitely many ways to travel to infinity in
a tree T . Those pathways to infinity are described by geodesics. Limit
shapes are sensitive to the choice of geodesics on which the graph ho-
momorphism travels on the boundary (see Figure 1 for an illustration).
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Figure 1. Illustration of the limit shape of a graph ho-
momorphism to a 3-regular tree. The boundary travels
on three different geodesics.
This adds another technical difficulty when deducing the variational
principle for graph homomorphisms to a tree. It is the problem of
defining the scaling limit of a graph homomorphism. For domino tilings
the height function is an integer valued height function which allows a
natural notion of a scaling limit. However, when the space of geodesics
is more complex, as it is the case for trees, the notion of a scaling limit
is less obvious. In order to define the scaling limit of a graph homomor-
phism to a tree, one has to additionally keep track of the information
on which geodesic the graph homomorphism is traveling on. This leads
to a more subtle definition of the limiting profile which involves several
compatibility conditions (see Definition 2.2). Another consequence is
that the variational principle for graph homomorphisms to a tree be-
comes more subtle. More precisely, the set A of admissible limiting
profiles h, over which the continuous entropy Ent(h) is minimized, has
an elaborated structure involving additional constraints.
Overview over the article. In Section 2, we describe the main result
of this article, namely the variational principle for graph homomor-
phisms to a tree. In Section 3.1, we show the existence and convexity
of the local surface tension ent(s1, . . . , sn). In Section 4, we provide
the main technical tools needed in this article, namely the Kirszbraun
theorem and the concentration inequality. Section 5 is independent of
the variational principle. There, we use the Kirszbraun theorem and
the concentration inequality to derive the existence of a continuum of
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shift-invariant ergodic gradient Gibbs measures. And finally, in Sec-
tion 6 we give the proof of the variational principle.
Notation
• C and c denote generic positive bounded universal constants.
• |A| denotes the cardinality of the set A.
• x, y, z denote elements x, y, z ∈ Zm.
• Sn := {0, . . . , n− 1}m.
• ~i denotes the i-th Euclidean basis vector.
• x ∼ y indicates that the points x and y are neighbors.
• exy is the oriented edge from x ∈ Zm to y ∈ Zm.
• dG distance in the graph G.
• T denotes a d-regular tree.
• w, v denote elements w, v ∈ T .
• r ∈ T denotes the root of the tree T .
• g ⊂ T denotes a geodesic of the tree T .
• Πg : T → g is the projection on the geodesic g.
• ∞g boundary point of the directed geodesic g ⊂ T .
• ∂T := {∞g : g is a geodesic of T }.
• θ(ε) denotes a generic smooth function with limε→0 θ(ε) = 0.
• αi denotes colors of edges.
• (α1, . . . , αd) denotes the generating set of a d-regular graph.
• h : Zm → T is a graph homomorphism.
• Hgn(s) is the set of all graph-homomorphisms h : Zm → T that
are n−invariant with slope s and supported on the geodesic g.
• entn(s) = − 1n2 ln |Hgn(s)|.• ent(s) = limn→∞ entn(s).
2. The variational principle for graph homomorphisms
Let us start with clarifying the underlying model. For n ∈ N, we
consider a finite subset Rn ⊂ Zm of the m-dimensional lattice Zm.
We assume that for n → ∞ the scaled sublattice 1
n
Rn converges in
the Gromov-Hausdorff sense to a compact and simply connected re-
gion R ⊂ Rm with Lipschitz boundary ∂R. The basic objective is
to study graph homomorphisms h : Rn → T , where T denotes a
d−regular tree.
Definition 2.1. (Graph homomorphism, height function) Let T denote
the d-regular rooted tree and let Λ ⊂ Zm be a finite set. We denote
with dG the natural graph distance on a graph G. A function h : Λ→ T
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is called graph-homomorphism, if
dT (h(k), h(l)) = 1
for all k, l ∈ Λ with dZm(k, l) = 1. In analogy to [CKP01], we may also
call h a T -valued height function. Let ∂Λ denote the inner boundary
of Λ ⊂ Zm i.e.
∂Λ = {x ∈ Λ | ∃y /∈ Λ : distZm(x, y) = 1} .
We call a homomorphism h : ∂Λ→ T boundary graph homomorphism
or boundary height function.
We want to study the question of how many T −valued height functions
exist that extend a fixed prescribed boundary height function h∂Rn :
∂Λn → T . Hence, let us consider the set M(Rn, h∂Rn) that is defined
as
M(Rn, h∂Rn) = {h : Rn → T | h is a height function
and h(σ) = h∂Rn(σ) ∀σ ∈ ∂Rn} .
(1)
The goal of the article is to derive an asymptotic formula as n→∞ of
the microscopic entropy
Ent (Rn, h∂Rn) := −
1
|Rn|2 logM(Rn, h∂Rn). (2)
For this purpose, let us introduce the notion of an asymptotic height
profile and the notion of an asymptotic boundary height profile. Those
two objects will serve as the possible limits of sequences of graph homo-
morphisms hRn : Rn → T and boundary graph homomorphisms h∂Rn :
∂Rn → T .
Definition 2.2 (Asymptotic height profile). Let k ∈ N, let hR : R →
R+ × {1, .., k} be a function and let (aij)k×k be a set of non-negative
real numbers satisfying the following compatibility conditions
ai,j = aj,i and ai,i = 0 (3)
and (cf. Figure 2)
ai,j < ai,k ⇒ aj,k = ai,k (4)
for all i, j ∈ {1, . . . , k}. We say that (hR, (aij)k×k) is an asymptotic
height profile if:
• The first coordinate of the map hR is 1-Lipschitz with respect to
the l1-norm, i.e. for all x, y ∈ R∣∣h1R(x)− h1R(y)∣∣ ≤ |x− y|l1 . (5)
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Figure 2. Illustration of the compatibility condition (4)
• The map hR is (aij)k×k-admissible in the sense that for all i 6= j:
h−1R (R+, i) ∩ h−1R (R+, j) ⊂ h−1R ([0, aij], {1, .., k}). (6)
The Definition 2.2 has the following interpretation. Firstly, we note
that compared to a classical asymptotic height function hR : R → R
(see for example [CKP01]) our notion of an asymptotic height pro-
file (hR, (aij)k×k) has two coordinates h1R and h
2
R. The reason for hav-
ing two coordinates is that, in contrast to R, there are infinitely many
ways to travel from zero to infinity on a tree T . Those pathways to
infinity are described by directed geodesics g starting in the root r. We
assume that the asymptotic boundary height profile will travel only on
finitely many geodesics gi that are indexed by 1, . . . , k.
The second coordinate h2R(x) = i indicates on which geodesic gi the
point x ∈ R is mapped to (see Definition 2.6 from below). More
precisely, the point x ∈ R will be mapped onto a point on the geo-
desic gh2R(x). The first coordinate h
1
R(x) of the asymptotic boundary
profile hR specifies the exact location on the geodesic gh2R(x). This
means that x ∈ R will be mapped onto a point on the geodesic gh2R(x)
that has distance h1R(x) from the root r. Working with directed geodesics
allows to assume that h1R(x) ∈ R+ is non negative. The Lipschitz con-
dition (5) on h1R is very natural and follows from the fact that graph
homomorphisms are 1−Lipschitz. This is very similar to the setting of
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classical height functions (see [CKP01]).
Let us now describe the meaning of the numbers aij, the compatibility
condition (4) and the condition (6). The numbers aij have their origin
in the following observation. Any two geodesics g1 ⊂ T and g2 ⊂ T
starting in r ∈ T have a nonzero intersection g1∩g2 6= ∅. However, they
must split up at some vertex v12 ∈ T (see also discussion below and
Figure 4). If seen from the root r, the vertex v12 ∈ T can be interpreted
as the splitting point of the geodesics g1 and g2. If seen from infinity,
the vertex v12 ∈ T can be interpreted as the meeting point of the
geodesics g1 and g2. The number a12 denotes the asymptotic height
of this meeting point (see also (10) in Definition 2.8). When traveling
on a geodesic from infinity, it is only possible to change to the other
geodesic by passing through the meeting point v12. The admissibility
condition (6) enforces that the asymptotic height profile has a similar
property. Using this interpretation of the number aij it also becomes
clear why the compatibility condition (4) is needed (see also Figure 2).
This interpretation is made precise in the following lemma.
Lemma 2.3. We consider a map hR : R → R+ × {1, . . . k}. We as-
sume that the first coordinate h1 is continuous and that the numbers aij
satisfy the conditions (3) and (4). Then it is equivalent:
• The map h satisfies the condition (6).
• For any two points x, y ∈ R and any path p ⊂ R that connects x
and y there is a point z ∈ p such that
h1R(z) ≤ ah2(x),h2(y). (7)
We state the proof of Lemma 2.3 in Section 6. Let us consider an ex-
ample and assume that there are points x, y ∈ R such that the second
coordinate h2R(x) = 1 and h
2
R(y) = 2. This indicates that the asymp-
totic height function h1R travels at x on the geodesic g1 and at y on the
geodesic g2. Now, let us consider a path p ⊂ R from x to y. Then the
asymptotic height function has to change geodesics on that path. The
admissibility condition (6) enforces that changing from the geodesic g1
to the geodesic g2 can only take place below the meeting point, which
is characterized by the height a12.
For an illustration of an asymptotic height profile (hR, a1,2) we refer
to Figure 3. On the blue region Rblue ⊂ R, the height profile travels
on the geodesic g1. On the red region Rred ⊂ R, the height profile
travels on the geodesic g2. Mathematically, this means that the second
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Figure 3. Illustration of an asymptotic height pro-
file (hR, a1,2).
coordinate of hR satisfies
h2R(x) =
{
1, if x ∈ Rblue,
2, if x ∈ Rred.
The yellow line Lyellow separates the blue region Rblue and the red
region Rred. The admissibility condition (6) means that one can only
cross from Rblue to Rred below the meeting point of g1 and g2. Hence,
the first coordinate of hR satisfies for all x ∈ Lyellow
h1R(x) ≤ a1,2.
In a variational principle only the boundary condition is prescribed.
For that reason, we now adapt Definition 2.2 and define the notion of
an asymptotic boundary height profile.
Definition 2.4 (Asymptotic boundary height profile). Let k ∈ N ,
let h∂R : ∂R → R+ × {1, .., k} be a function and let (aij)k×k be a
set of non-negative real numbers satisfying the condition (3) and (4).
We say that (h∂R, (aij)k×k) is an asymptotic boundary height profile
if it satisfies the conditions (5) and (6) from above and the following
condition: For all x, y ∈ ∂R it holds
|h1∂R(x)− ah2∂R(x),h2∂R(y)|l1 + |ah2∂R(x),h2∂R(y) − h1∂R(y)|l1 ≤ |x− y|l1 . (8)
Compared to the Definition 2.2 of an asymptotic height profile, the
condition (8) is new. It is needed to guarantee that every asymptotic
boundary height profile h∂R can be extended to an asymptotic bound-
ary height function.
Lemma 2.5. Let (h∂R, (aij)k×k) be an asymptotic boundary height func-
tion in the sense of Definition 2.4. Then it can be extended a asymptotic
height profile (h∂R, (aij)k×k) on the full region R.
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The proof of Lemma 2.5 is stated in Section 6. Lemma 2.5 is im-
portant because otherwise the statement of the variational principle,
formulated in Theorem 2.9 below, could be empty.
The next step toward the variational principle is to define in which
sense a sequence of (boundary) graph homomorphisms h∂Rn : ∂Rn → T
convergences to an asymptotic height profile (h∂R, (aij)k×k). For this
purpose, let us introduce some necessary definitions.
Definition 2.6. (Geodesic on the tree T ) Let T denote the d-regular
tree with root r. A graph homomorphism g : N→ T is called geodesic
if the map g is one-to-one.
Let∞g denote a boundary point associated to a directed geodesic g ⊂
T starting at the root r ∈ g. We denote with ∂T the set of all such
boundary points i.e. (see for example [Klo08])
∂T := {∞g : g is a one-sided geodesic of T starting in r ∈ g} .
It follows from the definition that for two boundary points ∞g1 ,∞g1 ∈
∂T there is a unique element v12 ∈ T such that (cf. Figure 4)
max
v∈g1∩g2
dT (r, v) = dT (r, v12).
We will write
|∞g1 ∩∞g2| := max
v∈g1∩g2
dT (r, v) = dT (r, v12), (9)
and call |∞g1∩∞g2| the height of the meeting point of the two geodesics g1
and g2. We also need the following observation.
Lemma 2.7. Let g ⊂ T a geodesic on the graph T containing the
root r ∈ T . Then the geodesic g can be identified with a map g : Z→ T
such that:
• the map g is a graph homomorphism;
• the map g is one-to-one;
• g(0) = r.
We are now ready to define the convergence of a sequence of boundary
graph homomorphisms to an asymptotic boundary height profile.
Definition 2.8. Let h∂Rn : ∂Rn → T be a sequence of boundary height
functions and let (h∂R, (aij)k×k) be an asymptotic boundary height pro-
file in the sense of Definition 2.2. We say that the sequence h∂Rn
converges to (h∂R, (aij)k×k) (i.e. limn→∞ h∂Rn = (h∂R, (aij)k×k)), if the
following two conditions are satisfied:
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• There exist k sequences of boundary points {∞g1,n , ..,∞gk,n}n∈N
such that for all 1 ≤ i, j ≤ k:
lim
n→∞
1
n
|∞gi,n ∩∞gj,n | = aij (10)
where |∞gi,n ∩ ∞gj,n | is the height of the meeting point of the
two geodesics (see (9)).
• For z ∈ ∂Rn we define the set
S(z) := ∂R ∩
{
x ∈ Rm :
∣∣∣x− z
n
∣∣∣
∞
≤ 1
2n
}
.
Then it holds that
lim
n→∞
sup
{z∈∂Rn:S(z) 6=∅}
sup
x∈S(z)
1
n
distT
(
h∂Rn(z),gh2∂R(x),n
(bnh1∂R(x)c)) = 0.
(11)
where h1∂R and h
2
∂R are the two components of the map h∂R.
Definition 2.8 is illustrated in Figure 4. The condition (10) ensures
that the quantity aij characterizes the asymptotic meeting point of the
geodesics gi and gj. One can observe that the compatibility condi-
tion (4) on aij is actually a consequence of the condition (10). The
condition (11) asymptotically characterizes the values of graph homo-
morphism h∂Rn via the the asymptotic height profile.
Let us now formulate the main result of this article, namely the vari-
ational principle for graph homomorphisms to a regular tree. As we
outlined in the introduction, a variational principle contains two state-
ments. The first statement, namely Theorem 2.9, gives a variational
characterization of the entropy (cf. (2))
Ent (Rn, h∂Rn) = −
1
n2
ln |M(Rn, h∂Rn)| .
Hence it asymptotically characterizes the number of possible graph
homomorphisms hn ∈M(Rn, h∂Rn) with boundary data h∂Rn .
Theorem 2.9 (Variational principle). We assume that R ⊂ Rm is
a compact, simply connected region with Lipschitz boundary ∂R. We
consider a lattice discretization Rn ⊂ Zm of R such that the rescaled
sublattice 1
n
Rn converges to R in the Gromov-Hausdorff sense.
We assume that the boundary height functions h∂Rn converge to an
asymptotic boundary height profile (h∂R, (aij)k×k) in the sense of Defi-
nition 2.8.
Let AHP (h∂R, (aij)k×k) denote the set of asymptotic height profiles that
extend (h∂R, (aij)k×k) from ∂R to R.
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(a) n=1 (b) n=2
(c) n=4
Figure 4. Scaling of graph homomorphism into T
Given an element hR ∈ AHP (h∂R, (aij)k×k), we define the macroscopic
entropy via
Ent (R, hR) =
∫
R
ent
(∇h1R(x)) dx,
where the local surface tension ent(s1, .., sm) is given by Theorem 3.1
from below. Then it holds that
lim
n→∞
Ent (Λn, h∂Rn) = min
hR∈AHP (h∂R,(aij)k×k )
Ent (R, hR) .
The local surface tension will be defined in Section 3.1 as a limit of care-
fully chosen entropies. Contrary to the case of domino tilings, we do not
have an explicit formula for the local surface tension ent(s1, . . . , sm).
The convexity of the local surface tension ent(s1, . . . , sm) is deduced in
Section 3.1. In analogy to domino tilings, the authors believe that the
local surface tension is strictly convex, but they are missing a proof.
As a consequence, we do not know if the minimizer of the continuous
entropy is unique.
Let us now turn to the second part of the variational principle, namely
the profile theorem (see Theorem 2.11 from below). The profile theorem
contains information about the profile of a graph homomorphisms hn
that is chosen uniformly random from M(Rn, h∂Rn).
In a non-rigorous way, the statement of Theorem 2.11 is the follow-
ing. Let us consider an asymptotic boundary height profile hR ∈
AHP (h∂R, (aij)k×k). Then the continuous entropy Ent(hR) is given
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Figure 5. Illustration of the set R. The grid is the
set Rgrid,ε.
by the number of graph homomorphisms hn ∈ M(Rn, h∂Rn) that are
close to hR. Applying this statement to the minimizer hmin of the con-
tinuous entropy Ent(h) has the following consequence. The uniform
measure on the set of graph homomorphisms M(Rn,h∂Rn ) concentrates
on graph homomorphisms hn that have a profile that is close to hmin.
As a consequence, a uniform sample of M(Rn, h∂Rn) will have a profile
that is close to the minimizing profile hmin for large n.
Let us now make this discussion precise. For that purpose, we have
to specify when the profile of a graph homomorphism hn is close to an
asymptotic height profile h.
Definition 2.10. For fixed ε > 0, let us consider the grid Rgrid,ε with
ε-spacing contained in R. More precisely, Rgrid,ε is given by (see Fig-
ure 5)
Rgrid,ε := {x = (z1, . . . , xm) ∈ R | ∃1 ≤ k ≤ m : |xk| ∈ εN} .
For a given asymptotic height profile h, we define the ball HPn(h, δ, ε)
of size δ > 0 on the scale ε > 0 by the formula
HPn(h, δ, ε) (12)
=
{
hn ∈M(Rn, h∂Rn) | sup
x∈Rn: xn∈Rgrid,ε
∣∣∣∣ 1ndT (hn(x), r)− h1 (xn)
∣∣∣∣ ≤ δ
}
,
where the set M(Rn, h∂Rn) of graph homomorphisms is given by (1).
Now, let us formulate the profile theorem.
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Theorem 2.11. (Profile theorem) Let (hR, (aij)k×k) be an extension of
the asymptotic boundary height profile (h∂R, (aij)k×k). Then
Ent(R, hR) = − 1|Rn| ln |HPn(hR, δ, ε)|+ θ(ε) + θ(δ) + θ
(
1
εn
)
,(13)
where θ denotes a generic smooth function with limx↓0 θ(x) = 0.
Remark 2.12. We want to point out that the second coordinate h2 does
not play a role in the definition (12) of HPn(h, δ, ε). This means that
we neglect the information which geodesic a graph homomorphism hn ∈
M(Rn, h∂Rn) follows. This can be done because the entropic effect of
choosing the geodesics is of lower order. Rigorously, this fact is de-
duced in Lemma 6.1 below. Let us now give a heuristic argument. The
variational principle lives on the scale |R|. Approximating the set R by
blocks of side length εn it follows that |R| ≈ lεmnm, where l is the num-
ber of blocks. Having a close look at the definition (12) of HPn(h, δ, ε)
shows that only the grid Rgrid,ε is important. Hence, the entropic effect
of choosing different geodesics lives at most on the scale of the length of
the grid Rgrid,ε. The length of the grid Rgrid,ε is of the order lε
m−1nm−1
and therefore negligible on the scale of the variational principle.
It follows from Remark 2.12 that choosing different geodesics g1, . . . ,gk
and meeting points (aij)k×k has no effect on Theorem 2.11. However,
it still has an effect on the variational principle formulated in Theo-
rem 2.9. Choosing different geodesics and meeting points changes the
set AHP (h∂R, (aij)k×k) of asymptotic height functions hR over which
the continuous entropy Ent(R, hR) is minimized. This is another main
aspect how the variational principle of Theorem 2.9 is distinct from the
variational principle of domino tilings [CKP01]
The proof of Theorem 2.9 and of Theorem 2.11 is stated in Section 6.
The argument needs a lot of preparation. For example, we first have
to define the local surface tension ent(s1, . . . , sm). This is done in Sec-
tion 3. There, we also show that the local surface tension is convex. The
main technical tools for the proof of the variational principle, namely
the Kirszbraun theorem for graphs and the concentration inequality,
are provided in Section 4.
3. The local surface tension
The purpose of this section is to show the existence of the local surface
tension ent(s), s ∈ Rm (see Theorem 3.1 from below). Additionally,
we will also show in this section that the local surface tension ent(s)
is convex (see Theorem 3.2 from below). We use a similar approach
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as in [CKP01] in the sense that the local surface tension ent(s) will be
defined as limit of a microscopic surface tension entn(s), i.e.
ent(s) := lim
n→∞
1
n
entn(s).
Even if the strategy is clear there are a lot of challenges. The first one
is to find the right definition of the microscopic surface tension entn(s).
For this, we have to generalize the notion of periodicity from Z-valued
height functions to general graph homomorphisms. The precise defini-
tion of entn(s) is given in Section 3.1 below.
The bigger challenge is to show that the limit of the microscopic surface
tensions exists.
Theorem 3.1. Let s ∈ Rm such that |s|∞ < 1 and let entn(s) be given
by Definition 3.7. Then the limit
ent(s) := lim
n→∞
entn(s)
exists and defines the local surface tension ent(s).
The proof of Theorem 3.1 is stated in Section 3.2. It is complex and
needs auxiliary technical preparations. Usually, in the field of discrete
maps the existence of the local surface tension is shown by exact cal-
culation using the integrability of the underlying model (cf. for exam-
ple [CKP01]). We cannot use a similar procedure due to the absence
of integrability in our model. In our new method, we substitute the
integrability by using two ingredients:
• The first ingredient is a Kirszbraun theorem for graphs (see
Theorem 4.1 from below). It states under which conditions one
can attach together two different graph homomorphisms.
• The second ingredient is a concentration inequality (see The-
orem 4.6 from below). It states that, for canonical boundary
data, a graph homomorphism cannot deviate too much from a
linear height profile.
Those two ingredients are not only fundamental for the proof of The-
orem 3.1 but also for deducing the variational principle (i.e. Theo-
rem 2.11). Let us explain this remark in more detail. One of the main
ingredients in the proof of the variational principle is that the entropy
of a large box with fixed boundary condition is asymptotically close
to the entropy with a well-chosen free boundary condition (see Theo-
rem 3.9 from below). From the definition it is clear that the entropy
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of the box with free boundary conditions is larger than the entropy of
the box with a fixed boundary condition. Hence, it is only left to show
that one can control the entropy with free boundary condition from
above by the entropy with fixed boundary condition. In order to do so,
one first applies the concentration inequality to show that the entropy
with free boundary conditions is controlled by the entropy on a slightly
smaller box with a boundary condition that allows fluctuations. In the
second step one applies the Kirszbraun theorem to show that such a
graph homomorphism on the smaller box can be extended to a graph
homomorphism on the original box satisfying the fixed boundary con-
dition. For details we refer to the proof of Theorem 3.9.
Once the existence of the local surface tension ent(s) is established it
is natural to ask if the local surface tension is convex. This is the case
in our model.
Theorem 3.2. The local surface tension ent(s) given by Definition 3.7
is convex in every coordinate. In particular, this implies that ent(s) is
convex.
The proof of Theorem 3.2 is stated in Section 3.3. As in the proof of
the existence of the local surface tension ent(s), the main tools of the
argument are the Kirszbraun theorem (see Theorem 4.1 from below)
and the concentration inequality (see Theorem 4.6 from below). Given
that the local surface tension ent(s) is convex, it is natural to ask
if ent(s) is also strict convex. We believe that this is the case but we
are missing a proof.
3.1. Definition of the microscopic surface tension. In order to
define the microscopic surface tension entn(s) we need to study the
translation invariant measures of our model. For this reason, we start
with generalizing of the notion of periodicity of height functions to
graph homomorphisms. For this purpose, we will identify the d-regular
rooted tree T with the group
G =< α1, .., αd|α21 = .. = α2d = e > .
This is done through the natural bijection induced by the Cayley graph
of G generated by the αi’s. We use the convention that the root of T
is represented by the identity of G. The reason for this identification
is that the group structure provides an easy way to define gradient
measures. Using the previous bijection we can choose a canonical way
to associate a unique αi to each edge of T . As a consequence, there is
a natural way to associate to a graph homomorphism h a dual function
h˜ acting on edges of Zm:
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Definition 3.3 (Dual of a graph homomorphism). Let h : Zm → T be
a graph homomorphism. We define its dual map
h˜ : {ex,y | x, y ∈ Zm : |x− y| = 1} → {α1, . . . , αd}
in the following way. Note that for any x ∼ y ∈ Zm there is a unique ai
such that h(y) = aih(x). Then, the value of dual function h˜ on the
edge exy is given by h˜(exy) = ai.
The dual map h˜ determines the graph-homomorphism up to translations
in the graph T . If there is no source of confusion, we will denote the
dual map and the graph homomorphism with the same symbol h.
The dual map h˜ maps each path p = {x0, .., xn} in Zm onto a word in
the alphabet {α1, .., αd}. We will use the notation h˜(p) for this word.
We are now ready to define the analog of periodicity for graph homo-
morphisms.
Definition 3.4 (Translation invariant graph homomorphism). We de-
note by ~ik the k-th vector of the standard basis of Zm. Let h : Zm → T
be a graph homomorphism. We say that h is n-translational invariant
if for all x ∼ y ∈ Zm and k ∈ {1, ..,m}
h˜(exy) = h˜(e(x+n~ik)(y+n~ik)).
Figure 6. A translation invariant configuration on a 3-
regular tree. Each color of an edge represents one of the
αi’s
In order to define the microscopic surface tension we need to associate
to every n-translation invariant homomorphism h : Zm → T a s lope,
which indicates the speed at which the homomorphism travels on the
graph in every direction of the plane.
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Definition 3.5 (Slope of a translation invariant graph homomorphism).
Let h : Zm → T be a n-translation invariant homomorphism. The slope
s = (s1, .., sm) of h is defined by
sk =
1
n
min
x∈Zm
dT (h(x), h(x+ n~ik)), for 1 ≤ k ≤ m.
An essential property of n-invariant homomorphisms is that they must
stay within finite distance of a unique geodesic of T if the slope is
nonzero or stay within finite distance of a single point if the slope is
zero. This statement is made more precise in the next lemma.
Lemma 3.6. Let h : Zm → T be a n-invariant homomorphism with
slope s 6= 0. Then there exist a unique geodesic g ⊂ T such that for
all x ∈ Zm
distT (h(x),g) ≤ n
2
. (14)
In this case we say that h : Zm → T is supported on the geodesic g.
If h has slope s = 0 then h has finite range, and for all x ∈ Zm
distT (h(x), h(0)) ≤ mn
2
. (15)
Proof of Lemma 3.6. We start with considering the case where the
slope of h is (0, .., 0). In this case the n-invariance yields that for
(l1, .., lm) ∈ Zm:
h(x1, . . . , xm) = h(x1 + l1n, . . . , xm + lmn).
Now, the estimate (15) follows directly from the observation that any
point x ∈ Z is within graph distance mn
2
of the set{
k1~i1 + . . . ,+km~im ∈ Zm | ki ∈ Z
}
.
Consider now the case where the slope of h is not zero. We start by
noticing that any geodesic g that satisfies (14) must be unique. Indeed,
since G is hyperbolic, two geodesics cannot stay within finite distance.
Therefore h(Zm) can only stay within finite distance of at most one
geodesic g.
Let us now deduce the estimate (14). Let si be a non-zero coefficient
of the slope s = (s1, . . . , sm). Without loss of generality we assume
that s1 > 0. This means that along the first coordinate the map h
travels on a geodesic g with speed s1. This implies that there is an
integer x1 ∈ Z such that
{h(ln+ x1, 0, . . . , 0), l ∈ Z} ⊂ g
With a simple indirect argument contradicting the graph homomor-
phism property of h it follows that the image of all lines parallel to ~i1
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under h must also travel on the geodesic g with speed s1. This means
that for all integers x2, . . . , xm ∈ Z there is an integer x1 such that
{h(ln+ x1, x2, . . . , xm), l ∈ Z} ⊂ g.
Now, let z1 ∈ Z be arbitrary. Then we can write z1 = ln + x1 + r for
some numbers l ∈ Z and −n
2
≤ r < n
2
. By additionally using that h is
a n-translational invariant graph homomorphisms it follows that
distT (h(z1, x2, . . . , xm),g)
≤ distT (h(z1, x2, . . . , xm), h(ln+ x1, x2, . . . , xm))
+ distT (h(ln+ x1, x2, . . . , xm),g)
≤ n
2
,
which is the desired estimate (14). 
Now, we have everything that is needed to define the microscopic sur-
face tension entn(s).
Definition 3.7 (Microscopic surface tension entn(s)). Let g ∈ T be an
arbitrary geodesic. For s = (s1, . . . , sm) ∈ [−1, 1]m we denote by Hgn(s)
the set
Hgn(s) := {h : Zm → T : h is n-invariant
with slope
(
bs1nc
n
, . . . , bsmnc
n
)
supported on g
and Πg (h(0)) = g(0)} ,
where Πg : T → g ⊂ T denotes the projection onto the geodesic g.
For (s1, . . . sm) = 0 we define
Hgn(0, . . . , 0) := {h : Zm → T : h is n-invariant
with slope (0, . . . , 0) and h(0) = r} .
The microscopic surface tension entn(s) is defined as
entn(s) := − 1
nm
ln |Hgn(s)| .
Because all geodesics are equivalent, the definition of entn(s) is inde-
pendent from the particular choice of g. In particular by re-orientating
the geodesic g we can assume wlog. that s1 ≥ 0. We denote by Psn the
uniform probability measure on Hgn(s).
We want to note that the Definition 3.7 of entn(s) is well posed, i.e. the
set Hgn(s) is not empty. Indeed, one can easily construct elements
of Hgn(s) by using the Kirszbraun theorem for graphs (see Theorem 4.1
from below).
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Figure 7. The block Sn2 with the centered block Sn1 inside.
3.2. Existence of the local surface tension. The purpose of this
section is to state the poof of Theorem 3.1, i.e. showing the existence
of the local surface tension
ent(s) = lim
n→∞
entn(s).
The first step towards the proof of Theorem 3.8 is the following state-
ment, which shows that the microscopic surface tension is not oscillat-
ing wildly.
Lemma 3.8. Let n1 ≤ n2. Then
|entn1(s)− entn2(s)| ≤ C
(
1−
(
n1
n2
)m
+
n2 − n1
n2
+
1
nm2
)
. (16)
Proof of Lemma 3.8. Before starting the argument, let us recall the
definition of entn(s). It is defined via
entn(s) := − 1
nm
ln |Hgn(s)| .
In the first step of the argument, we show that, if we denote by · the
usual inner product of Rm, the size of the set Hgn(s) is comparable to
the set
Mn :=
{
h ∈ Hgn(s) | max
x∈Sn
dT (g(bs · xc), h(x)) ≤ n0.6
}
.
Indeed, the concentration inequality (41) of Theorem 4.6 yields
Psn
(
max
x∈Sn
dT (g(bs · xc), h(x)) ≥ n0.6
)
≤ Ce−n
0.2
122
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This implies that for n large enough
Psn (h ∈Mn) ≥ 1/2.
Because Psn is the uniform measure on Hgn(s), this yields that for all
sufficiently large n ∈ N
|Mn| ≤ |Hgn(s) | ≤ 2|Mn|. (17)
For the second step of the argument, let us assume that the box Sn1 is
centered within the box Sn2 (see Figure 7). We will show that
|Mn1| ≤ |Mn2| ≤ |Mn1|d(n2−n1)n
(m−1)
2 . (18)
Indeed, the first inequality |Mn1| ≤ |Mn2| follows from the fact that
any element h ∈ Mn1 can be extended to a function h¯ ∈ Mn2 . The
inequality |Mn2| ≤ |Mn1|d(n2−n1)n
(m−1)
2 follows from the following ar-
gument. Let h¯ ∈ Mn2 . Then its restriction h¯|Sn1 to the box Sn1 is
in Mn1 . Additionally, we observe that there are less than d
n
(n−m)(m−1)
2
many ways to extend a configuration on Sn1 to the box Sn2 . This yields
the desired estimate
|Mn2| ≤ |Mn1|d(n2−n1)n
(m−1)
2 ,
and verifies the estimate 18.
Let us now turn to the third and last step of the proof. First we observe
that due to (17) it holds∣∣∣∣− 1nm2 ln |Mn2| − entn2(s)
∣∣∣∣ ≤ 1nm2 ln 2. (19)
Additionally, we observe by taking the log of (18) that(
n1
n2
)m
entn1(s) ≥ −
1
nm2
ln |Mn1| −
1
nm2
ln 2
≥ − 1
nm2
ln |Mn2| −
1
nm2
ln 2
≥ − 1
nm2
ln |Mn1| −
(n2 − n1)n(m−1)2
nm2
ln d− 1
nm2
ln 2
=
(
n1
n2
)m
entn1(s)−
n2 − n1
n2
ln d− 1
nm2
ln 2.
By observing that − ln d ≤ entn(s) ≤ 0, the last estimate yields that∣∣∣∣− 1nm2 ln |Mn2| − entn1(s)
∣∣∣∣ ≤ C (1− (n1n2
)m
+
n2 − n1
n2
+
1
nm2
)
.(20)
A combination of (19) and (20) yields the desired inequality (16). 
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We want to point out that entn(s) corresponds to a microscopic en-
tropy with free boundary conditions. Another ingredient for the proof
of Theorem 3.1 is that the microscopic entropy with free boundary
condition and fixed boundary condition are equivalent:
Theorem 3.9. Let δ > 0, Sn be a a n×n square, g be a fixed geodesic
in T and s ∈ RM such that |s|∞ ≤ 1. Let h∂Sn : ∂Sn → T such that
for all x ∈ ∂Sn it holds
dT (h∂Sn(x),g(bs · xc) ≤ δn, (21)
where g(bs · xc) is given by Lemma 2.7. Then it holds that
Ent(Sn, h∂Sn) = entn(s) + θ
(
1
n
)
+ θ(δ),
where Ent(Sn, h∂Sn) is given by (2) and entn(s) is the microscopic sur-
face tension given by Definition 3.7.
Proof. In order to deduce the estimate it suffices to show that
entn(s) ≤ Ent(Sn, h∂Sn) + θ(δ) + c
δ
nm−1
(22)
and
entn(s) ≥ Ent(Sn, h∂Sn) + θ(δ) + c
δ
nm−1
. (23)
We start with deducing the estimate (22). By the concentration esti-
mate of Theorem 4.6 from below, it follows that
Ps(1−2δ)n
(
max
x∈Zm
dT (h(x),g(bs · xc) ≥ δn
)
≤ Ce−cδ2n, (24)
where Ps(1−2δ)n denotes the the uniform measure on Hg(1−2δ)n(s). Let us
define the set M(1−2δ)n,δ ⊂ Hg(1−2δ)n(s) according to
M(1−2δ)n,δ :=
{
h ∈ Hg(1−2δ)n(s) : maxx∈Zm dT (h(x),g(bs · xc) ≤ δn
}
.
Then it follows from (24) that
ent(1−2δ)n(s) ≥ − 1
(1− 2δ)mnm ln
∣∣M(1−2δ)n,δ∣∣− C
nm
. (25)
We observe that due to (21) and the Kirszbraun theorem (cf. Theo-
rem 4.1) any element h(1−2δ)n ∈M(1−2δ)n,ε can be extended to a graph
homomorphism h : Sn → T such that h = h∂Sn on ∂Sn and h = h(1−2δ)n
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on S(1−2δ)n (cf. the argument in the proof of Theorem 3.1). This implies
that for large enough n
Ent(Sn, h∂Sn) ≤ −
1
nm
ln
∣∣M(1−2δ)n,δ∣∣
≤ (1− 2δ)m ent(1−2δ)n(s) + c δ
nm−1
= entn(s) + θ(δ) + c
δ
nm−1
,
where we have used the estimate (25) from above and the identity
ent(1−2δ)n(s) = entn(s) + θ (δ) ,
which follows from Lemma 3.8 for large enough n. This verifies the
estimate (22).
The estimate (23) can be verified by a similar argument as was used
for (22). Instead of restricting Sn to a smaller box and compare Sn
with Hg(1−2δ)n and M(1−2δ)n,δ, one has to extend the box Sn and com-
paring it with Hg(1+2δ)n and M(1−2δ)n,δ. We omit the details. 
The merit of Theorem 3.9 is the following: In order to show that the
limit limn→∞ entn(s) exists it suffices to show that the limit
lim
n→∞
Ent(Sn, h∂Sn)
exists. The advantage of considering Ent(Sn, h∂Sn) is that the bound-
ary data h∂Sn is fixed and can be chosen such that (21) is satisfied.
Therefore, let us fix from now on one particular sequence of boundary
data h∂Sn that additionally to (21) also satisfies the following condition.
Definition 3.10. (Periodic boundary data) Let h∂Sn denote a bound-
ary graph homomorphism on the boundary ∂Sn of the box Sn. Let h˜∂Sn
denote the dual boundary graph homomorphism on the edge set E∂Sn
of ∂Sn (see Definition 3.3). We say that the boundary graph homo-
morphism h∂Sn has well-periodic boundary data if the following two
conditions are satisfied:
• If ex,y ∈ E∂Sn and ex+n~i,y+n~i ∈ E∂Sn for some i ∈ {1, . . . n},
then h˜∂Sn(ex,y) = h˜∂Sn(ex+n~i,y+n~i).
• If ex,y ∈ E∂Sn and ex−n~i,y+n~i ∈ E∂Sn for some i ∈ {1, . . . n},
then h˜∂Sn(ex,y) = h˜∂Sn(ex+n~i,y+n~i).
The Definition 3.10 has the following simple interpretation. The dual
boundary graph homomorphism h˜∂Sn can be understood as a coloring
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of the edges of the set ∂Sn. Then the boundary data h∂Sn is periodic, if
the coloring of one face of ∂Sn matches the coloring of the opposite face.
The advantage of using periodic boundary data is that one gets mono-
tonicity of a subsequence of Ent(Sn, h∂Sn) for free.
Lemma 3.11. Under the same assumptions as in Theorem 3.9, let us
consider the entropy Ent(Sn, h∂Sn). We additionally assume that the
boundary graph homomorphism h∂Sn is periodic in the sense of Defi-
nition 3.10. On the box Skn we consider the boundary condition h∂Skn
that arises from attaching k copies of h∂Sn to each other. Then it holds
that for all integers k ∈ N
Ent(Sn, h∂Sn) ≥ Ent(Snk, h∂Snk). (26)
The proof of Lemma 3.11 follows from a simple underestimation of the
configurations in Ent(Snk, h∂Snk). Because the boundary data h∂Sn is
periodic one can just take a configuration hSn on Sn and extend it to
the box Sn by attaching k copies of hSn to each other. By construc-
tion, the resulting configuration on Snk will have the correct boundary
data h∂Snk and therefore the estimate (26) follows automatically. We
omit the details of this proof.
Now, we have everything that is needed for the proof of Theorem 3.1.
Proof of Theorem 3.1. The main idea is to consider a sequence of pe-
riodic boundary data h∂Sn (see Definition 3.10) that satisfies (21) and
show that the limit
lim
n→∞
Ent(Sn, h∂Sn) := E(s) (27)
exists. Then it easily follows from statement of Theorem 3.9 that limit
lim
n→∞
entn(s) = E(s)
also exists. This would verify the statement of Theorem 3.1.
We begin with observing that
0 ≥ en := Ent(Sn, h∂Sn) ≥ − ln d.
The reason is that edges take at most d-values. Therefore, it suffices
to show that the sequence en cannot have two distinct accumulations
points x1 and x2. We argue by contradiction and assume that x1 and x2
are two accumulation points of the sequence en satisfying the relation
− ln d ≤ x1 < x2 ≤ 0.
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Then there exists a number l such that
el ≤ x1 + x2
2
.
By Lemma 3.11, the subsequence k → ekl is decreasing, hence for
all k ∈ N
ekl ≤ x1 + x2
2
.
We will now show that this implies for large enough l and k that also
for all n ≥ kl
en ≤ x1 + x2
2
+ ε,
for some small constant ε > 0. This would be a contradiction to the
assumption that x1 and x2 are accumulation points of the sequence en
and therefore would verify (27).
Hence, it is left to deduce the estimate (27). Let n ≥ lk. Then we
know that we can write
n = k˜l + v,
where k˜ ≥ k and 0 ≤ v ≤ l. By using a combination of Theorem 3.9
and Lemma 3.8, it follows that
|en − ek˜l| ≤
∣∣entk˜l+v(s)− entk˜l∣∣+ θ( 1
k˜l
)
+ θ(δ)
≤ θ
(
1
k
)
+ θ(δ).
Hence, we see that if choosing k large enough and δ small enough that
en ≤ ek˜l + ε ≤
x1 + x2
2
+ ε,
which verifies (27) and closes the argument. 
3.3. Convexity of the local surface tension. The purpose of this
section is to prove Theorem 3.2, which states that the local surface
tension ent(s) is convex.
Proof of Theorem 3.2. We will show that the local surface tension ent(s)
is convex in every coordinate which yields that ent(s) is convex. By
symmetry it suffices to show that ent(s) is convex in the first coordi-
nate. For convenience, we only give the argument for the case m = 2.
The argument for the general case is similar. For that reason let s2 be
fixed. We argue by contradiction. Hence, let us suppose that ent(s)
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is not convex in the first coordinate. Then there are numbers s1,0 <
s1,1 < s1,2 such that
1
2
s1,0 +
1
2
s1,2 = s1,1
and
ent(s1,1, s2) >
1
2
ent(s1,0, s2) +
1
2
ent(s1,2, s2). (28)
For an integer n we consider the microscopic entropy entn(s1,1, s2) given
by Definition 3.7 i.e.
entn(s1,1, s2) := − 1
n2
ln |Hgn(s1,1, s2)| ,
where g denotes a geodesic in T . We want to recall that elements h ∈
Hgn(s1,1) are graph homomorphisms h : Sn → T , where Sn ⊂ Z2 de-
notes the n× n box
Sn := {0, . . . , n− 1}2 .
We assume that without loss of generality that n is odd. The idea is
to split up the box Sn into four boxes of side length
n
2
i.e.
Sn = B1 ∪B2 ∪B3 ∪B4.
Down below, we will compare the number of graph homomorphisms
in Hgn(s1,1, s2) to the number the number of graph homomorphisms
on each sub-box Bi with a fixed buckled boundary (see Figure 8 and
Figure 9). For that purpose let hb ∈ Hgn(s1,1, s2) be a graph homomor-
phism such that
• for all x ∈ ∂Sn with 0 ≤ x1 ≤ n−12 and x2 ∈
{
0, n−1
2
, n− 1} it
holds
dT
(
hb(x),g (bs1,0x1 + s2x2c) ≤ δn
2
)
;
• for all x ∈ ∂Sn with n2 ≤ x1 ≤ n− 1 and x2 ∈
{
0, n−1
2
, n− 1} it
holds
dT
(
hb(x),g
(
bs1,0n− 1
2
+ s1,2
(
x1 − n− 1
2
)
+ s2x2c
)
≤ δn
2
)
;
• for all x ∈ ∂Sn with 0 = x1 and x2 ∈ {0, n− 1} it holds
dT
(
hb(x),g (bs2x2)c ≤ δn
2
)
; and
• for all x ∈ ∂Sn with x1 = n− 1 and x2 ∈ {0, n− 1} it holds
dT
(
hb(x),g (bs1,1n+ s2x2c) ≤ δn
2
)
.
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Figure 8. Schematic drawing of a typical graph ho-
momorphism h ∈ Hgn(s1, s2) on the block Sn. A blue
line means that the graph homomorphism h travels with
speed s1 on g and a black line means that h travels with
speed s2.
The role of the graph homomorphism hb is to fix the boundary con-
dition on each box Bi, i = 1, . . . , 4. Theorem 3.9 from above states
that asymptotically the microscopic entropy of free and fixed bound-
ary conditions are the same. Using Theorem 3.9 and underestimating
the possible number of graph homomorphisms yields that
entn(s1,1, s2) ≤ 2
(n
2
)2 1
n2
entn
2
(s1,0, s2)
+ 2
(n
2
)2 1
n2
entn
2
(s1,2, s2) + o(δ) + o
(
1
n
)
.
The last estimate in combination with the fact that (cf. Theorem 3.1)
entn(s1, s2) = ent(s1, s2) + o
(
1
n
)
implies that
ent(s1,1, s2) ≤ 1
2
ent(s1,0, s2) +
1
2
ent(s1,2, s2) + o(δ) + o
(
1
n
)
,
which contradicts (28) by choosing δ > 0 small enough and n large
enough and therefore closes the argument. 
4. A Kirszbraun theorem and a concentration inequality
In this section, we provide the technical tools that are needed in our
proof of the variational principle to overcome the difficulty that our
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Figure 9. Schematic drawing of a graph homomor-
phism hb. A red line means that the graph homomor-
phism h travels with speed s1,0 on g. A yellow line means
that the graph homomorphism h travels with speed s1,2.
A black line means that h travels with speed s2.
model is not integrable. In Section 4.1 we deduce the Kirszbraun the-
orem in regular trees. In Section 4.2 we deduce the concentration in-
equality for graph homomorphisms. In Section 3those tools were used
to show the existence and convexity of the local surface tension ent(s)
(see Theorem 3.1 and Theorem 3.2) and the equivalence of fixed and
free boundary conditions (see Theorem 3.9). Those tools are also the
technical foundation to derive the existence of a continuum of shift-
invariant ergodic gradient Gibbs measures in Section 5.4.
4.1. A Kirszbraun theorem for graph homomorphisms. For con-
tinuous metrics, Kirszbraun theorems state that under the right con-
ditions a k-Lipschitz function defined on a subset of a metric space
can be extended to the whole space (cf. [Kir34, Val43, Sch69]). The
goal of this section is to show that such theorems also exist for various
spaces of discrete functions. We only consider the special case of graph
homomorphisms from Zm to a d-regular tree for the convenience of the
reader. The concepts of this section are quite universal and certainly
could be applied to more general situations.
Since Zm and T are both bipartite let us fix a 2-coloring of the two
graphs. The color of a vertex is called parity. The next statement is
the Kirszbraun theorem for graphs.
Theorem 4.1 (Kirszbraun theorem for graphs). Let Λ be a connected
region of Zm, S be a subset of Λ and h¯ : S → T be a graph homomor-
phism which conserves the parity. There exists a graph homomorphism
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h : Λ→ T such that h = h¯ on S if and only if for all x, y in S
dT (h¯(x), h¯(y)) ≤ |x− y|l1 . (29)
where |x− y|l1 is the l1-norm in the graph Λ.
Remark 4.2. If Λ is not convex then the l1-norm in Λ is not the
l1-norm of Zm
Remark 4.3. The parity condition in Theorem 4.1 is necessary. In-
deed, let us consider a situation where
|x− y|l1 = 2
and
dT (h¯(x), h¯(y)) = 1.
Then it follows that the condition (29) is satisfied but there cannot be an
extension h of h¯. However, the graph homomorphism h¯ in this example
is violating the parity condition.
For the proof of Theorem 4.1 we need the following observation which
states that once the image of a single point is fixed it is always possible
to build a graph homomorphism that goes as fast as possible in one
direction of the tree (here towards w0).
Lemma 4.4. Let Λ be a connected region of Zm, x be a point in Λ, w
be a vertex of T and p = {w = v0, .., w0 = vk} be the geodesic path in
T going from w to w0. The map hwx : Λ → T given by hwx (y) = vd(x,y)
is a graph homomorphism.
Proof. The function hwx is 1-Lipschitz since the graph distance is 1-
Lipschitz. Moreover two neighbors cannot have the same image be-
cause for bipartite graphs, the parity of the graph distance to a single
point depends on the parity of the vertex. Therefore hwx is a graph
homomorphism. 
For the proof of Theorem 4.1 let us introduce the natural analogue of
the norm of | · | on a tree, which we call depth.
Definition 4.5 (Depth on a tree). Let g be a geodesic of T and
let ±∞g denote the boundary point of the geodesic g. The depth asso-
ciated to the geodesic g is given by the unique function | · | : T → Z
such that |r| = 0 and for nearest neighbors v ∼ w ∈ T
|v| = |w|+
{
−1, if v is closer to ∞g than w,
1, if v is closer to ∞g than w.
We want to note that the depth can be negative. On the set Hgn(s) we
always consider the depth associated with the geodesic g.
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Let us now turn to the proof of Theorem 4.1.
Proof of Theorem 4.1. The condition (29) is clearly necessary since a
graph homomorphism is 1-Lipschitz. Suppose now that (29) holds.
In order to prove Theorem 4.1, we only need to construct a graph
homomorphism h : Λ→ T such that h = h¯ on S. For that purpose, let
us consider
h(y) = argmax{|hh¯(x)x (y)|, x ∈ S}, (30)
In other words, h(y) is defined in the following way: Given y ∈ Λ one
has to find a vertex x˜ ∈ S such that
|hh¯(x˜)x˜ (y)| = max
x∈S
|hh¯(x)x (y)|.
Then one sets
h(y) = h
h¯(x˜)
x˜ (y).
It is left to show that h is well defined, that h = h¯ on S and that h is a
graph homomorphism. We start with deducing that h is well defined.
The fact that h is well defined will follow from the following observation:
If there are y ∈ Λ and x1, x2 ∈ S such that |hh¯(x1)x1 (y)| = |hh¯(x2)x2 (y)| then
hh¯(x1)x1 (y) = h
h¯(x2)
x2
(y). (31)
Therefore, let us deduce now the statement (31). We can assume with-
out loss of generality that x1 6= x2. By definition of hh¯(xi)xi it holds
dZm(xi, y) = dT (h¯(xi), hh¯(xi)xi (y)).
Using this fact, the subadditivity of the graph distance and (29) yields
that
dT (h¯(x1), h¯(x2)) ≤ dZm(x1, x2)
≤ dZm(x1, y) + dZm(y, x2)
= dT (h¯(x1), hh¯(x1)x1 (y)) + dT (h¯(x2), h
h¯(x2)
x2
(y)). (32)
Now, let v ∈ T be the unique vertex on the geodesic path between
h¯(x1) and w0 such that
dT (h¯(x1), h¯(x2)) = dT (h¯(x1), v) + dT (v, h¯(x2)). (33)
Combining (32) and (33) gives
dT (h¯(x1), v)+dT (v, h¯(x2)) ≤ dT (h¯(x1), hh¯(x1)x1 (y))+dT (h¯(x2), hh¯(x2)x2 (y)).
Thus either
dT (h¯(x1), v) ≤ dT (h¯(x1), hh¯(x1)x1 (y)) (34)
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or
dT (h¯(x2), v) ≤ dT (h¯(x2), hh¯(x2)x2 (y)). (35)
Due to the tree structure, all the vertices w on one geodesic path be-
tween {h¯(xi)}i=1,2 and w0 and such that dT (h¯(xi), v) ≤ dT (h¯(xi), w)
must also be on the other geodesic path. Hence due to (34) and (35)
at least one of the h
h¯(xi)
xi (y) is on both geodesic paths to w0. Since
the depth is one-to-one on those paths, the only way that |hh¯(x1)x1 (y)| =
|hh¯(x2)x2 (y)| is if hh¯(x1)x1 (y) = hh¯(x2)x2 (y) which deduces (31).
We prove now that h = h¯ on S. For any pair of points x1, x2 ∈ S, we
know from the definition of the map h
h¯(x2)
x2 that
dT (h¯(x2), hh¯(x2)x2 (x1)) = dZm(x2, x1).
Thus it follows from the definition of |w| = distT (w,w0) that
|hh¯(x2)x2 (x1)| = |h¯(x2)| − dT (h¯(x2), hh¯(x2)x2 (x1))
= |h¯(x2)| − dZm(x1, x2)
≤ |h¯(x2)| − (|h¯(x2)| − |h¯(x1)|)
≤ |h¯(x1)|.
This means that, at the point x1, the maximum argument in (30) must
be reached for x1 and thus h(x1) = h¯(x1).
Now, we will show that h is a graph homomorphism. For this purpose
let y ∼ z ∈ Λ be nearest neighbors. We have to show that this im-
plies distT (h(y), h(x)) = 1. We distinguish two cases. In the first case
we assume that there is x ∈ S such that
h(y) = hh¯(x)x (y) and h(z) = h
h¯(x)
x (z).
In this case, the fact that distT (h(y), h(z)) = 1 directly follows from
Lemma 4.4 which states that all the h
h(x)
x are graph homomorphisms
themselves.
Let us now consider the second case where we assume that there ex-
ist x1, x2 ∈ S, x1 6= x2 such that
h(y) = hh¯(x1)x1 (y) and h(z) = h
h¯(x2)
x2
(z).
Then, we have to show that
distT
(
hh¯(x1)x1 (y), h
h¯(x2)
x2
(z)
)
= 1.
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In this situation we will show below that either
hh¯(x1)x1 (y) = h
h¯(x2)
x2
(y) or hh¯(x1)x1 (z) = h
h¯(x2)
x2
(z). (40)
Indeed, if this statement is true we have reduced the second case to the
first case.
Let us now deduce the statement (40). By the definition of the map h
it must hold that ∣∣∣|hh¯(x1)x1 (z)| − |hh¯(x2)x2 (y)|∣∣∣ ≤ 2,
else one could easily construct a contradiction. The case
|hh¯(x1)x1 (z)| = |hh¯(x2)x2 (y)|
cannot happen. Else one would get a contradiction to the fact that h¯
conserves the parity. Hence it follows that
|hh¯(x1)x1 (z)| = |hh¯(x2)x2 (y)| ± 1.
Hence we have that either
|hh¯(x1)x1 (z)| = |hh¯(x2)x2 (z)|
or
|hh¯(x1)x1 (y)| = |hh¯(x2)x2 (y)|.
Now, we are in the same situation as in the second step and can con-
clude from from (31) that (40), which concludes the argument. 
4.2. A concentration inequality. The main purpose of this section
is to deduce a concentration inequality for the the uniform measure on
the set Hgn(s), which is defined in Definition 3.7. The concentration
inequality is:
Theorem 4.6 (Concentration inequality). There exists a universal
constant C such that, under the uniform measure Psn on Hgn(s), for
all x = (x1, .., xm) in Zm, and for all ε ≥ n−0.45 we have
Psn
(
max
x∈Zm
dT (h(x),g(bs · xc)) ≥ n
)
≤ Ce− ε
2n
212 , (41)
where the function g(n) is given by Lemma 2.7.
We will deduce Theorem 4.6 from an auxiliary concentration inequality.
Lemma 4.7 (Auxiliary concentration inequality). For all ε > 0 and x ∈
Zm it holds
Psn (||h(x)| − E[|h(x)|]| ≥ n) ≤ Ce−
2n
32 ,
where |h(x)| is given by Definition 4.5.
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The proof of Lemma 4.7 is in several steps. In [CEP96] a concentra-
tion inequality was deduced for domino tilings of an Aztec diamond.
Using this argument as an inspiration, our argument is also based on
the Azuma-Hoeffding inequality (see Lemma 4.8 from below). In the
setting of graph homomorphisms to a tree, verifying the assumptions
of the Azuma-Hoeffding inequality becomes very challenging. For this
purpose we developed a completely new argument based on coupling.
We state the proof of Lemma 4.7 with all the details in Section 4.2.1
and now continue to state the proof of Theorem 4.6. The only addi-
tional ingredient that is needed in the proof of Theorem 4.6 is the fact
that every element h ∈ Hgn(s) has to stay close to the geodesic g (see
Lemma 3.6).
Proof of Theorem 4.6. The goal is to derive the estimate (41), which
is verified in several steps. Let x = (x1, .., xm) ∈ Zm. The auxiliary
concentration inequality of Lemma 4.7 states that
P (||h(x)| − E[|h(x)|]| ≥ n) ≤ Ce− 
2n
32 , (42)
where we used the simplified notation P = Psn. We argue that a com-
bination of the estimate (42) and the fact that the map h ∈ Hgn(s)
is n−translational invariant yields that
P(max
x∈Zm
||h(x)| − E[|h(x)|]| ≥ n) ≤ Ce− 
2n
64 . (43)
Indeed, due to the fact that h is n−translational invariant it holds
P(max
x∈Zm
||h(x)| − E[|h(x)|]| ≥ n)
= P( max
x∈[0,n−1]m
||h(x)| − E[|h(x)|]|) ≥ n)
≤
∑
x∈[0,n−1]m
P(||h(x)| − E[|h(x)|]|) ≥ n)
≤ C nme− 
2n
32
≤ C e− 
2n
64 ,
which verifies the estimate (43).
In the next step, we show that the estimate (43) yields
P(dT (h(x),Πg(h(x))) ≥ n) ≤ Ce− 
2n
64 , (44)
where Πg : T → g denotes the projection onto the nearest point in g.
We start with arguing that the function k → E[|h(k, 0, .., 0)|] is non-
decreasing. Since wlog. the slope is non-negative, i.e. s1 ≥ 0 it follows
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that
lim
k→∞
|h(k, 0, .., 0)| − |h(k, 0, .., 0)| =∞ a.s..
By the Fatou’s Lemma this yields that
lim
k→∞
E [|h(k, 0, .., 0)|]− E [|h(k, 0, .., 0)|] =∞
Therefore, there is a number k ∈ N such that
E [|h(k, 0, .., 0)|]− E [|h(k, 0, .., 0)|] ≥ 0.
Using a telescope sum it follows that
E[|h(k, 0, .., 0)|]− E [|h(k, 0, .., 0)|]
= Σ0≤i<kE[|h(i+ 1, 0, .., 0)|]− E[|h(i, 0, .., 0)|].
We can deduce from the translation invariance that for all i, j ∈ N
E[|h(i+ 1, 0, .., 0)|]− E[|h(i, 0, .., 0)|]
= E[|h(j + 1, 0, .., 0)|]− E[|h(j, 0, .., 0)|].
It follows that
E[|h(i+ 1, 0, .., 0)|]− E[|h(i, 0, .., 0)|] ≥ 0.
Therefore, the function k → E[|h(k, 0, .., 0)|] must be non-decreasing,
which yields that for l ≥ k:
E[|h(l, 0, .., 0)|]− E[|h(k, 0, .., 0)|] ≤ 0. (45)
Now, let k be such that dT (h(k, 0, .., 0),Πg(h(k, 0, . . . , 0))) ≥ c. Since
all configurations are supported on the geodesic g, we know there exist
l > k such that: |h(l, 0, .., 0)| ≤ |h(k, 0, .., 0)| − c. Hence, by using the
estimate (45) we get that
c ≤ |h(k, 0, .., 0)| − |h(l, 0, .., 0)|
= |h(k, 0, .., 0)| − E[|h(k, 0, .., 0)|]
+ E[|h(k, 0, .., 0)|]− E[|h(l, 0, .., 0)|]
+ E[|h(l, 0, .., 0)|]− |h(l, .., 0)|
≤ ||h(k, 0, .., 0)| − E[|h(k, 0, .., 0)|]|
+ ||h(l, 0, .., 0)| − E[|h(l, 0, .., 0)|]| .
It follows that either
||h(l, 0, .., 0)| − E[|h(l, 0, .., 0)|]| ≥ c/2
or
||h(k, 0, .., 0)| − E[|h(k, 0, .., 0)|]| ≥ c/2.
Combining this with the estimate (43) yields the desired estimate (44).
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We observe that the concentration inequality (44) together with the
universal bound (see Lemma 3.6)
dT (h(x),Πg(h(x))) ≤ mn
2
yields that
E [dT (h(x),Πg(h(x)))] ≤ Cn0.51. (46)
In this step, we will deduce the concentration inequality
P (dT (h(x),g(s · x)) ≥ εn) ≤ Ce−
ε2n
210 ., (47)
where the constant C is universal i.e. independent of the choice of x ∈
Zm. Indeed, the translation invariance yields that
E[|Πg(h(x))|] = s · x.
Without loss of generality we assume that 0 ≤ s · x ∈ Z. Then g(s · x)
denotes the unique point u ∈ g on the geodesic g ⊂ T such that
|u| = s · x. It follows that
dT (Πg(h(x)),g(s · x))
= ||Πg(h(x))| − E[|Πg(h(x))|]|
≤ |dT (h(x),Πg(h(x))) + |Πg(h(x))|
−E [dT (h(x),Πg(h(x)))]− E [|Πg (h(x))|]|
+ |dT (h(x),Πg(h(x)))− E [dT (h(x),Πg(h(x)))]|
= ||h(x)| − E [|h(x)|]|
+ |dT (h(x),Πg(h(x)))− E [dT (h(x),Πg(h(x)))]| ,
where we used the fact that
|h(x)| = dT (h(x),Πg(h(x))) + |Πg(h(x))|
and also that
E [|h(x)|] = E [dT (h(x),Πg(h(x)))] + E [|Πg(h(x))|] .
Overall, using now the bound (46) yields that
dT (Πg(h(x)),g(s · x))
≤ ||h(x)| − E [|h(x)|]|+ dT (h(x),Πg(h(x))) + Cn0.51.
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We observe that due to the fact that ε ≥ n−0.45 it holds that for large
enough n:
ε
2
n− Cn0.51 ≥ n
0.55
2
− cn0.51 ≥ 0.
Hence, if we assume that
dT (Πg(h(x)),g(s · x)) ≥ εn,
it follows that
ε
2
n ≤ ||h(x)| − E [|h(x)|]|+ dT (h(x),Πg(h(x))) .
The last estimate yields that either
||h(x)| − E [|h(x)|]| ≥ ε
4
n
or
dT (h(x),Πg(h(x))) ≥ ε
4
n.
Hence, we get from the concentration inequality (42) and (44) that
P (dT (h(x),g(s · x)) ≥ εn)
≤ P
(
dT (h(x),Πg(h(x))) ≥ ε
4
n
)
+ P
(
||h(x)| − E[|h(x)|]| ≥ ε
4
n
)
≤ 2Ce− ε
2n
210 .
which is the desired estimate (47).
Now, the estimate (41) follows easily from (47) and the observation
that by the translational invariance of h i.e.
P
(
max
x∈Zm
dT (h(x),g(s · x) ≥ εn
)
= P
(
max
x∈Sn
dT (h(x),g(s · x) ≥ εn
)
≤
∑
x∈Sn
P (dT (h(x),g(s · x)) ≥ εn)
≤ nm2Ce− ε
2n
210
≤ Ce− ε
2n
212 .

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4.2.1. Proof of Lemma 4.7. We will derive the statement of Lemma 4.7
from the well-known Azuma-Hoeffding inequality.
Lemma 4.8 (Azuma-Hoeffding [Azu67, Hoe63]). Suppose that (Xk)N
is a martingale and
|Xk −Xk−1| < ck almost surely.
Then for all N ∈ N and all ε > 0
P (|XN −X0| ≥ t) ≤ 2 exp
(
− t
2
2
∑N
k=1 c
2
k
)
.
In order to apply Azuma-Hoeffding we have to specify which martin-
gale Xk we are considering. For this let us first introduce a filtration of
sigma algebras Fk we are using. We consider a path p : N∪ {0} → Zm
from‘0 ∈ Zm to x ∈ Sn i.e. p(0) = 0 and p(|x|l1) = x. We define the
functions gk : Hgn → R for k = 0 via
g0(h) = |h(p(0))|
and for k ≥ 1 via
gk(h) = |h(p(k))| − |h(p(k − 1))|.
Then, the sigma algebras Fk are defined via
Fk = σ(gl, 0 ≤ l ≤ k).
Now, we define the martingale Xk, 0 ≤ k ≤ |x|l1 in the usual way using
conditional expectations i.e.
Xk = E [|h(x)||Fk] ,
where E denotes the expectation under the uniform probability measure
on Hgn(s). We note that for k = |x|l1 it holds
X|x|l1 = |h(x)|.
As a consequence, the statement of Lemma 4.7 follows directly from
Azuma-Hoeffding by choosing N = |x|l1 (see Lemma 4.8), if we can
show that almost surely
|Xk −Xk−1| ≤ 4.
This is exactly the statement of the following lemma.
Lemma 4.9. Using the definitions from above, it holds for k = 1 . . . , |x|l1
that almost surely
|Xk −Xk−1| = |E [|h(x)||Fk]− E [|h(x)||Fk−1]| ≤ 4. (48)
42 GEORG MENZ AND MARTIN TASSY
Hence, we see that in order to deduce Lemma 4.7 it is only left to
verify Lemma 4.9. For deducing the estimate (48), we need to show
that changing the depth of a single point y does not influence too much
the expected depth of the point x. The proof of Lemma 4.9 is quite
subtle. The reason being that the structure of the uniform probability
measure P on the set Hgn(s) is extremely hard to break down. Un-
fortunately, without classical tools related to the integrability of the
model (see for example [CEP96]) it seems that there is no direct way
to compare Esn[·|Fk+1]] and Esn[·|Fk]].
Instead, we use a dynamic approach. We construct a coupled Markov
chain (Xn, Yn) onHgn(s)2 such that the law ofXn converges to Esn[·|Fk+1]]
and the law of Yn converges to Esn[·|Fk]]. The crucial property will be
that the Markov chain keeps the depth deviation of Xn and Yn invari-
ant. This means that if
||Xn(x)| − |Yn(x)|| ≤ 4
then also
||Xn+1(x)| − |Yn+1(x)|| ≤ 4. (49)
Because this property is verified at each step and the law of the Markov
chain converges to Esn[·|Fk+1]] and Esn[·|Fk]], it also holds that
|Esn[|h(x)||Fk+1]]− Esn[|h(x)||Fk]]| ≤ 4,
which is the desired statement of Lemma 4.9.
There is a natural choice for the Markov chain sampling the uniform
measure on Hgn(s), which is the Glauber dynamic (see Definition 4.13).
Unfortunately, even when coupled, the Glauber dynamic does not con-
serve the depth deviation. More precisely, the Glauber dynamic does
not have the desired property (49). This can be seen by constructing
counter examples involving fake minima (cf. Definition 4.10 and the
proof of Lemma 4.9 from below). If one would consider graph homo-
morphisms to Z then this technical problem would not appear and one
could use the classical Glauber dynamic.
We overcome this technical difficulty in the following way: We carefully
analyze the situations in which the depth deviation can increase under
the Glauber dynamic. Then we add a resampling step before every
Glauber step to prevent those situations. When adding the resam-
pling step one has to be very careful not to introduce a bias. We will
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Figure 10. Extremum of a graph homomorphism
show that this is not the case. More precisely, we show that the modi-
fied Glauber dynamic still converges to the uniform measure on Hgn(s)
given Fk and Fk−1.
We begin with introducing some necessary definitions.
Definition 4.10 (Minimum and extremum of a graph-homomorphism).
Let h : Zm → T be a graph-homomorphism. We say that a point
x ∈ Zm is minimum for h if
|h(x)| < |h(z)| for all z ∼ x.
If additionally
h(z) = h(z˜) for all z, z˜ ∼ x
we say that x is a true minimum, otherwise we say that x is a fake
minimum for h. Finally, if
h(z) = h(z˜) for all z, z˜ ∼ x
holds without the first condition we say that x is an extremum of h
For an illustration of Definition 4.10 we refer to Figure 10.
Remark 4.11. We want to observe that there is no fake local max-
imum for a graph homomorphism h. The reason is that for a given
point h(x) ∈ T there is only one neighbor h(x) ∼ v ∈ T with lower
depth.
Definition 4.12. (Pivoting) If x is an extrema of h, we call pivoting
x the following operation:
• For z ∼ x choose w ∈ T randomly and with equal probability
among the neighbors of h(z) ∈ T .
• Set h(x) = w.
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Figure 11. Example of pivoting the extremum x of a
graph homomorphism
In Figure 11 we illustrate what pivoting means for a graph homomor-
phism to a tree. With the notion of pivoting, we can define the natural
Glauber dynamic on Hgn(s).
Definition 4.13. (Glauber dynamic) The Glauber dynamic on Hgn(s)
is a Markov chain given by the following procedure: Let Xn ∈ Hgn(s)
then then Xn+1 is attained via:
(1) Choose a vertex x ∈ Sn ⊂ Zm uniformly at random.
(2) If Xn(x) is an extremum in the sense of Definition 4.10 then
pivot Xn around x. Else do nothing.
Figure 12. Complete branch of a 3-regular tree. The
arrow indicates the direction in which the depth in-
creases.
As we mentioned above, it is possible that the original Glauber dy-
namics increases the depth deviation. This can only happen if one
configuration has a fake minimum and the other configuration does
not. The purpose of the adapted Glauber dynamics is to eliminate this
situation. In order to define the adapted Glauber dynamic, let us first
introduce the concepts of excursion and resampling an excursion.
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Definition 4.14 (Excursion). Let h : Zm → T be a translation invari-
ant homomorphism and T 0 be a complete branch of T such that the
vertex of T 0 with lowest depth has degree one (see Figure 12). This
vertex is called the root of the branch T 0. We say that an excursion of
h is a connected component C of h−1(T 0) on which the depth is bounded
from above. If x ∈ Zm is mapped by h(x) onto the root of T 0 then we
say that the excursion starts at x.
We call C excursion because for any element x ∈ C and path p ⊂ Zm
from x to infinity, there must be an element z ∈ p such that h(z) is
mapped onto the root of the branch T 0 (see Figure 13).
Definition 4.15 (Excursion resampling). Let h : Zm → T be a graph
homomorphism and C be an excursion of h starting in x. We call the
following operation resampling the excursion C:
(1) Observe that there is an index j ∈ {1, .., d} such that |h(x) +
αi| < |h(x)|.
(2) Choose an index i ∈ {1, .., d}\{j} randomly with equal probabil-
ity.
(3) We define a new dual graph homomorphism g˜ by:
g˜(exy) :=
{
αi if exy on the outer boundary of C,
h˜(exy) else.
(4) We set the new graph homomorphism h to be the graph homo-
morphism that is naturally associated to g˜.
For an illustration of resampling an excursion we refer to Figure 14
and Figure 15. One could ask why one does not choose the index i
uniformly at random out of the set {1, .., d}. The reason for choosing
the index i out of the set {1, .., d}\{j} is that by this procedure one
guarantees that resampling an excursion does not change the depth
profile of the configuration h.
For our adapted Glauber dynamic it is important to decide if an edge exy
of a fake minimum at x is in an excursion C or not. The next lemma
helps a lot in that task.
Lemma 4.16. Let x ∈ Λ be a fake minimum for the homomorphism
h and let exy be an edge starting from x. The edge exy is not in an
excursion C that starts at x if and only if there exist an infinite path
p = {x0 = x, x1 = y, ...} and such that:
(1) For all i ≥ 1 : |h(xi)| > |h(x)|
(2) supi≥1 |h(xi)| =∞
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Figure 13. Illustration of an excursion (see Defini-
tion 4.14). The edges in red are on the outer boundary
of the excursion. See also Figure 14.
Figure 14. Excursion before resampling
Moreover, two edges exy and exy′ are in a common excursion of h start-
ing at x if there exist a path p = {x0 = x, .., xn = x} whose first and last
edges are exy and ey′x and such that for all 1 < i < n : |h(xi)| > |h(x)|.
Proof of Lemma 4.16. Suppose that exy is not in an excursion, and con-
sider the connected component C of h−1(T 0) which contains y where T 0
is the complete tree with root h(y). By definition exy is not in an excur-
sion if and only the depth is not bounded from above on C. Consider a
sequence {x1, .., xn, ..} in CN such that for all i ≥ N : |h(xi)| = |h(x)|+1,
and build a path p that goes through all the xi’s while staying in C
(this is always possible since C is connected), then p verifies the con-
ditions of the lemma. Reciprocally, if exy is in an excursion for h then
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Figure 15. Excursion after resampling
the depth is bounded from above on C and any path p on which the
depth is not bounded from above must leave C at some point. 
The resampling-step will be used in out construction of the the adapted
Glauber dynamic. It is important to show that resampling maps an
element from Hgn(s) onto an element in Hgn(s). This is a direct conse-
quence of the following statement.
Lemma 4.17. Assume that h ∈ Hgn(s). Then it holds that an edge exy
is in an excursion if an only if for all 1 ≤ k ≤ m the edge ex+n~iky+n~ik
is also in an excursion. Additionally, it holds that exy and ex′y′ are on
the border of a common excursion if and only if for all 1 ≤ k ≤ m
the edges e(x+n~ik)(y+n~ik) and e(x′+n~ik)(y′+n~ik) are also one the border of a
common excursion.
The proof of Lemma 4.17 is based on Lemma 4.16.
Proof of Lemma 4.17. Both claims follow from the fact that translating
by n~ik leaves the depth difference invariant since the geodesic g which
support the configuration is left unchanged by translation.
Hence, if there exist an infinite path p = {x0 = x, x1 = y, ...} such
that for all i ≥ 1 : |h(xi)| > |h(x)| and supi≥1 |h(xi)| = ∞. Then the
path p + n~ik = {x0 = x + n~ik, x1 = y + n~ik, ...} also verifies for all
i ≥ 1 : |h(xi)| > |h(x)| and supi≥1 |h(xi)| =∞.
Similarly two edges exy and ex′y′ are on the border of a common ex-
cursion if there exist a path p = {x0 = x, x1 = y, .., xn−1 = y′, xn = x}
such that for all 1 < i < n : |h(xi)| > |h(x)| which is true if and only if
the path p+n~ik = {x0 = x+n~ik, x1 = y+n~ik, .., xn−1 = y′+n~ik, xn =
x+n~ik} also verifies for all 1 < i < n : |h(xi +n~ik)| > |h(x+n~ik)|. 
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Now, let us describe the adapted Glauber dynamic that is used in the
proof of Lemma 4.9.
Definition 4.18 (Adapted Glauber dynamic). Let (c1, .., ck) ∈ Zk and
denote by Hgn(s)[c1, .., ck] to be the set of homomorphisms h ∈ Hgn(s)
such that |h(xi)| − |h(0)| = ci for 1 ≤ i ≤ k. We consider the following
dynamic on Hgn(s)[c1, .., ck]. Let Xn ∈ Hgn(s)[c1, .., ck]. Then the new
configuration Xn+1 ∈ Hgn(s)[c1, .., ck] is obtained in the following way:
(1) Choose a vertex x ∈ Sn.
(2) If |Xn(x)| − |Xn(0)| is not fixed then resample all the excur-
sions C of Xn that start in x. If x becomes an extremum, pivot
x after that and resample again all the excursions C of Xn that
start in x.
(3) If |Xn(x)|− |Xn(0)| is fixed (through Fk) then only resample all
the excursions C of Xn that start in x but do not pivot x.
In the next lemma, we show that the adapted Glauber dynamic con-
verges to the correct law.
Lemma 4.19. The Markov chain {Xn}n∈N given by Definition 4.18 is
reversible and irreducible on the state space Hgn(s)[c1, .., ck]. As a direct
consequence, the law of {Xn}n∈N converges to the uniform measure on
Hgn(s)[c1, .., ck].
Proof of Lemma 4.19. We start with observing that the adapted Glauber
dynamic leavesHgn(s)[c1, .., ck] invariant. Resampling excursions around
a vertex x does not change the depth of x and the dynamic only pivot
vertices whose depth is not fixed.
We now show that the Markov chain is reversible wrt. the uniform
probability measure on Hgn(s)[c1, .., ck]. Because we consider the uni-
form probability measure on Hgn(s)[c1, .., ck] it suffices to show that
P [Xn, Xn+1] = P [Xn+1, Xn] .
Let Zn ∈ Sn denote the position that is chosen in the first step of the
adapted Glauber dynamics. We notice that after conditioning on Zn
both the law given of resampling an excursion and pivoting are uniform
over the spaces of reachable configurations. Thus we have that
P [Xn, Xn+1] =
∑
x∈Sn
P [Xn, Xn+1|Zn = x] 1
n2
=
∑
x∈Sn
P [Xn+1, Xn|Zn+1 = x] 1
n2
= P [Xn+1, Xn] .
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This shows that the adapted Glauber dynamics is reversible on the
state space Hgn(s)[c1, .., ck].
Now, we prove that the chain is irreducible. The main idea is the
following. In every step, there is a positive probability that the resam-
pling excursions does not change the configuration h ∈ Hgn(s)[c1, .., ck].
Therefore, the adapted Glauber dynamics is irreducible if the orig-
inal Glauber dynamic is irreducible. To show the irreducibility of
the original Glauber dynamic, one shows in the first step that there
is a positive probability that the original Glauber dynamics trans-
forms h ∈ Hgn(s)[c1, .., ck] after finitely many steps to a configura-
tion g ∈ Hgn(s)[c1, .., ck] that is only supported on the geodesic g. Now,
one can only consider moves of the original Glauber dynamics that do
not move g away from g. This means that the question of irreducibility
of the adapted Glauber dynamics on Hgn(s)[c1, .., ck] has been reduced
to the question if the original Glauber dynamics is irreducible for graph
homomorphisms to Z, which we show now.
We define the distance between two homomorphisms h and h′ sup-
ported on g by
d(h, h′) = Σx∈Sn||h(x)| − |h′(x)||.
It is clear that d(h, h′) = 0 implies h equal h′ and that d(h, h′) must
be finite since Sn is finite. Hence, if we show that there exists always
a pivot move which decreases the distance between two configurations,
we can use inductive argument to prove that the chain is irreducible.
Let C be the cluster on which ||h(x)| − |h′(x)|| is maximal and let x0
be a point in C. Suppose without restriction than h is greater than
h′ on C and define p = {x0, ..., xq} to be a maximal increasing path
starting form x0. That is a path of maximal length such that for all
0 ≤ i < q : |h(xi+1)| > |h(xi)|. This path has to be finite otherwise
there exist two points xi and xj along the path p which are n-translates
of each other and the slope verifies s · x = 1. All points on the path
have to be in C since for all 0 ≤ i < q:
h′(xi+1)− h′(xi) ≤ h(xi+1)− h(xi)
Moreover, the fact that p is of maximal length impose that h(xq) is a
local maximum for the depth. Hence it is possible to do a pivoting move
at xq which decrease the depth of xq by 2 and decrease the distance
between h and h′.
Because the Markov chain has a finite state space and is reversible, it
follows from standard theory of Markov processes that the law of the
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chain converges to the unique invariant probability measure (see for
example [Dur10]). 
Now, we are ready to state the proof of Lemma 4.9.
Proof of Lemma 4.9. We consider a Markov chain Xl on the state space
Hgn(s)[c1, .., ck+1]
given by the adapted Glauber dynamic of Definition 4.18. Let Yl denote
the Markov chain on the state spaceHgn(s)[c1, .., ck] that is also given by
the adapted Glauber dynamic of Definition 4.18. As outlined before,
the strategy is to define a coupling (Xl, Yl) of those Markov chains such
that
max
y∈Zm
||Xl(y)| − |Yl(y)|| ≤ 2 ⇒ max
y∈Zm
||Xl+1(y)| − |Yl+1(y)|| ≤ 2.(50)
We postpone the verification of (50) and show how it is used to derive
the statement of Lemma 4.9. We pick h ∈ Hgn(s)[c1, .., ck+1] arbitrary
and set X0 = h. Then by the Kirszbraun theorem (cf. Theorem 4.1)
there exists an element h˜ ∈ Hgn(s)[c1, .., ck] such that
max
y∈Zm
∣∣∣|h(y)| − |h˜(y)|∣∣∣ ≤ 2.
Hence, we set Y0 = h˜ and we get from (50) that for any realization of
the Markov chain and all l ∈ N
max
y∈Zm
||Xl(y)| − |Yl(y)|| ≤ 2.
The last estimate implies
|E [|Xl(x)|]− E [|Yl(x)|]| ≤ E [||Xl(x)| − |Yl(x)||] ≤ 2.
Now, Lemma 4.8 yields that
lim
l→∞
E [|Xl(x)|] = Esn [|h(x)| |Fk+1]
and
lim
n→∞
E [|Yl(x)|] = Esn [|h(x)| |Fk] .
Hence, we overall get the desired estimate (48)∣∣E(s1,...,sm)n [|h(x)| |Fk+1]− E(s1,...,sm)n [|h(x)| |Fk]∣∣ ≤ 2.
The only thing left to show is that such a coupling (Xn, Yn) indeed
exists. Let us consider an element y ∈ Zm such that
|Xn(y)| = |Yn(y)|.
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Then every coupling of the chain Xn and Yn works because the adapted
Glauber dynamic can only increase the depth deviation in one time step
by 2.
Therefore, let us now consider an element y ∈ Zm such that
||Xn(y)| − |Yn(y)|| = 2.
Without loss of generality we can assume that (else we just interchange
the role of Xn and Yn in the argument)
|Xn(y)| ≥ |Yn(y)|+ 2.
In this situation, there is only one scenario in which the original Glauber
dynamic would increases the depth deviation to 4, more precisely, such
that
||Xn+1(y)| − |Yn+1(y)|| = 4.
The scenario is when y is a true local minimum for Xn and a fake
local minimum for Yn (recall that fake local maxima cannot exist for
tree-valued height functions, cf. Remark 4.11). The depth deviation
could now increase if the Glauber dynamic selects the site y. Then
the Glauber dynamic could pivot Xn(y) but not Yn(y), which could
possibly increase the depth deviation to 4. However, using the excur-
sion resampling we can show that there is a coupling that prevents this
scenario from happening.
Let us explain this strategy in more details. First of all, we want to
mention that resampling an excursion does not change the depth of a
configuration. Hence, the additional resampling steps of our adapted
Glauber dynamic cannot create a violation of the desired conclusion (50).
Down below, we construct a coupling such that
{y is a true local minima of LyXl} (51)
⇒ {y is a true local minimum of LyYl} ,
where LyXl ∈ Hgn(s) and LyYl ∈ Hgn(s) denote the states obtained after
resampling the excursions of h and h˜ starting at y. The next step of our
Markov chain (Xn, Yn) is pivoting LyXl and LyYl around y. Now, this
step can easily be coupled such that if |LyXl(y)| increases or decreases,
then also does |LyYl(y)|. This implies the desired conclusion (50).
We explain now how to construct a coupling that satisfies the state-
ment (51). The auxiliary Lemma 4.20 from below states that
P (Xl, y) ≤ P (Yl, y), (52)
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where P (Xl, y) is the probability that y is a true minimum of Xl after
resampling of the excursions starting at x. The quantity P (Yl, y) is
defined analogously. It is a direct consequence of (52) is that there is
a coupling of the resampling step Ly such that (51) is satisfied: One
throws a random variable U that is uniformly distributed on [0, 1].
If U ≤ P (Xl, y) one decides that both LyXl and LyYl will have a true
local minimum around y, and LyXl and LyYl are chosen uniformly
among those states. If P (Xl, y) ≤ U ≤ P (Yl, y) one decides that
only LyYl will have a true local minimum around y, but not LyXl.
And finally if P (Yl, y) ≤ U ≤ 1, one decides that both LyXl and LyYl
will not have a true local minimum around y. This completes the
argument. 
In the proof of Lemma 4.9 we used the following auxiliary statement.
Lemma 4.20. Let hu, hd ∈ Hgn(s) such that
max
y∈Zm
||hu(y)| − |hd(y)|| ≤ 2.
Let x ∈ Zm be a local minimum for both hu and hd such that
|hu(x)| = |hd(x)|+ 2.
Let Lxhu ∈ Hgn(s) and Lxhd ∈ Hgn(s) denote the states one obtains after
the excursions of hu and hd starting at x. Then it holds that
P (hu, x) ≤ P (hd, x), (53)
where P (hu, x) and P (hd, x) denote the probability that Lxhu and Lxhd
respectively have a true local minimum at x.
Proof of Lemma 4.20. We split up the proof of Lemma 4.20 in several
steps. In the first step, we show that the following inequality which is
an important consequence of Lemma 4.16. For every different excursion
of a graph homomorphism h ∈ Hgn(s) starting at x, let us choose one
edge exz contained in that excursion. We denote by E(h, x) the set
containing those edges. It follows that |E(h, x)| equals the the number
of different excursions around x for the homomorphism h (see Picture
13 for an example). We want to show that
|E(hd, x)| ≤ |E(hu, x)| . (54)
In order to prove this, it is sufficient to show the following statements.
The first statement is:
If an edge exy is not in an excursion of hu starting at x, (55)
then exy is also not in an excursion of hd starting at x.
A VARIATIONAL PRINCIPLE FOR A NON-INTEGRABLE MODEL 53
The second statement is: Assume that the edges {exy1 , . . . , exyk} are
the same excursion for hu around x. Then either all the edges
{exy1 , . . . , exyk} are in a common excursion for hd around x or (56)
no edge in {exy1 , . . . , exyk} is in an excursion for hd starting at x.
Indeed, by the contraposition of the statement (55), the edges exz ∈
E(hd, x) are in an excursion of hu starting at x. By the contraposition
of the statement (56), it follows that any two edges exz, exz′ ∈ E(hd, x),
exz 6= exz′ , are in different excursions of hu. This implies the desired
estimate (54).
Let us now show the statement (55). Let exy be not in an excursion
for hu that starts in x. We know from Lemma 4.16 that there exists
an infinite path p = {x0 = x, x1 = y, ...} such that |hu(xi)| > |hu(x)|
for all i ∈ N. Since |hu(x)| = |hd(x)|+ 2 and
max
x∈Zm
|hu(x)| − |hd(x)| = 2,
this also imposes that for all |hd(xi)| > |hd(x)| for all i ∈ N. This
means that exy cannot be in an excursion for hd.
Now, let us show (56). We show the statement for only two edges exy1
and exy2 . The generalization to arbitrary many edges {exy1 , . . . exyk}
is straightforward. It follows from Lemma 4.16 that if two edges exy
and exy′ are in the same excursion for hu then there exists a path
p = {x0 = x, x1 = y, ..., xn−1 = y′, xn = x} such that hu(xi) > hu(x)
for all 1 ≤ i ≤ n−1. For the same reason as in the previous paragraph,
this imposes that |hd(xi)| > |hd(x)| for all 1 ≤ i ≤ n − 1. This yields
that either exy and exy′ are in the same excursion for hd or both are
not in an excursion for hd.
In the next step, let us show the following statement. Assume that x is
a local minimum for a graph homomorphism h ∈ Hgn(s) and two edges
exy and exy′ are not in an excursion of h starting at x. Then
h˜(ex,y) = h˜(ex,y′), (57)
where h˜ denotes the dual of the graph-homomorphism h (cf. Defini-
tion 3.3). Indeed, if an edge is not in an excursion then it is contained
in a path to a boundary point of T . Because h ∈ Hgn(s) is supported
on one geodesic there can only be one such path. We observe that x
is a local minimum for h. Hence, h˜(ex,y) has to increase the depth of
|h(x)|. This means that one has to move forward on the geodesic g and
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therefore there is only one choice left for h˜(ex,y). This verifies (57).
In the next step, we deduce the following formula for an arbitrary
element h ∈ Hgn(s):
P (h, x) =

1
(d−1)|E(h,x)|−1 , if all edges around x are in an excursion
of h starting at x,
1
(d−1)|E(h,x)| , if there is an edge around x that is not in
an excursion of h starting at x.
(58)
Indeed, let us first consider the case in which all edges around x are in
an excursion of h starting at x. The resampling step means that each
excursion of h starting in x will be attached to an uniformly chosen
direction that increases the depth (see Definition 4.15 and Figure 14
and Figure 15). Note that in a d-regular tree there are d−1-many such
directions. We recall that P (h, x) denotes the probability that h(x)
becomes a true local minimum after resampling the excursions starting
at x (see Definition 4.10). To get a local minimum all excursions must
head into the same direction. Hence, for the first excursion one can
choose any direction, but all other excursions must head into the same
direction, which yields the desired formula
P (h, x) =
1
(d− 1)|E(h,x)|−1 .
Now, let us consider the second case in which there is an edge around
x that is not in an excursion of h. It follows from the statement (57)
that the graph homomorphism h heads in the same direction for all the
edges around x that are not in an excursion. Hence, in order that h
becomes a true local minimum after resampling the excursions around
x, all the excursions have to head into the same direction. This yields
the desired formula
P (h, x) =
1
(d− 1)|E(h,x)| .
Finally, using the estimate (54) and the formula (58) we verify the
desired estimate (53) by considering several cases:
In the first case, let us assume that there is an edge around x that
is not in an excursion for hu(x) starting at x. It follows from the
statement (55) that there is also an edge that is not in an excursion
for hd(x). Hence, it follows from a combination of (54) and (58) that
P (hu, x) =
1
(d− 1)|E(hu)| ≤
1
(d− 1)|E(hd)| = P (hd, x).
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Let us consider the second case in which all edges around x for hu(x) are
in an excursion for hu. We make a further distinction and additionally
assume that all the edges around x are also in an excursion for hd(x).
In this case, a combination of (54) and (58) yields that
P (hu, x) =
1
(d− 1)|E(hu)|−1 ≤
1
(d− 1)|E(hd)|−1 = P (hd, x).
Let us now consider the last case in which we assume that all edges
around x are in an excursion for hu(x) but there is an edge around x
that is not in in excursion for hd(x). In this case it we will show that
|E(hd, x)|+ 1 ≤ |E(hu, x)|. (59)
Postponing the verification of (59) we get by using (59), (54) and (58)
that
P (hu, x) =
1
(d− 1)|E(hu)|−1 ≤
1
(d− 1)|E(hd)| ≤ P (hd, x),
which closes the argument.
The only step remaining is to prove (59). For each excursion Cdj of hd
starting at x let us choose one representative edge exzj ∈ Cdj that starts
in x. By using the statement (56), we know that the edges exz1 , . . . , exzk
must be in different excursions Cui of hu. Hence, re-indexing allows us
to assume that exzj ∈ Cdj for j ∈ {1, . . . , l}. By assumption, there
must be an edge exzl+1 that is not in an excursion of hd. Because by
assumption all edges near x are in an excursion of hu it follows that
there is an i ∈ {1, . . . , k} such that exzl+1 ∈ Cui . We show in a moment
that for all j ∈ {1, . . . , l}
Cui 6= Cuj . (60)
This means that the graph homomorphism hu has at least l + 1 many
different excursions that start at x, which verifies (59).
Let us turn to the verification of (60). We use an indirect argument
and assume that wlog.
Cui = Cu1 .
Hence, the edge exz1 and exzl+1 are in the same excursion Cul . By
the statement (56) this implies that either
{
exz1 , exzl+1
} ⊂ Cd1 or both
edges exz1 and exzl+1 are not in an excursion. Which is a contradiction
to the fact that by construction
exz1 ∈ Cd1 and exzl+1 /∈ Cd1 .

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5. Existence of a continuum of shift-invariant ergodic
gradient Gibbs measures
This section is independent of the variational principle (cf. Theorem 2.9
and Theorem 2.11) and of its own interest. The Kirszbraun theorem
and the concentration estimate obtained in Section 4 carry important
information about the set exG(Zm, Td) of gradient Gibbs measures that
are ergodic wrt. the translations of Zm. In this section, we show the ex-
istence of a continuum of translation-invariant, ergodic, gradient Gibbs
measures. In order to make our statement precise, we begin with recall-
ing some classical results about Gibbs measures for discrete systems.
They can all be found in [Geo88].
Definition 5.1 (Slope). Let ν be a gradient Gibbs measure that is
ergodic wrt. translations of Zm. Then for all 1 ≤ i ≤ m the limit
si(ν) = lim
n→∞
1
n
dT (h(0), h(n~ei))
exists ν-almost surely and we call (s1(ν), .., sm(ν)) the slope of ν.
It is a classical result (e.g [Cha16]) that the subadditive ergodic theorem
implies the existence of this limit. Moreover, every translation invariant
gradient Gibbs measure can be decomposed into a mixture of ergodic
gradient Gibbs measures. The latter allows to define the slope of a
translation invariant Gibbs measure in the following way:
Definition 5.2. Let µ be a translation invariant Gibbs measure. Then
the slope s(µ) = (s1(µ), .., sm(µ)) of µ is
si(µ) =
∫
exG(Zm,Td)
si(ν)wµ(dν),
where wµ is the ergodic decomposition of µ. This means that for any
test function f it holds that∫
f(x)µ(dx) =
∫
exG(Zm,Td)
∫
f(x)ν(dx)wµ(dν).
We will now show how the concentration results (41) obtained in Sec-
tion 4 imply the existence of an ergodic gradient Gibbs measure for
each slope s whose l∞-norm is less or equal to 1.
Lemma 5.3. Let s ∈ Rm be such that |s|∞ ≤ 1. Then there exist a
sequence of n-translation invariant homomorphisms {hn}n∈N with slope(
bs1nc
n
, .., bsmnc
n
)
(cf. Definition 3.4).
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Proof. The proof is a direct consequence of the Kirszbraun theorem.
For all (k, l) ∈ Zm, set h(k1n, .., kmn) = g(k1bs1nc + .. + kmbsmnc).
Since g is isomorphic to Z we can apply the Kirszbraun theorem be-
tween Zm and g. Hence, there exist an extension of h on the whole
space Zm which is entirely supported on the geodesic g. The slope of
this extension must be
(
bs1nc
n
, .., bsmnc
n
)
which concludes our proof. 
Theorem 5.4. For all s ∈ Rm such that |s|∞ ≤ 1, there exist an
ergodic gradient Gibbs measure µ with slope s.
Proof. We already know from the previous lemma that for all n ∈ N the
set Hgn
(
bs1nc
n
, .., bsmnc
n
)
is non empty . Hence, the uniform probability
measure µn(s) on Hgn
(
bs1nc
n
, .., bsmnc
n
)
exists. By compactness of the
space of gradient Gibbs measures in the topology of local convergence,
we know that there exist a subsequence µnk(s) which converges to a
gradient Gibbs measure µ on Zm (see Lemma 8.2.7 of [She05] for more
details). The shift invariance of the µ follows from the shift invariance
of the spaces Hgn
(
bs1nc
n
, .., bsmnc
n
)
. This means that we can write the
measure µ as a mixture of ergodic Gibbs measures (see Definition 5.2).
Suppose, by contradiction that the slope is not almost surely equal to
s on the average wµ. Then there exist i ∈ {1..m}, δ and  such that
wµ(|si(ν)− si| ≥ ) ≥ δ. We know from the proof of Theorem 4.6 that
for all ε > 0
Pµ (|dT (h(0), h(n))− E[dT (h(0), h(n))]| ≥ εn) ≤ Ce−
ε2n
210 .
Dividing by n we can rewrite this inequality as
Pµ
(∣∣∣∣ 1ndT (h(0), h(n))− E
[
1
n
dT (h(0), h(n))
]∣∣∣∣ ≥ ε) ≤ Ce− ε2n210
and thus it holds on the one hand that
lim
n→∞
Pµ
(∣∣∣∣ 1ndT (h(0), h(n)− E
[
1
n
dT (h(0), h(n))
]∣∣∣∣ ≥ ε) = 0.
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On the other hand, we have that
lim
n→∞
Pµ
(∣∣∣∣ 1ndT (h(0), h(n))− E
[
1
n
dT (h(0), h(n))
]∣∣∣∣ ≥ ε)
= lim
n→∞
∫
exG(Zm,Td)
Pν
(∣∣∣∣ 1ndT (h(0), h(n))
−E
[
1
n
dT (h(0), h(n))
]∣∣∣∣ ≥ ε)wµ(dν)
≥ lim
n→∞
∫
{|si(ν)−si|≥ε}
Pν
(∣∣∣∣ 1ndT (h(0), h(n))
−E
[
1
n
dT (h(0), h(n))
]∣∣∣∣ ≥ ε)wµ(dν)
≥
∫
{|si(ν)−si|≥}
lim
n→∞
Pν
(∣∣∣∣ 1ndT (h(0), h(n))
−E
[
1
n
dT (h(0), h(n))
]∣∣∣∣ ≥ ε)wµ(dν)
≥ δ,
which is a contradiction. Therefore, the slope is wµ-almost surely equal
to (s1, .., sm) and there exists at least one ergodic gradient Gibbs mea-
sure with slope (s1, .., sm). 
It is also possible to define the slope in a similar way for any graph G
whose universal cover is a regular tree as described in [Cha16] and ob-
tain the same result characterization of shift-invariant ergodic gradient
Gibbs measure.
Corollary 5.5. Let G be a finite d-regular graph with no four cycle and
let Hom(Zm,G) be the space of ergodic gradient Gibbs measures from
Zm to G for the shift of Zm. For all s ∈ Rm such that |s|∞ ≤ 1 then
there exist an ergodic gradient Gibbs measure with slope s.
Proof. It is known that the d-regular tree is the universal cover of all
finite d-regular graphs with no four cycle (see [Cha16]). Let G be such
a graph, the push forward of the measure µ obtained in Theorem 5.4
defines a shift-invariant Gibbs measure on hom(Zm,G) which conserves
the slope (one can choose the image of 0 uniformly among the vertices
of G to conserve the shift invariance). Since this push forward also con-
tracts the distance between two vertices, the concentration inequality
(41) still holds and one can use the exact same argument as in The-
orem 5.4 to show the existence of an ergodic gradient Gibbs measure
with slope s. 
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6. Proof of the variational principle
The purpose of this section is to prove the results stated in Section 2.
More precisely, we give the proof of Lemma 2.3, Lemma 2.5, Theo-
rem 2.9 and Theorem 2.11.
We start with deducing Lemma 2.3.
Proof of Lemma 2.3. We start with showing that the path property (7)
implies the condition (6). For arbitrary indexes i, j ∈ {1, . . . , k} we
consider an element
x ∈ h−1R (R+, i) ∩ h−1R (R+, j).
We have to show that then
h1R(x) ≤ aij.
For that purpose, let zil ∈ h−1R (R+, i) and zjl ∈ h−1R (R+, i) be two se-
quences of points converging to x i.e. liml→∞ zil = x and liml→∞ z
j
l = x.
For l ∈ N we consider consider a straight path pl connecting zil and zjl .
By the path property (7) there exists a point zl ∈ pl such that h1R(zl) ≤
aij. Additionally, we note that by construction liml→∞ zl = x. Then,
by continuity of the function h1R it follows that
h1R(x) = lim
l→∞
h1R(zl) ≤ aij,
which verifies the property (6).
Now, let us show how the condition (6) together with the compatibility
condition (4) yields the condition (7). We consider two points x, y ∈ R
and an arbitrary path p ⊂ R that connects x and y. Let h2R(x) = i
and h2R(y) = j. The path p will cross several domains h
−1
R (R+, il),
where il˜ ∈ {1, . . . , k} and 1 ≤ l˜ ≤ l. We argue that by the compatibility
condition (4) there must exist indexes il1 and il2 such that
ail1 ,il2 ≤ ai,j. (61)
Indeed, let us consider the sequence
i = i0, i1, . . . , il = j.
and assume that for all 1 ≤ l˜ ≤ l − 1 it holds
ai0,il < al˜,l˜+1. (62)
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Then by using the condition (4) on the numbers ai0il and ai0i1 it follows
that
ai1,il = ai0,il .
Repeating this argument recursively yields that in the end
ai1−1,il = ai0,il ,
which is a contradiction to (62).
Let us now be il1 and il2 be elements that satisfy (61). By construction
we now that
p ∩ h−1R (R+, il1) ∩ h−1R (R+, il2) 6= ∅.
Therefore, let us choose an element
z ∈ p ∩ h−1R (R+, il1) ∩ h−1R (R+, il2).
Then by using the admissibility condition (6) it follows that
h1R(z) ≤ ail1 ,ail2 ≤ ai,j,
which verifies the path condition (2.3). 
Let us now turn to the proof of Lemma 2.5. The argument uses a stan-
dard construction to extend Lipschitz functions from the boundary ∂R
to the whole set R.
Proof of Lemma 2.5. Let (h, (aij)k×k) be an asymptotic boundary height
profile and define g : R→ R+ × {1, .., k} by:
g1(y) = max{0,max
x∈∂R
{h1(x)− |x− y|l1} (63)
g2(y) =h2(arg max
x∈∂R
{h1(x)− |x− y|l1}).
We will show that under that g extends h to an asymptotic height
profile on the whole region R. In order to prove this we show the
following three properties:
• g = h on ∂R;
• g satisfies the condition (5);
• g satisfies the condition (6).
The first property is a simple consequence of the inequality (5) that
holds for the function h1. Indeed using (5) yields that for all x, y ∈ ∂R
we have maxx∈∂R{h1(x)− d(x, y)} ≤ h1(y) and thus g1(y) = h1(y).
For the second property, we first observe that by a combination of
the triangle inequality and the fact that h1 satisfies (5) on ∂R, the
function g˜1 : R→ R given by
g˜1(y) := max
x∈∂R
{h1(x)− |x− y|l1}
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satisfies on R the condition (5). Then it is a simple consequence that
also g1 satisfies (5) on R.
Let’s turn to the third property. We show the third property by con-
tradiction. Let us assume that the map g does not satisfy the condi-
tion (6). Then there is a point x ∈ g−1(R+, i) ∩ g−1(R+, j) such that
g1(x) > aij.
Then by continuity there are two points x1, x2 ∈ R such that
g2(x1) = i, g2(x2) = j, g1(x1) > aij ≥ 0, and g1(x2) > aij ≥ 0.
By definition (63) of the map g it follows that there is a point z1 ∈ ∂R
and z2 ∈ ∂R such that
g1(x1) = h1(z1)− |x1 − z1|l1 > aij ≥ 0 (64)
and
g1(x2) = h1(z2)− |x2 − z2|l1 > aij ≥ 0.
Because we can choose |x1−x2|l1 to be arbitrarily small the last estimate
yields that
h1(z2)− |x1 − z2|l1 ≥ h1(z2)− |x2 − z2|l1 − |x1 − x2|l1 > aij ≥ 0.(65)
A combination of (64) and(65) yields that
|h1(z1)− aij|+ |h1(z2)− aij| > |x1 − z1|l1 + |x1 − z2|l1
≥ |z1 − z2|l1 .
The last estimate contradicts inequality (8) and completes the argu-
ment. 
Let’s turn to the verification of Theorem 2 and Theorem 2.11. Inspired
by the argument of [CKP01] we first deduce Theorem 2.11 and then
use Theorem 2.11 to verify Theorem 2.9 via a compactness argument.
The main idea of the proof of Theorem 2.11 is to establish the desired
identity (13) in two steps: In the first step one underestimates the
number of graph homomorphisms h : Rn → T and in the second step
one overestimates the number of graph homomorphisms. The main
ingredient for underestimating the number of graph homomorphisms is
the equivalence of the entropy of fixed and free boundary conditions on
a square (see Theorem 3.9). The tool for overestimating the number of
graph homomorphisms is provided now. As mentioned in Remark 2.12
of Section 2, the following lemma also justifies that the entropic effect,
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that results from the additional freedom of choosing the geodesic g, is
of lower order.
Lemma 6.1. Let  > 0 and let Sn ⊂ Zm be the n× n square given by
Sn := {x ∈ Zm | ∀i : 0 ≤ xi ≤ n− 1 } .
Let H be the set of homomorphisms {h : Sn → T } such that
• 0 is mapped to the root r, i.e. h(0) = r ∈ T and
• for all x = (x1, .., xm) ∈ ∂Sn we have
|dT (h(x), r)− |s · x|| ≤ n.
Then there is an integer n0 such that for all n ≥ n0
− 1
nm
ln |H | = entn(s) + θ(),
where entn(s) is the local surface tension given by Definition 3.7.
Proof. Let h ∈ H . We start with showing that there exist a geodesic
segment s ⊂ T such that for all x ∈ ∂Sn
dT (h(x), s(|bs · xc|) ≤ 2n, (66)
where s(|bs ·xc|) = v denotes the unique element v ∈ s such that |v| :=
dT (v, r) = |bs · xc|.
Indeed, let us define s to be the segment of h between the root h(0) = r
and a corner of Sn i.e. h(±n, ..,±n). Without loss of generality we
choose the corner h(±n, ..,±n) and assume that (s1, .., sm) are all non
negative (else one would have to choose another corner). We assume
that (66) is not satisfied. Hence, we suppose that there exist x ∈ ∂Sn
that
dT (h(x), s(bs · xc) > 2n.
There exists a path p ⊂ Zm between x and (n, .., n) on the boundary
of ∂Sn on which all the coordinates are non-decreasing. This means
that for all y ∈ p we have
s · x ≤ s · y.
Now, consider z to be the first point on p whose image is on s, we must
have |h(z)| < |h(x)| − 2εn, where we used the short notation |h(x)| =
dT (h(x), h(0)). A direct calculation yields (cf. the proof of Theorem
4.6 that
2ε < |h(x)| − |h(z)|
= |h(x)| − s · x+ s · x− s · y + s · y − |h(z)|
≤ ||h(x)| − s · x|+ |s · y − |h(z)||
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Figure 16. Illustration of the set R. The grid is the
set Rgrid,ε.
Hence, it follows that either
||h(z)| − s · z| > n
or
||h(x)| − s · x| > n,
which is a contradiction with h ∈ H and verifies (66).
Now, we observe that due to (66) we can define for all h ∈ H a geodesic
g such that s ⊂ g and
dT (h(x),g(bs · xc) ≤ 2n.
Now, let us estimate how many different geodesics g can exist. On Sn
there are less than dn
m−1
possible distinct boundary graph homomor-
phisms. Hence, the number of possible distinct geodesics is also bounded
by dn
m−1
. All, in all, we obtain from Theorem 3.9 that
− 1
nm
ln |H | ≥ − 1
nm
log dn
m−1
+ entn(s) + θ()
= − 1
n
ln d+ entn(s) + θ()
≥ entn(s) + θ(),
where we have chosen n ≥ n0 large enough in the last step.
The reverse inequality easily follows from Theorem 3.9, by underesti-
mating the elements in H i.e.
− 1
nm
ln |H | ≤ entn(s) + θ(),
this completes the argument. 
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Figure 17. Block approximation
⋃
k Bk of the set R.
Proof of Theorem 2.11. The first step of the proof is to show that one
can assume wlog. that the asymptotic height profile (h, aij) has a sim-
pler structure. For that reason, let us consider the discretized region Rε
given by
Rε =
{
z ∈ R|z ∈ εZd} .
Given the asymptotic height profile (h, aij), we consider an associated
asymptotic height profile (hε, aij) such that: The first coordinate h
1
ε is
the linear interpolation of h1(z) with respect to the lattice Rε and the
second coordinate h2ε = h
2.
Later, we will need the following relation i.e.
HPn (hε, 0.5δ, ε) ⊂ HPn (h, δ, ε) ⊂ HPn (hε, 2δ, ε) , (67)
which follows easily from the definition (12) of HPn(h, δ, ε) by choos-
ing ε small enough and exploiting the fact that h1 is 1-Lipschitz.
The main step of the argument is to show that that (13) is satisfied
for hε i.e.
Ent(hε) = − 1|Rn| ln |HPn(hε, δ, ε)|+ θ(ε) + θ(δ) + θ
(
1
εn
)
. (68)
We will deduce (68) later and now argue that then (13) is also satisfied
for the original asymptotic height profile (h, (aij)k×k).
We need the following fact. Due to the convexity of the local surface
tension ent(s) and that h1 is 1−Lipschitz, it holds for a.e. x ∈ R that
ent(∇h1ε(x)) = ent(∇h1(x)) + θ(ε)
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and therefore
Ent(hε) =
∫
R
ent(∇h1ε(x))dx (69)
=
∫
R
ent(∇h1(x))dx+ θ(ε)
= Ent(h) + θ(ε).
As a consequence, we get by combining (67), (68) and (69) that
− 1|Rn| ln |HPn(h, δ, ε)| ≤ −
1
|Rn| ln |HPn(hε, 0.5δ, ε)|
= Ent(hε) + θ(ε) + θ(0.5δ) + θ
(
1
εn
)
= Ent(h) + θ(ε) + θ(δ) + θ
(
1
εn
)
as well as
− 1|Rn| ln |HPn(h, δ, ε)| ≥ −
1
|Rn| ln |HPn(hε, 2δ, ε)|
= Ent(hε) + θ(ε) + θ(2δ) + θ
(
1
εn
)
= Ent(h) + θ(ε) + θ(δ) + θ
(
1
εn
)
.
The last two estimates yield the desired conclusion that (13) is also
valid for the height profile (h, (aij)k×k).
Hence, it is left to deduce the identity (69). This identity is deduced
in two steps. In the first step, we show that
− 1|Rn| ln |HPn (hε, δ, ε)| ≤
∫
R
ent(∇h1(z))dz + θ(ε) + θ(δ) + θ
(
1
n
)
.
(70)
In the second step, we show that
− 1|Rn| ln |HPn (hε, δ, ε)| ≥
∫
R
ent(∇h1ε(z))dz + θ(ε) + θ(δ) + θ
(
1
n
)
.
(71)
Let us turn to the first step i.e. the verification of (70). Because Rn con-
verges to R in the Gromov-Hausdorff sense, we may assume wlog. that
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R ⊂ Rm can be written as a finite union of l∞−blocks of side length ε
aligned to the grid Rgrid,ε i.e. (see also Figure 16 and Figure 17)
R =
l⋃
k=1
Bk. (72)
This implies in particular that
|Rn| = l
(
1 + θ
(
1
n
))
εmnm. (73)
In order deduce (70), we have to underestimate the number of graph
homomorphism in HPn (hε, δ, ε). For that purpose let us fix an ele-
ment gn ∈ HPn (hε, δ, ε). The graph homomorphism gn gives us bound-
ary values on the set Rgrid,ε (cf. Figure 16). We define the set
UPn (hε, δ, ε) :={
hn ∈M(Rn, h∂Rn) : ∀x ∈ Rn :
x
n
∈ Rgrid,εhn(x) = gn(x)
}
.
Then it follows from the definition that
|HPn (hε, δ, ε) | ≥ |UPn (hε, δ, ε) |, (74)
which leads to the estimate
− 1|Rn| ln |HPn (hε, δ, ε) | ≤ −
1
|Rn| ln |UPn (hε, δ, ε) |
= − 1
l
(
1 +
(
1
n
))
εmnm
ln |UPn (hε, δ, ε) |
where we used the identity (73) in the last step.
Now the idea is that every block Bk of Rgrid,ε becomes independent
and can be estimated by itself. In order to estimate the entropy of a
block we use Lemma 3.9, which can be applied due to the fact that
the function hε is linear on the boundary of a block Bk (see also the
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definition (74) of the set UPn (hε, δ)). Hence, we get that
− 1
l
(
1 + θ
(
1
n
))
εmnm
ln |UPn (hε, δ, ε) |
= − 1
l
(
1 + θ
(
1
n
)) l∑
k=1
(
entεn(∇h1ε(xk)) + θ(δ) + θ
(
1
n
))
= −1
l
l∑
k=1
entεn(∇h1ε(xk)) + θ(δ) + θ
(
1
n
)
= − 1
lεm
l∑
k=1
εm ent(∇h1ε(xk)) + θ(δ) + θ
(
1
n
)
+ θ
(
1
εn
)
,
where xk ∈ Bk ⊂ R chosen arbitrary for 1 ≤ k ≤ l. By using that due
to (72) it holds that |R| = lεm, we get that
1
lεm
l∑
k=1
εm ent(∇h1ε(xk)) + θ(δ) + θ
(
1
n
)
+ θ
(
1
εn
)
=
1
|R|
∫
R
ent(∇h1ε(x))dx+ θ(δ) + θ
(
1
n
)
+ θ
(
1
εn
)
,
which overall deduces the desired estimate (70).
Let us now turn to the verification of (71). The strategy is to overesti-
mate the number of graph homomorphisms contained in HPn(hε, δ, ε).
By having a close look at the definition of HPn(hε, δ, ε), we can overes-
timate the number of graph homomorphisms by looking at the values
of a height function on each block Bk independently (see also Fig-
ure 16). To do so, on every block Bk we consider a boundary condition
of the same type as in Lemma 6.1. Then, using Lemma 6.1 and the
identity (73) yields that
− 1|Rn| ln |HPn (hε, δ, ε) |
≥ − 1
m
(
1 + θ
(
1
n
)) m∑
k=1
(
entεn(∇h1ε(xk)) + θ(δ) + θ
(
1
n
))
=
1
m
m∑
k=1
entεn(∇h1ε(xk)) + θ(δ) + θ
(
1
n
)
=
1
mεm
m∑
k=1
εm ent(∇h1ε(xk)) + θ(δ) + θ
(
1
n
)
+ θ
(
1
εn
)
,
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which is the desired estimate (71) and closes the argument. 
We deduce Theorem 2.9 from Theorem 2.11 with a standard compact-
ness argument similar to the one used in [CKP01].
Proof of Theorem 2.9. We consider a fixed asymptotic boundary height
profile
(
h∂R, (aij)k×k
)
and consider the set AHP (h∂R, (aij)k×k) of all
possible extensions to an asymptotic height profile
(
h, (aij)k×k
)
(see Def-
inition 2.2). We observe that
AHP (h∂R, (aij)k×k) 6= ∅.
It follows from the fact that the space AHP (h∂R, (aij)k×k) is closed and
the local surface tension ent is convex (cf. Theorem 3.2) and uniformly
bounded from below by −d that
inf
hR∈SA(h∂R,aij )
Ent (R, hR) = min
hR∈SA(h∂R,aij )
Ent (R, hR)
= Ent (R, hmin) ,
where (hmin, aij) is the minimizer of the macroscopic entropy Ent(R, hR).
Let us fix an δ˜ > 0. We have to show that there exists an integer n0 ∈ N
such that for all n ≥ n0 it holds
Ent (Λn, h∂Rn) ≤ Ent (R, hmin) + δ˜ (75)
and
Ent (Λn, h∂Rn) ≥ Ent (R, hmin)− δ˜. (76)
We start with deducing the estimate (75). Underestimating the number
of graph homomorphisms and using the identity (13) yields that
Ent (Λn, h∂Rn) = −
1
|Rn| ln |M(Rn, h∂Rn)|
≤ − 1|Rn| ln |HPn (hmin, δ) |
= Ent (R, hmin) + θ(ε) + θ(δ) + θ
(
1
εn
)
.
Choosing now first ε > 0 and δ > 0 small, and then n large (depending
on ε) yields the desired upper bound (75).
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Let us now deduce the lower bound (76). By compactness we know
that for a fixed number δ > 0, there is a integer l, depending on δ but
not on n, and asymptotic height profiles h1, . . . , hl such that
M(Rn, h∂Rn) ⊂
l⋃
i=1
HPn (hi, δ, ε) . (77)
Without loss of generality we may assume that the function h1 = hmin.
From the definition of hmin and Theorem 3.9 it follows that (cf. 6)
− 1|Rn| ln |HPn (hmin,ε, δ, ε)| = Ent(R, hmin) + θ(δ)
≤ Ent(R, hi) + θ(δ)
= − 1|Rn| ln |HPn (hi, δ, ε)|+ θ(δ)
for all i ∈ {1, . . . , l}. The last inequality yields that for all i ∈ {1, . . . , l}
|HPn (hi, δ, ε)| ≤ |HPn (hmin, δ, ε)| exp(|Rn|θ(δ)).
This yields in combination with (13) and (77) and h1 = hmin that
Ent (Λn, h∂Rn) = −
1
|Rn| ln |M(Rn, h∂Rn)|
≥ − 1|Rn| ln
l∑
i=1
|HPn(hi, δ, ε)|
≥ − 1|Rn| ln (l |HPn(h1, δ, ε)|)− lθ(δ)
= Ent(R, hmin) + θ(ε) + (1− l)θ(δ) + θ
(
1
εn
)
− 1|Rn| ln l
≥ Ent(R, hmin) + (1− l)θ(ε) + θ(δ) + θ
(
ln l
εn
)
.
Choosing now first ε > 0 and δ > 0 small and then n large enough
(depending on ε and l) verifies the lower bound (76) and finishes the
argument. 
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