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OVERLAP PROPERTIES OF GEOMETRIC EXPANDERS
JACOB FOX, MIKHAIL GROMOV, VINCENT LAFFORGUE, ASSAF NAOR, AND JA´NOS PACH
Abstract. The overlap number of a finite (d + 1)-uniform hypergraph H is defined as
the largest constant c(H) ∈ (0, 1] such that no matter how we map the vertices of H into
Rd, there is a point covered by at least a c(H)-fraction of the simplices induced by the
images of its hyperedges. In [17], motivated by the search for an analogue of the notion
of graph expansion for higher dimensional simplicial complexes, it was asked whether or
not there exists a sequence {Hn}∞n=1 of arbitrarily large (d + 1)-uniform hypergraphs with
bounded degree, for which infn>1 c(Hn) > 0. Using both random methods and explicit
constructions, we answer this question positively by constructing infinite families of (d+1)-
uniform hypergraphs with bounded degree such that their overlap numbers are bounded
from below by a positive constant c = c(d). We also show that, for every d, the best value
of the constant c = c(d) that can be achieved by such a construction is asymptotically
equal to the limit of the overlap numbers of the complete (d+1)-uniform hypergraphs with
n vertices, as n → ∞. For the proof of the latter statement, we establish the following
geometric partitioning result of independent interest. For any d and any ε > 0, there exists
K = K(ε, d) > d + 1 satisfying the following condition. For any k > K, for any point
q ∈ Rd and for any finite Borel measure µ on Rd with respect to which every hyperplane has
measure 0, there is a partition Rd = A1 ∪ . . .∪Ak into k measurable parts of equal measure
such that all but at most an ε-fraction of the (d+1)-tuples Ai1 , . . . , Aid+1 have the property
that either all simplices with one vertex in each Aij contain q or none of these simplices
contain q.
Contents
1. Introduction 2
2. A topological proof of the Boros-Fu¨redi theorem 6
3. Sparse constructions using the probabilistic method 7
3.1. Highly overlapping triple systems—Proof of Theorem 1.3 7
3.2. Higher dimensions—Proof of Theorem 1.4 10
4. Deterministic constructions using expander graphs 10
4.1. Highly overlapping triple systems—second proof of Theorem 1.3 11
4.2. Higher dimensions—second proof of Theorem 1.4 12
5. Finite quotients of buildings 13
6. A Szemere´di-type theorem for infinite hypergraphs 17
7. A partition result—Proof of Theorem 1.8 22
8. Optimal sparse constructions in space—Proof of Theorem 1.7 23
9. Sparse hypergraphs with nearly maximal overlap number 24
10. Concluding remarks 27
References 28
1
1. Introduction
Let G = (V,E) be an n-vertex graph. Think of G as a 1-dimensional simplicial complex,
i.e., each edge is present in G as an actual interval. Assume that for every subset S ⊆ V
of size
⌊
n
2
⌋
the number of edges joining S and V \ S is at least α|E|, for α ∈ (0, 1]. It
follows that for every f : V → R, if we extend f to be a linear (or even just continuous)
function defined also on the edges of G, there must necessarily exist a point x ∈ R such that
|f−1(x)| > α|E|. Indeed, x can be chosen to be a median of the set f(V ) ⊆ R. In other
words, no matter how we draw G on the line, its edges will heavily overlap.
As illustrated by this simple example, the above expander-like condition1 on G implies
that all of its embeddings in R satisfy a geometric overlap condition. This condition natu-
rally extends to higher-dimensional simplicial complexes, and can thus serve as a potential
definition of a higher-dimensional analogue of edge expansion2. Such investigations of high-
dimensional geometric analogues of edge expansion were initiated by Gromov in [17]. The
present paper follows this approach.
In 1984, answering a question of Ka´rteszi, two undergraduates at Eo¨tvo¨s University, Boros
and Fu¨redi [8], proved the following theorem.
Theorem 1.1 ([8]). For every set P of n points in the plane, there is a point (not necessarily
in P ) that belongs to at least
(
2
9
− o(1)) (n
3
)
closed triangles induced by the elements of P .
The factor 2
9
in Theorem 1.1 is asymptotically tight, as shown by Bukh, Matousˇek and
Nivasch in [10]. A short and elegant “book proof” of Theorem 1.1 was given by Bukh [9].
In Section 2, we present an alternative “topological” argument.
The theorem of Boros and Fu¨redi has been generalized to higher dimensions. Ba´ra´ny [4]
proved that for every d ∈ N there exists a constant cd > 0 such that given any set P of
n points in Rd, one can always find a point in at least cdn
d closed simplices whose vertices
belong to P . In fact, the following stronger statement due to Pach [27] holds true.
Theorem 1.2. ([27]) Every set P of n points in Rd has d+1 disjoint ⌊c′dn⌋-element subsets,
P1, . . . , Pd+1, such that all closed simplices with one vertex from each Pi have a point in
common. Here c′d > 0 is a constant depending only on the dimension d.
Recall that a hypergraph H = (V,E) consists of a set V and a set E of non-empty subsets
of V . The elements of V are called vertices and the elements of E are called hyperedges. H
is d-uniform if every hyperedge e ∈ E contains exactly d vertices. The degree of a vertex
v ∈ V in H is the number of hyperedges containing v. To simplify the presentation, we
introduce the following terminology.
Definition 1.1. Given a (d+ 1)-uniform hypergraph H = (V,E), its overlap number c(H)
is the largest constant c ∈ (0, 1] such that for every embedding f : V → Rd, there exists a
point p ∈ Rd which belongs to at least c|E| simplices whose vertex sets are hyperedges of
H , i.e., there exists a set of hyperedges S ⊆ E with |S| > c|E| and p ∈ ⋂e∈S conv(f(e))
1It isn’t quite edge expansion since we do not care about boundaries of small sets.
2To be precise, what we are detecting here is only that G contains a large expander, rather than being an
expander itself.
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(where conv(A) denotes the convex hull of A ⊆ Rd). An infinite family H of (d + 1)-
uniform hypergraphs is highly overlapping if there exists an absolute constant c > 0 such
that c(H) > c for every H ∈ H . An infinite family of d-dimensional simplicial complexes is
called highly overlapping if the family of (d+1)-uniform hypergraphs consisting of the vertex
sets of their d-dimensional faces (their d-skeletons) is highly overlapping3.
Using this terminology, the Boros-Fu¨redi theorem states that the family of all finite com-
plete 3-uniform hypergraphs (or 2-skeletons of all complete simplicial complexes) is highly
overlapping. Ba´ra´ny’s theorem says that the same is true for the family of complete (d+1)-
uniform hypergraphs (or d-skeletons of complete simplicial complexes). The fact that the
family of all finite complete graphs (1-skeletons of complete simplicial complexes) is highly
overlapping (with c = 1/2) is trivial, but its higher dimensional generalizations are much
more subtle.
It was a simple but very important graph-theoretic discovery by Pinsker [29] and others
that there exist arbitrarily large edge expanders of bounded degree [18]. As we have seen
at the beginning of this paper, expanders with a fixed rate of expansion are necessarily
highly overlapping. This fact motivated Gromov’s question [17] whether there exist infinite
families of higher dimensional simplicial complexes with bounded degree that are highly
overlapping. In other words, Gromov’s question [17] for 2-dimensional simplicial complexes
asks whether a Boros-Fu¨redi type theorem remains true if instead of all triangles determined
by n points in the plane, we consider only “sparse” systems of triangles. In particular, do
there exist arbitrarily large 3-uniform hypergraphs H , in which every vertex belongs to at
most a constant number k of triples, and whose overlap numbers are bounded from below
by an absolute positive constant?
In Section 3.1, we answer this question in the affirmative, by proving the following result.
Theorem 1.3. For any ε > 0, there exists a positive integer k = k(ε) satisfying the following
condition. There is an infinite sequence of 3-uniform hypergraphs Hn with n vertices and n
tending to infinity, each of degree k, such that, for any embedding of the vertex set V (Hn)
in R2, there is a point belonging to at least a (2
9
− ε)-fraction of all closed triangles induced
by images of hyperedges of Hn. Here the constant
2
9
cannot be improved.
We also generalize Theorem 1.3 to (d+ 1)-uniform hypergraphs with d > 2.
Theorem 1.4. For every integer d > 2, there exist positive constants cd and kd with the
following property. There is an infinite sequence of (d + 1)-uniform hypergraphs Hn with
n vertices and n tending to infinity, each of degree kd, such that, for any embedding of the
vertex set V (Hn) in R
d, there is a point in Rd that belongs to at least a cd-fraction of all
closed simplices induced by images of hyperedges of Hn.
Among the most natural and powerful methods to construct good expanders is the use of
certain Cayley graphs of finitely generated groups (see [20, 23, 14]), via arguments related to
Kazhdan’s property (T) (see [5]). Such graphs yield explicit constructions of expanders that
have extremal spectral properties, namely Ramanujan graphs [20]. Being Cayley graphs of
3Gromov [17] calls such simplicial complexes “polyhedra with large cardinalities.”
3
finitely generated groups, these constructions can be viewed as quotients of trees (Cayley
graphs of free groups). It is natural to study hypergraph versions of this type of construction,
based on quotients buildings (a type of higher dimensional simplicial complexes that extends
the notion of a tree [33]). In particular, a notion of Ramanujan complex, which is a simplicial
complex with extremal spectral properties analogous to Ramanujan graphs, was introduced
and constructed in [3, 11, 19, 22, 21, 31]. Here we show that such constructions can yield
highly overlapping bounded degree hypergraph families. Specifically, we show that for every
integer r > 2, for a large enough odd prime power q, certain finite quotients of the building
of PGLr(F ), where F is a non-archimedian local field with residue field of order q, are highly
overlapping r-uniform hypergraphs (with degree and overlap number depending only q, r).
Rather than defining the relevant notions in the introduction, we refer to Section 5 for precise
definitions and statements. Instead, we state below the following concrete special case of our
result, which follows from our argument in Section 5, in combination with a construction of
Lubotzky, Samuels and Vishne [21].
Theorem 1.5. For every odd prime p and every integer r > 3 there exist k(p, r) ∈ N and
c(p, r) > 0 with the following property. For every m ∈ N, the finite group G = PGLr(Fpm),
where Fpm is the field of cardinality p
m, has a symmetric generating set S ⊆ G of size bounded
above by k(p, r), such that the following holds. Consider the r-regular hypergraph H whose
vertex set is G and whose hyperedges are those r-tuples {g1, . . . , gr} ⊆ G with gig−1j ∈ S
for all distinct 1 6 i, j 6 r (i.e., H is the hypergraph consisting of all cliques of size r in
the Cayley graph induced by S). Then there exist arbitrarily large integers m for which the
hypergraph H has overlap number at least c(p, r) > 0.
By Theorem 1.3, the best value of the constant c2 in Theorem 1.4 is close to
2
9
, but in higher
dimensions d > 2, we do not have very good estimates for cd. Our goal is to show, roughly
speaking, that the best constant in Theorem 1.4 is the same as the best constant in the
Boros-Fu¨redi-Ba´ra´ny theorem (Theorem 1.1). To state this formally, it will be convenient
to introduce some notation. Let c(Kd+1n ) be the overlap number of K
d+1
n , the complete
(d+ 1)-uniform hypergraph on n vertices, and set
c(d) = lim
n→∞
c
(
Kd+1n
)
.
It is easy to show, via a straightforward point duplication argument, that the limit defining
c(d) exists, and the Boros-Fu¨redi-Ba´ra´ny theorem shows that c(d) > 0, for every d.
One might suspect that if H is a (d + 1)-uniform hypergraph without isolated vertices,
then c(H) 6 c(d)+ o(1), where the o(1) term goes to 0 as the number of vertices of H tends
to infinity. This is not the case. Consider, for example, the (d + 1)-hypergraph Hd+1n on n
vertices, whose hyperedges are those sets of size d + 1 that contain the first d vertices. In
any general position embedding of the vertices of Hd+1n in R
d, any segment joining a pair
of points sufficiently close and on opposite sides of the face consisting of the first d vertices
stabs all the simplices induced by the images of hyperedges of Hd+1n . Hence, c(H
d+1
n ) > 1/2.
However, c(d) decays to 0 at least exponentially in d (see, e.g., [4, 10]). Despite this example,
we show that our suspicion is correct for bounded degree hypergraphs.
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Theorem 1.6. For any d, ∆ ∈ N, and ε > 0, there is n(d,∆, ε) ∈ N such that every
(d + 1)-uniform hypergraph H on n > n(d,∆, ε) nonisolated vertices with maximum degree
∆ satisfies c(H) 6 c(d) + ε.
In the other direction, we show that there are regular (d + 1)-uniform hypergraphs H of
bounded degree such that c(H) is at least c(d)− ε for any given ε > 0.
Theorem 1.7. For each d ∈ N and ε > 0, there is r(d, ε) ∈ N such that for every r > r(d, ε)
and sufficiently large n which is a multiple of d + 1, there is a (d + 1)-uniform, r-regular
hypergraph H on n vertices with c(H) > c(d)− ε.
The previous two theorems essentially show that c(d) is the largest possible overlap number
for bounded degree hypergraphs with sufficiently many nonisolated vertices.
The proof of the last theorem is based on a geometric partitioning result of independent
interest. A (d+1)-tuple of subsets S1, . . . , Sd+1 ⊆ Rd is said to be homogeneous with respect
to a point q ∈ Rd if either all simplices with one vertex in each of the sets S1, . . . , Sd+1
contain q, or none of these simplices contain q.
Theorem 1.8. For a positive integer d and ε > 0, there exists another positive integer
K = K(ε, d) > d+1 such that for any k > K the following statement is true. For any point
q ∈ Rd and for any finite Borel measure µ on Rd with respect to which every hyperplane has
measure 0, there is a partition Rd = A1 ∪ . . . ∪Ak into k measurable parts of equal measure
such that all but at most an ε-fraction of the (d + 1)-tuples Ai1 , . . . , Aid+1 are homogenous
with respect to q.
An equipartition of a finite set is a partition of the set into subsets whose sizes differ by
at most one. A discrete version of Theorem 1.8 is the following.
Corollary 1.9. Given a positive integer d and ε > 0, there exists another positive integer
K = K(ε, d) > d+1 such that for any k > K the following statement is true. For any finite
set P ⊆ Rd and for any point q ∈ Rd, there is an equipartition P = P1 ∪ . . . ∪ Pk such that
all but at most an ε-fraction of the (d+ 1)-tuples Pi1, . . . , Pid+1 are homogenous with respect
to q.
Notice that due to Ba´ra´ny’s result [4] that c(d) > 0, by taking ε ≪ c(d), Corollary 1.9
immediately implies Theorem 1.2.
The rest of the paper is organized as follows. Section 2 contains a detailed topological proof
of the Boros-Fu¨redi theorem (Theorem 1.1), following Gromov’s approach in [17]. In the
two subsections of Section 3, we present randomized constructions for Theorems 1.3 and 1.4.
In the plane, these constructions are nearly optimal; their overlap numbers are close to the
value 2
9
. In Section 4, we give a deterministic recipe how to turn certain families of explicitly
given expander graphs into families of highly overlapping (d + 1)-uniform hypergraphs. In
Section 5 we give a criterion which ensures that certain finite quotients of the building of
PGLr(F ) are highly overlapping r-uniform hypergraphs; this criterion implies in particular
Theorem 1.5. In Section 6, we establish a Szemere´di-type theorem for infinite hypergraphs
with a measure on their vertex sets (Theorem 6.1). This is used in Section 7 for the proof
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of the geometric partition result Theorem 1.8. In Section 8, we show how this result can be
applied to obtain Theorem 1.7. Section 9 contains the proof of Theorem 1.6.
For the sake of clarity of the presentation, in the rest of this paper, we systematically omit
floor and ceiling signs whenever they are not crucial. We shall also assume throughout that
all embeddings of hypergraphs into Rd are such that the vertices are mapped to points in
general position. Even though the corresponding statements for degenerate embeddings will
then follow from standard limiting arguments, it is convenient to make this assumption in
order to not deal explicitly with such degeneracies in each of the proofs.
2. A topological proof of the Boros-Fu¨redi theorem
We will prove a somewhat stronger statement. Given a set P of n points in the plane, a
ray (closed half-line) is said to be exposed if it has nonempty intersection with fewer than
n2/9 segments connecting point pairs in P . The set of all segments connecting two elements
of P forms a complete geometric graph K(P ) on the vertex set P , and we refer to these
segments as the edges of K(P ).
Proposition 2.1. Given a set P of n points in the plane, one can always find a point q not
necessarily in P such that no ray emanating from q is exposed.
Suppose that such a point q does not belong to P . For each p ∈ P , ray emanating from
q in the direction opposite to p intersects at least n2/9 edges of K(P ). Each such edge,
together with p, spans a triangle that contains q. Every triangle is counted at most three
times, therefore the total number of triangles containing q is at least n(n2/9)/3 = n3/27. If
q belongs to P , the number of (closed) triangles containing q is larger than n3/27.
Thus, it is sufficient to prove Proposition 2.1. Suppose for a contradiction that for each
point q of the plane, there is an exposed ray emanating from q. Let D denote a large disk
around the origin O, which contains all elements of P , and let S1 denote the boundary of D.
For σ ∈ R2 \ {O}, we denote by ray(q, σ) the ray emanating from q in the direction parallel
to
−→
Oσ.
Notice that for any two exposed rays, ray(q, σ) and ray(q, τ), emanating from the same
point, one of the two closed regions bounded by them contains fewer than n/3 points of P .
Otherwise, one of the regions has x points of P with n/3 6 x 6 2n/3, and the two boundary
rays together would intersect at least x(n− x) > (n/3)(2n/3) = 2n2/9 edges, which implies
at least one of them was not exposed.
Let I denote the set of all pairs (q, ̺) ∈ D×S1, for which ray(q, ̺) is exposed or belongs to
the closed region bounded by two exposed rays, ray(q, σ) and ray(q, τ), that contains fewer
than n/3 points of P .
Claim 2.2. The set I has the following properties:
(a) I is an open subset of D × S1,
(b) (̺, ̺) ∈ I for all ̺ ∈ S1,
(c) for every q ∈ D, the set Iq def= {̺ ∈ S1 : (q, ̺) ∈ I} is a nonempty proper subinterval
of S1.
6
Proof. Parts (a) and (b) directly follow from the definition. It is also clear, by our contra-
positive assumption, that Iq is a nonempty interval for every q ∈ D.
We have to show only that Iq 6= S1. To see this, let ray(q, ̺) be an exposed ray emanating
from q, and let ̺′ ∈ S1 be a direction such that both closed regions bounded by ray(q, ̺)
and ray(q, ̺′) contain at least n/2 points of P .
We claim that ̺′ 6∈ Iq. Otherwise, we can select two exposed rays, ray(q, σ) and ray(q, τ),
such that ray(q, ̺′) belongs to the closed region bounded by them which contains fewer than
n/3 points. The three rays, ray(q, ̺), ray(q, σ), and ray(q, τ), cut the plane into three closed
regions, and it is easy to see that each of them must contain fewer than n/3 points, which
is a contradiction. Indeed, if e.g. the region bounded by ray(q, ̺) and ray(q, σ) that does
not contain ray(q, τ) had at least n/3 points, then by the discussion above the closure of
its complement had fewer than n/3 points, contradicting our assumption that both closed
regions bounded ray(q, ̺) and ray(q, ̺′) contain at least n/2 points. ✷
Now we can obtain the desired contradiction, thus completing the proof of Proposition 2.1,
by applying to J
def
= (D × S1) \ I the following version of the Brouwer fixed point theorem.
Lemma 2.3. Let J be a closed subset of D × S1 with the property that for every q ∈ D we
have that Jq
def
= {̺ ∈ S1 : (q, ̺) ∈ J} is a nonempty proper (closed) subinterval of S1. Then
(̺, ̺) ∈ J , for some ̺ ∈ S1.
To see why Lemma 2.3 holds true, assume for contradiction that (̺, ̺) /∈ J , for all ̺ ∈ S1.
Write JS
def
= J ∩ (S1 × S1), and let Proj1, P roj2 : JS → S1 denote the projections onto the
first and second coordinates, respectively. The fibers of Proj1 are nonempty proper closed
intervals, and therefore Proj1 induces a bijection between π1(JS) and π1(S
1) = Z. But, the
contrapositive assumption implies that Proj1 and Proj2 are homotopic, and therefore Proj2
also induces a bijection between π1(JS) and π1(S
1). This is a contradiction since Proj2
extends to J , and π1(J) = 0 since J is fibered over D with fibers equal to intervals.
Clearly, Lemma 2.3 contradicts part (b) of Claim 2.2. ✷
3. Sparse constructions using the probabilistic method
In this section, we prove Theorems 1.3 and 1.4 using the probabilistic method. Our
planar construction is nearly optimal, but in higher dimensions the overlap numbers of
our hypergraphs will be far from maximal. We note that our proofs use a non-uniformly
random choice of (d + 1)-uniform hypergraphs of degree kd, which is designed especially
for our purposes. Nevertheless, the argument in Section 8, which uses Theorem 1.8, shows
that assuming the degree r satisfies a large enough lower bound depending on d (which is
inferior to the bound on kd obtained in this section), for a hypergraph H chosen uniformly
at random among all (d + 1)-uniform hypergraphs of degree r, with high probability c(H)
will be bounded below by a positive constant depending only on d (which is also inferior to
the bound on cd obtained in this section).
3.1. Highly overlapping triple systems—Proof of Theorem 1.3. The outline of the
proof of Theorem 1.3 is the following. We first pick t randomly and independently selected
partitions of the set [n] = {1, 2, . . . , n} into parts of equal size b. We define Hn to be the
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3-uniform hypergraph with vertex set [n], consisting of all triples that lie in the same part
in at least one of the t partitions. Finally, we will show that Hn meets the requirements of
Theorem 1.3.
We need the following simple technical lemma. A key ingredient that is used in the proof
is the Chernoff bound for negatively associated random variables (see, e.g., [15]). It implies
that if A1, . . . , An are n mutually negatively correlated events in an arbitrary probability
space such that Ai has probability pi, then the probability that the number of Ai which
occur exceeds the expected number p1 + · · ·+ pn by at least a is at most e−2a2/n.
Lemma 3.1. Suppose that δ > 0, and let b = δ−3, β = 2e−2δ
2b, r = 4β−2b, t = rδ−1. If n is
a sufficiently large multiple of b, then there exist t partitions P1, . . . ,Pt of [n], each consisting
of n/b parts of size b, with the following two properties:
(1) any two parts of size b in different partitions have at most two elements in common,
(2) for every subset S ⊆ [n], there are fewer than r partitions Pi for which at least βn/b
parts contain at least
(
|S|
n
+ δ
)
b elements of S.
Proof. We verify that t randomly selected partitions of [n] into parts of equal size b almost
surely have the desired properties. Fix a set S ⊆ [n], and consider a random partition P
of [n] into parts I1, . . . , In/b of size b. For any 1 6 i 6 n/b, let Ai denote the event that
|Ii ∩ S| >
(
|S|
n
+ δ
)
b. For any 1 6 j 6 b, let Ai,j denote the event that the jth element of
Ii is in S. The events Ai,1, . . . , Ai,b are mutually negatively correlated and each of them has
probability |S|/n. Thus, by Chernoff’s bound [15], we have
Pr[Ai] 6 e
−2(δb)2/b = e−2δ
2b =
β
2
.
Let X denote the event that at least βn/b of the events A1, . . . , An/b occur. Since the events
A1, . . . , An/b are also mutually negatively correlated and each has probability at most β/2,
we can again apply the Chernoff bound [15] to obtain
Pr[X ] 6 e−2(
βn
2b
)2/(n/b) = e−
1
2
β2n/b.
Take t independent random partitions of [n], P1, . . . ,Pt, each consisting of n/b parts of
size b. The probability that a given pair of parts of size b have at least 3 elements in common
is at most
(
b
3
) (
b
n
)3
6
b6
6n3
. Since there are
(
tn/b
2
)
such pairs, by linearity of expectation, the
probability that there is a pair sharing at least 3 elements is at most
(
tn/b
2
)
b6
6n3
< t
2b4
12n
. Hence,
by our choice of parameters, almost surely condition (1) will be satisfied.
For a fixed S ⊆ [n], the probability that for at least r of the partitions P1, . . . ,Pt, at least
βn/b of the b-element subsets of the partition have at least
(
|S|
n
+ δ
)
b elements in S is at
most (
t
r
)
(Pr[X ])r 6
(
t
r
)
e−r
1
2
β2n/b =
(
t
r
)
e−2n 6 e−n.
The number of subsets S of [n] is 2n. Hence, by linearity of expectation, the expected number
of subsets S with property (2) is o(1). We conclude that there are t such partitions with the
desired properties. ✷
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Let δ = ε/50 and k = t
(
b−1
2
)
. Consider the 3-uniform hypergraph Hn with V (Hn) = [n],
the hyperedges of which are those triples that lie in the same part in at least one (hence,
precisely one) of the partitions P1, . . . ,Pt meeting the requirements of Lemma 3.1. Clearly,
in Hn, each vertex belongs to k = t
(
b−1
2
)
hyperedges.
The proof of Theorem 1.3 can now be completed by adapting the idea of Bukh [9]. Consider
an embedding of the vertices of Hn in the plane. We shall use the following lemma of
Ceder [13]:
Lemma 3.2 (Ceder [13]). Assume that n is divisible by 6. Given any set of n points in
the plane, there are three concurrent lines that divide the plane into 6 angular regions, each
containing roughly the same number of points. More precisely, there are disjoint n
6
-element
point sets S1, . . . , S6 such that Si is contained in the closure of region i.
We shall assume throughout the n is divisible by 6. Let S1, . . . , S6 be the sets from
Lemma 3.2, and let p denote the intersection point of the three lines from Lemma 3.2. By a
simple case analysis, Bukh [9] showed that, for every choice of six points, one from each Si,
at least 8 of the
(
6
3
)
= 20 triangles induced by them contain p.
Let I ⊆ [n] be a b-element set such that |I ∩ Si| 6 ( |Si|n + δ)b = (1 + 6δ) b6 , for 1 6 i 6 6.
Obviously, we have
|I ∩ Si| > b− 5(1 + 6δ) b
6
> (1− 30δ) b
6
,
for every i. Each of the
6∏
i=1
|I ∩ Si| > (1− 30δ)6
(
b
6
)6
6-element sets with one vertex from each I∩Si induces at least 8 triangles that contain point
p. Each of these triangles belongs to at most (1 + 6δ)3( b
6
)3 such 6-element sets. Thus, there
are at least
8
(1− 30δ)6 ( b
6
)6
(1 + 6δ)3( b
6
)3
>
1
27
(1− 200δ)b3 > (1− 200δ)2
9
(
b
3
)
triangles induced by three vertices in I which contain p.
According to part 2 of Lemma 3.1, for every i, 1 6 i 6 6, fewer than r partitions Pj have
the property that at least β n
b
of their parts contain at least (1+ 6δ) b
6
elements of Si. Hence,
the total number of b-element parts I in all t partitions, for which |I ∩ Si| > (1 + 6δ) b6 for
some i, 1 6 i 6 6, is smaller than
6r
n
b
+ 6tβ
n
b
= 6δt
n
b
+ 6βt
n
b
6 10δt
n
b
.
It follows that the fraction of the tn
b
(
b
3
)
hyperedges of Hn that contain point p in this em-
bedding is at least
(1− 10δ)(1− 200δ)2
9
> (1− 210δ)2
9
>
2
9
− ε,
which completes the proof of Theorem 1.3. ✷
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3.2. Higher dimensions—Proof of Theorem 1.4. As in the proof of Theorem 1.3, we
establish Theorem 1.4 using Lemma 3.1. We may assume that c′d = 1/m with m an integer,
where c′d is the constant in Theorem 1.2, and let n be a multiple of m. Set δ =
1
2m(m−1)
and
apply Lemma 3.1. Consider now the (d+ 1)-uniform hypergraph Hn with V (Hn) = [n], the
hyperedges of which are those (d + 1)-element sets that lie in the same part in at least one
(hence, precisely one) of the partitions P1, . . . ,Pt meeting the requirements of Lemma 3.1.
Clearly, in Hn, each vertex belongs to kd = t
(
b−1
d
)
hyperedges.
Consider now any embedding of V (Hn) into R
d, and let P denote the image of V (Hn). By
Theorem 1.2, one can find disjoint c′dn-element subsets P1, P2, . . . , Pd+1 ⊆ P and a point q
such that picking one element from each subset Pi, their convex hull always contains q. We
extend this to a partition P = P1 ∪ . . . ∪ Pm into subsets of size n/m by picking the Pi for
d+ 1 < i 6 m of size n/m arbitrarily.
Let I ⊆ [n] be a b-element set such that
∀1 6 i 6 m, |I ∩ Pi| 6
( |Pi|
n
+ δ
)
b =
(
1 +
1
2(m− 1)
)
b
m
.
Obviously, we have
|I ∩ Pi| > b− (m− 1)
(
1 +
1
2(m− 1)
)
b
m
=
b
2m
,
for every 1 6 i 6 m. Each of the
d+1∏
i=1
|I ∩ Pi| >
(
b
2m
)d+1
(d+ 1)-element sets with one vertex from each I ∩P1, . . . , I ∩ Pd+1 induces a closed simplex
containing point q. Hence, the fraction of (d+1)-element subsets of I which induce a closed
simplex that contains point q is at least(
b
2m
)d+1(
b
d+ 1
)−1
> (d+ 1)!
(
c′d
2
)d+1
.
According to part (2) of Lemma 3.1, for every 1 6 i 6 m, fewer than r partitions Pj have
the property that at least β n
b
of their parts contain at least ( |Pi|
n
+ δ)b elements of Pi. Hence,
the total number of b-element parts I in all t partitions, for which |I ∩ Pi| > ( |Pi|n + δ)b for
some 1 6 i 6 m, is smaller than
mr
n
b
+mtβ
n
b
= mδt
n
b
+mβt
n
b
6
3
4
· t · n
b
.
Hence, the fraction of the tn
b
(
b
d+1
)
hyperedges ofHn that contain the point q in this embedding
is at least 1
4
(d+ 1)!
(
c′
d
2
)d+1
. ✷
4. Deterministic constructions using expander graphs
In the next two subsections, we present deterministic constructions based on expander
graphs, to provide alternative proofs of Theorem 1.3 and Theorem 1.4. These proofs yield
significantly better bounds on k(ε) and kd in Theorem 1.3 and Theorem 1.4, respectively.
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As in the previous section, the proof gives a nearly optimal bound in the plane, but not in
higher dimension.
4.1. Highly overlapping triple systems—second proof of Theorem 1.3. Fix integers
k, n ∈ N, with n divisible by 6, and let G = ({1, . . . , n}, E) be a k-regular graph on the vertex
set {1, . . . , n}. Let k = λ1 > λ2 > · · · > λn be the eigenvalues of the adjacency matrix of G
in decreasing order, and write λ = maxi∈{2,...,n} |λi|. For any S, T ⊆ {1, . . . , n} let E(S, T )
denote the number of ordered pairs (i, j) ∈ S × T such that ij ∈ E. The expander mixing
lemma (see Corollary 9.2.5 in [1]) states that∣∣∣∣E(S, T )− k|S| · |T |n
∣∣∣∣ 6 λ√|S| · |T |. (1)
For every i ∈ {1, . . . , n} let NG(i) def= {j ∈ {1, . . . , n} : ij ∈ E} denote its neighborhood in
G. Define a hypergraphH on the vertex set {1, . . . , n} by letting E(H) consist of those triples
{i, j, ℓ} for which there exists r ∈ {1, . . . , n} such that ir, jr, ℓr ∈ E, i.e., i, j, ℓ ∈ NG(r).
Assume from now on that the graph G is quadrilateral-free. This implies that the hyperedges
in H corresponding to three vertices i, j, ℓ ∈ NG(r) cannot arise from neighborhoods of
vertices of G other than r itself. Hence the 3-uniform hypergraph corresponding to H is
k
(
k−1
2
)
-regular and |E(H)| = (k
3
)
n.
Fix ε, δ ∈ (0, 1). Let {Pi}6i=1 be a partition of {1, . . . , n} such that |Pj| = n6 for all
1 6 j 6 6. Write
Aj =
{
i ∈ {1, . . . , n} : |NG(i) ∩ Pj| < (1− δ)k
6
}
.
Then, by definition, we have E(Aj , Pj) < |Aj| (1−δ)k6 . An application of (1) yields the in-
equality:
|Aj |(1− δ)k
6
>
k|Aj | · |Pj|
n
− λ
√
|Aj | · |Pj| = k|Aj |
6
− λ
√
n|Aj|
6
,
which simplifies to
|Aj| 6 6λ
2n
δ2k2
.
Thus, if we define
A =
{
i ∈ {1, . . . , n} : |NG(i) ∩ Pj| > (1− δ)k
6
∀j ∈ {1, . . . , 6}
}
, (2)
then
A > n−
6∑
j=1
|Aj| > n
(
1− 36λ
2
δ2k2
)
. (3)
We shall assume from now on that 36λ
2
δ2k2
< 1. We also note that for every i ∈ A and
j ∈ {1, . . . , 6} we have
|NG(i) ∩ Pj| 6 k −
∑
r∈{1,...,6}\{j}
|NG(i) ∩ Pr| 6 k − 5(1− δ)k
6
=
(1 + 5δ)k
6
. (4)
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Let x1, . . . , xn ∈ R2 be an embedding of {1, . . . , n} in the plane. Let S1, . . . , S6 be a
partition of {x1, . . . , xn}, as in the first proof of Theorem 1.3, which corresponds to the three
concurrent lines from Lemma 3.2, whose common intersection point is p ∈ R2. We shall
use the above reasoning (and notation) for the partition P1, . . . , P6 of {1, . . . , n} given by
Pj = {i ∈ {1, . . . , n} : xi ∈ Si}.
Fix i ∈ A, where A is as in (2). For every (j1, . . . , j6) ∈
∏6
r=1(NG(i) ∩ Pr) at least 8 of
the 20 triangles induced by the points {xj1, . . . , xj6} contain p. By the definition of A, there
are at least
(
(1−δ)k
6
)6
such 6-tuples, while, using (4), each of these triangles that contains p
belongs to at most
(
(1+5δ)k
6
)3
such 6-tuples. Observe also that by the definition of H , since
all of these triangles correspond to neighbors of i, their corresponding triples of indices belong
to E(H), and since G is quadrilateral-free, they cannot arise from the above reasoning with
i replaced by any other vertex. Thus, the number of triangles that are images of hyperedges
of H and contain p is at least
8 ·
(
(1−δ)k
6
)6
(
(1+5δ)k
6
)3 · |A| (3)> (1− δ)6k327(1 + 5δ)3n
(
1− 36λ
2
δ2k2
)
=
(
1−O
(
δ +
λ2
δ2k2
+
1
k
))
· 2
9
(
k
3
)
n. (5)
For arbitrarily large n, we can choose the graph G so that it is quadrilateral-free and
λ 6 2
√
k (e.g., Ramanujan graphs work—see [20, 18]). By choosing δ ≍ ε and k ≍ 1
ε3
in (5),
we get that p is in at least
(
2
9
− ε) |E(H)| of the triangles in that are images of hyperedges of
H . Note that the degree of H is O(k3) = O
(
1
ε9
)
. This proves Theorem 1.3 with the bound
k(ε) = O
(
1
ε9
)
. ✷
4.2. Higher dimensions—second proof of Theorem 1.4. Here we shall use a variant
of the construction in Section 4.1, to give an alternative proof of Theorem 1.4. We use
the notation from Section 4.1, and we assume that k > d. Fix n vectors x1, . . . , xn ∈ Rd.
Define a set of d-dimensional simplices H ′ whose vertices are in {x1, . . . , xn} by taking the
simplex whose vertices are the distinct vectors {xj1 , xj2, . . . , xjd+1} if and only if we have
j1j2, j2j3, . . . jdjd+1 ∈ E. In other words, the simplices in H ′ correspond to non-returning
walks of length d in G. Thus, |H ′| 6 kdn.
Let P1, . . . , Pd+1 ⊆ {x1, . . . , xn} be the disjoint subsets from Theorem 1.2, i.e., |Pi| > c′dn,
and all the closed simplices with one vertex in each of the sets {P1, . . . , Pd+1} have a point
in common. Set Qi = {j ∈ {1, . . . , n} : xj ∈ Pi}. Define Q˜d+1 = Qd+1 and inductively for
i ∈ {2, . . . , d+ 1},
Q˜i−1 =
{
j ∈ Qi−1 : ∃ℓ ∈ Q˜i jℓ ∈ E
}
.
Then, by definition, there are no edges between Qi−1 \ Q˜i−1 and Q˜i. It follows from (1) that
k
n
∣∣∣Qi−1 \ Q˜i−1∣∣∣ · ∣∣∣Q˜i∣∣∣ 6 λ√∣∣∣Qi−1 \ Q˜i−1∣∣∣ · ∣∣∣Q˜i∣∣∣.
Thus, we have
λ2n2
k2
>
(
|Qi−1| −
∣∣∣Q˜i−1∣∣∣) ∣∣∣Q˜i∣∣∣ > (c′dn− ∣∣∣Q˜i−1∣∣∣) ∣∣∣Q˜i∣∣∣ ,
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or ∣∣∣Q˜i−1∣∣∣ > c′dn− λ2n2
k2
∣∣∣Q˜i∣∣∣ . (6)
Assuming that λ 6
c′
d
2
k, inequality (6) implies by induction that for all i ∈ {1, . . . , d+1} we
have
∣∣∣Q˜i−1∣∣∣ > c′d2 n (for i = d+1 this follows from our assumption, arising from Theorem 1.2,
on the cardinality of Pd+1). Thus,
∣∣∣Q˜1∣∣∣ > c′d2 n, and by construction any point j ∈ Q˜1 can be
completed to a walk in G of length d whose ith vertex is in Qi. Each such walk corresponds
to a simplex in H ′, and by Theorem 1.2, all of these simplices have a common point. Thus,
the number of simplices in H ′ which have a common point is at least
c′
d
2
n >
c′
d
2kd
|H ′|. Since
there exist arbitrarily large graphs G with λ 6
c′
d
2
k and k 6 kd (e.g., for Ramanujan graphs
we can take kd ≍ 1(c′
d
)2
), this completes our deterministic proof of Theorem 1.4. ✷
5. Finite quotients of buildings
Let F be a non-archimedean local field, OF its ring of integers, πF a uniformizer and
q = |OF/πFOF | the cardinality of the residue field of F . For example, we may take F = Qp,
OF = Zp, πF = p and q = p. We assume below that q is odd.
Let r > 3 be an integer and G = PGLr(F ). Now r is fixed but F will be chosen such that
q is big enough. We recall that K = PGLr(OF ) is a maximal compact subgroup of G. We
also recall that G/K is the set of vertices of a building, and is also equal to the set of lattices
in F r up to homothety (a lattice in F r is a free OF -submodule of rank r and a homothety
is the multiplication by an element of the multiplicative group F×). We refer to [33] for
an elementary introduction to the building of PGLr(F ) (we will not use the definition of a
building below—all simplicial complexes will be defined explicitly). We have the map
type : G/K → Z/rZ
such that if x ∈ G/K is the homothety class of a lattice M ⊆ F r and det(M) = πaFO×F with
a ∈ Z, then type(x) = a mod rZ. We denote by vdet(·) the composition
G
det−→ F×/(F×)r valuation−−−−−→ Z/rZ,
and for i ∈ Z/rZ we write Gi = vdet−1({i}). Thus, G0 is a subgroup of index r in G and
the Gi are the left and right cosets for G0 in G. We remark that K ⊆ G0. For g ∈ Gi and
x ∈ G/K we have type(gx) = i+ type(x). Moreover, Gi/K is the subset of G/K of vertices
of type i.
Let Λ = {(λ1, ..., λr) ∈ Zr/Z(1, ..., 1) : λ1 6 ... 6 λr} be the set of dominant coweights of
PGLr(F ). For (λ1, ..., λr) ∈ Λ we write
D(λ1, ..., λr) =

πλ1F 0 . . . . . . 0
0 πλ2F
. . .
. . .
...
...
. . . πλ3F
. . .
...
...
. . .
. . .
. . . 0
0 . . . . . . 0 πλrF
 ∈ G.
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Then the mapping δ
def
= (λ1, ..., λr) 7→ KD(λ1, ..., λr)K is a bijection from Λ to K\G/K.
For x, y ∈ G/K we have x−1y ∈ K\G/K, and we define the relative position of x and y
in the building as σ(x, y) = δ−1(x−1y) ∈ Λ. In other words, for (λ1, ..., λr) ∈ Λ we have
σ(x, y) = (λ1, ..., λr) if and only if there exists a basis (e1, ..., er) of F
r such that x is the
homothety class of OF e1+ ...+OF er and y is the homothety class of πλ1F OF e1+ ...+πλrF OF er.
The inverse image of K\G0/K under δ is
Λ0 =
{
(λ1, ..., λr) ∈ Zr/Z(1, ..., 1) : λ1 6 ... 6 λr ∧
r∑
i=1
λi = 0 in Z/rZ
}
⊆ Λ,
which is also the set of dominant coweights of SLr(F ).
We recall that for d ∈ {0, ..., r− 1} a d-dimensional face of the building is a (d+ 1)-tuple
{y0, ..., yd} ⊆ G/K such that there are lattices M0, ...,Md in F r satisfying
(1) M0 (M1 ( ... (Md ( π
−1
F M0,
(2) y0, ..., yd are the homothety classes of M0, ...,Md.
The type of a face {y0, ..., yd} is {type(y0), ..., type(yd)} ⊆ Z/rZ. For any non-empty
subset I ⊆ Z/rZ we denote by YI the set of faces of type I in the building. More precisely,
we denote by YI the set of families (yi)i∈I with yi ∈ Gi/K such that {yi : i ∈ I} is a
(|I| − 1)-dimensional face of the building.
Let G+ ⊆ G be the subgroup generated by unipotent elements of G. Then G+ is also the
image of SLr(F ) in G = PGLr(F ), and G
+ ⊆ G0. We have an exact sequence
1→ G+ → G det−→ F×/(F×)r → 1.
We will apply Theorem 1.1 of [26] (a quantitative form of Kazhdan’s property (T)) to the
strongly orthogonal system of the set of roots of G = PGLr(F ) consisting of the single root
e1−er (where ei−ej stands for the root corresponding to the character of the maximal torus
of diagonal matrices which sends D(λ1, ..., λr) ∈ G to πλi−λjF , for (λ1, ..., λr) ∈ Λ). By this
theorem, for any unitary representation (H, π) of G without a nonzero G+-invariant vector,
for any (λ1, ..., λr) ∈ Λ and for any K-invariant vectors ξ, η ∈ H we have∣∣〈η, π(D(λ1, ..., λr))ξ〉∣∣ 6 (λr − λ1)(q − 1) + (q + 1)
q
1
2
(λr−λ1)(q + 1)
‖ξ‖ · ‖η‖. (7)
For any nonzero (λ1, ..., λr) ∈ Λ0 we have λr > λ1 + 2 and therefore inequality (7) implies∣∣〈η, π(D(λ1, ..., λr))ξ〉∣∣ 6 3
q
‖ξ‖ · ‖η‖ for any nonzero (λ1, ..., λr) ∈ Λ0. (8)
Note that in (7) we did not use the full strength of Theorem 1.1 of [26] because we used
the very poor strongly orthogonal system {e1 − er}, whereas [26] uses the maximal strongly
orthogonal system
{
e1 − er, e2 − er−1, ..., e⌊ r
2
⌋ − er+1−⌊ r
2
⌋
}
to get optimal bounds. However,
the optimal bounds do not give in (8) an exponent of q better than −1 for (λ1, ..., λr) =
(−1, 0, ..., 0, 1).
Let Γ be a cocompact lattice in G0 satisfying the condition
(C) for any x ∈ G/K and any γ ∈ Γ different from 1, the distance from x to γx along
the 1-skeleton of G/K is > 2.
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The quotient X = Γ\G/K is the set of vertices of a simplicial complex whose faces are
the quotient by Γ of the faces of the building G/K. Since Γ ⊆ G0, we have an obvious type
function type : X → Z/rZ, and thanks to the condition (C), X has no multiple edges. For
any non-empty subset I ⊆ Z/rZ we write XI = Γ\YI and we identify XI with the set of
faces of type I in X . We note that for i ∈ Z/rZ, X{i} def= Γ\Gi/K is the subset of vertices of
type i in X and is of cardinality 1
r
|X|.
For any (λ1, ..., λr) ∈ Λ we have a normalized Hecke operatorHλ1,...,λr acting on ℓ2(Γ\G/K)
in the following way: we view elements of ℓ2(Γ\G/K) as Γ-invariant functions on G/K and
Hλ1,...,λr(f)(x) is the average of the values of f on the vertices y ∈ G/K which satisfy
σ(x, y) = (λ1, ..., λr). For ξ, η ∈ ℓ2(Γ\G/K) considered as K-invariants vectors in L2(Γ\G),
endowed with the representation π of G by right translations, we have
〈η,Hλ1,...,λrξ〉 = 〈η, π(D(λ1, ..., λr))ξ〉. (9)
The subspace of G+-invariant vectors in L2(Γ\G) is L2(Γ\G)G+ = L2(F×/(F×)r det(Γ))
because G/G+ = F×/(F×)r is abelian. Let H be the orthogonal complement of L2(Γ\G)G+
in L2(Γ\G). The representation (H, π) does not have any nonzero G+-invariant vector and we
will apply inequality (8) to it. For any set Z endowed with a finite measure we write L20(Z) for
the hyperplane of L2(Z) which is orthogonal to the constant function 1. For (λ1, ..., λr) ∈ Λ0,
Hλ1,...,λr acts diagonally on the direct sum decomposition ℓ
2(Γ\G/K) =⊕i∈Z/rZ ℓ2(Γ\Gi/K)
and the estimate (8), together with (9), implies the operator norm bound
‖Hλ1,...,λr‖L(ℓ20(Γ\Gi/K)) 6
3
q
, (10)
for any i ∈ Z/rZ and for any nonzero (λ1, ..., λr) ∈ Λ0. To justify (10) it remains to check that
for any i ∈ Z/rZ and any f ∈ ℓ20 (Γ\Gi/K), the extension of f by 0 to Γ\G/K, considered as
an element of L2(Γ\G), belongs to H , i.e., is orthogonal to L2(Γ\G)G+ . Indeed G+K = G0,
since we have det(K) = O×F /(O×F )r and an exact sequence
1→ O×F /(O×F )r → F×/(F×)r → Z/rZ→ 0.
Proposition 5.1. Let I ⊆ Z/rZ be a non-empty set. For i ∈ I, fix αi > 0 and a subset
Zi ⊆ X{i} of cardinality > αi
∣∣X{i}∣∣. Then the proportion of elements of (xi)i∈I ∈ XI
satisfying xi ∈ Zi for every i ∈ I is at least∏
i∈I
αi − 2(|I| − 1)√
q
.
Proof. Proposition 5.1 is obvious for |I| = 1, and it follows by induction on |I| due to the
following lemma. ✷
Lemma 5.2. Fix I ⊆ Z/rZ of cardinality > 2, and i ∈ I. Write I ′ = I \ {i}. For α, α′ > 0,
Z ⊆ X{i} of cardinality > α
∣∣X{i}∣∣ and Z ′ ⊆ XI′ of cardinality > α′ |XI′ |, the proportion of
(xj)j∈I ∈ XI satisfying xi ∈ Z and (xj)j∈I′ ∈ Z ′ is at least
αα′ − 2√
q
.
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Proof. Let T : ℓ2(X{i})→ ℓ2(XI′) be the following averaging operator: for any f ∈ ℓ2
(
X{i}
)
and (xj)j∈I′ ∈ XI′, T (f)((xj)j∈I′) is the average of f(xi) over xi ∈ X{i} such that (xj)j∈I
belongs to XI . We normalize the norms of ℓ
2(X{i}) and ℓ
2(XI′) such that the constant
function 1 has norm 1. We denote by T0 : ℓ
2
0(X{i}) → ℓ20(XI′) the restriction of T to the
hyperplane orthogonal to the constant function 1.
Note that T ∗T : ℓ2(X{i}) → ℓ2(X{i}) is also an averaging operator, and in fact it is an
average of the Hecke operators Hλ1,...,λr for (λ1, ..., λr) ∈ Λ0 such that λr 6 λ1 + 2. In this
average, the coefficient of H0,...,0 = Id is 6 q
−1. Indeed, let i˜ ∈ Z be a lifting of i and let
i˜−, i˜+ be the biggest integer < i˜ (resp. the smallest integer > i˜) whose images i−, i+ belong
to I ′. Then for any (xj)j∈I′ ∈ XI′, the number of xi ∈ X{i} such that (xj)j∈I belongs to
XI is exactly
∣∣∣Gr (˜i− i˜−, i˜+ − i˜−) (Fq)∣∣∣, the number of sub-Fq-vector spaces of dimension
i˜− i˜− in Fi˜+−i˜−q . The coefficient of H0,...,0 is
∣∣∣Gr (˜i− i˜−, i˜+ − i˜−) (Fq)∣∣∣−1, and it is clear that∣∣∣Gr (˜i− i˜−, i˜+ − i˜−) (Fq)∣∣∣ > q. By (10) we have
‖T ∗0 T0‖L(ℓ20(X{i})) 6
1
q
+
3
q
=
4
q
,
implying that ‖T0‖L(ℓ20(X{i}),ℓ20(XI′ )) 6 2q
− 1
2 . Therefore∣∣∣∣∣〈T (1Z), 1Z′〉 − |Z| · |Z ′|∣∣X{i}∣∣ · |XI′|
∣∣∣∣∣ 6 2q− 12
√
|Z| · |Z ′|∣∣X{i}∣∣ · |XI′| 6 2q− 12 , (11)
completing the proof of Lemma 5.2. ✷
Remark 5.1. If X = Γ\G/K is assumed to be a Ramanujan complex (see [22]) we can
improve the estimate in (10), but at the end, in (11), we get the same exponent −1
2
.
Proposition 5.1 has the following corollary.
Corollary 5.3. Let I ⊆ Z/rZ be of cardinality > 2. Let XI be the |I|-uniform hypergraph
with vertices X = Γ\G/K and with hyperedges the set XI of faces of X of type I. Then for
q large enough (as a function of |I| alone) the overlap parameter of XI is bounded below by
a positive constant depending only on |I|.
Proof. Let f : X → R|I|−1 be an injection. By the main result of [27] (which is a strength-
ening of Theorem 1.2), applied to the sets f
(
X{i}
) ⊆ R|I|−1 for i ∈ I, we obtain sets
Pi ⊆ f
(
X{i}
)
with |Pi| > c′′|I|−1
∣∣X{i}∣∣, for i ∈ I, such that all the simplices with vertices in
each of the Pi have a point in common. Here c
′′
|I|−1 is a constant depending only on |I|. By
an application of Proposition 5.1 to the sets Zi = f
−1(Pi) with αi = c
′′
|I|−1, we see that if
q >
16(|I| − 1)2(
c′′|I|−1
)2|I|
then the overlap parameter of Γ\G/K is at least 1
2
(
c′′|I|−1
)|I|
. ✷
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Lemma 5.4. For any integer r and for any non-archimedian local field F , there exists
a cocompact lattice Γ in G0 which satisfies condition (C), and a sequence of finite index
subgroups Γn ⊆ Γ with limn→∞ |Γ/Γn| =∞.
Proof. We start by choosing any cocompact arithmetic subgroup Γ˜ in G = PGLr(F ). The
existence of a cocompact arithmetic subgroup is well-known: use division algebras over
function fields when the characteristic of F is finite and unitary groups over number fields
when the characteristic of F is 0. In the case of characteristic 0, it is a particular case of a
theorem of Borel and Harder [7]; see also Example 5.1.4, Corollary 5.12 and the remark after
it in [6], for a short proof. Since G/G0 = Z/rZ, Γ = Γ˜ ∩ G0 is of finite index in Γ˜. Since
Γ is a cocompact lattice in G0, the elements γ ∈ Γ \ {1}, such that there exists x ∈ G/K
with d(x, γx) 6 2, form a finite number of conjugacy classes. By its arithmetic nature, Γ
embeds in the product of its finite quotients. Therefore there is a finite index subgroup
Γ ⊆ Γ which satisfies condition (C) and a sequence of finite index subgroups Γn of Γ with
limn→∞ |Γ/Γn| =∞. ✷
Corollary 5.3, applied (for r > 3) to the lattices Γn of Lemma 5.4, yields highly over-
lapping families of |I|-uniform hypergraphs. In the particular case where I = Z/rZ, these
hypergraphs are finite quotients of the building of PGLr(F ) and their hyperedges are the
images of the chambers of the building.
Proof of Theorem 1.5. Theorem 1.5 is a consequence of Corollary 5.3, applied to the Ra-
manujan complexes constructed in [21] (which are based on a lattice construction from [12]),
together with their description in [21] as the clique complexes corresponding to the Cayley
graphs associated to certain (explicitly defined) generators of PGLr(F ), where F = Fp((t)).
We just need to ensure that the corresponding lattices are sublattices of G0 (so that they
preserve the type), as well as that condition (C) is satisfied. This is true for arbitrarily large
m due to Corollary 6.8 of [21], or equivalently the case r = d of Theorem 7.1 in [21]. Alter-
natively, one can consider the construction of the Ramanujan complexes in [31], specifically
the second extreme distinguished case of Corollary 36 in [31]. ✷
6. A Szemere´di-type theorem for infinite hypergraphs
In a measurable space, an atom is a measurable set which has positive measure and
contains no set of smaller but positive measure. A measure which has no atoms is called
non-atomic. A basic result of Sierpinski [32] states that if µ is a non-atomic measure, then
for any measurable set A and any b with 0 6 b 6 µ(A), there is a measurable subset B
of A with µ(B) = b. Given a measurable space on a set V and a measure µ, the h-fold
product measurable space is generated by all sets B1×· · ·×Bh, with B1, . . . , Bh measurable
subsets of V , and the product measure µh is the unique measure on this space given by
µh(B1 × · · · × Bh) = µ(B1) · · ·µ(Bh).
The aim of this section is to establish a Szemere´di-type theorem for infinite hypergraphs
with a non-atomic measure on their vertex sets. The statement will be used in the next
section, for the proof of Theorem 1.8.
Given a finite or infinite h-uniform hypergraph G = (V,E), we say that an h-tuple
(V1, . . . , Vh) of disjoint subsets of V is homogeneous with respect to G if either all elements
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of V1 × . . . × Vh are hyperedges of G or none of them are. If, in addition, we have a finite
non-atomic measure µ on V , we say that G is (c, µ)-structured provided that for all disjoint
measurable subsets S1, . . . , Sh ⊆ V , there exist measurable Yi ⊆ Si for 1 6 i 6 h with
µ(Yi) > cµ(Si) such that the h-tuple (Y1, . . . , Yh) is homogeneous. The following theorem
generalizes a result in [28], where the case h = 2 was settled. The proof is based on an idea
of Komlo´s.
Theorem 6.1. For any c, ε > 0 and for any positive integer h, there is K = K(h, c, ε)
such that the following statement is true. If G = (V,E) is a (c, µ)-structured h-uniform
hypergraph, where µ is a non-atomic measure µ, then for each k > K there is a partition
V = V1 ∪ . . . ∪ Vk of V into k parts of equal measure such that all but at most an ε-fraction
of the h-tuples (Vi1 , . . . , Vih) are homogeneous.
In the sequel, let G = (V,E) be a fixed h-uniform hypergraph with a finite non-atomic
measure µ on V . The measure of G, denoted by µ(G), is the product measure µh of the set
of h-tuples (v1, . . . , vh) ∈ V h with {v1, . . . , vh} an edge of G (we assume throughout that this
set is µh-measurable). Define the edge-density d(G) of G to be µ(G)
µ(V )h
. For measurable vertex
subsets V1, . . . , Vh, define
ν(V1, . . . , Vh)
def
= µh
(
(v1, . . . , vh) ∈ V1 × · · · × Vh : {v1, . . . , vh} ∈ E
)
, (12)
and the edge density
d(V1, . . . , Vh)
def
=
ν(V1, . . . , Vh)
µ(V1) · · ·µ(Vh) .
An h-tuple of disjoint subsets (X1, . . . , Xh) of vertices in an h-uniform hypergraph is said
to be (γ, δ)-superregular if for any subsets Yi ⊆ Xi with µ(Y1) · · ·µ(Yh) > γµ(X1) · · ·µ(Xh),
we have d(Y1, . . . , Yh) > δ.
The following lemma shows that the vertex set of any dense h-uniform hypergraph can
be partitioned into h parts of equal measure such that the sub-hypergraph formed by all
of its edges that contain one point from each part is still relatively dense. The analogue of
this statement for finite hypergraphs is well known and very easy to prove, as a uniformly
random partition of the vertex set into equal parts will almost surely work. Here we do not
have the leisure of taking such a uniform random partition.
Lemma 6.2. Let G = (V,E) be an h-uniform hypergraph, µ a finite non-atomic measure
on V . Then there is a partition V = V1 ∪ . . . ∪ Vh into measurable subsets, each of measure
µ(V )/h, such that d(V1, . . . , Vh) >
d(G)
2
.
Proof. Write t = h⌈h/d(G)⌉. Arbitrarily partition V into t subsets V = U1 ∪ . . . ∪ Ut, each
of measure µ(V )/t. This can be done since µ is non-atomic. The product measure of the set
of h-tuples of vertices from distinct Ui is at least
h−1∏
i=0
(
1− i
t
)
µ(V ) >
(
1−
(
h
2
)
t
)
µ(V )h >
(
1− h
2
2t
)
µ(V )h >
(
1− d(G)
2
)
µ(V )h.
Hence, the edge density of the sub-hypergraph of G with vertices in different Ui is at least
d(G) − d(G)/2 = d(G)/2. We randomly partition V = V1 ∪ . . . ∪ Vh, where each Vi is a
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union of t/h of the Uj, with each such partition being equally likely. For Uj1 , . . . , Ujh with
j1 < . . . < jh, the probability that Uji ⊆ Vi for all 1 6 i 6 h is at least h−h. Hence,
by linearity of expectation and the fact µ(V1) · · ·µ(Vh) = h−hµ(V )h, the expected value of
d(V1, . . . , Vh) is at least d(G)/2. It follows that there is a partition V = V1 ∪ . . . ∪ Vh into
parts of equal measure with d(V1, . . . , Vh) > d(G)/2. ✷
The next lemma shows that if an h-tuple of sets is not (γ, δ)-superregular, then we can
find subsets of large measure such that the edge density between them is significantly larger
than the edge density between the original h-tuple.
Lemma 6.3. Let G = (V,E) be an h-uniform hypergraph and µ a finite non-atomic measure
on V . If a collection of h measurable vertex subsets (W1, . . . ,Wh) with d(W1, . . . ,Wh) = c is
not (δ, γ)-superregular, then there are subsets Zi ⊆Wi for 1 6 i 6 h such that
µ(Z1) . . . µ(Zh) >
δγ
2h
µ(W1) · · ·µ(Wh)
and
d(Z1, . . . , Zh) > c+ (c− 2δ) γ
1− γ .
Proof. Since (W1, . . . ,Wh) is not (δ, γ)-superregular, there exist subsets Yi ⊆ Wi for every
1 6 i 6 h with
µ(Y1) · · ·µ(Yh) > γµ(W1) · · ·µ(Wh) and d(Y1, . . . , Yh) < δ. (13)
The sum of all the 2h terms ν(T1, . . . , Th) (where ν is defined in (12)) with Ti = Yi or
Ti = Wi \ Yi equals ν(W1, . . . ,Wh) = cµ(W1) · · ·µ(Wh). The sum of ν(T1, . . . , Th) over all
such terms with not all Ti = Yi and with
µ(T1) · · ·µ(Th) > δγ
2h
µ(W1) · · ·µ(Wh)
is therefore greater than(
c− 2h δγ
2h
)
µ(W1) · · ·µ(Wh)− δµ(Y1) · · ·µ(Yh) > cµ(W1) · · ·µ(Wh)− 2δµ(Y1) · · ·µ(Yh).
Here we used both inequalities in (13). Also, the sum of µ(T1) · · ·µ(Th) over these terms is at
most µ(W1) · · ·µ(Wh)−µ(Y1) · · ·µ(Yh). By averaging, if a1+· · ·+ak > A and b1+· · ·+bk 6 B
with all ai, bi positive, then there is 1 6 i 6 k such that
ai
bi
>
A
B
. Hence, there are T1, . . . , Th
with Ti = Yi or Ti = Wi\Yi and not all Ti = Yi, with µ(T1) · · ·µ(Th) > 2−hδγµ(W1) · · ·µ(Wh)
and
d(T1, . . . , Th) =
ν(T1, . . . , Th)
µ(T1) · · ·µ(Th) >
cµ(W1) · · ·µ(Wh)− 2δµ(Y1) · · ·µ(Yh)
µ(W1) · · ·µ(Wh)− µ(Y1) · · ·µ(Yh)
= c+ (c− 2δ) µ(Y1) · · ·µ(Yh)
µ(W1) · · ·µ(Wh)− µ(Y1) · · ·µ(Yh) > c+ (c− 2δ)
γ
1− γ ,
as required. ✷
By repeated application of Lemma 6.3, we obtain the following result, which shows that
a dense hypergraph contains a superregular h-tuple of sets of large measure.
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Lemma 6.4. For γ, δ > 0 and a positive integer h, there is α = α(γ, δ, h) such that the
following holds. If G = (V,E) is an h-uniform hypergraph, µ is a finite non-atomic measure
on V with d(G) > 8δ, then there is an h-tuple (X1, . . . , Xh) of disjoint measurable vertex
subsets, which is (γ, δ)-superregular and satisfies µ(X1) · · ·µ(Xh) > αµ(V )h.
Proof. Define
α =
1
hh
(
δγ
2h
) 2
γ
log2(1/δ)
.
By Lemma 6.2, there is a partition V = V1 ∪ . . . ∪ Vh into parts of equal measure such that
d
def
= d(V1, . . . , Vh) > d(G)/2. We will repeatedly apply Lemma 6.3, starting with the sets
V1, . . . , Vh, until we get a (γ, δ)-superregular h-tuple.
If (V1, . . . , Vh) is not (γ, δ)-superregular, then we can find V
1
1 ⊆ V1, . . . , V 1h ⊆ Vh with
µ(V 11 ) · · ·µ(V 1h ) >
δγ
2h
µ(V1) · · ·µ(Vh)
and
d
(
V 11 , . . . , V
1
h
)
> d+ (d− 2δ) γ
1− γ > d
(
1 +
γ
2
)
.
After k iterations, we either have found a (γ, δ)-superregular h-tuple, or we find V k1 , . . . , V
k
h
with
µ(V k1 ) · · ·µ(V kh ) >
(
δγ
2h
)k
µ(V1) · · ·µ(Vh)
and
d
(
V k1 , . . . , V
k
h
)
> d
(
1 +
γ
2
)k
.
This cannot continue for more than k0 =
2
γ
log2(1/d) iterations, as otherwise we would
produce an h-tuple of density more than 1, a contradiction. Thus, at some step k 6 k0, we
find an h-tuple of sets Xi
def
= V ki with
µ(X1) · · ·µ(Xh) >
(
δγ
2h
)k
µ(V1) · · ·µ(Vh) = 1
hh
(
δγ
2h
)k
µ(V )h > αµ(V )h,
which is (γ, δ)-superregular. ✷
An h-uniform hypergraph H = (V,E) is h-partite if there is a partition V = V1 ∪ . . . ∪ Vh
such that every edge has exactly one vertex in each Vi. For a vertex set V , and a collection
C of h-tuples A1, . . . , Ah of vertex subsets of V , define the hypergraph H(C) on V , which is
the union of the complete h-partite h-uniform hypergraphs with parts A1, . . . , Ah.
Lemma 6.5. For c, ε > 0 and a positive integer h, there is L = L(h, c, ε) such that the
following statement is true. If G = (V,E) is a (c, µ)-structured h-uniform hypergraph with µ
a finite non-atomic measure, then there is a collection C of at most L homogeneous h-tuples
of vertex subsets such that the density of H(C) is at least 1− ε.
Proof. Let H0 denote the complete h-uniform hypergraph on V , and let γ = c
h, δ = ε/8,
α = α(γ, δ, h) as in Lemma 6.4, β = h!δchα, and L = β−1. Suppose that for some i > 1,
we have already defined Hi−1. If G has an h-tuple A1, . . . , Ah of disjoint subsets which is
homogeneous and such that the hypergraph which consists of those edges of Hi−1 that have
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one vertex in each Aℓ has edge density at least β, then let Hi denote the sub-hypergraph
of Hi−1 obtained by deleting all edges with one vertex in each Aℓ. Otherwise, we stop.
This process will clearly terminate in j 6 β−1 steps with an h-uniform hypergraph Hj as
d(Hi) 6 1− iβ for each i.
We next show that d(Hj) < ε. Indeed, otherwise by Lemma 6.4, Hj has a collection of h
disjoint vertex subsets (X1, . . . , Xh) which is (γ, δ)-superregular with
µ(X1) · · ·µ(Xh) > αµ(V )h.
Since G is (c, µ)-structured, there are subsets Ai ⊆ Xi for 1 6 i 6 h with µ(Ai) > cµ(Xi)
such that (A1, . . . , Ah) is homogeneous with respect to G. As γ = c
h,
µ(A1) · · ·µ(Ah) > γµ(X1) · · ·µ(Xh),
and (X1, . . . , Xh) is (γ, δ)-superregular, we have d(A1, . . . , Ah) > δ, and hence the hypergraph
which consists of those edges of Hj that have one vertex in each Aℓ has edge density at least
h!δ · µ(A1) · · ·µ(Ah)
µ(V )h
> h!δch · µ(X1) · · ·µ(Xh)
µ(V )h
> h!δchα = β.
However, this contradicts the fact that since the construction terminated at the jth step,
there are no such subsets A1, . . . , Ah. ✷
For an h-uniform hypergraph G = (V,E) and a vertex partition P = {V = V1 ∪ . . .∪ Vk},
the homogeneous hypergraph GP is the h-uniform hypergraph on V where (v1, . . . , vh) ∈
Vi1 × · · · × Vih is an edge if and only if (Vi1 , . . . , Vih) is homogeneous with respect to G.
Note that if P ′ is a refinement of P, then d(GP ′) > d(GP). Given a collection C of h-tuples
(A1, . . . , Ah) which are homogeneous in G, define the partition P of V into (h+ 1)|C| parts,
where each part consists of those vertices in the same Ai (or in none of the Ai) for each h-
tuple in C. The hypergraph GP contains the hypergraph H(C). Hence, we have the following
corollary of Lemma 6.5 with M = (h + 1)L.
Corollary 6.6. For any c, ε > 0 and for any positive integer h, there is M = M(h, c, ε)
such that the following statement is true. If G = (V,E) is a (c, µ)-structured h-uniform
hypergraph with a finite non-atomic measure µ on its vertex set, then there is a partition P
of V into at most M parts such that d(GP) > 1− ε.
Proof of Theorem 6.1. Let M =M(h, c, ε
2
) as in Corollary 6.6 and K be the smallest integer
which is at least 2Mhε−1. Fix k > K. By Corollary 6.6, there is a partition P ′ of V into at
most M parts such that d(GP ′) > 1 − ε2 . If Vi is a part of P ′, arbitrarily partition Vi into
parts of measure µ(V )/k and one remaining piece of measure at most µ(V )/k. Let W be the
union of the remaining parts, so µ(W ) 6 Mµ(V )/k, and arbitrarily partition W into parts
of measure µ(V )/k. We have thus produced a partition P into k parts of equal measure, and
we next show that this partition satisfies the assertion of Theorem 6.1. The edge density of
the hypergraph of h-tuples in V h that contain a vertex in W is at most
1−
(
1− µ(W )
µ(V )
)h
6 h
µ(W )
µ(V )
6
hM
k
6
ε
2
.
Thus d(GP) > d(GP ′) − ε2 > 1 − ε, and hence the partition P satisfies the conclusion of
Theorem 6.1. ✷
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7. A partition result—Proof of Theorem 1.8
Before proving Theorem 1.8 in its full generality, we give a simple argument for the special
case d = 2, which provides a good upper bound on the constant K(ε, 2).
Proposition 7.1. Let ε > 0 and k > 12
ε
+ 1. For any finite Borel measure µ on R2 with
respect to which every line has measure 0, and for any point q ∈ Rd, there is a partition
R2 = A1 ∪ . . . ∪ Ak into k measurable parts of equal measure, such that all but at most an
ε-fraction of the triples Ah, Ai, Aj are homogenous with respect to q.
Proof. Partition R2 radially around q into k cones A1, . . . , Ak of equal measure. Notice that a
triple Ah, Ai, Aj is not homogeneous with respect to q if and only if one of them intersects the
reflection of another about q. Since the number of such triples of cones is at most 2k(k− 2),
the fraction of nonhomogeneous triples cannot exceed 2k(k−2)/(k
3
)
= 12/(k−1) 6 ε, which
completes the proof. ✷
Next we turn to the proof of Theorem 1.8 in the general case. We break the proof into
four lemmas. For the first one, we recall Radon’s theorem, which states that any set of d+2
points in Rd can be partitioned into two sets whose convex hulls have nonempty intersection
(see [16]).
Lemma 7.2. Let v1, . . . , vd+1 ∈ Rd. A point q ∈ Rd belongs to the simplex with vertex set
V = {v1, . . . , vd+1} ⊆ Rd if and only if for each nonempty proper subset X ⊆ V , there is a
hyperplane passing through q which separates X from V \X.
Proof. In one direction the statement is clear, as there is a hyperplane through any internal
point separating any proper subset of the vertex set from its complement. In the other
direction, suppose q is not in the simplex, and consider the set V ∪ {q} of d + 2 points. By
Radon’s theorem, there is a partition V ∪ {q} = A ∪ B such that the convex hull of A and
the convex hull of B have a point p in common. Suppose without loss of generality that
q ∈ A. Clearly, |A| > 1, because q is outside of the simplex. But then A \ {q} and B cannot
be separated by a hyperplane passing through q. ✷
We need the following version of the ham sandwich theorem (see, e.g., [24]).
Lemma 7.3. Let S1, . . . , Sd−1 be measurable subsets of R
d and q ∈ Rd. There is a hyperplane
through q that partitions each Si into two parts of equal measure.
By repeated application of Lemma 7.3, and then using Lemma 7.2, we obtain:
Lemma 7.4. For any positive integer d, there is cd > 0 satisfying the following condition.
Let µ be a finite Borel measure on Rd with respect to which every hyperplane has measure 0,
let S1, . . . , Sd+1 be measurable subsets of R
d, and let q ∈ Rd. Then there exist Yi ⊆ Si for all
1 6 i 6 d+ 1 such that µ(Yi) > cdµ(Si) and Y1, . . . , Yd+1 are homogeneous with respect to q.
Proof. Consider an arbitrary labeling X1, . . . , X2d+1−2 of the nonempty proper subsets of
[d + 1] = {1, . . . , d + 1}. We describe an iterative process for constructing the desired sets
Y1, . . . , Yd+1.
Let S0j = Sj , for every j ∈ [d + 1]. After completing step i, we will have subsets Sij ⊆ Sj
with µ(Sij) > 2
−iµ(Sj) such that at least one of the following two conditions is satisfied:
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(1) there is a hyperplane through q such that Si1 ∪ Si2 ∪ . . . ∪ Sid+1 lies entirely on one of
its sides, or
(2) for every 1 6 k 6 i, there is a hyperplane through q that separates the sets {Sij}j∈Xk
from the sets {Sij}j∈[d+1]\Xk .
The proof shows that we can take cd = 2
2−2d+1 . Notice that the inductive hypothesis holds
vacuously at the end of step 0. Suppose we have already completed step i and we wish to
proceed to the next step.
If condition (1) is satisfied, then we simply let Si+1j = S
i
j. Thus, we may suppose that
condition (2) is satisfied. Let a ∈ Xi+1 and b ∈ [d + 1] \Xi+1. We apply Lemma 7.3 to the
d − 1 sets Sij with j ∈ [d + 1] \ {a, b}. There is a hyperplane H containing q that separates
each such Sij into parts of equal measure. The hyperplane H partitions S
i
a into two subsets.
Let Si+1a be the subset of larger measure. Similarly, H partitions S
i
b into two subsets. Let
Si+1b be the subset of larger measure. If S
i+1
a and S
i+1
b are on the same side of H , then let
Si+1j for j ∈ [d+1]\{a, b} be the subset of Sij consisting of those points on the same side of H
as Si+1a and S
i+1
b . In this case, we have µ(S
i+1
j ) >
1
2
µ(Sij) > 2
−i−1µ(Sj), the first of the two
desired properties holds, and we have completed step i + 1. Otherwise, for j ∈ Xi+1 \ {a},
let Si+1j be the subset of S
i
j consisting of those points on the same side of H as S
i+1
a , and for
j ∈ [d+ 1] \ (Xi+1 ∪ {b}), let Si+1j be the subset of Sij consisting of those points on the same
side of H as Si+1b . By construction, we have µ(S
i+1
j ) >
1
2
µ(Sij) > 2
−i−1µ(Sj), the second of
the two desired properties holds, and we have completed step i+ 1.
We may therefore assume that we finish the iterative process, and in the end we have sets
Yj = S
2d+1−2
j with µ(Yj) > 2
2−2d+1µ(Sj) for 1 6 j 6 d + 1, and for each 1 6 k 6 2
d+1 − 2,
there is a hyperplane through q that separates the sets {Yj}j∈Xk from the sets {Yj}j∈[d+1]\Xk .
By Lemma 7.2, this implies that every simplex with one vertex in each Yj contains q. ✷
We are now ready to complete the proof of Theorem 1.8. Given a point q ∈ Rd, define the
hypergraph Hq with vertex set R
d as the set of all (d+1)-tuples of points whose convex hulls
contain q. Lemma 7.4 states that for each finite measure µ on Rd such that every hyperplane
has measure 0, the hypergraph Hq is (cd, µ)-structured. Theorem 1.8 then follows from
Theorem 6.1.
8. Optimal sparse constructions in space—Proof of Theorem 1.7
In this section, we deduce Theorem 1.7 from Corollary 1.9. Let H = (V,E) be a (d+ 1)-
uniform hypergraph. The edge density
ρ(H)
def
=
|E|(
|V |
d+1
)
is the fraction of (d+1)-tuples that are hyperedges ofH . For vertex subsets V1, . . . , Vd+1 ⊆ V ,
the edge density ρ(V1, . . . , Vd+1) is defined as the fraction of (d+1)-tuples in V1× . . .× Vd+1
that are hyperedges of H .
Proof of Theorem 1.7. Let t = 8d2/ε, so that for any equipartition of the vertex set of a
complete (d + 1)-uniform hypergraph into k > t parts, all but at most an ε
8
-fraction of its
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hyperedges have their vertices in different parts. Indeed, the fraction of hyperedges with one
vertex in each part is(n
k
)d+1
·
(
k
d+1
)(
n
d+1
) > d∏
i=1
(
1− i
k
)
> 1− d
2
k
> 1− ε
8
.
Let K = K(ε/8, d) be the constant from Corollary 1.9, and k = max{K, t}.
Let r(d, ε) be sufficiently large so that for any r > r(d, ε) and n a sufficiently large multiple
of d+1, there is an r-regular (d+1)-uniform hypergraph H on n vertices, whose hyperedges
are uniformly distributed in the sense that for any disjoint vertex subsets V1, . . . , Vd+1 ⊆
V (H) with |Vi| > nk for 1 6 i 6 d+ 1,∣∣∣∣ρ(V1, . . . , Vd+1)ρ(H) − 1
∣∣∣∣ 6 ε4 . (14)
The existence of an integer r(d, ε) and a hypergraph H with the above properties follows
from the standard fact that an n-vertex r-regular (d + 1)-uniform hypergraph H chosen
uniformly at random from all n-vertex r-regular (d + 1)-uniform hypergraphs, meets the
requirements for large enough r with probability tending to 1 as n→∞.
Let P ⊆ Rd satisfy |P | = n. Since n is sufficiently large, there is a point q that is in at
least c(d) − ε
4
fraction of the simplices with vertices in P . Since k > K, by Corollary 1.9,
there is an equipartition P = P1 ∪ . . . ∪ Pk such that all but at most an ε8-fraction of the
(d+ 1)-tuples Pi1 , . . . , Pid+1 are homogenous with respect to q. Since k > t, all but at most
an ε
8
+ ε
8
= ε
4
-fraction of the (d+1)-tuples of points of P have their vertices in d+1 different
parts of the partition, and these parts are homogeneous. Since q is in at least a fraction
c(d)− ε
4
of the simplices with vertices in P , at least a fraction c(d)− ε
2
of the (d+ 1)-tuples
of points of P span a simplex containing q and having its vertices in d+ 1 different parts of
the partition such that these parts are homogeneous.
Let f : V (H) → P be an arbitrary bijection between the vertices of H and P . Write
Vi = f
−1(Pi) for 1 6 i 6 k. Note that if Pi1, Pi2 , . . . , Pid+1 are homogeneous with respect
to q such that there is a simplex containing q with one vertex in each of these parts, then
necessarily all the simplices with one vertex in each of these parts contains q. By (14), for
all d + 1 parts Vi1 , . . . , Vid+1, the hyperedge density in H between these parts is at least(
1− ε
4
)
ρ(H). Putting this together with the previous paragraph, we get that at least a
fraction
(
c(d)− ε
2
) (
1− ε
4
)
> c(d)− ε of the hyperedges of H induce simplices containing q.
We conclude that c(H) > c(d)− ε. ✷
9. Sparse hypergraphs with nearly maximal overlap number
Here we prove the following result, which implies Theorem 1.6.
Theorem 9.1. Let d and ∆ be positive integers and ε > 0. If n > 29ε−3d9∆3 and H is a
(d+1)-uniform hypergraph with n vertices, maximum degree ∆, and without isolated vertices,
and P is a set of n points in Rd such that no point in Rd is in a fraction more than c of the
simplices with vertices in P , then there is a bijection f : V (H) → P such that no point of
Rd is in a fraction more than c + ε of the simplices whose vertices are the image by f of a
hyperedge of H.
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We actually show that almost surely we may take f to be a uniform random bijection.
We shall use below Azuma’s inequality (see, e.g., [1]), which asserts that if c = X0, . . . , Xn
is a martingale with |Xa+1 −Xa| 6 t for all 0 6 a 6 n− 1, then
Pr
[
|Xn − c| > λ
√
n
]
< 2e−
λ2
2t2 . (15)
Let H and F be hypergraphs each with the same number of vertices. For a bijection
f : V (H)→ V (F ), let mf denote the number of hyperedges of H whose image is a hyperedge
of F .
Lemma 9.2. Let H and F be k-uniform hypergraphs each with n vertices such that H has
maximum degree ∆. Then the probability that for a random bijection f : V (H)→ V (F ), the
number mf deviates from |E(H)| · |E(F )|/
(
n
k
)
by more than λ
√
n is at most 2e
− λ
2
2(2k+1)2∆2 .
Proof. Let e1, . . . , e|E(H)| denote the hyperedges of H . For a hyperedge ej , let X(ej) be
the indicator random variable of the event that the image of ej by f is a hyperedge of F .
That is, X(ej) = 1 if f(ej) is a hyperedge of F , and X(ej) = 0 otherwise. Let Y denote
the random variable counting the number of hyperedges of H whose image is a hyperedge
of F , so Y =
∑|E(H)|
j=1 X(ej). Each hyperedge of H has a probability |E(F )|/
(
n
k
)
of being
mapped by f to a hyperedge of F . By linearity of expectation, the expected value of Y is
E[Y ] = |E(H)| · |E(F )|/(n
k
)
.
Let V (H) = [n] = {1, . . . , n}. For a = 0, . . . , n, let Xa(ej) be the probability of the
event that the image of ej by f is a hyperedge of F after picking f(1), . . . , f(a), and let
Ya
def
=
∑|E(H)|
j=1 Xa(ej) denote the expected value of Y after picking f(1), . . . , f(a). So Y0
denotes the expected value of mf , which is |E(H)| · |E(F )|/
(
n
k
)
.
By construction, {Ya}na=0 is a martingale. We next give an upper bound on
|Ya+1 − Ya| 6
|E(H)|∑
j=1
|Xa+1(ej)−Xa(ej)|,
so as to apply Azuma’s inequality (15). For the 6 ∆ hyperedges ej that contain a + 1, we
bound |Xa+1(ej)−Xa(ej)| 6 1. For those hyperedges with all vertices in {1, . . . , a}, we have
Xa+1(ej) = Xa(ej). Let ej be a hyperedge which does not contain a+ 1, and contains a
vertex which is more than a + 1. Let i1, . . . , ih be the vertices of ej that are at most a, so
h < k as ej contains a vertex which is more than a+1. Let w(ej) = k−h denote the number
of vertices of ej which are greater than a+1. All of these vertices are in {a+2, . . . , n}, and
therefore n− a > k − h+ 1. It follows that
n− a− w(ej) = n− a− k + h = n− a
k
+
(
1− 1
k
)
(n− a)− k + h
>
n− a
k
+
(
1− 1
k
)
(k − h+ 1)− k + h = n− a− 1
k
+
h
k
>
n− a− 1
k
. (16)
Let Z denote the number of hyperedges of F that contain f(i1), . . . , f(ih) and whose remain-
ing vertices are in V (F )\{f(1), . . . , f(a)}, and Z ′ denote the number of hyperedges of F that
contain f(i1), . . . , f(ih) and whose remaining vertices are in V (F )\{f(1), . . . , f(a), f(a+1)}.
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We have Z > Z ′ > Z − (n−a−1
k−h−1
)
, as f(i1), . . . , f(ih), f(a + 1) are in at most
(
n−a−1
k−h−1
)
hyper-
edges of F whose remaining vertices are in V (F ) \ {f(1), . . . , f(a), f(a+ 1)}. We also have
Z 6
(
n−a
k−h
)
. Note that Xa(ej) =
Z
(n−ak−h)
and Xa+1(ej) =
Z′
(n−a−1k−h )
. Hence,
|Xa(ej)−Xa+1(ej)| =
∣∣∣∣∣ Z(n−a
k−h
) − Z ′(n−a−1
k−h
)∣∣∣∣∣
6 Z
((
n− a− 1
k − h
)−1
−
(
n− a
k − h
)−1)
+ (Z − Z ′)
(
n− a− 1
k − h
)−1
6
(
n− a
n− a− k + h − 1
)
+
k − h
n− a− k + h
=
2(k − h)
n− a− k + h
= 2
w(ej)
n− a− w(ej) ,
where the first inequality is the triangle inequality, the second inequality follows from sub-
stituting in Z 6
(
n−a
k−h
)
and Z − Z ′ 6 (n−a−1
k−h−1
)
.
We have
∑
w(ej) 6 ∆(n − a − 1), where the sum is over all hyperedges that contain
a vertex greater than a + 1, as each vertex has degree at most ∆. Hence, the sum of
|Xa(ej)−Xa+1(ej)| over all vertices that contain a vertex greater than a + 1 is at most
2
∑ w(ej)
n− a− w(ej) 6 2∆k,
where we used (16). Putting this altogether, we have |Ya+1 − Ya| 6 ∆(2k + 1). By Azuma’s
inequality (15), the probability that Yn = Y = mf differs from X0 = |E(H)| · |E(F )|/
(
n
k
)
by
more than λ
√
n is at most 2e
− λ
2
2(2k+1)2∆2 . ✷
We use the following well known fact (see [30], pp. 43–52).
Lemma 9.3. Any set P of n points in Rd determine at most nd
2
regions, such that any two
points in the same region are in the same collection of simplices with vertices in P .
The two previous lemmas are all the tools we need to complete the proof of Theorem 9.1.
Proof of Theorem 9.1: Since H does not have isolated vertices, the number |E(H)| of
hyperedges of H is at least n/(d + 1). Let P be a set of n points in Rd such that no point
q ∈ Rd is in more than a fraction c of the simplices whose vertices are in P . By Lemma 9.3,
P determines at most nd
2
regions, such that any two points in the same region are in the
same collection of simplices with vertices in P . Let q be a representative point for a region,
cq 6 c denote the fraction of simplices with vertices in P that contain q, and let Fq denote
the hypergraph on P consisting of all simplices with vertices in P that contain the point q.
Let f : V (H) → P be a bijection taken uniformly at random. By Lemma 9.2, the
probability that the fraction of hyperedges of H which map to simplices containing q is at
least cq + ε is at most 2e
− λ
2
2(2d+3)2∆2 , where λ
√
n = ε|E(H)| > εn/(d+1). However, there are
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at most nd
2
such hypergraphs Fq, and since n > 2
9ε−3d9∆3, the probability is at most
nd
2
e
− λ
2
2(2d+3)2∆2 6 exp
(
d2 log n− (ε
√
n/(d+ 1))2
2(2d+ 3)2∆2
)
6 exp
(
d2 log n− ε
2n
2(2d+ 3)4∆2
)
= o(1)
that there is a point in Rd contained in more than a fraction c + ε of the hyperedges of H .
Thus, with high probability, a uniformly random bijection has the desired property. ✷
10. Concluding remarks
An alternative proof of Theorem 1.3 was given by Gromov [17], based on an application of
Garland’s vanishing theorem to finite quotients of certain Bruhat-Tits building. Gromov’s
argument fails for d > 2, and does not yield the sharp constant 2
9
as in Theorem 1.3, yet his
construction has some remarkable stronger properties which we now describe.
Gromov investigated [17] the role of the fact that the edges of the triangles in the Boros-
Fu¨redi theorem are assumed to be straight line segments. He showed that it suffices to
replace “straight lines” by sufficiently regular Jordan arcs. Gromov’s construction based on
Garland’s theorem enjoys this stronger property as well (see Section 2.10 in [17]): one just
needs the associated mapping from Gromov’s simplicial complex to R2 to be continuous, the
image of each edge to be nowhere dense in R2, and that its restriction to each face is at most
r-to-1 (in which case the resulting bounds depend on r). At present it is unknown whether
for d > 3 there exist arbitrarily large bounded degree d-dimensional simplicial complexes
which are highly overlapping with respect to non-affine embeddings into Rd.
An inspection of the construction of Section 4.2 reveals that, if the graph G has girth
greater than 2d, then the resulting bounded degree d-dimensional highly overlapping simpli-
cial complexes admit a continuous and piecewise affine retraction onto their 1-skeleton. It
follows that for these complexes, if we replace “simplices” by “generalized simplices” whose
edges are allowed to be continuous and piecewise affine arcs rather than straight lines, then
the conclusion that there must be a point in a constant fraction of these generalized sim-
plices, corresponding to an embedding of their vertex set into Rd, would fail. Thus, the
situation in the sparse setting is subtle, and passing from the case of affine mapping to more
general continuous mappings is not automatic.
It follows for instance from [4] and [27] that for any system of at least constant times
n3 triangles induced by a set of n points in the plane in general position, there is a point
covered by at least a positive fraction of all triangles. In the present paper, we studied
sparse systems of triangles with similar properties. Another closely related question is the
following. For any positive integers n and 1 < t <
(
n
3
)
, determine the largest number m such
that for any system of at least t triangles induced by a set of n points in the plane, there is
a point contained in at least m triangles. See [2], [25]. The best known general lower bound
is roughly t3/n6, but for most values of the parameters this is probably a very weak bound.
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