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In this paper we study the family of graphs which can be reduced to single vertices by 
recursively complementing all connected subgraphs. It is shown that these graphs can be uniquely 
represented by a tree where the leaves of the tree correspond to the vertices of the graph. From 
this tree representation we derive many new structural and algorithmic properties. Furthermore, 
it is shown that these graphs have arisen independently in various diverse areas of mathematics. 
1. Introduction 
A complenteent reducible graph (also called a cograph) is defined recursivdy as 
follows: 
(i) A graph on a single vertex is a complement reducible graph. 
(ii) If Gr, Gz, . . . , Gk are complement reducible graphs, then so is their union 
G1UG2U-4Gk. 
(iii) If G is a complement reducible graph, then so is its complement i3. 
Cographs have arisen in many disparate areas of mathematics and have been in- 
dependently rediscovered by various researchers. Names synonymous with cographs 
include D*-graphs, P4 restricted graphs, and HD or Hereditary Dacey graphs. 
Cographs themselves were introduced in the early 1970s by Lerchs [ 14,151 who 
studied their structural and algorithmic properties and enumerated the class. This 
work was extended by Stewart (Burlingham) [22], who also developed an O(n*) 
cograph recognition algorithm. 
Previous work reiated to cographs can be found in the study of comparability 
graphs (see [7,8] for definitions and properties). Wolk [25,26] showed that D-graphs 
or diagonal graphs (a strict subset of cographs), are precisely the comparability 
graphs of rooted trees. This result was later quoted incorrectly as “A graph without 
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induced subgraph isomorphic to Ps [i.e. a cograph] is the comparability graph of 
rooted trees” [;2]. C4 is a counter-example to this Statement. Jung [I l] has recently 
shown that G is a De-graph (i.e. a cograph) iff C is the comparability graph of a 
multitree (defined in Section 2). Since comparability graphs are perfect, this im- 
mediately implies that cographs are perfect. This result was proved earlier and in- 
dependently by Lerchs and Seinsche [21]. Stewart (Burlingham) (22) has illustrated 
the relationship of cographs with other families of perfect graphs. 
Cographs independently arose in the study of empirical logic where they were 
called HD (or Hereditary Dacey) graphs (see [6,23]). This work was advanced and 
presented in a graph theoretical formulation by Sumner [23]. 
In this paper we will assimilate the results which have previously appeared and 
present a fundamental theorem on cographs which will show the equivalence of 
eight different characterizations of this family of graphs. Furthermore, we will 
develop a unique tree representation of cographs and use this tree to develop poly- 
nomial time algorithms for such problems as isomorphism, Hamiltonicity, clique 
determination and colouring. We also examine the relationship of cographs with 
TSP digraphs recently introduced by Lawler [ 131. First we present he terminology 
which will be used throughout he paper. 
2. Terminology 
The terminology used in this paper is compatible with [3]. We assume that all 
graphs are finite and that unless stated otherwise the term subgraph always refers to 
the notion of induced subgraph. 
For a given vertex x in graph G( c/, E), N(x) denotes { y E V 1 (x,~)E E}. Vertices 
X, y are called siblings if N(x) - (x, y} = N(y) - {x, y }. The siblings are said to be 
strong if they are adjacent and weak otherwise. A kernel of a graph is a maximal in- 
dependent set and a c&tie is a maximal complete set. Note that S S c” is a kernel in 
G( V, E) iff S is a clique in G. VG and & respectively denote the set of cliques and 
kernels of G. Furthermore, @&) (respectively %‘&)) denotes the set of cliques of 
G containing (respectively not containing) the vertex X. A similar convention holds 
for kernels using &(x) and J&). A graph is said to have the clique-kernel inter- 
section property (or CK-property) iff every clique of G has one vertex in common 
with every kernel of G (i.e. KE %‘o and ME 3u,, lCnKl= 1). A graph G( V, E) is 
equistable iff Z8tE N+ and a mapping @ : V+N+ such that ES z; V; S is a kernel iff 
C vE s@(v) = t. For a digraph G, @(G) denotes the underlying undirected graph. The 
scattering number of a graph G( K E), denoted s(G) equals max(c(G-S)- ISI) 
where S c V and c(G- S), the number of components in G-S does not equal 1. A 
set S satisfying c(G - S) # 1 and s(G) = c(G - S) - ISI is called a scattering set of G. A 
graph is Hamilto.+connected if for any two distinct vertices xand y there is a Hamil- 
tonian path joining them, 
A graph is a diagonalgraph or D-graph if for every path in G with edges (vl, v2), 
Complement 
(19, vj), (~3, vd) the graph also contains the edge (~1, ~3) or (~2, ~4) (see J25]), A graph 
is a D*-graph if for every path in G with edges (I+, 19, (19, v3), (~3, vq) the graph 
also contains the edge (vr, ~3) or (VZ, vd) or (vr, v4). (i.e. the graph does not contain 
an induced P4J A graph G(W) is a ~t?cey gmph iff for every clique C of G and 
every pair of distinct vertices uand v we have 
CsN(u)UN(u) - (u,v)~E. 
A graph is an #ID-graph (or Hereditary Dacey graph) iff every induced subgraph is
a Dacey graph (see [23]). 
Given a partially ordered set (V, r;) and VI, V2 E V, we write Y1 s V2 if VI I v2 for 
all v+ VI, VIE V2. Further 
P(v,)=(vE Ylv~,} and S(V~)={VE Vlv+v}. 
The poset ( V, s) is called a multitree if v z v’ or S(v) - S( v’) s S(v) n S( v’) for all 
v, V’E V (see [l I]). 
Given a rooted tree T, we denote the path from a leaf x to the root as P&c). The 
met of two such paths is the unique vertex which is on both paths at the furthest 
distance from the root. 
3. Structmal properties of cogmpbs 
From the definition of cographs we see that they are all such graphs that can be 
obtained from single node graphs by performing a finite number of operations 
involving union and complementation. As examples of cographs consider the family 
of graphs introduced by Moon & Moser [ 181. These graphs are the complements of
the disjoint union of complete graphs and, depending on the sizes of the complete 
graphs, can be shown to possess the maximum number of cliques of any graph on n 
vertices. 
The definition of a cograph could lead to many different parsings of a given 
cograph. in order to represent a cograph by a unique parsing, we introduce the 
notion of a normalized form of a cograph as follows: 
A connected cograph is in normalized form if it is expressed as a single vertex or 
the complemented union of k (22) connected cographs in normalized form. A dis- 
connected cograph is in normalized form if it is represented as the complement of a 
connected cograph in normalized form. 
The proof that the normalized form of a cograph is unique up to isomorphism is 
straightforward and left to the reader. Henceforth, we assume that all cographs are 
expressed in normalized form. A cograph and its normalized form are presented in 
Fig. I, where the symbol 0 represents complemented union. 
The rooted tree representing the parse structure of a cograph in normalized form 
is referred to as a cotree. The leaves of a cotree are the vertices of the corresponding 
cograph and each internal node represents the 0 operation. Every internal node, 
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except possibly the root, will have two or more children; the root will have only one 
child exactly when the reg_ Fesented cograph is disconnected. Note that the cotree for 
a particular cograph is unique up to a permutation of the children of the internal 
nodes. Fig. 2 illustrates the cotree for the cograph presented in Fig. 1. 
In order to establish various properties about cographs we label each internal 
node of a cotree as follows: the root is labelled 1, the children of a node with label 1 
are labelled 0, and children of a node labelled 0 are labelled 1. Henceforth, we 
assume all cotrees to be labelled as such and we will refer to the internal nodes of 
cotrees as O-nodes and l-nodes. 
An immediate consequence of the labelling is that two vertices x, y in a cograph G, 
with cotree T’, are adjacent iff P*(X) and PT(y) meet at a I-node. Other properties 
of G which may be derived from Tare discussed in Section 4. 
We now examine various structural properties of cographs and establish the 
equivalence of eight different characterizations of cographs. First we establish the 
property of heredity; recall that the term subgraph refers to induced subgraphs. 
Lemma 1. Every subgraph of a cograph is a cogs-aph. 
Proof. For n < 3, the lemma follows immediately; thus assume n2 3. Since any sub- 
graph of a graph can be obtained by removing vertices one by one, it is sufficient to 
show that the removal of a single vertex from a cograph yields a cograph. Let 
G( V, E) be a cograph and T the associated cotree. The subgraph G’ induced on V-y 
is a cograph if and only if a cotree T’ can be associated with it. 
Fii;. 2. 
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For the construction of ‘P we examine X, the parent of y in T, and consider the 
following cases: 
(i) x has more than two descendants: construct T’ by removing the lea; y from T. 
(ii) x has exactly two descendants, y and y’. If y’ is a leaf, construct T’ by 
removing x and y from T and by connecting y’ to the parent of X. If y’ is a non-leaf, 
remove X, y and y’ from T and connect all descendante If y’ to the parent of X. 
In both cases T’ is a cotree uniquely representing the subgraph G’, thereby 
establishing that G’ is a cograph. Cl 
We now present the fundamental theorem on cographs. 
Theorem 2. Given u graph G, the foIlowing statements are equivalent: 
(1) G is a cograph. 
(2) Any nontrivial subgraph of G has at least one pair of sibIings. 
(3) Any subgraph of G has the CK-property. 
(4) G does not contain Pd as a subgraph. 
(5) The complement of any nontrivial connected subgraph of G is disconnected. 
(6) G is an HDgraph. 
(7) Every connected subgraph of G has diameter 52. 
(8) G is the comparability graph of a multitree. 
Proof. Throughout the proof we assume that nz 3 and that G is connected. The 
other cases follow immediately. As stated in the introductory section, some of the 
equivalences have been previously established. In particular, we have: 
(i) (4) c) (6) c) (7) in [23]. 
(ii) (4)*(S) in [15,21]. 
(iii) (4)@(8) in [II). 
To complete the proof we will show (1) * (2) =$ (3) - (4) and (5) * (1). 
(1)~ (2). Because of Lemma 1, it is sufficient o show that any cograph as at 
least one pair of siblings. This follows by examining the leaves of the cotree T 
corresponding to an arbitrary cograph G. Any two leaves haring the same parent 
are strong siblings if the parent is labelled 1 and weak siblings otherwise. Since very 
cotree must have at least one non-leaf vertex adjacent to at least wo leaves, the 
property follows. 
(2) * (3). We proceed by induction on p the order of the subgraph in G. For p = 1 
the subgraph trivially has the CK-property. We now show that if all subgraphs of
order p in G have the CK-property, then so does any subgraph H of order p + 1. 
Indeed, let x)x’ be siblings in H; by (2) such siblings always exist. Consider then the 
subgraph H’ = H- {x’} of order p. The cliques and kernels of H can be expressed in 
terms of the cliques and kernels of W’ as follows: 
Cuse (i): X,X’ ure strong siblings. Any clique of H’ not containing x remains a
clique in H; any clique of H’ containing x becomes a clique in H when augmented 
with x’. Therefore 
gH(R) = %‘(R), @+(x) = g&) +x’. 
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Similarly, any kernel of H’ remains a kernel in H; for any kernel of H’ containing 
X, a new kernel is obtained in H by replacing x with x’. Therefore 
2j.#) = ix-w, &(X’)=.xjir~(X)-XXXx’. 
Examination of the intersection of an arbitrary clique CE Sk;, k @&)U V&R) 
and kernel KE .Q = &.,(x’) U .XH(X’) leads to IcnKl = 1 as required. 
Case (ii): x,x’ are weak siblings. This proof is identical to case (i) where the 
notions of clique and kernel are interchanged. 
(3) * (4). The chain P4( w, x, y, z) cannot be a subgraph of G because P,, does not 
have the CK-property; the clique (& y) does not intersect he kernel (IV, z). 
(5) * (1). We first show that if G has property (5) then so does c. Assume the 
contrary and let H be a connected subgraph of G such that His also connected. But 
H is a connected subgraph of G and G satisfies property (S), hence, &= H is discon- 
nected, contradicting our earlier assumption. 
We prove the statement (5) * (1) by induction on n, the order of the graph. The 
statement holds trivially for n I 3. Assume it holds for n <p and let G be of order p. 
Since property (5) and being a cograph are preserved under complementation we 
may examine either G or G. In particular, we examine the one which is discon- 
nected. By the inductive assumption, each of its connected components i  a cograph 
thereby establishing that the graph itself is also a cograph. Cl 
Before presenting algorithms for various problems of cographs we state some 
relevant properties of cographs. 
Lemma 3 [ 111. If G( V, E) is a cograph, then 
(i) G has a Hamiltonian path iff s(G) s 1. 
(ii) G is Hamiltonian iff s(G) 5 0 and i VI L 3. 
(iii) G is Hamiltonian connected iff s(G) ~0. 
Lemma 4 [ 191. Cographs are equistable. 
Lemma 5 [ 151. Cograpks satisfr Warn’s conjecture. 
4. Algorithmic pro~esties of cographs 
As one might expect, various algorithmic problems which are thought o be diffi- 
cult for graphs in general often may be solved in gdynomial time for cographs. One 
dwious such problem is that of cograph isomorphism, Because of the unique co?ree 
representation of a cograph, the linear time tree isomorphism algorithm [9] when 
applied to the cotrees yields a polynomial cograph isomorphism algorithm. Other 
families of graphs which are known to have polynomial isomorphism algorithms 
include planar graphs [lo], interval graphs [ 161 and k-trees for fixed k [ 121. It is 
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interesting tonote that these iast two families also have a unique tree representation. 
From condition (4) of Theorem 2, we see that G is a cograph iff there is no 
induced subgraph isomorphic to Pd. It is of interest to determine the isomorphism 
situation for classes of graphs which have a forbidden induced connected subgraph 
H other than Pd. The following theorem shows that in some sense Ps is the 
“largest” such forbidden subgraph for which the isomorphism problem is known to 
be polynomial. 
Theorem 6 [S]. Given Ha connected graph, let YH &note the set of graphs where ?I 
is a forbidden subgtaph. Then the isornotphism ptoblem on gH is isomorphism 
complete’ unless H= P 1, Pz, PJ ot Pd in which case the ptoblem is polynomial. 
The classes !!$,, YPr, !Y&, gP, are respectively nu!l graphs, void graphs, union of’ 
disjoint complete graphs and cographs. 
Implicit in the polynomial cograph isomorphism algorithm is the assumption that 
a polynomial algorithm exists for recognizing a cograph and for constructing its 
cotree. From Theorem 2, it is seen that several conditions of the theorem lead 
directly to polynomial recognition algorithms. An 0(n2) recognition and cqtree con- 
struction algorithm is described in [22]. This algoithm is incremental in the sense 
that one starts with the null graph and then adds the vertices of the given graph G 
one by one in any order to this graph. Since any subgraph of a cograph is a cograph 
the problem of constructing the cotree of cograph G is equivalent tothe problem of 
constructing G’s cotree from the cotree representing G- V. An O(n) algorithm for 
this problem immediately yields the 0(n2) cograph recognition and cotree construc- 
tion algorithms ( ee [22] for details). 
As mentioned above, the unique tree representation of a cograph leads directly to 
a polynomial cograph isomorphism algorithm. We now show how this tree repre- 
sentation of the structure of a cograph leads to polynomial algorithms for many 
other traditionally very difficult problems; these algorithms are summarized in
Table 1. Given a cotree one makes the appropriate substitutions for the leaves, O- 
nodes and l-nodes and progressing from the leaves to the root terminates with the 
appropriate answer. We assume that the k sons of an internal ‘node have labels 
ai,a2, .. . ; a&. The &, is the standard Kronecker delta. By interchanging the opera- 
tors on l-nodes with the operators on O-nodes for the first three algorithms one gets 
a corresponding result for kernels in place of cliques. The proofs of the first three 
algorithms are presented in [14]; Algorithm 4 is proved in [22]. 
To prove Algorithm 5, we proceed by induction on the size of the cograph. 
Assume that the operations work for al1 cographs with <n nodes. If the cograph G 
is connected, the root node is a l-node indicating that G is the complete inter- 
connection of graphs G,, G2, .. . , Gk with corresponding scattering numbers 
NW s(G2h .-- B s(G,). Because of this complete interconnection, a scattering set S 
1 A family of graphs is called isomorphism complete if the isomorphism problem 
nomial time equivalent with the general graph isomorphism problem. See 141. 
on the class is poly- 
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Table 1. Algorithms 
Arguments of Operators on Operators on 
leaves 1 -nodes O-nodes Results 
k 
I a=1 a=flai number of cliques 
1 
2. nodes of G a&i il =;ai generating formula for the set of cliques 
I I 
I: 
3. a=1 a= i a1 a=max aj a = size of largest clique and the chromatic # 
I I 
b=l b=ftbi b= i 6,,,’ bi b = number of maximum cliques 
I I 
4. a=1 a=k!* fiai 
I 
Ii&i 
I 
# of transitive orientations of G 
5. a=-1 a=m&ai- C bj) a = $ max(ai, 1) a = scattering number s(G) 
I j+r 
b=l b=ibi b=f bi 
I I 
of G must contain k - 1 of the: Gi’s. Thus for any scattering set S of G, 
c(G - S) = c(Gi- Si) where Si= Sf7 Gi. From this it follows that 
s(G) = zyk 
-( 
s(Gi)- C PiI * 
i+i 
If the cograph G is not connected, i.e. the root node is a O-node, then for any scat- 
tering set S, c(G - S) = C I sisk c(G - Si) where Si= Gin S. Thus 
s(G) =my C (c(Gi-Si) - ISil) + Z: c(Gi) 
i s.t. i s.1. 
Pil>O Pile0 1 
since the Gi’s are rooted at 1 nodes. 
a 
Fig. 3. 
In a fairly straightforward manner, Algorithm 5 can be altered to produce all 
scattering sets or the number of scattering sets. For exampie, consider the cograph G 
and its cotree presented inFig, 3, The number of cliques is I4 with the generating 
formula 
The size of the hugest clique is 3 and the number of such cliques is 12. Similarly the 
number of kernels is 3 with the generating formula 
(((aAbAc)v(dne))~f)v(gAh) 
yielding the kernels 
The number of transitive orientations is 4. The scattering number is 0 indicating that 
G is Hamiltonian but not Hamilton connected. (One Hamiltonian cycle is 
(a d b e c g f h a), however since deg(f) = 2 there cannot be a g- h Hamilton ,#~#I*88 
path.) 
Although the clique and Hamiltonian problems are polynomial for cographs, one 
may not infer that the general induced and partial subgraph isomorphism problems 
are also polynomial. In fact, Agarwal [I] has shown that the partial subgraph iso- 
morphism problem for cographs i  NP-complete. The status of the induced sub- 
graph isomorphism problem is presently unknown. 
5. Relationship of wgmphs with TSP digmphs 
We now examine the relationship of cographs with TSP digraphs, a family of 
digraphs recently presented by Lawler [ 131 (see also [24]). These digraphs are 
defined recursively as follows: 
A digraph on a single node is transitive series paraliel, or TSP. If G I = ( V1, E, ), 
G2=UW2X ..a) Gk=(Vk,&), kr2, Vi0 c/i=0 for all i,j= 12, . . . . k, i#tj, are 
TSP digraphs, then 
(i) GJG#-~Gk=(VIU V2U-4 Vk,E&JE21J4JE& the pardei composi- 
tion of Gr, G2, . . . , Gk, is TSP, and 
(ii) G1+G2 +***+Gk=(V1U V2U***U Vk, EIUE2Ua*mUEkU((ViX Vi), i, j=l, 
2 . . . , k, i< j)), the series composition of G,, Gz, . . . , Gk, is TSP. 
Only those graphs which can be obtained by a finite number of series and parallel 
operations on single node digraphs are TSP. 
A second characterization, i volving a forbidden subgraph, is the following. A 
digraph is TSP if and only if it is transitive and does not contain an induced 
subgraph isomorphic to the graph of Fig. 4. 
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Fig. 4. 
Finally, a tree representation of TSP digraphs i  presented. Any TSP digraph G 
can be uniquely represented by a tree structure in which the leaves correspond tothe 
vertices of G and each internal node is either an S-node or a P-node, bepresenting 
series or parallel composition, respectively. An additional restriction is that no child 
of an S-node is an S-node and no child of a P-node is a P-node. The order of the 
children of S-nodes completely defines the directions of the edges of G whereas the 
order of the children of P-nodes is irrelevant. The SP-tree representation f a TSP 
digraph is in fact unique up to a permutation of the children of the P-nodes. Fig. 5 
illustrates a TSP digraph and one of its corresponding SP-tree representations. 
The preceding characterization of TSP digraphs obviously parallels three of the 
properties of cographs. The precise relationship between the two families can be 
stated as follows. 
Fig. 5. 
Theorem 7. A graph G is a cograph ifand on& if there exists an orientation G’ of G 
such that G’ is TSP. 
Proof. (=Q Let G be a cograph; then G is a comparability graph, i.e., G is transi- 
tively orientable. Let G’ be a transitive orientation of G. G’ is transitive and does not 
contain the graph of Fig. 4 as a subgraph since G contains no Pd. Hence, G’ is TM!. 
(4 Let G’ be a TSP digraph and G its underlying graph, G’ does not contain the 
graph of Fig. 4 as an induced subgraph and, in fact, cannot contain any other orien- 
tation of P4 since none of the others are transitive. Hence, G does not contain a sub- 
graph isomorphic to Ps and therefore is a cograph. 0 
In other words, the: class of TSP digraphs is exactly the set of all transitive orien- 
tations of cographs and cographs are simply the underlying graphs of the TSP 
digraphs. The correspondence between SP-trees and cotrees is established in the 
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next wo thsqrems. The proofs, omitted here, are based on the fact that two vertices 
&y of a TSP digraph ave an edge betwlsen them iff PAX) and PT(y) -meet at an S- 
node. For details, see [22]. 
Tbeonm II. ConsUer the folIowing altemtions of a cotree: 
(i) su&titW S-nodes for l-nod&s and P-nc._ks for O-nodes throughout, and 
(ii) ddkte the mot if it has on& one child. 
u T is the cotree mpmenting a cogmph G, then the tree T’ obtained by performing 
the above modifkations to T ij, the SP-tree representation f a ESP digraph G’ and 
4v(G’) = G. 
Tbeotem 9. Consider the following modifications toan SP-tree: 
(i) if the root of the SP-tme is a P-node, then add an S-node 4s its parent, and 
(ii) replace ach S-node with a I-node and each P-node with a O-node. 
u T is an SP-tree epmnting the TSP digraph G’, then the tree T obtained by 
performing the above operations on T’ ik the cotree representing the cograph 
G = @(G’). 
6. Csacluding rcm;llurks 
In this paper we have greatly exploited the fact that a cogIaph can be uniquely 
represented bya tree. It is natural to ask if other combinatorial structures are also 
tree representable. As mentioned earlier, interval graphs and k-trees for fixed k fall 
into this class. A similar esult holds for a class of electrical strrlc:tu.res. In 1892 P.A. 
MacMahon 1171 (see also [20]) enumerated what he called “combinations of resis- 
tances” (now called “two-terminal series parallel networks”). His enumeration 
formulas are identical with Lerchs’ enumeraticiq formulas of cographs [ 14]. This 
leads immediately toa tree representation f two-terminal series parallel networks 
and a one-to-one r lationship between these trees and cotrees. Thus many results for 
cographs immediately apply to two-terminal series parailel networks. 
Very recently, the tree representation f graphs has been extended to hookup 
classes of graphs. The hookup class [A, B] denotes the set of graphs formed by 
starting with graph A and recursively adding a vertex adjacent to all vertices in an 
induced subgraph isomorphic to B. For example, k-trees are the hookup class 
[&, &I. It is shown in [ 121 that the isomorphism problem on hookup classes i  
either isomorphism complete or polynomial The polynomial lgorithms result from 
a unique tree representation f reach graph in the given hookup classes. 
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