Abstract: Transmitting real-time audio or video applications over the Internet is a challenge for current networking technology. Reduced overhead and enhancement of services are the motivations for deploying voice communications. The integration of voice, video, and data encounters a variable amount of jitter and delay. Typically, packet loss ranges from 0% to 20% and one-way delay ranges from 5 to 500 msec. Reducing jitter delay involves buffering of audio packets at the receiver so that the slower packets arrive sequentially on time at the destination. Adaptive jitter buffering at the receiver improves the quality of voice connections on the Internet. In this paper, the existing jitter buffer model was further enhanced by proposing a model to change the audio codecs dynamically. The audio codecs are changed from a higher bit rate to a lower bit rate during an established call session, reducing the packet loss and improving the call performance.
I. INTRODUCTION
Attaining high quality telephony over Internet Protocol (IP) networks is one of the essential steps in the convergence of voice, fax, video, and data communication services. Voice over IP (VoIP) is one of the emerging trends proving to be feasible for carrying voice and call signaling messages over the Internet by adopting standards like H.323, SIP, etc. Integrating data and real-time multimedia traffic on packet networks continues to be a significant challenge. The main objective of transmitting realtime voice on IP networks is to overcome the variable interpacket delay (jitter) encountered as the packets traverse the network. Packet transmission features transmission delays, jitters, and varying packet losses, which makes it difficult to handle real-time traffic in the current Internet scenario. In User Datagram Protocol (UDP) based real-time applications, a smoothing buffer is typically used at the receiver to compensate for variable delays. Received packets are first queued into the smoothing buffer to decode the influence of the network's delay variations which is minimized. This is referred to playout delay or playout buffer. Playout buffer is an important mechanism used to smooth the received data by scheduling the packets playout time transmitted over IP-based networks.
Typically, a VoIP application buffers incoming packets and delays their playout in order to compensate for variable network delay. Playout delay is important because it directly affects the communication quality of the application. If the delay is too short, the client treats the packet as lost even though the packet eventually arrives. If the delay is too large, it may be unacceptable to the client users. This becomes a difficult task to determine the existing playout delay. The scheduling of packets can be either fixed or adaptive. Adaptive playout time is more flexible on time-varying networks, which are controlled by playout buffer algorithms, than fixed playout time. Adaptive buffering is necessary when the receiver is not able to select appropriate playout times, thus resulting in high end-to-end delay.
The conflicting aspects of minimizing buffer time and delayed packet loss have resulted in various playout algorithms [1] [2] [3] for controlling playout buffers in order to enhance voice performance. These existing adaptive buffer algorithms have emphasized optimizing the "tradeoff" (between delay and loss) from the stand point of maximizing perceived speech quality. In highly variable networks, delay adjustments were not properly considered due to small variations that affected performance with respect to type of networks. Compensating for jitter is accomplished primarily through adaptive playout buffer algorithms [2] [3], which generally work by measuring the delays experienced by the packets, and updating playout delay on a talkspurt-by-talkspurt basis.
In this research, , a model was proposed to change the voice codecs dynamically based on jitter buffer value from higher bit rate to lower bit rate voice codec to enhance the existing model of jitter buffer. The change in voice codecs during an established call session reduced the packet loss and improved the call performance. The performance of the proposed model was also evaluated on voice-quality, packet loss, bandwidth utilization and inter-arrival delays.
The remainder of the paper is organized as follows. Section 2 details the system of playout buffers in voice over IP system. Section 3 describes the experimental set-up. Section 4 provides the results and analysis. Section 5 is conclusion. Fig. 1 VoIP system with playout buffers Fig. 1 illustrates the whole process of voice transfer from one host to another through the represented VoIP system, where a number of mechanisms such as codec, playout buffer, and voice or silence detector are set up in order to achieve the optimized transmission results. Networks that are originally designed to carry data cannot easily distinguish between different types of traffic. In the case of congestion, voice packets are equally delayed, just like data packets. As shown in Fig. 1 , voice packets are periodically generated at the sender and sent over the network, which introduces random amounts of inter-packet delay due to queuing and routing in the intermediate nodes [4] . At the receiver, a playout buffer is used to delay the received packet in order to remove jitter and reconstruct the deterministic interarrival characteristics.
II. VOICE OVER IP SYSTEMS WITH PLAYOUT BUFFERS
The playout buffer at the receiver end queues and holds each received packet by an amount of buffer time. This balances the conflict in the network delay without excessively delaying the playout. If the inter-packet delay exceeds the buffer time, the buffer will abstain and the decoder will not have any packet to play. This result in an irregularity of the voice playout and, those packets arriving late are considered to be lost. Buffer time can be manually set or adaptively determined. If the delay is longer and more packets arrive before the scheduled playout time, there is a better jitter compensation. However, long delays are undesirable since they impair human conversation. Human conversation is tolerant of a maximum end-to-end delay of between 150 and 400 msec [3] . Different encoding schemes have varying error tolerances. A good playout scheme should accord playout delay and packet loss rates for the voice packet to be successful during transmission.
Jitter is introduced as a result of internal operations of components in the network. Queuing and buffering of the packets in the network, packet re-routing, packet loss, network multiplexing, and other similar factors that can cause jitter. Jitter could also be introduced at the end-user system, which is the source of network traffic. This jitter is called inclusion jitter that is introduced when certain packets are delayed before placing them in transmission slots due to previous incomplete transmission. Jitter needs to be regulated as the network is amplified. Packet sizes also influence the magnitude of jitter. Long packet sizes increase the overall delay due to the packetprocessing overhead. Therefore, multimedia applications characteristically have small packet sizes. To alleviate some of the sender side jitter, playback buffer devices can be used at the endpoints.
Packet loss can be caused by change in the inter-arrival times of the audio packets due to the intermediate router processing in the network. The packet loss value is negligible for smaller changes in the packet inter-arrival time. At the receiving end, when buffers are used for reproducing the data units, buffer overflow or buffer refreshing frequency can cause packet loss. The impact of packet loss depends on the application. Loss of some important frames in a multimedia application could be disturbing for the end user. Selective discard of packets on the receiver end can help applications to maintain their voice quality to the user.
Jitter buffer (playout buffer) is designed to remove the effects of jitter from a decoded voice stream and buffer each arriving packet for a short interval before playing out. This compensates an additional delay and packet loss for the jitter. A fixed jitter buffer maintains a constant size, whereas an adaptive jitter buffer has the capability of adjusting its size dynamically in order to optimize the delay or discard trade-off [5] . Adaptive jitter buffers react to an increase in jitter level or discarded events. If a discarded event is detected, then the jitter buffer size increases. Otherwise, the jitter buffer will decrease in size. The adaptive playout mechanism makes it possible to balance the length of the buffer with the possibility of packet loss. Fig. 2 represents the time between voice packets at the sender when they are first transmitted and at the receiver after the packets have experienced variable delays while transiting the network. If all packets experience the same amount of delay, then the delay among the packets are equal. As shown in Fig. 2, X1 and X2 are much closer together at the receiver side than the sender side because X2 experiences less delay than X1 while transiting the network. Similarly, X2 and X3 are further apart at the receiver side than the sender side, since X3 experiences more delay than X2 while transiting the network [6] . Fig. 2 Playout time estimation [6] Inter-arrival jitter [7] is an estimate of statistical variance of the RTP data packet inter-arrival time, measured in timestamp units and expressed as an unsigned integer. It is defined as the mean difference D in packet spacing between a pair of packets at the receiver compared to the sender for the same. It is also equivalent to the difference in relative transit time for two packets, which means the difference between a packet's RTP timestamp and receiver's clock at the time of arrival.
Inter-arrival jitter, "J" is calculated by ) 16 / ) ((
For two packets i and j, D is expressed as
Where i S and j S are the RTP timestamps from packets i and j , and i R and j R are the time of arrivals in RTP timestamp units for packets i and j .
The jitter buffer will hold packets in memory. If the value of J (inter-arrival jitter) is increased, the terminal resynchronizes for more packets. Packets arriving late will be dropped. If J is set to be too small, too many packets will be dropped. If J is set to be too large, then additional delay will be unacceptable to the user. Therefore, the jitter buffer size is dynamically resized using heuristics by the terminal.
III. EXPERIMENTAL SETUP
The application layer RTP protocol supports the transmission of audio packets across the Internet using the besteffort UDP transport protocol. Each RTP header consists of a timestamp, sequence number, marker bit, and source ID to identify different streams. These numbers are useful during the synchronization process. The sequence number is necessary to detect packet loss, the timestamp is required for inter-stream and intra-stream synchronization, and the marker bit indicates the beginning of a talkspurt.
In this research, it was proposed to change the voice codecs to enhance the existing model of manipulating the jitter buffer in a transmission including voice/data and video. The voice codecs were changed from a higher bit rate to a lower bit rate to decrease the packet loss further. The existing RTP protocol needed enhancements to support changing of the codecs during the established call session. A simulation model demonstrated the manipulation of both jitter buffer and codec, which leads to the development of a new protocol.
In this research, the experimental setup consisted of a network with two terminals based on OpenH323 source code. The terminals were H.323-compliant and could inter-operate with other H.323 software like Callgen323 that uses G.711 Alaw, G.711 U-law, G.723.1, GSM audio, etc. The application OpenH323 Call Generation [9] , also known as CallGen323, allows functions like generation of an adjustable number of simultaneous calls, execution of a previously recorded voice file, hanging up a call after an established time, waiting for a new call during an adjustable time, storing a trace file containing information of a call, selecting a preferred codec, and configuring the number of frames per packet. CallGen323 considers G.711 A-law as the preferred codec during the call setup. The codec could also be changed to G.723.1 or any other codec by setting their priority during the initialization of the call. The voice was extracted from an "ogm.wav" file, which was included in the source code of callgen323. The G.711 A-law codec took frames of 30 msec per packet. The G.711 had 64 kbps as the bit rate and required about 75 kbps of bandwidth including headers (IP/UDP/RTP=40bytes) for each voice call. G.723.1 encoded audio signals in 30 msec frames with look ahead of 7.5 msec. G.723.1 was chosen in addition to G.711 since it is the extensively used audio codec as a part of H.323 protocol [8] . Terminals based on the OpenH323 source code [9] were built to examine the performance of playout algorithms. These terminals ran on PCs with the Red Hat Linux operating system. The data obtained from these experiments were analyzed using OpenH323 trace files and Ethereal. The proposed test model was tested using Arena simulation software. Fig. 3 shows the test bed for the experiments conducted. The setup consisted of two terminals A and B with an OpenH323 source code to place the voice calls. The distance between the sender and receiver was considered two hops.
The simulation model was built in Arena 7.01 [10] . Initially, the model was built for the default codec G.711, analogous to the regular call setup of OpenH323 call generation. The results obtained were almost similar to the real-time setup with OpenH323. This model was further extended for G.723.1 codec, in addition to the existing one, by retaining the adaptive nature of the jitter buffer. The lower bit rate codec G.723.1 was chosen only when the buffer reached the threshold and was ready to discard the packets while using the higher bit rate G.711 codec. A lower bit rate codec with less frame size was chosen compared to higher bit rate of large frame size, such that the buffer could hold more packets to compensate for packet loss. This reduced the packet loss and improved the performance of the call. However, the codecs cannot be rapidly or slowly changed, resulting in unexpected end-to-end delays and low QoS leading to poor establishment of the call.
IV. RESULTS AND DISCUSSION
The experiment was carried out for two different scenarios:
• Bandwidth was kept constant and number of calls was varied.
• Calls were kept constant and bandwidth was varied.
Calls were initiated from terminal A to terminal B for a bandwidth of a 10 Mbps link. The basic call setup using H.323 protocol was followed. For a bandwidth of 10 Mbps, the results were recorded for a various number of calls placed. The number of calls used was 5, 10, 15, 20, 25, and 30. It was noted that until 20 calls, there was no call loss. After 20 calls, some calls were lost during transmission. This was due to the serial link of 1.5Mbps used in setup which limits the number of calls to be transmitted. Packet loss during these sessions varied because the packets sent were not constant and the experiment was based on real time. 
Performance of Call Establishment with Change in Bandwidth
In this scenario, the total number of calls was kept constant at 60, and the bandwidth was varied from 1 Mbps to 20 Mbps. The playout buffer was still adaptive in nature and did not affect any other parameters as expected. As the bandwidth increased, it was observed that there were fewer number of calls dropped, and most of the calls were established. Fig. 5 represents this discussion. 
Test Using Arena Simulation tool
The tests using Arena were initially done to verify the model which was analogous to the real-time system. In OpenH323, the G.711 codec was used by default for all calls placed. Primarily, only one call was placed. The inter-arrival time and delay between the packets was analyzed using Ethereal software [11] . In the Arena simulation, the packet sent was chosen to be the same as the real-time test, and it was proved that the simulation model was analogous to the real-time test. The adaptive jitter buffer was set to vary from 20 msec to 1000 msec in real-time to maintain its adaptive nature. From the traces of Ethereal and OpenH323, it was noted that one packet size was of 240 bytes for G.711. For 1000 msec, the buffer could hold approximately 7920 bytes or 33 packets. From this, it was inferred that when the buffer was full, it could take at most, approximately 33 packets when the G.711 codec was used. Based on these criteria, a model was built in Arena, where the packets were being played out at a constant interval of 40 msec. Fig. 6 shows the basic model for G.711. In the Arena simulation, instead of placing a number of calls like in the realtime system, tests were run with replications, analogous to placing simultaneous calls through Callgen323 in OpenH323. Replications of 5, 10, 15, 20, 25 and 30 were placed in the simulation. In these simulations, the packets being sent were kept constant at 1500 packets for each replication. The simulation model had a Normal distribution for the inter-arrival time of packets, with 37 as the mean and a standard deviation of 2.01. A Weibull distribution was adopted for the delay between the packets, with α of 7.33 and β of 4.36. The normal and weibull distributions were calculated according to [12] by using the data collected in the experiments. Fig. 7 Plot of average packet loss with G711 codec Fig. 7 shows a graph of the number of calls versus average packet loss for the above test model in Arena software. In this model, the packet loss was approximately 5% to 10% and was thus verified with the original real-time system. Since the packet sent was kept constant, the resultant packet loss was approximately the same. Fig. 8 shows a schematic representation of the proposed model. In this model, to reduce packet loss during transmission, the codec was changed from a higher bit rate codec G.711 to a lower bit rate codec G.723.1. During transmission of packets in the network, the buffer size was ensured and the G.711 codec was adapted by default. When the buffer reached the threshold, the codecs automatically changed from the higher bit rate codec G.711 to the lower bit rate codec G.723.1 to hold a large number of packets in the buffer. The size of G.723.1 was 96 bytes for one packet. The jitter buffer dynamically varied from 20 msec to 1000 msec, and G.723.1 held approximately 7968 bytes for 1000 msec. This equals approximately 83 packets maximum in the buffer. The buffer playout packet was kept constant at a rate of 40 msec after the codec was changed to G.723.1 from G.711. The packet sent was kept constant at 1500 packets in this scenario and was run for different replications.
Proposed Test Model of Changing Codec with Existing Adaptive Jitter buffer
The normal distribution for inter-arrival time of packets and a weibull distribution for the delay between packets was the same for this simulation model also. Fig. 9 Plot of average packet loss with adaptive codecs Fig. 9 shows a graph of the average packet loss with respect to number of calls, when the codec was changed from G.711 to G723.1 during call transmission. Fig. 10 represents a comparison of test models with only G.711 codec and when the codec was changed from G.711 to G723.1. It was observed that the proposed model performed better than the existing model that was analogous to the real-time during the established call session. After changing the codec from G.711 to G.723.1, it was seen that packet loss decreased by 30% when compared to employing a G.711 codec. The proposed simulation model maintained the adaptive nature of the jitter buffer with minimum playout delay. The graph in Fig. 10 clearly indicates that the proposed test model reduced the loss of packets by 30% compared to when only one codec was employed, by maintaining the adaptive nature of the playout buffer.
Comparison of Packet Loss with Proposed Model

V. CONCLUSIONS AND FUTURE WORK
In this paper, the existing model of RTP jitter buffer is enhanced by proposing a model to change the voice codecs from a higher bit rate codec G.711 to a lower bit rate codec G.723.1 during an established call session. The voice codecs were dynamically changed when the jitter buffer value indicated was at threshold and the incoming packets would be discarded. This reduced packet loss by 30% when choosing a lower bit rate codec which had a smaller frame size and could hold many packets in the buffer. Thus, maintaining the adaptive nature of the jitter buffer by checking the size of the buffer when a packet entered. Based on the simulation results, it is observed that the rapid change of codecs from one to another led to transmission errors, unexpected end-to-end delay, and poor quality of service, thereby deteriorating the performance of the call established. If a codec was changed very slowly, it also affects the performance of the call established due to high end-to-end delay and heavy packet loss.
This model could also be adapted to change multiple codecs during the call transmission. The order of changing the codecs needs to be considered. Analyzing the sharing of bandwidth between H.323 traffic with other voice traffics could lead to a valuable approach to understanding congestion and other factors, leading to the development of new algorithms. The implementation could be done using SIP protocol also. 
