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Abstract—The demand for real-time cloud applications has
seen an unprecedented growth over the past decade. These
applications require rapidly data transfer and fast computations.
This paper considers a scenario where multiple IoT devices
update information on the cloud, and request a computation
from the cloud at certain times. The time required to complete the
request for computation includes the time to wait for computation
to start on busy virtual machines, performing the computation,
waiting and service in the networking stage for delivering the
output to the end user. In this context, the freshness of the
information is an important concern and is different from the
completion time. This paper proposes novel scheduling strategies
for both computation and networking stages. Based on these
strategies, the age-of-information (AoI) metric and the completion
time are characterized. A convex combination of the two metrics
is optimized over the scheduling parameters. The problem is
shown to be convex and thus can be solved optimally. Moreover,
based on the offline policy, an online algorithm for job scheduling
is developed. Numerical results demonstrate significant improve-
ment as compared to the considered baselines.
Index Terms—Age of information, Real-time applications,
Cloud computing, Completion time, Data freshness, Vehicular
networks.
I. INTRODUCTION
Traditional cloud services have been mainly designed to
achieve high throughput and small delay [1], [2]. However,
these performance measures fail to capture the timeliness of
the information from the application perspective which is
important for real-time cloud, and IoT (Internet-of-things),
applications. For instance, a message with stale information
is of a little value, even if it is promptly delivered to the
destination. In contrast, fresh information would have much
greater merit, even if it is somewhat delayed. As an example,
to perform rate adaption or resource scheduling in cellular
networks, a timely channel state information is important
especially in rapid varying channels, which is a typical case
in new 5G technologies such as Millimeter wave systems [3].
Further, when navigating directions in an autonomous vehicle,
timely information of other vehicles is important for the com-
putation. This paper aims to provide scheduling strategies for
computation and networking so as to obtain timely information
in addition to prompt delivery of information.
The freshness of delivered information is measured by a
new metric, so-called, age-of-information (AoI) [4]–[8]. AoI
metric measures the freshness of information updates, which
is typically defined as the time elapsed since the last delivered
information update was generated (at the source). The AoI of a
particular job increases linearly as time goes by until the job
has been fully processed by the server and delivered to the
target destination [9]. Upon reception, the age drops to the
time elapsed since the generation of the information. We note
that the AoI is different from completion time because AoI
depends on the freshness of information, and not the overall
time taken from request to the delivery.
Unlike packet-centric measures like throughput or latency,
AoI is a destination-centric metric which makes it more appro-
priate to characterize the freshness and timeliness of informa-
tion updates. We note that age is fundamentally different from
traditional performance measures as of throughput and latency.
To reduce the latency, information updates should not be sent
frequently to reduce the system overload and to avoid system’s
congestion (i.e., resulting a low latency). Nonetheless, the
information at the destination could be stale due to a lack
of fresh updates. Intuitively, the higher the rate updates, the
fresh the information is (i.e., age will be small since more
fresh updates are executed and delivered). In contrast, the
increased update rates (i.e., a larger throughput) would make
the load closer to the server’s capacity, and thus can increase
the backlog of the queue. As a result, requests may have larger
delay and hence, the information again becomes stale when
arrived at destination. Thus, minimizing age is fundamentally
different from maximizing throughput or minimizing latency.
Recently, AoI metric has been studied for multiple appli-
cations, including vehicular networks [4], [9], feedback for
wireless channels [10], [11], cloud gaming [12], and mobile
caching [13]. In [4], for example, AoI is investigated for
vehicular networks where a single link, modeled as a single
queue, is considered. It is shown that age can be minimized by
controlling the queueing discipline, e.g., using last-in-first-out
(LIFO) scheme rather than simple First-In-First-Out (FIFO)
scheme. However, this analysis was limited to a single link.
In [9], similar analysis for characterizing AoI for a single link
was performed under different queueing disciplines including
M/M/1, M/D/1, and D/M/1. This analysis is generalized to
multicast in [6], considering M/G/1 and G/G/1 queues. The
impact of packet drops on age is studied in [7], while the
effect of out of order deliveray on AoI is provided in [8].
Further, age was investigated for different arrival and service
time distribution in several studies, see for example [14] and
references therein. However, there is no work that considers
computing of the jobs on the data center and the delivery of
the output to the end user, to the best of our knowledge. This
is the focus of the current paper where the trade-off between
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2completion time and age of information is investigated.
Consider a scenario where different sensors (IoT devices)
are updating the content at the server. Each sensor also requests
a computation at a certain rate, which includes the infor-
mation from multiple sensors. Since the data center consists
of multiple virtual machines (VMs), a VM must be selected
for each job to perform computation. Each computation VM
has a queue for processing jobs and after the computation
is performed, the output must be transmitted to the user.
In order to send the computed result, the result waits in a
networking queue which is followed by transmission. This can
be applied for navigation of autonomous vehicles where the
job of one vehicle depends on the update of other vehicles.
The computation and the networking are time consuming. The
results are needed with a low completion time. In addition to
that, the freshness of the result is also important. We weigh
the completion and the freshness of information of different
jobs in order to design the scheduling strategies for both the
computation and the networking phases.
We note that the time in the networking phase impacts
both the AoI as well as the completion time. The objec-
tive of the networking phase scheduling is to minimize the
weighted completion time of the jobs. If the arrival rate in the
networking phase for each type of jobs is Poisson, priority
scheduling is optimal [15], where the priority is based on
the weighted shortest expected processing time (WSEPT) of
the jobs. However, the networking phase uses the output of
the computation phase scheduling and the arrival may not be
Poisson in general for the networking phase even if different
types of jobs arrive to the system as Poisson process. Thus,
the scheduling for the computation phase is important. Since
the computation phase has multiple VMs, even the weighted
completion time is an NP-hard problem [15]. Further, the
AoI metric does not depend on the waiting time in the
queue of the VM making the problem challenging. Since the
problem of finding optimal assignment is challenging, we use a
probabilistic scheduling approach where the VMs are assigned
to jobs with certain probabilities which can be optimized for
improved performance. Such scheduling approaches have been
used in [16]. This approach results in the arrival distribution
for the different types of jobs in the networking phase also
being a Poisson process.
We aim to fundamentally understand the tradeoff between
completion time and freshness of information. We formulate
the problem as a convex combination of both average com-
pletion time and mean AoI metrics. The key parameter is the
probabilities of scheduling the VMs in the computation phase.
Thus, we optimize this convex combination over the choice of
probabilistic scheduling parameters. The optimization problem
is shown to be convex and thus can be efficiently solved using
any convex optimization solver. Numerical results demonstrate
significant improvement of AoI metric as compared to the con-
sidered baselines. In particular, our proposed approach shows
an improvement of 25% better than the most competitive
baseline. The key contributions of our paper are summarized
as follows.
• We consider a scenario where multiple sensors update the
information in the data center. Further, each sensor requests
for computation at a certain rate where the information
from other sensors is needed. Both the computation and
transmission of the output are considered together. This is
the first paper, to the best of our knowledge, that considers
AoI as well as completion time of the jobs in such IoT
applications.
• A novel probabilistic scheduling policy is proposed to
assign each job to VMs so that the overall objective is
achieved. Based on the scheduling approaches, the mean
AoI and the average completion time are characterized.
• A holistic optimization framework is developed to opti-
mize a convex combination of a weighted sum of completion
time and age. The problem is shown to be convex and thus
can be efficiently solved using Projected Gradient Descent
Algorithm. Further, based on the offline algorithm, an online
version is developed to keep tack of the system dynamics
and thus improves the system performance. The online
algorithm is evaluated on MSR Cambridge public Traces
[24], and show that online algorithm achieves comparable
performance to the offline algorithm (which uses Poisson
arrival distribution with known parameters).
• Numerical results demonstrate a significant improvement
of AoI metric as compared to the considered baselines.
Further, an efficient tradeoff point between the two metrics
can be chosen such that a reasonable level of staleness can
be tolerated by the application.
The rest of this paper is organized as follows. We provide
the system description in Section II, where we also charac-
terize the age metric, probabilistic scheduling and queueing
model. Age analysis is presented in Section IV. Further, in
this section, we provide expressions for completion time and
expected age of information, for any job, at the user’s side.
In Section V-A, we formulate the optimization problem and
present the proposed algorithm to optimally solve the joint
convex combination of age and completion time metrics. Nu-
merical results are presented in Section VII, and we conclude
in Section VIII.
II. SYSTEM MODEL
A. Target Systems: Information-update-based Systems
Our system is motivated by the unprecedented growth in the
demand for real-time IoT based cloud computing applications.
These applications are carried over distributed stream process-
ing computation frameworks, e.g., Apache Storm/Spark [17].
Many emerging applications, such as vehicular networks [4]
and cloud gaming [12], do not require only rapidly computing
data streams but also need fresh and accurate information. For
these applications, not only the performance (e.g., throughput
and completion time) of the computing systems is of a major
concern but also the freshness (e.g., age) of the delivered
results is of a primary concern [5]. Clearly, optimizing each
one of these dimensions (completion time and age) separately
would lead to different set of outcomes, possibly conflicting
decisions. To further illustrate, let us consider age of informa-
tion and completion time of a certain job. A service provider
needs to complete jobs as soon as possible to avoid congestion.
On the other hand, the applications need a fresh information
3to make right decisions. Therefore, joint optimization for both
metrics is very important to better understand the tradeoff
among different dimensions and, then, come up with simple
yet efficient algorithms that optimize such tradeoff for real
time cloud applications. The focus of this paper is to investi-
gate such tradeoff and to develop solutions that will address
the different angles in such design problems. Next, we explain
the update process and some related assumptions.
B. Information Updates
We assume that there are J users/vehicles in the system.
Users want to get the most fresh versions of the route-related
data to be aware of any sudden change that would occur on
their ways to destinations. In vehicular networks, exchanging
positions, velocity, direction to destination and control infor-
mation in real time is critical to safety and collision avoidance
[4]. To achieve this goal, each user (vehicle) has not only to
know its local information but also to know the status (e.g.,
position, velocity, etc) of a set (or all) of other vehicles that
help determine the route information. Each vehicle updates
the data on the cloud at certain rate, and requests computation
for the tasks at certain rate. Since the number of vehicles is
typically large and the tasks need to be executed as soon as
they are requested, we assume that every device/vehicle sends
its recent status data (e.g., location, speed, direction, etc.)
asynchronously to the server to update its stored information.
This information is updated frequently and the server has to
maintain the last updated information to perform certain tasks
whenever required/needed. Such real-time information updates
are also found in many similar applications including control
systems, autonomous cars, sensor networks, on-line gaming,
hazard signals and any timely-status update systems.
We assume that the set of vehicles is J = {1, · · · , J}.
Let j denote a vehicle in the set J, i.e., j ∈ J. We further
assume that the information updates, for every vehicle, follow
a Poisson process with rate µj > 0. This information updating
process is independent across the different vehicles j’s and,
thus, the inter-update time, for every vehicle j, at the server is
exponentially distributed with rate µj . Note that inter-update
time is the time required for the server to receive the updated-
information of the vehicles. In such a shared environment, the
server has to use not only requested vehicle’s information to
take an action (e.g., change the direction or the speed) but
needs to know all nearby vehicles information and the data
of the vehicles in its route to determine the future decisions
and/or consequently its path to the destination. Thus, besides
having a high speed server, a centralized system with global
information of a subset (or all) of vehicles in the environment
is needed to perform the computing tasks. In order to do such
computationally expensive tasks, a central unit has to first
collect all necessary information from the agents (vehicles)
and then performs the needed tasks on the fly. Further, global
information of all related vehicles has to be available at the
central unit (e.g., server farm) so that the decision is accurately
taken. For example, to change the direction or the route of a
particular vehicle, in case of a congestion, collision, or even
for a temporary blocked route, the exact locations and the
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Fig. 1: A schematic illustrates a server farm, composed of
several server racks, top-of-rack switches (TORs), and an
edge-router. While server farms can have more layers of TOR
switches and/or edge-routers, we abstract our infrastructure in
a per-site basis, without loss of generality, to only one layer
of TORs.
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Fig. 2: System model diagram showing the different stages per
phase.
status of other vehicles in the way to destination have to be
efficiently exploited to figure out what exact process needs to
be calculated, e.g., the required time to arrive, new velocity,
direction, etc. Thus, the server has to use the most recent/fresh
information to properly generate certain decisions. In the next
subsections, we explain our models for computing (i.e., per-
forming the computational part of the the job) and networking
(routing the data back to the corresponding vehicle).
C. System Parameters and Computing Model
We consider an information-update system, composed of
a single server equipped with multiple heterogeneous cores or
machines (i.e., server farm1). A typical schematic for a server
farm is shown in Figure 1. This data center is composed of one
edge-router connected to several top-of-rack switches, each of
1A server farm (or server cluster) is a set of computer nodes that are
maintained by an organization to provide server functionality far beyond the
capability of a single server.
4which is associated with multiple server racks. Without loss of
generality, we consider, in the rest of this paper, only one TOR
switch connected to multiple servers/cores or VMs (depicted
by the red dashes in Figure 1). However, as show in Section
VI, our analysis can be easily extended to accommodate the
scenarios where several hierarchical layers of routers and/or
TOR switches are found. The system model and the different
phases are captured in Figure 2. As shown in the figure,
every job passes through two phases: computation phase and
networking phase. Further details on each phase will come
later on in the sequel. We assume that each vehicle j requests
a computation at a rate of λj from the data center. Each job
from vehicle j requires information from multiple vehicles in
the set Ij ⊆ J.
The jobs from these vehicles are sent by users to perform
some tasks on the server. Let V = {1, 2, . . . , V } be the set
of heterogeneous virtual machines (VMs) in the server farm,
where v denotes a VM in the set V, i.e., v ∈ V. Each job from
vehicle j has a fixed size Dj so that it takes Dj × tv units
of time to complete, where tv is the time taken if assigned to
machine v for a unit-sized job. We note that Dj has a heavy tail
and follows a Pareto distribution with parameters um, γ with
shape parameter γ > 1, implying finite mean and variance.
Thus, the complementary distribution function of Dj is given
as
P (Dj > u) ≤
{
(um/u)
γ u ≥ um.
0 u < um.
(1)
For γ, the mean is E [Dj ] = γ um/(γ − 1). The job sizes
reflects the time to perform the computation of the job on a
server. Higher the job size, higher is the computational time.
The jobs can be assigned to any VM v to process. Further,
jobs are assumed to be non-preemptive so jobs cannot be
interrupted if they are already in service. In order to serve
a request from a vehicle, we first need to choose one VM v to
perform the computation task. The selection process of VMs is
a challenging task as it needs to take into consideration many
factors including the queue of each VM as well as the running
jobs that are not fully executed yet. In Section III-A, we will
explain our proposed scheduling policy and will show how
this policy is optimized to reduce the completion times of the
jobs. Figure 4 shows the two stages of computing phase. As
shown in the figure, a job j waits some time (W1,j,v) in the
queue of VM v before it is being served. Then, it spends some
time in service, denoted as S1,j,v . Once a job j has been fully
served, it is then directed to the networking phase where the
output of the computing should be routed to its destination.
We also assume that the computational (service) time of
a job j at VM v follows a shifted exponential distribution.
This can be seen for instance from the experiments in [18],
where the job completion time plots can be seen to follow a
shifted exponential distribution. The shift represents that each
job takes large time to complete, while the exponential part
is motivated by the randomness in the background and other
processes that make the run time non-deterministic. Thus, the
distribution of computation time for a job of vehicle j is given
by
fv,j(x) =
{
αv,je
−αv,j(x−βv,j) x ≥ βv,j
0 x < βv,j
(2)
where αv,j = αv/Dj and βj,v = βvDj . Further, the expected
processing time of a job j is Dj(βv + 1/αv), βv represents
the shift and αv represents the rate of the exponential random
part.
D. Networking Model
When a job j departs from the VM v after execution, it
enters the second (networking) phase where all completed jobs
are placed into a common queue. This phase is called the
networking phase where each job is queued for service in
order to be sent back to the target vehicle. This phase also
has two components: waiting for service in the queue W2,j
and service time S2,j . Figure 4 depicts the two stages of the
networking phase of any job j.
We assume that the jobs are non-preemptive so if a job
is already on service it cannot be interrupted and will last
running till it completes. We will assume that different jobs
have different weights, thus FCFS is not an optimal scheme for
sending the results of computation to the users. We will later
show (Lemma 1) that for ideal computing phase, a priority
queuing will be optimal for the metric which weights the AoI
and completion time of jobs.
We assume that the output of jobs from vehicle j after
computation require downloading Ej amount of data. We also
assume that the networking service time of a job j follows a
shifted exponential distribution, as it has been shown in real
experiments, see for instance Tahoe system [16] and Amazon
S3 [19]. We assume that the distribution of networking time
for a job of vehicle j is given by
fj(x) =
{
γje
−γj(x−ζj) x ≥ ζj
0 x < ζj
(3)
where ζj = ζEj and γj = γ/Ej are the shift and the rate for
the shifted exponential distribution, respectively.
E. Problem Formulation
Having defined the system model, we now define the notions
of completion time and the AoI metric.
We note that the completion time for a job depends on
the four stages, (i) Waiting for computation in the queue of
assigned VM v, W1,j,v , (ii) Computation of the job from
VM v, S1,j,v , (iii) Waiting in the networking queue for
transmission to the end user, W2,j , and (iv) Service time for
networking, S2,j . The completion time for a job from vehicle
j is thus given as
Cj = W1,j,v + S1,j,v +W2,j + S2,j . (4)
Further, the AoI metric is determined by the update process.
We note that the updates can keep happening before the
computation starts. Thus, the AoI does not depend on the
time taken in the queue of the VM. Let cj be the time that
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Fig. 3: Example illustrates the tradeoff between AoI and computation time metrics. There are three jobs (J1, J2, and J3)
and two VMs (VM1 and VM2) for computation, followed by a common queue for networking. The computation times, CJ ’s,
for jobs, are shown in the figure and Cj’s are assumed to be equal on both machines. The two phases (computation and
networking) and the timelines of the jobs for the two considered policies are depicted in the figure above.
computation of job j starts and li ≤ cj be the last time that an
update from vehicle i is received before cj . The AoI is thus
composed of four phases, (i) cj − maxi∈Ij li, which is the
time of the last update of the most stale vehicle information
required, Yj , (ii) Computation of the job from VM v, S1,j,v ,
(iii) Waiting in the networking queue for transmission to the
end user, W2,j , and (iv) Service time for networking, S2,j .
The AoI for a job from vehicle j is thus given as
Aj = Yj + S1,j,v +W2,j + S2,j . (5)
We note that E[Yj ] only depends on µj’s and is a constant
(independent of any scheduling strategy). Due to exponential
updates, the distribution of [Yj ] is the maximum of the update
distributions for each vehicle in Ij . Thus, we ignore Yj in the
computations.
Age and completion time tradeoff: Figure 3 shows two
different policies where Policy 1 gives lower weighted age,
while Policy 2 gives lower weighted completion time. In
this example, we assume two VMs and three different jobs
whose service times for computation are 50 sec, 15 sec, and
1 sec, for job 1, job 2, and job 3, respectively. Further, the
networking service times for job 1, job 2, and job 3 are,
respectively, 20 sec, 7 sec, 0.1 sec. We assume that the service
times are deterministic for this example illustration, which is
a special case of shifted exponential distribution assumed in
the paper. As shown in the figure, using policy 1 (policy 2),
the completion times for jobs 1, 2, and 3, are 70 (70), 77
(22), and 1.1 (70.1), respectively. Using equation (5), we can
calculate the age (Ai for job i), for every job. Thus, for policy
1, we have A1 = 70, A2 = 27, and A3 = 1.1, while the
ages of jobs using policy 2 are A1 = 70, A2 = 22, and
A3 = 20.1. Note that the completion time and age for job
1 are the same in both policies and thus we ignore it in the
following comparison. Our objective is to minimize a weighted
sum of ages and completion times of jobs,
∑
j(wjCj+gjAj).
Hence, for policy 1, assuming gi = wi and j ∈ {1, 2}, we have∑
j(gjAj) = 27.550, and that for policy 2, we can show
that
∑
j(gjAj) = 32.05. On the other hand, the weighted
completion time for policy 1 is
∑
j(wjCj) = 77.55 and
similarly for policy 2, we have
∑
j(wjCj) = 57.05. We can
see that Policy 1 achieves lower weighted age while Policy 2
obtains lower weighted completion time. Therefore, based on
the chosen policy we get different set of outcomes. Hence, an
efficient tradeoff point between age and completion time can
be designed based on the level desired by the application such
as the tolerable level of staleness in the delivered information.
Having defined the completion time and the AoI met-
ric, we aim to minimize the weighted completion and
AoI metric. Thus, the problem formulation is to minimize∑
j(wjCj + gjAj). Ignoring Yj , the above reduces to mini-
mizing
∑
j (wjW1,j,v + (wj + gj)S1,j,v +W2,j + S2,j).
III. PROPOSED SCHEDULING APPROACH
In this section, we explain our proposed strategies for job
scheduling both for the computation and networking stages.
A. Scheduling for Computing
We now describe a feasible job scheduling policy that would
have parameters that can be used to optimize the proposed
metric. Upon arrival of jobs at the server, a VM has to be
chosen to perform the task. The optimal scheduling policy has
to consider the queue state and all tasks that are not executed
6yet. While one can use a Markov decision process with
multiple states, this approach is not tractable and will result in,
so-called, state explosion problem [16]. Further, this approach
will not give formulas that can be optimized to determine
the job assignments and optimal resource allocation of the
server farm. To overcome these issues, we propose feasible
scheduling to jointly consider all different design parameters.
Hence, to provide prioritized service levels, we propose a
prioritized probabilistic policy (PPS) as follows. Each VM
v has its own queue and the jobs in each queue are served
under First Come First Serve. A job j, j = {1, 2, 3, . . . , J},
is assigned to the queue of a VM v, v = {1, 2, . . . , V }, with
probability pj,v ≥ 0 and for any job j, the following condition
has to be satisfied for feasibility of scheduling process
V∑
v=1
pj,v = 1, ∀j. (6)
In order to serve a request from a vehicle, we first assign
probabilistically one VM to perform the computation task. VM
v is assigned to serve a job j with probability pj,v . Since
the key bottleneck is the number of VMs, jobs have to wait
in the queue until the VM is free and then can serve them.
Thus, if the VMs are busy computing other tasks, the incoming
requests have to wait in the queues. Moreover, we assume that
requests at the queue of each VM are served in order of the
requests in a FIFO fashion. Under probabilistic scheduling,
the arrival of job requests at VM v forms a Poisson process
with rate Λv =
∑
j pj,vλj , which is the superposition of J
Poisson processes each with rate pj,vλj . We present next the
proposed scheduling for the networking phase. We note that
the AoI depends only on the computation service time, while
the completion time depends on both the waiting time in the
queue of VM as well as the service time.
B. Scheduling for Networking
When a job from vehicle j departs the VM v after com-
pletion, it enters another queue waiting to be sent back to the
target vehicle. To further illustrate, each job has two phases
of service. The first phase is the computation phase and the
second phase is the networking phase. In the first phase, the
jobs are assigned to the VMs probabilistically to run the tasks
as described earlier. Once the job from vehicle j finishes the
first phase, it enters the networking phase where all completed
jobs are placed into a common queue. This phase has two
parts: waiting for service in the queue and service time. Figure
4 depicts the different phases/stages of processing time of any
job j. Since both the AoI and the completion time depend
on both the parts, the weights of the two can be combined
for completion of networking part. For weighted completion
of jobs, FCFS (first come first serve) scheduling may not be
optimal. We thus use a priority queuing, which will be shown
to be optimal for the networking part (Lemma 1).
IV. AOI ANALYSIS
In this section, we derive expressions for both the com-
pletion time and the AoI metric. The expressions require
Computation Phase Networking Phase 
𝑾𝟏,𝒋,𝒗 𝑺𝟏,𝒋,𝒗 𝑾𝟐,𝒋 𝑺𝟐,𝒋
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𝑒𝑓𝑓
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𝒕𝒆,𝒋 𝒕𝒔,𝒋 𝒕𝒄,𝒋
Fig. 4: A schematic illustrates the timeline of a job j at VM v.
The computing and networking phases are captured. Further,
the different stages per each phase is also shown. Here, te,j ,
ts,j , and tc,j represent the time at which a job j enters the
computation queue of VM v, starts the compute service, and
completes the networking service time, respectively. Further,
Teffj corresponds to the effective time that contributes to
the AoI and Ttj is the total processing time (computing and
networking) of a job j in VM v.
characterizing the terms W1,j,v , S1,j,v , W2,j , and S2,j . We
will split computing the first two terms for the computation
stage and the next two for the networking stage in the two
subsections. This will be followed by combining them to give
expressions for average completion time and mean AoI in the
following subsection.
A. Evaluating terms in the computing phase
For every VM v and based on the PPS policy, this phase
of the system can be modeled using an M/G/1 queuing model
since the arrival of jobs is Poisson (with different probabilities
to each VM queue) and the execution time is general (i.e.,
shifted exponential) related to the processing time of each job
j. Recall that the overall arrival rate of the jobs at VM v ∈ V
is
Λv =
∑
j
pj,vλj (7)
Given that the service time distribution is shifted exponen-
tial whose expression is given in (2), it is easy to show that
for every job from vehicle j the expected service time at VM
v is
(
βv,j +
1
αv,j
)
. Then, following [20], the expected service
time at VM v is given by
E [Z1,v] =
J∑
j=1
pj,vλj
Λv
(
βv,j +
1
αv,j
)
(8)
Similarly, we can calculate the second moment of the
expected service time as follows
7E
[
Z21,v
]
=
J∑
j=1
pj,vλj
Λv
(
β2v,j + βv,j +
βv,j + 2
αv,j
)
(9)
Since the arrivals of jobs from vehicle j ∈ J are Poisson and
the service time is general (i.e., M/G/1), the expected waiting
time in the queue for any VM v ∈ V is given by
E [W 1,j,v] =
ΛvE
[
Z21,v
]
2 (1− ΛvE [Z1,v]) (10)
Further, in order for the queuing system to be stable, the
arrival rate of jobs from vehicle j at VM v has to be less than
its expected service rate, which implies that
ΛvE [Z1,v] = ρ1,v < 1, ∀v (11)
Further, the expected service time of job of vehicle j from
VM v is given as
E [S1,j,v] =
(
βv,j +
1
αv,j
)
(12)
To this end, we have characterized the waiting time and
the service time for a job from vehicle j in any given VM v
under PPS policy. Then, the average computing (waiting and
service) time for a job j in a VM v, E[T (c)1,j,v], is given by
E[T (c)1,j,v] = E [W 1,j,v] + E [S1,j,v] . (13)
B. Evaluating terms in the networking phase
Having characterized the queuing dynamics of the execution
phase, the distribution of the arrivals at the queue of the second
phase can be found as follows. Since each VM has input
process as Poisson and the service time is shifted exponential,
the output process from the queue is Poisson. We note that
this result does not hold for general service time distributions.
However, it has been shown for exponential service time
distribution [20], and it easily follows for shift distribution.
Thus, the result follows for the shifted exponential service
times. Since superposition of Poisson processes from different
VMs is also a Poisson, the arrivals at the second queue is also
Poisson with rate Λ =
∑
v Λv =
∑
j λj . At this stage, the
computation result of the first phase is available and is ready
for transmission.
We assume that the vehicles are ordered in terms of de-
creasing (wj + gj)/Ej . For minimizing completion time for
the networking, it is optimal to have strict priority in the jobs,
where the jobs from lower vehicle number have strict priority
over the higher ones. Thus, this leads to an M/G/1 system with
priority queuing. Thus, the expected waiting time in the queue
for a job of vehicle j is given as [15]
E [W 2,j ] =
ΛE
[
Z22
]
2
(
1−∑jz=1 ρz)(1−∑j−1z=1 ρz) (14)
where ρz = λzE [S2,z] , z ∈ J is the traffic intensity, and
E
[
Z22
]
denote the second moment of the service time for
networking service time. These expressions for E [S2,j ] and
E
[
Z22
]
are given as
E [S2,j ] =
(
ζj +
1
γj
)
(15)
E
[
Z22
]
=
∑
j
λj
Λ
(
ζ2j + ζj +
ζj + 2
γj
)
(16)
We note that for stability of the queuing system at the
second phase, the arrival rate of jobs j’s has to be less than
its expected service rate, which implies that
Λ
∑
j
λj
Λ
E [S2,j ] < 1 (17)
C. Expressions for Average Completion Time and Mean AoI
Now, we are ready to state the main results of this paper.
The following theorem proves that the proposed priority (given
higher priority for jobs of larger ((wj+gj)/Ej)) will minimize
both completion time and AoI for the networking phase.
Lemma 1. Ignoring the computation phase, priority queue
scheduling which gives a strict priority to the jobs with higher
(wj + gj)/Ej optimizes the metric in this paper. Thus, the
jobs are scheduled according to the weighted shortest expected
processing time (WSEPT) rule.
Proof. The proof of this Lemma relies on the concept of
Adjacent Pairwise Interchange (API) on jobs. Since the proof
of this theorem follows directly from the proof of Theorem
11.3.1 in [15], we refer the interested reader to the book in
[15], page 301, for a detailed treatment of this.
Using conditional expectation over the choice of VM v, the
expected AoI and completion time for any job j ∈ {J} can
be expressed as in the following theorems.
Theorem 1. The expected AoI for any job j ∈ J is given by
E [Aj ] =
V∑
v=1
pj,vE [S1,j,v] +
λj
Λ
(E [W 2,j ] + E [S2,j ]) (18)
Proof. We start by noting that the waiting time of job j in the
computing phase before processing does not count to the AoI
since the most recent information will be used once a task has
been placed for execution. Thus, only the computing service
time, waiting time in the networking queue, and service time of
networking will contribute to the AoI. Since the age of job j is
1/µj , the age increases at its current age 1/µj by the amount
of processing times in the computing service stage and the
additional time incurred by networking phase. By averaging
over the choice of VM, the statement of the theorem in (18)
follows.
Theorem 2. The expected completion time for any job j ∈ J
is given by
E [Cj ] =
V∑
v=1
[pj,v (E [W 1,j,v] + E [S1,j,v])]
+E [W 2,j ] + E [S2,j ] (19)
8Proof. We note that the expected release (arrival) time of a
job j is 1λj . This time also represents the earliest time, on
expectation, that a job j can be available to start processing.
Clearly, the amount of work still to be done for a job j to
be complete increases at a release time by the amount of
processing times in both computing phase and networking
phase. By averaging over the choice of the VM and ignoring
the term (1/λj) since its is fixed and thus cannot be optimized,
we can find the expected completion time of a job j as given
in (19) which proves the statement of the theorem.
V. TRADEOFF BETWEEN AOI AND COMPLETION TIME
In this section, we will first formulate a joint AoI and
completion time optimization for multiple heterogeneous jobs
which determines the optimal PPS scheduling probabilities.
The formulation is then shown to be a convex optimization
problem. The solution is then used to develop an algorithm
for scheduling at the compute server.
A. Joint Optimization for AoI and Completion time
Now we formulate a joint AoI and completion time opti-
mization for multiple heterogeneous jobs. Let p = (pj,v, ∀j =
{1, 2, · · · , N}, and v = {1, 2, · · · , V }). Our goal is to min-
imize both AoI and completion times over the choice of
scheduling access decisions p. Since this is a multi-objective
optimization, the objective can be modeled as a convex com-
bination of the two metrics. Let λ =
∑
j λj be the total
arrival rate of jobs. Then, wj = λjθ/λ is the ratio of job
j requests to the total requests of all jobs, where θ ∈ [0, 1]
is a trade-off factor that determines the relative significance
of completion time and AoI in the optimization problem. The
first objective is the minimization of the total completion time,
averaged over all job requests, and is given by
∑
j wjE [Cj].
The second objective is the minimization of AoI of all jobs,
averaged over all job requests, and is given by
∑
j gjE [Aj],
where gj =
λj
λ (1−θ). We note that networking part is already
optimized by priority scheduling. The choice of p would only
impact the computation phase, yet this choice still affects both
AoI and completion time. Thus, we wish to find probabilities
such that the computation phase is optimized for the weighted
metric. Then, optimizing a convex combination of the two
metrics can be formulated as follows.
min
N∑
j=1
[
θ
λj
λ
E [Cj ] + (1− θ)λj
λ
E [Aj ]
]
(20)
s.t.
(6), (7), (11), (17), (18), (19), (21)
pj,v ≥ 0, ∀j, v (22)
var p
Here θ ∈ [0, 1] is a trade-off factor that determines the
relative significance of completion time and AoI in the opti-
mization problem. Varying θ = 0 to θ = 1, the solution for
(20) spans the solutions that minimize the completion time to
ones that minimize the AoI of jobs. Constraint (6) ensures the
feasibility of the scheduling probabilities. Further, Constraint
(7) gives the aggregate arrival rate Λv for each VM v given the
PPS and the arrival rates of jobs λj’s, while Constraint (11)
ensures that the load intensity at VM v is less than one for
stable system. Constraint (17) gives the load intensity at the
second queue. Constraints (18) and (19) give the expression
for the expected completion time and expected AoI for all jobs
j, respectively. Finally, Constraint (22) ensures the positivity
of the scheduling probabilities. Next, we present our proposed
algorithm to solve the optimization problem.
B. Convexity of finding PPS scheduling probabilities
In this subsection, we show that the optimization problem
is convex for all pj,v , j ∈ J and v ∈ V.
Theorem 3. The objective function defined in (20) is convex
in p = (pj,v, j = 1, 2, 3, . . . , J, and v = 1, 2, 3, . . . , V ) in the
region where constraints in (21)-(22) are satisfied.
Proof. Since the sum of convex functions is convex [21], it is
enough to show that:∑
v
ΛvE [W 1,j,v]+
∑
v
ΛvE [S1,j,v]+
∑
j
λj
λ
E [W 2,j ] (23)
is convex. However, the last term is independent on p and thus
can be ignored. Further, since Λv is a linear function of p, it
is enough to prove the convexity with respect to Λv . It is easy
to show that the second term in (23) is linear functions in Λv
and thus convex. For the first term in (23), after simplifying
the term, it can be written as∑
j pj,vλj
(
β2v,j + βv,j +
βv,j+2
αv,j
)
1−∑j pj,vλj (βv,j + 1αv,j ) (24)
Now, we need to show that the above function is con-
vex in p. We note that the above function can be ex-
pressed as ηxT (I − x)−1, where η > 1 and x is a J-
dimensional vector. The role of η is to capture the ratio
between the two terms
∑
j pj,vλj
(
β2v,j + βv,j +
βv,j+2
αv,j
)
and(∑
j pj,vλj
(
βv,j +
1
αv,j
))
. This function is jointly convex
on xj for all j if and only if xj < 1, for all j, see [21] for
detailed treatment on this. In our expression, xj represents the
load intensity (i.e., pj,vλj(βj + 1αj )) and should be less than
one for stability of the system. Thus, the above expression is
convex with respect to p.
C. Proposed Algorithm
In this subsection, we explain our proposed algorithm to
optimize age and completion time tradeoff. The algorithm is
summarized as follows. Using the arrival rates λj’s and a
desirable trade-off factor θ, the solution for the optimization
problem in (20) gives the optimal PPS scheduling probabili-
ties, i.e., p∗. Since the Optimization problem is proven to be
convex for p, it can be solved optimally by Projected Gradient
Descent Algorithm, or any other convex solver [21]. When the
computation part is completed, job j is placed on the second
queue (networking phase) for sending back to the vehicle.
In the networking phase, jobs are ordered according to the
WSEPT rule.
9VI. EXTENSIONS
In this section, we present two possible extensions for our
proposed framework. First, we explain how our analysis can
be extended to accommodate scenarios where several TORs
switches (or edge-routers) are considered. Second, we develop
an online algorithm for minimizing the AoI.
A. m-TORs Switches Case
In this setting, unlike the previous case where only one TOR
switch is considered, we consider multiple TOR switches.
Thus, upon an arrival for a job request j, we first need to
choose one of the TORs switches and then one of the servers
or VMs. Hence, we extend the PPS scheduling proposed above
into two-stage PPS scheduling. The two-stage probabilistic
policy chooses one TOR switches (1-out-of-m) and then,
chooses 1-out-of-V VMs with certain probability, for every
job j. Let qj,u,v be the probability of requesting job j from
the VM v that belongs to the TOR switch u. Thus, qj,u,v is
given by
qj,u,v = pij,u pu,v , (25)
where pij,u is the probability of choosing TOR switch u for job
j, and pu,v is the probability of choosing VM v at TOR switch
u. The two-stage PSS scheduling gives feasible probabilities
for choosing 1-out-of-m TOR switches and 1-out-of-V VMs if
and only if there exists conditional probabilities pij,u ∈ {0, 1}
and pu,v ∈ {0, 1} satisfying
m∑
u=1
pij,u = 1 ,∀j (26)
V∑
v=1
pu,v = 1 ,∀u (27)
Using the two-stage PPS scheduling, the arrival of job requests
at VM v at TOR switch u forms a Poisson Process with
rate Λu,v =
∑N
j=1 λjqj,u,v which is the superposition of N
Poisson processes each with rate λjqj,u,v . Then, by replacing
pj,v by qj,u,v in Section IV (and in the following related
expressions), we can drive the new completion time and AoI
expressions in a similar fashion. Since this extension follows
straightforward from our previous analysis, detailed derivation
is omitted.
B. Online Algorithm for Age and Completion Time tradeoff
Optimization
While our proposed PPS scheduling policy is optimized
for an offline scenario, an online algorithm can be derived
according to the stationary PSS scheduling probabilities. The
arrival rates λj can be estimated based on a window based
method. In this method, a window size W is chosen, and
the decisions in a window are based on the estimated ar-
rival rates from the previous window. Using the estimated
arrival rates, the solution for the optimization problem in (20)
gives the optimal offline PPS scheduling probabilities, i.e.,
p∗. According to these stationary scheduling probabilities,
optimal randomized online policy can be obtained. Recall
that this choice of p impacts only the computation phase,
TABLE I: Values of αv and βv used in the evaluation results
with units of 1/ms [16].
Node Node 1 Node 2 Node 3 Node 4 Node 5
αv 82 76 71 65 60
βv 10 12 13 17 16
Node Node 6 Node 7 Node 8 Node 9 Node 10
αv 51 44 39 34 29
βv 18 20 21 23 25
which in turn affects both AoI and completion time. Note
that networking part is optimized by priority scheduling, i.e.,
jobs are scheduled according to the WSEPT rule, which can
be run in an online fashion. To summarize, the arrival rates of
the files are estimated by a window-based method. Using the
estimated arrival rates, the algorithm in Section V-C is used.
VII. EVALUATION
In this section, we evaluate our proposed algorithm for
jointly optimizing the two proposed metrics of age and com-
pletion time. We employ a hybrid simulation method, where
each machine has a different speed (depicted in Table I),
unless otherwise explicitly stated. Further, job sizes Dj and
Ej are assumed to follow a heavy-tailed Pareto distribution
[22] as it is a commonly used distribution for file sizes [23],
with shape factor of 2 and scale of 300, respectively. In our
simulation, the job sizes are limited to be at most 5 times
the mean. Unless otherwise stated, we set J = 1000, and
V = 10. The arrival rate of job requests from vehicle j is set
to be λb/(j + 1), where λb = 1, for all j. The rate γ and
shift ζ for the networking server is set to be 112 /ms and 18
ms, respectively. While we stick in our simulation to these
parameters, our analysis and results remain applicable for any
setting given that the system maintains stable conditions under
the chosen parameters. In order to initialize our algorithm, we
assume uniform scheduling, pj,v = 1/V . However, this choice
of the scheduling probabilities may not be feasible. Thus, we
modify this choice to be closest norm feasible solutions.
A. Comparisons
The system performance of the developed joint optimization
of the completion time and the AoI is compared with two
baseline systems described as follows:
1) Random Computing Assignments-Optimized Networking
(RCA-ON) Policy: In this strategy, the jobs are assigned
to VMs uniformly at random. Thus, the values of pj,v are
set to be 1/V . Further, scheduling of jobs for networking
is optimized through prioritized queueing as explained in
Section III-B.
2) Optimized Computing Assignments-FCFS Networking
(OCA-FCFS) Policy: In this strategy, job assignment for
computing servers are optimized using the probabilistic
scheduling policy, as explained in Section III-A. In addition,
no priority is considered in the networking queue. Thus, the
FCFS policy is assumed for placing the jobs after execution
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Fig. 5: Convergence of the objective function defined in (20),
a weighted sum of age and completion time, versus number
of iterations for θ = 0.3, V = 14, and N = 1000.
on the passing ports for transmission. Note that in this
policy, we replaced the expression of the waiting time in the
networking phase to that of the FCFS M/G/1 expression, i.e.,
E [W 2,j ] =
ΛE[Z22]
2
(
1−Λ∑j λjΛ E[S2,j ]) .
3) Proportional-service-rate Computing Assignments-
Optimized Networking (PCA-ON) Policy: The joint
request scheduler chooses the access probabilities to be
proportional to the service rates of the virtual machines,
i.e., pj,v = (βv,j + 1/αv,j)/
∑
v(βv,j + 1/αv,j). This policy
assigns VMs proportional to their service rates. These
scheduling probabilities are projected toward feasible region
to ensure stability of the system. Further, scheduling of jobs
for networking is optimized through prioritized queueing as
explained in Section III-B.
B. Results
The system performance is measured by different objectives
including the overall weighted AoI, completion time as well
as the tradeoff between these two metrics. We denote our
proposed policy by PPS policy, where the computation time
is optimized over the choice of the VM, i.e., optimizing
the scheduling probabilities (p), and the networking time is
optimized through priority scheduling.
Convergence of the Proposed Algorithm: Figure 5 shows
that the proposed algorithm converges within 200 iterations
to the optimal value, validating the efficiency of the pro-
posed optimization algorithm. It shows the convergence of the
weighted sum of AoI and completion time versus the number
of iterations. In the rest of the results, 200 iterations will be
used to get the required results.
Impact of number of VMs: The impact of changing the
number of VMs is captured in Figure 6. The number of VMs
is changed from 8 VM to 24 VM and we set θ = 1 to focus
on age minimization. Clearly, the proposed PPS Policy, where
assigning jobs to VMs is optimized, performs the best followed
by RCA-ON and OCA-FCFS policy performs the worst. It
can be seen that as the number of VMs increases, the AoI
metric is improved (the received information is more recent
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Fig. 6: Weighted age of information for different number of
virtual machines.
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Fig. 7: Weighted age of information for different arrival rates
λj . We vary the basic arrival rate from 1 × λj to 1.8λj with
an increment step of 0.20.
with small age). Further, as the number of VMs decreases,
the percentage of improvement increases. This observation is
because with less VMs, more priority classes are existed and
also more requests are expected to wait in the second queues.
Thus, the relative impact of efficient machine scheduling can
accordingly increase. Thus, PPS policy should have larger
improvement when the number of VMs is limited, which is
the typical case in real systems.
Effect of arrival rate of update requests: Figure 7 shows
the effect of increasing system workload, obtained by varying
the arrival rates of the vehicle request for updates from λ to
1.8λ with an increment step of 0.2, where λ is the base arrival
rate, on the weighted age of information. We see a significant
improvement in the weighted AoI with the proposed strategy
as compared to the baselines. For instance, at the arrival rate
of 1.8λj , where λj is the base arrival rate defined above, the
proposed PPS strategy reduces the weighted AoI by more than
20% as compared to the PCA-ON strategy. Further, while the
weighted AoI increases as arrival rate increases, the PPS policy
still able to maintain small age by better optimizing the system
parameters.
Effect of the age of information weights: We next show the
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effect of varying the weights (i.e., wi,s) on the weighted age
of information for the proposed PPS policy. We divide the
arrival rate of files into four groups, each with different scale
for the base arrival rates λi. We set λi = 2/150 for the first
set, λi = 4/150 for the second set of 200 vehicles/requests,
6/250 for the third set and lastly we set λi = 3/150 for the
last 200 requests. We vary the arrival rate of all files from
0.2λi to 0.5λi with a step of 0.5λi and plot the weighted
age for each group of 200 files as well as the overall value
in Figure 8. While weighted AoI increases as arrival rate
increases, our PPS algorithm assigns differentiated age for
different file groups. Group 3 that has highest weight 3 (i.e.,
most age sensitive) always receive the minimum age tail even
though these files have the highest arrival rate. Thus, efficiently
reducing the age of the high arrival rate files reduces the
overall weighted age of information. We note that efficient
access probabilities help in differentiating information age as
compared to the strategy where minimum queue-length servers
are selected to access the content obtaining lower weighted
age.
Tradeoff between Completion time and AoI: The preceding
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λj , and V = 13.
analysis and results show a trade off between the mean age of
information and the average completion time of the jobs. In
order to investigate such tradeoff, Figure 9 plots the average
age of information versus the mean completion time for
different values of θ ranging from θ = 0 to θ = 1. This
figure implies that a compromise between the two metrics can
be achieved by our proposed PPS scheduling algorithm by
setting θ to an appropriate value. As expected, increasing θ will
increase the mean age of information as there is more priority
to minimize the average completion time. More importantly,
this plot serves as a look-up for the service provider to decide
on an efficient trade-off point between the two metrics based
on a desired performance level. Thus, an efficient tradeoff
point between the two metrics can be chosen based on the level
desired by the application, i.e., a tolerable level of staleness
in the delivered information.
Performance of the online algorithms: We study the perfor-
mance of our online PPS algorithm and compare it with dif-
ferent baselines in Figure 10. We use MSR Cambridge public
Traces [24], which are week long block I/O traces of enterprise
servers at Microsoft, to test our proposed PPS algorithm and
compare it with the different baselines. We test our algorithms
on a data which combines the requests on volume 1 of media
server and the requests on volume 1 of web server. The number
of read requests from these volumes are 143,973 and 606,487,
respectively. We take the file size as a unique identifier, since
file id is not given in the data set. We first note that when
the system workload increases, the AoI increases. However,
PPS still achieves the lowest age by efficiently exploiting
all the design control parameters including the scheduling
probabilities and priority-based preference. Further, we also
note that our online algorithm does not diverge from (close
to) the offline PPS algorithm and thus validates the superiority
of our proposed PPS algorithm. Moreover, while our PPS
algorithm optimizes the system parameters offline, this figure
shows that an online version of our algorithm can be developed
to keep track of the systems dynamics and thus achieve an
improved performance.
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VIII. CONCLUSIONS
This paper aims to optimize the freshness and completion
time for jobs requested by IoT nodes where different IoT de-
vices are updating information periodically. Novel scheduling
strategies are proposed for optimizing the system performance.
Based on these strategies, mean age of information and av-
erage completion time are calculated. Then, we used those
expression to formulate an optimization problem that mini-
mizes a convex function of the two objectives. The problem is
shown to be convex and thus an optimal solution is provided.
Based on the offline PPS version, an online algorithm is devel-
oped. Numerical results demonstrate significant improvement
as compared to the considered baselines. Further, the results
provide important design guidelines for service providers in
an IoT networks to provide a desirable level of staleness in
the delivered information.
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