Abstract-Both linear neural network and multiple linear regression models can be used for multi-factor analysis and forecasting, but the data of the multiple linear regression model are required to meet such conditions as independence and normality, while the data of the linear neural network are only required to have a linear relationship. This article uses the same set of data to establish respectively a linear neural network model and a multiple linear regression model, compares the abilities of fitting and forecasting of the two kinds of models, and consequently, comes to the conclusion that the linear neural network method has a stronger fitting ability and a more stable ability of prediction so that it can be further applied and promoted in the analyzing and forecasting of continuous data factors.
I. INTRODUCTION
Multiple linear regression method is a statistical method to study the linear influence of a number of independent variables on a dependent variable. The data of this model are required to be in a normal distribution at the beginning or in a normal distribution after the change of the variables, and, the relationship between the independent variables and the dependent variables must be linear as well. However, when in practical use, many data are often unable to meet all those requirements simultaneously [1] . The artificial neural network (ANN) is a new statistical method which has been developing very fast in recent years and is more widely used due to the fact that it has no particular requirements for the type of the data or the way of the data's distribution [2] .
Artificial neural network (ANN), or neural network for short, is a mathematical model which imitates the working way of nerve cells. It is a network consisting of many simple nerve cells and those cells are connected by weights and each cell contains one part of the network information [3] . From 1940s to 1980s, the development of ANN covered about half a century, during which the study of neural network went through its initial, low-tide and high-tide periods. It is generally recognized that the study of neural network started from the research work conducted by the psychologist Mcculloch and the mathematician Pitts in1940s. The MP model presented by them marked the beginning of the study of neural network. The first practical application of neural network appeared in late 1950s when Frank Rosenblatt presented his famous perception model [4] . As an abstraction and imitation of biological nerve cells, the neural network, a recently fast developing inter-discipline, is a powerful tool to explore the human intelligence. The neural network has no special requirements for the type of the data or the way of the data's distribution, and resulting form its merits such as parallel distribution processing, nonlinear mapping, adaptive learning and fault tolerance [5] , it is widely used in pattern identification, control optimization, intelligent information processing Linear Neural Cell Purelin and fault diagnosis [6] . Benefiting from its strong function approximation capability, the neural network is demonstrating an increasingly promising application prospect. It can solve the problems that can not be or are hard to be solved by traditional methods. Each nerve cell has its own basic structure and processing equation, so the user can adjust the parameters if necessary to guarantee the flexibility of the network. And the parameters can also be adjusted at any minute in the process of operating in order to get a satisfactory result. Thus, the former complicated data processing is simplified [7] . The major forms of neural network models include perception neural network, linear neural network, BP neural network, etc, among which the linear neural network is a typical one of the simplest and the most typical neural network. The linear neural network is a feedforward network composed of one or more linear neural cells [8] . Adaline, put forward by Pro. B. Widrow from Stanford University and his student M. E. Hoff, is the earliest typical representative of linear neural network [9] . Adaline consists of the input layer, hidden layer and output layer. The transfer function between neural cells is linear function, and the relationship between the input and output is linear, so that arbitrary values can be adopted in input and output. The linear neural network uses the Widrow-Hoff (W-H) learning rule based on LMS to adjust the network's weights and threshold values, and so the convergence rate and degree of accuracy are greatly improved [10] . The linear neural network is currently used in function approximation, signal processing, filtering, forecasting, pattern recognition and control. It is unfortunate that its application in the medical domain is still limited at present, so it is of great significance to introduce it into the field of medical research.
II. PRINCIPLES OF LINEAR NEURAL NETWORK
Adaline is composed of the input layer and output layer. The transfer function between neural cells is linear function, and the relationship between the input and output is linear. The linear neural cell model and purelin are shown in Fig. 1 and Fig. 2 .
The basic principle of linear neural network can be simply explained as follows: it adopts Widrow-Hoff learning rule; it needs a set of given input vectors and their corresponding expected output vectors; each input has a corresponding network output; the network weight and threshold values are adjusted according to the difference between the quantities of input and the expected output; making sure the quadratic sum of training error is minimum or less than some certain number.
III. LEARNING RULES OF LINEAR NEURAL NETWORK
The linear neural network adopts the Widrow-Hoff learning rule and the network's weights and threshold values are revised by learnwh function [11] . The Widrow-Hoff learning rule can be used to train the weights and threshold values of one of the network's layers so as to make their linearity approximates a functional expression.
What can be seen from the above is that the linear neural network has a parabolic errsurf, and therefore, it must have only one minimum error amount. Since e (w, b) is only dependent upon the network's weights and objective vectors, the minimum value can be reached by adjusting the weights. The Widrow-Hoff learning rule continually adjusts the network's weights and threshold values through the fastest descending, that is, faster than the error sum squares. According to the gradient descent, the change of weight vectors is in direct proportion to the current position's grad of e (w, b). As for the input point No. i:
The above two expressions are just the Widrow-Hoff learning rule, also called the Minimum Mean Square Error Method. The change of the weights of the Widrow-Hoff learning rule is in direct proportion to the network's output error and input vectors. In this algorithm, it is unnecessary to get a derivative, so it is quite simple and has the advantages of a high speed of convergence and a high accuracy. The "ŋ" in the above formula is the learning rate. When the learning rate is higher, the learning and convergence speeds are faster. But when "ŋ" is excessively big, the learning process will be unstable and the error will be bigger. Therefore, a proper learning rate should be selected [9] .
Although the Widrow-Hoff (W-H) learning rule can only be used to train single-layer linear neural network, it doesn't affect the application of single-layer neural network, because every multi-layer linear nerve can be matched with a correspondingly natured single-layer linear neural network [12] .
IV. TRAINING OF LINEAR NEURAL NETWORK
There are three steps to train linear neural network: 1. Compute the difference between the network's output vectors and the expected output.
2. Compare the sum-of-squares of the network output error with the expected error, and if the former is less than the latter, or the training has reached the previously set maximum number, the training should be suspended; and if not, the training should be continuing.
3. Compute the new weights and threshold values by adopting the learning rule, and then return to the first step.
While training, try to avoid excessive fitting of the model. That is, the produced model has a very good fitting to the sample used in the training.
V. LINEAR NEURAL NETWORK AND MULTIPLE LINEAR REGRESSION MODELING

A. Introduction of Examples
In the past, all the studies of hospitalization expenses were based on multiple linear regression analysis of variance and other methods required satisfying the independence assumption. However, as the hospitalization expenses of the cases belonging to the same cost category are often similar, their observed numbers are not completely independent. Therefore, without taking into consideration the existence of layers in the data, multiple linear regressions, analysis of variance and other methods will lead to an inaccuracy analysis of the factors involved, or even come to completely opposite conclusions. In this paper, we take hospitalization expenses as the dependent variable, the influencing factors as independent variables, and then we establish respectively a linear neural network model and a multiple linear regression model. The variable assignments are input like that in TableⅠ.
B. Results of Single Factor Analysis
The hospital expenses of the single factor analysis results show that gender, rescue, payment Method and the hospitalization day affect the hospital expenses. The concrete analysis results are shown in table Ⅱ to table Ⅸ.
C. Results of Multiple Linear Regression Model
We take hospitalization expenses as independent variables, and then we establish respectively a linear neural network model and a multiple linear regression model. Multiple linear regression results show that the influences on hospitalization expenses descend in the order of hospitalization days, availability of emergency treatment and gender. The number of hospitalization days exerts the greatest influence, as shown in Table Ⅹ .
D. Results of Linear Neural Network Model
Chose carefully a proper learning rate, set the initial weight coefficients, and then establish a linear neural network model of the hospitalization expenses and their influencing factors for the patients with cerebral infarction. The parameter values of the model are shown in Table Ⅺ The simulations of training assemblage and test assemblage are shown in Fig. 3 and Fig. 4 
VI. MODEL COMPARISON
A. Comparison of Model Fitting Capabilities
While establishing the linear neural network model, data are divided into training assemblage and test assemblage. The same data are used in the multiple linear regression model which are also divided into training assemblage and test assemblage. The training assemblage and test assemblage of the multiple linear regression model are respectively R2=0.445 and R2=0.360, while the training assemblage and test assemblage of the linear neural network model are R2=0.524 and R2=0.503. Both of the R2 values in the multiple linear regression model are less than those of the linear neural network model. So it can be seen that linear neural network model's fitting capability is superior to that of the multiple linear regression model. The comparison of the two model fitting capabilities is shown in Table Ⅻ and TableⅩⅢ.
B. Comparison of Model Prediction Abilities
In accordance with the principle of randomization, 200 samples were randomly selected, and then two kinds of models were respectively used to predict and the relative errors were calculated by comparing the real values. The paired t-tests were conducted to compare the two models' predicting performance. Their pros and cons are shown in Table ⅩⅣ , from which come the results that the relative mean error of multiple linear regression model is 1.85 yuan, while the relative mean error of linear neural network model is 0.43 yuan, t=14.99，p＜ 0.001. There is an obvious difference in the results of the two methods.
As can be seen clearly from the figures of the two relative mean errors, the linear neural network model has a better predictive ability. 
