Theorem, any nonterminating system must be self-embedding in the sense that it allows for the derivation of some term from a simpler one; thus termination is guaranteed jf every rule in the system as a reduction in some simplification ordering.
IDtrociDctiOD
It is sometimes convenient to express programs in the form of term-rewriting systems. Such programs are easy to understand and have a simple, elegant syntax and semantics. For example, the following system of five rewrite rules transforms logical formulae [containing the operators v (disjunction), A (conjunction), and ..., (negation») into equivalent formulae in disjunctive normal form: The first rule indicates that double negations may be eliminated; the second and third rules apply DeMorgan's laws to push negations inward; the last two rules apply the distributivity of conjunction over disjunction. Such systems are becoming Weyhrauch [28] , and Musser [2 I], The above program is executed for a given input term by repeatedly replacing sub terms of the form of the left-hand side of some rule with the corresponding right-hand side, until no further rewrites are possible. Thus, the second rule in the above system may be applied to the input term a A ,,(b v c) by replacing '(b v c) with (,b .f>, iC), thereby obtaining a II -,(--,b II IC). The computation iterates in this manner, at each stage choosing some applicable rule and applying it to some subterm. Continuing with our example: By applying the third rule, we get a /\ ("b v ,'ci, Two applications of the first rule then yield a A (b v ci. Finally, an application of the fourth rule gives (a lib) v (a lie) which is in disjunctive normal form. At this point, no rule is applicable and the system is said to have ·terminated' with the final result (a A b) v (a A c i.
To verify the correctness of such a program, one must show (1) that it always terminates, i.e. given any input term, execution will always reach a stage for which there is no way to continue applying rules, and (2) that it is ·partially correct', in the sense that if it does terminate, then the final result is what was desired.
In this paper, we deal only with the termination aspect of correctness. The difficult).! in proving the termination of a system such as the one for disjunctive normal form above stems from the fact that while some rules may decrease the size of a term, other rules may increase its size and duplicate occurrences of subterms. Furthermore, applying a rule to a subterm not only affects the structure of that subterm, but also changes the structure of its superterms. Any proof of termination must take into consideration the many different possible rewrite sequences generated by the nondeterministic choice of rules and subexpressions. Various methods for proving termination of term-rewriting systems have been suggested in recent years, including Iturriaga [11], Knuth and Bendix [13] , Manna and Ness [19] , Lankford [15] , Lipton and Snyder [18] , Plaisted [23] , Plaisted [24J, Dershowitz and Manna [6J, and Lankford [16] . In this paper we present new methods of proving termination. One can show (Huet and Lankford [1 O]i that termination is in general an undecidable property of such systems.
The partial correctness of term-rewriting systems, on the other hand, is often easy to verify. One usually shows that each rule is 'value-preserving', i.e. if I ~ r is a rule in the system, then 1=, in the intended interpretation. (In the above example, each rule preserves logical equivalence.) Furthermore, one must verify that all possible final results have the desired properties, for example by showing that were a final result not of the desired form, then some rule could still be applied to it.
(By the definition of disjunctive normal form, no compound formula may be negated, nor maya disjunction be conjoined with another formula.) Hence, proving partial correctness is in many cases formally quite simple.
Another prope rty of term-revl'Titing systems that is often desirable is < confluence', i. e. that there be a unique final result for all rewrite sequences beginning with the same term. The above system, for example, is not confluent : applying OeMorga n's laws to ,(a, ib ve)) yields (-1a v (-,b, -e ) ), while first distributing leads to (26) . Termination is frequentl y a prerequisite fo r demo nstrating confluence.
To illustrate the difficulty of determining if and why a system terminates we present four variations on system (A):
The first variation is
He re the second and third rules have been modified to intro duce additio nal double negations (that can be e liminated by the first rule ). The next variati o n is the same as System (B) with the two rules for distribution removed:
This system pushes negations into disjunctions or conjunctions and eliminates double negations .
The third variation is
Here the second and third rules have bee n further complicated to duplicate conjuncts and disjuncts. To compensate, two rules for the·ir elimination have been added.
The last variation is the same as System (D), except that the extra negations have been removed from the second and third rules:
The reader is invited to determine which of these five systems do terminate and which do not.
In the next section we characterize nontermination and show how 'simplification orderings' may be used to prove termination. (This extends the result reported in Dershowitz [5] .) We explain why most of the orderings previously used for proving termination have in fact been simplification orderings. In Section 3 similar methods are described for using quasi-orderings to prove termination or the weaker concept 'quasi-termination'. Then, in Section 4, we apply these methods to several orderings; in particular. we define a class of 'recursive path orderings' and show that they are simplification orderings. Finally, in Section 5, the use of these orderings in several termination proofs is illustrated.
Termination and nonterminstion
Given a set of operators F, we consider the set T(F) of all terms constructed from operators in F. In general, we shall assume that all operators have variable arity; thus, if 1 is an operator in F and I" ... , I. (n'" 0) are terms in nF), then 1(1" ... , I.) is also a term in T(F). The results of this paper apply to any subset T of T(F) with the property that 1(1" . .. , I.) is a term in T, only if 1 is an operator in F and 110 .. .• In are also terms in T. For example, T may restrict an operator f to a fixed arity, in which case IU" . .. , I.) E T only if 1 is of arity n.
A tenn-rewriting system P over such a set of terms T is a finite set of rewrite rules, each of the form I;(a) .... r;(a), where I;(a) and r; (a) are 'open terms', i.e. terms constructed from operators in F and from variables a (ranging over T). Such a rule may be applied to a term lET if I contains a subterm I;(a) with the terms a E T substituted for the variables a. The rule is applied by replacing the subterm I;(a) in I with the term r;(a). (The variables appearing in r; must therefore be a subset of those in I;.) The choice of which rule to apply is made nondeterministically from amongst the applicable rules; similarly, the choice of which subterm to apply a rule to is nondeterministic. We write I=>t' (and say '1 derives I") to indicate that the term I' E T may be obtained from the term lET by a single application of some rule in P.
For example , the one-rule system (F ) reparenthesizes a conjunction by associating to the righl . Applying thaI rule 10 Ihe
In either case , no further applications of the rule are possible. We say that a term-rewriting system P terminates for a set of terms T, if there exist no infinite sequences of terms t iE T such that t 1 ='>t2=}t3='>"'; conversely, a system is nonterminating if there exists any such infinite derivation.
The hom eo morphic embedding ('syntactically simpler') relation .,,;} on terms in T (F) is defined as follows (viewing terms as ordered trees):
if and only if (a) f = g and Si "' 1,,, for all i, 1 ", i ", m, where 1 ", it < j, < . , , < im'" n, or (b ) S <I Ii for some j, 1 <; i <; n, Thus, S <I I if s may be obtained from I by deletion of operators. For example,
We shall say that a derivation 11~/2~'" is self-embedding if Ii <It, for some Note thaI homeomorphic self-embedding does not, however, imply nontermination . For example, the term-rewriting system consisting of the single rule f(f(a) .... f(g (f( a »)) is bOlh self-embedding and terminating. But we can use homeomorphic embedding to give a sufficient condition for termination. First, we will need the following concepts:
A parlially-ordered set (5, >-) consists of a set 5 and a transitive and irreflexive binary relation >-defined on elements of 5. (Asymmetry of a partial ordering follows from transilivity and irreflexivity.) A partially ordered set is said to be !Otally ordered if for any two distinct elements .Ii and s' of S, either .Ii > s' or s' > s. For example, both the set Z of integers and the set 1" of natural numbers are totally o rdered by the 'greater-than' relation >. The set [!J>(Z) 
for any substitution of terms in T for the oariables of 1;.
The reduction condition asserts that applying any rule reduces the subterm to which the rul e is applied in the we ll-founded o rdering. The replacement condition allows for this 'local' measure by guaranteeing that reducing subterms also reduces the top-level term. Thus, 1=>1' implies I > t'. Since by the nature of a well-founded ordering there can be no infinite descending sequences, there can also be no infinite derivations.
OUf method for proving termination is based on the following Definition 2. A transitive and irreflexive rel atio n > (a partial ordering) is a simplification ordering for a set of terms T if it possesses the following three properties:
(
By iterating the subterm property, any term is also greater than any of the (not necessarily immediate) sub terms contained within it. The deletion condition asserts that deleting subterms of a (variable arity) operator reduces the term in the ordering; if the operators f have fixed arity, the deletion condition is superfluous. Together these conditions imply that 'syntactically simpler' terms are smaller in the ordering:
Embedding Lemma. Let sand t be term s in T. If s :Q t. th en s ~ I in any sirnpli/icaliofl
In o ther words, the rel a tion ~ is contained in the relatio n ~. As usuaJ, s :.s t means t >-S or t = s. The foHowing theore m gives a sufficient criterion for proving that a term -rewri tin g system terminates for all inputs.
First Termination Theorem. A term -re writin g system P={/i-iori}f_ 1 over a set of terms T terminates if there exists a simplification ordering > over T such [hal li >r;. i = l • .. . ,p.
(reduc tion) for all)' substitlllioll of terms in T for the variables of Ii.
Proof. If P does not te rminate, the n by the ~ontermin a tion Theorem there exists a deri va tio n ri =>" -=>t, (j < k) such that ti~tk and by the Embedding Le mma
Most of the well-founded orderings that have been used to prove the terminati on of term-rewriting systems are in fact simplification o rderings. The following propositio n explains why.
Proposition. Any total monotonic ordering > on a set T(F) of terms o,,;er a fin ite set F of fixed-aritl' operators is we ll-founded , if and only if it possesses the subterm property.
Proof. If >-is mo noto nic and has the subterm property. then it is a simplification o rdering (the deletion pro perty is vacuousl y true for fixed-arity o perators). As is implici t in the preceding proof, a simplification ordering is well-founded when the set of operators is fi nite.
On the other hand, were the subterm property not to hold, i.e. 1>-fl . . . 
. ) ... ) >-•. . of terms in T(F) .
At the end of the next section a sufficient condition for the well-foundedness of a simplification ordering is given.
Qaasi-orderings
In this section we investigate methods for proving termination that use quasiorderings. A quasi-ardered set (S, ?:o) consists of a set S and a transitive and reflexive binary relation 2:: defined on elements of S. For example, the set Z of integers is quasi-ordered under the relation 'greater or congruent modulo 10'. Given a quasiordering 2:: on a set S, define the equivalence relation = as both 2:: and :s , and the partial ordering >-as 2:: but not :s .
We say that a term-rewriting system Pis quasi-Ierminating for a set of terms T, if all (infinite) derivations contain only a finite number of different terms.
Equivalent1y. any infinite derivation must contain some term twice. Thus, termination of a quasi-terminating system for a given input term is decidable (construct all derivations initiated by that term until they terminate or repeat). The following theorem may be used to prove termination for all inputs. On the other hand, if Ii?:. ri, then it follows by monotonicity and transitivity that tj;:: tk., and consequently ti ~ tk. It must be then that tj = tk ~ the system therefore quasi-terminates.
Analogous to the definition of a simplification ordering, we have Definition 3. A transitive and reflexive relation?:. (a quasi-ordering) is a quasisimplification ordering for a set of terms T if it possesses the following three properties:
The Embedding Lemma also holds for quasi-simplification orderings, i.e. s "" t implies s:::; t.
We generalize the termination theorem of the previous section with a Second Termination Theorem. A term-rewriting system P = {Ii -+ r;}f= lover a set of terms T terminates if there exists a quasi-simplification ordering ;:: such that Accordingly, were P not to terminate, then an infinite descending sequence of terms U J would exist, beginning with Ul = tl and U2 = Si+l, and then continuing with the descending sequence extracted from the remaining infinite derivation Si+I~Si+2~' -' . Since this sequence U1>U2>-' ->ui>' -->Uk>-" is con- Note that any finite set is well-quasi-ordered under any quasi-ordering (including eq uality). It foll ows from the definitions that a set is well-founded under the partial ordering >-whe n it is well-quasi-ordered under :S ; the converse is true for total orde rings, i.e. if a set is weB-founded under a total ordering > . the n it is well-quasio rde red under :$ . where ~ is the 'less than or equal' ordering of numbers, Note that ~, as defined in the previous section, is the homeomorphic extension of equality.
Tree Theorem (Kruskal [14] As a special case: if F is finite, then T(F) is well-quasi-ordered under ~, since F is well-quasi-ordered under =. A simple proof of the general theorem may be found in Nash-Williams [22] .
Proof of Well-foundedness Theorem. If F is well-quasi-ordered under :::::, then T(F) is well-quasi-ordered under <Q~ (Tree Theorem). It is easy to see (along the lines of the Embedding Lemma) that s <Q~ t implies s ::S t. Thus, T(F) is well-quasiordered under:::: and is therefore well-founded under >-.
Applications
In this section, we give a recursive definition of an ordering on terms and show that it is a simplification ordering and also that (under suitable conditions) it is well-founded.
Given a partial ordering ;::-on a set S, it may be extended to a partial ordering » on finite multisets of elements of S, wherein a multiset is reduced by removing one or more elements and replacing them with any finite number of elements, each of which is smaller than one of the elements removed. For example, if > is the 'greater than' ordering on the natural numbers, then {3, 3, 4, O}»{3. 2. 2. 1. 1, 1. 4} in the multiset ordering, since an occurrence of 3 has been replaced by five smaller numbers and in addition an occurrence of 0 has been removed (i.e. replaced by zero elements). Such a multiset ordering» is well-founded, if and only if S is well-founded under >-(see [6] ). We use this multiset ordering in the following Two terms shall be considered equal if they are the same except for permutations among subterms. This definition is similar to a characterization of the ' path of subterms' ordering given in [24) .
To determine, then. if a term s is greater in this ordering than a term t, the outermost operator.; of the two terms are compared fir.;t. If the operator.; are equal, then those (immediate) subterms of 1 that are not also subterms of S must each be smaller (recursively in the term ordering) than some subterm of s. If the outermost operator of S is greater than that of I, then S must be greater than each subterm of I; while if the outermost operator of s is neither equal to nor greater than that of I, then some sub term of s must be greater than or equal to I. Proof. We must sho w that the relation > * is irreftexive and transitive and that it satisfies the replacement, subterm~ and deletion conditions of simplification orderings.
Irrejfexi vicy :
We wish to prove that [~* t for any term c. The proof is by induction on the size (number of operators) of I. If I is of the form f(l .. ... , 1 0 ) , then by the inductive hypothesis, the relation >* is irreftexive for its subterms Ij. It follows from the definition o f the multiset o rdering that {I ..... , lo j '1'-* {I" . .. , I.j. Thus, by the definition of the recursive path ordering, f (l" ... , I.) >* f (I .. ... , t. Since the re cursive path ordering is a simplification orderin g. it may be used in conjunction \",ith the First Term inati o n Theorem to prove the termination of term-rewri tin g systems. The fo llowing theorem gives a necessary and suffi cie nt condition fo r the o rderin g to be well-founded .
Theorem 4 . The recursive path ordering >-* 011 Ihe sel of lerms T( F ) is well-founded. if and only if the partial ordering >-on Ihe sel of operators F is well-founded.
Proof. The 'only-if direction follows tri vially from the fact that for f. g E F, f >-g implies f >* g.
The proof of the 'if' d irection is an application of the Well -foundedness Theorem :
If >-is well-founded , then (using Zorn's Lemma) it can be extended to some total well-founded ordering >-_ o n F. Since F is th e n well-quasi-ordered under::::: + and the recursive path ordering >-! satisfies the operator replacement conditio n, i.e.
f ?:. -g implies f(flo ... , In) ?:. ~ gil" ... , In ) (by the subterm property). it follows (by the Well-foundedn ess Theorem) that >-~ is well-founded. But >~ contains >* (t >-* t' implies 1 >-~ t l by a straightfo rward induction); therefore. > * must be well-founded as well.
It turns out th a t when >-is a total orderin g, the recurs ive path ordering >~ is in effect the same as the ' path of subte rms' ordering defined in Plaisted [24] in a more complex manner. When >-is partial, the recursive path ordering is contained in (an obvious extensio n of) the 'path of subte rms' ordering. Our proof of well-foundedness extends to the latte r as well; Plaisted's proof is considerably lo nger a nd requires that > be total. To prove that this extended ordering is well-founded, we appeal to the Wellfoundedness Theorem. Define the depth d(t) of a term I to be th e maximum nesting of kt h operands. It is easy to show that s >* I, for two terms s and
Thus, it suffices to show for all i that terms of depth i are well-quasi-ordered and consequently well-founded. This follows immediately from the Well-founded ness Theorem b y inducti o n on the deptH i.
Fu rt he r extensio ns of the recursive path ordering may be found in Kamin and Levy [ 12] .
O ther examples o f simplification orderings are the ('linear) ordering in [13] and the 'polynomial' o rderi ng in [ 16] . Whereas these methods require that terms be mapped onto the \vell-founded nonnegative integers, usi ng simplification orderings all ows the me th ods to be exte nded to domains tha t are not th e mselves well-founded.
For F(x" ... , x.) over the reals with each n-ary operator f. This (,,) for all rules 1, -+" and for all real value assignments <pta ) to the variables a in I,. (Allowing the x's to take on any real value is usually too strong a requirement; instead one may show that terms always map into some subset R' of the Teals, i.e. XJ •. . . • XII e R' implies F(Xl •. . .• xn) E R'. Then one need only show that the conditions hold for all x's in K.)
These conditions are all decidable (albeit in superexponential time) for polynomials over the reals (Tarski [27] ; see Cohen [4] for a much briefer decision procedure). Thus. the polynomial ordering can be effectively 'lifted' to open terms. It is similarly decidable if there exist polynomials F (and predicate R') of a given maximum degree that satisfy the conditions and thereby prove termination. (The procedure, however, cannot point to the appropriate polynomials.) For polynomials over the natural numbers, these conditions are not decidable (see [16] ).
S. E .... mp!es
We return, in this section, to the six examples (A-F) of term-rewriting systems that have been presented in the previous sections. We prove that four of them terminate. as do two additional examples (G-H) .
(A) Our first example was the following system for computing the disjunctive normal form of a logical formula:
We wish to prove that this system terminates for all inputs. It can be shown that no polynomial ordering reduces for all five rules. We can. however, use a recursive path ordering on terms with operators " A , and v ordered by ,'" A ,.. V • Since this is a simplification ordering on terms, by the First Termination Theorem. we need only show that *(a A(3)v(a AY) ,
for any terms a, f3, and y. 295 The first inequality follows from the subterm condition of simplification orderings. By the definition of the recursive path ordering, to show that , (a v (3) >* (,a A ,(3) when ,> A, we must show that , (a v (3»*,a and ,(a A(3»*'f3 . Now, since the outermost operators of , (a v (3), ,a, and ,f3 are the same, we must show that a v f3 >* a and a v {3 >* f3. But this is true by the subterm condition. Thus the second inequality holds. By an analogous argument, the third inequality also holds.
For the fourth inequality, we must show a A (f3 V y) >* (a A (3) V (a A y). Since A >-v , we must show a A (f3 V y) >-* a A f3 and a A (f3 V y) >-* a A y. By the definition of the recursive path ordering for the case when two terms have the same outermost operator, we must show that {a, f3 v y} »*{a, f3} and {a, f3 v y} »*{a, y}. These two inequalities between multisets hold, since the element f3 v y is greater than both f3 and y with which it is replaced. Thus the fourth inequality holds. Similarly the fifth inequality may be shown to hold. Therefore, by the First Termination Theorem, this system terminates for all inputs.
(B) The variant
aA ( of System (A) does not in fact terminate for all inputs, though whenever it does terminate, the resulting expression is in disjunctive normal form. To see that it does not terminate, consider the following derivation:
Thus, beginning with a term of the form ,,(a A (a v (3) ), a term containing a subterm of the same form is derived. and the process may continue ad infinitum. It is easy to see that this quasi-ordering satisfies the replacement and subterm properties of quasi-simplification orderings on fixed-arity terms. It remains to show that each rule reduces the subterm it is applied to under the ordering >-. For all three rules the number of operators other than: is the same on both sides. To see that note that there are two less elements in the multiset of numbers of operators for the right-hand side than for the left-hand side. To see that ,(a "/3»(--,---,,, ,,-,--,/3) and -(a "/3»(--"'0' "--'--/3), note that the number of operators other than -in a v {3 and a . . \ {3 is greater than that of ----,a, 'a, a, -,-,{3, i{3, and {3. Thus the multisets corresponding to the left-hand sides are strictly greater than those for the right-hand sides.
(D'I The system 10: va)--+a, however, does not terminate. The following derivation demonstrates this:
Orderinf!,5 for rerm-rewriting systems by the subterm condition; we have since -, is greater than both /I and v, and the subterms a v {3 and 0: /<, {3 are greater than either a or {3 by the subterm condition. Using the recursive path ordering to prove the termination of systems in this manner, generalizes the conditions for termination in [11] . The cases where Iturriaga's method works are those for which the operators are partially ordered so that the outermost ('virtuan operators of the left-hand side of the rules are greater than any other ('complementary') operators on the left-hand side, which in turn are greater than any other operators.
(F) To prove the termination of the one-rule system ing terms according to the sum of the weights of their respective operators, <:F a total ordering of operators, and subterms compared recursively. Thus, (0) requires that a unary operator have zero weight only if it is the largest operator under > F' Lankford replaces the linear sum of weights function with monotonic polynomials having nonnegative integer coefficients. Since both these methods use total monotonic orderings. the subterm condition is both necessary and sufficient for the orderings to be well-founded; the integer requirements are not themselves necessary. Thus, instead of using a specific linear or polynomial ordering to orient rules generated by the Knuth-Bendix 'completion' algorithm [13] , one could use a decision procedure for real polynomials to determine, at each step of the algorithm and for both possible orientations, whether there exists any ordering of a specific degree that reduces for all the rules obtained.
This example also illustrates the use of quasi-termination: The quasi-ordering :::::, where t::::: t' if and only if jt:;3 it'l, is a monotonic extension of the simplification ordering t :> t'. Since (a 1\ {3) 1\ )' = (l' 1\ ({3 1\ y), the system quasi-terminates. To complete the proof of termination, the monotonic quasi-ordering :::::', where t:::::' t' if and only if It I ~ It'l and Itll '" It; i, may be used.
The method of Lipton and Snyder [18] is somewhat similar in its use of quasitermination. \Vhereas they require that:> be a well-founded w-ordering, we require it to be monotonic; without monotonicity they must insist that I, = 'j and not l;::::: ',. To see that this system terminates we consider the condition to be the operator. (a 1\ 0:)'" 0:, combining the rules for disjunctive normal form of system (A) with associativity of conjunction and disjunction as in system (F). Unfortunately, the orderings used for each of those two systems can increase for the other system.
.IV. Dershowit::
~evertheless. we can combine the recursive path idea used for (A) with the lexicographic idea of (F) by using operands as operators in a recursive path ordering. We let,» , » v as for (AI, but use the first operand as the operator when comparing two con junctions and the second operand as operator when comparing dis junctions. (This is similar to the use of lexicographic recursive path orderings in Kamin and Levy [12] .)
