Abstract. Experience has shown that the Testing and Test Control Notation version 3 (TTCN-3) language provides very good concepts for adequate test specification, but it was not presented yet how large test systems written in TTCN-3 are structured. This paper presents my efforts to analyze the structure of TTCN-3 projects, to see if such problems manifest, and if possible to provide methods that can detect these problems.
Introduction
The Testing and Test Control Notation version 3 (TTCN-3) is a high level programming language standardized by the European Telecommunications Standards Institute (ETSI) for automated black box and reactive tests. It was designed mainly for testing of telecommunication protocols and Internet protocols, but nowadays it is also used for testing aerospace, automotive or service oriented architectures. Although it was not able to get a wide community yet, several companies interested in network protocols are already using it for testing their systems.
Inside Ericsson there are projects whose amount of source code has almost reached 1 million lines. As we realized the amount of code in existence, it became a major area of interest to study its structure. When the code structure of a project becomes too complex, the maintenance costs are expected to grow as several problems start to surface.
At this point it is important to note, that in TTCN-3 the highest code structuring construct is the module of which every project is built up. TTCN-3 modules are like classes in C++ or Java (however TTCN-3 is actually closer in its philosophy to C). But unlike C++, which has namespaces and Java, which has packages to structure their classes, TTCN-3 does not provide any higher level primitives that the user could use to group their modules.
Experimental setup
The module structure of 9 projects was analyzed by measuring the incoming and outgoing connections of each module, and creating graphs on the collaborations between them.
A tool was written to process the semantic graph of the projects and collect statistics regarding the collaboration graphs of modules. The base for all the measurements and charts produced was the number of graph nodes and for each node the number of its incoming and outgoing connections.
Out of these 9 projects 6 are completely different, developed by standalone organizations inside Ericsson. IMSM SIP and Simple hello are built on the load test framework of Ericsson Hungary. ETSI IPv6 is a standardized testsuite.
Results
I measured for each module how many others it imports (I(project)), and how many times it is imported (O(project)) by other modules. Table 1 shows for all projects the I max (project) (the biggest number of modules imported by the same module) and O max (project) (the biggest number of modules importing the same module). It is easy to see that projects having more modules are more likely to have a higher I max (project) and I max (project) values.
In almost all of the projects we can see that O max (project) is roughly between 40%-50% of the number of modules (with only CAI3G standing out considerably). 
Importation data analyzed by projects
Figure 1(a) shows the distribution of I(module) and O(module) values for all of the modules in CAI3G. There are only a few modules that import many others, Figure 3 shows one of the most surprising findings of my research. In case of TTCN-3 the diameter of the module importation graph (the longest path from the set of the shortest paths between any two nodes in the graph) does not seem to depend on the number of modules present in the project.
Project diameter
In TTCN-3 this means that the testers working on MTAS does not actually have to know how every little part works. They only need to understand and check the modules they are working with, and the ones depending on these. In this structure the amount of such modules is very limited.
Is it scale-free?
As the diameter of projects was very small, we checked whether the projects were scale-free ( [2] showed, that scale-free graphs have a very small diameter).
Scale-free graphs include the physical connection forming the Internet, networks of personal contacts [6] , and even the connectivity graph of neurons in the human brain [4] [5] . It was also shown, that the class, method and package collaboration graphs of the Java language [1] , and the object graph (the objects instances created at runtime) of most of the Object Oriented programming languages in general [7] , [3] also show scale-free properties. From these data the most we can say is that TTCN-3 is, or seemingly converges to being scale-free as the language has not yet gained wide audience, leaving the number of lines of code written so far is rather small.
Being scale-free is very important as it was proven [8] that such networks have good resistance against random failures, but at the same time have an Achilles' Heel against direct attacks. The more vulnerable nodes can be detected with I max (project) and O max (project).
Conclusions
The measured data revealed some interesting information that had to be checked in more detail to validate that the measured data is in fact showing something of importance.
TTCN-3 projects tend to have a few modules that are imported much more often than others. These were identified to be the modules containing the type definitions, for the protocols being tested. As the language does not support transitive importation, developers either have to import the types they wish to work with directly, or have to create wrapper functions for almost all possible values that the given types can have.
In one of the projects I have found that the O max (project) was way below the expected numbers. Looking into the code I have found that the developers were trying to create a layer between the data types and the actual testcases. As the messages being sent on the network were rather large, and variant, some of the functions at the time of my investigation had over 50 formal parameters.
These metrics, both the highest values and their distribution for all modules turned out to be useful: 1. A low diameter indicates very low complexity for the testers to work with 2. Values and distribution of I(module) being more than expected, indicates too many direct interactions with the data, which could be improved by following better code reuse principles(like extracting very often used common parts into functions). 3. Values and distribution of I(module) being much lower than expected, indicates to many layers in the software, leading to huge hierarchies of functions. 4. For modules not imported (O(module) = 0), their whole subgraph might not be needed in the given project, or to a given task. Tools can be provided to allow for more people to work in parallel (as random side effects will not corrupt the whole graph), and with lower build times (by filtering out un-needed code parts). 5. Having only a few modules in a project where I(module) is high indicates that the functionality was not distributed evenly in the code.
