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NORM VARIETIES AND THE CHAIN LEMMA
(AFTER MARKUS ROST)
Notes by Christian Haesemeyer and Chuck Weibel.
The goal of this paper is to present proofs of two results of Markus Rost, the
Chain Lemma 0.1 and the Norm Principle 0.3. These are the steps needed to
complete the published verification of the Bloch-Kato conjecture, that the norm
residue maps are isomorphisms KMn (k)/p
≃→ Hnet(k,Z/p) for every prime p, every
n and every field k containing 1/p.
Throughout this paper, p is a fixed odd prime, and k is a field of characteristic
0, containing the p-th roots of unity. We fix an integer n ≥ 2 and an n-tuple
(a1, ..., an) of units in k, such that the symbol {a} is nontrivial in the Milnor K-
group KMn (k)/p.
Associated to this data are several notions. A field F over k is a splitting field
for {a} if {a}F = 0 in KMn (F )/p. A variety X over k is called a splitting variety
if its function field is a splitting field; X is p-generic if any splitting field F has a
finite extension E/F of degree prime to p with X(E) 6= ∅. A Norm variety for {a}
is a smooth projective p-generic splitting variety for {a} of dimension pn−1−1.
The following sequence of theorems reduces the Bloch-Kato conjecture to the
Chain Lemma 0.1 and the Norm Principle 0.3; the notion of a Rost variety is
defined in 0.5 below; the definition of a Rost motive is given in [14] and [15], and
will not be needed in this paper.
(0) The Chain Lemma 0.1 and the Norm Principle 0.3 hold; this is proven here.
(1) Given (0), Rost varieties exist; this is Theorem 0.7 below, and is proven in
[10, p. 253].
(2) If Rost varieties exist then Rost motives exist; this is proven in [15].
(3) If Rost motives exist then Bloch-Kato is true; this is proven in [13] and [14].
Here is the statement of the Chain Lemma, which we quote from [10, 5.1] and prove
in §5. A field is p-special if p divides the order of every finite field extension.
thm:chainlemma Theorem 0.1 (Rost’s Chain Lemma). Let {a} ∈ KMn (k)/p be a nontrivial symbol,
where k is a p-special field. Then there exists a smooth projective cellular variety
S/k and a collection of invertible sheaves J = J1, J
′
1, . . . , Jn−1, J
′
n−1 equipped with
nonzero p-forms γ = γ1, γ
′
1 . . . , γn−1, γ
′
n−1 satisfying the following conditions.
(1) dimS = p(pn−1 − 1) = pn − p;
(2) {a1, . . . , an} = {a1, . . . , an−2, γn−1, γ′n−1} ∈ KMn (k(S))/p,
{a1, . . . , ai−1, γi} = {a1, . . . , ai−2, γi−1, γ′i−1} ∈ KMi (k(S))/p for 2 ≤ i < n.
In particular, {a1, . . . , an}={γ, γ′1, . . . , γ′n−1}∈KMn (k(S))/p;
(3) γ /∈ Γ(S, J)⊗(−p), as is evident from (2);
(4) for any s ∈ V (γi) ∪ V (γ′i), the field k(s) splits {a1, . . . , an};
(5) I(V (γi)) + I(V (γ
′
i)) ⊆ pZ for all i, as follows from (4);
(6) deg(c1(J)
dimS) is relatively prime to p.
Rost’s Norm Principle concerns the group A0(X,K1), which we now define.
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def:A0K1 Definition 0.2. (Rost, [5]) For any regular scheme X , the group A0(X,K1) is
defined to be the group generated by symbols [x, α], where x is a closed point of
X and α ∈ k(x)×, modulo the relations (i) [x, α][x, α′] = [x, αα′] and (ii) for every
point y of dimension 1 the image of the tame symbol K2(k(y))→ ⊕k(x)× is zero.
The functor A0(X,K1) is covariant inX for proper maps, because it is isomorphic
to the motivic homology group H−1,−1(X) = HomDM (Z,M(X)(1)[1]) (see [10,
1.1]). It is also the K-cohomology group Hd(X,Kd+1), where d = dim(X).
The reduced group A0(X,K1) is defined to be the quotient of A0(X,K1) by the
difference of the two projections from A0(X × X,K1). As observed in [10, 1.2],
there is a well defined map N : A0(X,K1)→ k× sending [x, α] to the norm of α.
normprin Theorem 0.3 (Norm Principle). Suppose that k is a p-special field and that X is
a Norm variety for some nontrivial symbol {a}. Let [z, β] ∈ A0(X,K1) be such that
[k(z) : k] = pν for ν > 1. Then there exists a point x ∈ X with [k(x) : k] = p and
α ∈ k(x)× such that [z, β] = [x, α] in A0(X,K1).
We will prove the Norm Principle 0.3 in section 9 below.
Our proofs of these two results are based on 1998 Rost’s preprint [7], his web site
[6] and Rost’s lectures [Rost] in 1999-2000 and 2005. The idea for writing up these
notes in publishable form originated during his 2005 course, and was reinvigorated
by conversations with Markus Rost at the Abel Symposium 2007 in Oslo. As usual,
all mistakes in this paper are the responsibility of the authors.
Rost varieties. In the rest of this introduction, we explain how 0.1 and 0.3 imply
the problematic Theorem 0.7, and hence complete the proof of the Bloch-Kato
conjecture. We first recall the notions of a νi-variety and a Rost variety.
Let X be a smooth projective variety of dimension d > 0. Recall from [4, §16]
that there is a characteristic class sd : K0(X)→ Z corresponding to the symmetric
polynomial
∑
tdj in the Chern roots tj of a bundle; we write sd(X) for sd of the
tangent bundle TX . When d = p
ν − 1, we know that sd(X) ≡ 0 (mod p); see [4,
16.6 and 16-E] and [9, pp. 128–9] or [1, II.7].
def:nu-var Definition 0.4. (see [10, 1.20]) A νn−1-variety over a field k is a smooth projective
variety X of dimension d = pn−1 − 1, with sd(X) 6≡ 0 (mod p2).
For example, sd(P
d) = d + 1 by [4, 16.6]. Thus the projective space Pp−1 is a
ν1-variety, and so is any Brauer-Severi variety of dimension p− 1. In Section 8, we
will show that the bundle P(A) over S is a νn-variety.
def:Rostvar Definition 0.5. A Rost variety for a sequence {a} = (a1, ..., an) of units in k is a
νn−1-variety such that: {a1, ..., an} vanishes in KMn (k(X))/p; for each i < n there
is a νi-variety mapping to X ; and the motivic homology sequence
6.3 (0.6) H−1,−1(X ×X) π
∗
0−π
∗
1−−−−→ H−1,−1(X)→ H−1,−1(k) (= k×).
is exact. Part of Theorem 0.7 states that Rost varieties exist for every {a}.
Remark 0.6.1. Rost originally defined a Norm Variety for {a} to be a projective
splitting variety of dimension pn−1 which is a νn−1-variety. (See [Rost, 10/20/99].)
Theorem 0.7(2) says that our definition agrees with Rost’s when k is p-special.
Here is the statement of Theorem 0.7, quoted from [10, 1.21]. It assumes that
the Bloch-Kato conjecture holds for n− 1.
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thm:normvar Theorem 0.7. Let n ≥ 2 and 0 6= {a} = {a1, . . . , an} ∈ KMn (k)/p. Then:
0) There exists a geometrically irreducible Norm variety for {a}.
Assume further that k is p-special. If X is a Norm variety for {a}, then:
1) X is geometrically irreducible.
2) X is a νn−1-variety.
3) each element of A0(X,K1) is of the form [x, α], where x ∈ X is a closed point
of degree p and α ∈ k(x)×.
The construction of geometrically irreducible Norm varieties was carried out in
[10, pp. 254–256]; this proves part (0) of Theorem 0.7. Part (1) was proven in [10,
5.4]. Part (2) was proven in [10, 5.2], assuming Rost’s Chain Lemma (see 0.1), and
part (3) was proven in [10, p. 271], assuming not only the Chain Lemma but also
the Norm Principle (see 0.3 below).
As stated in the introduction of [10], the construction of Norm varieties and the
proof of Theorem 0.7 are part of an inductive proof of the Bloch-Kato conjecture.
We point out that in the present paper, the inductive assumption (that the Bloch-
Kato conjecture for n− 1 holds) is never used. It only appears in [10] to prove that
the candidates for norm varieties constructed there are p-generic splitting varieties.
(However, the Norm Principle 0.3 is itself a statement about norm varieties.) In
particular, the Chain Lemma 0.1 holds in all degrees independently of the Bloch-
Kato conjecture.
1. Forms on vector bundles
We begin with a presentation of some well known facts about p-forms.
If V is a vector space over a field k, a p-form on V is a symmetric p-linear
function on V , i.e., a linear map φ : Symp(V ) → k. It determines a p-ary form,
i.e., a function ϕ : V → k satisfying ϕ(λv) = λpϕ(v), by ϕ(v) = φ(v, v, . . . , v). If
p! is invertible in k, p-linear forms are in 1–1 correspondence with p-ary forms.
If V = k then every p-form may be written as ϕ(λ) = aλp or φ(λ1, . . . ) =
a
∏
λi for some a ∈ k. Up to isometry, non-zero 1-dimensional p-forms are in
1–1 correspondence with elements of k×/k×p. Therefore an n-tuple of forms ϕi
determine a well-defined element of KMn (k)/p which we write as {ϕ1, . . . , ϕn}.
Of course the notion of a p-form on a projective module over a commutative ring
makes sense, but it is a special case of p-forms on locally free modules (algebraic
vector bundles), which we now define.
def:pform Definition 1.1. If E is a locally free OX -module over a scheme X then a p-form
on E is a symmetric p-linear function on E , i.e., a linear map φ : Symp(E) → OX .
If E is invertible, we will sometimes identify the p-form with the diagonal p-ary
form ϕ = φ ◦∆ : E → OX ; locally, if v is a section generating E then the form is
determined by a = ϕ(v): ϕ(tv) = a tp.
Remark 1.1.1. The geometric vector bundle over a schemeX whose sheaf of sections
is E is V = Spec(S∗(E )ˇ), where Eˇ is the dual OX -module of E . We will sometimes
describe p-forms in terms of V.
The projective space bundle associated to E is π : P(E) = Proj(S∗) → X ,
S∗ = S∗(E )ˇ. The tautological line bundle on P(E) is L = Spec(SymO(1)), and its
sheaf of sections is O(−1). The multiplication S∗ ⊗ Eˇ→ S∗(1) in the symmetric
algebra induces a surjection of locally free sheaves π∗(E )ˇ → O(1) and hence an
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injection O(−1) → π∗(E); this yields a canonical morphism L → π∗(V) of the
associated geometric vector bundles.
def:tautform Definition 1.2. Any p-form ψ : Symp(E) → OX on E induces a canonical p-form
ǫ on the tautological line bundle L:
ǫ : O(−p) = Symp(O(−1))→ Symp(π∗E) = π∗Symp(E) ψ−→ π∗OX = OP(E).
We will use the following notational shorthand. For a scheme Z, a point q on
some Z-scheme and a vector bundle V on Z we write V |q for the fiber of V at q,
i.e., the k(q) vector space q∗(V ) for q → Z. If ϕ is a p-form on a line bundle L,
0 6= u ∈ L|q and a = ϕ|q(up), then ϕ|q : (L|q)p → k(q) is the p-form ϕ|q(tup) = atp.
P(O+K) Example 1.3. Given an invertible sheaf L on X , and a p-form ϕ on L, the bundle
V = O ⊕ L has the p-form ψ(t, u) = tp − ϕ(u). Then P(V ) → X is a P1-bundle,
and its tautological line bundle L has the p-form ǫ described in 1.2.
Over a point in P(V ) of the form ∞ = (0 : u), the p-form on L|∞ is ǫ(0, λu) =
−λpϕ(u). If q = (1 : u) is any other point on P(V ) then the 1-dimensional subspace
L|q of the vector space V |q is generated by v = (1, u) and the p-form ǫ|q on L|q is
determined by ǫ(v) = ψ(1, u) = 1− ϕ(u) in the sense that ǫ(λ v) = λp(1 − ϕ(u)).
One application of these ideas is the formation of the sheaf of Kummer algebras
associated to a p-form. Recall that if L is a line bundle then the (p−1)st symmetric
power of P(O ⊕ L) is Symp−1P(O ⊕ L) = P(A(L)), where A(L) =⊕p−1i=0 L⊗i.
Kummeralgebra Definition 1.4. If L is a line bundle on X , equipped with a p-form φ, the Kum-
mer algebra Aφ(L) is the vector bundle A(L) =
⊕p−1
i=0 L
⊗i regarded as a bundle
of algebras as in [10, 3.11]; locally, if u is a section generating L then A(L) ∼=
O[u]/(up − φ(u)). If x ∈ X and a = φ|x(u) then the k(x)-algebra A|x is the
Kummer algebra k(x)( p
√
a), which is a field if a 6∈ k(x)p and ∏ k(x) otherwise.
Since the norm on Aφ(L) is given by a homogeneous polynomial of degree p, we
may regard the norm as a map from SympAφ(L) to O. The canonical p-form ǫ on
the tautological line bundle L on the projective bundle P = P(A(L)), given in 1.2,
agrees with the natural p-form:
L⊗p → Sympπ∗A(L) N−→ OP,
where π : P → X is the structure map and the canonical inclusion of L into
π∗(A(L)) = ⊕p−10 π∗L⊗i induces the first map.
Recall from 1.2 and 1.4 that φ is a p-form on L, ψ = (1,−ϕ) is a p-form on O⊕L
and ǫ is the canonical p-form on L induced from ψ.
lem:pth-power Lemma 1.5. Suppose that x∈X has φ|x 6=0 and that 0 6=u ∈ L|x. Then ǫ|(0:u) 6= 0.
Moreover, φ(u) ∈ k(x)×p iff there is a point ℓ ∈ P(O ⊕ L) over x so that ǫ|ℓ = 0.
Proof. Let w = (t, su) be a point of L|x over ℓ = (t : su) ∈ P(O ⊕ L)|x. If t = 0
then ℓ = (0 : u) and ǫ(w) = −spφ(u), which is nonzero for s 6= 0. If t 6= 0 then
ǫ|ℓ is determined by the scalar ǫ(w) = ψ(t, su) = tp − spφ(u). Thus ǫ|ℓ = 0 iff
φ(u) = (t/s)p. 
Remark 1.5.1. Here is an alternative proof, using the Kummer algebraK = k(x)(a),
a = p
√
φ(u). Since ǫ(w) = ψ(t, su) is the norm of the nonzero element t− sa in K,
the norm ǫ(w) is zero iff the Kummer algebra is split, i.e., φ(u) = ap ∈ k(x)×p.
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Finally, the notation {γ, . . . , γ′n−1} in the Chain Lemma 0.1 is a special case of
the notation in the following definition.
def:symbol Definition 1.6. Given line bundles H1, . . . , Hn on X , p-forms αi on Hi, and a
point x ∈ X at which each form αi|x is nonzero, we write {α1, . . . , αn}|x for the
element {α1|x, . . . , αn|x} of KMn (k(x))/p described before 1.1: if ui is a generator
of Hi|x and αi|x(ui) = ai then {α1, . . . , αn}|x = {a1, . . . , an}.
We record the following useful consequence of this construction.
lem:specialize Lemma 1.7. Suppose that the p-forms αi are all nonzero at the generic point η
of a smooth X. On the open subset U of X of points x on which each αi|x 6= 0,
the symbol {α1|x, . . . , αn|x} in KMn (k(x))/p is obtained by specialization from the
symbol in KMn (k(X))/p.
2. The Chain Lemma when n = 2.
sec:n=2bis
The goal of this section is to construct certain iterated projective bundles to-
gether with line bundles and p-forms on them as needed in the case n = 2 of the
Chain Lemma 0.1. Our presentation is based upon Rost’s lectures [Rost].
We begin with a generic construction, which starts with a pair K0, K−1 of line
bundles on a variety X0 = X−1 and produces a tower of varieties Xr, equipped
with distinguished lines bundles Kr. Each Xr is a product of p− 1 projective line
bundles over Xr−1, so Xr has relative dimension r(p− 1) over X0.
def:tower Definition 2.1. Given a morphism fr−1 : Xr−1 → Xr−2 and line bundles Kr−1 on
Xr−1,Kr−2 onXr−2, we form the projective line bundle P(O⊕Kr−1) overXr−1 and
its tautological line bundle L. By definition, Xr is the product
∏p−1
1 P(O⊕Kr−1)
over Xr−1. Writing fr for the projection Xr → Xr−1, and Lr for the exterior
product L ⊠ · · · ⊠ L on Xr, we define the line bundle Kr on Xr to be Kr =
(fr ◦ fr−1)∗(Kr−2)⊗ Lr.
Xr
fr−→ Xr−1 fr−1−→ Xr−2 · · ·X1 f1−→ X0 = X−1.
ex:ktower Example 2.2 (k-tower). The k-tower is the tower obtained when we start withX0 =
Spec(k), using the trivial line bundlesK−1,K0. Note thatX1 =
∏
P1 andK1 = L1,
while X2 is a product of projective line bundles over
∏
P1, and K2 = L2.
In the Chain Lemma (Theorem 0.1) for n = 2 we have S = Xp in the k-tower,
and the line bundles are J = J1 = Kp, J
′
1 = f
∗
p (Kp−1). Before defining the p-forms
γ1 and γ
′
1 in 2.7, we quickly establish 2.6; this verifies part (6) of Theorem 0.1, that
the degree of c1(Kp)
p2−p is prime to p.
If L is a line bundle over X , and λ = c1(L), the Chow ring of P = P(O ⊕ L) is
CH(P) = CH(X)[z]/(z2 − λz), where z = c1(L). If π : P → X then π∗(z) = −1
in CH(X). Applying this observation to the construction of Xr out of X = Xr−1
with λr−1 = c1(Kr−1), we have
CH(Xr) = CH(Xr−1)[zr,1, . . . , zr,p−1]/({z2r,j − λr−1zr,j | j = 1, . . . , p− 1}),
where zr,j is the first Chern class of the jth tautological line bundle L. (Formally,
CH(Xr−1) is identified with a subring of CH(Xr) via the pullback of cycles.) By
induction on r, this yields the following result:
6 NORM VARIETIES AND THE CHAIN LEMMA (AFTER MARKUS ROST)
lem:CH(Xr) Lemma 2.3. CH∗(Xr) is a free CH
∗(X0)-module. A basis consists of the mono-
mials
∏
z
ei,j
i,j for ei,j ∈ {0, 1}, 0 < i ≤ r and 0 < j < p. As a graded algebra,
CH∗(Xr)/p ∼= CH∗(X0)/p⊗R0 Rr, where R0 = Fp[λ0, λ−1] and
Rr = Fp[λ−1, λ0, . . . , λr, z1,1, . . . , zr,p−1]/Ir,
Ir = ({z2i,j − λi−1zi,j | 1 ≤ i ≤ r, 0 < j < p}, {λi − λi−2 − Pp−1j=1zi,j | 1 ≤ i ≤ r}).
def:z-zeta Definition 2.4. For r = 1, . . . , p, set zr =
∑p−1
j=1 zr,j and ζr =
∏
zr,j. It follows
from Lemma 2.3 that λi = λi−2 + zi and z
p
i =
∑
zpr,j =
∑
zr,jλ
p−1
r−1 = ziλ
p−1
i−1 in Rr
and hence in CH(Xr)/p.
By Lemma 2.3, if 1 ≤ r ≤ p then multiplication by ∏ ζi ∈ CHr(p−1)(Xr) is an
isomorphism CH0(X0)/p
∼−→ CH0(Xr)/p. If X0 = Spec(k) then CH0(Xr)/p ∼= Fp,
and is generated by
∏
ζi.
lem:deg(yz) Lemma 2.5. If y ∈ CH0(X0), the degree of y · ζ1 · · · ζr is (−1)r(p−1)deg(y).
Proof. The degree on Xr is the composition of the (fi)∗. The projection formula
implies that (fr)∗(ζr) = (−1)p−1, and
(fr)∗(y · ζ1 · · · ζr) = (y · ζ1 · · · ζr−1) · (fr)∗(ζr) = (−1)p−1y · ζ1 · · · ζr−1.
Hence the result follows by induction on r. 
part6/n=2 Proposition 2.6. For every 0-cycle y on X0 and 1 ≤ r ≤ p, λr = c1(Kr) satisfies
y λ
r(p−1)
r ≡ y ζ1 · · · ζr in CH0(Xr)/p, and deg(yλr(p−1)r ) ≡ deg(y) (mod p).
For the k-tower 2.2 (with y = 1), we have deg(λp
2
−p
p ) ≡ 1 (mod p).
Proof. If r = 1 this follows from yλ−1 = yλ0 = 0 in CH(X0): λ1 = z1 + λ−1 and
y · ζ1 ≡ y λp−11 . For r ≥ 2, we have λr = zr+λr−2 and zpr = zrλp−1r−1 by 2.4. Because
p− r ≥ 0, we have
λr(p−1)r =(zr + λr−2)
p(r−1)+(p−r) ≡ (zpr + λpr−2)r−1 · (zr + λr−2)p−r mod p
=(zrλ
p−1
r−1 + λ
p
r−2)
r−1(zr + λr−2)
p−r ≡ ζr λ(r−1)(p−1)r−1 + T mod p,
where T ∈ CH(Xr−1)[zr] is a homogeneous polynomial of total degree <p−1 in zr.
By 2.3, the coefficients of yT are elements of CH(Xr−1) of degree > dim(Xr−1),
so yT must be zero. Then by the inductive hypothesis,
y λ
r(p−1)
r−1 ≡ y ζrλ(r−1)(p−1)r−1 ≡ y ζr · (ζ1 · · · ζr−1)
in CH∗(Xr)/p, as claimed. Now the degree assertion follows from Lemma 2.5. 
The p-forms. We now turn to the p-forms in the Chain Lemma 0.1, using the k-
tower 2.2. We will inductively equip the line bundles Lr and Kr of 2.2 with p-forms
Ψr and ϕr; the γ1 and γ
′
1 of the Chain Lemma 0.1 will be ϕp and ϕp−1.
When r = 0, we equip the trivial line bundles K−1,K0 on X0 = Spec(k) with
the p-forms ϕ−1(t) = a1t
p and ϕ0(t) = a2t
p. The p-form ϕr−1 on Kr−1 induces a
p-form ψ(t, u) = tp − ϕr−1(u) on O⊕Kr−1 and a p-form ǫ on the tautological line
bundle L, as in Example 1.3. As observed in Example 1.3, at the point q = (1 : x)
of P(O ⊕Kr−1) we have ǫ(y) = ψ(1, x) = 1− ϕr−1(x).
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def:gamma2 Definition 2.7. The p-form Ψr on Lr is the product form
∏
ψ:
Ψr(y1 ⊠ · · ·⊠ yp−1) =
∏
ψ(yi).
The p-form ϕr on Kr = (fr−1 ◦ fr)∗(Kr−2)⊗ Lr is defined to be
ϕr = (fr−1 ◦ fr)∗(ϕr−2)⊗Ψr.
splitting/n=2 Proposition 2.8. Let x = (x1, . . . , xp−1) ∈ Xr be a point with residue field E =
k(x). For −1 ≤ i ≤ r, choose generators ui and vi for the one-dimensional E
vector spaces Ki|x and Li|x respectively, in such a way that ui = ui−2 ⊗ vi.
(1) If ϕi|x = 0 for some 1 ≤ i ≤ r then {a1, a2}E = 0 ∈ K2(E)/p.
(2) If ϕi|x 6= 0 for all i, 1 ≤ i ≤ r, then
{a1, a2}E = (−1)r{ϕr−1(ur−1), ϕr(ur)} ∈ K2(E)/p.
Proof. By induction on r. Both parts are obvious if r = 0. To prove the first
part, we may assume that ϕi|x 6= 0 for 1 ≤ i ≤ r − 1, but ϕr|x = 0. We have
ur = ur−2 ⊗ vr and by the definition of ϕr, we conclude that
0 = ϕr(ur) = ϕr−2(ur−2)Ψr(vr),
whence Ψr(vr) = 0. Now the element vr 6= 0 is a tensor product of sections wj and
Ψr(vr) =
∏
ψ(wj) so ψ(wj) = 0 for a nonzero section wj of L|xj . By Lemma 1.5,
ϕr−1(ur−1) is a pth power in E. Consequently, {ϕr−2(ur−2), ϕr−1(ur−1)}E = 0 in
K2(E)/p. This symbol equals ±{a1, a2}E in K2(E)/p, by (2) and induction. This
finishes the proof of the first assertion.
For the second claim, we can assume by induction that
{a1, a2}E = ±{ϕr−2(ur−2), ϕr−1(ur−1)}E .
Now ϕr(ur) = ϕr−2(ur−2)Ψr(vr). But {ϕr−1(ur−1), Nϕr−1(vr−1)} = 0 by Lemma
2.9 below. We conclude that
{ϕr−2(ur−2), ϕr−1(ur−1)}E ≡ −{ϕr−1(ur−1), ϕr(ur)}E mod p;
this concludes the proof of the second assertion. 
K2Tate Lemma 2.9. For any field k any a ∈ k× and any b in Ka = k[ p√a], the symbol
{a,NKa/k(b)} is trivial in K2(k)/p.
Proof. Because {a, b} = p{ p√a, b} vanishes in K2(Ka])/p, we have {a,N(b)} =
N{a, b} = pN({ p√a, b}) = 0. 
Proof of the Chain Lemma 0.1 for n = 2. We verify the conditions for the
variety S = Xp in the k-tower 2.2; the line bundles J = J1 = Kp, J
′
1 = f
∗
p (Kp−1);
the p-forms γ1 and γ
′
1 in 0.1 are the forms ϕp and ϕp−1 of 2.7. Part (1) of Theorem
0.1 is immediate from the construction of S = Xp; parts (2) and (4) were proven in
Proposition 2.8; parts (3) and (5) follow from (2) and (4); and part (6) is Proposition
2.6 with y = 1. 
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Norm Principle for n = 2
The Norm Principle for n = 2 was implicit in the Merkurjev-Suslin paper [3,
4.3]. We reproduce their short proof, which uses the the Severi-Brauer variety X
of the cyclic division algebra D = Aζ(a, b) attached to a nontrivial symbol {a, b} in
K2(k)/p and a pth root of unity ζ; X is a Norm variety for the symbol {a, b}.
MSnorm Theorem 2.10 (Norm Principle for n = 2). If x ∈ X and [k(x) : k] = pm for
m > 1 then for all λ ∈ k(x) there exists x′ ∈ X and λ′ ∈ k(x′) so that [k(x′) : k] ≤ p
and [x, λ] = [x′, λ′] in A0(X,K1).
Proof. By Merkurjev-Suslin [3, 8.7.2], N : A0(X,K1) → k× is an injection with
image Nrd(D) ⊆ k×. Therefore the unit N([x, λ]) of k can be written as the
reduced norm of an element λ′ ∈ D. The subfield E = k(λ′) of D has degree ≤ p,
and corresponds to a point x′ ∈ X . Since N([x′, λ′]) = Nrd(λ′) = N([x, λ]), we
have [x, λ] = [x′, λ′] in A0(X,K1). 
3. The Symbol Chain
sec:SymbolChain
Here is the pattern of the chain lemma in all weights.
We start with a sequence a1, a2, . . . of units of k, and the function Φ0(t) = t
p.
For r ≥ 1, we inductively define functions Φr in pr variables and Ψr in pr − pr−1
variables, taking values in k, and prove (in 3.4) that {a1, ..., ar,Φr(x)} ≡ 0 (mod p).
Note that Φr and Ψr depend only upon the units a1, ..., ar. We write xi for a
sequence of pr variables xij (where j = (j1, . . . , jr) and 0 ≤ jt < p), and we
inductively define
Ψr+1(x1, ...,xp−1) =
∏p−1
i=1
[
1− ar+1Φr(xi)
]
,eq:Psi (3.1)
Φr+1(x0, ...,xp−1) =Φr(x0)Ψr+1(x1, ...,xp−1).eq:Phi (3.2)
We say that two rational functions are birationally equivalent if they can be
transformed into one another by an automorphism (over the base field k) of the
field of rational functions.
ex:r=1 Example 3.3. Ψ1(x1, ..., xp−1) =
∏
(1−a1xpi ) and Φ1(x0, ..., xp−1) is xp0
∏
(1−a1xpi ),
the norm of the element x0
∏
(1 − xiα1) in the Kummer extension k(x)(α1), α1 =
p
√
a1. Thus Φ1 is birationally equivalent to symmetrizing in the xi, followed by the
norm from k[ p
√
a1] to k. More generally, Ψr(x1, ...,xp−1) is the norm of an element
in k(x1, ...,xp−1)( p
√
ar).
ex:Weilrestrict Example 3.3.1. It is useful to interpret the map Φ1 geometrically. Let Rk(α)/kA
1
denote the variety, isomorphic to Ap, which is the Weil restriction ([16]) of the affine
line over k(α), so that there is a morphism N : Rk(α)/kA
1 → A1 corresponding to
the norm map. The function kp → k(α) defined by
(x0, s1, . . . , sp−1) 7→ x0(1 − s1α+ s2α2 − · · · ± sp−1αp−1)
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induces a birational map Ap
m−→ Rk(α)/kA1. Finally, let q : Ap−1 → Ap−1/Σp−1 ∼=
Ap−1 be the symmetrizing map sending (x1, . . . ) to the elementary symmetric func-
tions (s1, . . . ). Then the following diagram commutes:
Ap = A1 × Ap−1 1×q //
Φ1
++XXX
XX
XX
XX
XX
XX
XX
XX
XX
XX
XX
XX
XX
A1 × Ap−1
birat.
m
// Rk(α)/kA
1 = Ap
N

A1.
rem:p=2 Remark 3.3.2. If p = 2, Φ1(x0, x1) = x
2
0(1 − a1x21) is birationally equivalent to the
norm form u2 − a1v2 for k(√a1)/k, and Φ2 = Φ1(x0)[1 − a2Φ1(x1)] is birationally
equivalent to the norm form 〈〈a1, a2〉〉 = (u2 − a1v2)[1 − a2(w2 − a1t2)] for the
quaternionic algebra A−1(a1, a2).
More generally, Φn is birationally equivalent to the Pfister form
〈〈a1, ..., ar〉〉 = 〈〈a1, ..., ar−1〉〉 ⊥ an〈〈a1, ..., ar−1〉〉
and Ψr is equivalent to the restriction of the Pfister form to the subspace defined
by the equations x0 = (1, . . . , 1).
rem:p=3 Remark 3.3.3 (Rost). Suppose that p = 3. Then Φ2 is birationally equivalent to
(symmetrizing, followed by) the reduced norm of the algebra Aζ(a1, a2) and Φ3 is
equivalent to the norm form of the exceptional Jordan algebra J(a1, a2, a3). When
r = 4, Rost showed that the set of nonzero values of Φ4 is a subgroup of k
×.
For the next lemma, it is useful to introduce the function field Fr in the p
r
variables xj1,...,jr , 0 ≤ jt < p. Note that Fr is isomorphic to the tensor product of
p copies of Fr−1.
lem:basicfact Lemma 3.4. {a1, ..., ar,Φr(x)} = {a1, ..., ar,Ψr(x)} = 0 ∈ KMr+1(Fr)/p.
If b ∈ k is a nonzero value of Φr, then {a1, ..., ar, b} = 0 ∈ KMr+1(k)/p.
Proof. By Lemma 2.9, {ar,Ψr(x)} = 0 because Ψr(x) is a norm of an element of
k(x)(αr) by 3.3. If r = 1 then {a1,Φ1(x)} = {a1, xp0} ≡ 0 as well. The result for
Fr follows by induction:
{a1, ..., ar+1,Φr+1(x)} = {a1, ..., ar+1,Φr(x0)}{a1, ..., ar+1,Ψr+1(x)} = 0.
The result for b follows from the first assertion, and specialization from Fr to k. 
exist:NV Remark 3.5. For any value b ∈ k× of Φn, any desingularization X of the projective
closure of the affine hypersurface Xb = {x : Φn(x) = b} will be a Norm variety for
the symbol {a1, ..., an, b} in KMn+1(k)/p.
Indeed, since dim(Xb) = p
n − 1, we see from Lemma 3.4 that every affine point
of Xb splits the symbol. In particular, the generic point of Xb is a splitting field
for this symbol. By specialization, every point of Xb and X splits the symbol.
The symmetric group Σp−1 acts on {x1, . . . ,xp−1} and fixes Φn, so it acts on
Xb. It is easy to see that Xb/Σp−1 is birationally isomorphic to the Norm variety
constructed in [10, §2] using the hypersurface W defined by N = b in the vector
bundle of loc. cit. By [10, 1.19], X is also a Norm variety.
C-move Definition 3.6. A move of type Cn on a sequence a1, ..., an in k
× is a transforma-
tion of the kind:
Type Cn : (a1, ..., an) 7→ (a1, ..., an−2, anΨn−1(x), a−1n−1).
10 NORM VARIETIES AND THE CHAIN LEMMA (AFTER MARKUS ROST)
Here Ψn−1 is a function of p
n−1−pn−2 new variables xi = {x1,1, ...,x1,p−1}.
By Lemma 3.4, {a1, ..., an} = {a1, ..., an−2, anΨn−1(x), a−1n−1}, so the move does
not change the symbol in KMn (k). If we do this move p times, always with a new set
of variables xi, we obtain a move (a1, ..., an) 7→ (a1, ..., an−2, γn−1, γ′n−1) in which
γn−1, γ
′
n−1 are functions of p
n − pn−1 variables xi,j , 1 ≤ i < p, 1 ≤ j ≤ p.
Since these moves do not change the symbol, we have
eq:moves (3.7) {a1, ..., an} = {a1, ..., an−2, γn−1, γ′n−1}
in KMn (k). The functions γn−1 and γ
′
n−1 in (3.7) are the ones appearing in the
Chain Lemma 0.1.
Formally, if k(x1) is the function field of the move of type Cn, then the function
field F ′n of the move (3.7) is the tensor product k(x1)⊗ · · · ⊗ k(xp). We will define
a variety Sn−1 with function field F
′
n.
Using pn−1 − pn−2 more variables x′i,j (1 ≤ i < p, 1 ≤ j ≤ p) we do p moves of
type Cn−1 on (a1, ..., an−2, γn−1) to get the sequence (a1, ..., an−3, γn−2, γ
′
n−2, γ
′
n−1).
The function field of this move is F ′n−1⊗F ′n, and we will define a variety Sn−2 with
this function field, together with a morphism Sn−2 → Sn−1.
Next, apply p moves of type Cn−2, then p moves of type Cn−3, and so on,
ending with p moves of type C2. We have the sequence (γ1, γ
′
1, γ
′
2, ..., γ
′
n−1) in
pn − p variables x1, ...,xp−1. Moreover, we see from Lemma 3.4 that
eq:pmoves (3.8) {a1, . . . , an} = {γ1, γ′1, γ′2, ..., γ′n−1} in KMn (k).
The net effect will be to construct a tower
eq:Rtower (3.9) S = S1
fr−→ S2 −→ · · · → Sn−2 −→ Sn−1 −→ Sn = Spec(k).
Let S be any variety containing U = Ap
n
−p as an affine open, so that k(S) =
k(x1, ...,xp−1), each xi is p
n−1 variables xi,j and all line bundles on U are trivial.
Then parts (1) and (2) of the Chain Lemma 0.1 are immediate from (3.7) and (3.8).
Now the only thing to do is to construct S = S1, extend the line bundles (and
forms) from U to S, and prove parts (4) and (6) of 0.1.
4. Model Pn−1 for moves of type Cn
sec:model
In this section, we construct a tower of varieties Pr and Qr over S
′, with p-forms
on lines bundles over them, which will produce a model of the forms Ψr and Φr in
(3.1) and (3.2). This tower, depicted in (4.0), is defined in 4.2 below.
eq:PQtower (4.0) Pn−1 → · · · → Pr −→ Qr−1 → Pr−1 −→ · · · → Q1 → P1 −→ Q0 = S′
The passage from S′ to the variety Pn−1 is a model for the moves of type Cn
defined in 3.6.
def:Q-bundle Definition 4.1. Let X be a variety over some fixed base S′. Given line bundles
K, L on X , we can form the vector bundle V = O ⊕ L, the P1-bundle P(V ) over
X , and L. Taking products over S′, set
P =
∏p−1
1
P(O ⊕ L); Q = X ×S′ P
On P and Q, we have the exterior products of the tautological line bundles:
L(1, . . . , 1) = L⊠ L⊠ · · ·⊠ L on P, K ⊠ L(1, . . . , 1) on Q.
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Given p-forms ϕ and φ on K and L, respectively, the line bundle L has the p-form
ǫ, as in Example 1.3, and the line bundles L(1, . . . , 1) and K ⊠ L(1, . . . , 1) are
equipped with the product p-forms Ψ =
∏
ǫ and Φ = ϕ⊗Ψ.
Remark 4.1.1. Let x = (x1, . . . , xp−1) denote the generic point of X
p−1. The
function fields of P and Q are k(P ) = k(x)(y1, . . . , yp−1) and k(Q) = k(x0)⊗ k(P ).
We may represent their generic points in coordinate form as a (p−1)-tuple {(1 : yi)},
where the yi generate L over xi. Then y = {(1, yi)} is a generator of L(1, . . . , 1) at
the generic point, and Ψ(y) =
∏
(1 − φ(yi)), Φ(y) = ϕ(x0)Ψ(y).
ex:Q-bundle Example 4.1.2. An important special case arises when we begin with two line bun-
dles H on S′, K on X , with p-forms α and ϕ. In this case, we set L = H ⊗K and
equip it with the product form φ(u ⊗ v) = α(u)ϕ(v). At the generic point q of Q
we can pick a generator u ∈ H |q and set yi = u⊗ vi; the forms resemble the forms
of (3.1) and (3.2):
Ψ(y) =
∏(
1− α(u)ϕ(vi)
)
, Φ(y) = ϕ(v0)Ψ(y).
Remark 4.1.3. Suppose a groupG acts on S′, X ,K and L, andK0, L0 are nontrivial
1-dimensional representations so that at every fixed point x of X (a) k(x) = k, (b)
Lx ∼= L0. Then G acts on P (resp., Q) with 2p−1 fixed points y over each fixed
point of Xp−1 (resp., of Xp), each with k(y) = k, and each fiber of L = L(1, . . . , 1)
(resp., K ⊠ L) is the representation Lj0 (resp., K0 ⊗ Lj0) for some j (0 ≤ j < p).
Indeed, G acts nontrivially on each term P1 of the fiber
∏
P1, so that the fixed
points in the fiber are the points (y1, ..., yp−1) with each yi either (0 : 1) or (1 : 0).
We now define the tower (4.0) of Pr and Qr over a fixed base S
′, by induction on
r. We start with line bundles H1, . . . , Hr, and K0 = OS′ on S′, and set Q0 = S′.
PQtower Definition 4.2. Given a variety Qr−1 and a line bundle Kr−1 on Qr−1, we form
the varieties Pr = P and Qr = Q using the construction in Definition 4.1, with
X = Qr−1, K = Kr−1 and L = Hr ⊗ Kr−1 as in 4.1.2. To emphasize that Pr
only depends upon S′ and H1, . . . , Hr, we will sometimes write Pr(S
′;H1, . . . , Hr).
As in 4.1, Pr has the line bundle L(1, . . . , 1), and Qr has the line bundle Kr =
Kr−1 ⊠ L(1, . . . , 1).
Suppose that we are given p-forms αi 6= 0 on Hi, and we set Φ0(t) = tp on
K0. Inductively, the line bundle Kr−1 on Qr−1 is equipped with a p-form Φr−1.
As described in 4.1 and 4.1.2, the line bundle L(1, . . . , 1) on Pr obtains a p-form
Ψr from the p-form αr ⊗ Φr−1 on L = Hr ⊗ Kr−1, and Kr obtains a p-form
Φr = Φr−1 ⊗Ψr.
Example 4.2.1. Q1 = P1 is
∏p−1
1 P
1(O⊕H1) over S′, equipped with the line bundle
K1 = L(1, . . . , 1). If H1 is a trivial bundle with p-form α1(t) = a1t
p then Φ1 is the
p-form Φ1 of Example 3.3.
P2 is
∏p−1
1 P
1(O ⊕H2 ⊗K1) over Qp−11 , and K2 = K1 ⊠ L(1, . . . , 1).
dim/n=2 Lemma 4.3. If r > 0 then dim(Pr/S
′) = (pr − pr−1) and dim(Qr/S′) = pr − 1.
Proof. Set dr = dim(Qr/S
′). This follows easily by induction from the formulas
dim(Pr+1/S
′) = (p− 1)(dr + 1), dim(Qr+1/S′) = p(dr + 1)− 1. 
Choosing generators ui forHi at the generic point of S
′, we get units ai = αi(ui).
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lem:agreegeneric Lemma 4.4. At the generic points of Pr and Qr, the p-forms Ψn and Φn of 4.2
agree with the forms defined in (3.1) and (3.2).
Proof. This follows by induction on r, using the analysis of 4.1.2. Given a point
q = (q1, . . . , qp) of Q
p−1
r−1 and a point {(1 : yi)} on Pr over it, y = {(1, yi)} is
a nonzero point on L(1, . . . , 1) and yi = 1 ⊗ vi for a section vi of Kr−1. Since
ǫ(1, yi) = 1 − arΦr−1(vi) and Ψr(y) =
∏
ǫ(1, yi), the forms Ψr agree. Similarly, if
v0 is the generator of Kr−1 over the generic point q0 then y
′ = v0⊗ y is a generator
of Kr and
Φr(y
′) = Φr−1(v0)Ψr(y),
which is also in agreement with the formula in (3.2). 
Recall that K0 is the trivial line bundle, and that Φ0 is the standard p-form
Φ0(v) = v
p onK0. Every point of Pr=
∏
P(O⊕L) has the form w = (w1, . . . , wp−1),
and the projection Pr →
∏
Qr−1 sends w ∈ Pr to a point x = (x1, . . . , xp−1).
part4 Proposition 4.5. Let s ∈ S′ be a point such that a1|s, . . . , ar|s 6= 0.
1. If Ψr|w = 0 for some w ∈ Pr, then {a1, . . . , ar} vanishes in KMr (k(w))/p.
2. If Φr|q = 0 for some q = (x0, w) ∈ Qr, {a1, . . . , ar} vanishes in KMr (k(q))/p.
Proof. Since Φr = Φr−1⊗Ψr, the assumption that Ψr|w = 0 implies that Φr|q = 0
for any x0 ∈ Qr−1 over s. Conversely, if Φr|q = 0 then either Ψr|w = 0 or
Φr−1|x0 = 0. Since Φ0 6= 0, we may proceed by induction on r and assume that
Φr−1|xj 6= 0 for each j, so that Φr|q = 0 is equivalent to Ψr|w = 0.
By construction, the p-form on L = Hr ⊗Kr−1 is φ(ur ⊗ v) = arΦr−1(v), where
ur generates the vector space Hr|s and v is a section of Kr−1. Since Ψr|w is the
product of the forms ǫ|wj , some ǫ|wj = 0. Lemma 1.5 implies that arΦr−1(v) is a
pth power in k(xj), and hence in k(w), for any generator v of Kr−1|xj . By Lemma
3.4, {a1, . . . , ar−1,Φr−1} = 0 and hence
{a1, . . . , ar} = {a1, . . . , ar−1, arΦr−1} = 0
in KMr (k(w))/p, as claimed. 
We conclude this section with some identities in CH(Pn)/pCH(Pn), given in 4.8.
To simplify the statements and proofs below, we write ch(X) for CH(X)/pCH(X),
and adopt the following notation.
Definition 4.6. Set η = c1(Hn) ∈ ch1(S′), and γ = c1(L(1, . . . , 1)) ∈ ch1(Pn).
Writing P for the bundle P(O⊕Hn⊗Kn−1) over Qn−1, let c ∈ ch(P) denote c1(L)
and let κ ∈ ch(Qn−1) denote c1(Kn−1). We write cj , κj ∈ ch(Pn) for the images of
c and κ under the jth coordinate pullbacks ch(Qn−1)→ ch(P)→ ch(Pn).
Lemma12 Lemma 4.7. Suppose that H1, . . . , Hn−1 are trivial. Then
(a) γp
n
= γp
n−1
ηd in ch(Pn), where d = p
n − pn−1;
(b) If in addition Hn is trivial, then γ
d = −∏ cjκej , where e = pn−1 − 1.
(c) If S′ = Spec k then the zero-cycles κe ∈ ch0(Qn−1) and γd ∈ ch0(Pn) have
deg(κe) ≡ (−1)n−1 and deg(γd) ≡ −1 modulo p.
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Proof. First note that because Kn−1 is defined over the e-dimensional variety
Qn−1(Spec k;H1, ..., Hn−1), the element κ = c1(Kn−1) satisfies κ
pn−1 = 0. Thus
(η + κ)p
n−1
= ηp
n−1
and hence (η + κ)d = ηd. Now the element c = c1(L) satisfies
the relation c2 = c(η + κ) in ch(P) and hence
cp
n
= cp
n−1
(η + κ)d = cp
n−1
ηd
in chp
n
(P). Now recall that Pn =
∏
P. Then γ =
∑
cj and
γp
n
=
∑
cp
n
j =
∑
cp
n−1
j η
d = γp
n−1
ηd.
When Hn is trivial we have η = 0 and hence c
2 = c κ. Setting bj = c
pn−1
j = cjκ
e
j ,
we have γd = γp
n−1(p−1) = (
∑
bj)
p−1. To evaluate this, we use the algebra trick
that since b2j = 0 for all j and p = 0 we have (
∑
bj)
p−1 = (p− 1)!∏ bj = −∏ bj.
For (c), note that if S′ = Spec k then η = 0 and γd is a zero-cycle on Pn. By the
projection formula for π : Pn →
∏
Qn−1, part (b) yields π∗γ
d = (−1)p∏κej . Since
each Qn−1 is an iterated projective space bundle, CH(
∏
Qn−1) = ⊗p−11 CH(Qn−1,
and the degree of
∏
κej is the product of the degrees of the κ
e
j . By induction on n,
these degrees are all the same, and nonzero, so deg(
∏
κej) ≡ 1 (mod p).
It remains to establish the inductive formula for deg(κe). Since it is clear for n =
0, and the Qi are projective space bundles, it suffices to compute that c1(Kn)
pn−1 =
κeγd in ch(Qn) = ch(Qn−1)⊗ ch(Pn). Since κe+1 = 0 and c1(Kn) = κ+ γ we have
c1(Kn)
pn−1 = κe+1 + γp
n−1
= γp
n−1
,
and hence c1(Kn)
d = γd. Since γd+1 = 0, this yields the desired calculation:
c1(Kn)
pn−1 = c1(Kn)
ec1(Kn)
d = (κ+ γ)eγd = κeγd. 
cor:RtoCH Corollary 4.8. There is a ring homomorphism Fp[λ, z]/(z
p − λp−1z) → ch(Pn),
sending λ to ηp
n−1
and z to γp
n−1
.
5. Model for p moves
sec:ModelforMoves
In this section we construct maps Sn−1 → Sn which model the p moves of type
Cn defined in 3.6. Each such move introduces p
n−1 − pn−2 new variables, and will
be modelled by a map Yr → Yr−1 of relative dimension pn−1−pn−2, using the Pn−1
construction in 4.2. The result (Definition 5.1) will be a tower of the form:
Jn−1 = Lp Lp−1 L2 L1 L0 = Jn
Sn−1 = Yp
fp−→ Yp−1 −→ · · · → Y2 f2−→ Y1 f1−→ Y0 = Sn.
Fix n ≥ 2, a variety Sn, and line bundles H1, . . . , Hn−2, Hn and Jn on Sn. The
first step in the tower is to form Y0 = Sn and Y1 = Pn−1(Sn;H1, . . . , Hn−2, Jn),
with line bundles L0 = Jn and L1 = Hn ⊗ L(1, . . . , 1) as in 4.2. In forming the
other Yr, the base in the Pn−1 construction 4.2 will become Yr−1 and only the final
line bundle will change (from Jn to Lr−1). Here is the formal definition.
Ytower Definition 5.1. For r > 1, we define morphisms fr : Yr → Yr−1 and line bundles
L⊠r and Lr on Yr as follows. Inductively, we are given a morphism fr−1 : Yr−1 →
Yr−2 and line bundles Lr−1 on Yr−1, Lr−2 on Yr−2. Set L
⊠
r = L(1, . . . , 1),
Yr = Pn−1(Yr−1;H1, . . . , Hn−2, Lr−1)
fr−→ Yr−1, Lr = f∗r f∗r−1(Lr−2)⊗ L⊠r .
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Finally, we write Sn−1 for Yp and set Jn−1 = Lp, J
′
n−1 = f
∗
p (Lp−1). By Lemma
4.3, dim(Yr/Yr−1) = p
n−1 − pn−2 and hence dim(Sn−1/Sn) = pn − pn−1.
For example, when n = 2 and and H1 is trivial, this tower is exactly the tower
of 2.1: we have Yr = P1(Yr−1;Lr−1) =
∏
P1(O ⊕ Lr−1).
Remark 5.1.1. The line bundles Jn−1 and J
′
n−1 will be the line bundles of the Chain
Lemma 0.1. The rest of tower (3.9) will be obtained in Definition 5.8 by repeating
this construction and setting S = S1.
The rest of this section, culminating in Theorem 5.9, is devoted to proving part
(6) of the Chain Lemma, that the degree of the zero-cycle c1(J1)
dimS is relatively
prime to p. In preparation, we need to compare the degrees of the zero-cycles
c1(Jn−1)
dimSn−1 on Sn−1 and c1(Jn)
dimSn on Sn. In order to do so, we introduce
the following algebra.
def:Ar Definition 5.2. We define the graded Fp-algebra Ar and A¯r by A¯r = Ar/λ−1A
and:
Ar = Fp[λ−1, λ0, . . . , λr, z1, . . . , zr]/({zpi − λp−1i−1 zi, λi − λi−2 − zi | i = 1, . . . r}).
RtoCHY Remark 5.2.1. By Corollary 4.8, there is a homomorphism Ap
ρ→ ch(Yp), sending
λr to c1(Lr)
pn−2 and zr to c1(L
⊠
r )
pn−2. When Hn−1 is trivial, ρ factors through A¯p.
lem:19 Lemma 5.3. In A¯r, every element u of degree 1 satisfies u
p2 = upλp
2
−p
0 .
Proof. We will show that A¯r embeds into a product of graded rings of the form
Λk = Fp[λ0][v1, . . . , vk]/(v
p
1 , . . . , v
p
k). In each entry, u = aλ0 + v with v
p = 0 and
a ∈ Fp, so up = aλp0 and up
2
= aλp
2
0 , whence the result.
Since A¯r+1 = A¯r[z]/(z
p − λp−1r z) is flat over A¯r, it embeds by induction into a
product of graded rings of the form Λ′ = Λk[z]/(z
p − up−1z), u ∈ Λk. If u 6= 0,
there is an embedding of Λ′ into
∏p−1
i=0 Λk whose ith component sends z to iu. If
u = 0, then Λ′ ∼= Λk+1. 
rem:indep Remark 5.3.1. It follows that if m > 0 and (p2 − p) | m then ukp+m = λm0 ukp.
prop:cor22 Proposition 5.4. In A¯r, λ
pN−p
p = λ
pN−p2
0 (
∏
zp−1i +Tλ0), where deg(T )=p
2−p−1.
Proof. By Definition 5.2, A¯p is free over Fp[λ0], with the elements
∏
zmii (0 ≤
mi < p) forming a basis. Thus any term of degree p
N − p is a linear combination
of F = λp
N
−p2
0
∏
zp−1i and terms of the form λ
m0
0
∏
zmii where
∑
mi = p
N − p2
and m0 > p
N − p2. It suffices to determine the coefficient of F in λpN−pp . Since
λp
N
−p
p = λ
pN−p2
0 λ
p2−p
p by Remark 5.3.1, it suffices to consider N = 2, when F =∏
zp−1i .
As in the proof of Proposition 2.6, if p ≥ r ≥ 2 we compute in the ring A¯r that
λr(p−1)r =(zr + λr−2)
p(r−1)+(p−r) = (zpr + λ
p
r−2)
r−1 · (zr + λr−2)p−r
=(zrλ
p−1
r−1 + λ
p
r−2)
r−1(zr + λr−2)
p−r = zp−1r λ
(r−1)(p−1)
r−1 + T,
where T ∈ A¯r−1[zr] is a homogeneous polynomial of total degree <p−1 in zr. By
induction on r, the coefficient of (z1 · · · zr)p−1 in λr(p−1)r is 1 for all r. 
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thm16base Lemma 5.5. If Sn = Spec(k) and c = c1(Jn−1) ∈ CH1(Sn−1), then
deg(cdimSn−1) ≡ 1 (mod p).
Proof. Set d = dim(Sn−1) = p
n − pn−1; under the map Ap ρ→ ch(Sn−1) of 5.2.1,
the degree p2 − p part of Ap maps to CHd(Sn−1). In particular, the zero-cycle
cd = ρ(λp)
p2−p equals the product of the ρ(zi)
p−1 = c1(L
⊠
i )
d/p by Proposition
5.4 (the Tλ∗0 term maps to zero for dimensional reasons). Because Sn−1 = Yp is a
product of iterated projective space bundles, CH0(Yp) is the tensor product of their
CH0 groups, and the degree of c
d is the product of the degrees of the c1(L
⊠
i )
d/p,
each of which is −1 by Lemma 4.7. It follows that deg(cd) ≡ 1 (mod p). 
Theorem16 Theorem 5.6. If Sn has dimension p
M−pn and H1, . . . , Hn−1 are trivial then the
zero-cycles c1(Jn−1)
dimSn−1 ∈ CH0(Sn−1) and c1(Jn)dimSn ∈ CH0(Sn) have the
same degree modulo p:
deg(c1(Jn−1)
dimSn−1) = deg(c1(Jn)
dimSn) (mod p).
Proof. By 5.2.1, there is a homomorphism Ap
ρ→ ch(Sn−1), sending λr to c1(Lr)pn−2
and zr to c1(L
⊠
r )
pn−2. Because Hn−1 is trivial, ρ factors through A¯p.
Set N = M − n + 2 and y = λpN−p20 , so ρ(y) = c1(Jn)dimSn ∈ ch0(Sn). From
Proposition 5.4 we have λp
N
−p
p ≡ y
∏
zp−1i modulo ker(ρ). From Lemma 2.5, the
degree of this element equals the degree of y modulo p. 
The p-forms. We now define the p-forms on the line bundles Jn−1 and J
′
n−1.
using the tower (5.1). Suppose that the line bundles L−1 = Hn and L0 = Jn on
Sn are equipped with the p-forms β−1 and β0. We endow the line bundle L1 in
Definition 5.1 with the p-form β1 = f
∗(β−1)⊗Ψn−1(β0); inductively, we endow the
line bundle Lr with the p-form
βr = f
∗(βr−2)⊗Ψn−1(βr−1).
Example. When n = 2 and H1 is trivial saw that the tower 5.1 is exactly the
tower of 2.1. In addition, the p-form βr = Ψ1(βr−1) agrees with the p-form ϕr =
f∗(ϕr−2)⊗Ψr of 2.7.
lem:agreePsi Lemma 5.7. If β0 = αn−1 and β−1 = αn, then (at the generic point of Y1) the
p-form βp agrees with the form αnΨn−1 in (3.6).
Proof. By Lemma 4.4, the form agrees with the form of (3.1). 
Rtower Definition 5.8. The tower (3.9) of varieties Si is obtained by downward induction,
starting with Sn = Spec(k) and Jn = Hn−1. Construction 5.1 yields Sn−1, Jn−1
and J ′n−1. Inductively, we repeat construction 5.1 for i, starting with the output
Si+1 and Ji+1 of the previous step, to produce Si, Ji and J
′
i .
By downward induction in the tower (3.9), each Ji and J
′
i carries a p-form, which
we call γi and γ
′
i, respectively. By 5.7, these forms agree with the forms γi and γ
′
i
of (3.7) and (3.8).
Since dim(Si/Si−1) = p
i+1 − pi we have dim(Si/Sn) = pn − pi. Thus if we
combine Lemma 5.5 and Theorem 5.6, we obtain the following result.
thm:part6 Theorem 5.9. For each i < n, deg(c1(Ji)
dimSi) ≡ −1 (mod p).
Theorem 5.9 establishes part (6) of the Chain Lemma 0.1, that deg(c1(J1)
dimS1).
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Proof of the Chain Lemma 0.1. We verify the conditions for the variety S = S1
in the tower (3.9); the line bundles Ji and J
′
i and their p-forms are obtained by
pulling back from the bundles and forms defined in 5.8. Part (1) of Theorem 0.1
is immediate from the construction of S; part (6) is Theorem 5.9, combined with
Lemma 5.5. Part (2) was just established, and part (4) was proven in Proposition
4.5; parts (3) and (5) follow from (2) and (4). This completes the proof of the
Chain Lemma. 
6. Nice G-actions
sec:trucking
We will extend the Chain Lemma to include an action by G = µnp on S, Ji, J
′
i
leaving γi and γ
′
i invariant, such that the action is admissible in the following sense.
def:Gnice Definition 6.1. (Rost, cf. [7, p.2]) Let G be a group acting on a k-variety X . We
say that the action is nice if FixG(X) is 0-dimensional, and consists of k-points.
When G also acts on a line bundle L over X , the action on the geometric bundle
L is nice exactly when G acts nontrivially on L|x for every fixed point x ∈ X , and
in this case FixG(L) is the zero-section over FixG(X).
Suppose that G acts nicely on each of several line bundles Li over X . We say
that G acts nicely on {L1, . . . , Lr} if for each fixed point x ∈ X the image of
the canonical representation G → ∏Aut(Li|x) = ∏ k(x)× is ∏Gi, with each Gi
nontrivial.
rem:Gproduct Remark 6.1.1. If Xi → S are equivariant maps and the Xi are nice, then G also
acts nicely on X1 ×S X2. However, even if G acts nicely on line bundles Li it may
not act nicely on L1 ⊠ L2, because the representation over (x1, x2) is the product
representation L1|x1 ⊗ L2|x2 .
ex:Gprojective Example 6.2. Suppose that G acts nicely on a line bundle L over X . Then the
induced G-action on P = P(O⊕L) and its canonical line bundle L is nice. Indeed,
if x ∈ X is a fixed point then the fixed points of P|x consist of the two k-points
{[O], [L]}, and if L|x is the representation ρ then G acts on L at these fixed points
as ρ and ρ−1, respectively.
By 6.1.1, G also acts nicely on the products P =
∏
P(O⊕L) and Q = X ×S′ P
of Definition 4.1, but it does not act nicely on L(1, . . . , 1).
ex:GKummer Example 6.3. The group G also acts nicely on the Kummer algebra bundle A =
A(L) of 1.4, and on its projective space P(A). Indeed, an elementary calculation
shows that FixGP(A) consists of the p sections [Li], 0 ≤ i < p over FixG(X). In
each fiber, the (vertical) tangent space at each fixed point is the representation
ρ⊕ · · · ⊕ ρp−1. If G = µp, this is the reduced regular representation.
Over any fixed point x ∈ X , L|x is trivial, and the symmetric group Σp acts on
the bundle A|x, permuting the fixed points. This induces isomorphisms between
the tangent spaces at these points.
ex:GB Example 6.3.1. The action of G on Y = P(O ⊕ A) is not nice. In this case, an
elementary calculation shows that FixG(Y ) consists of the points [L
i] of P(A),
0 < i < p, together with the projective line P(O ⊕ O) over every fixed point x of
X . For each x, the (vertical) tangent space at [Li] is 1⊕ ρ⊕ · · · ⊕ ρp−1; if G = µp,
this is the regular representation.
When G = µnp , the following lemma allows us to assume that the action on L|x
is induced by the standard representation µp ⊂ k×, via a projection G→ µp.
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lem:Glines Lemma 6.4. Any nontrivial 1-dimensional representation ρ of G = µnp factors as
the composition of a projection G→ µp with the standard representation of µp.
Proof. The representation ρ is a nonzero element of (Z/p)n = G∗ = Hom(µnp ,Gm),
and π is the Pontryagin dual of the induced map Z/p→ G∗ sending 1 to ρ. 
The construction of the Pr and Qr in 4.2 is natural in the given line bundles
H1, . . . , Hn over S
′, and so is the construction of the Yr, Sr and S in 5.1 and 5.8.
Since
∏n
i=1 Aut(Hi) acts on the Hi, this group (and any subgroup) will act on the
variety S of the Chain Lemma. We will show that it acts nicely on S.
Recall from Definition 4.2 that Pr and Qr are defined by the construction 4.1
using the line bundle Lr = Hr ⊗Kr−1 over Qr−1.
lem:nicePQ Lemma 6.5. If S′ = Spec(k), then G = µrp acts nicely on Lr, Pr and Qr.
This implies that any subgroup of
∏r
i=1Aut(Hi) containing µ
r
p also acts nicely.
Proof. We proceed by induction on r, the case r = 1 being 6.2, so we may assume
that µr−1p acts nicely on Qr−1. By 6.1.1, it suffices to show that G = µ
r
p acts nicely
on P(O ⊕ Lr), where Lr = Hr ⊗ Kr−1. Since the final component µp of G acts
trivially on Kr−1 and Qr−1 and nontrivially on Hr, G = µ
r−1
p × µp acts nicely on
Lr. By Example 6.2, G acts nicely on P(O ⊕ Lr). 
The proof of Lemma 6.5 goes through in slightly greater generality.
cor:nicePQ Corollary 6.6. Suppose that G = µnp acts nicely on S
′ and on the line bundles
{H1, . . . , Hr} over it. Then G acts nicely on Lr, Pr and Qr.
Proof. Without loss of generality, we may replace S′ by a fixed point s ∈ S′, in
which case G acts nicely on {H1, . . . , Hr} through the surjection µnp → µrp. Now
we are in the situation of Lemma 6.5. 
ex:niceY Example 6.6.1. Since µn−1p acts nicely on Y = Pn−1(S
′;H1, . . . , Hn−1) and on the
bundle Kn−1, while µp of G = µ
n
p acts solely on Hn, it follows that the group
µnp = µ
n−1
p × µp acts nicely on {H1, . . . , Hn−1, Hn ⊗ L(1, . . . , 1)} over Y .
We can now process the tower of varieties Yr defined in 5.1. For notational
convenience, we write Hn−1 for Jn. The case r = 0 of the following assertion uses
the convention that L0 = Hn−1 and L−1 = Hn.
Gtwisting Proposition 6.7. Suppose that G = G0 × µnp acts nicely on Sn and (via G →
µnp ) on {H1, . . . , Hn}. Then G acts nicely on each Yr, and on its line bundles
{H1, . . . , Hn−2, Lr, Lr−1}.
Proof. The question being local, we may replace S′ by a fixed point s ∈ S′, and
G by µnp . We proceed by induction on r, the case r = 1 being Example 6.6.1,
since L1 = Hn ⊗ L(1, . . . , 1). Inductively, suppose that G acts nicely on Yr and
on {H1, . . . , Hn−2, Lr, Lr−1}. Thus there is a factor of G isomorphic to µp which
acts nontrivially on Lr but acts trivially on {H1, . . . , Hn−2, Lr}. Hence this factor
acts trivially on Yr+1 = Pn−1(Yr;H1, . . . , Hn−2, Lr) and its line bundle L
⊠, and
nontrivially on Lr+1 = Lr−1 ⊗ L⊠. The assertion follows. 
GonSJ Corollary 6.8. G = µnp acts nicely on (S, J).
18 NORM VARIETIES AND THE CHAIN LEMMA (AFTER MARKUS ROST)
Proof. By Definition 5.1, Sn−1 = Yp, Jn−1 = Lp and J
′
n−1 = Lp−1. By 6.7 with
r = p, G acts nicely on Sn−1 and on {H1, . . . , Hn−2, Jn−1, J ′n−1}. By downward
induction, G = µn−ip × µip acts nicely on Si and {H1, . . . , Hi−1, Ji, J ′i} for all i ≤ n.
The case i = 1 is the conclusion, since (S, J) = (S1, J1). 
Remark 6.8.1. If G = µnp acts nicely on S
′, Rost [7, p.2] would say that a fixed point
s ∈ S′ is twisting for {H1, . . . , Hr} if the map G → µrp ⊂
∏
k(s)× =
∏
Aut(Hi|s)
is a surjection.
7. G-fixed point equivalences
Let A = A(J) be the Kummer algebra over the variety S of the Chain Lemma
0.1, as in 1.4. The group G = µnp acts nicely on S and J by 6.8, and on A and
P(A) by 6.3. In this section, we introduce two G-varieties Y¯ and Q, parametrized
by norm conditions, and show that they are G-fixed point equivalent to P(A) and
P(A)p, respectively. This will be used in the next section to show that Y¯ is G-fixed
point equivalent to the Weil restriction of QE for any Kummer extension E of k.
We begin by defining fixed point equivalence and the variety Q.
def:fpe Definition 7.1. Let G be an algebraic group. We say that two G-varieties X and
Y are G-fixed point equivalent if FixGX and FixGY are 0-dimensional, lie in the
smooth locus of X and Y , and there is a separable extension K of k and a bijection
FixG(XK) → FixG(YK) under which the families of tangent spaces at the fixed
points are isomorphic as G-representations over K.
def:Q Definition 7.2. Recall from 1.4 that the norm A N−→ OS is equivariant, and ho-
mogeneous of degree p. We define the G-variety Q over S × A1, and its fiber Qw
over w ∈ k, by the equation N(β) = w:
Q = {[β, t] ∈ P(A⊕O)× A1 : N(β) = tpw},
Qw = {[β, t] ∈ P(A⊕O) : N(β) = tpw}, for w ∈ k.
Since dim(S) = pn − p we have dim(Qw) = pn − 1. If w 6= 0, then it is proved
in [10, §2] that Qw is geometrically irreducible and that the open subscheme where
t 6= 0 is smooth.
If w 6= 0, Qw is disjoint from the section σ : S ∼= P(O) → P(A ⊕ O); over each
point of S, the point (0 : 1) is disjoint from Qw. Hence the projection P(A⊕O)−
σ(S) → P(A) from these points induces an equivariant morphism π : Qw → Y =
P(A), π(β, t) = β. This is a cover of degree p over its image, since π(β, t) = π(β, ζt)
for all ζ ∈ µp.
thm:Xb Theorem 7.3. If w 6= 0, G acts nicely on Qw and FixGQw ∩ (Qw)sing = ∅. More-
over, Qw and Y = P(A) are G-fixed point equivalent over the field ℓ = k( p
√
b).
Proof. Since the maps Qw
π−→ Y → S are equivariant, π maps FixGQw to FixGY ,
and both lie over the finite set FixGS of k-rational points. Since the tangent space
Ty is the product of TsS and the tangent space of the fiber Ys, and similarly for
Qw, it suffices to consider a G-fixed point s ∈ S.
By 6.7 and Lemma 6.4, G acts nontrivially on L = J |s via a projection G→ µp.
By Example 6.3, G acts nicely on P(A). Thus there is no harm in assuming that
G = µp and that L is the standard 1-dimensional representation.
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Let y ∈ Y be a G-fixed point lying over s. By 6.2, the tangent space of Y |s at y
is the reduced regular representation, and y is one of [1], [L], . . . [Lp−1].
We saw in Example 6.3.1 that a fixed point [ a0 : a1 : · · · : ap−1 : t ] of G in
P(A⊕O)|s is either one of the points ei = [ · · · 0 : ai : 0 · · · : 0 ], which do not lie on
Qw, or a point on the projective line {[ a0 : 0 : t ]}. By inspection, Qw ⊗k ℓ meets
the projective line in the ℓ-points [ ζ p
√
b : 0 : · · · : 0 : 1 ], ζ ∈ µp. Each of these
p points is smooth on Qw, and the tangent space (over s) is the reduced regular
representation of G. 
Remark 7.3.1. Since π([ ζ p
√
b : 0 : · · · : 0 : 1 ]) = [1] for all ζ, FixG(Qw) π−→ FixG(Y )
is not a scheme isomorphism over ℓ.
cor:NV Remark 7.4. For any w ∈ k× of N , any desingularization Q′ of Qw is a smooth, ge-
ometrically irreducible splitting variety for the symbol {a1, ..., an, w} in KMn+1(k)/p.
Assuming the Bloch-Kato conjecture for n, Suslin and Joukhovitski show it is a
norm variety in [10, §2]. Note that the variety Xw of 3.5 is birationally a cover of
Qw.
To construct Y¯ , we fix a Kummer extension E = k(ǫ) of k. Let B be the OS-
subbundle (A⊗1) ⊕ (OS⊗ǫ) of AE = A ⊗k E and let NB : B → OS ⊗k E be the
map induced by the norm on AE .
Definition 7.5. Let U be the variety P(A) × P(B)×(p−1) over S×p, and let L
be the line bundle L(A) ⊠ L(B)⊠(p−1) over U , given as the exterior product of
the tautological bundles. The product of the various norms defines an algebraic
morphism N : L→ OS⊗E.
lem:nosplitalgebras Lemma 7.6. Let u ∈ U be a point over (s0, s1, . . . , sp−1), and write Ai for the
k(si)-algebra A|si . Then the following hold.
(1) If {a} doesn’t split at any of the points s0, . . . , sp−1, then the norm map
N : Lu → k(u)⊗ E is non-zero.
(2) If {a}|s0 6= 0 in KMn (k(s0))/p, then A0 is a field.
(3) For i ≥ 1, if {a}|E(si) 6= 0 in KMn (E(si))/p then Ai ⊗ E is a field.
Proof. The first assertion follows from part (4) of the Chain Lemma 0.1, since by
1.4 the norm on L is induced from the p-form γ1 on J . Assertions (2–3) follow from
part (2) of the Chain Lemma, since {a} 6= 0 implies that γ is nontrivial. 
def:barT Definition 7.7. Let AE denote the Weil restriction ResE/kA
1, characterized by
AE(F ) = F ⊗k E ([16]). Let Y¯ denote the subvariety of P(L⊕O)×AE consisting
of all points ([α : t], w) such that N(α) = tpw in E. We write Y¯w for the fiber over
a point w ∈ AE . Note that dim(Y¯w) = pn+1 − p = p dim(Qw).
rem:pointsonT Notation 7.8. Let ([α : t], w) be a k-rational point on Y¯ , so that w ∈ AE(k) = E.
We may regard [α : t] ∈ P(L ⊕ O)(k) as being given by a point u ∈ U(k), lying
over a point (s0, . . . , sp−1) ∈ S(k)×p, and a nonzero pair (α, t) ∈ Lu × k (up to
scalars). From the definition of L, we see that (up to scalars) α determines a p-
tuple (b0, b1 + t1ǫ, . . . , bp−1 + tp−1ǫ), where bi ∈ A|si and ti ∈ k. When α 6= 0,
b0 6= 0 and for all i > 0, bi 6= 0 or ti 6= 0. Finally, writing Ai for A|si , the norm
condition says that in E:
NA0/k(b0)
∏p−1
i=1
NAi⊗E/E(bi + tiǫ) = t
pw.
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If k ⊆ F is a field extension, then an F -point of Y¯ is described as above, replacing
k by F and E by E ⊗k F everywhere.
rem:morepointsonT Remark 7.8.1. If w 6= 0, then α 6= 0, because N(α) = tpw and (α, t) 6= (0, 0).
lem:tnotzero Lemma 7.9. If Y¯ has a k-point with t = 0 then {a}|E = 0 in KMn (E)/p.
Proof. We use the description of a k-point of Y¯ from 7.8. If t = 0, then α 6= 0,
therefore b0 6= 0 ∈ A0 and bi + tiǫ 6= 0 ∈ Ai ⊗ E. By Lemma 7.6, if {a}|E 6= 0
in KMn (E)/p then A0 and all the algebras Ai ⊗ E are fields, so that N(α) =
NA0/k(b0)
∏p−1
i=1 NAi⊗E/E(bi + tiǫ) 6= 0, a contradiction to tpw = 0. 
Consider the projection Y¯ → AE onto the second factor, and write Y¯w for the
(scheme-theoretic) fiber over w ∈ AE . Combining 7.6 with 7.9 we obtain the
following consequence (in the notation of 7.8):
cor:Theorem5 Corollary 7.10. If {a} 6= 0 in KMn (E)/p and w 6= 0 is such that Y¯w has a k-point,
then A0 and the Ai⊗E are fields and w is a product of norms of an element of A0
and elements in the subsets Ai + ǫ of Ai ⊗k E.
rem:kpointgivesNP Remark 7.10.1. In Theorem 7.13 we will see that if w is a generic element of E
then such a k-point exists.
The group G = µnp acts nicely on S and J by 6.8, and on A and P(A) by 6.3. It
acts trivially on AE , so G acts on B, U and Y¯ (but not nicely; see 6.1.1).
In the notation of 7.8, if ([α : t], w) is a fixed point of the G-action on Y¯ then
the points u0 ∈ P(A) and si ∈ S are fixed, and therefore are k-rational (see 6.1).
If u is defined over F , each point (bi : ti) is fixed in B|si . Since S acts nicely on J ,
Example 6.3.1 shows that if t = 0 then either ti 6= 0 (and bi ∈ F ⊂ Ai ⊗ F ) or else
ti = 0 and 0 6= bi ∈ J |⊗risi ⊗ F ⊆ Ai ⊗ F is for some ri, 0 ≤ ri < p.
lem:Tfix1 Lemma 7.11. For all w, FixGY¯w is disjoint from the locus where t = 0.
Proof. Suppose ([α : 0], w) is a fixed point defined over a field F containing k. As
explained above, b0 6= 0 and (for each i > 0) bi + tiǫ 6= 0 and either ti 6= 0 or there
is an ri so that bi ∈ Jri |si ⊗ F . Let I be the set of indices such that ti 6= 0.
By Example 6.3, b0 ∈ J |⊗r0s0 for some r0, and hence NA0(b0) is a unit in k,
because the p-form γ is nontrivial on J |s0 . Likewise, if i /∈ I, then NAi⊗F/F (bi) is
a unit in F .
Now suppose i ∈ I, i.e., ti 6= 0, and recall that in this case bi ∈ F ⊂Ai⊗F . If we
write EF for the algebra E⊗F ∼= F [ǫ]/(ǫp−e), then the norm from Ai⊗EF to EF
is simply the p-th power on elements in EF , so NAi⊗EF/EF (bi + tiǫ) = (bi + tiǫ)
p
as an element in the algebra EF . Taking the product, and keeping in mind t = 0,
we get the equation∏
i∈I
NAi⊗EF/EF (bi + tiǫ) =
∏
i∈I
(bi + tiǫ)
p = 0.
Because EF is a separable F -algebra, it has no nilpotent elements. We conclude
that ∏
i∈I
(bi + tiǫ) = 0.
The left hand side of this equation is a polynomial of degree at most p − 1 in ǫ;
since {1, ǫ, . . . , ǫp−1} is a basis of F ⊗E over F , that polynomial must be zero. This
implies that bi = ti = 0 for some i, a contradiction. 
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prop:thm6(1) Proposition 7.12. If w ∈ AE is generic then FixGY¯w lies in the open subvariety
where t
∏p
i=1 ti 6= 0.
rem:w-fiber Remark 7.12.1. The open subvariety in 7.12 is G-isomorphic (by setting t and all ti
to 1) to a closed subvariety of A(A)p, namely the fiber over w of the map NA⊗E/E :
A(A)p → AE defined by
N(b0, . . . , bp−1) = NA0/k(b0)
∏p−1
1
NAi⊗E/E(bi + ǫ).
Indeed, A(A)p is G-isomorphic to an open subvariety of Y¯ and NAi⊗E/E is the
restriction of α 7→ N(α).
Proof. By Lemma 7.11, FixGY¯w is disjoint from the locus where t = 0, so we may
assume that t = 1. Since w is generic, we may also take w 6= 0. So let ([α : 1], w) be
a fixed point defined over F ⊇ k for which tj = 0. As in the proof of the previous
lemma, we collect those indices i such that ti 6= 0 into a set I, and write EF for
E⊗kF . Recall that for i ∈ I, we have bi ∈ F . Since j /∈ I, we have that |I| ≤ p−2.
For i /∈ I,
NAi⊗EF/EF (bi + tiǫ) = NAi⊗F/F (bi) ∈ F×
(the norm cannot be 0 as tpw = w 6= 0 by assumption). So we get that∏
i∈I
(bi + tiǫ)
p = ξw
for some ξ ∈ F×. If we view ξw as a point in P(E)(F ) = (EF − {0})/F×, then we
get an equation of the form [∏
i∈I
(bi + tiǫ)
p
]
= [w].
But the left-hand side lies in the image of the morphism
∏
i∈I P
1 → P(E) which
sends [bi : ti] ∈ P1(F ) to [
∏
(bi + tiǫ)
p] ∈ P(E)(F ). Since |I| ≤ p− 2, this image is
a proper closed subvariety, proving the assertion for generic w. 
Theorem6 Theorem 7.13. For a generic closed point w ∈ AE, Y¯w is G-fixed point equivalent
to the disjoint union of (p− 1)! copies of P(A)p
Proof. Since both lie over S, it suffices to consider a G-fixed point s = (s0, . . . , sp−1)
in S(k)p and prove the assertion for the fixed points over s. Because G acts nicely
on S and J , k(s) = k and (by Lemma 6.4) G acts on Js via a projection G → µp
as the standard representation of µp. Note that Js = Jsi for all i.
By Example 6.3, there are precisely p fixed points on P(A) lying over a given
fixed point si ∈ S(k), and at each of these points the (vertical) tangent space is the
reduced regular representation of µp. Thus each fixed point in P(A)p is k-rational,
the number of fixed points over s is pp, and each of their tangent spaces is the sum
of p copies of the reduced regular representation.
Since w is generic, we saw in 7.12 that all the fixed points of Y¯w satisfy t 6= 0
and ti 6= 0 for 1 ≤ i ≤ p − 1. By Remark 7.12.1, they lie in the affine open
A(A)p of P(L⊕O). Because µp acts nicely on Js, an F -point b = (b0, . . . , bp−1) of
A(A)p is fixed if and only if each bi ∈ F . That is, FixG(A(A)p) = Ap. Now the
norm map restricted to the fixed-point set is just the map Ap → AE sending b to
bp0
∏p−1
i=1 (bi+ ǫ)
p. This map is finite of degree pp(p− 1)!, and e´tale for generic w, so
FixG(Y¯w) has p
p(p − 1)! geometric points for generic w. This is the same number
as the fixed points in (p − 1)! copies of P(A) over s, so it suffices to check their
tangent space representations.
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At each fixed point b, the tangent space of A(A)p (or Y¯ ) is the sum of p copies
of the regular representation of µp. Since this tangent space is also the sum of the
tangent space of Ap (a trivial representation of G) and the normal bundle of Ap in
Y¯ , the normal bundle must then be p copies of the reduced regular representation
of µp. Since the tangent space of A
p maps isomorphically onto the tangent space
of AE at w, the tangent space of Y¯w is the same as the normal bundle of A
p in Y¯ ,
as required. 
Remark 7.13.1. The fixed points in Y¯w are not necessarily rational points, and we
only know that the isomorphism of the tangent spaces at the fixed points holds on
a separable extension of k. This is parallel to the situation with the fixed points in
Qw described in Theorem 7.3.
8. A νn-variety.
sec:bpatheorem
The following result will be needed in the proof of the norm principle.
thm:toddPA Theorem 8.1. Let S be the variety of the chain lemma for some symbol {a} ∈
KMn (k)/p and A =
⊕p−1
i=0 J
⊗i the sheaf of Kummer algebras over S. Then the
projective bundle P(A) has dimension d = pn − 1 and p2 ∤ sd(P(A)).
Proof. Let π : P(A)→ S be the projection. The statement about the dimension is
trivial. In the Grothendieck group K0(P(A)), we have that
[TP(A)] = π
∗([TS ]) + [TP(A)/S]
where TP(A)/S is the relative tangent bundle. The class sd is additive, and the
dimension of S is less than d, so we conclude that sd(P(A)) = sd(TP(A)/S). Now
[TP(A)/S] = [π
∗(A) ⊗O(1)P(A)/S ]− 1; applying additivity again, together with the
definition of sd and the decomposition of A and hence π∗(A) into line bundles, we
obtain
sd(P(A)) = deg
p−1∑
i=0
c1(π
∗J⊗i ⊗O(1))d.
The projective bundle formula presents the Chow ring CH∗(P(A)) as:
CH∗(P(A)) = CH∗(S)[y]/(
p−1∏
i=0
(y − ix))
where x = −c1(J) ∈ CH1(S) and y = c1(O(1)) ∈ CH1(P(A)). Then sd(P(A)) is
the degree of the following element of the ring CH∗(P(A)):
s′d(P(A)) =
∑p−1
i=0
(y − ix)d =
∑p−1
i=0
aiy
ixd−i
for some integer coefficients ai. Since x ∈ CH1(S), we have xr = 0 for any r >
dim(S) = pn − p. It follows that s′d(P(A)) = ap−1yp−1xdim(S). By part (6) of the
Chain Lemma 0.1, the degree of xdim(S) = (−1)dim(S)c1(J)dim(S) is prime to p. In
addition, π∗(y
p−1) = π∗(c1(O(1))p−1) = [S] ∈ CH0(S). By the projection formula
sd(P(A)) = ap−1deg xdim(S). Thus to prove the theorem, it suffices to show that
ap−1 ≡ p (mod p2); this algebraic calculation is achieved in Lemma 8.2 below. 
lem:coefficient Lemma 8.2. In the ring R = Z/p2[x, y]/(
∏p−1
i=0 (y− ix)), the coefficient of yp−1 in
um =
∑p−1
i=0 (y − ix)p
m
−1 is pxb, with b = pm − p.
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Proof. Since um is homogeneous of degree p
m − 1, it suffices to determine the
coefficient of yp−1 in um in the ring
R/(x− 1) = Z/p2[y]/(
∏p−1
i=0
(y − i)) ∼=
∏p−1
i=0
Z/p2.
If m = 1, then u1 =
∑p−1
i=0 (y − i)p−1 is a polynomial of degree p − 1 with leading
term pyp−1. Inductively, we use the fact that for all a ∈ Z/p2, we have
ap
2
−p =
{
0, if p | a
1, else.
Thus for m ≥ 2, if we set k = (pm−1 − 1)/(p− 1), then apm−1 = a(p−1)+k(p2−p) =
ap−1 ∈ Z/p2, and therefore
um =
p−1∑
i=0
(y − i)pm−1 =
p−1∑
i=0
(y − i)p−1 = u1
holds in R/(x− 1); the result follows. 
9. The Norm Principle
sec:NP
We now turn to the Norm Principle, which concerns the group A0(X,K1) asso-
ciated to a variety X . In the literature, this group is also known as H−1,−1(X) and
Hd(X,Kd+1), where d = dim(X). We recall the definition from 0.2.
def:A1 Definition 9.1. If X is a regular scheme then A0(X,K1) is the cokernel of the
map ⊕yK2(k(y)) (∂xy)−→ ⊕x k(x)×. In this expression, the first sum is taken over all
points y ∈ X of dimension 1, and the second sum is over all closed points x ∈ X .
The map ∂xy : K2(k(y)) → k(x)× is the tame symbol associated to the discrete
valuation on k(y) associated to x; if x is not a specialization of y then ∂xy = 0. If
x ∈ X is closed and α ∈ k(x)× we write [x, α] for the image of α in A0(X,K1).
The group A0(X,K1) is covariant for proper morphisms X → Y , and clearly
A0(Spec k,K1) = k× for every field k. Thus if X → Spec(k) is proper then there
is a morphism N : A0(X,K1) → k×, whose restriction to the group of units of a
closed point x is the norm map k(x)× → k×. That is, N [x, α] = Nk(x)/k(α).
Definition 9.2. When X is smooth and proper over k, we write A0(X,K1) for the
quotient of A0(X,K1) by the relation that [x1, Nx/x1(α)] = [x2, Nx/x2(α)] for every
closed point x = (x1, x2) of X ×k X and every α ∈ k(x)×.
It is proven in [10, 1.5–1.7] that if X has a k-rational point then A0(X,K1) = k×;
if X(k) = ∅, then both the kernel and cokernel of N : A0(X,K1) → k× have
exponent n, where n is the gcd of the degrees [k(x) : k] for closed x ∈ X . In
addition, if x, x′ are two points of X then for any field map k(x′) → k(x) over k
and any α ∈ k(x)× we have [x, α] = [x′, Nx/x′α] in A0(X,K1).
To illustrate the advantage of passing to A0, consider a cyclic field extension
E/k. Then A0(SpecE,K1) = E× and by Hilbert 90, there is an exact sequence
0→ A0(SpecE,K1)→ k× → Br(K/k)→ 0.
We now suppose that k is a p-special field, so that the kernel and cokernel of N :
A0(X,K1)→ k× are p-groups, and that X is a Norm variety (a p-generic splitting
variety of dimension pn − 1). The Norm Principle is concerned with reducing the
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degrees of the field extensions k(x) used to represent elements of A0(X,K1). For
this, the following definition is useful.
Definition 9.3. Let A˜0(k) denote the subset of elements θ of A0(X,K1) represented
by [x, α] where k(x) = k or [k(x) : k] = p. If E/k is a field extension, A˜0(E) denotes
the corresponding subset of A0(XE ,K1).
tAsubgroup Lemma 9.4. If k is p-special and X is a Norm variety, then A˜0(k) is a subgroup
of A0(X,K1).
Proof. By the Multiplication Principle [10, 5.7], which depends upon the Chain
Lemma 0.1, we know that for each [x, α], [x′, α′] in A˜0(k), there is a [x
′′, α′′] ∈ A˜0(k)
so that [x, α]+[x′, α′] = [x′′, α′′] in A0(X,K1). Hence A˜0(k) is closed under addition.
It is nonempty because E = k[ p
√
a1] splits the symbol and therefore X(E) 6= ∅. It
is a subgroup because [x, α] + [x, α−1] = [x, 1] = 0. 
lem:Nspecial Lemma 9.5 ([10, 1.24]). If k is p-special and X is a Norm variety, the restriction
of A0(X,K1) N−→ k× to A˜0(k) is an injection.
Proof. Let [x, α] represent θ ∈ A˜0(k). If N(θ) = Nk(x)/k(α) = 1 then α = σ(β)/β.
for some β by Hilbert’s Theorem 90. But [x, σ(β)] = [x, β] in A˜0(k); see [10,
1.5]. 
ex:trivialA0 Example 9.5.1. If X has a k-point z, then the norm map N of 0.2 is an isomorphism
A˜0(k) ∼= A0(X,K1) ≃−→ k×, split by α 7→ [z, α]. Indeed, for every closed point x of
X we have [x, α] = [z,Nk(x)/kα] in A0(X,K1), by [10, 1.5].
Our goal in the next section is to prove the following theorem. Let E/k be a field
extension with [E : k] = p. Since k has pth roots of unity, we can write E = k(ǫ)
with ǫp ∈ k.
Theorem5 Theorem 9.6. Suppose that k is p-special, {a}E 6= 0 and that X is a Norm variety
for {a}. For [z, α] ∈ A˜0(E), there exist points xi ∈ X of degree p over k, ti ∈ k
and bi ∈ k(xi) such that NE(z)/E(α) =
∏
NE(xi)/E(bi + tiǫ).
Theorem 9.6 is the key ingredient in the proof of Theorem 9.7.
Theorem4 Theorem 9.7. If k is p-special and [E : k] = p then A0(XE ,K1)
NE/k−→ A0(X,K1)
sends A˜0(E) to A˜0(k).
Proof. If {a}E = 0 then the generic splitting variety X has an E-point x, and
Theorem 9.7 is immediate from Example 9.5.1. Indeed, in this case XE has an E-
point x′ over x, every element of A˜0(E) ∼= E× has the form [x′, α], andNE/k[x′, α] =
[x, α]. Hence we may assume that {a}E 6= 0. This has the advantage that E(xi) =
E ⊗k k(xi) is a field for every xi ∈ X .
Choose θ = [z, α] ∈ A˜0(E) and let xi ∈ X , ti and bi be the data given by
Theorem 9.6. Each xi lifts to an E(xi)-point xi ⊗E of XE so we may consider the
element
θ′ = θ −
∑
[xi ⊗ E, bi + tiǫ] ∈ A0(XE ,K1).
By 9.4 over E, θ′ belongs to the subgroup A˜0(E). By Theorem 9.6, its norm is
N(θ′) = NE(z)/E(α)/
∏
NE(xi)/E(bi + tiǫ) = 1.
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By Lemma 9.5, θ′= 0. HenceNE/k(θ) =
∑[
xi, NE(xi)/k(xi)(bi + tiǫ)
]
inA0(X,K1).
Since A˜0(k) is a group by 9.4, this is an element of A˜0(k). 
Theorem2 Corollary 9.8 (Theorem 0.7(3)). If k is p-special then A˜0(k) = A0(X,K1), and
N : A0(X,K1)→ k× is an injection.
Proof. We may suppose that X(k) = ∅. For every closed z ∈ X there is an
intermediate subfield E with [k(z) : E] = p and a k(z)-point z′ in XE over z.
Since [z′, α] ∈ A˜0(E), Theorem 9.7 implies that [z, α] = N [z′, α] is in A˜0(k). This
proves the first assertion. The second follows from this and Lemma 9.5. 
The Norm Principle of the Introduction follows from Theorem 9.7.
Proof of the Norm Principle (Theorem 0.3). We consider a generator [z, α]
of A0(X,K1). Since [k(z) : k] = pν for ν > 0, there is a subfield E of k(z) with
[k(z) : E] = p, and z lifts to a k(z)-point z′ of XE . By construction, [z
′, α] ∈ A˜0(E)
and A0(XE ,K1) → A0(X,K1) sends [z′, α] to [z, α]. By Theorem 9.7, [z, α] is in
A˜0(k), i.e., is represented by an element [x, α] with [k(x) : k] = p. 
10. Expressing Norms
Recall that E = k(ǫ) is a fixed Kummer extension of a p-special field k, and X is
a Norm variety over k for the symbol {a}. The purpose of this section is to prove
Theorem 9.6, that if an element w ∈ E is a norm for a Kummer point of XE then
w is a product of norms of the form specified in Theorem 9.6.
Recall from 7.2 that Q ⊆ P(A ⊕ O) × A1k is the variety of all points ([β, t], w)
such that N(β) = tpw, and let q : Q → A1k be the projection. Extending the base
field to E and applying the Weil restriction functor, we obtain a morphism
Rq = ResE/k(qE) : RQ = ResE/k(QE)→ AE .
Moreover, choose once and for all a resolution of singularities Q˜→ Q, which is an
isomorphism where t 6= 0. This is possible since Q is smooth where t 6= 0, see 7.2.
rem:norms Remark 10.1. Since k is p-special, so is E. As stated in Lemma 9.5, the norm map
A˜0(E) → E× is injective; we identify A˜0(E) with its image. Thus [z, α] ∈ A˜0(E)
is identified with NE(z)/E(α) ∈ E×. By [10, Theorem 5.5], there is a point s ∈ S
such that E(z) = As⊗E; Under the correspondence E(z) ∼= A(A)s(E), we identify
α with a point of A(A)(E), lying over s ∈ S. Then NE(z)/E(α) = Rq([α, 1], N(α)).
In other words, A˜0(E) ⊆ E× is equal to q(Q(E)) − {0}.
To prove Theorem 9.6 it therefore suffices to show that Y¯w(k) is non-empty when
w = Rq([β, 1], w). To do this, we will produce a correspondence Z → Y¯ ×AERQ that
is dominant and of degree prime to p over RQ. We construct the correspondence
Z using the Multiplication Principle of [10, 5.7] in the following form.
lem:multprinc Lemma 10.2 (Multiplication Principle). Let k be a p-special field. Then the set
of values of the map N : A(A)(k)→ k is a multiplicative subset of k×.
Proof. Given Remark 10.1, this is a consequence of Lemma 9.4. 
lem:Zexists Lemma 10.3. Let F = k(Y¯ ) be the function field. Then there exists a finite ex-
tension L/F , of degree prime to p, and a point ξ ∈ RQ(L) lying over the generic
point of AE.
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Proof. Let F ′ be the maximal prime-to-p extension of F ; then the field EF ′ =
E⊗k F ′ is p-special. We may regard the generic point of Y¯ as an element in Y¯ (F ).
Applying the inclusion F ⊂ F ′ to this element, followed by the projection Y¯ → AE ,
we obtain an element ω of AE(F ′) = EF ′. By 7.8, ω is a product of norms from
A(A)(EF ′). By the Multiplication Principle 10.2, there exists β ∈ A(A)(EF ′) such
that N(β) = ω. Now let ξ be the point ([β, 1], ω) ∈ RQ(F ′). Then Rq(ξ) = ω and
ξ is defined over some finite intermediate extension F ⊆ L ⊆ F ′, with [L : F ] prime
to p. 
Write ηL for the point of Y¯ (L) defined by the inclusion F ⊆ L. We can now define
Y¯
f← Z g→ RQ to be a (smooth, projective) model of (ηL, ξ) ∈ (Y¯ ×AE RQ)(L).
thm:degree Theorem 10.4. The morphism g : Z → RQ is proper and dominant (hence onto)
and of degree prime to p.
Proof. Let ω ∈ AE be the generic point, k(ω) the function field and E(ω) = E ⊗
k(ω). As degree is a generic notion and invariant under extension of the base field,
we may replace Y¯ ← Z → RQ by its basechange along the morphism
Spec(E(ω))→ Spec(k(ω)) ω−→ AE ,
to obtain morphisms f : ZE(ω) → Y¯E(ω) and g : ZE(ω) → RQE(ω). Using the
normal basis theorem, we can write E(ω) = E(ω1, . . . , ωp) for transcendentals ωi
that are permuted under the action of the cyclic group Gal(E/k).
We will apply the DN Theorem A.1 with base field k′ = E(ω). In the notation of
Theorem A.1, we let r = p; we write Y for some desingularization of Y¯E(ω); we let
X be RQ˜E(ω), and we let W be a model for ZE(ω) mapping to Y and X . Finally,
we let ui = {a1, . . . , an, ωi} ∈ KMn+1(k′)/p.
Observe that our base field contains E, so RQ˜E(ω) = ResE/k(Q˜E) ×AE E(ω)
splits as a product RQ˜E(ω) =
∏p
i=1 Q˜ωi , where Qωi is the fiber of Q→ A1 over the
point ωi ∈ A1(E(ω)) = E(ω). Therefore we have X =
∏p
i=1Xi where Xi is Q˜ωi ,
the resolution of singularities of Qωi . By Remark 7.4, Xi is a smooth, geometrically
irreducible splitting variety for the symbol ui of dimension p
n−1. Thus, hypothesis
(1) of the DN Theorem A.1 is satisfied.
By Theorem A.10, td,1(Xi) = td,1(P(A)); by Lemma A.6, we conclude that
sd(Xi) ≡ vsd(P(A)) (mod p2) for some unit v ∈ Z/p. Since sd(P(A)) 6≡ 0 by
Theorem 8.1, we conclude that hypothesis (3) of the DN Theorem A.1 is satisfied.
Furthermore, K = k′(X1 × · · · ×Xi−1) is contained in a rational function field
over E; in fact, the field E(ωj)(Qωj ) becomes a rational function field once we
adjoin p
√
γ. Since E does not split {a}, K does not split {a} either. It follows that
K does not split ui = {a} ∪ {ωi}, verifying hypothesis (2) of Theorem A.1.
We have now checked the hypotheses (1–3) of Theorem A.1. It remains to check
that X and Y are G-fixed point equivalent up to a prime-to-p factor. In fact, we
proved in Theorem 7.13 that Y¯E(ω) is G-fixed point equivalent to (p − 1)! copies
of P(A)p, hence so is Y (since the fixed points lie in the smooth locus), and in
Theorem 7.3 that Xi is G-fixed point equivalent to P(A). That is, Y is G-fixed
point equivalent to (p−1)! copies of X . Therefore the DN Theorem applies to show
that g is dominant and of degree prime to p, as asserted. 
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Proof of Theorem 9.6. We have proved that there is a diagram Y¯
f← Z g→ RQ such
that the degree of g is prime to p. By blowing up if necessary we may assume that
g : Z → RQ factors through g˜ : Z → RQ˜, with deg(g˜) prime to p.
Let [z, α] ∈ A˜0(E), and set w = NE(z)/E(α). By Remark 10.1, there exists
a point ([β, 1], w) ∈ RQ(k). Lift this to a point in RQ˜(k) (recall that RQ˜ →
RQ is an isomorphism where t 6= 0). Since Z → RQ˜ is a morphism of smooth
projective varieties of degree prime to p and k is p-special, we can lift ([β, 1], w)
to a k-point of Z, and then apply f : Z → Y¯ to get a k-point in Y¯w. By the
definition of Y¯ and Corollary 7.10, this means that we can find Kummer extensions
k(xi)/k (corresponding to points si ∈ S, and determining points xi ∈ X because
X is a p-generic splitting variety), elements bi ∈ k(xi) and ti ∈ k such that w =∏
iNE(xi)/E(bi + tiǫ), as asserted. 
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A. Appendix: The DN Theorem
app:A
In this appendix, we give a proof of the following Degree theorem, which is used in
the proof of the Norm Principle. Throughout, k will be a fixed field of characteristic
0, p > 2 will be a prime, n ≥ 1 will be an integer and we fix d = pn − 1.
Recall from Definition 7.1 that if X and Y are G-fixed point equivalent then
dim(X) = dim(Y ), the fixed points are 0-dimensional and their tangent space
representations are isomorphic (over k¯).
thm:DN Theorem A.1 (DN Theorem). For r ≥ 1, let u1, ..., ur be symbols in KMn+1(k)/p
and let X =
∏r
1Xi, where the Xi are irreducible smooth projective G-varieties of
dimension d = pn − 1 such that:
(1) k(Xi) splits ui;
(2) ui is non-zero over k(X1 × · · · ×Xi−1); and
(3) p2 ∤ sd(Xi)
Let Y be a smooth irreducible projective G-variety which is G-fixed point equivalent
to the disjoint union of m copies of X, where p ∤ m. Let F be a finite extension
of k(Y ) of degree prime to p, and Spec(F ) → X a point, with model f : W → X.
Then f is dominant and of degree prime to p.
Spec(F ) //
finite

W
g

f (dominant)

@
@
@
@
@
@
@
@
Spec(k(Y ) // Y X
The proof will use two ingredients: the degree formulas A.2 and A.5 below, due to
Levine and Morel; and a standard localization result A.10 in (complex) cobordism
theory. The former concern the algebraic cobordism ring Ω∗(k), and the latter
concern the complex bordism ring MU∗. These are related via the Lazard ring L∗;
combining Quillen’s theorem [1, II.8] and the Morel-Levine theorem [2, 4.3.7], we
have graded ring isomorphisms:
Ω∗(k) ∼= L∗ ∼=MU2∗.
Here is the Levine-Morel generalized degree formula for an irreducible projective
variety X , taken from [2, Theorem 4.4.15]. It concerns the ideal M(X) of Ω∗(k)
generated by the classes [Z] of smooth projective varieties Z such that there is a
k-morphism Z → X , and dim(Z) < dim(X).
thm:gendegree Theorem A.2 (Generalized Degree Formula). Let f : Y → X be a morphism of
smooth projective k-varieties. If dim(X) = dim(Y ) then [Y ]− deg(f)[X ] ∈M(X).
Trivially, if [Z] ∈M(X) then M(Z) ⊆M(X). We also have:
lem:Mideal Lemma A.3. Let X be a smooth projective k-variety. If Z and Z ′ are birationally
equivalent, then [Z] ∈M(X) holds if and only if [Z ′] ∈M(X).
Proof. By [2, 4.4.17], the class of Z modulo M(Z) is a birational invariant. Thus
[Z ′]− [Z] ∈M(Z). Because M(Z) ⊆M(X), the result follows. 
We shall also need the Levine-Morel “higher degree formula” A.5, which is taken
from [2, Theorem 4.4.24], and concerns the mod p characteristic numbers td,r(X)
of [2, 4.4], where p is prime, n ≥ 1 and d = pn − 1.
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Choose a graded ring homomorphism ψ : L∗ → Fp[vn] corresponding to some
height n formal group law, where vn has degree d; many such group laws exist, and
the class td,r will depend on this choice, but only up to a unit.
def:todd Definition A.4. For r > 0, the homomorphism td,r : Ωrd(k) ∼= Lrd → Fp sends
x to the coefficient of vrn in ψ(x). If X is a smooth projective variety over k, of
dimension rd, then X determines a class [X ] in Ωrd(k), and td,r(X) is td,r([X ]).
thm:higherdegree Theorem A.5 (higher degree formula). Let f :W → X be a morphism of smooth
projective varieties of dimension rd and suppose that X admits a sequence of sur-
jective morphisms
X = X(r) → X(r−1) → · · · → X(0) = Spec(k)
such that
(1) dim(X(i)) = i d.
(2) If η is a zero-cycle on X(i)×X(i−1)k(X(i−1)), then p divides the degree of η.
Then td,r(W ) = deg(f) td,r(X).
Here are some properties of this characteristic number that we shall need. Recall
that if dim(X) = d then p divides sd(X), so that sd(X)/p is an integer.
lem:todd Lemma A.6. Let X/k be a smooth projective variety, and k ⊆ C and embedding.
(1) For r = 1, there is a unit u ∈ Fp such that td,1(X) ≡ u sd(X)/p.
(2) If X =
∏r
i=1Xi and dim(Xi) = d, then td,r(X) =
∏r
i=1 td,1(Xi).
(3) td,r(X) depends only on the class of (X ×k C)an in the complex cobordism
ring.
Proof. Part (1) is [2, Proposition 4.4.22.]. Part (2) is immediate from the definition
of td,r and the graded multiplicative structure on Ω∗(k). Finally, part (3) is a
consequence of the fact that the natural homomorphism Ω∗(k) → MU2∗ is an
isomorphism (since both rings are isomorphic to the Lazard ring). 
Remark A.6.1. The class called sd in this article is the Sd in [2]; the class called
sd(X) in [2] is our class sd(X)/p.
The next lemma is a variant of Theorem A.5. It uses the same hypotheses.
lem:M(X) Lemma A.7. Let X be as in Theorem A.5. Then ψ(M(X)) = 0.
Proof. Consider Z with [Z] ∈M(X). If d does not divide dim(Z), then ψ([Z]) = 0
for degree reasons. If dim(Z) = 0, then the image of Z is a closed point of X ; since
the degree of such a closed point is divisible by p, we have ψ([Z]) = 0. Hence we
may assume that dim(Z) = sd for some 0 < s < r. The cases r = 1 and s = 0 are
immediate, so we proceed by induction on r and s.
Let f : Z → X be a k-morphism with dim(Z) = sd, and let fs : Z → X(s)
be the obvious composition. As dim(Z) = dim(X(s)), the generalized degree for-
mula A.2 applies to show that [Z] − deg(fs)([X(s)]) ∈ M(X(s)). By induction on
r, ψ(M(X(s))) = 0, so ψ([Z]) = deg(fs)ψ([X
(s)]). We claim that deg(fs) ≡ 0
(mod p), which yields ψ([Z]) = 0, as desired.
If fs is not dominant, then deg(fs) = 0 by definition. On the other hand, if fs
is dominant, then the generic point of Z maps to a closed point η of X(s+1) ×X(s)
k(X(s)). By condition (2) of Theorem A.5, p divides deg(η) = deg(fs). 
30 NORM VARIETIES AND THE CHAIN LEMMA (AFTER MARKUS ROST)
We will need to show that ψ(M(Y )) = 0 for the Y appearing in Theorem A.1.
This is accomplished in the next lemma.
lem:M(Y) Lemma A.8. Suppose X, Y and W are smooth projective varieties of dimension
rd over k, and f : W → X and g : W → Y are morphisms. Suppose further that
ψ(M(X)) = 0 and that p does not divide deg(g). Then ψ(M(Y )) = 0.
Proof. Suppose [Z] ∈ M(Y ). As g : W → Y is a proper morphism of smooth
varieties, of degree prime to p, we can lift the generic point Spec(k(Z)) → Y to a
point q : Spec(F )→W for some field extension F/k(Z) of degree e prime to p. Let
Z˜ be a smooth projective model of F possessing a morphism to Z and a morphism
to X extending the k-morphism f ◦ q : Spec(F ) → X . Hence [Z˜] ∈ M(X). By
the degree formula for the map Z˜ → Z, e [Z] − [Z˜] ∈ M(Z). If dim(Z) = 0, then
M(Z) = (0). In general, M(Z) is generated by the classes of varieties of dimension
less than dim(Z) that map to Z (hence a fortiori also map to Y ) over k. By
induction on the dimension of Z, we may assume that ψ(M(Z)) = 0. Moreover,
ψ([Z˜]) = 0 by assumption; since p does not divide e, we conclude that ψ([Z]) = 0
as asserted. 
Finally, we will use the following standard bordism localization result.
Gbord Lemma A.9. Suppose that the abelian p-group G = µnp acts without fixed points
on an almost complex manifold M . Then ψ([M ]) = 0 in Fp.
Proof. By [11], [M ] is in the ideal ofMU∗ generated by {p, [M1] . . . , [Mn−1]}, where
dimC(Mi) = p
i − 1. Since p is the only generator of this ideal whose dimension is
a multiple of d = pn − 1, ψ is zero on every generator and hence on the ideal. 
thm:bordloc Theorem A.10. Let G be µnp and let X and Y be compact complex G-manifolds
which are G-fixed point equivalent. Then ψ([X ]) = ψ([Y ]).
Proof. Remove equivariantly isomorphic small balls about the fixed points of X
and Y , and let M = X ∪−Y denote the result of joining the rest of X and Y , with
the opposite orientation on Y . Then M has a canonical almost complex structure,
G acts on M with no fixed points, and [X ]− [Y ] = [M ] in MU∗. By Lemma A.9,
ψ([X ])− ψ([Y ]) = ψ([M ]) = 0. 
We can now prove Theorem A.1. Note that the inclusion k(Y ) ⊂ F induces a
dominant rational map W → Y; we may replace W by a blowup to eliminate the
points of indeterminacy and obtain a morphism g :W → Y, whose degree is prime
to p, without affecting the statement of Theorem A.1.
Proof of the DN Theorem A.1. We will apply Theorem A.5 to X and the X(t) =∏t
i=1Xi. We must first check that the hypotheses are satisfied. The first condition
is obvious. For the second condition, it is convenient to fix t and set F = k(X1 ×
· · ·×Xt−1), X ′ = X(t)×X(t−1) F . By hypotheses (1–2) of Theorem A.1, the symbol
ut is nonzero over F but splits over the generic point of X
′; by specialization, it
splits over all closed points. A transfer argument implies that the degree of any
closed point η of X ′ is divisible by p; this is the second condition. Hence Theorem
A.5 applies and we have td,r(W ) = deg(f) td,r(X).
By Lemmas A.8 and A.7, we have that ψ(M(Y )) = 0; by the generalized de-
gree formula A.2, we conclude that ψ([W ]) = deg(g)ψ([Y ]), so that td,r(W ) =
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deg(g) td,r(Y ) 6= 0. Hence
deg(f) td,r(X) = deg(g) td,r(Y ).
By Theorem A.10 and Lemma A.6(3), mtd,r(X) = td,r(Y ). Condition (3) of
Theorem A.1 and Lemma A.6 imply that td,1(Xi) 6= 0 for all i and hence that
td,r(X) 6= 0. It follows that mdeg(g) ≡ deg(f) 6= 0 modulo p, as required. 
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