We report a method to reliably count the number of atoms from high-angle annular dark field scanning transmission electron microscopy images. A model-based analysis of the experimental images is used to measure scattering cross sections at the atomic level. The high sensitivity of these measurements in combination with a thorough statistical analysis enables us to count atoms with single-atom sensitivity. The validity of the results is confirmed by means of detailed image simulations. We will show that the method can be applied to nanocrystals of arbitrary shape, size, and atom type without the need for a priori knowledge about the atomic structure. Atomic resolution high-angle annular dark field (HAADF) scanning transmission electron microscopy (STEM) enables one to obtain projection images of the atomic columns of crystalline nanoparticles. These images are highly sensitive for the number of projected atoms in these columns.
Atomic resolution high-angle annular dark field (HAADF) scanning transmission electron microscopy (STEM) enables one to obtain projection images of the atomic columns of crystalline nanoparticles. These images are highly sensitive for the number of projected atoms in these columns. 1, 2 Therefore, this imaging technique is appealing to count the number of atoms in each column with single-atom sensitivity being of great importance to help determining the three-dimensional (3D) arrangement of all atoms. Previous quantification attempts often assume a linear dependence of the HAADF STEM intensities on the number of atoms using mass standards with known total number of atoms to calibrate this relation. 3 More recently, LeBeau et al. 4 suggested to quantify the number of atoms by matching normalized experimental intensities with image simulations. Although image simulations have been proven to match with experimental images within a 5%-10% error range, 5, 6 the validity of this approach is determined by the quality with which the detector and probe settings have been calibrated and the accuracy with which structure parameters including the Debye-Waller factor, surface strain relaxation, and static atomic displacements are taken into account. In general, the latter parameters are difficult to determine without knowing the structure a priori, hence limiting the practical use of image simulations to count the number of atoms. An alternative statistics-based method has been applied to quantify the number of atoms of a silver particle embedded in a stabilizing aluminum matrix. 7 By combining atom counting results from two different viewing directions the 3D atomic structure has been reconstructed using so-called discrete tomography. In this article the method to count the number of atoms will be described in detail. The combination of a thorough statistical analysis with image simulations reveals trustworthy single-atom sensitivity. It will be shown that this approach can be applied to nanocrystals of arbitrary shape, size, and atom type without the need for a priori knowledge concerning the structure parameters.
The method we propose relies on an atomic column by atomic column quantification of the scattering cross sections. 8 Therefore use is made of an empirical parametrized incoherent model describing the HAADF STEM image contrast. Based on this model, the total intensity V i can be quantified for each projected atomic column i = 1, . . . ,I using statistical parameter estimation theory. As an example, consider a HAADF STEM image of a Pb nanoparticle embedded in crystalline Si. This image, shown in Fig. 1(a) , has been recorded using a double aberration-corrected FEI TITAN operated at 300 kV. The refined model, shown in Fig. 1(b) , is in excellent agreement with the experimental data demonstrating the quality of the model used. The scattered intensities of all Pb columns can be used as a performance measure to count the number of Pb atoms within a column of Si atoms. Indeed, since the thickness of the sample can be assumed to be constant over the particle area, substitution of a Si atom by a Pb atom leads to an increase of the scattered intensity. Ideally, a histogram of scattered intensities would thus consist of isolated peaks, where each peak is generated by a set of columns having the same number of Pb atoms. In practice however, the peaks are smeared out owing to a combination of experimental detection noise and instabilities of the material under the electron beam as shown in Fig. 1(c) . Although such histograms are often interpreted visually, determining the peak positions in this manner is highly subjective and strongly depends on the arbitrarily chosen number of bins to visualize the histogram. To avoid this, a statistics-based approach is suggested within which the originally estimated intensities are used rather than a histogram as such. The intensities are then regarded as independent statistical draws from a so-called Gaussian mixture model 9 :
defining the probability that a specific intensity value V i would be estimated for a particular atomic column i. The vector
T contains the unknown parameters of this probability distribution. The mixing proportions π g define the probability that a column contains g atoms with g ranging between 1 and a maximum number G, which in general is not known beforehand. Since every column should be assigned a number between 1 and G, the mixing proportions sum to unity so that one of the mixing proportions is redundant and only G − 1 mixing proportions need to be determined. The parameters μ g and σ represent the position and standard deviation of the Gaussian components, respectively. The position μ g corresponds to the mean intensity value of a column containing g Pb atoms, whereas σ describes the fluctuation of the estimated intensities about their mean value, thus accounting for inherent experimental uncertainties. It is important to note that within this model it has only been assumed that the intensity μ g will increase with increasing number of atoms without imposing a particular intensity variation. As such, deviations from a linear intensity increase due to quantum mechanical channeling effects are implicitly taken into account. Next, the parameters G need to be estimated from the obtained intensities V i . Because of its optimal statistical properties, the maximum likelihood estimator will be used. The parameter estimates are thus given by the values of G for which the likelihood function L( G ) is maximum. For independent data V i , the likelihood function is given by
In general this maximization requires the use of an iterative numerical algorithm. For a given number of components G, the so-called expectation maximization algorithm is very effective. 9 In practice, however, the value of G is unknown and has to be inferred from the available data as well. For a hierarchic set of models p mix (V i | G ), where an increase of the model order G by 1 corresponds to an extra Gaussian component, the model fit will typically improve. Indeed, when more parameters are used, more details in the available realization V i (i = 1, . . . ,I ) are described. However, for highorder models, these details are random. In a new realization (when one would acquire a new image), other random details are found. Then, the estimated parameters do not provide useful information about the true stochastic process characteristics. As a result, the model quality, describing how well the estimated model describes the true process, will typically degrade with model order in this region. The true model order G is found by balancing model fit against model quality. Therefore, the use of order selection criteria is needed. In a sense, such criteria evaluate the statistical significance of an extra component in the model. The so-called integrated classification likelihood I CL criterion has been used since it outperforms other order selection criteria. 9 It
where the function EN(V i , G ) estimates the entropy. The first term, measuring the model fit, will decrease with increasing order, whereas the term between squared brackets, measuring the complexity of the model, will increase with increasing order and will penalize high-order models. The estimated model order is given by the value of G for which I CL reaches a minimum. By means of simulations, we found out that this minimum often corresponds to a local optimum rather than to a global optimum. In Fig. 1(d) the I CL criterion has been evaluated for G varying between 1 and 40 showing a clear local minimum at 25. This suggests that a particular column contains 1 up to a maximum of 25 Pb atoms. The black solid curve in Fig. 1(c) shows the estimated mixture model; the individual Gaussian components are shown by means of red dashed curves. Based on the estimated probability distribution, the number of Pb atoms for a particular atomic column i can be determined by computing the value of g for which the probability that it generates the estimated intensity V i is largest. The results are summarized in Fig. 1(e) showing the number of Pb atoms for every column of the particle.
The technique has been found to be accurate and robust. A convenient way to assess the robustness and practical limitations of the method is by estimating from artificial, simulated intensities. Given a set of input parameters defining a Gaussian mixture model, a set of independent intensity draws V i (i = 1, . . . ,I ) is generated from this probability distribution. These data have then been used to find out if the I CL criterion reveals a minimum at the correct number of components and to compare the estimated parameters with the known input parameters of the Gaussian mixture model. As a first test of the reliability of the method, we used the Gaussian mixture model derived from the experimental column intensities for the embedded Pb nanoparticle [shown in Figs. 1(c) and 2(a) ]. This probability distribution consists of 25 components and has been used to simulate the intensity values shown in Fig. 2(a) . The number of statistical draws has been chosen equal to 533 being in agreement with the number of Pb columns in the experimental HAADF STEM image [see Fig. 1(a) ]. Based on these simulated intensity values, the I CL criterion has been computed as shown in Fig. 2(b) . A minimum is revealed at 25 corresponding to the correct number of components. In Fig. 2(c) we compare the input values for the mean intensities with the estimated intensities. A nearly perfect agreement is obtained proving the high accuracy and precision of the method in this example. Also in case of more components, the number of components as well as the mean component intensities are estimated with high reliability. This is shown in Figs. 3(a)-3(c) in which the input mixture model corresponds to the estimated mixture model following from experimental data of a Au nanorod that will be further discussed [see Fig. 7(c) ]. The mean intensities of all 47 input mean intensities have been estimated with high accuracy and precision. In a similar way, it has been investigated if a nonlinear dependence of the intensities as a function of the number of atoms is correctly determined. Although the experimental examples shown in this article seem to suggest a nearly linear increase, it is important to demonstrate that the method may account for nonlinearities if these are present in the original data. In Figs. 4(a)-4(c) a nonlinear increase of the intensities with increasing number of atoms has been assumed. Following the same procedure as before, the results show that nonlinearities are retrieved by the method and that the outcome is not forced to a linear dependence. The most important limitation is set in case the intensities would reach a plateau at higher number of atoms. In that case, there is strong overlap between neighboring components such that fewer Gaussians can be used to describe the experimental data. The simulation results summarized in Figs. 5(a)-5(c) , in which it is assumed that the intensities reach a plateau at a thickness of 10 atoms, indeed reveal an underestimation of the I CL criterion. Although the mean intensities of components 1 up to 9 are correctly determined, components 10 up to 25 are described by a single component. However, as will be demonstrated further, the proposed total intensity measure V i is robust and does not seem to level off as a function of thickness.
Whereas the previous experimental example shows the possibility to count heavy Pb atoms, the same elegant procedure can also be applied to lighter atoms. To illustrate this, three consecutive image frames of an ultrasmall Ge cluster acquired using a FEI TITAN operated at 120 kV have been analyzed. From these images, shown in Figs. 6(a)-6(c) , it is directly clear that such clusters undergo structural changes because of knock-on energy transfer from the electron beam. The dynamical behavior of such clusters can be studied from counting results obtained from each frame. 10 Refined models, using statistical parameter estimation theory, are shown in Figs. 6(d)-6(f) . The scattered intensities are presented in Fig. 6(g) . Evaluation of the I CL criterion indicates the presence of three components from which we conclude that the estimated peaks correspond to one, two, or three Ge atoms projected on top of each other. The resulting counting results are indicated in Figs. 6(d)-6(f) . It is important to note that the total number of atoms is conserved from frame to frame, proving the validity of the results obtained.
Also larger particles, such as the Au nanorod shown in Fig. 7(a) , can be analyzed along the same lines. This nanorod has been imaged along the [100] zone axis using a double aberration-corrected FEI TITAN operated at 300 kV. The I CL criterion, shown in Fig. 7(b) , reveals the presence of 47 different column types each consisting of a specific number of atoms. The histogram of scattered intensities is shown in Fig. 7 (c) together with the estimated probability distribution. The number of Au atoms for every column of the nanorod is shown in Fig. 7(d) . As expected for this nanorod, the thickness that can be derived from this atom counting analysis along the perpendicular direction matches the diameter obtained from Fig. 7(a) . In this example, the intensities have been normalized with respect to the incident beam by taking the detector sensitivity into account. 11, 12 This places STEM experiments on the same absolute intensity scale as used in theoretical image simulations. As such, we can test the accuracy of the counting procedure. Figure 7 (e) shows the experimental mean intensities [corresponding to the peak positions in Fig. 7(c) ] together with the scattered intensities V i estimated from frozen phonon calculations using the STEMsim program 13 under the same experimental conditions. The excellent match of the experimental and simulated intensities within the expected 5%-10% error range 5, 6 validates the accuracy of the obtained atom counts. Minor deviations can indeed not be avoided because of remaining uncertainties in the microscope settings and practical limitations to fully take the complex dependence of the Debye-Waller factor on both the particle's size 14 and its different behavior for surface atoms as compared to bulklike 064107-5 atoms 15 into account. However, from an alternative point of view, the experimental mean intensities can be used as a reference to further improve the accuracy of imaging models taking all important physical effects into account. The steady increase of the simulated intensities even above 47 atoms proves the high sensitivity of the scattered intensities for the number of atoms. The precision, on the other hand, is limited by the unavoidable presence of noise in the experimental images resulting into fluctuations of the scattered intensities V i about the mean values μ g . The precision is then set by the overlap of the Gaussian components shown in Figs. 1(c), 6 (g), and 7(c). When the overlap increases, the probability that a wrong number of atoms is assigned to a particular column indeed increases. From the examples discussed in this article, it is found that 86%, 93%, and 80% of all atom columns are measured without error for the Pb/Si, Ge, and Au case, respectively. The probability to miscount the number of atoms with ±1 equals 13%, 6%, and 20%, respectively, whereas the probability to have an error of ±2 atoms is almost zero in all examples discussed here. The procedure on how to compute these probabilities is illustrated in Fig. 7 (c) in which the estimated Gaussian mixture model for the Au nanorod example is shown. Component g = 29 is shown in color. This distribution will be generated by columns having 29 atoms in a column. In practice, all columns whose intensities belong to the central blue part of this component will be assigned the correct number of atoms (29 in this example). This fraction therefore corresponds to the probability to assign 29 atoms to columns having effectively 29 atoms in a column. On average, that is, by averaging fractions for the components 1 up to 47, this probability corresponds to 80%. Columns whose intensities belong to the outermost red part will be assigned either 28 or 30 atoms since it is more likely that these intensities would be generated by columns containing 28 or 30 atoms. On average, the probability to miscount the number of atoms with ±1 equals 20% in this example. Furthermore, since there is no overlap with second neighboring columns, the probability to miscount the number of atoms with ±2 equals 0%. As compared to the results obtained when using simulations alone, 4 the amount of overlap with neighboring components is greatly reduced when using this model-based procedure, thus significantly improving the precision that can be achieved.
In conclusion, we present a procedure to count the number of atoms in a nanocrystal with trustworthy single-atom sensitivity. This method requires the application of advanced statistical methods to HAADF STEM images without the need for a priori knowledge about the atomic structure. The independence of the method from image simulations allowed us to test the reliability of the method. Furthermore, the performance and robustness have been tested in terms of accuracy and precision demonstrating counting results with an error of 1 atom at maximum. Several examples show its application to samples of arbitrary shape, size, and atom type.
