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4. Introduction 
This paper is a continuation of the study of integral transforms related 
to the differential equation (0.1) : 
begun by B. L. J. BRAAKSMA, B. MEULENBELD and H. LEMEI [2] 
In this paper the symbols have the same meaning as in [2] ; the number- 
ing of the sections, theorems, corollaries, etc. of [2] will be continued. 
In this study we give sufficient conditions that a function @(A) be 
representable as an integral transform on - 00 <xc co : 
(4.1) 2 @(A) = r /i(X) $/j(X, 1) dx, -co 
with 
(4.2) f&)= & ,S @(l)yt(x,1)dil, (i=l, j=2 or i=2, j=1), 
where the kernels yg(x, A), (i= 1, 2), are solutions of the above differential 
equation characterized by the asymptotic behavior in x = + 00 and x = - 00 
respectively. See [2], section 1, where these kernels are constructed. The 
contour C in the complex l-plane will be specified below. The conditions 
for the validity of (4.1) and (4.2) are similar to those for the representation 
of functions as a bilateral Laplace integral (cf. [3], ch. VI, 3 19, p. 265). 
In section 5, which is an extension of section 1, further properties of 
the kernels yi(x, A), (i = 1, 2), are derived. In addition another solution, 
of the above differential equation, is derived along with an auxiliary 
function A(x, 1, 2s) which plays an important role in the proof of the 
main theorem. 
The condition for the validity of (4.1) and (4.2) are given in theorems 4 
and 5 of section 6. 
Section 7 is devoted to applications of the main theorems of the previous 
and this paper. 
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5. Preliminaries 
First we define the region Do of the A-plane which will be considered 
in the discussion of (4.1) and (4.2). 
If neither of the complex numbers a and b lies on the negative real 
axis or is zero, then DO will be the A-plane cut along the curves where 
1a+ a5 0 and those where A2 + b 5 0. These cuts are symmetric with 
respect to the origin and do not intersect the real A-axis. One such cut, 
Ac, is shown in fig. 1. If a is on the negative real axis or is zero, the curve 
P+ a 5 0 consists of the imaginary A-axis and the straight line-segment 
with endpoints il= & /al-b. 
X-PLflNE 
FIG,1 
Similarly the curve 12 + b 5 0 has the same shape when b lies on the 
negative real axis or is zero. 
Consequently when a and/or b lies on the negative real axis or is zero, 
DO will be the half plane Re il> 0 cut along the curves 12 + a g 0 and 
az+bIO. 
In the following the square roots l/Aa+a and vm will denote their 
branches with positive real part in DO. 
Lemma 1. Let yl(x, A) and yz(x, A) be the solutions of (0.1) as con- 
structed in section 1. 
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Let &x, A) and yj(x, A), (j= 1, 2) be defined by: 
(5-l) y&, 4 = (1 + pll(x, A)> exp -Cx, 
-- 
(5.2) yl’(x, A)= -VA2+a{l+yl(x, A)> exp -1/L2+ax, 
(5.3) y2(x, A) = (1 + y2(x, A)} exp VA2 + b 2, 
(5.4) y2’(x, A)=VP+b{l+y2(x, 4))exp IA2+bx, for 3LED0. 
Let r be a positive constant and x0 a real constant. 
Then : 
6) pdx, a), Y&, 4 =0(1/J) as 3, --f 00 uniformly for ( - 1)3+1 ~2x0 and 
/l~Do. 
(ii) plj(x, 4, Y&, a) = o(l) as (- l)i+l x+ + co, uniformly for 1 E DO and 
lA2+alZr if j= 1 respectively for J.E DO and lilz+bjZr if j=2. 
Proof: We give the proof for the case j = 1. The proof for the case 
j= 2 is similar. 
First we prove (i). From (1.2) and (1.4) we have: 
&Jl(X) Iqa(X, J.)l = Iul(x, A) - 115 exp = - 
l)/A2+a] ” 
and from (1.16) and (1.17) we have: 
Iyl(x,n)i = Jw(x, A)- l- * j 5 IUl(X, a) - 1) + ( * / I 
w4 we 
s exp Ij/jq - l+ ,vegi exp (1/Gf.( * 
-- 
When xz x0 we see that 
Wxo) 
194(x, A)1 d exp -- - 
1 
lfil l=O 7 0 
and 
el(xo) 
Iyl(x, A) I i exp v ,1/3L2+a, --It ,;g, exp ifj$$& =O i , 
0 
as R+w, REDO. 
Hence (i) is valid. 
Next we consider (ii). Here we have: 
Iv&, 41 S exp- w4 _ 1 
Ilr 
, 
and 
elk4 Iy&, 412 exp- 
P 
-l+%$exp ‘ye 
r 
From (1.3) we deduce 01(x) =o( 1) as x + 00, therefore qq(x, A), yl(x, A) =o( 1) 
as x + CO for A E DO and lP+al rr. 
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Lemma 2. Let y~(x, ii) be the solution of (O.l), defined by (1.11) at~d 
(1.12), depending on the real constant c. Let E and r be positive constants. 
Let p3(x, ?&) and y3(x, A) be defined by: 
(5.5) 
-- 
y3(x, 4 = 11 + 9)3(x, A)> exp -VA2 + b x, 
-- 
(5.6) y3’(x, I) = -)‘A2 + b{l + 1/‘a(x, A)> exp -VP + b x, 
for R E DO. 
Then : 
(i) There exists a constant c3 = CQ(E, r) such that for x5 cSc3 !y.73(x, a)/ SE 
and [7+3(x, A)1 s;;E, for 3, E DO and [P+blZr. 
(ii) p3(x, 4, y3(x, 4=0(1/4 for fi xe x<c as il + 0~) uniformly on DO. cl = 
Proof: First we prove (i). Prom (l.ll), (1.14) and (5.5) we have: 
83(z) 
193(x, I.)1 = Iu3(x, A) - 115 exp w 
/W+bl 
-15 expe3(JCO)-1; - 
r 
and from formulas analogous to (1.16) and (1.17) we have : 
ly3(x, J-)1= IU3(? 4 - 1 - $g / 5 Iu3(x, a) - II+ j yL$tg [ d 
Since 193( -co) = jLm jq(t) - bldt -+ 0 as c + - 00, we may choose the real 
constant c such that J5~ps(x, A)[ 5 E and Iya(x, A)1 $a for x~c$c~. 
The proof of (ii) is similar to the one given in lemma 1 for ~I(x, A) 
and yr(x, 1) and so is omitted. 
We now construct another solution y~(x, A) of (0.1) which will be used 
below. 
The integral equation 
(5.7) uq(x, a) = 1+ - 2fji& i (1 - exp - WA2 + 4x - t))(q(t) - a)u4(t, .JJ dt, 
where Re VP+ a2 0, A2 -t a# 0, x Ld and d an arbitrary real constant, 
has a unique solution UJ(X, A). The function 
(5.7a) y4(x, a) = u~(x, a) exp 1/P+ a X, 
is a solution of the differential equation (0.1) with Re j/G2 0, 12 + a # 0, 
X&d. 
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Lemma 3. Let ~14(x, A) and y4(x, a) be defined by: 
(5.8) y4(x, 4 = (1 + y4(x, a)} exp VP + a x, 
(5.8a) y4’(x, a) = IlIz + a(1 + y4(x, a)> exp VA2 + a x, 
for il E DO. Let E and r be positive constants. 
Then : 
(i) There exists a real constant cg = c4(e, r) such that for x 2 d 2 c4 : 1y4(x, A) 1~ e 
and lyd(x, A)~sE for ii E DO and lX+aI&r. 
(ii) 94x,A), y4(x,A)=O(l/jl) for fixed xrd and .A+cx, uniformly on DO. 
The proof is analogous to that of lemma 2 and therefore it will be 
omitted. 
Let the Wronskian of y&r, a) and yj(x, a), (i, j= 1, 2, 3, 4), be denoted 
by IV&). We write as in [2] IV(A) for wrs(A). 
Lemma 4. Let r and E be positive constants with E <+. Consider the 
functions y~(x, A) and y4(x, A) in the cases that the constants c and d used 
in their definition (cf. (l.ll), (1.12), (5.7) and (5.7a) satisfy C~CQ(E, r) and 
dZca(e, r). Here CUE, r) and ~4.5, r) are the quantities occurring in lemmas 2 
and 3. 
Then : 
(i) W&a) and %(a) h sue no zeros for a E DO and \E+bj >=r and lP+al &r 
respectively. 
(ii) wu(a) = 0( 1) as I. + CO uniformly on any subset of DO on which Be 1 
is bounded. 
Proof: First we prove (i). Using (5.3), (5.4), (5.5), (5.6) and the 
definition of W&) we get: 
(5.9) 
1 
wz3(a) = - 2Va2+ bp + +{~)~(x, a) + y3(x, a) + v2(x, a) + ydx, a) + 
+94x, ah3(x, a) +v3(x, ahdx, 4~1. 
From this, lemma 1 (ii) and lemma 2 (i), the result follows for Wss(1). 
The proof for IV&) is analogous. 
Secondly we prove (ii). Using (5.1), (5.2), (5.5), (5.6) and the definition 
for IV&A) for some fixed x gcscs we get: 
- - - 
w13(a)=[(lla2+a-Va2+b)-Va2+b{~l(x, a)+y3(x, a)+ 
+dx, ah3(x, 4}+lla2+a{p13(x3 a)+~dx, 4 +~dx, a)~3(x, q-1 
. exp - (Va2 + a + lhFTT)x. 
From lemma 1 (i), lemma 2 (ii) and the boundedness of Re 1 the result 
follows. 
Let W{yi(x, A), yi(x, I,,,)} denote the Wronskian of the functions yi(x, a) 
and yj(x, no), (;, j= 1, 2, 3, 4). 
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We now define an auxiliary function A(x, /1, Jo) by: 
Ah 1, ao) = ai _ a2 J- i,tT(ydx, a), yz(x, no,>. 
Lemma 5. Let ,I0 und il be points of DO, A# i- 20. Let r be a positive 
constant. 
Then A(x, IV, 10) hus the following properties: 
(i) (WWA(x, 1, 20) =yl(x, 4y&, LO). 
(ii) A(x, il, 10) = 0( l/A) as 1-t CO uniformly on any subset of DO on which 
Re ~4 is bounded, for any fixed x. 
(iii) (ilo -As) A(x, 1,,20) = {(v + VO)/~VO} exp {(VO - V) x}{ W(A)) f o( l)>, us x + 00 
uniformly for i E DO and [X+al hr. 
(iv) (/z02-d2)A(x,J,it~)= W(A){(o+o~)/%s} exp ((00~0)5){1+0(l)}+0(1), as 
x --f -00, uniformly for 2 on any subset of Do on which Re A is bounded 
and jil2+al Zr, lit2fbj 2-r. 
Proof: It is sufficient to consider values of r with r d jA,B +al. 
First we prove (i). Differentiation of A(x, 1, Lo) with respect to x and 
substitution from the differential equation (0.1) with 1 and ila yields the 
result (i). 
Assertion (ii) follows from lemma 1 (i) and the boundedness of the 
real part of /I. 
Next we prove (iii). Choose the constant E such that 0 <E-C Q and choose 
the constant d in the definition of y4(x, A) (cf. (5.7) and (5.7a)) such that 
d=c4(~, r) (cf. lemma 3). From lemma 1 (ii) and lemma 3 (i), it follows 
that there exists a constant do&cq(a, r) such that lyj(x, A)/ <a, iyj(x, A)1 <E 
for j= 1, 4 and xZdo, ,I E DO, Ii 2+nl Zr. By lemma 4 (i) WIJ(&,) # 0. We 
may therefore write ys(x, Ao) as the linear combination of yi(x, no) and 
Y4(X, Lo) : 
(5.11) W24(Ao) W@o) yz(x, no)= p714(jlo)Y1(x: Jo) + w14(ao) y4(x, a,). 
Substitution into (5.10) yields : 
vhw(X, a, no)= m w{Y,(~, a), y+, A~))+ 
(5.12) 
+ $$j$ w{~dx, a), Y~(x, ao)). 
We write this as: 
' (a02 - a2)A (x, a, ao) - w(a,) 'z exp (vo - 7j)~ = a . 
(5.13) . w{yl(x, a), yl(x, ilo))+ w(ao) [ w{y'(x&?~~(x~ 'OH - 
v+vo 
- 2vexp (vg-v)x . 0 1 
11 Indagationes 
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For the first term on the right hand side we have by lemma 1 (ii), 
(5.14) w1&l) 
w240 W{yl(x, A), yl(x, hi)> =vo( 1) exp (~0 -Y)X as x -+ co, 
uniformly for 1 E DO and lP+al rr. 
Using (5.1), (5.2) (5.8), (5.8a) and the definition of W{yl(x, A), y&r, no)} 
we obtain: 
W(Yl(X, 4, !/4(x, ~o)}=[(~o+~)+~0(~1(~, 3L)+y4(x,Jo)+ 
+w(x, A)y4&, A~)}+v(yi(~, 1)+pl4(x, Ao)+yi(x, n)y4(x, JO))] exp (YO-v)x. 
If we choose A=& in this formula we obtain an expression for W14(3Lo). 
Hence : 
Jq!h(T a), y4@, IO,} v+vo 
(5.15) 
1 
W14(Ao) 
_ 2vexp (yo-y)x = 
0 
< 1y3E l4+lvo/~ 
bol 
.exp Re (vs-v)x, for xZda, 3L EDO and lP+alZr. 
From (5.13), (5.14) and (5.15) we see that there exists a constant dlzddo 
such that 
I(&+L2)A(x, A, ilo)- W(&)‘2exp (VO-v)xIs (e+ A--. 1 - 38 
(5.16) 
- W@o) 
I 
lyl +lvoI 
I”01 
exp Re(vo-v)z, for x2&, REDO and lP+aj rr. 
Now (iii) follows since E is arbitrary. 
Next we prove (iv). 
Let D1 be a subset of DO on which Re il is bounded, IL” + ccl z.r, IAs+ bj 2 r. 
Let E and r be positive constants with E<&. 
We choose the constant c in the definition of ya(x, A) (cf. (1.11) and 
(1.12)) such that c = c~(E, r) (cf. lemma 2). From lemma 1 (ii), and lemma 2 (i) 
it follows that there exists a constant CO~C~(E, r) such that for x 5~0, 
1 EDO and jP+bj~r we have lqj(x, A)j<s, Iyj(x, A)l<e, j=2, 3. The 
Wronskian Wzs(l) does not vanish because of lemma 4 (i). We may there- 
fore write yl(x, A) as the linear combination of yz(x, A) and ys(x, A): 
(5.17) 
Wl3@) 
y&, A)= qqq""(? A)- g& Y3h 4. 
Substitution into (5.10) yields 
(5.18) 
+ 
We write this as: 
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1 
(ilo2-A2)A(x, A, A,)- W(l) ‘$exp (UO-u)x= B . 
(5.19) . W{yz(x, a), yz(x, no,> + w(a) [ w{y2’2$$y’x~ a)> - 
I - of 00 - exp (00 - C)X 20 1 . 
The quotient Wra(A)/Wss(il) is analytic on Dr and 0( l/A) as A--+ co on Dr. 
Furthermore, 
W{y&, A), y2(x, ~o)}={(uo--)+(~o+u)o(~)) exp (~o+Q)x, 
as x --f -co uniformly for 1 on Dr by lemma 1 (ii). 
Hence : 
(5.20) as x-s -00, 
uniformly for 3, on Dr. 
Using (5.3), (5.4), (5.5), (5.6) and the definition of W(ya(x, Aa), ya(x, A)> 
we obtain 
W{Yz(~, Lo), y3(x, a,>= - [(a+cfo)+~{~2(? A)+y3@, jl)+yz(x, ilo)y3(x, a))+ 
+oo(vs(x, 4+y2(x, ilo)+p13(x, l)y2(x, IO))] exp (~0-4~. 
From this and (5.9) we deduce : 
W{y2(xJo), y3(x, 4) s+ co 3s ICI + bol . 
(5.21) w,,(l) 
- -exp (00-0)x 5 - 
l-3& 1u1 
.exp Re(aa-a)x for XICO, A on D1. 
Prom (5.19), (5.20) and (5.21) we see that there exists a constant c’a(=ca 
such that 
i 
I(il0~-i2~)A(x, A, no) - W(l) F exp (GO--o)xl ds+ 
(5.22) 
i 
+ & (I w @)I I”’ i,‘” exp Re(oo-o)x}, for XSC’O and il on 4. 
Since E is arbitrary the result (iv) follows. 
(To be continued) 
