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Abstract
Methods for generating sequences of surrogates approximating fine scale models of two-phase random
heterogeneous media are presented that are designed to adaptively control the modeling error in key quan-
tities of interest (QoIs). For specificity, the base models considered involve stochastic partial differential
equations characterizing, for example, steady-state heat conduction in random heterogeneous materials and
stochastic elastostatics problems in linear elasticity. The adaptive process involves generating a sequence of
surrogate models defined on a partition of the solution domain into regular subdomains and then, based on
estimates of the error in the QoIs, assigning homogenized effective material properties to some subdomains
and full random fine scale properties to others, to control the error so as to meet a preset tolerance. New
model-based Multilevel Monte Carlo (mbMLMC) methods are presented that exploit the adaptive sequenc-
ing and are designed to reduce variances and thereby accelerate convergence of Monte Carlo sampling.
Estimates of cost and mean squared error of the method are presented. The results of several numerical
experiments are discussed that confirm that substantial saving in computer costs can be realized through the
use of controlled surrogate models and the associated mbMLMC algorithms.
Keywords: Adaptive control of model error, goal-oriented a posteriori error estimation, Multilevel Monte
Carlo, random heterogeneous media.
1. Introduction
The use of high-dimensional, high-fidelity computational models to simulate complex physical phe-
nomena in heterogeneous material systems has increased in recent years. This has been due, in part, to
substantial increases in computational power that occurred during this period, but also due to the increased
reliance on computer predictions as a basis for critical decisions effecting the design and performance of
complex engineered systems. It is now more frequently recognized that predictive models of such system
must account for uncertainties in microstructural properties and that stochastic models of random media are
often required for reliable predictions. Paradoxically, models which can deliver the desired resolution of the
critical quantities of interest (the QoIs), while also capturing the stochastic character, are often of such size
and complexity that the desired solutions are intractable. So, methods for reducing the cost of computations
by reducing the model size while also retaining accuracy in the prediction of QoIs are of great value.
In this paper, we address this broad problem by developing methods to generate sequences of tractable
stochastic surrogate models less complex and of smaller dimension than fine scale models, that deliver accu-
rate approximations of key QoIs for random, heterogeneous media. We derive estimates of modeling error
in specific output functionals and use these to control adaptively the choice of our surrogates. Our adaptive
modeling process provides a framework for developing new Monte Carlo (MC) based solution paradigms
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under the broad category of Multilevel Monte Carlo (MLMC) methods. We consider two classes of prob-
lems: diffusion in a random two-phase medium and elastostatics of composite materials with randomly
distributed isotropic inclusions.
The idea of goal-oriented estimation and control of modeling error was introduced by Oden and Vema-
ganti in connection with multiscale modeling of heterogeneous materials in [26, 27, 37], and generalized to
nonlinear problems by Oden and Prudhomme [24]. The reference to goal-oriented estimates is intended to
imply local estimates of QoIs, generally characterized by linear functionals of the solution to the forward
problem, as opposed to global estimates of errors in various norms. Modeling error, as opposed to discretiza-
tion error, is the relative error in the solutions or QoIs between low-fidelity or coarse-scale approximations
and those of a high-fidelity base model, which, while generally intractable, is assumed to provide an high-
resolution characterization of the phenomenon of interest. In this exposition, we focus on the estimation
and control of modeling error and assume that discretization errors are made negligible by using sufficiently
refined meshes. A general framework for estimating modeling error is described in [24, 32] and methods for
adaptive modeling, including hybrid continuum-atomistic models, molecular dynamics models, and models
of nonlinear systems, are discussed in [25, 4]. Further generalizations and applications of these methods
to broad classes of problems were given in Oden et al [25]. Braack and Ern [7] described techniques for a
posteriori estimation and control of both modeling and discretization error. The construction of surrogate
models with error control within a stochastic framework is also described in [9] for atomic-to-continuum
modeling and [40] for a stochastic-deterministic coupling method. More recently, Maier and Rannacher
[21, 20] continued a duality-based approach to model adaptivity for heterogeneous materials that involves
a post-processing procedure for selecting optimal models for estimating errors in QoIs.
In the present paper, we describe extensions of the notions of modeling error estimation and control in
which the underlying stochastic high-fidelity model is characterized by stochastic elliptic boundary value
problems. A large literature exists on the physics of such random heterogeneous media; see for example, the
treatises of Torquato [36] and Buryanchenko [8], and the survey of Jeulin and Ostoja-Starzewski [16]. The
central aim of most theories of random media is to derive effective properties of homogenized representation
of the material [17, 35, 5], which is also a factor in the adaptive algorithms developed here.
The sequence of models that we construct is employed in a MLMC setting. The classical MLMC
method [13, 14] uses a hierarchy of space (or time) discretizations of a partial (resp. ordinary) differential
equation to accelerate the Monte Carlo convergence on the finest level. Its efficiency relies on a delicate
trade-off between computational cost and variance reduction across the levels, which is often guaranteed
by convergence theorems for the discretized solution. This is not the case for a sequence of surrogate
models, where the unavailability of convergence rates (at least a priori) constitutes the main challenge
in the construction of an efficient multilevel estimator. The use of sets of low-fidelity models correlated
with a high-fidelity base model as a tool for deriving MC solvers for large-scale simulations has led to the
development of Multi-Fidelity Monte Carlo Methods (MFMC) [29, 30, 18]. In these methods, the selection
of surrogate models and the optimal distribution of samples among the levels are tied to the correlation
between the approximate QoIs of each surrogate and the QoI of the high-fidelity model, and by the cost
of evaluating the QoI for each surrogate model. The procedure proposed in [29] is independent of the
availability of a priori or a posteriori error estimators. Instead, our goal is to design a MLMC algorithm
that exploits the information provided by our a posteriori error estimator. We show that the latter allows
the ordering of models with respect to their accuracy and enables one to fit this model hierarchy into the
framework of standard MLMC. A similar strategy has been adopted in [38, 39], but in these works the
surrogate models correspond to reduced basis approximations of the high-fidelity model and no a posteriori
error estimator is needed for constructing and ordering them. We remark that, in the case of a hierarchy
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based on mesh refinement, the MFMC estimator of [29] has been shown to provide the same performance
as the MLMC estimator, while distributing differently the samples across the levels [28]. A combination of
low and high-fidelity models has also been explored in the stochastic collocation framework in [23, 41].
Our approach addresses several challenging problems, including 1) the derivation of two-sided bounds
on goal-oriented estimates of modeling error in QoIs in systems modeled by stochastic PDEs; 2) the con-
struction of homogenized models of the microstructure of random two-phase media; 3) the development
and implementation of an adaptive modeling algorithm to control the error in QoIs delivered by models
representing a mixture of homogenized and microscale media; and 4) the solution of representative model
problems to demonstrate the implementation and effectivity of the proposed methodology. Related works
that address these questions are [33] and [40], but there surrogate models are constructed by coupling a
deterministic homogenized model to a local stochastic model, and statistics are computed by Monte Carlo
integration. The main novelty of our work is to leverage an adaptive strategy to contruct surrogate models
corresponding to levels in a MLMC algorithm. We are able to demonstrate improvements in the efficiency of
the MLMC algorithm compared to plain MC when estimates of modeling errors are used to guide MC-type
solvers. In order to achieve variance reduction across the levels, differently from [33, 40] we use surrogates
which are stochastic in the whole computational domain.
In Section 2, following this introduction, the notation and mathematical structure of a class of stochastic
boundary-value problems are presented. The idea of constructing sequences of lower-dimensional surrogate
models approximating the high-fidelity base model is taken up in Section 3. A posterior estimates of error
in QoIs are presented in Section 4. Applications of the methodologies to heat transfer and linear elasticity,
as well as the adaptive modeling algorithm for controlling the error are discussed in Section 5. The theory
and algorithms underlying MLMC methods based on levels generated by sequences of surrogates, which
we refer to as model-based MLMC (or mbMLMC), are presented in Section 6. Numerical experiments
involving applications of the theory and methodology to model problems are given in Section 7. It is
demonstrated that the use of a posterior estimates of error in QoIs delivered by a sequence of surrogate
models can accelerate the convergence of MC methods. Concluding comments are collected in Section 8.
2. Stochastic Models Involving Random Heterogeneous Media
We consider a class of linear stochastic elliptic boundary-value problems that model various physical
phenomena in random, heterogeneous media. We assume the media occupies a bounded domain D in
Rd, d = 1, 2, 3, with Lipschitz boundary ∂D. The problem is set in a complete probability space (Ω,F ,P),
where the sample set Ω of possible outcomes describes realizations of microstructural distributions of the
two-phase material, F the σ-algebra of subsets of Ω, and P the probability measure. The problem is to find
a stochastic field u : Ω × D¯ → Rm,m = 1, 2, 3 and compute a QoI from it. For ease of presentation, we set
m = 1 and denote by u = u(ω, x), ω ∈ Ω, x ∈ D, the scalar stochastic field. We first consider a model class
of problems formally governed by the equations
∇ · A(ω, x)∇u(ω, x) = f (ω, x), x ∈ D,
A(ω, x)∇u(ω, x) · n = σ(ω, x), x ∈ ΓN ,
u(ω, x) = 0, x ∈ ΓD,
 (1)
almost surely for all ω ∈ Ω, where ∇ is the spatial gradient operator, A(ω, x) is a d × d symmetric positive
definite matrix representing the conductivity, diffusivity, mobility, etc. of the random field, f (ω, x) and
σ(ω, x) are prescribed data, ΓN being a subset of ∂D on which Neumann data is prescribed, and ΓD =
3
∂D \ ΓN . Later we focus on the special case A(ω, x) = κ(ω, x)I. The presentation in this and the next
sections generalizes naturally to the elasticity case, that is also considered, and for which A(ω, x) = E(ω, x)
is the fourth order elasticity tensor and u = u(ω, x) the vector-valued stochastic displacement field.
If B(D) denotes the Borel σ-algebra generated by open sets of D, then A, f and σ, as (L∞(D))d×d-,
H−1
ΓD
(D)-, and H− 12 (ΓN)-valued quantities, respectively, are assumed measurable with the induced σ-algebra,
F ⊗ B(D) for A and f , and F ⊗ B(ΓN) for σ, B(ΓN) being the sigma-algebra associated with open sets in
ΓN . Here, H−1ΓD (D) denotes the dual of H
1
ΓD
(D) = {v ∈ H1(D), trv|ΓD = 0}.
For almost every ω ∈ Ω, A(ω, x) is assumed to be bounded and coercive, uniformly with respect to
x and ω, A(ω, x) representing a possibly discontinuous, highly oscillatory function characterizing the two
phases of the media. Thus, there exist 0 < αmin, αmax < +∞ such that
P(ω ∈ Ω : αminaTa ≤ aTA(ω, x)a ≤ αmaxaTa,∀a ∈ Rd, a.e. x ∈ D¯) = 1. (2)
2.1. Function Spaces
For an RN-valued random function Y ∈ L1P(Ω), its expectation is denoted by
E[Y] :=
∫
Ω
Y(ω) dP(ω) =
∫
RN
y dµY (y),
where µY is the distribution measure for Y . We assume µY is absolutely continuous with respect to the
Lebesgue measure, so there exists a probability density function pi : R→ [0,∞) such that
E[Y] =
∫
RN
y pi(y) dy.
For a Hilbert space V , we denote by L2P(Ω,V) the space of square-integrable, V-valued stochastic func-
tions, equipped with the norm ‖v‖L2P(Ω,V) :=
{
E
[
‖v‖2V
]
.
} 1
2 . It holds L2P(Ω,V) ' L2P(Ω) ⊗ V , cf. [2].
2.2. Variational Form
The weak or variational formulation of the stochastic diffusion problem (1) is defined as follows: let
H := L2P(Ω) ⊗ H1ΓD(D) denote the tensor product Hilbert space endowed with the inner product
(u, v)H := E
[∫
D
(∇u · ∇v) dx
]
=
∫
Ω
∫
D
∇u(ω, x) · ∇v(ω, x) dx dP(ω).
We define the bilinear form and linear form,
B(u, v) = E
[∫
D
A∇u · ∇v dx
]
, B : H × H → R, (3)
F(v) = E
[∫
D
f · v dx +
∫
ΓN
σ · v ds
]
, F : H → R. (4)
By virtue of (2), B(·, ·) is continuous and coercive. We assume that f ∈ L2(Ω, L2(D)) andσ ∈ L2(Ω,H− 12 (ΓN)),
so that F(·) is continuous.
The stochastic variational formulation of (1) is then:
Find u ∈ H such that
B(u, v) = F(v), for all v ∈ H.
 (5)
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Under the assumptions laid down so far, a unique solution to (5) exists by the Lax-Milgram theorem.
Upon solving (5) for the stochastic field u, we wish to evaluate specific quantities of interest (QoIs), the
goals of the modeling and simulation, represented by continuous linear functionals
Q(u) = E[q(u)] ∈ R, q : H1ΓD(D) → R.
Many examples of meaningful QoIs could be cited and typical cases are given later. It should be emphasized
that the calculation of QoIs is the principal goal of constructing the mathematical model (1) and of solving
it numerically. The actual solution u(ω, x) is of interest only as a step in computing the target QoIs. This
fact is central in our approach to the analysis of random heterogeneous media. While we addess the forward
problem, goal-oriented approaches for Bayesian inverse problems can be found, for instance, in [22] for
parameter and mesh adaptivity and in [31] for model adaptivity in turbulence simulations.
Corresponding to each QoI, Q ∈ L(H,R), is a unique function w = w(ω, x) ∈ H that represents the
stochastic field generated by the input Q, and which is defined as the solution of the following adjoint or
dual problem,
Given Q : H → R, find w ∈ H such that
B(v,w) = Q(v), for all v ∈ H.
 (6)
The solution w can be interpreted as the generalized Green’s function corresponding to the functional Q.
3. Surrogate Problem Classes
Unfortunately, problem (5) (or (1)) and problem (6) are generally hardly tractable in real-life applica-
tions, owing to their enormous size and complexity. An alternative approach must be explored in which (5)
(or (1)) and (6) are replaced by a tractable sequence of approximations that can be solved much cheaply and
which produce sufficiently accurate approximations of the QoIs.
Therefore, we introduce the surrogate primal and adjoint problems
Find u0 ∈ H, such that
B0(u0, v) = F(v) for all v ∈ H,
 Find w0 ∈ H, such thatB0(v,w0) = Q(v) for all v ∈ H,
 (7)
where
B0(u0, v) = E
[∫
D
A0∇u0 · ∇v dx
]
,
and A0 is a suitable approximation of A(ω, x). In Section 5, we describe how to derive sequences of surro-
gate pairs {(u0)(l)), (w0)(l))}, l = 1, 2, · · · , L, of solutions to (7) designed to adaptively yield approximations
of the QoI, Q(u), of increasing accuracy. Generally, A0(ω, x) will be of the form,
A0(ω, x) =
A(ω, x), x ∈ D f ine,A00(ω, x), x ∈ D \ D f ine,
where A(ω, x) is the “fine scale” or heterogeneous coefficient matrix in (1), D f ine is a subset of D containing
fine scale random features of the microstructure, andA00(ω, x) characterizes homogenized material features.
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4. Goal-Oriented A Posteriori Estimates of Modeling Error
In this section, we present an extension of the analysis in [27, 37] to the stochastic systems (1) (or (5) and
(6)). We note that the positive definite bilinear form B(·, ·) of (3) generates an inner product and an energy
norm on H, given by ‖v‖B := √B(v, v), which, by virtue of (2), is equivalent to the norm ‖v‖H = √(v, v)H ,
with equivalence constants independent of ω ∈ Ω. Also, as noted earlier, we consider only modeling error
under the assumptions that discretization errors are negligible.
The following result, closely related to [33, Thm. 6], establishes computable two-sided error bounds on
the QoI. We make use of the notation I0 = I0(ω, x) := I − A−1(ω, x)A0(ω, x).
Theorem 1. Let u0 and w0 be solutions to the surrogate primal and adjoint problems (7), respectively. Then
the modeling error in the quantity of interest is bounded above and below as follows:
ηlow ≤ Q(e0) ≤ ηupp,
where
ηlow :=
1
4
(η+low)
2 − 1
4
(η−upp)2 + Ru0(w0), (8)
ηupp :=
1
4
(η+upp)
2 − 1
4
(η−low)
2 + Ru0(w0), (9)
with
η±low :=
|Rsu0±s−1w0(u0 + θ±w0)|
‖u0 + θ±w0‖B ,
s ∈ R being real numbers, and
(η±upp)2 := s2ζ2upp + s−2ξ2upp ± E
[
2
∫
D
I0∇u0 · A I0∇w0 dx
]
,
θ± =
B(u0,w0)Ru0(su0 ± s−1w0) − B(u0, u0)Rw0(su0 ± s−1w0)
B(u0,w0)Rw0(su0 ± s−1w0) − B(w0,w0)Ru0(su0 ± s−1w0)
,
ζupp = ‖u0‖I0B, ξupp = ‖w0‖I0B,
‖ · ‖I0B being the I0-weighted norm,
‖u0‖I0B = E
[∫
D
A I0∇u0 · ∇u0 dx
]
,
and Ru0(·) is the linear functional, defined, for any g ∈ H, by
Rg(v) = E
[∫
D
A I0∇g · ∇v dx
]
.

The proof follows from a straightforward generalization of the proofs in [26, 33].
It has been noted in the numerical experiments of [27] that ηupp and ηlow can provide poor estimates of
the error. Simpler computable but effective approximate error estimators can be derived from the estimators
in (8) and (9) and used to guide the adaptive processes described in the next sections.
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Considering the estimate of the modeling error in the QoI based only on the upper bounds, we obtain
the approximate estimator
ηest :=
1
4
(η+upp)
2 − 1
4
(η−upp)2 + Ru0(w0) = E
[
−
∫
D
A−1A0AI0∇u0 · ∇w0 dx
]
. (10)
A similar second error estimator is obtained as ηest,low := 14 (η
+
low)
2 − 14 (η−low)2 + Ru0(w0).
5. Heat Transfer and Linear Elasticity in Two-Phase Materials with Random Microstructure
In this section, we focus on the case of a two-phase isotropic random media. In Subsection 5.1 we de-
scribe the construction of surrogate models and the a posteriori error estimator for the heat transfer problem,
while in Subsection 5.2 we present the extension to linear elasticity.
5.1. Adaptive Modeling and Construction of Surrogate Models for Heat Transfer
In this case, A is of the form A(ω, x) = κ(ω, x)I, I being the identity, and κ the random field describ-
ing material conductivities varying between two phases. Denoting by κM the conductivity for the matrix
material and by κI the one for the inclusions, formally
κ(ω, x) = κMXM(ω, x) + κIXI(ω, x), ω ∈ Ω, x ∈ D¯, (11)
XM and XI being the characteristic functions for the two phases. Then the solution u(ω, x) to (5) is the
corresponding temperature field.
The bilinear and linear forms of (3) and (4) reduce to,
B(u, v) = E
[∫
D
κ(·, x)∇u(·, x) · ∇v(·, x) dx
]
, (12)
F(v) = E
[∫
D
f (·, x) · dx +
∫
ΓN
σ(·, x) · n dx
]
. (13)
The QoI is always assumed to be a local feature of the physical system fully characterized by the solution
of the fine scale forward problem. Examples include the average temperature over a subdomain Aq ⊂ D,
Q(u(ω, x)) = E
 1|Aq|
∫
Aq
u(ω, x)dx
 , (14)
|Aq| being the volume of Aq, or the heat flux through the boundary of a subdomain.
Following the ideas in [27], we partition the domain D into blocks
{
B1, . . . , BKb
}
, Kb ∈ N, so that
D =
⋃Kb
k=1 Bk; see for instance Figure 5 in Section 8. As an approximation of the conductivity κ, we
consider
κ0(ω, x) =
κ(ω, x) if x ∈ Bk such that Bk ⊆ D f ine,κe f f (ω, k) if x ∈ Bk such that Bk ⊆ D \ D f ine,
where D f ine consists of a collection of blocks around the QoI and κe f f (ω, ·), ω ∈ Ω, is a blockwise-
homogenized coefficient. For the latter we use, in each block, the lower Hashin-Shtrikman bound κLHS
(if κM ≤ κI) or the upper Hashin-Shtrikman bound κUHS (if κM ≥ κI) [36, p.557 and p.406] computed
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with the sample-dependent volume fractions in that block. Denoting by φM and φI the (sample-dependent)
volume fractions for matrix and inclusions in one block, κLHS and κUHS are given by
κHSL = κarith − (κM − κI)
2φMφI
κIφM + κMφI + κmin
, κHSU = κarith − (κM − κI)
2φMφI
κIφM + κMφI + κmax
,
with κarith = φMκM + φIκI , κmin = min{κM, κI}, and κmax = max{κM, κI}. We use blockwise homogenized
coefficients instead of globally homogenized coefficients because they provide better variance reduction for
the MLMC algorithm. The coefficient κe f f (ω, ·), ω ∈ Ω has to be understood as a surrogate for the actual,
deterministic, homogenized coefficient.
The homogenized problem (7) involves the form
B0(u0, v) = E
[∫
D
κ0∇u0 · ∇v dx
]
and the error estimator (10) is
ηest = E
−∫
D\D f ine
κ0
(
1 − κ0
κ
)
∇u0 · ∇v0 dx
 .
It remains to define the subdomain D f ine where the microstructure is resolved. This can be constructed
adaptively using local error indicators. Namely, for each block Bk, k = 1, . . . ,Kb the quantity
ηest,k := E
[
−
∫
Bk
κ0
(
1 − κ0
κ
)
∇u0 · ∇v0 dx
]
(15)
is an indicator for the contribution of the block Bk to the total modeling error ηest, and
∑Kb
k=1 ηest,k = ηest.
Similarly to [27, 33], the local error indicators can be used to guide the adaptive selection of surrogate
models, as described in Subsection 6.2.1 in the MLMC framework.
For later application of MLMC, we not only need the model fulfilling the required tolerance, but also
a sequence of coarser models. Therefore, to define the coarsest possible model, before the blockwise ho-
mogenized one with D f ine = ∅, we consider the model with κ0(ω) ≡ κe f f (ω), ω ∈ Ω, with κe f f (ω) constant
over D and coinciding with the lower (resp. upper) Hashin-Shtrikman bound computed with the volume
fractions over the whole domain.
Remark 1 (Cost of globally homogenized model). Since the globally homogenized coefficient is constant
over the whole domain and we consider linear functionals of the solution, the cost of computing one real-
ization of the QoI on the corsest model is O(1). Indeed, it is sufficient to solve the forward problem once
to obtain the value q f ix for the QoI with a fixed coefficient κ f ix, and any other realization with coefficient
κe f f (ω) can be obtained by a scaling of q f ix. In particular, for (14), q(ω) = q f ix
κ f ix
κe f f (ω)
, ω ∈ Ω.
Remark 2 (Additional surrogate models at coarse scale). If all blocks in which we partition the domain
are quadrilaterals, then we can consider them as a mesh on the coarse scale. Namely, before resolving the
fine scale in some blocks (but after the model with globally homogenized coefficient), we can consider a
nested sequence of quadrilateral meshes, the finest one corresponding to the block partition, and associate
to each of these a model where the (sample-dependent) elementwise homogenized coefficient is used. This
procedure is clarified in Subsection 7.1.
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Remark 3 (Possible extensions). The construction of surrogate models presented in this section can be
coupled to other model reduction techniques available in the literature. In particular, in the models on the
coarse scale, where the piecewise homogenized coefficient is used, the affine decomposition of the bilinear
form would allow for an efficient application of the reduced basis method [34]. When the microstructure
is resolved in some blocks, then application of the reduced basis method would require an empirical inter-
polation [3], which is potentially very expensive and does not always ensure a reduced basis construction
which is sufficiently accurate.
5.2. Extension to Elastostatics of Random Materials
While algebraically more tedious, the full theory and adaptive algorithms described earlier are read-
ily extendable to linear elasticity problems. Dealing then with the vector-valued displacement field u =
u(ω, x),u : Ω × D → Rd, d = 1, 2, 3 (u ∈ H := (L2(Ω,P) × H1
ΓD
(D))d), the model forward problem for a
two-phase random elastic material with isotropic phases is of the form, for a.e. ω ∈ Ω,
∇ · T(ω,u) = f(ω, x), x ∈ D,
T(ω,u)n = σ(ω, x), x ∈ ΓN ,
u(ω, x) = 0, x ∈ ΓD,
 (16)
with T the Cauchy stress, given by
T(ω,u) = 2µ(ω, x)ε(u) + λ(ω, x)tr(ε(u))I,
ε(u) =
1
2
(
∇u + (∇u)>
)
.

Here λ and µ are the Lame´ constants for the materials, which take on different values on each phase, M and
I, i.e., in analogy with (11),
(λ, µ)(ω, x) = (λ, µ)MXM(ω, x) + (λ, µ)IXI(ω, x), ω ∈ Ω, x ∈ D¯.
The elasticity problem has the same structure as (1), with the gradient replaced by its symmetric part and
A(ω, x) a fourth-order tensor with components Ai jkl = λ(ω, x)δi jδkl + µ
(
δikδ jl + δilδ jk
)
, 1 ≤ i, j, k, l ≤ d
(where, for any i, j = 1, . . . , d, δi j is the Kronecker delta).
The weak or variational form of (16) can be written
Find u ∈ H such that for all v ∈ H
B(u, v) := F(v)
B(u, v) :=
∫
Ω
∫
D
2µ(ω, x)ε(u) : ε(v) + λ(ω, x) divu div v dx dP(ω)
F(v) :=
∫
Ω
∫
D
f(ω, x) · v(ω, x) dx dP(ω) +
∫
Ω
∫
ΓN
σ(ω, x) · v(ω, x) dx dP(ω),

with an analogous adjoint problem. Among QoIs are the ensemble average of strains in a subdomain of
volume A or over an inclusion, e.g. Q(u) = E
[
|A|−1 ∫A ε11(u(·, x)) dx].
For the surrogate models, we use the same construction as in Section 5, where now the Hashin-Shtrikman
bounds on the conductivity are replaced by the Hashin-Shtrikman bounds on the bulk modulus K and shear
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modulus µ [36, p.570],
KLHS = Karith − (KM − KI)
2φIφM
KIφM + KMφI +
2(d−1)
d µmin
, µLHS = µarith − (µM − µI)
2φIφM
µIφM + µMφI + Hmin
, (17)
KUHS = Karith − (KM − KI)
2φIφM
KIφM + KMφI +
2(d−1)
d µmax
, µUHS = µarith − (µM − µI)
2φIφM
µIφM + µMφI + Hmax
, (18)
with Karith = KIφI + KMφM, Kmin = min {KI ,KM}, Kmax = max {KI ,KM} (similarly for µ), d the spatial
dimension and
Hmin = µmin
dKmin/2 + (d + 1)(d − 2)µmin/d
Kmin + 2µmin
Hmax = µmax
dKmax/2 + (d + 1)(d − 2)µmax/d
Kmax + 2µmax
.
From (17) and (18), the corresponding values for λ can be derived by the relationship λ = K − 23µ.
Remark 4 (Comment on Remark 1 for elasticity). In case of homogeneous materials having the same
Poisson ratio but different Young’s moduli, a similar scaling argument as in Remark 1 holds. However,
even if the two materials in the random heterogeneous medium have the same Poisson ratio, the Hashin-
Shtrikman bounds lead to an effective Poisson ratio which is in general different from the one of the two
materials. Due to the nonlinear formula (17) for KLHS and µLHS , λLHS and µLHS scale differently for
different volume fractions, and thus we cannot employ such a simple scaling argument as in Remark 1
(same observation holds when formula (18) is used).
6. Multilevel Monte Carlo on a Sequence of Surrogate Models
In this section, we describe a MLMC strategy for the efficient approximation of Q = E[q(u)], Q : H →
R being the localized QoI and u the solution to (5). After a brief review of MLMC in Subsection 6.1, we
illustrate, in Subsection 6.2, how the key features of MLMC can be combined with the model adaptive
strategy to improve the efficiency of Monte Carlo sampling for local QoIs.
6.1. The Multilevel Monte Carlo method
Here we follow the presentations in [11, 14]. Let q be the functional of interest, which is, in general, not
accessible from computations, and let (ql)Ll=1 be a sequence of approximations to q, ordered from the least
to the most accurate. Furthermore, we denote q0 := 0. The MLMC method exploits the identity
E[qL] =
L∑
l=1
E [Yl] , with Yl := ql − ql−1, l = 1, . . . , L,
to estimate Q = E[q] by
EL[qL] :=
L∑
l=1
EMl [Yl] , (19)
where
EMl [Yl] :=
1
Ml
Ml∑
i=1
Y il , for l = 1, . . . , L. (20)
In the equation above, for each l = 1, . . . , L,
{
Y il
}Ml
i=1
denote Ml ∈ N i.i.d. (independent, identically dis-
tributed) samples of Yl.
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For every realization of (19), the error can be decomposed as∣∣∣E[q] − EL[qL]∣∣∣ ≤ |E[q − qL]| + ∣∣∣E[qL] − EL[qL]∣∣∣ .
The first term on the right-hand side is deterministic, and it is called bias error. The second summand is a
random variable, corresponding to the statistical error. To compute the MLMC estimator up to a tolerance
TOL, we can decompose the latter into a bias tolerance TOLbias and a statistical error tolerance TOLstat
[11, 15]:
TOL = (1 − ϑ)TOL︸        ︷︷        ︸
:=TOLbias
+ ϑTOL︸ ︷︷ ︸
:=TOLstat
, (21)
for some ϑ ∈ (0, 1]. For a fixed ϑ, the bias tolerance is imposed by selecting the approximation qL such that
|E[q − qL]| ≤ TOLbias. (22)
As described in the next subsection, this means choosing a sufficiently good surrogate model.
Due to its stochastic nature, there are multiple possibilities of prescribing a tolerance on the stochastic
error. A popular choice (see e.g. [13, 14, 10]) is to do it in the mean squared sense, requiring that
E
[∣∣∣E[qL] − EL[qL]∣∣∣2] ≤ TOL2stat. (23)
This, together with (22), ensures that
‖E[q] − EL[qL]‖L2(Ω,R) ≤ TOL. (24)
The requirement in (23) is adopted in this paper. Alternatively, the statistical tolerance can be imposed in a
probabilistic sense, cf. [11, 15].
The statistical error is controlled by
E
[∣∣∣E[qL] − EL[qL]∣∣∣2] ≤ L∑
l=1
V[ql − ql−1]
Ml
(where V[·] denotes the variance) [14]. The estimated total work of the MLMC estimator is then [14]
E[W] = TOL−2stat
L∑
l=1
√
VlWl, (25)
where Vl = V[Yl], and Wl is the estimated cost of one realization of Yl, for l = 1, . . . , L. In this respect,
the MLMC method can be seen as a variance reduction technique [14, 6]: the sequence (ql)Ll=1 must be
such that, as l increases and the cost of generating a sample increases, the variance of Yl decreases. This
makes it possible to evaluate many samples on coarser levels and fewer on the finer ones, reducing the
computational cost compared to plain Monte Carlo. However, the complexity theorem for MLMC [14, Thm.
2.1] clearly establishes that such gain in efficiency relies on a very delicate trade-off between computational
cost and accuracy across the levels. When dealing with a sequence of surrogate models, we cannot rely on
convergence rates to determine the distribution of work across the levels. Defining a geometric sequence of
tolerances as in [15] is also not applicable, as a discrete set of models does not ensure that for each level
of tolerance a surrogate model exists and, also if it does, the relationship between computational costs and
tolerances among the levels may be highly not optimal. How to tackle this issue is described in the next
subsections.
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6.2. Model-based Multilevel Monte Carlo
Our aim is to use the same estimator as in (19) with ql := q(ul0), where u
l
0 is the solution to a surrogate
model as from Section 3, and thus
Yl = q(ul0) − q(ul−10 ),
for l = 1, . . . , L and L ∈ N.
The strategy that we use can be subdivided into three steps:
1. model selection,
2. level selection,
3. computation of MLMC estimator.
The model selection procedure leverages the a posteriori error estimator to construct a sequence of
surrogate models. Out of this sequence, the level selection step selects L models as levels for the MLMC
estimator. Finally, the MLMC estimate of E[q] as in (19)-(20) is computed.
6.2.1. Model selection
For a given bias tolerance TOLbias, the aim of the model selection procedure is twofold: to select the
cheapest possible modelMJ such that
E
[∣∣∣∣q(u(J)0 ) − q(u)∣∣∣∣] ≤ TOLbias,
and to construct a sequence of surrogate models with tolerance larger than the bias tolerance as candidates
for the MLMC levels.
Ideally, also in the deterministic setting, one would start with the coarsest model and enrich it adding
microscale features until the estimated error is lower than TOLbias. However, the quantity ηest in (10) is an
error indicator and not a reliable error estimator (the same holds for other error indicators introduced e.g.
in [27, 33]). Therefore, we use the local error estimators in (15) to guide the adaptive process, similarly to
[12, 15], and a sample average of the exact error Q(e j0) = E
[∣∣∣∣q(u( j)0 ) − q(u)∣∣∣∣], j = 0, . . . , J, to quantify the
modeling error of a surrogate.
Let us denote by S the sequence of surrogate models that we want to construct, includingMJ as the last
model. We denote byM0 the model with blockwise homogenized coefficient and we start with S = {M0}.
We proceed then with the following steps, presented in Algorithm 1:
1. set j = 0 and draw Mˆ samples of the microstructure (this does not require necessarily to save Mˆ
meshes, but only the parameters or the random fields fully describing it);
2. compute and save the realizations of the QoI on the fine scale for the Mˆ samples, qi(u(·)), i = 1, . . . , Mˆ;
we will need these to estimate the exact error and, as already mentioned, ideally this step can be
avoided if one could use a reliable error estimator; moreover, in view of the level selection, compute
and save the sample average EMˆ[W
f ine], where W f ine is the cost of computing one sample of q(u);
3. compute and save the Mˆ realizations of the QoI for the surrogate, qi(u j0), i = 1, . . . , Mˆ, and for these
compute the errors |qi(u)− qi(u j0)|, i = 1, . . . , Mˆ; also, compute and save the sample average EMˆ[W j],
where W j is the cost of computing one sample of q(u j);
4. if the sample average EMˆ
[
|q(u) − q(u j0)|
]
is lower than the bias tolerance, then stop, otherwise j =
j + 1 and select as next surrogate the one where microscale features are added in the blocks Bk,
k = 1, . . . ,Kb, such that
EMˆ
[
|η( j)est,k|
]
≥ γEMˆ
[
|η( j)
est,k˜
|
]
, (26)
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where k˜ is the block with maximum local error indicator (in absolute value) and η( j)est,k is the local error
indicator for the k-th block and the j-th surrogate model; γ ∈ (0, 1) is an a priori chosen parameter,
and in our experiments we used γ = 0.5;
5. repeat steps 3-4 until TOLbias is reached, and correct the initial bias tolerance, setting it to the esti-
mated error of the last model selected;
6. return the QoI samples and average cost for each surrogate and for the fine scale model, together with
the set of models and the bias tolerance.
If the scaling argument of Remark 1 applies (e.g. for the heat equation and linear QoI), then, denoting by
M−1 the model in which the globally homogenized coefficient is used, we start instead with S = {M−1},
perform step 3 for this model and proceed toM0 if the bias tolerance is exceeded. Moreover, if also Remark
2 is applicable, then we start with S = {M−1}, perform step 3, and, if the tolerance is exceeded, we select
the model associated to the coarsest quadrilateral mesh; then step 3 is iterated, refining each time the mesh
if the tolerance is not reached; the finest subdivision in quadrilaterals corresponds to the model M0, and
from there we can proceed as in Algorithm 1.
We note that the same Mˆ samples are considered for all sample averages. This and the fact that we
save the QoI realizations for each surrogate will make the level selection procedure very cheap [38]. The
parameter Mˆ must be taken sufficiently large to ensure reliable sample estimates. In principle, one could
control the accuracy of the sample estimates as in [15, Algorithm 1].
It remains to determine how to choose the bias tolerance, that is ϑ in (21). We start with the common
splitting TOLbias = 1√2 TOL. When the statistical tolerance is corrected in step 5 (line 20 of Algorithm 1),
then an unbalanced splitting is used that tries to reduce the computational cost of the multilevel estimator
for the prescribed total tolerance.
Algorithm 1 Error Estimator-driven Model Selection
Input: TOLbias, Mˆ, γ.
Output: S, TOLbias, QoI samples and average cost for each model.
1: S = {M0}, D f ine = ∅, j = 0, EMˆ[η(0)] = Inf
2: Compute and save
{
qi(u)
}Mˆ
i=1
and EMˆ[W
f ine]
3: Compute and save
{
qi(u00)
}Mˆ
i=1
and EMˆ[W
0]
4: if EMˆ
[
|q(u) − q(u00)|
]
< TOLbias then
5: TOLbias = EMˆ
[
|q(u) − q(u00)|
]
6: return S, TOLbias,
{
qi(u00)
}Mˆ
i=1
, EMˆ[W
0],
{
qi(u)
}Mˆ
i=1
, EMˆ[W
f ine]
7: else
8: j = 1
9: end if
10: while EMˆ[|q(u) − q(u j−10 )|] > TOLbias do
11: Compute and save
{
qi(u j0)
}Mˆ
i=1
and EMˆ[W
j]
12: Compute EMˆ[|q(u) − q(u j0)|], EMˆ[η( j)k ] for k = 1, . . . ,Kb
13: if EMˆ[|q(u) − q(u j0)|] > TOLbias then
14: D f ine = D f ine ∪ B j, with B j set of blocks that satisfy (26)→ modelM j
15: S = S ∪
{
M j
}
, j = j + 1
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16: if all blocks have been added then
17: TOLbias = 0, J = j − 1, break
18: end if
19: else
20: J = j, TOLbias = EMˆ
[
|q(u) − q(uJ0)|
]
, break
21: end if
22: end while
23: return S, TOLbias,
{
qi(u j0)
}Mˆ
i=1
and EMˆ[W
j] for j = 0, . . . , J,
{
qi(u)
}Mˆ
i=1
, EMˆ[W
f ine]
6.2.2. Level selection
Given a number of levels L, the goal of the level selection step is to extract the subsequence SL :={
M j1 , . . .M jL
}
⊆ S that minimizes the cost of the MLMC estimator for the prescribed tolerance TOL. Here
we assume L to be chosen a priori.
To select the subsequence SL, we proceed as follows:
1. if the adaptive procedure in the model selection has not reached the fine scale model, then consider
two alternatives: using TOLbias as from the output of Algorithm 1 and S = {M1,M0, . . . ,MJ}, or
using TOLbias = 0 and S =
{
M1,M0, . . . ,MJ ,M f ine
}
, whereM f ine is the fine scale model; if instead
the adaptive procedure reached the fine scale model, consider the only choice S = {M1,M0, . . . ,MJ}
and TOLbias = 0;
2. for each option for S (two options if the fine scale model was not reached, one otherwise), set the
last element of SL as the last element of S and, for selecting the other levels, perform an exhaustive
search over all ordered (L − 1)-tuples in S: for each of these (L − 1)-tuples, compute the estimated
cost as from (25) and choose the (L− 1)-tuple that minimizes it; to compute the sample variances and
sample averages in (25), use the QoI realizations and average cost for each model saved in the model
selection procedure;
3. if the fine scale model was not reached in the model selection, compare the estimated MLMC costs
for the L-tuple for TOLbias > 0 and for the L-tuple for TOLbias = 0, and select the case with lower
cost.
6.2.3. Computation of the Multilevel Monte Carlo estimator
Using the sequence SL from the model selection, the standard MLMC estimator as in [13, 10] can be
computed. To compute the distribution of samples per level, we can use the sample averages of the variances
and costs from the level selection procedure. The work [11] provides a strategy to avoid sample averages,
but the algorithm proposed in that paper relies heavily on availability of convergence rates and therefore
cannot be used directly for model hierarchies.
7. Numerical Experiments
In this section, we present the results for the algorithms and theory given thusfar applied to representa-
tive model problems in heat conduction and in elastostatics in random, two-phase media.
For all cases, we have tested the MLMC algorithm for L = 2 and L = 3 levels. In each test case, the
model selection has been performed once for both L = 2 and L = 3. In Algorithm 1, we have used γ = 0.5,
while Mˆ will be specified for each case. The local error indicators have been computed as in (15).
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For the spatial discretization, conforming linear finite elements have been used. In our test cases, we
consider a length scale in the microstructure which is not smaller than ten percent of the length scale in
the homogenized part and therefore using non-matching grids in the two regions would have not brought
significant cost savings. However, when the ratio between the scales is higher, then using a fixed non-
matching grid in the homogenized region brings significant cost savings. The works Wl, l = 1, . . . , L,
are computed as Ndo f s,l + Ndo f s,l−1, where Ndo f s,l is the number of degrees of freedom at level l. These
correspond to the standardised costs of solving the linear algebraic system from the PDE discretization,
assuming an algebraic multigrid solver. Here we assume that the cost of solving the system dominates on
the cost of meshing one sample. In the convergence plots, showing the root mean square error (left-hand
side of (24)) versus work, the work for MLMC includes the preprocessing costs of the model selection
procedure (the cost of the level selection is negligible); for the latter, the cost of each sample is computed
as twice the number of degrees of freedom in the surrogate to take into account the solution of the adjoint
problem (for the fine scale model the cost is only once the number of degrees of freedom, as the adjoint is
not needed). The implementation is based on the FEniCS library [19, 1].
7.1. Heat Conduction in Random Media
We consider a rectangular domain D = (0, 2) × (0, 0.4) (m) with a random number of inclusions of
circular shape, with stochastically perturbed radii and positions. A sample of the geometry is shown in
Figure 1. Remark 1 applies to the heat equation and linear QoIs, which we consider here. Having D a
tensor product structure, Remark 2 also applies, so that, before resolving the microstructure in some blocks,
we consider the models on the coarse scale associated with the following diffusion coefficients and meshes:
• globally homogenized diffusion coefficient;
• mesh of 5 × 1 square elements (in x− and y− direction, respectively) with edge length 0.4 and ele-
mentwise homogenized coefficient;
• three uniform refinements of the 5 × 1 mesh, with edge lengths 0.2, 0.1 and 0.05, respectively; for
each mesh, an elementwise homogenized coefficient is used.
The finest quadrilateral mesh corresponds to the subdivision of the domain into blocks as described in
Subsection 5.1.
The generation of the inclusions is performed as follows:
• the number of inclusions per block is Bernoulli distributed ∼ Ber
(
1
2
)
(that is, each block has equal
probability of containing or not one inclusion);
• the x and y coordinates of the center of each inclusion are given by x = xc + ξx and y = yc + ξy, with
ξx, ξy ∼ U
([
− h8 , h8
])
(m), h = 0.05(m);
• the nominal radius of an inclusion, set to r = h4 (m), h = 0.05(m), is perturbed by a uniform random
variableU
([
− h16 , h16
])
(m);
• all random variables involved are independent.
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Figure 1: One realization of the geometry used for the heat conduction problem.
The bilinear and linear forms in the fine scale model are given by (12)-(13), where D = (0, 2) × (0, 0.4),
the boundary ΓN coincides with the top and bottom boundaries of D, and ΓD are the left and right boundaries.
The diffusion coefficient κ is given by
κ(ω, x) =
10, 000 (W(mK)−1) in the inclusions,100 (W(mK)−1) in the matrix,
and the applied flux σ by
σ(x) =
1, 600 (Wm−2) on the top boundary,0 on the bottom boundary.
Since, as already mentioned, we focus on the modeling error, we need to use sufficiently fine meshes
to ensure that the discretization error is negligible with respect to the modeling error. In this respect, we
highlight that the performance of the model-based MLMC algorithm depends on the ratio between the
mesh size in the homogenized region and the mesh size in the blocks which are refined, rather than the
values of the mesh sizes themselves. Apart from the quadrilateral meshes on the coarse scale, for the other
models (where the microscale is resolved in some blocks) we use unstructured, conformal grids with a mesh
size of 0.004 in the refined blocks and 0.038 in the homogenized region, leading to about 74050 degrees of
freedom for the fine scale model (the actual number depends on the sample). As QoI we consider the average
y-component of the gradient of the solution, denoted by (∇u)y, in the block Bq := [0.1, 0.2] × [0.2, 0.3]:
q1(u) =
1
Aq
∫
Bq
(∇u)y(x) dx,
Aq = 0.001(m2). The solution q f ix of the globally homogenized model is computed with κ f ix = 100 on the
coarsest quadrilateral mesh.
We consider the tolerances TOL0 = 0.02,TOL1 = 0.01,TOL2 = 0.005,TOL3 = 0.0025 for L = 2 and
L = 3. Algorithm 1 has been run with Mˆ = 180.
For L = 2, the model and level selection procedure chose the model with the finest quadrilateral mesh
with elementwise homogenized coefficient (320 blocks) as first level, for all tolerances, while the second
levels for TOLi, i = 0, . . . , 3 are shown in Figure 2 (colored blocks denote the blocks where the microstruc-
ture is refined). For L = 3, the first level corresponds to the finest quadrilateral mesh (320 blocks) and the
third level to the fine scale model, for all tolerances; the models corresponding to l = 2 are shown in Figure
3. This means that, for L = 2, the level selection procedure estimated the choice of using the last surrogate
model as last level to be cheaper than using a zero bias tolerance and the fine scale model as second level.
For L = 3, instead, using a zero bias tolerance proved to be cheaper than using the bias tolerance associated
to the last surrogate selected (we remind that we advance the model selection only until we have a model
with tolerance smaller than TOLi√
2
, i = 0, . . . 3). The intermediate levels for L = 3 are different for different
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Figure 2: QoI Q1, L = 2: models chosen as level 2 for TOL0 (top left), TOL1 (top right), TOL2 (bottom left) and TOL3 (bottom
right).
Figure 3: QoI Q1, L = 3: models chosen as level 2 for TOL0 (top left), TOL1 (top right), TOL2 (bottom left) and TOL3 (bottom
right).
tolerances, see Figure 3, probably because either choice of these models gives similar costs of the resulting
MLMC estimator, and which model is selected depends on the sampled variances. If a coarser or finer
model is used at the intermediate level is counterbalanced by taking more or less samples on the finest level,
respectively. This can be observed in Table 2, which reports, for each tolerance, the number of samples per
level used in the MLMC runs (we remind that they do not reflect the total cost of the algorithm, as the cost of
the model selection has to be added). If the intermediate model for L = 3 was always the same, the number
of samples on the finest level would roughly quadruple when halving the tolerance; instead, when for one
tolerance we have a coarser intermediate model than the previous one (look e.g. TOL2 and TOL3), then the
number of samples at l = 3 is multiplied by a factor larger than 4, while, when the intermediate model has
more refined blocks than in the previous tolerance (e.g. TOL1 compared to TOL2), then the multiplicative
factor is lower than 4. The strong locality of Q1 is reflected by the patterns in the selected models which are
highly concentrated around the support of the QoI, and by the fact that, to move from one tolerance to the
next one, only few blocks need to be added.
Tolerance
L = 2 L = 3
]samples l = 1 ]samples l = 2 ]samples l = 1 ]samples l = 2 ]samples l = 3
0.02 10163 292 9176 263 5
0.01 46702 1253 27682 916 32
0.005 128135 2905 114804 2981 62
0.0025 706639 15667 566830 16787 597
Table 1: Number of samples per level for Q2.
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Figure 4: Convergence plot for the two-level and three level Monte Carlo for Q1, with comparison with the cost of the plain Monte
Carlo on the fine scale model.
The convergence plot is depicted in Figure 4. The reference solution is the average of the results of 4
repetitions of a three-level Monte Carlo with tolerance 0.00125, where the fine scale model has been used
as last level. The root mean squared error has been computed averaging over 30 repetitions. The cost for the
standard Monte Carlo algorithm on the fine grid for the first three tolerances is also reported. From Figure
4, we see that there is no significant gain between the two-level and the three-level Monte Carlo, but there
is a gain of a factor of 25 in the cost compared to Monte Carlo.
7.2. Plane Strain Elasticity in Random Media
In this numerical experiment, we test the performance of the error estimator-driven MLMC for isotropic
plane strain elasticity. The setting is depicted in Figure 5. The PDE is (16) with f = 0. We consider
homogeneous Dirichlet boundary conditions on the bottom boundary, Neumann boundary conditions with
applied traction σ = (500, 500) at the rightmost boundary and homogeneous Neumann boundary conditions
elsewhere; see Figure 5.
We use a Young’s modulus of
E(ω, x) =
1000 in the inclusions,100 in the matrix,
(MPa) and a Poisson ratio of ν = 0.2 everywhere, as in [27]. These correspond to Lame´ parameters
λM = 27.78(MPa), µM = 41.67(MPa) in the matrix and λI = 277.78(MPa), µI = 416.67(MPa) in the
inclusions.
The domain is divided into blocks as in the right plot of Figure 5, and the random inclusions are gener-
ated as follows:
• each of the blocks from the first to the sixteenths contains a n × n tensorial subgrid, denoting the
possible positions of the circular inclusions; we use n = 4;
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Figure 5: Setting used for the numerical experiment of Subsection 7.2. Left: geometry, boundary conditions and point P around
which the QoI is computed. Right: subdivision of the domain into blocks and zoom of one block to show the subgrid to locate the
inclusions.
• in each square block the number of inclusions, nbl, is distributed according to a discrete uniform
distribution between some values 0 ≤ nmin and nmax ≤ n2; we use nmin = 0 and nmax = n2;
• the average positions of the centers of the inclusions are selected taking the first nbl entries of a
random permutation of all possible indices
{
1, 2, . . . , n2
}
;
• the coordinates of the center and the radius of each inclusion are perturbed as in the heat conduction
problem, with h = 0.05(m);
• for the block 17, we generate the inclusions as for the other blocks, as if it was a square block; then,
we retain the inclusion at the top left corner if this inclusion appears in the square block;
• all random variables involved are independent.
The QoI is the average trace of the strain around the point xq = (0.4586, 0.5412) marked in the left plot
of Figure 5:
q2 =
1
A˜q
∫
D
χ(x) (ε11 (u(x)) + ε22 (u(x))) dx,
with
χ(x) =

1, for ‖x − xq‖ ≤ rq, x ∈ D,
cos2
(
pi
2
‖x−xq‖−0.05
0.05
)
, for rq < ‖x − xq‖ ≤ 2rq, x ∈ D,
0, for ‖x − xq‖ > 2rq, x ∈ D
A˜q =
∫
D
χ(x) dx,
and rq = 0.05.
As for the heat conduction problem, we need sufficiently fine discretizations for the modeling error to
be the main source of error. We use unstructured, conformal grids with a mesh size of 0.0045 in the refined
blocks and 0.045 in the homogenized region, leading to about 99391 degrees of freedom for the fine scale
model and 1526 degrees of freedom for the blockwise homogenized model.
Due to Remark 4 and since not all blocks have a tensor product structure, as surrogate models we
consider the one with blockwise homogenized coefficients and then the ones where the microstructure is
resolved in some blocks, as described in Section 5, that is S = {M0}.
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Figure 6: QoI Q2, levels for L = 2: level 1 (left) and level 2 (right). For all tolerances, the same levels have been selected.
Figure 7: QoI Q2, L = 3: last level for TOL0 (left) and last level for TOL1 and TOL2 (right).
We consider the tolerances TOL0 = 0.015,TOL1 = 0.0075,TOL2 = 0.00375, for L = 2 and L = 3. In
Algorithm 1, we have used Mˆ = 180.
For L = 2 and all three tolerances, Algorithm 1 and the level selection chose the two models depicted
in Figure 6. For L = 3, level 1 corresponds to the blockwise homogenized model and level 2 corresponds
to the model on the left of Figure 6, for all tolerances; level 3 is the left model in Figure 7 for TOL0 and
the right model in the same figure for TOL1 and TOL2. Table 2 shows, for each tolerance, the number of
samples per level.
The convergence plot is given in Figure 8, where the cost of the plain Monte Carlo on the fine grid is
also reported. The reference solution has been computed averaging over 8 repetitions of a three-level Monte
Carlo with tolerance 0.001875 (using the fine scale model as last level) and the root mean squared error
has been computed averaging over 25 repetitions. The two-level Monte Carlo allows to reduce the cost of
plain Monte Carlo by a factor greater than 3, while the three-level Monte Carlo reduces the cost by a factor
of almost 6 and this time it brings savings compared to the two-level case. We explain the more moderate
savings of MLMC compared to the previous example with the fact that Q2 is a less local QoI than Q1 (see,
for instance, the last levels for L = 3 in Figure 7, where only few blocks are not refined).
7.3. Pseudo-3D Linear Elasticity in Random Media
We consider isotropic linear elasticity for the upper half part of the compact tension specimen on the left
side of Figure 9. The specimen has thickness 2cm in the z-direction, while the geometry in the (x, y)-plane
Tolerance
L = 2 L = 3
]samples l = 1 ]samples l = 2 ]samples l = 1 ]samples l = 2 ]samples l = 3
0.015 5759 241 17305 2911 247
0.0075 26792 912 71817 11222 857
0.00375 114776 3880 287374 36563 3320
Table 2: Number of samples per level for Q2.
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Figure 8: Convergence plot for the two-level and three level Monte Carlo for Q2, with comparison with the cost of the plain Monte
Carlo on the fine scale model.
is as in the image in the center of Figure 9. We consider only one layer of blocks in the z-direction, while
the right image in Figure 9 depicts the partition into blocks in the (x, y)-plane.
The PDE is (16) with f = 0. We set homogeneous Dirichlet boundary conditions on the bottom bound-
ary, Neumann boundary conditions with applied traction σ = (0, 30, 0) at the upper half surface of the
circular hole and homogeneous Neumann boundary conditions elsewhere (see central image in Figure 9).
Such a setting is common in laboratory tests to determine the crack opening displacement of compact ten-
sion specimens.
The inclusions are cylindrical fibers, obtained by generating the cross sections in the (x, y)-plane as in
the previous subsection, using n = 3, nmin = 2 and nmax = n2, and then extending them in the z-direction.
In the blocks which do not have square cross section, we have proceeded by generating the inclusions as if
the cross sections where squares and retaining only five positions in the blocks around the circular hole and
one position in the block at the notch; morover, in the blocks around the hole, the center coordinates of the
inclusion which is closest to the hole have not been perturbed.
We use a Young’s modulus (in (GPa)) and a Poisson ratio of
E(ω, x) =
450 in the inclusions,69 in the matrix, ν(ω, x) =
0.2 in the inclusions,0.3 in the matrix.
These correspond to Lame´ parameters λM = 39.81(GPa), µM = 26.54(GPa) in the matrix and λI =
125(GPa), µI = 187.5(GPa) in the inclusions.
The QoI is the average dispacement in the y-direction (second component of u), denoted by uy, over the
surface S q := {45} × (2.5, 22.5) × (0, 2):
q3(u) =
1
Aq
∫
S q
uy(x) dS (x),
with Aq = 40(cm2).
For the spatial discretization, we use a mesh size of 1.25 in the homogenized region and 0.25 where
the microstructure is resolved, leading to about 15530 degrees of freedom for the blockwise homogenized
model and 556590 for the fine scale model. As in the previous example, we start the model selection with
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Figure 9: Setting for the 3D experiment of Subsection 7.3. Left: compact tension specimen (left), of which we consider the upper
half part. Center: geometry in the (x, y)-plane and boundary conditions. Right: subdivision into blocks in the (x, y)-plane (the four
corner blocks around the circular hole have double edge length compared to the other blocks); all blocks have thickness 2cm in the
z-direction (as the thickness of the structure).
Figure 10: QoI Q3, levels for L = 3 and TOL0: levels l = 1 (left) and l = 2 (center); level l = 3 coincides with the fine scale model.
the blockwise homogenized model, that is S = {M0}. The Hashin-Shtrikman bounds are computed as from
(17), with d = 3.
We consider the tolerances TOL0 = 0.02, TOL1 = 0.01 and TOL2 = 0.007. For Algorithm 1, we set
Mˆ = 100. After the model selection, at each tolerance we have run the level selection procedure for L = 2
and L = 3, and then we have chosen the number of levels with minimum cost; for all tolerances, this turned
out to be L = 3.
For L = 3 and TOL0, the first and second levels are shown in Figure 10, while the last level is the fine
scale model. For L = 3 and the other two tolerances, the first level is the model with blockwise homogenized
coefficient, the last level is the fine scale model and the second level for each of the two tolerances is shown
in Figure 11. Although the location of the QoI affects the pattern of the blocks where the fine scale is
resolved, such local effect is dominated by the local effects at the notch. If we selected the blocks using
an a posteriori error estimator for the solution u itself, probably we would have also started resolving the
Figure 11: QoI Q3, level l = 2 for and TOL1 (left) and TOL2 (right); for both tolerances, level l = 1 is the model with blockwise
homogenized coefficient and level l = 3 is the fine scale model.
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Tolerance
L = 3
]samples l = 1 ]samples l = 2 ]samples l = 3
0.02 5259 281 58
0.01 23601 2165 414
0.007 39327 4607 843
Table 3: Number of samples per level for Q3.
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Figure 12: Convergence plot for three level Monte Carlo for Q3, with comparison with the estimated cost of the plain Monte Carlo
on the fine scale model.
microstructure around the notch. The number of samples per level for the three-level Monte Carlo runs is
reported in Table 3.
The convergence plot for the three-level Monte Carlo is shown in Figure 12. For each tolerance, the
error has been computed from an average of 15 repetitions, and the reference solution has been computed
by averaging the result of 4 repetitions of the three-level Monte Carlo with tolerance 0.0035 and the fine
scale model as last level. When computing the error for TOL2, we have discarded one of the 15 repetitions
as it was clearly an outlier1. Since the forward model is very expensive, the cost for plain Monte Carlo is
estimated : for each tolerance TOLi, i = 0, 1, 2, we have computed the number of samples as Mi = V˜/TOL2i ,
with V˜ a sample average of the variance of the QoI using 500 samples, and then we have determined an
approximation of the cost of Monte Carlo as Wi = Mi · N˜, i = 0, 1, 2, with N˜ a sample average of number
of degrees of freedom for the fine scale model. From Figure 8, we can see that the three-level Monte Carlo
allows to have cost savings by a factor of 6 with respect to plain Monte Carlo. This is for a ratio of 15
between the mesh size on the fine scale and the mesh size on the coarse scale. If the ratio was 110 as in the
examples of Subsections 7.1 and 7.2, we could expect to gain a factor of around 12 in the cost.
1We report the values of the error |Qi − Qre f | for each repetition i at tolerance TOL2, Qi denoting the i-th repeti-
tion and Qre f the reference solution. The errors are as follows, where the outlier is highlighted with bold character:
(0.3406, 2.4180, 0.3214, 0.1394, 0.5990, 1.3066, 1.1595, 0.6635, 0.0963, 0.9966, 0.1403, 1.4047, 0.9330, 0.9980, 0.7539) · 10−2.
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8. Closing Comments
In this work, a posteriori estimates of modeling error in models of random heterogeneous material are
derived and used to construct sequences of surrogate approximations of increasing accuracy of quantities of
interest of a fine scale base model. This framework provides a basis for new model-based Multilevel Monte
Carlo (mbMLMC) methods. Algorithms for implementing these methods are described and applied to
representative examples in stochastic heat conduction and plane elasticity. Numerical experiments indicate
that substantial reduction in computational costs can be realized by mbMLMC over standard MC methods.
They also indicate that a construction of surrogate models which reflects features of the QoI is essential for
a good performance of mbMLMC.
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