Abstract. In this note we prove convexity, in the sense of Colding-Naber, of the regular set of solutions to some complex Monge-Ampère equations with conical singularities along simple normal crossing divisors. In particular, any two points in the regular set can be joined by a smooth minimal geodesic lying entirely in the regular set. We show that as a result, the classical theorems of Myers and Bishop-Gromov extend almost verbatim to this singular setting.
Introduction
Let (X,ω) be a Kähler manifold with a smooth reference Kähler metricω. A divisor Research supported by the graduate fellowship of Rutgers University.
where the bar denotes the metric completion. We first prove an approximation theorem for ω, extending results of [7, 29] for conical Kähler-Einstein metrics in the Fano case. It should be noted that in the Fano case with χ = 0 and a smooth pluri-canonical divisor D, Chen-Donaldson-Sun [7] and Tian [29] , prove a much stronger result, namely one can approximate with the same Ricci lower bound as the conical metric. For such a result, it is of course necessary that X is Fano.
Next, recall that a unit-speed path γ : [0, l] → X joining p, q is said to be a minimal geodesic if d(p, q) = l. It is said to be a limiting geodesic if there exists a sub-sequence {η j } with unit-speed ω η j -geodesics γ η j : [0, l j ] → X such that l j → j and γ η j → γ point wise. Limiting geodesics can usually be found in abundance. Our main theorem is : The theorem is proved by combining the above smoothening with the results of ColdingNaber [11] on the Hölder continuity of tangent cones for limit spaces. It must be noted that the theorem does not rule out the possibility of some geodesic connecting p, q ∈ X\D passing through D, though it is expected that such a scenario will not occur. A nice consequence of the above theorem is the following 2. Approximation and smooth convergence away from D.
We first smoothen out the Kähler current ω, following the same strategy as in [2, 7, 29] . By Demailly's regularization theorem [12] , there exists a sequence ψ η ∈ C ∞ (X)∩P SH(X,ω) such that ψ η ց ϕ point wise as η → 0. Note that all the ψ η 's are uniformly bounded in the L ∞ norm. The metrics ω η are then constructed as the solutions to the following perturbation of (1.3) (2.6)
where c η is a constant such that the integrals on both sides are equal. By Yau's work on the Calabi conjecture [31] , there always exists a smooth solution to the above equation for η > 0. It is easy to see that |c η | is uniformly bounded, and in fact tends to zero as η → 0. 
Proof. We follow the computation in [7] . First observe that for any smooth f > 0
, and χ > −Aω/2. We also use the fact that 1 − β j ≥ 0 ∀j in the second line. So this argument will not work if the divisor is not effective.
Next, we obtain uniform C 0 and C 2 estimates on ϕ η .
Proof. The proof is standard. The right hand side of equation (2.6) is uniformly in L 1+ε (X, ω) for some ε > 0, since all the β j 's are strictly positive, ψ η , |c η | are uniformly bounded, and D is a simple normal crossing divisor. The C 0 estimate now follows directly from the work of Kolodziej [20, 21] . For the C 2 estimate, we consider the following quantity :
Then by the Chern-Lu inequality, there exist constants B, C ≫ 1 depending on A, the dimension n, and an upper bound for the bisectional curvature ofω, such that
By maximum principle and the uniform C 0 estimate,
But then using the equation (2.6), and an elementary arithmetic-geometric mean inequality
Higher order estimates away from the divisor follow by standard methods (cf. [23] ). As a straightforward corollary we have, Corollary 2.1. If the ω η are solutions to (2.6) then there exist constants A, Λ > 0 such that
3. Almost geodesic convexity and proof of Gromov-Hausdorff convergence
The proof of the Gromov-Hausdorff convergence follows along the lines of [32, 29, 14] . The main technical ingredient is the following relative comparison lemma of Gromov [16] .
Lemma 3.1. Let (M, g), be a Riemannian manifold of dimension m and T ⊂ M be any compact set with a smooth boundary, such that
The next lemma proves that for almost all points, X\D is geodesic convex. This was proved by Cheeger-Colding [5] for Gromov-Hausdorff limits of Riemannian manifolds with a Ricci lower bound. In our case, we haven't yet identified the Gromov-Haudorff limit with X, and so we give an elementary proof using the above comparison lemma and smooth convergence on X\D.
. Suppose not, then for arbitrarily small η, there exists an
if η is sufficiently small, by uniform smooth convergence on X\T and the fact that γ η qx is minimal. This is a contradiction and the claim is proved.
Claim-2:
For η small, and any p, q ∈ K, there exists q η ∈ B dη (q, ε/2) and a minimal unit speed ω η -geodesic γ 
So there is a sequence of points q η ∈ B dη (q, ε/2) ⊂ B d (q, ε) and η-minimal geodesics γ η pqη ⊂ X\T . Since the convergence is smooth on X\T and the diameter is uniformly bounded, by Ascoli-Arzela there exists a q ′ ∈ B d (q, ε) and a limiting geodesic
Proof of Proposition 1.1. Fix a small ε > 0, and choose a tubular neighborhood E of D such that K = X\E is ε-dense with respect to the distance d and V ol(E, ω) < ε 4n . The proof of the Gromov-Hausdorff convergence is completed in two steps:
Claim-1: There exists a η 0 = η 0 (ε) > 0 such that ∀η < η 0 , K is ε-dense with respect to d η . Proof. If not, then there exists a sequence p η ∈ E such that B dη (p η , ε) ⊂ E. Using volume comparison, diameter bound and the fact that volumes of balls converge, for some uniform κ > 0 and η small,
which is a contradiction if ε is small.
There exists a η 0 = η 0 (ε) > 0 such that ∀η < η 0 and for all p, q ∈ K,
, so that in particularε < ε/4. We first claim that a neighborhood T of D can be chosen with V ol(∂T, ω) arbitrarily small. This can be done because D has real co-dimension two. For a unit polydisc in C n with a model edge metric with cone angle 2πβ j along [z j = 0], such a neighborhood can be constructed explicitly. One can then glue together these local neighborhoods to obtain a neighborhood of D in X with the volume of the boundary arbitrarily small. In particular one can construct a T such that d(∂T, K) > 2ε and V ol(∂T, ω) < δ where δ = δ(n,ε, A, Λ) is the constant in Lemma 3. Then by uniform smooth convergence on X\T , there exists η 0 > 0 such that for η < η 0 and all p, q ∈ K,
On the other hand, recall that γ d pq ′ is constructed as the limit of η-minimal geodesics γ η pqη ⊂ X\T with q η ∈ B dη (q,ε/2) ⊂ B d (q,ε), and q η → q ′ . So,
We can now complete the proof of the theorem. For small η > 0,
where we use Claim 1 to bound the first term, Claim 2 to bound the second term, while the last term is bounded by ε from the choice of K. Now, letting ε go to zero, we see that (X, d η ) converges in Gromov-Hausdorff topology to (X, d).
Estimate on volume density and proof of geodesic convexity
Theorem 1.1 follows from a theorem of Colding-Naber [11] . In the previous section, we proved that (X, d) is the Gromov-Hausdorff limit of smooth Riemannian metrics. The crucial point in proving geodesic convexity is that the regular set in the sense of Cheeger-Colding [4] coincides with X\D, and hence is open. To prove this, we need to show that the volume density of balls in (X, d) centered on the divisor is strictly less than the Euclidean volume density. We do this by reducing to the case of a smooth divisor (i.e when N = 1), and using known regularity results in this situation [19, 8] . The volume density function of an m-dimensional Riemmanian manifold (M m , g) at a p ∈ M is defined as
r m We first observe the following elementary fact. 
Then for any r > 0,
where α(n) = π n /n! is the volume of the unit Euclidean ball in C n .
Proof. The ω β -minimal geodesic connecting the origin to any (z 1 , z ′ ) := (z 1 , z 2 , · · · , z n ) ∈ C n is given by γ(t) = (t 1/β z 1 , tz 2 · · · , tz n ), and it is easily seen that
But then, using polar coordinates z j = ρ j e iθ j , and the change of variables u = ρ 2β in the third line, Vω(p, r) = βα(n)
Proof. By Prop. 26 in [8] , for all ζ > 0, there exists an r ζ > 0 such that in some holomorphic coordinates centered at p ∈ D,
on Bω(p, r ζ ). In [8] , the metrics under consideration are conical Kähler-Einstein metrics. A key technical point is the observation that the conical re-scalings ofω defined byω ǫ = ǫ −2 T * ǫω , where T ǫ (z 1 , · · · , z n ) = (ǫ 1/β z 1 , ǫz 2 , · · · , ǫz n ), converge to a metric cone on C n . In the present context, by Proposition 1.1 one can approximateω by smooth metrics with uniform Ricci lower bound. Then the convergence of the re-scalings to a metric cone is a consequence of general results of Cheeger-Colding [4] . Now it is easy to see that 
Proof. The Proposition is proved by smoothening out all but one divisor, and using Lemma 4.2. Without loss of generality, let p ∈ D 1 , and consider the equation
where ψ ǫ is the sequence approximating ϕ from section 2, f ǫ = log N j=2 (|s j | 2 h j + ǫ) (1−β j ) and c ǫ is a constant such that the integrals match up. By Prop. 1.1 there exists a sequence ω ǫ,η of smooth Kähler metrics and constants A and L such that
By the Bishop-Gromov comparison theorem for the metrics ω ǫ,η and Colding's convergence theorem [10] , for r ′ < r
is the volume ratio for the space form of constant sectional curvature −A/(2n − 1). Taking r ′ → 0, by Lemma 4.2 
This proves the proposition with ζ = 1 2 max((1 − β 1 ), · · · , (1 − β N )) and r(ζ) =r. Since (X, d) is the Gromov-Hausdorff limit of (X, ω η ), one can talk about the regular set, in the sense of Cheeger-Colding. It is defined as
. R is open and dense in (X, d).
Proof. By smooth convergence away from D, it is clear that X\D ⊂ R. On the other hand, suppose p ∈ R, then by Colding's volume convergence, the volume density V d (p, r) can be made arbitrarily close to the α(n) for a small enough r > 0. But then p cannot belong to D since this would contradict with Proposition 4.1. Hence R = X\D, and is consequently open. The denseness follows from the fact that X\D has full measure.
Proof of Theorem 1.1. We follow the line of argument in [11] . By Colding and Naber's result on the Hölder continuity of the tangent cones of limiting spaces of sequences with a Ricci lower bound [11, Cor. 1.5], the set of regular points in the interior of a limiting geodesic is closed. On the other hand, by the above lemma, this set is also open. Therefore, as soon as one interior point lies in X\D, all must, and the theorem is proved. 
for η small enough. By convergence of geodesics and the fact that the geodesics are of unit speed, there exists a δ such that, for η small enough γ η (t) ∈ B d (γ(t 0 ), ǫ) for all |t − t 0 | < δ. By smooth convergence of the metrics on X\D, it is easily seen that γ| (t 0 −δ,t 0 +δ) must be smooth, and hence all of γ must be smooth.
Comparison theorems for conical metrics along simple normal crossing divisors
For this section we fix D to be an effective simple normal crossing divisor given by (1.1), and ω to be a conical Kähler metric along D inducing the metric d on X. The aim of this section is to present extensions of some classical comparison theorems to this singular setting. The crucial point is that the cut locus has measure zero. This is already proved in [18, 11] . For the convenience of the reader, we offer an elementary proof in the conical case exploiting smooth convergence away from the divisor. 
For a point p ∈ X\D, let
The exponential map is well defined and smooth on E. The following lemma follows directly from Theorem 1.1.
We define the cut locus and conjugate locus in the usual way.
Definition 5.2.
(1) For a p ∈ X\D, the cut locus is defined by
The conjugate locus is defined by
The following useful characterization of the cut locus from standard Riemannian geometry [3] also extends to this setting. (1) x is conjugate to p along γ.
(2) There exists a unit speed minimal limiting geodesic σ = γ connecting p and x.
Proof. Suppose γ(t 0 ) ∈ C p , ǫ j → 0 and σ j : [0, l j ] → X\D be a unit speed smooth limiting minimal geodesic connecting p to x j = γ(t 0 + ǫ j ). By continuity of the distance function, l j → t 0 . By the same argument as in the proof of Cor. 1.1, one can show that there exists a σ : [0, t 0 ] → X\D connecting p and x such that σ j → σ smoothly. If σ = γ, criteria (2) is satisfied. If not, then arbitrarily small neighborhoods of t 0 γ ′ (0) in E p have two distinct vectors, namely l j σ ′ j (0) and (t 0 +ǫ j )γ ′ (0), mapped to the same point x j under the exponential map. By the inverse function theorem, t 0 γ ′ (0) is a singular point of exp p or equivalently x is a conjugate point along γ.
As an immediate corollary we have Corollary 5.1. C p has measure zero with respect to ω.
Proof. From the previous Lemma C p ⊂ {singular values of exp p } ∪ {r is not differentiable}. The first one has measure zero by Sard's theorem, while the second one has measure zero because r is Lipshitz.
We now present some classical comparison theorems. We also recall the proofs to emphasize that geodesic convexity, even of the slightly weaker kind proved in the present article, is all that is needed for the extensions to the conical setting.
Theorem 5.1 (Laplacian comparison). Suppose Ric(ω) > (2n − 1)λω for some λ ∈ R, and X is the 2n-dimensional space form with constant sectional curvature λ. Let r(x) andr(x) be distance functions to some fixed points in X andX respectively. Then for any x ∈ X\D where r is smooth, and anyx ∈X wherer is smooth with r(x) =r(x),
Proof. By Bochner formula,
Note that equality holds in the case ofX. So, if γ ⊂ X\D andγ are unit speed minimal geodesics joining the reference points to x andx respectively, then u(t) = ∆r(γ(t))−∆r(γ(t)) satisfies the differential inequalityu + gu ≤ 0 where g = ∆r(γ(t)) +∆r(γ(t)). Moreover i.e u(0) = 0. By the method of integrating factors for first order ODEs, it is easily seen that u(t) ≤ 0 ∀ t. Since right hand side goes to −∞ as t → π/ √ λ, t, and hence the length of γ, can be at most π/ √ λ.
Next, the exponential map is a diffeomorphism from an open subset of E p onto X\(D∪C p ). Moreover, since C p ∪ D has measure zero, standard arguments as in [25] can be used to prove the Bishop-Gromov volume comparison. 
