ABSTRACT Motivation: Expressed sequence tag (EST) data reflects variation in gene expression, but previous methods for finding coexpressed genes in EST data are subject to bias and vastly overstate the statistical significance of putatively coexpressed genes.
INTRODUCTION
Analyzing expression patterns is a popular approach to elucidating the function of genes. Here, we examine methods for finding pairs of coexpressed genes in expressed sequence tag (EST) databases, and the extent to which these methods uncover biologically significant relationships: coexpression analysis can only succeed when functionally related genes have similar expression patterns, which is not always the case (Niehrs and Pollet, 1999) . We use EST data because a large public database exists and because EST data are consistent with measurements from northern hybridizations (Okubo et al., 1992) , SAGE (Bortoluzzi et al., 2000) , reverse transcription-polymerase chain reaction (RT-PCR; * To whom correspondence should be addressed. Boutanaev et al., 2002) and whole-mount in situ hybridization (Gitton et al., 2002) . Although microarrays are cheaper than ESTs and more data have been collected with them, cDNA and oligo-based platforms give inconsistent and often unreliable results and, in organisms with large genomes containing numerous recent duplications, face problems with cross-hybridization (Kuo et al., 2002; Kothapalli et al., 2002) .
The analysis of expression patterns in ESTs begins by assigning the ESTs to genes and representing the data as a matrix of counts (or observed frequencies), with genes along one dimension and libraries or tissues along the other. Walker et al. (1999) analyze a proprietary dataset by reducing the counts to binary variables (present or absent), computing the 2 × 2 occurrence table of the number of libraries with each combination of presence or absence, and using the Fisher exact test to report a p-value. Thompson et al. (2002) apply Fisher to human dbEST. In contrast, Ewing et al. (1999) and Ewing and Claverie (2000) treat the rows of counts for the two genes as vectors of random variables, compute the Pearson (linear) correlation coefficient (r), and use a threshold to select coexpressed pairs. Nelander et al. (2003) use Pearson with a chosen bait to find tissue-specific genes in mouse dbEST, which they verify experimentally. The Euclidean distance between genewise vectors of Pearson correlation coefficients (EDVP) has also been used to cluster genes (Ewing et al., 1999; Gitton et al., 2002) . Gitton et al. use the mean within-cluster r to test clusters of genes from mouse dbEST for significance.
These tests for significance rely on the counts (or binary presence/absence) being independent for uncorrelated genes, which is not the case when the libraries vary in size by orders of magnitude, as in human or mouse dbEST: larger libraries will tend to show larger counts. In practice, researchers have thrown out small libraries- Thompson et al. (2002) use the Fisher exact test on libraries with at least 100 different UniGenes, and Ewing and Claverie (2000) and Gitton et al. (2002) use the Pearson correlation coefficient on libraries with at least 1000 ESTs-yet wide variation remains. For example, human non-normalized libraries containing at least 100 different UniGenes have an average size of 2018 ESTs but a median size of only 384 ESTs.
We propose a Bayesian method with a log-normal prior ('LNP') to find coexpressed genes in counts-based data with high specificity, despite variations in library sizes. We need a prior distribution for each gene's expression levels because the counts tend to be small and hence are unreliable estimates of the observed frequency. In fact, most of the counts are zero, and while a count of zero for a highly expressed gene in a large library suggests lower than average expression, a count of zero for a typical gene in a smaller library is unsurprising and contains little information. Thus, LNP addresses the discrete noise from random sampling in counts of ESTs (or, potentially, other counts-based data such as SAGE), in contrast to the analog noise in microarray data.
We use simulations to show that with library sizes from human dbEST, LNP reports significance correctly, while both the Fisher exact test and the Pearson correlation-based test report spurious coexpression at significant rates. LNP is also more sensitive than Fisher or Pearson, showing a greater separation between correlated and random pairs. To test the extent to which coexpression analysis of EST data reflects biologically significant relationships, and to compare the performance of the measures on real data, we compare the results to gene ontology (GO) annotations (from EBI; Camon et al., 2003) and to protein-protein interactions (the MINT database; Zanzoni et al., 2002) . The LNP method outperformed Fisher, Pearson and EDVP in distinguishing biologically significant pairs.
METHODS

Data sources
We obtained human EST-UniGene mappings from build #160 (http://www.ncbi.nlm.nih.gov/UniGene). We removed libraries which do not reflect expression levels, including subtracted (or differential display), rearrayed (or pooled tissues) and 'random activation of gene expression' libraries, by examining dbEST descriptions and CGAP 'protocols' (http://cgap.nci.nih.gov/Info/CGAPDownload). As the limitations of the different measures require throwing out different libraries, a fair comparison uses a different subset of libraries for each method. We follow past use by including both linear and normalized libraries with ≥100 different UniGenes for Fisher (Thompson et al., 2002) , and larger (≥1000 UniGenes) linear libraries for Pearson and EDVP [similar to Ewing and Claverie (2000) and Gitton et al. (2002) Gibbons and Roth (2001) , we imputed annotations up the GO hierarchy, and ignored categories that were associated with fewer than 10 genes or were too similar to other categories (mutual information over 80% of maximum). We also removed large non-specific categories (over 200 genes), leaving 482 categories and 17 167 gene-category assignments for identifying coexpressed categories (Table 2) . When comparing functionally related and unrelated pairs of genes (Table 3) , we retained the small and partially redundant categories (31 453 gene-category assignments). We received MINT version 1.2 from G. Cesarini on October 25, 2002.
Statistical tests
The Fisher exact test used the one-sided sum of hypergeometric probabilities of more extreme contingency tables. We computed the p-values for the Pearson coexpression measure by the standard t-test (one-tailed) on r (n − 2)/(1 − r 2 ) with n − 2 degrees of freedom. All other tests are two-tailed if applicable, and were performed with the R statistics package (http://www.r-project.org/).
THE LOG-NORMAL PRIOR ALGORITHM
We model the variation in each gene's frequency with a lognormal distribution, finding the maximum likelihood mean and SD (in log-space) based on the counts. Given the prior distributions, the counts, and assuming that each count was obtained by binomial sampling with the (unknown) true frequency, we can compute the likelihood of a correlation coefficient for the log-levels of two genes by integrating over all possible frequencies for both genes in each library. We find the maximum likelihood value for the correlation coefficient between the two genes' log-levels and use the ratio of the likelihoods for the predicted correlation versus no correlation to test statistical significance. Finally, because the computation is too expensive to do for every pair of human genes, we introduce an 'apparent correlation' metric to cheaply filter out un-correlated pairs.
What prior should we use? The expression level of any given gene across various conditions is determined by the multiplicative effects of many transcription factors, so we would expect a log-normal distribution. In microarray data, the distribution of log-levels for all genes across all tissues (mixing all the per-gene distributions together) is roughly normal but with heavy tails (Hoyle et al., 2002) . The heavy tails reflect the exponential tail in the distribution of average levels of genes (Kuznetsov et al., 2002) and the heavy tails in the noise in microarray data , but may also reflect true biological deviation from our simple model. In any case, LNP is robust to deviations from the prior (see tests with a 'half-on' distribution in Supplementary Table 1) , and the EST data for large subunit ribosomal proteins fits our prior reasonably well (Supplementary Figure 1) .
We need a distribution for frequencies, which are bounded above by 1, rather than for concentrations. Let e µ A +σ A z Ai be the concentration of message A in condition i, where z Ai is a standard normal variable. The frequency
where the sum is roughly constant because it is a sum of many random variables and µ A is chosen to give the 1. For efficiency, we compute the relative likelihood of different values of the correlation coefficient r AB = r( z A , z B ) using the maximum likelihood valuesμ A ,σ A ,μ B ,σ B for the parameters of the LNPs, rather than considering all possible values. This maximum likelihood approximation is accurate in practice (data not shown). Let n Ai be the number of copies of mRNA for gene A in library i and L i be the number of ESTs in library i. Then,
by rewriting z Bi as r AB z Ai + 1 − r 2 AB ζ . To find the maximum likelihood valuesμ A andσ A , we compute log p( n Ai |µ A , σ A , L i ) and its first-and second-order partial derivatives by numerical integration over z Ai , and use a two-dimensional variant of Newton-Raphson optimization to find the maximum. To make the variables more independent, we use the log mean frequency µ(+σ 2 )/2 instead of µ in the optimization. To keep the algorithm from blowing up when there is insufficient information aboutσ A , we do not allow values below 0.01 or above 6. To test the computation of maximum likelihood µ and σ , we simulated 1000 genes with average frequencies ranging from 4.56·10 −6 to 1.14·10 −4 and σ ranging from 1 to 2.5. Low-count and high-sigma genes are harder to make predictions for: the average error in σ is 0.18 if there are 20 or more ESTs, but 0.51 otherwise. Similarly, the average error in log mean f is 0.14 if σ < 2 but 0.25 otherwise.
We compute the maximum likelihood valuer AB by Newton-Raphson optimization on log p(r AB ), starting at r AB = 0. To speed up the double integrals in computing log p(r AB ) and its derivatives, we pre-compute As we have one free parameter (r) and many dimensions of data, the ratio of likelihoods = p(Data|r =r)/p(Data| r = 0) gives us a statistical test for significance: −2 * log is roughly χ 2 with one degree of freedom (Rao, 1965) . Note that LNP gives separate estimates of the degree of coexpression and of statistical significance.
For efficiency when performing the all-pairs computation, we prefilter pairs using the 'apparent correlation' r(ẑ Ai ,ẑ Bi ), the correlation between the maximum likelihood values of z. We also compare each gene against itself, and ignore genes whose self-p-values are too high. We chose thresholds by examining the 32 379 MINT control pairs (described below): all pairs with p-values up to 10× higher than our cutoff of 1.27 · 10 −9 had self-p < 2.46 · 10 −24 and apparent correlation >0.2. This choice represents a tradeoff between the risk of false negatives and increased running time for the all-pairs computation (about a week on a single processor 2.4 GHz Pentium 4, although parallelizing the computation would be straightforward). The LNP all-pairs computation tested 4.15 · 10 7 pairs, of which 5.4 · 10 5 passed the filter (1.3%), and of those, 3.1 · 10 4 were significant (5.8%).
RESULTS
Simulations
To see whether the Fisher exact test and the Pearson correlation produce biased significance scores in practice, we tested both measures on simulated uncorrelated genes using library sizes from human dbEST. (We did not test EDVP because it does not report significance.) We generated random frequencies with the modified log-normal model (σ = 1 or 2) and a 'half-on' Table 1 ). The p-values for the Pearson correlation coefficient correspond to r = 0.40-0.78, with n Libraries = 228. For each point shown, we ran 10 5 pairs and reported the 100th lowest p-value. In these simulations, both genes had the same expression levels and library sizes were taken from human dbEST; similar results are seen when comparing genes at different levels of expression or for library sizes from mouse dbEST or from (Gitton et al., 2002 ; data not shown).
model (f = 0 in half of the libraries and a fixed value in the other libraries). As a control, we also used a constitutive model which cannot show coexpression (σ = 0 or f constant).
For a correct statistical test, when the null hypothesis is true, low values of p should occur no more frequently than the value of p itself. As Figure 1 shows, extremely low values of p occur at rates of 1 per 1000 uncorrelated pairs of genes for both tests under most simulation conditions. Furthermore, Fisher is biased towards constitutive highly expressed genes, while Pearson prefers highly variable genes.
In contrast, the distribution of LNP's p-values on uncorrelated genes showed a good fit to theoretical predictions for a wide range of models and expression levels (Supplementary Table 1 ). Low p-values occurred at most 60% more frequently than expected, and we did not see the extreme reported by the other measures, even when testing 10 6 pairs. LNP was aggressive on the half-on model, which contradicts the assumed prior, and at σ = 3 (most genes show modest σ ; Supplementary Figure 3) . LNP was conservative at σ = 0, the negative control, and at low counts (20-50 ESTs), presumably because of insufficient data.
To test the sensitivity of all three measures, we compared the distribution of p-values on 1000 simulated pairs with average frequency of 4.6 · 10 −5 (100 ESTs), σ = 1.5 and correlation = 0.8 (in log-space) versus 24 750 un-correlated pairs. LNP was much more sensitive than Fisher or Pearson, but even LNP could not distinguish most pairs of correlated We computed p-values with all three measures for 1000 correlated test pairs (r = 0.8 in log-space) and 24 750 uncorrelated control pairs (r = 0) of simulated genes with average frequency 4.6 · 10 −5 and σ = 1.5. For LNP, negative correlations were ignored (we set p = 1 ifr < 0). The x-axis shows the fraction of test pairs smaller than a given p-value, and the y-axis shows the fraction of control pairs below that same p-value (log-scale). A measure that does not distinguish between the test and control pairs would follow the gray line. The LNP and Fisher lines end once the test values are below all the control values. genes with high confidence (Fig. 2) . A genome-wide allpairs comparison would require p < 10 −9 for significance, attained by only 13% of the pairs (the median p-value is 1.7 · 10 −6 ). At r = 0.6, only 0.9% show significance (median p = 1.0 · 10 −3 ). Our pruned human dbEST dataset contains only 4804 genes with ≥100 ESTs, so more data will be required to identify most coexpressed pairs. If the libraries double in size, or if twice as many libraries are sequenced, the median p-value for pairs with r = 0.8 improves dramatically to 7.9 · 10 −11 or 2.1 · 10 −11 , respectively (63 or 70% with p < 10 −9 ).
Biological validation
To validate the coexpression measures on human dbEST, we tested all pairs of genes for coexpression and compared coexpressed pairs with GO annotations from EBI (Camon et al., 2003) . For LNP, from 9082 genes with low self-p and pairs with high apparent correlation, we found 31 154 pairs with p < 1.27 · 10 −9 (p < 0.05 and Bonferonni correction). As Fisher and Pearson do not give reasonable p-values, and the EDVP does not report significance, we used the same number of top hits from running those measures on our full set of 17 236 genes, giving cutoffs of p ≤ 1.7 · 10 −48 for Fisher, p ≤ 2.7 · 10 −46 (r ≥ 0.770) for Pearson, and rms( r A − r B ) ≤ 0.0582 for EDVP. Consistent with the simulations, Fisher finds pairs within a relatively small set of very highly expressed, relatively constitutive, genes; Pearson finds a wide variety of relatively lowly expressed genes with high σ ; EDVP prefers genes with even higher σ and LNP finds genes at middle levels of expression (Table 1) .
The maximum likelihood correlationr for the LNP pairs is generally high (mean and SD 0.69 ± 0.13), suggesting that the correlations are strong enough to be biologically meaningful.
We then looked for GO categories with statistically significant coexpression, based on coexpressed pairs with GO annotations for both genes (7969 pairs for LNP, 10 174 for Fisher, 3093 for Pearson and 3012 for EDVP), after excluding very large, very small and largely redundant categories (Table 2) . We suspect that the Fisher hits correlate with only a few categories because of bias towards constitutive highly expressed genes such as ribosomal proteins.
To compare the sensitivity of the measures while avoiding such biases, we tested 50 000 pairs of genes with shared GO annotations and 50 000 control pairs of annotated genes without shared categories. All measures show significant differences between the test set and the control set, and LNP shows a significantly higher separation than the other measures (Table 3) .
To see whether coexpression analysis of human genes can hint at close biological relationships as well as broad functional categories, we compared the coexpression of pairs of interacting human proteins, collected from the literature into the MINT database (Zanzoni et al., 2002) , to randomized controls (269 test pairs and 32 379 controls). The separation between interacting and control distributions is rather modest (Supplementary Figure 2) , but LNP does find a significantly higher rate of positive than negative correlations in interacting pairs relative to controls (e.g. below p = 0.05, 41+/9− in the interacting set and 3775+/1869− in the control set, significant at p = 0.023, two-sided Fisher exact test). Furthermore, both the distribution of p-values and the distribution of maximum likelihood correlation values (regardless of p-value) for interacting proteins is significantly greater than in the control set (p = 0.020 and 0.018, Wilcoxon rank sum test; we replaced p-values with 1 + 1/p whenr < 0 to test for differences across the full range of results-note that only the rank of the resulting score matters). Fisher and EVP also showed a significant separation (p = 0.016 and 0.040), but Pearson did not (p = 0.15).
DISCUSSION
What have we learned about the principle of inferring function from expression patterns? We found that interacting human proteins do show coexpression, but the coexpression is weak The score for each category and measure is − log 10 (p) for the occurrence table (Both, One, Neither), with significant scores (p < 0.05/482 categories) in bold. p-values are from an exact test for the (one-sided) probability of more extreme occurrence tables (b, o, n) , keeping the no. of pairs b + o + n and the no. of pair members in the category 2b + o fixed, and
The occurrence tables on the right are for LNP, and also show the neutral expectation of Both.
compared with observations on yeast microarray data. For example, figure 4 in Deane et al. (2002) implies that the median extent of coexpression of interacting pairs is at around the 80th percentile of random pairs, compared with only the 55th percentile in our test on human genes. It is unclear whether this is because of the limited information in dbEST, the types of pairs in MINT [Jansen et al. (2002) argue that only stable complexes show coexpression in yeast], or because of biological differences. In Caenorhabditis elegans, a comparison of coexpression clusters (from microarray data) and interacting pairs (from yeast two-hybrid assays) for genes expressed in the germline found 50% of interacting pairs in the same coexpression cluster, versus 23% for random pairs (Walhout et al., 2002) . This is in line with our results: at p < 0.1 andr > 0, LNP found coexpression in 32.5% of interacting pairs versus 16.5% of control pairs. For each measure and for %below ranging from 30% down to 0.1%, we show the p-value cutoff given by the appropriately ranked pair in the control distribution. We then count the number of test pairs below the cutoff, and compare to the expected count if the distributions were the same. The low p cutoffs for the LNP test at low percentiles suggest that some of the control pairs are actually coexpressed. The extremely low p cutoffs for the other tests are further evidence that they do not report significance correctly. All counts are significantly different from random expectation (p < 10 −20 , binomial test). Counts significantly smaller than the LNP counts at p < 0.01 and < 0.05 are in bold and italics, respectively (χ 2 test of proportions). Pairs were generated randomly, with genes appearing at the same rates in test and control sets. The EDVP cutoffs are presented as root mean square differences in r.
The coexpression of GO categories was also weak: 1% of random pairs are as coexpressed as the best 2.8% of functionally related pairs. More highly expressed genes do show a larger effect: among genes with at least 300 ESTs (mean f = 1.4 · 10 −4 ), the top 6.6% of functionally related pairs are as coexpressed as the top 1% of random pairs. This is consistent with the simulations showing that more data would be required to identify most coexpressed pairs reliably.
Two additional obstacles remain to finding coexpressed genes in EST data. First, the libraries may not reflect the original gene frequencies: the library creation process might not only amplify certain genes systematically, or add noise to the observations, but also create spurious correlations between genes. For example, some libraries are size-selected, which might well create a systematic bias. Furthermore, our implementation of LNP tosses out normalized and subtracted libraries. The model of binomial sampling could be modified to account for systematic biases, but quantitative data on the effects of normalization (Bonaldo et al., 1996) show widely varying effects on different genes at similar levels. Simply using the normalized libraries with LNP gives slightly worse results on the GO validation and slightly better results on the MINT test (data not shown).
Second, errors in EST-gene assignments may be affecting our results. For example, we are unable to analyze a reported cluster of coexpressed genes in human dbEST (Thompson et al., 2002) with LNP because most of the ESTs for some genes have been reassigned to other UniGenes in recent builds. Similarly, the Pearson correlation coefficients for genes assigned to the same coexpression clusters by Gitton et al. (2002) would have been quite different if they had used UniGene's assignments rather than a sequence similarity threshold (Spearman rank correlation between the two measures 0.51, average difference 0.22, with 383 pairs). Unfortunately, techniques for assigning ESTs to genes show differences but it is unclear which are more accurate (Bouck et al., 1999) .
CONCLUSIONS
We present a new measure for identifying coexpressed genes from counts-based data, based on a LNP for the distribution of each gene's frequency that allows us to take library sizes into account. We test LNP against previous measures on both simulated data and human dbEST. In simulations, LNP reports the p-values for coexpression correctly: thus, we can run genomewide tests of coexpressed pairs with statistical confidence in the results. Furthermore, the LNP test is powerful enough to find large numbers of statistically significant relationships in human dbEST. In contrast, previous measures report spurious coexpression at high rates. The parameters in our simulations are consistent with LNP's predicted parameters for real genes (Supplementary Figure 3) , suggesting that these problems are biologically relevant.
We justify the use of the LNP on real data by reference to microarray data and by the success of the validation experiments. The LNP measure outperforms the other measures for finding coexpression between pairs of proteins with similar known function (matching GO terms), finding 34 significantly coexpressed categories and showing a significantly greater separation between pairs with known functional relationships and random controls. Furthermore, LNP, Fisher and EDVP show significantly more coexpression in interacting proteins than in controls. Finally, the simulations show that the data need not match the prior for the method to work, and that results should improve dramatically with twice as much data. More data and improved EST-gene matching will enable coexpressed genes to be identified more reliably and will elucidate further the relationship between expression patterns and biological function.
