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Abstract: A correct choice of voice signal modeling methods is essential to obtain good results in 
automatic speech recognition. In this paper, we have proposed a unified view of the speech 
parametrization stage, in which conventional techniques as Linear Prediction Coeficientes and 
mel-cepstrum filter bank are viewed as particular cases. The model incorporates a new technique 
of deconvolution, that is called root homomorphic deconvolution. A broad set of experimental 
results are also presented. 
1. lntroducci6n 
Todos Ios sistemas de reconocimiento automatico det· habla requieren una primera etapa en 
la cual segmentos consecutivos de la sef'\al de voz son convertidos a secuencias temporales de 
vectores de parametros. Este proceso se conoce con et nombre generico de parametrizaci6n. La 
etapa de parametrizaci6n determinarc~i en buena parte las prestaciones del sistema, tanto en to 
referente a tasas de reconocimiento como a carga computacional y requerimientos de memoria 
necesarios. 
Se puede considerar que et problema fundamental en la parametrizaci6n es la elecci6n de un 
modelo adecuado de la senat de voz. Este modelo tiene como prop6sito la estimaci6n de la envolvente 
espectral de la sef'\al, cuya evoluci6n temporal se considera caracteriza las diferentes realizaciones 
acusticas. El modelo elegido para la senal debe ser capaz de estimar una envolvente util para el 
sistema de reconocimiento, es decir, robusta a variaciones interlocutor, fen6menos de 
coarticulaci6n, ruido ambiental, etc. Esta envolvente debe ser, ademas, susceptible de ser 
representada con un numero reducido de parametros, el calculo de Ios cuales debe exigir la minima 
carga computacional posible. 
En el trabajo presentado se ha pretendido evaluar y mejorar las tecnicas de 
parametrizaci6n clasicas mas usadas, LPC-cepstrum (LPCC) y mel-cepstrum (MC), presentando 
ademas una visi6n globalizadora y unificadora del proceso de modelado de la senat que engloba las 
tecnicas clasicas como casos partfculares. El esquema propuesto incorpora, ademas, una nueva 
tecnica de deconvoluci6n (root homomorphic deconvolution, RHO) que generaliza la habiutal 
deconvoluci6n logaritmica. 
La comunicaci6n se organiza como sigue: en el apartado 2, se revisa de un modo somero las 
aproximaciones clasicas; en el apartado 3, introducimos y justificamos Ios metodos hrbridos y, a 
continuaci6n; en el apartado 4 exponemos las bases de la RHO; en et apartado 5, presentamos el 
esquema unificado; en et apartado 6 exponer Ios resultados experimentales; y en el apartado 7 se 
resumen las conclusiones del trabajo. 
2. Tecnicas clasicas de parametrizaci6n 
La tecnica LPCC [1 ][2] asume un modelo autorregresivo de la setial de voz, relacionado 
intrinsecamente con Ios modelos de producci6n del habla. Su objetivo es la obtenci6n de una 
envolvente que puede representarse mediante la respuesta frecuencial de un filtro todo-polos. Esta 
envolvente es representada mediante Ios parametros cepstrales. 
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El mel-cepstrum (MC}[2](3] se basa en el filtrado del periodograma de la senal de voz po 
un banco de filtros distribudos de acuerdo con una escala perceptual. Es ampliamente aceptado E 
uso de un estandard de 20 filtros de forma triangular. 
3.-Metodos hibridos. 
3.1.-LPC-mel-cepstru m (LMC). 
Se ha visto que las tecnicas clasicas se centran tan s61o en uno de Ios extremos de la caden 
de comunicaci6n: producci6n, en el caso LPCC, y recepci6n, para el MC. Sin embargo, la capacida 
de producci6n de voz y la habilidad para entenderla estan intimamente relacionadas. Parece, pc 
tanto, una idea acertada tener en cuenta caracteristicas de ambos procesos. Esto puede conseguirs 
aplicando una tecnica mel-cepstrum sobre el espectro LPC. A esta tecnica, se le denomina LPC 
mel-cepstrum (LMC). El esquema propuesto puede verse indicado en la figura 1. 
3.2.- Mei-LPC-cepstrum (MLC) 
Variando el orden de Ios modelos para Ios procesos de audicci6n y producci6n de la vo;; 
obtenemos otra posible hibridaci6n que denominaremos mei-LPC-cepstrum (MLC). En primE 
lugar se realiza un filtrado mel sobre el periodograma de la sef"'al de voz. Sobre el espectr 
obtenido de este modo, el cual basicamente ha experimentado un .. suavizado y una expansion de la 
bajas frecuencias, aplicamos un modelado LPC-cepstrum. El esquema propuesto puede vers 
indicado en la figura 1. 
4.- Deconvoluci6n exponencial. 
Los segmentos sonoros, pueden modelarse localmente como la respuesta impulsional de u 
sistema cuasiestacionario a un tren peri6dico de pulsos. 
Habitualmente, con objeto de obtener la componente deseada de la senal de voz se ha 
aplicado tecnicas de deconvoluci6n logaritmica (4]. No obstante, existen otras alternativa 
interesantes que cabe estudiar y que ademas tienen el atractivo de la convergencia hacia I 
logaritmica en casos limites. Lim [5] propane el uso de una potenciaci6n (root homomort~ 
deconvolution, RHO) 
Cuando y->0 la senal deconvolucionada tiende en una aproximaci6n de primer orden a I 
obtenida usando el logartimo. 
5.- Esquema Unificado de Parametrizaci6n. 
El buen funcionamiento de Ios metodos hibridos propuestos y la constataci6n de que I 
deconvoluci6n logaritmica no es la 6ptima en el procesado de senales de voz, nos permite plante< 
un nuevo esquema generalizado y unificado de model ado de la setial de voz (figura 1) que engloba la 
parametrizaciones clasicas y Ios metodos hibridos como casos simplificados de un analisis ma 
complejo. De esta nueva propuesta, se derivan, ademas nueas tecnicas de parametrizaci6n de I 
senal de voz. 
Cabe destacar que esta soluci6n ademas de contemplar como casos particulares la 
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6.- Resultados Experimentales. 
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6.1.- Base de dates y sistema de reconocimiento 
mel-cepstrum 
Las pruebas se han realizado sobre la base de datos Tt {7] que consta de un gran numero de 
secuencias de digitos en ingles pronunciados en ausencia de ruido. La base de dates originalmente 
muestreada a 20 KHz se convirti6 a 8 kHz. Para las pruebas se utilizaron tan s61o Ios locutores 
adultos (112 de entrenamiento y 113 de test). 
El sistema de reconocimiento usado es el HTK v1 .5 (6), el cuaf esta basado en Modetos de 
Markov ocultos de densidad continua. Cada digito se caracteriz6 por un modeto de Markov de 10 
estado. El modelo para el silencio es del mismo tipo pero con 5 estados. 
El entrenamiento de los modelos consta de las siguientes etapas: inicializaci6n mediante el 
algoritmo Segmental K-means, con segmentaci6n manual previa, y una etapa de reestimaci6n 
mediante et algoritmo de Baum- Welch, usando para ambas fases secuencias de 1 s61o digito. 
Posterioremente Ios modelos obtenidos son reestimados de nuevo mediante 3 iteraciones empleando 
para ello las secuencias de mas de 1 digito. 
En la fase de test se utilizaron tan s61o las cadenas de mas de 1 dlgito, y para reconocerlas 
se utiiz6 un algoritmo de Viterbi clasico. 
6.2.- Resultados de reconocimiento 
A continuaci6n, se presentan Ios resultados obtenidos en reconocimiento de cadenas de 
digitos. Tras estudios preliminares, se observ6 que para las parametrizaciones LPCC y MLC Ios 
resultados 6ptimos se hallan cuando el orden del m6delo de predicci6n, p, y el numero N de 
coeficientes cepstrales coinciden. La tabla 1 representa Ios resultados obtenidos para las tecnicas 
descritas con N=p. La LPCC encuentra su maxima en 70,84o/o con N=20. La MC consigue una tasa 
del 70,57°/o con N=8. La MLC obtiene una mejor tasa de 72,19 °/o utilizando N=16, valor 
intermedio entre Ios necesarios para las parametrizaciones clasicas. La LMC que alcanza una tasa 
maxima del 69,38 °/o, aunque hay que resaltar que su tasa maxima se halla para N=16, P=20, con 
Ios que se consigue una tasa del 70,84 °/o. 
A continuaci6n, sobre la parametrizaci6n MLC aplicamo la tecnica RHO, variando YI. En la 
tabla 2, pueden verse Ios resultados. Con y1 = 0.33 el esquema propuesto es similar al PLP y la 
tasa maxima es 72,25 °/o, la cual se alcanza con 10 coeficientes. Sin embargo, la tasa maxima de 
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Por ultimo, se aplic6 la tecnica de RHO haciendo variar 'Y2 sobre Ios mejores resultados 
anteriores (y2->0). Para 14 coeficientes y r 2 =0,2 se obtuvo un 72, 79o/o. Con 12 coeficientes y 
'Y2 = 0,1 se obtuvo el maximo con 73,24°/o. 
7.- Conclusiones 
... 
Varias son las coriclusiones que pueden extraerse del trabajo realizado, utilizando la base de 
datos Tl en reconcimiento de dfgitos conectados. 
-La tecnica MC consigue peores resultados que la LPCC aunque lo hace con men os de la mitad 
de Ios coeficientes que esta y la diferencia en tasas de reconocimiento es de tan s61o el 0,27 °/o. A 
igualdad de numero de parametros y para valores bajos, el MC supera claramente al LPCC, por lo 
que es una tecnica especialmente atractiva en aplicaciones que requieren vectores cepstrales de 
dimensiones reducidas. 
-Considerando las tasas maximas de reconocimiento para cada uno de Ios metodos 
estudiados, puede constatarse c6mo Ios metodos hibridos consiguen superar Ios resultados de las 
parametrizaciones clasicas. Ademas aportan la ventaja de conseguirlo con un numero 
significativamente menor de parametros de Ios que precisa la LPCC. 
-La introducci6n de la tecnica RHO antes de la etapa de predicci6n lineal permite reducir el 
orden de predicci6n y el numero de cepstrums necesarios, mejorando ademas las tasas obtenidas. 
Los parametros cepstrales clasicos son susceptibles de mejora sustituyendo la habitual 
deconvoluci6n logaritmica por la tecnica RHO. 
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