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1 Introduction
The development of real-time affect detection models often depends upon obtaining annotated data
for supervised learning by employing human experts to label the student data. One open question
in annotating affective data for affect detection is whether the labelers (i.e., human experts) need
to be socio-culturally similar to the students being labeled, as this impacts the cost feasibility of
obtaining the labels. In this study, we investigate the following research questions: For affective
state annotation, how does the socio-cultural background of human expert labelers, compared to
the subjects, impact the degree of consensus and distribution of affective states obtained? Secondly,
how do differences in labeler background impact the performance of affect detection models that are
trained using these labels?
2 Methodology
We employed 5 experts from the United States and 5 experts from Turkey to label the same data
collected through authentic classroom pilots with students in Turkey. Using HELP [2], each group
labeled 14 hours of multi-modal data collected from ten 9th grade students in 2 sessions (40 mins each)
for 3 affective states: Satisfied, Bored, and Confused. We analyzed within-country and cross-country
inter-rater agreements using Krippendorff’s alpha [3, 8], where we checked all-5 and the best-3
experts (having the highest agreement) of each group. We also compared affective state distributions
using majority labels obtained by each group.
For affect detection models, we employed two modalities: (1) Appearance (Appr): upper-body
information from the camera, (2) Context & Performance (C&P): interaction and performance logs
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Table 1: Inter-rater agreements (Krippendorff’s Alpha) among experts from the United States (US)
and Turkey (TR).
Human Experts Krippendorff’s Alpha
Within-country (all-5) US-all-5 0.472
TR-all-5 0.585
Within-country (best-3) US-best-3 0.564
TR-best-3 0.626
Cross-country Cross-all-10 0.379
Cross-best-6 0.400
from the online learning platform for Math. For Appr, the raw video data are segmented into instances
and time series analysis methods were utilized to extract 188 appearance features, consisting of
motion and energy measures, robust statistical estimators of head velocity, and frequency domain
features related to head position, pose, and facial expressions. Further details of the Appr modality
can be found in our previous study [5] where we used the same features in this study. For C&P,
we extracted 24 features related to time (time spent on video/questions), grade (success/failure of
attempts), hints (number of hints used on questions), attempts (number of trials), and others (gender).
Further details of the C&P features employed, which are adapted from the study [7], can be found in
our previous study [1]. Separate generic classifiers (Random Forests) trained using majority labels
from each expert group for each modality and each activity type (Instructional and Assessment).
Instances are sliding windows of 8-sec with 4-sec overlaps. Further details of the methodology used
in this study can be found in the full version of this paper [6].
Figure 1: Affective-state distributions by the experts from US and TR
3 Experimental Results
The inter-rater agreements and affect detection model results are summarized in Table 1 and Table 2,
respectively. Students’ affective states distributions are given in Figure 1. These results indicate
that experts from Turkey obtained moderately better inter-rater agreement than the experts from the
Table 2: Affect detection classifier results (F1-scores) for separate modalities (Appr: Appearance,
C&P: Context & Performance) and section types (Instr: Instructional, Assess: Assessment) trained
using labels by experts from the United States (US) and Turkey (TR).
Labels: US Labels: TR
Section Type Class Appr C&P Appr C&P
Instructional Satisfied 0.62 0.58 0.41 0.42
Bored 0.67 0.59 0.86 0.88
Overall 0.65 0.58 0.77 0.80
Assessment Satisfied 0.59 0.80 0.43 0.73
Confused 0.45 0.63 0.57 0.66
Overall 0.53 0.74 0.51 0.70
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U.S. Note that even though the U.S. experts agree with each other, they agree fairly poorly with the
Turkey experts. In addition, we observed important differences between the distributions of affective
states provided by experts in the U.S. versus Turkey, and between the performances of the resulting
real-time multi-modal affect detectors; especially for Bored and Confused states.
4 Discussion and Conclusion
Our findings suggest that there are indeed implications to using expert labelers who do not belong to
the same population as the research subjects. The results in this study indicate that there could be
a cultural impact in interpreting labeling ambiguities for affective states, which also has an impact
on the affect detection model accuracies, especially for detecting the Bored and Confused states of
the students. One key take-away message from this research is that cross-national or cross-cultural
labelers should be vetted for inter-rater agreement very carefully [4].
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