Because studies employing d' and r• are based on the theory of signal detectability, the theory is reviewed in sufficient detail for the purposes of definition. The efficiency, •, is defined as the ratio of the energy required by an ideal receiver to the energy required by a receiver under study when the performance of the two is the same. The measure d' is that value of (2E/N0)t necessary for the ideal receiver to match the performance of the receiver under study, where E is the energy of the signal, and No is the noise power per unit band width. The measure is extended to include the recognizability of two signals. Every set of signals is described by a Euclidean space in which distances are the square roots of the energy of the difference signal, (Ea)t. The unit of measure is the square root of one-haM of the noise power per unit band width (N0/2)i.
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The purpose of this report is to clarify the definitions of d' and ,• as used in the studies of the authors and their co-workers, and to clarify the reasons for employing these variables in psychoacoustical experiments.
Both of these variables are defined within the framework of the theory of signal detectability? The word "detectability" is used, rather than the word "detection," because the theory is one describing the limits placed on the performance of a receiver by the signal energy and noise energy of the channel. It is like the limitations on measurement imposed by nature, in this case the channel.
The fundamental problem considered in the theory of signal detectability is illustrated in the block diagram of Fig. 1 . A signal from an ensemble of signals is transmitted with a fixed probability over a channel in which noise is added. The receiver is permitted to observe during a fixed observation interval in time, at the end of which it must state whether the observation was one of noise alone or signal plus noise.
The particular case upon which this discussion is based is that of an ensemble containing only one signal. That one is a signal known exactly: its voltage, pointfor-point in time during the observation interval, is known to the receiver. It is not known that the signal exists during the interval. The signal is transmitted over a channel in which banddimited white Gaussian noise is added. By employing a sampling theorem, t it is shown that the detectabili W of this signal in this Fig. 2 . Any finite wave form can be expressed by the instantaneous values at 2 kVT independent sampling points where T is the duration of the wave form in seconds and gr is its band width. Thus, every wave form can be expressed as a point in a space with 2 WT dimensions. There is associated with each point the likelihood, or probability density, that this point would occur, given each of the alternatives to be tested. In the signal detection task there are only two alternatives: noise alone and signal plus noise. All of the information relevant to the signal detection task can be expressed as a single number, likelihood ratio. This is the ratio of the likelihood that the point or observed wave form occurs, if signal plus noise is present, to the likelihood of the occurrence of the point, if noise alone exists. Thus, the observations in any given signal detection task can be plotted on an unidimensional axis on which the measure is likelihood ratio. Any variable which is a monotonic transformation of likelihood ratio is equally useful in the signal detection task. In this case the natural logarithm of likelihood ratio leads to convenient statistics. Therefore, it is used as the variable and is plotted on the abscissa in •The ratio 2E/No can be expressed in the form 2WTS/N where S is the signal power and N is the noise power if the noise is white over the band of the signal. ST is the signal energy and ,V/IV is the noise power per unit band width. Birdsall, and Fox. Plotted on the abscissa is the probability that if noise alone exists, the receiver says that the signal exists. On the ordinate is plotted the probability that if signal plus noise exists, the receiver will accept the observation as arising from signal plus noise. An ROC curve thus shows the detection probability as a function of the false alarm probability.
An ROC curve is constructed from the probability distributions of Fig. 2 . In an experiment involving a choice between two alternatives there is a critical number. Whenever the likelihood ratio is greater than this number, one alternative is chosen. The natural logarithm of the critical number is a point on the abscissa of Fig. 2 . The area under the curve for noise alone to the right of the point is the probability that if noise alone exists the receiver will say that signal plus noise exists, while the area under the curve for signal plus noise to the right of the point is the probability that if signal plus noise exists the receiver will say that signal plus noise exists. These two areas define the location of a point on an ROC curve. The first of the areas defines the location of the point on the abscissa while the second scales to the right and above, the distances of the critical value from the respective means in standard units are obtained. The difference of these distances is the minimum value of (2E/No) i necessary to lead to this performance; i.e., the particular detection probability when the particular false alarm probability exists. 
II. BASIC DEFINITIONS OF d' AND

Thus (d') ø-is that value of 2E/No required to lead to the receiver's performance if an ideal receiver were employed in its place.
This second experiment is not performed in the laboratory, since the problem has a mathematical solution.
• The procedure outlined at the close of Sec. I is followed. One takes the performance of the receiver under study and plots the point on the graph paper of Fig. 3(b) 
6(b) is a transformation of the variable to a new variable 1ogd(x) q-(E/No) X = (4)
This new variable is distributed normally. The mean of the probability density distribution for noise alone is 0 and the variance, unity. The mean of the signal plus noise distribution is (2E/No)I and the variance, unity. If a two-alternative forced-choice experiment is found to lead to a percentage of correct choices, this can be used as an estimate of the probability of a correct choice. This estimate is the data necessary to enter the graph in Fig. 3(b) . The point to be plotted projects on the ordinate at P(c) and on the abscissa at 1--P(c). The sum of the standard units is dq. 2 and qJdq, if Now, let us consider a more general case illustrated in Fig. 10 . In this case the angle 0 can assume any value and the energies of the two signals, Sx and Sx, are not necessarily equal. If an experiment is now performed in which one or the other of the two signals is presented at a fixed position in time, and the receiver is asked to state which one, again the data are furnished for entering the graph of Fig. 3 (b) . The estimated probabilities required are PsffAO, the probability that if is presented the receiver is correct, and 1--Ps•(A2), the probability that if S,is presented the receiver is incorrect. In some cases, where there is an uncertainty which cannot be removed, as in the case of the signal which is a sample of white Gaussian noise, the energy of the signal is the basis for a good approximation of the detectability.
On the other hand, •j is an energy ratio, since efficiency is commonly measured in terms of energy. This term is useful in inferring the properties of the receiver under study.
