Chemical mechanical planarization (CMP) has been widely used in the semiconductor industry to create planar surfaces with a combination of chemical and mechanical forces. A CMP process is very complex because several chemical and mechanical phenomena (e.g., surface kinetics, electrochemical interfaces, contact mechanics, stress mechanics, hydrodynamics, and tribochemistry) are involved. Predicting the material removal rate (MRR) in a CMP process with sufficient accuracy is essential to achieving uniform surface finish. While physics-based methods have been introduced to predict MRRs, little research has been reported on monitoring and predictive modeling of the MRR in CMP. This paper presents a novel decision tree-based ensemble learning algorithm that can train the predictive model of the MRR. The stacking technique is used to combine three decision tree-based learning algorithms, including the random forests (RF), gradient boosting trees (GBT), and extremely randomized trees (ERT), via a meta-regressor. The proposed method is demonstrated on the data collected from a CMP tool that removes material from the surface of wafers. Experimental results have shown that the decision tree-based ensemble learning algorithm using stacking can predict the MRR in the CMP process with very high accuracy.
Introduction
Chemical mechanical planarization (CMP) was invented in IBM in the early 1980s by Klaus D. Beyer to create a planar surface and enable subsequent lithographic imaging [1] . Since then the CMP process has been used to planarize various materials such as semiconductors, silicon oxide, metal, composites, and polymers with the combination of mechanical abrasion and chemical erosion [2] . CMP is one of the most important semiconductor processes, which is critical for producing microprocessors and memory chips. The global CMP market in 2014 was valued at $3.32 billion and is estimated to reach $4.94 billion by 2020 [3] . The key factors driving the growth of the CMP market are the increasing need of CMP for wafer planarization, high demand for consumer electronic products, and increasing use of microelectro-mechanical systems.
A typical CMP tool consists of a rotating table used to carry a polishing pad, a replaceable polishing pad attached to the rotating table, a translating and rotating wafer carrier used to carry a wafer, a slurry dispenser, and a translating and rotating dresser used to condition the polishing pad. During the CMP process, a wafer is pressed against the polishing pad while the wafer carrier and a polishing pad are rotating in the same direction. Chemical slurries with abrasive particles are deposited onto the polishing pad during the CMP process. Modern CMP is a very complex process that involves several chemical and mechanical phenomena such as machinery kinetics, contact mechanics, hydrodynamics, chemical etching, and tribochemistry. The performance of the CMP process is measured using metrics such as material removal rate (MRR), planarization (e.g., within-wafer uniformity, wafer-wafer uniformity, and surface roughness), and process robustness and stability.
One of the key challenges in CMP is to achieve a high MRR and low nonuniformity of the polished surface simultaneously. Fundamental understanding of the material removal mechanism in CMP is critical to predict and control the quality of polished surfaces. Current methods for predicting the MRR in the CMP process fall into three categories: physics-based, model-based, and datadriven methods [3] . One of the most well-known physics-based models is the Preston equation [4] : MRR ¼ K p P a V b , where P denotes the downward pressure applied to a wafer, V denotes the relative rotating speed between the wafer and the polishing pad, K p is the Preston coefficient, and a and b are the parameters depending on operating conditions. According to Krishnan et al. [1] , the MRR of the CMP process is affected by many process variables such as the downward pressure, relative velocity between a polishing pad and a wafer, slurry flow rate, the usage of dresser, wafer hardness, pad hardness, pad roughness, and abrasive size. However, few physics-based and model-based methods are capable of predicting the MRR with sufficient accuracy by taking into account these process variables. For example, the limitation of physics-based methods is that the majority of these methods are developed based on the original and modified Preston equations [5] [6] [7] , which are empirical models. The limitation of model-based methods is that certain distributions and assumptions made when developing close-form analytical solution do not always hold true [8, 9] . Recent advances in artificial intelligence and machine learning enable predictive modeling of the complex CMP process by analyzing large volumes of condition monitoring data and identifying patterns [10] [11] [12] . Therefore, the objective of this study is to develop an ensemble learning approach to predicting the MRR of a wafer CMP process using large volumes of real-time condition monitoring data and a stacking technique.
The remainder of this paper is organized as follows: Section 2 reviews the related work on CMP. Section 3 introduces an ensemble learning-based predictive modeling approach using stacking. Section 4 presents a case study as well as discusses experimental results. Section 5 provides conclusions and future work.
Related Work
Over the past decade, a few physics-based models based on the Preston equation have been introduced to predict the MRR in CMP. Lin and Wu [13] investigated the effects of relative velocity, downward pressure, the flow rate of flurry on MRR prediction. The experimental results have shown that the MRR increases as the downward pressure and relative velocity increase. The experimental results also suggested that the Preston equation could be further modified to improve prediction accuracy. Lee and Jeong [14] introduced a model that estimates the MRR for copper using a modified Preston equation. Three variables, including normal contact stress, relative velocity, and chemical reaction rate, were incorporated into the original Preston equation. Experimental results have shown that the modified Preston equation can estimate the MRR more accurately. Lee et al. [15] proposed a predictive model for MRR by taking into account the effects of the size, concentration, distribution of particles, slurry flow rate, polishing pad surface topography, and chemical reactions. Experimental results have shown that the estimated MRRs are in good agreement with the experimental data.
In addition to physics-based methods, model-based and datadriven methods have been introduced to predict MRR for CMP. Lih et al. [16] introduced a data-driven approach to the prediction of the MRR for CMP using an adaptive neuro-fuzzy inference system. Experimental results have shown that the predictive model trained by the adaptive neuro-fuzzy inference system outperforms that of artificial neural networks. Wang et al. [17] introduced a data-driven approach to the prediction of the MRR for CMP using a deep belief network. The particle swarm optimization was used to optimize the deep belief network structure and the learning rate. Experimental results have shown that an average root-meansquare error (RMSE) of 2.7 can be achieved. Jia et al. [18] proposed an adaptive method based on polynomial neural networks to predict the MRR for CMP. Experimental results have shown that the proposed method outperforms the k-nearest neighbors (KNN), logistic regression (LR), support vector regression (SVR), and random forests (RF) in terms of mean squared error (MSE) and coefficient of determination (R 2 ). Kong et al. [8] introduced a model-based method that integrates nonlinear Bayesian analysis and statistical methods to predict MRR, surface finish, and surface defects. The particle filtering method was used for nonlinear Bayesian analysis to predict the CMP process performance. A set of CMP experiments on copper wafers was conducted to collect vibration signals from a CMP machine. Experimental results have shown that the predictive model achieved a R 2 value of 0.96. Rao et al. [19] developed a deterministic process-machine interaction model that can identify complex time-frequency patterns during a CMP process for polishing copper wafer surfaces. The model was validated using a CMP machine instrumented with an accelerometer. Experimental results have shown that the model was able to predict MRR with a coefficient of determination of 0.85.
In summary, while previous research efforts have been focused on the development of physics-based and model-based predictive modeling techniques for CMP, these methods can take into account very few process variables. To address this research gap, the objective of this study is to develop a data-driven predictive modeling approach to predicting the MRR of CMP processes using large volumes of condition monitoring data.
Ensemble Learning-Based Predictive Modeling
Ensemble learning is a meta-algorithm that combines multiple machine learning algorithms (also known as base learners) into one learning algorithm to improve the performance of predictive models [20, 21] . The base learners can be aggregated to reduce variance using randomization ensemble [5] , to reduce bias using boosting ensemble [22] , or to reduce both variance and bias using stacking ensemble. In general, the predictive model trained by ensemble learning outperforms that of individual base learners [23] . Table 1 lists three ensemble methods, including boosting, randomization, and stacking. None of these ensemble methods outperforms other methods consistently. However, some empirical studies have shown that the stacking method outperforms boosting and randomization [20] . Therefore, stacking is used to combine multiple base learners. Figure 1 illustrates a computational framework of the ensemble learning-based predictive modeling approach. A training dataset is used to develop the predictive model. A validation dataset and a test dataset are used to validate and test the predictive model trained by the training dataset, respectively. The training, validation, and test datasets contain raw sensory data. A set of features in the time and frequency domains is extracted. To reduce the dimensionality of the features, RF is used to reduce the number of features based on a measure called variable importance. In the model training phase, the reduced subset of features is fed into the decision tree-based ensemble learning algorithm that combines three base learning algorithms, including RF, gradient boosting trees (GBT) [22] , and extremely randomized trees (ERT) [24] . To develop a more accurate predictive model while avoiding overfitting, k-fold cross-validation (CV) is conducted to train the base learners. The outputs of the base learners are fed into another machine learning algorithm to train a meta-regressor. Two machine learning algorithms, including extreme learning machines (ELM) and classification and regression tree (CART), are used to train the meta-regressor. The output of the metaregressor is the final prediction of the ensemble learning-based predictive modeling method. In the model validation and testing phases, the validation and test datasets are used to validate the predictive model.
Feature Extraction and Selection.
In the feature extraction and selection phase, the raw measurement data were first transformed into a set of features in the time and frequency domains. Second, to reduce the dimensionality of the features, a subset of the original features was selected as input to the ensemble learning algorithm. Feature selection was conducted using RF based on variable/feature importance. The importance of a variable x i for predicting a response variable Y is evaluated by averaging the sum of the weighted reduction in the residual sum of squares for all nodes t where x i is used over the number of regression trees. The importance of a variable is given by
where pðtÞDkðs t ; tÞ denotes the weighted reduction in residual sum of squares by splitting an internal node t into two child nodes. p t ð Þ ¼ N t =N denotes the proportion of the data points/samples at node t. N t denotes the number of samples at node t. N denotes the total number of samples that is drawn to build a regression tree. N T denotes the total number of regression trees in a random forest. T denotes a regression tree structure. s t denotes a split at node t. v s t ð Þ denotes the splitting variable that is selected for the split s t .
denotes the residual sum of squares at node t. t 1 and t 2 denote the two child nodes of node t.
Base Learning
Algorithms. In the model training phase, the ensemble learning algorithm combines three decision treebased learning algorithms, including the RF, GBT, and ERT. The 
Random Forests.
The RF algorithm [11, [25] [26] [27] is an ensemble learning method that builds predictive models by combining multiple decision tree models. Each decision tree model is trained on a bootstrap sample generated from a training dataset using bootstrapping aggregating or bagging. Given a training dataset, bagging generates a set of new training samples by sampling from the original training dataset with replacement. By sampling with replacement, some observations may be repeated. However, bagging can reduce variance and avoid overfitting. In general, a RF model consists of a few hundred to several thousand decision trees. In this study, 100 regression trees were constructed. The second step of random forests is to construct a decision tree using an individual bootstrap sample. A bootstrap sample is the root node of an individual decision tree. To construct a decision tree, a node is split into two child nodes. To split a node, a set of variables is selected randomly. Selecting a subset of the variables instead of all of the variables can reduce the correlation of the decision trees. To determine an optimal split, one variable (also known as a splitting variable) is selected from a subset of the variables. The value of the splitting variable is referred to as a cutting point. In this study, one third of the total number of variables was selected. The splitting criterion at each node is to solve the following objective function:
where j ¼ 1; 2; …; p (p denotes the number of splitting variables.) s denotes a cutting point.
denote two resulting regions after the best split is determined. X j denotes the jth splitting variable. c1 ¼ ave y i jx i R 1 j; s ð Þ À Á denotes the average of the y i 's that fall into the region R 1 j; s ð Þ. c2 ¼ ave y i jx i R 2 j; s ð Þ À Á denotes the average of the y i 's that fall into the region R 2 j; s ð Þ. The splitting process is repeated until a stopping criterion is satisfied. In this study, the stopping criterion is satisfied when the number of data points in a node falls below a threshold of five. After 100 regression trees are constructed, a prediction at a new point can be made by averaging the predictions from all the regression trees.
Gradient Boosting Trees.
As opposed to bagging, the GBT algorithm is an ensemble learning algorithm that develops decision tree-based predictive models sequentially using a boosting method [22] . In the boosting method, instances that are difficult to predict using the previous base learner appear more often in the training data than the ones that are correctly predicted. The key difference between bagging and boosting is that each instance is uniformly selected in bagging, whereas the probability that each instance is selected is not equal in boosting. Prediction accuracy is improved by assigning greater weights on the instances that are difficult to predict. The objective of GBT is to find an approximation to a function that minimizes a certain loss function. The predictor aims to estimate the response of an arbitrary input vector x using a mapping function y ¼ f ðxÞ learned from a training set (y i , x i ) (i ¼ 1, 2, …, N with N being the total number of training data). The mapping function f Á ð Þ [22, 28] is to minimize the loss function Mðy i ; f ðx i ÞÞ as follows:
where E[Á] denotes the expectation operation. The loss function could be the square error or negative binomial log-likelihood. A boosting model given by Eq. (4) is often used to approximate the mapping function
where hðx; a m Þ (m ¼ 1, 2, …, M) is a set of parameterized functions of x, M is the number of functions, b m is a weight coefficient, and a m ¼ [a 1 , a 2 , …] is a set of parameters that characterize the inputs in hðÁÞ. The greedy-stagewise approach [22] can be 
The boosting model f ðxÞ can be updated by the below equation:
To solve the optimization problem in Eq. (5), the gradient boosting method adopts a two-step procedure. In the first step, the parameterized functions are fit by Eq. (7) along the best greedy step direction determined by Eq. (8) a m ¼ arg min
In the second step, the optimal b m is determined using the below equation:
Thus, the mapping function can be updated by the below equation:
Equations (2)- (9) briefly introduce the gradient boosting method in which the parameterized function can be wavelet or radial basis functions. If the parameterized function h(x; a i ) is expressed using a regression tree, the parameter a i includes the splitting variables, cut points, and nodes of the individual trees.
Extremely Randomized
Trees. The ERT algorithm builds an ensemble of unpruned decision trees from a complete learning sample rather than a bootstrap sample [24] . More importantly, a cut point is selected at random to split a node in ERT rather than choosing the best cut-point based on a local sample in RF. The ERT algorithm consists of the following three steps:
Step 1: Determine three key parameters in an ERT model, namely, K (the number of randomly selected attributes at each node), n min (the minimum sample size for splitting a node), and M (the number of trees in the ensemble model).
Step 2: Build a decision tree on the original training data. The splitting criterion is to choose the best split among the K attributes that are randomly selected.
Step 3: Construct an ensemble tree model by aggregating M totally randomized trees, which are acquired by repeating step 2 for M times.
Ensemble Learning Using Stacking.
Stacking is a method that combines multiple classification or regression models using a meta-classifier or a meta-regressor. An ensemble learning method using stacking includes two steps: (1) training base learners and (2) training a meta-regressor. Figure 2 illustrates the twolayer ensemble learning method using stacking. Pseudocode that describes the ensemble learning method using stacking can be found in Table 2 .
Case Study
In this section, the decision tree-based ensemble learning method using stacking is demonstrated on the dataset acquired from the 2016 PHM data challenge [29] .
Data Description.
The dataset contains multiple sensory signals collected from a CMP tool that removes the material from wafers. The total volume of the dataset is 187 MB. Figure 3 shows a schematic diagram of the CMP process. The CMP tool consists of a rotating table, a replaceable polishing pad, a rotating wafer carrier, a slurry dispenser, and a dresser. A wafer is placed on the underside of the wafer carrier. During the CMP process, the wafer is pressed against the polishing pad while the polishing pad and wafer carrier are rotating in the same direction. A slurry composed of abrasive materials and chemicals is dispensed onto the polishing pad during the CMP process. The dresser is composed of a hard material such as diamond that is Table 2 Pseudocode of the ensemble learning algorithm using stacking
Train the base learners at layer 1 using S 2:
for j ¼ 1 to J (J: Number of base learning algorithms) 3:
build base learner d j using base learning algorithm j 4:
end for 5:
Generate new training data R 6:
end for 9:
Build a mega-regressor D using R at layer 2 Output: Predictive model D Transactions of the ASME pressed across the polishing pad to roughen the surface of the polishing pad. The dataset includes 19 variables. Table 3 lists the description of these measurement variables and additional six parameters. The conditions of four CMP tools were monitored during various runs of the CMP tools for specified wafers. Some variables, including the usage of the polish-pad backing film, dresser, polishing table, dresser table, polishing membrane, wafer carrier sheet, and the status of the dressing water, are real-time condition monitoring data. Other variables such as the pressure-related variables, slurry flow rate, the rotating rate of the wafer, stage, and head, are preset to different values in different tests. The raw data are divided into three datasets, including one training dataset, one validation dataset, and one test dataset. Table 4 provides more details on the three datasets. The training data were collected from 1981 wafers in two operational stages: A and B. A total number of 672,744 trajectories were collected from the wafers. These training trajectories are stored in 185 files in CSV format. The validation and test datasets include 144,148 and 156,262 trajectories, respectively. It should be noted that four outliers in the training dataset under stage A were removed before processing the data [18, 30] .
The predictive model was trained on the training dataset, and then validated on the validation and test datasets. The validation and test datasets provide an unbiased evaluation of the model fit on the training dataset.
Feature Extraction and Selection.
The raw data were transformed into a set of features and then a reduced subset of features before being processed by the decision tree-based ensemble learning algorithm. Four statistical features (see Eqs. (11)- (14)) in the time domain, including the standard deviation, central moment, skewness, and kurtosis, were extracted from each sensor signal. In addition, other three features in the frequency domain, including the maximum frequency amplitude, frequency center, and kurtosis of frequencies, were extracted from the measurement variables x 21 , x 22, and x 23 . Eighty-five (85) features in total were extracted from the raw data
where E[Á] denotes the expectation operation, l is the mean value of x, and p is the order of moment. In this study, the central moment of order 3 is used (p ¼ 3).
To avoid overfitting and reduce training time, a subset of the extracted 85 features was selected for use in model development. A feature selection algorithm can be considered as a search technique that evaluates the importance of individual features. As shown in Fig. 4 , RF was used to measure the importance of each feature. When the threshold value is set equal to 0.65, the top five most important features include (1) the standard deviation of the slurry flow rate, (2) the standard deviation of the usage of the polish-pad backing film, (3) the skewness of the downward pressure, (4) the central moment of the usage of the polishing table, and (5) the central moment of the usage of the wafer carrier sheet. The ranking of the variable importance makes sense from a physics point of view. For example, the slurry flow rate has a significant impact on the amount of active abrasives in the CMP process, thereby affecting the MRR significantly. The usage of polishing-pad backing film and wafer carrier sheet has an impact on the local contact pressure between the polishing pad and the wafer, thereby affecting the MRR [31, 32] . The downward pressure has an impact on the MRR according to the Preston equation. The usage of the polishing table has an impact on pad wear, which dynamically changes the pad surface topology in the CMP process, thereby affecting the MRR.
The number of selected features was determined by balancing the trade-off between prediction accuracy and training time. Prediction accuracy is measured using R-square (R 2 ), RMSE, relative error (RE), and score function (S-score) (see Eqs. (15)- (18) Chamber pressure x 24 Status of dressing water x 12 Pressure applied to the main outer air bag x 25 Pressure applied to the edge air bag x 13 Pressure applied to the center air bag S-score
where i ¼ 1, 2, …, N (N is the sample number), y i is the actual MRR of the ith sample,ŷ i is the predicted MRR of the ith sample, y is the matrix form of all the predicted MRRs, and y is the mean value of the actual MRR vector y. To determine an optimal number of features, GBT, RF, and ERT were used to train predictive models using 5, 20, 35, 50, 65, and 85 features. The parameter settings for the three base learners are listed in Table 5 . These decision tree-based learning algorithms were used to train predictive models using the training dataset. The validation dataset was used to evaluate the performance of the predictive models. All the computational experiments were conducted on a computer with Intel Core i7-6650 U CPU at 2.2 GHz and 16 GB of memory in the Windows 10 environment. To take into account computational uncertainty, we replicate a computational experiment for 20 times. Figure 5 shows the average of R 2 , RE, S-score, RMSE, and training time versus a varying number of features. As shown in Fig. 5(a) , R 2 increases as the number of features increases for both GBT and RF. R 2 decreases as the number of features exceeds 50 for ERT. As shown in Fig. 5(b) , RE decreases as the number of features increases for both GBT and RF. RE increases as the number of features exceeds 35 for ERT. As shown in Fig. 5(c) , S-score decreases as the number of features increases for both GBT and RF. S-score increases as the number of features increases for ERT. As shown in Fig. 5(d) , RMSE decreases as the number of features increases for both GBT and RF. RMSE increases as the number of features exceeds 35 for ERT. As shown in Fig. 5(e) , training time almost does not vary with the number of features for both GBT and RF. However, training time increases as the number of features increases for ERT. By balancing the trade-off between prediction accuracy (i.e., R 2 , RE, S-score, RMSE) and computational efficiency (i.e., training time), the optimal number of features is 35, which takes nearly minimum training time while achieving sufficient prediction accuracy. In addition to the average values of R 2 , RE, S-score, RMSE, and training time, the variability of these performance measures are also calculated. Figure 6 shows a boxplot indicating the variability of RMSEs with regard to GBT, RF, and ERT algorithms using a varying number of features. The boxplot shows the median, minimum, and maximum RMSEs of 20 replications. As shown in Fig.  6 , the variability of RMSEs is relatively small. Figures 7-9 show the prediction performance on the validation dataset using the GBT, RF, and ERT methods and 35 features, respectively. For example, Fig. 7(a) shows the comparison between the predicted MRR and the actual MRR (i.e., the groundtruth MRR) in order of wafer index with regard to the GBT method. Figure 7 Figures 10-12 show the prediction performance on the validation dataset using the GBT, RF, and ERT methods and 85 features, respectively. For example, Fig. 10(a) shows the comparison between the predicted MRR and the actual MRR in order of wafer index for the GBT method. Figure 10 
Prediction Results Using Ensemble
Learning. The data points in the training dataset were transformed into 35 features, and then fed into the decision tree-based ensemble learning algorithm as input. The predictive models trained by the ensemble learning methods were validated on the validation and test datasets. Table 6 lists the R 2 , RE, S-score, RMSE values for CARTbased stacking and ELM-based stacking methods. The experimental results have shown that the decision tree-based ensemble learning methods using CART and ELM as stacking methods outperform the base learners. For the validation dataset, the ensemble learning method using CART outperforms the ensemble learning method using ELM in terms of R 2 , RE, S-score, and RMSE. For the test dataset, the ensemble learning method using CART still outperforms the ensemble learning method using ELM in terms of R 2 , S-score, and RMSE. However, the ensemble learning method using ELM outperforms the ensemble learning method using CART slightly in terms of RE. Figure 13 shows a comparison between the CART-and ELMbased ensemble learning methods for the cases where 5, 20, 35, 50, 65, and 85 features were selected. Selecting 35 features achieves near-optimal performance in terms of R 2 , RE, S-score, RMSE for the validation and test datasets. The result of this comparative study is consistent with that of the comparative study where the performance of GBT, RF, and ERT were compared using different number of features.
Accuracy Improvement With Stage Information.
The CMP data were collected under two different stages: stages A and B [30] . Figures 14 and 15 show the prediction results by taking into account the stage information. As shown in Fig. 14 , the standard deviation of the residuals for stage A using the CART-and ELM-based stacking methods is 3.994 nm/min and 4.215 nm/min, respectively. As shown in Fig. 15 , the standard deviation of the residues for stage B using the CART-and ELM-based stacking methods is 4.088 nm/min and 4.417 nm/min, respectively. Table 7 provides more details on the performance of the predictive models trained on the validation and test datasets for stage A using the GBT, RF, ERT, CART-, and ELM-based ensemble learning methods. The ensemble learning methods using CART and ELM outperform the base learners in terms of R 2 , RE, S-score, RMSE for both validation and test datasets. CART-based stacking outperforms ELM-based stacking for the validation dataset. However, ELM-based stacking outperforms CART-based stacking for the test dataset. Table 8 provides more details on the performance of the predictive models trained on the validation and test datasets for stage B Transactions of the ASME using the GBT, RF, ERT, CART-, and ELM-based ensemble learning methods. Similar to stage A, the ensemble learning methods using CART and ELM outperform the base learners in terms of R 2 , RE, S-score, RMSE for both validation and test datasets. CART-based stacking outperforms ELM-based stacking for the validation dataset. However, ELM-based stacking outperforms CART-based stacking for the test dataset.
Discussions

Prediction Accuracy and Computational Efficiency.
Although the training process in this study is off-line, the method we developed could be applied for online process monitoring where the predictive model of the MRR has to be retrained when some of the dominant operating parameters change significantly. Online monitoring requires effective and computationally efficient algorithms. In addition, while only several CMP tools were monitored in this study, large volumes of real-time condition monitoring data will be generated when hundreds of CMP tools are monitored in real time. In this case, it is important to evaluate both prediction accuracy and computational efficiency of the proposed algorithm. Moreover, prediction accuracy after reducing the dimensionality of the feature space will also be discussed.
It should be noted that the prediction accuracy is affected by the number of trees in the base learners. To evaluate the effect of the number of trees, a comparative study was conducted using different number of trees. Tables 9-11 summarize the errors of the predictive models trained by GBT, RF, and ERT and training time using 50, 100, 200, 400, and 800 trees, respectively. As shown in Table 9 , R 2 and RE values do not vary significantly with the number of trees for GBT. RMSE and S-score values vary with the number of trees. For example, the RMSE is 6.815 for the predictive model trained by 100 trees, while the RMSE is 7.350 for the predictive model training by 50 trees. The S-score value is 0.953 for the predictive model trained by 100 trees, while the S-score value is 2.067 for the predictive model trained by 50 trees. When Similarly, as shown in Table 10 , R 2 and RE values do not vary significantly with the number of trees for RF. RMSE and S-score values vary with the number of trees. For example, the RMSE is 7.969 for the predictive model trained by 100 trees, while the RMSE is 8.218 for the predictive model training by 50 trees. The S-score value is 2.297 for the predictive model trained by 100 trees, while the S-score value is 2.568 for the predictive model trained by 50 trees. When the number of trees exceeds 100, the accuracy of the predictive models does not significantly improve. However, the training time increases significantly with the number of trees. For example, the training times are 5.490, 7.583, Table 11 . RMSE and S-score values increase with the number of trees. For example, the RMSE is 10.542 for the predictive model trained by 100 trees, while the RMSE is 9.992 for the predictive model training by 50 trees. The S-score value is 9.687 for the predictive model trained by 100 trees, while the S-score value is 3.197 for the predictive model trained by 50 trees. The training time increases significantly with the number of trees. For example, the training times are 96.901, 253.908, 616.882, 1077.117, and 2207.526 s for 50, 100, 200, 400, and 800 trees, respectively.
As shown in Tables 9-11 , the prediction accuracy of GBT, RF, and ERT is comparable. However, RF is the most computationally efficient, while ERT is the least computationally efficient as shown in Fig. 16 . To predict the MRR with sufficient accuracy while maintaining sufficient computational efficiency, the number of trees and number of features were set to 100 and 35, respectively.
To compare the performance of the proposed ensemble learning-based predictive modeling approach with some of the well-known models, a comparative study was conducted. Table  12 shows a comparison of four approaches, including Preston's equation, Luo-Dornfeld model, CART-based and ELM-based ensemble learning algorithms. Both CART-based and ELM-based ensemble learning algorithms outperform the Preston's equation and Luo-Dornfeld model significantly.
Meta-Regressor Selection.
In addition to the number of trees, the selection of the meta-regressor also affects prediction accuracy. In this section, the performance of CART-based and ELM-based meta-regressors is compared with several other meta-regressors, including linear regression (LR) [33] , Bayesian logistic regression (BLR) [34] , SVR [35] , and AdaBoost [36] . Table 13 summarizes the comparison of the results. The CART-based stacking method outperforms other stacking methods for the validation dataset in terms of RMSE. The ELM-based stacking method outperforms other stacking methods for the test dataset in terms of RMSE. The training times for the LR-, BLR-, AdaBoost-, SVR-, CART-and ELM-based stacking methods are 0.783, 44.734, 38.943, 84.763, 0.002, and 0.580 s, respectively. Among all of these meta-regressors, the CART-and ELM-based stacking methods are the most computational efficient based on the training time.
Conclusions and Future Work
This paper has presented an ensemble learning-based prognostic approach to predicting the MRR in the CMP process. A twolayer stacking ensemble learning technique was used to combine three decision tree-based machine learning algorithms, including GBT, RF and ERT. RF was also used to select the most important features. Two stacking techniques were used to combine RF, GBT, and ERT. This new method was demonstrated on the datasets acquired from the 2016 PHM data challenge. The predictive model was developed on a training dataset, and then was validated on the validation and test datasets. The performance metrics include R 2 , RE, S-score, RMSE, and training time. The experimental results have shown that the decision tree-based ensemble learning approach predicts the MRR of the CMP process with sufficient accuracy and reasonable training time. In addition, the ensemble learning algorithm outperformed the base learners (i.e., RF, GBT, and ERT). In the future, the training process of the ensemble learning-based prognostics approach will be parallelized to improve the computation efficiency. 
