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Calculating the Galois Group of Y ′ = AY + B,
Y ′ = AY Completely Reducible
PETER BERMAN
Department of Mathematics, Duke University, Durham, North Carolina, U.S.A.
We consider a special case of the problem of computing the Galois group of a system of
linear ordinary differential equations Y ′ = MY , M ∈ C(x)n×n. We assume that C is a
computable, characteristic-zero, algebraically closed constant field with a factorization
algorithm. There exists a decision procedure, due to Compoint and Singer, to compute
the group in case the system is completely reducible. Berman and Singer (1999, J. Pure
Appl. Algebr., 139, 3–23) address the case in which M =
[
M1 ∗
0 M2
]
, Y ′ = MiY
completely reducible for i = 1, 2. Their article shows how to reduce that case to the
case of an inhomogeneous system Y ′ = AY + B, A ∈ C(x)n×n, B ∈ C(x)n, Y ′ = AY
completely reducible. Their article further presents a decision procedure to reduce this
inhomogeneous case to the case of the associated homogeneous system Y ′ = AY . The
latter reduction involves using a cyclic-vector algorithm to find an equivalent inhomoge-
neous scalar equation L(y) = b, L ∈ C(x)[D], b ∈ C(x), then computing a certain set of
factorizations of L in C(x)[D]; this set is very large and difficult to compute in general.
In this article, we give a new and more efficient algorithm to reduce the case of a sys-
tem Y ′ = AY +B, Y ′ = AY completely reducible, to that of the associated homogeneous
system Y ′ = AY . The new method’s improved efficiency comes from replacing the large
set of factorizations required by the Berman–Singer method with a single block-diagonal
decomposition of the coefficient matrix satisfying certain properties.
c© 2002 Elsevier Science Ltd. All rights reserved.
1. Introduction
We consider a special case of the problem of computing the Galois group of a system
of linear ordinary differential equations Y ′ = MY , M ∈ C(x)n×n. We assume that C is
a computable, characteristic-zero, algebraically closed constant field with a factorization
algorithm. In Compoint and Singer (1999), a decision procedure is given to compute the
group in case the system is completely reducible. Berman and Singer (1999) address the
case in which M =
[
M1 ∗
0 M2
]
, Y ′ = MiY completely reducible for i = 1, 2. Their
article shows how to reduce that case to the case of an inhomogeneous system
Y ′ = AY +B, A ∈ C(x)n×n, B ∈ C(x)n,
Y ′ = AY completely reducible. (1)
Their article further presents a decision procedure to reduce this inhomogeneous case to
the case of the associated homogeneous system Y ′ = AY . The latter reduction involves
using a cyclic-vector algorithm to find an equivalent inhomogeneous scalar equation
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L(y) = b, L ∈ C(x)[D], b ∈ C(x), then computing a certain set of factorizations of L
in C(x)[D]; this set is very large and difficult to compute in general.
In this article, we give a new and more efficient algorithm to reduce the case of a system
Y ′ = AY + B, Y ′ = AY completely reducible, to that of the associated homogeneous
system Y ′ = AY . The new method’s improved efficiency comes from replacing the large
set of factorizations required by the Berman–Singer method with a single block-diagonal
decomposition of the coefficient matrix satisfying certain properties.
We assume that the reader is familiar with basic notions from differential Galois theory
(see, e.g. Magid, 1994) and algebraic groups (see, e.g. Humphreys, 1981).
Section 2 of this article is organized as follows: we begin by presenting definitions and
facts about algebraic groups and differential Galois theory, including an extension of
familiar ideas to the case of inhomogeneous systems. Proposition 2.1 and Lemma 2.2 are
adaptations of relevant results from Berman and Singer (1999). In particular, Proposi-
tion 2.1 implies that we may decompose the Galois group G of (1) as G = UP (semidirect
product of subgroups), where:
• the normal subgroup U is a vector group (i.e. U ' (Cd,+) for some d);
• the subgroup P is the group of the associated homogeneous system Y ′ = AY ,
computable using the results of Compoint and Singer (1999);
• the action of P on U is easily determined if U is known.
The main goal of this article is to present an efficient algorithm to compute U . Complete
reducibility allows us to assume that A is of the block diagonal form described in (4) later.
Lemmas 2.3 and 2.4 establish a set of intermediate subfields in the relevant Picard–Vessiot
extension. Lemma 2.5 then reduces our problem to the special case described in (5) later;
Lemmas 2.6 and 2.7 show how to compute U in this special case. With these pieces in
place, we present our algorithm to compute the group of an equation of the form (1),
followed by examples of its use.
2. Computing the Galois Group of Y ′ = AY +B, Y ′ = AY Completely
Reducible
The following definitions and facts are taken from Lemma 2.13 and the discussion
immediately preceding it in Singer (1996) and from Mostow (1956). Let G be an algebraic
group defined over C. The unipotent radical of G is defined to be the maximal connected
unipotent normal subgroup of G. It is denoted Ru(G) and is an algebraic subgroup
of G. G is defined to be reductive if Ru(G) is trivial; an equivalent condition is that
all G-modules are completely reducible. We have that G admits a Levi decomposition
G = Ru(G)P (semidirect product), where P is a maximal reductive subgroup of G; we
call P a Levi subgroup of G.
The following definitions are adapted from Section 2.1 of Compoint and Singer (1999).
Let k be a differential field whose constant subfield C = Ck is algebraically closed and has
characteristic zero. Consider a first-order homogeneous system Y ′ = MY , M ∈ kn×n.
If K/k is a differential field extension with CK = Ck, then we may view Y ′ = MY as a
system over K. The solution space of the system over K is a C-vector space of dimension
at most n. A Picard–Vessiot extension for the system is a minimal extension K/k such
that CK = Ck and a full n-dimensional set of solutions of the system is defined overK. The
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Galois group G = Gal(K/k) acts on Kn via the identity σ(ζ) = (σ(ζ1), σ(ζ2), . . . , σ(ζm))
for all σ ∈ G, ζ = (ζ1, ζ2, . . . , ζm) ∈ Km.
Next we introduce the notion of equivalence for systems. Our treatment of this subject
is adapted from Berman and Singer (1999) and Compoint and Singer (1999). Remark that
this material can be developed more naturally in terms of isomorphisms of D-modules
(see Compoint and Singer, 1999 or Haefliger, 1987); we have chosen a more concrete
approach, for computational purposes and also to avoid assuming that the reader is
familiar with D-modules.
We say that the first-order systems Y ′ = M1Y and Y ′ = M2Y are equivalent over
k if they have the same dimension n and there exists a matrix P ∈ GLn(k) such that
M2 = P ′P−1 + PM1P−1. One checks that this is a symmetric relation. One also checks
that if this condition holds and Y satisfies Y ′ =M1Y , then PY satisfies (PY )′ =M2PY ;
it follows that a Picard–Vessiot extension for one system is a Picard–Vessiot extension
for the other. It is also a fact (cf. Section 2.1 of Compoint and Singer, 1999) that two
n-dimensional systems are equivalent over k if and only if their full solution spaces are
isomorphic as modules over Gal(K/k), where K/k is a Picard–Vessiot extension such
that Kn includes full solution spaces of both systems.
Next, consider the inhomogeneous first-order system
Y ′ = AY +B, Y = (y1, . . . , yn)T , A ∈ kn×n, B = (b1, . . . , bn)T ∈ kn, (2)
where the yi are indeterminates. Let KH/k (resp. VH, GH) be the Picard–Vessiot exten-
sion (resp. the solution space; the group) of the associated homogeneous system Y ′ = AY .
Before defining the extension and the group of (2), we define a new homogeneous system
as follows: define a new variable yn+1, and consider the following system of equations:
Y ′ = AY + (b1yn+1, b2yn+1, . . . , bnyn+1)T , y′n+1 = 0.
If we define Yˆ = (y1, . . . , yn, yn+1)T , we obtain the following homogeneous first-order
system:
Yˆ ′ =
[
A B
0 0
]
Yˆ . (3)
Define the Picard–Vessiot extension KI/k (resp. the Galois group GI) of (2) to be the
Picard–Vessiot extension (resp. the group) of (3).
Note that if Y = (y1, . . . , yn) ∈ VH, then (y1, . . . , yn, 0) satisfies (3). Thus, we may write
KH ⊆ KI. If ηˆ = (η1, . . . , ηn, 1) is a solution of (3), then η = (η1, . . . , ηn) is a solution
of (2). Any two solutions of (2) differ by a member of VH, so that the full solution set
of (2) is η + VH. Moreover, the full solution space of (3) over KI is spanned by ηˆ and
those solutions of the form (y1, . . . , yn, 0), (y1, . . . , yn) ∈ VH. It follows that KI/k is the
minimal differential field extension over which the full solution set η+VH of (2) is defined
and that KI = KH〈η1, . . . , ηn〉.
We define equivalence for inhomogeneous systems as follows: we say that the first-order
inhomogeneous systems Y ′ = A1Y +B1 and Y ′ = A2Y +B2 are equivalent over k if they
have the same dimension n and there exists a matrix
Pˆ =
[
P w
0 c
]
∈ GLn+1(k), P ∈ GLn(k), w ∈ kn×1, c ∈ C∗,
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such that Aˆ2 = Pˆ ′Pˆ−1 + Pˆ Aˆ1Pˆ−1, where
Aˆi =
[
Ai Bi
0 0
]
for i = 1, 2.
One checks that this is a symmetric relation. One also checks that if Y ′ = A1Y +B1 and
Y ′ = A2Y +B2 are equivalent systems, then a Picard–Vessiot extension associated with
one system is also a Picard–Vessiot extension for the other system and, moreover, that
Y ′ = A1Y and Y ′ = A2Y are equivalent.
By definition, a system Y ′ = MY is reducible over k if it is equivalent over k to a
system of the form
Y ′ =
[
M1 M2
0 M3
]
Y.
Proposition 2.1 of Compoint and Singer (1999) implies that Y ′ = MY is reducible over
k if and only if the solution space of Y ′ = MY in K is a reducible Gal(K/k)-module,
where K/k is a Picard–Vessiot extension for Y ′ = AY .
We define a system Y ′ =MY to be completely reducible over k if it is equivalent over
k to a system of the form
Y ′ = diag(M1,M2, . . . ,Mt)Y,
where the system Z ′ =MiZ is irreducible for 1 ≤ i ≤ t. We suppress the phrase “over k”
when k is clear from context. Proposition 2.2 of Compoint and Singer (1999) implies that
Y ′ = MY is completely reducible over k if and only if Gal(K/k) is a reductive group,
where K/k is a Picard–Vessiot extension for Y ′ =MY .
For the remainder of this section, we make the following assumptions:
1. Y ′ = AY + B, A ∈ kn×n, B ∈ kn, is an inhomogeneous system such that the
associated homogeneous system Y ′ = AY is completely reducible.
2. KI/k (resp. GI = Gal(KI/k)) is the Picard–Vessiot extension (resp. the group) of
Y ′ = AY +B.
3. KH/k (resp. VH ⊆ KnH; GH = Gal(KH/k)) is the Picard–Vessiot extension (resp.
the full solution set; the group) of the associated homogeneous system Y ′ = AY ,
with KH ⊆ KI.
4. U = Gal(KI/KH) ⊆ GI.
The following two results and their proofs are adapted from Proposition 2.1 of Berman
and Singer (1999) and its proof.
Proposition 2.1. The following statements hold:
1. Fix an arbitrary particular solution η ∈ KnI of Y ′ = AY + B. Then, the map
Φη : U → VH given by Φη(τ) = τ(η)− η is an injective GI-module homomorphism,
where the action of GI on U (resp. on VH) is by conjugation (resp. by the usual
action of GI as automorphisms of VH). In particular, U is a vector group over C
and the subspace W = Φη(U) ⊆ VH is a GI-invariant subspace of VH.
2. GI has Levi decomposition UP (semidirect product of subgroups), where U (resp.
P ) is the unipotent radical (resp. a maximal reductive subgroup) of GI. Moreover,
the mapping σ 7→ σ|KH gives an isomorphism of P onto GH.
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3. Let η,Φη,W be as defined in item 1. Then GI ' W o GH, where the conjugation
action is the usual action of GH as automorphisms of VH, restricted to the invariant
subspace W .
Proof. 1. Let σ ∈ GI. Since GI leaves invariant the full solution set η + VH of Y ′ =
AY +B, we have that σ(η)−η ∈ VH for all σ ∈ GI; in particular, Φη is well defined.
Injectivity of Φη follows from the fact that KI/KH is generated by the coordinates
of η, so that τ ∈ U is determined by its action on η. Finally, given σ ∈ GI, τ ∈ U , we
make the following calculation, adapted from the proof of The´ore`me 1 of Bertrand
(1992):
Φη(στσ−1) = στσ−1(η)− η
= σ[τ(σ−1(η)− η) + τ(η)]− η
= σ[σ−1(η)− η + τ(η)]− η since τ fixes members of VH
= −σ(η) + σ(τ(η))
= σ(τ(η)− η) = σ(Φη(τ)).
It is now clear that Φη has the desired properties. Item 1 of the conclusion now
follows easily.
2. We have that the normal subgroup U is unipotent (since it is a vector group) and
GI/U ' GH is reductive (by hypothesis that Y ′ = AY is completely reducible).
Item 2 of the conclusion follows easily from these observations.
3. This statement follows easily from the first two statements. 2
Lemma 2.2. The following are equivalent for Y ′ = AY +B:
1. The system admits a k-rational solution.
2. The system admits a KH-rational solution.
3. Every solution of the system is KH-rational.
4. The subgroup U is trivial, i.e. KH = KI.
Proof. It is clear that the first and third statements each imply the second statement.
Since the solution set of a system generates that system’s Picard–Vessiot extension, it is
also clear that the third and fourth statements are equivalent to each other.
Notice that any two solutions of Y ′ = AY +B differ by an element of VH ⊆ KnH. Using
this fact, one checks that the second statement implies the third statement.
We now show that the second statement implies the first statement. This implication
follows from the proof of Proposition 2.1 of Berman and Singer (1999); for convenience
we reproduce the proof here using the terminology and notation of systems.
Suppose η is a KH-rational solution of Y ′ = AY +B. Let W = VH + spanC{η} ⊆ KnH.
Since σ ∈ GH maps η to η + v for some element v ∈ VH, we see that W is GH-invariant
and includes VH as a GH-invariant subspace. Moreover, W/VH is a trivial GH-module.
Since GH is reductive by assumption, we see that VH has a one-dimensional complement
V˜ in W that is trivial as a GH-module. Moreover, since W is spanned by η and VH, we
may assume that V˜ is generated by η˜ = η + v0 for some v0 ∈ VH. It follows that η˜ is a
solution of Y ′ = AY + B that is fixed by every element of GH and therefore is rational
over k. This completes the proof. 2
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The following three lemmas deal with systems of the form
Y ′ = AY +B,
A = diag(A1, A2, . . . , As),
B = (BT1 , B
T
2 , . . . , B
T
s )
T ,
Ai = diag(Mi, . . . ,Mi) (νi copies),
Mi ∈ kmi×mi ,
Z ′ = MiZ irreducible, 1 ≤ i ≤ s,
and pairwise inequivalent over k

. (4)
It follows from the definitions of complete reducibility and equivalence that any inhomoge-
neous system whose associated homogeneous system is completely reducible is equivalent
over k to a system of the form (4).
Lemma 2.3. Suppose Y ′ = AY + B is of the form (4). Then, for each i, the following
statements hold:
1. There exists a tower of subfields k ⊆ Ki,H ⊆ KH such that Ki,H/k is the Picard–
Vessiot extension for the system Y˜ ′ = AiY˜ .
2. VH has a νi-dimensional GH-invariant subspace Vi,H consisting of vectors of the
form (0, . . . , 0, Yi, 0, . . . , 0), where Yi satisfies Y ′i = AiYi.
3. Let V˜i,H ⊆ Kνii,H be the full solution space of Y˜ ′ = AiY˜ . Then there is an isomor-
phism Ξ : Vi,H → V˜i,H. Moreover, we have VH '
⊕s
i=1 V˜i,H.
Proof. Define ξi : VH → KνiH by ξ((Y T1 , . . . , Y Ts )T ) = Yi. We see that ξ is a GH-invariant
surjection of VH onto V¯i, a full solution space in KνiH of Y˜
′ = AiY˜ . The first statement of
the conclusion of the lemma follows after defining Ki,H/k to be the extension generated
by components of vectors in V¯i. The second and third statements then follow easily. 2
Lemma 2.4. Suppose Y ′ = AY + B is of the form (4), and let Ki,H/k and Vi,H be
as in Lemma 2.3. Let η ∈ KnI be a particular solution of Y ′ = AY + B. Write η =
(ηT1 , . . . , η
T
s )
T , ηi ∈ KνiI , so that ηi is a particular solution of the system Y˜ ′ = AiY˜ +Bi.
Then, for each i, there is a tower of subfields Ki,H ⊆ Ki,I ⊆ KI with Ki,I/k a Picard–
Vessiot extension for Y˜ ′ = AiY˜ + Bi, with Ki,I/Ki,H generated by the coordinates of
ηi.
Proof. This result is clear from definitions. 2
Lemma 2.5. Suppose Y ′ = AY + B is of the form (4). Then U '⊕si=1 Ui (direct sum
of GH-modules), where Ui is the unipotent radical of the group of Y˜ ′ = AiY˜ + Bi for
1 ≤ i ≤ s.
Proof. Let η ∈ KnI be a particular solution of Y ′ = AY +B. Applying Proposition 2.1
to Y ′ = AY +B, we see that there is an embedding Φη : U → VH. Let W = Φη(U) ⊆ VH.
Let Ki,H/k and Vi,H be as in Lemma 2.3. Lemma 2.3 and basic Galois theory yield
VH '
⊕s
i=1 V˜i,H (direct sum of GH-modules), where V˜i,H is the solution space of Y˜
′ =
AiY˜ . It is a consequence of Schur’s lemma (see, e.g. Propositions XVII.1.1–2 and Lemma
XVIII.5.9 of Lang, 1984) that W ' ⊕si=1 pii(W ), where pii : VH → V˜i,H is a projection
from VH onto V˜i,H. We need to show that pii(W ) ' Ui.
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Fix i, 1 ≤ i ≤ s. Write η = (ηT1 , . . . , ηTs )T as in Lemma 2.4, so that ηi is a particular
solution of Y˜ ′ = AiY˜ + Bi. Consider Y˜ ′ = AiY˜ + Bi as a system defined over KH and
let K˜i/KH be the Picard–Vessiot extension. We have that Gal(K˜i/KH) is a quotient of
U and K˜i/KH is generated by the coordinates of ηi. By considering the map Ξ given in
Lemma 2.3, one checks that Gal(K˜i/KH) ' pii(W ).
Now consider the following diagram:
 ZZ
QQ 
K˜i
KH Ki,I
KH ∩Ki,I
Ki,H
By definition we have Ui = Gal(Ki,I/Ki,H). Thus, to show that pii(W ) ' Ui, it suffices
to show that Gal(K˜i/KH) ' Gal(Ki,I/Ki,H). In turn, to do this it suffices to show that
KH ∩Ki,I = Ki,H (see Lemma 5.10 of Kaplansky, 1976).
Ui is a vector group and in particular an Abelian group. It follows that (KH∩Ki,I)/Ki,H
is a Picard–Vessiot extension with a unipotent Galois group. At the same time, Gal((KH∩
Ki,I)/Ki,H) is a quotient of Gal(KH/Ki,H), which is a subgroup of the reductive group
GH and therefore reductive. This implies that Gal((KH ∩Ki,I)/Ki,H) is also reductive.
It follows that Gal((KH ∩Ki,I)/Ki,H) = {1}, and we conclude that KH ∩Ki,I = Ki,H as
desired. 2
The following two lemmas deal with systems of the form
Y ′ = AY +B,A = diag(M, . . . ,M) (ν copies), Z ′ =MZ irreducible. (5)
Lemma 2.6. Suppose Y ′ = AY + B is of the form (5). Let VM ⊆ KmH be the solution
space of Z ′ = MZ, so that VH = V νM . Write B = (B
T
1 , B
T
2 , . . . , B
T
ν )
T , Bi ∈ km. Let
η = (ηT1 , η
T
2 , . . . , η
T
ν )
T , ηi ∈ KmI , be a fixed particular solution of Y ′ = AY + B. Let
Φη : U → VH be the map defined in Proposition 2.1 and let W = Φη(U) ⊆ VH. Define
S ⊆ Cν by
S =
{
(c1, . . . , cν) ∈ Cν :
∑
i
civi = 0 for all (v1, . . . , vν) ∈W
}
.
Define T ⊆ Cν by
T =
{
(c1, . . . , cν) ∈ Cν : the system Z ′ =MZ
+
ν∑
j=1
cjBj has a k-rational solution
}
.
Then, the following statements hold:
1. S and T are C-vector spaces.
2. W =
{
(v1, . . . , vν) ∈ V νM :
∑
i civi = 0 for all (c1, . . . , cν) ∈ S
}
.
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3. T = S; in particular, dimC T = dimC S.
4. U ' V ν−dimC TM as GI-modules.
Proof. The first statement of the conclusion is easily verified. Since Y ′ = AY is com-
pletely reducible by hypothesis, the second statement is a straightforward consequence of
Schur’s lemma (see, e.g. Propositions XVII.1.1–2 and Lemma XVIII.5.9 of Lang, 1984).
The fourth statement follows directly from the preceding statements. We prove the third
statement as follows:
We see that there is an injection U ↪→ ⊕jUj , where Uj is the unipotent radical of the
group of Z ′ = MZ + Bj . For 1 ≤ j ≤ ν, we have that ηj is a particular solution of
Z ′ =MZ+Bj , and we may define Φηj : Uj → VM by Φηj (τ) = τ.ηj−ηj or, equivalently,
by writing
Φη(τ) = (Φη1(pi1(τ)), . . . ,Φην (piν(τ))) ∈ V νM = VH,
where pij : U → Uj is a projection onto the jth factor. Also observe that, given c1, . . . , cν ∈
C, we have that ∑j cjηj is a particular solution of the system Z ′ =MZ +∑j cjBj . We
now make the following calculation:
(c1, . . . , cν) ∈ S ⇔
∑
j
cjΦηj (τ) = 0 for all τ ∈ U
⇔
∑
j
cj(τ · ηj − ηj) = 0 for all τ ∈ U
⇔
∑
j
cjτ · ηj =
∑
j
cjηj for all τ ∈ U
⇔ τ ·
(∑
j
cjηj
)
=
∑
j
cjηj for all τ ∈ U
⇔
∑
j
cjηj ∈ KmH (since KH is the fixed field of U)
⇔ The system Z ′ =MZ +∑j cjBj has
a k-rational solution (by Lemma 2.2)
⇔ (c1, . . . , cν) ∈ T .
This gives us the desired result. 2
For the remainder of this section, assume k = C(x). Many of the following results
generalize to other fields—e.g. algebraic extensions of C(x)—but we restrict attention to
the case of C(x) for simplicity.
Lemma 2.7. There exists an algorithm that takes as input a matrix M ∈ km×m and a
set of vectors B1, . . . , Bν ∈ km and computes dimC(T ), where T ⊆ Cν is the vector space
defined in Lemma 2.6.
Proof. We claim that the following steps yield an algorithm having the desired prop-
erties:
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1. Define a new (m+ ν)-dimensional system,
Z˜ ′ =

M B¯
0
...
0
 Z˜, (6)
in which the (m + 1)th through (m + ν)th rows of the coefficient matrix are zero
and B¯ = [B1 | · · · |Bν ]. Let V be the space of k-rational solutions of (6). Using a
known algorithm (see, e.g. Barkatou, 1999), compute a basis F of V .
2. Return the number of vectors in F that are of the form (v1, . . . , vm+ν)T , with vi 6= 0
for some i such that m+ 1 ≤ i ≤ m+ ν.
We prove correctness of this algorithm as follows: one checks that if a given vector
Z = (z1, . . . , zm)T ∈ kn and constants c1, . . . , cν ∈ C satisfy Z ′ = MZ +
∑
i ciBi, then
the vector Z˜ = (z1, . . . , zm, c1, . . . , cν)T satisfies (6). Furthermore, one checks that all
solutions of (6) arise in this way. It then follows that the map from V to Cν given by
(v1, . . . , vm+ν)T 7→ (vm+1, . . . , vm+ν)T
is a projection onto T whose kernel is isomorphic to the space of k-rational solutions of
the system Z ′ =MZ. Correctness of the algorithm now follows easily. 2
We are now ready to present our algorithm. Its correctness follows immediately from
the preceding results.
Algorithm.
Input: A matrix A ∈ C(x)n×n and a vector B ∈ C(x)n.
Output: An explicit description of the Galois group of the system Y ′ = AY +B.
1. Using known methods for factoring (see, e.g. Singer, 1996; Compoint and Singer,
1999), redefine A and compute Ai, Bi, Mi, mi so that the system (4) is equivalent
to the original system.
2. For 1 ≤ i ≤ s, write Bi = (BTi,1, . . . , BTi,νi)T . Using Lemma 2.7, compute ri =
dimC Ti, where
Ti =
{
(ci,1, . . . , ci,νi) : the system Z
′ =MiZ
+
∑
j
ci,jBi,j admits a k-rational solution
}
.
Let r˜i = νi − ri.
3. Using Compoint and Singer (1999), compute a set H of defining equations for
Ψ(GH), where Ψ : GH → GLn(C) is a matrix representation of GH on VH with
respect to some basis of VH having the following property: given a matrix Q = Ψ(σ),
σ ∈ GH, then we have Q = diag(Q1, . . . , Qs) with Qi = diag(Q¯i, . . . , Q¯i) (νi copies)
and Q¯i gives the action of σ on VMi with respect to some fixed basis of VMi for
1 ≤ i ≤ s. Here, VMi is the solution space of Z ′ =MiZ.
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4. Return H, m1, . . . ,ms, r˜1, . . . , r˜s. The group of Y ′ = AY +B is
C
∑
i r˜imi o GˆH,
where:
• GˆH ⊆ GLn(C) is defined by H
• The action of Q ∈ GˆH on v ∈ C
∑
i r˜imi is given by Q ·v = Q˜v (matrix-by-vector
multiplication), where
Q˜ = diag(Q˜1, . . . , Q˜s),
Q˜i = diag(Q¯i, . . . , Q¯i) (r˜i copies),
where Q¯i is as described earlier.
We now present examples of this algorithm.
Example 2.8. Consider Y ′ = AY + B, where A =
[
0 1
−4x2 + 2 4x
]
, B = (0, b)T ,
b ∈ C(x). Note that this system is equivalent to the scalar equation L(y) = b, where
L = D2 − 4xD + (4x2 − 2) = (D − 2x) ◦ (D − 2x) ∈ C(x)[D].
This example is considered in Example 2.2 of Berman and Singer (1999). We revisit it
here using our new method.
A computation shows that an equivalent system is Y˜ ′= A˜Y˜+B˜, where A˜= diag(2x, 2x)
and B˜ = (−xb, b)T . The transformation from one system to the other is obtained by
writing Y˜ = PY , where P =
[
1 + 2x2 −x
−2x 1
]
.
Here, it is clear that GH ' C∗; it follows from our algorithm that GI ' Cd o C∗ for
some suitable value of d. We may restate the problem in terms of first-order equations
rather than one-dimensional systems. In this case, Lemma 2.6 implies that d = 2 − r,
where
r = dimC{(c1, c2) : y′ = 2xy − c1xb+ c2b admits a C(x)-rational solution}.
Following Example 2.2 of Berman and Singer (1999), we compute the appropriate value
of d for three different values of b:
1. b = 4x2 − 2. In this case, the equation y′ = 2xy − xb admits the rational solution
y = −1− 2x2 and the equation y′ = 2xy − b admits the rational solution y = −2x.
It follows that d = 0 and therefore that GI ' C∗ in this case.
2. b = 1. In this case, the equation y′ = 2xy−xb admits the rational solution y = 1/2,
while a partial fractions computation shows that the equation y′ = 2xy − b admits
no rational solutions. It follows that d = 1 and therefore that GI ' C o C∗ in this
case.
3. b = 1/x. In this case, partial fractions computations show that neither y′ = 2xy−xb
nor y′ = 2xy − b admits a rational solution. It follows that d = 2 and thus that
GI ' C2 o C∗ in this case.
Example 2.9. Consider the first-order system
Y ′ = diag(M,M,M,M,M)Y + (0, x2, 0, x, 0, 1, 0, 1/x, 0, 1/x2)T ,
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whereM =
[
0 1
x 0
]
. In this case, we see that GH is the group of the equation y′′−xy = 0,
which is known to be SL2 (see, e.g. Magid, 1994). To compute U via the algorithm given
in the proof of Lemma 2.7, consider the system
Z˜ ′ =

0 1 0 0 0 0 0
x 0 x2 x 1 1x
1
x2
0
0
0
0
0

Z˜.
A computation using the ISOLDE package for Maple V shows that a basis of C(x)-rational
solutions for this system is
{(x, 1,−1, 0, 0, 0, 0)T , (−1, 0, 0, 1, 0, 0, 0)T }.
Applying Lemma 2.6, we now see that GI ' C6 o SL2, where
Q · (vT1 , vT2 , vT3 )T = ((Qv1)T , (Qv2)T , (Qv3)T )T
for Q ∈ SL2, v1, v2, v3 ∈ C2, and Qvi is the standard matrix-by-vector product.
Example 2.10. Consider the matrix equation
Y ′ = diag(A1, A2)Y + (BT1 , B
T
2 )
T ,
A1 = diag(M,M,M,M,M), M =
[
0 1
x 0
]
,
A2 = diag(2x, 2x),
B1 = (0, x2, 0, x, 0, 1, 0, 1/x, 0, 1/x2)T ,
B2 = (−x, 1)T .
Evidently GH is the group of the equation L(y) = 0, where L = LCLM(D2− x,D− 2x).
We see that GH is a subgroup of SL2 × C∗ that projects surjectively onto each factor.
The theorem of Kolchin (1968) yields GH = SL2 × C∗. Next, Lemma 2.5 implies that
U ' U1 ⊕ U2 (direct sum of GH-modules), where U1 (resp. U2) is the unipotent radical
of the system given in Example 2.9 (resp. Example 2.8 with b = 1). After applying the
results of Examples 2.9 and 2.8, we conclude that GI ' C7 o (SL2 × C∗), where
(Q, t) · (v1, v2, v3, w)T = ((Qv1)T , (Qv2)T , (Qv3)T , tw)T
for (Q, t) ∈ SL2 × C∗, v1, v2, v3 ∈ C2, w ∈ C.
Note that applying the method of Berman and Singer (1999) to this system (or rather,
more precisely, to an equivalent inhomogeneous scalar equation) would involve computing
all factorizations of a certain twelfth-order monic completely reducible operator into a
product of a fifth-order monic operator by a seventh-order monic operator; this step
alone would require solving a very large system of equations in a very large number of
variables, in contrast with the simple steps performed earlier.
898 P. Berman
Acknowledgements
I wish to thank Daniel Bertrand for making the suggestion that inspired the results of
this article. I would also like to thank Michael Singer for supervising my Ph.D. disser-
tation (Berman, 2001). This article is adapted from Chapter 3 of the dissertation. I am
also grateful to the reviewers of this article for their suggestions.
References
Barkatou, M. (1999). On rational solutions of systems of linear differential equations. J. Symb. Comput.,
28, 547–567.
Berman, P. (2001). Computing Galois groups for certain classes of ordinary differential equations.
Doctoral Dissertation, North Carolina State University, Raleigh, North Carolina.
Berman, P., Singer, M. (1999). Calculating the Galois group of L1(L2(y)) = 0, L1, L2 completely
reducible operators. J. Pure Appl. Algebr., 139, 3–23.
Bertrand, D. (1992). Un analogue diffe´rentiel de la the´orie de kummer. In Philippon, P. ed., Approxima-
tions Diophantiennes et Nombres Transcendents, Luminy 1990, pp. 39–49. Berlin, Walter de Gruyter.
Compoint, E., Singer, M. (1999). Calculating Galois groups of completely reducible linear operators.
J. Symb. Comput., 28, 473–494.
Haefliger, A. (1987). Local theory of meromorphic connections in dimension one (Fuchs Theory). In Borel,
et al. ed., Algebraic D-Modules, pp. 129–149. Academic Press.
Humphreys, J. (1981). Linear Algebraic Groups, Graduate Texts in Mathematics, New York, Springer.
Kaplansky, I. (1976). An Introduction to Differential Algebra, 2nd edn. Paris, Hermann.
Kolchin, E. (1968). Algebraic groups and algebraic dependence. Am. J. Math., 90, 1151–1164.
Lang, S. (1984). Algebra, 2nd edn. Menlo Park, CA, Addison-Wesley.
Magid, A. R. (1994). Lectures on Differential Galois Theory, Volume 7 of University Lecture Series,
Providence, RI, American Mathematical Society.
Mostow, G. D. (1956). Fully reducible subgroups of algebraic groups. Am. J. Math., 78, 211–264.
Singer, M. (1996). Testing reducibility of linear differential operators: a group theoretic perspective.
Appl. Algebra Eng. Commun. Comput., 7, 77–104.
Received 2 November 2001
Accepted 25 March 2002
