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Mathematical models with stage structures are proposed to describe the process of awareness, evaluation
and decision-making. First, a system of ordinary diﬀerential equations is presented that incorporates the
awareness stage and the decision-making stage. If the adoption rate is bilinear and imitations are dominant,
we ﬁnd a threshold above which innovation diﬀusion is successful. Further, if the adoption rate has a higher
nonlinearity, it is shown that there exist bistable equilibria and a region such that an innovation diﬀusion is
successful inside and is unsuccessful outside. Secondly, a model with a time delay is proposed that includes
an evaluation stage of a product. It is proved that the system exhibits stability switches. The bifurcation
direction of equilibria is also discussed.
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The Bass model has become an important exemplar in marketing science. For over three dec-
ades, this model has been the main impetus underlying diﬀusion research [17–19] and has been
widely used to understand the spread of new products. The model captures a wide variety of dif-
fusion patterns observed in practice and formalizes the insight from behavior research that inno-
vation diﬀusion is a two-step ﬂow process. That is, media inﬂuence innovative opinion leaders to
adopt a new product, who in turn inﬂuence people imitating their behavior to adopt the product
as well [22].
The purpose of this paper is to extend the Bass model by introducing stage structures. In his
chapter on the adoption process, Rogers [22] synthesizes previous research (primarily relating
to agriculture) and concludes that the adoption of innovations consists of ﬁve steps: awareness
(individual is exposed to innovation), interest (individual seeks more information), evaluation
(individual applies innovation to his or her situation), trial (individual uses innovation on a small
scale) and adoption (individual makes full use of the innovation). Hence, it is reasonable to con-
sider the eﬀect from any stage in the process on the dynamics of innovation diﬀusion. In this
paper, for the simplicity of mathematical analysis, we simplify them into two stages: the stage
of awareness of information and the stage of decision-making. Speciﬁcally, in the ﬁrst stage, indi-
viduals become aware of information, interested in the product and evaluating the value to adopt
it or not to adopt it. Further, individuals try or adopt the product in the second stage. This is rea-
sonable in practice because an observation process cannot be neglected for the consumers of many
products, especially for the products with high values.
The organization of this paper is as follows. In the next section, we incorporate the awareness
stage and the decision-making stage into the Bass model and show that the initial number of inno-
vators should be above a threshold so that innovation diﬀusion is successful. In Section 3, we simu-
late an evaluation stage by introducing a time delay. By using appropriate mathematical methods
[3,5], we show that the model exhibits stability switches and has periodic solutions. We also use the
techniques to study the global stability of this model [4,14]. A brief discussion is given in Section 4.2. Awareness stage and decision-making stage
In this section, we incorporate an awareness stage and a decision-making stage into the Bass
model. The most important parameters in the Bass model are the market potential m, the coeﬃ-
cient p of external inﬂuence and the coeﬃcient q of internal inﬂuence. Speciﬁcally, m is the total
number of people who will eventually use the product, p is the likelihood that somebody who is
not yet using the product will start using it because of mass media coverage or other external fac-
tors, q is the likelihood that somebody who is not yet using the product will start using it because
of ‘‘word-of-mouth’’ or other inﬂuence from those already using the product. Let A(t) be the
number of adopters of the product at time t. Then the Bass model in the form of diﬀerential
equation isdA
dt
¼ p þ q
m
A
 
ðm AÞ; ð2:1Þ
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meters can be obtained by regression methods [21]. For example, Bass [2] obtained m = 3.37
million, p = 0.009, q = 0.173 for 35 mm projectors. More examples can be found in [16] for many
other products.
From the Bass model, we see that the eﬀect of external inﬂuence and internal inﬂuence is imme-
diate and the maximal market potential will be eventually reached. However, Rogers innovation
decision process theory states that diﬀusion is a process that occurs over time and can be seen as
having ﬁve distinct stages. The stages in the process are knowledge, persuasion, decision, imple-
mentation, and conﬁrmation. According to Rogers research [22], potential adopters of an inno-
vation must learn about the innovation (knowledge), be persuaded as to the merits of the
innovation (persuasion), decided to adopt (decision), put the innovation in place (implementa-
tion), and reaﬃrm the decision to adopt the innovation (conﬁrmation). Thus, to be more realistic,
we should consider the stages of the adoption process. For the simplicity of mathematical analy-
sis, we simplify the ﬁve stages proposed by [22] to two stages: the stage of awareness of informa-
tion and the stage of decision-making. Let N(t) denote the number of those individuals who have
not been aware of the product at time t, I(t) denote the number of those individuals who have
been aware of the information about the product but have not yet adopted it at time t, and
A(t) denote the number of those individuals who have adopted the product at time t. Then, we
have the following model:dN
dt
¼ pN  q1
m
AN þ cI þ lA;
dI
dt
¼ pN þ q1
m
AN  g A
m
 
þ c
 
I ;
dA
dt
¼ g A
m
 
I  lA;
ð2:2Þwhere p is the coeﬃcient of awareness rate of N class from mass media, q1 is the average number
of adequate contacts of an adopter per unit time so that q1N/m is the average number of adequate
contacts (suﬃcient for transmission of information of the product) with un-adopters by one adop-
ter per unit time, which is similar to the transmission of an epidemic disease in a population (see
[1,6,7] for the spread of epidemic diseases), g(A/m) represents the transition rate of individuals
from awareness class to adoption class, which is a function of the fraction of adopters, c is the
rate at which individuals in awareness class forget the information of the product, l is the co-
eﬃcient of discontinuance rate of adopters. It is assumed that all the coeﬃcients are positive
numbers.
Note that N = m  I  A. (2.2) is reduced todI
dt
¼ p þ q1
m
A
 
ðm I  AÞ  g A
m
 
þ c
 
I;
dA
dt
¼ g A
m
 
I  lA.
ð2:3ÞIn practice, the function g may be approximated by a polynomial by means of data ﬁtting proce-
dures. For example, g ¼ aþ c1 Amþ c2ðAm Þ2 may be an approximation to the second order. Here, a is
132 W. Wang et al. / Applied Mathematical Modelling 30 (2006) 129–146the per capita adoption rate from innovators, and c1 Amþ c2ðAm Þ2 represents the per capita adoption
rate from imitators. If c1 = 0 and c2 = 0, this is the case that imitations are neglected. Our
objective here is to consider the inﬂuences of imitations. As a ﬁrst study, we consider only
g(A/m) = a + q2A
n with n = 1 or n = 2, where q2 = c1 if n = 1 or q2 = c2/m
2 if n = 2. Then we
havedI
dt
¼ p þ q1
m
A
 
ðm I  AÞ  aþ q2An þ cð ÞI;
dA
dt
¼ ðaþ q2AnÞI  lA;
ð2:4Þwhere a and q2 are nonnegative constants.
Let us begin from n = 1. Eq. (2.4) with n = 1 isdI
dt
¼ p þ q1
m
A
 
ðm I  AÞ  aþ q2Aþ cð ÞI ;
dA
dt
¼ ðaþ q2AÞI  lA.
ð2:5ÞAn equilibrium of (2.5) satisﬁesp þ q1m A
 ðm I  AÞ  aþ q2Aþ cð ÞI ¼ 0;
ða þ q2AÞI  lA ¼ 0.
(
ð2:6ÞIf a = 0, (2.6) becomesp þ q1m A
 ðm I  AÞ  q2Aþ cð ÞI ¼ 0;
Aðq2I  lÞ ¼ 0.
(
ð2:7ÞSet I0 = pm/(p + c). Then E0 = (I0,0) is always one equilibrium of (2.5) with a = 0. This equilib-
rium corresponds to the extinction of adopters. Ifpðq2m lÞ 6 lc; ð2:8Þ
E0 is the unique equilibrium of (2.5) with a = 0. Further, there is a unique positive equilibrium
E1 ¼ ðI ;AÞ in (2.5) with a = 0 ifpðq2m lÞ > lc; ð2:9Þ
where I ¼ l=q2 and A satisﬁesq1q2ðAÞ2 þ ðpmq2  q1mq2 þ q1l þ lmq2ÞAþ m pmq2 þ pl þ lcð Þ ¼ 0.
For a > 0, since (2.6) is equivalent toI ¼ p þ q1m A
 ðm AÞ= a þ c þ p þ ðq2 þ q1mÞA ;
I ¼ lA
a þ q2A
;
8<
: ð2:10Þit is easy to see that (2.5) has at least one positive equilibrium. Further, if (I*,A*) is a positive equi-
librium of (2.5), (2.10) implies that A* is a positive solution of the following equation:
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 q1a þ lcÞA pm2a ¼ 0. ð2:11ÞAccording to Rogers [22], mass media, such as television, radio, newspapers, etc., are consid-
ered a more eﬀective way to generate awareness of the innovation; whereas, interpersonal commu-
nication is considered more eﬀective in inﬂuencing an individuals decision to adopt. For this
reason, we further assume thatðHÞ q1 < p.Then it is easy to see that f 0(A) = 0 has at most one positive root. This means that f(A) either in-
creases on [0,m], or decreases ﬁrst and then increase on [0,m]. Note that f(0) < 0 and f(m) > 0. It
follows that f(A) = 0 has a unique root on (0,m). In view of previous discussions, we see that Eq.
(2.5) has a unique positive equilibrium E2 = (I
*,A*), where A* is the unique positive solution of
(2.11) and I* = lA*/(a + q2A
*).
Set Q = 1/(a + q2A). If we denote the right sides of (2.5) by f1 and f2, respectively, it follows
that:oðQf 1Þ
oI
þ oðQf 2Þ
oA
¼  q2ðq2mþ q1ÞA
2 þ ðpmq2 þ q1aþ 2maq2 þ cmq2ÞAþ b
mða þ q2AÞ2
< 0;where b = ma(a + p + c + l) > 0. Then, Dulacs criteria [20, p. 262] imply that (2.5) does not have
a limit cycle. Note that (2.5) is two dimensional. It follows from the theory of dynamical systems
that:
Theorem 2.1. Let a = 0. Then, E0 is globally stable if (2.8) holds, and is unstable if (2.9) holds.
Further, E1 is globally stable if we have (2.9).
Theorem 2.2. Let a > 0 and (H) hold. Then E2 is globally stable.
Remark 2.1. One controllable parameter in (2.5) is p, representing the intensity of advertisement.
For a = 0, Theorem 2.1 implies that lc/(q2m  l) (provided that q2m > l) is a threshold for the
spread of the product. If p is less than this value, the product cannot spread; When p is over this
threshold, the product admits some adopters. For a > 0, numerical calculations show that A* is an
increasing function of a. Then from (2.11), it is easy to make an optimal policy for p to achieve a
best proﬁt if an advertisement cost is also considered.
Let us now consider n = 2. Then (2.4) becomesdI
dt
¼ p þ q1
m
A
 
ðm I  AÞ  aþ q2A2 þ c
 
I;
dA
dt
¼ ðaþ q2A2ÞI  lA.
ð2:12Þ
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pmþ q1Aþ maþ mcþ mq2A2
;
I ¼ lA
a þ q2A2
;
8>><
>>:
ð2:13Þwhich leads toF ðAÞ :¼ q1q2A4 þ mq2ðp  q1 þ lÞA3 þ ðpm2q2 þ q1a þ lq1ÞA2 þ mðpa q1a þ la
þ lp þ lcÞA pm2a ¼ 0. ð2:14ÞIf a > 0, since F(0) = pm2a < 0 and F(1) = +1, (2.14) has at least one negative root,
which implies that there are at most three positive roots in (2.14). Thus, (2.12) has at most three
positive equilibria. This is also valid when a = 0 because A = 0 is one root of (2.14) in this case.
For a > 0, computer simulations show that (2.12) has a unique positive equilibrium which is glob-
ally stable for certain parameters (see Fig. 1). But if we ﬁx a = 0.002, i.e., the fraction of innova-
tors is small, ﬁx c = 0.25 and keep all the other parameters unchanged, we can ﬁnd three positive
equilibria for reasonable values of the parameters, where two equilibria are stable and the other
one is unstable (see Fig. 2). Let the equilibria be denoted by Pi = (Ii,Ai), i = 1,2,3, with
A1 < A2 < A3. Numerical calculations show that P2 is a saddle point. The feasible region is split
into two parts: upper part and lower part, by the stable manifolds of P2. Further, orbits in the
upper part tend to P3 as t!1, and orbits in the lower part tend to P1 as t!1. Note that the
A1 is small, corresponding to the failure of product sale. Hence, one policy for the spread of
the product is to enhance initial adopters so that the initial state lies in the upper part. This could
be realized by lower prices or sending free products to customers.15
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Fig. 1. A versus t when m = 50, q1 = 0.001, p = 0.04, a = 0.05, c = 0.5, l = 0.008, q2 = 0.3/50
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Fig. 2. Phase portraits when m = 50, q1 = 0.001, p = 0.04, a = 0.002, c = 0.25, l = 0.008, q2 = 0.3/50
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In this section, we extend the Bass model by introducing a time delay that represents an eval-
uation stage, and consider the eﬀect of this stage on the dynamics of innovation diﬀusion. To be
more realistic, we also incorporate the demographic structure of a population into the Bass model.
Let d be the birth rate and the death rate of a population, c the intensity of advertisement of prod-
uct, k the valid contact rate of adopters of the product with potential adopters, m the discontinu-
ance rate of adopters of the product. Assume that s is the average time for an individual to
evaluate the product. Speciﬁcally, if an individual is aware of the product at time t  s, he may
leave the evaluation class in the interval [t  s, t] due to the death or since he is uninterested in
the product. Note that the survival probability through the stage is eds. Further, if q is the rate
that individuals leave the evaluation class since they have decided not to buy the product, eqs is
the fraction that individuals are still interested in the product at the end of the test period. Thus,
the success probability through the evaluation stage, i.e., the probability that an individual who is
aware of the product at time t  s does not die and remains interested in the product at time t, is
e(d + q)s. If N(t) is the number of potential consumers at time t and A(t) is the number of adopters
at time t, following the modelling idea of (2.1), the awareness rate at time t  s is (c + kA(t  s))
N(t  s). Then (c + k A(t  s))N(t  s)e(d+q)s members in those persons successfully pass the
evaluation stage [t  s, t]. We suppose that the individuals who pass the evaluation stage enter into
the adopter class. Thus, the transfer rate from the potential consumer class to the adopter class at
time t is (c + kA(t  s))N(t  s)e(d+q)s. Then by similar arguments as those in the last section, we
obtain the following model:dNðtÞ
dt
¼ dðNðtÞ þ AðtÞÞ  dNðtÞ þ mAðtÞ  ðcþ kAðt  sÞÞNðt  sÞeðdþqÞs;
dAðtÞ
dt
¼ ðc þ kAðt  sÞÞNðt  sÞeðdþqÞs  ðdþ mÞAðtÞ.
ð3:1Þ
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d
dt ðNðtÞ þ AðtÞÞ ¼ 0, which implies N(t) + A(t) 	 C, where C is a positive constant. Thus, it suﬃces
to considerdAðtÞ
dt
¼ pðcþ kAðt  sÞÞðC  Aðt  sÞÞ  aAðtÞ; ð3:2Þwhere a = d + m and p = e(d+q)s. Note that an equilibrium A* of (3.2) means that A = A* is a
constant solution of (3.2), i.e., A(t) 	 A* for all t P s. Then it is easy to see that (3.2) admits
a unique positive equilibriumA
 ¼ pcþ pkC  a þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðpc pkC þ aÞ2 þ 4p2kcC
q 
ð2pkÞ. ð3:3ÞLet us now consider the stability of this equilibrium. By the transformation x = A  A*, (3.2)
becomesdxðtÞ
dt
¼ axðtÞ þ qxðt  sÞ  pkx2ðt  sÞ; ð3:4Þwhereq ¼ pðkC  2kA
  cÞ.
The linear part of this equation isdxðtÞ
dt
¼ axðtÞ þ qxðt  sÞ; ð3:5ÞBy substituting x = ent into (3.5), we obtain its characteristic equationn ¼ aþ qens; ð3:6Þ
which is equivalent toensns ensasþ qs ¼ 0 ð3:7Þ
when s > 0. The location of the roots of this equation is indicated by the Hayes theorem (see [4,
p. 444], or [11,14]). For convenience, we state this theorem here.
Lemma 3.1 [Hayes]. If P ;Q 2 R, then all roots of
Pez þ Q zez ¼ 0has negative real parts if and only if P < 1 and P < Q <
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h2 þ P 2
p
, where h is the root of
h ¼ P tan h, such that 0 < h < p (If P = 0, then h = p/2).
By this Lemma, we obtain
Theorem 3.1. The equilibrium is asymptotically stable ifs
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðpc pkC þ aÞ2 þ 4p2kcC
q
 a
 
<
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h2 þ a2s2
p
; ð3:8Þwhere h is the root of h ¼ as tan h, such that p/2 < h < p.
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equivalent to a > q. By the deﬁnitions of A* and q, we haveq a ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðpc  pkC þ aÞ2 þ 4p2kcC
q
< 0.Thus, P < Q is satisﬁed. It is easy to verify that (3.8) is equivalent to Q <
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h2 þ P 2
p
, where h is
the root of h ¼ P tan h, such that 0 < h < p. The conclusion of this theorem now follows from
Lemma 3.1 and the deﬁnitions of q and A*. h
Since the conditions of this theorem are not easy to verify, we present a corollary that can be easily
veriﬁed.
Corollary 3.1. The positive equilibrium is asymptotically stable if either of the following conditions
is satisfied:
(i) c < kC and a > (c + kC)2p/(2(c + kC)),
(ii) 2s
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðpc  pkC þ aÞ2 þ 4p2kcC
q
 a
 
< p,
(iii) p2k2C2 þ 2p2cCk þ p2c2  2pkCaþ 2pca < 2a2 þ ap
2s
:
Proof. By direct calculations, we see that (i) implies thatﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðpc pkC þ aÞ2 þ 4p2kcC
q
 a < 0.It follows from Theorem 3.1 that the equilibrium is asymptotically stable. Note that h > p/2 from
Theorem 3.1. It is easy to see that (ii) implies that (3.8) is valid. If the condition (ii) is not satisﬁed,
i.e., 2sð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðpc pkC þ aÞ2 þ 4p2kcC
q
 aÞ P p, by direct calculations we see that the condition (iii)
implies thatﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðpc pkC þ aÞ2 þ 4p2kcC
q
 a < p
2k2C2 þ 2p2cCkþ p2c2  2pkCaþ 2pca
2a þ p=ð2sÞ < a.The conclusion of this Corollary now follows from Theorem 3.1.
From condition (ii), we see that the positive equilibrium is asymptotically stable if the length of
the evaluation delay is small. In condition (i), we suppose that the ratio of the intensity of the
advertisement to the valid contact rate between adopters and potential adopters is less than the
capacity of the population. Under this assumption, the positive equilibrium is asymptotically sta-
ble if the sum of the death rate and the discontinuance rate is strong. Since the second inequality
in condition (i) is equivalent tos >
1
d þ q ln
ðcþ kCÞ2
2aðkC  cÞ ;a large delay also leads to the stability of the positive equilibrium. If the ratio of the intensity of
the advertisement to the valid contact rate between adopters and potential adopters is greater than
138 W. Wang et al. / Applied Mathematical Modelling 30 (2006) 129–146or equal to the capacity of the population, condition (iii) implies that the positive equilibrium is
asymptotically stable if we have a long length of the evaluation delay.
At this stage, we hope to obtain suﬃcient conditions under which A* is globally stable. This will
be done by using the results from [14]. To present the theorem, we give some basic notion and
notations. Let Cð½s; 0;RÞ denote the Banach space of continuous functions mapping [s, 0] into
R with the topology of uniform convergence. If x(t) is a continuous function on [s,r) for some
r > 0, we deﬁne xt 2 Cð½s; 0;RÞ by xt(h) = x(t + h),s 6 h 6 0, where 0 6 t < r. Then an
autonomous functional diﬀerential equation on Cð½s; 0;RÞ can be written as _xðtÞ ¼ F ðxtÞ where
F : Cð½s; 0;RÞ ! R. If the functional F can be decomposed into F(xt) = f(xt)  g(x(t)), we have
a special functional diﬀerential equation:_xðtÞ ¼ f ðxtÞ  gðxðtÞÞ. ð3:9Þ
Suppose that the functional f and the function g in (3.9) satisfy the following assumption:
(H) f and g are continuously diﬀerentiable; f(x) is strictly decreasing, f(0) > 0, limx!+1 f(x) = 0;
g(x) is strictly increasing, g(0) = 0, limx!+1 g(x) = +1.
Theorem 3.2 [14, Theorem 8.1]. Let (H) hold. Then there exists a unique x* > 0 in (3.9) such that
f(x*) = g(x*). Further, if jg1(f(y))  x*j < jy  x*j, y > 0, x5 x*, or equivalently ifj g1ðzÞ  x
 j<j f 1ðzÞ  x
 j; 0 < z 6 f ð0Þ; z 6¼ gðx
Þ; ð3:10Þ
then the steady state x* is globally asymptotically stable.
For (3.2), we have f(xt) = p(c + kA(t  s))(C  A(t  s)) and g(x) = ax. Thus, f(y) =
p[k y2 + (kC  c)y + cC]. If c  kC P 0, then f(y) is decreasing. Further, f(0) = pcC > 0 and
limy!Cf (y) = 0. Evidently, g(x) is increasing, g(0) = 0, g( +1) = +1. Moreover, g1(z) = z/a
andf 1ðzÞ ¼ kC  c þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðkC þ cÞ2  4kz=p
q 
2k.In the interval (0,g(A*)), we have g1(z)  A* < 0 and f1(z)  A* > 0. Hence, (3.10) is equiva-
lent to2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðc kC þ a=pÞ2 þ 4ckC
q
þ kC  c  a=p
 
<
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðkC þ cÞ2  4kz=p
q
þ 2kz=aþ kC  c. ð3:11ÞIf a > p(c + kC/2), it is not hard to verify that (3.11) holds when z 2 (0,g(A*)). If z 2
(g(A*), f(0)), (3.10) is equivalent to2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðc kC þ a=pÞ2 þ 4ckC
q
þ kC  c  a=p
 
>
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðkC þ cÞ2  4kz=p
q
þ 2kz=aþ kC  c. ð3:12ÞSimilarly, we can verify that (3.12) is satisﬁed when z 2 (g(A*), f(0)) if a > p(c + kC/2). Thus, in the
case where c P kC, the condition a P p(c + kC/2) ensures (3.10).
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cC] is increasing in ð0; kCc
2k Þ and decreasing in ðkCc2k ;CÞ. Let F ðzÞ ¼ f 1ðzÞj½kCc2k ;C. Then we compare
jg1(z)  x*j with jF(z)  x*j for z 2 ð0; f ðkCc
2k ÞÞ with z5 g(x*). Theorem 9.3 from [14, p. 162]
states that the equilibrium (3.3) is globally asymptotically stable ifj g1ðzÞ  x
 j<j F ðzÞ  x
 j; for z 2 0; f kC  c
2k
  
and z 6¼ gðx
Þ. ð3:13ÞBy similar discussion as above, we can verify that (3.13) is satisﬁed if a > pðcþ kC
2
Þ. Hence, we
can now formulate our results for the global stability of the equilibrium:
Theorem 3.3. Let A* be the equilibrium solution of (3.2) and a > pðcþ kC2 Þ. Then A* is globally
asymptotically stable.
We now illustrate that (3.2) admits stability switches. First, we describe the procedures for the
veriﬁcation of stability switches of a delayed diﬀerential equation from [5]. Let us consider a ﬁrst
order characteristic equation in n:Dðn; sÞ :¼ aðsÞn þ bðsÞ þ cðsÞens ¼ 0; ð3:14Þ
where a, b, c are real smooth functions of s assumed to have continuous derivatives in s andbðsÞ þ cðsÞ 6¼ 0; 8s P 0. ð3:15Þ
If n = ix with x > 0 is a root of (3.14), we must haveF ðx; sÞ :¼ x2a2 þ b2  c2 ¼ 0; ð3:16Þ
which gives a solution for x(s) > 0:xðsÞ ¼ c
2ðsÞ  b2ðsÞ
a2ðsÞ
 1=2
. ð3:17ÞThen we considersin hðsÞ ¼ xðsÞaðsÞ
cðsÞ ; cos hðsÞ ¼ 
bðsÞ
cðsÞ . ð3:18ÞAssume that h(s) 2 (0,2p) satisﬁes (3.18). SetsnðsÞ ¼ hðsÞ þ 2npxðsÞ
for n 2 {0,1, . . .}. Then deﬁneSnðsÞ ¼ s  snðsÞ; n 2 f0; 1; . . .g ð3:19Þ
The occurrence of stability switches may take place at the zeros of Sn(s). The direction of a sta-
bility switch can be determined by the following criteria:
Theorem 3.4 [5, Theorems 3.1 and 3.2]. Assume Sn(s
*) = 0. The characteristic equation (3.14)
admits a pair of simple and conjugate roots n+(s
*) = ix(s*), n(s
*) = ix(s*). This pair of simple
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the imaginary axis from right to left if R(s*) < 0, whereRðsÞ ¼ signfa2ðsÞxðsÞx0ðsÞðaðsÞbðsÞ þ c2ðsÞsÞ þ x2ðsÞa2ðsÞða0ðsÞbðsÞ  aðsÞb0ðsÞ þ c2ðsÞÞg.
ð3:20ÞWe now apply Theorem 3.4 to show that (3.2) admits stability switches. Let us consider the
characteristic equation (3.6). Then we haveF ðx; sÞ :¼ x2 þ a2  q2.
If a2 < q2, this equation admits a positive solutionxðsÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q2  a2
p
. ð3:21Þ(3.18) becomessinðhðsÞÞ ¼ xðsÞ
qðsÞ ; cosðhðsÞÞ ¼
a
qðsÞ . ð3:22ÞAssume that h(s) 2 (0,2p) satisﬁes (3.22). Then we havesn ¼ hðsÞ þ 2npxðsÞ ; SnðsÞ ¼ s  sn. ð3:23ÞSince it is diﬃcult to obtain the zeros of Sn(s) analytically, we ﬁx the parameters and use nume-
rical calculations.
Example 3.1. Let us ﬁx C = 20, a = 0.2, k = 0.1, c = 0.1, p = e0.2s. Then numerical calculations
show that x(s) exists when 0 6 s 6 6.5047 andxðsÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p2 1.9 0.1 19.0p  2.0þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
441.0p2  76.0p þ 4.0
p
p
 !2
 0.04
vuut .
Furthermore, q(s) < 0 when s varies in the interval. Thus, we deﬁnehðsÞ ¼ p þ arctan xðsÞ
a
 
;
snðsÞ ¼ hðsÞ þ 2npxðsÞ .By numerical calculations, we see that only S0(s) = 0 has two roots s01 = 1.50164 and
s02 = 4.41394 (see Fig. 3).
Calculating the R(s) in (3.20), we have R(s01) = 1 and R(s02) = 1. This, together with the
results of Corollary 3.1, show that the equilibrium is stable when 0 6 s < 1.50164 and 4.41394 < s,
is unstable if 1.50164 < s < 4.41394.
Now, we assume that there is an n such that Sn(s) = 0 for some s > 0. We hope to determine the
direction of the Hopf bifurcation. This will be done by following the procedures in [3,10]. For
/ 2 Cð½s; 0;RÞ,C0, let
–1
–0.8
–0.6
–0.4
–0.2
0
0.2
0.4
0.6
1 3tau2 4 5
Fig. 3. Two roots of S0(s).
W. Wang et al. / Applied Mathematical Modelling 30 (2006) 129–146 141L/ ¼ a/ð0Þ þ q/ðsÞ. ð3:24Þ
Then L may be expressed in the integral form asL/ ¼
Z 0
s
½dgðsÞ/ðsÞ; ð3:25Þwhere g : ½s; 0 ! R is a function of bounded variation. Note that ± x(s)i are two simple eigen-
values of (3.6). We split C0 = PQ where P is a two dimensional subspace spanned by the solu-
tions to (3.5) corresponding to the eigenvalues ± x(s)i, and P and Q are invariant under the ﬂow
associated with (3.5). IfU ¼ ð/1;/2Þ ¼ ðsinðxðsÞsÞ; cosðxðsÞsÞÞ; s 2 ½s; 0;
it is easy to verify that U is a basis for P. Let W be the basis for the invariant subspace of the
adjoint problem corresponding to P, and be normalized so thathW;Ui ¼ Id ;
where Id is a 2 · 2 identity matrix andhw;/i ¼ wð0Þ/ð0Þ 
Z 0
s
Z s
0
wðn sÞ½dgðsÞ/ðnÞdn ð3:26Þis the bilinear form associated with (3.5). By [3], we have W = hUT,Ui1UT.
Let us rewrite (3.4) asdxðtÞ
dt
¼ axðtÞ þ qxðt  sÞ þ f ðxtÞ; ð3:27Þwheref ðxtÞ ¼ pkx2ðt  sÞ.
142 W. Wang et al. / Applied Mathematical Modelling 30 (2006) 129–146By [10], there exists a two dimensional center manifold Mf for (3.27) given byMf ¼ f/ 2 C : / ¼ Uzþ hðz; f Þ; z in a neighbourhood of zero in R2g;
where h 2 Q. The ﬂow on this center manifold isxt ¼ UzðtÞ þ hðzðtÞ; f Þ
and z satisﬁes the ordinary diﬀerential equationz0 ¼ Bzþ bf ðUzÞ; ð3:28Þ
where b = W(0) andB ¼ 0 xðsÞ
xðsÞ 0
 
.Using (3.24) and (3.25) and (3.26) reduces tohw;/i ¼ wð0Þ/ð0Þ þ q
Z 0
s
wðnþ sÞ/ðnÞdn. ð3:29ÞLet us now compute hUT,Ui. Note that (3.22) and (3.23) imply thatsinðxðsÞsÞ ¼ xðsÞ
qðsÞ ; cosðxðsÞsÞ ¼
a
qðsÞ .By means of these equations, we obtainh/1;/1i ¼ q
Z 0
s
sinðxðsÞðn þ sÞÞ sinðxðsÞnÞdn ¼ q sinðxðsÞsÞ þ cosðxðsÞsÞxðsÞs
2xðsÞ ¼
1þ as
2
¼ h/2;/2i;
h/1;/2i ¼ h/2;/1i ¼ q
Z 0
s
sinðxðsÞðnþ sÞÞ cosðxðsÞnÞdn ¼ q sinðxðsÞsÞs
2
¼ xðsÞs
2
.Thus, we haveb ¼ hUT;Ui1UTð0Þ ¼ l xðsÞs
1þ as
 
; ð3:30Þwhere l = 2/((1 + as)2 + x2s2). If z = (z1,z2), we havef ðUzÞ ¼ pkðz1 sinðxðsÞsÞ þ z2 cosðxðsÞsÞÞ2. ð3:31Þ
Substituting (3.31) and (3.30) into (3.28), we havez01 ¼ xðsÞz2 þ f1ðzÞ;
z02 ¼ xðsÞz1 þ f2ðzÞ;
ð3:32Þ
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f2ðzÞ ¼ pklð1þ asÞðz1 sinðxðsÞsÞ þ z2 cosðxðsÞsÞÞ2.
Setv ¼ 1
16
o3f1
oz31
þ o
3f1
o3z1oz22
þ o
3f2
oz21oz2
þ o
3f2
oz32
" #
þ 1
16xðsÞ
o2f1
oz1oz2
o2f1
oz21
þ o
2f1
oz22
 
 o
2f2
oz1oz2
o2f2
oz21
þ o
2f2
oz22
 
 o
2f1
oz21
o2f2
oz21
þ o
2f1
oz22
o2f2
oz22
 
.By some tedious calculations, we see that the sign of v is determined byr ¼ ðsinðxsÞsx ð1þ asÞ cosðxsÞÞðs cosðxsÞxþ ð1þ asÞ sinðxsÞÞ. ð3:33ÞTherefore, by the results in [9] or [20], we have the following conclusions:
Theorem 3.5. Assume that there is an n such that Sn(s) = 0 for some s > 0. If r < 0, then there is a
family of stable periodic orbits in (3.2). If r > 0, there is a family of unstable periodic orbits in (3.2).
Example 3.2. Let us ﬁx C = 20, a = 0.2, k = 0.1, c = 0.1, p = e0.2s, i.e., use the same parameters
as those in Example 3.1. Then r = 1.909 at s = 1.50164, and r = 2.359433 at s = 4.41394.17
17.2
17.4
17.6
17.8
A
0 20 40 60 80 100 120
t
Fig. 4. A periodic solution when C = 20, a = 0.2, k = 0.1, c = 0.1 and s = 1.506.
144 W. Wang et al. / Applied Mathematical Modelling 30 (2006) 129–146Then Theorem 3.5 shows that supercritical bifurcation occur as s crosses 1.50164 or 4.41394 (see
Fig. 4).4. Discussions
The Bass model has been extended in many ways due to its importance. In [24], we consider an
innovation diﬀusion model with multi-regions. That is, we generalize the model by introducing
space structures (refer to [12,13] for other extensions). In this paper, we have proposed two math-
ematical models with stage structures to simulate adoption processes. The ﬁrst one includes the
awareness stage and the decision-making stage. If the imitation is of ﬁrst order and the fraction
of innovators can be neglected, we have shown that the model admits a threshold above which the
innovation diﬀusion is successful and below which the process will be unsuccessful. If the imita-
tion is of the second order, we have indicated that for some parameters, the feasible region is split
into the upper part and the lower part such that the innovation diﬀusion is successful if a starting
point is in the upper part, and is unsuccessful if it is in the lower part. This means that the adver-
tisement intensity and the initial numbers of adopters should be above some thresholds so that the
innovation diﬀusion succeeds if the imitations take eﬀect. By contrast, the traditional Bass model
predicts that the market potential can always be reached. Indeed, the threshold behavior was ar-
gued in [22,23] and has been applied to the innovation-diﬀusion of telecommunications [15] on the
bases of a noninteractive innovation curve and an interactive innovation curve. In this paper, we
have improved the well-known Bass model and found that the threshold behavior occurs due to
the imitation eﬀect. For a speciﬁc problem, it is easy to ﬁnd a threshold according to Theorem 2.1
when n = 1 and a = 0 or from (2.12) when n = 2. Furthermore, the results stated in Theorems 2.1
and 2.2 can be used to make optimal policy to achieve a best proﬁt if an advertisement cost is also
considered.
The second model of this paper simulates the evaluation stage by introducing a time delay. By
using appropriate mathematical methods [5], we have shown that the model admits stability
switches and has stable periodic solutions for certain parameters. This means that the number
of adopters could ﬂuctuate in time. In contrast, the number of adopters in the Bass model is al-
ways increasing in time. Since the global stability of the model implies that the ﬁnal level of adop-
ters is independent of initial positions, the global stability of an equilibrium prevents the
occurrence of a critical mass, i.e., the minimal number of adopters of the innovation for the fur-
ther adoption to be self-sustaining. Further, the local stability of an equilibrium means that the
ﬁnal level of adopters is unchanged under small perturbations. Thus, we can predict the ﬁnal level
of adopters and maximize a market proﬁt according to an equilibrium if it is stable. For these rea-
sons, we have also studied the local stability and global stability of the model with the delay. Cor-
ollary 3.1 show that the steady state is locally stable if the evaluation delay is small or large, while
Theorem 3.3 means that the steady state is globally stable if the evaluation delay is large enough.
In this paper, we have included one awareness stage or one evaluation stage into the Bass
model. It will be interesting to study a model of innovation diﬀusion that contains more stages.
Since there exist stochastic factors in the environment as well as in the interior of system and
the action of these factors, no matter how small they are, can cause a random adoption pattern
W. Wang et al. / Applied Mathematical Modelling 30 (2006) 129–146 145of the new product [8], it will be very interesting to consider the eﬀect of stochastic perturbations
for models (2.2) and (3.1). We leave these as a future work.Acknowledgments
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