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Precisely imprecise: A collection of papers dedicated to Henry E. Kyburg, Jr.Henry Kyburg once said if there were computer science in his youth, he would have become a computer scientist. He
became a philosopher, not instead of, but at various times in addition to a chemical engineer, a carpenter, a Coast Guards-
man, a farmer, and, a computer scientist. His work concerns many of the foundational challenges in artiﬁcial intelligence:
how do we reason with uncertainty; how do we learn from data; how do we construct a formal framework in which objec-
tive inductive inferences follow from real world evidence.
The collection of papers in this special issue highlights Kyburg’s contribution to these issues and more. We open with
‘‘The logic of risky knowledge, reprised’’, a paper extended from a joint paper Henry and I wrote and successively revised over
a few years. Isaac Levi’s ‘‘Inductivism and Parmenidean epistemology: Kyburg’s way’’ provides a counterpoint to this theory of
inductive acceptance. In ‘‘Belief and probability: A general theory of probability cores’’, Horacio Arló-Costa and Paul Pedersen
develop a system of probability cores that capture different acceptance rules and decision rules. It was a grey day to learn
that Horacio passed away a few days after they submitted this paper. Special thanks to Paul who perfected the paper at such
a distressful time.
Eric Neufeld’s ‘‘Abnormality and randomness’’ examines Kyburg’s approach to practical certainty and the problem of the
reference class in relation to the treatment of abnormality in several nonmonotonic reasoning systems. Michael Chiang and
David Poole’s ‘‘Reference classes and relational learning’’ studies methods for learning relational models, some with latent
variables, and their connections to principles of identifying the correct reference class.
Serafín Moral’s ‘‘Imprecise probabilities for representing ignorance about a parameter’’ explores the use of non-vacuous
interval priors in a bounded density model to represent ignorance when learning completely unknown parameters from
data. In ‘‘Exchangeability and sets of desirable gambles’’, Gert de Cooman and Erik Quaeghebeur characterize exchangeability
in the theory of desirability. They provide representation theorems for exchangeable sequences and an analysis of updating
and natural extension under exchangeability in sets of desirable gambles.
Jim Delgrande’s ‘‘Revising beliefs on the basis of evidence’’ develops a belief revision operator for uncertain information and
examines the postulates for single and iterated revision in this setting. In ‘‘Generalizing inference rules in a coherence-based
probabilistic default reasoning’’, Angelo Gilio surveys the coherence-based approach to probability and investigates the non-
monotonic inference rules of System P generalized to more than two premises.
I thank all the authors and reviewers who contributed to the making of this special issue, which covers a diverse range of
topics that have come to be associated with Henry Kyburg. His work on precisely formulating the imprecise is an inspiration
to thinkers of every stripe. Lastly, my uncountable thanks to Thierry Denoeux, who shepherded this special issue and suf-
fered the snags along the way with patience and grace.
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