The goal of this work is to present methodology to first evaluate the performance of an in vivo spine system and then to synthesize optimal neuromuscular control for rehabilitation interventions. This is achieved 1) by determining control system parameters such as static feedback gains and delays from experimental data, 2) by synthesizing the optimal feedback gains to attenuate the effect of disturbances to the system using modern control theory, and 3) by evaluating the robustness of the optimized closed-loop system. We also apply these methods to a postural control task, with two different control strategies, and evaluate the robustness of the spine system with respect to longer latencies found in the low back pain population. This framework could be used for rehabilitation design as discussed at the end of the paper.
INTRODUCTION
Classic studies investigating spinal stability have documented that the critical load that the osteoligamentous spine (spine devoid of muscles) can bear before buckling is approximately 90 N or 20 lbs [1] . Given that the upper body mass exceeds this critical threshold, it can be shown that the in vivo human lumbar spine is unstable. Therefore, some form of control must be applied to give it stable behavior [2] . For any given task, there exists various control strategies that will ensure a stable spine. Consequently, the central nervous system (CNS) has some flexibility when choosing a suitable control scheme, and may emphasize one that stresses performance over reducing metabolic costs or vice versa.
There is growing evidence that people with low back pain * Address all correspondence to this author.
(LBP) have different control strategies than healthy individuals. Several studies have reported higher levels of trunk muscle coactivation associated with LBP [3] [4] [5] , which may reflect a protective coping strategy. Recently, it has been shown that the introduction of pain from hypertonic saline injection into paraspinal muscles leads to altered muscle recruitment that is similar to that found in LBP [6] . Interestingly, when this painful stimulus was removed, muscle recruitment did not return to its original state, suggesting that even following recovery, the CNS may be confined to a protective coping strategy.
To determine if protective trunk coactivation can result in a functional impairment, we recorded postural sway during a seated balancing task [7] . This task emphasizes trunk muscle's contribution during postural control. Results from the study suggested that elevated trunk muscle coactivation resulted in impaired postural control. One explanation for this impairment is that coactivation results in higher gains in feedback control [8] , which when coupled with delays in feedback loops, impairs postural control. Pertinent to this hypothesis, several studies have found longer delays in reflex responses of trunk muscles in LBP patients compared to healthy individuals [9] [10] [11] [12] . Furthermore, postural control experiments have shown that people with LBP have more postural sway than healthy individuals, and correlated increased postural sway with longer trunk muscle reflex latencies [13] . This evidence suggests that after a painful episode, individuals who continue with a protective coping strategy may be relying on a non-optimal control scheme, one that may predispose them to re-injury and pain [14] .
Using concepts and controller synthesis techniques from modern control theory [15, 16] ,optimal control of the spine can be designed and used to guide neuromuscular retraining. This can be achieved by estimating and modeling force disturbances in muscles and noise in sensory circuits [17] [18] [19] [20] , and then designing the closed-loop spine system to minimize the effect of such disturbances by adjusting feedback gains [15] . In the process, feedback gains in a stable system can be optimized based on a performance-cost function. In addition, it is also possible to assess the robustness of the spine system to changes or uncertainty in the parameters of the system.
The goal of this work is to present methodology to first evaluate the performance of a spine system and then to synthesize optimal neuromuscular control for rehabilitation interventions. This is achieved 1) by determining control system parameters such as static feedback gains and delays from experimental data, 2) by synthesizing the optimal feedback gains to attenuate the effect of disturbances to the system using modern control theory [15] and numerically efficient convex optimization (or LMI) techniques [16] ,and 3) by evaluating the robustness of the optimized closed-loop system. Given that this paper represents a generic framework for rehabilitation design, we plan to show how these methods could be applied to a postural control task, with two different control strategies (aimed at minimizing steady-state kinematic outputs and the control effort), and with evaluating the robustness of the spine system with respect to error in predicting trunk muscle reflex latencies.
Standard notation is used throughout the paper. Let R denote the set of real numbers. The positive definiteness (and semidefiniteness) of a matrix A is denoted by A ≻ 0 (and A 0, respectively). Other notation will be explained in due course.
THE UNSTABLE SEATED BALANCE TASK
In this paper, we consider postural control of a spine system during an unstable seated balance task. The seated balance task emphasizes trunk muscles' contribution in maintaining posture, and thus provides a useful tool to evaluate trunk neuromuscular control.
The lumped spine model during the unstable sitting has been modeled by [21] . The seated balance system can be described by two second-order equations representing the equations of motion for the upper body mass (m 1 ) and the lower body mass (m 2 ) along with the torque actuator at L4/L5 representing muscle action as shown in Fig. 1 . Time series data of upper body angle θ 1 and lower body (seat) angle θ 2 were collected during the experiment. The goal of the task is to stabilize the posture so that state variables θ 1 ,θ 1 , θ 2 ,θ 2 become zero. Using the lumped model shown in Fig. 1 , the equations of motion have been derived based on Lagrangian mechanics [21] . The control input (neural excitation) applied to the model is based on proportional feedback gains for the four state variables passing through feedback delays, reflecting non-intrinsic contributions to neuromuscular control. The excitation-contraction coupling (muscle actuator) dynamics [22] have been included in the model. The resulting model is a time-delayed nonlinear system. Using the equations of motion, we have identified subject specific control system parameters such as static feedback gains and delays from his/her experimental data [21] . In particular, control system parameters have been identified using nonlinear least squares optimization to match model simulations to the experimental data. We have noticed that the experimentally observed state deviation is normally contained in a small neighborhood of the origin. Hence, for the controller synthesis purpose, we linearize the nonlinear dynamics and replace the time delays with the finite-order Padé approximation, which provides us the linear time-invariant (LTI) system.
We use the Padé approximation to replace time delays with rational LTI models by a P τ (s) = (τs) 2 −6(τs)+12 (τs) 2 +6(τs)+12
≈ e −τs .
Noise to each of sensory channels is modeled by the output of a linear system driven by Gaussian white noise n i (t) = 
, where E denotes the expectation operator. We have chosen parameters as follows. The standard deviation σ was adjusted to the experimentally evaluated motion perception threshold in [17] , (i.e., 3σ = 0.34degree). The PSD of the sensory noise was selected as in [19] . Hence we obtain
indicating that most of the sensor noise energy is located at the low frequency range. The torque disturbance is also obtained by filtering the unit Gaussian white noise with a low-pass filter W d (s) defined as:
The bandwidth of the low-pass filter in (2) was chosen to match the PSD of the torque disturbance experimentally measured (Fig. 2) . The resulting standard deviation of the torque disturbance was chosen to match the trunk torque variability at the 5 % of the maximum voluntary effort documented in [18] . The detail of the experiment protocol is illustrated in [18] . 
SYNTHESIS OF THE OPTIMAL CONTROLLER
In this section, we present the design of optimal feedback gains with respect to a performance-cost function for the unstable seated balance task.
The linearized spine model with respect to the origin is provided in (3) in which the parameters are defined as shown in Fig. 1 . As illustrated in Fig. 3 , the block diagram of the closedloop spine system consists of the linearized lumped spine model, a feedback gain vector (K), excitation-contraction coupling dynamics (EMD), sensor noise dynamics (W n i ), disturbance dynamics (W d ), and approximated delays (P τ ).
The closed-loop system in Fig. 3 can be viewed as a generalized plant P and a controller K in Fig. 4 :
where x ∈ R n is the resulting state vector.
T ∈ R 5 is the disturbance. Since we use the sensor noise and disturbance dynamics, respectively, in (1) and (2), {ñ i (t) | i = 1, · · · , 4} andd(t) are unit white noise random variables that generate the sensory noise and the torque disturbance. Hence, w is a white noise random vector with a unit covariance matrix satisfying
, where δ(·) is the Dirac delta function and I n denotes the identity matrix of size n. We also define the pure performance output of the closed-loop system by x 1:
4 ru e T ∈ R 5 is the performance output including the error output x 1:4 as well as the weighted control effort u e (i.e., the output of the excitation-contraction coupling dynamics model) by a factor r > 0. y ∈ R 4 is the noisy output measurement of x 1:4 . A model of unstable seated balancing with a fixedstructure feedback controller reproduced experimental data very well [21] . Following the study, the static control gain vector K is given by
The goal of the feedback control is to stabilize the spine system so that x 1:4 → 0 and to minimize the effect of the disturbance w.
Notice that we need to design a fixed-structure feedback controller K [23] [24] [25] as compared to the standard optimal state (or output) feedback controller [15] . To obtain way-points of controllers starting from the initial (identified) control gains to the optimal control gains continuously, we are interested in iterative optimization algorithms that provide monotonically decreasing performance-cost values. This will allow a clinician to select any set of gains from a way-points look-up table as a target for the rehabilitation. Now we introduce several such control synthesis schemes.
H 2 optimization
In this paper, we mainly consider the H 2 norm as our performance-cost function for the spine system. Assuming that K in (5) ensures that A cl is stable in (5), the H 2 norm of the transfer function T zw from the disturbance input w to the performance output z is defined by T zw 2 := 1 2π
where T H denotes the conjugate transpose of a matrix T . When the system is driven by a unit white noise vector w as in (4), the value of T zw 2 2 is the
asymptotic variance of the performance channel output:
Hence, the H 2 norm provides a direct measure of the system output energy. The weight factor r in (6) decides a tradeoff between the pure performance (i.e., x 1:4 2 2 ) and the muscle control effort (i.e., u e 2 2 ). In general, the control effort can be reduced by increasing the weight factor r at the expense of increasing the pure performance cost. Now we introduce two optimization techniques for synthesizing a fixed structure neuromuscular controller with respect to the H 2 performance cost.
Optimization Over BMIs
The H 2 norm can be computed by T zw
, where the controllability Gramian S 0 can be obtained from the Lyapunov equation
With an auxiliary parameter Q and a change of variable P := S −1 , we have that T zw 2 < γ if and only if there exist symmetric P ≻ 0 and Q such that [26] :
The problem of synthesizing an optimal fixed-structure feedback controller K for the spine system in (4) can be formulated as the optimization over a set of bilinear matrix inequalities (BMIs):
where P = P T ≻ 0 ∈ R n×n , Q = Q T ∈ R 5×5 , and K ∈ R 1×4 . However, the optimization over a set of BMIs, which is nonconvex, is difficult to solve. On the other hand, several local search optimization algorithms have been proposed [23] [24] [25] . A straightforward local approach takes advantage of the fact that, by fixing a set of the bilinearly-coupled variables (P and K in (7)), the BMI problem becomes a convex optimization problem in the remaining variables and vice versa. The algorithm then iterates among two LMI optimization problems. In each LMI problem, a set of bilinearly-coupled variables is kept constant and the minimum is searched among their bilinear conjugates. The iterative algorithm is stopped when this search converges to a solution or a reasonably low performance cost is achieved. Following this idea, we introduce the coordinate descent algorithm for designing a sub-optimal static controller K. This dual iteration procedure is as follows. This coordinate descent algorithm is effective and guarantees that the synthesized controller improves the performance as the number of iterations increases. However, it does not guarantee that it converges to a locally optimal solution for the originally formulated BMI problem. The recently developed PENBMI [27] , which is a program package for solving optimization problems with quadratic objective and BMI constraints, guarantees the convergence to a critical point satisfying firstorder Karush-Kuhn-Tucker (KKT) optimality conditions. However, the PENBMI package returns the optimal controller and can not generate way-points of controllers. The following gradient method with a smaller step size can also find a critical point.
Gradient Method
The next theorem gives the gradient of the H 2 cost function J(K) [28] . 
Theorem 1. Let K be a stabilizing controller. Then the partial differential of J(K) with respect to K pq is given as follows:
Then, a gradient method for the H 2 control problem can be summarized as follows [28] :
The initial controller is extracted from the individual. Set K 1 to the the initial point. Also set j = 1. 
Calculate the partial derivative of J(K) with respect to K pq via (9) and define the descent direction ∆K via (10) . If ∆K is a zero matrix, then the optimized gain K opt = K j . Otherwise, go to the next step. 4. Let K j+1 = K j + ε j ∆K, where 0 < ε j <ε is a step size with an upper boundε which is the solution of min ε T zw (K j + ε∆K) 2 . Let j = j + 1 and go to step 2.
AN ILLUSTRATIVE CASE STUDY
In this section, the proposed approach is applied to design optimal neuromuscular controllers for an individual. Identified parameters were used to build the mathematical model of the spine system for the individual. Neuromuscular controllers were synthesized using the linearized spine system with approximated delays introduced in Section 2, while simulation results of the spine systems with synthesized controllers were obtained using the exact nonlinear spine system with delays. However, there was no noticeable difference between simulation results of exact and linearized systems. Table 1 shows the identified original feedback gains along with the H 2 optimized control gains for the subject using the above mentioned gradient method. The exactly same results were obtained by solving the optimization problem (8) via PENBMI. Table 2 lists H 2 norms of the following transfer functions:
(a) T zw : from the input w to the total performance output z, (b) T xw : from the input w to the pure performance output x 1:4 = [x 1 , x 2 , x 3 , x 4 ] T , and (c) T uw : from the input w to the control effort u e of the spine systems with initial gains and optimized control gains.
Recall that the H 2 norm of a transfer function is equivalent to the standard deviation of the steady-state output variable in our case.
In this section, we use the percentage improvement defined by the following formula Improvement := Initial value − Updated value Initial value × 100%. Table 2 under two different values for r defined in (6) . The simulated time responses using the optimized gains were compared to those using original gains. Let K 0 , K opt1 and K opt2 denote, respectively, the initial controller, the H 2 controller optimized for r = 0.001, and another H 2 controller optimized for r = 0.5. The trajectories of states x 1:4 = [θ 1 , θ 2 ,θ 1 ,θ 2 ] T , and the corresponding control effort u e under different controllers (K 0 , K opt1 and K opt2 ) are illustrated respectively in Figs. 5 and 6 .
In the case of r = 0.001, the pure performance cost decreased slightly by 0.88% while the control effort cost increased by 3.57%. Hence, the pure performance was improved slightly at the expense of the control effort. Fig. 7 shows the way-points of optimized controller gains and their associated performance-cost values with respect to the number of iterations during the H 2 optimization. Converged controller gains are listed in Table 1 . Considering the small improvement (0.88%) and small changes between initial and optimized gains, we can infer that the subject may have optimized his gains according to this H 2 cost function under r = 0.001 defined in (6) . In this case (r = 0.001), the trajectories of states are represented by blue dashed lines in Fig. 5 . The transient behavior of this spine system was similar to that of the initial system (in black dotted lines). The increased variance of the control effort (in a blue dashed line) as compared to that of the original control effort (in a black dotted line) can be observed in Fig. 6 .
In the case of r = 0.5, the control effort decreased significantly by 15.33% while the pure performance was impaired by 40.76%. Hence, the control effort cost was significantly improved at the expense of the pure performance cost. In Fig. 8 , it is straightforward to see that this optimization cost function decreases each of controller gains in order to save the control effort. Way-points of optimized controller gains and their associated performance-cost values are also presented in Fig. 8 . In this case (r = 0.5), the trajectories of states are represented by red solid lines in Fig. 5 . The transient behavior of this spine system was deteriorated as compared to that of the initial system (in black dotted lines) in order to save control energy. The decreased variance of the control effort (in a red solid line) as compared to that of the original control effort (in a black dotted line) can be seen in Fig. 6 .
THE ROBUST CONTROLLER
The spine system has to be modeled correctly and its parameters have to be estimated precisely. However, in practice, the obtained model and identified parameters are subject to modeling and estimation errors. Moreover, parameters of the spine system can vary slightly in time, depending on the physiological conditions of the subject. Therefore, it is important to design robust controllers with respect to changes and uncertainty in the mathematical model of the actual spine system. In this section, we investigate this issue of robustness by considering the following two scenarios. We consider the H 2 controllers with r = 0.001 and r = 0.5 for the estimated time delay τ = 0.01s. Scenario 1: The correct time delay was τ 1 = 0.0175s which was used to simulate the three nonlinear spine systems with K 0 , K opt1 and K opt2 as shown in Fig. 9 . In this scenario, the spine system with K opt1 became unstable while the other 
Number of iterations Number of iterations systems with K 0 and K opt2 were stable with respect to the equilibrium point. Scenario 2: The correct time delay was τ 2 = 0.02s which was used to simulate the three spine systems with K 0 , K opt1 , and K opt2 as shown in Fig. 10 . In this scenario, the systems with K 0 and K opt1 became unstable while the system with K opt2 was stable with respect to the equilibrium point.
In this simulation study, we can clearly see that the systems with K 0 and K opt1 that are highly optimized for the pure performance and so have rather aggressive high gains, are very fragile and, therefore, are not robust with respect to changes in time delays. The mild control effort by K opt2 seems to make the spine system robust with respect to uncertain time delays. In classical control, it is well known that the combination of a high loop-gain and long latencies of reflexes is prone to instability. This detrimental combination has been addressed in the context of sensory feedback in postural control [29, 30] . The spine systems with aggressive gains K 0 and K opt1 are not robust and so K 0 and K opt1 are not recommendable for the patient. Perhaps, a rehabilitation therapy based on K opt2 is more appropriate for the patient.
This observation suggests the use of the robust control approach [15] to cope with uncertainty and time varying properties in the spine system. 
DISCUSSION
Using modern control theory, this paper presented methodology to evaluate the performance of a spine system and to synthesize optimal neuromuscular control. The robustness of the closed-loop system with respect to time delays was analyzed. For a given specific task and a performance measure, we demonstrated how to synthesize way-points of neuromuscular control gains, which can be used in rehabilitation planning. Specifically, we demonstrated that: A performance-cost function can be designed to improve the performance of the spine system with respect to a critical task. Optimal gains for the chosen performance-cost function can be synthesized. A performancecost function has to be designed to make the closed-loop system robust with respect to uncertainty in the spine model.
To improve our method further, we have to introduce 1) optimized parameter estimation techniques that minimize the estimation error, and 2) the robust control [15] approach to cope with uncertainty and time varying properties in the spine system.
As mentioned earlier, the synthesized optimal gains could perhaps be used in the future for planning and guiding a low back generated at each iteration step as a byproduct of the gradient method as shown in Figs. 7 and 8 . The set of identified control gains from the experiment was used as an initial point for the optimization. The overall performance-cost value T zw 2 (H 2 norm from w to z) for each of the way-points decreases monotonically as the number of iterations increases (Figs. 7 and 8) . Provided that the control gains of a patient can be transformed using a similar way in [31, 32] , way-points of control gains from the initial point to the optimized final point (e.g., Figs. 7 and 8) can serve as a patient-specific table, which can be greatly exploited in rehabilitation. Thus an example of rehabilitation planning process would be as follows:
1. Choose a patient-specific critical task for which the spine system is to be optimized. In our example, the seated balance task was chosen. 2. Obtain the mathematical model of the critical task. 3. Collect experimental data for this critical task. 4. Estimate and measure the patient-specific anthropometric parameters and control system parameters such as initial neuromuscular control gains and time delays from the experimental data. 5. Choose a performance-cost function to be optimized and the necessary specifications (transient and/or frequency) by carefully considering patient's clinical presentation and the corresponding rehabilitation goals. 6. Generate the patient-specific control gain look- up table that consists of way-points of the optimized control gains and their associated performance-cost values for the chosen performance-cost function in step 4 (e.g., Figs. 7 and 8 ). 7. Select target control gains from the patient-specific control gain look-up table considering associated performance-cost values. 8. Perform simulation study to evaluate the robustness of the closed-loop system with respect to uncertain parameters in the spine model. If the target control gains do not meet the robustness criterion, go to either steps 4 or 6 to select another set of target control gains. 9. Transform the patient's current control gains to the target control gains following a similar method as in [31] and [32] . During this step, the different target control gains can be selected (as in step 6) depending on the progress of rehabilitation. The goal of this final step is for the patient to attain the chosen target control gains at the end of the rehabilitation period.
These rehabilitation planning steps are summarized in the flowchart in Fig. 11 . It should be pointed out that there are several future research needs [31, 32] necessary to implement our framework in practice. More detailed future research directions to realize our framework are omitted due to the space limitation and will be discussed in the journal version of this paper.
