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1. INTRODUCTION 
In this paper we obtain lower bounds for X,/C xi and upper bounds 
for X,/C x,, where x = {xi} > 0 is the Perron eigenvector of a positive 
matrix A > 0 and 
x,, = min xi, X ,LI = max x,. (1.1) 
L 1 
These bounds, given in Theorem 1, reduce exactly to l/n for generalized 
stochastic matrices. They may also be extended in obvious fashion to 
include primitive matrices. The inequalities are very simple to obtain ; 
however, ex@licit lower bounds for x,, for example, generally appear to 
be unavailable in the literature (see [4], p. 158 for implicit bounds). 
The bounds are applied, in Theorem 2.2, to the problem of obtaining 
bounds for subdominant eigenvalues of positive matrices. Bounds are 
obtained which provide an alternative to those of, say, Hopf [2] and 
Ostrowski [4], in the sense that they are sometimes better, sometimes 
worse depending upon the matrix. These bounds are generalizations 
of those previously obtained for stochastic matrices [3] and [6]. 
In Sect. 3 we give one possible improvement of these bounds, although 
we do not examine all possible improvement exhaustively. Finally, for 
completeness, in Sect. 4 we give a short proof of Hopf’s inequality for 
the finite-dimensional case; this is essentially identical to that of Bauer [l], 
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only becomes more compact and notationally simpler for the finite- 
dimensional case. 
2. BOUNDS 
We begin with: 
THEOREM 2.1. Let A > 0 be a $ositive n x n matrix with Perron 
eigenvalue, 1, and Perron eigenvector, x > 0. 
Then 
0) X,, 
1 
,* xj 3 m/(1 - Pm + mn)~ (2.1) 
(ii) 
(iii) 
where 
xM /i xj < (A - pm + ml/@ - pm + m4, 
!’ j=l 
~~1%~ b m/(1 - pm + ml, 
(2.2) 
(2.3) 
m = min aij 
i,i 
(2.4) 
x, = min xi, X M = max xi (2.5) 
1 , 
Pm = min C aij. 
2 I 
Proof. For i = 1, . . . , n, 
iix, - m 2 xi = 2 (aij - m) xj 
j=l j=l 
3 x,(p, - m4 20. 
In particular 
(23) 
Ix, - m 2 xj 3 x,(p, - mn) 
j=l 
(2.7) 
and (2.1) follows immediately. Equation (2.2) then follows since 
(2.8) 
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(the prime denoting the omission of one term), and (2.3) follows from 
(2.1) and (2.2). 
COROLLARY 2.1.1. Let A > 0 be an Y+Z x n primitive matrix, and let 
y be any integer such that A?’ > 0. Thea, with the notation of Theorem 2.1 
except that we noze, define 
m = min aij, 
aij>o 
(2.3) 
zele have 
(4 x, 
i 
‘jz xj b myi [P - mY-‘(f, - mn)l, (2.10) 
(ii) xM 
I 
$ xj < [I? - mY-‘(p, - m)l/ [Ay - my-$, - fi41 (2.11) 
(iii) x,/xM >, m’j [A)’ - m”-‘(p, - m)]. (2.12) 
Proof. Follows immediately by applying Theorem 2.1 to AY = (a$)), 
and noting that 
al’;‘) > my, (2.13) 
(2.14) 
We now turn our attention to bounds for the moduli of the subdominant 
eigenvalues of A > 0, in the spirit of, for example, Ostrowski [5] and 
Hopf [2] and Hoffman [6] (see [5] for a more complete survey). We 
shall discuss the relationship of our bounds to the latter bounds later. 
THEOREM 2.2. Let A > 0 be a positive n x n matrix. Then, with 
the notation of Theorem 2.1, 
where ,u is any eigenvalue of A with p # 1. 
(2.15) 
(2.16) 
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Proof. For any vector, q, ,u is an eigenvalue of 
c = A - xq* 
(since 1 is simple). Thus, for any norm j 1. 
ii-4 d /ICI!. 
In particular, we choose, for any matrix B, 
~lBIl= ~P,-'BD,l, 
where 7[ ] denotes the max row sum norm, 
D, = diag{x,}. 
Thus 
(2.17) 
. II> 
(2.18) 
and 
(2.19) 
(2.20) 
If we now choose 
q, = min 3 
k .yk 
we may remove the absolute values in (2.21), so that 
(2.21) 
(2.22) 
(2.23) 
and (2.15) and (2.16) follow immediately, since 
4j >, mlxId, 
completing the proof of Theorem 2.2. 
(2.24) 
COROLLARY 2.2.1. Let A > 0 be an n x n @imitive matrix. Then, 
with the notation of Corollary 2.1 .I 
Linear Algebra and Its Applications 2(1969). 143-152 
ROUNDS FOR PERRON EIGENVECTORS AND EIGENVALUES 147 
(2.25) 
where p is any eigenvalue of A with p # 1 
There are certain observations we should like to make in connection 
with the above bounds. In the first place one might like to compare, 
say, (2.16) with the inequalities of Ostrowski [5]: 
liul G 
MZ-mZ 
M2+m2 
1 
and the simplified Hopf [2] inequality (see 
M-m 
which is always better than (2.26). Here 
M = max ati. 
67 
(2.26) 
Sect. 4) 
(2.27) 
(2.28) 
The short answer is that (2.16) is sometimes better, sometimes worse. 
Thus, if we restrict our attention to matrices for which ;1 = pm, such 
as generalized stochastic matrices, (2.16) becomes (see also [6]) 
llul < il - mn, (2.29) 
and (2.29) is always better than (2.26), since 
A<M?%; (2.30) 
on the other hand, (2.29) is better than (2.27) if 
n(M + m) > 2A = 2p, (2.31) 
which is not always the case. We do not know whether or not (2.16) 
is always better than (2.26), as is the case when I = pm. 
In fact, the results of Theorems 2.1 and 2.2 were largely motivated 
by the result (2.29) which was first proved for stochastic matrices in [3] 
and [6]. The bounds for Theorem 2.1 become exact for stochastic matrices; 
other bounds for the same quantities may easily be derived which, although 
not exact for stochastic matrices, may nevertheless be better for certain 
matrices than (2.1), (2.2), and (2.3). Thus, we have that 
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where 
Similarly 
(2.32) 
C M = max c(j) = max 2 aii, 
I i k 
where 
cm = min ,(j), 
(2.33) 
(2.34) 
an a 
c,IcM 3 mPf. (2.35) 
Thus (2.26) could be improved to 
IpI < Am,, (2.36) 
where 
m, = m max{c,/M, (A - pm + mn)/(l - p + m)}. (2.37) 
Additional improvements could of course be made by applying the 
above results to D-lAD for, say, positive diagonal matrices, D. 
3. IMPROVED BOUNDS 
At the expense of simplicity, one can improve the bound given in 
Theorems 2.1 (ii) and 2.2. Rather than examine these exhaustively, we 
restrict our attention to one or two possibilities. We first need to establish 
some notation. 
For a positive n x n matrix A = (ajj) > 0, with Perron eigenvalue, 
A, and Perron eigenvector x > 0, let m, xm, x,+~, and pm be as in (2.4) and 
(2.5). Furthermore, let 
(3.1) 
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Mj = max a,,, ,(i) = i;aSI, j=l,..., n, (3.2) 
i i=l 
8 = min (c(j) - Mj) (3.3) 
pM = max i aLj. 
I i=l 
(3.4) 
Then we have 
THEOREM 3.1, Under the h_vpotheses of Theorem 2.1 and with the 
above notation, 
(9 
Proof. We have that 
,(j) - aMJ 3 c(j) - Mj 3 19. 
Thus, 
n n n 
1 2 xk - 8 2 xi = 2 2 akjxj - 8 C x7 
k#M j=l k#M j=l j=l 
= & P) - aM1 - 0, 
Thus, dividing through by 2 Xi, 
j=l 
> m(cr - pM - ne) ---t-e ’ ;I-pp,+mn 
from Theorem 2.1. The theorem follows on collecting terms 
COROLLARY 3.1 .l Under the hypotheses of Theorems 2.2 and 3.1. 
IPI < A- mif. (3.6) 
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Proof. Follows immediately from (2.15) and (3.4). 
The extension to primitive matrices is obvious. Using the fact that 
0 3 (n - l)nz, it is easy to show that (3.5) gives a better bound than 
(2.2). 
4. PROOF OF HOPF'S INEQUALITY 
For completeness we close with a short proof of Hopf’s inequality 
for the finite dimensional case. The proof is essentially identical with 
that of Bauer [l], only becomes more compact and notationally simpler 
for the finite-dimensional case. Under the latter hypothesis, for vectors x 
real and p > 0 we define 
osc - =max”-min” 
0 ; i ;i i ;I; 
and for x complex and p > 0, we define 
so that for complex scalars, CC, 
For notational simplicity we shall write 
max - =maxz 
0 ; Pz ’ 
min X = min 2 
0 P ;i 
(4.1) 
(4.2) 
(4.3) 
(4.4) 
where x is real and p > 0. Then we have 
THEOREM 4.1 (Hopf). Let A > 0 be a positive n x n matrix. Then 
for any vector x and any positive vector $ > 0, 
<l/K--1- x 
’ V+osc p 0 
where 
and 
(4.5) 
(4.6) 
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A4 = max ail, 
hi 
m = min aij. 
i,j 
(4.7) 
Proof. We prove the theorem for x real, the complex case then 
following from (4.2). Let 
r=Ax-min 2 Ap>O, 
0 P 
Then 
r+s=dAp (4.11) 
so that 
l+max(S)=Smaxe), 
I+ min(b)=dmine), 
max(i)-min(f)=?j[maxe)-min($)] 
osc(Ax/Ap) 
OSCWP) 
= +[max($-mink)] 
(4.8) 
(4.9) 
(4.10) 
(4.12) 
(4.13) 
(4.14) 
(4.15) 
1I 
= 3 I”“” 
max(x/p)Ap - Ax m=WP)AP - Ax 
AP AP 
(since p > 0, s > 0) 
=+[max(&)-min(&)] 
6 max(Ap/s) - min(Ap/s) 
= I 62 max(Ap/d VP/s) 1 
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max(r/s) - min(r/s) 
[L + m=W)ll3 + minW)l 1. 
But, if 
u=max 5 >0, 
0 
/I = min 1 > 0 
0 
(4.16) 
(l+Y+,,%+;-,“, p 
- = __ (4.17) 
cc tc c( i$;: u
where K is defined in (4.6), since 7 and s are of the form Au, Av, respectively, 
with u 2 0, v > 0. The theorem now follows from (4.15). 
COROLLARY 4.1.1 (Hopf). Let A > 0 be a positive n x n matrix with 
Perron eigevavalue, il. Then 
IpI < W - m)/W + mV (4.18) 
where p is any eigenvalue of A with p # 1. 
Proof. Let in (4.5) (changing notation slightly from Sects. 2 and 3), 
P be the Perron eigenvector and x the eigenvector corresponding to ,u. 
The corollary then follows from (4.3). 
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