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I. INTRODUCTION 
Failure at stress magnitudes below design values remain the biggest 
problem facing designer today. This early failure is most likely due to 
the existence of flaws, voids, arc burns, notches, and cracks which are 
introduced during the many stages of manufacturing and fabrication or 
may develop later under service conditions. Although it would be ideal 
to eliminate all flaws through better control over the causes which 
produce them, it is more economical to accept the inevitability of 
defects and to study the means of detecting and estimating the remaining 
useful life when they ars present. 
To estimate different tolerance levels, it is necessary to find the 
fracture criteria the engineer can use in his or her design. Fracture 
Mechanics introduced new concepts like the J-integral and the stress 
intensity factor. These fracture criteria can predict the conditions 
for crack propagation and life of a structure when a flaw is present. 
The introduction of these fracture criteria, J-integral and the 
stress intensity factor, did not make all problems easier for only 
selected cases yield to analytical solutions. Numerical solutions can 
handle many more problems, but suffer from difficulties such as dealing 
with complex geometry, importance of correct boundary conditions, etc. 
They also require separate modeling for each problem. It is hard to 
verify the solutions and is difficult to achieve convergence and 
stability. 
In the absence of a numerical solution or to verify one, the 
experimental approach is often needed. In this regard, photoelasticity 
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is attractive because it gives a full field solution to the fracture 
problem. It also can handle plane problems as well as three-dimensional 
problems through model slicing. Other experimental techniques are also 
available. These include Moire', interferometry, speckle, caustics and 
scattered light methods. 
Experimental methods have their own difficulties, such as the need 
for suitable modeling materials when it is not possible to conduct the 
study on the actual material of interest. By combining numerical and 
experimental techniques, the investigator can gain a good understanding 
of fracture mechanics. 
The purpose of this research is to determine the mixed mode stress 
intensity factors from photoelastic data taken along a boundary close to 
the crack tip when strong interaction is present. The method is based 
on boundary collocation of a stress function for an interior crack. 
Combining collocation with the use of half fringe photoelasticity (HFP), 
permits the collocation scheme, through automatic and precise 
measurement of very low fringe orders, to correctly extract the required 
fracture parameters and Satisfying exactly the state of stress 
at a number of points on the segment of boundary interacting with the 
crack tip avoids the region close to the crack tip where nonlinear 
effects are present. This reduces the influence of the crack root 
radius which is present when slits are used instead of real cracks and 
also eliminates the need to exactly locating the crack tip. 
Furthermore, at the low stresses that can be used with half fringe 
photoelasticity, linear elastic fracture mechanics (LEFM) is more likely 
to apply than in most other experimental methods. Under these 
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conditions, the boundary collocation method should provide a more 
accurate prediction of the two stress intensity factors, and 
Another advantage of this method is the development of a linear system 
of equations which is easy and fast to solve, because it does not have 
the nonconvergence to which most other overdeterministic methods are 
prone. 
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II. LITERATURE REVIEW 
In 1913, Inglis [1] determined the stresses around an elliptical 
hole in an infinite plate under uniaxial tension. By changing the ratio 
of the minor axis, b, to the major axis, a, the solutions for a circular 
hole, b/a =1, or a fine crack, b/a = 0, can be obtained. He showed 
that for an ellipse, the maximum tensile stress occurs at the end of the 
major axis and has a value of c[l+2a/b] (where a is the far field 
nominal stress). This gives the typical stress concentration value of 3 
for a circular hole in an infinite plate. If the maj'ir axis makes an 
angle g with the direction of applied tension, he noticed that the 
maximum stress does not occur at the end of the major axis. The stress 
at this end is cT[a/b-cos2g(l+a/b)]. Inglis also discussed the stresses 
resulting from different notches which can be thought of as ellipses 
with the minor axis taken as b=/(ap) (where p is the notch root radius). 
This choice produces a stress at the notch of the form ff[l+2/(a/p)]. 
The last conclusion was shown applicable to a square hole with rounded 
corners, as well as to a deep edge crack or deep notch. 
Later, Griffith [2] attempted to explain why the rupture theory of 
the 1920s failed to predict the fracture of materials under loads that 
are well within the elastic range. He found definite links between 
early failure and surface treatments such as filing, grinding, or 
polishings. He found that the existence of scratches in turned 
specimens could reduce the strength as much as 50% when compared to 
polished ones. Griffith further noticed that the maximum fracture 
strength possible before failure depended upon the shape, size, and the 
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loading conditions to which a crack was subjected. To explain this 
phenomenon, Griffith adopted the "theorem of minimum energy." The new 
rupture criteria, which he proposed, required that for the crack to 
remain in equilibrium, the potential energy of the whole system should 
continuously decrease as the system passes from the unbroken to the 
broken state. The work done against the cohesive forces on either side 
of the crack appears as potential surface energy. If the crack size is 
larger than the radius of molecular action, the energy per unit surface 
area is a material constant commonly known as surface tension y. Using 
Inglis' work, Griffith determined that according to the new criteria, 
a /a should be a constant equal to /(ZEy/itv) in plane stress (where E is 
the modulus of elasticity; y is the surface tension of the material; a 
is the crack length; M Poissons's ratio, and a is the breaking stress). 
He confirmed the energy principal with his work on scratches in glass. 
The theoretical limit, for plane stress, a = /(ZEy/^ fna), leads to a very 
high fracture strength which is approached in mono crystals and single 
strands of materials. In practice, the fracture strength is much 
smaller than this prediction. 
In 1933, vîestergaard [3j used the mathematical theory of elasticity 
to study edge cracks in reinforced concrete under bending and 
compressive stresses. He treated the two surfaces of a crack as two 
large cylinders in contact and assumed that stresses in front of each 
crack tip is of the same shape as that of the contact pressure (ellipse) 
of the two cylinders. Hollister [4] used photoelasticity to test 
Westergaard's work, by applying a compressive force ahead of the crack 
tip. The stresses observed with this type of loading do not show high 
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stress concentrations, except when the applied force line of action 
passes very close to the crack tip. In a later paper, Westergaard [5] 
examined a variety of harmonic (analytic) functions and showed their 
suitability to describe the stress field for a restricted, yet useful, 
class of problems such as bearing pressures and a central crack in Mode 
I loading. 
In a different approach Williams [6] studied the influence of 
various boundary conditions on the stress singularity for angular 
corners of different angles. He assumed homogeneous boundary conditions 
which restrict the solution to long cracks where the circumferential 
boundaries are greater than several plate thicknesses. Later, in an 
experimental investigation, Post [7] gave a complete solution for a 
stationary long edge crack. He achieved stress separation by combining 
photo-elasticity with interferometry. The results indicate large 
deformations at the crack tip which cause diversions of the light field. 
This divergence at the crack tip was apparent by the lack of 
interference patterns %n this area. Post's paper 3.3 the earliest 
experimental evidence of the existence of large deformations and, 
possibly, a triaxial state of stress at the crack tip. The paper also 
indicates that the shape of the photoelastic fringe loops far from the 
tip depends on the loading conditions, while closer ones seemed to be 
independent of loading conditions far from the crack tip. This work 
also confirms Inglis' finding that the maximum stress did not occur on 
the axis of symmetry of the inclined crack, which may explain the 
direction at which cracks propagate. 
Theocaris and Pazis [8], using both mechanical stylus measurements 
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and the method of caustics, found large out-of-plane deformations near 
the crack tip. They also found that the plate buckled above and below 
the crack line under mixed loading conditions. The method of caustics 
is itself based on the existence of such large deformations, that a 
divergent lens is produced around the crack tip. The caustic is a 
singular curve formed by the interference of the divergent light that 
passes the zone of large deformation in a transparent material around 
the crack tip (transmitted caustic) and/or by the interference of the 
reflected light from the same region (reflected caustic) with a 
reference light beam. The size and shape of the area bounded by the 
caustic curve is related to the magnitude of the stress intensity 
factors. In dynamic studies and for Mode I loadings, the area is 
proportional to and can be easily estimated optically. Continuous 
measurement of Kj SIF is very easy, which makes caustics very appealing, 
especially in dynamic studies. 
The Griffith [2] energy approach for crack propagation led Irwin 
[9], in 1957, to postulate a stress intensity factor (SIF) criterion. 
The feature of SIF, whereby a characteristic is evaluated not at the 
crack tip, but rather from the stress field in a zone close to the crack 
tip, together with the availability of Irwin's singular solution for 
this zone, led to the popularity to this criterion. A large volume of 
results on SIFs has been compounded in references 10, 11, and 12. 
The application of photoelasticity to plane problems was used in 
the evaluation of Mode I (Kj) stress intensity factors in the work of 
Post [7], Irwin [9], and Wells and Post [13]. Stress freezing and 
slicing techniques were employed by Fessier and Mansell [14], Marloff et 
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al. [15], and Schroedl et al. [16] to study three-dimensional problems. 
The freezing technique was developed for this by Smith [17,18] and Smith 
and Olaosebiken [19,20], for the determination of SIFs at cracks 
in the nozzles of nuclear reactors. An extensive literature review in 
the area of photoelasticity and stress freezing can be found in the 
thesis by Baek [21]. Smith et al. [22] discussed the nonlinear effects 
near crack tips in frozen models and Shroedl et al. [16] discussed the 
different factors influencing data collection in a stress frozen field. 
Photoelasticity was further found useful in studying dynamic 
fracture problems as in the work of Bradley and Kobayashi [23,24] and 
Kobayashi and Ramulu [25,26]. A review by Wang [27] demonstrated that 
photoelasticity is useful in thermal stress loading, both steady states, 
and transient. 
Many of the methods used in extracting SIFs are reviewed by 
[21,25,26,28,29]. The bulk of these methods rely on Irwin's singular 
solution. This is evident in Schroedl et al.'s differencing method 
[16], Smith and Olaosebikan's quadratic method [18, 19], Smith's 
extrapolation method [19], Bradley and Kobayashi's shear differentiating 
method [23], the Zero-isoclinic and maximum breadth methods described by 
Redner [28], Ruiz and Phang's slope method [29], Irwin's two-parameter 
method [30], Etheridge and Daily's three-parameter approach [31], 
Gdoutos and Theocaris' extrapolations method [32], and Marloff et al. 
stress concentration Method [33] used at the Westinghouse Company. By 
including only Kj and OQ^ [30] or and [19,32], these methods are 
limited solutions for the influence of the crack tip only. They ignore 
far field effects which can be strong in the presence of other cracks 
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and/or a boundary. 
Applying the aforementioned methods gives inconsistent results. 
When applied to the same problem, Smith and Olaosebikan [19] showed that 
differences as large as 9% existed. Murthy et al.'s [34] compared both 
Broek's [35] analytic solution and Gross et al.'s [36] boundary 
collocation method for an edge crack in a finite rectangular plate to 
previously mentioned methods by Irwin, Bradley, and Kobayashi, and 
Shroedl, and Smith. The comparison showed poor results, except for a 
small crack length to plate width ratios. In addition to a lack of 
agreement, the singular solution results were shown to deviate greatly 
from the analytic results as the crack length to plate width ratio is 
increased. On the other hand, both the analytic solution [35] and the 
boundary collocation method [36] were shown to remain in good agreement 
up to 0.4 crack length to plate width ratio. The boundary collocation 
method was based on William's equations which included higher order 
terms. The study [34] shows that singular solution validity is limited 
to a ratio of crack length to plate width of .25. The inclusion of 
higher order terms in the series expansion of the stress functions was 
shown to give better results than the singular solution can give. These 
results clearly indicate the unsuitability of the singular solution, 
even when moderate interaction between a crack tip and a boundary 
exists. 
The problem of crack interaction with a boundary was solved by 
Bradley and Kobayashi [24], Cheng [37], Sanford [38], and Sanford and 
Dally [39] by including higher order non-singular terms. The 
introduction of higher order terms in the stress functions expansion 
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allows data collection in the far field, while the singular solutions 
limit data collection to region in the immediate vicinity of the crack 
tip and on the closed loops of the isochromatic fringes. The closed 
loops near the crack tip was shown [7] to be independent of the loading 
conditions. This very close region near the crack tip is referred to by 
the invariant zone, which depends in size and shape on the singular 
terms only. The invariant zone exists between two other regions, the 
nonlinear zone which starts from the crack tip and terminates when the 
invariant zone begins. Finally, the far field region extends from the 
invariant region onwards. 
The separation of the stress field into three regions is not always 
possible. In general, there is no definite separation between these 
three regions. Also, it has been noticed that as one crack interacts 
with another crack or a boundary, the invariant zone size becomes even 
smaller, which does not permit its identification. As the invariant 
zone become too small, only far field isochromatic loops which are 
dependent on the loading conditions becomes available for study. These 
far field isochromatic loops require the accurate estimation of the 
singular terms, as well as the higher order terms in stress functions. 
The method of scattered light photoelasticity, as presented by 
Holmes et al. [40] and Ross et al. [41], adds a new dimension to 
experimental mechanics. This method does not require the tedious work 
of slicing and also preserves the model for repeated analysis as needed. 
It is limited, however, to cases where the light tensor suffers very 
little rotation in the direction of observation. Brillaud and Lagarde 
[42] have applied a related technique called "optical slicing" to 
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fracture problems in three-dimension, but its full potential is yet to 
be demonstrated. 
Data collection in the far field requires more accurate means of 
estimating the fringe values, because the fringe orders are small so 
the relative error in their estimation may be high. They are also more 
susceptible to noise, which could mask their true value. Voloshin and 
Burger [43], Muller and Saackel [44], Tsai and Park [45] used image 
processing techniques to improve the accuracy of data collection. 
Image processing techniques make it possible to eliminate most of the 
noise present in the image, while at the same time improving the level 
of differentiating of the fringe order. A typical computer-based vision 
system can express 256 levels of light intensity between 0 and 1/2 
fringe order. This is at least two orders of magnitude higher than 
could be achieved before. It is now possible to automate data 
collection by employing methods like half fringe photoelasticity (HFP) 
as described by Voloshin and Burger [43]. 
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III. THEORY 
A. Photoelastic Theory 
Certain materials (polymeric plastics, resins, and to a lesser 
degree, glass) exhibit a temporary change in refractive index under 
stress conditions. In 1853, this change in refractive index was cited 
in [46] due to Maxwell, for linearly elastic materials, to be; 
W^lV^2^V ""l) 
n3-no=Ci(T2+C2(ff2+ 
where 
jg, 0^ 2 are the principal stresses at the point; 
ng is the index of refraction of the unstressed material; 
n^, n^ , n^  are the indices of refraction of the stressed 
material along the principal stress directions; 
c^, Cg are the material stress-optic constants. 
In terms of relative retardation, as light passes through the 
material in a direction normal to the model plane, the stress optic law 
can be reduced to [46] 
2 die 
where 
à is the relative retardation in brewsters (1 brewster = 
10"-^V/N or 6.895x10"^ in^/lb); 
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c is (cg-c^ ), a material stress-optic constant. The constant 
is shown by Vandaele-Dossche and Van Green [47] to be a 
function of wavelength in certain cases as the material 
passes from elastic to plastic state; 
h is the distance the light passes through the model; 
X is the wave length of light used; 
ffl, ff2 are the in plane principal stress. 
For practical reasons, the stress optic law is usually expressed as 
where 
N = û/2ii is the relative retardation in term of fraction wave 
length and is called fringe order; 
f = X/c in lb/in or N/m is material constant for a particular 
0" 
wavelength. 
In a dark field polariscope, the light intensity, I, emerging from 
the analyzer of a circular polariscope, is related to relative 
retardation, û, by 
2 " 1 = K sin^  - (3.1) 
2 
where 
K is a constant. 
In this configuration, light extinction (i.e., 1=0) takes place when 
A 
—= NK for N = 0; 1, 2,... 
2 
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where 
N is the fringe order and the resulting dark lines are the 
isochromatic fringes. 
Another special case is the light field setup. Here, the intensity 
is 
2  ^I = k cos^ - (3.2) 
2 
and extinction takes place when 
A 2n+i 
= for n = 0, 1, 2, ... 
2II 2 
In general, the Tardy compensation method [46] gives the equation 
for the light intensity for an arbitrary position of the analyzer. The 
light intensity emerging from the analyzer is given by 
I^ = K(1 - cos2a cosA - COS2Y sin2a sinA) (3.3a) 
where 
I is the emerging light intensity; 
a is the angle between the analyzer axis in the arbitrary 
position and the dark field position; 
K is a constant; 
Y is the isoclinic angle; and 
A is the relative retardation. 
If the analyzer is rotated by +/- 90 degree, the emerging light 
intensity is 
I _^90 = K(1 + cos2a cosA + COS2Y sin2a sinA) (3.3b) 
Adding the previous two equations (3.3a,3.3b), we obtain 
:a+:a»90 = 2% 
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or 
where 
is a constant, independent of the loading conditions of the 
model. 
The serves as a reference intensity. Its value is defined as K 
when this value is constant over the field of interest. It is the 
average value for K, if K varies but the variation in the region of 
collecting data might be small. If variations in K are large, a 
point-by-point calibration is needed. This would require the 
measurement of separate reference intensities for all data points. The 
value for K is influenced by variations in model transmissibility of 
light, light source variations, and aberrations in the optical elements. 
A plot of intensity vs fringe order is shown in Figure 3.1 for dark 
field and in Figure 3.2 for light field. Based on intensity alone, 
these plots clearly indicate that Eqs. (3.1) and (3.2) can only be used 
to measure fringe orders less than half order. To extend the working 
range of the Eqs. (3.1,3.2), it is necessary to manually segment the 
region of collecting data in half order ranges (i.e., 0 < N < 0.5, 0.5< 
N < 1.0,...). 
The method of half fringe photoelasticity (HFP) [43] capitalizes on 
the ability of the image analysis system, the "EyeCom System," to 
distinguish between 256 gray levels in any half order range. To 
automate the data collection procedures, the HFP requires that the range 
of fringe orders to be collected lies between 0. and 0.5 [21,27,43,48, 
49]. 
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Working 
region for 
HFP 
K sin (TT) 
1 
Figure 3.1. Intensity vs retardation plot for a dark field circular 
polariscope 
Working region 
for HFP 
K cos (—) 
0 3tt/2 
3/2 
2? TT 
Figure 3.2. Intensity vs retardation plot for a light field circular 
polariscope 
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If a reference intensity in a dark field setup is used, the fringe 
order at any point, provided the maximum fringe order in the region of 
interest is less than .5, is 
1 _i 
N = sin 
n 
B. EyeCom System Theory 
The EyeCom System, a product of Loge/Spatial Data System Inc., is an 
image processing system interfaced to a LSI-11 microprocessor. Through 
the interface, the system allows the microprocessor full control of the 
hardware. The operater can select a "fast digitizing" or a "high 
resolution digitizing" mode. It is also possible to overlay graphic and 
text outputs over digitized pictures and manipulate stored images and/ 
or live ones. 
Figure 3.3 is a block diagram of the EyeCom System, as used in 
photoelastic studies [27]. The system consists of a regular polariscope 
with the video camera replacing the camera or the observer for real life 
measurements. It is also possible to use a frozen model in a 
polariscope or to view a photographic negative of a model. For the 
negative, only a light table is needed. In the work for this 
dissertation, only live models were employed. As used here, the EyeCom 
System includes; 
. A video scanner which can use either a special vidicon television 
camera tube or silicon diode camera. Both cameras were used in 
the research reported here. The scanner divides the image into 
480 lines and each line into 640 elements called pixels. This 
HIGH-RESOLUTION 
DIGITIZER 
640 X 480 X 8 BITS EYECOM SCANNER 
RADIATION PHOTOELASTIC 
MODEL SOURCE 
Z-REGISTER 
1-POLARIZER 
2-QUARTER-WAVE 
3-ANALYZER 
REAL-TIME 
DIGITIZER 
640 >t 480 X 8 BIT 
KEYBOARD 
Z-REGISTER 
INTERFACE 
CONTROLLER 
DISPLAY 
MONITOR LSI-11 
COMPUTER PRINTER 
REFRESH MEMORY 
640 K 480 X 8 BIT 
256 GRAY LEVELS DOUBLE DENSITY 
DUAL FLOPPY DISK 
HARD COPY 
UNIT 
Figure 3.3. Block diagram of the EyeCom System 
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division produces 307,200 pixels in accordance with the American 
television standards. The scanning of the image is carried out 
in an interlace mode to reduce the flicker of the image as in 
normal television broadcasts. The brightness of each pixel (Z 
value) is converted linearly or logarithmically into an 8 bit 
number stored in the Z-register. The system uses a scale 
established by SETUP routine to expand the digitized value such 
that minimum Z corresponds to 0 and maximum Z corresponds to 256. 
A real-time digitizer can digitize a complete frame in 1/30 
second. This fast speed require storage in a special memory 
called a refresh memory. The refresh memory serves as a buffer 
for the slower computer, which can access it at a later time. 
A high-resolution digitizer takes 2.4 seconds to digitize a 
whole frame. The high-resolution digitizer is used for image 
enhancement and for more detailed measurements, where selected 
finite areas of the picture are digitized. It is also used when 
digitizing speed is not critical and high accuracy is needed. 
Video amplifier chain performs signal correction to compensate 
for changes in the sensitivity across the image plane of the 
camera tube. It also converts the signal linearly or 
logarithmically to achieve the desired relationship between 
brightness and the digitized Z-value. 
A display monitor which has graphic capabilities. It can display 
graphic overlays, images from the refresh memory, text, or a live 
picture from the camera. It also has a special hardware display 
called the bit-map which reduces the continuous 256 gray levels 
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to a contour plot of black and white image of 64 levels of 
intensity. The bit map is a useful function to visualize the 
isochromatic fringe structure, when the overall field has very 
low fringe orders. 
. An LSI-11 (PDP-11 family microprocessors) computer, a printer, 
and a hardcopy machine were used. 
Graphics and picture displays are generated by scanning the refresh 
memory. The refresh memory stores 8 bits for each of the 640x480 pixels 
for the picture and graphic overlay. A second graphic display can be 
obtained by using the most significant bit (MSB) of the picture display 
to create white graphics and the 7 remaining bits to produce a 128 gray 
level picture. 
The Z-value, that- is, the digitized output from the EyeCom System, 
is related to the light intensity reaching the video camera, by 
where 
2 is the digitized output from the EyeCom System: 
Kg is a proportionality constant which depends on the video 
amplifier chain; 
I is the light intensity corresponding to a particular pixel; 
Y is a constant which depends on the camera used. It is about 
1.0 for the vidicon camera and .65 for the silicon diode 
camera. 
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C. Fracture Mechanics Theory 
The state of stress for a plane problem (Figure 3.4) is governed by 
the biharmonic stress function U (also called the Airy stress function). 
Where 
2 3 U 
= ~T (3"4a) 
a^u 
3^ U 
(T = - (3.4c) 
 ^ 3x3y 
With the introduction of complex variables [50-52], the biharmonic using 
z = X + iy 
* 
z = X - ly 
where 
z is the the conjugate of z 
This can be reduced to 
3^ U 
32^92*2 
= 0 
where 
U = z + z* §2 + + 2^ 
is the formal solution and -% ;-2'^' a^ d Yg are arbitrary functions. 
The requirement that both stresses and displacements be real are 
22 
y 
XX 
Figure 3.4. Coordinate system and stress components ahead of 
a crack tip 
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satisfied by setting 
$2(2*) = (z), and 
y^ (z*) = Y^ iz) = f(z). 
This is equivalent to setting 
U = 2 Re (z* $ + Y ) (3.5) 
where 
$ and Y are two holomorphic functions. 
Using this formal solution, it is possible to show [51,50] that the 
stresses can be given by 
+ ffy = 4 Re [ §'] (3.6a) 
ffy - +2iT^ = 2 [ z* $" + Y' ] (3.6b) 
where is 3$/3z; 
Y' is 3Y/3z; 
T' is 3^ Y/3z^ . 
This formal solution, which is valid for any linear elastic fracture 
mechanics problem, is employed to solve the stress field in the vicinity 
of a crack tip. Two familiar solutions are the William's solution [53] 
and the Westergaard approach [5]. The William's solution was developed 
for long cracks, thus making it suitable for edge crack problems and 
deep grooves. The Westergaard approach has no restrictions on the crack 
size, thus making it possible to develop a stress function which, in 
principal, would work for any case. 
The westergaard formulas are obtained by simple substitutions in 
Eqs. (3.6a), and (3.6b). For example, if we choose the following 
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2 $'= Zj(z), and 2Y' = -zZj(z), 
this substitution gives 
'xx • V ^  
°yy - V Zi': 
V " 4' • ' 
It is clear from this solution that, on the line y = 0; 
»xx • "yy V • 
This solution is a valid solution for Mode I crack problems, where the 
crack is subjected to an equibiaxial stress field at infinity as shown 
by Sih [54], Evans and Luxmoore [55], and Eftis and Liebowitz [56]. To 
overcome the equibiaxial stress restriction at infinity, Irwin [30] 
suggested the introduction of a nonsingular terra OQ  ^in the x-direction. 
The modified Westergaard equations for Mode I would read; 
*xx = ** =1 - y Zl'- 'ox 
«yy - Re Zj + y I» Zi' 
Txy = - y Re Zi'-
Though in many cases [13,57,58,59], this extension was adequate and it 
was shown to be sufficient to explain the tilt of the isochromatic 
fringe loops [60,61], the solution is incapable of dealing with the 
interaction of one crack with another or with the interactions when a 
subsurface crack approaches a boundary. This failure is due to the 
inadequacy of a single constant term, OQ^ , to prescribe a complex stress 
field such as when one crack field closes in on another stress field. 
It also cannot satisfy the stresses and displacements for a crack close 
to a straight or curved boundary. To overcome this deficiency, Sih [54] 
attempted to use a different substitution in Eqs. (3.6a) and (3.6b). He 
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introduced a constant A such that 
T' = -z* §" - A 
which gives 
0^  = 2 Re - 2y Ins §" + A 
ffyy = 2 Re §' + 2y Im §" - A 
Txy = - 2y Re §" 
where 
A is a real constant. 
This solution is no different than the previous modified Westergaard 
equations as shown by Eftis and Liebowitz [56], if we choose 
2§A(z) = Zj(z) + A 
and 
The greatest improvement to this solution was proposed by Sanford [60] 
who suggested replacing the A constant in Sih's solution by a power 
series. This power series would add enough arbitrariness to. the 
solution for it to handle crack interactions with any boundary of any 
shape. 
In the opening mode, the surface of the crack is free of shear 
stress and y = 0 is a plane of symmetry. This condition is satisfied by 
letting 
Im(z* $" + T) = 0. 
Sanford [60] showed that by replacing z* $" + T' by ïi(z) and introducing 
Z = Z, - % in the Westergaard's solution, the stress field for Mode I is 
expressed by 
= Re Zj - y Im Zj + y Im rr - 2 Re % (3.7a) 
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ffyy = Re Zj + y Im Zj - y Im \\' 
= - y Re Zj' + y Re ïT + Im 
In the shearing mode (Mode II) where 
Rossmanith [62], and Cottron and Lagarde 
showed that from Eqs. (3.6a and 3.6b) 
(Tyy = Re ( 2 $' + z* $ + V ). 
This leads to choosing 
Y" = - (2§' + z $") 
and 
$' = Zjj/2i 
where 
i =/(-!); 
Zj and Zjj are Westergaard functions. 
The last solution gives the following expressions for the stress field 
in Mode II 
= 2 Im Z__ + y Re Z__' (3.8a) 
Pyy = - y Re Zjj (3.8b) 
"Scy == ^11 - y In (3.8c) 
Though the solution satisfies the stress free condition on the crack 
surface, it was shown by [64] that Mode II, as described earlier, is a 
considerably simplified form of Eqs. (3.6a and 3.6b). Thus, we can 
conclude that this specialized form of Mode II is not general enough to 
(3.7b) 
n (3.7c) 
ffyy = 0 on y = 0, Wang [27], 
[63] following Sanford's steps, 
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deal with cracks interacting with boundaries or other cracks. 
In the zone very close to a crack tip, Modes I and II solutions 
were shown by [63] to yield Irwin's singular solution when higher orders 
terms are neglected. This conclusion makes the solution valid in the 
region very close to the crack tip. For very weak interactions, the 
solution could yield correct fracture parameters. 
A mixed mods, generalized Westergaard solution can be obtained by 
superimposing the previous two solution where 
T A. 
^ n = 0, 1, .., N1 (3.9a) 
 ^ (n-1/2) 
Bm 
. I 
(m-1/2) 
Zjj = ^ m = 0, 1, .., N2 (3.9b) 
n = 2 cpZf p = 0, 1, .., Ml (3.9c) 
For an internal crack in a finite plate, Kobayashi, Cherepy, and 
Kinsel [65] applied the complex variable methods developed by 
Muskhelishvili [51]. For a straight crack with stress free boundaries 
located along the x-axis and tips at x = a and -b as in Figure 3.5, the 
stresses are expressed by two complex functions $(z) and T(z) as 
Ojjjj + ffyy = 2 [§(z) + $*(z)] 
Oyy - ffjjj + 2i = 2 [(z*-z)3"- # + Slz)] 
where 
Fi(z) 
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F.(z) 
S(z) = 1/n+ Fg(z); 
[(z-a)(z+b)]i'^  
N1 „ N2 
Fi(z)= 2 A Z" +iZ B„ Z"; 
1 1 n 1 n 
Ml n M2 
FgCz): Z Z" +iZ Z"; 
i=/(-l). 
Vooren [66], examining the previous solution, found that for the crack 
surface to be free. The F g and functions must be chosen such that 
F^ iz) = - FgCz). 
This last conclusion was partially evident in Kobayashi's results [65]. 
The numerical results showed the coefficients of both Fg and Fg are 
equal within numerical accuracy limits. The lack of the negative in 
these results made Vooren suspicious. He concluded that it may have 
been a programming error. 
The solution modified by Vooren was later used by Wilson [67] ^to 
study a central crack in a uniaxial tensile specimen. For the crack tip 
at z = a, the stress intensity factors are given by 
K- - i = 2 /2n Lim /(z-a) §(z) 
z-)a 
and for the tip at z = - b 
K_ - i K-_ = 2 /2îi Lim /(z+b) §(z). 
 ^ z-H-b) 
The equations by Wilson require the solution of a set of complex 
equations and precise measurements of all constants to attain the 
correct values for K^. and This problem can be overcome. Without 
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xy 
•xx 
Figure 3.5» Internal crack coordinate system 
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loss of generality, the coordinate system can be moved to the crack tip 
of interest. In this case, the complex functions #(z) and 2(z) are 
reduced to 
yr 70-1/2 
$(z) = —^  + Z Cg Z" 
/(2a)/(l+z/2a) 
ZC. 
Q(z) = - Z C, ^  Z* 
•/(2a)/(l+z/2a) 
where C- _ = A_ + i 13 and C„ „ = C +i D„. 1 y 1% H XI 6 y n n n 
In this expression, for tip at z = 0, the stress intensity factors are 
KI - i M = 2/2JI (AQ + i BQ), 
which require determining accurately to one single complex constant. 
In its present form, the solution satisfies the exact boundary 
conditions at the crack surface. For a more practical solution, the 
denominator can be expanded to yield a simpler form which is general, 
but requires satisfying the boundary conditions on the surface of the 
crack in the solution. The expanded form given by Barton and Morozov 
[68] is 
$(z) = + E Cg „ Z" 
2(z) = EC, ^  - E Cg a Z" 
or as used in this research 
9(z) = ^ _n2-l/2 
+ Z-'  iî \2 <3.10) 
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2(z) = 2^^-1/2  ^ 1/2 
- =:.! °.2 ^  
where nl =0, 1, 2,..,N1 
n2 =0, 1, 2,..,N2 
ml =0, 1, 2,..,Ml 
m2 =0, 1, 2,..,M2 
0. Boundary Collocation Method 
In this dissertation, a semi-analytical approach is used. The 
solution is based, in part, on boundary collocations and, in part, on 
half fringe photoelasticity [43]. As a crack approaches a stress free 
boundary, the normal stress and shear stress have to satisfy the 
equations 
'nm = 0 (3-12) 
— _ r> /o 10N = u. 
To define the state of stress uniquely, the loading condition is 
introduced through the normal stress in the direction tangent to the 
boundary. This stress.is directly related to the maximum shear at the 
point and for a tension specimen is given by 
*^ tt " ^  \ax' (3.U) 
The shear stress, is, in turn, related to the fringe order at the 
point through the opto-elastic law 
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max 
N Fff 
2 h 
(3.15) 
where 
N is the fringe order; 
F<r is the material fringe constant; 
h is the model thickness. 
Combine Eqs. (3.14) and (3.15) to get 
N Fa 
t^t = (3.16) 
For the boundary point, the stresses can be expressed as 
= o cos^(v) + a sin^(v) + 2 t sin(v) cos(v) (3.17a) im XX yy xy 
\t - -<*xx - "yy) + V (3.17b) 
t^t = Oxx + ffyy cos^ (\;) - (o^^ - cos(2v) (3.17c) 
\} is the angle between the outward-normal to the boundary and 
the positive x-axis of the crack. 
For KO points on the boundary, we need to solve the following 
linear system of equation 
1 r.l4 
km] 
.23 
km2 
"'''km:! 
01 Q9 Q9 9/ 
] [A-L [A kn2^ kml] 
[Am] 
[Bn2] 
[Cml] 
^ [°m2] 
[0] 
[0] 
L 1^%] 
F 
h 
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Afli, 8^2» 0^2 are column arrays containing the real 
coefficients of the series expansions (Eqs. 3.10 and 3.11); 
is a column array of fringe values at the boundary points in 
consecutive order as collected; 
k is the number of points collected at the boundary; 
ij superscript; i refer to Eqs. 3.17 a,b and c in order, j 
refer to coefficients of B^2» ^ml m^2 order 
The calculation of stress intensity factors is reduced to the 
solution of an overdeterministic linear system of equations. The stress 
intensity factors are directly related to the coefficients of the 
generalized equations. The stress factors are given by 
KI = 2/(2n) AQ 
KII = -2/(2n) Bq 
'"Ox = " ^ Cg. 
This system of equations can be put into matrix form as 
iAmatj[xj = [Bmatj. 
Using the least squares method to this overdeterministic system of 
equations, we can reduce it to 
[Amat]^ [Amat] [x] = [Amat]^ [Braat] 
or 
[A] [X] = IB]. 
The last system equation is solved by using the Gauss elimination 
procedure to give all pertinent coefficients. 
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17. BgpgRTMBWTAT. TECHNIQUE 
A. Model Material 
PSM-1, the material used in this research, is a polycarbonate 
thermoplastic of excellent modeling qualities. It is an unusually tough 
and ductile polymer and is available commercially with good surface 
characteristic in large sheet sizes under the trade name Lexan in the 
United States [46]. The stress strain curve of this material resembles 
that of mild steel [69,70]. Its outstanding characteristic is a high 
photoelastic figure of merit Q (Q= E/F^ ), and a high sensitivity index S 
(S=Opi/Fp which relate to the maximum number of fringes, which can 
occur while the material still obeys the linear photo-optic law = 
9 
5000 Lb/in ). In addition, PSM-1 has little creep at room temperature 
and is relatively free of time-edge effects. 
Residual bifringence may be produced in the extrusion process of 
large sheets of this material. Annealing can remove the residual 
bifringence, but the process is laborious. Commercially annealed sheets 
are sold under the trade name PSM-1. Plastically introduced 
bifringence, in contrast, is permanent and can only be removed by 
diligently filing away the plastically deformed region. Since the 
material is thermoplastic, it can easily deform and flow from heat 
generated by a cutting tool during model manufacturing. 
To prevent softening, cutting and routing are done in a cooling 
bath of kerosene or water. When trying to produce narrow slits, side 
milling is impractical. Sawing, followed by careful hand filing, is 
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Table 4.1. Optical and mechanical properties 
of PSM-1. Dally and Riley [46] 
Property Value 
Time-edge effect 
Creep 
Machinability 
Modulus of elasticity E; 
Lb/in^  
MPa 
Poisson's ratio v 
Proportional limit 
Lb/in^  
MPa 
Stress fringe value F^; 
Lb/in 
KN/m 
Strain fringe value F^ ; 
in 
mm 
Figure of merit Q; 
1/in 
1/mm 
Sensitivity index S; 
1/in 
1/mm 
Very small 
Very small 
difficult 
360,000 
2480 
0.38 
5000 
34.5 
40.0 
7.0 
0.00015 
0.0038 
9000 
354 
125 
4.92 
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often required to produce satisfactory crack surfaces. Table 4.1 is a 
summary of PSM-1 material properties. 
B. Test Specimen 
Test models were fabricated from PSM-1. The models were 
rectangular plates, 2 inches wide and 10 inches long. The thickness of 
the sheet used to make the models was 0.13 inches. The crack was 
artificially introduced by cutting with a fine jewelry saw to produce a 
fine through thickness slit of 0.006 inches wide and 0.8 inches long. 
This slit simulates an internal crack of length 2a = 0.8 inches with a 
crack root radius of p = 0.003 inches. All necessary precautions, like 
cutting under a kerosene bath to prevent heating of the model, were 
taken. Figure 4.1 shows a typical model and Table 4.2 lists all models 
used in this research. 
G. Expêrimciital Procédure 
The model of Figure 4.1 is mounted in a loading frame with its 
edges perfectly aligned with the direction of applied forces. Once the 
model is aligned properly, it is eased into the circular polariscope 
table where a TV camera looks on. The lens aperture of the camera is 
then adjusted for the correct amount of light for no saturation 
(flooding) at either the black or white region of the model. It is 
focused to show the particular area of interest in the model. This area 
of interest is the edge boundary near the crack tip. It is aligned to 
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Table 4.2. Crack angle g vs d/a the shortest distance of tip from the 
boundary to the crack length. All Models are made of PSM-1, 
2" vide 10" long and .13" thick, a is .4" 
Model 3 (Deg. ) d/a 
A 30 .25 
B 30 .375 
C 30 .50 
D 30 .625 
E 30 .75 
F 30 1.00 
G 60 .25 
H . 90 .25 
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Figure 4.1. Model used and local coordinate system 
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be horizontally parallel to the center line of the screen and the crack 
tip is in the center. Once initial adjustment on the model and camera 
are completed, it is necessary to calibrate the system. 
D. Calibration of the EyCom System 
1. Internal self calibration 
The EyCom System circuitry requires some time to stablize after 
starting from cold. The operator needs to check if the system has 
reached a stable state by running a hardware routine called "SETUP." 
SETUP gives a number which indicates if the system is ready for image 
processing. Two other registers "Zero" and "Range" are controlled by 
Setup. Zero register references the light intensity to which a 
digitized Z-value of zero is assigned. Range, which has a value 0-63, 
gives the scale which the Z-value requires, such that Zmin to Zmax span 
256 gray levels. The program SETUP (Figure 4.2) asks the operater to 
cover the lens and it scans the video image plans once, while the camera 
lens is capped to establish the condition number. Second, we asked the 
program to adjust the zero register and range. SETUP prompts to move 
the cursor to the darkest spot on the screen and hit the back space key, 
<BS>. This establishes the minimum Z-value, Zmin. Last, the program 
prompts to move the cursor to the lightest spot in the image once and 
<BS> is hit for SETUP to establish the maximum Z-value Zmax. The 
internal calibration is repeated at the start of every new experiment to 
insure proper adjustment of the system. Starting from cold, the 
condition number indicates whether the system is ready for data 
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yes 
yes 
Is the Zero register and range 
satisfactory? 
Is the setup number 
satisfactory? 
Enable refresh picture and 
graphics. 
show the darkest point in the 
field, hit <BS>. Do the same 
for the brightest point. 
Close or cover the Camera lens. 
Hitting <BS>, displays the 
setup number. 
Figure 4.2. Block. Diagram of program SETUP 
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collection or more time is needed for the internal circuitry to 
stablize. The zero register and the range, on the other hand, establish 
the proper scale for the digitized output Z-value in the region of 
interest. 
2. External Calibration ^  Program CAT.?.A [72] 
External calibration of the EyeCom System is the second important 
step in the preparation for data collection. To understand the logic 
behind this step, it is necessary to reexamine the relationship between 
the light intensity, I, striking the camera image plane and the 
digitized, Z, output of the system. It is shown in the EyeCom II 
handbook [71] that 
Z = K I? (4.1) 
or on a log scale by 
Log Z = Log K + Y log I (4.2) 
where 
Z is the digitized output of each pixel; 
I is the light intensity striking the pixel; 
Y is the slope of the log-log response curve of the camera; 
K is proportionality constant. 
At maximum intensity, Imax, the digitized output Zmax is also 
related by 
Zmax = K l\iax (4.3) 
To eliminate the proportionality constant, we divide Eq. (4.1) by Eq. 
(4.3) which simplifies the relationship to 
Z/Zmax = (I/Imax)^  (4.4) 
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for dark field setup, 
1 = 1^  sin^ (nn) (4.5) 
where 
n is fringe order; 
is reference intensity. 
Substituting Eq. (4.5) into Eq. (4.4) and simplifying, we get 
2Y 
Z/Zmax = sin (nit) 
or in a log scale as 
log(Z/Zmax) = 2r log (sin(nJi)). (4.6) 
A plot of the previous equation of log (Z/Zmax) vs log(sin(n%) should 
yield a straight line which passes through the origin. In practice, it 
is observed that this line crosses the axis at some location other than 
the origin. This discrepancy is attributed to electrical and optical 
noise in the system and can be accounted for by the addition of a 
constant term log(B). The corrected form is 
To estimate fringe orders automatically, it is necessary to obtain 
the values for y, B, and Zmax. Program CAL2A [72], based on Eq. (4.7), 
is used to calibrate the EyaCom System. 
While the specimen is under no load condition, the fringe order, n, 
can be related, from the Tardy Eq. (3.3) to the analyzer angle, a, 
measured from crossed analyzer position. The fringe order is 
log(Z/Zmax) = 2r log(sin(nn) + log(B) (4.7) 
n = (l/n)arcsin[(Z/(B Zmax))^^^^]. (4.8) 
n = o/ii. 
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Sto 
Align polariscope to 0 deg. 
Align polariscope to 90 deg. 
Hit <A> average 16 frames. 
Output statistic and 
parameters in file ftnl0.dat. 
Fit collected data Y > B, 
Zmax, Zmin, r correlation 
factor. 
Align polariscope to 0 deg. 
Hit <A> and repeat for 9 
more angles to average 16 
frame for each case. 
.3. A block diagram of Program CAL2A 
44 
To obtain y> B, and Zraax, the program collects Z and n information 
about ten analyzer angles such as, for example 0, 9, 18, 27, 36, 45, 54, 
63, 72, 81, and 90 deg. A best fit using least squares method is 
applied to Eq. (4.7). A correlation factor to determine goodness of fit 
and percent error are also calculated for each data point. At the end 
of the analysis, CAL2A outputs its results to the screen and then stores 
it in file, ftnl0.dat, for later use. Figure 4.3 is a block diagram for 
CAL2A operation. 
E. Data Collection Method 
To collect data, the analyzer is set in the dark field position. 
Then, the model is subjected to a uniaxial tensile force. The applied 
load is kept low enough so that the fringe order does not exceed 
one-half fringe order at the boundary where data collection is 
performed. 
1^ . Data collection by program GBDAT 
Program GBDAT (Figure 4.4) is the main data collection routine. It 
was written for this research. At the beginning, the program asks the 
operater if a new image is to be digitized and stored in the refresh 
memory. The operater may proceed by taking a new image or work with a 
previously stored one. The image stored is the average of 16 
sequentially-collected frames to eliminate the time varying random 
electronic or optical noise. The 16 frame averaging is used in all 
cases reported herein to perform the complete image aquisition on the 
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I Start 1 
Read calibration from file 
ftnl0.dat. 
yes 
yes 
Input the na 
output file. 
Calculate scaling factor. 
Write output file. 
Estimate g , v and d. 
Locate boundary edge. 
Do you want to 
retake picture? 
Do yo want to 
take a new picture? 
Grap the average of 16 
frames. 
Calculate screen crack tip 
and direction coordinates. 
TRCOR 
Write heading for 
the output file. 
HEADER 
Collect data from 
straight line. Smooth 
, plot, and pick 
randomly N points. 
GSLIND 
Figure 4.4. Block diagram of program GBDAT 
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EyeCom System. For point-by-point collection, any number of averaging 
can be used to eliminate noise of random character. Operating on the 
stored image removes problems related to load relaxation, temperature 
changes, and drifting in the electronics from affecting data collection. 
The stored image is further immune from creep that may be present in 
some model materials. 
This was not a problem with PSM-1, our model material, under the 
low loads used here and at room temperature. 
On the live image, the operator inserts a grid or ruler to 
establish a geometric scaling factor. Correct picture-to-model 
dimensions are calculated by moving the cursor to one point on the scale 
and hitting the backspace key <BS> on the terminal. The procedure is 
then repeated for another point, after which the true distance between 
the two points is entered from the terminal. The program then 
calculates the scaling factor to be used later. 
The normal procedure was to "grab" the image from the live model, 
i.e., take the 16 frame average, and store it in memory. Subsequent 
analysis was then preformed on the stored image. 
To locate precisely the edge of the model where data collection is 
intended, GBDAT displays the stored image. The operator then moves the 
cursor to one side of the edge and hits <BS>, moves the cursor to the 
other side of the boundary edge and does the same. The program, GBDAT, 
then collects and plots light intensity across the boundary and along 
the line formed by these two points. The plot (Figure 4.5) shows a a 
line crossing the boundary where the light intensities are collected. 
The light intensities are plotted, relative to a horizontal base line. 
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Figure 4.5. A Light intensity plot across the boundary edge to 
recognize one point exactly on the boundary line. The 
line crossing the edge is where intensity is collected 
while the horizontal line is an arbitrary base line for 
the plot. 
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The sudden jump in light intensity marks the point where the inclined 
line crosses the edge. The sudden jump is caused by the sudden change 
in transmittability of light from air to the PSM-1 material. The point 
is determined by moving the cursor to the point on the plot where the 
jump occurred and hitting <BS>. GBDAT then calculates the correct 
coordinate of the point and shows it on the boundary for confirmation. 
If the confirmation, for some reason, is not satisfactory the 
calculation can be repeated for this point. A second point is needed to 
define a straight boundary, which can be found by repeating the previous 
step. 
The crack tip coordinate (Figure 4.1) is established by calculating 
two points on the crack line. The cursor is moved to the first point, 
the crack tip, and the <BS> key is hit. This retrieves the screen 
coordinates of the crack tip (IXT,IYT). In a similar manner, the screen 
coordinates of a second point (IXD,IYD) are obtained. The second point 
is chosen on the negative x-axis of the crack. From the coordinates of 
the previous two points, GBDAT calculates the cosine ratios needed to 
convert screen coordinates to local crack tip coordinates. From the 
coordinates of the two points on the boundary edge and the coordinates 
of the two points on the crack line, the crack angle g, with respect to 
the loading direction, the shortest distance to boundary, is then 
calculated by program GBDAT. 
Program GBDAT opens and reads the calibration data from file 
ftnl0.dat generated by CAL2A. The data are used to convert light 
intensity to fringe orders automatically in HFP setup. 
To collect data from the boundary, the experimenter places the 
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Figure 4.6. Light intensity plot a long a line from which 
data are collected after smoothed 
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cursor at the first point next to the boundary and hits <BS>. He then 
points to the second point next to the boundary and hits <BS> again. 
The program requests the number of points to be collected (less than 70) 
and the choice for sign of the fringe orders. The intensity along the 
defined line is collected by GBDAT. Then, GBDAT makes a call to the 
IMLIB library where the subroutine SMOOTH is resident [72]. SMOOTH 
preforms a sliding average operation which smooths the collected light 
intensities. The smoothing removes any sharp spikes in the plot which 
could be present due to scratches or residual stresses. The points of 
data are chosen randomly from this line and their screen coordinates are 
stored. 
After data from the boundary are collected, GBDAT transforms .the 
data screen coordinates to the crack tip coordinates and scales them to 
the proper dimensions. 
Finally, GBDAT asks for heading information about the experiment 
and the name of the output file. It records the date and time of the 
experiment, and generates an output file for this run. The experimenter 
then either starts another collection cycle or the program terminates. 
2. Data Collection ^  Program RECSCA [73] 
Program RECSCA is used to collect both the light intensity and the 
screen coordinates of a rectangular grid. The grid can be as large as 
50x50 grid points and the light intensity is averaged over a minimum 3x3 
pixels. The light intensities (or fringe orders) collected by this 
routine can be plotted by the program SIMCON. The contour plot produced 
by SIMCON can serve as a reference of the actual fringe pattern to which 
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back plots of calculated fringe values are compared. This allows 
confirmation of the results from the boundary collocation method of 
extracting and from data collected only along the boundaries. By 
comparing the resultant back plot of the equivalent maximum shsar stress 
field (fringe field) with actual fringes in the interior region where 
data were not collected, the correction of the experimentally determined 
SIFs can be checked. The coordinates of the grid points and their light 
intensities are stored in a data file, which can be accessed later by 
other subroutines for further analysis. RECSCA is also capable of 
converting light intensities to fringe orders. To convert light 
intensities to fringe orders, the calibration data in file ftnl0.dat are 
read by RECSCA and a second file containing the screen coordinates and 
fringe values are stored. Figure 4.7 is a block diagram showing the 
RECSCA data collection procedure. 
F. Stress Intensity Factors Calculation by Program SIFBBC 
Based on the boundary collection scheme and the generalized 
solution for an interior crack, SIFBBC (Figure 4.8) calculates the 
stress intensity factors for a mixed mode problem. The number of 
coefficients are variable and only limited by the computer memory. The 
program is user friendly and prompts the user with the questions to 
answer. To start calculation, we enter the number of terms in the 
series expansion of Eqs. (3.10) and (3.11). The number of terms were 
kept the same for both series. Then, SIFBBC asks for the name of the 
data file generated by GBDAT which contains the boundary points. After 
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Move cursor to the upper corner 
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Figure 4.7. Data collection by RECSCA program 
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Figure 4.8. Block diagram of SIFBBC program 
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the program finishes calculation of the series coefficients, we direct 
the program to print the stress intensity factors, print all 
coefficients and/or output a file of the coefficient calculated by 
answering yes or no to the proper questions, and giving name to the 
output data file. 
After one calculation, another calculation for a different number 
of terms or for new data files can be repeated as many times as 
necessary to obtain a good back plot. To determine the best number of 
coefficients which represents a particular experiment, it is necessary 
to back plot the results obtained by the SIFBCC program 
G. Back Plot Fringe Data Generation by Program CMFR 
The fringe orders are calculated by the CMFR (Figure 4.9) routine. 
To calculate fringes, the CMFR program reads the material properties, 
the crack tip coordinates, and the direction of the crack from the data 
files generated by GBDAT routine. The program also reads two other 
files, the data file generated by RECSCA which contains the screen 
coordinates for the interior points, and the data file generated by 
SIFBBC which contains the coefficients for the series expansion of the 
stress functions used in the solution. For each point of the grid 
generated by RECSCA, the program converts the screen coordinates to the 
crack tip coordinates and then estimates the fringe order at this point. 
After the fringe orders are calculated for all data points, the program 
outputs a data file of screen coordinates and fringe orders of these 
points for a plotting subroutine. 
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H. Back Plot Generation by Program SIMCON [73] 
The program SIMCON uses interpolation schemes.to generate a contour 
plot for any function, as long as the values of the function and the 
screen coordinates of the grid points are given. To verify the 
solution, two data files are plotted by this program. The data file 
generated by RECSCA contains either the actual intensities or the 
equivalent fringe orders. Plotting the fringe file provides the 
reference of isochromatic fringes to which we compare back plots in the 
interior region. SIMCON is then used to back plot the data files 
created by the program CMFR and contains the calculated fringe orders at 
the grid points created by program RECSCA. A back plot can be overlaid 
over the actual isochromatic fringes on the screen while doing the 
initial analysis. Later, we compared the back plot to the contour plot. 
If the calculated fringes did not match the shape and direction of the 
actual fringes, results were rejected on the basis of the back plot. If 
generating a satisfactory plot was not achieved, the values for the 
stress intensity factors were taken as the solution converged to a value 
changed little for different combination of terms. The absolute average 
error and standard of deviation of error between the fringe orders 
estimated and the actual ones collected at the boundary was minimum. 
The number of terms which gave the smallest mean error and smallest 
standard of deviation was considered the best fit. The data of the best 
fit were then plotted. 
The back plot can be overlaid on the screen over the bit map 
picture or later as a second means of verification. The bit map, a 
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Figure 4.9. Block Diagram of CMFR Program 
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hardware function of the EyeCom System, automatically generates a 
picture where all pixels with the third least significant bit (LSB) set 
are turned on (white) and all pixels with the third LSB not set are 
turned off (black). The bit map is, thus, em intensity contour plot of 
equal intensity steps. The bit map has the effect of replacing a 
picture with 256 levels of gray to 64 levels. 
In addition to comparing plots, a boundary element program [74] was 
run. The boundary element method 'BEM' results are compared with our 
method and the results are plotted. 
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V. RESULTS AND DISCUSSIONS 
The method of boundary collocation described earlier in section 
(III.D) combined with half fringe photoelasticity were administered to 
eight models listed in Table 4.2. The models were all made of PSM-1, 
2.0 inches wide, 10.0 inches long, and .13 inches thick and have cracks 
of length (2a=.8 inches). Figures 5.1 and 5.2 show the contour map and 
the best back plot generated for the model's H and C. The other models 
show weak back plot match. Since we are comparing back plots of 
isochromatic loops in the far field, this requires accurate 
determination of the higher order nonsingular terms. The higher order 
terms did not seem to converge in general. On the other hand, the lower 
order terms converged more easily, which explains the good agreement 
with boundary element method results despite the lack of confirmation 
from the back plot in most cases. The stress intensity factors for 
Modes I and II are compared for different terms of the series expansion 
with BEM= The results for the two models are shown in Figures 5.3 and 
5.4. Table 5.1 is a numerical comparison between boundary collocation 
(Exp.) and the best results with boundary element method (BEM). The 
experimental results shown in Table 5.1 are the nondimensional values 
for Kj and The values are nondimensionalized with respect to KQ 
(o/iia). For d/a < .4, only one term was included from the first series. 
The second series order were increased to obtain the minimum absolute 
error and the smallest standard of deviation. For d/a > .4, the 
imaginary part of the second series were ignored. The first three 
coefficients were increased to obtain the smallest error. For d/a > .4, 
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.1525 
a) contour map for model h 
b) back plot for model h 
Figure 5.1. a contour map and a back plot for model h 
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a) contour map for model c 
Figure 5.2. 
b) back plot for model c 
a contour map and a back plot for model C 
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Table 5.1. Nondimensional stress intensity factors for the eight 
models. jj/KO where KO = o/(iia); a far field stress 
and a the crack length. For model H, Isida K^/K0=1.738 
D/A Kj-BEM Kj-EXP % Kjj-BEM Kjj-EXP % Model Deg. 
.250 .284 .354 24.6 .619 .449 27.5 A 30 
.375 .291 .238 18.2 .579 .609 5.2 B 30 
.500 .289 .275 4.8 .553 .497 10.1 C 30 
.625 .288 .324 12.5 .533 .633 18.8 D 30 
.750 .287 .275 4.2 .518 .497 4.1 E 30 
1.000 .287 .332 15.7 .497 .392 21.1 F 30 
.25 1.229 1.182 3.82 .649 .545 16. G 60 
.250 1.643 1.756 6.9 .001 .07 H 90 
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9 terms (A0...A2, B0...B2, C0...C2) seems sufficient to give good 
results. 
The two methods are in good agreement for (4%-13%) for .4 < d/a 
< 1.0 and an angle g of 30 degree. For there is lack of agreement 
(10-21%) for the same range and for g of 30 degree. For g equal to 90 
degrees, the model is in pure Mode I. For Mode I, Isida's [75] 
analytical results for this model give KJ./KQ= 1.738, which is 1% lower 
than the boundary collocation results and 5.5% higher than the BEM 
method. The estimated for model H (90 degrees) agrees very well with 
the analytic results (1%) as well with the BEM (7%). The back plot for 
this model also shows a good match with the contour map. Because of 
symmetry in model H, most of the higher order terms do not affect the 
solution, this led to faster convergence of the solution. 
In general, it was found that if we allowed the minimum fringe 
order to enter into the solution (more than .05 for model B), this 
tended to give a better convergence and to increase the number of terms 
for which the solution converged (17 terms for B). This imposed 
conditions on the fringe order collected from the boundary produced one 
order of magnitude less in the average absolute error and standard 
deviation and seemed to improve the results. This observation indicates 
numerical instability, due to severe approximations in the Gaussian 
elimination procedure used. This problem may be overcome by using 
double precision or weighing the terms to produce a more stable matrix 
to permit more accurate estimation of the higher order terms. 
The boundary collocation has demonstrated reasonably to estimate 
the fracture parameters, and in the range .4 < d/a < 1.0. For 
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d/a > 1.0, the stress field is hardly influenced by the presence of the 
crack that estimating the fracture parameters, Kj and is not 
possible. For d/a < .4 where strong interaction should be present, the 
method fails to estimate these parameters. One way to improve the 
results in the region d/a < .4 may be through forcing the boundary 
conditions along the crack surfaces. The boundary conditions at the 
crack surfaces can be enforced either by applying the boundary 
conditions on finite number of points on the crack surfaces or using the 
unexpended form which enforces the boundary conditions at the crack 
surfaces exactly. When the unexpanded form is used, it shows better 
results for d/a < .4 for the models listed in Table 4.2 earlier. 
Â. Effects of Crack Tip Distance to Boundary- on the SIFs 
The crack tip distance from the boundary has significant influence 
on the values of and Figure 5.5 presents the stress intensity 
factors for the six models for a constant g of 30 degrees and different 
(d/a) dimension of the ligament, i.e., of the distance from the crack 
tip to the boundary. The results indicate strong interactions when the 
ratio (d/a) (crack tip distance to crack length ratio) is smaller than 
.4. The results show a trend of increasing SIFs as the ratio (d/a) is 
decreased for Mode II, while for Mode I the values change little. This 
conclusion is in agreement with the numerical results obtained by the 
boundary element method (BEM), which predicts almost a constant value 
for Ky and increasing value for as the ratio (d/a) is decreased. 
BEM predicts little change in the value of in the range .25 < 
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Figure 5.5. SIFs vs d/a ratio. KQ = e /Da 
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d/a < 1.0 while continues a moderate increase as d/a changes from 
1.0 to .25. Mode I, Isida's analytical results [75], shows an 
increasing trend with decreasing (d/a). While the results for the Mode 
I case agree very well with the analytical solution of Isida, only the 
BEM method was available to compare to a mixed mode problem and for 
eccentrically-loaded crack. For a mixed mode of a symmetrical crack, 
Wilson's [67] results show increasing values for both and as d/a 
decreases. For mode II there is week indication that the boundary 
collocation results fellow similar trends. On the other hand, mode I 
results indicates no definite increase in the range studied for d/a 
(.25, 1.0). 
B. Effects of Crack Angle on the SIFs 
Figure 5.6 shows that the mixed mode stress intensity factors 
depend on the crack angle g. From the graph, it is apparent that the 
Mode II stress intensity factor decreases vith increasing g» while Mode 
I stress intensity factor, K^, increases with increasing g. The results 
of 3 = 90 degree (Figure 5.4) is in excellent agreement with that of 
Isida [75]. As g increases, the model approaches Mode I and Kj is 
expected to increase. The opposite is also true, as g decreases, 
increases. The boundary collocation method behave well in that it 
correctly accounts for the dependence of the SIFs on g. The literature 
is void of results to compare for mixed mode problems for eccentrically 
loaded cracks. We are limited to comparing our results to the BEM 
method. The results presented in (Figure 5.5) show an agreement for 
68 
Nondimensional Stress Intensity Factors 
Mode I & II 
2 . 0  BEM 
1 . 0  
II 
0 . 0  
30 90 60 
Crack angle 3 deg. 
Figure 5.6. SIFs vs crack angle. Kg = o Vlia. 
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ratios (d/a) .25-1.0. 
The boundary collocation method used in this research demonstrated 
its ability to handle moderate boundary interactions. 
For Mode I and 0.4<d/a<1.0, the result are in good agreement with 
the boundary element method (BEM) numerical solution [74] (within 
4%-13%). For Mode II, there is less agreement (5%-21%) with the BEM 
method. It is in excellent agreement with Isida [75] (within 2%) for 
pure Mode I. Since BEM was the only numerical method available to us, 
the only other check we had was back plotting. Figures 5.1 and 5.2 show 
that we can not confirm, from back plotting, if our results are 
acceptable. For the back plot to be acceptable (to have perfect match), 
we need to estimate all the terms entering the back plot very 
accurately. On the other hand, only the singular terms need to converge 
accurately to determine the fracture parameters. Similarly, the back 
plots were not acceptable for the other models, even when the results, 
Kj and were in agreement with the numerical results. 
It was not possible to determine the best results from back 
plotting. The best results were obtained from the smallest combination 
of terms where if one series order is increased, there is little change 
in the value of and 
The results, though very weak for K^, show increasing trend for the 
SIFs with decreasing (d/a) ratio. Mode I is in agreement with the 
results of Kobayashi et al. [65] for a central crack in Mode I and 
Srawley et al. [58] results for an edge crack in Mode I. Sravley et al. 
confirmed their results by experimentally measuring the compliance in an 
edge cracked specimen. These results agreed that for d/a < .4, there 
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was increase in the value of as the crack approaches the boundary 
(Figure 5.5). The change in K, and presented by the boundary 
collocation method are in line with previous works and BEM. The BEM 
used to compare our results was based on Erdogan's [76] equations for 
point force in an infinite plate which was adopted for finite plates 
problems. 
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VI. CONCLUSIONS 
The boundary collocation method used in this research is easy to 
apply. Combined with an image analysis system, the task of specifying 
the location of boundary points is simple. The method is applicable 
when the state of stress can be fully described at the boundary points 
and the stress gradient is small. In these cases, the boundary 
collocation converges very quickly. It is a smaller system of linear 
equations, which can be solved on a small computer. Since most 
numerical methods are massive mathematical models which require, in 
general, mainframe computers are expensive to solve. A complex geometry 
poses no serious problem to boundary collocation. Yet, for numerical 
methods, this could become a formidable task. The local collocation of 
a few points on the boundary can accurately predict the value of the 
stress intensity factors. It is necessary to determine all the 
coefficients to allow generation of good back plots. 
The ability of comparing back plots to an actual fringe field gives 
a more definite means of verifying the solution yet we were not able to 
do so. 
Combining half fringe photoelasticity and an image analysis system 
makes data collection fast, easy and very accurate permitting usage of 
very small loads and the possibility of using modeling materials of 
lower bifringence constants. The image analysis system, allows 
collecting data from a boundary more accurately than it was possible at 
any time before. 
Finally, it is possible to apply this method to a larger class of 
boundary shapes and to cracks interacting with other cracks as well. 
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