Abstract
Introduction
Dynamic events can form a powerful cue for analysis of video information, including event-based video indexing, browsing, clustering, and segmentation. Analysis of events [25, 2, 10, 15, 14, 7, 17 , 111 has primarily focused on the recognition of sets of predefined events or actions, or assumed restricted imaging environments. For example, the work of [ 101 models and recognizes articulated motions, [2] treats facial expressions, and the approaches of [ 171, [5] and [ 1 I] are designed to detect periodic activities. These methods propose elegant approaches for capturing the important characteristics of these eventdactions by specialized parametric models with a small number of parameters. These parametric models usually give rise to high-quality recognition of the studied actions. The construction of these parametric models is usually done via an extensive learning phase, where many examples of each studied action are provided (often manually segmented and/or manually aligned).
However, real-world applications are unlikely to be restricted only to recognition of pre-studied carefully modeled events. When dealing with general video data (e.g., movies), often there is no prior knowledge about the types of events in the video sequence, their temporal and spatial extent, or their nature (periodichon-periodic). A desired application might be for the user who is viewing a movie (e.g., a sports movie), to point out an interesting video segment which contains an event of interest (e.g., a short clip which shows a tennis serve), and request the "system" to fast-forward to the next clip (or find all clips) where a "similar" event occurs. We refer to this as event-based video indexing (or "Intelligent Fast-Forward"). Such applications require developing a notion of event-based similarity which is based on a less-specialized (and less restrictive) approach to event modeling.
We regard an event as a stochastic temporal process, where local features at multiple temporal scales are taken as samples of the stochastic process, and are used to construct an empirical distribution associated with this event. The distance between empirical distributions provides a simple statistical distance measure between video sequences (possibly of different lengths) based on their behavioral content. This measure is non-parametric and can thus handle a wide range of dynamic events. This measure may not be optimal for a specific action, but allows for general event-based analysis of video information containing unknown event types.
Having an event-based distance measure between sequences, we can use it for isolating and clustering events within long continuous video sequences. This is done without prior knowledge of the types of events, their models, or their temporal extent. An outcome of such a clustering process is a temporal segmentation of a long video sequence into event-consistent sub-sequences, and their grouping into event-consistent clusters. This is different from the standard temporal segmentation into "scenes" or "shots" (e.g., [13, 26, 19, 12] ), which is based on scene-cut or shot-cut detection. Unlike [le] , our approach provides temporal segmentation into rich non-atomic actions and events.
While our event-based distance measure is inferior in accuracy to the more specialized (but more restricted) parametric models (e.g., [25, 2, lo]), it can be refined with the gradual increase in knowledge about the underlying data. This gives rise to a stratified approach to event-based detection and indexing: When only one short example clip of the event-of-interest is available, the simple and crude measure can be used for event-based indexing and detection. However, when multiple example clips of the same event are available (either as a result of the clustering process, or pointed-out manually), these can be used to refine our event representation, the associated distance measure, and the quality of the detection and clustering process.
What is an Event?
Events are long-term temporal objects, which usually extend over tens or hundreds of frames. Polana and Nelson [ 171 separated the class of temporal events into three groups and suggested separate approaches for modeling and recognizing each: (i) temporal textures which are of indefinite spatial and temporal extent (e.g., flowing water), see [16] , (ii) activities which are temporally periodic but spatially restricted (e.g., a person walking), see [17] , and (iii) motion events which are isolated events that do not repeat either in space or in time (e.g., smiling). In this paper we refer to temporal events as all of the above, and would like to treat all of them within a single framework.
Temporal objects (events) and spatial objects bare many similarities as well as differences. Spatial objects are usually characterized by multiple spatial scales [8, 3, 20] . Similarly, temporal objects (events) are characterized by multiple temporal scales. For example, in a sequence of a walking person, the high temporal resolutions will capture the motion of the arms and legs, whereas the low temporal resolutions will mostly capture the gross movement of the entire body. However, there is a major difference between spatial and temporal objects. Due to the perspective nature of the projection in the spatial dimension, a spatial object may appear at different spatial scales in different images (e.g.. depending on whether it is imaged from far or near). In contrast, a temporal event is always characterized by the same temporal scales in all sequences. This is due to the "orthographic" nature of the projection along the temporal dimension (which is simply the temporal sampling at constant frame rate). For example, a single step of a walking person, viewed by two different video cameras of the same frame rate, will extend over the same number of frames in both sequences, regardless of the internal or external camera parameters. Hence, the same event will be captured at the same temporal scales in different sequences, even when viewed from different distances, different viewing positions, or at different zooms. This observation has motivated us to represent and analyze events by performing measurements and comparing them at corresponding temporal scales across different sequences.
An Event-Based Distance Measure
Based on the above observations, local features at multiple temporal scales of the video sequence are taken as samples of a stochastic temporal process (the event), and are used to construct an empirical distribution associated with this event at each temporal scale. W O events are considered similar if they could have been generated by the same stochastic process, i.e., if their empirical distributions at corresponding temporal scales are similar.
For obtaining features at multiple tempor4 scales we first construct a temporal pyramid of the entire video sequence by blurring and sub-sampling the sequence along the temporal direction only. The temporal pyramid of a sequence S is thus a pyramid of sequences S1(= S), S2, . . . SL, where the image frames in all the sequences are of the same size, and each sequence S' has half the number of frames of the higher resolution sequence S'-l. We usually use 3 or 4 temporal scales (i.e., ~= 3 or 4). For each sequence S' in the temporal pyramid, we estimate the local intensity gradient (SL , Sb, S!) at each spacetime point (z,g,t) . The gradient is normal to the local spatio-temporal surface generated by the event in the spacetime sequence volume (at temporal resolution I). The gradient direction captures the local surface orientation which depends mostly on the local behavioral properties of the moving object, while its magnitude depends primarily on the local photometric properties of the moving objects and is affected by its spatial appearance (e.g., color and texture of clothes). To preserve the orientiltion (behavioral) information alone and eliminate as much of the photometric component as possible (the magnitude), we normalize the spatio-temporal gradients to be of length 1. TO be invariant to negated contrasts between foreground and background (e.g., a person wearing darWlight clothes against a lighvdark background) and to the direction of action (e.g., walking right-to-left or left-to-right), we further take the absolute value of the normalized space-time gradients. Our local saace-time feature measurements are therefore:
We associate with each. event a set of 3L empirical distributions {It;} for each feature component (IC = z,y, t) at each temporal scale ( I = 1, . . . L ) . These empirical distributions capture the statistics of the spatio-temporal shape generated by the event.
Unlike [4] , which measures motion features at multiple spatial scales, our measurements are performed at multiple temporal scales. We therefore capture temporal textured 'Although [17, 231 used the term "temporal textures", in fact they did II-124 as opposed to "moving spatial textures" which are captured by [4] : Spatio-temporal textures have been used by [ 11 for video synthesis. While in video synthesis it is important to preserve both the spatial and the temporal properties of the texture (in order to generate a long realistic looking sequence from a short clip), in event recognition and detection we do not want to be sensitive to the spatial texture, only to the temporal texture properties. Insensitivity to spatial texture is necessary in order to detect different people wearing different clothes as performing the same dynamic operations. Our normalized spatio-temporal features (unlike those of [ 11) are relatively insensitive to the changes in spatial properties of the acting person or of the background.
To illustrate this, Fig.1 To measure a distance between two sequences we measure the distances between corresponding empirical distributions of all feature components at all temporal scales using x2 divergence, and add these to obtain a single (squared) distance measure between the two sequences:
where the empirical distribution of measurements NA is represented by a discrete smoothed histogram hk whose integral is normalized to 1. Histogram smoothing decreases the sensitivity of the x2 test to small local miss-matches between the histograms. The normalization of the integral to 1 gives rise to similar histograms for sequences displaying the same event even when they are of different temporal lengths or of different spatial sizes. In general, enforcing joint occurrence of features at multiple temporal scales should provide a better distance measure than Eq.(2). However, this requires the use of multidimensional histograms (e.g., [20] ). These are computationally intensive and memory-consuming (e.g., for k = 3, L = 4, and assuming 256 bins for each histogram dimension, the size of the mutli-dimensional histogram is 25612). Instead we use single-dimensional histograms and require the joint occurrence of feature distributions at multiple temporal scales. The use of single-dimensional histograms renot measure texture properties at multiple temporal scales. duces the data size to 12.256, which is easy to manage and computationally fast. , Fig. 2 shows the effectiveness of the distance measure of Eq. (2) for event detection and indexing based on a single example clip. A short example clip (showing a basketball player throwing the ball at the basket) was compared against a sliding window continuously shifted across a long video sequence. The long sequence includes actions like dribbling, dunking, etc. Low values indicate temporal regions in the long sequence with high similarity to the example clip. The blue bars on the time axis mark the (groundtruth) video segments in which the player threw the ball at the basket.
Our simplistic (but general) event-based representation and distance measure are probably inferior in accuracy to the more sophisticated (but more restricted) parametric approaches (e.g., [25, 2, lo] ). However, they can handle a wide range of unknown events and actions. In Section 5 we discuss how an improved representation and distance measure can be obtained with the gradual increase of information about the underlying data.
Event-Based Clustering
Having an event-based distance measure between sequences, we can use it for isolating and clustering events within long continuous video sequences. This is done without prior knowledge of the types of events, their models, or their temporal extent. An outcome of such a clustering process is a temporal segmentation of a long video sequence into event-consistent sub-sequences, and their grouping into event-consistent clusters.
We use a sliding temporal window to compare every sub-sequence of length T to all other sub-sequences of the same length within a long video sequence. We construct an affinity (similarity) matrix M whose entries are
where Dij is the distance between sub-sequence i and sub-sequence j computed using Eq. (2), and D is a constant scale factor used for stretching values (see [24] for more details). We then use the normalized-cut approach of [24] (which builds on top of [22] ), to cluster the data. The initial clustering is then refined by re-classifying all sub-sequences using cluster representatives (see Section 5). Figure 3 displays the results of applying the above clustering method to a several-minutes long (approx. 6000 frames) video sequence recorded outdoors by a stationary video camera (see Fig. 3 .a -3.0. We used a temporal window of size T = 64 frames, and skips of 8 frames when sliding the window within the long sequence. The sequence contains four types of frequently occurring activities: walking, jogging, hand-waving, and walking-in-place (performed by different people of both genders wearing different clothes for different lengths of time), and single oc- currences of several other activities (e.g., rolling, and other free activities). Most of the walking is performed parallel to the image plane, but several parts include walking in slightly diagonal directions and some on snake-like paths. Waving includes waving with a single hand or both hands (not necessarily having the same phase). We ignored all space-time points (2, y, t ) for which the temporal derivative is below some threshold, thus performing the statistics mostly on spatio-temporal points which participate in the event. This step can be regarded as a very rough spatial segmentation, and was sufficient for our purposes. Fig.3 .g shows the outer product of 5 eigenvectors corresponding to the 5 most dominant eigenvalues of the affinity matrix M, assuming 5 clusters (this is the "Q matrix" of [24] ). The rows of M are displayed in their original temporal order. The rows and columns of Q were then sorted in descending order of similarity, resulting in a roughly block diagonal matrix. Representative rows from the first 4 blocks were then used to further refine the clustering (see Section 5). Fig.3 .h displays the resulting clustering of the rows of the matrix in Fig.3 .g. The rows are no longer temporally ordered as they are now grouped in clusters. The matrix is now block-diagonal, which implies good clustering. The first 4 clusters correspond to the 4 most frequently occurring events in the sequence, while in the fifth cluster fall all the other free events (except for a few misclassifications). To evaluate the quality of the results we visually display the clustering results by color coding the time axis with the respective cluster association (top coloredbar of Fig.3.i) . These results can be compared against the ground-truth (manual) classification (bottom coloredbar of Fig.3.i) . Almost all the sub-sequences were clustered correctly, and good temporal segmentation into eventconsistent sub-sequences (of various lengths) was obtained. Fig. 4 shows the result of applying event-based clustering to a 500-frame long tennis sequence recorded with a panning camera (here the temporal window was of size T = 10 frames). The sequence was first stabilized to compensate for camera motion using [9]. The 3 detected clusters correspond to strokes (backhand and forehand, which are clustered together since our local measurements are insensitive to mirror reflections of the same action), hops, and steps of the tennis player. Fig. 4 .f shows clustering result vs. ground-truth.
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Refining the Representation and Measure
When only a single example clip of each event E is available, the event representation (i.e., the empirical distributions of feature components at multiple temporal scales) is constructed from the single example clip, and the distance between two event clips is estimated using the x2 test (see However, when multiple example clips of the same event E are available (either given manually, or obtained via the clustering process), we can refine the event representation and the distance measure to emphasize the contribution. of important features at the important temporal scales, as learned from the examples.
To show this, we first rewrite the distance measure as a weighted average of the squared differences between two Eq. (2)). empirical distributions hl and h2:
The weight wi assigned to each hisiogram bin by the x2 dj39 tance measure is the inverse of the sum of the values in the two histograms at that bin, i.e., wi = &.
Treating each histogram h as a column vector, we can re-write this in vector notation:
(where diag(h2 + hl) is a diagonal matrix whose i-th diagonal entry is hz(i) + hl (i)).
We next show how to refine the weights wi and the empirical distributions h with the gradual increase in information about the underlying data. Namely, high weights are assigned to bins of low variance (which are more trusted, e.g., near the dashed cyan arrow) and low weights to bins of high variance (which are less reliable, e.g., near the solid magenta arrow). The refined distance measure specialized for detecting events similar to E is therefore:
This measure identifies and emphasizes the contribution of prominent spatio-temporal feature components at their prominent temporal scales. Note that for each event type E there will be a different set of weights.
When neighboring histogram bins (which correspond to similar filter responses) are not statistically independent, we can further generalize the distance measure of Eq. (5) by incorporating covariance information and not only the variante:
This is actually the squared mahalanobis distance [6]. walking in different directions were detected. Although there are several false detections, the result indicates that our initial choice of representation and distance measure are reasonable given no other information. The middle coloredbar shows the detection results using the refined distance measure of Eq. ( 5 ) based on 10 example clips of walking events (each 64 frames long). Using the refined distance measure significantly reduces the number of false detections.
A Bayesian Point of View
about the types of sequences, we assume that all sequences S are equally likely (i.e., P ( S ) is the same of all S). In that case P ( E ) / P ( S ) is constant, and P ( E ( S ) c ( P(SIE) = where ' h denotes the empirical distribution of feature responses in S and T is the dimension of h (i.e., the number of bins). The log-likelihood of E is proportional to the (negated) squared mahalanobis distance defined in Eq. (6). Therefore, small distances directly correspond to high likelihood of the event E, and vice versa. When there is According to Bayes rule P(EIS) = w. When no information is available about the set of possible events, the number of events, or their frequency of occurrence, we assume that all events E are equally likely (i.e., P(E) is the same of all E). Similarly, when no information is available purpose of event detection and event-based indexing. If we further assume independence between histogram bins, then the off-diagonal entries of the covariance matrix become zero, and the discussion above applies then to the distance measure of Eq. (5). When there is no statistical information about the event E (e.g.. when there is only one example clip of event type E) then our probability estimate is based on the standard x2 distance measure of Eq.(4).
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Let us now examine the case when multiple example clips are available for all event types (e.g., via the clustering process). We can further use our improved distance measures to refine the clustering results, as well as for classification of new incoming sequences. This is done as follows: Let E l , ..., EN be the set of all possible events, and let S be a sequence to be classified. Then ~(~~1 s ) = = -.
The priors P(SIE1), ..., P(SIEN) canTi estimated from the distance measure (the initial or refined, depending on the number or example clips per event type), as explained above. When all events are assumed to be equally likely (i.e., natively, one can assume that the priorPC&) of an event E k is proportional to the frequency of its occurrences. This can be estimated by the number of times it was detected in a long video sequence, or by the size of each cluster identified in the clustering process. A sequence S will be classified as event type E k if P(EklS) = max,(P(E,JS)). 
Conclusion
We proposed a simple statistical distance measure between video sequences based on their behavioral content. This measure is non-parametric, and can thus handle a wide range of dynamic events without prior knowledge of the types of events, their models, or their temporal extent. We use this measure for a variety of video applications, including event-based detection, indexing, temporal segmentation, and clustering of long streams of video sequences.
While our event-based distance measure is inferior in accuracy to the more sophisticated (but more restricted) parametric models, it can be refined with the gradual increase in available information about the underlying data. on Automatic Fuce und Gesture Recognition, pages 38-44, Killington,Vermont, Oct. 1996.
