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Abstract
We have considered a variation of the Vicsek model with vectorial noise where each one
of the agents have their own noise amplitude normally distributed around a mean value, µ,
with standard deviation σ. First-order phase transition are observed for standard deviation
0 ≤ σ < σtri ≈ 0.11, whereas for larger values, up to σ = 0.3, a continuous phase transition
occurs. For values of σ in the interval 0.15 ≤ σ ≤ 0.30 the continuous nature of the observed
transition is characterized by means of finite-size scaling techniques, that also allow us to
estimate the exponents driving the transition. A study of bands stability suggests that no
band can form in this regime. Inspired by biological facts, the perception heterogeneity
introduced in the model trough σ, allow us to tune the collective behaviour of the system.
1 Introduction
The study of active matter has attracted attention in last years [1, 2, 3, 4]. Numerous examples
are found in the literature from living systems like bacterial colonies [5, 6], cells tissue [7],
insect swarms [8], flocks, fish schools [9] to non-living self-propelled particles like rods [10, 11],
disks [12], and Janus particles [13]. An exciting aspect of many of these systems is the existence
of a phase transition between a gas-like state, where agents move randomly, and a state of
collective motion, where they may form flocks, bands [14] or even more complex patterns [15].
From the modelling point of view, the nature of the phase transition suffered by the system
is a relevant aspect as different type of phase transition are associated with different groups
of phenomena. While first-order phase transitions are characterized by an abrupt change in
the state of the system, hysteresis and phase coexistence [16], second-order phase transition
display long range correlations (at the transition point, known as critical point), universality,
anomalous fluctuations and high susceptibilities to external fields [16].
As it happens for most complex systems the macroscopic dynamics of these active matter
ensembles, including the nature of the phase transition they eventually suffer, depends on the
way the individuals interact each other, the type of connectivity and the features of the indi-
viduals themselves. Much attention has been payed to the first two of these factors finding that
while minimal metric models for flocking tend to exhibit first-order phase transitions [14, 17,
18, 19], their topological counterparts show continuous phase transitions and features of criti-
cality [20, 21], the latter also observed in actual flocks [22, 23, 24, 25, 6]. On the other hand,
from a biological point of view, the features of the individuals themselves, like phenotype and
physiological traits, are thought to be relevant factors that shape the interaction among indi-
viduals [26] since each of these individuals reacts in its own manner for the same stimulus [27].
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In other words, a common feature of biological systems, heterogeneity, plays an important role
in the collective behaviour of the system [28]. In fact, collective motion has been proved to be
sensitive to the presence of agents with different capabilities in self-propelled particles systems.
In a mixture of aligners and non-aligners collective behaviour strongly depends on the density
of non-aligners in such a way that can be completely smeared [29, 30]. Binary mixtures [31, 32],
presence of leaders [33] and particles with variable velocities [34] are other examples where col-
lective motion is striked by multi-agent component. Even hierarchical organization arises when
the interaction is not the same for all individuals [35]. Lafuerza and Toral [36] have observed
that, for interacting particles jumping between two states with different transition rates, the
fluctuation of global variables of the system may increase or decrease depending on the degree
of heterogeneity, showing once again that the combination of heterogeneity and stochasticity
results in unexpected and non-trivial behaviour.
A question that, however, remains open is how heterogeneity affects the onset of collective
motion. The physics of disordered systems in equilibrium gives us an inspiring starting point for
answer this question. In these well studied systems it is known that introducing heterogeneity
may alter the nature of the suffered phase transition or even its universality class [37, 38, 39, 40].
Therefore we propose to study the nature of the phase transitions appearing in flocking systems
introducing in the Vicsek model (VM) [41] a heterogeneity inspired by biological systems. The
original VM considers identical self-propelled agents interacting through a simple alignment rule
perturbed by noise and exhibit the most studied phase transition in a flocking system. Here
we add heterogeneity to the VM by allowing each individual to have its own noise amplitude
taken from a given distribution. In a biological context this means introducing a phenotype for
each individual through an effective factor, the noise amplitude. For populations of agents with
noises normally distributed around a mean value, µ, with a standard deviation σ, we observe for
the very first time in flocking systems a complex scenario with both first-order and continuous
phase transitions depending on the degree of heterogeneity of the sample.
2 Model and Simulation setup
We consider a system of N interacting particles moving with constant speed v0 in a two-
dimensional rectangular box of size L =
√
N with periodical boundary conditions. The position
of the k−th agent, xk(t), for the step t+ 1 is obtained according the backward update rule,
~xk(t+ 1) = ~xk(t) + v0e
iθk(t), (1)
where the last term is the velocity of the agent and i the imaginay unity. Like the Vicsek’s
model each component particle interacts with its neighbours lying within a circular region of
radius r0. While the resulting interaction forces the particle to move towards its neighbour’s
averaged motion direction, an additive random perturbation η effectively select the resulting
direction of motion. Both contributions lead to a behaviour that mimics a difficulty to “choose”
appropriately a direction of motion. The original model make use of the angular noise, equiva-
lent to applying a random rotation in neighbourhood averaged direction ηξ [41, 17]. However,
we use a variation of the motion direction update proposed by Gre´goire and Chate´ [14]:
θk(t+ 1) = arg
 nk∑
j=1
(
eiθj(t) + ηke
iξk(t)
) . (2)
This last case is usually known as vectorial noise attending for a random vector ηke
iξk added
to the velocity of each neighbour in the average. In a biological context, this corresponds to
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a difficulty of the agent to perceive its’ environment and is often understood as an ”extrinsic”
(vectorial) noise. Note that the factor ηk in Eq. (2) establishes the heterogeneity of the system:
while in the Vicsek model ηk = η, for all k, in our model each individual has its own positive
noise amplitude, taken from a normally distributed random series around mean noise amplitude
µ with standard deviation σ.
In the original model the absolute value of averaged velocities,
φ(η) =
1
N
∣∣∣∣∣∣
N∑
j=1
~vj
∣∣∣∣∣∣ ,
corresponds to the order parameter used to identify a gas-like phase from a collective motion
phase. When η is beyond the transition point, ηc, φ is null so the system is in the gas phase,
however for η < ηc, φ increases to one as η approaches zero. In case of vectorial noise, a first-
order transition occurs between the phases [14, 42]. This phase transition can also be detected
measuring higher order moments of φ, namely, the susceptibility
χ(η) = L2(〈φ(η)2〉 − 〈φ(η)〉2)
and its fourth-order Binder cumulant
U(η) = 1− 1
3
〈φ(η)4〉
〈φ(η)2〉2 .
Simulations setup The density, velocity and vision radius for all simulations were set to
ρ = 1.0, v = 0.5 and r0 = 1.0, respectively. Simulations start with randomly distributed
agents pointing in a random directions and a simulation step ends when all the particles have
been updated according to rules given by Eq. (1) and Eq. (2). In a typical realization we
periodically assess above mentioned observable long after the system reaches the stationary
state and the results were obtained averaging across 100 realizations where for same µ and
σ each realization has a different {ηk} set. We must stress that all results are presented as
function of µ, the Gaussian pseudo-random number generator input value, that is understood
as a control parameter of the system.
Aware that finite-size effects might smooth discontinuous nature of phase transition, we
chose L ≥ L∗ = 64 as suggested in [18]. For selected density and velocity parameters, systems
beyond L∗ are expected to behave in the asymptotic regime free of any finite-size effects that
might affect the discontinuity of the transition [18]. Therefore, we have considered systems
larger than N = 4096 and up to N = 131072 particles.
3 Results
Figure 1 (a) shows the plots of the order parameter φ as a function of the noise amplitude
mean value, µ. Increasing σ leads to a rounding and a shift of the transition originally seen for
σ = 0 at µc ≈ 0.62. Due to heterogeneity, there is a drop in φ even when µ < µc. For these
values of µ there are high-noise agents prone to disband from flocks and thus increasing the
system’s disorder. On the other hand, beyond ηc there is a non-negligible interval with non-zero
velocity for σ 6= 0. In this case, the presence of low-noise agents liable to form flocks increases
system’s average velocity, as was also observed for binary mixtures [31]. The corresponding
Binder cumulant assessments are plotted in Figure 1 (b). Here we can observe that for σ = 0
the curve exhibits a negative sharp peak indicating the first-order nature of the transition [18,
16]. However, slightly increasing sample’s heterogeneity makes the peak to shrink (σ = 0.05
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Figure 1: Plots of averaged velocity (a) and the corresponding Binder cumulant (b) as a function
of mean noise µ for systems of N = 65536 particles and different σ detailed in the legends.
Panels (c) and (d) shoe Binder cumulant as a function of mean noise amplitude for different
sizes setting heterogeneity to σ = 0.05 and 0.20, respectively.
Figure 2: Left panel, time evolution of bf when the initial configuration is a band. Where a
first-order transition occurs (σ = 0.0 and σ = 0.1), the parameter is close to its initial value
implying that the band is stable and endures as expected. For σ = 0.20, a continuous phase
transition scenario, there is drop in bf indicating that and initially imposed band cannot hold
after a finite amount of steps. The right panel shows how the bands evolution for σ = 0.1,
µ = 0.64 (top) and σ = 0.2, µ = 0.70. In the first case the band is stable in a period of 4 M
steps (upper-right panel) however in the same span of time the band completely disappears for
σ = 0.20 (lower-right panel). Blue colored dots represent lower noise particles whereas red dots,
higher noise particles.
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Figure 3: Scaling log-log plots of the order parameter, susceptibility on the right and left panels,
respectively, for sigma = 0.20. Satisfactory data collapses were obtained using the exponents
detailed in the plots and 〈µ〉c = 0.70.
and σ = 0.10) and eventually disappear for σ = 0.20. In this last case, the transition from
low to high-noise regimes is smooth and monotonic. To rule out finite-size effects screening
first-order transition deportment we consider a finite-size scaling approach. In Figure 1 (c)
and (d) it can be seen that Binder cumulants for σ = 0.05 and σ = 0.20, respectively, clearly
show two different behaviours. For the low-heterogeneity case the bigger the system the sharpen
the peak, implying that a first-order phase transition takes place at thermodynamic limit, as
in the homogeneous case. However for σ = 0.20, Binder cumulants corresponding to different
sizes, cross each other close to µc = 0.70 strongly suggesting continuous phase transition at the
crossing point [20].
At the onset of collective motion the coexistence of high-density ordered bands with low-
density disordered background is an undeniable signature of a first-order transition [42, 14, 17].
In order to characterize the presence of bands in the system we define a new parameter related
to the linear particle density. When a band moves along one of the axes of the box, e.g. the
x-axis, the particle density along this direction is sharper than the y-axis density. While in the
y-direction the particle density is approximately constant, in the x-direction there is a peak
indicating the location of a band. Then, the standard deviation of the latter density, σρx , is
smaller than corresponding to the former, σρy . If there is no band, both densities have a similar
flatness and the standard deviations are approximately the same. Defining band factor index,
bf = 1− min(σx, σy)
max(σx, σy)
, (3)
we have a parameter that will be close to zero if no band is present in the system and will
approach to the unity as a band increases its sharpness. Measuring the time evolution of bf we
can study the stability of bands for systems with different heterogeneity close to their transition
points. As initial configuration we set a band moving along the x-axis direction, which was
obtained for the Vicsek model with vectorial at the band phase. For σ = 0 and σ = 0.1 the
parameter maintain a value close to the initial one indicating that the band travels through the
box almost with no modification (see left panel of Figure 2). On the other hand, for σ = 0.2
the parameter shows a significant drop, similar to the one observed in the gas-like phase (not
shown here). This test shows us that the heterogeneity strikes the bands stability allowing the
system to bear a continuous phase transition. Furthermore, on a visual inspection of system’s
snapshots as the one shown in right panel of Figure 2, we can see that for low heterogeneity,
σ = 0.10, there is a stable band traveling through the box (upper-right panel) but for higher
5
Figure 4: Scaling plots of the susceptibility. In the left panel the scaling plot for susceptibility
peak position as a function of L1/ν . The lineal regression, dashed line, fits the data very well.
The extrapolation to thermodynamic limit gives expected mean-noise value where the phase
transition occurs, 〈µc〉 = 0.70 in accordance to the value where Binder cumulants cross each
other, see Figure 1 (d). Right panel shows log-log scaling plot of susceptibility height as a
function of system characteristic length. A power-law with slope γ/ν = 1.08, dotted dashed
line, fits very well the data.
heterogeneity, σ = 0.20, the band progressively disappears ruling out any coexistence context
(lower-right panel).
Let’s now focus on σ = 0.20 case and estimate the corresponding exponents characterizing
the phase transition by means of standard finite-size scaling techniques [17, 20]. We make use
of an averaged velocity scaling ansatz accepted in the literature [2],
φ(µ,L) = L−β/ν φ˜(|µ− µc|L1/ν),
where L stands for system size, φ˜ a scaling function, β and ν scaling exponents corresponding
to order parameter and correlation length, respectively. In a similar way, a scaling law for the
susceptibility holds
χ(µ,L) = Lγ/νχ˜(|µ− µc|L1/ν),
with γ the susceptibility exponent and χ˜ a scaling function and the Binder cumulant
U(µ,L) = U˜(|µ− µc|L1/ν).
Best data collapse for φ, χ and U scaling laws are shown in the left, middle and right panels
of Figure 3, respectively. For these collapses we obtained β = 0.69, γ = 1.7 and ν = 1.56 that,
in addition, hold for hyper-scaling relation dν − 2β − γ = 0 with good accuracy for system
dimension d = 2. We have also acknowledged consistency checks of the above estimation using
additional scaling relationships on maximal susceptibility and peak position for different system
sizes, L. Due to finite-size effects, susceptibility peak position shifts respect from expected at
thermodynamic limit (η∞c ) according to
µeffc (L) = µ
∞
c +AL
1/ν ,
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Figure 5: On the left panel we show plots of the Binder cumulant for different sizes as a function
of noise mean value for σ = 0.30. No peak is observed but all curves crossing each other in
one point, as it happens in a continuous phase transition. On the right panel we present a
log-log scaling plot of the order parameter for σ = 0.30. Using previously obtained exponents
for σ = 0.20 gives a remarkably good data collapse.
where A is a constant [20]. In top panel of Figure 4, µeffc is plotted as a function of L
1/ν .
The extrapolation of the effective critical noise to the thermodynamic limit, L1/ν → 0, gives
η∞c = 0.703± 0.005 for ν = 1.56, i.e., the critical noise amplitude in the thermodynamic limit.
This value is in very good accordance with the crossing point seen in Figure 1 (d). On the
other hand when plotting the height of the susceptibility peaks, χmax(L), as a function of L we
observe a power-law behaviour where slope γ/ν = 1.08 fits data very well. This is also consistent
with scaling law on maximal values of the susceptibility given by χmax(L) ∝ Lγ/ν [20].
We have also considered normally distributed noise with standard deviation set to σ = 0.30.
As can be seen in the left panel of Figure 5, Binder cumulants exhibit the same behaviour as
observed for σ = 0.20 although there is a clear shift in critical noise value where the transition
takes place. This shift is related to the fact that for larger σ there are more agents with very
low noise (below critical value) not keen on changing their movement direction, thus a larger µ
is needed to reach a gas-like behaviour. One might then ask whether the exponents driving the
transition are the same as in σ = 0.20 or there is a crossover depending on distribution standard
deviation. We have considered the same scaling-law previously defined with the exponents
obtained for σ = 0.20 and found a very good data collapse, shown in the right panel of Figure 5.
Exploring values of heterogeneity up to σ = 0.3 we have found a first-order transition line
for σ < σtri ≈ 0.15, see Figure 6. In this region the collective motion manifest itself as bands
that coexists with low-density regions of agents. Since the behaviour of the system is the same
as for the already known homogeneous case, we denominate this region the band phase. Beyond
σtri there is a line of continuous phase transitions driven by the same critical exponents. In
this regime as gas-like swarm of agents get together in flocks of different sizes when the noise is
decreased and no band is observed thus we differentiated it from the band phase identifying as
flock phase.
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Figure 6: Phase diagram of the Vicsek model with heterogeneity. The dashed line with full
circles shows the first-order transition line between the gas-like and liquid phases. The solid
line with full triangles corresponds to the continuous phase transitions for large values of het-
erogeneity. The full square shows the location of the already known first-order phase transition
for the Vicsek model with vectorial noise and the approximate location where both lines of
transitions meet, the tricritical point σtri ≈ 0.15, is marked with a full diamond.
4 Discussion
Considering samples of self-propelled particles with noises normally distributed around a mean
value µ, we used standard deviation, σ, as a proxy to heterogeneity. As a result we observed
that collective behaviour of the VM is strongly affected. Low-heterogeneity populations behave
as a homogeneous ones where a first-order transition between a gas-like uncorrelated state and
a collective motion state (bands) is observed, a scenario that is well understood as a liquid-
gas microphase separation [42, 18]. However when increasing the heterogeneity the system
undergoes a continuous phase transition. For this regime, we have acquired satisfactory collapses
of the measured observable and finite-size techniques strongly validate the obtained critical
exponents. We have also found that the bands become unstable for large values of heterogeneity,
in contrast with the low-heterogeneity case, where they persist. The formation of percolating
high density traveling bands in the Vicsek model is strongly related to the use of boundary
conditions in the treatment (numerical or analytical) of the model [43, 44, 17]. The stabilization
of these bands occurs for values of the noise inside the ordered phase and close to the coexistence
point and requires the coherent motion of the particles forming them. When the heterogeneity
increases, the fraction of particles corresponding to band-regime noises in not enough to assemble
a flock that percolate to form band. In fact, agents with different noise amplitudes travel with
different effective drift speeds: those with lower noise amplitude move in a ballistic fashion but
those with larger noise amplitude travel in a more diffusive way, reducing their effective drift
speed.
Since the standard Vicsek Model has been frequently compared with the equilibrium XY
Model for magnetic systems, it could be interesting to compare the results found in this paper
with what expected for equilibrium magnetic systems with quenched noise. As we have already
stated, quenched disorder (heterogeneity) is responsible of rounding the abrupt transition ob-
served in some disordered systems. In particular, there is no continuous symmetry breaking
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for d ≤ 4 [37, 38]. Although these studies were mainly developed for random-field models
with regular topologies in thermal equilibrium, similar results were found for two-dimensional
systems out of equilibrium with absorbing states, where no first-order phase transition was
observed when quenched disorder was introduced [45]. As the authors claim, this means that
a heterogeneous non-equilibrium system will not exhibit coexistence of phases and will move
from one phase to the other in a smooth fashion instead in an abrupt one. However, this is
not the scenario we have found in this study: for small amounts of heterogeneity, first-order
phase transition still persists and only for sufficiently large noises a continuous phase transition
is observed.
We would like to stress some similarities and differences between our proposal and topological
models [20, 21, 23] which also shows a continuous phase transition. In a sense, the latter can
be understood as a heterogeneous system since a given agent interacts with it’s neighbours
independently of its geometrical distance. This leads to a distribution of effective radii of vision
setting up a geometrical heterogeneity. Nevertheless, one must be aware that in topological
models the heterogeneity is dynamic due to the fact that an agent will adjust it’s effective
radius of vision from one step to another, i.e., the agent will set it’s vision radius according
to it’s surroundings. The model considered in this work, however, introduce a quenched noise:
agents don’t change how their perceive their neighborhood and each one will behave different
for identical conditions, in a similar manner observed by Maye et al. [27]. In this way the model
mimics the variability of individuals traits present in biological systems.
As a final remark we claim perception heterogeneity degree as a possible mechanism to
conciliate the existence of both first and second order phase transition flocking systems in
nature.
References
[1] Andreas M Menzel. “Tuned, driven, and active soft matter”. In: Physics Reports 554
(2015), pp. 1–45.
[2] Tama´s Vicsek and Anna Zafeiris. “Collective motion”. In: Physics Reports 517.3 (2012),
pp. 71–140.
[3] M Cristina Marchetti et al. “Hydrodynamics of soft active matter”. In: Reviews of Modern
Physics 85.3 (2013), p. 1143.
[4] Sriram Ramaswamy. “The mechanics and statistics of active matter”. In: (2010).
[5] Eshel Ben-Jacob et al. “Generic modelling of cooperative growth patterns in bacterial
colonies.” In: Nature 368.6466 (1994), p. 46.
[6] Fernando Peruani et al. “Collective motion and nonequilibrium cluster formation in colonies
of gliding bacteria”. In: Physical review letters 108.9 (2012), p. 098102.
[7] Balint Szabo et al. “Phase transition in the collective migration of tissue cells: experiment
and model”. In: Physical Review E 74.6 (2006), p. 061908.
[8] Jerome Buhl et al. “From disorder to order in marching locusts”. In: Science 312.5778
(2006), pp. 1402–1406.
[9] Ch Becco et al. “Experimental evidences of a structural and dynamical transition in fish
school”. In: Physica A: Statistical Mechanics and its Applications 367 (2006), pp. 487–493.
[10] Vijay Narayan, Sriram Ramaswamy, and Narayanan Menon. “Long-lived giant number
fluctuations in a swarming granular nematic”. In: Science 317.5834 (2007), pp. 105–108.
9
[11] Arshad Kudrolli et al. “Swarming and swirling in self-propelled polar granular rods”. In:
Physical review letters 100.5 (2008), p. 058001.
[12] Julien Deseigne, Olivier Dauchot, and Hugues Chate´. “Collective motion of vibrated polar
disks”. In: Physical review letters 105.9 (2010), p. 098001.
[13] Andreas Walther and Axel HE Mu¨ller. “Janus particles”. In: Soft Matter 4.4 (2008),
pp. 663–668.
[14] Guillaume Gre´goire and Hugues Chate´. “Onset of collective and cohesive motion”. In:
Physical review letters 92.2 (2004), p. 025702.
[15] Daniel Stro¨mbom. “Collective motion from local attraction”. In: Journal of theoretical
biology 283.1 (2011), pp. 145–151.
[16] Kurt Binder. “Applications of Monte Carlo methods to statistical physics”. In: Reports
on Progress in Physics 60.5 (1997), p. 487.
[17] Hugues Chate´ et al. “Modeling collective motion: variations on the Vicsek model”. In:
The European Physical Journal B-Condensed Matter and Complex Systems 64.3 (2008),
pp. 451–456.
[18] Hugues Chate´ et al. “Collective motion of self-propelled particles interacting without
cohesion”. In: Physical Review E 77.4 (2008), p. 046113.
[19] Gabriel Baglietto, Ezequiel V Albano, and Julia´n Candia. “Gregarious versus individual-
istic behavior in Vicsek swarms and the onset of first-order phase transitions”. In: Physica
A: Statistical Mechanics and its Applications 392.15 (2013), pp. 3240–3247.
[20] Francesco Ginelli and Hugues Chate´. “Relevance of metric-free interactions in flocking
phenomena”. In: Physical Review Letters 105.16 (2010), p. 168103.
[21] Lucas Barberis and Ezequiel V Albano. “Evidence of a robust universality class in the crit-
ical behavior of self-propelled agents: Metric versus topological interactions”. In: Physical
Review E 89.1 (2014), p. 012139.
[22] M. Ballerini et al. “Interaction ruling animal collective behavior depends on topological
rather than metric distance: Evidence from a field study”. In: Proceedings of the National
Academy of Sciences 105.4 (2008), pp. 1232–1237. issn: 0027-8424. doi: 10.1073/pnas.
0711437105. eprint: http://www.pnas.org/content/105/4/1232.full.pdf. url:
http://www.pnas.org/content/105/4/1232.
[23] Andrea Cavagna et al. “Scale-free correlations in starling flocks”. In: Proceedings of the
National Academy of Sciences 107.26 (2010), pp. 11865–11870.
[24] Alessandro Attanasi et al. “Finite-size scaling as a way to probe near-criticality in natural
swarms”. In: Physical review letters 113.23 (2014), p. 238102.
[25] Xiao Chen et al. “Scale-invariant correlations in dynamic bacterial clusters”. In: Physical
review letters 108.14 (2012), p. 148101.
[26] Frank Seebacher and Jens Krause. Physiological mechanisms underlying animal social
behaviour. 2017.
[27] Alexander Maye et al. “Order in Spontaneous Behavior”. In: PLOS ONE 2.5 (May 2007),
pp. 1–14. doi: 10.1371/journal.pone.0000443. url: https://doi.org/10.1371/
journal.pone.0000443.
[28] Chris von Rueden, Sergey Gavrilets, and Luke Glowacki. Solving the puzzle of collective
action through inter-individual differences. 2015.
10
[29] Katherine Copenhagen, David A Quint, and Ajay Gopinathan. “Self-organized sorting
limits behavioral variability in swarms”. In: Scientific reports 6 (2016), p. 31808.
[30] David Yllanes, M Leoni, and MC Marchetti. “How many dissenters does it take to disorder
a flock?” In: New Journal of Physics 19.10 (2017), p. 103026.
[31] Gil Ariel, Oren Rimer, and Eshel Ben-Jacob. “Order–disorder phase transition in hetero-
geneous populations of self-propelled particles”. In: Journal of Statistical Physics 158.3
(2015), pp. 579–588.
[32] Andreas M Menzel. “Collective motion of binary self-propelled particle mixtures”. In:
Physical Review E 85.2 (2012), p. 021912.
[33] Bence Ferdinandy, Katalin Ozoga´ny, and Tama´s Vicsek. “Collective motion of groups of
self-propelled particles following interacting leaders”. In: arXiv preprint arXiv:1609.03212
(2016).
[34] Shradha Mishra et al. “Collective dynamics of self-propelled particles with variable speed”.
In: Physical Review E 86.1 (2012), p. 011901.
[35] Maryam Zamani and Tamas Vicsek. “Glassy nature of hierarchical organizations”. In:
Scientific Reports 7.1 (2017), p. 1382.
[36] Luis F Lafuerza and Raul Toral. “On the effect of heterogeneity in stochastic interacting-
particle systems”. In: Scientific reports 3 (2013), p. 1189.
[37] Yoseph Imry and Michael Wortis. “Influence of quenched impurities on first-order phase
transitions”. In: Physical Review B 19.7 (1979), p. 3580.
[38] Michael Aizenman and Jan Wehr. “Rounding effects of quenched randomness on first-
order phase transitions”. In: Communications in mathematical physics 130.3 (1990), pp. 489–
528.
[39] John Cardy. “Quenched randomness at first-order transitions”. In: Physica A: Statistical
Mechanics and its Applications 263.1-4 (1999), pp. 215–221.
[40] Christophe Chatelain et al. “Softening of first-order transition in three-dimensions by
quenched disorder”. In: Physical Review E 64.3 (2001), p. 036120.
[41] Tama´s Vicsek et al. “Novel type of phase transition in a system of self-driven particles”.
In: Physical review letters 75.6 (1995), p. 1226.
[42] Alexandre P Solon, Hugues Chate´, and Julien Tailleur. “From phase to microphase sepa-
ration in flocking models: The essential role of nonequilibrium fluctuations”. In: Physical
review letters 114.6 (2015), p. 068101.
[43] Ma´te´ Nagy, Istva´n Daruka, and Tama´s Vicsek. “New aspects of the continuous phase
transition in the scalar noise model (SNM) of collective motion”. In: Physica A: Statistical
Mechanics and its Applications 373 (2007), pp. 445–454.
[44] Gabriel Baglietto and Ezequiel V Albano. “Nature of the order-disorder transition in the
Vicsek model for the collective motion of self-propelled particles”. In: Physical Review E
80.5 (2009), p. 050103.
[45] Paula Villa Mart´ın, Juan A Bonachela, and Miguel A Mun˜oz. “Quenched disorder forbids
discontinuous transitions in nonequilibrium low-dimensional systems”. In: Physical Review
E 89.1 (2014), p. 012145.
11
