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Abstract
In this article we generalize the main results of [3] and [2]. More specifically, we show that there are
branching systems (which induce representations of the graph C∗(E)) associated to each row-countable
graph E. For row-countable graphs, we characterize the condition (L) via branching systems. Moreover,
we show that each permutative representation in Hilbert spaces operators is unitarily equivalent to one
induced by a branching system, even the spaces being not separable. Furthermore, under some hypothesis
on the graph, we show that each representation of the graph C*-algebra is permutative.
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Introduction
The concept of a graph C*-algebra was first developed, in [4], by considering row-finite countable graphs
(recall that a graph E = (E0, E1, r, s) is countable if E0 and E1 are both countable and is row-finite if s−1(v)
is finite for each vertex v), and have been extensively explored since then.
Ideas related to branching systems have been studied in some areas like random walks, symbolic dynamics,
scientific computing and operator theory, see [2] for references.
In this paper we deal with branching systems in row-countable graphs, that is, graphs with the property
that s−1(v) is at most countable for each vertex v. In [3] the authors define a structure called branching
system for graphs and show how to obtain a representation of C∗(E) through a branching system of a graph
E. Moreover, there is proved a result that ensures the existence of a branching system for all countable
graphs. We prove this theorem for a larger class of graphs, the row-countable graphs. In [2], it is proved
that each permutative representation ϕ : C∗(E) → B(H) (with H separable) is unitarily equivalent to a
representation arising from a branching system. We prove this result even H being not separable. Moreover,
in [2], the authors find a class of graphs where each representation ϕ : C∗(E)→ B(H) (with H separable) is
permutative. We find a larger class where this result remains to be true.
The paper is organized as follows. In the first chapter we introduce branching systems and recall from [3]
how to obtain representations through this structure. After this we show how to obtain branching systems for
row-countable graphs, and for graphs of this class, we characterize the condition (L) via branching systems.
In the second chapter, we consider a permutative representations ϕ : C∗(E) → B(H) and show that this
representations are unitarily equivalent to one induced by a branching system, even H not being separable.
In the last chapter, we prove that for graphs in a certain class, each representation is permutative.
In this work, following [5], given an arbitrary graph E we define the algebra C∗(E) as being the universal
C∗-algebra generated by {Pv}v∈E0∪{Se}e∈E1 with the following relations: {Pv}v∈E0 are mutually orthogonal
projections, {Se}e∈E1 are partial isometries with orthogonal ranges and
(CK1) S∗eSe = Pr(e) ∀e ∈ E1,
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(CK2) Ps(e)SeS
∗
e = SeS
∗
e ∀e ∈ E1,
(CK3) Pv =
∑
e∈s−1(v)
SeS
∗
e provided that v ∈ E0 is such that 0 < #s−1(v) <∞.
1 Representations arising from branching systems
In this section we define E-branching systems and recall from [3] a theorem that shows how obtain a
representation induced from a branching system. After that we prove that for row-countable graphs graphs
there always exists a branching system. For graphs in this class, we also characterize the condition (L) via
representations induced from branching systems.
Definition 1.1. [2.1:[3]] Let E = (E0, E1, r, s) be a graph, (X,M, µ) a measure space and {Re}e∈E1 ,
{Dv}v∈E0 a collection of measurable subsets of X such that:
1. Re ∩Rf µ−a.e.= ∅, ∀e, f ∈ E1 with e 6= f .
2. Dv ∩Dw µ−a.e.= ∅, ∀v, w ∈ E0 with v 6= w.
3. Re
µ−a.e.
⊆ Ds(e), ∀e ∈ E1.
4. Dv
µ−a.e.
=
⋃
e∈s−1(v)
Re, ∀v ∈ E0 such that 0 < #s−1(v) <∞.
5. For each e ∈ E1 there exist functions fe : Dr(e) → Re, f−1e : Re → Dr(e), both measurable and such
that fe(Dr(e))
µ−a.e.
= Re, f
−1
e ◦ fe µ−a.e.= IdDr(e) e fe ◦ f−1e
µ−a.e.
= IdRe .
6. For each e ∈ E1 there exist the Radon-Nikodym derivatives dµ ◦ fe
dµ
and
dµ ◦ f−1e
dµ
, denoted by Φfe and
Φf−1e , respectively . Furthermore,
(Φf−1e ◦ fe).Φfe = 1 = (Φfe ◦ f−1e ).Φf−1e µ− a.e.
The measure space (X,M, µ), with the collections {Re}e∈E1 , {Dv}v∈E0 and the functions fe, f−1e , Φfe ,
Φf−1e , satisfying the items above is called an E-branching system.
In the measure spaces Dr(e) and Re we consider the σ-algebras induced by X, moreover, since the Radon-
Nikodym derivative is a positive function, it follows from item 6 that Φfe ,Φf−1e > 0 µ− a.e. Below we show
a sufficient condition that ensures the equality of item 6.
Proposition 1.2. Let (X,M, µ) a measure space and suppose that the items 1 until 5 from definition 1.1 are
satisfied and exist Φfe and Φ
−1
fe
. If for each e ∈ E1 the measures µ : Dr(e) → [0,∞] and µ : Re → [0,∞] are
semi-finite then (Φf−1e ◦ fe).Φfe = 1 = (Φfe ◦ f−1e ).Φf−1e µ− a.e. In particular, (X,M, µ) is a E-branching
system.
Proof. For each measurable set E,∫
E
(Φf−1e ◦ fe).Φfe dµ =
∫
Dr(e)
χE .(Φf−1e ◦ fe).Φfe dµ =
∫
Dr(e)
χE .(Φf−1e ◦ fe) d(µ ◦ fe) =
=
∫
Re
(χE ◦ f−1e ).Φf−1e dµ =
∫
Re
(χE ◦ f−1e ) d(µ ◦ f−1e ) =
∫
Dr(e)
χE dµ =
∫
E
1 dµ.
Since µ is semi-finite then (Φf−1e ◦ fe).Φfe
µ−a.e.
= 1. The same argument shows that (Φfe ◦ f−1e ).Φf−1e = 1
µ− a.e. 
2
In the article [3], two questions were developed, the first is the connection between a branching system
and representations of C∗(E). The main result in this way is the following theorem.
Theorem 1.3. [2.2: [3]] Let E = (E0, E1, r, s) be a graph and (X,M, µ) a E-branching system. Then exists
a representation pi : C∗(E)→ B(L2(X,M, µ)) such that
pi(Se)(φ) = χRe .Φ
1
2
f−1e
.(φ ◦ f−1e ) e pi(Pv)(φ) = χDv .φ
The second question is: given a graph E, there exists always an E-branching system? There is shown
that if E is countable then the answer is positive, that is, there always exists an E-branching system (see [3,
Theorem 3.1]). However, the hypothesis can be weakened and that is the main goal of this section. For this,
we need some preliminary results.
Let E = (E0, E1, r, s) be a graph. Let (0, 1] with the Borel σ-algebra and the Lebesgue measure and let
and Λ := E0 ∪E1. Define for each A ⊆ (0, 1]×Λ and for each λ ∈ Λ the set A(λ) := {t ∈ (0, 1] | (t, λ) ∈ A}
and define the collection M = {A ⊆ (0, 1] × Λ | A(λ) is Borel measurable ∀λ ∈ Λ}. Moreover, define the
function µ :M→ [0,∞] given by µ(A) = ∑
λ∈Λ
m(A(λ)) where m is the Lebesgue measure.
Proposition 1.4. ((0, 1]× Λ,M, µ) is a measure space.
Proof. The reader can check that M is a σ-algebra. Let {An}n∈N ⊆M be a family of disjoints subsets and
A =
⋃
n∈N
An. We will consider two cases.
Case 1 : Suppose that m(A(λ)) > 0 for a uncountable number of elements λ ∈ Λ. Then
µ
(⋃
n∈N
An
)
= µ(A) =
∑
λ∈Λ
m(A(λ)) =∞.
On the other hand, there exist n0 ∈ N with the property that there exists an uncountable number of elements,
λ ∈ Λ, such that m(A(λ)n0 ) > 0. In fact, otherwise, for each N, there exist at most a countable number of
elements λ ∈ Λ such that m(A(λ)n ) > 0 and then there exists a countable number of elements λ ∈ Λ such that
m
( ⋃
n∈N
A
(λ)
n
)
> 0. Since A(λ) =
⋃
n∈N
A
(λ)
n we conclude that m(A(λ)) > 0 for a countable number of elements
λ ∈ Λ, and this is a contradiction with the hypothesis assumed in the Case 1. Therefore,
µ(An0) =
∑
λ∈Λ
m(A(λ)n0 ) =∞
and as
∑
n∈N
µ(An) ≥ µ(An0) =∞ then
∑
n∈N
µ(An) = µ
(⋃
n∈N
An
)
.
Case 2 : Suppose that m(A(λ)) > 0 for, at most, a countable number of elements λ ∈ Λ. In this case,
µ
(⋃
n∈N
An
)
=
∑
λ∈Λ
m
(⋃
n∈N
An
)(λ) = ∑
λ∈Λ
m
(⋃
n∈N
A(λ)n
)
=
=
∑
λ∈Λ
∑
n∈N
m(A(λ)n ) =
∑
n∈N
∑
λ∈Λ
m(A(λ)n ) =
∑
n∈N
µ(An).
This finishes the proof. 
Definition 1.5. Let E = (E0, E1, r, s) be a graph. We say that E is row-countable if s−1(v) is countable for
every v ∈ E0.
3
We are now ready to prove the main theorem of this section.
Theorem 1.6. Let E = (E0, E1, r, s) be a row-countable graph. Then there exists an E-branching system.
Proof. Let ((0, 1] × Λ,M, µ) be the measure space as in the previous proposition. Note that if I ⊆ (0, 1] is
Borel-measurable and (λn)n∈N ⊆ Λ then I × {λ1, λ2, . . .} ∈ M. For each e ∈ E1 define Re = (0, 1]× {e}, let
W = {v ∈ E0 | v is a sink }. For each v ∈W define Dv = (0, 1]× {v} and for each v ∈ E0 −W define
Dv :=
⋃
e∈s−1(v)
Re =
⋃
e∈s−1(v)
(0, 1]× {e} = (0, 1]× s−1(v).
Now we verify the first four conditions of Definition 1.1, and after that we define the maps fe : Dr(e) → Re.
For e, d ∈ E1 with d 6= e it holds that
Rd ∩Re = (0, 1]× {d} ∩ (0, 1]× {e} = (0, 1]× {e} ∩ {d} = ∅.
Fore v, u ∈ E0 with v 6= u there are three cases:
• If u, v ∈W then
Dv ∩Du = (0, 1]× {v} ∩ (0, 1]× {u} = (0, 1]× {v} ∩ {u} = ∅.
• If u ∈W and v /∈W then
Dv ∩Du = (0, 1]× {v} ∩ (0, 1]× s−1(u) = (0, 1]× {v} ∩ s−1(u) = ∅.
• If u /∈W and v /∈W then
Dv ∩Du = (0, 1]× s−1(v) ∩ (0, 1]× s−1(u) = (0, 1]× s−1(v) ∩ s−1(u) = ∅.
Moreover, given e ∈ E1, since s(e) is not a sink we have Re ⊆
⋃
d∈s−1(s(e))
Rd = Ds(e). If v ∈ E0 is such that
0 < #s−1(v) <∞, v is not a sink and then Dv =
⋃
e∈s−1(v)
Re.
Now we define the functions fd : Dr(d) → Rd for each d ∈ E1. Fix d ∈ E1.
• Case 1: r(d) ∈W . In this case Dr(d) = (0, 1]× {r(d)} e Rd = (0, 1]× {d}. Define
fd : (0, 1]× {r(d)} → (0, 1]× {d}
(t, r(d)) 7→ (t, d).
Clearly fd is a bijection and, if f
−1
d is the inverse of fd then fd ◦ f−1d = IdRd , f−1d ◦ fd = IdDr(d) and
f(Dr(d)) = Rd. Note that fd are measurable: let B ∈ MRd then B = A ∩ Rd = A ∩ (0, 1] × {d} for
some A ∈M and then B = A(d) × {d}. Therefore
f−1d (B) = f
−1
d (A
(d) × {d}) = A(d) × {r(d)} ∈ M.
As f−1d (B) ⊆ Dr(d) then f−1d (B) ∈MDr(d) and then fd is measurable. The same argument shows that
f−1d is measurable.
Moreover, as µ(Dr(d)) = µ((0, 1] × {r(d)}) = m(0, 1] = 1 < ∞ and µ ◦ fd(Dr(d)) = µ(Rd) = µ((0, 1] ×
{d}) = m(0, 1] = 1 < ∞ then the measures are σ-finite. If B ∈ MDr(d) is such that µ(B) = 0 then
B = A ∩ (0, 1]× {r(d)} = A(r(d)) × {r(d)} for some A ∈M and then 0 = µ(B) = m(A(r(d)). Therefore
µ ◦ fd(B) = µ ◦ fd(A(r(d)) × {r(d)}) = µ(A(r(d)) × {d}) = m(A(r(d))) = 0
and then µ◦fd  µ. By the Radon-Nikodym Theorem there exists dµ ◦ fd
dµ
=: Φfd . The same argument
can be used for Φf−1d
. By Proposition 1.2 we conclude that the sixth condition of Definition 1.1 is true.
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• Case 2: 0 < #s−1(r(d)) <∞.
Write s−1(r(d)) = {e1, . . . , eN} for some N ∈ N. Note that (0, 1] =
N⋃
j=1
Ij where, for each j = 1, . . . , N
Ij = (
j−1
N ,
j
N ]. Fix j ∈ {1, . . . , N}. Let ϕj : (0, 1] → Ij be a homeomorphism such that ϕj|(0,1) :
(0, 1)→ ( j−1N , jN ) is a diffeomorphism (for example, the linear increasing homeomorphism) and define
fd,j : (0, 1]× {ej} → Ij × {d}
(t, ej) 7→ (ϕj(t), d)
Notice that fd,j is a bijection with inverse given by f
−1
d,j (t, d) = (ϕ
−1
j (t), ej) for each t ∈ Ij . Moreover,
fd,j is measurable (this follows from a similar argument that was used in Case 1 and from the fact that
ϕj is continuous). Define
fd : (0, 1]× {e1, . . . , eN} → (0, 1]× {d}
(t, ej) 7→ fd,j(t, ej)
for each j = 1, . . . , N . Note that fd is bijetction; as (0, 1]×{e1, . . . , eN} = (0, 1]×{e1}∪. . .∪(0, 1]×{en}
and (fd)|(0,1]×{ej} = fd,j for each j = 1, . . . , N the function fd is measurable. The same argument ensure
that f−1d is measurable.
As Dr(d) =
N⋃
i=1
((0, 1]× {ei}), then µ ((0, 1]× {ei}) = 1 for each i = 1, . . . , N and µ ◦ fd(Dr(d)) =
µ((0, 1]× {d}) = 1. Therefore both the measures are σ-finite.
If B ∈MDr(d) then B = A ∩Dr(d) = A(e1) × {e1} ∪ . . . ∪A(eN ) × {eN} for some A ∈M. If B satisfies
µ(B) = 0 then
N∑
i=1
m(A(ei)) = 0 and so m(A(ei)) = 0 for each i = 1, . . . , N . Moreover,
fd(B) =
N⋃
i=1
fd(A
(ei) × {ei}) =
N⋃
i=1
fd,i(A
(ei) × {ei}).
For each i = 1, . . . , N ,
fd,i(A
(ei) × {ei}) = {fd,i(t, ei) | t ∈ A(ei)} = {(ϕi(t), d) | t ∈ A(ei)}
and then
µ(fd,i(A
(ei) × {ei})) = m(ϕi(A(ei))) = m(ϕi(A(ei) ∩ (0, 1) ∪A(ei) ∩ {1})) =
= m(ϕi(A
(ei) ∩ (0, 1)) +m(ϕi(A(ei) ∩ {1}))
Note that A(ei) ∩ (0, 1) ⊆ A(ei) is µ-null. As ϕi is a diffeomorphism, it follows from [6, pg. 153] that
m(ϕi(A
(ei) ∩ (0, 1)) = 0. Clearly m(ϕi(A(ei) ∩ {1})) = 0. Therefore µ(fd,i(A(ei) × {ei})) = 0 for each
i = 1, . . . , N and this shows that µ(fd(B)) = 0. Therefore µ◦fd  µ. By the Radon-Nikodym Theorem
and by Proposition 1.2 we conclude this case.
• Case 3: #s−1(r(d)) =∞.
By hypothesis s−1(r(d)) is countable and then we can write s−1(r(d)) = {e1, e2, . . .}. Moreover, (0, 1] =∞⋃
i=1
Ij where Ij = (
1
j−1 ,
1
j ]. Fix j ∈ N and let ϕj : (0, 1] → Ij a homeomorphism such that ϕj|(0,1) :
(0, 1)→ ( 1j−1 , 1j ) is a diffeomorphism (for example, the linear homeomorphism). Define
fd,j : (0, 1]× {ej} → Ij × {d}
(t, ej) 7→ (ϕj(t), d)
5
and
fd : Dr(d) = (0, 1]× {e1, e2, e3, . . .} → (0, 1]× {d}
(t, ej) 7→ (ϕj(t), d).
The same arguments used in Case 2 can be used in Case 3 and so we get an E-branching system.

Note that if a E graph is countable or row-finite then, in particular, E is row-countable. Therefore for
this kind of graphs we can ensure the existence of a branching system.
Corollary 1.7. Let E = (E0, E1, r, s) be a row-countable graph. Then, for every v ∈ E0 and e ∈ E1 it holds
that Pv 6= 0 and Se 6= 0.
Proof. As s−1(v) is countable for every v ∈ E0, let X a E-branching system. Note that the representation
pi : C∗(E) → B(L2(X)) induced by Theorems 1.6 and 1.3 is such that pi(Pv)(φ) = χDv .φ and by the proof
of Theorem 1.6 we get that µ(Dv) > 0. Therefore pi(Pv) 6= 0 and then Pv 6= 0. From S∗eSe = Pr(e) 6= 0 it
follows that Se 6= 0. 
As a consequence of the Corollary, we see that for every path α in E, the element Sα ∈ C∗(E) is nonzero,
moreover, if α and β are paths in E such that r(α) = r(β) then SαS
∗
β 6= 0.
Corollary 1.8. Let E = (E0, E1, r, s) be a row-countable graph. Then E satisfies the condition (L) if and
only if every representation pi : C∗(E)→ B(L2(X)) induced from a branching system is faithful.
Proof. For the direct implication, as pi(Pv) and Pv are nonzero elements, the result follows from [1, Theorem
(2)]. For the converse, let’s show that if α = e1 . . . en is a path without exit then exists a representation ϕ
such that ϕ is not injective. Let X be the branching system as in the proof of Theorem 1.6. We redefine
only the maps fei for 1 ≤ i ≤ n. From the proof of Theorem 1.6 we get Rei = (0, 1] × {ei} and Dr(ei) =
(0, 1] × s−1(r(ei)) = (0, 1] × {ei+1} for each 1 ≤ i ≤ n − 1 and Dr(en) = (0, 1] × s−1(r(en)) = (0, 1] × {e1}.
For i = 1, define fe1 : Dr(e1) → Re1 by fe1(t, e2) = (
√
t, e1) and for i = n, define fen : Dr(en) → Ren
by fen(t, e1) = (
√
t, en). For each i = 2, . . . , n − 1 define fei : Dr(ei) → Rei by fei(t, ei+1) = (t, ei). So
we get a new E-branching system. For this branching system, by Theorems 1.3 we get a representation
ψ : C∗(E)→ B(L2(X)) such that ψ(Se1 . . . Sen) 6= ψ(Ps(e1)). In particular, Se1 . . . Sen 6= Ps(e1).
Moreover, we can choose fe1 = (t, e2) = (
√
t, e1), fen(t, e1) = (t
2, en) and fei(t, ei+1) = (t, ei) for each
1 < i < n, getting another E-branching system Y . Let ϕ : C∗(E)→ B(L2(Y )) be the induced representation.
For φ ∈ L2(Y ) it holds that
ϕ(Se1 . . . Sen)(φ) = χRe1 .(Φf−1en ◦...◦f−1e1 ).(φ ◦ f
−1
en ◦ . . . ◦ f−1e1 ) =
= χRe1 .φ = χDr(en) .φ = χDs(e1) .φ = ϕ(Ps(e1))(φ)
and then ϕ(Se1 . . . Sen) = ϕ(Ps(e1)). Since Se1 . . . Sen 6= Ps(e1) then ϕ is not injective.

2 Unitary equivalence and permutative representations
In this section we show that each permutative representation of graph C*-algebras in Hilbert spaces
operators, even the spaces being non-separable, are unitarily equivalent to representations induced from
branching systems. Moreover, we find a class of graphs where each representation is permutative.
Let ϕ : C∗(E) → B(H) a representation of C∗(E). The relations that define the universal C*-algebra
C∗(E) and the fact that ϕ is a ∗-homomorphism ensure that {ϕ(Pv)}v∈E0 and {ϕ(Se)ϕ(S∗e )}e∈E1 are families
of mutually orthogonal projections. For each edge e and vertex v let
Hv := ϕ(Pv)(H) He = ϕ(Se)ϕ(Se)
∗(H).
As ϕ(Pv) and ϕ(Se)ϕ(Se)
∗ are projections, Hv and He are closed subspaces of H. Moreover, it holds
that:
6
1. If v 6= w then Hv ∩Hw = {0H},
2. If e 6= f then He ∩Hf = {0H},
3. The restriction of ϕ(Se) given by ϕ(Se) : Hr(e) → He is a surjective, isometric and unitary operator,
4. If 0 < #s−1(v) <∞ thenHv =
⊕
e∈s−1(v)
He and if #s
−1(v) =∞ then we may writeHv =
( ⊕
e∈s−1(v)
He
)⊕
Vv
where Vv =
( ⊕
e∈s−1(v)
He
)⊥
.
5. We write H =
( ⊕
v∈E0
Hv
)⊕
V where V =
( ⊕
v∈E0
Hv
)⊥
.
Recall that
⊕
λ∈Λ
Aλ := span
( ⋃
λ∈Λ
Aλ
)
provided that {Aλ}λ∈Λ is a family of mutually orthogonal subspaces
of a Hilbert space (that’s the case). The proof of properties above follows from the relations that define C∗(E).
Other interesting fact is the relation between total orthonormal sets in Aλ with total orthonormal sets in⊕
λ∈Λ
Aλ; this relation is given by the following proposition.
Proposition 2.1. Let X be a Hilbert space and {Aλ}λ∈Λ a collection of mutually orthogonal subspaces of
X. If for each λ ∈ Λ, Bλ ⊆ Aλ is a total orthonormal set in Aλ then
⋃
λ∈Λ
Bλ is a total orthonormal set in
H :=
⊕
λ∈Λ
Aλ.
Proof. It is easy to see that
⋃
λ∈Λ
Bλ is an orthonormal set. We show that
⋃
λ∈Λ
Bλ is total in H.
Fix h ∈ H and  > 0. As H = ⊕
λ∈Λ
Aλ, there exists a = aλ1 + . . .+ aλn ∈ span
⋃
λ∈Λ
Aλ (where n ∈ N and
λi ∈ Aλi for each i = 1, . . . , n) such that ‖h − a‖ <

2
. As Bλi is a total orthonormal set in Aλi then there
exists bλi ∈ span Bλi such that ‖aλi − bλi‖ <

2n
. Define b = bλ1 + . . .+ bλn , note that b ∈ span
⋃
λ∈Λ
Bλ and
moreover
‖h− b‖ ≤ ‖h− a‖+ ‖a− b‖
<

2
+ ‖aλ1 − bλ1 + . . .+ aλn − bλn‖
≤ 
2
+ ‖aλ1 − bλ1‖+ . . .+ ‖aλn − bλn‖
<

2
+ n

2n
= .

We show some consequences of these properties.
Proposition 2.2. Let E be a graph and ϕ : C∗(E)→ B(H) a representation.
1. For each x ∈ C∗(E), ϕ(x) vanishes at V (where V is as above).
2. If H is separable then ϕ(v) 6= 0 for, at most, a countable number of vertices v ∈ E0.
Proof. First we prove 1. We know that H =
( ⊕
v∈E0
Hv
)⊕
V . Let y ∈ V and µ, ν paths in E such that
r(µ) = r(ν). If a = SµS
∗
ν then
‖ϕ(a)(y)‖2 = 〈ϕ(a)(y), ϕ(a)(y)〉 = 〈y, ϕ(a∗a)(y)〉 =
7
= 〈y, ϕ(SνS∗µSµS∗ν)(y)〉 = 〈y, ϕ(Ps(ν))ϕ(SνS∗µSµS∗ν)(y)〉 = 0.
As each element of C∗(E) may be approximated by elements of the form SµSν the result follows from
the the continuity of the inner product in H.
Now we prove 2. If ϕ(v) 6= 0 for a uncountable number of vertices v ∈ E0 we choose, for every Hv, a
total orthonormal subset Bv ⊆ Hv. Then
⋃
v∈E0
Bv is a uncountable total orthonormal set of
⊕
v∈E0
Hv. Since
H is separable,
⊕
v∈E0
Hv ⊆ H is separable. This is a contradiction because every total orthonormal subset of
a separable Hilbert space is countable. 
Definition 2.3. Let ϕ : C∗(E)→ B(H) a representation. We say that ϕ is permutative if for every e ∈ E1,
v ∈ E0 there exist total orthonormal sets Be ⊆ He and Bv ⊆ Hv such that
• If e ∈ s−1(v) then Be ⊆ Bv,
• If 0 < #s−1(v) <∞ then Bv =
⋃
e∈s−1(v)
Be,
• ϕ(Se)(Br(e)) = Be.
As ϕ(Se) : Hr(e) → He is unitary, the third condition of the definition above is equivalent to Br(e) =
ϕ(Se)
∗(Be). Furthermore, ϕ(Se)(Br(e)) is always a total orthonormal set in He because ϕ(Se) : Hr(e) → He
is isometric and surjective.
Example 2.4. Here we show an example of a permutative representation. Let E be the graph as follows.
v
. .
.
.
e1e2
ek
For each i = 1, . . . , k define the operator Ui : l
2 → l2 given by
Ui ((xn)n∈N) = (0, . . . , 0,
i︷︸︸︷
x1 , 0, . . . , 0,
i+k︷︸︸︷
x2 , 0, . . . , 0,
i+2k︷︸︸︷
x3 , . . .),
and notice that
U∗i ((yn)n∈N) = (yi, yi+k, yi+2k, . . .).
By the universal property of C∗(E) there exists a ∗-homomorphism ϕ : C∗(E)→ B(l2) such that ϕ(Sei) =
Ui and ϕ(Pv) = Id. Let’s show that ϕ is permutative. As
UiU
∗
i (y) = (0, . . . , 0,
i︷︸︸︷
yi , 0, . . . , 0,
i+k︷︸︸︷
yi+k, . . .))
then
Hei = UiU
∗
i (l
2) = span{δi, δi+k, δi+2k . . .}.
where (δn)n∈N is the canonical basis of l2. For each i = 1, . . . , k choose Bei = {δi, δi+k, δi+2k . . .} ⊆ Hei =
UiU
∗
i (l
2) and define:
Bv :=
⋃
e∈s−1(v)
Be =
k⋃
i=1
Bei = {δ1, δ2, δ3, . . .} = (δn)n∈N.
Note that pi(Sei)(Bv) = pi(Sei)((δn)n∈N) = Bei because pi(Sei)(δ1) = δi, pi(Sei)(δ2) = δi+k, pi(Sei)(δ3) = δi+2k
and so on. So ϕ is permutative.
Example 2.5. Now we will show an example of a non-permutative representation. Let E be the graph
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ve
Define U : C2 → C2 by U(z, w) = (iz, iw). By the universal property of C∗(E) there exists a ∗-homomorphism
ϕ : C∗(E) → B(C2) such that ϕ(Se) = U and ϕ(Pv) = Id. Suppose ϕ permutative. Then there exist an
orthonormal total set Be ⊆ He = UU∗(C2) = C2 and as orthonormal total set Bv ⊆ Hv = C2 such that
Bv = Be and ϕ(Se)(Br(e)) = U(Br(e)) = Be. As Be is an orthonormal total set in C2 we can write
Be = {(z1, z2), (w1, w2)}. Thus
ϕ(Se)(Br(e)) = U(Br(e)) = {(iz1, iz2), (iw1, iw2)} 6= Be.
That’s a contradiction. So ϕ isn’t permutative.
Now we prove the main theorem of this section. This theorem is a generalization of Theorem 2.1 of [2].
Theorem 2.6. Let ϕ : C∗(E) → B(H) be a representation and suppose that ϕ is permutative. Then there
exists a representation pi : C∗(E) → B(l2(Λ)), arising from a branching system, such that ϕ and pi are
unitarily equivalent.
Proof. We use the same notations as in the beginning of this section. Recall that H =
( ⊕
v∈E0
Hv
)⊕
V .
Choose Bv ⊆ Hv a total orthonormal set. Moreover, defining B′ =
⋃
v∈E0
Bv we obtain a total orthonormal
set in
⊕
v∈E0
Hv. Also, choosing D a orthonormal total set in V we define B = B
′ ∪D and write B = {bλ}λ∈Λ,
which is a total orthonormal set in H. Let (Λ, η) be the measure space where η is the counting measure. For
each e ∈ E1, v ∈ E0 define the sets
Re = {λ ∈ Λ | bλ ∈ Be} and Dv = {λ ∈ Λ | bλ ∈ Bv}.
Now we define the desired branching system. If e 6= f , Be ∩ Bf = ∅ (because He ∩ Hf = {0H}) and then
Re ∩ Rf = ∅. The same argument shows that Dv ∩ Dw = ∅ (for v 6= w). For an edge e and λ ∈ Re, as
e ∈ s−1(s(e)) and ϕ is permutative then Be ⊆ Bs(e), and so bλ ∈ Bs(e). This means that λ ∈ Ds(e) and so
Re ⊆ Ds(e). Moreover, if v ∈ E0 is such that 0 < #s−1(v) <∞ then Bv =
⋃
e∈s−1(v)
Be and so
λ ∈ Dv ⇔ bλ ∈ Bv ⇔ bλ ∈ Be′ for some e′ ∈ s−1(v)⇔ λ ∈
⋃
e∈s−1(v)
Re.
So Dv =
⋃
e∈s−1(v)
Re. For ech edge e we define the function fe : Dr(e) → Re by the following rule: given
λ0 ∈ Dr(e) we have bλ0 ∈ Br(e) and as ϕ is permutative ϕ(Se)(bλ0) ∈ Be. Therefore ϕ(Se)(bλ0) = bµ0 for
some µ0 ∈ Re. Define fe(λ0) = µ0.
As ϕ is permutative, fe is surjective and since ϕ(Se) : Hr(e) → He is injective so is fe; we choose f−1e as
the inverse of fe. It’s clear that fe and f
−1
e are both measurable functions. Moreover, as η is the counting
measure and fe, f
−1
e are bijections we have Φfe = 1 = Φf−1e . Then (Λ, η) is a branching system.
By Theorem 1.3 there exists a representation pi : C∗(E)→ B(L2(Λ, η)) = B(l2(Λ)) such that
pi(Se)(φ) = χRe .Φ
1
2
f−1e
.(φ ◦ f−1e ) = χRe .(φ ◦ f−1e ) and pi(Pv)(φ) = χDv .φ.
We define U : span{bλ}λ∈Λ → l2(Λ) given by
U(α1bλ1 + . . .+ αnbλn) = α1χ{λ1} + . . .+ αnχ{λn}.
Its clear that U is linear and as {bλ}λ∈Λ is a orthonormal set in H and {χ{λ}}λ∈Λ is a orthonormal set in
l2(Λ) then ‖x‖2 =
n∑
i=1
|αi|2 = ‖U(x)‖2. This shows that U is an isometric operator. Now we can extend the
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operator U to a operator (which we also call U) from H = span({bλ}λ∈Λ) to l2(Λ). It is easy to see that U
is a unitary operator.
Claim 1. U∗pi(Se)U = ϕ(Se) for each e ∈ E1.
For bλ0 ∈ B it holds that pi(Se)U(bλ0) = pi(Se)(χ{λ0}) = χRe(χ{λ0} ◦ f−1e ), and so
pi(Se)U(bλ0)(µ) =
{
1, if µ ∈ Re and µ = fe(λ0).
0, otherwise.
Suppose bλ0 /∈ Br(e). In this situation λ0 /∈ Dr(e). If µ ∈ Λ is such that µ ∈ Re e µ = fe(λ0) then
f−1e (µ) = λ0 ∈ Dr(e), that’s a contradiction. Then pi(Se)U(bλ0) = 0 and U∗pi(Se)U(bλ0) = 0. Furthermore,
ϕ(Se)(bλ0) = 0 because if bλ0 /∈ Br(e), bλ0 ∈ Bv for some v 6= r(e) or bλ0 ∈ D. In the first case bλ0 ∈ Hv and
then bλ0 = ϕ(Pv)(bλ0). So,
ϕ(Se)(bλ0) = ϕ(Se)ϕ(Pr(e))ϕ(Pv)(bλ0) = ϕ(Se)ϕ(Pr(e)Pv)(bλ0) = 0.
In the second case bλ0 ∈ D ⊆
( ⊕
v∈E0
Hv
)⊥
⊆ H⊥r(e) = Ker ϕ(Pr(e)). It follows that ϕ(Se)(bλ0) =
ϕ(Se)ϕ(Pr(e))(bλ0) = 0. In both situations it holds that
U∗pi(Se)U(bλ0) = 0 = ϕ(Se)(bλ0).
Now let bλ0 ∈ Br(e). In this case as ϕ is permutative then ϕ(Se)(bλ0) = bµ0 for some bµ0 ∈ Be, so
fe(λ0) = µ0. Then,
pi(Se)U(bλ0) =
{
1, if µ ∈ Re and µ = fe(λ0).
0, otherwise.
=
{
1, if µ = µ0.
0, otherwise.
= χ{µ0}.
Therefore,
U∗pi(Se)U(bλ0) = U
∗(χ{µ0}) = bµ0 = ϕ(Se)(bλ0).
By linearity and continuity follows Claim 1.
Claim 2. U∗pi(Pv)U = ϕ(Pv) for each v ∈ E0.
Let bλ0 ∈ B. Then pi(Pv)U(bλ0) = χDvχ{λ}, and so
U∗pi(Pv)U(bλ0) = U
∗(χDvχ{λ0}) = U
∗(χDv∩{λ0}) = χBv (U
∗(χ{λ0})).
Moreover, ϕ(Pv)(bλ0) = χBv (bλ0) and then
U∗pi(Pv)U(bλ0) = χBv (U
∗(χ{λ0})) = χBv (bλ0) = ϕ(Pv)(bλ0).
By linearity and continuity it holds that for every h ∈ H, and so U∗pi(Pv)U(h) = ϕ(Pv)(h), a so Claim 2 is
proved.
Finally, since pi and ϕ are homomorphisms then for every x ∈ C∗(E) it holds that U∗pi(x)U = ϕ(x). 
For separable Hilbert spaces H, since each orthonormal total set of such spaces are countable, we get
from the previous theorem the following corollary.
Corollary 2.7 (2.1,[2]). Let ϕ : C∗(E) → B(H) be a representation, suppose that H is separable and ϕ is
permutative. Then exists a representation pi : C∗(E) → B(l2(N)), induced by a branching system, such that
ϕ and pi are unitarily equivalent.
3 Graphs whose all representations are permutative
In this section we prove that permutative representations are unitarily equivalent to representations
induced by branching systems. Now, our goal is to find a class of graphs such that every representation is
permutative. For this, we need some language that was developed in [2].
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Definition 3.1 (3.1, 3.3: [2]). Let E be a graph.
1. For f ∈ E1 and v ∈ E0 we say that f and v are adjacent if r(f) = v or s(f) = v.
2. For u, v ∈ E0 such that u 6= v, we say that u and v are adjacent if exists a edge f ∈ E1 such that f to
u and f is adjacent to v.
3. For f, g ∈ E1 with f 6= g, we say that f, g are adjacent if there exists a vertex v ∈ E0 such that v is
adjacent to f and v is adjacent to g.
4. A path between u, v ∈ E0 is a pair (u0u1 . . . un, e1e2 . . . en); where ui ∈ E0 for each i = 0, . . . , n, ei ∈ E1
for each i = 1, . . . , n; and:
(a) u0 = u and un = v,
(b) ei 6= ej if i 6= j,
(c) for each i = 1, . . . , n it holds that r(ei) = ui−1 and s(ei) = ui or r(ei) = ui and s(ei) = ui−1.
5. A cycle is a path (u0u1 . . . un, e1e2 . . . en) such that u0 = un.
6. We say that E is P -simple if E has not loops and for every v, u ∈ r(E1)∪ s(E1) with v 6= u there exists
at most one path between v and u.
7. We say that a vertex v in E is a extreme vertex of E if s−1(v) ∪ r−1(v) = 1 and v is not a basis of a
loop. In this case, the only edge adjacent to v is called an extreme edge.
The reader can check that E is P -simple if, and only if, E has no cycles.
Let E be a graph. We define E1 as being the subgraph E1 = (E0 −X1, E1 − Y1, r1, s1) of E where X1 is
the set of extreme vertices of E, Y1 is the set of extreme edges of E and r1, s1 denote the restrictions of r
and s to E1 − Y1. The vertices in X1 are called the level 1 vertices of E and the edges in Y1 are called the
level 1 edges of E.
More generally, for each i ∈ N we define Ei as the subgraph Ei = (E0−X1∪. . .∪Xi, E1−Y1∪. . .∪Yi, ri, si)
of Ei−1 where Xi is the set of extreme vertices of Ei−1, Yi is the set of extreme edges of Ei−1 and ri, si denote
the restrictions of r and s to E1−Y1 ∪ . . .∪Yi. The vertices in Xi are called the level i vertices of E and the
edges in Yi are called the level i edges of E.
Note that the extreme vertices (edges) of Ei−1 are exactly the level i− 1 vertices (edges) of E.
Definition 3.2 (3.2: [2]). Let E = (E0, E1, r, s) be a graph and V ⊆ E0. We say that V is conneceted in E
if for all u, v ∈ V there exists a path (in E) between u e v. If V = E0 is connected in E we say that E is
connected.
Fix a graph E. Given u, v ∈ r(E1) ∪ s(E1) we say that u ∼ v if u = v or there exists a path between u
and v. Note that ∼ is a equivalence relation in Z := r(E1)∪ s(E1). Let ∆ be a set with exactly one member
of each equivalence class. Then we can write Z =
.⋃
vi∈∆
Zvi where Zvi denote the equivalence class of vi. As
consequence if R = E0 −Z then E0 =
.⋃
vi∈∆
Zvi
.⋃
R. The elements of R are called isolated vertices. It’s easy
to see that
(s−1(Zv), Zv, s|s−1(Zv), r|s−1(Zv)) = (r
−1(Zv), Zv, s|r−1(Zv), r|r−1(Zv))
is a subgraph of E.
The following proposition are very useful in the next results.
Proposition 3.3. Let E be a graph. Then
a) Suppose that Ei is defined for i ∈ N. If Z := r(E1)∪ s(E1) is connected in E then Z −X1 ∪ . . .∪Xi is
connected in Ei.
b) [3.4: [2]] If v ∈ Xn for some n ∈ N then exists at most one vertex w in E such that w is adjacent to v
and the level of w is greater or equal to n.
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c) [3.4: [2]]If Z =
m⋃
i=1
Xi, for some m ∈ N and Z is connected then
I) Given v ∈ Xn with n < m exists one, and only one vertex w with level greater than n such that w
is adjacent to v.
II) The set Xm has exactly two vertices and exists exactly one edge adjacent to the two vertices.
d) [3.4: [2]] If Z = (
m⋃
i=1
Xi)
.⋃{v} for each m ∈ N and Z is connected then:
I) If v ∈ Xn and n < m then v is adjacent to v or exists exactly one vertex w with level greater than
n such that w is adjacent to v.
II) For each v ∈ Xm exists exactly one edge adjacent to v and v.
Proof. We only will prove a). The proofs of the other items can be found in [2]. Suppose that i = 1. We will
prove that Z−X1 is connected in E1. Let u, v ∈ Z−X1. As Z is connected in E then there exists a path (in
E), (u0 . . . up, e1 . . . ep), between u and v. Notice that #s
−1(ui)∪ r−1(ui) ≥ 2 for each i = 2, . . . , p− 1. Then
ui isn’t a extreme vertex of E; therefore ui ∈ Z −X1 for each i = 1, . . . , p. Moreover, if ei /∈ E1 − Y1 then
ei ∈ Y1 and ei is a extreme edge of E. Thus s(ei) or r(ei) are extreme edges of E, that’s a contradiction.
Therefore ei ∈ E1 − Y1 e (u0 . . . up, e1 . . . ep) is a path in E1 between u and v. Now the proof follows by
inductive arguments. 
For more details about adjacency, extreme vertices and connected graphs we recommend [2]. The next
theorem is a generalization of [3.4 d), [2]].
Theorem 3.4. Let E be a P -simple graph. If Z := r(E1) ∪ s(E1) is connected and there exists n ∈ N such
that En exists and has finitely many vertices then Z =
m⋃
i=1
Xi or Z = (
m⋃
i=1
Xi)
.⋃{v} for some m ∈ N.
Proof. Let n0 the smallest number such that En0 has finite vertices. Let m the biggest number such that Em
is defined. Suppose that Z := r(E1) ∪ s(E1) 6=
m⋃
i=1
Xi. As
m⋃
i=1
Xi ⊆ Z then there exists v ∈ Z −
m⋃
i=1
Xi. So v
is a vertex of Em and we can suppose that Em has N (N ∈ N) vertices.
We claim that v is a isolated vertex of the graph Em. Otherwise, there exists an edge e1 in the graph
Em such that e1 is adjacent to v. Suppose that r(e1) = v. Of course s(e1) 6= v because E is P -simple. Let
v0 = s(e1) and as Em is a subgraph, v0 is a vertex of Em.
As v is not a extreme vertex of Em then #s−1(v) ∪ r−1(v) ≥ 2. Let e2 be another edge adjacent to v in
Em. Without loss of generality, we assume s(e2) = v and r(e2) = v2. Note that v2 6= v0, v2 6= v. Proceeding
inductively we get a contradiction because Em has finite vertices.
v0 v v2 v3...
e1 e2 e3
Finally, suppose that Z −
m⋃
i=1
Xi has two or more elements. By the claim above the vertices are isolated
in the graph Em but this contradicts the fact that Em is connected. Therefore Z −
m⋃
i=1
Xi has exactly one
element.

Theorem 3.5. Let E = (E0, E1, r, s) a P -simple graph. Suppose that Z := r(E1) ∪ s(E1) is connected and
suppose that there exists n ∈ N such that the graph En exists and has finitely many vertices. If ϕ : C∗(E)→
B(H) is a representation then ∀v ∈ E0 and ∀e ∈ E1 then there exists total orthonormal sets Bv and Be from
Hv and He, respectively, such that:
1. If e ∈ s−1(v) then Be ⊆ Bv and if 0 < #s−1(v) <∞ then Bv =
⋃
e∈s−1(v)
Be.
2. If e ∈ r−1(v) then ϕ(Se)(Bv) = Be.
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Proof. The proof of this theorem consists in two inductive processes in the level of the vertices. By the
previous theorem, Z =
m⋃
i=1
Xi or Z =
m⋃
i=1
Xi ∪ {v}. Suppose that Z =
m⋃
i=1
Xi.
Step 1. For each v ∈ XV F1 we choose a total orthonormal set Bv ⊆ Hv. For each e ∈ r−1(v) we
define Be := pi(Se)(Bv). For all the other vertices and edges we choose arbitrary orthonormal total subsets
Bv ⊆ Hv and Be ⊆ He. Then the conditions 1 and 2 are satisfied for all v ∈ XV F1 and for all e ∈ E1 such
that r(e) ∈ XV F1 .
Step 2. Let v ∈ XV F2 . If s−1(v) = ∅ we choose Bv := Bv, if 0 < #s−1(v) < ∞ we choose Bv :=⋃
e∈s−1(v)
Be and if #s
−1(v) = ∞ we define Bv as a total orthonormal set of Hv such that Be ⊆ Bv for each
e ∈ s−1(v). Thus, if e ∈ r−1(v) define Be := pi(Se)(Bv). For the other vertices and edges define Bv := Bv e
Be := Be.
Claim 2.: If e ∈ r−1(v) and v ∈ XV F2 then r(e) /∈ XV F1 and s(e) /∈ XV F2 .
Of course r(e) /∈ XV F1 . If s(e) ∈ XV F2 then s(e) is a vertex of the graph E1 as well as r(e); so e is a edge
of this graph. As s(e) ∈ XV F2 then there exists a vertex w with level greater than 2 and a edge f in the
graph E1 such that r(f) = s(e). Note that e 6= f . Then s(e) is a adjacent to e and f in the graph E1. That
is a contradiction because s(e) is a extreme vertex of E1. Therefore s(e) /∈ XV F2 .
The claim above ensures that the Step 2 doesn’t modifies the previous choices. Thus, after the Step 2 we
get total orthonormal sets Bv (v ∈ E0) e Be (e ∈ E1) such that 1 and 2 are satisfied for all v ∈ XV F1 ∪XV F2 .
We proceed inductively until the step m− 1. So, we get total orthonormal sets Bv e Be such that 1 and
2 are satisfied for all v ∈ XV F1 ∪ . . . ∪XV Fm−1.
Step m. Let v ∈ XV Fm . If s−1(v) = ∅ we define Bv := Bv, if 0 < #s−1(v) <∞ we define Bv :=
⋃
e∈s−1(v)
Be
and if #s−1(v) =∞ we choose Bv a orthonormal total set of Hv such that Be ⊆ Bv for each e ∈ s−1(v). If
e ∈ r−1(v) define Be := pi(Se)(Bv). For the all the other vertices and edges we define Bv := Bv e Be := Be.
Claim m. If e ∈ r−1(v) and v ∈ XV Fm then r(e) /∈ XV F1 ∪ . . . ∪XV Fm−1 and s(e) /∈ XV F2 ∪ . . . ∪XV Fm .
Of course r(e) 6∈ XV F1 ∪ . . .∪XV Fm−1. Suppose that s(e) ∈ XV Fi for some i = 2, . . . ,m. If 2 ≤ i ≤ m−1 the
argument is the same as in Claim 2. If i = m then s(e) ∈ XV Fm as well as r(e), thus r(e), s(e) are distinct
vertices of Em−1 and e is a edge of this graph. As s(e) is a final vertex of Xm exists a edge f in this graph
such that r(f) = s(e). Of course f 6= e. As Xm has exactly two elements (Proposition 3.3) then s(f) = s(e)
or s(f) = r(e). In both cases we get a cycle, which is impossible, since E is P -simple.
After this step we get total orthonormal sets Bv and Be such that 1 and 2 are satisfied for all v ∈
XV F1 ∪ . . . ∪XV Fm .
Step m + 1. Let v ∈ XV Im . If 0 < #s−1(v) < ∞ we define
∼
Bv :=
⋃
e∈s−1(v)
Be and if #s
−1(v) = ∞
we choose
∼
Bv a orthonormal total set of Hv such that Be ⊆
∼
Bv for each e ∈ s−1(v). If e ∈ r−1(v) define∼
Be = pi(Se)(
∼
Bv). For all the other vertices and edges define
∼
Bv := Bv e
∼
Be := Be.
With analogue arguments as used above we conclude that this construction don’t change our previous
choices. Now, with inductive arguments we conclude the proof in the case Z =
m⋃
i=1
Xi.
Now, suppose that Z =
m⋃
i=1
Xi
.⋃
v. The steps 1 until m are the same. After this, we need a extra step as
follows:
Extra Step. We need deal with v in a extra step because v has not level. The argument is similar as in the
other steps. If s−1(v) = ∅ define
^
Bv := Bv; if 0 < #s
−1(v) <∞ define
^
Bv :=
⋃
e∈s−1(v)
Be and if #s
−1(v) =∞
we choose
^
Bv such that Be ⊆
^
Bv for every e ∈ s−1(v). For each e ∈ r−1(v) define
^
Be := ϕ(Se)(
^
Bv) and for
the others vertices and edges define
^
Bv := Bv and
^
Be := Be.
Extra Claim. If e ∈ r−1(v) then r(e) /∈ XV F1 ∪ . . . ∪XV Fm and s(e) /∈ XV F2 ∪ . . . ∪XV Fm .
Of course r(e) /∈ XV F1 ∪ . . . ∪ XV Fm and if s(e) ∈ XV F2 ∪ . . . ∪ XV Fm−1 we repeat the previous arguments
(that’s possible because v ∈ Ei for each i = 1, . . . ,m− 1). If s(e) ∈ XV Fm then there exists an edge f in the
graph Em−1 such that r(f) = s(e) and s(f) = v, then (vs(e)s(f), ef) is a cycle. That’s a contradiction.
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The next steps are the same as in the case Z =
m⋃
i=1
Xi. So we conclude the case Z =
m⋃
i=1
Xi
.⋃{v} and the
proof of the theorem. 
Corollary 3.6. Let E = (E0, E1, r, s) be P -simple graph. Suppose that Z := r(E1) ∪ s(E1) is connected
and exists n ∈ N such that the graph En exits and has finitely many vertices. Then every representation
ϕ : C∗(E)→ B(H) is unitarily equivalent to a representation arising from a E-branching system.
Proof. It follows from Theorems 3.5 e 2.6. 
Example 3.7. Due to the previous corollary every representation of the two graphs below is unitary equivalent
to a representation arising from a branching system
v1
v3v2 vN ...
e3
e2
... eN ... v2 v3
v4
v5
v1
e0 e1
e2e−1
Given a graph E = (E0, E1, r, s) we know that E0 =
(
.⋃
vi∈∆
Zvi
)
.⋃
R. Let us consider the connected
subgraphs Evi = (Zvi , s
−1(Zvi), r|s−1(Zvi ), s|s−1(Zvi )).
Corollary 3.8. Let E = (E0, E1, r, s) be a P -simple graph. Suppose that for each i ∈ I there exists ni ∈ N
such that the graph Evini has finitely many vertices. Then, every representation ϕ : C∗(E)→ B(H) of C∗(E)
is unitarily equivalent to a representation arising from a E-branching system.
Proof. It follows by applying the previous result to each subgraph Evi . 
Example 3.9. By the previous corollary, each representation of the graph below is unitary equivalent to a
representation induced by a branching system.
v1
v3v2 v4 v5 v6
v7
v8
v9
e1
e2 e3
e4 e5
e6
The converse of the previous corollaries are note true. There are graphs such that every representation of
their C*-algebras are unitarily equivalent to representations induced by a branching system but the graphs
do not satisfy the hypothesis of the previous corolaries. We will show two examples.
Example 3.10 (2.2, [2]). In [2], has been shown that every representation of the graph
v−1 v0 v1 ......
e0 e1 e2e−1
is permutative. Then, by Theorem 2.6 every representation of this graph is unitarily equivalent to a repre-
sentation arising from a branching system. However, notice that there are no extreme edges and extreme
vertices, so that no En does exist.
Example 3.11. Let E be the following graph
v5
v4
v6
v3
v7
v2
v8
v1
e4
e5
e1
e8
e2 e3
e6e7
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and let ϕ : C∗(E)→ B(H) an arbitrary representation. First choose arbitrary orthonormal total sets for the
vertices v such that #r−1(v) ≥ 2, that is, the vertices v1, v3 and v5. For this vertices choose Bv1 ⊆ Hv1 ,
Bv3 ⊆ Hv3 , Bv5 ⊆ Hv5 . Now define Bei := ϕ(Sei)(Br(ei)) for each i = 1, 2, 3, 4, 5, 8. After this, choose
Bv2 := Be1 ∪ Be2 , Bv4 := Be3 ∪ Be4 , Bv8 := Be8 and Bv6 := Be5 ; finally define Be7 := pi(Se7)(Bv8) and
Be6 := pi(Se6)(Bv6). Finally define Bv7 = Be7 ∪ Be6 . With this choices is clear that ϕ is permutative. Of
course this graphs doesn’t satisfies the hypothesis of corollaries because E isn’t P -simple.
Remark 3.12. The previous example may be generalized in a natural way, with analogous arguments, for
every graph E which is a cycle with the property that {v ∈ E0 | #r−1(v) = 2} 6= ∅ for some vertex v. The
hypothesis {v ∈ E0 | #r−1(v) = 2} 6= ∅ is important. For example, in Example 2.5 the graph is a cycle,
with {v ∈ E0 | #r−1(v) = 2} = ∅ for each vertex, and in this example there is shown a non permutative
representation.
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