We propose the use of indirect inference estimation for inference in locally stationary models. We develop a local indirect inference algorithm and establish the asymptotic properties of the proposed estimator. Due to the nonparametric nature of the model under study, the resulting estimators display nonparametric rates of convergence and behavior. We validate our methodology via simulation studies in the confines of a locally stationary moving average model and a locally stationary multiplicative stochastic volatility model. An application of the methodology gives evidence of non-linear, timevarying volatility for monthly returns on the Fama-French portfolios.
Introduction
Time-varying economic and financial variables, and relationships thereof, are stable features in applied econometrics. Notable examples include asset pricing models with time-varying features (Ghysels, 1998; Wang, 2003) and trending macroeconomic models (Stock and Watson, 1998; Phillips, 2001) . While classical analyses of time series are built on the assumption of stationarity, data studied in finance and economics often exhibit nonstationary features.
Many different schools of modeling and estimation methods are proposed in order to accommodate the nonstationary behavior of observed time series data. In particular, statistical tools developed for locally stationary processes provide a convenient means of conducting analyses of trending economic and financial models. Heuristically, local stationarity implies that a process behaves in a stationary manner (at least) in the vicinity of a given time point but is nonstationary over the entire time horizon. For certain widelystudied time series models, slowly time-varying parameters ensure local stationarity under some regularity conditions; for instance, see Dahlhaus (1996) and Dahlhaus (1997) (AR(1)), Dahlhaus and Subba Rao (2006) (ARCH(∞)), Dahlhaus and Polonik (2009) (MA(∞) ), Koo and Linton (2012) (Diffusion processes) and Koo and Linton (2015) (GARCH(1,1) with a time-varying unconditional variance) among many other classes of locally stationary processes.
While many classes of well-known time series models can be generalized to locally stationary processes, it is worth noting that estimation and inference procedures developed in one class of locally stationary processes often cannot be applied to a different class of locally stationary processes. In particular, many estimation methods for locally stationary processes are composed of estimation approaches that primarily focus on local regression with closed-form estimators, local maximum likelihood estimation (MLE) with a closed-form likelihood function (in the time domain) and spectral density approach (in the frequency domain), all of which could be intractable or simply difficult to implement for various locally stationary extensions of commonly used structural econometric models; we refer to Vogt (2012) , Dahlhaus and Subba Rao (2006) and Dahlhaus and Polonik (2009) , for examples. As such, model specifications compatible with the above statistical methods are rather limited and cannot be used for estimation and inference in more complicated locally stationary models, such as, for instance, models with latent variables or unobservable factors.
More importantly, structural models of economic and financial relationships commonly rely on the use of latent variables to represent information that is unavailable to the econometrician. This modeling approach implies, almost by definition, that simple (closed-form) representations for the conditional distributions of the endogenous variables are unavailable, with simple straightforward estimation methods often infeasible as a consequence. Taken together, the (seemingly) natural extension of many locally-stationary models to include latent variables commonly encountered in econometrics and finance often render the existing estimation methods used in that model infeasible. In a state-space model setting, such situations can arise when there is no closed form for the measurement, and or, state transition densities, in cases where the conditional distribution of the model has no closed-form, or in settings where the regularity conditions required for estimation of locally stationary processes lead to an intractable likelihood function. For example, estimation and asymptotic properties for univariate locally stationary diffusion models cannot be straightforwardly carried over to multivariate extensions or to stochastic volatility models. See Koo and Linton (2012) for more details. Nevertheless, these extensions are too important to be neglected.
To circumvent the above problem, and to help proliferate the use of these powerful locally stationary models and methods, we propose a novel nonparametric indirect inference (II) method to estimate locally stationary processes. Instead of estimating complex structural locally stationary models directly, we indirectly obtain our estimator by targeting consistent estimators of simpler auxiliary models, and use these consistent estimates to conduct inference on the structural parameters. See, Smith (1993) , Gourieroux et al. (1993) and Gourieroux and Monfort (1996) for discussion of indirect inference in parametric models.
To illustrate the main idea behind our nonparametric II approach for locally stationary processes, we consider the following motivating example. Suppose that the true data generating process evolves according to Y t,T = θ 0 (t/T ) exp (h t /2) ε t , where h t = ω + δh t−1 + σ v v t , (ε t , v t ) ∼ N 0, 1 0 0 1 ,
where θ 0 (t/T ) > 0, for all t ≤ T . This locally stationary stochastic volatility (LS-SV) model decomposes volatility into a short-term, latent volatility process, h t , and a slowly time-varying component, θ 0 (·), and can capture a wide range of volatility behaviors. The above model allows for non-stationary, but slowly changing, volatility dynamics, which may result from the transitory nature of the business cycle. Suppose that we wish to estimate the unknown function θ 0 (·) and conduct statistical inference on (1). While (G)ARCH-based versions of the locally stationary volatility model in (1) have been analyzed by several researchers (see, e.g., Dahlhaus and Subba Rao, 2006 , Engle and Rangel, 2008 , Fryzlewicz et al., 2008 , and Koo and Linton, 2015 , since the latent volatility process, h t , pollutes the observed data, Y t,T , it is not entirely clear how to estimate θ 0 (·). Indeed, largely due to this fact, locally stationary volatility models have not been previously explored in the literature, even though their stationary counterparts form the backbone of many empirical studies in finance and financial econometrics.
In this paper, we generalize the II approach of Gourieroux et al. (1993) to present a convenient estimator for unknown functions in locally stationary models, such as the LS-SV model, where, due to the nature of the model, estimating the unknown functions of interest via other approaches would be infeasible or too cumbersome. This approach to II estimation relies on a locally stationary auxiliary model that can be easily estimated using the observed data and that captures the underlying features of interest in the structural model. For example, in the context of the LS-SV model, a reasonable auxiliary model would be the locally stationary GARCH model:
Y t,T = ρ(t/T )σ t z t , where σ 2 t+1 = α 0 + α 1 z 2 t + βσ
where ρ(t/T ) > 0 for all t ≤ T , and z t ∼ WN (0, 1), with WN (0, 1) denoting a white noise process with zero mean and unit variance. The remainder of this paper further develops the ideas behind this estimation method in the context of a general locally stationary model and establishes the asymptotic properties of the proposed estimation procedure under general (high-level) regularity conditions. To establish the asymptotic properties of these II estimators, we must first develop conditions that guarantee misspecified locally stationary models admit consistent estimators of their corresponding pseudo-true values. This is itself a novel result since the literature on locally stationary models has so far only treated estimators defined by relatively simple criterion functions, and all under the auspices of correct model specification. From these new results on locally stationary estimators of the auxiliary model, we can deduce the asymptotic properties of our proposed II estimator for the structural model parameters.
The estimation procedures proposed herein is demonstrated through two Monte Carlo examples, and an empirical application. The empirical application applies the LS-SV model to examine the volatility behavior exhibited by several Fama-French portfolios. We find that most of these portfolios display timevarying volatility patterns that broadly track the underlying (low-frequency) expansion and contractions of the United States economy.
The remainder of the paper is organized as follows. Section 2 introduces the general model and the related framework. In Section 2.3, we present our general approach and define the corresponding local II (L-II) estimators for a general locally stationary model. Section 3 develops asymptotic results that demonstrate the properties of this estimation procedure. Simulation results for a simple example of a locally stationary moving average model of order one are discussed in Section 4. In Section 5 we further analyze the locally stationary stochastic volatility model. We consider a small Monte Carlo to demonstrate our estimation method, then apply this method to analyze the volatility behavior of FamaFrench portfolio returns, where we find ample evidence for smoothly time-varying nonlinear volatility dynamics over the sample period. All proofs are relegated to Appendix A. The tables and figures associated with the application in Section 5 are given in Appendix B.
Throughout this paper, the following notations are used. The tilde,˜, over a variable denotes that the variable is simulated, whereas˜over a parameter denotes the parameter value used for simulation. Let g be any function from R d → R. ||g|| r = ( |g(x)| r dx) 1/r and ||g|| s r = ( |g(x)| r dx) s/r . Particularly, g ∞ = sup |g(·)| and · Ω is a norm weighted by Ω. A subscript, 0 denotes the true value or functional form of the corresponding parameters or functions. O p (·) and o p (·) denote the usual big O and little o in probability. N denotes the set of all natural numbers. C denotes a generic constant which takes different values for different places.
The Model

Structural models
We assume the researcher is interested in conducting inference on some model within the class of locally stationary models. Let {Y t,T } t=1,...,T ;T =1,2,... denote a triangular array of observations. The process {Y t,T } is locally stationary if it satisfies the following definition. Definition 1. The process {Y t,T } is locally stationary if there exists a stationary process {y t/T,t } for each re-scaled time point t/T ∈ [0, 1], such that for all T ,
where {C T } is a measurable process satisfying, for some η > 0, sup
The magnitude of η captures the degree of approximation of y t/T,t to Y t,T , which reflects the characteristics of the underlying processes of interest. The larger η, the better the approximation. We do not specify the magnitude of η to maintain generality, which allows us to represent various types of processes, and instead allow η to vary from model to model. See, for instance, Dahlhaus and Subba Rao (2006) for ARCH(∞), Koo and Linton (2012) for diffusion processes, Vogt (2012) for AR processes and Dahlhaus and Polonik (2009) for MA processes among many other processes.
We consider that the process {Y t,T } is generated from the following locally stationary structural model with time-varying parameters:
Y t,T = r( t,T ; θ 0 (t/T )),
where both r(·) and ϕ(·) are real-valued functions that are known up to the unknown function θ 0 . The function of interest is θ 0 ∈ H, where H is some vector space of functions equipped with the norm · . We assume that the structural model, and θ 0 satisfy the following regularity conditions: Assumption 1. (i) For all, δ > 0, and u = t/T ∈ [δ, 1 − δ], the function θ 0 (u) has uniformly bounded second-derivatives with respect to u.
(ii) The functions r(·), ϕ(·), known up to θ 0 (·), are twice continuously differentiable with respect to θ, with uniformly bounded second derivatives. (iii) The error ν t is a strictly stationary process with ν t ∼ D(0, σ), and with σ and D(·) known to the econometrician.
The structural model in (3) is quite general and can accommodate many interesting processes, including models with complex time-varying features, such as time-varying autoregressive conditional heteroskedasticity (ARCH). In addition, the structural model in (3) can always be augmented by additional exogenous regressors at the cost of additional notation. Such regressors may be used, for instance, to capture some conditionally heteroskedastic features of the data. Critically for our purposes, under Assumption 1, if θ 0 (·) were known, simulated realizations of {Y t,T } could easily be generated from the model in equation (3).
If the process in (3) is locally stationary, inference on θ 0 (·) can be carried out through an approximate structural model defining a stationary process indexed by u ∈ [0, 1]:
In particular, if {Y t,T } satisfies Definition 1, under Assumption 1, as T → ∞, we have that
To see this, from the triangle inequality we have
where the O p (T −1 ) term follows from Definition 1. Now, consider y t/T,t − y u,t and expand y t/T,t , via (4), in a neighborhood of u 0 :
∂ϕ ∂θ
From Assumption 1, in particular the (uniform) bounded second-derivatives of r(u), ϕ(u), θ 0 (u) with respect to u, it follows that y t/T,t − y u,t = O p t T − u . We then have that
Equation (5) implies that in the neighborhood of a re-scaled time point u ∈ [0, 1], statistical analysis can be conducted on the family {y u,t , u ∈ [0, 1]} in a sense that the local moments from the distribution of {Y t,T } can be approximated by those from the distribution of {y u,t }.
Under local stationarity, we will demonstrate that estimation of the unknown (vector) function θ 0 (·) in (3) can proceed through a local version of indirect inference (L-II) that is conducted at the time points u = t/T . This approach relies on the fact that, for any u
i.e., in the locally stationary structural model we can view the function θ 0 as θ 0 : [0, 1] → Θ. In this way, the model is defined with the observed data {Y t,T } t=1,...,T ;T =1,2,... while our statistical analysis is based on the collection of locally stationary processes with {y u,t } where u ∈ [0, 1]. 1 The assumption that θ 0 (·) is our only parameter of interest is without loss of generality as we may always redefine θ 0 (·) to include those time-varying elements of the distribution for ν t . This paper is particularly concerned with estimation and inference for the model (3) when the model rules out direct estimation approaches developed in the existing literature, for instance due in large part to the computational difficulty or lack of a closed-form estimator or likelihood function.
The key to our L-II approach is the local stationarity of the process {y u,t } 1≤t≤T . For fixed u, θ(u) ∈ Θ ⊂ R d θ , the series {y u,t } 1≤t≤T can be simulated according to equation (4). Denote this simulated sample, based onθ :=θ(u) ∈ Θ, as {ỹ u,t }ỹ u,t = r(˜ u,t ;θ) ≡ r(˜ u,t ;θ(u)),
whereν t denotes a simulated realization of the random variable ν t .
Auxiliary Models and Direct Estimation
To employ our L-II estimation method, we consider an auxiliary model defined by the unknown (vector) function ρ(·), such that for any u ∈ [0, 1], we have ρ(u) ∈ Γ ⊂ R dρ , with d ρ ≥ d θ . Reflecting the features of the true structural model, the auxiliary model is chosen such that it allows for direct estimation based on the observations {Y t,T }. That is, the auxiliary parameter is estimated by minimizing some sample objective function,ρ
where M T is defined by an auxiliary model. Throughout the remainder, when no confusion will result, we denoteρ(u; θ 0 (u)) byρ(u); i.e., we drop θ 0 (u) from the representation of the estimator in (7). We further specialize the sample criterion, M T , by considering it is of a local form: for some kernel function, K(·) and a bandwidth parameter, h,
It is natural to consider an auxiliary model that is well-behaved and allows for simple estimation of the auxiliary parameters. One such useful class of auxiliary models will be nonlinear regression models of the following form:
where f (·) is known and
and where Z t,T is a triangular array of variables that are measurable at time t and exogenous with respect to the error term η t . Under this specific nonlinear regression models with the least squares criterion, the sample criterion function, M T (·) is given as
It is worth noting that the auxiliary model we consider is much more general than nonlinear regression models. Furthermore, instead of the least squares criterion discussed above, we could consider as our auxiliary criterion function a local quadratic distance criterion or a quadratic local log-likelihood function. However, to ensure our theory can capture situations where the auxiliary model has a nonlinear regression structure, throughout the remainder we further specialize the structure of the auxiliary criterion function M T as follows. For some kernel function, K(·) and a bandwidth parameter, h, some known function f (·) and observable exogenous variables Z t,T , we assume that
While direct estimation of ρ(·) will generally be relatively simple, the auxiliary model is a simplified version of the structural model, and in this wayρ(u) may be a poor estimate of the function of interest θ 0 (·). To this end, we propose to use simulation from the locally-stationary model in (4) and an II step to correctly estimate the unknown function of interest θ 0 (·).
Estimation of Structural Parameters
Suppose that we observe realizations {Y t,T } t=1,...,T ;T =1,... generated from the structural model (3), which are well-approximated, in the sense of Definition 1, by a family of stationary processes {y u,t } for u ∈ [0, 1] as in (4). Whileρ(·) may be a poor estimator for θ 0 (·), an II approach can correct this issue. Such an II estimation approach is local in the sense that we are only able to estimate the features of θ 0 (·) in a neighborhood of the point u.
The local II (L-II) approach we propose proceeds in the same manner as standard II, namely, L-II matches observed and simulated estimates from the chosen auxiliary model to deliver an estimator of the quantity of interest. However, unlike standard II, our L-II approach repeats this process at a given set of time points {u i } m i=1 , where max i ∆u i = O(T −1 ) and ∆u i = u i − u i−1 , to uncover the shape of the unknown function θ 0 (·).
For some fixed u i and a corresponding candidate for θ 0 (u i ), say,θ :=θ(u i ), L-II then proceeds by simulating data {ỹ u i ,t } t=1,...,T from (4) by drawing simulated errors {ν t } t=1,...,T . It is important to note that, by the nature of the locally-stationary approximation from which {ν t } t=1,...,T is simulated, the resulting series, {ỹ u i ,t } t=1,...,T is stationary. Given {ỹ u i ,t } t=1,...,T , we can estimate a version of the auxiliary parameters usingρ
which corresponds to a simulated version of the local criterion function M T based on the observed data, and in the vicinity of time point u i . 2 Usingρ(u i ) andρ(u i ;θ), the L-II estimator of θ 0 (u i ) can then be calculated, for positive definite weighting matrix Ω, asθ
Using the simulated errors {ν t } T t=1 , we may repeat the above process for {u i } m i=1 , with 0 < u 1 < u 2 < · · · < u m < 1, and max i ∆u i = O(T −1 ) to obtain an estimator of θ 0 (·) at points t i = u i · T .
The key feature of the above L-II procedure is that, due to the locally-stationary nature of (4), the simulated series {ỹ u i ,t } T t=1 is stationary for each u i , i = 1, ..., m. In this way, at each time point u i , L-II matches a nonparametric estimator against a parametric estimator. As we shall see more clearly in Section 3, a consequence of this estimation approach is that the estimatorθ(u) will inherit the asymptotic properties of the nonparametric estimatorρ(u).
Asymptotics
This section establishes the asymptotic properties of the L-II estimatorθ(·). We establish the convergence (in probability) ofθ(u) to θ 0 (u) and provide the asymptotic distribution under a fairly general modeling setup.
Before presenting the details, we introduce limit quantities that will be needed for our results. Consider the limit objective function and its minimizer corresponding to sample quantities i.e. (7) and (8) 
Throughout the remainder, when no confusion will result, we denote ρ 0 (u; θ 0 (u)) by ρ 0 (u).
The function ρ 0 (u) is the minimizer of the limit map ρ(u) → M 0 [ρ(u)], for all u ∈ U, and can be interpreted as a pseudo-true (functional) value. This limit depends on features of the true distribution (in particular, local stationarity) and the true parameter of the structural model. The limit M 0 will be well-defined and ρ 0 unique under conditions on the data generating process given later.
Since the theory in relation to the auxiliary model is concerned with the local neighborhood of the pseudo-true parameter, we define a local neighborhood of the pseudo-true parameter ρ 0 such that E = {ρ : ρ ∈ Γ, ρ − ρ 0 ≤ ε} and E c = {ρ : ρ ∈ Γ, ρ − ρ 0 > ε}.
Consistency
Consistency of the L-II approach requires the uniform convergence (in probability) of the corresponding auxiliary estimators to some pseudo-true values uniformly in u ∈ U .
Under regularity conditions given later, the estimatorρ 0 (u) will be a consistent estimator of ρ 0 (u). Recalling that bothρ(u) and ρ 0 (u) implicitly rely on θ 0 (u), in what follows, we prove thatρ(u) is uniformly convergent to ρ 0 (u) in u ∈ U. Likewise, we require that the simulated auxiliary estimator has a well-defined probability limit. Recalling the stationary nature of the simulated data,ỹ u,t , such a requirement boils down to standard results for consistency of the estimator for the auxiliary model to the pseudo-true value; see, e.g., White (1982) and White (1996) . We define the pseudo-true value based on the simulated criterion as
From these definitions, consistency ofρ(u;θ) for ρ 0 (u;θ) can be based on a uniform law of large numbers (LLN) via stochastic equicontinuity and compactness of Γ. Regularity conditions for this are nested in conditions for the uniform convergence ofρ(u) to ρ 0 (u).
To demonstrate the asymptotic properties of our proposed L-II approach, we require the following regularity conditions. Assumption 2. {(Y t,T , Z t,T ); t = 1, ..., T ; T = 1, 2, ...} are triangular arrays of locally stationary processes defined in Definition 1 and are φ-mixing with its mixing coefficients φ(k) such that for all integers 0 < t < ∞ and k > 0,
is uniformly bounded, twice continuously and boundedly differentiable with sup ρ∈E∪J E|g(Y t,T ; f (Z t,T , ρ)|<∞ where J is the set {ρ : ρ(u), u ∈ U}.
(ii) For all u ∈ U, f (z; ρ) is a measurable function of z for each ρ ∈ E and is twice differentiable at ρ for each z, with sup ρ∈E∪J E|f (z; ρ)|<∞. In addition, there exists a functionf (z) such that sup ρ∈E∪J f (z;
where c q is independent of u and ρ. The function q(·) is differentiable for ρ ∈ E with strict monotonicity at the pseudo-true value, ρ 0 . (iv) For a given u ∈ U, ρ 0 (u) is the unique zero with respect to ρ such that
i.e. for an arbitrarily small ε > 0, there exists It is continuously differentiable up to order r on R with 2 ≤ r;
and:
(ii) Let h be the bandwidth such that as
Assumption 2 states that we restrict our attention to locally stationary processes and allows us to utilize the asymptotic independence property for heterogeneous data. The decay rate of the φ-mixing coefficient is quite weak. For instance, any exponential decay rate satisfies the condition. In addition, the φ-mixing can be relaxed to strong-mixing if we restrict the form of g(·). For instance, for the regression objective function, (whether it is linear or nonlinear,) strong-mixing assumption suffices. Assumption 3 is concerned with the auxiliary model and its objective function. Assumptions 3.(i) and 3.(ii) ensure that uniform continuity of the objective function is ensured in the neighborhood of the pseudo-true value, ρ 0 . They also ensure the existence of a well-behaved limit of the objective function due to the dominated convergence. Assumption 3.(iii) is concerned with the first order condition and the monotonicity warranted by the minimizer of the criterion. Assumption 3.(iv) is an asymptotic identification condition such that the unique minimizer of M 0 is well separated. Assumption 3.(v) states uniform equicontinuity for the uniform LLN. Assumptions 3.(vi) states the compact parameter spaces for the structural parameter θ(·) and the corresponding auxiliary parameter ρ(·) respectively with injectivity between two given a fixed time point, u. Finally, Assumption 4 describes features of the kernel function and the bandwidth, which is standard in nonparametric kernel estimation. Theorem 1. Under Assumptions 1-4,ρ(u) exists and is unique w.p.1. For all u ∈ U and θ ∈ Θ, we have
We note here that Theorem 1 is actually of independent interest. In particular, this is the first result, to our knowledge, on the uniform consistency of misspecified estimators in locally stationary models. Indeed, the only existing results on the consistency of estimators in a locally stationary context explicitly consider the case where the model is correctly specified. However, in this II estimation context we must explicitly treat the fact that these estimators are obtained from a misspecified auxiliary model.
As stated earlier, a potentially useful class of auxiliary models for use in L-II is the class of nonlinear regression models. Suppose that the auxiliary model can be represented by
where η t is strictly stationary and φ-mixing with E|η t | < ∞ and independent of the explanatory variables Z t,T .
The estimator of the auxiliary parameter, ρ 0 (u) is given aŝ
where
Under this specific choice of auxiliary model and criterion function, we have the following immediate corollary to Theorem 1. Corollary 1. Under Assumptions 1-4, forρ(u; θ) defined as in (13), we have
From the (uniform) consistency ofρ(u) andρ(u; θ), in the general case we can deduce the following result for the L-II estimator of θ 0 (·).
Theorem 2. Let Assumptions 1-4 be satisfied. For Ω a positive definite weighting matrix, the estimator for
Theorem 2 requires, among other things, a condition guaranteeing identification of θ 0 (u) for any u ∈ U. This requires that ρ 0 (u;θ), for someθ ∈ Θ, be able to match ρ 0 (u), for any u ∈ U, and that this matching be unique.
for u ∈ U. For ρ 0 (·; θ(·)) continuous and strictly monotonic in θ, for any u, and in the case of
Therefore, under continuity and monotonicity of ρ(·), for any u ∈ U, θ 0 (·) will be identified. Such a condition is equivalent to the injectivity conditions required by Theorem 2, which is a necessary condition required of parametric II (Gourieroux et al. 1993 ).
Asymptotic Normality
Standard II, based on parametric models, can be interpreted as attempting to match the biases from estimators based on observed and simulated data. The L-II estimator also attempts to match biases, however, due to the nonparametric nature of the problem, this matching is not as straightforward as with parameteric II estimators. In particular, because the locally stationary processes of interest in this paper are semiparametric, i.e., the distributions under analysis are parametric but some of the parameters within those distributions are time-varying with unknown forms, two types of biases are in evidence: firstly, there is the bias that comes about from approximating the locally stationary process in the vicinity of a given time point using a stationary set of simulated data, and an additional bias that exists from using nonparametric estimators, based on kernel smoothing approaches, to capture the features of the true nonstationary data generating process.
This result has important implications for the interpretation of the L-II procedure: the first implication is that the L-II estimator of the structural parameters has bias of the same order as the nonparametric estimatorρ(u); the second thing to note is that the asymptotic distribution of the simulated auxiliary estimators is degenerate when scaled by the factor √ T h, the nonparametric convergence rate ofρ(u). To deduce the asymptotic distribution of the L-II estimator, we employ the following high-level regularity conditions. 3 Assumption 5. (i) For any u ∈ U, there exist some B(u) such that: for all u ∈ U,
for some V (u) and B(u) such that 0 < sup u∈U V (u) < ∞ and sup u∈U B(u) < ∞.
(ii) For fixed u, and some δ > 0, recall E := {ρ ∈ Γ : ρ − ρ 0 < δ}, Ψ T (u, ρ) := ∂M T ({y u,t }; ρ) /∂ρ, and
The following are satisfied
2. Ψ 0 (u, ρ) and ∂Ψ 0 (u, ρ)/∂ρ are Lipschitz continuous in both u and ρ.
4. sup u∈U ∂ρ(u)/∂u < ∞ and sup u∈U ∂ 2 ρ(u)/∂u 2 < ∞.
The following theorem gives the asymptotic distribution of the L-II estimator.
Theorem 3. Under Assumptions 1-5, for any u ∈ U, the L-II estimator
As is generally true of nonparametric estimation, the choice of the bandwidth h is critical for the performance of the proposed L-II estimator. However, unlike standard nonparametric estimation, the bandwidth, h, affects the estimated structural parametersθ(·) through the estimated auxiliary parameter ρ(·). Therefore, the bandwidth must be chosen with respect to the estimated auxiliary parameters. While there is as yet an incomplete theory on the choice of bandwidths in general locally stationary estimation, we note that when ρ 0 (u) is estimated via nonparametric regression, the standard rule-of-thumb choice can be applied to yield reasonably accurate estimators (see, e.g., Koo and Linton, 2015) . Given that the majority of auxiliary models employed in II estimation have some regression-type basis, we believe that the standard rule-of-thumb should yield reasonably accurate estimators of the structural parameters.
We note that our L-II approach and its asymptotic behavior differ from the "kernel-based" II approach of Billio and Monfort (2003) . In the confines of a fully parametric structural model, Billio and Monfort (2003) generate a simulated conditional auxiliary criterion function, via kernel smoothing, which is used to construct estimators of the auxiliary parameters. Matching auxiliary estimators based on the observed and simulated data, then "knocks out" the bias of the nonparametric estimator in the asymptotic distribution of the kernel II estimator. As such, in the authors parametric context, the bandwidth used in estimation will have little impact on the behavior of the structural parameter estimates, and, hence, the researcher has liberty to choose this tuning parameter as they see fit. However, unlike Billio and Monfort (2003) , our structural model is nonparametric and we must rely on a local simulation (and estimation) mechanism for the structural model, in the neighborhood of the time point u. This local approach is required since in our context there is no reason to believe that a global approach will guarantee identification. As a result, we must pay the price for nonparametric estimation, which results in a slower rate of convergence and the introduction of nonparametric smoothing bias.
The bias term in Theorem 3 is proportional to the bias of the underlying nonparametric estimator ρ(u). This is a direct consequence of matching a parametric estimate against a nonparametric estimate. However, a couple of methods can be considered to alleviate this type of bias. A naive remedy could be to employ an under-smoothed kernel estimate by adjusting the bandwidth h. Since the bias from the local approximation is not matched, under-smoothing could be used to alleviate this bias. However, this approach is highly model specific, and may result in an increase in the estimators variance, which could lead to an estimator with poor overall mean square-error properties. Alternatively, noting thatθ(u) is a consistent estimator of θ 0 (u) allows us to deduce a simple procure that can attenuate this bias and ensure the resulting estimators are less sensitive to the choice of h. Givenθ(u), instead of simulating from the locally stationary model (4), we could instead directly simulate from the non-stationary model (3); i.e., instead we simulate a locally stationary sequence of data according to the estimated function. This new sequence can then be treated as "observed data, and a second round of L-II can be run using this 'observed data'. The result is that this second round of L-II will directly match the resulting nonparametric bias, and yield an estimator that does not exhibit the asymptotic bias term B(u).
As is generally true of nonparametric estimators, the asymptotic distributions given in Theorem 3 will only be an accurate reflection of the sampling properties of the estimator for relatively large samples. As such, in cases with moderate sample sizes, we suggest the use of bootstrap techniques to conduct inference, such as forming confidence intervals, in place of the asymptotic approximation in Theorem 3.
Simple Example and simulation study
In this section, we consider a simple generalization of the time-varying moving average model that allows the roots of the moving average lag polynomial to be time-varying. After presenting the model, we demonstrate how our L-II approach can be applied to estimate the model and present simulation results on the effectiveness of this strategy.
MA(1) Time-Varying Parameters
We consider the semiparametric locally stationary MA(1)-process
with E| t | 4+η < ∞ for any arbitrarily small positive number η, and where sup u∈U |θ 0 (u)| < 1. Our goal is to estimate the unknown function θ 0 (·) via our L-II approach. In doing so, we approximate (15) by a family of stationary MA(1) processes indexed by u ∈ U where U = [δ, 1 − δ] with some small trimming positive δ = o(1),
We specify as our auxiliary model the functional AR(1) model:
That is, for fixed u the auxiliary model is a simple AR(1) model. Recall that, in parametric MA models, when the roots lie near the region of non-inveribility, the resulting estimators can display a loss in accuracy. Therefore, since for any fixed u, the structural model is well-approximated by a parametric MA(1) model, it is likely that the same issue will be present if sup u |θ 0 (u)| is close to unity.
We use the above auxiliary model to present a L-II estimator of θ 0 (u).
Algorithm 1 L-II algorithm for locally stationary MA(1) processes 1: Based on observed data and auxiliary model (17), the estimatorρ(u) is defined aŝ
where K(·) is a kernel function and h is a bandwidth parameter.
2:
Based on the structural model (16), simulate H independent processes {y [j] u i ,t ; j = 1, ..., H} corresponding to {˜ [j] t } T t=1 for given fixed time point u i . That is, for fixedθ and u i ,
t−1θ .
3: Based on the simulated data {ỹ [j] u i ,t } j=1,...,H , obtain a set of estimators {ρ [j] (u i ;θ)} j=1,...,H defined aŝ
[j]
and defineρ
4: Define the estimatorθ(u i ) as the solution to the equation: arg minθ ∈Θ i ρ(u i ) −ρ(u i ;θ) Ω where Θ = (−1, 1) is the parameter space for θ 0 (u i ). 5: Repeat the above procedure for different time points, say {u i } i=1,...,m to estimate the whole functional form of θ 0 (u).
In comparison with the general structure, the time-varying AR(1) auxiliary model in (17) corresponds to taking z u,t = y u,t−1 and considering that g(y u,t ; ρ) = (y u,t − ρ(u)y t−1 ) 2 . Note that it would also be possible to consider additional lags of y u,t in z u,t to accommodate LS-MA models of higher order. It is also useful to note that under weak conditions on the error term, the process y t,T defined in the auxiliary model (17) is strong-mixing; see Orbe et al. (2005) .
In this specific model, using the result of Corollary 1, we can deduce the consistency result in Theorem 2 to obtain the following uniform convergence ofθ(u) in the LS-MA(1) model to θ 0 (u). 4
Corollary 2. Under Assumptions 1-4, if sup u∈U |ρ 0 (u)| < 1 with uniformly bounded second-derivatives, the estimatorθ(u) := arg max θ∈Θ − ρ(u) −ρ(u; θ) satisfies sup u∈U θ (u) − θ 0 (u) = o p (1).
Monte Carlo Experiments
We demonstrate the usefulness of the L-II approach using a series of Monte Carlo experiments. We consider a sample size of T = 1000 generated according to the LS-MA(1) model
Data is generated according to one of three functional specifications for θ 0 (u):
For inference on θ 0 (·), we use Algorithm 1 with a Gaussian kernel and the rule of thumb bandwidth h = 1.06T −1/5 . We estimate θ 0 (·) using the grid of points {u i } 10 i=1 , such that u i = i * 100/1000. We consider 5,000 replications of the above design across the three different specifications for θ 0 (·). The following three figures illustrate the sampling distribution, across the Monte Carlo replications for each of the three specifications. Figure 1 demonstrates the ability of the L-II approach to obtain consistent estimators of the unknown function θ 0 (·) over u ∈ [0.05, 0.95] across the three Monte Carlo designs. The bounds are truncated due to the well-known boundary bias associated with local constant nonparametric estimation. We note that, outside of these bounds, given the relatively short nature of the time series, these estimators are likely to be poorly behaved. This issue can be addressed through the use of local-linear smoothing approaches.
Multiplicative Stochastic Volatility
The use of stochastic volatility to capture the conditional heteroskedastic movements of asset returns is now commonplace in economics and finance. However, recently, several authors have suggested that volatility should be decomposed into short and long-term components (see, e.g, Rangel, 2008 and Engle et al., 2013) . Such decompositions have given rise to the class of multiplicative time-varying GARCH models, e.g. Koo and Linton (2015) . Such models decompose volatility into a short-run component, which is conveniently captured via a GARCH model, and a long-term component that slowly varies with larger macroeconomic factors that are captured nonparametrically.
Several approaches exist to estimate these multiplicative volatility models. Engle and Rangel (2008) and Engle et al. (2013) estimate the long-run volatility by a spline methodology, and Koo and Linton (2015) propose a least absolute deviation type estimators based on the kernel approach. Given the heavy tailed nature of the error processes likely to be encountered in finance, the normalized least-squares and least absolute deviation type estimators are likely to yield robust estimators of these multiplicative volatility models.
While the class of multiplicative GARCH models can capture both short and long-run features, it is generally accepted that stochastic volatility models are superior to GARCH models in terms of modeling flexibility and their overall ability to capture fluctuations in short-run volatility. Given this feature, one would suspect that a multiplicative extension of the standard SV model should perform well in many cases. While such a model would be similar to multiplicative GARCH models, unlike GARCH models the introduction of the latent volatility would ensure that the aforementioned estimation are no longer feasible. In particular, implementation of such a SV model would be hindered by the fact that, unlike GARCH models, the short-term volatility process is a genuine latent process, which ensures that direct estimation approaches are infeasible in this context. However, this issue is immaterial for our L-II estimation approach since we can easily simulate the latent volatilities.
To this end, in this section we propose a new model where volatility evolves as the product of a short and long-run component: the long-run compoenent is captured by a slowly time-varying function, and the short-run component is captured via an autoregressive SV model. In the context of simulation experiments, we demonstrate that our L-II approach can accurately estimate this new model. We then apply this model to analyzes the volatility of monthly returns on twenty-five Fama-French portfolios, with the results indicating that long-term volatility changes dramatically over the sample period under analysis.
Given the general nature of this paper, we leave a thorough discussion on the properties of this new SV model for future study.
Model
We now consider a non-stationary extension of the traditional stochastic volatility model. Given the observed demeaned data set {Y t,T } t=0,1,...T ;T =1,2,... , the model can be written in the following form:
where ξ t,T = ξ(t/T ) and
ρ is the correlation coefficient between ν t and η t . In this model, the long run trend is captured by the deterministic function ξ t,T whereas the short run dynamics, h t , are represented by the stochastic volatility model. Note that we implicitly assume that all the conditions for the local stationarity of {Y t,T } are satisfied. In particular, {Y t,T } changes smoothly over time and if it were not for the slowly time-varying long-run trend ξ t,T , {Y t,T } would be stationary; i.e. ξ t,T is uniformly positive and twice continuously differentiable and h t is stationary, say |φ| < 1. However, directly estimating the structural model (18), and conducting statistical inference on the resulting estimates, is impossible with existing methods. Instead, we propose to conduct inference on the structural model through the following auxiliary model, namely a locally stationary multiplicative GJR-GARCH model given in the following form
where z t iid ∼ N (0, 1) and I t = 0 if y u,t / τ (u) ≥ 0, and I t = 1 if y u,t / τ (u) < 0. Again, the auxiliary model {y u,t } is assumed to be locally stationary and related assumptions are assumed to be met. In particular, τ (·) is uniformly positive and twice continuously differentiable and {σ t } is stationary, i.e., α + β + γ/2 < 1 with positive parameters, ω, α, β. In this setup, the parameters in the auxiliary model, δ = (τ (·), ω, α, β, γ), are used as an attempt to estimate the parameters of interest in the structural model, θ = (ξ(·), µ, φ, ρ, σ η ).
As is shown in Koo and Linton (2015) , the locally stationary multiplicative GARCH(1,1) can be estimated relatively easily in comparison to the estimation of the multiplicative stochastic volatility model. Note that the GARCH(1,1) model alone cannot make an appropriate auxiliary model for (18) because the GARCH(1,1) is symmetric by nature and therefore, there is no parameter that can be readily matched to the correlation coefficient, ρ. Rather, GJR-GARCH(1,1) is employed so that the leverage effect modeled by ρ in the structural model is captured by asymmetry parameter γ in the auxiliary model.
Estimation procedure
Before we discuss our estimation strategy, note that Y t,T in (18) consists of unobservable long-run trend and short-run dynamics combined in a multiplicative way. This multiplicative relationship between two components requires an additional restriction for identification. The restriction can be imposed on either the long-run or the short-run part. This is in large part determined by the estimation strategy or the relative difficulty of estimation procedure arising from the structure of models. For instance, while Koo and Linton (2015) impose a restriction on the long-run component, Engle et al. (2013) impose a restriction on the short-run component. For our L-II, we impose a restriction on the short-run component because the L-II is applied over a finite number of fixed time points and therefore, a restriction on the long-run component is difficult to implement.
In particular, we impose the restriction that µ = 0 for the structural model. Equivalently, for the auxiliary multiplicative GJR-GARCH model, we restrict ω = 1 − α − β − γ 2 such that the GJR-GARCH process has unit unconditional variance (
. Under this setup, we conduct our L-II as follows.
Estimation of the auxiliary model: Using the observations {Y t,T }, we estimate the auxiliary multiplicative GJR-GARCH modelà la Engle and Rangel (2008) and Koo and Linton (2015) . Specifically, from (19), log y 2 u,t = log τ (t/T ) + log σ 2 t + log z 2 t log y 2 u,t = log τ * (t/T ) + log z 2 t where τ * (t/T ) = τ (t/T )σ 2 t . Then, we obtain a tentative estimate, logτ (u) as
where K h (·) = K(·/h)/h with a bandwidth h. Once we obtainτ (u),
with a restriction of 1 0 τ (u)du = 1. This comes from E(log y 2 u,t ) = log τ (t/T ) + E(log σ 2 t ) = log τ (t/T ) + C = log τ * (t/T ) and therefore,
For more details, see Koo and Linton (2015) . Note that the restriction, 1 0 τ (u)du = 1 is not a model restriction but rather estimation restriction that can be re-normalized or reconstructed arbitrarily. Onceτ (u) is obtained, we estimate the GJR-GARCH parameters via the maximum likelihood estimation based on the following transformed data y u,t = y u,t τ (u) and therefore, (ω,α,β,γ) . However, note thatδ(= (τ (·),ω,α,β,γ) ) do not satisfy the restriction ω = 1 − α − β − γ 2 . In order for the estimates under the restriction,δ to be estimated, we obtain τ (u) =τ (u) ω 1−α−β−γ 2 and useτ (u) to create the transformed or normalized data byy u,t = y u,t τ (u)
whereτ (u) =τ (u) ω 1−α−β−γ 2 and estimate the GJR-GARCH based on the transformed datay u,t again and obtain (ω,α,β,γ) . Thisδ(= (τ (u),ω,α,β,γ) ) is used for the L-II as auxiliary parameter estimates. 5 Also, note thatδ relies on the true θ 0 .
Simulation of the structural model: Based on (18), for each given point in time, we simulate H independent structural processes using an array of candidates under the restriction µ = 0, {θ(u i )} ∈ Θ i , where Θ i is the parameter space θ(u i ) belongs to.
In the simulation step, we restrict µ = 0 to impose unit unconditional variance for the multiplicative SV model, which is compatible with the restriction on the auxiliary model,
Estimation of the simulated structural model via the auxiliary model and L-II: For a given time point u i , based on the simulated data {ỹ [j] u i ,t ; j = 1, ..., H}, we obtain a set of estimators {δ [j] (u i ;θ)} H j=1 as follows. Note that when {δ [j] (u i ;θ)} H j=1 is estimated for each fixed time point, u i ,τ (u i ) is an unknown constant not a function in the estimation ofτ (u). This implies that we just estimate the GJR-GARCH model based on the simulated data {ỹ
thanks to the restriction ω = 1 − α − β − γ 2 . Then, create a transformed or normalized datay u,t =ỹ
j=1 . Based onδ(u i ) and {δ [j] (u i ;θ)} H j=1 , we search for the best candidate for the given time point u i and define the estimatorθ(u i ) as the solution to the equation: arg minθ ∈Θ δ (u i ) −δ(u i ;θ) Ω where Θ is the parameter space for θ 0 (u i ). Repeat the above procedure for different time points, say {u i } i=1,...,m to estimate the whole functional form of θ 0 (u). Summing up, Algorithm 2 is employed for the L-II estimation of the locally stationary multiplicative stochastic volatility model. (18) with the restriction of µ = 0, simulate H independent structural processes {ỹ [j] u i ,t ; j = 1, ..., H} and {h [j] u i ,t ; j = 1, ..., H} corresponding toθ(u i ) ∈ Θ i , where Θ i is the parameter spaceθ(u i ) belongs to. That is, forθ [j] (u i ) ∈ Θ i , j = 1, ..., H and u i ,ỹ
3: Based on the simulated data {ỹ [j] u i ,t } j=1,...,H , using the auxiliary model (19), obtain a set of estimators {δ [j] (u i ,θ(u i ))} for givenθ(u i ), again, under the restriction of ω = 1 − α − β − γ 2 . 4: Based onδ(u i ) and {δ [j] (u i ;θ)} H j=1 , we search for the best candidate for the given time point u i and define the estimatorθ(u i ) as the solution to the equation: arg minθ ∈Θ i δ (u i ) −δ(u i ;θ) Ω where Θ i is the parameter space for θ 0 (u i ). 5: Repeat the above procedure for different time points, say {u i } i=1,...,m to estimate the whole set of θ 0 = (ξ 0 (u), φ 0 , ρ 0 , σ 0η ).
Monte Carlo Experiments
Based on (18) and (19), we conduct a Monte Carlo experiment to illustrate the L-II approach in the locally stationary multiplicative stochastic volatility model. We consider a sample size of T = 200 observations generated from
where µ = 0, φ = 0.2, ρ = −0.5, σ η = 1 and the long-run component ξ t,T is given by
We take as our auxiliary model for this Monte Carlo experiment the LS-GJR-GARCH(1,1) auxiliary model:
Like the Monte Carlo experiment for the LS-MA(1) model, we estimate the auxiliary parameter via local constant estimation with a Gaussian kernel and rule of thumb bandwidth. For the details of our estimation procedure, refer to Algorithm 2.
We consider 5000 replications of the above design across the Monte Carlo specification. Across each Monte Carlo trial we apply the LS-II approach, and record the estimated functionξ t,T . The estimation results for the unknown function are presented graphically in Figure 2 
Empirical Application: LS-SV Model
Herein, we analyze the behavior of monthly returns from January 1952 until December 2018 on 25 FamaFrench portfolios formed from the intersection of five portfolios on size and five portfolios on book-tomarket, and where the breakpoints for the portfolios are taken from the NYSE quintiles. 8 The monthly return series on the Fama-French portfolios covers an extremely long period of observation, and it is unlikely that these series display constant conditional covariance features over the entire sample period. In particular, while it is fairly widely accepted that these portfolios seem to display constant mean dynamics, the large fluctuations in the volatility of these series do not engender confidence that the conditional variance is constant throughout the sample period. Firstly, we determine whether or not the series displays non-constant conditional variance. To this end, we consider ARCH testing of the demeaned returns for each of the 25 portfolios, where each test uses five lags. The resulting test statistics associated with the ARCH tests can be found in Table 1 . The results overwhelmingly support the alternative hypothesis for all portfolios.
Given the long time-span over which the data is measured, we argue that it is not realistic to assume that the volatility dynamics that were present in the 1950s have persisted, unchanged, until 2018. In particular, it is likely that underlying macroeconomic factors would cause these portfolios to exhibit patterns of volatility that display both short-term and long-term fluctuations, which can not be adequately captured by a stationary volatility model. To capture the existence of any long-term volatility patterns in the data, we consider a LS-SV version of the Fama-French three factor model: for r t,j , j = 1, ..., 25, denoting excess returns on the j-th portfolio, we assume that r t,j evolves according to r t,j = α + β 1 r t,m + β 2 SMB t + β 3 HML t + t,j , t,j = ξ j (t/T ) exp(h t,j /2)v t,1j , where r t,m denotes excess returns on the market factor, SMB t is the size factor, and HML t is the value factor. We model the short-term volatility component h t,j as a logarithmic AR(1) stochastic volatility process with leverage effects:
where we require that the mean of the short-term SV component be zero to ensure the scale of ξ(·) can be properly identified. The above LS-SV model considers that volatility is the composition of two components: a long-term volatility trend that moves slowly and is captured by ξ j (t/T ), and a term, measured by h t,j , that captures short-term fluctuations around ξ j (t/T ).
Estimation and inference on the parameters in the above LS-SV model is carried out in two steps: first, we estimate the regression parameters to obtainα,β 1 ,β 2 ,β 3 ; in the second step, the residuals y t,j = r t,j −α −β 1 r t,m −β 2 SMB t −β 3 HML t are used within the L-II algorithm for the LS-SV model, along with a LS-GJR-GARCH auxiliary model (we refer the reader to Algorithm 2 for specific implementation details). This estimation approach is carried out across all 25 portfolios, with each portfolio giving different estimates of the short and long-term volatility components. Given the nature of the above estimation approach, and the associated complications that result when calculating the standard errors, uncertainty quantification is carried out using the residual bootstrap and B=999 bootstrap replications.
Across the different portfolios, the results for the α and β estimates are given in Table 2 , while the results for the parametric SV components are given in Table 3 . Focusing on the values of α, β, we see that these estimated parameters are generally statistically significant and have the anticipated signs. Analyzing Table 3 , we see that the short-term volatility parameters generally have statistically significant autocorrelation coefficients between 0.6 and 0.7, which indicates a moderate amount of short-term volatility persistence. The majority of the estimated values for σ v are between 0.6 and 1.0, indicating a relatively large level of noise in the short-term volatility process. Interestingly, none of the estimated leverage effects are statistically significant for the short-term volatility process. To ensure that this insignificance is not an artifact of the chosen auxiliary model, in Table 4 we report 99% confidence intervals for the corresponding LS-GJR-GARCH auxiliary parameter γ, which captures the impact of asymmetric news on volatility, and where the confidence intervals are calculated using QMLE sandwich form standard errors. For 24 out of the 25 portfolios, the resulting LS-GJR-GARCH asymmetry parameter is statistically insignificant at the one percent significance level. We believe that these findings provide meaningful evidence that the asymmetric volatility component often observed in returns is insignificant across the portfolios under analysis. 9 We present the long-term volatility component estimates for ξ(·) graphically in Figures 3-7 in the appendix. Similar to the parametric components of the model, the confidence bounds for these estimated functions are obtained using the residual bootstrap with B=999 replications. The confidence bounds are formed pointwise at each value of u = t/T using the corresponding bootstrap output.
The goal of the long-term volatility component is to capture gradual changes in volatility that are potentially due to slowly varying macroeconomic factors that affect returns (see, e.g, Rangel, 2008 and Engle et al., 2013 for a detailed discussion). Given this aim, the results in Figures 3-7 are compelling as they closely align with the larger macroeconomic risk profile of returns over the sample period under analysis. In particular, during the 1950s to the early 1960s most series display relatively low volatility that is either flat or slightly increasing till the early-to-mid 1960s, with the overall trend of most series decreasing after about 1965. This overall trend is then maintained all the way through the great moderation of the 1980s. However, after the end of the great moderation, virtually every series exhibits a significant upswing in long-term volatility. This pattern then continues and culminates around the time of the GFC in the late 2000s, after which there is another sustained decrease in long-term volatility. Perhaps worryingly, more than half of these return series now exhibit an additional steeping of long-term volatility, indicating that since around 2016 we have begun to enter a new period of long-term macroeconomic volatility.
Discussion
We propose a novel indirect inference estimator for locally stationary processes and thereby extend the use of indirect inference estimation to general classes of semiparametric models. As part of this study, we also propose a novel local stationary stochastic volatility (LS-SV) model. We leave two important topics for future research: the efficiency of the L-II estimator and the ensuing semiparametric efficiency bound for the class of locally stationary models considered in this paper; and the incorporation of shape restriction for nonparametric estimation within L-II procedure, which may improve efficiency, e.g. Horowitz and Lee (2017) , at the cost of a more complicated estimation approach.
A Proofs of Main Results
A.1 Proof of Theorem 1
Proof. Theorem 1 is concerned with uniform consistency of the estimator of the auxiliary model to the pseudo-true value.
sup
We break the proof down into two parts. Firstly, for a given θ ∈ Θ, we show that
Then, for a given u ∈ U, we show that
Using these result, we deduce the stated result of Theorem 1.
For an arbitrarily small number ε > 0, let ρ(u) − ρ 0 (u) ≤ ε. Firstly, we focus on the existence of unique minimizer of M T (ρ) or solution to (25). We consider w.l.o.g. D as a compact d ρ -dimensional set in the vicinity of the origin. We divide D into N disjoint coverings of the form such that B j = {δ : δ − δ j ≤ T }; j = 1, ..., N . Since D is compact, it can be covered by a finite number of B j s for j = 1, ..., N and N ≤ c/ T .
Due to Assumption 3.(iii) and Assumption 4.(i),
where r T = ((m T log T ) T h) 1/2 . For S 3 , in a similar way,
Due to Lemma 2, for some finite numbers, , N , C 1 and C 2 ,
Note that e −C2T h/m < T −C2τ with τ → ∞ as T → ∞. This implies that
Combining all the above results with the Borel-Cantelli Lemma yields
Note that Assumption 3.(iii) and 3.(iv) and Assumption 4, for any δ ∈ R dρ which satisfies that Ψ T (u, ρ 0 (u) + δ) = 0, Ψ 0 (u, ρ 0 + δ) = 0 so that (27) implies it with probability approaching to zero for all u ∈ U as T tends to infinity. For the uniform consistency, due to Assumption 3.(iii), the strict monotonicity of q(·) at the pseudo-true value, ρ 0 implies for u ∈ U, and for ι a d ρ dimensional vector of ones,
where Ψ 0 (u, ρ) is defined as in (11) and where, for X ∈ R dρ , [X] j denotes the j-th element of the vector. This implies that for all u ∈ U, as T → ∞,
By construction, (28) means that for all u ∈ U, w.p.1., Part 2: Simplify notation by denoting g(ρ) := g(Y t,T ; f (Z t,T , ρ)) and g(ρ 0 ) := g(Y t,T ; f (Z t,T , ρ 0 )) and define
Firstly regarding M 1 (ρ), due to Assumptions 3.(i), (ii) and (vi), with dominated convergence theorem,
is nonstochastic and constant with respect to E. For identifiability, due to Assumption 3.(iv), |M 1 (ρ)| > 0 for all ρ ∈ Γ except for ρ 0 , i.e. |M 1 (ρ)| > 0 whenever ρ = ρ 0 (u). This and continuity of M 1 (ρ) imply that M 1 (ρ) is bounded away from 0 whenever ρ ∈ E
The second term tends to zero as T → ∞. For the first term,
where φ(·) is the φ-mixing coefficient defined as in Assumption 2. Due to Assumption 2, the term tends to zero in probability for each fixed ρ ∈ Γ. Consequently, sup ρ∈Γ |M 2 .2| In what follows, we provide Lemma 2 and its proof. For the proof of Lemma 2, we need Lemma 1. 
Then, for any positive number and c, we have
Proof of Lemma 1. Define S = 
where B j,k = k t=1 A j,t for j = 1, 2 with B j,0 = 0. By construction, for some constant c,
From (30), applying (20.28) in Billingsley (1968, pp 171) , we have
Setting cmd = 1/4 yields
This implies that since e x ≤ 1 + x + x 2 for |x| ≤ 1/2,
Combining the above two inequalities,
From the definition of A j,k ,
where the inequality comes from |EW t,T W s,T | ≤ 2δdφ(|t − s|). With this and (34),
where C = [D + 4δdφ(m)]. In combination with (32) and (33), the inequality leads to
Iterating the same procedure yields
Recalling that n 0 is chosen such that 2m
. This is due to the fact that ∀x ≥ 0, log(1 + x) ≤ x. Finally, due to Markov inequality,
This completes the proof.
Lemma 2. Under the Assumptions of Theorem 1, for some positive constants, , C 1 and C 2 ,
Under the Assumptions of Theorem 1, g(·) is bounded and the Kernel function satisfies boundedness and Lipschitz continuity. Due to Assumption 2, there exists m T satisfying (29). Setting a constant c proportional to T h/m T , applying Lemma 1 yields that, for some finite positive constants C 1 and C 2 ,
From (35),
which completes the proof.
A.2 Proof of Corollary 1
Proof. By construction, sup
. In what follows, O(T −1 ) is suppressed. Define p t (ρ) = f (Z t,T ; ρ) − f (Z t,T ; ρ 0 ) for a given u ∈ U where ρ := ρ(u) ∈ Γ and ρ 0 := ρ 0 (u). Then, we have
where, for a given u ∈ U such that |u − t/T | ≤ T −1 ,
Once noting that the absolute summability implies the square summability, everything else is analogous to the proof of Theorem 1. This completes the proof.
A.3 Proof of Theorem 2
Proof. The proof is similar to others found in the literature on semiparametric estimation, see. e.g., Chen et al. (2003) (pg 1604), and in particular is similar to Lemma 1 in Frazier (2019) (pg, 136-137) .
From the definitions of ρ 0 (u) and ρ 0 (u, ; θ), and the injectivity and continuity of ρ 0 (·; θ), for all δ > 0, there exists some > 0 such that, if
Applying this fact we see that
and the results follows if the right hand side of the above is o p (1). To this end, first note that, by the definitions of Q T (u,θ) and Q 0 (u,θ),
where the second inequality follows from the reverse triangle inequality and the third from the regular triangle inequality. The uniform convergence now follows from Theorem 1. Now, we show that for any τ > 0
From the definition ofθ(u), for every u ∈ U,
Moreover, by uniform convergence of
Now, consider
where the last inequality comes from equation (37). Therefore, from the uniform convergence in (38) and (39),
The result then follows by taking τ = in (36).
A.4 Proof of Theorem 3
We break the proof down into two parts: first, we derive the asymptotic expansion of the estimating equations based on the observed estimator and derives the order of these expansions; we then use this result to deduce the stated result.
Part 1: By the definition ofρ(u),
where ∂q(x 0 ) ∂x := ∂q(x) ∂x x=x0 . It can be rewritten as
. Again, from Assumption 5, and the assumed continuity of ρ 0 (·), we have
Using the change of variables v = (u − x)/h we again obtain
Combining equation (45) with (44), and using the expansion in (41) we obtain:
Using this result within equation (41), and invoking Assumption 5 we obtain the result:
The stated result now follows by Assumption 5(i) .
Part 2: We now use the above expansion to deduce the asymptotic distribution of the L-II estimator. From the definition ofθ :=θ(u),
and note that
Using equation (46) within the FOCs, and the consistency ofθ(u) obtained in Theorem 2, we obtain
where we have used the injectivity of ρ(u, θ) in θ. The first part of the proposition, and Assumption 5(v) yield the stated result. It then follows directly that the optimal weighting matrix is Ω = AV 
B.2 Tables
The proof for (51) is organized as follows. Define Z t (θ) =ỹ t−1,u (θ)ỹ t,u (θ). We replace Z t (θ) with the truncated process Z t (θ)I(|Z t (θ)| ≤ γ T ) where I is the indicator function and γ T = τ −1/(k−1) T such that τ T = ln T /T for some k > 2. Note that τ T = o(1). Then, we replace the supremum in (51) with a maximization over a finite N grids. Finally, we use the exponential inequality in Theorem 2.1. in Liebscher (1996) to bound the remainder.
First, consider truncation of Z t (θ).
where Z t (θ) =ỹ t−1,u (θ)ỹ t,u (θ). Then,
≤ E |Z t (θ)||Z k−1 t (θ)γ
≤ γ
Due to Markov's inequality,
Therefore, we can focus on Z t (θ)I(|Z t (θ)| ≤ γ T ) since replacing Z t (θ) with Z t (θ)I(|Z t (θ)| ≤ γ T ) incurs only an approximation error of order O p (τ T ), which can be made arbitrarily small. In what follows, |Y t (θ)| ≤ γ T . Next, consider a set of grids or coverings of the form such that B j = {θ : θ −θ j ≤ τ T }; j = 1, ..., N . SinceΘ is compact, it can be covered by a finite number of B j s for j = 1, ..., N and N ≤ c/τ T . Note that For S 1 , due to the assumption of Lipschitz condition and boundedness of the first derivative,Ż t (·) ,
For S 3 , the similar argument applies and hence P max
For S 2 , let T −1 T t=1 D t (θ j ) =ψ 1 (θ j ) − Eψ 1 (θ j ), i.e. D t (θ j ) = Z t (θ) − EZ t (θ) P (S 2 > τ T ) = P max
Here, we apply the result of Theorem 2.1. in Liebscher (1996) (pg 71) on the strong convergence of sums of dependent strong mixing processes defined as follows with its mixing coefficients α(k) such that for k > 0, where C is a constant and the second term tends to zero due to the assumption on the strong mixing coefficient, which is assumed in the statement of the result. Note that the last bound is independent ofθ, it is the uniform bound. Then,
10 Note that φ-mixing in Assumption 2 implies strong mixing and hence it is consistent with Assumption 2.
Moreover, with sufficiently large strong mixing coefficient decay rate, β,
Then, the desired result follows from the Borel-Cantelli Lemma. Combining all the results, (55), (56) and (58) proves (51). The proof in relation toψ 2 (θ) is similar and hence is omitted. This completes the proof.
