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Abstract
This paper considers the problem of high dimensional signal detection in a large distributed network
whose nodes can collaborate with their one-hop neighboring nodes (spatial collaboration). We assume that
only a small subset of nodes communicate with the Fusion Center (FC). We design optimal collaboration
strategies which are universal for a class of deterministic signals. By establishing the equivalence between
the collaboration strategy design problem and sparse PCA, we solve the problem efficiently and evaluate
the impact of collaboration on detection performance.
Index Terms
universal collaboration, dimensionality reduction, sparse learning, multi-task detection
I. INTRODUCTION
In a conventional signal detection problem, the goal is to design a system for detecting a specific signal
of interest [1]. The performance of such systems degrades if the signal evolves over time or for other
known signals. Due to the advent of Big Data applications, modern detection systems are expected to
perform signal detection tasks for different signal models. Hence, it is desirable to build a universal system
which is flexible enough to generalize to several signal models. This paper considers a Wireless Sensor
Network (WSN) consisting of a number of sensors and a FC. WSNs often operate with severe resource
limitations. Consequently, minimizing the system complexity in terms of communication is critical [2].
For example, resources can be conserved if the nodes do not transmit irrelevant or redundant data.
Such transmissions can be avoided through dimensionality reduction [3]. The problem of dimensionality
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2reduction at local sensors was considered in the context of distributed estimation in [4], [5] and distributed
detection in [6], [7]
Moreover, in certain systems, sensors can collaborate with their one-hop neighbors and form a network
wide low dimensional projection of the observed signal. The resulting low-dimensional projection of
measurements is transmitted by a small subset of sensors to the FC. Some variants of this idea have been
used in the distributed estimation literature [8]–[10].
In large networks, it is not always feasible to modify the collaboration strategy for each and every
sensor for different signal detection tasks. Moreover, the sensors are designed to acquire data pertinent to
a hypothesis test without being aware of the signal model. In such scenarios, a practical approach is to
design a universal collaboration strategy which is effective for a broad class of signals. To the best of our
knowledge, there is no work which considers the design of cost constrained linear collaboration among
sensor nodes for detection problems even for a single signal of interest. In this letter, we take some first
steps towards the design of universal collaboration strategies for high-dimensional signal detection and
seek to answer the following questions: 1) How much do we gain from optimizing the collaboration
strategy? 2) What is the effect of dimensionality reduction for different sparsity constraints? 3) How
much do we lose in terms of detection performance by adopting a universal system?
In this letter, we show that the problem of designing an effective collaboration strategy can be viewed
as dimensionality reduction, wherein the goal is to reduce signal dimensions by collaboration such that
performance is maximized. In particular, we establish an equivalence to Principal Component Analysis
(PCA) [11], a popular linear dimensionality reduction technique. Though collaboration is an effective
strategy, it directly results in an increased power budget, and a complex network design. Consequently,
we propose to impose sparsity constraints to control the cost of collaboration.
The main contributions of the paper can be summarized as follows:
• We propose a universal signal detection framework with spatial collaboration and define the cumu-
lative deflection coefficient (C-DC) metric to characterize its detection performance.
• We establish the equivalence between C-DC maximization and Principal Component Analysis (PCA).
• We empirically characterize the trade-off between the achievable performance of the proposed
framework and the cost of collaboration and dimensionality reduction.
• Finally, by defining a metric to quantify the cost of universality, we study the price one pays for
universality with respect to the inference performance.
3II. COLLABORATION STRATEGIES FOR SIGNAL DETECTION
A. Hypothesis Testing
Consider a distributed sensor network designed to determine the presence or the absence of a high-
dimensional signal s. N sensors each sensing a scalar variable combine to sense an N dimensional signal
s,
H0 : x = n,
H1 : x = s+ n, (1)
where, x ∈ RN is the observed signal, n ∼ N (0, σ2IN ) is the additive white Gaussian noise (AWGN)
with covariance σ2IN and s ∈ RN is the signal of interest.
B. Collaboration for Distributed Detection
1) Distributed Detection: Consider a parallel network with N sensing nodes where each node can
forward its observation of the signal of interest s in noise to the Fusion Center through a noiseless
communication link. The FC then processes the observed data and decides in favor of H0 or H1. However,
in large networks, due to a variety of reasons including power budget and network design, it may not
always be possible for all the sensing nodes to communicate to the FC. We propose to alleviate this
fundamental challenge by using collaboration schemes.
2) Collaboration Schemes: We begin by assuming that only a subset M of the N sensing nodes, where
M << N , are allowed to transmit to the FC to possibly conserve energy. In addition, these nodes have the
ability to update their observations through collaboration, which refers to the process of combining their
observations with those from their one-hop neighboring nodes. Without loss of generality, we assume
that the nodes are ordered such that only the first M nodes can communicate with the FC. We define
W ∈ RM×N as the collaboration matrix whose elements correspond to the weights to combine the node
observations. Note that, W projects the high-dimensional signal x ∈ RN onto y ∈ RM as y = Wx,
where M ≤ N , as shown in Fig. 1.
The FC performs a hypothesis test and infers a global decision about the signal of interest solely
based on the M low-dimensional measurements y. The goal of the designer is to design an optimal
collaboration matrix W such that the detection performance of the system is maximized. For clarity of
exposition, we first formulate this problem for the case of a single signal of interest. In this formulation,
we use deflection coefficient as the performance metric. It is well known that the maximization of the
4Low-dimensional Signal
𝒚𝒚𝒊𝒊 = [𝑦𝑦𝑖𝑖1,𝑦𝑦𝑖𝑖2, … ,𝑦𝑦𝑖𝑖𝑀𝑀]′𝝐𝝐 ℝ𝑴𝑴
Signals of different classes 𝑼𝑼 = {𝒔𝒔𝒊𝒊}𝒊𝒊=𝟏𝟏𝑰𝑰 , e.g., satellite signal,airplane signal, Wi-Fi signal and Cellular signal
𝒙𝒙𝒊𝒊=[𝑥𝑥𝑖𝑖1, 𝑥𝑥𝑖𝑖2, … , 𝑥𝑥𝑖𝑖𝑁𝑁]′𝝐𝝐 ℝ𝑵𝑵
𝒔𝒔𝟏𝟏
Sensor collaboration, 𝑾𝑾,
𝒚𝒚𝒊𝒊 = 𝑾𝑾𝒙𝒙𝒊𝒊,For, i=1,2,…,I
Target Detection
𝐼𝐼 parallel tests
𝐻𝐻0 vs 𝐻𝐻1
𝐻𝐻0 vs 𝐻𝐻2
𝐻𝐻0 vs 𝐻𝐻𝐼𝐼
Fusion Center
𝒔𝒔𝟐𝟐
𝒔𝒔𝑰𝑰
𝑥𝑥𝑖𝑖
1
𝑥𝑥𝑖𝑖
2
𝑥𝑥𝑖𝑖
𝑁𝑁
𝑦𝑦𝑖𝑖
1
𝑦𝑦𝑖𝑖
2
𝑦𝑦𝑖𝑖
𝑀𝑀
Fig. 1. System model for the proposed distribution detection framework. It is assumed that only M out of the N total nodes
can transmit to the Fusion Center, and they have the ability to collaborate with their one-hop neighboring nodes. The spatial
collaboration process is modeled as a linear projection with the weight matrix W.
deflection coefficient at the FC is equivalent to the minimization of the probability of error. The design
problem for detecting a known signal s is
maximize
W
sTWT
(
WWT
)−1
Ws. (2)
As we will see later, the solution to this problem is trivial and can be handled as a special case of Lemma
2 for I = 1. In the next section, we generalize this setup to obtain universal collaboration strategies for
a broader class U of signals {si}Ii=1. We assume that the signal s belongs to a class U = {si}Ii=1 of
signals where si are deterministic and the FC has the knowledge of the elements of set U (Fig. 1). This
model has practical applications in the context of several big data problems and has also been considered
in [12], [13].
For clarity of exposition, we illustrate one instance of the application in Figure 1. In Figure 1, the goal
of the FC is to detect the presence or the absence of signals emitted by I parallel data sources where
signals come from a class U = {si}Ii=1. The signal model U is known to the FC, i.e., in the figure the
FC knows that it is detecting signals/objects such as satellite, airplane, cellular base station signal and
5Wi-Fi signal all of which are assumed to be deterministic for this example specifically.
C. Universal Collaboration Strategies
1) Performance Metrics: We assume that the signal under the alternate hypothesis H1 can come from
a set of equally probable signals, {si}, i = 1, · · · , I . To characterize the detection performance of the
system, we define the following metric:
Definition 1. (Cumulative Deflection Coefficient) We define Cumulative Deflection Coefficient (C-DC)
for a signal class U = {si}Ii=1 as
C-DC =
I∑
i=1
sTi W
T
(
WWT
)−1
Wsi, (3)
which is the summation of individual deflection coefficients for each si,
We propose to maximize C-DC, which takes into account the cumulative detection performance of the
system for all I signals. Note that a universal collaboration design will incur a certain level of loss in
terms of detection performance. For this purpose, we define a metric to measure the cost of universality
that quantifies the performance loss of the system as I increases.
Definition 2. (Cost of Universality) The Cost of Universality (Cu(I)) is the performance loss when using
a single collaboration strategy for a set of I signals. It is characterized by
Cu(I) =
C-DC∑I
i=1 s
T
i si
(4)
as the number of signals I increases.
The denominator represents the summation of deflection coefficients when the collaboration strategy
is optimized separately for each signal (Lemma 2 of [14]). On the other hand, the numerator C-DC is
the deflection coefficient when we use a universal collaboration strategy W for all I signals. Now, using
the Cauchy-Schwartz inequality, we get
‖Pwsi‖22 ≤ ‖Pwsi‖2‖si‖2, (5)
where Pw = WT (WWT )−1W. Hence, ‖Pwsi‖2 ≤ ‖si‖2, which implies that C-DC ≤
∑I
i=1 ‖si‖22 =∑I
i=1 s
T
i si.
When the ith sensor shares its information as indicated by the collaboration matrix W, it will incur a
finite cost γi arising due to practical considerations such as power consumption. In practice, it is desirable
6to minimize this cost, referred to as the cost of collaboration.
Definition 3. (Cost of Collaboration) We define the cost of collaboration in our detection system as
Cc =
∑M
i=1 |γi|, where γi is the cost for communication as specified by the ith row of the collaboration
matrix W.
Broadly speaking, there is a trade-off between the detection performance and the cost efficiency
of a system. As the number of nodes capable of transmitting to the FC (M ) increases, the detection
performance will improve. On the other hand, if the collaboration cost γi increases, the detection
performance is expected to degrade, as less number of resources (communication links) can be used
under a fixed cost budget.
III. OPTIMAL UNIVERSAL COLLABORATION STRATEGIES FOR SIGNAL DETECTION
A. Randomized Collaboration Scheme
A simple approach to design the collaboration matrix W is to use a random construction where
elements of W are generated from a certain probability density function. In this paper, we approximate
the performance of random collaboration schemes using the concept of δ-Stable Embedding:
Definition 4. (δ-Stable Embedding) [12], A matrix V ∈ RM×N satisfies the δ-Stable Embedding property
for U ⊂ RN if,
(1− δ)‖si‖22 ≤ ‖Vsi‖22 ≤ (1 + δ)‖si‖22 (6)
where δ ∈ (0, 1) and si ∈ U .
Note that several random constructions guarantee that
√
M
N Pw will satisfy the δ-stable embedding
property with high probability. Using this concept, we state our result in the next lemma.
Lemma 1. For a random collaboration scheme W, where
√
M
N Pw satisfies δ-stable embedding property,
the cumulative deflection coefficient, C-DC as given in Definition 1, can be approximated as
C-DC =
I∑
i=1
sTi W
T
(
WWT
)−1
Wsi ≈ M
N
I∑
i=1
‖si‖22. (7)
Proof: The proof follows from the δ-stable embedding property of Definition 4.
7B. Cost-Free Collaboration Strategy Design
In this section, we present a cost-free universal collaboration strategy, i.e., without taking into account
the cost of collaboration. Our goal of maximizing the cumulative deflection coefficient, C-DC, can be
formulated as
P1: maximize
W
I∑
i=1
sTi W
T (WWT )−1Wsi. (8)
One direct approach to solve the optimization problem (P1) is to use semidefinite relaxation (SDR).
However, such approaches are computationally expensive and cannot guarantee optimality of the solution.
Furthermore, similar approaches reported in [9] and [10], vectorize the collaboration design matrix W
(eq. 17(a) of [10]). As a consequence, we lose the ability to enforce row/column wise cost penalties.
Matrix norm-based penalties are crucial for designing collaboration matrices for distributed networks
as they capture the heterogeneous aspects of the network. Interestingly, the optimization problem (P1)
is equivalent to linear dimensionality reduction (from RN to RM where M ≤ N ) with a closed form
solution.
Theorem 1. The optimization problem (P1) is equivalent to Principal Component Analysis in the sense
that
max
W
I∑
i=1
sTi W
T (WWT )−1Wsi = max
WT∈SNM
Tr
(
WΩWT
)
where, Ω =
∑I
i=1 sis
T
i and S
N
M is the Stiefel manifold defined as S
N
M = {WT ∈ RN×M |WWT = IM}.
Proof: To prove the lemma, first we show that we do not lose optimality if we constrain our search
space so that WT ∈ SNM . Observe that Pw = WT (WWT )−1W is a projection matrix. Using properties
of projection matrices, (Pw)
2 = Pw and Pw = PwT [15], the objective function can be rewritten as,
maximize
W
I∑
i=1
‖Pwsi‖22. (9)
Now, using Gram-Schmidt orthogonalization [15], we can write WT as WTortR
T , where WortWTort =
IM and RT is an upper triangular matrix. As a result,
Pw =W
T
ortR
T
(
RWortW
T
ortR
T
)−1
RWort (10)
(a)
=WTortR
T (RRT )−1RWort (11)
=WTortWort (12)
8where (a) follows from WortWTort = IM . The optimization problem can then be expressed as,
max
W
I∑
i=1
‖Pwsi‖22 = max
WT∈SNM
I∑
i=1
sTi W
TWsi
= max
WT∈SNM
Tr
(
WΩWT
)
.
which is equivalent to the PCA formulation.
Lemma 2. The optimal solution to the C-DC maximization problem max
WT∈SNM
Tr
(
WΩWT
)
is given as
WTopt = M-evecs(Ω), (13)
where M-evecs (Ω) refers to the eigenvectors corresponding to the M largest eigenvalues of Ω.
We define the optimal cumulative deflection coefficient C-DCopt as the C-DC achieved by WTopt
(C-DCopt is the C-DC obtained for cost free setting). Note that, in some specific cases the matrix Ω can
be diagonal. An example of Ω being diagonal is when si’s are of the form si = kiei, where ki ∈ R is
an arbitrary constant and ei ∈ RN are the standard orthogonal basis vectors with ith element containing
a non-zero value. In such cases, we can use the following Lemma for simplification.
Lemma 3. If matrix Ω =
∑I
i=1 sis
T
i is a diagonal matrix of rank I , then the optimal W = [W1 W2],
where W1 ∈ M × I and W2 ∈ M × (n − I), which maximizes the cumulative deflection coefficient
C-DC, will be independent of W2.
Proof: Let ΩI ∈ RI×I denote the curtailed matrix Ω with all zero rows and all zero columns
removed. Then P1 can be written as
max
W
Tr
[W1 W2] Ω
 WT1
WT2
 = max
W
Tr
(
W1ΩIW
T
1
)
,
which is independent of W2.
9C. Cost Efficient Collaboration Strategy Design
The proposed cost-efficient collaboration strategy design can be expressed as
maximize
W
Tr
(
WΩWT
)
(14)
subject to WWT = IM
‖wi‖α ≤ γi, for i = {1, 2, · · · ,M},
where, wi is the norm of ith column of WT matrix and α ∈ {0, 1} refers to the penalty imposed. Observe
that, the above problem is equivalent to the sparse PCA formulation. Solving the above constrained opti-
mization problem is difficult in its current form. Hence, we consider the following penalized collaboration
matrix design problem with `0-pseudo norm (loosely referred to as the `0 norm) and `1-norm penalties,
similar to the approach reported in [16] (Section 2.3). By defining Ω = ATA, the problem with `1 and
`0 norm penalties can be rewritten as follows1 2.
1) Using the `1 norm penalty: The modified optimization problem can be written as
P2 : maximize
U,WT
Tr
(
UTAWTY
)− M∑
i=1
γi
N∑
j=1
|wij |
subject to U ∈ SIM and WT ∈ [SN ]M .
Here SIM is the Stiefel manifold, Y = Diag(y1, · · · , yM ) 3 and [SN ]M = {WT ∈ RN×M |Diag(WWT ) =
IM}. This problem can be decoupled in columns of WT as,
P2(a) : maximize
U
m∑
i=1
maximize
wi
yiu
T
i Awi − γi‖wi‖1
subject to U ∈ SIM and wi ∈ SN . (15)
where, ui refers to the ith column of vector U and SN = {wi ∈ RN |wTi wi = 1}. Notice that wi refers
to the column of WT matrix. Using the results from [16], the problem can be posed in a convex form
1For the proof of equivalence between (14) and (P2), please see [16].
2For algorithmic purposes, we assume M ≤ I ≤ N .
3Having distinct elements yi in Y pushes towards sparse solutions that are more orthogonal, although this is not explicitly
enforced.
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as below:
P2(b) : maximize
U
M∑
i=1
N∑
j=1
[
yi|aTj ui| − γi
]2
+
subject to U ∈ SIM , (16)
2) Using the `0-norm penalty: The problem can be formulated as follows,
P3 : maximize
U,WT
Tr
(
Diag(UTAWTY)2
)− M∑
i=1
γi‖wi‖0
subject to U ∈ SIM and WT ∈ [SN ]M ,
where ‖wi‖0 is the norm of the ith column of WT . This problem can be decoupled in the columns of
WT as,
P3(a) : maximize
U
M∑
i=1
maximize
wi
(yiuiAwi)
2 − γi‖wi‖0
subject to U ∈ SIMand wi ∈ SN , (17)
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where all the notations used are as defined earlier. Again, using the results from [16], the problem can
be posed in a convex form as below.
P3(b) : maximize
U
M∑
i=1
N∑
j=1
[
(yia
T
j ui)
2 − γi
]
+
subject to U ∈ SIM . (18)
While the initial formulations involved non-convex functions, we have rewritten them into a form that
involve maximization of convex functions on a compact set. The dimension of the search space is
decreased enormously if the data matrix has many more columns (variables) than rows which is the case
in our application of interest. We use a simple gradient-descent based approach (similar to [16]) to solve
the problems P2(b)) and (P3(b).
IV. RESULTS AND DISCUSSIONS
In this section, we seek to answer the following questions using empirical analysis: 1) How much
performance gain do we obtain by optimizing for the collaboration matrices? 2) What is the effect of
dimensionality reduction (N to M ) on detection performance? 3) How much performance loss will we
incur by considering a universal detection system for detecting a signal from the signal class U as opposed
to optimizing a detection system for each signal independently? and, 4) What is the effect of the choice
of the sparsity penalty function?
We employ Monte-Carlo simulations to analyze the performance of the proposed strategies. For
simplicity, we use the same cost penalty γ for every row of the collaboration matrix W. Observe that,
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for each value of γ, we obtain a specific level of sparsity, i.e, total number of zero entries in the optimal
collaboration matrix. We also assume the matrix Y (in P2 and P3) to be identity. Each element of the
I signals {si}Ii=1 is drawn from the standard normal distribution and each realization serves as a known
signal in the set U .
A. Impact of Collaboration on Performance
We illustrate the performance gains obtained by introducing collaboration in Fig. 2. In particular,
we plot C-DC against the number of sensors M capable of communicating with the FC, with 40% of
the links deactivated
(∑M
i=1 ‖wi‖0
M×N = 0.4
)
. In addition, we show the average performance achieved with
randomly drawn collaboration matrix, in accordance with Lemma 1, without any cost constraints (100%
links activated). We observe that the proposed collaboration strategy performs significantly better than
the random design, even with 40% of the links deactivated.
B. Effect of Dimensionality Reduction
From Fig. 2, we also notice that as M decreases the C-DC also degrades. Moreover, the C-DC obtained
using the `0-norm penalty with 40% of the links deactivated is very close to the optimal C-DC (C-DCopt)
where, C-DCopt is the cumulative deflection coefficient achieved with zero sparsity cost penalty (100%
of the links activated). We also notice that cost efficient collaboration with `0-norm penalty performs
better than `1.
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C. Cost of Universality
With the same experimental settings, we obtain the cost of universality, Cu, computed as in Definition
2 by varying the number of signals, I , in the class U . As I increases towards N , Cu degrades as expected.
Similar to the previous cases, using the `0-norm produces cost of universality measures very close to the
optimal case, and performs significantly better than the `1 case.
D. Impact of the Sparsity Penalty Choice
Finally, we compare the percentage of deactivated links with the normalized cumulative deflection
coefficient ( C-DCC-DCopt ) for both `0-norm and `1-norm based designs. First, we consider the case where
a network designer is interested in maximizing the detection performance under a certain cost budget
and compare `0-norm and `1-norm based designs. For illustrating the comparative performance, let us
consider the case where the percentage of deactivated links is fixed to be 40% for both `0-norm and `1-
norm based designs. Now, from Figures 4(a) and 4(b), we notice that the maximum detection performance
in terms of normalized deflection coefficient for `0-norm design is 0.95 while `1-norm design resulted in
a normalized deflection coefficient of 0.83. This pattern remains the same for different levels of sparsity.
This observation suggests that the `0-norm based design outperforms the `1-norm based design in terms
of maximizing the detection performance under a fixed cost budget. Similarly, we consider the case where
a network designer is interested in minimizing the cost of collaboration (number of communication links)
while guaranteeing a certain level of detection performance. Let us consider the case where the normalized
C-DC is fixed to be 0.9 for both `0-norm and `1-norm based designs. We observe that for the `0-norm
based design the maximum number of links that can be deactivated is 56% in comparison to 35% in the
case of `1-based design, evidencing a similar behavior.
V. SUMMARY
We considered the problem of designing universal collaboration strategies for high-dimensional signal
detection under both cost-free and finite cost constraint models. By establishing the equivalence between
collaboration matrix design and sparse PCA formulations, we adopted tools from the sparse learning
literature to efficiently solve the problem. To this end, we also defined new metrics to measure perfor-
mance, and quantify costs for collaboration and universality. We observed that the proposed collaboration
strategies provide significant gains in detection performance in comparison to benchmark random designs.
Furthermore, we demonstrated the trade-off between dimensionality reduction and the cost of collaboration
(γ) to achieve desired detection performance. Finally, we analyzed the impact of the choice of sparsity
14
penalty on the collaboration matrix design and found that the `0-norm consistently produces superior
results.
VI. ACKNOWLEDGEMENT
This work was supported in part by ARO under Grant W911NF-14-1-0339.
REFERENCES
[1] S. M. Kay, “Fundamentals of statistical signal processing, volume 2: Detection theory.” Upper Saddle River, New Jersey:
Prentice Hall PTR.
[2] I. Akyildiz, W. Su, Y. Sankarasubramaniam, and E. Cayirci, “A survey on sensor networks,” Communications Magazine,
IEEE, vol. 40, no. 8, pp. 102–114, Aug 2002.
[3] I. K. Fodor, “A survey of dimension reduction techniques,” Lawrence Livermore National Lab., CA (US), Tech. Rep.,
2002.
[4] I. D. Schizas, G. B. Giannakis, and Z. Q. Luo, “Distributed estimation using reduced-dimensionality sensor observations,”
IEEE Transactions on Signal Processing, vol. 55, no. 8, pp. 4284–4299, Aug 2007.
[5] J. J. Xiao, S. Cui, Z. Q. Luo, and A. J. Goldsmith, “Linear coherent decentralized estimation,” IEEE Transactions on
Signal Processing, vol. 56, no. 2, pp. 757–770, Feb 2008.
[6] J. Fang, H. Li, Z. Chen, and S. Li, “Optimal precoding design and power allocation for decentralized detection of
deterministic signals,” IEEE Transactions on Signal Processing, vol. 60, no. 6, pp. 3149–3163, June 2012.
[7] J. Fang, Y. Liu, H. Li, and S. Li, “One-bit quantizer design for multisensor glrt fusion,” IEEE Signal Processing Letters,
vol. 20, no. 3, pp. 257–260, March 2013.
[8] J. Fang and H. Li, “Power constrained distributed estimation with cluster-based sensor collaboration,” Wireless Communi-
cations, IEEE Transactions on, vol. 8, no. 7, pp. 3822–3832, July 2009.
[9] S. Kar and P. Varshney, “Linear coherent estimation with spatial collaboration,” Information Theory, IEEE Transactions
on, vol. 59, no. 6, pp. 3532–3553, June 2013.
[10] S. Liu, S. Kar, M. Fardad, and P. Varshney, “Sparsity-aware sensor collaboration for linear coherent estimation,” Signal
Processing, IEEE Transactions on, vol. 63, no. 10, pp. 2582–2596, May 2015.
[11] L. I. Smith, “A tutorial on principal components analysis,” Cornell University, USA, Tech. Rep., February 26 2002.
[12] M. Davenport, P. Boufounos, M. Wakin, and R. Baraniuk, “Signal processing with compressive measurements,” Selected
Topics in Signal Processing, IEEE Journal of, vol. 4, no. 2, pp. 445–460, April 2010.
[13] B. Kailkhura, T. Wimalajeewa, and P. K. Varshney, “Collaborative compressive detection with physical layer secrecy
constraints,” CoRR, vol. abs/1502.05370, 2015.
[14] B. Kailkhura, S. Liu, T. Wimalajeewa, and P. K. Varshney, “Measurement matrix design for compressive detection with
secrecy guarantees,” CoRR, vol. abs/1506.00238, 2015.
[15] R. A. Horn and C. R. Johnson, Eds., Matrix Analysis. New York, NY, USA: Cambridge University Press, 1986.
[16] M. Journe´e, Y. Nesterov, P. Richta´rik, and R. Sepulchre, “Generalized power method for sparse principal component
analysis,” J. Mach. Learn. Res., vol. 11, pp. 517–553, Mar. 2010.
