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Abstract 
The demand of high volume data communication over the internet is mounting day by day. 
In general, the performance of a communication system depends on the loss of data packets. 
It happens as there are multiple paths exist in wireless networks. For the reliable and secure 
data communication over Internet Transmission Control Protocol (TCP) is playing a 
significant role. On the development of TCP, a number of approaches are already designed 
and tested in the communication system. Generally, TCP congestion parameters are set in 
sender site in a communication system. In this paper, we investigate the download system 
performance tuning the TCP congestion parameters at the Ethernet port of receiver side. 
Based on the experimental study, it is concluded that tuning TCP parameters at receiving side 
improves the download system performance by reducing packet loss, increasing download 
speed and maintain stable I/O and time/sequence graphs.    
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1. Introduction 
Wireless communication technology is playing a significant role in access networks [1, 2, 
3]. These access networks are usually associated with Internet that consists of wired/wireless 
backbone networks. The rapid mounting of Internet traffic has introduced new requirements 
in terms of resources utilization and Quality of Service (QoS) support. Transmission Control 
Protocol (TCP) is widely used today and likely to be adopted in future networks in order to 
address these requirements due to its fast, secure and reliable communication capability 
maintaining high QoS support. It uses a number of sophisticated mechanisms of flow and 
congestion control algorithms in order to share resources by avoiding congestion [4]. And the 
first congestion control function was initiated into TCP in 1988 [5]. In wired network a 
congestion router is indeed the probable ground of packet loss. On the other hand, fading 
radio channel causes the packet loss in wireless networks [6]. However, in wireless networks 
or mixed of wired and wireless networks, packet loss causes by wireless-channel 
characteristics cannot be ignored.  
Normally, congestion occurs in the networks when the offered traffic beats the available 
transmission capacity. The result of congestion control is that resources are mutual between 
flows for the duration of periods of congestion. TCP flow control algorithm uses a window 
and end-to-end acknowledgments to provide reliable data transfer across a network [5]. The 
congestion window size determines the amount of data that can be stupendous at any instant. 
This is a means of stopping the link between two places from getting congested with high 
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traffic. The size of this window is calculated by estimating how much congestion there is 
within the two places. Normally sender maintains the congestion window. When a connection 
is set up, the congestion window is set to the maximum segment size permissible on that 
connection. It means that if all segments are received and the acknowledgments reach the 
sender on time, some constant is added to the window size. The window increasing linearly 
until a timeout occurs or the receiver reaches to its limit. If a timeout occurs, the window size 
is halved [7].  
A primary function of TCP is to ensure the properly match the transmission rate of the 
sender and the receiving rate of receiver in a network. TCP provides reliable and efficient 
data transfer over different communication paths, such as wired, ground radio, and satellite 
links increasing bandwidth-delay product [8, 9, 10]. 
    It has been observed by our rigorous study that a number of researchers work on TCP 
congestion algorithms, congestion windows in both wired and wireless networks [1-3, 5-8, 
11]. In some papers authors tune these TCP parameters on the sending server side [5-8] and 
some of them tuned in routers [12, 13]. On the other hand, tuning TCP parameters in 
receiving side is lack of generality of our observation, it is expected that that approaches also 
may improve the download performance. Thus, this paper investigates the impact of tuning 
two commonly used TCP parameters, TCP Westwood congestion control algorithm and TCP 
congestion window at the receiver sides on downloading a large file from a distance server 
though Internet.  
The rest of this paper is organized as follows. In section II, the experimental model is 
presented. Section III provides the simulation results and discussions. Section IV concludes 
the paper.  
 
2. Experimental Environment 
Figure 1 illustrates the experimental client-server network model used in this study, 
where server holds a data file to download and client downloads it by the Internet. In 
our experiment, we used the domain “speedtest.bbned.nl” representing the IP 
address 62.0.0.0 as the server. This can be retrieved from the URL 
http://speedtest.bbned.nl/ and located at Netherland. A file with size 100 
MB was used to investigate the downloading performance obtained in the client side. 
There are a number of protocol analyzers, such as tcpdump, wireshark, or tcpprobe, etc 
are available. We utilized the WIRESHARK network protocol analyzer in a LINUX 
computing platform for general experimental results due to its user-friendly Graphical 
User Interface (GUI) and cross-platform supporting [14]. 
 
Figure 1. Block Diagram of the Experimental Client-server Network Model for 
Tuning the TCP Parameters at the Receiver Side 
For experimental evaluation, we installed the WIRESHARK tool in the client 
machine. First, we downloaded the experimental file from the server to the client 
through the Internet without tuning the TCP parameters (Westwood algorithm and 
congestion window size) at the client side. We then tuned the TCP parameters at the 
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client side and examined the performance of downloading the same experimental file. 
The net.ipv4.tcp_rmem parameter is set which alters the receive buffer size of the TCP 
protocol. The size of the receive buffer can be set by modifying the net.ipv4.tcp_rmem 
variable. It takes three different values: min, default and max. The min value defines the 
minimum receive buffer size even when the operating system is under hard memory 
pressure. The default is the default size of the receive buffer, which is used together 
with the TCP window scaling factor to calculate the actual advertised window. The max 
defines the maximum size of the receive buffer. 
 
 
Figure 2(a). Throughput Graph before Tuning the TCP Parameters 
 
 
Figure 2(b). Throughput Graph after Tuning the TCP Parameters 
 
3. Experimental Results and Analysis 
Experimental results obtained before and after tuning the TCP parameters are 
illustrated in Figure 2, 3 and 4. Figure 2 illustrates the throughput comparison of before 
and after the TCP tuning parameters. In Figure 2(a), the throughput rate is irregular due 
to high packet loss. However, after tuning TCP Westwood algorithm and the congestion 
window size, we get an overall regular throughput as presented in Figure 2(b) by 
exhibiting less packet loss. Similar characteristic curves were also found in the 
time/sequence graph depicted in Figure 3. Figure 4 shows the I/O graph before and after 
tuning the TCP parameters. Similar to the throughput and time/sequence graphs, I/O 
graph also exhibited unstable characteristics curve before Tuning TCP parameters. 
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However, we observed more stable I/O graph as shown in Fig. 4(b) after tuning the TCP 
parameters. 
 
Figure 3(a). Time/sequence Graph before Tuning the TCP Parameters 
 
Figure 3(b). Time/sequence Graph: after Tuning the TCP Parameters 
We collected a number of statistics before and after tuning the TCP parameters from 
the WIRESHARK tool. From the results, we observe that the total packet loss is  
reduced after tuning the TCP parameters, as we receive total 98690 packets before 
tuning and 106836 packets after tuning the TCP parameters. The throughput was also 
increased after tuning, as the rate of receiving are1182.592 packets/sec and 1300.367 
packets/sec before and after tuning the TCP parameters, respectively. 
 
 
Figure 4(a). I/O Graph: before Tuning the TCP Parameters 
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 Figure 4 (b). I/O Graph: after Tuning the TCP Parameters 
4. Conclusion 
In this paper, we tuned two significant TCP parameters, such as, the congestion 
control algorithm and the congestion window size at receiver side and analyzed the 
results of a client-server system in order to optimize the performance in a real-world 
scenario. Experimental results were obtained by executing the tuned TCP 
implementation in a LINUX computing platform downloading a 100 MB sized file from 
a server to a client machine through Internet. Experimental results showed that tuning 
the TCP parameters at the receiver side significantly improve the download 
performance by reducing packet drop, increasing total captured packets, and average 
throughput. In addition, tuning the TCP parameters, we get more stable I/O and 
Time/sequence graphs. In the future, we will investigate the impact of other TCP 
parameters on system performance. 
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