Abstract: Current Optimization and Model Predictive Control practices for batch processes are implemented using two models, one for determining the optimal trajectories and another identified around those trajectories for control purposes. Here we use the recently developed Dynamic Response Surface Modeling methodology from which the optimal trajectories and the local linear or nonlinear state-space models for control purposes are obtained. Because concentration measurements at each batch run are very infrequent, this might be the most attractive way to obtain a dynamic model for control purposes.
INTRODUCTION
Data-Driven Modelling of batch processes for process control purposes has attracted substantial interest from both academic and industrial researchers in the past decades. Several model structures representing the nonlinear dynamics of the batch processes have been proposed, including the HammersteinWiener (H-W) model and the Linear Parameter-Varying (LPV) model. The H-W models, consisting of two static nonlinear blocks in the inputs and outputs and a dynamic linear block in between (Bai 2002 , van Wingerden, Verhaegen et al. 2009 , have been applied for the modelling batch processes with linear kinetics and static nonlinear functions on the output, such as pH neutralization (Norquay, Palazoglu et al. 1999 ). The LPV model (Verdult and Verhaegen 2002) introduces scheduling parameters which vary with the evolution of the state variables in order to approximate bilinear dynamics. The aforementioned models are identified locally through Pseudo Random Binary Signal (PRBS) or Generalized Binary Noise (GBN) (Tulleken 1990) experiments in the vicinity of a pre-determined trajectory, possibly an optimal one. However, when the available measurements in a single batch are infrequent, the estimation of such a linear or nonlinear dynamic model of satisfactory accuracy is not feasible.
When the inner workings of the process are not known for a knowledge-driven model to be easily developed, the Design of Dynamic Experiments (DoDE) (Georgakis 2009 ) (Georgakis 2013 ) is a new and effective approach for datadriven process modelling and optimization with time-varying inputs. As a generalization of the traditional Design of Experiments (DoE) (Box and Draper 2007, Montgomery 2013) , DoDE has been used to determine the optimal inputs for several batch processes (Troup and Georgakis 2013) (Fiordalis and Georgakis 2013) and has been experimentally verified (Makrydaki, Georgakis et al. 2010 ) on an industrial process. Usually the available data for estimating the corresponding Response Surface Methodology (RSM) model are collected at the end of the batch. If data are available also at fixed time intervals during the batch one can estimate a Dynamic RSM model (DRSM). This new type of model has been recently introduced in (Klebanov and Georgakis 2016) and will be briefly described and extensively used here. In contrast to the static RSM, the model parameters in DRSM are time-varying and do not require an excessive number of measurements during each batch. The DRSM model is used to calculate the optimal trajectory of a batch and will be also used here to estimate a dynamic model for control purposes in a receding horizon Model Predictive Controller (MPC). This saves the need for additional experimentation for the separate development of the model to be used by the MPC controller. Because the DRSM model captures both the linear and nonlinear dynamics of the process quite accurately, it can be used to develop either a linear or a nonlinear recursive dynamic model. Due to the limited length of this paper, we report here the control performances based on linear and nonlinear dynamic models and only the details on the estimation of the linear ones. The MPC controller here aims to achieve the desired concentration(s) at the end of the batch. An in silico illustration using an isothermal batch reactor with 3 reactions is presented.
Firstly, a DRSM model is estimated representing the dynamics of the process over the entire design domain in which the DoDE experiments are performed. This model is used to optimize the process. Part of the optimization task is to determine the optimal duration of the batch, easily achieved through the DRSM without the need to do experiments of different duration, lessening the experimental burden. From the DSRM, we identify local linear and Hammerstein-Wiener models, via subspace identification (Verhaegen and Verdult 2007) by sampling the DRSM in the vicinity of the optimal trajectory. To demonstrate that the proposed approach is more favourable when measurements are limited, we also identify local state-space models using PRBS experiments and compare the corresponding control performances. In all cases a Model Predictive Controller (MPC), utilizing a Kalman Filter (Kalman 1960) , is used to control the desired concentration at the end of the batch.
DEVELOPMENT OF DRSM MODEL
The time-varying input profile in DoDE ( ) u τ is defined as
Here 0 
Here the coefficients, 
Other sets of orthogonal functions can be used as the functional basis, depending on the specific problem at hand.
The set of experiments is designed by systematically varying the values of the dynamic sub-factors, i z in the normalized range of [-1,+1] and within the following constraining equations 1 2 3 1 1 z z z − ≤ ± ± ≤ + . In Figure 1 , we plot the DoDE inputs designed for the batch process discussed later in section 4. The dotted lines are the reference input profile (middle) and the upper limit of the design domain. The solid lines are the designed set of input profiles to develop the DRSM. In these experiments, the functions 0 ( ) u τ and ( ) u τ ∆ have a linear dependency on time. With the output data collected from the designed experiments, a quadratic DRSM with 3 factors in the following form is fitted:
where y is the output. Here again we select the shifted Legendre polynomial as the basis for the parameterization of each function ( ) β τ . If the first R Shifted Legendre polynomials are used, the ( ) q β τ is given by
With 0, , or ; for 1, 2, , and 
Stepwise regression is used to estimate only the significant ˆ' s γ . The identified DRSM model can predict the nonlinear processes very accurately. The comparison of the output profiles predicted by the DRSM (in solid lines) and the experimental measurements (in red diamond) for the in silico batch process discussed later in section 4 are plotted in Figure  2 . The number of measurements during each experiment is only 21, (K=21). With the DRSM estimated, the optimal operating profiles can be easily determined by solving a constrained optimization problem (Georgakis, 2013) .
STATE SPACE MODEL FROM THE DRSM
The DRSM model is used to provide a much larger set of in silico data (101 data points for each batch run), than the experimental ones (21 measurement/ batch), from which we can estimate a more accurate state-space model near the vicinity of a desired operational protocol. We denote the input and output variables of this reference input profile by * ( ) To identify the H-W model, we first estimate the static nonlinearities directly from the DRSM, not detailed here. Then the linear dynamic block is identified in a similar manner as when identifying a linear model from the DRSM.
The control aims to achieve the desired product concentration at the end of the batch. The prediction horizon of the MPC decreases as the process proceeds in time. The SISO version of the (Rawlings and Mayne 2009 ) algorithm is used. 
4. EXAMPLES
We demonstrate the proposed method by considering a reaction example in a semi-batch reactor where one of the reactants is fed over a time period during the batch. We consider two cases of optimal operation; the first one maximizes the product weight at the end of the batch and the second one maximizes the product yield, defined as the moles of product per moles of total reactants fed. We will control the process so it reaches the desired product concentration in the above two optimal operating conditions. The batch process is described as follows:
Figure 2: Comparison of DRSM Predictions and the Experiment Measurements
IFAC DYCOPS-CAB, 2016 June 6-8, 2016. NTNU, Trondheim, Norway t , is 15 h, selected by the available knowledge of the process The decision variables for designing the experiments are the amount of reactant B to be fed and its feeding profile. We set 75 gmol as the reference value for the total amount of B fed, and we will vary it in the range between 50 and 100 gmol. In each experiment, we measure the concentration of C every 45 min, resulting in 20 measurements for each batch experiment. With the collected measurements, we develop a DRSM model as discussed in Section 2 using 9 Shifted Legendre polynomials parameterizing each ( ) q β τ ( 9 R = ). The predicted DRSM outputs for the batch runs are compared with the in silico experimental data in Figure 2 . The DRSM predictions are plotted in blue solid line while the experimental data are given in red diamonds. One can observe that the DRSM model approximates the nonlinear batch process very accurately.
Maximize the Amount of Product Using the DRSM
With the DRSM, we now determine the optimal input profile of B maximizing the amount of C, The optimization problem is formulated as The maximum product concentration is 2.9 gmol/L. The determined optimal input profile is plotted in Figure 3 (upper part). The maximum value for the input profiles and the reference profiles are plotted in dashed lines as well. To further confirm the obtained optimization result, we run the batch process with the determined optimal input profile and compare its optimal output with the one predicted by the DRSM. Both output profiles, the simulated (in blue) and predicted (in red), are plotted in Figure 3 (lower part) and they are indistinguishable. 
Control for Maximum Production
To test the MPC based on the identified models, we introduce a severe step disturbance, a change in the kinetic constant 1 k . The rate constant for the main reaction, 1 k , is decreased by 30% at 1.5 t h = . This can be caused by some toxic substances that entered the reactor along with the feeding of reactant B. The controller is designed to make the concentration of product C meet the desired concentration at the end of the batch by manipulating the feed of reactant B. The entire batch duration is 8.8 h. The sampling interval for the state-space model is 9 min. Therefore the total number of time instants during the batch is 59 N = . However, the measurements are available every 45 min, so the number of measurements during the batch is 11. The upper limit for the manipulated input is 15 gmol/h, the highest flow of B allowed by the actuator. The lower limit is zero. Here we identify three local models, a linear and a HammersteinWiener model from the DRSM, notated as Linear and H-W respectively. We also identify a linear model by conducting PRBS tests around the optimal input trajectory with 11 measurements, notated as PRBS. The inputs calculated by each of the three MPCs are plotted in Figure 4 (left) while the corresponding output profiles are plotted in the right half of the figure.
The final product concentration, defined as the controller's set point, is 2.90 gmol/L and is denoted by a red dot. The time evolution of the output under the disturbance without the MPC is plotted in a green dotted line with an end product concentration of 2.60 gmol/L, substantially less than the desired value. The evolution of the output values, when the MPC controller is active, is plotted in a blue continuous line (Linear) and purple dash-dotted line (H-W) in Figure 4 (right). Both the linear and nonlinear controller have successfully increased the inflow of B (left) to achieve the desired final value of the product concentration. In contrast, the MPC based on the model identified via PRBS experiment leads to a final concentration of 2.79 gmol/L (in red x-dash line), less than those based on the models estimated from the DRSM.
Due to the limited number of measurements, the PRBS model is not estimated in the desired accuracy. Therefore, the identified model based on DRSM is more favourable.
Control for Maximum Product Yield
The yield of product is defined as 0 2 ( ) ( 
The maximum yield is 46.8%. Since the reaction is A B C + → , two moles of reactant are needed for one mole of product. This justifies the multiplication by 2 in the yield, e Y , definition. The corresponding product concentration is 2.5 gmol/L, while 56.7 gmol B is used for producing 25 gmol of C . In contrast, in the maximum production case, 29 gmol C is obtained with 82.8 gmol B consumed. The determined optimal input profile and both the simulated and predicted (via the DRSM) output profiles are plotted in Figure 5 . The DRSM prediction is very accurate.
The disturbances and the controller settings are the same as those in Section 4.2. The batch duration now is 7.1 h and only 9 measurements are available during the batch. Three local models (Linear, H-W and PRBS) are identified and the control performances based on these models are compared. As shown in Figure 6 , the final product concentration, controlled using H-W model, meets the target at 2.50 gmol/L. However, the one using the Linear model is 2.42 gmol/L, slightly lower than the target value. The one using PRBS model is even lower at 2.35 gmol/L but higher than the openloop one (2.21 gmol/L). The control performances based on the model identified from the DRSM again are better than without it when the measurements are limited. 
CONCLUSIONS
We have used a new data-driven dynamic model, the DRSM, for optimizing and controlling batch processes. From the DRSM model, a local state-space model is identified by directly "sampling" the DRSM in the vicinity of the optimal input profiles without conducting another set of experiments. In this way, process optimization and control are achieved based on a single data-driven dynamic model, which saves experimental effort to identify local dynamic models, especially when the desired optimal operating conditions change, for example, from maximum production to maximum yield. In addition, when the number of measurements during the batch operation are too few to estimate state-space model, sampling the DRSM may be the most attractive way to identify dynamic models with satisfactory accuracy for control purposes.
The effectiveness of the proposed method has been verified by the simulation of a three-reaction system in a batch reactor. Based on the linear and nonlinear models estimated from the DRSM, we successfully controlled the nonlinear semi-batch process to reach the desired production under severe disturbances. If the process dynamics are highly nonlinear, for which a local linear model is insufficient to represent the process behaviour around the optimal operating trajectory, we can estimate a local Hammerstein-Wiener Model for control purposes. By comparing the control performances based on models identified from the DRSM and the one identified with limited PRBS measurements, we demonstrate that identifying state-space models via the DRSM is the preferred approach in the situation of limited data.
