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Abstract 
This meta-analysis reviews the intra-sector heterogeneity of productivity 
spillovers from foreign direct investment (FDI) in 31 developing countries 
through a larger more comprehensive dataset. We investigate how the 
inconsistencies in the reported spillover findings are affected by publication bias, 
characteristics of the data, estimation techniques and empirical specification, 
analyzing 1,450 spillover estimates from 69 empirical studies published in 1986 
- 2013. Our findings suggest that reported FDI spillover estimates are affected by 
publication bias. In combination with model misspecification of the primary 
studies, the bias overstates the genuine underlying meta-effect, but the meta-
effect remains economically and statistically significant. Our results emphasize 
that spillovers and their sign largely depend systematically on specification 
characteristics of the primary studies and publication bias. Publication bias is not 
caused by “best practice” choices. Future research needs to cover more 
developing countries and to investigate not only whether spillovers occur, but 
also to explore inside the black box of how spillovers actually emerge.    
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1. Introduction 
Developing countries increasingly use policies to attract foreign direct investment 
(FDI) and often provide substantial incentives. Almost 90% of the national regulatory 
investment regime changes introduced in more than 100 countries in 1991-2012 offer 
more favourable conditions for FDI (UNCTAD, 2013). One driver behind the FDI-
friendlier regimes is the expectation that FDI inflows indirectly boost productivity of 
domestic firms. FDI is assumed to transfer knowledge of processes and products (so-
called productivity spillovers) and this may enhance technological capabilities of 
domestic firms (Wooster and Diebel, 2010).  
An important question is whether FDI actually generates productivity spillovers 
in the context of developing countries: the empirical evidence is inconclusive and 
contradictory. Figure 1 illustrates the extent of empirical disagreement for the 74 
primary studies that we collected using the Stanley et al. (2013) recommendations. 
These studies were published in 1983-2013 by 96 researchers, deal with 31 
developing countries1 and provide 1,545 estimates of spillover parameters. Figure 2 
presents details of the distribution of these estimates. Approximately only one third 
of the empirical estimates validate a significantly positive effect. About half the 
spillover estimates are insignificant; whereas one in six find a significantly negative 
effect. It should be noted that while we refer to this field as findings regarding 
developing countries, these studies (and thus our findings) are not necessarily 
representative for the group of developing countries. The reason is clear: the 
productivity spillovers of FDI have not yet been investigated for a sufficiently large 
group of developing countries to make such claims.  
 
 
<Figures 1 and 2> 
 
Our article aims to estimate the size, sign and significance of the spillover effect 
and to analyse the determinants behind the heterogeneous results of the primary 
empirical studies. We demonstrate application of the reporting guidelines of the 
MAER-Net required by the Journal of Economic Surveys for conducting meta-
analysis. We use meta-analysis to combine, summarize and investigate the reported 
spillover estimates. Meta-analysis is a statistical approach to analyse an existing 
literature of reported empirical findings for a similar hypothesis, research question, 
empirical effect and/or phenomenon (Stanley and Doucouliagos, 2012). Unlike 
qualitative reviews (e.g., Fan, 2002), meta-analysis enables us to filter out publication 
bias and misspecification and to estimate the genuine spillover effect.  
To date six relevant meta-analyses were published: Görg and Strobl (2001), 
Meyer and Sinani (2009), Wooster and Diebel (2010), Iršová and Havránek (2013), 
Mebratie and Bergeijk (2013) and Demena (2015). We use an enriched version of 
Demena’s (2015) dataset in this paper, covering more than 40 potential research 
dimensions (including data characteristics, estimation techniques and empirical 
specifications) and four categories of journal and study qualities. While we add many 
potentially explanatory variables to provide a comprehensive test, we also enforce 
limitations. In particular we focus on developing countries, because pooling 
developing and developed countries is inappropriate (Wooster and Diebel, 2010). 
Our meta-analysis comprises all observations that investigated intra-sector spillovers 
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from FDI for developing countries, providing a more comprehensive version of 
previous meta-analyses. This potentially leads to a better reliability of the findings 
and helps us to investigate whether the selection of studies has an impact on bias; a 
topic not researched in previous meta-analyses of FDI spillovers. Indeed, the latest 
studies suggested that publication bias was not a problem for this literature, but we 
uncover clear evidence of publication bias in our larger sample.2 The spillover effects 
in the primary studies overstate the magnitude of the genuine empirical effect, 
although these effects remain economically important after controlling for selection 
bias and misspecification.  
The remainder of the paper is structured as follows: Section 2 starts with the 
primary studies. Section 3 discusses the data and the empirical approach. Section 4 
presents detailed results. Section 5 concludes and suggests lessons for future 
research.  
2. Review of the Literature 
Many studies deal with productivity spillovers from FDI.3 We organize the literature 
by decades in order to illustrate changes over time in spillover findings and study 
characteristics.   
2.1. 1980s: positive spillover effect in cross-sections 
The first empirical study for developing countries was Blomström and Persson 
(1983). They study Mexican plants and report that FDI has a significantly positive 
effect on productivity of domestic firms. Blomström (1986) – also for Mexican firms 
– found a similar effect. These studies used industry-level cross-sectional data, and 
thus face an identification problem. Firstly, given the assumption that foreign firms 
are more productive and more technologically advanced, industry-level aggregated 
data that include foreign firms in the aggregate regression create an upward spillover 
effect - aggregation bias. Secondly, if FDI gravitates towards productive industries, 
then the observed spillover result from cross-sectional data will overstate the impact 
of foreign firms due to potential endogeneity of FDI.  Thus, it is unclear whether the 
evidence is due to the presence of FDI or the own-productivity of domestic firms.   
2.2. 1990s: Emerging Contradictory Evidence 
An important study is the first use of panel firm-level data (Haddad and Harrison, 
1993) with insignificant productivity spillover for Morocco. Aitken and Harrison 
(1999) report negative effects for Venezuela. The former attributed the absence of 
spillovers to the technological gap between domestic and foreign firms; the latter 
concluded that the positive effect reported in the previous studies was due to the 
tendency of foreign firms to invest in productive industries. In contrast, Kokko (1994, 
1996) for Mexico, Blomström and Sjöholm (1999), Sjöholm (1999a, b) for Indonesia, 
and Chuang and Lin (1999) for Taiwan report positive productivity spillovers. These 
studies continued to rely on cross-sections although panel data are better to test the 
validity of spillovers enabling to control for the behaviour of firms over time.  
3 
 
2.3. 2000s: Continued Contradiction 
The studies of the 1980s and 1990s use a pipeline model: they presume that spillovers 
are independent of domestic firms’ capabilities. In the 2000s a shift occurs towards 
the domestic capability model. This new strand of the literature assumes that 
spillovers do not occur automatically, but may depend on the capabilities of domestic 
firms. As illustrated in Figure 1, the body of evidence increased substantially 
overtime, possibly due to growing availability of datasets. The findings, however, 
remain contradictory. Blyde et al. (2004) for Venezuela, Bwalya (2006) for Zambia, 
Marin and Bell (2006) and Chudnovsky et al. (2008) for Argentina, and Mebratie and 
Bedi (2013) for South Africa did not find any spillovers. Jordaan (2008a, b) for 
Mexico and Waldkirch and Ofosu (2010) for Ghana find negative FDI effects. In 
contrast to these findings, studies on Asian countries report positive spillovers 
(Taymaz and Yilmaz 2008 for Turkey, Nguyen 2008 for Vietnam, Khalifah and 
Adam, 2009 for Malaysia).  
2.4. Trends  
Figure 1 illustrates substantial variations in the reported spillover estimates over time 
with an increasing trend, in particular since the mid-2000s. Over the past three 
decades, the number of spillover estimates has continuously increased: about 71% of 
the estimates are from studies published after 2005. 
Moreover, the initial results from studies using cross-sectional data were 
challenged by subsequent panel data studies. This suggests an association of cross-
section studies and positive findings, and negative or insignificant findings and panel 
studies. Panel studies by Aitken and Harrison (1999) for Venezuela report negative 
effects, whereas Haddad and Harrison (1993) for Morocco, Blalock and Gertler 
(2008) for Indonesia, and Mebratie and Bedi (2013) for South Africa report no 
effects. However, recent panel studies (e.g., Kee, 2005 for Bangladeshi; Takii, 2009 
for Indonesia; Van Thanh and Hoang, 2010 for Vietnam) find positive effects. It 
appears likely, therefore, that the dichotomy of cross-section and panel data findings 
has become less clear (see, Jordaan, 2012).  
Importantly, the primary studies include a proxy for the extent of foreign-owned 
firms’ presence. Theoretically, intra-sector spillovers are assumed to occur through 
the transmission channels of demonstration, labour mobility, competition and/or 
export effects (Javorcik, 2004; Crespo and Fontoura, 2007; Jordaan, 2012). 
Unfortunately, the existing empirical work fails to identify the channels underlying 
the spillovers and instead merely focuses on whether the presence of foreign firms 
influences the productivity of domestic firms. Thus, there is a gap between theory 
and empirical analyses. 
Furthermore, the empirical studies largely ignore the heterogeneity of both R&D 
expenditure and the technological levels of domestic firms (only 10% of the studies 
in the meta-data control for these factors). Clearly, general spillovers cannot exactly 
indicate how spillovers occur and which domestic firms gain. Some may experience 
positive impacts, others nothing or even negative impacts. For example, firms with 
relatively higher technological level can benefit from spillovers via the competition 
and/or demonstration effects, while firms with lower technological level may not be 
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in a position to compete or imitate (Hamida, 2013) and may instead benefit from 
labor mobility. 
Thus, the relative importance of the spillover channels varies with the existing 
firm specific characteristics of domestic firms. Consequently, future investigations 
of overall spillover effects need to discern the transmission channels through 
employing various spillover control variables. This would be important to accurately 
describe and identify the impact of spillover processes, and hence to narrow the 
heterogeneity of spillover estimates and also to guide policymakers towards relevant 
channels.  
3. Data and Empirical Approach 
In order to econometrically analyse the sources of heterogeneity and to understand if 
FDI generates spillovers, we reviewed existing meta-analyses and primary empirical 
studies (and their references) as the basis for our literature search. Our search and 
review for the existing empirical studies aimed to identify all relevant English 
language unpublished and published studies regarding developing countries. 
3.1. Methods, Protocols and Data Construction 
In identifying the relevant studies, coding variables and data construction, we follow 
the MAER-Net prescriptions (Stanley et al., 2013). We identified our relevant 
primary studies in an extensive search using Google scholar, EconLit and Scopus. 
The World Bank (2012) database that provides empirical studies conducted using the 
enterprise survey data was also examined in detail. The search included all potentially 
relevant published and unpublished empirical studies from 1983 to 2013. 
We searched using the broad keywords: “FDI presence effect on host economy”, 
“technology transfer+foreign firms”, “productivity spillover+FDI”, and 
“productivity spillover+FDI+developing countries”. For example, the keyword 
“productivity spillover+FDI+developing countries” using the Scopus search engine 
provided 1,026 records to review. Examinations of titles, abstracts, and keywords 
were followed by the inspection of the introduction and conclusion. This yielded a 
list of 233 prospective studies. 
Studies were included if they satisfy the following criteria for detailed review: 
English language empirical micro econometrics that study intra-industry4 spillover 
effects and report regression-based5 coefficients, sample size, t-statistics or standard 
errors. The imposition of these criteria resulted in our dataset of 74 studies dealing 
with 31 developing countries for coding. Before transferring the data to a Stata file 
for analysis, a template for data extraction was designed in excel format. Data on 
various characteristics of the empirical studies such as spillover measures and effects, 
data type, estimation techniques, and study control variables were collected. In this 
case, we have conducted extensive coding of the study characteristics in order to 
avoid subjectivity and increase the robustness and the reliability of the findings. A 
second reviewer independently checked the consistency of the data and coding with 
an initial data collection and coding disagreement rate of 2.9%. After double 
checking initial data, consensus was reached. In order to ensure comprehensiveness 
of the dataset, the multiple search process took five months (May – September 2013). 
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It is worthwhile to describe some critical aspects encountered during this process. 
Multiple estimates are a common standard in economics. This is partly due to the 
demand from editors and reviewers that applied econometric studies should report 
multiple models, methods and estimates to ensure robustness (Stanley and 
Doucouliagos, 2012). This may lead to a best-set, average-set or all-set meta-data.6 
Following Stanley (2001), mainly to evade giving undo weight to a single study, 
many meta-analysts use either the “best” estimate or the average estimate. In the 
latter case, however, it is impossible to analyse the impact of different estimation 
techniques, estimation samples and models. Moreover, we may lose important within 
study information if we use average estimates. Importantly, choosing the “best” 
estimate may introduce subjectivity. First, in most cases, authors do not explicitly 
indicate their best estimate. Second, if they do, author’s preference may introduce 
selection bias. Third, estimates in a comprehensive single paper can be 
underweighted relative to estimates of researchers who publish a large number of 
closely related articles as each would count as an individual study to be included as 
a best-set estimate (Stanley, 2001). For these reasons, we adopt the all-set estimates. 
The majority (86%) of the models are estimated in log-linear form, with 
productivity proxies expressed in logs and FDI linearly: the regression coefficients 
are semi-elasticities, and the standard errors are directly derived from the regression 
coefficients. However, when models are estimated using the double-log or linear 
form, we had to re-calculate the effect size by using sample means (see Gujarati and 
Porter, 2009).7 We contacted authors when sample means, observation size, t-values 
or standard errors were not reported in the primary studies and when we needed 
clarification of the models, methods, and estimates. We have also collected estimates 
for interaction variables (see Section 4.3.2). Five studies (95 parameter estimates) 
were excluded because the authors were unwilling or unable to support missing data8 
(note that Figures 1 and 2 have been based on the full sample of 74 studies including 
the studies where information is incomplete). 
3.2. Meta-Dataset 
Our dataset consists of 69 primary studies for which the required data are available 
(1,450 observations). These studies deal with 31 developing countries and were 
published in 1986-2013. The median number of parameter estimates in a primary 
study in our sample is 11 estimates. The mean and maximum are 21 and 100 
estimates, respectively.  
For each empirical study we coded more than 40 potential research dimensions, 
and four categories of publication qualities. The dataset includes 43 peer-reviewed 
journal articles and 26 working papers, dissertations, book chapters, unpublished 
studies or reports. The oldest study was published in 1986, and the median study 
appeared in 2008. Half of the research in question was published in the last five years: 
this topic is very lively and many new investigations appeared.  
To put these figures into perspective: Nelson and Kennedy (2009) summarize and 
assess 140 meta-analyses in economics conducted since 1989. They report that the 
average number of parameter estimates included was 191, the median was 92, and 
the largest number of parameter estimates was 1,592. The average and the median of 
primary studies reviewed were 42 and 33, respectively. The mean and median of 
explanatory variables included were 14 and 12, respectively. The maximum control 
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variables was 41. Therefore, compared to other meta-analyses in economics, the 
current dataset can be regarded as quite comprehensive.  
Out of the 1,450 spillover estimates, 16 are found to be larger than 10, in absolute 
value. Some meta-analysts (Iršová and Havránek, 2013; Mebratie and Bergeijk, 
2013) consider that these large estimates are outliers which led them to exclude these 
estimates from the main analysis. Others, like Stanley and Doucouliagos (2012), 
however, argue that unusually large estimates may be due to coding errors. In our 
case (after double-checking by a second independent reviewer) the reported 
spillovers appear to be genuine. Therefore, we applied the multivariate outlier 
method proposed by Hadi (1994) in order to use spillover estimates along with their 
precision to filter publication bias and identify outliers jointly. We identify 14.7% of 
the observations as outliers. Slightly more than 70% of the outliers have been 
published in either journals with a zero 5-year impact factor (source: 2013 Institute 
of Scientific Information, ISI) or are from unpublished studies. Some meta-analysts 
have argued that better ranked journals can be expected to publish articles that use 
better methods, and thus produce more reliable findings (Disdier and Head, 2008; 
Havránek and Iršová, 2011). If this is the case, then these outliers may represent 
lower quality research as compared to the non-outliers. In this paper we report the 
findings without outliers, but note that the inclusion of outliers yields similar 
findings. 
3.3. Weighted Average Effect, Publication Bias and Genuine Effect 
We start with the computation of the weighted average spillover effect: 
 
𝜀𝑤 =
∑ 𝜀𝑖𝑁𝑖
∑ 𝑁𝑖
……………………………………………. (1) 
 
Where 𝜀𝑖 is the reported spillover effect in the i
th study with 𝑁𝑖  its associated 
sample size as weights. Copper and Hedges (1994) suggest to use the inverse of the 
variance weights. However, Adams et al. (1997) argue that the estimates derived 
from large samples are more precise, and thus should receive a larger weight. Hunter 
and Schmidt (2004) and Schulze (2004) recommend the use of sample size to weight 
the effect size.9 Accordingly, the weighted average spillover effect is 0.16 
(statistically significant at a 95% confidence interval: 0.105 - 0.238). Thus, FDI 
would seem to have a significant positive effect on productivity spillovers. 
The next step is to assess whether the effect is genuine or influenced by 
publication bias. We use funnel plots to get a first indication of the extent of 
publication bias. A funnel plot is a scatter diagram with the reported spillovers on the 
horizontal axis and its precision on the vertical axis (usually the reciprocal of the 
standard error). In the absence of publication bias, a funnel plot should be 
symmetrical, because small sample size (imprecise estimates/large standard errors) 
are widely dispersed at the bottom of the funnel (Stanley, 2005). In contrast, large 
sample studies with usually more precise estimates should be more compactly 
distributed at the top of the funnel (Stanley and Doucouliagos, 2010). In the case of 
bias, a funnel plot will be asymmetrical. Asymmetrical plots may also indicate that 
some parameter estimates are discarded or unreported (Iršová and Havránek, 2013). 
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However, this method of publication bias detection is only based on visual 
inspection, and thus prone to subjective interpretation, and therefore unconvincing. 
A powerful statistical method is the meta-regression model (MRM): 
 
𝜀𝑗𝑖 =  𝛽0 +  𝛽1𝑆𝑒𝑗𝑖 + 𝑢𝑗𝑖…..............………………….. (2) 
 
In the absence of publication bias, the estimated effects (𝜀𝑗𝑖) should vary 
randomly around  𝛽0 (its standard error, 𝑆𝑒𝑖 will approach zero) and should be 
independent of their standard errors (Stanley, 2005; Roberts and Stanley, 2005; 
Doucouliagos and Stanley, 2013). Likewise, the presence of publication bias can be 
detected if reported estimates correlate with their standard errors. 𝑢𝑗𝑖  is the error term. 
According to Stanley and Doucouliagos (2012), dividing equation (2) by 𝑆𝑒𝑗𝑖 to 
adjust for potential heteroscedasticity, yields the weighted least squares (WLS) 
version:  
 
𝑡𝑗𝑖𝜀𝑗𝑖/𝑆𝑒𝑗𝑖 =  𝛽1 +  𝛽0(1/𝑆𝑒𝑗𝑖) + 𝑒𝑗𝑖………....……. (3) 
 
where 𝑡𝑗𝑖 now represents the t-value of ith spillover estimate from the jth study 
and 𝑒𝑗𝑖 is 𝑢𝑗𝑖/𝑆𝑒𝑗𝑖.The slope of equation (3) estimates both the magnitude and 
direction of a genuine effect (the precision-effect test, PET), whereas the intercept 
term is used to test for publication bias in the reported effect (the funnel-asymmetry 
test, FAT).  
It is important to account for within-study dependence, as multiple estimates from 
the same studies are unlikely to be statistically independent; Bateman and Jones 
(2003) and Doucouliagos and Laroche (2009) recommend the use of a multilevel 
model (hierarchical model). We prefer the mixed-effects multilevel (MEM) model 
that accounts for both within and between study variations (see Doucouliagos and 
Laroche, 2009, Havránek and Iršová, 2011). In this respect, the overall error term 
(𝑒𝑗𝑖) comprises of the study-level random effects and measurement error disturbance 
term.10 Furthermore, we test the robustness of our results by excluding unpublished 
papers and interaction variables, and by applying clustered data analysis (CDA). All 
WLS estimations use either inverse variance or sample size weights. 
 
 
<Table 1 > 
3.4. Explaining Heterogeneity 
Table 1 lists the potential sources of heterogeneity of the findings in the primary 
studies that include means and standard deviations. The choice for these variables is 
based on the discussion of the literature as well as the meta-data at hand. Following 
the debates in the empirical studies and the approach presented by previous meta-
analyses (Havránek and Iršová, 2011; Iršová and Havránek, 2013) we report four 
categories of potential sources of heterogeneity: data, estimation, specification, and 
publication characteristics.  
Data characteristics: We construct dummy variables for the time dimension of 
the data: panel versus cross-section and the time span (length) of the data, and for the 
level of observation/aggregation: firm-level (micro-data) versus aggregated industry-
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level. We consider the number of observations of the data to test for systematic 
variation between small and large samples. Finally, we included a dummy variable 
for the data source (World Bank enterprise survey versus national statistics bureaus).  
Estimation characteristics: Roughly, 40% of the studies estimate spillovers 
using a two-step process with total factor productivity (TFP) as the dependent 
variable.11 The other studies employ a one-step procedure based on labour 
productivity, output or value added. We include a dummy variable for the one-step 
estimates. Next, we control how TFP is computed: Olley-Pakes (OP, 1996) or 
Levinsohn-Petrin (LP, 2003) versus OLS, Fixed-effects or other methods to consider 
the endogeneity of inputs. We also include dummies for the spillover estimation 
techniques (OLS, Fixed-effects (year, sector, both) or other techniques and for 
regressions estimated in differences), and the functional form of the models: linear 
or double log versus log-linear. 
Specification characteristics: Empirical studies use several proxy measures for 
foreign presence in terms of employment, capital, or output share. In our data, the 
majority of the studies use output (42%) and employment specifications (35%). Most 
primary studies report estimates related to contemporaneous spillovers while only a 
few estimate lagged effects, and thus we control for lagged or contemporaneous 
estimates. Finally, to observe any systematic difference between the theory of the 
pipeline model and the domestic capability model, we construct dummies for the 
inclusion of control variables like absorptive capacity, technological gap, exports, 
and firm size. 
Publication characteristics: We also control for study and journal qualities to 
test if publishing in a peer-reviewed journal is systematically associated with the 
reported spillover estimates. We construct dummies for the inclusion of publication 
in a peer-reviewed journal and use author citations in Google Scholar as well as an 
international journal ranking for development studies.12 Finally, we control for the 
publication year of the study.  
To investigate the heterogeneity in the reported spillover estimates, we expand 
equation (3) to include the moderator variables 𝑋𝑘𝑗𝑖:  
 
𝑡𝑗𝑖𝜀𝑗𝑖/𝑆𝑒𝑗𝑖 =  𝛽1 +  𝛽0(
1
𝑆𝑒𝑗𝑖
) + 𝛼𝑘𝑋𝑘𝑗𝑖/𝑆𝑒𝑗𝑖+  𝑒𝑗𝑖… (4) 
 
Following the MAER-Net reporting guidelines, equation (4) is estimated using 
the general-to-specific (GETS) modelling approach. GETS modelling starts with a 
specification in which all potential moderator variables are included in the general 
specification (4). Next, the statistically most insignificant variables are removed, one 
at a time, until we arrive at a reduced/specific specification that contains significant 
variables only (Charemza and Deadman, 1997; Stanley and Doucouliagos, 2012, 
Wang and Shailer, 2015, Abdullah et al. 2015).  
 
4. Findings and Discussion 
4.1. Funnel Plots 
Figure 3 shows the funnel plots of all studies - published and unpublished studies. 
The plots suggest a positive bias. The top of the funnel plots is usually a good 
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approximate of the true empirical effect after due allowance for publication bias 
(Stanley and Doucouliagos, 2010). Consequently, according to Roberts and Stanley 
(2005, p.27)  
 
“… for areas of research that contain many studies, the simplest remedy for 
publication bias is to average the findings from only the largest studies (say, 
the top 10%).” 
 
Averaging the top 10% (123) estimates provides an average of -0.010 (standard 
deviation 0.191). In the absence of unbiased reporting, spillover estimates would be 
expected to vary randomly around this average. However, the average of all 1233 
(i.e., excluding outliers) spillover estimates is 0.172: due to publication bias this 
average of all estimates appears to exceed the average of the most precise estimates 
by far and also the overall magnitude of the uncorrected weighted average (Section 
3.3) is biased towards positive estimates. This kind of publication bias has clear 
policy implications. For instance, policymakers may expect a 1.7% increase in 
domestic firms’ productivity from a 10-percentage-point increase in FDI. However, 
the top 10% estimates suggest a 0.01% decrease in productivity of domestic firms. 
 
 
<Figures 3 and 4> 
 
 
In order to check for a possible additional publication bias from editors and 
reviewers of journals and for the sake of comparison, Figure 4 depicts peer-reviewed 
studies only.13 In case of an additional bias, the entire distribution of the funnel plot 
of Figure 4 would move more to the right as compared to the funnel plot of Figure 3. 
The plots are heavier (Figure 3) and thinner (Figure 4), but the shape and location are 
comparable. The next step is to move beyond eye-o-metrics and test econometrically 
for the existence and size of bias. 
4.2. FAT and PET  
To assign greater weight to more precise estimates, we apply inverse variance 
weights and then use sample size as alternate weights. Table 2 reports the FAT and 
PET. The FAT indicates the presence of bias. Specifically, when all observations are 
included in the specification, the preferred MEM (A1) shows positive and significant 
publication bias. Also when only observations from published studies in peer-
reviewed journals (A2) are considered, we detect positive and significant publication 
bias. To further check robustness we use CDA (A3 and A4) that again provides 
evidence of publication bias. Corroborating the funnel diagrams, the objective MRA 
provides clear evidence of publication bias. Columns B1-B4 report results with 
sample size weights corroborating the corresponding columns A1-A4 in Table 2.14 
The inclusion of unpublished studies may result in inefficient parameter estimates as 
it increases the variance of the meta-dataset, especially if one assumes that peer-
reviewed studies publish more reliable findings. Estimations A2 and A4 confirm and 
agree with the findings on the larger sample that includes the unpublished studies.15 
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The FAT in A1 versus A2 (similarly A3 versus A4) can also be used to test if 
journal reviewers and editors are a source of publication bias in selecting and 
accepting findings. In both Panel 1 and Panel 2 the magnitude of publication bias 
(FAT) is higher for studies published in a peer-reviewed journal compared to all 
studies, but this difference is not statistically significant: the primary empirical 
studies are unlikely to have been affected by an extra bias from journal editors and 
reviewers.  
 
 
<Table 2> 
 
 
The size of publication bias in A1 and A2 exceeds unity (preferred MEM): 
publication bias is substantial in the primary studies (for practical guidelines, see 
Stanley and Doucouliagos, 2012; Doucouliagos and Stanley, 2013). Publication bias 
is important in assessing the genuine spillover magnitude versus the uncorrected 
weighted average effect. In all the specifications A1-A4, the PET consistently 
suggests the absence of a genuine effect. So the overall uncorrected weighted 
spillover effect amounts to a publication (or other) bias. In this case, the size of 
spillover effect reported in the primary studies is likely to be substantially larger than 
the actual effect.  
Note, however, that these findings are an average across all methods. Therefore, 
we need a multivariate MRA as our inferences may also depend on other potential 
sources of heterogeneity such as quality of the primary studies, misspecification, 
research design or other characteristics. Indeed, the heterogeneity across all the 
studies is evident by the Q-test reported under Table 2. The Q-test χ2 distribution with 
n-1 degrees of freedom and 1233 observations is 61705 (p-value=0.000). The I2 test 
of heterogeneity reports that the variation in the reported spillover effect size due to 
sampling error is 2%. This motivates us to consider other potential sources of 
heterogeneity (see Section 3.4).   
4.3. Sources of Heterogeneity 
Table 3 presents the results of the reduced multivariate MRA using GETS modelling. 
During this procedure, we observed that more than half of the moderator variables 
included in the general MRA are not statistically significant. We also note that all 
moderator variables are not equally important in explaining/contributing to the 
potential source of heterogeneity. In doing so, we eliminate 15 moderator variables 
that do not appear to be important for the explanation of the heterogeneity.16 
Considering the general versus the specific multivariate model, a trade-off exists 
between on the one hand, potential multi-collinearity and loss of degrees of freedom 
and on the other hand, the inclusion of all moderator variables (Mekasha and Trap, 
2013). Thus, following the GETS procedure, 11 variables remain statistical 
significant at least at 10% significance (A5). Indeed, the joint test of these 11 
variables rejects the null hypothesis of a zero joint effect F(11, 1220) = 21.57. To account 
for within study correlation, this specific model is then re-estimated using the 
preferred MEM model17 and, for comparison and robustness check, with robust 
standard errors and CDA.  The columns report:  
• the specific model without adjusting standard errors (A5), 
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• MEM model through the restricted maximum likelihood (A6 and A9), 
• robust standard errors (A7) and 
• clustered standard errors (A8 and A10). 
All columns use inverse variance weights. 
 
 
<Table 3> 
 
 
Controlling for within-study dependence, columns A6 and A8 report 10 
moderator variables that potentially explain the heterogeneity in the reported 
spillover estimates. We find that the spillover effects in the primary studies are 
systematically influenced. The reported spillover effect will ceteris paribus be larger 
when: spillovers estimated using a two-step process, technological gap and/or lagged 
spillovers are not included, and the primary study is peer-reviewed. The use of longer 
data time span, more recent primary studies, publication in higher journal rank, 
estimations performed in differences and the fixed-effect estimators are associated 
with smaller reported spillovers. 
We compare and test the robustness of the results using estimates with robust 
standard errors (A7) and clustered standard errors (A8) reported in Table 3. Without 
due allowance for data dependence, A7 reports similar result as A6 (but the statistical 
significance reduces for eight variables). Controlling for data dependence, A8 
corroborates the findings of A6 (but statistical significance reduces for one-step 
estimation, fixed-effect estimators, publication in a peer-reviewed journal and 
scientific journal rank). 
4.3.1. Discussion and Implications for Research Design 
On average the time span covered by the study affects the reported spillover estimates 
and significantly reduces their size by 0.003 per annum. This finding suggests the 
importance of panel data with wider time coverage (as compared to single-period 
cross-sections). This implies that the use of a longer data time span is an important 
moderator variable in research on the effect of FDI spillovers. From this perspective, 
the higher positive spillover estimates based on cross-sections reflect upward bias 
due to not controlling for unobserved time-invariant firm specific effects. Also, the 
larger effect from cross-section studies decreases/disappears with time. 
Regarding estimation techniques, a one-step estimation of spillovers using 
output, labour productivity, or value added on average reports a 0.018 lower spillover 
effect than the two-step estimation. In light of this, given the bias towards 
more/higher positive spillover in the reported estimates, we prefer the use of the one-
step approach. For random effects, GMM or other spillover estimators, effects on 
average increase by 0.028, reporting more positive spillover estimates compared to 
the fixed-effects regression.  
Regarding the specification characteristics, the inclusion of technological levels 
of domestic firms and estimates of lagged spillovers appear to affect the estimates. A 
specification that controls for the existing technological difference between domestic 
and foreign firms finds lower spillover effects (on average 0.053). This supports 
Findlay (1978), Wang and Blomström (1992), Castellani and Zanfei (2003) and 
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Jordaan (2008a) when they argue that spillovers do not occur automatically but 
depend on technological heterogeneity. 
The conceptual debate (see Lapan and Bardhan, 1973; Findlay, 1978; Cohen and 
Levinthal, 1989; Wang and Blomström, 1992) and the contrasting empirical evidence 
(see Kokko, 1994; Kathuria, 2001; Castellani and Zanfei, 2003; Kathuria, 2010) over 
how the domestic firms’ technological level influences the outcome of a given 
spillover estimate indicates a significant opportunity for future research. It would, for 
example, be important to investigate how the size of the technological gap between 
domestic and foreign firms influences potential spillovers. The majority of the 
primary studies either associates high (low) absorptive capacity with low (high) 
technological difference or excludes these important moderator variables from the 
specification. We find that the technological gap is statistically significant but that 
the absorptive capacity is insignificant, pointing out the importance of disentangling 
the absorptive capacity hypothesis from the technological gap hypothesis. Indeed, 
both equating the absorptive capacity as the inverse of the technological gap and 
excluding them from the analysis, is potentially flawed. 
Lastly, on publication status, peer-reviewed studies report spillover estimates that 
are larger (on average higher by 0.035) than unpublished studies. We also find that 
publication year of the study affects reported estimates, in that recent studies tend to 
report lower spillover estimates (on average 0.003 lower). Furthermore, a high-
ranked journal is likely to report lower spillover estimates. 
4.3.2. Further Robustness Checks: Bivariate and Multivariate 
A further robustness check relates to interaction variables. When econometric 
specifications use interaction terms, sample mean and covariance of the interacted 
variable are required in order to calculate an effect size.18 However, in the primary 
empirical studies the mean and covariance of the interaction term is not always 
available. Rather than omitting these estimates of the primary studies, Havránek and 
Iršová (2011) evaluate the interaction effect of foreign presence at sample means of 
the interacted variables. We follow a different approach and add a binary variable in 
the meta-dataset (1 for estimates coming from interaction term and 0 otherwise).  
 
<Table 4> 
 
Estimates for FAT-PET excluding the interaction terms are reported in Table 4. 
Both the MEM and CDA corroborate our main findings of the corresponding FAT-
PET in Table 2 despite the reduction in the number of observations and primary 
studies as well as statistical significance level of FAT from the CDA.19 Furthermore, 
we deal with interaction estimates in the MRA (Table 3) by including a dummy 
variable for the interacted terms. A9 and A10, respectively, mimic the findings of A6 
and A8, except that the number of firms from A9 is now statistically significant. We 
also found that the effect of including interaction terms in the primary studies from 
the preferred model on average is associated with higher spillovers effect.    
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4.4. “Best Practice” Effect 
In comparison to the PET (Section 4.2), the inclusion of moderator variables strongly 
impacts on the size and significance of the genuine spillover effect. This underlines 
the need for meta-analysts to consider potential moderator variables. However, there 
are many potential genuine heterogeneity effects than can be related to a single PET. 
We therefore follow up in order to systematically estimate the underlying genuine 
effect from the multivariate MRA conditional on the identified sources of 
heterogeneity that alleviate omitted variable bias, endogeneity problems and controls 
for publication bias. This analysis is labelled the “best practice” method (Havránek 
and Iršová, 2011; Stanley and Doucouliagos, 2012; Wang and Shailer, 2015). 
First, we set all possible sources of heterogeneity equal to zero in A6 and A8. 
This yields a statistically significant positive spillover effect of 0.125 (t=5.23) and 
0.127 (t=5.11), respectively. Next, we apply the characteristics of the study of Aitken 
and Harrison (1999) in order to arrive at the “best practice” estimate. We selected 
this study for three reasons. First, it is published in the AER, one of the leading 
economics journals with a very stringent referee procedure. Second, it is the most 
cited study in our dataset (3,051 citations as of August 2013). Third, they use firm-
level panel data, perform a one-step regression in differences, and their specification 
controls for productivity differences across industries. For these reasons this study 
seems to be free from model misspecification. Using the study characteristics of 
Aitken and Harrison (1999) the predicted effect size is 0.086 and statistically 
significant at the 99% confidence level. The procedure yields similar result when A8 
is used: 0.085 with t=3.41. After correcting for publication bias and misspecification, 
the magnitude of the underlying genuine effect is about 0.09.  
Conversely, as Havránek and Iršová (2011, p.240) put it, the “worst practice” is 
“… (a) mirror image of the best practice estimate”. Studies that use industry level 
aggregated cross-sectional data, endogenous TFP estimation, OLS, and 
specifications that do not control for productivity difference across industries among 
others would fall in this category. This results in a significantly higher positive effect 
size of 0.155 (similarly 0.159 for A8), suggesting again that estimates reported in 
those studies are biased due to misspecification.  
4.5. Further Investigation for Publication Bias 
The inclusion of potential sources of heterogeneity does not remove publication bias. 
An important issue is whether publication bias could be the result of “best practice” 
choices regarding research design and methods. So we ask ourselves the question: 
could it be that studies that comply with “best practice” characteristics have a 
(stronger) publication bias. We use panel data, firm-level analysis, and controlling 
for sector fixed-effects (recall our earlier “best practice” research design estimates).20 
Funnel plots using observations from such “best practice” are reported in Figure 5 
and Figure 6 for all studies and peer-reviewed studies only, respectively. Figures 5 
and 6 mimic the plots of the corresponding Figures 3 and 4. Leaving aside that the 
plots are now thinner due to substantial reduction in the number of observations, the 
shape and location are comparable, and therefore “best practice” choices do not 
appear to be associated with publication bias.  
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Following Havránek and Iršová (2011), we also provide a more formal test by 
interacting the variables that define “best practice” with the estimated spillover 
effect’s standard error.21 Adding these interaction variables to our MRA 
specification, regression (4), we find that none of the aspects of the “best practice” 
are statistically significant.22 We conclude that the reported spillover effects from 
FDI are biased towards positive and statistically significant results. However, the 
“best practice” approach does not appear to be causing publication bias. 
 
<Figures 5 and 6> 
5. Conclusion 
Our main aim is to analyze the intra-sector FDI spillover effect using 1,450 reported 
estimates from 69 primary studies by 93 researchers covering 31 developing 
countries published until 2013. 
An important implication of this article is that the (systematic) selection of 
primary studies may lead to bias in a meta-analysis. Meta-analysts often involve 
judgment in identifying the primary studies. Thanks to our meta-analysis, we know 
that the selection of studies in previous meta-analyses has had an impact on the 
findings and led to misleading conclusions (for example the issue of publication bias 
and the genuine empirical effect). In this study, we try to avoid this bias by gathering 
all studies for developing countries. We strictly follow the MRA reporting guidelines 
of MAER-Net recommended by this Journal. 
We found a positive and significant uncorrected weighted average spillover effect 
of 0.16. We investigated whether this effect is genuine or affected by publication (or 
other) bias using funnel plots, FAT-PET, and GETS meta-analytical approaches. In 
accordance with the seminal findings by Görg and Strobl (2001) and contrary to the 
recent studies by Iršová and Havránek (2013) and Mebratie and Bergeijk (2013), our 
study clearly uncovers that publication bias is a problem for this field and we 
establish the extent and source of the bias. Reported spillover estimates significantly 
overstated the true effect, but this does not appear to have been caused by either 
publication selection pressure from editors and reviewers of journals or authors’ prior 
interest to follow “best practice”. Unlike Iršová and Havránek (2013) who find that 
intra-sector spillovers are statistically indistinguishable from zero, we find that the 
underlying genuine spillover effect is economically important with a magnitude of 
0.09, notably also after taking publication bias and misspecification of the primary 
studies into account. This became clear in the multivariate approach, showing the 
need to carefully consider moderator variables which can potentially help to explain 
the nature of heterogeneity in reported findings. 
Primary empirical studies appear to be subjective in the choice of methodology. 
Application of MRA that investigates the diverse empirical findings of primary 
studies can help by giving useful insights for theory and stimulate “best practice” to 
improve research design of future primary studies. The “best practice” from the MRA 
methodology focuses on controlling publication bias, reducing omitted variable bias 
and endogeneity issues across the studies under review. Our results for the “best 
practice” support theories that predict a positive association of spillovers from FDI.  
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Despite the robust positive underlying spillover effect, there is also substantial 
heterogeneity in reported spillover estimates. Spillovers’ effect size and their sign 
depend systematically on two major sources of heterogeneity: specification choices 
and publication bias (but are also affected by data and estimation characteristics). 
Hence, we suggest that future research needs to carefully consider the selection of 
explanatory variables in order to avoid omitted variable bias. Indeed understanding 
publication bias potentially calls for researchers to consider the sources of bias 
towards positive spillover estimates. 
With respect to the technological hypothesis versus the absorptive capacity 
hypothesis, it is important to disentangle these two hypotheses which may lead to 
different spillover estimates. Furthermore, not only from the academic point of view, 
but also from a policy perspective, it would be very important to separate the different 
transmission mechanisms under which spillovers actually take place. Our review of 
the empirical findings of 74 studies shows predominance of failure to identify the 
mechanisms underlying spillovers effect. Thus, future studies should consider not 
only whether spillovers occur, but also look inside the black box of how spillovers 
actually emerge. Importantly, empirical research efforts should also expand to cover 
more developing countries.   
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Notes 
1. These are: Argentina, Bangladesh, Bolivia, Cambodia, Chile, Colombia, Ecuador, 
Ethiopia, Ghana, Guatemala, India, Indonesia, Kenya, Malaysia, Mexico, Mo-
rocco, Panama, Paraguay, Peru, Philippine, South Africa, Thailand, Taiwan, Tan-
zania, Turkey, Uganda, Uruguay, Venezuela, Vietnam, Zambia, and Zimbabwe.  
2. Iršová and Havránek (2013) analyze 1,205 observations from 52 studies for the 
period 2002-2010 dealing with both developing and developed countries. The 
study concludes that spillover effects are insignificant and report absence of pub-
lication bias in this literature. The absence of publication bias (using a dummy 
variable for peer-reviewed studies) is also reported by Mebratie and Bergeijk 
(2013). They study 156 observations from 30 studies in developing countries and 
emerging markets using a random selection under the condition of one study per 
country for the period until 2010.      
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3. The 74 primary studies we have collected all define foreign-owned firm as a firm 
that has at least 10% foreign ownership. 
4. Inter-industry studies are presumed to be too dissimilar to pool sensibly with in-
tra-sector studies (Wooster and Diebel, 2010). 
5. Studies that examine determinants, descriptive and qualitative studies as well as 
papers that could not be downloaded are excluded. But first we tried to contact 
authors for inaccessible papers if contact info was found. For example, Sasi-
dharan and Ramanathan (2007) is not accessible online. The study was included 
after communicating with the authors.  
6. The best-set consists of one estimate that the author believes to be the key regres-
sion of the study often labelled “preferred equation”, whereas the all-set is col-
lected from all relevant estimates that may offer more observations to explain 
heterogeneity. The average-set is computed from the all-set estimates. 
7. Similar approach is used by Feld and Heckemeyer (2011) and Iršová and 
Havránek (2013). For instance when a double-log form is used, sample mean for 
spillovers variable needed to convert into a semi-elasticity (i.e., 𝑏/?̅?) as in: 
log logi i iY a b X u= + +    
8. These include Blomström and Persson (1983), Kokko et al. (1996), Kokko et al. 
(2001), Takii (2005), and Kathuria (2010). 
9. Mekasha and Trap (2013) re-investigated the aid-growth link based on the 68 
primary studies initially meta-analyzed by Doucouliagos and Paldam (2008). In 
computing the magnitude of the uncorrected weighted average effect, the latter 
used sample size weights, whereas the former used the inverse of the variance 
and both result in similar results. This illustrates that the use of either weight may 
not matters. However, Stanley and Doucouliagos (2012) report that uncorrected 
weighted averages using the fixed-effects and random-effects are biased in the 
face of publication bias.    
10. That is: 𝑡𝑗𝑖 = 𝛽1 +  𝛽0(
1
𝑆𝑒𝑗𝑖
) + µ𝑗𝑖 + ℇ𝑗𝑖 where µ𝑗𝑖  is study-level random-effects 
and ℇ𝑗𝑖  is measurement error disturbance term.  
11.  In the first-step, authors estimate TFP, followed by a second-step estimation of 
spillovers effect using TFP as the dependent variable.  
12. The national Dutch research school for development studies CERES, provides 
journal quality classification through the impact factor of the Institute of Scien-
tific Information (ISI) http://ceres.fss.uu.nl/rating-lists/rating-list/. A-journals 
(high quality) ranked from the top one-third cited outlets of the 2013 ISI impact 
factor. Thus, we create a dummy for high quality journals and use other classifi-
cations as reference. 
13. Spillovers estimate of about less than -2 and precision of about greater than 4 
appear to be outliers. Note that we already dealt with outliers in Section 3.2.   
14. Table 2 (B1-B4) and Table 4 (B5-B8) also report the FAT-PET estimates with 
sample size weights. The FAT from the preferred model displays evidence of 
positive funnel asymmetry. The PET (meta-average corrected for publication 
bias) is not statistically significant. After due allowance for publication bias the 
meta-average of no effect cannot be rejected, with similar result regardless of 
either weights used. 
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15. Note that this leads to a significant reduction in the number of observations of the 
meta-dataset as well as a loss of additional information available through the full 
dataset. Although there is no clear cut-off value to separate high precision, we 
have further checked the robustness of the results by excluding high precision 
values from the analysis, and this yields similar results. However, high precision 
values must be retained as they are genuinely informative about the research lit-
erature considered (Stanley and Doucouliagos, 2012).  
16. Insignificant moderator variables excluded from the reduced model are (ordered 
from least significance): all firms, exports, panel data, study citations, TFP esti-
mated with OP or LP, data source, foreign presence in equity, firm size, absorp-
tive capacity, linear/log-log, foreign presence in employment, balanced data, year 
fixed-effects, OLS and firm level data. In support of the removal of these varia-
bles, the null hypothesis of a zero joint effect cannot be rejected, (F15, 1205) = 0.49 
(p-value 0.9483): jointly the 15 variables appear to be statistically indistinguish-
able from zero, and thus not contributing to the explanation of the heterogeneity. 
17. We estimated the mixed-effects multilevel model, and thus account for both 
within-study and across-study variations. Robust methods in meta-analysis using 
the MEM model are widely employed, (see Doucouliagos and Laroche, 2009; 
Doucouliagos and Stanley, 2009; Havránek, 2010; Havránek and Iršová, 2011). 
In the case of the FDI-spillovers, the result from the MEM is very similar to the 
CDA findings. In our view it remains an issue for future research whether the 
CDA version or the MEM better reflects meta-analysis of the literature in ques-
tion. 
18. When the regression specification includes interaction of the spillover variables 
and other control variables (typically, technological gap and/or absorptive capac-
ity) as in the following equation:  
log𝑌𝑖 = 𝑎 + 𝑏𝑋𝑖 + 𝑐𝑋𝑖 ∗ 𝑍𝑖 + 𝑑𝑍𝑖 + ⋯ + 𝜀𝑖 
the effect size (e) and the standard error (Se):  
 𝑒 = 100(𝑏 + 𝑐?̅?)       𝑆𝑒 = 100√𝑣𝑎𝑟(𝑏) + 4 𝑋𝑖 ∗ 𝑍𝑖̅̅ ̅̅ ̅̅ ̅̅  𝑣𝑎𝑟 (𝑐) + 4𝑋?̅?𝑐𝑜𝑣(𝑏, 𝑐)  
19. We thank an anonymous referee for this valuable observation. 
20. We cannot apply all elements of the “best practice” because too few estimates 
would remain for analysis (Havránek and Iršová, 2011, chose a similar approach). 
21. We have interacted with and tested the time span of the data, publication status, 
specifications for sector fixed-effect, one-step estimations in differences and spec-
ifications that control technological level.  
22. Indeed, the joint test of these interaction variables reveals that the null hypothesis 
of a zero effect cannot be rejected (p-value of 0.5643). 
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Tables 
Table 1. Definition and descriptive statistics of explanatory variables  
Moderator Variables Definition Mean  Standard 
deviation 
1/se Precision of estimated spillover 30.458  56.276 
                          Data Characteristics  
Panel data =1 if panel-data are used (cross-sectional data is the base)   0.726   0.446 
Firm level =1 if firm-level data are used (industry-level data is the base)   0.929   0.256 
Data source =1 if the data come from the World Bank (national statistics 
bureaus data as a base) 
  0.815  0.388 
Time-span  The number of years of the data used   5.957   3.702 
No. of firms a Sample size/time-span   2.130   3.246 
Balanced data =1 if balanced dataset is used   0.145   0.352 
Estimation Characteristics   
Linear/Log-log  =1 if the coefficient is taken from a specification different 
from log-level 
  0.120  0.326 
Differences =1 if the regression is estimated in differences   0.131  0.338 
Year fixed effects =1 if year fixed effects are included    0.564   0.496 
Sector fixed effects =1 if sector fixed effects are included   0.580  0.494 
OLS =1 if OLS used for spillover estimations 
(random-effects, GMM, WLS and others as a base) 
  0.398   0.490 
Fixed-effects =1 if fixed-effects used for the estimation of spillovers    0.269   0.444 
One-step estimations =1 if spillovers are estimated in one-step    0.554   0.497 
OP-LP =1 if TFP estimated using the OP-LP method to account for 
input endogeneity  
  0.297   0.457 
Specification Characteristics   
Foreign presence in 
employment 
=1 if proxy for foreign presence is employment (base output 
and others) 
  0.352  0.478 
Foreign presence in 
equity 
=1 if proxy for foreign presence is equity (base output and 
others) 
  0.178   0.383 
Technological gap =1 if specification controls for technology gap.   0.097   0.295 
Absorptive capacity =1 if the specification controls for absorption capacity using 
R&D expenditure or percentage of a firm’s workers with 
college or higher degrees 
  0.202   0.402 
Firm size  =1 if the specification controls for firm size (sector 
competition) 
  0.333   0.472 
Exports =1 if the specification control for exports      0.205  0.404 
All firms  =1 if both domestic and foreign firms are included in the 
regression 
  0.337   0.473 
Lagged spillover =1 if the coefficient represents lagged foreign presence   0.105  0.306 
Interaction terms =1 if the coefficient comes from interaction variables   0.161  0.368 
                        Publication Characteristics  
Publication date The publication year of the study (base, 1986) 21.883   3.985 
Published =1 if the study was published in a peer-reviewed journal   0.563   0.496 
Study citations Study citations in Google Scholar per age of the study, as of 
August 2013 
  8.174 25.026 
Journal rank =1 if the study published in high journal rank, 2013 ISI impact 
factor 
 0.325   0.468 
a Mean and standard deviation are divided by a thousand to make the figures easier to read.    
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Table 2. Bivariate MRA for FAT-PET   
Panel 1:MEM 
 
 
Variables 
All-studies Peer-reviewed studies 
(A1) 
t-value 
(B1) 
Effect-size 
(A2) 
t-value 
(B2) 
Effect-size 
Bias/FAT 1.054** (2.20) 0.419*** (3.42) 1.325* (1.76) 0.513* (1.84) 
Genuine effect/ PET -0.006 (-1.16) 0.044 (0.60) -0.011 (-1.11) -0.018 (-0.19) 
Observations  1233 1233 694 694 
Studies 65 65 41 41 
Panel 2:CDA 
 
 
Variables 
All-studies Peer-reviewed studies 
(A3) 
t-value 
(B3) 
Effect-size 
(A4) 
t-value 
(B4) 
Effect-size 
Bias/FAT 0.505** (2.07) 0.454*** (3.27) 0.572* (1.77) 0.461 (1.47) 
Genuine effect/ PET 0.0004 (0.06) -0.008 (-0.17) -0.0005 (-0.02) -0.039 (-0.44) 
Observations  1233 1233 694 694 
Studies 65 65 41 41 
Notes: ***, **, * stands for 1, 5 and 10% level of significance. Figures in brackets are t-values. 
Test for between-study heterogeneity (Q-test) is 61705.15***on1232 degrees of freedom with p-
value less than 0.001 and I2 statistics (variation in spillover estimates attributable to heterogene-
ity) is 98.0%.The total number of observations is 1233 instead of 1237 since four spillover esti-
mates have zero standard errors. The number of all studies is 65 (41 peer-reviewed studies) as 
two peer-reviewed and two unpublished studies are identified as outliers. t-value columns esti-
mated from equation (3) that uses inverse variance as weights and effect size columns from equa-
tion (2) using sample size weights. Panel 1 (MEM: mixed-effects multilevel model) estimated 
through the restricted maximum likelihood, whereas Panel 2 (CDA: clustered data analysis) from 
study level clustered standard errors.  
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Table 3. Multivariate MRA for source of heterogeneity: reduced model 
Moderator  
Variables 
(A5) 
Specific 
(A6) 
MEM 
(A7) 
Robust se 
(A8) 
CDA 
(A9) 
MEM 
(A10) 
CDA 
Genuine effect 0.127*** 0.125*** 0.127* 0.127*** 0.138*** 0.142*** 
(Precision, 𝛃𝟎) (0.023) (0.024) (0.067) (0.025) (0.024) (0.039) 
Bias coefficient   0.407*  0.456*  0.407***  0.407*  0.588**  0.505** 
(Intercept, 𝛃𝟏) (0.215) (0.248) (0.109) (0.226) (0.255) (0.206) 
     Data    
Time span -0.003*** -0.003*** -0.003*** -0.003*** -0.003*** -0.003*** 
 (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) 
No. of firms a  0.004**  0.003  0.004  0.004  0.004**   0.003 
 (0.002) (0.002) (0.003) (0.003) (0.002) (0.003) 
   Estimation    
One-step -0.019** -0.018** -0.019 -0.019* -0.021** -0.021* 
estimations (0.008) (0.008) (0.016) (0.010) (0.008) (0.012) 
Fixed-effects 
estimators 
-0.028*** 
(0.008) 
-0.028*** 
(0.008) 
-0.028 
(0.023) 
-0.028* 
(0.015) 
-0.025*** 
(0.008) 
-0.025* 
(0.014) 
       
Difference -0.027** -0.026** -0.027 -0.027** -0.022** -0.022* 
 (0.011) (0.011) (0.019) (0.012) (0.011) (0.011) 
Sector fixed effects -0.024*** -0.023*** -0.024 -0.024*** -0.024*** -0.026*** 
 (0.008) (0.008) (0.021) (0.006) (0.008) (0.010) 
   Specification    
Technological gap -0.054*** -0.053*** -0.054 -0.054*** -0.059*** -0.059*** 
 (0.014) (0.014) (0.045) (0.016) (0.014) (0.017) 
Lagged spillover -0.167*** -0.164*** -0.167*** -0.167*** -0.165*** -0.168*** 
 (0.018) (0.018) (0.064) (0.020) (0.018) (0.020) 
      0.035***  0.034 
Interaction terms - - - - (0.009) (0.023) 
   Publication    
Published  0.035**  0.035**  0.035*  0.035  0.035**  0.035 
 (0.016) (0.017) (0.020) (0.022) (0.017) (0.023) 
Publication date -0.003*** -0.003*** -0.003* -0.003*** -0.004*** -0.004*** 
 (0.001) (0.001) (0.002) (0.001) (0.001) (0.001) 
Journal rank -0.035** -0.035** -0.035* -0.035* -0.053*** -0.051*** 
 (0.016) (0.016) (0.021) (0.019) (0.017) (0.020) 
Observations 1233 1233 1233 1233 1233 1233 
Studies 65 65 65 65 65 65 
Notes: The dependent variable is the t-value of the spillover estimates. Figures in parenthesis are standard 
errors (SE). Columns A5 report the specific model without adjusting SE, A6 and A9 (mixed-effects multi-
level model) using the restricted maximum likelihood, A7 robust SE, and A8 and A10 (clustered data anal-
ysis) study-level clustered SE. All columns use inverse variance weights. a Coefficients and standard errors 
are multiplied by a thousand to make the figures easier to read.     
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Table 4. FAT-PET: regressions excluding observations from the interaction variables   
Panel 1:MEM 
 
 
Variables 
All-studies Peer-reviewed studies 
(A8) 
t-value 
(B5) 
Effect-size 
(A10) 
t-value 
(B6) 
Effect-size 
Bias/FAT 1.232** (2.22) 0.396*** (2.98) 2.151**(2.22) 0.508* (1.88) 
Genuine effect/ PET -0.014** (-2.09) 0.059 (0.59) -0.051* (-3.15) -0.074 (-0.67) 
Observations  1034 1034 591 591 
Studies 64 64 40 40 
Panel 2:CDA 
 
 
Variables 
All-studies Peer-reviewed studies 
(A11) 
t-value 
(B7) 
Effect-size 
(A12) 
t-value 
(B8) 
Effect-size 
Bias/FAT 0.505 (1.64) 0.446** (2.55) 0.547 (1.08) 0.378 (1.00) 
Genuine effect/ PET -0.002 (-0.21) 0.003 (0.06) -0.007 (-0.13) -0.039 (-0.43) 
Observations  1034 1034 591 591 
Studies 64 64 40 40 
Notes: See Table 2.   
 
 
Figures 
 
Figure 1.  FDI spillover effects by the year of the publication (N=1545). 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. FDI spillover effects reported in 74 studies published in 1983-2013 (N=1545). 
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Figure 3. Funnel plot for all-studies (N=1233 from 65 studies).  
Note: Instead of excluding extremely high precision values, we use the logarithm of the 
precision derived from the inverse of the standard error of the reported spillover estimates to 
allow better eye-o-metrics, i.e., visualization of the graphic images illustrating the 
relationship between the underlying treatment effects size and their measure of precisions.     
 
 
 
 
 
Figure 4. Funnel plot for peer-reviewed studies (N=694 from 41 studies). 
Note: See Figure 3 
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              Figure 5. Best practice funnel: all-studies (N=593 from 29 studies). 
                     Note: See Figure 3 
 
 
 
Figure 6. Best practice funnel: peer-reviewed studies (N=234 from 15 studies). 
Note: See Figure 3 
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Annex 
Table A.1. Bivariate MRA for FAT-PET: Sensitivity analysis with the inclusion of outliers.  
Panel 1:MEM 
 
Variables 
All-studies Peer-reviewed studies 
t-value Effect-size t-value Effect-size 
Bias/FAT 0.877** (2.19) 0.196* (1.83) 1.018 (1.63) 0.181 (1.62) 
Genuine effect/ PET -0.000 (-0.28) 0.129 (1.14) -0.000 (-0.61) 0.107 (0.67) 
Observations  1446 1450 778 782 
Studies 69 69 43 43 
Panel 2:CDA 
 
Variables 
All-studies Peer-reviewed studies 
t-value Effect-size t-value Effect-size 
Bias/FAT 0.525*(1.76) 0.190* (1.95) 0.565  (1.10) 0.172 (1.66) 
Genuine effect/ PET 0.000 (0.35) 0.109 (1.12) -0.000 (-1.23) 0.076 (0.48) 
Observations  1446 1450 778 782 
Studies 69 69 43 43 
Notes: See Table 2. Test for between-study heterogeneity (Q-test) is 64256.49***on 1445 degrees 
of freedom with p-value less than 0.001and I2 statistics is 97.8%. 
 
 
 
 
 
 
 
 
 
 
  
 
  
 
 
 
 
 
 
 
 
 
 
