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On caract6rise l s forets algtbriques dont tous les arbres sont de la forme c~(t, ). 
On utilise cette caract6risation pour montrer que la classe des forets alg6briques n'est 
pas ferm6e par homomorphisme non lintaire, et pour montrer qu'il existe des forats 
reconnaissables g~n6ralis6es, ausens de Maibaum, dont le feuillage n'est pas une forat 
alg6brique. 
INTRODUCTION 
L'introduction, darts la th6orie des langages, de syst/~mes grammaticaux off il est 
possible d'effectuer des d6rivations en parallble, tels que les syst~mes ETOL de 
Rozenberg [13], a permis de d6montrer des th6or~mes de duplication ("copying 
theorems") de la forme: si L '  ----{w # w[ w EL} est un langage de la classe ~1,  alors 
L'  et L sont des langages de la classe o~ 2. Ce th6orbme a 6t6 montr6 par Skyum [14] 
(voir aussi Engelfriet et Skyum [8]) pour o~ 1= ETOL et ~ ~ EDTOL.  Fischer [9] 
a montr6 un th6or~me analogue: si L '  = (w # w # w ] w EL} est un langage index6, 
alors Les t  un langage EDTOL.  Engelfriet et Skyum [8] ont d6montr6 d'autres 
th6or6mes de duplication pour des classes de langages d6finis comme feuillages de 
certaines classes de for~ts. 
Dans cet article nous d6montrons un th6or~me de duplication pour les for~ts 
elles-m~mes. Les classes de for~ts que nous consid6rons, outre la classe des for~ts 
reconnaissables (Rounds [11]) sont la classe des for&s alg~briques ("creative sets", 
Rounds I l l] ,  "context-free tree languages", Downey [4], Engelfriet et Schmidt [7], 
"context-free sets" Maibaum [10]) et celle des for~ts que nous appelons cor6guli~res 
d6finies dans [2]. 
Nous avons montr6 [2] que cette classe des for&s cor~guli~res t identique ~ celle 
des transduct6s d6terministes de for~ts reconnaissables monadiques, c'est donc la 
m~me que les classes EDTOLT et I LBT  de Downey [4, 5]. Notre th6or~me s'6nonce: 
F '  ~ {~(t, t) [ t ~F) est une for~t alg6brique si et seulement si F et F '  sont des for~ts 
cor6guli~res. 
Les feuillages des for&s alg6briques &ant les langages index6s [11, 12] et ceux des 
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for~ts cor6guli$res 6tant les Iangages EDTOL [2, 5, 6], ce r6sultat est en quelque sorte 
tr~s voisin de ceux 6nonc6s ci-dessus concernant les langages. 
Comme il existe une for6t F reconnaissable (et donc alg6brique) qui n'est pas 
cor6guli6re, la for6t {a(t, t) ] t ~ F} n'est pas alg6brique. Nous en d6duisons (i) que la 
classe des for6ts alg6briques n'est pas ferm6e par homomorphisme non lin6aire, (ii) 
que les transduct6es d6terministes de for6ts reconnaissables nesont pas toutes alg6bri- 
ques, ce qui r6pond ~t une question pos6e par Downey [5], (iii) qu'il existe des for6ts 
reconnaissables g6n6ralis6es au sens de Maibaum dont le feuillage n'est pas alg6brique, 
ce qui contredit le "Yield theorem" de Maibaum [10]. Les propri6t6s (i) et (iii) ont 
6t6 obtenues ind6pendamment et diff6remment par Engelfriet et Schmidt [7]. 
Notons que, comme dans le cas des th6or6mes de duplication pour les langages, 
l'int6r~t de notre thfor$me de duplication, ainsi que l'ont illustr6 les applications, est 
de permettre une d6monstration facile de la non-alg6bricit6 de certaines for~ts, 
puisqu'il la r6duit A une d6monstration de non-cor6gularit6. Or celle-ci est plus 
souvent plus simple puisque les branches d'une for~t cor6guli6re forment un langage 
rationnel. 
Ce travail comprend cinq parties et une annexe. La premiSre consiste en rappels 
sur les arbres, fordts, grammaires et for6ts alg6briques. La deuxi6me partie traite des 
for6ts cor6guli6res. Dans la troisiSme on d6finit les d6rivations initiales dans une 
grammaire alg6brique. Le th6orSme de duplication est d6montr6 dans la quatri~me 
partie et les applications ont faites dans la cinquiSme. L'annexe est consacr6e ~ la 
d6monstration d'une propri6t6 technique des grammaires alg6briques. 
1. PRI~LIMINAIRES 
Un alphabet gradud est un couple (27, d) off 27 est un ensemble fini et dune application 
de 27 dans Nappel6e le degr6. Un alphabet gradu6 sera le plus souvent not6 simplement 
Z. Si 27est un alphabet gradu6, pour tout entier n, on note 27~ l'ensemble {o E 27 [ d(o) = 
n) des symboles de degr6 n. 
L'ensemble des arbres sur un alphabet gradu6 27, not6 Tr ,  est d6fini inductivement 
par: 
27oC Tr, 
si ~ ~ 27~ , tl ,..., t~ E Tz alors o(t t ..... t~) ~ Tz. 
Si E est un ensemble quelconque, l'ensemble des arbres indexds par E, not6 Tz(E),  
est l'ensemble des arbres sur l'alphabet 27' d6fini par 27( = 27o u E et VI > 0, 27i' - -  
27,. 
On dira qu'un arbre est indexd s'il est index6 par l'ensemble de variables ~ ---- 
{x t ..... x . . . . .  ). En particulier, tout arbre de Tr  est un arbre index6. 
Soit tun  arbre index6 de Tz({x 1 .... , x~}), qu'on 6crira parfois t(xq ..... x i )  pour 
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faire apparaltre les variables qu'il contient, et soient t 1 ,..., tn des arbres index6s; 
on note t ( tq ,  .... ti, ) l'arbre index6 obtenu en remplacant chaque occurence de la 




t (xa , x~ , Xl) = / \  
or X 1 / \  
X 1 X2 
t(t~, t~, tl) = 
t 1 = #;  t~ = tr / \  
Xl Xl 
(7 
. /  \# 
#/ \~ 
/ \  
X 1 X 1 
On dira qu'un arbre index6 tes t  un sous-arbre terminal de l'arbre index6 t', s'il 
existe un arbre index6 t ' (xq  ,..., xit_~ , xis , xi~+t ..... x l ) ,  oh k ~ j ~ i~ =# ij , tel que 
t' = t"tx.~ *1 " ' "  Xij--I" , t, xit+x ,..., xQ.  S i t  s 'gcr i t  a(t I ,..., tn) avec a e 27 n , on dira que 
a est racine de t: 
EXEMPLE. L'arbre 
#/ \~ 
/ \  
X 1 X 1 
est un sous-arbre terminal de 
~r / \  
X 2 o" 
~/ \#. 
/ \  
X 1 X 1 
La relation "~tre un sous-arbre terminal de" est transitive. On appelle for~t sur 27 
toute partie de Tz .  
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On appelle grammaire algdbrique (ou "context-free") tout quadruplet (V, 27, )to, ~)  
o15 V (ensemble des symboles non terminaux) et 27 (ensemble des symboles term~naux) 
sont des alphabets gradu~s; X 0 , l'axiome, est un symbole de V de degr6 0 et ~ est un 
ensemble fini de rbgles. 
Une r~gle est un couple (X(xi,... , x,O , t(xq .... ,xG) > ~crit X(x  1 ..... x,~)--+ 
t(xq .... , xG) of~ X est un symbole non-terminal de degr6 net  oix t est un arbre de 
Tzuv({X i ,..., x,)) .  
Soit G une grammaire alggbrique (V, Z, X0, ~) .  On dira que l'arbre indexg t' de 
Txu v (~)  se ddrive immddiatement en l'arbre indexd t" par application de la r~gle r = 
X(x  i ..... x , ) -+  t(xil ,..., x i ) ,  ce qui se notera t' ~ t", s i t '=  to(X(t 1 .... , t,)) et 
t" = to(t(ti~ ,..., tG) ). On dira que cette dgrivation imm6diate st descendante ("outer- 
most", Downey [4], "0 I " ,  Engelfriet et Sehmidt [7]) s'il n'existe aucun sous-arbre 
terminal t" de t' de la forme X' ( t~ ..... t~) avec X '  ~ V, tel que X( t  i ..... t ,)  est un 
sous-arbre terminal de t". 
On appelle ddrivation de longueur n toute s6quence t o =>~ t x ~r t~ -" ~r ,  t~ telle 
que pour tout i e {1, ..., n) ti-x ~ ti est une dgrivation immgdiate. On dira que eette 
d~rivation est descendante si toutes les d6dvations imm~diates qui la composent sont 
descendantes. On dira que t' se ddrive en t", ee qu'on notera t' ~ ~ t", s'il existe une 
dgrivation t o ~ q t x ... =~ r, tn telle que t o = t' et tn = t". 
On salt [4, 7, 11] que s i t '  *=>at" et si t "e  Tz(f ) ,  alors t' se d6rive en t" par une 
d6rivation deecendante. Aussi ~t partir de maintenant, on ne eonsid6rera plus que des 
d6rivations descendantes. 
On appelle for~t engendr~e par la grammaire G, not6e F(G)  l'ensemble {t ~ Tz [ 
Xo ~t}. 
2. FOR~.TS COREGULI~RES 
La classe des for6ts cor~guli~res introduite dans [2] peut aussi se d6finir comme 
celle des transduct6es d&erministes de for~ts reeonnaissables monadiques. Elle est 
done identique aux classes I LBT  et EDTOLT de Downey [4, 5]. Intuitivement une 
for& eor6guli~re st une for~t alg~brique ngendr~e par une grammaire o5 dans les 
d~rivations on ne r~erit  toujours que la racine des arbres. 
Soit G = (V, Z', X 0 ,~)  une grammaire alg6brique. Cette grammaire sera dite 
corggulibre si toutes ses r~gles sont de la forme X(x  I ,..., x , )  --~ t avec t ~ Tz(~), ou 
X(x  i ,..., x , )  ~ X'(t i ' , . . .  , t~') avec X '  ~ Vet  tl',...,t~' ~ Tz(~). 
La d~nomination "cor6guli~re" vient de ce que ces grammaires sont en quelque 
sorte duales des grammaires r6guli~res en ce sens que dans les unes on ne d6rive que 
la racine d'un arbre, et dans les autres que les feuilles. I1 faut noter que dans le cas 
monadique (i.e., eelui des langages), ces grammaires eorrespondent aux grammaires 
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lin6aires ~ droite et ~ gauche qui engendrent la m6me classe de langages, les rationnels, 
ce qui n'est pas le cas dans le cas des arbres [2]. 
Une for& est cor~guli~re si elle est engendr6e par une grammaire or6guli~re. 
PROPOSITION 2.1. La classe des for~ts cordgulibres est fermde par homomorphisme. 
Cette proposition se d6montre imm6diatement en tenant compte du fait qu'une 
for6t est cor6guli+re si elle est la transduct6e d6terministe d'une for6t reconnaissable 
monadique, et que le compos6 d'un transducteur d&erministe t d'un homomorphisme 
est encore un transducteur d&erministe [1 l, 15] cqfd. 
Nous allons montrer maintenant une condition n6cessaire tr~s simple pour qu'une 
for6t soit cor~guli~re et qui porte sur l'ensemble de ses branches que nous d6finissons 
d'abord. 
Soit Z un alphabet gradu6. On d6finit l 'alphabet gradu6 27' par Z o' = Z 0 et Z 1' = 
{cr'] a ~ Z-  Z0} , et le transducteur lin6aire non-d6terministe/t un seul &at/3 de Tz 
dans Tz, par 
si ~ ~ Zo ,  q[~] = ~, 
si ~ ~ X -- Zo , q[e(x 1 ,..., xn)] = ~'(q[xi]) pour tout i ~< n. 
$i F est une for6t de Tz l'ensemble des branches de F est fl(F) (Rounds [11]). 
PROPOSITION 2.2. Si F est une for~t cordgulibre, l'ensemble de ses branches est une 
for~t reconnaissable. 
Cette proposition est un corollaire imm6diat du r6sultat de Rounds [11] qui d6- 
montre que l'ensemble des branches d'une for6t obtenue par transduction d'une 
for& reconnaissable est reconnaissable. 
PROPOSITION 2.3. H existe des for~ts algdbriques et m~me reconnaissables qui ne sont 
pas cordgulibres. 
Soit l 'alphabet gradu6 A = A 0 ~) d 2 avec/12 = {3} et A 0 = {#}. Nous avons montr6 
en [2] que la for~t reconnaissable T,j n'6tait pas cor6guli+re. La d6monstration que 
nous ne redonnons pas ici formalise les faits intuitifs suivants: si une fordt obtenue 
par transduction d6terministe d'une for6t reconnaissable monadique contient des 
arbres arbitrairement "larges", ce qui est le cas de TA, ces arbres contiennent n6ces- 
sairement des sous-arbres terminaux suftisamment grands idenfiques et on peut 
montrer que ce n'est pas le cas de Tz .  La proposition 2.2. fournit imm6diatement des 
exemples de for6ts alg6briques non cor6guli~res. Par exemple sur l 'alphabet A 
A I u A o avec A a = {a, b} et A o = {#}, la for& {anbn# [ n > 0} est une for& alg6bri- 
que non cor6guli~re. 
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3. GRAMMAIRES QUAsI-NORMALES COMPLETES. DI~RIVATION$ INITIALES 
I1 est bien connu que tout langage alg6brique sans mot vide peut ~tre engendr6 par 
une grammaire ne contenant pas de rbgles X--~ A. Par contre, dans le cas des for~ts 
alg6briques il n'est pas possible d'61iminer compl+tement les rbgles de la forme 
X(Xl  .... , xn) ~ x~. Nous allons cependant montrer que toute for~t alg6brique admet 
une grammaire d'une forme particuli~re telle que l'utilisation des r~gles X(x  1 ..... x~) --~ 
xt y est tr~s limit6e. 
On dira qu'une grammaire alg~brique (7 = (V, 27, X0, ~)  est sous forme quasi- 
normale si toutes ses rbgles ont de la forme: 
1. X(Xl ,..., x,)  --~ xi , o6 X ~ V ,  (r+gles effaeantes), 
2. X (x  a ,..., x,)  --~ f(xi l  ..... x~) o6 X e V~ et f627~ (r~gles finales), 
3. X (x  1 ,..., x , )  ~ X ' (x  I .... , x,)  or X ,  X '  ~ V~ (rbgles monotones), 
4. XCx~ .... , x , )  --~ X 
/ \ \  
X 1 X n X 1 Xn  
o~ X, Y1 ,..., Y~ e V, et X'  e Vm (regles croissantes). 
Cette forme quasi normale est une l~g~re g~n~ralisation de la forme normale 
(Maibaum [10]). 
On dira qu'une grammaire st totale si chaque symbole non terminal engendre 
une for~t non vide. 
On dira qu'une grammaire quasi-normale G est complete si elle v~rifie 
(i) si X(x~ ..... x,~) --~ X '  
/ \  / \ 
X 1 X n X 1 Xn 
est une r~gle croissante de Get  X' (x  1 ,..., x~) ~ xi une r~gle effaqante de (7, alors la 
r~gle monotone X(x  I .... , Xn) --+ Y,(x I ,..., x , )  est une rbgle de G. 
(ii) si X(x  I ..... Xn)- -~X'(x 1 .... ,Xn) est une r+gle monotone de G et 
X'(xx ..... x~)--~ xi est une r~gle effaqante de G, la  r~gle X(x  1 ..... xn) -~ xt est une 
r6gle de G. 
PROPOSITION 3.1. QueUe que soit la for~t alg~brique F, il existe une grammaire 
quasi-normale totale compltte G telle que F = F( G). 
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Toute for6t alg6brique admet une grammaire normale [10], nous montrons en 
Annexe qu'on peut la supposer totale; eUe admet done h fortiori une grammaire 
quasi-normale totale. Soit done G = (V, Z', X 0 , ~)  cette grammaire telle que F = 
F(G). Nous allons montrer qu'i l existe une grammaire quasi-normale totale compl&e 
G* telle que F(G) = F(G*).  
On pose 9~ 0 = ~ et on eonsid+re la suite de grammaires Gi = (V ,  2,, Xo ,  ~ i )  off 
Gi+ ~ est d6finie ~ partir de Gi de la fagon suivante: 
on d6finit ~ i '  par 
X(x  1 ..... x,~) ~ Y~(x a ..... xn) c ~ i '  ssi il existe 
X(xl  ..... x.)  ~ X '  // \ \  
/ / \  
x 1 x,~ x 1 xn 
et X'(x I ,..., x,~) --+ x~ dans ~/i; 
tt et ~ i  par 
X(x  I ,..., Xn) ~ X i ~ ~ 
et X' (x  1 ,..., x , )  --~ xj dans ~ i -  
ssi il existe X(xa .... , x,~) ~ X'(x~ ..... x . )  
On pose alors ~i+1 = ~i  kJ ~ i '  L] ~.t .  Comme on forme ~i+x en ajoutant ~ ~i  des 
r~gles monotones ou effaqantes, Gi ~1 est encore une grammaire quasi-normale. De 
plus, il est facile de voir que le nombre de r~gles effagantes sur l 'alphabet Vest  au plus 
~,x~v d(X)  qui est un hombre fini, et celui des r~gles monotones est ~o  Card (V~) ~ < 
(Card V) 2 qui est aussi un nombre fini. La suite ~ i  qui est croissante t major6e 
devenir stationnaire 5 partir d'un certain rang n o . On pose alors G* = G~0. I1 reste 
montrer que pour tout i , F (G i )=F(G i+I ) .  Comme ~iC~i+l ,  F(Gi)CF(Gi+I) .  
D'autre par, d'aprbs la construction de ~i+1 , si X(x  I ..... Xn) ---~ t ~ ~i+a -- ~ i  , alors 
X(x  1 ..... Xn) ~ G i t d'ofi F(  Gi+x) C F( Gi). Comme on n'a pas introduit de nouveaux 
symboles non terminaux, si G est totale, G* est encore totale, cqfd. 
Soit G-  (V, Z', X0, ~)  une grammaire quasi-normale t soit une d6rivation 
X o ~r l  t I ~% "'" ~rn  t n dans G. Comme cette d6rivation est descendante, si la racine 
de l'arbre t i est un symbole non terminal, c'est ce symbole qui sera r66crit par la 
r~gle ri+ 1 . Cette constatation nous permet de d6finir les sous-d6rivations initiales. 
Soit 8 = X 0 ~q t 1 ~r~ "" ~ t~ une d6rivation dans G. On dira que la sous- 
d6rivation 3' = X o ~q t x =>q ... ~ ,  ti est initiale si quelque soit j ~ {1,..., i - -  1}, 
tj est de la forme X(tl ' , . . .  , t~') avec X~ V, .  Elle sera dite initiale maximale si elle est 
initiale et si, de plus, tn =f ( t l ' ,  .... t, ') avecf~ Z'. 
57I/I3/2-8 
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PROPOSITION 3.2. (i) Toute d~rivation X o => rl t x ... =>% t~ , off t~ e Tz  admet 
une seule sous-d~rivation i i t iale maximale  X o ~r~ tl "" ~ % ti o 9 
(ii) Une sous-dkr ivat ion X o => ,t .." => r, t~ est alors init iale ssi j  ~< i0 . 
(iii) Pour  tout i < io,  ti e T vet  rio ---- f ( t ( ,  .... t~') avec tl ' ,  .... t j ;  ~ Tv .  
Comme X o e Tv  et qu'on ne consid~re que des ddrivations descendantes, la proposi- 
tion ddcoule immddiatement du fair que si t~ E Tv ,  alors ti+ 1 e Tv  sir;+ 1 est une r~gle 
croissante, monotone ou effa~ante t ti+l =f ( t l ' ,  .... t~') avec t~',...,t~' ~ Tv  si ri+x est 
une r+gle finale. Comme t, e Tz,  la d6rivation comporte au moins une r~gle finale 
et il suffit de prendre i 0 le plus petit entier i tel que ri est une r~gle finale, cqfd.  
Nous allons montrer maintenant qu'on peut supposer qu'une sous-ddrivation 
initiale dans une grammaire quasi-normale complete ne contient pas de r~gles effagan- 
tes, ce qui permettra par la suite de faire un rapprochement avec les for~ts cordguli~res. 
PROPOSITION 3.3. Soi t  G ~- (V ,  iV, Xo ,  ~} une grammaire  quasi -normale complbte. 
So i t  X o *=>~ t, out  e Tz  une d~rivation dam Get  soit X o =>~ t I ".. =>% t n sa sous- 
ddrivat ion init iale maximale.  A lors  i l  existe une sous-ddrivat ion init iale maximale  
X o =>~, t l '  .." ~%,  t~' ~- t~ qui ne contient aucune rbgle effafante. 
Soit ~ ~ X o ~.  t 1 "- ~ t.  une dgrivation initiale maximale. On va montrer que 
si le nombre de r6gles effaqantes utilisdes dans 3 est p >~ 1, il existe une d6rivation 
initiale maximale 3' ~ X o => r," t l  . . . .  => r," ti '  ~ t~ qui utilise p --  1 r&gles effa9antes. 
La proposition se dgduit alors imm6diatement de ce rdsultat. 
Soit done 
r i ~ X ~ x i / \  
X 1 Xn 
la premiere r~gle effaqante utilisde dans 3. Comme X o ne peut ~tre la partie gauche 
d'une r~gle effa~ante, iest  strictement supdrieur ~ 1; la r&gle r~_~ n'dtant ni effagante, 
ni finale, elle est de la forme (1) 
X '  --~ X 
/ / \  
X 1 Xn X 1 X n 
(2) 
Dans le cas 1, la rbgle 
X'  ~ X 
/ \  / \  
X 1 Xn X 1 Xn 
r ~ X '  ~ Y~ 
/ \  / \  
X 1 Xn X 1 Xn 
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appartient aussi ~ G puisque G est compl&e et la d6rivation initiale maximale 
Xo ~,  tl "'" ~ri_, Q-2 =~ ti =~+t i+t "'" ~r .  tn contient bienp -- 1 r6gles effaqantes. 
Dans le cas 2, la r+gle 
r X '  z ~ Xi  
/ \  
X 1 Xn 
appartient ~ Get  la d6rivation initiale maximale X 0 ~ ". ~r~_2 ti-2 =~ h "'" =~r, t~ 
contient p r~gles effaqantes, mais cette fois-ci, la premi+re r+gle effagante utilis6e est 
la (i -- 1)+me. On recommence alors le proe6d~ de "r6duction" utilis~ ci-dessus. Au 
bout d'un certain nombre d'&apes (inf6rieur ~t i), on va certainement setrouver dans le 
cas 1, car sinon on obtiendrait une d~rivation initiale maximale dont la premiere 
r~gle effaqante serait la premi6re ce qui, nous l'avons vu ci-dessus, est impossible, cqfd 
4. LE THI~OR~ME DE DUPLICATION 
Avant de d6montrer le th6or~me de duplication, nous allons utiliser les r6sultats de 
la partie pr6c6dente pour obtenir une relation entre for~ts alg6briques et for&s cor6- 
guli~res. 
Soit G = (V, l ,  Xo, ~)  une grammaire quasi-normale compl&e. On forme la 
grammaire cor6gulibre G de la fagon suivante: 
L'alphabet non-terminal de 67 est F = {-~ [ X ~ V} avec VX ~ V, d(X) = 
L'axiome de (7 est Xo; 
L'alphabet terminal de 67 est V U Z'; 






X -+ X '  
/ \  / \  
X 1 Xn X 1 Xn 
ssi X --* 
X 1 Xn 
est une r6gle croissante de ~.  
X t 
/ \  / \  
X 1 Xn X 1 Xn 
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X ~ X '  ~ ~z ssi X -+ X '  
/ \  / \  / \  / \  
X 1 Xn X 1 X n X 1 X n X 1 X n 
est une r~gle monotone de ~.  
-+ ~f~ ~ ssi X --~ ~f'x / \  / \  
X 1 Xn Xi 1 Xi~ X l  X n Xi  1 Xi~ 
est une r~gle finale de ~.  
I1 est immgdiat par construction que la grammaire ~' est corgguli&re. 
PROPO8ITION 4.1. Avec les notations d-dessus, Vt E Tz  , X o *~ a t ssi il existe 
t' E Tv~r  tel que X o *~ a t" et t' *~ G t. De plus t' est de la forme f ( t  1 ..... tu) avecf6  27~ et 
t 1 ,..., t~ E T v .  
A. Condition SuJ~sante 
Consid6rons la projection H de V u V L) 27 dans V U 27 d6finie par 
vx  ~ v , / / (X )  : x ,  
VZ e V w ,Y,,  I I (Z )  : Z. 
D'apr~s la construction de G, il est clair que s i t  *~# t' alors H(t)  Na  H(t ') .  D'ofl, 
s i i l  existe t' E Tvu  z tel que -go *:>a t' alors X o *~ a H(t ' ) ,  et comme t' ~ Tv~z  , Fl(t') = 
t'. On en d6duit donc que X o *~a t' et t' Nat  et donc que X o Nat .  
B. Condition Ndcessaire 
Soit X 0 ~r l  t x "-" =>%tn la sous-d6rivation initiale maximale de la d6rivation 
X0 ~a t. D'apr6s la proposition 3.3, on peut supposer qu'elle ne contient aucune 
r~gle effa~ante. Pour i < n, d'apr~s la proposition 3.2, la racine de ti est un symbole 
non terminal X; on forme l'arbre ii en rempla~ant cette racine par X ~. S i t  i ~r~+x ti+~, 
il est imm6diat d'apr~s la construction de (7 et en tenant compte du fait que r/+ 1 n'est 
pas une r~gle effagante, qu'i l existe une r+gle ri+ 1 de G telle que i i ~ e,+t ii+ x , d'ofi 
Xo *~d tn et comme tn *~a t on a bien le r6sultat propos6. D'apr&s la proposition 3.2, 
t n a bien la forme indiqu6e, cqfd. 
Nous sommes maintenant en mesure de d6montrer le th6or~me de duplication. 
TH~OR~ME 4.1. (Thdor~me de duplication). Soit • un alphabet gradud, F une forgt 
de Tz  , o, un symbole de degrd 2 n' appartenant pas ~ Z. La forgt F '  = {~(t, t) ] t ~ F} est 
algibrique si et seulement si F et F '  sont des forgts cordgulibres. 
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L'id6e qui est ~ la base de la d6monstration est la suivante: si une grammaire 
alg6brique ngendre ~(t, t) on doit pouvoir engendrer t avant de le dupliquer; comme 
la duplication se fair n6cessairement par d6rivation de la racine, il faut donc que t 
puisse aussi se d6river par la racine, et donc que t appartienne ~ une for~t cor6guli6re. 
A. Condition Suffisante 
Si F est une for~t cor~guli+re ngendr6e par la grammaire cor6guli+re G, F '  sera 
engendr6e par la grammaire G' obtenue en remplagant les r+gles de G de la forme 
X(x l  ,..., x , )  --+ t' avee t' ~ Tz(~) par les r~gles X(x  1 .... , x,)  -+ ~(t', t'). Comme dans 
une d~rivation dans une grammaire or~guli~re s ule la derni+re r~gle appliqu~e peut 
~tre de ce type on aura bien 
Xo *~ X ~ t'(tt~ ,.,., t~) = t 
t I tn 
ssi X o *~ X *~ a(t'(ti~ ,..., t,,), t'(tit ti,)) = a(t, t). 
tl tn 
De plus toute for~t cor~guli6re st bien alg~brique. 
B. Condition N~cessaire 
Soit F une for~t de Tr  et soit G = (V, Z' ~ {~}, X0, ~)  une grammaire quasi- 
normale totale complete qui engendre F '  = {~(t, t) [ t ~ F}. D'apr+s la proposition 4.1, 
il existe une for~t cor~guli~re F" de Tvwr~ telle que ~(t, t) ~F '  ssi il existe t' ~F"  
tel que t' *~ ~(t, t). De plus t' est de la forme ~(ta, t2) avec tx,  t~ ~ Tv ,  toujours 
d'apr~s la proposition 4.1. 
Pour que ~(tx, t~) ~ ~(t, t), il faut que t x ~ t et t2 *~ t. De plus il faut aussi 
que {t' ~ Tr  [ tx g~ t'} = {t}. Car si il existait t' =A t tel que t t *~ t' alors ~(t', t) 
serait dans Fce  qui est exclu. Pour les m~mes raisons, {t' ~ Tr  I t~ ~ t'} = {t}. 
Associons ~ chaque symbole non-terminal X de V un arbre t x de T~(X)  tel que 
X(xx ,..., x , )  ~G tx ,  ce qui est possible puisque la grammaire G est totale. On d~finit 
l'homomorphisme ~ de Tvw{~} darts Tr~{~} 
~(~(x, y)) = ~(x, y), 
4(X(Xl .... , x , ) )  = ix. 
On a donc bien, pour tout arbre t de Tv ,  t *~G 4(t), d'ofl si c~(tl, t2) ~F"  alors 
a(q~(tl), ~b(t2)) EF'. D'autre part si a(tx, t2) *~G a(t, t), alors t = ~(tl) = ~(t~) puisque 
{t' [ tl *~ t'} = {t} = {t' ] t2 *~ t'} = {t} On d~duit que ~(t, t) 6F '  ssi il existe , ( t l ,  t2) 
F" tel que ~(t, t) = c~(~(tt), q~(ta)) -- 4,(~(tl, t2) . 
57I]x3/2-9 
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Autrement dit F '  est l'image par 6 de la for& cor6guli~re F"; c'est donc une for& 
cor6guli&e d'apr& la proposition 2.1. 
Pour terminer on eonsid~re l 'homomorphisme ~b de Tz-w{~ dans Tz qui vaut l'identit6 
sur Tz et tel que ~b(n(x, y)) = x. L' image par ~ de F '  ---- {~(t, t) [ t ~F} est la for& F 
qui est done une for& eor6guli~re, cqfd. 
5. APPLICATIONS 
PROPOSITION 5.1. La classe des forats algdbriques n'est pas fermde par homomorphisme 
non-lindaire. 
Soit Z un alphabet gradu6, F une for& alg6brique de Tx qui n'est pas cor6guli&e 
(voir la proposition 2.3),/3 un symbole de degr6 1 e ta  un symbole de degr6 2 qui ne 
sont pas dans Z. La for& {/3(t) I t oF} =F '  est encore alg6brique. On consid~re 
l 'homomorphisme ~ de Tz~{~} dans Tz~{~) vaut l'identit~ sur Tz et tel que ~(/3(x)) = 
cx(x, x). L' image par q~ de F '  est {c~(t, )] t EF}. Si cette for& 6tait alggbrique, F serait 
corgguli+re ce qui est exclu, cqfd. 
Ce r6sultat a 6t6 obtenu aussi par Engelfriet et Schmidt [7]. 
PROPOSITION 5.2. La classe des transductdes ddterministes de fordts reconnaissables 
n'est pas incluse dam celle des algdbriques. 
Tout homomorphisme &ant un cas particulier de transducteur d&erministe, cette 
proposition se d~montre xactement comme la pr6c6dente n prenant pour F la for& 
reconnaissable non cor6guli+re Tn (voir proposition 2.3). 
Ce r6sultat r6pond ~ une question soulev6 par Downey [5] et montre donc Fin- 
comparabilit6 vis 7t vis de l'inclusion de la classe des for&s alg~briques et de celle des 
transduct&s de for&s reconnaissables. 
Maibaum [10] a d6fini des alg6bres d6riv6es qui permettent de considbrer tout 
arbre sur un alphabet gradu6 comme le feuillage d'un arbre dans cette alg~bre d~riv6e. 
En utilisant les notations de Maibaum nous obtenons: 
PROPOSITION 5.3. I1 existe des for~ts reconnaissables dont le feuillage n'est pas une 
fors algdbrique. 
Soit F 0 la for& reconnaissable engendr6e par la grammaire r6gulibre 
tX ~ C<~.o>(,~, X, X), 
~= ~x~#.  
Le feuillage de F 0 est bien T,j . Si h l'ensemble ~ on rajoute la r~gle: 
X 0 ~ C(1,o)(C(2,1)(ot, ~11, (~11), X),  
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la for6t reconnaissable ( 1 engendr6e par ces r~gles en prenant X 0 comme axiome a 
pour feuillage {~(t, t) I t e T,~} qui n'est pas alg6brique, cqfd. 
Engelfriet et Schmidf [7] ont 6galement exhib6 un contre-exemple au "Yield 
theorem" de Maibaum. 
ANNEXE 
Soit G = <V, Z, X0, ~)  une grammaire sous forme normale. On montre qu'il 
existe une grammaire G '= (V',2~, X0 ,~ '  ) sous forme normale, qui engendre la 
Vn, VX symbole non terminal de degr6 n, il existe m6me for6t, et qui v6rifie: 
t ~ Tr(xl,..., xn) tel que 
X *~t. 
/ \  
xl Xn 
A chaque symbole non-terminal de V on associe l'ensemble 
I X *~ t I F(G, X)  
x l  xn  
et on pose 1((7-) = {X ~ V IF(G, X)  = ~ }. 
Remarquons que comme on suppose que la for6t engendr6e par G n'est pas vide 
(sinon le r6sultat n'aurait pas d'int6r~t), X o ~ I(G). D'autre part la propri6t6F(G, X) = 
6tant d6cidable [12], la construction qui va suivre est effective. 
On remarque 6galement que si Y ~ I(G) toute r~gle de la forme 
X --+ Y 
Xx x. /Y I~  
\ 
X 1 Xn X 1 Xn 
ne sera jamais utilis6e dans une d6rivation d'un arbre de la for6t F(G, Xo) engendr6e 
par G. On peut donc retirer de telles r~gles et admettre que G v6rifie la propri6t6 
si x y (,) 
Xl/ kx n /Y( ~k  
x x x n x x x~ 
est une rbgle de ~,  et si X ~ I(G), alors Y ~ I(G). 
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On forme l'alphabet V '= {X~ [Xr  Vet  ~C(1,..., d(X)}}. Intuitivement a sera 
l'ensemble des indices des variables "interdites" dans la d6rivation de X,  c'est-~t-dire 
des variables auxquelles il sera possible de substituer des symboles non terminaux 
de I(G). 
On construit l'ensemble de r~gles ~ '  de la faqon suivante 
1. X~ --~ Y~. est dans ~ '  ssi / / / \ \  
xl x.  Xl~ 1 X .~.  
/ \  / \  
X 1 Xn Xl Xn 
(a) X -+ Y est dans ~,  
Xl / X n / \  / \  
X 1 Xn X 1 Xr~ 
(b) si Xi  E I(G) alors i e ~', 
(c) si i6~ '  alors ~i = a. 
2. X~ --~ xi est dans ~ '  ssi, 
/ \  
3r Xn 
X ~ x~ est dans ~ et i 6 e~. 
/ \  
X 1 Xn 
-~ / f  est dans ~/' ssi, 
J \  \ 
Xl Xn Xi i Xi~ 
X 
/ \  
x I xn 
-+ / f~  etV je{ l  ..... p}, i j6a .  
Xi 1 Xi~ 
4. /Y%, .  -+ # 
x i xn 
(o~ # est un nouveau symbole terminal) si Y ~ I(G 
On obtient ainsi une nouvelle grammaire G' = (V',  27 u (X}, Xo@ ,~ ' )  dont 
l'axiome est Xo~ = X o (puisque la partie vide est la seule partie de l'ensemble 
{1,..., d(X0)} = ~). 
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On forme pour cette grammaire l'ensemble I(G') et on d6finit ~/comme l'ensemble 
des r~gles de ~ '  contenant des symboles de I(G').  
Alors nous affirmons que la grammaire G" ---- (V '  - -  I (G') ,  27 u {X), Xo,  ~ '  - -  ~ / ' )  
est la grammaire cherch6e, c'est-A-dire 
1. elle est sous forme normale, 
2. I (G")= ~, 
3. F( G", Xo) = F( G, Xo). 
Le point 1 est v6rifi6 imm~diatement par construction de G'  et G". Pour montrer 
que les deux autres le sont aussi nous avons besoin de deux lemmes. 
LEMME A1. Pour tout XqsI(G), si 
X *~ t(x~ 1 %),  
/ \  
x l  Xn 
alors pour tout ~ indus dans {1 .... , n} - -  ( i  t .... , iv), 
/%x *~ t(x~ %).  
x l  xn  
On raisonne par induction sur la longueur de la d6rivation. 
I. Dans le cas ol) la d&ivation se r6duit ~ une r~gle de la forme 
X -+ f OU X "--* x i , 
/ \  / \ / \  
X 1 Xn Xi I Xi~ Xl Xn 
le r6sultat est 6vident par construction de ~ ' .  
2. Si X ~ Y *~ t(xq .... , xi,) 
G 
x, x. /% \ 
X 1 X n X 1 Xn 
alors il existe to(X h .... , x~), t 1 .... , t~ tels que 
t(x,, ,..., xt,) = to(t1 ..... tq); 
Y *~ to(xj~ ..... x~,); 
G / \  
X 1 X m 
v,c(1 ..... q), / x j , \  ~ t,. 
X 1 Xn 
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D'apr~s l'hypoth~se de r~currence, Vcr C (1,..., n} -- {i 1 ..... i~}, Vie {1 ..... q}, 
Xj~ *~ t i . 
G" / \  
X 1 Xn 
Toujours d'apr+s l'hypoth~se de r6currence, 
//Y•'\ *~ to(Xjl xj~) G" ~"*~ 
X 1 Xm 
oa ~'  = {1,..., m} - {s  ,...,L}. 
De plus, quel que soit i e  {1,..., q}, 
Xj, 
/ \ 
X 1 Xn 
~z. t i G 
et done Xj, r i(G). D'aprbs la construction de ~ '  la rbgle 
X 1 Xn 
/ \  / \  
X 1 X n X 1 Xn 
est dans ~' ,  off al = a si i r o~', d'ofl 
/ N  a'~ t~ ..... t~) = t(xq ,..., x~,). 
X 1 Xn 
LEMME A2. Pour tout X ~ I(G), et tout a tels que 
/ N  G'*~ t(xf i  ' " "  Xi') 
X 1 Xn 
cqfd. 
alors a C {1,..., n) --  {il ,..., io} et 
X *~ t(x~, ..... %). 
G / \  
X 1 X n 
Comme pr6c6demment on raisonne par induction sur la longueur des d6rivations. 
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1. Si la d~rivation se r~duit ~ une r6gle 
\ / \  
Xl Xn Xi 1 xi v Xl Xn 
le r6sultat est imm6diat par construction. 
2. Si X :~ y~, *~ t(xq xi~) / / N  \ c' / \  a . . . . . .  
x~ ~. x~( \x,.~,. 
/ \  / \  
XI Xn Xl Xn 
alors il existe 
tels que 
to(X q .... , x~) et pour chaque i e{1,..., q) un arbre t,(xkt(i),...,xk,(i)) 
/o ' \  c,*~ t~ ..... x j ) ,  
X 1 Xm 
pour chaque i ~ {1,..., q}, 
/ j  ,~  *~ ti , i G" 
X 1 Xn 
t(xq ..... xi,) = to(tt ..... tq). 
De plus la r&gle 
X --+ Y 
xl x.  
/ \  / x 
X 1 Xn X 1 Xn 
est une r+gle de G. 
D'apr6s la propri&4 (*), puisque X ~I(G), Y r et en appliquant l'hypoth6se 
de r6currence, on obtient que 
Y *~ t0(Xil x~) et ~' C {1 ..... m} --  {Jl ,...,Jq}. 
/N  
Xl Xra 
D'apr+s la construction de ~ ' ,  on en d6duit que Vi ~ {1,..., q}, xq 6I(G). On peut 
done appliquer ~ ces X h l'hypoth~se de r6currenee, ee qui donne Vi ~ {1 ..... q} 
Xj, *~ t iet  ~h C {1,..., n} -- {k{x~),..., k <i)} 
G i " / \  
Xl xn 
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Mais comme j i  r ~', aj, - -  ~. On a bien 
X *~ to(t 1 ..... t~) = t(xi~ xi~) 
V ~' "~ / \  
X 1 Xn 




C ( ]  ({1,..., n} - -  tl,,o k'~ = {1 .... , n} - -  0 {k~*', ".., k~O} t " l  ~'" '  i ~J 
i=1 i=1 
Pour tout X~ e V', si 
/ \  
X 1 X n 
= {1 ..... n} - -  {ix,..., i~}. 
*~ t(x~, %) 
X~ 
/ \  
X 1 Xn 
*~ t(xi~ %). 
cqfd. 
Si X E I(G) alors, pour  tout a, 
X~ ~# 
/ \  
X 1 Xn 
est une r~gle de G';  done X~ r I(G') et cette r~gle est encore darts G". 
Si X • I(G) alors d'apr~s le lemme A2, 
X ~ t(xq xi,) et 
/ \  
Xl Xn 
,~c(1  ..... ~}- ( i ,  ..... i,,}. 
Par un raisonnement analogue ?l celui fait dans le lemme A1 on d6montre que 
X *~ t(x~, ..., %) 
G" / \  
X 1 Xn 
il suffit de faire la remarque suivante: si 
X ~ Y / \  o 
x. / \ / \  
X 1 Xn Xl Xn 
to(Xi,(xl ..... x,),..., X~,(xl ,..., x,)), 
G 
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alors en posant ~' = {1,..., m} - -  {i 1 ..... i~}, Ya' 6 I (G');  de m6me Xt~ n'appartient 
pas A I(G') ainsi que X~. Pour un symbole non terminal X i autre que les Xi~, soit 
il est dans I(G) et alors on vient de voir que Xj~. n'est pas dans I(G'), soit il existe 
tj(x~x ,..., x~) tel que 
j \  *~ tj(x~l x,~). 
X 1 Xn 
En posant ~j' = {1 ..... n} - -  {Jz .... ,L}, on en d6duit que Xj%, r D'o~ tous les 
symboles de 
X~ / \\ 
X 1 X n 
/ \  / \  
X 1 Xn X 1 Xn  
of a 




si i r o~', 
sinon et si Xi r I(G), 
dans les autres cas, 
sont dans I (G') ;  cette r~gle est donc dans ~".  
Des lemmes A1 et A3 on d6duit que 
X 
/ \  




/,X N ~t .  G" 
X 1 Xn  
Du lemme A2 et du fak que G" est une sous-grammaire d G', l ' implication inverse 
est vraie; il s'ensuit imm6diatement que F(G, Xo) = F(G", 2(0). Le point 3 est done 
%rift6. 
Du lemme A3 on d6duit que si X~ (E I(G"), autrement dit V" -- I(G') C V" -- I(G"). 
Or I(G") C V' -- I(G') C V -- I(G") d'ofl I(G") = ~. Ce qui aeh~ve ette d6monstra- 
tion. 
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EXEMPLE. Soit la grammaire G: 
Xo-~ X ; X 
#/ # x y 
X 
Y/\x 
/ \  / \  
x y x y 
X --+ X 
x/\. ,/\z 
/ \  / \  
x y x y 
X --* a ; X - -+c;  Y 
/ \  / \  / \  L / \  
x y x y x y x x y 
I1 est imm6diat que I(G) = {Z}. 
La grammaire 6quivalente G" fournie par notre construction est: 
X o --~ Xr  ; 
#/ \# 
X o -+ X{2 } ; 
#/ \# 
X~ / / \ 
x y 
X{2} 
/ z ~ 
Y~ Z~ 
/ \  / \  
x y x y 
W C {1, 2}; 
b / \  
x y 
X Z 
/ \  
x y 
Xz  
/ \  
Y~ X~ 
/ \  / \  
x y x y 
; X r  
/ \  
x y 
X{2} 
/ \  
Y~ X~ 
/ \  / \  
x y x y 
X~ 
/ \ \  / 
x y 
X{2} 
Y z X{21 
/ \  / \  
x y x y 
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X~ / \  
x y 
-+ a ; X~ --* c; Y ~ -+ b ; 
/ \  / \  I / \  / \  
x y x y x x y x y 
/ Z .  --+ # V~C {1, 2}. 
x y 
Cette deuxibme grammaire ne contient aucun symbole non terminal engendrant 
une for~t vide et elle engendre bien la m~me for~t que la premibre, ~ savoir l 'ensemble 
des arbres de la forme: 
t/ ou a / 
b a b a 
/ \ b/ ~ #/ \# b y # #,,\ / \  
# # # # 
a r 
/ \  I 
# # b / \  
# # 
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