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Abstract
This paper presents a method to explain how input information is discarded through
intermediate layers of a neural network during the forward propagation, in order
to quantify and diagnose knowledge representations of pre-trained deep neural
networks. We define two types of entropy-based metrics, i.e. the strict information
discarding and the reconstruction uncertainty, which measure input information of
a specific layer from two perspectives. We develop a method to enable efficient
computation of such entropy-based metrics. Our method can be broadly applied to
various neural networks and enable comprehensive comparisons between different
layers of different networks. Preliminary experiments have shown the effectiveness
of our metrics in analyzing benchmark networks and explaining existing deep-
learning techniques. The code will be released when the paper is accepted.
1 Introduction
Deep neural networks (DNNs) have shown a significant discrimination capacity in many tasks.
However, black-box representations of a DNN have boosted difficulties of analyzing the correctness
of feature representations in the network, which has presented continuous challenges for decades.
Therefore, in this study, we aim to propose generic metrics to help diagnose intermediate-layer
features in DNNs and explain the success of existing deep-learning techniques. Specifically, given a
pre-trained DNN, we analyze features in intermediate layers from a new perspective of information
propagation. Information propagation through cascaded layers of a DNN can be considered as a
process of feature selection. Without loss of generality, we take convolutional neural networks for
image classification as examples to help simplify the introduction. Non-linear layers of the DNN are
learned to pass neural activations corresponding visual concepts that are related to image classification
to the next layer, and remove neural activations of unrelated visual concepts.
In this way, we propose to quantify information of the input after propagating through intermediate
layers of the DNN. The quantification of intermediate-layer information can be used as a new metric
to examine a DNN, besides the traditional metric of the testing accuracy. In general, the following
two issues are involved in this research.
(1) Quantification of the input information: In this paper, knowledge representations of a certain layer
are referred to as the amount of the input information that has been passed to the layer. Note that a
DNN keeps discarding information of the input during the forward propagation of neural activations.
Information discarding of intermediate layers is measured, as shown in Fig. 1.
(2) Evaluation of the utility of DNNs and existing deep-learning methods: We use information
discarding as generic tools to evaluate representation capacity of DNNs, analyze the effectiveness of
network compression and knowledge distillation, and diagnose architectural flaws in DNNs.
∗Quanshi Zhang is the corresponding author. Quanshi Zhang is with the Shanghai Jiao Tong University, John
Hopcroft Center and the MoE Key Lab of Artificial Intelligence, AI Institute.
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Figure 1: Coherency of our metrics. We show saliency maps of intermediate-layer features yielded
by different baselines. (bottom left) We also compare layerwise magnitudes of different results. Our
metrics measure how input information is gradually discarded through layers. (top left) Our metrics
provide consistent measures of information discarding that enabled faithful comparisons over layers
and networks. (right) We visualize pixel-level SID and RU using Hi(σi) and Hˆi(σ), respectively.
Above requirements for quantitative network diagnosis make this study essentially different from
traditional visualization of neural networks. Previous research usually visualizes image appearance
corresponding to a feature map or the network output [34, 22, 8]. Other studies extract pixels/regions
in the input image that are highly correlated to the network output [24, 21, 16]. However, such
pixel-level saliency is usually estimated using heuristic assumptions, which lead to problems with
respect to generality and coherency (see Fig. 1(top-left)).
• Generality refers to the problem that existing methods of explaining DNNs are usually based
on heuristic assumptions, specific network architectures, or specific tasks. To this end, we propose
to measure the entropy of input information that is contained in the feature of an intermediate
layer, in order to quantify the information discarding during the forward propagation. As a generic
mathematical tool, the entropy is a standard metric with strong connections to existing information
theories [31, 26]. In comparison, previous pixel-level attribution based on heuristic assumptions
(e.g. gradient-based methods [34, 22], perturbation-based methods [11, 16], and inversion-based
methods [8]) does not reflect a generic evaluation of knowledge information.
More specifically, this research focuses on the following two types of information discarding in
intermediate layers, both of which can be modeled as the entropy of input information.
(1) Strict information discarding (SID)→ how much input information is used to compute the feature:
Considering the redundancy of the input information, a DNN usually selectively discards certain
input units (pixels) to compute the intermediate-layer feature. There are two reasons for information
discarding. First, some pixels are not related to the task (e.g. those on the background). Second, input
information is redundant. For example, neighboring pixels in an image usually have similar colors to
represent the same super-pixel.
(2) Reconstruction uncertainty (RU)→ how much input information can be recovered by the feature:
As mentioned above, certain pixels may be discarded during the computation of intermediate-layer
features, but their information can still be well recovered by other pixels due to the information
redundancy. Thus, we propose another metric, i.e. RU, to quantify the information discarding from
the perspective of inverting features back to the input.
Theoretically, the SID is related to the compactness of knowledge representation in the model
and non-robustness to adversarial attacking. In comparison, the RU can be regarded as a “soft”
information discarding. The RU depends on the low-dimensional manifold of input data and reflects
the representation power of the model without considering samples outside the manifold of real data.
• Coherency: As generic metrics, the SID and RU are agnostic to both the network architecture and
the task. Thus, theoretically, they enable comprehensive comparisons of knowledge representations
(1) between neural networks learned for different tasks, (2) between different network architectures
for the same task, and (3) between different layers of the same neural network.
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Such comprehensive comparisons ensure the broad applicability of this study. We use metrics of
SID and RU to evaluate the representation capacity of various DNNs, explore effects of network
compression and distillation on knowledge representations, and analyze architectural flaws of DNNs.
Contributions of this study can be summarized as follows. (1) In this study, we propose to measure
the discarding of input information during the forward propagation, in order to diagnose layerwise
knowledge representations of pre-trained DNNs. (2) We define two generic types of information
discarding and develop a method to quantify the information discarding, which enables comprehensive
comparisons of knowledge representations over different layers of different DNNs. (3) The proposed
metrics help diagnose DNNs and analyze existing deep-learning techniques. Preliminary experiments
have demonstrated the effectiveness of our method.
2 Related work
In this section, we will limit our discussion to the literature of interpreting feature representations of
DNNs. In general, previous studies can be roughly classified into following three types.
Explaining DNNs visually or semantically: The visualization of DNNs is the most direct way of
explaining knowledge hidden inside a DNN, which include gradient-based visualization [34, 22] and
inversion-based visualization [8]. Zhou et al. [38] computed the actual image-resolution receptive
field of neural activations in a feature map of a convolutional neural network (CNN). Based on [38],
six types of semantics were defined to explain intermediate-layer features of CNNs [4, 40].
Beyond visualization, some methods diagnose a pre-trained CNN to obtain insight understanding
of CNN representations. Fong and Vedaldi [10] analyzed how multiple filters jointly represented a
specific semantic concept. Selvaraju et al. [27], Fong et al. [11], and Kindermans et al. [16] estimated
image regions that directly contribute the network output. The LIME [24] and SHAP [21] assumed a
linear relationship between the input and output of a DNN to extract important input units.
However, previous studies were usually developed based on heuristic assumptions, which hurt their
generality and coherency. For example, many visualization methods assumed gradients on features
reflected the importance of the feature, which had been disputed by [21]. The LIME [24] and
SHAP [21] assumed a linear attribution for DNNs. In comparison, our research aims to develop
generic metrics to quantify the input information hidden in different layers and enable comprehensive
comparisons of the representation capacity through different layers of different DNNs.
Learning explainable deep models: Some studies directly learn DNNs with meaningful representa-
tions. In the capsule net [25], each output dimension of a capsule may encode a specific meaning.
Zhang et al. [37] proposed to learn CNNs with disentangled intermediate-layer representations. The
infoGAN [5] and β-VAE [15] learned interpretable input codes for generative models.
Mathematical evaluation of the representation capacity: Formulating and evaluating the repre-
sentation capacity of DNNs is another emerging direction. Novak et al. [23] measured the sensitivity
of network outputs with respect to parameters of neural networks. Zhang et al. [35] discussed
the relationship between the parameter number and the generalization capacity of DNNs. Arpit
et al. [3] discussed the representation capacity of DNNs considering real training data and noises.
Yosinski et al. [33] evaluated the transferability of filters in intermediate layers. Network-attack
methods [17, 29, 17] can also be used to evaluate representation robustness by computing adversarial
samples for a CNN. [36] discovered potential, biased representations of a CNN due to the dataset
bias. [7] learned the manifold of network parameters to diagnose neural networks. Recently, the
stiffness [12] was proposed to evaluate the generalization of DNNs.
The information-bottleneck theory [31, 26] provides a generic metric to quantify the information
contained in DNNs. The information-bottleneck theory can be extended to evaluate the representation
capacity of DNNs [32, 6]. Achille et al. [1] further used the information-bottleneck theory to
revise the dropout layer in a DNN. Our study is also inspired by the information-bottleneck theory.
Unlike exclusively analyzing the final output of a DNN in [6], we pursue new model-agnostic and
task-agnostic metrics of input information to enable comparisons over different layers and networks.
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3 Algorithm
In this section, we introduce metrics of SID and RU, as well as their pixel-wise versions for visual-
ization. In addition, the concentration of information discarding is further derived to evaluate the
efficiency of feature extraction of a DNN.
Let x ∈ Rn and f = h(x) denote the input and an intermediate-layer feature of the DNN, respec-
tively. We assume that the DNN represents a visual concept2 using a very limited range of features,
considering the feature variation within the concept. For example, the concept of the input sample
x can be represented by a small range of features with the center of f , i.e. f ′ ∈ Fc subject to
Ef ′∈Fc [‖f ′ − f‖2] = , where  is a small constant.
Fig. 2 illustrates the basic idea of the algorithm. We aim to compute the entropy of the input subject
to the small intra-concept feature variation (i.e. the SID), in order to measure information discarding
of the intermediate layer. We also use the intermediate-layer feature to reconstruct the input xˆ = g(f)
and measure the entropy of the reconstructed input (i.e. the RU).
More specifically, in this study, we only constrict the variance of the feature, because the explicit
low-dimensional manifold Fc of features w.r.t. the input x is unknown. Thus, we approximate Fc
by randomly sampling inputs around x, i.e. x′ = x+ δ, which satisfy Ef ′=h(x′)[‖f ′ − f‖2] = . δ
denotes a random noise. All features in Fc are assumed to represent the same concept c.
In this way, two types of information discarding (SID and RU) of a specific layer can be represented
using the same prototype formulation as follows.
H(Xc) = −
∑
x′∈Xc
p(x′) log p(x′), s.t. Ef ′∈Fc
[‖f ′ − f‖2] = , (1)
where x′ ∈ Xc can represent either the raw input x or the reconstructed input xˆ = g(f). The
input distribution Xc depends on the feature distribution Fc. When we use the raw input and the
reconstructed input, the above formulation yields two metrics of information discarding, i.e. SID and
RU, respectively.
3.1 Strict information discarding
The metric of SID quantifies the discarding of input pixels (units) during the computation of
intermediate-layer features. The SID is derived from the entropy in Equation (1) from the per-
spective of feature extraction f = h(x).
H(Xc) = −
∑
x′∈Xc
p(x′) log p(x′), s.t. Ef ′=h(x′):x′∈Xc
[‖f ′ − f‖2] =  (2)
where the feature f ′ is computed using x′. We enumerate all input images x′ in all perturbation
directions within a small variance of features f ′, in order to approximate the local manifold of
intermediate-layer features.
Without loss of generality, we can assume that the distribution of x′ follows a Gaussian distribution
x′ ∼ N (µ,Σ). Considering the local linearity within a small feature range of  and f = h(x), the
mean value of the Gaussian distribution can be approximated as µ = x. We further simplify the
covariance matrix as a diagonal matrix Σ = diag[σ21 , . . . , σ
2
n] to ease the computation. In this way,
the entropy of the Gaussian distribution (i.e. the SID) is given as
H(Xc) =
n∑
i=1
Hi(σi), Hi(σi) = log σi + C, (3)
2There is no strict definition for a visual concept. In this study, it is referred to as a specific input sample.
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where C = 12 log(2pie) is a constant.
Here, the overall SID value H(Xc) can be decomposed to the pixel-level SID Hi(σi). We can use
the pixel-wise entropy to visualize the discarding of the information of each input pixel (see Fig. 1).
Our method follows the maximum-entropy principle, which maximize H(Xc) subject to
Ef ′=h(x′):x′∈Xc [‖f ′ − f‖2] =  by perturbing the input in all directions. Considering Lagrange
multipliers, we can further relax the constraint on the feature range of  and design the following
loss.
Loss(σ) =
1
δ2f
Ef ′
[‖f ′ − f‖2]− λ n∑
i=1
Hi(σi) = Ef ′
[‖f ′ − f‖2]− λ n∑
i=1
(log σi + C) (4)
=
1
δ2f
Ex′∼N (µ=x,Σ)
[‖h(x′)− f‖2]− λ n∑
i=1
(log σi + C) (5)
=
1
δ2f
E x′=x+σ◦δ:
δ∼N(0,Σ)
[‖h(x′)− f‖2]− λ n∑
i=1
(log σi + C) , (6)
where σ = [σ1, . . . , σn]>. The first term constricts the range of the feature, where δ2f =
Ex′∼N (x,τI)[‖h(x′) − f‖2] is computed with a small constant perturbation of the input for nor-
malization. The second term boosts the entropy H(Xc). λ is a positive weight. Note that the original
loss in Equation (5) is intractable. We use x′ = x+σ ◦ δ to simplify the computation of the gradient
w.r.t. σ, where ◦ denotes the element-wise multiplication.
The above loss is used to learn σ and generate {Hi} as the measure of pixel-level SID.
For layerwise comparisons: In order to enable coherent layerwise comparisons, we need to control
the value range of the first term in Equation (6). Features of different layers need to represent
similar ranges of concepts, i.e. features of each specific layer need to be perturbed at a comparable
level. To this end, we use δ2f to normalize the first term in Equation (6). δ
2
f denotes the inherent
variance of intermediate-layer features subject to a small input noise. In addition, for each specific
layer, we report pixel-level SID Hi(σi) when Ef ′ [‖f ′ − f‖2] =  = αδ2f , where α is a positive
scalar. The value of λ is slightly adjusted (manually or automatically) to make the learned σ satisfy
Ef ′ [‖f ′ − f‖2] ≈ αδ2f .
Concentration of information discarding (termed “concentration” for short): Based on the
SID, we propose the concentration to evaluate the efficiency of feature extraction of DNNs that are
learned for object classification. Given an input image x containing both the target object and some
background area, let Λ denote the ground-truth segment (or the bounding box) of the target object in
x. ∀i ∈ Λ, xi is given to represent pixels within Λ of the target object. Thus, the concentration is
formulated as
Ei 6∈Λ [Hi(σi)]− Ei∈Λ [Hi(σi)] (7)
Ideally, a DNN for object classification is supposed to discard background information, rather than
foreground information. Thus, the concentration measures the relative background information
discarding w.r.t. foreground information discarding, which reflects the efficiency of feature extraction.
3.2 Reconstruction uncertainty
The metric of RU is also derived from the entropy in Equation (1). The SID focuses on input
information used to compute an intermediate-layer feature, while the RU describes the discarding
of input information that can be recovered from the feature. Due to the redundancy of the input
information, an input pixel may be well recovered by the feature, even when the pixel is not used for
feature extraction.
We use a decoder net xˆ′ = g(f ′) to reconstruct the input. We consider the reconstructed result xˆ′
as the information represented by f ′. The decoder is pre-trained using the MSE loss Lossdecoder =
‖x′ − xˆ′‖2. In this way, the RU is formulated as the entropy of the reconstructed result xˆ′ = g(f ′).
H(Xˆc) = −
∑
xˆ′=g(f ′):f ′∈Fc
p(xˆ′) log p(xˆ′), s.t. Ef ′∈Fc
[‖f ′ − f‖2] =  (8)
where Xˆc denotes a set of features that are reconstructed using intermediate-layer features.
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The above entropy H(Xˆc) can be computed in the same manner as the quantification of the SID.
First, we synthesize the feature distribution Fc by assuming that inputs follow a Gaussian distribution
x′ ∼ N (µ = x,Σ). xˆ′ = g(h(x′)) denotes the reconstructed result using x′. Second, we can also
assume xˆ′ follows a Gaussian distribution with i.i.d. random variables N (µrec = x,Σrec). As a
result, the entropy of RU H(Xˆc) can be decomposed into each pixel.
H(Xˆc) =
n∑
i=1
Hˆi(σ), Hˆi(σ) = log σˆi + C =
1
2
log
(
Ex′∼N (µ=x,Σ)
[‖µreci − xˆ′i‖2])+ C (9)
where σ denotes elements on the diagonal of Σ; xˆi denotes the i-th element of xˆ′ = g(h(x′)).
Hˆi(σ) is referred to as the pixel-level RU for the i-th pixel (unit) in the input (see Fig 1). Just like the
SID, H(Xˆc) is also estimated following the maximum-entropy principle. The loss is derived from
Lagrange multipliers.
Loss(σ) =
1
δ2f
Ef ′
[‖f ′ − f‖2]− λ n∑
i=1
Hˆi(σ) (10)
=
1
δ2f
Ef ′
[‖f ′ − f‖2]− λ
2
n∑
i=1
{
log
(
Ex′∼N (µ=x,Σ)
[‖µreci − xˆ′i‖2])+ C} (11)
=
1
δ2f
E x′=x+σ◦δ:
δ∼N(0,Σ)
[‖h(x′)− f‖2]− λ
2
n∑
i=1
{
log
(
E x′=x+σ◦δ:
δ∼N(0,Σ)
[‖µreci − xˆ′i‖2])+ C}(12)
We use the learnedσ to compute Hˆi(σ) as the pixel-level RU. The loss in Equation (11) is intractable,
so we use the revised loss in Equation (12) instead. Like the computation of SID, λ is also determined
to ensure Ef ′ [‖f ′ − f‖2] ≈ αδ2f .
3.3 Discussions
Relationship with the information-bottleneck principle: The information-bottleneck theory [31,
26] proposes I(F ;Y )−βI(F ;X) as a standard metric to analyze DNNs. This metric has considerable
challenges in computation [2, 18]. Our metrics are related to the mutual information I(F ;X), when
we exclusively consider a local range of features. In comparison, our metrics are much easier to
compute and enable the pixel-level quantification of information discarding.
Objective Feature range for computation Difficulties of computation
I(F ;X) in information bottleneck Representations of
all samples
Considering inputs and features
of all samples
Difficult
Strict information discarding Pixel ignorance in
feature extraction
Considering a small range of
features w.r.t. a single sample
Easier
High SID→ robustness: Note that a high SID does NOT mean lousy feature representations. In
contrast, we can regard the forward propagation as a process of discarding irrelevant input information
w.r.t. the task and maintaining relevant information. Theoretically, features with a high SID may be
robust to noises in the input.
Relationships between two metrics: The SID and RU are highly related to each other. As mentioned
before, redundant pixels ignored by the DNN increase the metric of SID, but may still be well
recovered via the input reconstruction.
On the other hand, pixels used for feature extraction may not be restructured. A toy example is that if
the feature is computed as f = h(x) =
∑
i xi, then all pixels contribute to the feature extraction, but
none of them can be well reconstructed.
Relationship with perturbation-based methods: Our method is related to [9, 11]. These studies
extract input pixels responsible for the intermediate-layer feature by deleting as large inputs as possible
while keeping the feature unchanged. They remove inputs by replacing inputs with human-designed
meaningless values. This is heuristic because the designed values are not always meaningless. More
crucially, pixel-level saliency computed by [9, 11] does not correspond to a generic evaluation of
representation capacity of DNNs. In comparison, our entropy-based metrics are agnostic to the model
parameters, model architecture, and the task, which enable comprehensive comparisons.
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4 Experiments
We designed various experiments, in order to demonstrate the utility of the proposed metrics in
comparing feature representations of various DNNs, analyzing flaws of network architectures, and
diagnosing inner mechanisms of knowledge distillation and network compression. In experiments,
we used our metrics to diagnose nine DNNs, including the AlexNet [20], VGG-16, and VGG-19 [28],
ResNet-20, ResNet-32, ResNet-44 [14], and auto-encoders based on architectures of ResNet-20,
ResNet-32 and ResNet-44 [14]. These DNNs were learned using the CIFAR-10 dataset [19] and the
CUB200-2011 dataset [30].
In all experiments for image classification, we used object images cropped by object bounding boxes
for both training and testing, except for experiments of computing concentration in Fig. 1 where
images were cropped by the box of 1.5width× 1.5height of the object. For the computation of RU,
all experiments used a decoder with six residual blocks. We added two transposed conv-layers to two
parallel tracks in the residual block to enlarge the feature map. Considering the size of input feature
of the decoder, we added transposed conv-layers to the first 2–4 residual blocks. We set α = 1.5 to
determine λ and set τ = 0.01 in all experiments.
Coherency for comprehensive comparisons: Metrics of SID, RU, and concentration reflect the
entropy of input information and are defined without strong assumptions of feature representations,
network architectures, and the task. Thus, these metrics yield a coherent evaluation of intermediate-
layer features and enable comprehensive comparisons over different layers of DNNs. To this end,
we compared the proposed metrics with existing visualization techniques, such as the CAM [39],
grad-CAM [27] and heatmaps of gradients map =
√∑
i,j(
∂y
∂fijc
)2, where y denotes the output score
of a certain class, and f ∈ RM×M×C denotes an intermediate-layer feature. A VGG-16 was learned
to classify birds based on the CUB200-2011 dataset [30]. Given a pre-trained DNN, we slightly
revised the magnitude of parameters in every pair of neighboring convolutional layers y = x⊗w+ b
to examine the coherency of our metrics. For the L-th and L+ 1-th layers, parameters were revised
as w(L) ← w(L)/4, w(L+1) ← 4w(L+1), b(L) ← b(L)/4, b(L+1) ← b(L+1). Such revisions did not
change either knowledge representations or the network output.
In Fig. 1(bottom-left), our metrics provided consistent and faithful measures, which demonstrated
their coherency. Result magnitudes of baseline methods were sensitive to the magnitude of parameters,
whereas our metrics produced consistent results, because “knowledge representations” of the layer
did not change. Therefore, the coherency of our visualization results enabled layerwise comparisons
within a DNN. We also found that edges were usually better reconstructed than textures and colors.
Comparisons between different DNNs for various tasks: We compared layerwise measures of SID
and RU of different DNNs. We learned various DNNs for image classification using different datasets
and trained auto-encoders (AEs) for image reconstruction (by revising architectures of ResNet-20,
ResNet-32, and ResNet-44 [14]3). Fig. 3(left,middle) compares input information discarding of
intermediate layers of both DNNs for classification and DNNs for reconstruction. We found that
image classification and image reconstruction had similar SID values. A deep DNN usually had
higher SID, RU, and concentration values than a shallow DNN.
Concentration of information discarding: Fig. 3(right) illustrates the layerwise concentration of
various DNNs, which were learned to classify birds in the CUB200-2011 [30] dataset. We found that
3To construct the auto-encoder, the encoder was set as all layers of the residual network before the FC layer.
The decoder was the same as that for the computation of RU.
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information discarding of the output of a specific block during the learning process.
compared to the AlexNet, VGG nets distracted attention to the background to learn diverse features
in low layers, but more concentrated on the foreground object in high layers.
Diagnosis of architectural flaws: In this experiment, we aimed to analyze whether the proposed
metrics reflected architectural flaws of DNNs. To this end, we slighted destroyed architectures of
a residual network by adding a new block between two neighboring residual blocks in the residual
network. The new block had two conv-layers followed by two ReLU layers without skip connections
(the first conv-layer hasN 1×1×M filters and the second conv-layer hasM 1×1×N filters, where
M denotes the channel number of the input feature of the block). Because residual networks with skip
connections are widely considered as better architectures than traditional convolutional networks with
cascaded layers, the added new block can be considered as a damage of network architectures. We
learned ResNet-20, ResNet-32, ResNet-44 for image classification using the CIFAR-10 dataset [19].
We added the new block to different positions of each residual network to generate different damaged
networks (we set N = 8). Fig. 4(a) compares layerwise information discarding of the original and
damaged networks. We found that damaged networks usually discarded more input information than
original networks. In particular, the inserted block significantly boost the information discarding.
Diagnosis of network compression: We used our metrics to analyze the compressed DNN. We
learned another VGG-16 using the CUB200-2011 dataset [30] for fine-grained classification. Then,
we compressed the VGG-16 using the method of [13] with different pruning thresholds. Fig. 4(b)
compares layerwise information discarding of the original VGG-16 and the compressed VGG-16
nets with different numbers of parameters. We found that network compression decreased the SID of
features, which may indicate that the compressed DNN were more sensitive to noises or adversarial
attacks. Meanwhile, network compression did not significantly affect the reconstruction capacity and
the concentration of intermediate-layer features.
Analysis of knowledge distillation: We used our metrics to analyze the inner mechanism of knowl-
edge distillation. We learned the VGG-16, ResNet-18, and ResNet-34 using the CUB200-2011
dataset [30] as three teacher nets for fine-grained classification. Each teacher net was used to guide
the learning of an AlexNet [20]. Fig. 5(a) compares layerwise information discarding between
AlexNets learned with and without knowledge distillation. We found that AlexNets learned using
knowledge distillation had lower information discarding than the ordinarily learned AlexNet. Knowl-
edge distillation helped AlexNets to preserve more information. Meanwhile, knowledge distillation
may make intermediate-layer features more sensitive to noises (or adversarial attacking), because
AlexNets was mainly learned from distillation and used less noisy information from real training data
during the distillation process.
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Analysis of information discarding after different epochs during the learning process: We
learned the ResNet-32 using the CIFAR-10 dataset [19]. Fig. 5(b) shows the change of information
discarding w.r.t. outputs of different blocks during the learning process. Information discarding in
high layers satisfied the information-bottleneck theory.
5 Conclusion
In this paper, we have defined two metrics to quantify information discarding during the forward
propagation. A model-agnostic method is developed to measure the proposed metrics for each specific
layer of a DNN. Comparing existing methods of network visualization and extraction of important
pixels, our metrics provide consistent and faithful results across different layers. Therefore, our
metrics enable comprehensive comparisons over different layers of various DNNs. In preliminary
experiments, we have used our metrics to diagnose and understand inner mechanisms of existing
deep-learning techniques, which demonstrates the effectiveness of our method.
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