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We demonstrate an integrated evanescent-field multimode Mach–Zehnder interferometric chemical–biological
sensor, fabricated on silicon, with sensitivity of parts per 109 achieved by modal pattern tracking and analysis.
This sensor is fully compatible with the fabrication constraints of the silicon–complementary-metal-oxide-
semiconductor (Si-CMOS) process. Furthermore, using the separately measured ellipsometric response to-
gether with the mass uptake of agent by the polymer sensing layer, we validate sensor performance via simu-
lation and measure an absolute index sensitivity of 2.510−6. We then extend this to a fully integrated
chemical–biological sensor by considering the fundamental noise performance of CMOS detectors. We find that
relatively short, 5000 m long, interferometric sensing elements, with modal pattern analysis, allow fully
integrated optical sensors on Si-CMOS (assuming a 2.8 m pixel pitch) with an index sensitivity of 9.2
10−7 and a corresponding concentration sensitivity of 170 parts per 109 for methanol in N2. © 2006 Optical



























ptical evanescent-wave sensors (EWSs) in various forms
ave been exploited for highly sensitive chemical–
iological sensing. Grating-based EWSs1 indicate the
resence of a target agent through a change in the grating
iffraction angle. Surface-plasmon-resonance sensors ex-
loit agent-induced changes in the coupling angle into a
urface-plasmon mode.2 Resonant cavities are also used
o enhance photon lifetime, increasing fluorescence in re-
ponse to a target agent.3 The intensity change due to an
gent-induced shifting of a cavity resonance can also be
onitored4 for high index sensitivity. Another approach,
nterferometry,5 utilizes differential phase-based detec-
ion for high sensitivity. Recently, reverse-symmetry
aveguides employing low-index composite materials are
sed to increase evanescent penetration into a sensitive
pper cladding layer.6 However, fully integrated EWS
ystems that exploit one of these methods, and also in-
lude sources, detectors, and signal-processing circuitry,
emain a challenging but highly desirable goal. We report
compact, easily fabricated, and robust multimode
ach–Zehnder interferometric (MZI) EWS, fabricated on
ilicon, that can be fully integrated with detection and
ignal-processing functions on a commercial foundry–
abricated silicon–complementary-metal-oxide-
emiconductor (Si-CMOS) circuit. Indeed, we have fabri-
ated these sensors on Si-CMOS circuitry,7 which0740-3224/06/040642-10/$15.00 © 2ncludes detector arrays and readout functionality. Fur-
hermore, thin-film lasers that can be precisely trans-
erred onto silicon are also being developed.8
The large transverse size of multimode waveguides fa-
ilitates coupling and increases the sensing area, yet
uantifying and exploiting the complex modal pattern
hanges are challenging. Furthermore, a practical inte-
rated device is constrained to lengths of a few millime-
ers, limiting the agent-induced phase change and thus
he modal pattern changes. Optimally exploiting modal
attern change is thus key to the deployment of multi-
ode sensors. Here, we report the demonstration and
valuation of multimode interferometric sensors that ex-
loit a simple, but effective, modal image-processing
trategy.
One arm of the MZI is sensitized by a chemical sensing
ayer (SL), in this case a substituted-polynorbornene poly-
er. The index and thickness changes induced in this SL
y an agent are vital to understanding and optimizing the
esponse of EWSs. We have, therefore, developed an effi-
ient method to characterize changes in the index of re-
raction, extinction coefficient, and layer thickness of the
L, in response to calibrated concentrations of an agent,
sing a sealed chamber and a high-speed spectroscopic el-
ipsometer. Simultaneously, agent mass uptake in a sepa-
ate but identical SL is monitored by a quartz-crystal mi-























































































Lillie et al. Vol. 23, No. 4 /April 2006 /J. Opt. Soc. Am. B 643oncentration of a vapor phase agent as indicated by a
ass flow controller (MFC). This material response data
ermit device simulation and prediction of its sensitivity
o other agents. The temperature dependence of the SL
ndex is also considered in relation to device sensitivity.
The interferometric sensors have been fabricated on
ilicon and tested using an 830 nm laser, a CCD array,
nd a hermetic waveguide test chamber. We observe an
ndex sensitivity (for a 1 s integration time) of 2.510−6
ith a corresponding methanol concentration sensitivity
f 450 parts-per-109 vapor (ppbv). This index sensitivity
s developed by tracking an aggregate normalized power
ifference of the pixels in the image as the modal pattern
hifts owing to index change in the SL. In addition, with
he measured response of the polymer sense layer,9 the
orresponding concentration sensitivities for water, ben-
ene, and isopropanol have been set at 15, 30, and 150
pbv, respectively. The sensitivity is limited by coupling
uctuation in the external coupling of the source laser. We
how that the intrinsic noise performance of Si-CMOS de-
ectors allows at least a 5 improvement in sensitivity.
inally, we discuss device sensitivity in terms of the
ignal-to-noise ratio (SNR) by using a formalism based on
bit error rate.
Chemical or biological EWSs detect a direct or indirect
nteraction between the evanescent field of a guided mode
nd a chemical or biological agent. Planar waveguide
WSs typically comprise an optically thin 0 /nf, high-
ndex (1.8–2.0) guiding layer sandwiched between a rela-
ively lower-index (1.45) lower cladding layer and a sen-
itive upper cladding layer; Fig. 1. This upper cladding
ayer is the SL, since it absorbs or otherwise interacts
ith the target agent. The thin guiding layer forces much
f the evanescent field into the SL while ensuring that the
aveguides are single mode perpendicular to the plane of
he substrate. Changes in the SL refractive index induce
orresponding changes in the effective indices, neff, of the
uided modes, through the slab waveguide boundary-
ig. 1. (a) Cross section of the interferometric sensor. From bot-
om to top, the waveguide structure consists of a 1–2 m thick
iO2 layer and a 0.25 m thick SiOxNy guiding layer n840 nm
1.9223. On the (left) sensing arm, there is a 0.95 m thick
ayer of the polynorbornene polymer, HFAPNB n840 nm
1.4301, above the guiding layer. On the reference arm, a 1 m
hick SiO2 layer separates the guiding layer from the HFAPNB
ayer. (b) Surface relief of the interferometric sensor.alue problem.10 The changes in propagation and mode
eld shapes are associated with this change in neff. With a
ensitive geometry, changes in some waveguide param-
ter (layer thickness or index) strongly affect the modal
ffective indices. The geometry of the sensing arm [Fig.
(a)] includes the SL, with an index of refraction, nSL, and
thickness, hSL. Since only the SL is affected by the agent
i.e., the core and lower cladding are not affected), the









Maximizing the sensitivity coefficients, neff /nSL and
neff /hSL, is thus key to sensor performance. Following
he approach of Chilwell and Hodgkinson,11 one can nu-
erically estimate these parameters for multilayer
aveguides. The strength of these sensitivity coefficients
or the single, vertical transverse-magnetic-like (TM-like)
ode, for a range of guiding layer thicknesses, is shown
n Fig. 2. TM polarization is chosen because the evanes-
ent field extends further into the SL than for TE polar-
zation. The optimal guiding layer thickness depends on
he relative indices and thicknesses of other waveguide
ayers. If the sense layer index is less than that of the
ower cladding (LC), nSLnLC, there is an optimum thick-
ess for the index-sensitivity coefficient. This peak in sen-
itivity for nSLnLC can be understood as a redistribution
f the electric field. A thick guiding layer tGL0.25 m
ontains most of the mode field. For thinner guiding lay-
rs 0.14 m tGL0.25 m, more mode field is located
n the SL and lower cladding. For still thinner guiding
ayers tGL0.14 m, more field is located in the higher-
ndex lower cladding than in the SL, reducing the magni-
ude of the index-sensitivity coefficient. If nSLnLC, so-
alled reverse symmetry, the optimum thickness is the
hinnest core layer that supports a guided mode. Further-
ore, the maximum index-sensitivity coefficient for a
igher-index SL is approximately twice that of a lower-
ndex SL.
Although the guiding layer thickness is typically cho-
en to maximize the coefficients of Eq. (1), a thicker-than-
ig. 2. Sensitivity of the single, TM-like vertical mode effective
ndex, neff, to SL index changes, nSL, and SL thickness
hanges, hSL, for a 0.9 m thick sense layer. The index sensitiv-
ty of a higher-index SL, compared with the lower cladding nSL














































































































644 J. Opt. Soc. Am. B/Vol. 23, No. 4 /April 2006 Lillie et al.ptimum guiding layer may be chosen to ease coupling.
ndeed, the devices reported here have a guiding layer
hickness of 0.20 m. This yields an index-sensitivity co-
fficient, neff /nSL=0.29, and a thickness-sensitivity coef-
cient, neff /hSL=4.910−5/m. Using the ellipsometric
est, described later, we show that index changes gener-
lly affect the modal effective index much more than
hickness changes do. For example, when the polymer SL,
is-trifluoromethyl carbinol-substituted polynorbornene
HFAPNB), is subjected to 55 parts-per-106 vapor (ppmv)
f methanol in N2, the index change, nSL, is 3.210−4,
nd its thickness change, hSL, is 110−4 m, for a
ominally 1 m thick SL. The effective index shift due to
he SL index change, 910−5, is at least 10 000 greater
han that due to the SL thickness change, 510−9. Since
ndex changes dominate, we neglect thickness changes in
ubsequent calculations.
As the optical constants and thicknesses of each layer
ave a thermal dependence, so does neff. One can reduce
emperature effects by ensuring that both interferometer
rms have identical optical path lengths. However, this
annot eliminate temperature dependencies. The relative
ffects of chemical and thermal changes on the optical
roperties of common polymer and dielectric materials,
pplied to EWSs, are presented elsewhere.9 Briefly, the
ndex sensitivity is −2.410−4/ °C for the polymer,
FAPNB, and −2.010−5/ °C in SiO2 and SiOxNy. Thus,
mall temperature variations ±0.1°C may affect the
inimum sensitivity as shown later. Fully integrated de-
ices may exploit a reference interferometer, identical to
he sensor in every way, except for its insensitivity to the
hemical environment. This reference essentially records
he changes in the waveguide temperature. The processed
utput of this reference may be subtracted from that of




ne creates the sensor on a chip by first fabricating the
ecessary complementary-metal-oxide semiconductor
CMOS) circuitry, which includes detector arrays, analog-
o-digital converters, and readout circuitry. This is fol-
owed by the deposition and definition of the planar wave-
uide structures. The waveguide process developed and
aterials used must not impair the functionality of the
xisting CMOS circuits. The base structure [Fig. 1(a)] in-
ludes a 1 m SiO2n830 nm1.465 lower cladding layer
hat isolates the waveguide from the circuit. It also in-
ludes a 0.20 m high-index n830 nm1.922, low-loss
iOxNy guiding layer and a 1 m SiO2 upper cladding.
hese materials are deposited using a plasma-enhanced
hemical vapor deposition system.12 The deposition tem-
erature of 200°C does not damage the CMOS circuit. The
ow-frequency plasma regime is used 380 kHz with an
f power density of 110 mW/cm2. On the sensing arm, a
000 m100 m channel is etched down to the SiOxNy
uiding layer, and a 1 m thick layer of the chemically
ensitive polymer, HFAPNB n830 nm1.430, is spin
oated to create the SL.Multimode MZI EWSs were fabricated using these ma-
erials both on silicon and on a CMOS chip that includes
mbedded detectors and associated signal-processing
ircuitry.13 To access a large-yield Si-CMOS process, the
evices reported here are designed to fit into an area of
.6 mm4.7 mm, consistent with a standard size of the
OSIS foundary.14 The MZIs are 4500 m long and have
00 m wide waveguides [Fig. 1(b)], with interferometer
rms that are 2000 m in length. These waveguides sup-
ort nominally 300 modes. The input side of the interfer-
meter is split at a y junction, which has a 3.3° branch-
ng angle and a length of 750 m. An active sensing arm
nd a passive reference arm are located immediately after
he y junction. On the passive reference arm, an SiO2
uffer layer prevents interaction between the evanescent
eld and the sensing material. On the active arm, the
arge vertical evanescent field extends into the chemically
ensitive layer. This target agent interaction alters the SL
ndex. This alters the modal phase differences between
ach corresponding mode. This altered SL index also re-
ults in intermodal coupling. Both phase differences and
ntermodal coupling modify the composite output modal
attern.
. Real-Time Optical Constant and Mass-Uptake
easurement of the Sense Layer
as delivery and optical characterization systems, Fig. 3,
ere developed to precisely assess the SL optical response
o calibrated concentrations of vapor phase agents. The
as delivery system controls the concentration and flow
ate of target agents by mixing the flow of the target
gent, controlled by an MFC at 0 to 2 standard cubic cen-
imeters per minute (sccm), with that of a carrier gas,
ontrolled by an MFC at 0 to 2500 sccm. With this system,
ethanol vapor can be delivered at concentrations be-
ween 0 and 1.4105 ppmv with a precision of ±1 ppmv.
his gas mixture flows to a custom chamber, mounted on
high-speed, spectroscopic ellipsometer.15 The
avelength-dependent (300 to 1100 nm) data and their
ubsequent analysis allow an accurate assessment of the
ndex and thickness changes in the sensing material in
esponse to a range of agent concentrations. As data are
cquired at 0.17 Hz, the materials’ transient responses
re measured. Also in the flow is a quartz-crystal mi-
robalance (QCM), which measures chemical mass uptake
nto the SL through the resonant frequency shift of a
uartz crystal identically coated with the SL material.
his chemical mass uptake is thus precisely linked to its
ig. 3. Experimental setup for measuring the integrated sensor
nd the SL chemo-optic response. The system delivers 2500 sccm
f chemical vapor at concentrations between at 0 and 140 000







































































































Lillie et al. Vol. 23, No. 4 /April 2006 /J. Opt. Soc. Am. B 645ptical index change. This simultaneous vapor concentra-
ion, mass uptake, and optical constant data provide a
alibration of the various SL responses and provide accu-
ate physical constants for numerical simulations.
. Sensor Measurement
he interferometric sensor is located within a separate,
ermetic chamber and simulated by the previously de-
cribed gas delivery system. Light from an 830 nm Fabry–
erot semiconductor laser is coupled into the TM modes
f the interferometer. The excitation spot is 10 m in di-
meter and is positioned by visually monitoring the scat-
ered light, ensuring that both arms of the interferometer
eceive half of the coupled power. The output modal pat-
ern is imaged onto a CCD array that captures images at
0 frames/s. These frames are digitally averaged for an
ffective optical integration time of 1 s. A long-working-
istance objective enables the waveguide facet to be im-
ged from within the 1.5 in. 1 in.=2.54 cm wide cham-
er, but the numerical aperture (0.4) does not capture
pproximately two thirds of the modes, which exit the
aveguide at the steepest angle. Care is taken to ensure
table coupling at the MZI input to minimize coupling-
nduced modal pattern fluctuations. In the absence of an
gent, the total power is stable to ±0.3% over 80 min. We
lso observe a correlation between power variations and
gent concentration. However, we have found that the
odal image structure, not total power, is a more sensi-
ive and reliable indicator of chemical concentration, and
herefore all images are normalized to constant power.
he accurate gas delivery of the chemical agents permits
his sensor response to be linked to chemical concentra-
ion and, through the ellipsometric measurements, to SL
ndex change. Simultaneously with modal image acquisi-
ion, the QCM records the mass uptake of the target
gent. These QCM readings provide additional confirma-
ion of the concentration and hence index changes.
. SIMULATION DETAILS
e use the effective index method together with the ellip-
ometrically obtained index data to accurately simulate
nd optimize the sensor structure. The effective index
ethod10 allows the modal wave vectors of waveguides
ith two-dimensional cross sections to be estimated
hrough one-dimensional computations. This method ac-
urately represents waveguides that are transversely
ide (i.e., wider than 100) in at least one dimension.
The vertical effective indices are calculated using a
ultilayer formulation, and the horizontal effective indi-
es are then numerically calculated using the two-
imensional beam propagation method16 (BPM). The
PM is used to numerically include the effects of the MZI
junctions and associated intermodal coupling. Because
he guiding layer is thin (i.e.,  /2), with a high index
ontrast (i.e., 0.45), predominantly a single vertical TM-
ike mode is excited. The two main vertical waveguide
tructures include the reference arm [Fig. 1(a), right] and
he sensing arm [Fig. 1(a), left]. The sensing arm TM-like
ffective indices are calculated under various states of
hemical absorption, and these changing effective indices
re the index input to a transverse electric (TE) BPMimulation. For each state of chemical absorption, the in-
ident Gaussian illumination is numerically propagated
hrough the interferometer, including the sensing region.
he series of multimode patterns that are produced rep-
esent the sensor action during progressive chemical ab-
orption. Variations in fabricated waveguide indices and
imensions and variations in illumination preclude a one-
o-one comparison between experimental and numerical
odal patterns. However, it is expected that the changes
n patterns behave in a statistically similar manner for
quivalent chemical concentrations or SL index changes.
. RESULTS
. Real-Time Optical Constant and Mass-Uptake
valuation of the Sense Layer
he dynamic optical response of the polymer, HFAPNB, to
range of methanol vapor concentrations has been deter-
ined using the previously described gas delivery and op-
ical characterization systems. Figure 4(a) depicts the in-
ex response for a change from negligible to 140 ppmv of
ethanol in N2. The corresponding mass uptake [Fig.
(b)] is measured via QCM frequency shift. Accurate mass
ow control devices link the vapor concentration of agent
o mass uptake and index change in the SL. The test pro-
edure begins with an N2 purge, continues as a chemical-
aden vapor stream is introduced into the chamber, and
oncludes with another N2 purge. Figure 4 shows mul-
iple cycles of this procedure. The data shown begin while
he chemical is in the chamber, indicated by increased in-
ex [Fig. 4(a)] and mass uptake [Fig. 4(b)]. For the sense
aterial, HFAPNB, we observe an index change that
cales linearly with concentration change and mass up-
ake of methanol for concentrations between 0 and 1000
pmv. Specifically, nSL5.610−61/ppmv, and nSL
5.4103 cm2/g, where m /Ag/cm2 is the mass up-
ake per unit area of the polymer film. The response is not
inear near saturated flows, i.e., for concentration changes
reater than 8000 ppmv.
We note a baseline drift in the index response, while
he baseline in the mass uptake is essentially constant.
ig. 4. (a) Ellipsometric response, nSL, of the chemically sen-
itive polymer, HFAPNB, to 140 ppmv of methanol vapor. (b) The
orresponding QCM response. For low concentrations, nSL re-
ponds linearly with mass uptake and concentration with nSL


























































































646 J. Opt. Soc. Am. B/Vol. 23, No. 4 /April 2006 Lillie et al.hese observations are consistent with polymer densifica-
ion. Since the mass uptake is constant, the index drift is
ot a result of chemical accumulation in the polymer. Fur-
her, the baseline polymer thickness (not shown) also de-
reases, supporting densification. In fact, Drozdov17 ex-
lains theoretically the experimental observation that
oth compressive and tensile stresses cause densification
f glassy polymers. The observed cyclic increase and de-
rease in thickness that is induced in HFAPNB by re-
eated cycling between chemical atmosphere and N2
ause tensile stresses in the polymer. Thus, the baseline
rift in the index data is likely caused by polymer densi-
cation.
. Sensor Measurement
odal patterns are digitally sampled at 10 Hz and inte-
rated to give an effective bandwidth of 1 Hz by using a
40480 element CCD array. A representative multi-
ode image is shown in Fig. 5(a). Figure 5(b) shows the
orresponding one-dimensional (integrated vertically) in-
ensity. The difference between intensity patterns at 0
nd 37 ppmv methanol in N2 is shown in Fig. 5(c). In con-
rast, the variation or noise corresponding to a steady,
ear-zero concentration is shown in Fig. 5(d). The goal is
o accurately identify significant modal pattern changes
s in Fig. 5(c) in the presence of the modal pattern noise
hown in Fig. 5(d). The difference between the signal in
ig. 5(c) and the noise in Fig. 5(d) illustrates that the
ensing of tens of parts per 106 of methanol in vapor is
eadily achievable. Optimal pattern interpretation, i.e.,
ignal processing to optimize the SNR, can significantly
mprove sensitivity.
Figure 6 shows a comparison between simulated and
easured modal difference patterns for a methanol vapor
oncentration change of 35 ppmv. The modal difference
attern at time t can be written as Pt , j−P0, j" j,
here Pt , j is the power of pixel j at time t (the pixel sig-
al is actually an integrated power). Although the overall
agnitudes of the deviations are similar for simulated
nd experimental modal patterns, the shape is sensitive
o the details of the fabricated structure, the illumination,
nd the detection system. Here, the experimental pattern
as a slightly smaller standard deviation. The simulated
atterns were created using the BPM and then integrated
patially to match the effective experimental resolution.
lthough the output resolutions are similar, the exact il-
umination conditions may be different, exciting different
umbers of modes under the SL and causing different
odal pattern repetition periods. This would account for
he difference in standard deviations between simulated
nd measured patterns. However, as discussed below, a
ethod of quantifying the deviation is sufficient to cali-
rate the sensor response.
The effective experimental pixel pitch is estimated at
.4 m, which is determined by the experimental optics
nd not the CCD array. The long-working-distance objec-
ive has an acceptance half-angle of 24°, insufficient to
apture some higher-order modes. Unfortunately, the
igher-order transverse modes have a longer effective
ath length under the SL and are inherently more sensi-ive. This limitation can be overcome by different outcou-
ling methods, such as a grating or a larger numerical-
perture objective.
Optimizing the sensitivity requires a quantitative as-
essment of modal pattern changes. This pattern assess-
ent requires an appropriate figure of merit (FOM) to re-
iably and quantitatively detect an agent-induced index
hange in the presence of noise. We note that the modal
attern from each sensor, and hence each data set, varies
wing to subtle changes in coupling and the associated
hanges in mode intensity in the multimode waveguide.
egardless of the particular multimode pattern, the FOM
hould produce a largely identical response for a given
oncentration change. Here, we report the performance of
ombined pixel power tracking (CPPT), since it is a
imple, sensitive, and robust FOM for quantifying the
ultimode pattern changes.
Specifically, a useful FOM is based on the response of
any pixels and allows for pixels with different starting
owers and response magnitudes. In addition, it must ac-
ount for pixels that respond with an increase or decrease
n power to the chemical. For example, Fig. 7 shows the
aw pixel power responses of three representative pixels.
or the highest-power pixel, a concentration change from
4 to 75 ppmv produces a disproportionate (no) change
ig. 5. Representative multimode patterns. (a) Captured CCD
mage. (b) Corresponding intensity profile. (c) Pixel power differ-
nce pattern for 37 ppmv CH3OH. This difference in the patterns
ndicates detection. (d) Pixel power difference pattern with no ap-
lied chemical. All patterns are 100 m wide.
ig. 6. (a) Simulated and (b) measured multimode difference
atterns, which show the pattern changes after a methanol vapor
















































































Lillie et al. Vol. 23, No. 4 /April 2006 /J. Opt. Soc. Am. B 647ompared with the last three concentration changes (30,
5, and 8 ppmv), which produce an easily identifiable and
roportional power change. This lack of change is due to
he complex interaction of the waveguide modes. Further,
he middle-power pixel increases power in response to the
hemical, whereas the other pixels decrease. Finally, this
OM should produce the greatest SNR in response to the
hemical concentration. And, it must be quantifiably, pref-
rably linearly, related to the chemical concentration
hange. We show that CPPT involves the combined power
hanges of all pixels within the modal pattern image and
hus meets these criteria.
Optimal combinations of the observations of a set of
ensors, each observing an event with a different SNR,
ave been studied extensively.18 For this sensor, many
ixels record a slightly different version of the sense event
ith a different SNR. The optimal combination of pixels
hould maximize the SNR and maintain a quantifiable re-
ationship with the SL index and hence chemical concen-
ration. We assume that the noise of each pixel is uncor-
elated and has Gaussian statistics. Experimentally, we
nd limited correlation among pixels due primarily to the
odal structure of the image. We look for the optimal
eights, wj, to assign to the changes occurring in each
ig. 7. Magnitude and direction of response vary considerably
mong three representative pixels as the methanol vapor concen-
ration changes between 24, 54, 75, 149, 59, 30, 15, and 8 ppmv.
ig. 8. Simulated (curves) and experimental (circles) sensor re-
ponses as measured by the S FOM to an increase in the sense
ayer index, establishing a direct link between the FOM and the
L index change. Simulated response is shown for pixels with
.35, 4, and 8 m pitches; experimental response corresponds to
1.35 m pixel pitch.ixel in response to the chemical. We define pixel power
hanges as
Pt,j  Pt,j − P0,j1 min, 2
here Pt , j is the power of pixel j at time t and
P0, j1 min represents the mean power of a pixel over a
eference minute of the measurement (during which time
e assume there is no chemical). We form a weighted













2 is the variance in the jth pixel measured over
he same reference minute as P0, j1 min. Brennan
18
uggests these same weights when evaluating maximal-
atio diversity for fading multipath detection of radio
ransmissions. To maintain linearity in P, which is pro-
ortional to index change, we take the square root of this
uantity. We therefore define our FOM of modal pattern







his quantity is simply the root-mean-square SNR of all
ixels. This practical, simple measure can easily be imple-
ented using standard CMOS technology, allowing an in-
egrated device with real-time modal pattern processing.
urthermore, the reference parameters, P0, j1 min and
j
2, can be reassessed at any time, allowing S to represent
he change in concentration from the reference time. This
eassessment also reduces the long-term drift that is of-
en present in actual sensor systems.
Figure 8 shows the change in S for a range of SL index
hanges, nc near 10−4, for both simulated and measured
ata, and shows that the FOM is proportional to index
hange. The simulated responses are calculated for three
istinct spatial resolutions of the modal pattern corre-
ponding to pitches of 1.35, 4, and 8 m. The highest sen-
itivity is achieved with the highest spatial resolution.
he measured modal patterns have a spatial resolution
orresponding to a pitch of 1.35 m. The simulated pixels
re assumed to have the same relationship between noise
ariance and pixel power as measured experimentally. We
nd that the simulation produces a response that is three
imes greater than the measured response. The apparent
igher sensitivity of the simulation can again be ex-
lained by the numerical aperture of the experimental op-
ics. However, in the fully integrated system, significantly
ore modes do impinge on the evanescently or grating-
oupled detectors, and the pattern resolution is limited
nly by pixel pitch.
Like many multimode devices, the output image is pe-
iodic in nc, and the FOM is also periodic. However, the





































































































648 J. Opt. Soc. Am. B/Vol. 23, No. 4 /April 2006 Lillie et al.s approximately linear as shown in Fig. 8. In fact, the ex-
erimental response (circles) is also approximately linear
ith a slope of 0.73/ppmv. However, at high nc 5
10−4, not shown, the sinusoidal behavior is observed.
ne can retain the high sensitivity in the linear regime by
esetting the reference parameters in real time. Further-
ore, multiple reference parameters can be acquired and
sed to unambiguously identify the index change. Alter-
ately, interferometers with different sensitivities to the
gent could be added to the system to modify the index
eriod and thus the dynamic range.
Figure 9 shows the response of the sensor interpreted
y the CPPT FOM, S. It has a defined response at each
hemical vapor concentration level including the lowest,
t 8 ppmv of methanol vapor. The response is notably im-
roved from that of individual pixels (Fig. 7). For concen-
rations less than 80 ppmv, it is linear with concentration.
t higher concentrations (149 ppmv), a slight deviation
rom linearity in the combined response is observed, con-
istent with a cyclic response of the multimode pattern.
e note that the noise appears to vary with concentration
n Fig. 9; however, we have traced the source of this noise,
sing mass-uptake data (not shown), to the (MFCs),
hich digitally adjust the flow to maintain the flow rate.
he MFC manifold produces the smallest concentration
uctuations at the 149 ppmv level, consistent with flow-
ate-dependent fluctuations. At these concentrations, the
oise is dominated by other noise sources and not the
FCs. Therefore, we can estimate the minimum sensitiv-
ty as limited by the optical noise of the experimental
etup. Choosing a minimum sensitivity corresponding to
	, where 	 is the standard deviation in the signal at 149
pmv, we see that the results of Fig. 9 demonstrate a sen-
itivity of 450 ppbv for methanol in N2.
. MINIMUM DETECTABLE
ONCENTRATION–INDEX CHANGE
e now discuss the implications of a sensitivity limit
ased on the SNR and extrapolate the demonstrated sen-
itivities to a fully integrated Si-CMOS-based sensor. The
riteria used to compare sensing ability vary considerably
n the literature. Schneider et al.19 use a detection limit
ased on a 10% change in signal intensity. Others use the
NR SNR=intensity change/	 as the basis for a detec-
ig. 9. Aggregate response of all pixels, as quantified by the
odal pattern FOM, S. Same concentration changes as in Fig. 7.ion limit. For example, both Luff et al.20 and Branden-
urg et al.21 report a 3	 detection threshold. Although
heir approach is specific to biological agent detection,
lair and Chen3 specify a 2	 detection limit. Although en-
ironmental fluctuations may be large, it is still useful to
pecify sensitivity in terms of inherent sensor system
oise.
Here, we discuss the basis for these sensitivity esti-
ates and suggest a common comparison standard. We
se a methodology similar to the bit error rate formalism,
he standard performance measure for communication
hannels. Simply, the sensitivity is the minimum detect-
ble change (MDC) in sensor output. The MDC is based
n the probability of error in the measurement, when
hanging between two states. The simplest change is be-
ween the no-chemical (NC) State and the state of the
inimum detectable amount of chemical (C); however,
his equally applies in changing between one concentra-
ion and another. This is the resolution of the detection
ystem. This error probability is given by
pE = pNCpCNC + pCpNCC, 6
here pNC is the probability of no chemical being
resent, pC NC is the probability of indicating a chemi-
al when none is present, pC is the probability of having
chemical present, and pNC C is the probability of not
ndicating when a chemical is present. The quantities,
NC and pC are the fraction of time the sensor is in
ither state. For sensors, a chemical is not present a ma-
ority of the time. That is, pC
pNC, resulting in pE
pC NC. In other words, it is mainly the noise distri-
ution when a chemical is not present that determines
he total probability of error. However, both the false-
ositive probability and the false-negative probability are
mportant sensor metrics. Therefore, since pNC and
C are not known a priori, we evaluate pC NC and
NC C.
The experimental sensor system is dominated by mul-
iplicative noise sources, primarily from optical source in-
ensity and coupling fluctuations and associated image
patial jitter. In addition, these noise sources are uncor-
elated, allowing their variances to be added. We find, ex-
erimentally, that the combined noise sources have ap-
roximately Gaussian characteristics.
In optical sensing, the limit of detection is usually
pecified by a single parameter, generally 3	. However, in
ractice, we should distinguish between the detection
hreshold and the MDC. If the sensor output exceeds the
hreshold, a chemical is detected. On the other hand, the
DC is the minimum concentration that can be detected
ith a specified accuracy. Specifying the MDC at the 3	
evel usually requires a threshold lower than 3	. In gen-
ral, therefore, both pC NC and pNC C are required
o choose the MDC and the threshold. When one is mini-
izing the total probability of error, pE, and in the limit of
C
PNC, these values are equal. However, in this
ase, when the sensor is exposed to the MDC, pNC C
0.5. That is, the false-negative probability is 50%.
Maintaining an error, PNC C of 0.1% when a chemi-
al is present requires a threshold of 3	 below the MDC.
o maintain this error regardless of chemical state, the























































































Lillie et al. Vol. 23, No. 4 /April 2006 /J. Opt. Soc. Am. B 649he no-chemical state. This requires that the MDC be 6	
nd the threshold be 3	 above the mean level in the no-
hemical state (assuming that the noise is independent of
he mean signal). Therefore, the 3	 level may not literally
epresent the minimum detectable concentration in prac-
ice. Lastly, we note that Gaussian noise 	 is reduced
ith longer integration times, . Specifically, the MDC
1/ and is correctly specified in the context of integra-
ion time.
Having noted these issues, we choose the minimum de-
ectable index change (minimum detectable concentration
hange) [MDIC (MDCC)] as the index (concentration) at
hich the signal changes by 3	 for a 1 Hz bandwidth. On
he basis of this formalism, the sensor output (Fig. 9) has
n MDIC of 2.510−6. The corresponding MDCC (for
ethanol vapor) is 450 ppbv. This index sensitivity com-
ares favorably with that of a recent surface-plasmon-
ased biosensor2 with a 3	 MDIC of 3.610−6. Dostalek
t al.2 describe their index sensitivity as 1.210−6, but
his is the 1	 MDIC.
. Noise Considerations
e assess the intrinsic system noise and thereby deter-
ine the best possible sensitivity. The noise arises from
ource fluctuations, shot noise, read noise, and noise as-
ociated with dark current. Although source fluctuations
re often quantified in terms of relative intensity noise,22
IN the integration time of sensors requires that the
ource be quantified in terms of low-frequency fluctua-
ions, i.e., drift. As a fully integrated sensor will include a
eedback-stabilized laser, and, as all images are normal-
zed to constant intensity, these fluctuations are negli-
ible. CMOS detectors accumulate photogenerated elec-
rons in a capacitive structure, termed a well. The
umber of photogenerated electrons, N, is proportional to
he optical power, P. Shot-noise variance, which is due to
he random arrival time of photons, scales as the mean
umber of captured photoelectrons.23 Read noise, which is
pecified per read event, can be reduced by using a larger
ell size. The read-noise variance of a typical CMOS
rray,24 is 1852e−2. For the same CMOS array at 25°C,
nd for a 1 s total collection time, the dark-current shot-
oise variance is about 1352e−2. Thus, for a well size of
.125106e−, and sufficient intensities, a fully inte-
rated sensor system is shot-noise limited. However, for
ixels with low intensities, read noise and dark-current
oise also contribute to the total noise.
Figure 10 depicts the observed noise performance of the
xperimentally demonstrated sensor (triangles) and the
stimated noise performance of a fully integrated sensor
dashed curve) that is limited by fundamental noise
ources. The noise level of the demonstrated sensor is
igher than that of the fully integrated sensor, which is
et by shot noise, read noise, and dark-current noise. The
easured noise is not purely additive but is functionally
elated to intensity. The linear behavior of the measured
ensor noise at higher intensities is consistent with signal
uctuation caused by variations in positioning equip-
ent. As this fluctuation will be removed in a fully inte-
rated sensor, we estimate the ultimate sensitivity by
onsidering only the intrinsic noise of the system. When
ompared with the experimentally measured noise, a re-uction in pixel standard deviation 	 of 5 and a cor-
esponding reduction in MDIC are possible.
. Additional Factors and Ultimate Sensitivity
wo additional factors affect the ultimate sensitivity of
he fully integrated CMOS sensor: the pixel size and the
uiding layer thickness. The pixel size determines the
patial integration of the multimode pattern. In a fully in-
egrated device, the CMOS array may be evanescently or
rating coupled. The experimentally measured system,
owever, includes imaging optics that magnify the multi-
ode pattern incident on the CCD array. The effective
esolution experimentally, 1.4 m, is limited not by the
ctual camera pixel pitch but by the numerical aperture
f this imaging system. Simulated results (Fig. 11) show
he sensitivity variation with spatial bandwidth for our
00 m waveguides. Commercial Si-CMOS detector ar-
ig. 10. Comparison between the standard deviation, 	, and the
ntensity, I, of the measured sensor system (triangles) and the
tandard deviation estimated for a fully integrated sensor lim-
ted by fundamental noise sources (dashed curve), essentially
hot noise. This represents a 4–6 reduction in the noise.
ig. 11. Simulated data (triangles) showing the effect of spatial
esolution in the detected multimode pattern on device sensitiv-
ty. An increase in pixel pitch from 1.35 to 2.8 m reduces sensi-
ivity by 2.1. Experimental sensitivity (about one third of

































































































650 J. Opt. Soc. Am. B/Vol. 23, No. 4 /April 2006 Lillie et al.ays are available with a pixel pitch of 2.8 m.25 Using an
rray with this pitch reduces sensitivity by 2.1.
We can improve the sensitivity by increasing the eva-
escent field within the sensing layer and thereby the
ndex-sensitivity coefficient, neff /nSL. Thinning the cur-
ent guiding layer thickness from 0.20 m to the optimal
hickness of 0.13 m improves sensitivity by 20%. This
mprovement requires an input grating coupler for prac-
ical implementation. These two factors (assuming
.8 m pitch) create a net sensitivity reduction of 1.8.
hus by optimizing guiding layer thickness, accounting
or pixel size, and operating in the shot-noise limit, we es-
imate that the MDIC9.210−7. This corresponds to a
ethanol vapor concentration of 170 ppbv.
Having established its index sensitivity, we now infer
he response of the sensor to other agents. We have deter-
ined the optical response of HFAPNB to isopropanol,
enzene, and water by using the described ellipsometric
echniques.9 The index response of HFAPNB to isopropyl
lcohol is 33 stronger than that for methanol, the re-
ponse to benzene is 15 stronger, and the response to
ater is 3 greater at a given concentration. Thus, the
ensitivities of the experimentally measured sensor to iso-
ropanol, benzene, and water are 15, 30, and 150 ppbv, re-
pectively. Extending this to an optimized integrated sen-
or yields sensitivities for isopropanol, benzene, and
ater of 6, 12, and 57 ppbv respectively.
We have described an interferometric waveguide sen-
or platform that is highly sensitive to SL index changes.
ith HFAPNB as the SL, the sensor is sensitive to
ethanol vapor, isopropanol, benzene, and water (when
ntroduced independently). However, the underlying sen-
or platform responds to index changes in any of its opti-
al layers, although this occurs predominantly in the SL
aterial. Both chemical and thermal interactions can cre-
te these index changes and potentially interfere with
arget agent detection.
Further sensor design considers polymer–chemical in-
eractions. If mixtures of chemicals are introduced, the in-
ex response depends on the composite index response of
he SL. All chemicals present, including the target agent
nd other environmental chemicals, affect this response.
hese other environmental chemicals (including water
apor) can obscure the target agent. A selective sensor
dentifies the target agent in the presence of these obscur-
ng substances. Two methods to develop a selective sensor
sing the described platform are suggested for future con-
ideration.
The simpler method uses a natural or engineered SL
aterial that is chemically / or physically tailored or both
o detect a particular agent. This material could facilitate
chemical reaction that requires the target agent. It
ould also have some physical shape or size that matches
hat of the target agent. The index response to the target
gent for this kind of SL should be much greater than to
ther environmental chemicals. This SL would simply re-
lace the HFAPNB SL on the sensor platform. Another
ethod, which does not require materials with specific
roperties, uses an array of sensors, identical in every
ay except that they have different polymer SLs. Dennis
hows that the different rates of uptake of chemicals into
hese polymers can be used to differentiate quantitativelyhe elements of a mixture (including water vapor) of
hemical agents.26
Further, as specified earlier, the SL index thermal sen-
itivity is −2.410−4/ °C. Limiting the temperature de-
endence to maintain the MDIC requires that the tem-
erature be held constant to within ±0.004°C. Thus, in
he absence of isothermal conditions, a reference sensor
ust be used to counter this temperature sensitivity.
. CONCLUSION
n conclusion, we have demonstrated a multimode inter-
erometric chemical sensor on silicon that is fully compat-
ble with the fabrication constraints of Si-CMOS circuitry.
he changing modal patterns have been processed using
simple, but effective, modal image-processing strategy,
hich produces an optimal, robust sensing metric. A tech-
ique to measure the material optical response to various
arget agents has also been demonstrated, permitting de-
ice simulation and prediction of device sensitivity to
hese agents. An error probability formalism was used to
efine the device sensitivity, the minimum detectable
hange. The minimum detectable index change of the
emonstrated device (for a 1 Hz bandwidth) is 2.510−6.
he corresponding minimum detectable concentration
hange for methanol vapor absorbed into HFAPNB is 450
pbv. The intrinsic noise performance of a fully integrated
ensor on Si-CMOS suggests that the attainable mini-
um detectable index change is 9.210−7. The demon-
trated techniques and performance enable the creation
f intelligent, adaptable, fully integrated sensor systems.
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