A well known method to transfer the population of a quantum system from an eigenspace of the free Hamiltonian to another is to use a periodic control law with angular frequency equal to the difference of the eigenvalues. This paper gives a theoretical proof of this experimental result. We introduce a notion of efficiency and demonstrate its interest for the design of controls on the example of the rotation of a planar molecule.
1 Introduction
Effective control of quantum systems
The state of a quantum system evolving on a finite dimensional Riemannian manifold Ω, with associated measure µ, is described by its wave function, that is, a point in the unit sphere of L 2 (Ω, C). A system with wave function ψ is in a subset ω of Ω with the probability ω |ψ| 2 dµ.
In the absence of interaction with the environment, the time evolution of the wave function is given by the Schrödinger equation
where ∆ is the Laplace-Beltrami operator on Ω (with suitable boundary conditions) and V : Ω → R is a real function (usually called potential) accounting for the physical properties of the system. When submitted to an excitation by an external electric field (e.g. a laser), the Schrödinger equation reads
where W : Ω → R is a real function accounting for the physical properties of the laser and u is a real function of the time accounting for the intensity of the laser.
A natural question, with many practical implications, is whether there exists a control u that steers the quantum system from a given initial wave function to a given target wave function (controllability issue) and, more important, how to build this control law (effective design of controls).
Considerable efforts have been made by different communities to study the controllability of (1). We refer to [BCCS11, BL10, Ner10, Mir09] and references therein for a description of the known theoretical results concerning the existence of controls steering a given source to a given target. As proved in [Ner10, MS10, PS10] , approximate controllability is a generic property for systems of the type of (1).
Effective control algorithms have been obtained [WRD93, OKF98, BST08] . Most of the controls used in practice exhibit a remarkable pattern of periodic shape, with frequency corresponding to a resonance in the quantum system. They appear to work remarkably well, with little influence of the shape [BFS86] . However, to our knowledge, no theoretical proof of this effectiveness is available. The aim of the present paper is to provide a mathematically rigorous explanation of the surprising robustness of these control algorithms.
Framework and notations
We first reformulate the problem (1) in a more abstract framework. In a separable Hilbert space H endowed with norm · and Hilbert product ·, · , we consider the following evolution problem:
where (A, B) satisfies Assumption 1.
is a pair of linear operators such that 1. A is skew adjoint with purely discrete spectrum (iλ n ) n∈N ;
2. the sequence (λ n ) n∈N takes value in (0, +∞), is non-decreasing and its only accumulation point is +∞;
there exists an Hilbert basis
4. for every ψ in D(A), ψ belongs to D(B) and there exists s A,B < 1/2 such that Bψ ≤ (iA) s A,B ψ ;
6. For every interval I containing 0, for every Radon measure u on I, t → A(t) := e u([0,t))B Ae −u([0,t))B is a family of skew-adjoint operators with common domain D = D(A) and A is continuous with bounded variation from I to B(D, H); 7. For every interval I containing 0, for every Radon measure u on I, A :
The Assumption 1.5 ensures that, for every constant u in R, A+uB generates a group of unitary propagators. Hence, for every initial condition ψ 0 in H, for every piecewise constant control u, we can define the solution of (2) that we will note t → Υ The result of Proposotion 2 is classical under Assumption 1 for controls with bounded variations (see [Kat95] ). It has recently been extended (see [BCC11] ) to the set of Radon measures endowed with the distance of total variation. This framework includes L
Main result
Definition 1. A point (j, k) of N 2 is said to be a uniquely resonant transition of (A, B) if (i) j = k, (ii) φ j , Bφ k = 0 and (iii) for every l, m, p in N, p|λ j − λ k | = |λ l − λ m | implies {j, k} = {l, m} and p = 1, or φ l , Bφ m = 0. A point (j, k) of N 2 is said to be a multiple resonant transition of (A, B) if (i) j = k, (ii) φ j , Bφ k = 0 and (iii) there exist p, l, m ∈ N such that {l, m} = {j, k}, φ l , Bφ m = 0 and
to 1 as n tends to infinity.
This results provides a rigorous formulation of a well-known fact: to induce a transition between levels j and k of a quantum system, one can use a periodic excitation of frequency exactly equal to the difference of the corresponding eigenvalues. For almost every shape of the control, the trajectory eventually reaches any neighborhood of the target, provided the control is small enough and has the correct frequency. As it is well known from experiments, the situation is more intricate with multiple resonant transitions.
Content of the paper
The paper splits in two parts. The first one is a theoretical proof of Proposition 3. Some technical tools are introduced in Section 2.1. A time reparametrization (Section 2.2) allows to prove Proposition 3 (Section 2.3). In a second part, the theoretical results are tested on numerical simulations of the rotation of a planar molecule.
Proof of the convergence result
The strategy of the proof is inspired by [CMSB09, BCCS11] and relies upon the approximation of the original infinite dimensional system by its finite dimensional approximations.
Good Galerkyn approximation
In this Section, we explain how to construct a good Galerkyn approximation of the original system. The term "good" refers to the fact that the error made when replacing the original system by its Galerkyn approximation is bounded uniformly with respect to the control u. What follows is a very simplified version of a much more general construction (valid also for operators with continuous spectrum) presented in [BCC11] .
Under Assumption 1.2, −iA is a self-adjoint, bounded from below operator. For every α in R, the translation from A to A + αiId H has no effect on the dynamics of (2) but a physically irrelevant shift in the phases. Up to a suitable translation, one may assume that iA is a self-adjoint operator of H with positive eigenvalues. For every
Proposition 4. For every ψ 0 ∈ D(A 2 ) and K > 0, there exists C K such that for every T ≥ 0 and for every control u for which u L 1 < K, one has
Proof. Let x(t) be a solution ofẋ = (A + u(t)B) x with initial condition ψ 0 . By Assumption 1.5, x(t) belongs to D(A 2 ) for every t. Consider the real mapping
so that, thanks to Assumption 1.4,
Gronwall lemma implies that
The result follows by taking
For every N in N, we define the orthogonal projection
| tends to 0, uniformly with respect to u, as N tends to infinity.
By Assumption 1.4, there exists s A,B in (0, 1/2) such that
for every x ∈ D(A) and (5) is a direct consequence of (4) applied with s ∈ (2s A,B , 1).
The Galerkyn approximates of A and B of order N are the operators
We define the system (Σ N ) aṡ
and call X (N ),u t the propagator of (Σ N ).
With an obvious abuse of notation, we will sometimes identify the operators A (N ) and B (N ) with their restrictions to the invariant space span 1≤l≤N {φ l } and with their matrices in the basis (φ l ) 1≤l≤N . Entries of B (N ) are denoted (b l1,l2 = φ l1 , Bφ l2 ) l1,l2 . With these identifications, (Σ N ) turns into a finite dimensional system in C N .
for every t ≥ 0 and i = 1, . . . , n.
Proof. Let > 0, K ≥ 0, n ∈ N be given. By Proposition 5, there exists N ∈ N such that, for every u ∈ L 1 (0, ∞) for which u L 1 ≤ K, we have
for every t ≥ 0 and j = 1, . . . , n. Fix j in 1, . . . , n and consider y j : t → π N Υ u t (φ j ). The mapping t → y j (t) is absolutely continuous and, for almost every t ≥ 0,ẏ
Hence, for every t ≥ 0,
The norm of t → B(Id − π N )Υ u t (φ j ) is less than or equal to /K for every t ≥ 0 and, since X
Time reparametrization
We note P C the set of the piecewise constant functions for which there exist two sequences (u j ) 1≤j≤p and (t j ) 1≤j≤p with value in (0, +∞) such that
where χ is the characteristic function and the sequence (τ j ) is defined by induction: τ 1 = 0, τ j+1 = τ j + t j . An element u of P C will be denoted (u j , t j ) 1≤j≤p .
The involutive mapping
performs a time reparametrization of the system (2). Indeed, introduce the control system dψ dt = (u(t)A + B)ψ(t),
whose solution with initial condition ψ 0 will be denoted by t →Υ u t ψ 0 .
Proposition 7. For every ψ 0 in H, for every control u in P C,Υ
Proof. This follows from the equality e t(A+uB) = e tu( 1 u A+B) , valid on every interval where u is constant.
Proof of Proposition 3
Let > 0, u * a non vanishing piecewise constant function, T -periodic, j < k two integers be given as in the hypothesis of Proposition 3.
The function t → t 0 |u * (τ )|dτ is non-decreasing. We denote with v * its reciprocal function. We define also I = T 0 |u * (τ )|dτ or, equivalently, v
By Proposition 6, there exists N in N such that for every l < k, for every u, for every t in R,
where X (N ),u is the propagator associated with the control system (Σ N ). We introduce the sequence u n = 1 n u * . For every n in N, u n is a nonvanishing T -periodic function and
In particular, P|u n | is a I n periodic function and
The primitive v n of P|u n | taking value 0 at 0,
satisfies, for every t in R + ,
Equivalently, one can define v n as the reciprocal of the increasing function t → t 0 |u n (τ )|dτ .
Let us note t → x n (t) the solution oḟ
with initial condition φ j . The set [0, T ] can be written as a finite union of disjoint intervals
such that u * takes positive (resp. negative) values on
We apply the P reparametrization to the positive function |u * | separately on every intervals in J + and J − . Defining the sets G
|u n (τ )|dτ = l}, we obtain the dynamics of y n = x n • v n :
For every t, we define z n (t) as
Notice that, for every t, for every l in N, | φ l , z n (t) | = | φ l , y n (t) |. From (10), one deduces the dynamics of z n , valid for almost every t in G
Notice that, for every k, the mapping t → φ k , z n is Lipschitz continuous with Lipschitz constant Bφ k . Finally, we define the time varying N × N matrix M n (t) equal to
. Lemma 8. Let M † be the constant N × N matrix whose entries are, for 1 ≤
and zero else. Then, for every t in R + , the sequence (X (N ),un t ) n tends to exp(tM † ) as n tends to infinity. 
This last quantity obviously tends to zero as n tends to infinity.
This last quantity tends to
as n tends to infinity, uniformly with respect to t in any compact set. From [AS04, Lemma 8.10], the solutions ofẋ = M n (t)x with initial condition x 0 tend uniformly with respect to t in any compact set to the solutions oḟ x = M † x with initial condition x 0 .
As a consequence of Lemma 8, for every t, z n (t) tends to exp(tM † )φ j as n tends to infinity. Hence, if (j, k) is a uniquely resonant transition of (A, B),
as n tends to infinity. Choosing
one gets that | φ k , x n (T * n ) | tends to 1 as n tends to infinity.
By definition of v * , for every n in N,
accumulates in anneighborhood of 1. The fact that the sequence (T * n ) n∈N does not depend upon gives the desired convergence.
Knowing that v * is non-decreasing and v * (lI) = lT for every l in N, one deduces the asymptotic behavior of T * n as n tends to infinity, nT * ≤ T * n ≤ (n + 1)T * where with u * ,l
Notice finally that the mapping
For every t, the matrix t 0 M l,l (τ )dτ tends to tM † , uniformly with respect to t in a compact set, as l tends to infinity. Hence the solutions ofẋ = M l,l (t)x tend to the solutions ofẋ = M † x, uniformly with respect to the time in a compact interval, as l tends to infinity. That concludes the proof of Proposition 3.
Efficiency of the transfer
For every non constant T-periodic u * , we define the efficiency of u * with respect to the transition (j, k) as the real quantity:
In the case where a transition (j, k) is uniquely resonant, sup u E (j,k) (u) = 1 (consider a sequence of controls that tends to a periodic sum of Dirac functions). An example of u * with zero efficiency is presented in Section 3.
An intuitive explanation of the efficiency could be the following: the L 1 norm of the control (considered as a cost, closely related to the time) needed to induce the transition between levels j and k using periodic controls of the form u n is equal to π/(2|b j,k |E (j,k) (u * )).
Multiple resonant transitions
The procedure we have used in the present paper (namely, use any periodic control with non zero efficiency with respect to the transition (j, k)) cannot be applied if the transition (j, k) is multiple resonant. To generate anyway a transfer from level j to level k, one should chose a control u such that E (j,k) (u) be as large as possible and E (l1,l2) (u) be zero (or arbitrarily close to zero) for every l 1 , l 2 such that λ l1 − λ l2 ∈ (λ j − λ k )Z. The algorithm we have described in [BCCS11] allows to build u such that E (j,k) (u) > 0.43, with E (l1,l2) (u) arbitrarily small for every l 1 , l 2 satisfying {l 1 , l 2 } = {j, k} and |λ l1 − λ l2 | = |λ j − λ k |.
Rotation of a planar molecule
In this Section, we apply our results to the well studied example of the rotation of a planar molecule (see [Bou99, BCM + 09, BCCS11, ST05]).
Presentation of the model
We consider a linear molecule with fixed length and center of mass. We assume that the molecule is constrained to stay in a fixed plane and that its only degree of freedom is the rotation, in the plane, about its center of mass. The state of the system at time t is described by a point θ → ψ(t, θ) of L 2 (Ω, C) where Ω = R/2πZ is the one dimensional torus. The Schrödinger equation writes
where ∆ is the Laplace-Beltrami operator on Ω. The self-adjoint operator −∆ has purely discrete spectrum {k 2 , k ∈ N}. All its eigenvalues are double but zero which is simple. The eigenvalue zero is associated to the constant functions. The eigenvalue k 2 for k > 0 is associated to the two eigenfunctions θ → 1 √ π cos(kθ) and θ → 1 √ π sin(kθ). The Hilbert space H = L 2 (Ω, C) splits in two subspaces H e and H o , respectively the spaces of even and odd functions of H. The spaces H e and H o are stable under the dynamics of (11), hence no global controllability is to be expected in H.
Uniquely resonant case
We first concentrate on the space H o . The restriction A of i∆ to H o is skew adjoint, with simple eigenvalues (ik 2 ) k∈N associated to the eigenvectors
The restriction B of ψ → cos(θ)ψ to H o is skew-symmetric. The couple (A, B) satisfies Assumption 1.
The Galerkyn approximation of A and B at order N are
Our aim is to transfer the wave function from the first eigenspace to the second one. The numerical simulation will be done on some finite dimensional space C N . The constant C A,B of Assumption 1.4 is 1. The controls we will use in the following have L 1 norm less than 13/3 and, from Proposition 4, the A norm of Υ u t (φ 1 ) will remain less than exp(13/3) ≈ 76 for every time. From Proposition 6, the error done when replacing the original system by its Galerkyn approximation of order 76/10 −4 ≈ 872 is smaller than = 10 −4 . This estimate is indeed very conservative and it can be improved using the regularity of the operator B.
Proposition 9. Let k be an integer. If B is bounded, then for every t in R + , for every locally integrable control u (not necessarily periodic),
Proof. We do the proof in the case where u (and hence Pu) is a finite sum of Dirac functions (i.e., t → t 0
Pu(τ )dτ is piecewise constant). Since the set of finite sums of Dirac functions is dense (for the metric of total variation) in the set of Radon measures, the result can be extended to locally integrable controls by continuity (Proposition 2).
For every t ≥ 0, consider t → ψ(t), the solution ofψ(t) = (P|u|(t)A + sg(u)B)ψ(t) with initial condition φ 1 .
Set z(t) = e |u * (τ )|dτ .
The Scilab source codes used for the simulation are available on the web page http://www.iecn.u-nancy.fr/∼chambrio/PreprintUK.html. We sum up the results in the following tabular. 
Not uniquely resonant case
We concentrate on the space H e . The restriction A of i∆ to H e is skew adjoint, with simple eigenvalues (ik 2 ) k∈N∪{0} associated to the eigenvectors (φ k ) k∈N∪{0} , with φ k : θ
. The restriction B of ψ → cos(θ)ψ to H e is skew-symmetric. The couple (A + i, B) satisfies Assumption 1. The translation from A to A + i just induces a phase shift and will be neglected in the following. The Galerkyn approximation of A and B at order N are
Our aim is to transfer the population from the first eigenspace, associated with eigenvalue 0, to the second one, associated with eigenvalue i. The transition (1, 2) is not uniquely resonant, and in contrary to what happens on the space of odd eigenfunctions, the limit matrix M † does not stabilize the space spanned by φ 1 and φ 2 . Note however that B only connects level 2 to levels 1 and 3. In other words, it is enough to find a 2π-periodic function u * such that E (2,3) (u * ) is zero and E (1,2) (u * ) is not zero (and as large as possible) to induce the desired transfer. This is achieved, for instance, with u * = n 2δ 2πn + δ 2πn−π/3 + δ 2πn+π/3 (this control is the limit of the sequence of piecewise constant controls build in [BCCS11] ), for which E (1,2) (u * ) = 
Conclusion
This main result of this paper will not surprise anyone already familiar with quantum control. Its interest lies rather, first in the theoretical rigorous proof of the convergence and second, in the interpretation of the notion of efficiency, seen as a measure of the wasted L 1 norm of the control to achieve a given transition.
Despite some recent advances in the field of bilinear control of skew-adjoint operators, many questions remain open. Among other topics, future works may concentrate on the design of time-efficient controls or on the control of systems where operators have continuous spectrum. and Dominique Sugny for many discussions and advices, Nabile Boussaïd for his most valuable help on the functional analysis topics and Denzil Millichap for many corrections.
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