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第1章 序論 
 
1.1 研究の背景 
 
 1.1.1 予測器と予測符号化 
 
予測とは，一般に過去から現在までの情報を基にして，事前に未来の現象を推し測ることで
ある．これを予知，予見ともいう．生物は，目的のために予測を行い，その予測結果を用いて
適切な行動を行おうとする．これを応用したものに予見制御がある．古来より人類も，過去か
ら現在までの情報や経験則に基づいて，生存のために，様々な予測を行い生活に利用してきた．
例えば，危険予知，地震予知，天気予報，経済予測などがある．これらを実現する予測方法に
は，統計をはじめとする，機械学習，データマイニング，カオス理論，シミュレーション，信
号処理などを用いたものがある．中でも，シミュレーションと信号処理などには，時系列信号
を予測するための予測器を用いる手法がある．この予測器は，時系列信号の特性に合わせて適
切な予測法が適用される． 
時系列信号の予測には，未知の予測値が未来値の前向き予測，過去値の後ろ向き予測がある．
また，予測法には，予測対象の信号を線形として取り扱う線形予測法と非線形として取り扱う
非線形予測法がある．これらの予測法は，その予測を行うために利用するデータの時間区間に
よって，局所的，中域的，大域的の予測に区分できる．各予測の特徴は，局所的予測は予測時
刻付近のデータによる予測，中域的予測は予測を行うための最適区間のデータによる予測，大
域的予測は過去から予測時刻直前，または，現在から予測時刻直後までのすべてのデータによ
る予測といえる．一般に時系列信号の予測は，大域的予測が行われる．さらに，非線形予測法
は，予測対象の信号を微小区間に分割し，それぞれの区間を線形近似して取り扱う線形予測と
任意の区間を非線形のまま取り扱う非線形予測を用いるものに区分される．予測器のパラメー
タの時不変，時変によっても区分される．時変予測器ならば，適応予測となる．また，予測対
象の時系列信号に対して，予測器を専用と汎用のものに区分できる． 
実際の時系列信号は，そのほとんどが非線形であるが，微小区間では線形で近似できるた
め，専用の線形予測器の利用も根強い．しかし，これも次第に非線形予測器になってきている．
汎用の線形予測器は，主に線形時系列信号，または，高精度が要求されない予測に使用されて
いる．線形予測法には，統計的手法が主に用いられ，単純平均，移動平均，簡易指数平均，重
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回帰，移動平均自己回帰など多くある．一般的な予測器には，自己回帰を適用するものが多い．
この予測器は，有限インパルス応答フィルタや1次ボルテラフィルタを応用したものと表現す
ることもある．フィルタには，ウィーナーフィルタなどがあり，線形動的システムに対して
は，主にカルマンフィルタを適用している．確率的手法としては，隠れマルコフモデルなどが
あり，最近は，カルマンフィルタに代わって，パーティクルフィルタが台頭しつつある．その
他代表的なものに，予測と量子化を同時に行う予測量子化器を用いる差分パルス符号変調
（Differential Pulse Code Modulation，以下DPCMと称する）や，これよりさらに圧縮率を上げる
ために，量子化幅を適応的に変化させる適応的DPCMなどがある． 
一方，非線形予測法を用いた予測器には，非常に様々なものがある．予測器へ適用する専用
非線形モデルには，航空機の縦系非線形運動方程式，大気変動を表わすローレンツ方程式，経
済予測に用いられる自己回帰条件付不均一分散モデル（Autoregressive Conditional Heteroske-
dasticity: ARCH）や一般化自己回帰条件付不均一分散モデル（Generalized Autoregressive Con-
ditional Heteroskedasticity: GARCH）などをはじめとし，非常に多くある．汎用モデルを用いる
予測器に適用する線形予測としては，線形予測法で用いる手法をそのまま局所線形予測に適用
する方法をはじめ，ヤコビ行列推定，動径基底関数（Radial Basis Function，以下RBFと称する）
などがある．決定論的[1]には，ローレンツ類推法，ローレンツ類推法とブートストラップ法の
融合法，SugiharaとMayの方法，池口と合原による改良類推法，FarmerとSidorowitchによるヤコ
ビ行列推定法，Lebaronの方法，五百旗頭らによる局所ファジイ再構成法，Meesによるボノロ
イ分割法などの局所線形予測がある．最近では，最新データの取捨を選択しながらの線形近似
[2]もある．非線形予測には，数学的手法では，平滑化スプライン，カーネル法[3]など，フィル
タでは，2次ボルテラフィルタ（Second-Order Volterra Filter，以下2VFと称する）など，ニュー
ロンネットワークでは，多層パーセプトロン，RBF組込み型多層パーセプトロン，RBFネット
ワーク（Radial Basis Function Network [4]，以下RBFNと称する），RBFNとDPCMの組合せ，リ
カレントニューロンネットワーク（Recurrent Neuron Network，以下RNNと称する），入力遅れ
ニューロンネットワーク（Input-Delay Neuron Network，以下IDNNと称する），時間遅れニュー
ロンネットワーク（Time-Delay Neuron Network [5]，以下TDNNと称する），ボルテラニューロ
ンネットワーク（Volterra Neuron Network，以下VNNと称する）などがある．以上列記したよ
うに，予測器に適用する予測モデルが非常に多くあり，その選択を行わなければならない．モ
デル選択基準として，統計学では，最終予測誤差，赤池情報量規準，ベイズ情報量規準，交差
検定，情報理論では，最小記述長などがある． 
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その他，予測器に関することとしては，予測器の構成や数値処理を工夫して予測精度を上げ
るアンサンブル予測などがあり，天気予報も近年この手法を用いるようになった．また，計算
機の処理速度向上のために条件分岐命令の分岐予測のための予測器，すなわち，分岐予測器や
その予測精度を向上させたハイブリッド予測器がある．最先端の分岐予測には，ニューロン分
岐予測が採用されており，パーセプトロン分岐予測器がある． 
時系列信号処理用予測器は，予測符号化で信号圧縮のために用いられる．予測符号化は，主
に線形と非線形に区分され非可逆圧縮を行う．線形予測法を用いるものを線形予測符号化
（Linear Predictive Coding，以下LPCと称する）と称する．非線形予測法を用いるものを非線形
予測符号化（Nonlinear Predictive Coding，以下NLPCと称する）と称する．予測符号化は，はじ
め線形予測法を用いていた．しかし，予測対象の時系列信号のほとんどが非線形であることか
ら，信号圧縮率向上のために，1990年代頃になって，ようやく非線形予測法を用いたNLPCの
研究が行われるようになった．線形予測器という言葉が最初に用いられたのは，1949年アメリ
カ合衆国のN. Wienerによる著書[6]の中である．音声信号へ線形予測法を最初に応用したの
は，1966年日本電信電話公社の斉藤と板倉が最尤法を使った自動音素識別法による音声符号化
である．1967年J. P. Burgが地震波解析に関して，時系列に線形予測モデルを当てはめる最大エ
ントロピー法[7]を使った手法を提案した．1969年斉藤と板倉は，さらに部分相関法を発表した．
同年G. J. Cullerは，リアルタイム音声符号化を発表している．また，1967年から1970年にかけ
て，B. S. AtalとR. W. SchaferやM. R. Schroederによって，適応予測符号化や線形予測音声符号化
などの成果がもたらされた[8]．このようにして，LPCの基礎が確立され，次第にオンラインシ
ステムに適合したLPCの改良が行われるようになった． 
一方，非線形予測法は，従来から多くあるものの，NLPCの研究の歴史は浅い．このため，従
来のNLPCを改善することを目的とする研究が少なく，LPCを改善する目的だけの様々なNLPC
が提案されてきた．ニューロンネットワークは，NLPCの研究の初め頃からすでに非線形予測
器へ用いられている．1993年L. Wuら[9]が，RNNを用いて音声符号化を行い，線形予測音声符
号化より能力が改善されることを示した．同年R. J. P. deFigueiredo[10]は，フォック空間内にお
ける非線形予測符号化のためのニューロンネットワークモデルを提案した．1994年J. Thyssen
ら[11]は，音声について2VFとIDNNを用いた2種類のNLPCとLPCの比較をし，音声の非線形性
の証明を行った．1995年F. Dz'az-de-Mariaら[12]は，音声符号化のために，モデルパラメータ数
と計算負荷の低減ができる特徴を備えたRBFを用いて非線形予測を行った．同年S. W. Panら
[13]は，LPCと複数の線形項の積に比例する交差項を付加したNLPCを含む音声圧縮のための方
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法とシステムの特許出願を行った．1998年A. Fukunagaら[14]は，可逆画像圧縮を行うために，遺
伝的プログラミングを用いた非線形予測器で，改めて量子化を行わない画像データ専用の予測
符号化を提案した．2003年M. Vandana[15]は，音声のM配列予測符号化を提案した．2006年M. 
Faundez-Zanuy [16]は，アンサンブル法ニューロンネットワークを用いた音声符号化を提案した．
2007年N. Stefanoskiら[17]は，非線形予測器を用いた時不変動的3次元メッシュの階層予測符号
化を提案した．その他の予測符号化として，2009年太田ら[18]は，2値系列だけで処理を行う反
辞書式のデータ処理と圧縮率改善のための反辞書式予測符号化を提案した． 
圧縮率の高い高性能な予測符号化を行うためには，汎化精度が高い予測器が必要である．こ
の要求に対応するために，前記NLPCの動向に見られるようなニューロンネットワークを用い
た予測器が，他の非線形予測を用いた予測器に代わって台頭してきた．しかし，汎化精度は十
分とはいえず，学習用信号に対しても誤差が生じるという問題が依然と残る．また，予測符号
化の量子化過程で，量子化系列信号に誤差が含まれるという予測符号化の原理に関しても問題
がある． 
 
 1.1.2 ニューロンネットワークの学習精度 
 
ニューロンネットワークには，学習，汎化，実現の 3つの能力が備わっている．しかし，そ
れらの能力は，目的に対しての課題を完全に遂行する保障をしない．ニューロンネットワーク
は，各層への入力信号と教師信号の間に関数関係がなければ，学習できない．したがって，入
力信号と教師信号との間に関数関係がある成分とない成分が混在する場合，入力信号と教師信
号との間の関数関係がない成分は学習できない．さらに，ニューロンネットワークの学習精度
が低い場合，入力信号と教師信号との間の関数関係がある成分は，完全に学習できない．この
関数関係がある成分を完全に学習するためには，ニューロンネットワークの学習精度を向上さ
せることが考えられる．このように，ニューロンネットワークの基本性能を決定付ける学習精
度に関する研究は，重要な位置を占める．また，出力精度が要求される応用分野では，ニュー
ロンネットワークの性能は，まだ不十分であり，実際に用いられることが少ない．したがっ
て，従来からニューロンやニューロンネットワークの学習精度や構造を改善し，出力精度の向
上が試みられてきた．これらを改善したものには，高次[19]，入力遅れ，RBF，ボルテラなど
の各ニューロン，GMDH（The Group Method of Data Handling [20]），IIR（Infinite impulse response 
[21]），ピラミッド[22]，2次元拡散連想[23]，並列型ボルテラ[24]，介在素子付加型[25]などの
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各ニューロンネットワークがある．しかし，これらを用いたニューロンネットワークは，入力
信号と教師信号との間の関数関係に対して十分に学習を行っても，出力誤差が全くない完全学
習を保証できないという問題がある．このため，ニューロンネットワークは，誤差の許容範囲
の中で使用されているのが現状である． 
 
1.2 研究の目的及び論文の構成と概要 
 
本研究の目的は，前記問題点を解決するために，予測器に用いるニューロンネットワークの
構成を工夫し，学習精度を高めた予測器で汎化精度を向上させ，圧縮率が改善された量子化原
系列信号についての可逆圧縮方法としての新しい処理構成の予測符号化を提案することにあ
る．さらに，学習用の時系列信号に対して，予測器が誤差の全くない完全な学習を成し遂げた
ときに得られる時系列信号の保存機能も実現させる．これにより，学習可能な高精度予測器が
必要な航空宇宙機の知的予見飛行制御への応用へも期待できるものとなる． 
本論文は，時系列信号に関して学習精度を高めたニューロンネットワーク予測器を用いた高
い汎化精度の実現とそれを用いた予測符号化の改善に至るまでの過程を第 1 章序論，第 2 章入
力信号数増加によるニューロンネットワークの学習精度向上，第 3 章並列化によるニューロン
ネットワークの学習精度向上，第 4 章ボルテラフィルタ内蔵によるニューロンネットワークの
学習精度向上，第 5 章パラメータの時変化によるボルテラニューロンネットワークの学習精度
向上，第 6 章誤差収束の原理，第 7 章誤差収束によるニューロンネットワークの学習精度向
上，第 8 章誤差収束型ニューロンネットワーク予測器を用いた予測符号化，第 9 章結論の 9つ
の章で論述している． 
第 1 章では，研究の背景として，予測器と予測符号化の研究動向を述べ，ニューロンネット
ワークを用いた予測符号化への変遷とその問題点を説明している．そして，ニューロンネット
ワークの問題点と応用をかんがみながら，研究の目的及び本論文の構成と概要を述べている．
これにより，研究の位置付けを確認する． 
第 2 章では，BP ネットワーク（Back-propagation Network，以下 BPNと称する）の入力信号
を付加することで，学習能力にどのような影響があるのかを調べるために，入力信号数が異な
る 2つの非線形信号予測システムニューロンネットワークを用いて，それらの学習能力の評価
を行った結果について述べている．そして，入力信号数による学習能力への影響を正しく認識
する． 
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第 3 章では，2 出力以上の BPNの出力間で生じる学習の干渉や各出力で用いる中間層の共有
化実現の困難性の問題を指摘している．この問題による BPN の能力低下を改善するためのニ
ューロンネットワークとして，並列型ニューロンネットワーク（Parallel-Type Neuron Network、
以下 PNN と称する）を説明している．そして，PNN の問題改善に対する有効性を示すため
に，PNN のすべての出力の学習精度に関して，BPN に対する優位性が存在することを実証し
ている．これにより，正しいニューロンネットワークの構成方法を認識する． 
第 4 章では，心電図信号の非線形予測が抱えている QRS 波の予測誤差問題に対する 2 次ボ
ルテラニューロンネットワーク（Second-Order Volterra Neuron Network，以下 2VNNと称する）
の改善能力を検討している．具体的には，IDNNと 2VNNによる正常洞調律心電図信号の非線
形予測学習を評価し，2VNNの学習能力を示している．これにより，2VNNの学習能力のレベ
ルを正しく認識する． 
第 5 章では，学習計算機シミュレーション時間が比較的少なく，かつ，非線形予測能力があ
る 1次ボルテラニューロンネットワーク（First-Order Volterra Neuron Network，以下 1VNNと称
する）を用いて，時変 VNN（Time-Variant Volterra Neuron Network，以下 TVVNNと称する）
を構成し，不整脈心電図信号予測に関しての TVVNNの有効性を評価する方法を検討する． 
第 6 章では，関数関係がある入出力を学習可能な近似関数とその近似関数によって生じる誤
差を次々と別の学習可能な近似関数で表し，誤差を収束させる誤差収束の原理を提案する．ま
た，この原理の工学的な実現方法として，量子化信号の誤差収束の原理を提案する．さらに，こ
の原理を具現した誤差収束関数システム（Error-Convergence Function System，以下 ECFSと称
する）とそれを適用した誤差収束型ニューロンネットワーク（Error-Convergence Neuron Net-
work，以下 ECNNと称する），誤差収束並列関数システム（Error-Convergence Parallel Function 
System，以下 ECPFS と称する）とそれを適用した誤差収並列型ニューロンネットワーク
（Error-Convergence Parallel Neuron Network，以下 ECPNNと称する），誤差収束リカレントシ
ステム（Error-Convergence Recurrent System，以下 ECRSと称する），誤差収束並列リカレント
システム（Error-Convergence Parallel Recurrent System，以下 ECPRSと称する）を提案している．
そして，それらによる関数システムの学習精度向上を理論的に説明している．これにより，従
来のニューロンネットワークシステムの学習能力の限界に対する認識を改める． 
第 7 章では，ECNNを予測符号化の予測器に適用するために，ECNNに用いられているニュ
ーロンネットワークの入力信号と教師信号の関数関係を強くするための再設計を施した誤差
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収束型ニューロンネットワーク予測器（Error-Convergence Neuron Network Predictor，以下
ECNNPと称する）の高精度予測器としての実現性と時系列信号の保存機能を確認する． 
第 8 章では，汎化利用時の ECNNPの高段のニューロンネットワークの誤差の補償効果の確
認，ECNNPの汎化能力の評価，予測器に ECNNPを用いた予測符号化の改善に関して述べてい
る．そして，予測符号化のデータ圧縮率と再構成系列信号の精度を改善できる独立量子化型予
測符号化（Independent Quantization Predictive Coding，以下 IQPCと称する），リアルタイムに
ECNNP のニューロンネットワークを学習しながら予測誤差を低減する独立量子化型学習予測
符号化（Independent Quantization Learning Predictive Coding，以下 IQLPCと称する），ニューロ
ンネットワークの教師信号の符号にそのニューロンネットワークの出力信号の符号を合わせ
て誤差の低減を行う方法，IQLPCと Cabinet（以下 CABと称する）と称するデータフォーマッ
トを用いた 2重圧縮の 4つの考案に関して述べている． 
第 9 章では，本研究で得られた成果と今後の課題について述べている． 
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第2章 入力信号数増加によるニューロンネットワーク
の学習精度向上 
 
2.1 緒言 
 
一般に，時系列信号を 1 つの入力信号と 1 つの教師信号で学習する BPN[1]は，1 つの入力信
号値に対して，2 つ以上の教師信号値が対応する場合がある．このような状態で，BPN を学習
させることはできない．この問題を解決するために，時間遅れ[2]，入力遅れ[3]，ボルテラ
[4],[5]，IIR[6]などの各ニューロンネットワークを用いる手法，BPN へ教師信号と相関のある入
力信号を付加する手法などを用いて，1 つの入力信号値に対して，2 つ以上の教師信号値が対
応する確率を低減させている．しかし，他の応用分野では，BPN の入力信号を減らすこと
で，BPN の演算時間を短くする研究[7]も行われている． 
本章では，BPN へ教師信号と相関のある入力信号を付加することで，学習精度にどのような
影響があるのかを調べるために，入力信号数が異なる 2 つの非線形信号予測システムニューロ
ンネットワークを用いて，それらの学習精度の評価を行った結果について述べる．第 7 章で
は，その結果を改善された予測符号化へ用いるニューロンネットワーク予測器の入力層の設計
手法として用いる． 
 
2.2 計算機シミュレーション 
 
 2.2.1 方法 
  
 図 2.1 の BPN の時刻 τ の入力に対する時刻 τ+1 の予測を用いて，2 入力 1 出力と 5 入力 1 出
力の 2 つの非線形信号予測システムを構成する．ここで，τ は離散時間を示す整数である．そ
して，図 2.2 に示す離散時間間隔 20[ms]の学習用の入力信号と教師信号，各 200 個を用いて，両
システムの学習を行う．信号 x1～x4と x5は，それぞれ非線形プラントの運動方程式から得られ
た信号とそのプラントの制御信号にゲインチューニングを施した信号である．ゲインチューニ
ングは，非線形プラントシミュレータから得られた信号を，出力を決定しやすい入力信号へ変
換するためや，学習が効率的に行われるように入力の総和が出力関数の効率的な運用範囲内の
値となるように調節するためのもので，各信号値を-1～1 の範囲に設定する．ここで，2 入力の 
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図 2.2 学習用非線形プラント信号 
 
表 2.1 学習精度評価計算機シミュレーション条件 
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ときは入力信号に x1と x2，5 入力のときは入力信号に x1～x5，教師信号は両方とも x1を用いる．
また，BPN の出力関数には，逆正接関数を用いる． 
表 2.1 に学習精度評価計算機シミュレーション条件を示す．ここで，結合荷重としきい値の
初期値は，シミュレーション 1 回ごとに表 2.1 に示す範囲内で，擬似乱数を用いて決定される．
また，αminは，粗探査で平均 2 乗平均平方根誤差（Root Mean Square Error，以下 RMSE と称す
る）が，最小となる勾配法項の学習強化係数である． 
学習は，はじめに，非線形信号予測システムとして用いられる BPN の中間層素子数を表
2.1 に示す範囲と間隔で設定し，それらに対して，勾配法項の学習強化係数を表 2.1 に示す範
囲と間隔で変化させながら，3 回の粗探査を行い，その結果得られた平均 RMSE を比較する．
次に，最小平均 RMSE を実現した中間層素子数を用いて，勾配法項の学習強化係数を表 2.1
に示す範囲と間隔で変化させながら，3 回の細探査学習を行い，その結果得られた平均 RMSE
を比較する．このようにして得られる両システムの学習結果を用いて，それらの学習精度の
評価を行う． 
 
 2.2.2 結果 
 
図 2.3～2.6 に，中間層素子数と勾配法項の学習強化係数 α に対して学習で得られた平均
RMSE とその標準偏差を示す．ここで，図中の縦棒は，標準偏差の±の範囲を示す．図 2.3 と
2.5 の(a)は，粗探査学習後のすべての結果を 3 次元表示したものである．また，同図(b)は，同
図(a) の平均 RMSE-中間層素子数面に対して，α=1 を除いて拡大表示したものである．図 2.3
より，2 入力 BPN では，中間層素子数 24，α=0.1 のとき最小平均 RMSE1.76×10-3，図 2.5 よ
り，5 入力 BPN では，中間層素子数 22，α=0.1 のとき最小平均 RMSE1.09×10-3が示されてい
る． 
図 2.4 と 2.6 は，細探査学習後得られた最小平均 RMSE の付近を拡大して表示したもので
ある．図 2.4 より，2 入力 BPN では，α=0.1 のとき最小平均 RMSE1.76×10-3，図 2.6 より，5
入力BPNでは，α=0.1のとき最小平均RMSE1.09×10-3が示されている．両ネットワークとも，粗
探査学習と細探査学習での最小平均 RMSE が同じになっているが，これらは，偶然に生じた
結果である．この結果より，5 入力 BPN は，2 入力 BPN より最小平均 RMSE が 38.1%減少し，学
習精度が高いことが示されている． 
表 2.2 は，両ネットワークが細探査学習後に最小平均 RMSE を得たときのシミュレーショ 
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図 2.3 2 入力 BP ネットワークの粗探査学習後の平均 RMSE と標準偏差 
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図 2.4 中間層素子数 24 の 2 入力 BP ネットワークの細探査学習後の平均 RMSE と標準偏差 
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図 2.5 5 入力 BP ネットワークの粗探査学習後の平均 RMSE と標準偏差 
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図 2.6 中間層素子数 22 の 5 入力 BP ネットワークの細探査学習後の平均 RMSE と標準偏差 
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表 2.2 細探査学習後の最小平均 RMSE 
1回目
3回目
2回目
2入力 5入力
RMSE
入力数
2.20×10-3
1.32×10-3
1.77×10-3
1.03×10-3
1.19×10-3
1.05×10-3
平均
標準偏差
シミュレーション
1.76×10-3
3.59×10-4
1.09×10-3
6.94×10-5
分散 4.82×10-91.29×10-7
 
 
 
 
図 2.7 最小平均 RMSE のときの学習サイクルと 1 単位時間データ当りの平均評価関数値の平
均との関係 
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 16 
-1
-0.5
0
0.5
1
信
号
値
時間 [s]
教師信号 出力信号
 
(b) 5 入力 BP ネットワーク 
 
図 2.8 細探査学習後の最小 RMSE を得たときのネットワークの出力信号波形 
 
ン結果を示す．この表からも，5 入力 BPN は，2 入力 BPN より，最小 RMSE について 22.0%
減少し，学習精度が高いことが示されている．図 2.7 は，2 入力 BPN と 5 入力 BPN の細探査
学習で，それぞれの最小平均 RMSE が得られたときの学習開始前，学習サイクル 1 回目，学
習サイクル 100 回ごとに記録した学習サイクルと１単位時間データ当りの平均評価関数値の
平均との関係を示す．この図より， 5 入力 BPN の方が，2 入力 BPN より学習の起伏が少な
く，安定した学習が得られていることが確認できる．図 2.8 は，最小平均 RMSE が得られた
細探査学習の中で，最小 RMSE を実現した両ネットワークの出力信号波形と教師信号波形を
比較したものを示す．両ネットワークとも視覚的には区別し難く，同等な出力信号が得られ
ているように見える． 
 
2.3 考察 
 
はじめに，BPN の入力信号数による出力信号の実現能力の観点から検討する．教師信号と相
関のある入力信号を付加することで，出力信号を生成するための基本となる信号成分が増える．
すなわち，出力信号を生成するために都合がよい中間層の出力信号を生成しやすくなる．この
ため，BPN は，出力信号を実現する能力が向上することとなる．したがって，出力信号を生成
するための基本となる信号成分が多い 5 入力 BPN の方が 2 入力 BPN より，学習精度が高いと
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考えられる． 
次に，BPN の入力信号数に対する入出力写像を学習する能力への影響の観点から検討する．
BPN が，与えられた入力信号値で，1 つの出力信号値を決定できない場合，1 つの出力信号値
を決定できるように，さらに，その出力信号値を生成することができる適切な相関成分として
の入力信号を付加しなければならない．BPN は，このように適切な入力信号を付加すること
で，2つ以上の出力信号値に対応する1つの入力信号値を分離する能力が高くなる．そして，BPN
は，1 つの入力信号値に対して 1 つの教師信号値を入出力写像として学習できる状態になる．
今回の計算機シミュレーションでは，出力信号に対する入力信号の分離能力が向上する効果
が，2 入力 BPN の方より 5 入力 BPN の方に現れ，5 入力 BPN の方が 2 入力 BPN より，学習精
度が高くなったと考えられる． 
 以上より，BPN へ教師信号と相関のある入力信号を付加することで，その学習精度が向上す
る場合があることが示された．この結果から，BPN で構成されたシステムやコントローラなど
の学習能力に対する入力信号の不足がないかを再確認し，その不足があれば，さらにそれらが
高性能となるように，教師信号と相関のある適切な入力信号を付加して改善することが望まれ
る． 
 
2.4 結言 
 
2 入力 BPN と 5 入力 BPN を用いた 2 つの非線形信号予測システムの学習精度を評価した結
果，5 入力 BPN を用いた非線形信号予測システムの方が 2 入力 BPN を用いた非線形信号予測
システムより，最小平均 RMSE で 38.1%，最小 RMSE で 22.0%減少し，学習精度が向上するこ
とが示された． 
今後の課題は，BPN で構成されたシステムやコントローラなどの学習能力に対する入力信号
の不足がないかを再確認し，その不足があれば，さらにそれらが高性能となるように，教師信
号と相関のある適切な入力信号を付加して改善することである． 
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第3章 並列化によるニューロンネットワークの学習精
度向上 
 
3.1 緒言 
 
プラントの入出力関係を明確な数学モデルとして表記できる場合は，BPN を用いやすい．し
かし，それが未知の場合は，それを用い難い．例えば，物理的・数学的に関連性のない入出力
間の写像を人工的に決定するような場合，すなわち，人間の脳の発想によるもの等は，このネ
ットワークを用い難いと考えられる．この問題を解決する方法の一つとして，１出力のユニッ
トを並列に配置し，2 出力以上の BPN と同等なニューロンネットワークを新たに構成する
PNN[1]-[5]がある．これにより，出力に対する有効な学習が，入力層を除く全ての層で行われ，前
記問題を解決できるという経験が存在する．しかし，その理由と能力の評価は，いまだ定説化
されておらず，経験的に良好であるという認識に過ぎない．ネットワークの並列型を適用した
近年の応用研究には，M. Swiercz [6]らによる学習ベクトル量子化ニューロンネットワークを用
いた中大脳動脈性発作の検出や I. Babaoglu [7]らによるニューロンネットワークを用いた冠動
脈疾患の決定と損傷部位の予測などがあり，盛んに用いられるようになってきている． 
本章では，PNN と BPN を用いた非線形時系列信号予測システムで，学習精度を比較し，PNN
の優位性を示しながら，その理由を考察する．そして，誤差を収束させるための複出力関数シ
ステムの構成手法として，その結果を第 6 章で用いる． 
 
3.2 並列型ニューロンネットワーク 
 
 3.2.1 入出力特性 
 
図 3.1 に離散時間の PNN を示す．PNN へ用いるニューロンは，様々なタイプを適用できる．
本章では，PNN に通常の人工ニューロンを用いる．PNN の入出力特性を表すと，入力層では
式(3.1)，中間層から出力層までは式(3.2)～(3.4)のように示される． 
 
( ) ( )
( )
1 1
i i kz x x
k k
τ τ
τ= =  
( )out in1, 2, , ; 1, 2, ,i n k n= =L L     (3.1) 
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図 3.1 離散時間の並列型ニューロンネットワーク 
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−
=
− −
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out 1
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( ) ( ) ( )
i i i
L L L
s u h
k k k
τ τ τ
= −  
( )out2,3, , ; 1, 2, , ; 1, 2, ,i LL M i n k n= = =L L L  (3.3) 
 
( ) ( )( )
1tani i i i i
L L L
z f s A s
k k k
τ τ τ
−
   
   = =
   
   
 
( )out2,3, , ; 1, 2, , ; 1, 2, ,i LL M i n k n= = =L L L                 (3.4) 
 
ここで，括弧＜＞内は，上段が層番号，下段が素子番号，2 列表記のものは，左列が出力側素
子，右列が入力側素子， xは入力信号， z は出力信号，wは結合荷重，uは入力荷重和， h は
しきい値， sは入力の総和，f は出力関数， A は出力係数，M は出力層，各記号の添え字 iは
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並列ユニット番号である．また，wと h は，学習により変更される． 
 
 3.2.2 学習則 
 
図 3.1 に示す PNN の学習則は，式(3.5)～(3.11)で示される．この学習則は，PNN の並列ユニ
ットへ 1出力の離散時間のBPネットワークへ適用される誤差逆伝搬則を適用したものである． 
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( 1) ( ) ( )
i i i
L L L
h h h
k k k
τ τ τ+
= + ∆
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ここで， E は評価関数，y は教師信号， w∆ は結合荷重の変更量， h∆ はしきい値の変更量，α
は勾配法項の強化係数，βは慣性項の強化係数， r は強化信号である． 
 
3.3 計算機シミュレーション 
 
 3.3.1 方法 
 
図 3.2 に，時刻τ の入力に対して，時刻τ +1 の予測を得る 5 入力 4 出力の非線形時系列信号
予測システムを示す．このシステムへ各 3 層の BPN と PNN を適用し，表 3.1 の条件下で，最
小平均 RMSE を求め，その値を比較する計算機シミュレーションを行う．入力信号と教師信号
は，第 2 章の図 2.2 の学習用非線形プラント信号を用いる．結合荷重としきい値の初期値は，表
3.1 に示す範囲内で，学習計算機シミュレーション 1 回ごとに，疑似乱数を用いて決定される．
中間層素子数の範囲は，BPN と PNN の 1 出力当りの素子数が同じになるように定める．ま
た，αmin1 と αmin2 は，それぞれ粗探査学習と細探査学習で平均 RMSE が最小となる勾配法項の
学習強化係数である． 
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図 3.2 5 入力 4 出力非線形時系列信号予測システム 
 
 
 
 
 
表 3.1 学習精度評価計算機シミュレーション条件 
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学習は，はじめに，非線形時系列信号予測システムの中間層素子数を表 3.1 に示す範囲と間
隔で設定し，勾配法項の学習強化係数を表 3.1 に示す範囲と間隔で変化させながら，4 回の粗
探査学習を行う．その結果得られた平均 RMSE を比較する．次に，粗探査学習で最小平均 RMSE
を実現した中間層素子数と勾配法項の学習強化係数を用いて，勾配法項の学習強化係数を表
3.1 に示す範囲と間隔で変化させながら，4 回の細探査学習を行う．さらに，細探査学習で最小
平均 RMSE を実現した勾配法項の学習強化係数を用いて，勾配法項の学習強化係数を表 3.1 に
示す範囲と間隔で変化させながら，4 回の細々探査学習を行う．このようにして得られる両シ
ステムニューロンネットワークの最小平均 RMSE を用いて，学習精度の評価を行う． 
 
3.3.2 結果 
 
図 3.3～3.8 に，BPN と PNN の粗探査，細探査，細々探査の学習後に得られた平均 RMSE と
その標準偏差を示す．ここで，図中の縦棒は，標準偏差の±の範囲を示す．表 3.2 に BPN と PNN
の最小平均 RMSE 時の条件を示す．この表の各波形について，最小平均 RMSE を比較した結
果，PNN のすべての学習精度は，BPN より高いことが確認できる．また，PNN のすべての出
力の最小平均 RMSE の平均値は，BPN より 39.0%減少していることが示されている． 
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図 3.4 並列型ニューロンネットワークの粗探査学習後の平均 RMSE と標準偏差 
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図 3.5 BP ネットワークの細探査学習後の平均 RMSE と標準偏差 
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図 3.6 並列型ニューロンネットワークの細探査学習後の平均 RMSE と標準偏差 
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図 3.7 BP ネットワークの細々探査学習後の平均 RMSE と標準偏差 
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図 3.8 並列型ニューロンネットワークの細々探査学習後の平均 RMSE と標準偏差 
 
 
 
表 3.2 細々探査学習後の最小平均 RMSE 時の条件 
 
(a) BP ネットワーク 
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(b) 並列型ニューロンネットワーク 
 
 
 
 
 
表 3.3 細々探査学習後の最小平均 RMSE 
 
(a) BP ネットワーク 
1回目
3回目
2回目
RMSE
波形名
1.56×10-3
1.36×10-3
1.29×10-3
7.65×10-4
8.93×10-4
7.81×10-4
平均
標準偏差
シミュレーション
1.38×10-3
1.09×10-4
8.57×10-4
9.07×10-5
分散 8.23×10-91.18×10-8
x
1
x
2
x
3
x
4
7.46×10-4
6.00×10-4
7.54×10-4
7.43×10-4
9.62×10-5
9.26×10-9
6.11×10-4
7.82×10-4
3.48×10-4
6.95×10-4
2.51×10-4
6.32×10-8
平均
9.20×10-4
9.10×10-4
7.92×10-4
9.18×10-4
7.26×10-5
5.28×10-9
4回目 1.30×10-3 9.89×10-4 8.71×10-4 1.04×10-3 1.05×10-3
 
 
(b) 並列型ニューロンネットワーク 
1回目
3回目
2回目
RMSE
波形名
8.84×10-4
1.29×10-3
9.99×10-4
6.68×10-4
4.80×10-4
5.15×10-4
平均
標準偏差
シミュレーション
1.11×10-3
1.74×10-4
5.75×10-4
7.92×10-5
分散 6.27×10-93.02×10-8
x
1
x
2
x
3
x
4
2.50×10-4
1.56×10-4
1.78×10-4
2.44×10-4
9.14×10-5
8.36×10-9
1.46×10-4
2.09×10-4
3.29×10-4
2.61×10-4
8.64×10-5
7.47×10-9
平均
4.87×10-4
5.34×10-4
5.05×10-4
5.48×10-4
4.34×10-5
1.88×10-9
4回目 1.27×10-3 6.36×10-4 3.90×10-4 3.58×10-4 6.64×10-4
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図 3.9 最小平均 RMSE のときの学習サイクルと 1 単位時間データ当りの平均評価関数値の平
均の関係 
 
 
 
 
 
 
図 3.10 粗探査学習後の総モデルパラメータ数と１出力当りの最小平均 RMSE の関係 
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(a) BP ネットワーク 
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(c) 並列型ニューロンネットワーク 
 
図 3.11 細々探査学習後の最小 RMSE を得たときのネットワークの出力信号波形 
 
表 3.3 は，両ネットワークが細々探査学習後に最小平均 RMSE を得たときのシミュレーション
結果を示す．この表からも，PNN は，BPN より，最小 RMSE について 38.5%減少し，学習精
度が高いことが示されている．図 3.9 は，BPN と PNN の細々探査学習で，それぞれの最小平
均 RMSE が得られたときの学習開始前，学習サイクル 1 回目，学習サイクル 100 回ごとに記録
した学習サイクルと１単位時間データ当りの平均評価関数値の平均の関係を示す．この図よ
り， 学習サイクル 1 万回前後までは，BPN の方が，PNN より学習が良好であるが，それ以上
の学習サイクルでは逆転し，PNN の学習精度の方が良好になっていることが確認できる．図
3.10 は，粗探査学習後の総モデルパラメータ数と 1 出力当りの最小平均 RMSE の関係を示す．
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この図より，粗探査学習では，どの総モデルパラメータ数においても PNN の方が，BPN より
学習精度が優れていることが確認できる．図 3.11 は，最小平均 RMSE が得られた細々探査学
習の中で，最小 RMSE を実現した両ネットワークの出力信号波形と教師信号波形を比較したも
のを示す．両ネットワークとも視覚的には区別し難く，同等な出力信号が得られているように
見える． 
 
3.4 考察 
 
はじめに，学習則の観点から考察する．2 出力以上の BPN の最終中間層では，式(3.6)，(3.8)
の勾配法項から導かれる強化信号 rの計算式(3.11)の中で，結合荷重としきい値の変更量への干
渉の原因となる出力層の全ての出力についての強化信号と結合荷重の積の和の計算が発生す
る．これは，任意の出力が学習を完全に収束したとしても，学習が収束していない他の出力に
よって，最終中間層の結合荷重やしきい値が，変更させられるということである．したがっ
て，学習を完全に収束した出力が，この変更により，その状態を連続して保つということは，非
常に難しいと考えられる．すなわち，この出力は，教師信号に対して振動的になる．さらに，こ
の振動が，他の出力にも振動的な影響を与える．これが，出力間で生じる学習の相互干渉であ
る．この干渉を含んだ強化信号を基に，入力層へ向かって，中間層内で次々と結合荷重やしき
い値の変更計算がされるため，干渉も逆伝播することになる．PNN は，1 つの並列ユニットに
対して 1 出力のため，前記の干渉がなく，良好なニューロンネットワークの能力が期待できる
ものになる． 
 次に，中間層の共有化の観点から考察する．BPN は，各出力に対応する中間層を共有してい
る．出力ごとに用意されている中間層を 1 つにして，各出力で共有することができる条件，す
なわち，中間層の共有条件は，すべての入力信号ベクトルに対して，出力ごとに用意されてい
る中間層の出力信号ベクトルが等しくなる場合である．この中間層の共有条件は，出力ごとに
用意されている中間層の素子の係数の構成が，どの中間層においても等しいならば，明らかに
満たされる．しかし，実際には，このような条件を満たすことは，非常に困難である．このた
め，BPN は，中間層の共有条件を満さない中間層の出力信号ベクトルを用いて，目的とする出
力を得るための学習能力を出力層に十分持っていなければならない．これでは，出力層だけを
学習するパーセプトロンの学習と性質が似たままとなってしまう．一方，PNN は，BPN が各
出力に対応する中間層を共有し難いという前記の問題を回避するために，出力ごとに中間層を
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用意している．このため，1 つの出力の学習のために，学習が中間層と出力層で行われ，良好
なニューロンネットワークの能力が期待できるものになる． 
最後に，総モデルパラメータ数の観点から考察する．一般に，モデルパラメータ数が多いほ
ど，ニューロンネットワークの実現能力は高くなる．したがって，同じニューロンで構成され
ている異なるニューロンネットワークでも，同じ総モデルパラメータ数であれば，同じ実現能
力があると考えられる．しかし，粗探査時の結果は，どの総モデルパラメータにおいても，PNN
の方が BPN より高い学習精度を示している．これは，前記の BPN の出力間で生じる学習の相
互干渉や中間層共有化の困難性により，BPN の学習能力が劣っているためと考えられる． 
以上の観点から，PNN の学習精度は，BPN より常に高くなると考えられる．この結果によ
り，BPN を用いている従来のアプリケーションを，PNN を用いたものにすることで，学習精
度を改善できる．また，PNN の各並列ユニットへ第 6 章の ECNN[12],[13]を適用した ECPNN
にすることで，さらに学習精度を改善できると考えられる． 
 
3.5 結言 
 
BPN と PNN を 5 入力 4 出力非線形時系列信号予測システムへ適用し，非線形プラントか
ら得られた非線形時系列信号を用いて，それらの学習精度を比較した．その結果，PNN
は，BPN より，平均 RMSE で 39.0%，最小 RMSE で 38.5%減少していた．このとき，PNN
の学習精度は，BPN より，すべての出力において高かった．この原因は，2 出力以上の BPN
において，出力間で生じる学習の干渉や各出力で用いる中間層の共有化実現の困難性にある
と解明した．今後の課題は，PNN をさらに改良した ECPNN[8]の計算機シミュレーションを
行い，その有効性を検討することである． 
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第4章 ボルテラフィルタ内蔵によるニューロンネット
ワークの学習精度向上 
 
4.1 緒言 
 
心電図をはじめとするディジタル記録された生体信号のデータ量は，膨大であることが多
く，そのデータを保管するためのデータ圧縮法が，ディジタル時代の幕開けと共に要求されて
きた．心電図のデータ圧縮は，折れ線近似を用いた手法に始まるが，これらの手法では，心電
図に重畳して計測される節電図などの雑音に比較的弱く，再構成された心電図波形が，不自然
であるなどの問題がある．そこで，情報理論の立場から多くの心電図データ圧縮法が，提案さ
れてきた． 
 データ圧縮の基本は，データの冗長性を削減することである．心電図に関しては，近い時刻
の標本点間や心拍間の類似性を利用した手法として，直交変換やエルミート関数[1]を用いた手
法，直交ウェーブレットフィルタ[2]-[4]などを利用したサブバンド符号化[5]，それらを組み合
わせた手法，DPCMなどの線形予測符号化を用いた手法などが提案されている．これらの手法
は，安定した心拍が続く場合，高い圧縮性能が得られるが，発作的に出現する調律異常波形に
対しては，圧縮性能の急激な低下や1心拍の切出しが困難になるなどの問題が生じる．この問
題へ対処するために，長期予測を用いた手法[6]やBurrows-Wheeler変換と線形予測の逆ランクを
用いた手法[7]が提案されている．また，最近の圧縮方法として，可逆圧縮ができる反辞書式予
測符号化[8]が提案されている． 
 近い時刻の標本点間の類似性を利用した手法である変換符号化やサブバンド符号化は，一般
に，変換係数，あるいは，サブバンドごとにエントロピー符号器を設計しなければならない．
一方，DPCMをはじめとする線形予測符号化は，予測誤差系列に対する唯一のエンロピー符号
器を用意するだけで済み，取り扱いやすいことを特徴とする．また，予測符号化は，変換符号
化やサブバンド符号化と比較して，低ビットレート域での符号化性能に劣る．しかし，この方
法は，高ビットレ－ト域で，ほぼ同等の性能を有することから，主に高ビットレート域でのデ
ータ圧縮に利用されている． 
 通常用，または，波形劣化が認められない程度の再構成精度が要求される研究用の心電図デ
ータベースは，高ビットレート域でのデータ圧縮が要求される．このため，これらの用途で
は，DPCMをはじめとする線形自己回帰モデルを予測器に用いた予測符号化の適用が提案され
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てきた．しかし，心電図の予測符号化は，予測次数を2，3次と上げていっても，予測誤差がほ
とんど減少せず，圧縮性能が改善しないことが指摘されている．さらに，心電図波形におい
て，診断時に最も重要な心臓の収縮を反映するQRS波の予測誤差が，ほかの部分と比較して，特
に大きくなるという問題がある．その理由としては，心電図，特にQRS波の生成について，非
線形なメカニズムが作用し，線形予測モデルでは表現しきれない非線形な成分が，QRS波に含
まれているからであると考えられている．したがって，心電図の予測には，非線形な予測モデ
ルを含む非線形予測[9]-[19]が必要となる．その中に，心電図に対して非線形予測能力を有して
いるボルテラ汎関数級数や，それより少し汎化精度が高いIDNN [17][19]-[24]がある．しかし，こ
れらを用いても，全体的な予測誤差の減少は見られるものの，QRS波に関しては十分ではない． 
ところで，VNNは，非線形性の強い時系列信号の処理能力の高いNNとして，横井によって
考案され，ヒューマノイドロボット[25]-[27]，筋電義手[28]，自動車の横滑り[29]，航空機の縦
系姿勢[30]の各種制御，脳波アーチファクトの除去[31]などへ応用した研究で，その有効性が確
認されている．3層全てが2次ボルテラニューロン（Second-order Volterra Neuron，以下2VNと称
する）から構成される2VNNは，1次ボルテラニューロン（First-order Volterra Neuron，以下1VN
と称する）から構成される1VNNより処理能力が高い[16][32]． 
本章の目的は，前記の心電図の非線形予測が抱えている問題に対する2VNNの改善能力を検
討することにある．具体的には，IDNNと2VNNによる心電図の非線形予測学習を評価し，2VNN
の学習能力を評価する．第7章では，その結果を改善された予測符号化へ用いるニューロンネ
ットワーク予測器のニューロンネットワークを設計するための基礎データとして用いる． 
 
4.2 ボルテラニューロンネットワーク 
 
 4.2.1 ボルテラニューロン 
 
一対の入出力を持つ非線形ダイナミカルシステムを仮定する．便宜上，入出力は，標本化さ
れているものとし，それぞれx(τ)，z(τ) ，τ∈Zと表す．ここで，Zは整数からなる集合を意味す
る．こうした入出力の関係を式(4.1)，(4.2)のように表現する．式(4.1)の右辺第1項を次離散時
間ボルテラ汎関数級数と呼び，入力x(τ)と出力z(τ)の関係が連続ならば，，Qを十分大きくする
と，ボルテラ汎関数級数[33]で表現しきれない誤差ε(τ)を一様に減少でき，それらが無限大の場
合，ゼロに収束することが知られている． 
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ここで，Hnはn次ボルテラ汎関数，hnはn次ボルテラ核，はモデルの非線形次数，Qは予測次数
である． 
＝1の場合のボルテラ汎関数モデルは，直流成分を付加したQ次線形移動平均モデルに相当
する．時系列x(τ)の予測問題は，y(τ) = x(τ+1)とみなしたシステム同定問題にほかならない．数
学モデルとして，線形移動平均モデルを選択すれば，線形予測となる．一方，ボルテラ汎関数
級数を数学モデルとして用いることにより，非線形予測が可能になる． 
式(4.1)をディジタルフィルタとして具現したものをボルテラフィルタと呼ぶ．出力の線形成
分は，ボルテラフィルタへの入力と1次の項の予測係数としきい値の畳み込み演算で決定され
る．非線形成分は，ボルテラフィルタへの入力とそれを2次，3次などの非線形項にしたものと
各次の予測係数の畳み込み演算で決定される．ここで，ボルテラ汎関数級数の1次までの項と
誤差を用いたものを1次ボルテラフィルタ（1st-order Volterra Filter，以下1VFと称する），2次ま
での項と誤差を用いたものを2VFと呼ぶ．2VFは，一般に内部構成が未知のシステムの入力x(τ)
と出力z(τ)だけが与えられているとき，このシステムをMAモデルなどのディジタルフィルタで
実現する場合に用いられるフィルタ係数を最小2乗法で求める方法を適用して用いられている．
図4.1に離散型の2VFの構成，式(4.3)に2VFの入出力特性をそれぞれ示す． 
 
( ) ( ) ( ) ( ) ( ) ( ) ( )
1 20
0 0
( ) ( , )
Q Q Q
p p q
p p p q
z p x p q x xτ τ τ τ τ τ τσ σ σ− − −
= = =
= + +∑ ∑∑　  (4.3) 
 
ここで，σ0はオフセットと離散時間2次ボルテラ汎関数級数で表現しきれない誤差，σ1(p)は1番
目の遅延素子入力からQ番目の遅延素子の出力までの間から得られる信号に対応する1次の項
の予測係数，σ2 (p, q)は1番目の遅延素子の入力からQ番目の遅延素子出力までの間から得られ
る同一信号の組合せも含む2信号全ての組合せの積に対応する2次の項の予測係数である． 
 形式ニューロンの出力関数の入力部に1VFを組み込んだものを1VN，2VFを組み込んだもの 
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図4.1 2次ボルテラフィルタ 
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図4.2 2次ボルテラニューロン 
 41 
を2VNと呼ぶ．図4.2に2VNのブロック図，式(4.4)～(4.6)に2VNの入出力特性をそれぞれ示す． 
 
( ) ( ) ( )
1
n
i i
i
u w xτ τ τ
=
=∑  (4.4) 
 
( ) ( ) ( ) ( ) ( ) ( ) ( )
1 2
0 0
( ) ( , )
Q Q Q
p p q
p p q p
s p u p q u u hτ τ τ τ τ τ τσ σ− − −
= = =
= + −∑ ∑∑  (4.5) 
 
( ) ( )( ) 1( ) tan ( )z f s A s
τ ττ −= =  (4.6) 
 
ここで，wiはi番目の結合荷重，Dは遅延素子である．また，wi，h，σ1(p)，σ2 (p, q)は，学習に
より変更される． 
 
 4.2.2 入出力特性 
 
層数が M の 2VNN の入出力特性は，入力層では式(4.7)，中間層から出力層までは式(4.8)～
(4.10)となる． 
 
( ) ( )
1 1
z x
k k
τ τ
=   ( )11,2, ,k n= L  (4.7) 
 
1
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1
1 1L
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L L L L L
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k j k j k
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( )12,3, , ; 1,2, , ; 1,2, ,L LL M j n k n−= = =L L L  (4.8) 
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1 2
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k k k k k k
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( )
L
h
k
τ
−　　　　
 
( )2,3, , ; 1,2, , LL M k n= =L L  (4.9) 
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( )( )
1tan
L L
z A s
k k
τ τ
−
 
 =
 
 
 ( )2,3, , ; 1,2, , LL M k n= =L L  (4.10) 
 
 4.2.3 学習則 
 
2VNNの評価関数は，教師信号値と第M層の出力信号値の誤差2乗和を用いて記述される式
(4.11)とする．学習では，評価関数値が小さくなるように，各層において式(4.8)～(4.10)で用い
られている学習可能なパラメータを変更して行く．基本となる学習則は，評価関数をこれらの
各パラメータで偏微分して変更量を求める勾配法である．ここでは，学習の高速化のために，勾
配法に慣性項を付加した誤差逆伝播則[34][35]を適用し，その結果，式(4.12)～(4.21)で示される
2VNNの学習則が得られる． 
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k kM Ms sk k
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ここで，∆σ1(p)，∆σ2 (p, q)はそれぞれ1次と2次の項の予測係数の変更量である． 
 
4.3 計算機シミュレーション 
 
 4.3.1 方法 
 
計算機シミュレーションでは，空間方向が 1 次元の時系列パターンの入力信号 x(τ)と教師信
号 y(τ) = x(τ+1)の組合せを学習させる．はじめに，入力遅れニューロン（Input-delay Neuron，以
下 IDN と称する）を入力層に用いて構成される 3 層の IDNN で学習を行い，予測誤差を評価す
る．図 4.3 に IDN のブロック図を示す．IDN の特徴は，形式ニューロンの入力部に有限インパ
ルス応答（Finite Impulse Response，以下 FIR と称する）フィルタを装着している点である．IDN
の入出力特性を式(4.22)～(4.24)に示す． 
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図 4.3 入力遅れニューロン 
 
( ) ( ) ( )
1 0
iQn
p
ip i
i p
u w xτ τ τ −
= =
=∑∑  (4.22) 
 
( ) ( ) ( )τ τ τ= −s u h  (4.23) 
 
( ) ( )( ) 1( ) tan ( )z f s A s
τ ττ −= =  (4.24) 
 
ここで，xiはi番目の入力信号，wipはi番目の入力信号に関する1番目の遅延素子の入力からQ番
目の遅延素子の出力までの間から得られる信号に対応する結合荷重，Qiはi番目の入力信号に関
する遅延素子の数である．また，w，hは，学習により変更される．図4.4にIDNNを示す．第i+1
番目の遅延素子は，第i番目の遅延素子より1単位時間過去の信号を出力する． 
次に，2VNを図4.5のように接続した1入力1出力3層の2VNNについて学習を行い，平均RMSE
を比較する．学習には，健常者の安静時における正常洞調律心電図信号を用いた．その信号を
図4.6に示す．この信号は，単位時間10[ms]，量子化幅0.0025[mV]の412単位時間のデータから
なり，学習では，112単位時間のデータを初期入力後，入力信号と教師信号の対を1回提示する．
この過程を1学習サイクルとし，これを繰り返す．表4.1に予測誤差評価計算機シミュレーショ
ン条件を示す．ここで，予測係数の初期値は，指数平滑法を用い，その他の初期値は，学習計 
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図 4.4 入力遅れニューロンによる時系列処理ネットワーク 
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図 4.5 2 次ボルテラニューロンによる時系列処理ネットワーク 
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図4.6 学習用心電図信号 
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表4.1 予測誤差評価計算機シミュレーション条件 
 
算機シミュレーション1回ごとに擬似乱数で決定される．また，αminは，粗探査学習で最小平均
RMSEを得たときの勾配法項の学習強化係数である． 
計算機シミュレーションは，はじめに，中間層素子数とタップ数，または，フィルタ長を計
算機シミュレーション条件設定パラメータとし，それらに対して，勾配法項の学習強化係数を
変化させながら，3回の粗探査学習を行い，その結果得られた平均RMSEを比較する．次に，最
小平均RMSEを実現した中間層素子数を用いて，タップ数，または，フィルタ長を計算機シミ
ュレーション条件設定パラメータとし，それらに対して，勾配法項の学習強化係数を，αminを 
元に変化させながら，3回の細探査学習を行う．その結果得られた平均RMSEを比較する．この
ようにして得られる両ネットワークの学習結果を用いて，それらの学習能力の評価を行う． 
 
 4.3.2 結果 
 
図4.7～4.10に，計算機シミュレーションで得られた平均RMSEとその標準偏差を示す．ここ
で，図中の縦棒は，標準偏差の±の範囲を示す．図4.9と図4.10より，2VNNとIDNNの各最小平
均RMSEは，ほぼ同じであることが確認できる．図4.11は，IDNNと2VNNの3回の細探査学習
で，最小平均RMSEが得られたときの学習開始前，学習サイクル1回目，学習サイクル100回ご
とに記録した学習サイクルと１単位時間データ当りの平均評価関数値の平均との関係を示す．
同図より，2VNNの１単位時間データ当りの平均評価関数値の平均は，学習サイクル15,000回 
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図4.7 入力遅れニューロンネットワークの粗探査学習後の平均RMSEと標準偏差 
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図4.8 2次ボルテラニューロンネットワークの粗探査学習後の平均RMSEと標準偏差 
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図4.9 入力遅れニューロンネットワークの細探査学習後の平均RMSEと標準偏差 
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図4.10 2次ボルテラニューロンネットワークの細探査学習後の平均RMSEと標準偏差 
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図4.11 最小平均RMSEのときの学習サイクルと1単位時間データ当りの平均評価関数値の平
均との関係 
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図4.12 最小平均RMSEのときの入力遅れニューロンネットワークの平均出力信号 
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図4.13 最小平均RMSEのときの2次ボルテラニューロンネットワークの平均出力信号 
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図4.14 最小平均RMSEのときの入力遅れニューロンネットワークの平均予測誤差系列 
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図4.15 最小平均RMSEのときの2次ボルテラニューロンネットワークの平均予測誤差系列 
 
付近まで，IDNNより小さく，学習速度が速い．しかし，それ以降，学習サイクル30,000回付近
までは，IDNNの方が僅かに小さく，学習終了時では，両ネットワークともほぼ同じになって
いる．図4.12と図4.13に，細探査学習で最小平均RMSEが得られたときのIDNNと2VNNの平均
出力信号と教師信号を比較したものをそれぞれ示す．さらに，図4.14と図4.15に，このときの
IDNNと2VNNの平均予測誤差系列をそれぞれ示す．予測誤差系列は，教師信号値から各ネット
ワークの平均出力信号値を引いて得た差の系列である．ここで，両ネットワークの条件
は，IDNNが中間層素子数14，タップ数111，学習強化係1×10-1，2VNNが中間層素子数4，フィ
ルタ長54，学習強化係数1×10-2であった．図4.14と図4.15より，2VNNの平均予測誤差系列
は，IDNNよりQRS波において誤差が大きいが，それ以外の部分では，誤差が小さいことが示
されている． 
 
4.4 考察 
 
はじめに，予測誤差とモデルパラメータとの関係について考える．一般にネットワークのモ
デルパラメータ数を増やして，数学的に入出力写像の表現能力を高めても，実際には，学習能
力の限界により，モデルパラメータの増加に伴う表現能力には限界が生じる．また，心電図
は，各波形の生成機序が異なる時変システムであるため，ある程度タップ数やフィルタ長を増
やしても，出力と因果性のない記憶データにより，入出力写像実現の妨げになる．しかし，今
回のように1つの正常洞調律波形だけを学習するような場合，タップ数やフィルタ長が，その1
心拍分の長さに近づくにつれて，その影響が低減されている．これは，ネットワークに1心拍
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分の信号を取り込むことで，各波形の異なる生成機序を周期的な1つの平均的な生成機序，す
なわち，平均的な相関関係で入出力を処理できるからではないかと考えられる． 
次に，予測誤差系列について考える．心電図波形の特性として，1心拍の波形の部分ごとに
生成機序が異なり，周波数成分が等しくないという点がある．心房内の興奮を反映するP波や
心臓の収縮を反映するQRS波の部分は，周波数が高く，これに対して，T波，U波の部分は，周
波数が低い．従来の方法で心電図の予測を行った場合，QRS波での予測誤差が，ほかの部分に
比較して，特に大きくなるという問題がある．これは，QRS波の生成機序に強い非線形性を含
んでいるため，線形モデルでは予測しきれないことにある．2VNNは，IDNNと同等の予測誤差
の改善を示しており，心電図の非線形予測に問題がないことが認められる．しかし，依然とし
て，QRS波の予測誤差は，他の部分の波より大きいという問題が残る．この問題を改善するた
めに IDNN へ 2VN を適用した入力遅れ 2VNN （ Input-delay Second-order Volterra Neuron 
Network，以下ID2VNNと称する），時間遅れニューロンネットワークへ2VNを適用した時間遅
れ2VNN（Time-delay Second-order Volterra Neuron Network，以下TD2VNNと称する），TVVNN
を用いる方法が考えられる．さらに，これらをECNN[36][37]へ導入し工夫することで，モデル
パラメータのみを情報源とする高圧縮率のメモリが実現できる可能性がある． 
今回，2VNNとIDNNの予測誤差は，ほぼ同じであったが，実時間でのデータの記録や圧縮に
対応できるようにするためには，ニューロンネットワークの計算を実時間[38]で行わなければ
ならない．このため，高速な演算装置が必要になるという問題がある．最も計算量の多い処理
は，波形の学習を繰り返す部分であり，その場合，標準的なパーソナルコンピュータのCPUの
処理速度では対応できない．したがって，高速な数値演算専用のプロセッサを使用する必要が
ある． 
プロセッサの高速化，マルチコア化，メモリの大容量化といった技術の進展は，近年著しい
ものがあり，従来アナログ信号として取り扱っていたデータをディジタル信号として高速処理
する機器が主流となっている．今日では，マルチコア化したCPU，DSP，GPUが，様々な分野
でディジタル信号処理の高速化のために応用されている．MEの分野では，大量のデータを取
り扱い，高速な演算が要求される．演算装置として並列処理が可能なこれらを使用すれば，実
時間処理が可能であると考えられる[9][39]． 
 
4.5 結言 
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本論文では，IDNと形式ニューロンから構成されるIDNNと2VNから構成される2VNNの2種類
の階層型ニューロンネットワークによる心電図の非線形予測学習を評価した．その結果，両ネ
ットワークとも，学習精度を示す最小平均RMSEは，ほぼ同じであった． 
今後の課題は，依然として残っている比較的大きなQRS波の予測誤差を改善するため
に，ID2VNN，TD2VNN，TVVNNを用いて，その予測誤差の改善を確認することと，それらへ
ECNNを適用し，その有効性を評価することである． 
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第5章 パラメータの時変化によるボルテラニューロン
ネットワークの学習精度向上 
 
5.1 緒言 
 
生体信号などの時系列信号をニューロンネットワークに学習させる場合，入力信号と教師信
号との間に相関関係があっても，入力信号と教師信号との関数関係は，時々刻々微妙に変化す
るのが普通である．したがって，このような信号をニューロンネットワークに繰り返し提示し
て学習させると，入力信号と教師信号との平均的な関数関係だけが獲得されることになる．な
ぜなら，ニューロンネットワークの各パラメータの値は学習後に固定されるため，入力信号と
教師信号との関数関係は学習後に時不変的に一意に決定されてしまうからである．ここで，ニ
ューロンネットワークのパラメータとは，各素子の結合荷重と閾値を指す．そのため，入力信
号と教師信号との時々刻々変化する関数関係を学習することができるニュ－ロンネットワー
クが期待されている． 
ところで，従来のニューロンネットワークには，追加学習が困難であるという問題点もある．
すなわち，複数のデータを学習した後，新しいデータを学習させようとすると，すでに学習し
たデータが損なわれ，場合によっては消去されてしまう．これを避けるためには，追加学習の
度に，すでに学習したデータと新しく学習させるデータとを一緒にして学習させなければなら
ない．このような学習方法は，学習したデータをいつまでも保存しておかなければならないだ
けでなく，追加学習に膨大な時間を要することになる．さらに，追加学習を何度も繰り返す
と，ニューロンネットワークの学習容量をすぐに超えてしまい，それ以上学習ができなくなる． 
そこで，パラメータ調整用ニューロンネットワークが提案された[1]．すなわち，最初に代表
的な複数のデータを一台のニューロンネットワークに学習させておく．これを出力用ニューロ
ンネットワークと呼ぶ．その後，最初に学習させたデータとは少し性質の異なる新しいデータ
を学習させる必要が生じた場合，パラメータ調整用ニューロンネットワークに学習させ，その
出力信号によって，新しく学習させるデータに合うように出力用ニューロンネットワークのパ
ラメータを微妙に調整する．この方法を用いれば，すでに学習したデータは追加学習をして
も，全く損なわれず，影響を受けないことになる．また，すでに学習した結果を利用して，そ
の上に追加学習を行うので，非常に効率的に速く追加学習ができる．さらには，出力用ニュー
ロンネットワークのパラメータを固定して，入力信号を一つの関数にしたがって変換するので
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はなく，入力信号の種類に応じてパラメータを変化させ，入力信号をさまざまな関数にしたが
って変換することができるので，出力用ニューロンネットワークの学習容量は非常に大きくな
る． 
以上述べた追加学習用パラメータ調整用ニューロンネットワークは，入力信号と教師信号と
の時々刻々変化する関数関係を学習するニュ－ロンネットワークの実現に，利用することがで
きる．すなわち，パラメータ調整用ニューロンネットワークに学習させ，その出力信号によっ
て，入力信号と教師信号との関数関係が時々刻々変化するように出力用ニューロンネットワー
クのパラメータを微妙に調整する．これを従来の時不変ニューロンネットワークに対して，時
変ニューロンネットワーク（Time Variant Neuron Network，以下 TVNN と称する）と名づける． 
本章では，出力用ニューロンネットワークに VNN を用い，そのパラメータをすべて時変化
した TVVNN を提案する．TVVNN は，学習能力だけでなく，汎化能力の向上も期待される．
そこで，TVVNN の入出力特性を基に学習則を導出し，TVVNN の学習精度評価法について検
討する． 
 
5.2 時変ボルテラニューロンネットワーク 
 
 5.2.1 入出力特性 
 
第3章で述べたように，複数出力を持つニューロンネットワークに関しては，PNNを用いて
対応する方が有利である．しかし，ここでは，簡易性の立場から，出力用ニューロンネットワ
ークとパラメータ調整用ニューロンネットワークを，中間層を共通とした複数出力を持つ3層
ニューロンネットワークとする．これを図5.1に示す．TVNNは，入力信号を共通とした出力用
ニューロンネットワークとそのパラメータを調整するためのパラメータ調整用ニューロンネ
ットワークから構成されている．パラメータ調整用ニューロンネットワークは，入力信号に応
じて出力用ニューロンネットワークのパラメータを調整するための信号を出力する．この出力
信号は，出力用ニューロンネットワークの各パラメータの値に加算される．その後，出力用ニ
ューロンネットワークは，パラメータ調整用ニューロンネットワークに入力された入力信号と
同じ入力信号に対する信号を出力する．本章では，出力用ニューロンネットワークとパラメー
タ調整用ニューロンネットワークに，第2層から第3層までの各素子に1VNを用いて構成されて
いる1VNNを適用する．一般の出力用ニューロンネットワークとパラメータ調整用ニューロン 
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図 5.1 時変ニューロンネットワーク 
 
ネットワークの入出力特性をそれぞれ式(5.1)～(5.4)と式(5.5)～(5.8)に示す． 
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ここで，各記号の添え字のoは出力用ニューロンネットワーク，vはパラメータ調整用ニューロ
ンネットワークのものを示す．∆W，∆H，∆Σ1は，それぞれパラメータ調整用ニューロンネッ
トワークから出力される出力用ニューロンネットワークの結合荷重，しきい値，1次ボルテラ
係数の各調整量を示す． 
 
 5.2.2 学習則 
 
TVNNの学習は，出力用ニューロンネットワークとパラメータ調整用ニューロンネットワー
クを別々に行う．はじめに，出力用ニューロンネットワークをパラメータ調整用ニューロンネ
ットワークから独立させた状態でTVNNに与えられた教師信号に対して学習を行う．次に，学
習済みの出力用ニューロンネットワークとパラメータ調整用ニューロンネットワークを接続
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し，出力用ニューロンネットワークのパラメータの値を固定させた状態で，パラメータ調整用
ニューロンネットワークを先の出力用ニューロンネットワークの学習時に用いたTVNNに与え
られた教師信号に対して学習を行う．すなわち，学習時の誤差は，出力用ニューロンネットワ
ークを経て，パラメータ調整用ニューロンネットワークに伝播される．実際の学習では，評価
関数値が小さくなるように，出力用ニューロンネットワークとパラメータ調整用ニューロンネ
ットワークの各層において，それぞれ式(5.2)，(5.3)と式(5.6)，(5.7)で用いられている学習可能
なパラメータを変更して行く．ここでは，誤差逆伝播則を適用し，その結果，式(5.9)～(5.21)
で示される1VNNを用いたTVVNNの学習則が得られる．ここで，TVVNNの評価関数は，TVVNN
に与えられた教師信号値とその第3層の出力信号値の誤差2乗和を用いて記述される式(5.9)と
する． 
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ここで，式(5.19)～(5.21)は，それぞれ出力用ニューロンネットワークの結合荷重調整量，しき
い値調整量，1 次ボルテラ係数調整量を出力するパラメータ調整用の出力層のニューロンの強
化信号である． 
 
5.3 学習精度の評価法 
 
TVVNNの汎化能力を評価するために，過去の心電図非線形予測評価で得られた1VNNの緒元
を基に，その遅延素子数とフィルタ長を標本周波数の倍率に合わせた別の1VNNで構成される
TVVNNと心電図信号の生成機序の時変性が強い不整脈心電図を時変現象が十分含まれる長さ 
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図5.3 心電図予測用時変ボルテラニューロンネットワーク 
 
で用いて，心電図予測に関する学習計算機シミュレーションを行う．心電図予測用TVVNNを
図5.3に示す．図中のzvは，パラメータ調整用1VNNの出力信号ベクトルである． 
 はじめに，学習用心電図信号の最大絶対値が 1 となるようにゲインチューニングする．単独
にした出力用 1VNN へ空間方向が 1 次元の時系列パターンの入力信号 x(τ)と教師信号
y(τ)=x(τ+1)の組合せを与え学習強化係数を変えながら探査学習を行う．ここで，最小平均 RMSE
を得た条件の中から最小 RMSE の 1VNN を選び，それを出力用 1VNN とする．次に，パラメ
ータ調整用 1VNN へ入力信号 x(τ)を入力し，決定した出力用ニューロンネットワークへ教師信
号 y(τ)=x(τ+1)を与え学習強化係数を変えながら探査学習を行う．ここで，TVVNN が最小平均
RMSE を得た条件の 
中から最小 RMSE の 1VNN を選び，それをパラメータ調整用ニューロンネットワークとする．  
学習は，出力用ニューロンネットワークとパラメータ調整用ニューロンネットワークの各最
大記憶データ長の長い方のデータ長分の信号を初期入力後，入力信号と教師信号の対を1回提
示する．この過程を1学習サイクルとし，これを繰り返す．計算機シミュレーションは，勾配
法項の学習強化係数を変化させながら，3回の探査学習を行い，その結果得られた平均RMSE
を比較する．ここで，予測係数の初期値は，指数平滑法を用いる．その他の初期値は，学習計
算機シミュレーション1回ごとに，擬似乱数で決定される． 
以上の探査学習で得られたTVVNNへ学習後の不整脈心電図信号を初期入力し，その後，連
続する未学習不整脈心電図信号を入力して，その汎化精度を評価する． 
 
5.4 考察 
  
TVNN の学習能力について考察する．出力用ニューロンネットワークは，一般のニューロン
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ネットワーク単体と同じである．このニューロンネットワークの学習能力には限界がある．し
かし，入力信号と教師信号の関数関係が時変の場合，数学的にパラメータ調整用ニューロンネ
ットワークを用いて，さらに出力用ニューロンネットワークが学習しきれない誤差の学習を行
うことができる．これにより，学習能力の改善ができる場合があると考えられる．この学習能
力の改善効果を出力用ニューロンネットワーク単体と TVNN の学習後の学習精度を比較し，評
価しなければならない．しかし，パラメータ調整用ニューロンネットワークは，一般に出力用
ニューロンネットワークの学習誤差を完全になくすことを保証していない．この問題を解決す
る方法に関しては，次章で述べる． 
 次に，TVNN の汎化能力について考察する．出力用ニューロンネットワークは，入力信号と
出力信号の変化する関数関係の平均的な関数を学習で獲得する．パラメータ調整用ニューロン
ネットワークは，出力用ニューロンネットワークのその学習で獲得した平均的な関数で表現で
きない部分の関数を出力用ニューロンネットワークで表現できるようにする関数を学習する．
しかし，この関数も入力信号の変化に対して一定ではなく，さらに変化するものであれば，パ
ラメータ調整用ニューロンネットワークも，その平均的な関数を学習で獲得するにすぎない．
これでは，汎化の際，十分に能力は発揮できないと考えられる．このような場合は，さらに，高
次のパラメータ調整用ニューロンネットワークが考えられる．しかし，学習を行っていない関
数関係に関しては，TVNN の汎化能力を発揮できない．このため，効率よく未学習関数を学習
するためのシステムやアルゴリズムが必要であると考えられる． 
 本章では，TVVNN の学習精度と汎化精度を，正常洞調律心電図信号を用いて評価を行い，心
電図予測に関してのTVVNNの基本的な学習能力や汎化能力の検証と評価ができるものと考え
られる．今後の課題は，実際に学習計算機シミュレーションを行い，それらの能力の検証と評
価をすることである． 
 
5.5 結言 
 
本章では，学習計算機シミュレーション時間が比較的少なく，かつ，非線形予測能力がある
1VNN を用いて，TVVNN を構成し，その有効性を評価する方法を検討した．その結果，学習
能力に関しては，入力信号と教師信号の関数関係が時変の場合，数学的にパラメータ調整用ニ
ューロンネットワークを用いて，さらに出力用ニューロンネットワークが学習しきれない誤差
の学習を行うことができると考えられることから，その改善ができると考えられる．しかし，パ
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ラメータ調整用ニューロンネットワークは，一般に出力用ニューロンネットワークの学習誤差
を完全になくすことを保証していない．この問題を解決する方法に関しては，次章で述べる．
汎化能力に関しては，パラメータ調整用ニューロンネットワークを用いて向上させることが可
能であると考えられるが，その入力信号と教師信号の関数関係が一定ではないならば，さらに
高次のパラメータ調整用ニューロンネットワークが必要と考えられる．しかし，学習を行って
いない関数関係に関しては，汎化能力が期待できないため，効率よく未学習関数関係を学習す
るためのシステムやアルゴリズムが必要であると考えられる．今後の課題は，実際に正常洞調
律心電図信号を用いて学習計算機シミュレーションを行い，心電図予測に関してそれらの能力
の検証と評価をすることである． 
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第6章 誤差収束の原理 
 
6.1 緒言 
 
ニューロンネットワークは，入力信号と教師信号の間に相関関係がなければ，学習すること
はできない．しかし，入力信号と教師信号との間には，相関のある成分と無相関の成分が混在
しているのが普通である．したがって，入力信号と教師信号の間の無相関の成分については，ニ
ューロンネットワークで学習できないことになる．入力信号と教師信号の間の相関のある成分
についても，ニューロンネットワークの学習能力が低い場合には，十分に学習できない．この
相関成分を完全に学習させるためには，ニューロンネットワークの学習能力を向上させる必要
がある．さらに，入力信号と教師信号との関数関係が，一意に決まらないようにパラメータの
時変化も必要になる．しかし，このような高い学習能力を持ったニューロンネットワークは，ま
だ存在していない． 
現在まで，ニューロンネットワークの学習精度を向上させるために，盛んに研究が行われて
きた．構成素子であるニューロンの入出力特性やニューロンネットワークの構造を改善するな
ど，多くの方法が提案されており，学習精度向上に有効であることが示されている．しかし，こ
れらの方法では，学習回数をいくら多くしても，ニューロンネットワークの出力誤差をゼロに
収束させることは保証されていない．したがって，ニューロンネットワークは，許容範囲内の
出力誤差を含んだ状態で使用されているのが現状である．しかし，出力誤差が小さければ小さ
いほど良い予測符号化[1],[2]や航空宇宙機の飛行制御[3],[4]などにニューロンネットワークを
応用する場合には，現在のニューロンネットワークの学習精度では不十分である． 
本章では，学習精度が低い学習システムでも，それを複数段用いることにより，出力誤差を
限りなくゼロに近づけるための原理を提案する．すなわち，入力信号と教師信号の間に一定の
関数関係がある場合には，その関数関係について，1段目の学習システムを学習し，その近似
関数を獲得する．2段目の入力信号と1段目の出力誤差信号の関数関係について，2段目の学習
システムを学習し，その近似関数を獲得する．3段目の入力信号と2段目の出力誤差信号の関数
関係について，3段目の学習システムを学習し，その近似関数を獲得する．これを何段も繰り
返す．こうして，出力誤差は徐々にゼロに収束していく．入力信号と教師信号の間に一定の関
数関係がなく，相関関係だけがある場合には，平均的な関数関係が学習されていく．したがっ
て，段数を増やしても，出力誤差をゼロに近づけてゆくことはできない．このような場合，パ
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ラメータを時変化すれば，出力誤差をゼロに近づけてゆくことは可能である．なお，入力信号
と教師信号の間に相関があるだけではなく，教師信号系列，あるいは，出力誤差信号系列にお
いて，時間の前後で相関関係があれば，学習システムにそれらの関係も学習させることで，出
力誤差をさらに速くゼロに近づけてゆくことも可能である． 
以上述べた誤差収束の原理に基づいて，学習システムを工学的に実現しようとすると，いく
つかの問題が生じる．例えば，雑音の存在や段数が増えるとともに，教師信号が微弱になって
しまうなどの問題である．本章では，それらの問題点を解決できる誤差収束型学習システムの
工学的実現法についても提案する．最後に，誤差収束型学習システムの応用例について，いく
つかの提案を行う． 
 
6.2 原理 
 
図6.1は，誤差収束の原理をブロック図で示したものである．まず，入力信号xと教師信号yと
の間に一定の関数関係がある場合について考察する．各段の学習システムの入力信号xは同一
である．第1段目の学習システムでは，入力信号xと教師信号y1（y1=y）との関数関係を学習す
るが，学習回数をどんなに増やしても完全には学習できないので，その近似関数を獲得するこ
とになる．したがって，第1段目の学習システムからは教師信号y1と出力信号z1の差である出力
誤差ε1が生じる．次に，第2段目の学習システムでは，第1段目の出力誤差ε1を教師信号y2とし，入
力信号xとの関数関係を学習する．この場合も完全な学習はできないので，その近似関数を獲
得することになる．したがって，第2段目の学習システムからも教師信号y2と出力信号z2の差で
ある出力誤差ε2が生じることになる．しかし，この出力誤差は段数を重ねるごとに徐々に小さ
くなっていく． 
一方，学習システム全体の出力信号zは，各段の学習システムの出力信号z1，z2，・・・の総
和となる．各段で学習が完了するたびに，出力信号が加えられて，出力信号zが教師信号yに近
づいてゆく．以上の説明を式(6.1)～(6.4)に示す． 
 
i i iy z     1,2, ,i n  (6.1) 
 
 i iz f x   1,2, ,i n  (6.2) 
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図 6.1 誤差収束の原理のブロック図 
 
1i iy           1,2, ,i n  (6.3) 
 
1
n
i n
i
y z 

    (6.4) 
 
ここで，fi は第 i 段目の入出力関係の近似関数である．また，入出力信号数を任意とする場合
は，各信号を成分とするスカラー信号やベクトル信号の組合せで表現できる． 
 
6.3 工学的実現 
 
誤差収束の原理を実際に適用する場合，式(6.4)の誤差項をゼロに収束させることができない．
実際の工学処理では，信号は量子化され，制限された有効数字の値として取り扱われる．誤差
項は，学習可能な近似関数で次々と表していくと次第に小さくなり，学習が困難になる問題が
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生じる．このため，誤差項を増幅し，それを学習して近似関数を作成する．この操作で新たに
発生する誤差は，増幅した誤差項の増幅率が 1 より大きい場合，増幅前の信号レベルに復元さ
れると，操作前の誤差より小さくなる．さらに，その増幅率が非常に大きい場合，復元時の誤
差は，ゼロに近づく．ここで，n番目の近似関数で表現する誤差の増幅率を Anとして近似した
結果得られた誤差が，εAnになると仮定する．このとき，原出力に対する出力誤差 εnは，式(6.5)
で示され，式(6.6)に示す関係があるとする．したがって，近似関数の段数が高くなるに従って，εn
は，次第に小さくなる．また，εnは，近似関数の復元後の出力の総和を出力信号値の有効数字
に合わせて端数処理を行うことで，ゼロになる．これを式(6.7)に示す．以上より，前記問題を
改善するためのこの手段は，高精度出力を得るために効果的かつ有用であることが示された．
これを量子化信号の誤差収束の原理と呼ぶ． 
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 (6.7) 
 
ここで，frは出力信号値の有効数字に合わせた端数処理関数，nefは誤差をゼロにするために必
要な近似関数の段数である． 
次に，量子化信号の誤差収束の原理を基に設計した ECFS を提案する．この処理概念とブロ
ック図をそれぞれ図 6.2 と図 6.3 に示す．ECFS は，内部の関数の入出力関係に応じて，最適な
処理ができる関数と学習則を自由に選択して構成することができる．ここでは，ECFS の一般
的な入出力特性を具体的に ECFS へ適用した関数の入出力特性に触れずに述べる． 
ECFS は，各段で関数の誤差を収束させるためと適切な学習を行うために用いる入力信号と
教師信号の振幅を調整する増幅器を備えている．さらに，ECFS は，各段の関数の出力信号を
ECFS の出力信号レベルへ復元し，誤差を収束させるために，それらの出力部に教師信号の増 
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図 6.2 誤差収束関数システムの処理概念 
 
幅率の逆数を増幅率とする増幅器を備えている．ECFS の入出力特性を式(6.8)～(6.11)に示す．
さらに，教師信号の関係を式(6.12)～(6.14)に示す．ここで，式(6.11)～(6.13)で用いられる増幅
率の条件を式(6.15)に示す． 
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図 6.3 誤差収束関数システム 
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1 1Ay A y                                         (6.12) 
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Ai Ai Aiy z                 1,2, ,i n             (6.14) 
 
0iA                    1,2, ,i n             (6.15) 
 
ここで，xiは第 i 段目の関数の増幅後の入力信号，Aini は第 i 段目の関数の入力信号増幅率，zAi 
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は第 i 段目の関数の出力信号，y は ECFS の教師信号，z は ECFS の出力信号，yiは第 i 段目の
関数の増幅前の教師信号，yA1と yAiはそれぞれ第 1 段目と第 i 段目の関数の増幅後の教師信号，zi
は第 i 段目の関数の復元後の出力信号，Aiは第 i 段目の関数の教師信号増幅率，εAi は第 i 段目
の関数の増幅後の教師信号に対する出力誤差を示す． 
 次に，複数出力の関数システムへ ECFS を適用する方法について述べる．複数出力の関数シ
ステムの出力数と同じ数の ECFS を用意し，それらを並列ユニットとした並列システムの形
で，複数出力の関数システムを表現する．これを ECPFS と呼ぶ．図 6.4 に ECPFS を示す．ま
た，ECPFS の入出力特性を式(6.16)～(6.23)に示す．さらに，教師信号の関係を式(6.24)～(6.26)
に示す．ここで，式 (6.23)～(6.25)で用いられる増幅率の条件は，式(6.27)となる． 
 
in 1n 
 
 inn 
 
(6.16) 
 
 in1 2, , , nx x xx   (6.17) 
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図 6.4 誤差収束並列関数システム 
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0ijA                      1,2, , ; 1,2, , ii m j n 　    (6.27) 
 
ここで，ninは入力信号数，x は入力信号の集合，xAは増幅後の入力信号，Ain は入力信号増幅
率の集合，a は入力信号増幅率，x と xAij と aijの添え字は信号番号，2 つの数字の組合せで表
記されている添え字の 1 番目の数字は並列ユニットの番号，2 番目の数字は ECFS の関数の
段番号，yiは第 i 番目の並列ユニットの教師信号，zi は第 i 番目の並列ユニットの出力信号を
示す． 
 
6.4 応用例 
 
ここで，ECFS と ECPFS を用いた 2 つの応用システムを提案する．例えば，プラントのシミ
ュレータを実現させる場合，入力信号として状態信号と制御信号が必要である．さらに，入力
信号に従って決定される時々刻々のシミュレータの状態出力信号は，状態入力信号として再帰
的に必要である．高精度シミュレータを実現させる場合，その出力に誤差が含まれない方がよ
い．したがって，指定された有効数字で動作するシミュレータは，ECFS とその出力誤差をな 
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図 6.5 誤差収束リカレントシステム 
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図 6.6 誤差収束並列リカレントシステム 
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図 6.7 系列信号逐次出力用誤差収束リカレントシステム 
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図 6.8 系列信号逐次出力用誤差収束並列リカレントシステム 
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くすための端数処理を用いたプラントモデルとすることで，高精度な出力が得られると考えら
れる．具体的には，1 状態信号のシミュレータとして，図 6.5 に示すような ECFS の出力信号
を，端数処理を介して入力に帰還させたシステムが考えられる．これをECRSと呼ぶ．さらに，複
数状態信号のシミュレータとして，図 6.5 に示すような ECPFS の出力信号ベクトルを，端数処
理を介して入力に帰還させたシステムが考えられる．これを ECPRS と呼ぶ．これらの図の x
は入力信号ベクトル，yは教師信号，y は教師信号ベクトル，z は出力信号，z は出力信号ベク
トルである．また，ECRS と ECPRS のほかの使用例として，図 6.5 と図 6.6 の入力信号ベクト
ル x を取り除いき，初期入力を与えるだけで，系列信号の逐次出力が得られるようにした図 6.7
と図 6.8 に示すリカレントシステムが考えられる．以上までの各システムに用いる学習可能な
関数として，ニューロンネットワークを適用することができる．特に ECFS と ECPFS の関数に
ニューロンネットワークを適用したものをそれぞれ ECNN，ECPNN と呼ぶ． 
 
6.5 考察 
 
はじめに，ECFSの出力の高精度化と学習の高速化について考察する．ECFSの出力誤差は，複
数の関数によって収束するため，尐ない学習回数で高精度出力が得られる．ここで，ECFSの
関数の段数を無限に設定した場合，最終段の関数が学習で使用する前段の関数の誤差信号
は，非常に小さくなる．すなわち，最終段の関数の教師信号の増幅率は非常に大きくなり，ECFS
の出力信号レベルへ復元したときの出力誤差が，ECFSに与えられた教師信号と比較して皆無
に等しくなるため，すべての関数の出力信号の総和は，非常に高精度な出力信号になる．ECFS
の学習サイクルは，この条件下で1個の教師データだけを学習するならば，理論的に1回となる
[5]．例えば，学習則に確率的降下法を用いる場合，前記に示したように高精度な学習が1デー
タ毎実行されるため，安定した出力が数回の学習サイクルで得られると期待される．ま
た，ECFSの出力信号に対する各段の関数の出力信号の成分比率は，学習サイクルの増加とと
もに，より前段で大きくなると考えられる．前記の効果は，関数の段数の増加とともに顕著に
なり，学習精度や学習速度を向上させると考えられる． 
 次に，ECFSの学習能力について考察する．離散時間型システムで使用する信号の標本周波
数を高くすれば，その能力は向上する．しかし，デジタル回路の動作周波数，メモリ容量，デ
ータ処理時間の制約から，標本周波数の限界が生じる．さらに，データ処理が効率的に行われ
るための標本周波数は，標本化定理によって，その最低周波数が決定される．しかし，そのデ
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ータを用いて離散時間型システムの良好な学習が得られない場合，標本周波数を高くすること
で，データ数を増やした状態での学習を行わなければならない．これにより，データ処理が不
効率となる．ECFSは，標本周波数を高くせずに，この問題を解決できると考えられる． 
実際には，ECNNを目的とする写像に対応できるように工夫しながら具現化して研究を行う．
そして，学習能力などの評価を行ってゆく． 
 
6.6 結言 
 
本章では，相関関係がある入出力を学習可能な近似関数とその近似関数によって生じる誤差
を次々と表す複数の別の学習可能な近似関数で表し，誤差を収束させる誤差収束の原理を考案
した．さらに，この原理の工学的な実現方法として，相関関係がある量子化入出力信号を学習
可能な近似関数とその近似関数によって生じる誤差を次々と表す別の学習可能な近似関数で
表し，それらの近似関数の出力信号の総和を量子化出力信号の有効数字の桁数に合わせて端数
処理を行うことで，誤差をゼロにする量子化信号の誤差収束の原理を考案した．また，この量
子化信号の誤差収束の原理を具現したものとして，単出力で用いる ECFS と複出力で用いる
ECPFS を考案した．さらに，これらを用いた応用システムとして，非線形プラントのシミュレ
ータや系列信号逐次出力器として使うことが期待できる ECRS と ECPRS も考案した． 
以上，ECFS は，出力の高精度化，学習の高速化，離散時間システムの学習能力改善に関し
て理論的に優れており，将来のプラントモデリングのための主導的な基礎システムとして，十
分にその能力を持っていると述べることができる．今後の課題は，ECFS で用いる関数にニュ
ーロンネットワークを適用した ECNN を，対象とする入出力関係に対応できるように工夫しな
がら具現し，その学習能力の評価を行うことである． 
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第7章 誤差収束によるニューロンネットワークシステ
ムの学習精度向上 
 
7.1 緒言 
 
第2章で，一般的に時系列信号を学習する1入力1出力のBPNは，同じ入力信号値に対して，複
数の教師信号値が対応することがあることを述べた．このような状態では，BPNは学習するこ
とができず，ECNNのニューロンネットワークとして用いることができない．この問題を解決
するために，IDNNやVNNを用いる手段がある．これらの手段は，予測符号化を用いた非線形
信号の圧縮についての従来の研究[1],[2]に用いられていた．非線形予測のためのニューロンネ
ットワークの学習は，過去信号と予測信号の相関性が強いほど学習しやすい．したがっ
て，ECNNの第1段目のニューロンネットワークにおける学習は，比較的やさしい．しかし，高
い段数のニューロンネットワークの学習は，入出力信号の関数関係が，段数が上がるに連れて
弱くなるため，難しくなる． 
 本章の目的は，前記の学習の困難性を改善できる ECNN を用いた予測器を提案することにあ
る．はじめに，ECNN の学習能力を改善するために，その再設計を行う．その再設計は，ECNN
の各段のニューロンネットワークが，入力信号と教師信号の関数関係が強い予測器となるよう
に行われる．その結果，ECNNP を考案した．また，ECNNP に 2VNN，再帰型 2 次 VNN（Recurrent 
Second-order Volterra Neuron Network，以下 R2VNN と称する），それらの入力部に FIR フィル
タを装着した ID2VNN や入力遅れ R2VNN（Input-delay Recurrent Second-order Volterra Neuron 
Network，以下 IDR2VNN と称する）を用いることを提案する．ここでは，正常洞調律心電図
信号を用いて，2 段の 2VNN から構成される ECNNP の学習計算機シミュレーションを行う．
そして，ECNNP の学習精度を評価し，誤差のない学習，すなわち，完全学習を実証する．こ
れにより，系列信号逐次出力器が実現され，高精度予測器の実現も期待できることを述べる．
さらに，この ECNNP の緒元を基に構成した別の 2 段の 2VNN で構成される ECNNP と条件の
異なる正常洞調律心電図信号を用いて，その学習能力を評価する．最後に，その学習能力の限
界を，ID2VNN で構成される ECNNP で改善できることを示す．  
 
7.2 誤差収束型ニューロンネットワーク予測器 
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図 7.1 誤差収束型ニューロンネットワーク予測器 
 
高精度な予測符号化を行うためには，適用原理と使用する予測器を改善しなければならない． 
ここで，次の理由により，予測符号化に用いられる非線形予測器としてのECNNの各段のニュ
ーロンネットワークの学習能力を改善する手段を提案する．この手段を適用した予測器を
ECNNPと呼ぶ．ニューロンネットワークを用いた非線形予測器の学習は，過去信号と予測信号
間の相関性が強いほど容易となる．したがって，ECNNの第1段目のニューロンネットワークの
学習は比較的容易である．しかし，段数が高くなるに連れ，その関数関係は弱くなると推測さ
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れるため，段数が高いニューロンネットワークの学習は，難しくなる．そこで，ECNNの各段
のニューロンネットワークの入力信号と教師信号の間の関数関係を強くするために，各段のニ
ューロンネットワークを予測器として用いる．また，ニューロンネットワークの学習能力は，入
力信号の増加と共に向上させることができる[3]．図7.1は，前記の改善手段を実現するため
に，ECNNを再設計して考案されたECNNPである．ECNNPの入出力特性を式(7.1)～(7.8)に示す．
式(7.1)～(7.5)は，各ニューロンネットワークの入力を示す．式(7.4)は，第2段目以降のニューロ
ンネットワークの初期条件である．式(7.6)は，ECNNPの各段のニューロンネットワークの入出
力関係を示す．式(7.7)は，ECNNPの出力信号を示す．式(7.8)は，ECNNPの教師信号を示す．
 
in 1n    inn   (7.1) 
 
         in1 11 12 1, , ,A A A nx x x
   
x  (7.2) 
 
          inin 1 2, , , ,i i ij Ai Ai AinAe x x x x
    
x      in2,3, , ; 1,2, ,i n j n   (7.3) 
 
  0ijx

   in0; 2,3, , ; 1,2, ,i n j n      (7.4) 
 
      
1
1
1
i
ij j k
k
x x z  



   
in
0
2,3, ,
1,2, ,
i n
j n
  
 
 
  
 (7.5) 
 
 Ai i iz f x   1,2, ,i n  (7.6) 
 
   1ˆ jz x
  
   in1,2, ,j n  (7.7) 
 
   1
jy x
  
   in1,2, ,j n  (7.8) 
 
ここで，xijは ECNNP の入力信号 xj に対する第 i 段目の入力誤差信号，Aeiniは第 i 段目の入力
誤差信号の増幅率， fiは第 1 段目のときは第 1 段目のニューロンネットワークの入出力関係を 
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図 7.2 誤差収束型ニューロンネットワーク予測器を用いた時系列信号逐次出力器 
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図 7.3 2 次ボルテラニューロンネットワーク 
 
表わす nin変数関数，第 2 段目以降のときは第 2 段目以降のニューロンネットワークの入出力
関係を表わす nin+1 変数関数である．また，1 入力の ECNNP を用いた系列信号逐次出力器
は，ECNNP の学習が完全ならば，実現できる．応用としては，ニューロンネットワーク付の
神経振動子（Central Pattern Generator，以下 CPG と称する）として用いることができる[4]．こ
れを図 7.2 に示す． 
ECNNPに用いるニューロンネットワークは，その入力信号の特性に合わせて最適なものを選
択しなければならない．ここでは，ECNNPの基本ニューロンネットワークを2VNN，また
は，R2VNNとする．2VNNを構成する2VNに関しては，第4章で説明している．図7.3にnin入力1
出力3層の2VNNを示す．また，図7.4に中間層が2VN，出力層がR2VNで構成されるnin入力1出
力3層のR2VNNを示す．図7.5にR2VNNを構成する離散時間のR2VNを示す．R2VNの入出力特
性を式(7.9)～(7.11)に示す．R2VNは2VNの1離散時間前の出力を入力へ再帰させることによっ
て表現される． 
 
( ) ( ) ( ) ( ) ( 1)
1
n
i i r
i
u w x w z     

   (7.9) 
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図 7.4 再帰型 2 次ボルテラニューロンネットワーク 
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図7.5 離散時間の再帰型2次ボルテラニューロン 
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図 7.6 入力遅れ 2 次ボルテラニューロンネットワーク 
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図 7.7 入力遅れ再帰型 2 次ボルテラニューロンネットワーク 
 
 ( ) ( ) ( ) ( ) ( ) ( ) ( )1 2
0 0
( ) ( , )
Q Q Q
p p q
p p q p
s p u p q u u h         
  
   　  (7.10) 
 
    ( ) 1( ) tan ( )z f s A s     (7.11) 
 
ここで，wr は再帰入力のための結合荷重である．w i，wr，h， σ1， σ2 は学習により更新され
る． 
 基本ニューロンネットワークの能力を向上させるものとして，次の 2 つの応用ニューロンネ
ットワークに関して述べる．図 7.6 に 2VNN の入力部に FIR フィルタを装着した ID2VNN を示
す．これは，中間層が 2VN の入力部に FIR フィルタを装着した入力遅れ 2VN，以下 ID2VN と
称するニューロン，出力層が 2VN で構成されている．図 7.7 に R2VNN の入力部に FIR フィル
タを装着した IDR2VNN を示す．これは，中間層が ID2VN，出力層が R2VN で構成されている． 
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図 7.8 入力遅れ 2 次ボルテラニューロン 
 
図 7.8 に ID2VN を示す．さらに，式(7.12)～(7.14)に ID2VN の入力特性を示す． 
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   ( ) 1( ) tan ( )z f s A s     (7.14) 
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7.3 計算機シミュレーション 
 
7.3.1 方法 
 a. 基本予測器の作成 
計算機シミュレーションでは，図7.9に示す2段のニューロンネットワークから構成される
ECNNPへ空間方向が1次元の時系列パターンの入力信号x(τ)と教師信号y(τ)=x(τ+1)の組合せを与 
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図 7.9 2 段のニューロンネットワークで構成されている誤差収束型ニューロンネットワーク
予測器 
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図 7.10 第 2 段目のニューロンネットワークの学習用信号 
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表7.1 第2段目のニューロンネットワークの学習計算機シミュレーション条件 
中間層素子数
学習サイクル
学習
強化
係数
2～20
間　隔 2
10-4～1
10倍
範　囲
細探査
0.2αmin～0.9αmin, 2αmin～9αmin
0.1αmin, αmin
30,000
施行回数 3
学習則
結合荷重
しきい値
-0.3～0.3
-0.3～0.3
慣性項 0
勾配法項
初期値
タップ数，または
フィルタ長 間　隔
範　囲
間　隔
範　囲
間　隔
範　囲
粗探査
予測係数
0.7×0.3p
0.7×0.3p×0.7×0.3q
2～56
σ2
σ1
出力係数 1
2
2VNNの学習則
 
 
え学習させる．ここで，ECNNPの学習は，1段ごと学習を独立して仕上げる逐次学習とする． 
 はじめに，ECNNPのニューロンネットワークとして2VNNを用いる．第1段目のニューロン
ネットワーク，以下NN1と称するニューロンネットワークへ空間方向が1次元の時系列パターン
の入力信号x(τ)と教師信号y1(τ)=x(τ+1)の組合せを与え学習させる． ここで，Ain1=1，A1=1とし，学
習には，第4章の図4.6の健常者の安静時における正常洞調律心電図信号を用いた図4.5に示す1
入力1出力3層の2VNNの学習結果を用いる．この細探査学習で，最小平均RMSEを実現した中
間層素子数とフィルタ長を用いた2VNNをNN1とする．さらに，このNN1の出力信号とECNNP
の教師信号から得られた誤差信号を第2段目のニューロンネットワーク，以下NN2と称するニュ
ーロンネットワークの学習用信号の一部分とする．この学習用信号を図7.10に示す． 
次に，NN2へ空間方向が2次元の時系列パターンの入力信号x(τ)，x21(τ)と空間方向が1次元の
時系列パターンの教師信号y2(τ)=x21(τ+1)の組合せを与え学習させる．入力信号x(τ)には，図4.6
の心電図信号，入力信号x2(τ)と教師信号y2(τ)には，式(7.3)の初期条件と図7.10の学習用信号から
得られる信号を用いる．ここで，Aein2=A2，a21=1とし，A2には，図7.10の学習用信号の0秒から
始まる誤差信号部分の最大絶対値を1にする値を用いる．学習は，112離散時間のデータを初期
入力後，入力信号と教師信号の対を1回提示する．この過程を1学習サイクルとし，これを繰り
返す．計算機シミュレーションは，はじめに，中間層素子数とフィルタ長を計算機シミュレー
ション条件設定パラメータとし，それらに対して，勾配法項の学習強化係数を変化させなが
90 
 
ら，3回の粗探査学習を行い，その結果得られた平均RMSEを比較する．次に，最小平均RMSE
を実現した中間層素子数を用いて，フィルタ長を計算機シミュレーション条件設定パラメータ
とし，それらに対して，勾配法項の学習強化係数を，αminを元に変化させながら，3回の細探査
学習を行う．αminは，粗探査学習で中間層素子数とフィルタ長の組合せごとに，最小平均RMSE
を得たときの勾配法項の学習強化係数である．その結果得られた平均RMSEを比較する．そこ
で，最小平均RMSEを実現した中間層素子数とフィルタ長を用いた2VNNをNN2とする．そし
て，NN2の出力信号をECNNPへ与えた教師信号のレベルへ復元し，その信号と同時刻のNN1の
出力信号に加算する．最後に，この加算後の出力信号の小数点以下5桁目を四捨五入する端数
処理を行う．その結果得られる出力信号をECNNPの出力信号とし，学習精度を評価する． 
表7.1にNN2の学習計算機シミュレーション条件を示す．ここで，予測係数の初期値は，指数
平滑法を用いる．その他の初期値は，学習計算機シミュレーション1回ごとに，擬似乱数で決
定される． 
 
 b. 基本予測器の学習汎用性の評価 
基本予測器の学習汎用性を評価するために，先の学習計算機シミュレーションで得られた基
本予測器に用いた各段の2VNNの諸元を基に構成した2VNNを用いた別のECNNPと正常洞調律
心電図を用いて，学習計算機シミュレーションを行う．学習用信号として，MIT-BIH No.16786
の正常洞調律心電図信号の開始から940個，または，2,220個を用いる．この心電図信号は，標 
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図7.11 学習汎用性確認用学習用心電図信号 
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表7.2 学習汎用性と学習能力改善の評価のための学習計算機シミュレーション条件 
中間層素子数
学習サイクル
学習
強化
係数
4
69
10-5～1
10倍
30,000
試行回数 3
学習則
結合荷重
しきい値
-0.3～0.3
-0.3～0.3
慣性項 0
勾配
法項
初
期
値
フィルタ長
間隔
範囲
予測
係数
0.7×0.3p
0.7×0.3p×0.7×0.3qσ2
σ1
出力係数 1
2VNNの学習則
段　数 1段目 2段目
10
64
タップ数 1
心電図信号長 5, 15秒
4
69
10
64
15秒
種　類
1段目 2段目
2VNN ID2VNN
142
 
本周波数128Hz，量子化幅5×10-3mVで記録されている．この心電図信号を図7.11に示す．ECNNP
のニューロンネットワークの構成は，基本予測器のニューロンネットワークの緒元を基に，中
間層数，素子数，フィルタ長を決定する．フィルタ長は，標本周波数の倍率に従い，基本予測
器のニューロンネットワークのフィルタ長の1.28倍とする． 
はじめに，5秒間の正常洞調律心電図信号を用いた学習計算機シミュレーションを行う．次
に，さらに信号データ長を長くした学習計算機シミュレーションとして，15秒間の正常洞調律
心電図信号を用いた学習計算機シミュレーションを行う．先の計算機シミュレーションで用い
た心電図信号とここでの心電図信号の異なる点は，被験者，標本周波数，量子化幅，信号デー
タ長，最大振幅である．また，Ain1=A1=1/3.275，Aein2=A2，a21=1/3.275とし，Aein2，A2には，NN2
の学習用誤差信号の最大絶対値を1にする値を用いる．学習は，300離散時間のデータを初期入
力後行われる．この学習条件を表7.2に示す． 
 
 c. 学習能力の改善 
2VNNを用いたECNNPの学習能力を改善するために，ID2VNNを用いたECNNPと正常洞調律
心電図を用いて，学習計算機シミュレーションを行う．学習用信号は，学習汎用性を確認する
ときと同じ図7.11のMIT-BIH No.16786の正常洞調律心電図信号の開始から2,220個を用いる．こ
こでのECNNPのニューロンネットワークの構成も，前記と同様に基本予測器のニューロンネッ
トワークの緒元を基にし，中間層数，素子数，フィルタ長を決定する．ただし，タップ数は，標
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本周波数の倍率に従い，第4章で得られた最良のIDNNのタップ数の1.28倍とする．そして，15
秒間の正常洞調律心電図信号を用いた学習計算機シミュレーションを行う．ま
た，Ain1=A1=1/3.275，Aein2=A2，a21=1/3.275とし，Aein2，A2には，NN2の学習用誤差信号の最大
絶対値を1にする値を用いる．学習は，300離散時間のデータを初期入力後行われる．この学習
条件を表7.2に示す． 
 
 7.3.2 結果 
 a. 基本予測器の作成 
はじめに，基本予測器の学習計算機シミュレーションの結果を示す．図 7.12 と 7.13 は，NN2
の学習計算機シミュレーション後に得られた平均 RMSE とその標準偏差を示す．ここで，図中
の縦棒は，標準偏差の±の範囲を示す．図 7.12 より，粗探査学習では，中間層素子数が少なく，フ
ィルタ長が長い部分に，平均 RMSE が小さくなる良好な学習結果が集まっていることが確認で
きる．細探査学習では，図 7.13 に示すように学習強化係数が 10-2のときの 1 箇所で著しく平均
RMSE が減少する．図 7.14 は，NN2の 3 回の細探査学習で，最小平均 RMSE が得られたとき
の学習開始前，学習サイクル 1 回目，学習サイクル 100 回ごとに記録した学習サイクルと 1 単
位時間データ当りの平均評価関数値の平均との関係を示す．この図より，学習サイクルが
25,000 回付近までは，1 単位時間データ当りの平均評価関数値の平均は指数関数的に減少して
おり，学習が良好に行われていることが確認できる．しかし，学習サイクルが 25,000 回付近を
越えると，1 単位時間データ当りの平均評価関数値の平均は横ばいとなる．これより，NN2 の
学習が飽和する学習サイクルが確認できる．図 7.15 に，細探査学習で最小平均 RMSE が得ら
れたときの平均出力信号と教師信号を比較した結果を示す．この図の教師信号と平均出力信号
との間には誤差があるものの，視覚的には完全に一致しており，学習の良好な仕上がりと安定
した高精度な出力が得られていることが確認できる．さらに，図 7.16 に，このときの平均予測
誤差系列をそれぞれ示す．予測誤差系列は，教師信号値から平均出力信号値を引いて得た差の
系列である．この図より，低周波のうねりが確認できる．しかし，その誤差が ECNNP の教師
信号の有効数字の桁数より非常に小さいため，精度上の問題にはならない．ここで，ネットワ
ークの条件は，中間層素子数 8，フィルタ長 50，学習強化係数 1×10-2である．図 7.17 に NN1 と
NN2の出力信号を示す．図 7.18 に NN1 と NN2の出力信号を加算し，端数処理を行った結果得
られた ECNNP の出力信号を示す．この図の教師信号と出力信号は，完全に一致しており，全 
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図 7.12 第 2 段目のニューロンネットワークの粗探査学習後の平均 RMSE と標準偏差 
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図7.13 第2段目のニューロンネットワークの細探査学習後の勾配法項学習強化係数αに対する
平均RMSEと標準偏差 
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図7.14 第2段目のニューロンネットワークの最小平均RMSEのときの学習サイクルと1単位時
間データ当りの平均評価関数値の平均との関係 
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図7.15 第2段目のニューロンネットワークの最小平均RMSEのときの平均出力信号 
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図7.16 第2段目のニューロンネットワークの最小平均RMSEのときの平均誤差系列 
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図7.17 第1段目と第2段目のニューロンネットワークの出力信号 
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図7.18 誤差収束型ニューロンネットワーク予測器の出力信号 
 
く誤差のない出力信号が得られている．以上より，ECNNP の完全学習能力を実証できた．そ
して，ECNNP の汎化能力の検証はないものの，ECNNP が高精度予測器になりえる実現性はあ
るといえる．さらに，この実証により，図 7.2 に示す時系列信号逐次出力器の実証もできた． 
 
 b. 基本予測器の学習汎用性の評価 
 はじめに，5 秒間の正常洞調律心電図信号を用いて行った 2VNN で構成される ECNNP の学 
習計算機シミュレーションの結果を示す．図 7.19 は，NN1の学習後，最小平均 RMSE を実現
したときの出力信号を基に得た NN2の学習用誤差信号である．図 7.20 より，最小平均 RMSE
を実現したときの各段のニューロンネットワークの勾配法項の学習強化係数が得られる．図
7.21 は，各ニューロンネットワークの 3 回の学習で，最小平均 RMSE が得られたときの学習開
始前，学習サイクル 1 回目，学習サイクル 100 回ごとに記録した学習サイクルと 1 単位時間デ 
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図 7.19 第 2 段目のニューロンネットワーク学習用誤差信号 
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図 7.20 勾配法項学習強化係数に対する平均 RMSE と標準偏差 
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図 7.21 学習サイクルと 1 単位時間データ当りの平均評価関数値の平均との関係 
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図 7.22 第 1 段目と第 2 段目のニューロンネットワークの出力信号 
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図 7.23 第 2 段目のニューロンネットワーク学習用誤差信号 
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図 7.24 勾配法項学習強化係数に対する平均 RMSE と標準偏差 
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図 7.25 学習サイクルと 1 単位時間データ当りの平均評価関数値の平均との関係 
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図 7.26 第 1 段目と第 2 段目のニューロンネットワークの出力信号 
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図 7.27 誤差収束型ニューロンネットワーク予測器の誤差信号 
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ータ当りの平均評価関数値の平均との関係を示す．この図は，NN1の学習が飽和したときの予
測誤差を，NN2を用いることで，さらに小さくすることができることを示している．また，学
習サイクルが 3 万回での NN2の 1 単位時間データ当りの平均評価関数値の平均の勾配は，さら
に学習が可能であるかのように推測できる．図 7.22 に NN1と NN2の出力信号を示す．これら
の信号の和を端数処理することで，誤差がない ECNNP の教師信号と同一の出力信号が得られ
る．以上より，ECNNP の予測誤差がない完全学習が得られ，正常洞調律心電図信号に対する
良好な学習能力の確認ができた． 
次に，15 秒間の正常洞調律心電図信号を用いて行った 2VNN で構成される ECNNP の学習計
算機シミュレーションの結果を示す．図 7.23 は，NN1の学習後，最小平均 RMSE を実現した
ときの出力信号を基に得た NN2の学習用誤差信号である．図 7.24 より，最小平均 RMSE を実
現したときの各段のニューロンネットワークの勾配法項の学習強化係数が得られる．図 7.25
は，各ニューロンネットワークの 3 回の学習で，最小平均 RMSE が得られたときの学習開始
前，学習サイクル 1 回目，学習サイクル 100 回ごとに記録した学習サイクルと 1 単位時間デー
タ当りの平均評価関数値の平均との関係を示す．この図は，NN1の学習が飽和したときの予測
誤差を，NN2を用いることで，さらに小さくすることができることを示している．しかし，図
7.21 の 5 秒間の正常洞調律心電図信号を用いた結果より悪く，学習が教師信号の長さに従っ
て，より困難になっていることが確認できる．また，学習サイクルが 3 万回での NN2の 1 単位
時間データ当りの平均評価関数値の平均の勾配は，飽和している．図 7.26 に NN1と NN2の出
力信号を示す．これらの信号の和を端数処理しても，誤差がない教師信号は得られない．この
ため，図 7.27 に示す ECNNP の予測誤差が残る．この誤差信号をなくすためには，ニューロン
ネットワークの段数を高くする必要がある． 
 
c. 学習能力の改善 
 15秒間の正常洞調律心電図信号を用いて行った ID2VNNで構成されるECNNPの学習計算機
シミュレーションの結果を示す．図 7.28 は，NN1の学習後，最小平均 RMSE を実現したとき
の出力信号を基に得た NN2の学習用誤差信号である．図 7.29 より，最小平均 RMSE を実現し
たときの各段のニューロンネットワークの勾配法項の学習強化係数が得られる．図 7.30 は，各
ニューロンネットワークの 3 回の学習で，最小平均 RMSE が得られたときの学習開始前，学習
サイクル 1 回目，学習サイクル 100 回ごとに記録した学習サイクルと 1 単位時間データ当りの 
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図 7.28 第 2 段目のニューロンネットワーク学習用誤差信号 
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図 7.29 勾配法項学習強化係数に対する平均 RMSE と標準偏差 
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図 7.30 学習サイクルと 1 単位時間データ当りの平均評価関数値の平均との関係 
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図 7.31 第 1 段目と第 2 段目のニューロンネットワークの出力信号 
 
平均評価関数値の平均との関係を示す．この図は，NN1 の学習が飽和したときの予測誤差
を，NN2を用いることで，さらに小さくすることができることを示している．また，学習サイ
クルが 3 万回での NN2の 1 単位時間データ当りの平均評価関数値の平均の勾配は，さらに学習
が可能であるかのように推測できる．図 7.31 に NN1と NN2の出力信号を示す．これらの信号
の和を端数処理することで，誤差がない ECNNP の教師信号と同一の出力信号が得られる．こ
のように ID2VNN を ECNNP に用いることで，完全学習が成し遂げられ，図 7.27 に示したよう
な ECNNP の予測誤差は生じなくなる．以上より，2VNN で構成される ECNNP の正常洞調律
心電図信号に対する学習能力を ID2VNN で構成される ECNNP で改善できることが示された． 
 
7.4 考察 
 
はじめに，ECNNP の学習能力について考察する．ECNNP は，入力信号と教師信号の関数関
係が弱くなり，学習が困難となる第 2 段目以降のニューロンネットワークの学習を可能とする
ために，入力信号と出力信号の関数関係を利用できるようにしたニューロンネットワークを
ECNNP の内部予測器として用いることで，学習能力を改善したものである．さらに，入力信
号に対する出力信号の一意性を強化するために，2 つの入力信号を用いている．このため，2
段の 2VNN で構成される ECNNP を 3 秒間の正常洞調律心電図信号を用いて学習した結果，完
全学習が可能であった． 
次に，基本予測器の学習汎用性について考察する．正常洞調律心電図信号は，被験者が異な
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っても，類似性が高く，一つの時系列信号パターンとしてとらえることができる．このため，前
記の完全学習済みの ECNNP，すなわち基本予測器に用いた各段の 2VNN の諸元を基に構成し
た 2VNN を用いた別の ECNNP でも，ある程度完全学習は可能であると予想されていた．実際
には，異なる条件の 5 秒間の正常洞調律心電図信号では，完全学習が可能であったが，15 秒間
のものでは，不可能であった．これは，学習で用いた心電図信号長が基本予測器で用いた信号
長の 1.5 倍程度では問題はないが，3 倍程度となると学習能力に問題が生じるということであ
る．学習で用いる信号長が，学習済みの信号長より長くなるに伴って，基本予測器の諸元を基
本としたものでは，能力不足になっている．しかし，ID2VNN を ECNNP に用いることで，15
秒間の正常洞調律心電図信号の完全学習は可能となった．この理由は，ID2VNN の方が 2VNN
より，ネットワークの入力信号数やモデルパラメータ数が多く，学習能力が高いためであると
考えられる．したがって，ID2VNN を用いた ECNNP は，正常洞調律心電図信号に対して学習
能力に優れていると考えられる． 
 今回の計算機シミュレーションは，ECNNPの完全学習遂行能力を実証したが，未学習信号に
対する汎化能力を確認しておらず，高精度予測器の実証としては不十分である．このため，不
整脈の心電図等を用いた汎化能力の検証が必要である． 
最後に，学習能力の改善について考察する．ECNNP の各段のニューロンネットワークの入
力信号と教師信号の間に関数関係がほとんどない場合，ECNNP の入出力信号の関係の学習
は，難しくなる．さらに，入出力信号に確定信号と不規則信号の成分が含まれていると推測さ
れる．したがって，学習を改善する手段として，入出力信号のこれらの 2 成分についてそれぞ
れ考えることが必要である． 
確定信号成分に対する改善としては，ニューロンネットワークの出力を再帰させる手段があ
る．これは，ニューロンネットワークの過去の出力信号から現在の出力信号を自己生成する機
能，すなわち，自己相関をニューロンネットワークへ与えることで学習能力を改善する．R2VNN
は，この手段を適用するために，出力層に R2VN を用いて，出力信号が出力層の入力として再
帰できるようにしたものである．また，ネットワークの入力信号数やモデルパラメータ数を多
くすることができる入力遅れや時間遅れの構造を付加することで，学習能力をさらに改善する
ことができると考えられる．これらの改善により，長時間の心電図信号に関して，完全学習が
得られるならば，ECNNP だけで，その情報の保存機能を実現できる可能性がある．また，学
習能力が高いと考えられる前記のニューロンネットワークを用いた ECNNP1 台だけで，多数の
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被験者の心電図信号を多重保存する機能を実現できる可能性もある． 
不規則信号成分に対する改善としては，不規則信号を雑音として取り扱う方法がある．これ
は，前処理として ECNNP の入力信号と教師信号をフィルタリングすることで，これらの雑音
を除去する．この方法に適用できるフィルタリングとしては，フーリエ変換，ベイズモデル，ト
レンドモデル等[5]がある．しかし，不規則信号の中でも，自然，生体，経済等の信号情報のよ
うに必要なものもある．このため，この方法は，必要な情報を欠落させないように注意して行
わなければならない． 
 
7.5 結言 
 
本章では，ECNN の各段のニューロンネットワークの入力信号と教師信号の間の関数関係が
ほとんどない場合の学習困難性を，ECNN の各段のニューロンネットワークを予測器として構
成し，その入力信号と教師信号の間の相関性を強くすることで改善した ECNNP を考案した．
そして，ECNNP の各段のニューロンネットワークへ 2VNN，R2VNN，ID2VNN，IDR2VNN を
用いることを提案した． 
次に，正常洞調律心電図信号を用いて，2 段の 2VNN から構成される ECNNP の学習計算機
シミュレーションを行い，その学習精度を評価した．その結果，誤差のない出力を得る学習能
力，すなわち，完全学習能力が ECNNP にあることを実証した．この実証により，ECNNP を用
いた時系列信号逐次出力器の実現も示された．これは，ニューロンネットワーク付き CPG と
しても応用することができる．また，ECNNP を高精度予測器として実現できる可能性がある
ことも示された．さらに，この ECNNP を基本予測器とし，その緒元を基に構成した別の 2 段
の 2VNN で構成される ECNNP と条件の異なる正常洞調律心電図信号を用いて学習能力を評価
した．その結果，学習で用いた心電図信号長が，基本予測器で用いた信号長の 1.5 倍程度では，問
題なく完全学習が成し遂げられたが，3 倍程度となると完全学習ができず，学習能力に問題が
生じた．この学習能力を改善するために，2 段の ID2VNN で構成される ECNNP と完全学習が
できなかった心電図信号を用いて，学習計算機シミュレーションを行った結果，完全学習を成
し遂げることができた．これにより，2VNN で構成される ECNNP の正常洞調律心電図信号に
対する学習能力を ID2VNN で構成される ECNNP で改善できることが示された． 
しかし，ECNNP は，未学習信号に対する汎化能力が確認されていないため，高精度予測器
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としての十分な実証ができていない．今後の課題は，不整脈心電図等を用いて，ECNNP の汎
化能力の評価を行うことである． 
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第8章 誤差収束型ニューロンネットワーク予測器を用
いた予測符号化 
 
8.1 緒言 
  
ECNNPは，応用として，予測符号化の予測器に用いることができる[1]．予測符号化は，予
測器の汎化精度が高いほどデータ圧縮率が向上し，その性能評価は高いものとなる．ECNNP
をこの予測器として用いる場合，ECNNPの汎化精度，すなわち，汎化能力に関して評価されて
いなければならない．前章で，ECNNPは特定の条件の下で，完全学習ができることが実証され
ている．しかし，その汎化能力に関しては，評価されていない． 
 ECNNPの学習方法は，大きく分けるとオンライン学習とオフライン学習がある．各段のニュ
ーロンネットワークに関する学習は，同時刻のデータ1個ごと各段のニューロンネットワーク
で学習を行う同時学習と1段ごと学習を独立して仕上げる逐次学習である．ここでは，逐次学
習後に得られる汎化能力の応用に関して述べる．前章のECNNPの学習方法は，単純に前段のニ
ューロンネットワークの教師信号と出力信号から得られる誤差信号を後段のニューロンネッ
トワークの教師信号とし，学習を行っている．1つのシステムを表現しているニューロンネッ
トワークでも，汎化能力が十分でなければ，その出力信号の特性は，既学習と未学習の各入力
信号に対して異なる．このため，前章で行った学習方法では，既学習の入力信号に対しては，誤
差の全くない高精度な出力信号が得られるが，未学習の入力信号に対しては，高精度な出力信
号を得ることは難しいと推測される．その理由は，前段のニューロンネットワークの出力信号
の特性が，既学習と未学習の各入力信号に対して異なるにもかかわらず，後段のニューロンネ
ットワークの出力信号は，既学習の入力信号に対する前段の出力信号を補償する特性しかな
く，その出力信号が，前段のニューロンネットワークの誤差の補償を反って妨げるものになる
からであると考えられる． 
そこで，本章の目的は，汎化利用時のECNNPの後段のニューロンネットワークの誤差の補償
効果の確認，ECNNPの汎化能力の評価，予測符号化を予測器にECNNPを用いて改善を行うこ
とにある．その結果，汎化利用時のECNNPの後段のニューロンネットワークの誤差の補償効果
の有効性を確認することができた．また，予測符号化のデータ圧縮率と再構成系列信号の精度
を改善できるIQPC[2]，予測符号化の予測器にECNNPを用いた場合，ECNNPの汎化能力が低く
ても，汎化精度を向上させることができる方法として，リアルタイムにECNNPのニューロンネ
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ットワークを学習しながら予測誤差を低減するIQLPC，ニューロンネットワークの教師信号の
符号にそのニューロンネットワークの出力信号の符号を合わせて誤差の低減を行う方
法，IQLPCとCABを用いた2重圧縮の4つの考案に関して述べる． 
 
8.2 独立量子化型学習予測符号化 
  
8.2.1 独立量子化 
 
 従来の予測符号化に用いられる予測器の予測は，常時量子化誤差の影響を受ける．したがっ
て，高精度な再構成系列信号は，量子化誤差系列信号から得ることができない．そこで，この
問題を除くための高精度な予測符号化として，IQPC を提案する．図 8.1 にその原理を示す．こ
の図で，xq は量子化原信号, xp は予測信号，xpqは量子化予測信号，eq は量子化誤差信号である．
符号処理は，原系列信号と予測系列信号の量子化を独立に処理することを特徴とする．したが
って，予測によって，量子化誤差系列信号は影響を受けない．すなわち，この予測符号化によ
る量子化誤差は，原系列信号の量子化によるものだけとなる． 
現在のほとんどの信号は，取得時に量子化されている．したがって，IQPC による原系列信
号の量子化器は，しばしば不必要となる．取得時の原系列信号の量子化幅の大きさが，IQPC
での原系列信号の量子化幅の大きさと等しいならば，IQPC で誤差のない原系列信号が完全に
再構成される．すなわち，データの可逆圧縮が可能となる．過去の研究に，これを画像データ 
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図 8.1 独立量子化型予測符号化の原理 
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の可逆圧縮に限定して行ったものはある[3]．また，IQPC の予測器に 1 入力の ECNNP を用い
ることで，データ圧縮率の改善が期待できる． 
 
 8.2.2 学習機能の導入 
 
従来の予測符号化で用いられる予測器のモデルパラメータは，予測対象に従う信号特性を予
め学習などによって決定し，固定されている．したがって，予測器の汎化能力が低い場合，そ
の汎化精度は低く，予測符号化の誤差系列信号の振幅が大きくなるという問題がある．この問
題を解決する方法として，予測器を学習しながら予測符号化を行う処理が考えられる．この処
理を IQPC へ適用したものが IQLPC である．図 8.2 にその原理を示す． 
次にIQLPCの原理を述べる．IQLPCは，符号化処理部と復号化処理部の予測器が，学習可能 
能な同一のもので構成される．それらは，前処理として，予測対象の信号特性の学習を行って
いる．前処理された予測器のモデルパラメータの値は，IQLPC開始時の初期値として設定され
る．符号化処理の手順は，次の通りである． 
1) 予測器へxq(τ-1)を入力した後，予測器は，xq(τ)を教師信号とし，学習を行う．この学習は，終
了条件を満たすまで繰り返される．この条件は，復号化処理部の予測器の学習終了条件と 
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図 8.2 独立量子化型学習予測符号化の原理 
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しても用いる． 
2) 学習終了後，予測器から xp(τ)が出力される． 
3) xp(τ)を端数処理し，xpq(τ)が出力される． 
4) eq(τ)は，xq(τ)から xpq(τ)を減算して得られる． 
5) 予測器の学習に用いられる誤差信号 ε は，xq(τ)から xp(τ)を減算して得られる． 
6) eq(τ)は，符号器で符号化され，復号化処理部の復号器や記憶装置などへ伝送される． 
また，復号化処理の手順は，次の通りである． 
1) 符号化処理部や記憶装置などから伝送される符号化信号は，復号器によって，復号化され
る．ここで，復号器から eq
(τ)
が出力される． 
2) eq(τ)に xpq(τ)を加算し，xq(τ)を再構成する． 
3) ここで，xpq(τ) は，xp(τ)を端数処理して得られている．xp(τ)は，予測器の学習終了後，予測器
から出力されている． 
4) ε は，xq(τ) から xp(τ)を減算して得られる． 
5) 予測器へ xq(τ-1)を入力した後，予測器は，xq(τ)を教師信号とし，学習が行われている．この
学習は，終了条件を満たすまで繰り返されている．この条件は，符号化処理部の予測器の
学習終了条件と同じである． 
 
 8.2.3 誤差の低減化 
 
 予測符号化は，その誤差系列信号の振幅を小さくさせることで，データ圧縮率を改善するこ
とができる．その方法として，ニューロンネットワークの教師信号の符号にそのニューロンネ
ットワークの出力信号の符号を合わせることで，誤差の低減ができることを示す．これを
IQLPC に用いる ECNNP の各段のニューロンネットワークの復元後の出力に適用すること
で，データ圧縮率の改善が図れる．これを式(8.1)，(8.2)に示す． 
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ここで，bi は ECNNP の第 i 段目のニューロンネットワークの教師信号と出力信号のバイアス
値である． 
 
8.3 計算機シミュレーション 
 
8.3.1 方法 
ECNNPの汎化能力とIQLPCの評価方法を説明する．ECNNPの汎化能力を評価するために，第
7章の7.3.1 a.の学習能力の改善で用いた2段のID2VNNの緒元を基に，その遅延素子数とフィル
タ長を2倍にした別の数段のID2VNNで構成されるECNNPと正常洞調律心電図を用いて，第7章
と同様な心電図信号予測に関する学習計算機シミュレーションを行う．学習用信号として，図
8.3のMIT-BIH No.16786の正常洞調律心電図信号の開始から4,000個を用いる． 
はじめに，Ain1=A1=1/3.275とし，NN1へ空間方向が1次元の時系列パターンの入力信号x(τ)と教
師信号y1(τ)=x(τ+1)の組合せを与え探査学習を行う．ここで，最小平均RMSEを得た条件の中か
ら最小RMSEのID2VNNを選び，それをNN1とする．さらに，このNN1の出力信号をECNNPの教
師信号レベルへ復元し，その信号とECNNPの教師信号から得られた誤差信号をNN2の学習用信
号の一部分とする． 
次に，NN2へ空間方向が2次元の時系列パターンの入力信号x(τ)，x21(τ)と空間方向が1次元の
時系列パターンの教師信号y2(τ)=x21(τ+1)の組合せを与え探査学習を行う．入力信号x(τ)には，図 
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図8.3 学習用正常洞調律心電図信号 
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表8.1 学習計算機シミュレーション条件 
 
 
8.3の心電図信号，入力信号x2(τ)と教師信号y2(τ)には，第7章の式(7.4)の初期条件とNN2の学習用
誤差信号から求められる信号を用いる．ここで，Aein2=A2，a21=1/3.275とし，Aein2，A2には，NN2
の学習用誤差信号の最大絶対値を1にする値を用いる．ここで，最小平均RMSEを得た条件の中
から最小RMSEのID2VNNを選び，それをNN2とする．さらに，NN1とNN2の出力信号をECNNP
の教師信号レベルへ復元し，それらの信号とECNNPの教師信号から得られた誤差信号を第3段
目のニューロンネットワーク，以下NN3と称するニューロンネットワークの学習用信号の一部
分とする． 
NN2の決定方法と同様に，第3段目以降のニューロンネットワークを順次決定して行く．そし
て，NN1から最終段のニューロンネットワークまでの出力信号をECNNPの教師信号レベルへ復
元し，それらの総和から得たECNNPの出力信号とECNNPの教師信号から得られる予測誤差が
完全になくなった時点で，ニューロンネットワークの決定を終了する． 
学習は，2,080単位時間のデータを初期入力後，入力信号と教師信号の対を1回提示して行わ
れる．この過程を1学習サイクルとし，これを繰り返す．計算機シミュレーションは，勾配法
項の学習強化係数を変化させながら，3回の探査学習を行い，その結果得られた平均RMSEを比
較する．表8.1に学習計算機シミュレーション条件を示す．ここで，予測係数の初期値は，指数
平滑法を用いる．その他の初期値は，学習計算機シミュレーション1回ごとに，擬似乱数で決
定される． 
以上の探査学習で得られたECNNPへ図8.3の心電図信号データを初期入力し，その後，その 
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図8.4 テスト用正常洞調律心電図信号 
 
信号と連続する図8.4の1.875秒間240個の未学習信号データを入力して，その汎化出力を評価す
る． 
次に，IQLPCの評価方法を説明する．第7章で実現した2段のID2VNNから構成されるECNNP
をIQLPCの予測器に用いて，予測符号化を評価する．IQLPCへ入力する原系列信号には，前項
と同じMIT-BIH No.16786の被験者の心電図信号の学習終了直後から始まる図8.4の60秒間の未
学習信号7,680個を用いる．はじめに，ECNNPの第1段目のID2VNNの学習サイクルを0回から5
回まで1回ずつ増加させながらIQLPCを行う．次に，最小最大予測誤差振幅を実現した学習サ
イクルの第1段目のID2VNNを用いて，第2段目のID2VNNの学習サイクルを0回から5回まで1回
ずつ増加させながらIQLPCを行う．ここで，通常の符号化の必要ビット数は，最大予測誤差振
幅で決定されるため，最小最大予測誤差振幅を指標として用いる．以上のIQLPCより得られる
最小最大予測誤差振幅を実現した各段の学習サイクルの組合せのECNNPを評価する．さら
に，最良の学習サイクルの組合せのECNNPの第2段目のID2VNNへ8.2.3の誤差の低減方法をバ
イアス値なしで施し，最大予測誤差振幅を用いてIQLPCを評価する．最後に，その誤差を，最
小値をゼロとした量子化後，符号なしでビット変換を行い，2重圧縮として，平均的に可逆圧
縮性能が高いと評価されているCABを用いた圧縮を行う．それらの結果得られたデータサイズ
を原系列信号データや原系列信号データをCABで圧縮したデータのデータサイズと比較し，圧
縮率を用いて評価する．ここで，圧縮に用いるソフトウェアのプログラムファイル容量やデー
タのディスク上の物理サイズに関しては，論じないこととする． 
 
 8.3.3 結果 
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 a. 誤差収束型予測器 
 ECNNP のニューロンネットワークを第 1 段目から ID2VNN の学習により順次決定して行く
と，第 4 段目のニューロンネットワークを決定した時点で，ECNNP の出力誤差はなくなり，完
全学習が実現した．図 8.5 に，ECNNP の第 2 段目から第 4 段目までの ID2VNN の学習用誤差
信号を示す．これらの図より，誤差信号の振幅が，ニューロンネットワークの段数の増加に伴
って小さくなることが確認でき，ECNNP の出力誤差が収束して行くことが示されている．図
8.6 に，第 1 段目から第 4 段目までの ID2VNN の学習強化係数に対する平均 RMSE を示す．こ
の図からも，各段の最小平均 RMSE が，ニューロンネットワークの段数の増加に伴って，1 段
当りおおよそ 10 分の 1 ずつ指数関数的に減少することが確認でき，ECNNP の出力誤差が収束
して行くことが示されている．図 8.7 に，第 1 段目から第 4 段目までの ID2VNN の最小平均
RMSEを実現した ID2VNN の学習回数に対する 1単位時間データ当りの平均評価関数値の平均
を示す．この図より，前段の ID2VNN の学習終了時の誤差が，後段の ID2VNN の学習開始時
の誤差として引き継がれ，ニューロンネットワークの段数の増加とともに，学習が順調に進行
していることが確認できる．図 8.8 に，学習後の ECNNP の出力信号を示す．これは，教師信
号と完全に一致している．以上の結果より，僅か 1,000 回の ECNNP の学習でも，ニューロン
ネットワークの段数を増加させることで，完全学習が得られることが示された． 
次に，学習後の ECNNP へ未学習信号データを入力して得られた ECNNP の汎化出力の結果
を表 8.2 に示す．この表より，1.875秒後の予測誤差の絶対値平均は，ニューロンネットワーク
の段数の増加とともに減少し，すなわち，汎化能力が向上していることが確認できる．以上よ
り，汎化利用時の ECNNP の後段のニューロンネットワークの誤差の補償効果の有効性を確認
することができた． 
 
b. 独立量子化型学習予測符号化 
 図 8.9 に，IQLPC で用いる ECNNP の第 1 段目と第 2 段目の ID2VNN の学習サイクルと最大
予測誤差振幅の絶対値の関係を示す．これより，第 1 段目の ID2VNN の最大予測誤差振幅の絶
対値は，学習を全く行わない場合が，最も小さいということが確認できる．また，この第 1 段
目の ID2VNN を用いたとき，第 2 段目の ID2VNN の最大予測誤差振幅の絶対値は，学習サイ
クルが 2回の場合が，最も小さいということが確認できる．さらに，これら最良の学習サイク
ルの組合せで得られた ECNNP の第 2 段目の ID2VNN へ 8.2.3 の誤差の低減方法をバイアス値
なしで施した結果，第 2 段目の ID2VNN の最大予測誤差振幅の絶対値，すなわち，ECNNP の 
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図 8.5 第 2 段目から第 4 段目までの入力遅れ 2 次ボルテラニューロンネットワークの学習用
誤差信号 
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図 8.6 第 1 段目から第 4 段目までの入力遅れ 2 次ボルテラニューロンネットワークの学習強
化係数に対する二乗平均平方根誤差の平均値 
 
評
価
関
数
値
 
図 8.7 第 1 段目から第 4 段目までの二乗平均平方根誤差の最小平均値を実現した入力遅れ 2
次ボルテラニューロンネットワークの学習回数に対する 1単位時間当りの平均評価関数値の平
均値 
 
 
図 8.8 学習後の誤差収束型ニューロンネットワーク予測器の出力信号 
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表8.2 未学習信号データ入力時の誤差収束型ニューロンネットワーク予測器の各段の入力遅
れ2次ボルテラニューロンネットワークまでの予測誤差の絶対値平均 
 
 
 
図8.9 誤差収束型ニューロンネットワーク予測器の各段の入力遅れ2次ボルテラニューロンネ
ットワークの学習サイクルに対する最大誤差振幅の絶対値 
 
 
系列1 系列2 
 
図8.10 最小最大予測誤差振幅を実現した独立量子化型学習予測符号化の未量子化の誤差系列
信号 
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表 8.3 圧縮方法による圧縮率の比較 
 
 
最大予測誤差振幅の絶対値は，3.29×10-1[mV]であり，改善前より13.2%減少した．このときの
改善前後に得られたECNNPの予測誤差系列信号を図8.10に示す．これより，予測誤差は，予測
開始時に大きく，時間の経過とともに徐々に小さくなるが，途中再び増大していることが確認
できる．また，ECNNPの改善後は，予測開始時の予測誤差が小さくなり，最大予測誤差振幅が
小さくなっていることが確認できる． 
 次に，各圧縮方法による圧縮率の比較結果を表8.3に示す．これより，IQLPCとCABは，ほぼ
同等の圧縮能力を備えており，圧縮率は，IQLPCとCABで2重圧縮を施す方法が最も高く，無
圧縮のデータサイズを50%未満にできるということが確認できる．また，この方法の圧縮率
は，CABより16.8%向上している． 
 
8.4 考察 
 
はじめに，ECNNP の汎化能力について検討する．ECNNP は，学習回数が少なくても，ニュ
ーロンネットワークの段数を増加させることで，完全学習が実現できるということが実証され
た．これは，第 6 章の 6.4 の考察で述べたように，ECNNP に関してもニューロンネットワーク
の段数の増加とともに，出力の高精度化と学習の高速化の効果が十分期待できる結果であると
とらえることができる．従来のニューロンネットワークの汎化能力に関する説では，教師信号
に対する学習精度を高めた場合，汎化能力に支障をきたすとしていたが，今回の結果では，そ
れが必ずしも起こるとは限らないということが示されている．この原因は，学習時と同様に，汎
化時においても，後段のニューロンネットワークの誤差の補償効果の有効性が存在するという
ことである．汎化時の誤差補償効果は，学習で得られた入力信号と教師信号の平均的な関数関
係と汎化時の入力信号と出力信号の関数関係が類似している場合に得られる．すなわち，汎化
能力確認のシミュレーション結果より，今回の正常洞調律心電図信号に関して，誤差補償効果
が得られるための上記条件が，学習信号の直後の 1.875 秒間の未学習信号に含まれているた
め，その有効性が得られたと考えられる．さらに，ECNNP，ニューロンネットワーク，入力出
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力信号などを工夫することで，汎化能力の向上が期待できる． 
 次に，IQLPC について検討する．予測符号化を IQLPC とし，その予測器に ECNNP を用い，ニ
ューロンネットワークの教師信号の符号に出力信号の符号を合わせる誤差の低減方法を導入
し，さらに CAB を用いて 2 重圧縮することで，CAB 単独の圧縮率より高い圧縮率の原系列信
号に対する可逆圧縮が実現できた．しかし，さらに検討をしなければならないことは，ECNNP
の学習終了条件である．学習終了条件としては，学習回数，予測誤差，それらの組合せ，学習
用誤差信号に応じた条件などが考えられる．本章では，学習回数に関してだけの確認であるた
め，様々な学習終了条件の中で，データ圧縮率が最も大きくなる条件をさらに調べること
で，ECNNP の汎化能力の改善ができると考えられる．また，さらにデータ圧縮率を向上させ
る方法として，IQLPC と他のデータ圧縮方法とを組み合わせての使用などが考えられる．例え
ば，予測誤差信号系列の特徴に合わせた独自の圧縮方法や，圧縮順序を変える手法の考案など
である．これらも，データ圧縮の有効性を確認しなければならない． 
最後に，ニューロンネットワークの教師信号の符号に出力信号の符号を合わせる誤差の低減
方法の応用について検討する．誤差の低減方法を学習中のニューロンネットワークの出力に適
用することで，学習速度を改善できる可能性がある．また，符号出力用ニューロンネットワー
クを用意し，それに教師信号の符号を学習させ，出力用ニューロンネットワークの出力信号の
符号を符号出力用ニューロンネットワークで与えることで，出力用ニューロンネットワークの
汎化出力の精度を向上させることができる可能性がある． 
 
8.5 結言 
  
正常洞調律心電図予測を学習サイクル 1000回で完全学習した後の 4 段の ID2VNN から構成
される ECNNP の汎化能力に関して，ECNNP の後段のニューロンネットワークの誤差の補償効
果の確認を，1.875 秒間 240 個の未学習正常洞調律心電図信号データを用いて行った結果，そ
の予測誤差の絶対値平均は，ニューロンネットワークの段数の増加とともに減少し，汎化能力
が向上して行くことが示され，学習能力に関するときと同様に，その有効性を確認することが
できた．この結果は，教師信号に対する学習精度を高めた場合，汎化能力に支障をきたすとし
ていた従来のニューロンネットワークの汎化能力に関する説が，学習で得られた入力信号と教
師信号の平均的な関数関係と汎化時の入力信号と出力信号の関数関係が類似している場合に
は，必ずしも成り立つとは限らないということを示していると考えられる． 
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次に，ECNNPの汎化能力が低くても，汎化精度を向上させることができる方法として，従来
の予測符号化を検討した結果，原系列信号と予測系列信号を独立に量子化して再構成系列信号
の精度を向上させるIQPC，予測器を学習しながら予測誤差を低減するIQLPC，ニューロンネッ
トワークの教師信号の符号にそのニューロンネットワークの出力信号の符号を合わせて誤差
の低減を行う方法，IQLPCとCABを用いた2重圧縮を考案した．それらの計算機シミュレーシ
ョンとして，第7章で実現した2段のID2VNNから構成されるECNNPをIQLPCの予測器に用い
て，60秒間の未学習正常洞調律心電図信号7,680個のデータを圧縮した結果，IQLPCは，CAB
と同程度の圧縮率が得られることが示された．さらに，IQLPCとCABを用いた2重圧縮では，圧
縮率2.02が得られ，CAB単独の圧縮率より16.8%向上することが示された． 
今後の課題は，ECNNPの汎化能力の改善，IQLPCの圧縮率を最も大きくできるECNNPの学
習終了条件や圧縮率の改善方法の検討，誤差の低減方法の応用の検証などである． 
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第9章 結論 
 
9.1 本論文の要約 
ニューロンネットワークの基本性能を決定付ける学習精度に関する改善を行い，入力信号と
教師信号との間の関数関係に対して十分に学習を行っても，出力誤差が全くない完全学習を保
証できないという問題が残っていた．予測符号化では，符号化と復号化の二つの処理で，予測
器が用いられている．この予測器には，非線形予測法で非線形予測を行うニューロンネットワ
ークがあるが，前記問題点のため高精度な学習や汎化が得られないままの圧縮結果を得ていた．
本研究の目的は，この学習精度に関する問題を解決し，学習精度を高めた予測器で汎化精度を
向上させ，高圧縮率の量子化原系列信号に関する可逆圧縮方法の予測符号化の提案と完全学習
後に得られる時系列信号の保存機能の実現であった．研究の結果，次の結論が得られた． 
第 2 章では，2 入力 BPN と 5 入力 BPN を用いた 2 つの非線形時系列信号予測システムの学
習精度を評価し，5 入力 BPN を用いた非線形時系列信号予測システムの方が，2 入力 BPN を
用いた非線形時系列信号予測システムより学習精度が向上することを示した． 
第 3 章では，BPN と PNN を 5 入力 4 出力非線形時系列信号予測システムへ適用して学習
精度を評価し，すべての出力において，PNNの学習精度の方が，BPNより高いことを示し，そ
の原因を説明した． 
第4章では，IDNNと2VNNによる正常洞調律心電図の非線形時系列信号予測学習を評価し，両
ネットワークの学習精度が同等であることを示した． 
第 5章では，学習計算機シミュレーション時間が比較的少なく，かつ，非線形予測能力があ
る 1VNNを用いて，TVVNNを構成し，不整脈心電図信号予測に関しての TVVNNの有効性を
評価する方法を検討した． 
第6章では，関数関係がある入出力を任意の近似関数と近似関数によって生じる誤差を次々
と別の近似関数で表した汎関数級数の誤差を収束させる誤差収束の原理を考案した．この原理
は，任意の近似関数の数を無限にすることで，数学的に汎関数級数の誤差項がゼロとなること
を保証する．そして，誤差収束の原理を実際の工学処理に発展させた量子化信号の誤差収束の
原理とそれを適用したECFSも考案した．特に，任意の近似関数にニューロンネットワークを
用いたものをECNNと定義した．また，ECFSを並列ユニットとしたECPFSも考案した．さら
に，ECFS とECPFSを用いた応用として，非線形プラントのシミュレータや系列信号逐次出力
器として使えることが期待できるECRSとECPRSも考案した．  
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第 7章では，ECNNの各段のニューロンネットワークの入力信号と教師信号の間の関数関係
がほとんどない場合の学習困難性を，ECNNの各段のニューロンネットワークを予測器として
構成し，その入力信号と教師信号の間の関数関係を強くすることで改善した ECNNP を考案し
た．次に，正常洞調律心電図信号予測学習に対して，2 段の 2VNN から構成される ECNNP の
学習計算機シミュレーションを行い，完全学習能力が ECNNP にあることを実証した．さら
に，2VNN で構成される ECNNP の学習能力を ID2VNN で構成される ECNNP で改善できるこ
とを示した． 
第 8 章では，ECNNP のニューロンネットワークの段数の増加とともに汎化能力が向上して
行くことが示された．また，予測符号化のデータ圧縮率と再構成系列信号の精度を改善できる
IQPC，リアルタイムに ECNNPのニューロンネットワークを学習しながら予測誤差を低減させ
る IQLPC，ニューロンネットワークの教師信号の符号にそのニューロンネットワークの出力信
号の符号を合わせて誤差の低減を行う方法，IQLPC と CAB を用いた 2 重圧縮の 4 つの考案を
行った．その結果，CABを超える圧縮率を示した． 
 
9.2 今後の課題 
 
ECNNP は，各段のニューロンネットワークの逐次学習による正常洞調律心電図の非線形性
の強い時系列信号の予測学習に対しては，完全学習能力が示されたものの，同時学習による学
習能力の評価はされていない．汎化能力に関する評価も行われたが，入力信号と出力信号の変
化する関数関係に対応するための改善が行われていない．ECNNPを用いた IQLPCの有効性の
確認は行われたが，IQLPC の最適な圧縮率を得る条件が十分調査されていない． 
 
今後の課題としては，前記 3項目の研究を行うことである．具体的には次の通りである． 
 
1. ECNNPの各段のニューロンネットワークの同時学習による学習能力の評価． 
2. 学習サイクルを少なくできる ECNNPのニューロンネットワークの段数の調査． 
3. 非線形プラントの複数の時系列信号に対しての ECNNPの汎化能力の評価． 
4. IQLPC のデータ圧縮率を最も大きくできる ECNNPの学習終了条件の調査． 
5. IQLPC と他のデータ圧縮方法とを組み合わせたデータ圧縮方法の有効性の確認． 
6. 学習則や汎化出力決定に対する誤差の低減方法の応用の評価． 
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