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On eigenmode approximation for Dirac equations:
differential forms and fractional Sobolev spaces
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Abstract
We comment on the discretization of the Dirac equation using finite
element spaces of differential forms. In order to treat perturbations by low
order terms, such as those arizing from electromagnetic fields, we develop
some abstract discretization theory and provide estimates in fractional
order Sobolev spaces for finite element systems. Eigenmode convergence is
proved, as well as optimal convergence orders, assuming a flat background
metric on a periodic domain.
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1 Introduction
This paper is devoted to the discretization of the Dirac operator with finite
element spaces of differential forms. We learned this technique in a talk by
Ari Stern1, written up in [36]. It seems that a special case of this method,
corresponding to tensor-product Whitney forms on cubes, has already been
considered by physicists [8]. We also noticed the work [35], which, like this one,
concerns spurious-free approximations to the Dirac equation, from a mathemat-
ically rigorous viewpoint. It contains many references to other works on this
topic, including some from the physics literature.
From the theoretical point of view, it should be noted that finite element
methods, like the ones considered here, do not produce subspaces of the domain
of the Dirac operator, not even of a square root, though 1/2 is the critical
exponent. Moreover the discrete Hodge decomposition is different from the
continuous one, in the sense of Remark 4.2. Nevertheless we prove, in this paper,
convergence for the spectral problem for finite element spaces of differential
forms Xh, constructed as finite element systems [17], on quasi-uniform cellular
complexes Th, in the so-called h-setting, as the mesh-width h goes to 0. For
simplicity we restrict attention to toruses, or, equivalently, periodic boundary
conditions.
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Actually, eigenmode convergence for the Hodge-Dirac operator, discretized
with finite element differential forms, follows quite easily from the known theory
developed for the Hodge-Laplace, which can be found in [29][16][2][26][27]. For
an overview of discrete Hodge theory, see [3]. However, it seems that this
theory by itself does not allow for zero-order perturbations of the Hodge-Dirac
operator, as would correspond, for instance, to adding an electromagnetic field
to the Dirac equation. Special emphasis is placed on covering such cases as well.
These points are explained more fully in Section 6, at the abstract level.
To use the abstract framework we develop, we require some estimates in
Sobolev spaces Hs(S), with 0 < s < 1/2, which are provided in Section 5.
Notice that these Sobolev spaces contain piecewise smooth functions, in par-
ticular finite element differential forms, yet are compactly embedded in L2(S).
That part of the theory is developed without reference to the Dirac equation,
for greater reusability. Remark 5.1 puts the results concerning discrete Hodge
decompositions in context. As a preparation for these estimates we review some
recent techniques for analysing finite element spaces of differential forms in Sec-
tion 4 and extend them in particular towards the use of two different discrete
H1 seminorms.
The paper is organized as follows. We start by recalling some notations
related to the Dirac equation expressed with differential forms, in Section 2.
The functional framework used for the continuous problem is reviewed in Section
3. Finite element spaces are introduced in Section 4 together with some error
analysis in integer order Sobolev spaces. This analysis is extended to fractional
order Sobolev spaces, in Section 5. We also develop some abstract discretization
theory, in Section 6. Finally we combine these techniques to conclude, in Section
7.
2 Forms of the Dirac equation
This section is meant mainly to fix notations and explain how the Dirac equation
of physicists can be expressed with differential forms. For this purpose we make
a detour via quaternions. We make no claims of originality for the facts listed
here, but hope the exposition has other virtues.
Dirac equation. We adopt the following standard definitions:
The (2× 2 complex) Pauli matrices are:
σ1 =
[
0 1
1 0
]
, σ2 =
[
0 −i
i 0
]
, σ3 =
[
1 0
0 −1
]
. (1)
The (4× 4 complex) Dirac matrices are:
γ0 =
[
I 0
0 −I
]
, γk =
[
0 σk
−σk 0
]
. (2)
Here I denotes the 2× 2 identity matrix.
The Dirac equation with minimal coupling to an electromagnetic gauge po-
tential A = (A0, . . . , A3), is to find a function ψ : R
4 → C4 satisfying:
i~γµ(∂µ + iAµ)ψ −mcψ = 0. (3)
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Einstein summation convention is used. Such a function ψ is referred to as a
spinor-valued field on time-space. The three constants ~, c and m are referred
to as reduced Planck constant, light velocity and mass, respectively. We choose
units such that ~ = 1 and c = 1 in the following.
Remark 2.1. Concerning boundary conditions: In this section, focus is on the
differential operators so we might as well work on the whole Minkowiski space
R4 as on some open subset of it. In the next section, where Fredholmness of
the Dirac operator is discussed, we recall how results on bounded contractible
domains can be obtained from exactness of some sequences of differential forms
with or without Dirichlet boundary conditions. For more general domains we
just state the result. For the numerical method we consider, we prefer to avoid
boundary conditions as much as possible, so we will work on a torus (periodic
boundary conditions). Thus we avoid some interesting difficulties, but not all.
Quaternions. The quaternions will be identified with the following space of
complex 2× 2 matrices:
H = {
[
a −b¯
b a¯
]
: a, b ∈ C}. (4)
Under matrix addition and multiplication, they constitute a real associative
algebra, where nonzero elements are invertible.
The real elements inH are by definition the multiples of the identity matrix I.
The imaginary elements are those spanned (over R) by the elements Jk = −iσk,
k = 1, 2, 3. We have the direct sum decomposition:
H = RI ⊕ RJ1 ⊕ RJ2 ⊕ RJ3. (5)
For a vector x ∈ R3 we use the notation:
x · J =
3∑
k=1
xkJk. (6)
Any element X of H can be uniquely written:
X = x0I + x · J with x0 ∈ R and x ∈ R3. (7)
We let Ξ denote the identification:
Ξ :
{
R⊕ R3 → H,
(x0, x) 7→ x0I + x · J. (8)
Multiplication in H has the form:
(x0I + x · J)(y0I + y · J) = (x0y0 − x · y)I + (x0y + y0x+ x× y) · J. (9)
Via Ξ we get the following product on R⊕ R3:
(x0, x)(y0, y) = (x0y0 − x · y, x0y + y0x+ x× y). (10)
Conjugation in H is Hermitian conjugation of matrices, denoted X 7→ Xh. Via
Ξ it corresponds to the map:
(x0, x) 7→ (x0, x) = (x0,−x) on R⊕ R3. (11)
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The Euclidean scalar product on H is:
X · Y = Re(XhY ) = 1
2
tr(XhY ). (12)
Via Ξ we recover the standard Euclidean product on R⊕ R3:
(x0, x) · (y0, y) = Re (x0, x)(y0, y) = x0y0 + x · y. (13)
Differential operators. The differential operator J · ∇ is by definition:
J · ∇ =
3∑
k=1
Jk∂k. (14)
It acts in particular on fields R3 → H and as such is symmetric, with respect to
the L2 product deduced from the Euclidean product (12). On the other hand,
the operator σ ·∇, defined in a similar manner, acts from fields R3 → H to fields
R3 → iH. We notice that we have a direct sum decomposition (over the reals):
C
2×2 = H⊕ iH. (15)
Moreover σ · ∇, as an operator on fields R3 → C2, is anti-symmetric.
We change the notation slightly, and write the electromagnetic gauge po-
tential as combination of an electric scalar potential V (corresponding to A0)
and an R3-valued magnetic vector potential A = (A1, A2, A3). In terms of 2× 2
matrices the Dirac equation (3), acting on C4-valued fields, can be written:
i
[
∂0 + iV 0
0 −∂0 − iV
]
ψ = −
[
0 −J · (∇+ iA)
J · (∇+ iA) 0
]
ψ +mψ. (16)
We can also write this as:
∂0ψ = −
[
0 σ · (∇+ iA)
σ · (∇+ iA) 0
]
ψ −mi
[
I 0
0 −I
]
ψ − iV ψ. (17)
The differential operator appearing on the right hand side is anti-selfadjoint,
in L2(R3 → C4), so the differential equation may be regarded as a well-posed
equation of wave type.
If we look for solutions with a time-dependence of the form t 7→ exp(−iEt)
with E ∈ R, we get the self-adjoint eigenvalue problem:
Eψ =
[
0 J · (∇+ iA)
J · (∇+ iA) 0
]
ψ +m
[
I 0
0 −I
]
ψ + V ψ. (18)
Differential forms. Via Ξ, the operator J ·∇ becomes the following operator
on fields R3 → R⊕ R3:
Ξ−1(J · ∇)Ξ :
[
f
g
]
7→
[ − div g
grad f + curl g
]
. (19)
Recall the identification of alternating forms with scalars and vectors:
Alt•(R3) ≈ R⊕ R3 ⊕ R3 ⊕ R. (20)
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Introduce the rearrangement map:
Θ :


R
R3
R3
R

 ∋


s
u
v
t

 7→


s
v
t
u

 ∈


R
R3
R
R
3

 . (21)
It can be interpreted as putting the alternating forms of even order on top and
those of odd order at the bottom.
Looking at the right hand side in (18), we define the differential operator:
D = Θ−1
[
0 Ξ−1(J · ∇)Ξ
Ξ−1(J · ∇)Ξ 0
]
Θ. (22)
We obtain the mapping property, on scalar and vector fields:
D :


s
u
v
t

 7→


− div u
grad s+ curl v
curlu+ grad t
− div v

 . (23)
This map is of the form:
D = d + d⋆ : C∞Alt•(R3)→ C∞Alt•(R3), (24)
for the slightly non-standard exterior derivative:
d = grad⊕ curl⊕− div . (25)
Therefore D may be referred to as a Hodge-Dirac operator.
Almost complex structure. Unfortunately the magnetic vector potential
does not contribute nicely under these identifications. This is related to the fact
that, for A ∈ R3, J · iA maps H not to itself but to iH (compare with the fact
the J · ∇ acts as an endomorphism on smooth fields S → H). In other words,
under the above identifications, the magnetic vector potential yields a zero order
operator on C∞Alt•(R3), but we found the expression to be unenlightening.
The following identities will not be used, but we found them intriguing. At
least they provide an interpretation of the fact that the spectrum of the Dirac
operator is symmetric with respect to the origin. Introduce the operator on
Alt•(R3):
J :


s
u
v
t

 7→


−t
v
−u
s

 . (26)
Since J 2 = −1, J provides an almost complex structure on Alt•(R3). Up to
signs one can also identify it as a Hodge-star operator. We notice:
DJ = −JD. (27)
In particular, if φ is an eigenvector of D with eigenvalue λ, then J φ is an
eigenvector for the eigenvalue −λ.
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One way of viewing this is to introduce the map:
Z :
{
Alt•(R3) → C2×2,
(s, u, v, t) 7→ (s+ v · J) + i(t+ u · J). (28)
We also let H denote Hermitian conjugation on C2×2. Some computations then
provide the formulas:
ZDZ−1 = (σ · ∇) ◦ H, (29)
and:
ZJZ−1 = i. (30)
From this, identity (27) follows, since σ ·∇ is C-linear, whereasH is C-antilinear.
3 Functional framework for the Hodge-Dirac
We fix some notations and recall some rather well-known results. The Hilbertian
setting for the exterior derivative is in [3]. Additional information on the Dirac
operator can be found in [40].
Contractible domains. Let S be a bounded contractible Lipschitz domain in
Rn, with its standard Euclidean structure. We study the Hodge-Dirac operator
on the space of differential forms:
D = d+ d⋆, on O• = L2Alt•(S). (31)
It is an unbounded operator and we proceed to define its domain. The grading
implied by the notation O• is given by the degree of differential forms and the
scalar product in O• is the L2 product of forms deduced from the standard
Euclidean structure on Rn.
We denote by γ the pullback of differential forms to the boundary ∂S of S.
If u is a differential form, γu remembers the action of u only on vectors tangent
to ∂S. We put, for integer k:
Xk = {u ∈ Ok : du ∈ Ok+1}, (32)
Xk0 = {u ∈ Xk : γu = 0}, (33)
Y k = {u ∈ Xk0 : d⋆u ∈ Ok−1}. (34)
When k is outside the range [0, n], these spaces are 0. In these formulas, the
exterior derivative d is defined a priori in the sense of distributions, and d⋆ is its
formal adjoint, also defined in the sense of distributions. We define the domain
of D to be Y •. Sometimes, to simplify notations we omit the grading, so that
O = O•, X = X•, X0 = X
•
0 and Y = Y
•.
It is straightforward to check that D with domain Y is symmetric. Self-
adjointness follows from the next results.
Recall the following two variants of the Poincare´ lemma:
Proposition 3.1. The following two sequences, involving the exterior deriva-
tive, are exact:
0→ R→ X0 → . . .→ Xn → 0, (35)
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with inclusion of constants in second position, and:
0→ X00 → . . .→ Xn0 → R→ 0, (36)
with integration in second to last position.
One deduces the following variant of the Hodge decomposition. Notice in
particular the choice of boundary conditions.
Proposition 3.2. For any v ∈ Ok, with ∫ v = 0 if k = n, there is a unique
(u,w) ∈ Y k−1 × Y k+1 such that:
v = du+ d⋆w, (37)
subject to
∫
u = 0 if k−1 = 0 and d⋆u = 0 if not, as well as ∫ w = 0 if k+1 = n
and dw = 0 if not.
It is the main ingredient in the proof of the following:
Proposition 3.3. For any v• ∈ O•, with ∫ vn = 0, there is a unique u• ∈ Y •,
with
∫
un = 0, such that:
v• = Du•. (38)
More general domains. For more general compact Lipschitz domains S,
including compact smooth manifolds without boundary, the inclusion map Y →
O is still compact and the operator D : Y → O is still Fredholm of index zero.
The kernel of D is the graded cohomology group:
G = {u ∈ X0 : du = 0 and u ⊥ dX0}. (39)
We also adopt the following notations:
W = {u ∈ X0 : du = 0}, (40)
V = {u ∈ X0 : u ⊥W}. (41)
We have the Hodge decompositions:
X0 = V ⊕W, and W = dV ⊕G. (42)
Define then an operator K : O → Y by inverting D on the O-orthogonal of G.
We note, for future reference:
Proposition 3.4. The following operator is compact and selfadjoint:
K : O → O. (43)
4 Finite element differential forms
Discretization spaces. In this section we choose the domain S to be of the
following type. We let (ei) denote a basis of R
n (1 ≤ i ≤ n) and define a lattice
L by:
L =
n∑
i=1
Zei. (44)
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Then we define:
S = Rn/L. (45)
We also consider a quasi-uniform sequence (Th) of cellular complexes. As is
customary, the parameter h > 0 also denotes the largest diameter of a cell in Th,
and we are interested in the asymptotic behavior as h → 0. Quasi-uniformity
can be taken to mean that Th has a simplicial refinement, which is quasi-uniform
in the usual sense, and such that the cells of Th are composed of a uniformly
bounded number of simplices.
Remark 4.1. Both the choice of working on a domain without boundary and
the choice to restrict attention to quasi-uniform meshes, are made in order to
use smoothing by convolution, in combination with standard interpolation, in
the proofs. It is possible that the techniques of [26] (which introduces a space
dependent smoother and an offset to treat essential boundary conditions) can
be extended to treat the Dirac operator on domains with boundary and general
shape-regular meshes, but the proofs are already quite technical without these
complicating factors.
Recall that | · | stands for the L2(S) norm and 〈·, ·〉 for the L2(S) scalar
product. We also use the notation O = O• for the Hilbert space of differential
forms of all degrees, equipped with this scalar product. For any cell T of some
Th, also the low-dimensional ones, we write:
|u|T = ‖u‖L2(T ). (46)
For each discretization parameter h, we consider a sequence of finite dimen-
sional spaces Xkh of k-forms (0 ≤ k ≤ n). The exterior derivative should induce
maps d : Xkh → Xk+1h . We define the graded space Xh:
Xh =
⊕
k
Xkh . (47)
The graded space Xh is equipped with the endomorphism d and the scalar
product deduced from the L2 product of differential forms. We denote by Wh
the kernel of d on Xh and Vh the orthogonal of Wh in Xh, with respect to the
L2 inner product. That is, comparing with (40,41), we put:
Wh = {u ∈ Xh : du = 0}, (48)
Vh = {u ∈ Xh : u ⊥Wh}. (49)
Remark 4.2. A key point is that we are interested in cases where Vh is not a
subspace of V .
Comparing with (39), we may also identify the graded cohomology group:
Gh = {u ∈ Xh : du = 0 and u ⊥ dXh}. (50)
We suppose that the spaces Xh have been constructed as finite element sys-
tems on Th, in the h-setting. The framework of finite element systems was
developed in particular in [17][18][23]. It includes the finite element spaces
of differential forms treated in [32][2]. See [24] for more information on how
standard mixed finite elements fit in the framework of finite element systems.
This framework also includes some more recent finite elements developed in
[20][1][28]. These are all minimal finite element systems under various con-
straints, as detailed in [22].
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Estimates for smoothed projections. Estimates of the form, there exists
a constant C ≥ 0 such that for all h,
Ah ≤ CBh, (51)
where Ah and Bh are some h-dependent quantities (typically some norm of some
elements of Xh) will be written:
Ah 4 Bh. (52)
Stability estimates for discrete Hodge decompositions have the following
form:
Proposition 4.1. (i) Choose a k-form uk ∈ Xkh . We write the discrete Hodge
decomposition uk = dvk−1 + vk + gk, with vk−1 ∈ V k−1h , vk ∈ V kh and gk ∈ Gkh.
Then we have estimates:
|vk−1| 4 |uk|. (53)
(ii) Continuous and discrete cohomology groups are related by:
δˆ(Gh, G)→ 0, (54)
where the symmetrized gap δˆ is evaluated in the O-norm.
(iii) For any subsequence vh ∈ Vh with |dvh| bounded, there is a subsubsequence
converging in O to an element in V .
Recall that the gap and symmetrized gap between to subspaces Ah and Bh
of a normed vector space, are defined as:
δ(Ah, Bh) = sup
u∈Ah : ‖u‖=1
inf
v∈Bh
‖u− v‖, (55)
δˆ(Ah, Bh) = max{δ(Ah, Bh), δ(Bh, Ah)}. (56)
Proofs of the above three statements (i), (ii) and (iii) were provided for
closed manifolds in Proposition 9, Corollary 4 and Corollary 5 of [16]. That Gh
and G have the same dimension is essentially de Rham’s theorem. That the
symmetrized gap between Gh and G goes to 0 can be interpreted as an example
of eigenmode convergence. Convergence of other eigenmodes usually relies on
the third property, referred to as discrete compactness.
Discrete compactness properties, as introduced by Kikuchi [34] for Maxwell
eigenmode problems in cavities, have been thoroughly studied in finite element
contexts [9]. We refer to [27] for more details on eigenmode convergence at an
abstract level, exploring both sufficiency and necessity of various conditions on
discretization spaces. A first proof of eigenmode convergence for the Hodge-
Laplace, discretized with Whitney forms, was provided in [29]. See [3] for a
more detailed overview on continuous and discrete Hodge theory.
Remark 4.3. When S is a flat torus, the kernel G consists of the constant differ-
ential forms, and so does Gh provided that they are contained in the Galerkin
space, so that δˆ(Gh, G) = 0. However we prefer to refrain as much as possible
from appealing to this special property of toruses in our discussions.
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The most efficient tool so far to prove discrete compactness and related
estimates, seems to be a combination of standard interpolation with a smoothing
technique, a method that has been developed in [29][38][16][2][26][23]. In this
paper we use the simplest smoothing technique, consisting of smoothing by
convolution.
Let then φ be a mollifier: a smooth function on Rn which is supported in
the unit ball and positive (in the French sense, which is more permissive), with
integral 1. For ǫ > 0 we define φǫ on R
n by:
φǫ(x) = ǫ
−nφ(ǫ−1x), (57)
so that φǫ is supported in the ball with radius ǫ and has integral 1.
We let Ih be a standard interpolator onto Xh, defined for smooth functions
and commuting with the exterior derivative. Typically Ih is the projection
deduced from a choice of degrees of freedom and is ill-defined on O.
We recall the main steps in the construction of mollified interpolators Πh :
O → Xh. They can also be referred to as smoothed projections.
Proposition 4.2. (i) For any δ > 0, by fixing ǫ small enough, we have for all
h and all u ∈ Xh:
|u− φǫh ∗ u| ≤ δ|u|, (58)
|u− Ihφǫh ∗ u| ≤ δ|u|. (59)
In particular, for δ < 1 we get a norm-equivalence on Xh:
|u| ≈ |φǫh ∗ u| ≈ |Ih(φǫh ∗ u)|, (60)
(ii) For small enough fixed ǫ > 0, the operators:{
O → Xh,
u 7→ Ih ◦ (φǫh ∗ u). (61)
are h-uniformly stable O→ O.
(iii) For a small enough fixed ǫ > 0, composing (61) with the inverse of its
restriction to Xh, we get a projector Πh : O → Xh which is uniformly stable
O → O and commutes with the exterior derivative on X.
The ǫ appearing in this proposition is chosen so that in particular the (ǫh)-
neighborhood of any cell T ∈ Th is included in the macroelement consisting
of cells in Th touching T . The constants that are implicit in the estimates
will typically depend on the constants that determine the shape-regularity and
quasi-uniformity of the family of meshes.
One way to sum up the virtues of the smoothed projections is to say that
commutation with the exterior derivative guarantees thatWh is a nice subspace
of W , whereas stability in O guarantees that Vh is close to V . These themes
will be more amply developed below, in particular by giving several precise
interpretations of the second principle.
In all of the following, p is a natural number, which could very well be 0.
We suppose that the finite element spaces contain the differential forms which
are polynomials of degree up to p. We choose the mollifier φ so that for any
polynomial u of degree up to p:∫
φ(−x)u(x)dx = u(0). (62)
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Then convolution by φǫh preserves polynomials of degree up to p.
We get the following optimal orders of convergence:
Proposition 4.3. We have:
|u−Πhu| 4 |u− Ih(φǫh ∗ u)| 4 hp+1|∇p+1u|. (63)
A discrete H1 semi-norm. The following discrete semi-norn is defined for
fields u which are piecewise of class H1 with respect to Th:
⌈u⌉2h =
∑
T
|∇u|2T +
∑
T ′
h−1T |[[u]]|2T ′ . (64)
On the right hand side, the first term is the broken H1(S) semi-norm, and the
second term collects jumps on codimension one interfaces, with an appropriate
scaling.
Remark that d⋆u is not well defined in L2(S) for u ∈ Xh. However it may be
defined weakly by integration by parts and we then have a bound on the norm,
as follows.
Proposition 4.4. Suppose u is piecewise H1 with respect to the mesh Th (for
instance u ∈ H1Alt•(S) +Xh). We have an estimate:
sup
v∈Xh
|〈u, dv〉|
|v| 4 ⌈u⌉h. (65)
Proof. With the above notations, and introducing the Hodge star operator ⋆,
we write:
〈u, dv〉 =
∑
T
∫
T
u · dv = ±
∑
T
∫
T
⋆u ∧ dv. (66)
Then we integrate each term on the right by parts, in the cell T . Collecting
terms, we identify jumps of ⋆u on the interfaces between cells.
Next we use a discrete trace theorem for elements of Xh, obtained by scaling:
when T ′ is a codimension-1 face of a cell T ′′ we have an estimate:
‖v‖L2(T ′) 4 h−1/2T ′′ ‖v‖L2(T ′′). (67)
All in all we get:
|〈u, dv〉| 4
∑
T
|
∫
T
d⋆u · v|+
∑
T ′
h
−1/2
T ′′ |[[⋆u]]|T ′ |v|T ′′ , (68)
where for each interface T ′ we choose a cell T ′′ containing it.
One concludes with Cauchy-Schwarz.
Recall the following result from [23] Section 5.4, Proposition 5.67 (notice
changes in notations compared with that paper):
Proposition 4.5. Fix ǫ > 0 small enough. For all h we have, for all u ∈ Xh,
an equivalence of discrete seminorms:
|∇(φǫh ∗ u)| ≈ ⌈u⌉h. (69)
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In what follows, recall that Πh denotes the smoothed projection (mollified
interpolator) defined in Proposition 4.2.
For the following we refer to Proposition 5.68 of [23], which extends Proposi-
tion 4.2 from L2 to a discrete H1 setting. It is proved similarly, by scaling from
reference elements.
Proposition 4.6. For any δ > 0, for fixed ǫ small enough, we have for u ∈ Xh:
⌈u− Ih(φǫh ∗ u)⌉h ≤ δ⌈∇u⌉h. (70)
For u ∈ H1Alt•(S) we have estimates:
⌈Ih(φǫh ∗ u)⌉h 4 |∇u|, (71)
⌈Πhu⌉h 4 |∇u|. (72)
Estimates on discrete Hodge decompositions. Recall the notations (40,41).
We let V be the completion of V in O. We also let H denote the O-orthogonal
projection onto V . It realizes a Hodge decomposition in the form u = Hu+(u−
Hu). Remark that, since u− Hu ∈W , we have dHu = du.
Discrete compactness properties are usually deduced from the following in-
equality (e.g. [23] Proposition 5.66):
Lemma 4.7. For u ∈ Vh:
|u− Hu| ≤ |Hu−ΠhHu|. (73)
One deduces for instance:
Proposition 4.8. For u ∈ Vh:
|u− Hu| ≤ h|du|. (74)
In this proposition, the power of h will be lower in cases where full elliptic
regularity does not hold. This estimate may be interpreted as a convergence of
the gap δ(Vh, V ) to 0, in the X norm. In [27] we showed that this condition is
intermediate between two discrete Friedrich estimates, equivalent to eigenmode
convergence and related to estimates on bounded commuting projections, all at
an abstract level, but for semi-definite problems. See Remark 5.1 below.
Define a projector Ph : X → Vh, by imposing, for all v ∈ Vh:
〈dPhu, dv〉 = 〈du, dv〉. (75)
The following is an Aubin-Nitsche trick for Ph. Compared with the standard
one, the main difficulty is that Vh is not a subspace of V . As always, the
discrepancy is handled with Proposition 4.8. The point is to obtain estimates
in O for a variational problem which is naturally wellposed in V , as in §3.5 of
[3].
Proposition 4.9. For u ∈ V we have an error estimate:
|u− Phu| 4 h|du|. (76)
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Proof. We will use elliptic regularity on the torus, in the form:
inf
u∈V
sup
v∈V ∩H2(S)
〈du, dv〉
|u| ‖v‖H2
< 1. (77)
Choose now u ∈ V . We have, using in particular Proposition 4.8:
|u− Phu| ≤ |u− HPhu|+ |Phu− HPhu|, (78)
4 |u− HPhu|+ h|dPhu|, (79)
4 |u− HPhu|+ h|du|. (80)
Since u− HPhu ∈ V we may write:
|u− HPhu| 4 sup
v∈V ∩H2(S)
〈d(u − HPhu), dv〉
‖v‖H2
, (81)
4 sup
v∈V ∩H2(S)
〈d(u − Phu), d(v − vh)〉
‖v‖H2
, (82)
for any choice vh ∈ Vh. Let Qh be the O-projection onto Wh. We choose
vh = Πhv −QhΠhv ∈ Vh and remark that dvh = dΠhv. Therefore:
|u − HPhu| 4 sup
v∈V ∩H2(S)
〈d(u − Phu), d(v −Πhv)〉
‖v‖H2
, (83)
4 sup
v∈V ∩H2(S)
|d(u − Phu)| |d(v −Πhv)|
‖v‖H2
. (84)
Since |dPhu| 4 |du| and moreover:
|d(v −Πhv)| = |dv −Πhdv| 4 h‖dv‖H1 4 h‖v‖H2, (85)
we get:
|u− HPhu| 4 h|du|. (86)
Plugging this into (80) we conclude.
A discrete domain semi-norm. In this paragraph we introduce a discrete
semi-norm motivated by the domain of the Hodge-Dirac operator. One first
checks that for u ∈ L2Alt•(S), Du ∈ L2(S) if and only if du ∈ L2 and d⋆u ∈ L2.
On flat toruses one may then integrate by parts the identity:
∇⋆∇ = ∆ = d⋆d + dd⋆. (87)
One gets that Du ∈ L2(S) if and only if u ∈ H1(S). A discrete analogue of this
result will play a role later on.
We define the discrete domain semi-norm:
[u]2h = |du|2 + ( sup
v∈Xh
|〈u, dv〉|
|v| )
2. (88)
On Xh ∩ G⊥h it defines a norm which dominates the L2 norm, as follows from
Proposition 4.1.
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Proposition 4.10. We have a uniform equivalence of norms, for u ∈ Xh:
[u]h ≈ ⌈u⌉h. (89)
Proof. It follows from Proposition 4.4 that we have a bound:
[u]h 4 ⌈u⌉h. (90)
We proceed to prove the converse bound.
We write, using first Proposition 4.5, then integrating the identiy ∆ = d⋆d+
dd⋆ by parts, and finally using Proposition 4.2:
⌈u⌉h ≈ |∇φǫh ∗ u|, (91)
≈ |d(φǫh ∗ u)|+ |d⋆(φǫh ∗ u)|, (92)
≈ |du|+ |d⋆(φǫh ∗ u)|, (93)
for ǫ small enough.
To estimate the last term in (93) we do the discrete Hodge decomposition
of u:
u = v + dw + g, with v ∈ Vh, w ∈Wh and g ∈ Gh. (94)
We treat v, w and g separately.
(i) We first treat v. Convolution by φǫh commutes with the exterior deriva-
tive, so preserves W . Since it is also selfadjoint it preserves the orthogonal V .
And since it improves regularity it also preserves V .
|d⋆(φǫh ∗ v)| = |d⋆(φǫh ∗ v − φǫh ∗ Hv)|, (95)
4 |∇φǫh ∗ (v − Hv)|, (96)
4 h−1|v − Hv|, (97)
4 |dv|. (98)
(ii) For w we write:
|d⋆(φǫh ∗ dw)| 4 sup
w′∈V
|〈φǫh ∗ dw, dw′〉|
|w′| , (99)
4 sup
w′∈V
|〈dw, dφǫh ∗w′〉|
|w′| , (100)
4 sup
w′∈V
|〈dw, dPh(φǫh ∗ w′)〉|
|w′| . (101)
Then we write, for w′ ∈ V , since φǫh ∗ w′ ∈ V :
|Ph(φǫh ∗ w′)| ≤ |φǫh ∗ w′|+ |φǫh ∗ w′ − Ph(φǫh ∗ w′)|, (102)
4 |w′|+ h|d(φǫh ∗ w′)|, (103)
4 |w′|+ h|dw′|, (104)
4 |w′|. (105)
Therefore:
|d⋆(φǫh ∗ dw)| 4 sup
w′∈Vh
|〈dw, dw′〉|
|w′| . (106)
(iii) For g we skip a general proof. On a flat torus the constants are stable
under convolution and have coderivative zero, so |d⋆(φǫh ∗ g)| = 0.
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5 Fractional order Sobolev space estimates
In the following, we obtain estimates in fractional order Sobolev spaces, for finite
element systems, using the technique of mollified interpolators. These results
include three inverse estimates, stability of mollified interpolators, approxima-
tions orders and stability of discrete Hodge decompositions, all with respect to
fractional order Sobolev norms.
Recall the definition of the Slobodetskij semi-norms on Hs(S) for s ∈]0, 1[:
⌊u⌋2s,S =
∫∫
S×S
|u(x)− u(y)|2
|x− y|n+2s dxdy. (107)
In this notation we may occasionally replace S by a subdomain of S. We often
omit S from the notation when the whole domain is considered. Such semi-
norms have already been extensively used in finite element contexts, see for
instance [10] (Chapter 14). See also [31] for details on interpolation inequal-
ities, in particular how the constants may be taken uniform with respect to
a family of domains, such as a compact family of reference macro-elements of
given combinatorial structure. The interested reader is also referred to [33].
Stability and inverse inequalities.
Proposition 5.1. For any 0 < s < 1/2 and any δ > 0, fixing ǫ small enough,
we have for all h and all u ∈ Xh:
|u− φǫh ∗ u| ≤ δhs⌊u⌋s. (108)
Proof. On a cell T of diameter 1, with a corresponding macroelement M(T ),
we may get an estimate:
|u− φǫh ∗ u|T ≤ δ⌊u⌋s,M(T ). (109)
Then we scale to size h, square and sum over T . Then we bound the sum of
semi-norms squared on the right hand side, by the semi-norm squared on the
whole domain.
The following is an inverse inequality for the Slobodetskij semi-norms.
Proposition 5.2. For 0 < s < s′ < 1/2, we have h-uniform estimates for
u ∈ Xh:
⌊u⌋s′ 4 hs−s′⌊u⌋s. (110)
Proof. We square the two sides of the inequality to be proved, and write the
semi-norm over S as a sum indexed by pairs of cells T and T ′ in Th. That is:
⌊u⌋2s =
∑
T,T ′
∫∫
T×T ′
|u(x)− u(y)|2
|x− y|n+2s dxdy. (111)
We distinguish two kinds of configurations for T, T ′ ∈ Th:
(i) If T ∩ T ′ 6= ∅, we use the Slobodetskij semi-norm on T ∪ T ′. We use
scaling from an estimate on reference elements, to get:
∫∫
T×T ′
|u(x) − u(y)|2
|x− y|n+2s′ dxdy 4 h
2(s−s′)⌊u⌋2s,T∪T ′ . (112)
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(ii) If T ∩ T ′ = ∅, we have, for x ∈ T and y ∈ T ′, an estimate h 4 |x − y|,
which yields:
|u(x)− u(y)|2
|x− y|n+2s′ 4 h
2(s−s′) |u(x)− u(y)|2
|x− y|n+2s . (113)
We integrate this inequality for (x, y) ∈ T × T ′.
Finally we sum the inequalities obtained in (i) and (ii), and notice that the
right hand side is dominated by h2(s−s
′)⌊u⌋2s.
The following result will be used repeatedly. It shows in particular that
elements of Xh are close in H
s(S) to smooth functions. It enables one to transfer
arguments valid for smooth fields, to Xh.
Proposition 5.3. For 0 < s < 1/2 and δ > 0, fixing ǫ small enough, we may
obtain, for all u ∈ Xh:
⌊u− φǫh ∗ u⌋s ≤ δ⌊u⌋s. (114)
Proof. Pick µ > 0 such that s + µ < 1/2. Use the interpolation inequality to
write, for u ∈ Xh:
⌊u− φǫh ∗ u⌋s 4 |u− φǫh ∗ u|
µ
s+µ ⌊u− φǫh ∗ u⌋
s
s+µ
s+µ, (115)
4 |u− φǫh ∗ u|
µ
s+µ ⌊u⌋
s
s+µ
s+µ, (116)
using uniform boundedness of convolution by in φǫh in Sobolev spaces.
We apply Proposition 5.1 to the first term and Proposition 5.2 to the second
term. We get:
⌊u− φǫh ∗ u⌋s 4 (hs⌊u⌋s)
µ
s+µ (h−µ⌊u⌋s)
s
s+µ , (117)
4 ⌊u⌋s. (118)
In this estimate, the constant may be rendered arbitrarily small by picking ǫ
small enough, due to Proposition 5.1.
We have a second inverse inequality for Slobodetskij semi-norms.
Proposition 5.4. For 0 < s < 1/2 we have an estimate, for all u ∈ Xh:
⌊u⌋s 4 h−s|u|. (119)
Proof. We write, using Proposition 5.3, an interpolation inequality, an inverse
inequality and Proposition 4.2:
⌊u⌋s 4 ⌊φǫh ∗ u⌋s, (120)
4 |φǫh ∗ u|1−s|∇(φǫh ∗ u)|s, (121)
4 |φǫh ∗ u|1−s h−s|u|s, (122)
4 h−s|u|, (123)
as announced.
Here is a third type of inverse inequality.
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Proposition 5.5. For 0 < s < 1/2 , we have an inverse inequality, for u ∈ Xh:
|du| 4 hs−1⌊u⌋s. (124)
Proof. By scaling from a reference element.
Here is a strengthening of Proposition 5.5, proved in the same way.
Proposition 5.6. For 0 < s < 1/2 we have an inverse inequality, for u ∈ Xh:
⌈u⌉h 4 hs−1⌊u⌋s. (125)
Proposition 5.7. For 0 < s < 1/2, we have a discrete interpolation estimate
of the form, for u ∈ Xh:
⌊u⌋s 4 |u|1−s⌈u⌉sh. (126)
Proof. We write, using Proposition 5.3, an interpolation inequality, Proposition
4.2 and Proposition 4.5:
⌊u⌋s 4 ⌊φǫh ∗ u⌋s, (127)
4 |φǫh ∗ u|1−s|∇(φǫh ∗ u)|s, (128)
4 |u|1−s⌈u⌉sh, (129)
as announced.
We deduce:
Proposition 5.8. The mollified interpolator (smoothed projector) Πh is stable
in Hs
′
(S)→ Hs(S), for 0 < s < s′ < 1/2.
Proof. We write, for u ∈ H1(S), using Proposition 5.7 and Propostion 4.6:
⌊Πhu⌋s 4 |Πhu|1−s⌈Πhu⌉sh, (130)
4 |u|1−s|∇u|s. (131)
One concludes by interpolation theory (see Lemma 25.3 in [39]).
Approximation orders. To obtain convergence estimates in Hs(S) we use:
Lemma 5.9. We have:
⌊u⌋2s,S 4
∑
T∈T n
h
⌊u⌋2s,M(T ) +
1
sh2s
|u|2S , (132)
where we sum over n-cells T in Th, given that M(T ) denotes the macro-element
surrounding T .
Proof. We first prove, with constants independent of h:
⌊u⌋2s,S 4
∫∫
(x, y) ∈ S × S
|x− y| ≤ h
|u(x) − u(y)|2
|x− y|n+2s dxdy +
1
sh2s
‖u‖2L2(S). (133)
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In the case S = Rn we write:∫∫
(x, y) ∈ S × S
|x− y| ≥ h
|u(x)− u(y)|2
|x− y|n+2s dxdy =
∫
|z|≥h
‖u− τzu‖2L2
|z|n+2s dz. (134)
Then we remark that: ∫
|z|≥h
1
|z|n+2sdz 4
1
sh2s
. (135)
This proves (133) when S = Rn.
This estimate extends to other domains S because there exist continuous
extension operators from Lipschitz subdomains of Rn to Rn.
Then we replace h by ǫh, for a fixed ǫ small enough that the (ǫh)-neighborhood
of a cell T is in M(T ). In the first term on the right hand side of (133), we
may let the integration domain consist of pairs (x, y) ∈ T ×M(T ), for T ∈ Th.
This integral is in turn dominated by the first term on the right hand side of
(132).
The point of this lemma is that the norms on the right hand side are local
enough that standard scaling techniques from reference macro-elements may be
used.
Recall that we suppose that our finite element spaces contain polynomials
up to degree p. We get:
Proposition 5.10. For 0 < s < s′ < 1/2 we have:
⌊u−Πhu⌋s 4 ⌊u− Ih(φǫh ∗ u)⌋s′ 4 hp+1−s
′ |∇p+1u|. (136)
Proof. The first inequality follows from Proposition 5.8.
The second inequality is based on Lemma 5.9, as follows. We look at the
two terms on the right hand side of (132) separately.
When T is an n-cell in Th we denote by M2(T ) the macro-element of order
2, defined by adding one more layer of elements around M(T ). We have, by
scaling:
⌊u− Ih(φǫh ∗ u)⌋s′,M(T ) 4 hp+1−s
′ |∇p+1u|M2(T ). (137)
This is combined with the more standard estimate:
1
hs′
|u− Ih(φǫh ∗ u)| 4 hp+1−s
′ |∇p+1u|. (138)
This completes the proof.
Proposition 5.11. We have, for s ∈]0, 1[, and u ∈ Hp+1Alt•(S):
‖du− dΠhu‖H−s 4 hp+s|∇p+1u|. (139)
Proof. We write:
|du− dΠhu| = |du−Πhdu|, (140)
4 hp|∇pdu|, (141)
4 hp|∇p+1u|. (142)
We also have:
‖du− dΠhu‖H−1 4 |u−Πhu|, (143)
4 hp+1|∇p+1u|. (144)
One then concludes by interpolation theory.
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Fractional estimates on discrete Hodge decompositions.
Proposition 5.12. For 0 < s < s′ < 1/2 we have an estimate, for u ∈ Vh:
⌊u⌋s 4 ‖du‖Hs′−1 4 |du|. (145)
Proof. We use Proposition 5.4, the stability of Πh in L
2 and also Proposition
5.8, Lemma 4.7 and the error estimate for Πh for H
s(S) data, and finally the
continuous theory of the Hodge decomposition. For u ∈ Vh:
⌊u⌋s = ⌊Πhu⌋s, (146)
≤ ⌊Πh(u− Hu)⌋s + ⌊ΠhHu⌋s, (147)
4 h−s|Πh(u − Hu)|+ ⌊ΠhHu⌋s, (148)
4 h−s|u− Hu|+ ⌊Hu⌋s′ , (149)
4 h−s|Hu−ΠhHu)|+ ⌊Hu⌋s′ , (150)
4 ⌊Hu⌋s′ , (151)
4 ‖du‖Hs′−1 , (152)
4 |du|. (153)
This concludes the proof.
The following proposition reflects the proximity of Gh to G and the equiva-
lence of norms on the finite dimensional space G.
Proposition 5.13. For 0 < s < 1/2 we have an estimate, for u ∈ Gh:
⌊u⌋s 4 |u|. (154)
Proof. This proof is designed so as to extend to general S. Remark 4.3 would
provide an alternative trivial proof for flat toruses.
Let Qh denote the L
2 projection onto Wh. We remark that it maps G to
Gh. We also use that Πh maps W to Wh, which follows from commutation with
the exterior derivative. We may write for u ∈ G:
|u−Qhu| ≤ |u−Πhu| 4 h|∇u|. (155)
Since G and Gh have the same dimension, one deduces that Qh : G → Gh is
eventually invertible with an inverse which is uniformly bounded O→ O.
Then we write, for u ∈ G, using Propositions 5.4 and 5.8, equivalence of
norms on G and the above remark:
⌊Qhu⌋s ≤ ⌊Qh(u−Πhu)⌋s + ⌊QhΠhu⌋s, (156)
4 h−s|Qh(u −Πhu)|+ ⌊Πhu⌋s, (157)
4 h−s|u−Πhu|+ ⌊u⌋s′ , with s < s′ < 1/2, (158)
4 ⌊u⌋s′ , (159)
4 |u|, (160)
4 |Qhu|. (161)
This concludes the proof.
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The following proposition shows that solutions to discrete problems may
have an improved regularity. For instance, for 0-forms, it provides H1+s(S)
estimates for finite element approximations to the Laplace equation.
Proposition 5.14. For 0 < s < 1/2 we have an estimate, for u ∈ Vh:
⌊du⌋s 4 sup
v∈Xh
|〈du, dv〉|
|v| . (162)
Proof. We write, for u ∈ Vh, using Proposition 5.3 and elliptic regularity:
⌊du⌋s ≈ ⌊d(φǫh ∗ u)⌋s, (163)
≈ |d⋆d(φǫh ∗ u)|Hs−1 . (164)
From this estimate we continue:
⌊du⌋s 4 sup
v∈V ∩H1−s(S)
〈d(φǫh ∗ u), dv〉
|v|+ ⌊v⌋1−s , (165)
4 sup
v∈V ∩H1−s(S)
〈du, d(φǫh ∗ v)〉
|v|+ ⌊v⌋1−s , (166)
4 sup
v∈V ∩H1−s(S)
〈du, dPh(φǫh ∗ v)〉
|v|+ ⌊v⌋1−s . (167)
Next we write, for v ∈ V ∩ H1−s(S), using Proposition 4.9:
|φǫh ∗ v − Ph(φǫh ∗ v)| 4 h |d(φǫh ∗ v)|, (168)
4 h1−s|dv|H−s(S), (169)
4 h1−s⌊v⌋1−s. (170)
We deduce:
|Ph(φǫh ∗ v)| 4 |φǫh ∗ v|+ h1−s⌊v⌋1−s, (171)
4 |v|+ ⌊v⌋1−s. (172)
So we obtain:
⌊du⌋s 4 sup
v∈Vh
|〈du, dv〉|
|v| . (173)
This is a little stronger than the announced result.
Remark 5.1. The results of this section give in particular estimates for elements
of Vh that mimick similar estimates known to hold for elements of V . Various
results along these lines have been obtained the last decade.
• The property that for u ∈ Vh, |u| 4 |du| is known as the Poincare´-
Friedrichs estimate, and was proved for closed manifolds in [16]. It is
equivalent to the wellposedness of equations related to the Hodge-Laplace
[2].
• The stronger result, that for u ∈ Vh, |u| 4 |du|H−1 was proved in [19] in
3D, and used there to prove a discrete div-curl lemma. It can in general
be deduced from the existence of L2-bounded commuting projections.
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• The property that for uh ∈ Vh, if duh is bounded in L2, then a subsequence
of (uh) converges in L
2, is known as discrete compactness, in the sense of
Kikuchi [34]. It is used for proving convergence of eigenvalue problems
in particular for Maxwell’s equations [9]. This property is discussed in
general, in relation to the previous two variants of Poincare´-Friedrichs
estimates, in [27]. Discrete compatness is equivalent to the gap property
δ(Vh, V )→ 0 in the norm of X . The gap property has applications outside
spectral theory, for instance to prove inf-sup conditions for non-coercive
problems, see [12][11] and Lemma 4.4.1 in [14].
• For u ∈ Vh, the Lp-norm of u is bounded by the L2 norm of du, for the
exponents p such that we have a Sobolev embedding H1(S) → Lp(S).
For differential forms this result is included in [23] (Propositions 5.69 and
5.70). Such discrete Sobolev embeddings were used to study non-linear
problems in 2D in [25].
Remark 5.2. In [30] a quite general framework for analysing numerical schemes
is proposed, mainly in the context of scalar equations but including mixed meth-
ods. It encompasses both non-conforming Galerkin methods and finite volume
like schemes, and involves in particular an axiomatic approach to discrete com-
pactness properties. It is quite different from discrete compactness in the sense
of Kikuchi. On the other hand, that discrete compactness in their sense (see
Definition 2.8 of [30]) holds for the present type of discretizations is proved in
Proposition 5.71 of [23], at least for the L2 setting.
6 Abstract discretization of the Hodge-Dirac
For the Hodge-Dirac discretized with differential forms, Xh is not a subspace of
Y and X is not compact in O. Contrary to the case of Maxwell problems, the
operator is unsigned, even after shifting by multiples of the identity. Below we
provide ways around these difficulties. A first theory is given, showing how far
one can get with a theory based on Xh interpreted as a subspace of X . Then we
provide second theory, where Xh is viewed as a non-conforming discretization
of Y . This theory allows for lower order pertubations, as detailed in the third
part of this section.
A first general theory. We suppose we have a separable Hilbert space O,
with scalar product 〈·, ·〉 and norm |·|. We suppose we have another Hilbert space
X which is dense and compactly embedded in O. We are given a continuous
operator d : X → O, such that the following bilinear form on X :
(u, v) 7→ 〈du, dv〉+ 〈u, v〉, (174)
defines the norm of X , or at least an equivalent one. We suppose that d maps
X to X and in fact that d2 = 0.
We let W denote the kernel of d on X . We let V be the orthogonal of W
in X with respect to the scalar product of O, or, equivalently, that of X . We
suppose that the injection of V in O is compact.
We let a denote the continuous symmetric bilinear form on X defined by:
a(u, v) = 〈du, v〉+ 〈u, dv〉. (175)
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We are interested in the eigenmode problems, find u ∈ X and λ ∈ R such
that, for all v ∈ X :
a(u, v) = λ〈u, v〉. (176)
The kernel of a, or equivalently the 0-eigenspace, is:
G = {u ∈ X : du = 0 and u ⊥ dX}. (177)
We suppose that it is finite-dimensional.
To study these eigenmode problems, we introduce the bilinear form b on X
defined by:
b(u, v) = 〈du, dv〉. (178)
This bilinear form is semi-positive and its kernel is W . The orthogonal of the
kernel is V , which is compactly embedded in O. We are therefore in the setting
of [27]. The non-zero eigenvalues are positive, constitute an increasing and
diverging sequence and have finite dimensional associated eigenspaces.
We let µ[k], k ∈ N, denote the increasing sequence of strictly positive eigen-
values of b, counted with multiplicities and with a corresponding choice of eigen-
vector v[k]. We suppose that they are orthonormalized in O, so they constitute
a Hilbertian basis of V , the closure of V in O. We let λ[k] = µ[k]1/2. We remark
that the vectors λ[k]−1dv[k] constitute a Hilbertian basis of the subspace of W
orthogonal to G.
Using that v[k] ⊥W and dX ⊂W we compute, for w ∈ X :
a(v[k]± λ[k]−1dv[k], w) = 〈v[k]± λ[k]−1dv[k], dw〉 + 〈dv[k], w〉, (179)
= 〈±λ[k]v[k], w〉 + 〈dv[k], w〉. (180)
We get:
• +λ[k] is an eigenvalue of a for the eigenvector v[k] + λ[k]−1dv[k],
• −λ[k] is an eigenvalue of a for the eigenvector v[k]− λ[k]−1dv[k].
Together, these two families of vectors constitute a Hilbertian basis of the
subspace of O orthogonal to G, after a scaling by
√
2.
We suppose that we are given a sequence of finite-dimensional subspaces Xn
of X , n ∈ N. We then look at the discrete eigenvalue problems: find un ∈ Xn
and λn ∈ R such that, for all wn ∈ Xn:
a(un, wn) = λn〈un, wn〉. (181)
We may also study the discrete eigenvalue problems for b.
We suppose that d maps Xn to Xn. Then the algebraic properties, of the
relation between the eigenvalue problems for a and b, carry through exactly as
above, to the discrete setting.
For the analysis, we suppose that each Xn is equipped with a projector
Πn : O → Xn, that these are uniformly bounded in O, commute with d and
converge pointwise to the identity. Under these hypotheses the discrete eigen-
value problem for b falls under the scope of [27]. There, convergence is proved
for the discrete eigenmodes of b, and we deduce that convergence also holds for
the discrete eigenmodes of a.
22
The problem is that, as far as we can see, this analysis does not allow one
to perturb a by a bilinear form c continuous on O, because X is not compactly
embedded in O. The bilinear form c would model 0-order terms in the Dirac
equation, such as the ones produced by the electromagnetic field. It would also
be of interest to weaken the hypothesis d2 = 0 to the following: d2 extends to
a bounded operator O → O. This would cover the case where d is a covariant
exterior derivative and d2 represents curvature terms.
A second general theory. We suppose we have a separable Hilbert space
O, with scalar product 〈·, ·〉 and norm | · |. We suppose we have another Hilbert
space Y which is dense and compactly embedded in O. We are given a bilinear
form a which is continuous and symmetric on Y × Y and extends continuously
to Y × O and O × Y . We define an operator A : Y → O by, for all u ∈ Y and
all v ∈ O:
〈Au, v〉 = a(u, v). (182)
We make the hypothesis that A : Y → O is Fredholm. By symmetry, its index
is necessarily 0. Care is taken so that the theory covers the case where A is
unsigned.
From the point of view of computations, the difficulty is to construct ”nice”
subspaces of Y . For instance, in the first theory developed above, ”nice” meant
equipped with bounded projectors commuting with the differential d. These
were not subspaces of H1Alt•(S), not even of H1/2Alt•(S) . Now we consider
a theory without explicit mention of such a differential. We will consider dis-
cretization spaces Xn which are not subspaces of Y . Since then a cannot be
simply restricted to Xn, we adopt the setting of non-conforming methods. We
suppose we have finite dimensional subspaces Xn of O, equipped with symmet-
ric bilinear forms an, and proceed to define suitable consistency and stability
requirements.
We suppose that we have a space Z, intermediate between O and Y , with
continuous inclusions and such that the injection Z → O is compact, and such
that for all n, Xn ⊆ Z.
Remark 6.1. For instance, a choice of Z could be of the form:
Z ⊆ [O, Y ]s, for some s ∈]0, 1]. (183)
For the Hodge-Dirac, one can use a fractional order Sobolev space:
Zk = HsAltk(S) for some s ∈]0, 1/2[. (184)
Notice that the boundary condition does not make sense in this norm. On the
other hand this norm is weak enough to allow finite element spaces without full
inter-element continuity.
We will also use the space:
Zk = {u ∈ Hs1Altk(S) : du ∈ H−s2Altk(S)} for some s1, s2 ∈]0, 1/2[. (185)
The forms an are required to be consistent with a in the following sense.
Definition 6.1. We say that the forms an are consistent with a when the
following holds. There is a dense subset Y∞ of Y such that for all u ∈ Y∞
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there is a sequence un ∈ Xn such that un → u in O and:
lim
n→∞
sup
v∈Xn
|a(u, v)− an(un, v)|
‖v‖Z = 0. (186)
We also need a stability estimate for an. The following one is reasonable
when A is injective.
Definition 6.2. We say that we have a weak stability, when the following holds,
uniformly in n:
1 4 inf
u∈Xn
sup
v∈Xn
|an(u, v)|
|u| ‖v‖Z . (187)
Suppose that A is injective, so that it is invertible Y → O. Let K be the
inverse. Equivalently, the operator K : O → Y is defined by, for all u, v ∈ O:
a(Ku, v) = 〈u, v〉. (188)
As an operator O → O, K is symmetric and compact, but unsigned. The
spectral theorem for compact self-adjoint operators applies. Under the weak
inf-sup condition, one can also define an operator Kn : O → Xn, by, for all
v ∈ Xn:
a(Knu, v) = 〈u, v〉. (189)
Convergence of the discrete eigenmode problem is obtained by comparing Kn
with K. The following estimate appears to be the most convenient sufficient
condition for convergence.
Proposition 6.1. Suppose A is injective. Under the conditions of consistency
and stability of the preceding definitions, we have convergence in operator norm:
‖K −Kn‖O→O → 0. (190)
Proof. Define the space Z ′ to be the dense subspace of O which is dual of Z
with respect to a. In other words, choose Z ′ so that bilinear form a extends to
a continuous and invertible one on Z ′ ×Z. For instance, in the case of equality
in (183), we would have:
Z ′ = [O, Y ]1−s. (191)
Define an operator Pn : Z
′ → Xn, by, for all v ∈ Xn:
an(Pnu, v) = a(u, v). (192)
From the discrete inf-sup condition, the sequence Pn is uniformly bounded Z
′ →
O.
Moreover for u ∈ Y∞, choose un ∈ Xn such that un → u in O and (204)
holds. We have:
|Pnu− un| 4 sup
v∈Xn
|an(Pnu− un, v)|
‖v‖Z = supv∈Xn
|a(u, v)− an(un, v)|
‖v‖Z → 0. (193)
Hence Pnu → u in O. Combining with the above uniform boundedness, it
follows that Pn → I pointwise, as operators Z ′ → O.
Since the injection Z → O is compact, K : O→ Z ′ is compact.
Therefore Kn = PnK converges to K in operator norm O → O.
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Perturbations in the second general theory. We consider the second
abstract setting, but notations are compatible with the first one also.
In practice the operators A : Y → O we consider will not be invertible. Even
if they were, we would be interested in perturbations of A of the form A + C
where C : O → O is bounded and symmetric. For these, invertibility would
not be guaranteed. Notice however that by adding multiples of the identity
I : O → O, invertibility may be achieved, and that such perturbations do not
alter the eigenmode problem other than by a shift in the eigenvalues.
Let G denote the kernel of A, which, we remind, is finite-dimensional. We
suppose that the kernel Gn of an satisfies δˆ(Gn, G)→ 0, in O-norm. In partic-
ular they must eventually have the same dimension. Notice that for differential
forms and the Hodge-Dirac, this hypothesis is guaranteed by Proposition 4.1.
Let C : O → O be bounded and symmetric. We let c be the associated
bilinear form on O, defined by:
c(u, v) = 〈Cu, v〉. (194)
Moreover we suppose that we have symmetric bilinear forms cn on Xn, with a
consistency estimate of the form, for all u, v ∈ Xh:
|c(u, v)− cn(u, v)| ≤ ǫn|u| ‖v‖Z , (195)
for some sequence of positive reals (ǫn) converging to 0.
Proposition 6.2. We recall the hypothesis δˆ(Gn, G) → 0. We denote X˜n =
Xn ∩G⊥n and suppose that an satisfies:
inf
u∈X˜n
sup
v∈Xn
|an(u, v)|
|u|‖v‖Z < 1. (196)
Suppose that A + C : Y → O is injective. Then we have the discrete weak
stability, for n large enough:
inf
u∈Xn
sup
v∈Xn
|an(u, v) + cn(u, v)|
|u|‖v‖Z < 1. (197)
Proof. We proceed by contradiction, and suppose the condition is not satisfied.
Choose a subsequence un ∈ Xn such that |un| = 1, and:
sup
v∈Xn
|an(un, v) + cn(un, v)|
‖v‖Z → 0. (198)
Upon extracting subsequences, we may suppose in addition that (un) converges
weakly in O to some u ∈ O. It follows from the two consistency estimates that
for v ∈ Y∞:
a(u, v) + c(u, v) = 0. (199)
Therefore u = 0.
By consistency (195) we deduce:
sup
v∈Xn
|cn(un, v)|
‖v‖Z → 0, (200)
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hence:
sup
v∈Xn
|an(un, v)|
‖v‖Z → 0. (201)
We may decompose:
un = fn + gn, (202)
with fn ∈ X˜n and gn ∈ Gn.
Since δˆ(Gn, G)→ 0, we get that both fn and gn converge weakly to 0 in O.
Actually gn converges strongly in O, since G is finite-dimensional.
So |fn| → 1 and:
sup
v∈Xn
|an(fn, v)|
‖v‖Z → 0. (203)
This contradicts (196).
In the above considerations we could replace boundedness of C : O→ O by
boundedness C : Z → O, which is somewhat weaker.
Remark 6.2. It can be noticed that the principles behind Proposition 6.2 are
that, under suitable conditions, firstly, inf-sup conditions on the orthogonal of
some well-behaved finite dimensional subspaces provide full inf-sup conditions
for injective operators, and secondly, the property of having an inf-sup condition
on the orthogonal of the kernel is stable under compact perturbations. Variants
of these principles were developed under slightly different hypotheses in [15], in
particular we did not consider weak norms there. On the other hand, the use
of weak norms is in [21], but there special care was given to the fact that the
kernels were infinite-dimensional.
Strengthened stability. The previous two paragraphs are natural from the
point of view of establishing the convergence Kh → K in the operator norm
O → O, as in Proposition 6.1. However, to study the forward problem in terms
of stability and convergence rates, the techniques yield suboptimal results. In
this paragraph we indicate how an almost optimal stability estimate can be
obtained. It is the basis for establishing almost optimal convergence rates for
the forward problem, which in turn provide convergence rates for the eigenvalue
problem [4][7][5].
The functional setting is as in the second general theory. We suppose that
we have a space Z, intermediate between O and Y , with continuous inclusions
and such that the injection Z → O is compact. We also suppose that we have
finite dimensional subspaces Xn of Z, equipped with symmetric bilinear forms
an and cn.
We make the following hypotheses:
• There is a dense subset Y∞ of Y such that for all u ∈ Y∞ there is a
sequence un ∈ Xn such that un → u in Z (not only O as in Definition
6.1) and:
lim
n→∞
sup
v∈Xn
|a(u, v)− an(un, v)|
‖v‖Z = 0. (204)
• As before the kernel of a is denoted G, the kernel of an is denoted Gn.
We suppose that δ(Gn, G) → 0 in the norm of Z (before the norm of O
was used).
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• The bilinear form cn is consistent with c and in the sense that for a se-
quence (ǫn) of positive reals converging to 0 we have, for all u, v ∈ Xh:
|c(u, v)− cn(u, v)| ≤ ǫn‖u‖Z ‖v‖Z. (205)
This condition is weaker than (195).
Under these circumstances we obtain the following variant of Proposition
6.2. The proof is almost identical.
Proposition 6.3. We denote X˜n = Xn ∩G⊥n and suppose that an satisfies:
inf
u∈X˜n
sup
v∈Xn
|an(u, v)|
‖u‖Z‖v‖Z < 1. (206)
Suppose that A+ C : Y → O is injective. Then we have, for n large enough:
inf
u∈Xn
sup
v∈Xn
|an(u, v) + cn(u, v)|
‖u‖Z‖v‖Z < 1. (207)
Proof. We proceed by contradiction, and suppose the condition is not satisfied.
Choose a subsequence un ∈ Xn such that ‖un‖Z = 1, and:
sup
v∈Xn
|an(un, v) + cn(un, v)|
‖v‖Z → 0. (208)
Upon extracting subsequences, we may suppose in addition that (un) converges
weakly in Z to some u ∈ Z. It follows from the consistency estimates that for
v ∈ Y∞:
a(u, v) + c(u, v) = 0. (209)
Therefore u = 0.
By consistency (205) we deduce:
sup
v∈Xn
|cn(un, v)|
‖v‖Z → 0, (210)
hence:
sup
v∈Xn
|an(un, v)|
‖v‖Z → 0. (211)
We may decompose:
un = fn + gn, (212)
with fn ∈ X˜n and gn ∈ Gn.
Since δˆ(Gn, G)→ 0 in Z, we get that both fn and gn converge weakly to 0
in Z. Actually gn converges strongly in Z, since G is finite-dimensional.
So ‖fn‖Z → 1 and:
sup
v∈Xn
|an(fn, v)|
‖v‖Z → 0. (213)
This contradicts (196).
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7 Concrete discretization of the Hodge-Dirac
In this section we discretize the Hodge-Dirac operator of Section 3, with differen-
tial forms as detailed in Section 4. We adopt notations both from the concrete
setting of Section 4 and the abstract setting of Section 6. In particular, the
abstract setting is employed with the choices:
O = L2Alt•(S), (214)
X = {u ∈ O : du ∈ O}, (215)
Y = H1Alt•(S), (216)
For the space Z several choices will be relevant. See Remark 6.1 for a list of
choices.
Recall that:
a(u, v) = 〈du, v〉+ 〈u, dv〉. (217)
Since Xh is a subspace of X and a is continuous on X we can let ah be the
restriction of a to Xh.
We first obtain convergence for the eigenmode problem, allowing for zero
order perturbations of a. Then we establish convergence rates.
Convergence. Recall the definition of the seminorm (88). The following
proposition is almost tautological.
Proposition 7.1. Define X˜h = Xh ∩G⊥h . We have an estimate:
1 4 inf
u∈X˜h
sup
v∈X˜h
|ah(u, v)|
|u| [v]h . (218)
Proof. We define an operator d⋆h : O → Vh by requiring, for u ∈ O and v ∈ Vh:
〈d⋆hu, v〉 = 〈u, dv〉. (219)
Notice that with this definition, the equality then holds for v ∈ Xh. We also
notice that:
sup
v∈Xh
|〈u, dv〉|
|v| = |d
⋆
hu|. (220)
Choose u ∈ Xh. Let v = du+ d⋆hu. We have:
a(u, v)
|v| =
|du|2 + |d⋆hu|2
(|du|2 + |d⋆hu|2)1/2
= [u]h. (221)
One concludes by restricting attention to X˜h and using the fact that a map and
its transpose have the same norm.
One could say that the whole point of Section 5 was to prove that the
discrete seminorm (88) dominates a sufficiently strong true seminorm, namely
the Slobodetskij one. Here is a precise statement.
Proposition 7.2. For 0 < s < 1/2 we have an estimate, for u ∈ Xh ∩G⊥h :
⌊u⌋s 4 [u]h. (222)
and for u ∈ Xh:
⌊u⌋s 4 |u|+ [u]h. (223)
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Proof. Choose u ∈ Xh. We write the discrete Hodge decomposition:
u = dw + v + g, with w ∈ Vh, v ∈ Vh and g ∈ Gh. (224)
Then we combine Propositions 5.12, 5.13 and 5.14, as follows. We estimate:
⌊u⌋2s ≤ 3⌊dw⌋2s + 3⌊v⌋2s + 3⌊g⌋2s, (225)
4 ( sup
u′∈Xh
|〈dw, du′〉|
|u′| )
2 + |dv|2 + |u|2, (226)
4 ( sup
u′∈Xh
|〈u, du′〉|
|u′| )
2 + |du|2 + |u|2, (227)
4 [u]2h + |u|2. (228)
This gives the second estimate (223). To obtain the first estimate (222) one
supposes g = 0 in the above computations.
We deduce a stability estimate in the following form.
Proposition 7.3. For 0 < s < 1/2, the following weak inf-sup condition holds:
1 4 inf
u∈X˜h
sup
v∈X˜h
|ah(u, v)|
|u| (|v|+ ⌊v⌋s) . (229)
Proof. From Propositions 7.1 and 7.2.
We also check the consistency requirement of the abstract theory.
Proposition 7.4. Consistence in the sense of Definition 6.1 holds. For u ∈
H1Alt•(S) such that du ∈ H1Alt•(S) we may find uh ∈ Xh such that:
sup
v∈Xh
|a(u, v)− ah(uh, v)|
|v|+ ⌊v⌋s → 0. (230)
Proof. For such u define uh = Πhu ∈ Xh. Since the local spaces attached to
cells contain the constants, we have convergence rates:
|u− uh| 4 h, (231)
|du − duh| 4 h. (232)
For any v ∈ Xh we have:
a(u, v)− ah(uh, v) = 〈du− duh, v〉+ 〈u− uh, dv〉, (233)
hence:
|a(u, v)− ah(uh, v)| 4 h(|v|+ |dv|). (234)
Using Proposition 5.5 we deduce:
|a(u, v)− ah(un, v)| 4 h|v|+ hs⌊v⌋s. (235)
This concludes the proof.
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Finally, combing all the above results, we apply the general perturbation
theory with the choice:
Z = HsAlt•(S), (236)
with s ∈]0, 1/2[. We arrive obtain:
Corollary 7.5. Denote by A : Y → O the Hodge-Dirac operator. Consider
a variational discretization with differential forms, as discussed above. Let
C : O → O be a bounded self-adjoint operator. It could represent for instance
a smooth enough electromagnetic field in the Dirac equation. Consider a con-
sistent variational discretization of C by symmetric bilinear forms ch on Xh.
Choose µ ∈ R such that A + C + µI is injective. Then the associated discrete
eigenmodes converge, in the sense given by Proposition 6.1.
Convergence rates. The previous results did not provide explicit conver-
gence rates, and should one try to deduce rates from the proofs, one would get
suboptimal ones. In this paragraph we establish stronger stability estimates and
almost optimal convergence rates.
On the space X˜h = Xh ∩G⊥h we denote in this paragraph:
[u]2h,1 = |du|2 + ( sup
v∈Xh
|〈u, dv〉|
|v| )
2. (237)
and:
[u]2h,0 = |u|2. (238)
More generally we introduce, on X˜h, the norms [u]
2
h,s for 0 ≤ s ≤ 1 defined by
interpolation between [·]2h,1 and [·]2h,0, say by the complex method. The space
X˜h equipped with the norm [u]
2
h,s will be denoted X˜h,s. Actually we need only
the cases s = 0, 1/2, 1.
Proposition 7.6. We have an estimate:
1 4 inf
u∈X˜h
sup
v∈X˜h
|a(u, v)|
[u]h,1/2 [v]h,1/2
. (239)
Proof. Introduce the map:
Ah
{
X˜h → X˜⋆h,
u 7→ a(u, ·). (240)
From Proposition 7.1 and the symmetry of ah we get that A−1h is uniformly
bounded in operator norm X˜⋆h,1 → X˜h,0 and X˜⋆h,0 → X˜h,1. By interpolation
theory it is uniformly bounded in operator norm X˜⋆h,1/2 → X˜h,1/2. This can be
expressed with the claimed inf–sup condition.
Proposition 7.7. For 0 < s < 1/2 we have an estimate, for u ∈ X˜h:
⌊u⌋s 4 [u]h,1/2. (241)
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Proof. Combining Propositions 5.7 and 4.10 we get, for u ∈ X˜h:
⌊u⌋s 4 [u]1−sh,0 [u]sh,1 . (242)
From there we may deduce, for s < s′ ≤ 1:
⌊u⌋s 4 [u]h,s′ . (243)
We choose s′ = 1/2 and obtain the announced estimate.
Proposition 7.8. We have an estimate:
1 4 inf
u∈X˜h
sup
v∈X˜h
|ah(u, v)|
⌊u⌋s ⌊v⌋s . (244)
Proof. From Propositions 7.6 and 7.7.
We will perturb this estimate, by interpolating with the natural norm on X ,
which will be written:
‖u‖2d = |u|2 + |du|2. (245)
We notice:
Proposition 7.9. We have an estimate:
1 4 inf
u∈X˜h
sup
v∈X˜h
|a(u, v)|
‖u‖d ‖v‖d . (246)
Proof. For u ∈ X˜h write u = v + dw with v, w ∈ Vh. Define u′ = w + dv. We
have:
‖u′‖2d = |w|2 + |dv|2 + |dw|2, (247)
≈ |dv|2 + |dw|2, (248)
≈ |dv|2 + |dw|2 + |v|2 = ‖u‖2d. (249)
We also have:
a(u, u′) = 〈du, dv〉+ 〈u, dw〉, (250)
= |dv|2 + |dw|2. (251)
Therefore u′ provides a quasi-optimal test function for u.
We require the following interpolation result (where it is understood that we
are working on differential forms).
Lemma 7.10. We have the interpolation result, for θ ∈]0, 1[:
[X,Hs(S)]θ = {u ∈ Hθs(S) : du ∈ Hθ(s−1)(S)}. (252)
Proof. Since we are working on a periodic domain, this can be proved by Fourier
techniques. This approach is detailed in [33] for a closely related problem.
Notice also that the result is of the type covered by [6] since we essentially want
to prove:
[X,Hs]θ = {u ∈ [L2,Hs]θ : du ∈ [L2,Hs−1]θ}. (253)
The interpolation spaces on the right are then identified as standard spaces, by
the reiteration theorem (Theorem 26.3 in [39]).
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Now we choose s ∈]0, 1/2[ close to 1/2. Then we choose θ ∈]0, 1[ close to
1 such that θ(1 − s) ∈]0, 1/2[. Then we set s1 = θs and s2 = θ(1 − s). By
choosing s and θ cleverly we may get s1 and s2 as close to 1/2 as we wish, yet
strictly smaller. We then introduce the following norms, corresponding to the
interpolation spaces of the above Lemma.
‖u‖2s1,s2 = ‖u‖2Hs1 + ‖du‖2H−s2 . (254)
These norms are well defined on Xh. Combining Propositions 7.8 and 7.9 we
get:
Proposition 7.11. We have an estimate:
1 4 inf
u∈X˜h
sup
v∈X˜h
|a(u, v)|
‖u‖s1,s2 ‖v‖s1,s2
. (255)
In what follows we suppose C is a zero order operator with smooth coef-
ficients, such that A + C is injective. The bilinear form associated with C is
denoted c. We denote by b the bilinear form a+ c.
Applying Proposition 6.3 we obtain:
Proposition 7.12. We have an estimate:
1 4 inf
u∈Xh
sup
v∈Xh
|b(u, v)|
‖u‖s1,s2 ‖v‖s1,s2
. (256)
Let Z be the space defined by the norm (254). Let Z ′ be the space with
norm:
‖u‖2s2,s1 = ‖u‖2Hs2 + ‖u‖2H−s1 . (257)
Then b is continuous on Z ′ × Z, and it may be checked that in fact Z ′ is the
dual of Z with respect to b. By construction s1 ≤ s2, so Z ′ ⊆ Z with continuous
injection. Notice the crucial fact that Xh is a subspace of both Z and Z
′.
Define the Galerkin projection Rh : Y → Xn by:
∀v ∈ Xh b(Rhu, v) = b(u, v). (258)
Proposition 7.11 shows that Rh is uniformly stable Z
′ → Z. This stability is
then combined with the approximation orders proved in Propositions 5.10 and
5.11, to give:
Proposition 7.13. We have:
‖u−Rhu‖s1,s2 ≤ hp+s1 |∇p+1u|. (259)
Proof. We have:
‖u−Rhu‖s1,s2 ≤ ‖u−Πhu‖s1,s2 + ‖Rh(u−Πhu)‖s1,s2 , (260)
4 ‖u−Πhu‖s1,s2 + ‖u−Πhu‖s2,s1 , (261)
4 max{hp+1−s1 , hp+s2 , hp+1−s2 , hp+s1}|∇p+1u|. (262)
We notice that 1 − s2 ≥ 1 − s2 ≥ s2 ≥ s1, so we end up with the announced
estimate.
32
This convergence order is as close to hp+1/2 as we wish. The convergence
order is therefore optimal except for a loss of h−ǫ, for ǫ > 0 arbitrarily small.
We can also get approximation orders in L2 by an Aubin-Nitsche trick:
Proposition 7.14. We have:
|u−Rhu| 4 hp+2s1 |∇p+1u|. (263)
Proof. We write:
|u−Rhu| 4 sup
v∈H1
|b(u−Rhu, v)|
‖v‖H1
, (264)
4 sup
v∈H1
|b(u−Rhu, v −Rhv)|
‖v‖H1 , (265)
4 sup
v∈H1
‖u−Rhu‖Z′‖v −Rhv‖Z
‖v‖H1
. (266)
Then we use Proposition 7.13.
If we define K and Kh as in (188, 189), but with respect to the bilinear
form b instead of a, we may use the identity K −Kn = (I − Rh)K. From the
convergence rates obtained for Rh, convergence rates for the eigenvectors and
values are obtained by the techniques of [13][4][7][5].
Outlook. We finish with some remarks on possible future work. The general-
ity of the above abstract framework seems particularly adapted to the following
extensions.
• Firstly, one could be interested in a variable background Riemannian met-
ric. A technique to obtain a fully discrete theory, would be to approximate
the metric by discrete metrics, such as those defined by Regge [37][21].
This approximation step should fall under the scope of the abstract con-
sistency requirement we defined. This topic would be interesting to pursue
on general manifolds, not just toruses.
• Secondly, the framework also sheds light on second order equations, and
non-conforming discretizations thereof. Let ∇ be the Levi-Civita connec-
tion associated with a Riemannian metric. Recall that ∇⋆∇, acting on
differential forms, differs from the Hodge-Laplace by lower order curva-
ture terms. The eigenvalue problem for ∇⋆∇ could be approached using
Crouzeix-Raviart elements. Remarkably, these are well defined in Regge
calculus.
• Thirdly, we have already motivated our results by applications to electro-
magnetic fields. The continuous Dirac equation has a gauge symmetry,
associated with adding gradients to the magnetic vector potential. It
would seem interesting to try to achieve a consistent gauge invariant dis-
crete method. On the other hand this does not seem as important for the
Dirac equation as for the Yang-Mills equations, the difference being the
size of the kernel, which is infinite-dimensional in the second case.
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