Abstract. Multiplicity results are provided for two classes of boundary-value problems with cubic nonlinearities, depending on a parameter A. In particular, it is proved that for sufficiently large A, there are exactly two solutions, and that all solutions lie on a single smooth solution curve. The last fact allows one to use continuation techniques to compute all solutions.
u" + Af(x, u) 0 on (a, b), u(a) u(b) 0 for two classes of cubic nonlinearities depending on a parameter A, and we prove existence and multiplicity results. We also study in detail the solution branches as -oc. For both types of nonlinearities we show existence of a critical A1, such that for 0 < A < A1, (1) has no nontrivial solution; it has at least one solution at 1; and it has at least two solutions for A > A1, with precisely two solutions for A sufficiently large (nontrivial solutions that we find are positive by the maximum principle). Moreover, all solutions lie on a single curve of solutions. The last assertion is important for computational purposes, since it allows one to use efficient continuation techniques to compute all solutions of (1) .
Exact multiplicity results are usually difficult to establish; see, e.g., Lions [5] . Our main tools are a bifurcation theorem of Crandall and Rabinowitz [2] , and a variational argument due to Ambrosetti and Rabinowitz; see [7] . For both problems it is relatively easy to show that there are no solutions for sufficiently small > 0. We then show that for sufficiently large the functional corresponding to (1) has at least two critical points: a minimum point (corresponding to the stable maximal solution of (1)), and a saddle point (corresponding to the unstable minimum solution). To show that there are exactly two solutions for sufficiently large , we show that all solutions must lie on certain curves in the (A, u) "plane." We then study the properties of these curves and exclude the possibility of more than two solutions.
The equations that we study have attracted considerable attention. For constant a(x) and b(x), problems (3) and (21) were studied by Smoller and WasHerman [10] (see also [11] and [12] ), who obtained exact multiplicity results by a very nontrivial phase plane analysis. The Neumann problem for (3) was studied in detail by Angenent, Mallet-earet, and Peletier [1] and Rocha [8] ; see also Hale [3] . For f independent of x, both Neumann and Dirichlet problems were studied extensively by Schaaf [9] .
Our approach appears to be quite general. We intend to consider other equations where exact multiplicity might be three or more for some values of .Wea re also working to extend our results to partial differential equations. (2) "+Af(x,)<_O on(a,b), (a)>_0, (b)>_0.
A subsolution (x) is defined by reversing the inequalities in (2) . The following result is standard. LEMMA 1. Let (x) antiC(x) be, respectively, super-and subsolutions of (1), and (x) >_ (x) on (a, b) with (x) (x); then (x) > (x) on (a, b).
We shall often use this lemma with either (x) or (x) or both being the solution of (1) . The following lemma is a consequence of the first. LEMMA 2. Let u(x) be a nontrivial solution of (1) We proved the following proposition in [4] . R+ satisfies
for all x e (-1, 1) and u > 0; (ii) xfx(x, u) < 0 for all x e (-1, 1)\{0} and u > O. Then any positive solution of (1) is an even function with u'(x) < 0 on (0, 1]. Moreover, any two positive solutions of (1) do not intersect.
Remark. Except for the last statement, this proposition is included in the GidasNi-Nirenberg theorem.
Next we state a bifurcation theorem of Crandall and Rabinowitz [2] . THEOREM 1 [2] . Let X and Y be Banach spaces. Let (, 2) R X and let F be a continuously differentiable mapping of an open neighborhood of (, 2) into Y. Let the null-space N(Fx(A,2)) span{x0} be one-dimensional and codimR(Fx(/k, 2)) 1. Let F(A, 2) R(F(A, 2)). If Z is a complement ofspan{xo} in X, then the solutions ofF(A,x) F(, 2) near (,2) form a curve (A(s),x(s))= ( + T(s),2 + sxo+ z(s)), Throughout this paper we consider only the classical solutions (which is not a serious restriction in the one-dimensional case). We also assume, without loss of generality, that (a, b) (-1, 1).
2. A class of cubic nonlinearities with double root. On the interval [-1, 1] we consider the following boundary-value problem: For example, b(x) x 2 --O/ with a > 3 satisfies the above conditions. Notice that condition (6) 
By our assumptions, the right-hand side of (8) LEMMA 5. Let ua (x) be a continuous-in-A branch of solutions of (3). Then either lima_ ua(x) 0 or lim__, ua(x) lib(x) for all x (-1, 1).
Proof. Rewrite (3) in the form
where G(x, ) is the corresponding Green's function, which is easily seen to be strictly positive and bounded on (-1, 1) x (-1, 1). By Lemma 3,  u(x) is bounded as A --, c (by lib(x)), and the integral on the right in (9) LEMMA 7. Let u(x), the solution of (3), be such that max [_l,1] 
Then the only solution of (10) (3), it is the principal eigenfunction of
corresponding to the principal eigenvalue # 0. The principal eigenvalue of (13) w" + Aa(x)(2u-3b(x)u2)w #w, w(-1) w (1) 
By the Poincar inequality,
On the other hand,
Thus (3) 
It is easy to show that J(u) is bounded from below, so that it must have a global minimum. By the Poincare5 inequality, J(u) is positive in a small neighborhood of zero in H(-1,1). If we now can exhibit a function for which J(u) < 0, then in addition to a global minimum, where J(u) < 0, the functional J(u) will have another critical point, where J(u) > 0, in view of the well-known mountain pass theorem; see [7] . It is easy to check that It is easy to show that 0 < u(x, t) <_ c for some c > 0, and so by well-known results, u(x, t) would have to converge as t -, oc to the set of solutions of (3). Since J(u(x, 0)) < 0 for sufficiently large ,, and J(u(x, t)) is nonincreasing in t, it follows that u(x, t) cannot converge to zero. This would provide us with at least one positive solution of (3), which is sufficient for the arguments that follow.) It is clear that the problem (3) has a maximal solution for A large. We now study the curve of maximal solutions for decreasing ,k. Rewrite (3) as for all x (-1, 1);
From the maximum principle every solution of (21) satisfies 0 < u < b in (-1, 1 ). Notice that, unlike (3), solutions of (21) are concave up near x =t=l.
LEMMA 8. The solution of (21) (-1, 1) .
Proof. The .first part follows from the integral representation of the solution as before. From the previous lemma we know that for any/k > A0, u(0, A) > a(0). If the solution is increasing in A this leaves us with lim_ u(0,/k) b. Indeed, the solution cannot tend to a(x) over a subinterval, since ux < 0 while a'(x) > 0, and it cannot tend to a(x) at a point for the same reason.
As previously, we need to consider the linearization of (21), Assuming the contrary, we have f-l u"wdx 0(u is solution of (21) w of (24)). (-1, 1) , or the solution approaches zero for x e (-1, 1)\{0}, while u(0, A) > a(0), i.e., a spike-layer shape. (The possibility that u-(x, A) approaches b on some proper subinterval of (-1, 1), and zero on its complement, is easily ruled out by the argument used in the proof of Proposition 1.)
As in Theorem 2 we show the existence of a smooth curve of solutions, which after possibly finitely many turns, has an upper branch u+(x, ) single In particular, we would have another upper branch, tending to b, which was already ruled out previously.
