Abstract-In this paper, we describe methods for computing fractionally spaced blind equalizers directly from second-order statistics of the observations. The equalizers with all possible delays are computed simultaneously, and the one with the best delay is picked by a blind constant modulus index. Our algorithm utilizes the equalizer output whitening property of the blind equalizers, i.e., output whitening yields equalization; thus, no channel identification is required. This may reduce the performance degradation that is caused by channel estimation errors of channel estimation based approaches such as the subspace methods. In addition, existing channel output whitening-based approaches require nonlinear optimization and are unable to choose equalizer delays. In contrast, our algorithm has simple closed-form solutions for equalizers with all possible delays. Comparison of our algorithm with some other algorithms in the similar category is given, which shows that our algorithm has more efficient computations. Simulations demonstrate the good performance of our method.
I. INTRODUCTION

I
N high-speed wireless communication systems, equalization process is needed to suppress the intersymbol interference (ISI) caused by multipath channels. Conventional equalization approaches use training signals to help channel equalization [16] . When wireless channels, especially mobile channels, are not time invariant, training signals must be sent frequently. As such, much bandwidth has to be wasted by the training signals. Therefore, blind channel equalization methods have attracted much research interest because they can perform equalization without training signals, therefore achieving more efficient channel bandwidth usage.
Blind channel equalization techniques were first used in single-input single-output channel situations, where signals are received by only one antenna and sampled at the symbol rate [14] . In this case, higher than second-order statistics of the sampled signals usually have to be utilized to perform equalization. Hence, the obtained algorithms were possibly ill-convergent and/or computationally complex [15] . On the other hand, Tong et al. [1] exploited the diversity offered by Manuscript received December 15, 1999 ; revised March 14, 2001 . This work was supported in part by ARO under Grant DAAD19-00-1-0529. The associate editor coordinating the review of this paper and approving it for publication was Prof. Michail K. Tsatsanis.
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the multiple outputs (obtained by multiple antenna and/or oversampling) and established that under mild persistence of excitation conditions on input symbols, channels can be identified and equalized from second-order statistics only, provided the channel transfer functions are coprime. Based on the multiple FIR channel model and second-order statistics of channel outputs, many methods have been proposed for blind channel equalization. Some of them require blind channel identification as a first step, such as the subspace algorithm in [2] , where channel order estimation error and channel estimation error severely degrade equalization performance. Some of them require partial channel identification, such as the linear prediction-based approach [3] , [19] , which is robust to channel order overestimation but degraded by the channel estimation error too.
In contrast, approaches for direct equalization without channel estimation may be more preferred because they can reduce the influence of the channel estimation errors and may possibly result in algorithms with efficient computations. Hence, they have recently been attracting increasingly more research interest. Some direct equalization methods have been proposed to do channel equalization without channel identification, such as the linear prediction-based approach [6] and the output correlation matrix-based methods [4] , [5] , [13] . These methods exploit the special properties of the Toeplitz structure of the channel matrix to estimate the vector space that is corresponding to one column vector of the channel matrix. Equalizers can be estimated based on the vector space.
There are also some other methods that require neither channel estimation nor the structure of the channel matrix, such as the constant modulus methods (CMA) [7] , [14] and mutually referenced equalizers (MREs) [8] . In these cases, channels are assumed FIR, which is reasonable because of the characteristics of multipath fading. They should also satisfy some identifiability conditions for the algorithms to have global convergence. However, CMA requires higher than second-order statistics and nonlinear optimization, which may affect its convergence speed. The MRE approach in [8] suffers from a prohibitively large number of computations.
In addition, belonging to the last category, methods based on direct equalizer output whitening were proposed in [9] - [12] . It was first shown in [9] that under mild conditions, the equalizer bank equalizes the multiple channels if, and only if, its output is temporally uncorrelated. Batch and adaptive algorithms for whitening the equalizer outputs were proposed in [10] - [12] . However, they all employ recursive nonlinear optimization. No closed-form solutions have been found. Moreover, the global convergence has not been shown in general, although it was shown in [12] for the special case of a composite channel/equalizer response with only two nonzero taps.
One of the goals and contributions of this paper is to develop an algorithm for direct blind equalization based on equalizer output whitening. Our algorithm is second order in both channel samples and equalizer coefficients. Thus, a closed-form solution of the algorithm can be obtained, and global convergence can be guaranteed.
In addition, it is well known that equalizers with different equalization delays achieve different performances [16] . The best performed equalizer is not necessarilly the one with zero delay. However, the output whitening methods of [9] - [12] cannot determine the equalizer delays. Hence, it is possible for them to converge to some ill-delayed equalizers. In order to choose the best delay, equalizers with all possible delays were computed simultaneously in [8] and [13] . Then, the optimal one was chosen by a blind evaluation index, e.g., the CMA index in [13] . The blind equalizers obtained by this procedure may be more robust against ill-conditioned channels and noisy conditions. However, both algorithms of [8] and [13] require prohibitively large amounts of computations. Hence, the second goal and contribution of this paper is to estimate equalizers with all possible delays and to find the optimal one with fewer computations.
The organization of this paper is as follows. In Section II, we will formulate the problem. In Section III, we develop a batch algorithm for direct equalizer estimation. Then, some discussions and comparisons will be given. Simulation results and performance comparison of our algorithms with some typical existing algorithms are presented in Section IV. Finally, a conclusion is given in Section V.
II. PROBLEM FORMULATION
A. System Model in Fractional Space
Consider a continuous-time communication system
where symbol emitted by the digital source at time with being the symbol duration; continuous-time channel, which is assumed to have finite support; additive noise that is assumed to be stationary as well as uncorrelated with . The corresponding fractionally spaced discrete time model can be obtained either by sampling the signal received on several sensors at the emission duration , by oversampling the signal received on a single sensor, or by combining both techniques [2] .
Consider oversampling the signal by a factor . is sampled at . The received data are
It is convenient to write the above equation as an equivalent discrete-time system (2.
3)
The noiseless outputs have a periodically time-varying correlation with period . In general, periodically correlated signals are conveniently represented by a vector stationary process. Define , , and . The single-input single-output system of (2.3) has an equivalent single-input multiple-output description as (2.4) The model (2.6) can also be obtained by sampling signals from several sensors, where is now the number of sensors. For the th sensor, , are the subchannel coefficients [2] .
We assume throughout this paper that the input sequence is stationary with zero mean and temporaly uncorrelated (white) with . Thus, , where is an identity matrix with a proper dimension. Note that this assumption is reasonable for most digital communication systems, considering that the information sequence is random and that the symbols are usually scrambled before transmission. In addition, we also assume that the noise is stationary with zero mean and white with variance , and and are uncorrelated.
B. Blind Equalizers
Consider an FIR linear equalizer shown in Fig. 1 , where for is the order equalizer of the th subchannel. The output of the equalizer approaches for some integer delay . Then, this equalizer is known as the -delay zero-forcing equalizer. We denote the equalizer with delay as (2.9) Since is of order , it is an dimensional vector, and (2.10)
According to (2.6)-(2.8), has nonzero correlations with only . Therefore, delay is usually in the interval . The conditions for the existence of the zero-forcing equalizer were shown in many papers such as [1] - [4] , which is presented in the following theorem.
Theorem 1: Assuming that the subchannels have no common zeros, an FIR zero-forcing equalizer with order exists, provided . Note that according to Theorem 1, the channel matrix in (2.7) is full column rank. We make it an assumption for the following development.
III. DIRECT EQUALIZER ESTIMATION
A. Equalizer Matrix
In the following development of zero-forcing equalizers, we assume no noise first. Noise will be considered in the algorithm and simulation sections. We try to estimate simultaneously the equalizers with all possible delays. Let . . . (3.1) be the equalizer matrix, each row of which is a differently delayed equalizer. If we try to estimate all possible delayed equalizers, we can set . From (2.10) and (3.1), we have
In order to whiten the output signal , a necessary condition is . . . According to (2.7) and (3.1), is , which is square if we choose . Then, the following proposition shows that is an equalizer matrix if the whitening necessary conditions (3.3) and (3.4) are satisfied.
Proposition 1: If the output of in (3.2) satisfies (3.3) and (3.4), then in (3.6) is identity up to a constant factor.
Proof: From (2.6), (3.2), (3.6), and the noiseless assumptions, we have Then from (3.3)-(3.4) and the whiteness assumption on , we get (3.7) (3. Hence the proposition is proved. From Proposition 1, we can immediately obtain the following conclusion.
Proposition 2: Each row of matrix , for is a zero-forcing equalizer with delay , whose output is white, and . Thus, Propositions 1 and 2 also demonstrate the output whitening-based equalization criteria of [9] - [12] .
B. Equalizer Matrix Estimation
Let the output of the equalizer matrix , , as in (3.2), satisfy the whitening conditions (3.3) and (3.4 Thus far, we assume . However, considering that channels may contain small leading elements and a long tail, some correlations of the equalizer output with large delays could be so small that they can be omitted. Therefore, we can sometimes choose to reduce computations while not degrading too much equalization performance. We thus consider the general case where . Since has dimension , there is an orthonormal matrix such that (3.20)
We now need to estimate the first rows of , which will be done as follows. Let be a shifting matrix that has the similar form as in (3.5). Then, the first vectors comprise the matrix . Unfortunately, this recursive procedure of computing will produce increasingly more computation errors from to . For the last several vectors, in order to reduce some computation error accumulations, we can try to compute them in another way. According to (3.21), we get (3.26) Then, . Hence, we can choose equal to the singular vector of corresponding to the zero singular value, which is the last column vector of in (3.24) . The other vectors of can be obtained recursively by (3.27) Note that when evaluating , we can try to choose the best vectors obtained by either (3.25) or (3.27) to reduce computation errors to some extent.
Since has rank , and and have rank ; therefore, a solution to the (3.19) always exists. Considering that can be uniquely determined by (3.22) , the other for can thus be uniquely determined by (3.25) . This uniqueness makes the , as estimated by this procedure, orthonormal. Substituting the estimated back into (3.18), we get the estimation of the equalizer matrix . The output of the equalizer matrix is uncorrelated because of (3.12) and (3.15) . Therefore, according to Proposition 1, is an equalizer matrix.
C. Equalization Algorithm
After the equalizer matrix is obtained, each row of can be normalized so that the output signals of different delayed equalizers will have comparable magnitude. If the transmitted symbols have constant modulus, which is often the case in digital wireless communications, the best delayed equalizer in can be determined by the following constant modulus index [13] :
The equalizer having the smallest value will be considered as the best delayed equalizer.
The above equalizer matrix estimation procedure is developed under the noiseless assumption. In the noisy case, the noise part can be eliminated from the correlation matrices and by and . The noise power, as well as the rank of the signal subspace, can be estimated by the standard SVD procedure [1] .
To summarize, the new algorithm for direct equalization is listed in the following Optimal Delayed Equalizer Estimation Algorithm: 1) Determine equalizer length , which can be made reasonably large to satisfy the condition in Theorem 1. 2) Compute the correlation matrices and in (3.11) and (3.14).
3) Compute the SVD of (3.17) , and estimate the signal subspace rank . Chose . 4) Compute (3.19) and its SVD (3.24). 5) Estimate according to (3.23), (3.25), and (3.27). Compute the equalizer matrix (3.18). 6) Choose the best delayed equalizer in according to (3.28) . The computational complexity for this batch algorithm is to estimate equalizers with all delays. An adaptive version is also possible with reduced computations. In [17] , a QR decomposition-based method was developed for blind channel identification with both batch and recursive algorithms.
It is also possible to develop QR decomposition-based and ULV decomposition-based batch or recursive algorithms for direct equalizer estimation using the results of [17] , in which case, the computational complexity can be reduced to . By comparing the algorithm of this paper with those of [17] , the development is straightforward.
D. Algorithm Complexity Comparisons
First, we compare our algorithm with some other algorithms that are based similarly on the equalizer output whitening criteria, such as [10] - [12] . Those algorithms directly optimize the correlations of the equalizer output signal. However, the optimization index for the second-order statistics is forth-order in equalizer coefficients so that nonlinear programming has to be employed. There are not yet any theoretical results on their global convergence, except for a special case of a composite channel/equalizer response with only two nonzero taps [12] , and no closed-form solutions were obtained. Moreover, the correlations of the equalizer output have to be estimated at each recursion when the equalizer is updated. Specifically, correlations need to be estimated using sufficiently long data samples in each recursion. This increases the computational complexity even for the LMS adaptive implementation. Third, they cannot determine the delay of the equalizer [11] , and hence, they may converge to equalizers with unsatisfactory delays. In contrast, our algorithm has simple closed-form solutions, and the equalizer with an optimal delay can be obtained.
Then, we compare our algorithm with some other algorithms that estimate all possible delayed equalizers at the same time, such as the MRE algorithm in [8] and the Cholesky decomposition based method in [13] . The MRE algorithm computes all possible delayed equalizers simultaneously without channel identification. However, it suffers from a prohibitively large amount of computations. Because it requires tracking of eigenvalues or solving a matrix equation for a matrix of dimension larger than , the total computation is much more than even for the adaptive version. The best delayed equalizer estimation algorithm of [13] uses a series of general eigenvalue decompositions and a Cholesky decomposition to find the equalizers with all possible delays. It again requires a computational complexity of because of the general eigenvector searching. On the other hand, our algorithm has computation of for the batch algorithm and even lower for an adaptive implementation.
IV. SIMULATION RESULTS
In this section, we use simulations to examine the performance of our new algorithm described in this paper. We compare the performance of the proposed method with some typical existing algorithms:
• the subspace algorithm [2] (SS) for channel identification and equalization; • the direct equalizer estimation algorithm in [4] (GH), which utilizes the channel matrix information, although it requires no explicit channel identification; • the MRE algorithm in [8] (MRE) for estimating equalizers with all possible delays; • the direct output whitening method in [11] (GPP);
• the linear prediction-based algorithm in [19] (PS). As a performance measure, we estimate the residual ISI over 300 Monte Carlo runs as done in most other works. Let the "overall" channel impulse response be (4.1) We also estimate the signal-to-interference-and-noise ratio (SINR) of the equalizer output, which may be more suitable for studying noise performance
where is the variance of the transmitted symbols. For all simulations, the signal-to-noise ratio (SNR) is defined to be at the input to the equalizer SNR (4.4)
For each experiment, we use an i.i.d. input sequence drawn from a 16-QAM constellation. The noise is drawn from a white Gaussian distribution at a varying SNR. The channel is where is the raised cosine function with delay and rolling factor . . . We use four times symbol rate as the sampling rate, i.e., . The channel length is . The coefficients of is shown in Fig. 2 . We first set equalizer length (so that ) and choose for our algorithm. We use 1000 symbols for equalizer estimation under SNR dB. After the optimal delay is determined, we plot the equalization result in Fig. 3 . It shows the channel is well equalized.
Next, we compare our batch algorithm with some other batch algorithms. The equalizer lengths are set to for all simulated algorithms. The number of equalizers is chosen to be for our algorithm. For the MRE, the number of equalizers is chosen to be the optimal one of , which is corresponding to a "practical channel length" of 5 [8] . For the linear prediction method [19] (PS), "Algorithm 2 -LP-based direct blind MMSE" is used, in which we estimate equalizers with all delays and use the same constant modulus index to choose the best one. For other algorithms, we choose the equalizer delay around , where it usually has near optimal performance. All algorithms are implemented as batch type algorithms, and the true rank or the true channel length are used in the simulations whenever this information is needed. For the GPP [11] , all data samples are used for correlation estimation during each recursion, in which case, its computation is much more than ours, and the adaptive step size is adjusted so that convergence is satisfactory. For the PS [19] since we implemented it as a batch algorithm to compute all the equalizers, the computation is an order higher than ours.
We compare their performance (ISI and SINR) under the scenarios of different input SNR and different number of symbols. The simulation results are plotted in Figs. 4 and 5 . In  Figs. 4(a) and 5(a) , we show the ISI performance of all these algorithms. In Figs. 4(b) and 5(b) , we show the output SINR of our method, GPP, as well as PS only, to make the figures more legible. These simulations show that all algorithms have good to acceptable equalization performance under very high SNR. For low-to-medium input SNR, however, the direct output whitening method GPP can hardly converge to optimal solutions. The linear prediction method PS [19] and the direct method of GH [4] degrade much faster than ours with the reduction of input SNR. Therefore, simulation results show that our algorithm outperforms these existing algorithms.
V. CONCLUSION
In this paper, we present an algorithm for directly estimating equalizers of all possible delays from the second-order statistics of the channel output without channel identification at all. Our method is based on equalizer output whitening. Equalizers with all possible delays are computed simultaneously, and the one with optimal delay can be determined by a blind constant modulus index. Compared with some algorithms based similarly on output whitening, ours has a closed-form solution and guaranteed global convergence. Compared with the methods that estimate all delayed equalizers, ours has simpler computations. Compared with the channel identification-based algorithms, our algorithm does not need channel identification; and thus, it is not affected by the channel identification errors. Simulations show that our algorithm outperforms many typical existing algorithms.
