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Harvard School of Public Health and Dana-Farber Cancer Institute
In large scale multiple testing, the use of an empirical null distri-
bution rather than the theoretical null distribution can be critical for
correct inference. This paper proposes a “mode matching” method for
fitting an empirical null when the theoretical null belongs to any ex-
ponential family. Based on the central matching method for z-scores,
mode matching estimates the null density by fitting an appropriate
exponential family to the histogram of the test statistics by Pois-
son regression in a region surrounding the mode. The empirical null
estimate is then used to estimate local and tail false discovery rate
(FDR) for inference. Delta-method covariance formulas and approx-
imate asymptotic bias formulas are provided, as well as simulation
studies of the effect of the tuning parameters of the procedure on
the bias-variance trade-off. The standard FDR estimates are found
to be biased down at the far tails. Correlation between test statis-
tics is taken into account in the covariance estimates, providing a
generalization of Efron’s “wing function” for exponential families.
Applications with χ2 statistics are shown in a family-based genome-
wide association study from the Framingham Heart Study and an
anatomical brain imaging study of dyslexia in children.
1. Introduction. In large-scale multiple testing problems, the observed
distribution of the test statistics often does not accurately match the the-
oretical null distribution [Efron et al. (2001), Efron (2004, 2005b)]. In such
cases, the use of an empirical null distribution, estimated from the data it-
self, can be critical for making correct inferences. Previous empirical null
methods [Efron (2004, 2007b), Jin and Cai (2007), Efron (2008)] have fo-
cused on situations where the theoretical distribution of the test statis-
tics is N(0,1) or t, typically found, for example, in two-group microarray
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gene expression studies. Other large-scale multiple testing problems present
theoretical null distributions that are not normal or t. For instance, χ2
tests are commonplace in the analysis of genome-wide association studies
based on single nucleotide polymorphisms (SNPs) [Van Steen et al. (2005),
Kong, Pu and Park (2006)], while multivariate F tests appear in voxel-based
analyses of brain imaging studies [Everitt and Bullmore (1999), Schwartz-
man, Dougherty and Taylor (2005), Lee et al. (2007), Schwartzman et al.
(2008b, 2008a)].
This paper extends the scope of the empirical null to distributions that
belong to general exponential families, treating the normal and χ2, as well as
their counterparts t and F , as special cases. This extension allows the empir-
ical null to be flexibly chosen as a parametric exponential family version of
the theoretical null. For example, where the theoretical null N(0,1) may be
replaced by an empirical null N(µ,σ2) with arbitrary mean µ and variance
σ2, a theoretical null χ2(ν0) with fixed ν0 degrees of freedom may be replaced
by a scaled χ2 density (i.e., gamma) with arbitrary scaling factor a and arbi-
trary number of degrees of freedom ν [Schwartzman, Dougherty and Taylor
(2008a)].
As a first data example, consider the following family-based study of
genome-wide association between genetic variants and obesity based on
the Framingham Heart Study (FHS) [Herbert et al. (2006)]. Briefly, genetic
markers were obtained by genotyping 1400 probands from the family-plates
on an Affymetrix 100K SNP-chip containing 116,204 SNPs. Each SNP was
tested for association with four body-mass index measurements at exams 1,
2, 3 and 4 using the multivariate FBAT-GEE statistic [Lange et al. (2003)].
Excluding SNPs for which the number of informative families was less than
20, a total of 95,810 test statistics were generated with theoretical null χ2(4).
Figure 1(a) shows that the histogram of the test statistics is not as well
matched by the theoretical null χ2(4) (see zoom-in) as by the empirical null,
a scaled χ2 with 4.27 d.f. and scaling factor 0.95. The mismatch between the
histogram and the theoretical null can be seen better in the p-value scale
in Figure 1(b). The histogram of p-values according to the empirical null is
closer to a uniform distribution than that according to the theoretical null.
A second example where the effect is more dramatic is the brain imag-
ing study analyzed in Schwartzman, Dougherty and Taylor (2008a). In brief,
diffusion tensor imaging (DTI) scans were taken of 6 dyslexic and 6 nondyslexic
children. After spatial registration, at each of 20,931 voxels a directional test
statistic was computed for testing whether the first eigenvector of the mean
diffusion tensor has the same 3D spatial orientation in both groups. The
scores for each voxel were obtained by a quantile transformation from the
theoretical null model F (2,20) to χ2(2). Figure 2(a) shows a histogram of
the 20,931 χ2-scores. The data histogram is not well matched by the theo-
retical null χ2(2) but is better described by the empirical null, a χ2 with 1.82
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d.f. This is better seen in Figure 2(b). For p-values that are most likely null,
say, higher than 0.1, the theoretical null produces a histogram that can be
hardly explained by a uniform distribution. In contrast, the empirical null
produces a histogram that is mostly uniform in that range. Moreover, the
number of voxels with low p-values (less than 0.05) is higher according to
the empirical null, indicating a gain in statistical power. Schwartzman et al.
(2008b) show other examples of voxel-based analyses in brain imaging with
normal and χ2 statistics where the empirical null is necessary for correct
inference.
The proposed method for fitting the empirical null, which I call ‘mode
matching’, is a generalization of the central matching method for z-scores
Fig. 1. SNP example: (a) Histogram of the test statistics (light gray). Superimposed den-
sities are the theoretical null χ2(4) (dashed) and the empirical null (solid) with pointwise
standard 95% CIs. The histogram of the estimated alternative component and correspond-
ing upper standard CI are shown in inverted scale. Inlet plot is a zoom-in. (b) Histogram
of p-values according to the theoretical null (light gray) and the empirical null (black).
Fig. 2. DTI example: (a) Histogram of the χ2-scores (light gray). Superimposed densities
are the theoretical null χ2(2) (dashed) and the empirical null (solid) with pointwise stan-
dard 95% CIs. The histogram of the estimated alternative component and corresponding
upper standard CI are shown in inverted scale. (b) Histogram of p-values according to the
theoretical null (light gray) and the empirical null (black).
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[Efron et al. (2001), Efron (2004, 2007b)]. Mode matching consists of fitting
the empirical null to a region of the histogram of the test statistics surround-
ing the mode, which for the normal distribution coincides with matching the
center. Mode matching is presented here with a one-step approach, fitting
the empirical null to the histogram directly by Poisson regression. This con-
trasts with the two-step scheme of Efron (2007b), where a nonparametric
density is first fitted to the histogram by Poisson regression and then the em-
pirical null is fitted to the nonparametric density estimate by least squares.
The one-step fit simplifies the theoretical analysis of bias and variance and
avoids the need to tune additional parameters for nonparametric density
estimation. But, most importantly, it highlights why mode matching is ef-
fective for exponential families: for these the log-link function of the Poisson
regression becomes linear in the regression parameters.
The empirical null may be used with any multiple testing procedure.
Nonetheless, mode matching is particularly suited for estimating the false
discovery rate (FDR), a commonly used error measure in multiple test-
ing problems [Benjamini and Hochberg (1995), Genovese and Wasserman
(2004), Storey, Taylor and Siegmund (2004)]. Below I present formulas for
calculating the local and tail FDR estimates and show that, as with central
matching [Efron (2005b, 2007b)], these estimates follow easily from mode
matching calculations for general exponential families.
Delta method covariance formulas are derived for both the empirical null
and FDR estimates. It is shown that these formulas produce variance esti-
mates similar to those obtained by the bootstrap when the test statistics
are independent. Permutations are used to respect the correlation between
test statistics when they are not independent.
Further, approximate formulas are derived for the bias of both the em-
pirical null and FDR estimates. It is shown that the bias in the empirical
null is driven mainly by the likelihood ratio between the alternative and null
distributions. Simulations are used to inform the choice of the two tuning
parameters of mode matching (histogram bin width and fitting interval) in
terms of the bias-variance trade-off. For example, in agreement with Efron
(2007b), it is found that in the normal case mode matching is fairly insen-
sitive to the choice of bin width, but in the χ2 case the choice of bin width
is affected by the curvature of the density, which sharply increases when
the number of degrees of freedom is less than 2. The fitting interval plays
a more important role, as it controls the bias introduced by the alternative
distribution. In terms of FDR estimation, the bias formulas reveal that both
the local and tail FDR estimates can be deceptively biased down for very
high thresholds (low p-values), where the number of observed test statistics
is low. I argue that this effect should be carefully taken into account when
making inferences in real data sets.
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The effect of dependence in the covariance of the empirical null and FDR
estimates is explained in terms of the empirical distribution of pairwise cor-
relation between test statistics in a way similar to Efron (2007a). I show
that Efron’s enigmatic “wing function” is a special case of the large family
of Lancaster polynomials of bivariate exponential families, which reduces to
the Hermite polynomials in the normal case and to the Laguerre polynomials
in the χ2 case.
Mode matching is both computationally efficient and easy to implement
because it is based on Poisson regression, for which software is widely avail-
able. The analysis is demonstrated in both the DTI and SNP examples
introduced above. The SNP example demonstrates the bias, while the DTI
example demonstrates the effect of correlation. While both examples have χ2
null distributions, I emphasize that the methodology is designed for general
exponential families. Specific procedures and simulation results are shown
for both the normal and χ2 cases.
2. Mode matching for exponential families.
2.1. Setup. Let T1, . . . , TN be a large collection of N test statistics. The
two-class mixture model [Efron et al. (2001), Storey (2003), Efron (2004,
2007b) Sun and Cai (2007)]
f(t) = p0f0(t) + (1− p0)fA(t)(1)
specifies that a fixed fraction p0 of the test statistics behave according to a
common null distribution with density f0(t). The other test statistics behave
according to alternative densities whose mixture is fA(t). The null density
f0(t) is assumed unimodal. The zero assumption, needed for identifiability
of the model, is loosely defined by Efron as the condition that most of the
probability mass near the mode of f(t) is due to the null term p0f0(t), for
example, p0 > 0.9 (the effect of overlap between the null and alternative
components is discussed in Section 4). The objective of the empirical null
methodology is to estimate p0 and f0 from T1, . . . , TN .
Mode matching begins by summarizing the data into a vector of histogram
counts y = (y1, . . . , yK)
′ with yk =
∑N
i=1 1{Ti ∈Bk}, k = 1, . . . ,K, for K bins
Bk centered at t = (t1, . . . , tK)
′. For simplicity, I assume all bins have the
same width ∆, although this is not crucial. If the test statistics are inde-
pendent, then, given N , the counts y follow a multinomial distribution with
probabilities pi = (pi1, . . . , piK)
′, pik = P (Ti ∈ Bk). By the Taylor expansion
around tk,
pik =
∫
Bk
f(t)dt=∆f(tk) +
∆3
24
f ′′(tk) + · · · ≈∆f(tk).(2)
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The approximation is valid if the bin width ∆ is small and the marginal
density f(t) is smooth (the effect of curvature is discussed in Section 4).
Thus, for large N , the scaled histogram
fˆ(t) =
y
N∆
(3)
is a nearly unbiased estimate of f(t) at the bin centers t.
The next step is to choose a closed interval S0 where the zero assumption
may hold. S0 is the union of K0 <K consecutive bins containing the mode of
f(t). For example, for a two-sided test with theoretical null N(0,1), S0 may
be of the form S0 = [tmin, tmax], while for a one-sided test with theoretical
null χ2, S0 may be of the form S0 = [0, tmax]. Within S0, the zero assumption
makes (3) an estimate of the scaled null p0f0(t) in (1), with additional bias
(1− p0)fA(t).
Suppose f0(t) is a parametric density. Instead of maximizing the multino-
mial likelihood given y, mode matching uses, almost equivalently, Poisson
regression. The idea, also called Lindsey’s method [Efron and Tibshirani
(1996), Efron (2007b)], is to consider the number of tests N as a Poisson
variable N ∼ Po(γ). If the test statistics are independent, then the histogram
counts become independent Poisson variables yk ∼ Po(λk) with λk = γpik.
If N is large, this is essentially the same as the usual Poisson approxi-
mation to the multinomial. Using (2), we have λk = γpik ≈ γ∆f(tk). Thus,
within S0, the zero assumption leads to the general Poisson regression model
yk ∼ Po(λk) with
λk ≈ γ∆p0f0(tk), tk ∈ S0,(4)
where γ is replaced by its MLE, the observed count N .
2.2. Exponential families. Since the link function for Poisson regression
is logarithmic, the precise parametric form of f0(t) needed to make log(λk)
in (4) linear in the parameters is an exponential family. Let
f0(t) = g0(t) exp(x(t)
′η− ψ(η)),(5)
where g0(t) is the carrier density, η is the vector of canonical parameters,
x(t) is the sufficient vector and ψ(η) is the cumulant generating function.
Replacing in (4) gives the linear Poisson regression model yk ∼ Po(λk) with
log(λk) = x(tk)
′η+C + hk,(6)
where the entries of x(tk) play the role of predictors,
C =C(η) = log p0 −ψ(η)(7)
is a constant intercept, and hk = log(N∆g0(tk)) is an offset. It is convenient
to write model (6) in vector form as
log(λ) =Xη+ + h,(8)
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where λ = (λ1, . . . , λK)
′, η+ = (C,η′)′ is the augmented parameter vec-
tor, the design matrix X has rows (1,x(tk)
′) for k = 1, . . . ,K, and h =
(h1, . . . , hK)
′. The fit is restricted to the interval S0 by providing the Pois-
son regression algorithm with an external set of weights w = (w1, . . . ,wK)
′,
where wk is equal to 1 or 0 according to whether tk is in S0 or not. For
later use, define the diagonal matrixW with diagonal equal to w (not to be
confused with the weighting matrix used internally in the iterative solving
of the Poisson regression).
Solving (8) gives estimates ηˆ+ = (Cˆ, ηˆ)′, which include the empirical null
parameter estimates ηˆ. From these, an estimate of the null probability p0
is also obtained using (7) as pˆ0 = exp(Cˆ + ψ(ηˆ)). Notice that pˆ0 is not
constrained to be less than or equal to 1. The predicted histogram counts
λˆ=N∆fˆ0(t) = yˆ = (yˆ1, . . . , yˆK)
′ corresponding to the empirical null for all
bins (not just within S0) are
yˆ = exp(Xηˆ+ +h).(9)
As a result, the predicted histogram counts corresponding to the alternative
component in (1) are
N∆(1− pˆ0)fˆA(t) =N∆(fˆ(t)− pˆ0fˆ0(t)) = y− yˆ.(10)
Empirical null densities are more naturally specified using the usual pa-
rameters of the distribution rather than the canonical ones. When the the-
oretical null is N(0,1), the empirical null is N(µ,σ2) with θ = (µ,σ2)′
[Efron (2004, 2007b)] [t-statistics are handled by a quantile transformation
to N(0,1)]. When the theoretical null is χ2 with ν0 d.f., an appropriate em-
pirical null is a scaled χ2 with ν d.f. and scaling factor a, denoted aχ2(ν),
with density
f0(t) =
1
(2a)ν/2Γ(ν/2)
e−t/(2a)tν/2−1,(11)
where θ = (a, ν)′ [Schwartzman, Dougherty and Taylor (2008a)]. This is the
same as a gamma density with shape parameter ν/2 and scaling parameter
2a, but using the χ2 notation helps keep the connection to the theoretical
null. F -statistics are handled by a quantile transformation to χ2 with the
same numerator number of degrees of freedom.
Let θ = θ(η) denote the vector of usual parameters as in the normal
and χ2 examples above. Let θ+ = (log p0,θ
′)′ be the augmented parame-
ter vector. The MLE of θ+ is θˆ+ = (log pˆ0,θ(ηˆ)
′)′. The derivation of these
parameter estimates from the canonical parameter estimates for both the
normal and χ2 cases is worked out in Appendix A.
Other distributions are treated in a similar way. For p-values, whose the-
oretical null is uniform, the empirical null may be a beta distribution with
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fitting interval S0 = [tmin,1]. If the theoretical null is a discrete exponen-
tial family (e.g., binomial, Poisson, negative binomial), the mode matching
procedure is the same as above except that the bins width ∆ = 1 is auto-
matically set by the discrete nature of the distribution, making equations
(2) and (4) exact rather than approximate.
2.3. Exponential subfamilies. In some cases, one may want to adjust
only some of the parameters in (5) and leave the others fixed as prescribed
by the theoretical null. For instance, the microarray analysis examples in
Efron (2007b) suggest the empirical null N(0, σ2), while in some fMRI
studies involving z-scores, an appropriate empirical null may be N(µ,1)
[Ghahremani and Taylor (2005)]. If fixing some parameters results in an-
other lower dimensional exponential family, then the procedure is similar
to the one above after the canonical parameters have been redefined. Let
η+ = (C,η′1,η
′
2)
′, where η1 is the vector of canonical parameters to be es-
timated and η2 is the vector of parameters whose values are fixed. Let
X = (1K ,X1,X2) be the corresponding split of the design matrix, where
1K indicates a column of K ones. The regression equation (8) becomes
log(λ) = 1KC +X1η1 + (X2η2 + h)(12)
and is solved as before, except that the fixed term X2η2 is absorbed into
the offset in parenthesis. The specific exponential subfamilies of the normal
and χ2 cases are worked out in detail in Appendix A.
The simplest restricted case is where one believes the theoretical null and
no adjustment of parameters is necessary, except for p0 [Efron (2004)]. In
that case, only the intercept C needs to be estimated in (12), treating all the
other terms as offset. The estimate of p0 is then given by pˆ0 = exp(Cˆ+ψ(η)).
Notice that, for the regression (12) to remain linear, p0 cannot be fixed a
priori.
2.4. Covariance estimates. Covariance estimates for the empirical null
parameter estimates ηˆ+ can be obtained by the delta method in a way
similar to Efron (2005b). For this we first need an estimate of the covariance
of y. As noted by Efron and Tibshirani (1996), there are two such estimates.
The Poisson regression regards the observations yk as independent, so its
influence function is determined by the covariance estimate ĉov(y) = Vˆ =
Diag(yˆ), a K ×K diagonal matrix with diagonal entries yˆk. On the other
hand, the true covariance of y depends on the dependence structure of the
test statistics.
Suppose first the test statistics are independent. Then conditional on N ,
the yk are multinomial, for which an appropriate covariance estimate is
Vˆ N =Diag(yˆ)− yˆyˆ′/N.(13)
EMPIRICAL NULL FOR EXPONENTIAL FAMILIES 9
Proposition 1. Let ψ˙(ηˆ) and θ˙(ηˆ) denote the derivatives of ψ and θ
with respect to η evaluated at ηˆ. The delta method covariance estimates of
ηˆ+ and θˆ+ are respectively
ĉov(ηˆ+) = (X ′WVˆX)−1X ′WVˆ NWX(X
′WVˆX)−1(14)
ĉov(θˆ+) = Dˆ ĉov(ηˆ+)Dˆ
′
, Dˆ =
(
1 ψ˙(ηˆ)′
0 θ˙(ηˆ)′
)
.(15)
Proposition 2. The delta method covariance estimate of the empirical
null fits (9) and the empirical alternative component (10) are respectively
ĉov(yˆ) = (Vˆ Dy)Vˆ N (Vˆ Dy)
′ and ĉov(y − yˆ) = (I − Vˆ Dy)Vˆ N (I − Vˆ Dy)′,
where Dy = ∂(log yˆ)/∂y
′ is given by
Dy =X(X
′WVˆX)−1X ′W .(16)
The above covariance estimates become more accurate as N increases.
If the test statistics are mildly correlated, the Poisson regression scheme
may still be used to fit the empirical null, but the covariance estimates need
to change. In this case, the delta-method covariance formulas in Propositions
1 and 2 are applied with Vˆ N replaced by a covariance estimate other than
(13) that reflects the correlation between the bin counts. This is illustrated
below in the DTI example using permutations. Alternatively, one may fit the
empirical null including an overdispersion parameter in the Poisson regres-
sion. The overdispersion parameter φ is estimated by the quasi-likelihood
MLE φˆ = (1/K)
∑K
k=1(yk − λˆk)/λˆk. The Poisson regression fit is the same
as before, but the covariance estimates above are inflated by a factor φ.
2.5. The SNP data. Recall the SNP data set described in Section 1.
The histogram in Figure 1(a) was constructed using bins of width ∆ = 0.1
starting from zero. The empirical null was obtained using χ2 mode matching
(Appendix A.2). The fitting interval was defined as S0 = [0,20], wide enough
to use most of the data without including the far tail region t > 20, where
discoveries are likely to be made. These choices are discussed in Section 4.
The estimated parameters θ+ are listed in Table 1. Assuming indepen-
dence of the test statistics, the associated standard errors (SE) were com-
puted as the square root of the diagonal of (15) using the multinomial covari-
ance (13). For comparison, I also used the bootstrap as follows. Again assum-
ing independence, repeated resampling with replacement from {T1, . . . , TN}
gave sets {T ∗1 , . . . , T ∗N}, each leading to a parameter estimate (θˆ+)∗. The
bootstrap covariance estimate of θˆ+ was computed as the empirical covari-
ance of the (θˆ+)∗ and the SEs as the square roots of the diagonal elements of
this covariance. Notice that the delta-method SEs are only slightly smaller
than the bootstrap SEs.
