Abstract: This paper has considers the stability problem of stochastic and discrete-time switched systems with arbitrary switching. Several stability conditions based on Lyapunov theory are presented. In particular, a linear matrix inequality condition is derived for linear switched systems.
INTRODUCTION
A switched system is a dynamical system that consists of a set of subsystems and a logical rule that describes switching between the subsystems. The mathematical model of each subsystem is usually given by an indexed differential or difference equation. The logical rule in a switched system determines which subsystem is used at each time, and it defines the system dynamics. Much effort has been devoted to stability analysis, stabilizability analysis and controller synthesis for deterministic switched systems [1, 2] , since we have practical applications of switched systems.
This paper considers the stability problem of stochastic and discrete-time switched systems with arbitrary switching. The mathematical model of each subsystem is represented by a stochastic difference equation. Arbitrary switching means that a subsystem is arbitrarily chosen from the set of subsystems at each time, and the switching does not depend on the state or time. The stability problem considered in this paper is motivated by applications to stability analysis of the decentralized air traffic management system [3] and the sensor scheduled system [4] . This paper examines stability of stochastic and discretetime switched systems. Several stability tests for stochastic and discrete-time switched systems are presented. The stability tests are extensions of the stability theorems for deterministic and discrete-time switched systems [2] to the stochastic case, and they are extensions of the stability theorems for stochastic and continuous-time switched systems [3] to the discrete-time case.
We use the following notation. The expectation operator is denoted by E[·]. The probability measure for an event A is represented by P{A}.
STABILITY OF DISCRETE-TIME STOCHASTIC SYSTEMS
This section summarizes the stability theorems for discrete-time stochastic systems [5] , not for switched systems. We consider a class of stochastic systems described by
where x k is the n-dimensional state vector and v k is a random vector. It is assumed that
i.e., the origin is taken to be the equilibrium point of the system. The solution of (1) is denoted by
or simply x k . Stability of discrete-time stochastic systems is defined as follows and the stability is guaranteed by existence of a Lyapunov function. Definition 1 ([5] ) The origin is stable with probability 1 if, for any δ > 0 and ε > 0, there is a ρ > 0 such that, if 
for all x 0 and all k ≥ 0, then the origin of (1) is stable with probability 1. Asymptotic stability is also defined as follows.
The origin is asymptotically stable with probability 1, if it is stable with probability 1 and 
for all x 0 and all k ≥ 0, then the origin of (1) is asymptotically stable with probability 1.
DISCRETE-TIME SWITCHED STOCHASTIC SYSTEMS
In this paper, we examine stability of switched stochastic systems of the form:
where i k ∈ {1, . . . , N} =: N, N is the set of indices of modes of the switched system, and
We consider arbitrary switching, i.e. the mode index i k is arbitrarily chosen from N at each time k. A motivating example is shown below. Details of a linear version of the example can be seen at [4] .
Example 1: Consider a control problem of a vehicle using radar sensors that measure the position of the vehicle in the (x,ŷ) plane as illustrated in Fig. 1 . It is assumed that only one sensor is available at each time to achieve power saving (see Fig. 2 ). The vehicle dynamics is given by
where f is a nonlinear vector function, u k the control input at time k, and w k a random vector. The radar sensors are indexed from 1 to N , and they are modeled by
[6] where y i is the measurement of sensor i, θ i the angle between thex axis and the vector joining sensor i to the Sensor i Fig. 3 Definitions of θ i and r i .
vehicle, r i the distance from sensor i to the target, and v i a random vector (see Fig. 3 ). When the controller is given by
where g is a nonlinear vector function, the closed loop system can be represented by (8). The selected sensor i k is chosen by solving an optimization problem called the sensor scheduling problem. The sensor scheduling problem is formulated as a model predictive control problem that minimizes a given cost function in finite time [4] . If stability of the closed loop system with arbitrary switching is guaranteed, then stability of the closed loop system for any obtained sensor sequence is guaranteed. In other words, stability of the closed loop system with arbitrary switching provides a sufficient condition for stability of the sensor scheduled systems.
STABILITY OF SWITCHED STOCHASTIC SYSTEMS

Common Lyapunov function approach
It is immediate to derive stability conditions based on a common Lyapunov function approach, since f k in (1) is a time varying function.
Theorem 1: Consider a positive definite continuous function V (x) which satisfies (a), (b) and (c) in Proposition 1.
for all x 0 , all k ≥ 0 and all i k ∈ N, then the origin of (8) with arbitrary switching is stable with probability 1.
If there exists a continuous nonnegative function γ
of real numbers such that it vanishes only at zero and
for all x 0 , all k ≥ 0 and all i k ∈ N, then the origin of (8) with arbitrary switching is asymptotically stable with probability 1. and we obtain 1 in the theorem from the definition of stability. The proof of 2 can be derived in the same way as the proof of 1.
Multiple Lyapunov function approach
Stability conditions based on a multiple Lyapunov function approach can also be derived. The multiple Lyapunov function approach provides milder stability conditions than the common Lyapunov function approach.
Theorem 2: Consider n positive definite continuous functions V 1 (x), V 2 (x), . . ., V n (x), such that each V i satisfies (a), (b) and (c) in Proposition 1.
1. If it holds that
for all x 0 , all k ≥ 0 and all pairs of (i k , i k+1 ) ∈ N 2 , then the origin of (8) with arbitrary switching is stable with probability 1.
If there exists a continuous nonnegative function γ
for all x 0 , all k ≥ 0 and all pairs of (i k , i k+1 ) ∈ N 2 , then the origin of (8) with arbitrary switching is asymptotically stable with probability 1. Proof: It is always possible to find continuous positive nondecreasing functions α i and β i of real variables such that [5] 
and
We define
Then both α and β are also continuous positive nondecreasing functions which satisfies
for all i ∈ N.
Let S denote the set of all infinite-time mode sequences {i 0 , i 1 , i 2 . . .}, and choose s ∈ S arbitrary. Assume j = i(k) for time k ∈ [k,k] in the chosen sequence s, without loss of generality. Then the following inequality holds true for any λ > 0 [5] :
It is seen from (17) and (27) that
for any λ.
From (28) and (30),
and since α has a unique inverse in the neighborhood of the origin, the origin is stable with probability 1 for the chosen sequence s. The rest of the proof is same as the proof of Theorem 1.
Let us now address stability of switched stochastic linear systems of the form:
where
The following theorem provides a tractable stability condition.
Theorem 3: If there exist symmetric and positive definite matrices P i satisfying
for all pairs of (i, j) ∈ N 2 , then the origin of (33) with arbitrary switching is asymptotically stable with probability 1.
Proof: The desired result follows from 2 of Theorem 2 with V i (x) = x � P i x.
CONCLUSION
This paper has considered the stability problem of discrete-time stochastic switched systems with arbitrary switching. Several stability conditions based on Lyapunov theory have been presented. In particular, an LMI (Linear Matrix Inequality) condition has been derived for linear switched systems. Note that it is not immediate to obtain an LMI solution for state feedback synthesis of linear stochastic systems, since the Schur complement is not available in (37).
