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Abstract
Yuan and Leng (2007) gave a generalization of Ky Fan’s determinantal inequal-
ity, which is a celebrated refinement of the fundamental Brunn-Minkowski inequality
(det(A + B))1/n ≥ (detA)1/n + (detB)1/n, where A and B are positive semidefinite
matrices. In this note, we first give an extension of Yuan-Leng’s result to multiple posi-
tive definite matrices, and then we further extend the result to a larger class of matrices
whose numerical ranges are contained in a sector. Our result improves a recent result
of Liu [Linear Algebra Appl. 508 (2016) 206–213].
Key words: Partial traces; Block matrices; Positive semidefinite; Cauchy-Khinchin’s
inequality.
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1 Introduction
We use the following standard notation. The set of n × n complex matrices is denoted
by Mn(C), or simply by Mn, and the identity matrix of order n by In, or I for short. By
convention, if X ∈ Mn is positive semidefinite, we write X ≥ 0. For two Hermitian matrices
A and B of the same size, A ≥ B means A−B ≥ 0.
If A and B are positive semidefinite matrices of the same size, it is well known that
det(A+B) ≥ detA+ detB. (1)
Over the years, various extensions and generalizations of (1) have been obtained in the
literature; see, e.g., [10, 9, 18] and updated results [5, 20]. A fundamental generalization of
(1) is the renowned Brunn-Minkowski determinantal inequality [11, p. 510], precisely, if A
and B are n-square positive semidefinite, then
∗This work was supported by NSFC (Grant Nos. 11671402, 11871479), Hunan Provincial Natural
Science Foundation (Grant Nos. 2016JJ2138, 2018JJ2479) and Mathematics and Interdisciplinary Sci-
ences Project of CSU. E-mail addresses: ytli0921@hnu.edu.cn (Y. Li), FairyHuang@csu.edu.cn (Y. Huang),
wjliu6210@126.com (W. Liu), fenglh@163.com (L. Feng, corresponding author).
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(det(A+B))1/n ≥ (detA)1/n + (detB)1/n. (2)
Moreover, Ky Fan proved the following extension of inequality (2) with respect to leading
principal submatrix; see [6] or [21, p. 687] for more details.
Theorem 1.1 (see [6]) Let A and B be positive definite matrices of size n. Then
(
det(A+B)
det(Ak +Bk)
) 1
n−k
≥
(
detA
detAk
) 1
n−k
+
(
detB
detBk
) 1
n−k
, (3)
where Ak denotes the kth leading principal submatrix of A.
Remark. We remark that inequality (3) implies the following inequality,
det(A+B)
det(Ak +Bk)
≥
detA
detAk
+
detB
detBk
(4)
which usually contributes to Bergstro¨m [2]; also see, e.g., [15, Theorem 3.1].
Furthermore, Yuan and Leng [22] proved the following extension (5) of Ky Fan’s in-
equality (3). Both (3) and (5) can be viewed as Brunn-Minkowski type inequalities.
Theorem 1.2 (see [22]) Let A and B be positive definite matrices of size n. If a and b are
two nonnegative real numbers such that A ≥ aIn and B ≥ bIn, then
(
det(A+B)
det(Ak +Bk)
− det
(
(a+ b)In−k
)) 1n−k
≥
(
detA
detAk
− det(aIn−k)
) 1
n−k
+
(
detB
detBk
− det(bIn−k)
) 1
n−k
.
(5)
As Liu [16] recently pointed out, a careful observation of Ky Fan’s result (3) and using
Bellman’s inequality could actually give a simple proof of (5); see [16] for more details.
On the other hand, Liu [16] also gave an extension of Ky Fan’s inequality (3) and Brunn-
Minkowski type inequality (5) to the case of sector matrices. Before stating Liu’s result, we
need to introduce some required definitions and notations.
For A ∈ Mn, the Cartesian (Toeptliz) decomposition A = ℜA + iℑA, where ℜA =
1
2(A+A
∗) and ℑA = 12i(A−A
∗). Let |A| denote the positive square root of A∗A, i.e., |A| =
(A∗A)1/2. We denote the i-th largest singular value of A by si(A), then si(A) = λi(|A|), the
i-th largest eigenvalue of |A|. If A =
[
A11 A12
A21 A22
]
is a square matrix with A11 nonsingular,
then the Schur complement of A11 in A is defined as A/A11 = A22 − A21A
−1
11 A12. It is
obvious that detA = (detA11) det(A/A11). We refer to the integrated survey [25] for more
applications of Schur complement.
Recall that the numerical range of A ∈ Mn is defined as
W (A) = {x∗Ax : x ∈ C∗, x∗x = 1}.
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For α ∈ [0, pi2 ), let Sα be the sector on the complex plane given by
Sα = {z ∈ C : ℜz > 0, |ℑz| ≤ (ℜz) tanα} = {re
iθ : r > 0, |θ| ≤ α}.
Obviously, if W (A) ⊆ Sα for α ∈ [0,
pi
2 ), then ℜ(A) is positive definite and if W (A) ⊆ S0,
then A is positive definite. Such class of matrices whose numerical ranges are contained
in a sector is called the sector matrices class. Clearly, the concept of sector matrices is an
extension of that of positive definite matrices. Over the past years, various studies on sector
matrices have been obtained in the literature; see, e.g., [4, 12, 14, 19, 23, 24] and reference
therein.
Liu’s extension of Brunn-Minkowski type inequality (5) can be listed as below.
Theorem 1.3 (see [16]) Let α ∈ [0, pi2 ) and A,B be n×n matrices such that W (A),W (B) ⊆
Sα. If a and b are two nonnegative numbers such that ℜA ≥ aIn and ℜB ≥ bIn, then
(∣∣∣∣ det(A+B)det(Ak +Bk)
∣∣∣∣− (cosα)k det((a+ b)In−k)
) 1
n−k
≥ (cosα)
n+k
n−k
(∣∣∣∣ detAdetAk
∣∣∣∣− det(aIn−k)(cosα)n
) 1
n−k
+ (cosα)
n+k
n−k
(∣∣∣∣ detBdetBk
∣∣∣∣− det(bIn−k)(cosα)n
) 1
n−k
.
(6)
The paper is organized as follows. We first extend Yuan-Leng’s result to multiple positive
definite matrices. Then we prove some related results for sector matrices. Our results
improve and generalize the above mentioned results (3), (5) and (6). To some extend, this
paper could be regarded as a continuation and development of [20].
2 Main result
First, we list four lemmas which are useful to establish our extension (Theorem 2.9). The
first lemma is known as the Ostrowski-Taussky inequality (see [11, p. 510]).
Lemma 2.1 Let A be an n-square complex matrix. Then
λi(ℜA) ≤ si(A), i = 1, 2, . . . , n.
Moreover, if X has positive definite real part, then
detℜA+ |detℑA| ≤ |detA|.
The second lemma [19] gives a reverse of the Ostrowski-Taussky inequality.
Lemma 2.2 Let 0 ≤ α < pi2 and A ∈ Mn with W (A) ⊆ Sα. Then
|detA| ≤ (secα)n det(ℜA).
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The third and fourth lemma reveal more informations for leading principal submatrix
and its Schur complement; see [19, Proposition 2.1 and Lemma 2.5] for more details.
Lemma 2.3 Let 0 ≤ α < pi2 and A =
[
A11 A12
A21 A22
]
∈Mn with diagonal blocks A11, A22 being
square. If W (A) ⊆ Sα, then W (A11) ⊆ Sα and W (A/A11) ⊆ Sα.
Lemma 2.4 Let A =
[
A11 A12
A21 A22
]
∈ Mn with diagonal blocks A11, A22 being square. If ℜA
is positive definite, then
ℜ(A/A11) ≥ (ℜA)/(ℜA11).
Corollary 2.5 Let A be a square matrix with ℜA being positive definite. Then∣∣∣∣ detAdetAk
∣∣∣∣ ≥ det(ℜA)det(ℜAk) ,
where Ak stands for the k-th leading principal submatrix of A.
Proof. By Lemma 2.1, Lemma 2.3 and Lemma 2.4, one can get∣∣∣∣ detAdetAk
∣∣∣∣ = |det(A/Ak)| ≥ det(ℜ(A/Ak)) ≥ det((ℜA)/(ℜA11)) = det(ℜA)det(ℜAk) .
This completes the proof.
Next, we will present two propositions to facilitate the proofs of our main results.
Proposition 2.6 Let xij , i = 1, 2, . . . ,m, j = 1, 2, . . . , n be nonnegative real numbers. If
p ≥ 1 and xpi1 ≥
∑n
j=2 x
p
ij for each i = 1, 2, . . . ,m, then

(
m∑
i=1
xi1
)p
−
n∑
j=2
(
m∑
i=1
xij
)p
1/p
≥
m∑
i=1

xpi1 −
n∑
j=2
xpij


1/p
.
Proof. The required inequality is equivalent to
 m∑
i=1
(
xpi1 −
n∑
j=2
xpij
)1/p
p
+
n∑
j=2
(
m∑
i=1
xij
)p
≤
(
m∑
i=1
xi1
)p
.
The remarkable Minkowski inequality states that if f1, f2, . . . , fm ∈ R
n, then
‖f1 + f2 + · · ·+ fm‖ ≤ ‖f1‖+ ‖f2‖+ · · ·+ ‖fm‖, (7)
where ‖·‖ stands for the p-norm on Rn. By setting
fi :=
((
xpi1 −
n∑
j=2
xpij
)1/p
, xi2, . . . , xin
)
∈ Rn
for each i = 1, 2, . . . ,m in (7), which leads to the desired inequality.
Clearly, when m = 2, Proposition 2.6 reduces to Bellman’s inequality [1, p. 38].
The following Proposition 2.7 is a direct extension of Ky Fan’s inequality (3), which
palys an essential role in our extension of Brunn-Minkowski type inequalities (5) to multiple
positive definite matrices.
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Proposition 2.7 Let Aj ∈ Mn be positive definite and let Ajk, k = 1, 2, . . . , n − 1 denote
the kth leading principal submatrix of Aj , j = 1, 2, . . . ,m. Then(
det(
∑m
j=1Aj)
det(
∑m
j=1Ajk)
) 1
n−k
≥
m∑
j=1
(
detAj
detAjk
) 1
n−k
.
Proof. The proof is by induction on m. When m = 1, there is nothing to prove. We now
prove the base case m = 2. In this case, the desired inequality just is Ky Fan’s ineqaulity
(3). For convenience of readers, we here include a proof of (3). Without loss of generality,
we may assume that
A =
[
A11 A12
A21 A22
]
and B =
[
B11 B12
B21 B22
]
,
where A11 and B11 are k × k submatrices. It is easy to see from Schur complement that[
A11 A12
A21 A21A
−1
11 A12
]
≥ 0 and
[
B11 B12
B21 B21B
−1
11 B12
]
≥ 0.
Therefore, we have [
A11 +B11 A12 +B12
A21 +B21 A21A
−1
11 A12 +B21B
−1
11 B12
]
≥ 0.
By making use of Schur complement again, we get
A21A
−1
11 A12 +B21B
−1
11 B12 ≥ (A21 +B21)(A11 +B11)
−1(A12 +B12),
which is equivalent to
(A+B)/(A11 +B11) ≥ A/A11 +B/B11,
which together with Brunn-Minkowski’s inequality (2) leads to the following
(det(A+B)/(A11 +B11))
1/(n−k) ≥ (detA/A11)
1/(n−k) + (detB/B11)
1/(n−k).
Noting that det(A/A11) =
detA
detA11
, this completes the proof of the case m = 2.
Suppose proposition is true for m, and then we consider the case m+ 1,(
det(
∑m
j=1Aj)
det(
∑m
j=1Ajk)
) 1
n−k
=
(
det(A1 +
∑m
j=2Aj)
det(A1k +
∑m
j=2Ajk)
) 1
n−k
≥
(
detA1
detA1k
) 1
n−k
+
(
det(
∑m
j=2Aj)
det(
∑m
j=2Ajk)
) 1
n−k
≥
m∑
j=1
(
detAj
detAjk
) 1
n−k
,
where the first inequality follows from the base case, and the last one follows from induction
hypothesis. Thus the proof of induction step is complete.
Now, we are ready to present our first main result. Clearly, when m = 2, Theorem
2.8 reduces to Yuan-Leng’s result (Theorem 1.2); When m = 2 and ai = 0, Theorem 2.8
becomes Ky Fan’s inequality (Theorem 1.1).
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Theorem 2.8 Let Ai ∈ Mn be positive definite and ai be nonnegative real numbers such
that Ai ≥ aiIn for every i = 1, 2, . . . ,m, and let Aik, k = 1, 2, . . . , n − 1 denote the kth
leading principal submatrix of Ai, i = 1, 2, . . . ,m. Then
(
det(
∑m
i=1Ai)
det(
∑m
i=1Aik)
− det
( m∑
i=1
aiIn−k
)) 1
n−k
≥
m∑
i=1
(
detAi
detAik
− det(aiIn−k)
) 1
n−k
.
Proof. Setting p = n − k, n = 2 and xi1 =
(
detAi
detAik
)1/(n−k)
, xi2 = ai in Proposition 2.6.
Since Ai ≥ aiIn, it is easy to see from (4) that for each i,
detAi
detAik
≥
det(aiIn)
det(aiIk)
+
det(Ai − aiIn)
det(Aik − aiIk)
≥ an−ki .
That is, all conditions in Proposition 2.6 are satisfied. Therefore, we get
m∑
i=1
(
detAi
detAik
− det(aiIn−k)
) 1
n−k
≤
(( m∑
i=1
( detAi
detAik
) 1
n−k
)n−k
−
( m∑
i=1
ai
)n−k) 1n−k
≤
(
det(
∑m
i=1Ai)
det(
∑m
i=1Aik)
− det
( m∑
i=1
aiIn−k
)) 1
n−k
,
where the last inequality follows from Proposition 2.7.
Finally, we consider extending Theorem 2.8 to the class of sector matrices.
Theorem 2.9 Let Ai ∈ Mn with W (Ai) ⊆ Sα and ai be nonnegative real numbers such
that ℜAi ≥ aiIn for every i = 1, 2, . . . ,m, and let Aik, k = 1, 2, . . . , n − 1 denote the kth
leading principal submatrix of Ai, i = 1, 2, . . . ,m. Then
(∣∣∣∣ det(
∑m
i=1Ai)
det(
∑m
i=1Aik)
∣∣∣∣− det
( m∑
i=1
aiIn−k
)) 1
n−k
≥ (cosα)
n
n−k
m∑
i=1
(∣∣∣∣ detAidetAik
∣∣∣∣− det(aiIn−k)(cosα)n
) 1
n−k
.
Proof. Since
∑m
i=1Ai has positive definite real part, by Corollary 2.5, we obtain(∣∣∣∣ det(
∑m
i=1Ai)
det(
∑m
i=1Aik)
∣∣∣∣− det
( m∑
i=1
aiIn−k
)) 1
n−k
≥
(
det(ℜ
∑m
i=1Ai)
det(ℜ
∑m
i=1Aik)
− det
( m∑
i=1
aiIn−k
)) 1
n−k
6
≥m∑
i=1
(
detℜAi
detℜAik
− det(aiIn−k)
) 1
n−k
≥
m∑
i=1
(
(cosα)n
∣∣∣∣ detAidetAik
∣∣∣∣− det(aiIn−k)
) 1
n−k
= (cosα)
n
n−k
m∑
i=1
(∣∣∣∣ detAidetAik
∣∣∣∣− det(aiIn−k)(cosα)n
) 1
n−k
,
where the second inequality follows from Theorem 2.8, and the last one follows from Lemma
2.2 and Lemma 2.1.
Clearly, when m = 2, Theorem 2.9 leads to
(∣∣∣∣ det(A1 +A2)det(A1k +A2k)
∣∣∣∣− det((a1 + a2)In−k)
) 1
n−k
≥ (cosα)
n
n−k
(∣∣∣∣ detA1detA1k
∣∣∣∣− det(a1In−k)(cosα)n
) 1
n−k
+ (cosα)
n
n−k
(∣∣∣∣ detA2detA2k
∣∣∣∣− det(a2In−k)(cosα)n
) 1
n−k
,
which is indeed an improvement of Liu’s result (6) in Theorem 1.3.
At the end of the paper, we will provide some corollaries of Theorem 2.9. Although
the following corollary has its root in [16], but our result improves the inequality stated in
[16]. For A ∈ Mn, A is called accretive-dissipative if both ℜA and ℑA are positive definite
(see [7]). This class of matrices recently has attracted great attentions; see, e.g., [17, 8, 13].
Observe that if A is accretive-dissipative, then W (e−ipi/4A) ⊆ Spi/4, which leads to the
following Corollary 2.10.
Corollary 2.10 Let Ai ∈ Mn be accretive-dissipative matrices and ai be nonnegative real
numbers such that ℜAi ≥ aiIn for every i = 1, 2, . . . ,m, and let Aik, k = 1, 2, . . . , n − 1
denote the kth leading principal submatrix of Ai, i = 1, 2, . . . ,m. Then
(∣∣∣∣ det(
∑m
i=1Ai)
det(
∑m
i=1Aik)
∣∣∣∣− det
( m∑
i=1
aiIn−k
)) 1
n−k
≥
1
2n/2(n−k)
m∑
i=1
(∣∣∣∣ detAidetAik
∣∣∣∣− 2n/2 det(aiIn−k)
) 1
n−k
.
By replacing Ai with λiAi and meanwhile replacing ai with λiai for each i = 1, 2, . . . ,m,
respectively. Theorem 2.9 immediately yields the following Corollary 2.11.
Corollary 2.11 Let Ai ∈ Mn with W (Ai) ⊆ Sα and ai be nonnegative real numbers such
that ℜAi ≥ aiIn for every i = 1, 2, . . . ,m, and let Aik, k = 1, 2, . . . , n − 1 denote the kth
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leading principal submatrix of Ai, i = 1, 2, . . . ,m. Then
(∣∣∣∣ det(
∑m
i=1 λiAi)
det(
∑m
i=1 λiAik)
∣∣∣∣− det
( m∑
i=1
λiaiIn−k
)) 1
n−k
≥ (cosα)
n
n−k
m∑
i=1
λi
(∣∣∣∣ detAidetAik
∣∣∣∣− det(aiIn−k)(cosα)n
) 1
n−k
holds for all nonnegative mumbers λ1, λ2, . . . , λm.
By applying the weighted arithmetic-geometric mean inequality to the right hand side
of Corollary 2.11, one could get the following inequality.
Corollary 2.12 Let Ai ∈ Mn with W (Ai) ⊆ Sα and ai be nonnegative real numbers such
that ℜAi ≥ aiIn for every i = 1, 2, . . . ,m, and let Aik, k = 1, 2, . . . , n − 1 denote the kth
leading principal submatrix of Ai, i = 1, 2, . . . ,m. Then∣∣∣∣ det(
∑m
i=1 λiAi)
det(
∑m
i=1 λiAik)
∣∣∣∣− det
( m∑
i=1
λiaiIn−k
)
≥ (cosα)n
m∏
i=1
(∣∣∣∣ detAidetAik
∣∣∣∣− det(aiIn−k)(cosα)n
)λi
holds for all nonnegative mumbers λ1, λ2, . . . , λm with
∑m
i=1 λi = 1.
Setting k = 0 in Corollary 2.12, we get the following generalization of Ky Fan’s deter-
minantal inequality (see [11, p. 488]), i.e., the log-concavity of the determinant functional
over the cone of positive semidefinite matrices.
Corollary 2.13 Let Ai ∈ Mn with W (Ai) ⊆ Sα and ai be nonnegative real numbers such
that ℜAi ≥ aiIn for every i = 1, 2, . . . ,m. If λ1, λ2, . . . , λm are nonnegative numbers with∑m
i=1 λi = 1, then∣∣∣∣∣det
( m∑
i=1
λiAi
)∣∣∣∣∣−
( m∑
i=1
λiai
)n
≥ (cosα)n
m∏
i=1
(
|detAi| −
ani
(cosα)n
)λi
.
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