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Abstract 
 
Neural activity, which measures activity in all parts of the brain for specific temporal 
segments, is shown in the literature to be a good predictor for human behavior. In 
this Master Thesis, different approaches to measure the similarity in brain responses, 
herein formulated as neural reliability, across a small set of viewers are evaluated 
and compared to each other in terms of predictive performance. To address this 
issue, neural responses across a small group of individuals are captured with 
Electroencephalography (EEG) while participants were viewing several commercials 
regarding the same product. Commercials’ effectiveness in a large group of 
individuals, measured by the Click-Through-Rate, is regressed on Neural reliability. 
One strategy to measure the neural reliability is to compute the InterSubject 
Correlations (ISC). A limitation of this approach is that EEG data usually contain 
noise and this may mask the true relation between neural reliability and behavior. 
Therefore, two noise reduction strategies are proposed, namely Principal Component 
Analysis (PCA) and Independent Component Analysis (ICA) and the effect of 
removing noise from the original data on the ability to predict commercials’ success is 
studied. Another aspect of this study is the introduction of a novel approach to 
compute neural reliability. Two methods based on matrix correlations, namely 
Tuckers congruence and the modified RV coefficient are proposed to define neural 
reliability in terms of the similarity of multiple subjects’ EEG data. These novel 
approaches are applied to the original data as well as to the data de-noised with PCA 
and ICA. For all regressions, obtained with the different strategies, the R-squared 
value and the correlation between predicted and observed CTR are used to compare 
the different neural reliability measures to each other. This study reveals that de-
noising the data with PCA outperforms the original ISC method. Moreover, a novel 
approach based on the modified RV coefficient explained more than 75% of the 
variance in CTR and also outperformed the original method. These findings can have 
a significant contribution to the future study of how human behavior can be 
accurately predicted by the brain activity of a small group of individuals. We hope that 
this thesis may stimulate future research in this field.  
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Section 1. Introduction 
 
An ongoing challenge in the social and behavioral sciences is to understand and 
accurately predict the behavior of humans. To this end, traditionally, the human 
behavior has been measured by self-reports or observed in laboratory experiments. 
However, these measures are limited to certain contexts (Berkman & Falk, 2013). 
For instance, self-reports cannot accurately measure the processes in the brain, 
likewise they cannot measure the unconscious thoughts. Brain processes and 
unconscious thoughts, however, can severely influence our decision-making and 
behavior (Dijksterhuis, 2004) and unconscious liking has been shown to influence 
future consumptive behavior (Berridge & Winkielman, 2003). Therefore, researchers 
started making the unconscious mind and the pathway of thinking visible in the brain. 
As a result, researchers are now able to (partly) reveal the underlying pathway of 
mental processes with current neuro-scientific methods, like Functional Magnetic 
Resonance Imaging (fMRI) and Electroencephalography (EEG). 
When analyzing responses evoked by stimuli, neural activity seems to be a 
promising measure since it focuses on activity in all parts of the brain for specific 
temporal segments. As a matter of fact, neural activity appears to be a good predictor 
of human behavior, sometimes even better than self-reports. In this respect, an fMRI 
study by Falk, Berkman and Lieberman (2012) showed, for instance, that neural 
activity patterns encountered in a small group of subjects could predict the 
effectiveness of ads for a much bigger group of consumers. Falk et al. (2012) 
demonstrated that the order of ‘effectiveness’ (i.e., from most effective to least 
effective) of an ad, quantified by the difference in call-volume before and after the 
launch of the campaign, across a wide group of consumers was predicted by the 
neural responses observed in a small group of individuals. To demonstrate this, the 
authors selected a Region of Interest (ROI), namely the medial Prefrontal Cortex, 
which was known to be associated with individual behavior change. They showed 
that the rank predictions based on neural activity in the medial Prefrontal mirrored the 
ranks of the ads in the population. Remarkably, the rank predictions based on self-
reports by the same individuals were only marginally related to the population ratings. 
Falk et al. (2012) suggest that self-related processes or preferences that are outside 
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the consciousness of the consumer, but traceable with techniques like EEG or fMRI, 
may be the reason why the responses of large groups of people may be predicted by 
the brain activity of only a few individuals; sample preferences of a small group that 
are acquired with self-reports, however, may yield other results. In the same vein, 
Dmochowski, Bezdek, Abelson, Johnson, Schumacher and Parra (2014) showed that 
the evoked brain activity measures of a small group of subjects correlate higher with 
the population response than with the preferences of the members of this small 
group. Dmochowski et al. (2014) suggest that this incongruity is due to 'differing 
subjective values' (p. 5) and to other factors that may influence individual social 
research, like social conformity. 
Recently, neuro-scientific methods like fMRI and EEG have been introduced to 
the movie business. For example, brain activity has been measured while various 
viewers were watching movies (Dmochowski, Sajda, Dias, & Parra, 2012). In this 
regard, Hasson, Landesman, Knappmeyer, Vallines, Rubin and Heeger (2008) 
showed in their study that movie makers can take viewers through an experience by 
using the right film editing and directing style. Moreover, Hasson et al. (2008) 
demonstrated that movies can have a considerable control over brain activity, 
depending on the movie content and the movie techniques used. In particular, the 
content of a movie has been found to increase the similarity in neural activity across 
viewers. Hasson et al. (2008) argued that the found similarity in brain activity across 
subjects was caused by the characteristics of the movie and is not something that 
can occur by ‘accident’ or by intervening brain areas. To support this, different 
aspects of a movie experience were manipulated. For instance, Hasson et al. (2008) 
showed that no similarity was found in brain activity when subjects watched different 
segments of the same movie, nor a correlation across participants’ brains was found 
in complete darkness. With these findings, the authors support that neural reliability 
can be induced by the content of the movie. Likewise, Dmochowski et al. (2012) have 
found a correspondence between arousing moments in movies and higher levels of 
neural activity that were shared by multiple viewers (i.e., consistent patterns of 
increased brain activity across viewers). However, Hasson et al. (2008) noted that 
the same events do not necessarily imply the same responses across all viewers 
since individuals may perceive and process situations in different manners. In this 
regard, the importance of using the right filming and directing techniques and their 
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effect on the perception of viewers was further highlighted by comparing the similarity 
in brain activity across viewers when watching an unstructured real life event without 
editing or film techniques, one the one hand, and a tightly edited commercial movie, 
on the other hand. Hasson et al. (2008) showed that the real-life movie evoked much 
less similarity in brain activity across viewers, especially in regions that involve “basic 
sensory processing of visual and auditory input” (p. 8) than the nicely edited 
commercial movie. Their results suggest that the right techniques can result in a tight 
grip on the viewers’ brain response, showed by an increased level of neural activity 
that is shared by other viewers. A tight grip on the viewers’ brain might (positively) 
impact how viewers react to the movie and appears to be linked to increased levels 
of neural activity in regions of the brain that involve successful memory encoding 
(Hasson, Nir, Levy, Fuhrmann, & Malach, 2004), to higher order visual and auditory 
regions (Dmochowski et al., 2014) and to self-related processes in the medial 
prefrontal cortex (as seen in Falk et al., 2012). 
 
1.1 Computation of neural reliability 
 
Hasson et al. (2008) demonstrated that a time locked influence on the brain, induced 
by particular sequences of events in a movie, may result in the brain of different 
viewers responding in a similar way, which is indicated with the term ‘neural 
reliability’ (Dmochowski et al., 2014). To ‘measure’ neural reliability, the InterSubject 
Correlation (ISC), which quantifies the degree of similarity across multiple subjects of 
the neural activity evoked by an event, has been proposed (Hasson et al., 2004; 
Dmochowski et al., 2012, 2014). Applied to the movie viewing context, a large ISC is 
expected when a movie has a similar impact on the brain of different viewers. Movies 
with less ‘control’ over viewer’s brain activity, on the contrary, will lead to a lower ISC 
due to a larger variability in brain activity across viewers. The ISC was first 
introduced in the context of fMRI studies. In particular, Hasson et al. (2004) proposed 
to use the activity of a voxel in one brain to predict the activation of a corresponding 
voxel in other brains. As a result they found a large (significant) correlation across 
individuals. In Hasson et al. (2008), this Intersubject Correlation (ISC) has been used 
for measuring the effectiveness of short movie-clips on viewer’s brain responses. 
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Dmochowski et al. (2012) noted that the ISC in fMRI will identify where in the brain a 
correlation is observed, however, this technique is not able to determine exactly 
when a correlation is observed. Indeed, fMRI only measures whether the 
hemodynamic response for particular voxels is higher or lower than for other voxels 
(i.e., good spatial resolution) but has a limited temporal resolution; EEG, on the 
contrary, has a much better temporal resolution which makes EEG ideal to detect 
rapid changes in neural activity. 
To address this issue, Dmochowski et al. (2012) adapted the ISC technique to 
an EEG context. While fMRI measures the ISC voxel-wise, the ISC in EEG is derived 
from a ‘novel signal decomposition’ that ensures a maximal correlation by finding 
linear components in the data. In other words, contrary to fMRI, EEG does not use 
raw electrode-by-electrode information but captures systematic “patterns of activity 
distributed over large cortical areas” (Dmochowski et al., 2012, p. 1). Dmochowski et 
al. (2014) used the adapted ISC to measure neural reliability in EEG data of multiple 
subjects that were viewing movie commercials. In their study, they showed that the 
ISC obtained from a set of viewings of a small group of individuals was an accurate 
predictor for how much a large group (on population level) of viewers preferred the 
short movies. Remarkably, ISC more accurately predicted the population ratings of 
these movie clips (i.e., the movie preferences of a large group of people) than the 
individual ratings of these commercials by the participants in the study. 
 
1.2 Problems with Dmochowski’s method for computing neural reliability 
 
Although Dmochowski et al. (2014) have demonstrated that neural reliability (as 
quantified by ISC) is able to predict population preferences, some limitations are 
observed in the existing methods to determine the effects of short stimuli on brain 
activity (as captured by EEG) that are shared by many participants. A first (major) 
limitation is that EEG data usually contain (a relatively large amount of) noise and are 
highly dimensional (Si, Duan, & Lu, 2013). Analyzing data dominated by noise can 
lead to misleading interpretations. In particular, the noise in the data may flaw the 
computation of the ISC, which, in turn, may mask the true relation between neural 
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reliability and behavior. In the context of EEG, Krishnaveni, Jayaraman, Kumar, 
Shivakumar and Ramadoss  (2005) emphasized that noise may be reflected by 
artifact signals which are spread out across the scalp and may severely hamper the 
analysis and a correct interpretation of the data. Noise artifacts in EEG data are, for 
example, related to eye movements and blinks, which can seriously contaminate the 
data (Krishaveni et al., 2005). To avoid these incorrect interpretations, several noise 
reduction methods have been proposed in the literature (Lins, Picton, Berg, & 
Scherg, 1993; Lagerlund, Sharbrough, & Busackter, 1997; Krishnaveni et al., 2005; 
Bugli & Lambert, 2006; Dmochowski et al., 2014). 
A second limitation pertains to the adopted ISC method to measure neural 
reliability, which is based on a particular way of generalizing canonical correlation 
analysis (which originally has been developed for analyzing data of two subjects 
only) to the case of multiple subjects (for a detailed description of the method of 
Dmochowski et al. (2014) to compute neural reliability, see Section 2.2). In particular, 
the proposed ISC method considers all possible pairs of subjects and computes the 
ISC on the basis of the averaged (across pairs) auto- and cross-covariance matrices. 
A particular (maybe problematic) aspect of the proposed ISC method is further that 
the method switches between neural reliability at different levels (i.e., neural reliability 
is computed with an optimal projection vector obtained across all viewings and auto- 
and cross-covariance matrices for each viewing separately, see Section 2.2). In sum, 
the ISC method of Dmochowski et al. (2014) can be considered as quite indirect and 
ad hoc. Therefore, a more direct and accessible method to compute neural reliability 
may be welcome. Such a novel neural reliability measure may be better predict 
population responses based on the neural activity evoked by watching short movies. 
Up to now, however, no such alternative method to quantify neural reliability in the 
context of EEG data seems to exist. 
 
1.3 Research questions 
 
The goal of this master thesis is to find a way to measure neural reliability across a 
small set of viewers that is able to predict as accurately as possible the success of 
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these viewings in a much larger group of subjects (i.e., population). For this purpose, 
this thesis aims at addressing the following two research questions. The first question 
consists of studying the effect of (effectively) removing noise from the original data on 
the ability of neural activity measures to predict commercials’ success. By filtering out 
noise from the EEG data before computing neural reliability, we hope to arrive at a 
more accurate reliability measure that better predicts commercials’ success. To this 
end, in this master thesis, the predictive performance of the ISC method proposed by 
Dmochowski et al. (2014) will be compared with the predictive performance of two 
novel methods that involve a noise reduction step of the EEG data before computing 
ISC. In particular, noise reduction methods based on ICA and PCA will be proposed 
and will be compared with the original ISC method. 
A second question that arises from a review of the literature pertains to finding 
a more intuitive approach for measuring neural reliability. In this regard, two methods 
based on matrix correlations (i.e., Tuckers congruence and the modified RV 
coefficient) will be proposed that define neural reliability in terms of the similarity of 
multiple subjects’ EEG data. These novel neural reliability measures will be 
compared with the original ISC method in terms of predictive performance. For this 
purpose, the original data as well as the data after removing noise with PCA/ICA will 
be used. All alternative methods will be compared to the original method of 
Dmochowski et al. (2014) in terms of predictive performance. To this end, the R-
squared value in a regression in which ad success (in the population) is predicted by 
neural reliability (in a small group of subjects) will be used, with this value denoting 
the amount of variance in commercials’ success that is explained by neural reliability. 
To address both research questions, a data set consisting of EEG recordings of 
multiple subjects viewing various commercials will be used, along with a measure for 
the success of the commercials in a broader population. 
In the next section, after introducing the data set that will be used for all 
comparisons, the ISC method for computing neural reliability of Dmochowski et al. 
(2014) will be introduced. Next, two noise reduction strategies will be proposed (i.e., 
first aim), along with two alternative methods for the determination of neural reliability 
(i.e., second aim). In the third section, the results for all methods will be presented 
and all methods will be compared to each other in terms of predictive performance. 
This master thesis will end with a conclusion and discussion section.  
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Section 2. Method 
 
2.1 Data 
 
For the encephalography recordings, 40 subjects viewed 11 different ads for a 
muscle cooling-gel product four times, with the ads being of different length (i.e., 
around 20 seconds). Previous research showed that a second viewing of the same 
ad results in a substantial decrease of the neural reliability (Dmochowski et al., 
2012). For this reason, only the first viewing of each ad will be used in this master 
thesis. The EEG data are recorded with 256 samples per second and 64 electrode 
points (i.e., channels) have been used. A graphical representation of the data set is 
given in Figure 1. The data set has been preprocessed by means of default settings 
available in Matlab. As such, large noise signals, which otherwise wrongly may be 
considered as (systematic) components, are discarded from the data. Note that the 
more strict preprocessing approach (see Section 2.2.3) as suggested by 
Dmochowski et al. (2014) is not used since the proposed methods to reduce noise 
are expected to already remove important artifacts from the data. The data have 
been centered across time (i.e., a mean of zero for each electrode) per combination 
of a subject and a commercial. The commercial data set has been provided by M. 
Boksem and A. Smidts from the Neuro-Economics Section at the Rotterdam School 
of Management, Erasmus University. A wide group of individuals (consumers) was 
shown the different commercials. During viewing and afterwards, for each ad, the 
click-through-rate (CTR) was measured and the frequency that consumers actually 
bought the product. Unfortunately, the percentage of consumers that bought the 
actual product was not representative as the total amount of consumers buying the 
product was negligible. Therefore, to relate neural reliability to commercials’ success, 
the CTR will be used as a population measure for commercials’ success. 
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Figure 1. Graphical representation of the EEG data set consisting of 40 subjects 
viewing 11 ads, with the data for each combination of a subject and an ad being a 
matrix containing the amplitude of the EEG response (i.e., cells) for 64 locations (i.e., 
rows) at many time points (i.e., columns). Note that, due to a different length of the 
ads, the number of time points may differ across ads. Different colors in this figure 
represent data from different ads. 
 
2.2 Neural reliability computation by Dmochowski et al. (2014) 
 
In this part, the InterSubject Correlation (ISC) method of Dmochowski et al. (2014) to 
calculate neural reliability in the context of EEG will be presented (for a more detailed 
description, one may consult the original paper, p. 6-7). The ISC method of 
Dmochowski et al. (2014) closely resembles a Canonical Correlation Analysis (CCA) 
for multiple subjects (Kettenring, 1971). To lower the number of parameters (i.e., 
canonical weights) that have to be estimated and, as a consequence, to ease the 
interpretation of the results, Dmochowski et al. (2014) used the concept of common 
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canonical covariates; this concept, which is based on a maximum likelihood 
formulation, gives one (and the same) projection vector (i.e., canonical weights) for 
all sets of variables (Neuenschwander and Flury, 1995). Dmochowski et al. (2014) 
introduced an adjusted version of the method of Dmochowski et al. (2012) to quantify 
the neural reliability for EEG data that have been collected for 𝑁 subjects that viewed 
𝑅 short movies (commercials). The EEG data for subject 𝑛 (𝑛 = 1 … 𝑁) viewing 
fragment 𝑟 (𝑟 = 1 … 𝑅) will be indicated by 𝑿𝑛
𝑟  (with a dimensionality of 64 locations 
by 𝑡𝑟 time points, see Figure 1). The method of Dmochowski et al. (2014) consists of 
two consecutive steps. First, an optimal projection vector 𝒘 for all commercials 
simultaneously is sought that ensures a maximum correlation (ISC) between the 
subjects (across all commercials). To this end, for each subject 𝑛 (𝑛 = 1 … 𝑁), the 
EEG data (i.e., locations by time points) of the 11 commercials are horizontally 
concatenated into a very wide matrix 𝑿𝑛
𝑎𝑙𝑙 (i.e., 𝑿𝑛
𝑎𝑙𝑙 = [𝑿𝑛
1  … 𝑿𝑛
𝑅] of dimension 64 
locations by 𝑇 =  ∑ 𝑡𝑟
𝑅
𝑟=1  time points); each 𝑿𝑛
𝑎𝑙𝑙 is centered rowwise such that each 
location has a mean of zero. Second, using the optimal projection vector 𝒘 found in 
step 1, the neural reliability for each commercial separately is computed. Note that 
Dmochowski et al. (2014) computed multiple ISC’s per commercial and that they only 
related a derived measured of these ISC’s per commercial to commercial success. In 
the following, both steps of the method will be discussed in detail. 
 
2.2.1 Step 1: Computation of overall projection vector(s) 𝒘 
 
In the first step, the neural reliability across all commercials is determined by seeking 
the optimal projecting vector 𝒘 over all commercials. To this end, the following auto- 
and cross-covariance matrices are calculated: 
𝑹11=
1
PT
∑  𝑿𝑝1
𝑎𝑙𝑙  pp=1  (𝑿𝑝1
𝑎𝑙𝑙) ᵀ    
𝑹22=
1
PT
∑  𝑿𝑝2
𝑎𝑙𝑙  pp=1 (𝑿𝑝2
𝑎𝑙𝑙) ᵀ   (1)  
𝑹12=
1
PT
∑  𝑿𝑝1
𝑎𝑙𝑙  pp=1 (𝑿𝑝2
𝑎𝑙𝑙) ᵀ    
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with 𝑿𝑝1
𝑎𝑙𝑙 (𝑿𝑝2
𝑎𝑙𝑙) being the observed concatenated EEG data (i.e., 64 locations × 𝑇 
time points) for the first (𝑝1) and second (𝑝2) member of subject pair 𝑝 and 
T denoting 
the transpose of a matrix; note that the auto- and cross-covariance matrices are 
computed by taking a sum across all 𝑃 =
𝑁(𝑁−1)
2
 unique pairs of subjects. Further, 𝑹11 
and 𝑹22 are the (averaged across pairs) cross-product matrix of all first and second 
members, respectively, of the 𝑃 unique pairs. Finally, 𝑹12 equals the (averaged over 
all pairs) cross-product matrix between the first and second member of each pair. 
Note that all covariance matrices have the same dimensionality (i.e., 64 locations by 
64 locations). Note further that when all 𝑿𝑛
𝑎𝑙𝑙 are centered across the 64 locations 
(i.e., row-wise centering), the resulting 𝑹-matrices are averaged (auto- or cross-) 
covariance matrices. 
To arrive at the optimal projection/weight vector 𝒘 that maximizes the 
correlation coefficient between subjects over all the commercials, the following 
equation is solved (see equation 3 of Dmochowski et al., 2012, p. 3): 
(𝑹11 + 𝑹22)
−1(𝑹12 + 𝑹21)𝒘 = 𝜆𝒘  (2) 
in which (𝑹11 + 𝑹22)
−1 is the inverse of the (pooled auto-) correlation matrix 𝑹11+𝑹22, 
and, therefore, operates as a decorrelation matrix, and 𝑹21 is the reverse of 𝑹12 (i.e., 
a cross-product matrix of the second member of each pair with the first member). 
Equation (2) boils down to a generalized eigenvalue problem. The solution to this 
problem returns eigenvalues 𝜆 (and associated eigenvectors 𝒘) in decreasing order 
of importance (Dmochowski et al., 2012). The generalized eigenvalue solutions are 
referred to as the Principal Components of the subjects (Parra and Sajda, 2003). The 
largest obtained eigenvalue corresponds with the largest possible ISC for the data 
set at hand. Subsequent eigenvalues relate to the optimal ISC, given the already 
retained eigenvalues and eigenvectors (i.e., 𝒘𝑐 is the vector, orthogonal to all 
previous retained vectors 𝒘, that yields the optimal ISC). In Dmochowski et al. 
(2014), only the 𝐶 = 3 largest eigenvalues and associated projection vectors 𝒘 are 
retained. In our comparison of this method with other methods, we will also consider 
𝐶 = 4. 
The original method regularizes the pooled auto-covariance (𝑹11 + 𝑹22)-matrix 
before the computation of the eigenvectors in equation (2). The pooled auto-
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covariance matrix is regularized to reduce noise since the decorrelation matrix is very 
sensitive to noise (Dmochowski et al., 2012). The regularization is performed by 
replacing (𝑹11 + 𝑹22) by a matrix of lower rank 𝐾 (with 𝐾 < 64) that approximates 
(𝑹11 + 𝑹22) as close as possible in least squares sense. This is achieved by 
performing an eigenvalue decomposition of (𝑹11 + 𝑹22) and only retaining the 𝐾 
largest eigenvalues and eigenvectors and discarding the other eigenvalues/vectors 
from the data1. Selecting a larger number 𝐾 (i.e., the number of dimensions used in 
the regularization) will yield a larger ISC value, whereas the selection of a lower 
number of dimensions will protect the algorithm better from the noise in the data. 
Therefore, it is important to find an optimal number for 𝐾 such that most of the 
systematic information will be used for further computations, on the one hand, and 
noisy data will be eliminated to avoid spurious correlations, on the other hand. To 
determine the optimal value of 𝐾, Dmochowski et al. (2014) advise to look for a 
knee/elbow in a scree plot in which the eigenvalues of the pooled auto-covariance 
matrix are plotted against their rank number. 
 
2.2.2 Step 2: Computation of neural reliability (ISC’s) per commercial 
 
To determine the neural reliabilities (ISC’s) per ad, Dmochowski et al. (2014) 
computed the following number: 
𝒘ᵀ R𝟏𝟐 𝒘
(𝒘𝑻 R𝟏𝟏 𝒘)
𝟏
𝟐(𝒘𝑻 R𝟐𝟐 𝒘)
𝟏
𝟐
  (3) 
where w is calculated over all ads (see step 1) and the (auto- and cross-) covariance 
matrices 𝑹11, 𝑹22 and 𝑹12 are calculated for each ad separately. To this end, the 
same computations are performed as in equation (1) but now with 𝑿𝑝1
𝑎𝑙𝑙 (𝑿𝑝2
𝑎𝑙𝑙) being 
replaced by 𝑿𝑝1
𝑟  (𝑿𝑝2
𝑟 ) which contains the EEG data for person 𝑝1 (𝑝2) for ad 𝑟 (𝑟 =
                                                     
 
1
 The regularized pooled auto-covariance matrix can be computed as 𝑹1122
𝑟𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑧𝑒𝑑 = 𝒁𝑫𝒁𝑻. Herein, 𝒁 is 
the matrix with only the 𝐾 largest eigenvectors extracted from the eigendecomposition of 𝑹1122 =
𝑹11 + 𝑹22; 𝑫 is a diagonal matrix with the associated (𝐾 largest) eigenvalues on its diagonal. 
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1 … 𝑅). Note that at the ad specific level, no regularization of the pooled auto-
covariance matrix is carried out (i.e., only the covariance matrices are calculated). 
The result of formula (3) equals the optimal ISC for commercial 𝑟. As multiple 𝒘‘s 
were obtained in the first step, multiple ISC’s per commercial can be obtained by 
plugging in these different 𝒘’s in formula (3). Dmochowski et al. (2014) advise to 
compute three ISC’s per ad and propose to take a weighted sum of the three ISC’s 
obtained per ad as a measure for the neural reliability for that ad, with the weights 
being the regression weights when (taking all ads together) CTR is predicted based 
on the three ISC’s2. Finally, the authors used this measure for neural reliability to 
predict the commercial’s success in terms of the Click-Through-Rate per ad (see 
later). 
 
2.2.3 Noise reduction strategy in the method of Dmochowski et al. (2014) 
 
Dmochowski et al. (2014) noted that a covariance matrix may be very sensitive to 
outliers and noise. Therefore, in their procedure, in order to diminish noise, 
Dmochowski et al. (2014) regularized the pooled auto-covariance matrix (computed 
across all subject pairs) by means of an eigenvalue decomposition, as opted by 
earlier work of Dmochowski et al. (2012). However, potential noise might have 
already flawed the computation of the (subject-specific) covariance matrices, since 
these covariance matrices were calculated based on noisy EEG data. To address 
this problem, Dmochowksi et al. (2014) removed 16.28% resp. 19.95% of the data for 
the SuperBowl 2012 and 2013 commercial data set by using a (more) strict outlier 
rejection procedure when pre-processing the EEG data. In this procedure, channels 
whose average power exceeded the mean channel power by four standard 
deviations have been rejected and this procedure has been repeated four times. 
                                                     
 
2
 Dmochowski et al. (2014) advise, in the case when the number of ads is too small to get reliable 
estimates for the regression coefficients, to take the (unweighted) sum of the three ISC’s per ad as a 
measure for the neural reliability for that ad. In this master thesis, we will use both the weighted and 
unweighted neural reliability measure. 
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Moreover, they also removed samples whose “squared amplitude exceeded the 
mean-squared-amplitude of that channel by more than four standard deviations” (p. 
6). Finally, using a regression based approach, eye-movement related artifacts and 
samples within 100ms of the identified artifactual samples were also removed from 
the data. Nevertheless, these pre-processing methods may fail to discard the most 
important and harmful noise artifacts from the brain signals. Moreover, these 
methods can result in a removal of ocular artifacts as well as of interesting activity in 
the brain (Krishnaveni, Jayaraman, Kumar, Shivakumar, & Ramadoss, 2005). 
Therefore, more advanced noise reduction methods are called for. In this regard, in 
the literature, Principal Component Analysis (PCA) and Independent Component 
Analysis (ICA) have been proposed to effectively reduce noise in EEG data (Bugli & 
Lambert, 2006; Hyvärinen, 1999; Lins, Picton, Berg, & Scherg, 1993; Jung, Makeig, 
Westerfield, Townsend, Courchesne, & Sejnowski, 2001). 
 
2.3 Noise reduction 
 
Different methods will be used to reduce noise. First, the preprocessed dataset is 
analyzed by the original ISC approach of Dmochowski et al. (2014), which already 
involves a noise diminishing step that consists of a regularization of the pooled auto-
covariance matrix (computed across all ads, see earlier). Second, starting from the 
original (preprocessed) data set, two new denoised data sets will be created: one 
using PCA (indicated as ?̃?𝑛
𝑟 )  and one based on ICA (denoted by ?̆?𝑛
𝑟 ). On both 
denoised data sets, the same computations as in Dmochowski et al. (2014) will be 
performed (see Section 2.2), both with and without a regularization of the pooled 
auto-covariance matrix 𝑹11 + 𝑹22 (see Section 2.2.1). As a result, each noise 
reduction method yields a vector of neural reliability estimates (i.e., one estimate per 
ISC for each ad), which further will be compared with the neural reliability estimates 
obtained from the original ISC method. 
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2.3.1 Principal Component Analysis (PCA) 
 
The purpose of PCA is to reduce the observed (Gaussian) data to a smaller set of 
(Gaussian) variables, called components, that are uncorrelated and that represent 
the data as good as possible (i.e., maximal amount of explained variance; Bugli & 
Lambert, 2006). PCA is based on the covariance (or correlation) matrix and therefore 
only uses second order statistics. In PCA, by means of solving an eigenvalue 
problem, the data are decomposed into a set of uncorrelated components (i.e., 
eigenvectors) that are ordered in terms of importance (i.e., amount of variance 
explained in the data). To obtain a reduction of the data, only the components 
associated with the largest eigenvalues (i.e., the most important ones) are selected 
and the other components with a smaller eigenvalue are discarded from the data. As 
such, by simply selecting the optimal number of dimensions and assuming the 
discarded components being mostly due to noise, PCA can be used as a method to 
easily remove unwanted and noisy EEG signals from the data (Clifford, 2005). 
Therefore, Hyvärinen (1999) suggests, in order to reduce the effect of noise on EEG 
data, to remove from the data those eigenvectors that are associated with 
eigenvalues that are ‘too small’. 
The Singular Value Decomposition (SVD) is used to extract the eigenvalues 
and associated eigenvectors of the matrix 𝑿𝑛
𝑟  per ad 𝑟 and per person 𝑛 (after 
centering 𝑿𝑛
𝑟  per location). To determine the number of eigenvectors that needs to be 
retained to optimally separate the noise from the systematic part of the data, the 
eigenvalues are plotted against their rank number and the knee/elbow in the resulting 
scree plot is searched for. By subsequently only selecting the 𝐾 eigenvectors 
(collected in 𝑽) associated with the 𝐾 largest eigenvalues (collected in diagonal 
matrix 𝑫), a PCA-denoised matrix ?̃?𝑛
𝑟  (𝑛 = 1 … 𝑁, 𝑟 = 1 … 𝑅) is obtained by ?̃?𝑛
𝑟 =
𝑽𝑫𝑽𝑇. This procedure is repeated for all datasets 𝑿𝑛
𝑟 , resulting in a set of PCA-
denoised data matrices ?̃?𝑛
𝑟 . The SVD will be performed by using the fastICA-function 
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in the R-package ‘ICA’ (see ICA).3 As one can see in the next section, the same 
package is used to achieve an ICA-denoised matrix. 
 
2.3.2 Independent Component Analysis (ICA) 
 
The goal of ICA consists of recovering a set of (latent) independent non-Gaussian 
source signals from a set of observed signals which are obtained by a linear mixing 
(with unknown mixing coefficients) of these source signals. To this end, contrary to 
PCA, ICA uses higher-order statistics in order to incorporate the assumption of 
mutual independence between the underlying non-Gaussian source signals. As such, 
ICA aims at capturing components that are as independent as possible and at finding 
the essential structure underlying the data (Hyvärinen and Oja, 2000). Note that 
when the source signals are non-Gaussian, mutual independence is a stronger 
assumption than uncorrelatedness, whereas in the Gaussian case (e.g., PCA) 
uncorrelatedness implies independence. When applied to EEG data, the ICA 
components refer to source signals and ICA has been demonstrated to successfully 
separate (strong) event-related signals from (weaker) artifacts and non-event related 
background EEG activities, which may be due to different activity levels in the brain 
(Jung, Makeig, Westerfield, Townsend, Courchesne, & Sejnowski, 2001). By only 
considering the strongest independent components, noise present in the EEG data 
may get filtered out by ICA. 
There are numerous different algorithms available for ICA, which can be 
categorized based on the definition and implementation of statistical dependency 
they use (i.e., mutual information, negentropy, cumulants, or kurtosis; for an 
overview, see Hyvärinen and Oja, 2000). In general, after centering the data, most 
ICA algorithms use a whitening step before extracting the independent components. 
Often, the whitening step consists of extracting with PCA the most important 
                                                     
 
3
 Selecting the largest directions in the data (i.e., PCA) is an intermediate step in the ICA-
decomposition (i.e., whitening). Therefore, ICA software can be used to perform PCA. 
20 
 
 
dimensions (i.e., with the largest eigenvalues) from the data. Compared to PCA, 
however, ICA involves a further step that ensures the components to be as 
independent as possible. For example, Hyvarinen and Oja (2000) proposed a three 
step method to perform ICA. First, the data are centered across time points (i.e., a 
mean of zero for each channel/location). Second, to arrive at uncorrelated 
components and to ease the identification of the independent components, the data 
are whitened. Here, the observed data vector 𝒙 will be linearly transformed such that 
the components “will be uncorrelated and their variances will equal unity” (Hyvarinen, 
2000, p. 12). One advantage of whitening is a reduction of the parameters, as shown 
in Hyvarinen and Oja (2000). Whitening reduces the number of parameters since the 
orthogonal mixing matrix contains only about half of the parameters comparing with 
an arbitrary matrix. Moreover, whitening can reduce noise beforehand by discarding 
the eigenvalues that are too small (same technique as PCA). Likewise as the PCA 
technique, the number of components to extract can be found by plotting the 
eigenvalues and select the elbow in the plot. 
One technique to whiten the data is to perform an eigenvalue decomposition 
of the covariance matrix 𝒙𝒙𝑇 and to compute a whitened matrix 𝑷 (see equation 4 in 
which 𝒁 contains the 𝐾 eigenvectors associated with the largest 𝐾 eigenvalues - 
stored in the diagonal matrix 𝑫 - of the eigendecomposition of the covariance matrix; 
𝑫−
1
2 is a diagonal matrix containing the inverse of the square root of the eigenvalues):  
𝑷 = 𝒁𝑫−
𝟏
𝟐𝒁𝑇 (4) 
Subsequently, the whitened matrix 𝑷 is multiplied with an orthogonal rotation matrix 𝑹 
to ensure the columns in 𝑺 being as independent as possible (see equation 5); the 
optimal rotation matrix 𝑹 will be determined by means of the fastICA algorithm 
(Hyvärinen et al., 1999) that is based on a definition of statistical dependency in 
terms of negentropy: 
𝑺 = 𝑷𝑹 (5) 
The matrix 𝑺 will be used as the ICA-denoised matrix ?̆?𝑛
𝑟 = 𝑺. This procedure is 
repeated for all original data matrices 𝑿𝑛
𝑟  (𝑛 = 1 … 𝑁 , 𝑟 = 1 … 𝑅), resulting in a new 
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set of ICA-denoised data ?̆?𝑛
𝑟 . For the computation of the ICA-denoised matrices ?̆?𝑛
𝑟 , 
the R-package fastICA will be used. 
 
2.4 Alternative method for the computation of neural reliability 
 
Although Dmochowski et al. (2012, 2014) demonstrated that the (amount of) 
synchrony between brains of multiple subjects (i.e., neural reliability) can be 
quantified by the ISC, alternative measures that are more direct and less ad hoc (see 
introduction) could be adopted in this regard. For instance, the amount of information 
shared by two matrices can be determined by using a matrix correlation. Two 
commonly used techniques in this regard are Tuckers’ congruence coefficient 
(Tucker, 1951) and the (modified) RV coefficient (Smilde, Kiers, Bijlsma, Rubingh, & 
Erk, 2008). These two approaches have been shown to effectively calculate the 
uniformity/similarity between matrices that are high-dimensional (Smilde et al. 2008). 
As such, both coefficients may give a direct estimate of the neural reliability between 
the EEG data of multiple subjects. 
For the current study, we seek to find a more appealing and accessible 
method to measure the synchrony between the brain activity of different participants 
as evoked by watching various ads. Therefore, for each ad 𝑟 (𝑟 = 1 … 𝑅) separately, 
we will apply the following two-step procedure: (1) compute for each pair (𝑝1 and 𝑝2) 
of subjects (𝑝 = 1 … 𝑃) the matrix correlation between (𝑿𝑝1
𝑟 )
𝑇
 and (𝑿𝑝2
𝑟 )
𝑇
and collect 
all these matrix correlations in a symmetric 𝑁 × 𝑁 matrix 𝒁𝑟; (2) perform SVD on the 
𝒁𝑟-matrix, retain the 𝐶 largest eigenvalues and compute their (weighted or 
unweighted) sum. As such, for each commercial, an estimate of the neural reliability 
across subjects is obtained. This whole procedure is performed twice: one time using 
the Tucker congruence coefficient and one time using the modified RV coefficient as 
the matrix correlation in step 1. As a result, for both alternative measures, a neural 
reliability estimate for each ad is obtained. These neural reliability estimates will 
further be compared with the estimates obtained with the original ISC method and 
with the noise reduction methods. 
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2.4.1 Tuckers congruence Coefficient 
 
The congruence coefficient of Tucker (Tucker, 1951), which equals the unadjusted 
and uncentered correlation coefficient between both matrices, can be considered as 
a standardized measure of the similarity of two matrices. Tucker’s coefficient ranges 
between -1 and 1, where 1 indicates that both matrices are similar to each other and 
0 that similarity is at chance level. The Tucker’s congruence measure captures the 
similarities in the columns and will not detect the similarities when one of the matrices 
is rotated or when there is an incongruence in the size of the matrices (Abdi, 2010). 
For vectors, this coefficient can be calculated as follows: 
𝑟𝑇(𝒙, 𝒚) =
𝒙ᵀ𝒚
√(𝒙ᵀ𝒙)√(𝒚ᵀ𝒚)
 (6) 
where 𝒙 indicates a vector with the elements for person 1 and 𝒚 a vector of 
measurements for person 2. For matrices, the formula becomes (Abdi, 2007): 
𝑟𝑇(𝒙, 𝒚) =
𝑡𝑟{𝑿𝒀ᵀ}
√(𝑡𝑟{𝑿𝑿ᵀ})(𝑡𝑟{𝒀𝒀ᵀ}) 
   (7) 
where 𝑡𝑟{… } denotes the trace of the matrix (i.e., the sum of the elements on the 
diagonal). The association between the Tucker congruence and the RV coefficient 
can be seen by comparing the formula in (7) to the following formula for the RV 
coefficient: 
𝑅𝑉(𝑿, 𝒀) =
𝑡𝑟{𝑿𝑿ᵀ𝒀𝒀ᵀ}
√𝑡𝑟{(𝑿𝑿ᵀ)
2
} √𝑡𝑟{(𝒀𝒀ᵀ)
2
} 
 (8) 
where (… )2 pertains to squaring each (diagonal) element of the matrix. Note that the 
computation of Tuckers congruence coefficient involves the transpose of 𝑿𝑝1
𝑟  and 
𝑿𝑝2
𝑟 .4 Note further that the RV coefficient can also be computed as: 
                                                     
 
4
 The Tucker congruence coefficient defines the similarity between two matrices in terms of the 
similarity of their columns. As neural reliability pertains to the similarity of the time profiles across 
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𝑅𝑉(𝑿, 𝒀) =
𝑉𝑒𝑐 {𝑿𝑿ᵀ}ᵀ𝑉𝑒𝑐{𝒀𝒀ᵀ}
√(𝑉𝑒𝑐{𝑿𝑿ᵀ}
ᵀ
 𝑉𝑒𝑐{𝑿𝑿ᵀ})√(𝑉𝑒𝑐{𝒀𝒀ᵀ}
ᵀ
𝑉𝑒𝑐{𝒀𝒀ᵀ}) 
 (9) 
where ‘Vec’ denotes the vectorized version of a matrix (i.e, vertically concatenating 
all matrix columns into a single vector). Equation (9) shows the similarity in the 
Tucker congruence and RV coefficient, when compared to equation (6). A study by 
Lorenzo-Seva and Ten Berge (2006) showed that a Tucker congruence coefficient 
between .85  and .94 indicates a ‘fair similarity’ and that a congruence larger than .95 
indicates that the matrices can be considered as very similar. 
 
2.4.2 Modified RV coefficient 
 
The modified RV coefficient is an alternative way to measure the information that is 
shared by two high-dimensional matrices 𝑿 and 𝒀 (Smilde et al. 2008). The modified 
RV coefficient is based on the RV coefficient, which is a matrix correlation that 
measures the correlation between two matrices that may have different number of 
columns (e.g., ads that differ in length). Note that Tucker’s congruence coefficient is 
closely linked with the RV coefficient (see Section 2.4.1). Although the RV coefficient 
is a commonly used measure, Smilde et al. (2008) emphasized that there are some 
problems with this coefficient. In particular, the RV coefficient depends on the 
diagonals of the auto-cross-product matrices associated with the matrices that are 
compared (i.e., 𝑿𝑿’ and 𝒀𝒀’). Further, the RV coefficient depends on the sample size 
(i.e., if the sample size increases, the numerator increases and the value of the 
coefficient decreases to zero). To alleviate these problems, the authors proposed an 
adapted coefficient, called the ‘Modified RV coefficient’ that ignores the diagonal 
elements of 𝑿𝑿’ and 𝒀𝒀’, and, as a consequence, resolves the problems that arose 
with the original coefficient. Contrary to the original RV coefficient that varies 
                                                                                                                                                                     
 
corresponding channels/locations, the matrix correlation should be computed using the transpose of 
𝑿𝑝1
𝑟  and 𝑿𝑝2
𝑟  (i.e., time points by locations). 
24 
 
 
between 0 and 1, the modified version can give negative results (i.e., it varies 
between -1 and +1) and can be interpreted as a (Pearson) correlation coefficient. 
The modified RV coefficient only differs from the RV coefficient in the 
exclusion of the diagonal elements of the auto-covariance matrices from the 
calculations. By subtracting the diagonal of matrix 𝑿𝑿’ from the 𝑿𝑿’ matrix, the 
diagonal is equal to zero. The modified RV coefficient can be calculated as follows 
(Smilde et al. 2008): 
𝑅𝑉2(𝑿, 𝒀) =
𝑉𝑒𝑐 (𝑿𝑿ᵀ̃ )
ᵀ
𝑉𝑒𝑐(𝒀𝒀ᵀ̃ )
√𝑉𝑒𝑐 (𝑿𝑿ᵀ̃ )
ᵀ
𝑉𝑒𝑐 (𝑿𝑿ᵀ̃ ) 𝑉𝑒𝑐(𝒀𝒀ᵀ̃ )
ᵀ
𝑉𝑒𝑐(𝒀𝒀ᵀ̃ ) 
  (10) 
where  𝑿𝑿ᵀ ̃  is a matrix with zero’s on the diagonal. Note that, as is true for Tuckers 
congruence coefficient, the transpose of 𝑿𝑝1
𝑟  and 𝑿𝑝2
𝑟  is used in the computation of 
the modified RV coefficient. 
 
2.5 Comparison of results 
 
For the original ISC method, the two noise reduction methods and both alternative 
measures, a vector of neural reliability estimates (i.e., one estimate for each ad) is 
obtained. To determine the extent to which each neural reliability measure predicts 
the Click-Through-Rate (CTR) of a large group of customers for each ad (i.e., the 
population response), the CTR is regressed on each neural reliability measure. For 
each regression, the R-squared value, which indicates the amount of variance in ad 
success that is explained by the neural reliability measure, and the correlation 
between predicted and observed data points are used to compare the different neural 
reliability measures to each other. To test whether the novel proposed methods yield 
a neural reliability estimate that is stronger correlated with CTR than the neural 
reliability estimate obtained by the original ISC method, the difference between both 
correlations is tested through a permutation and a bootstrap approach. In the 
permutation approach, the neural reliability values for all ads for both methods (i.e., 
the original ISC method - with four components - and the novel method the original 
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method is compared to) are randomly permuted and the difference between both 
correlations (i.e., CTR-original ISC and CTR-novel method) is computed. This 
procedure is repeated 10,000 times to obtain a reference distribution of the difference 
in correlation coefficients. A 𝑝-value for the observed difference in correlation 
coefficients is calculated by computing the proportion of values in the reference 
distribution that is larger than the observed correlation difference. The bootstrap 
approach is used to construct a 95% confidence interval around the observed 
correlation difference. To this end, 10,000 bootstrap samples are created by 
sampling from the original data with replacement. In particular, ads are re-sampled 
and for each sampled ad the corresponding CTR and neural reliability measure for 
the original and the novel method are extracted. Next, for each bootstrap sample, the 
correlation difference is computed. Finally, a confidence interval is computed by 
discarding the 5% largest encountered values. Note that a statistical (parametric) test 
for the difference of two dependent correlation coefficients exists (Steiger, 1980) but 
that, due to the very small sample size, this test will have a very low power to detect 
any difference in correlations. That is, a sample size of at least 20 is needed  to apply 
this test with confidence (Steiger, 1980). Nevertheless, to test whether the observed 
correlation between CTR and each neural reliability method differs significantly from 
zero, also a permutation-based 𝑝-value and a bootstrap-based confidence interval 
will be computed by using a similar procedure as described above. However, to 
compute the 𝑝-value and the confidence interval, the middle 95% of the 10,000 
obtained correlations will be used (i.e., two-sided test) instead of the smallest 95% of 
the obtained correlations (i.e., one-sided test). 
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Section 3. Results 
 
In this section, the results for each of the five methods (i.e., original ISC, PCA and 
ICA noise reduction, Tucker and modified RV alternative measure) in terms of 
regression performance when predicting the population CTR are presented. In 
particular, for each method the associated R-squared value, the correlation between 
observed and predicted data points and the corresponding 𝑝-value (based on a 
permutation approach) and confidence interval (based on a bootstrap strategy) are 
discussed. For all methods, the results for the weighted ISC method (see Section 
2.2.2) are presented. The unweighted sum of ISC showed negligible correlations and 
therefore the results pertaining to this measure are reported without many details. 
For the original ISC and the two noise reduction methods, the results when taking 
𝐶 = 3 and 𝐶 = 4 generalized eigenvalues are reported (see Section 2.2.1). For the 
two noise reduction methods, both the results with and without regularization of the 
pooled auto-covariance matrix (see section 2.2.2) will be discussed. The two 
alternative methods are performed on the original data set (without the strict outlier 
rejection procedure, see Section 2.2.3), as well as on the de-noised datasets 
obtained with ICA and PCA (see Section 2.3). 
 
3.1 Results for original ISC method (Dmochowski, 2014) 
 
Here the results for the original ISC method, which was proposed by Dmochowski et 
al. (2014), are presented. 
Regularization. In the original ISC method, the pooled auto-covariance matrix 
(i.e., 𝑹𝟏𝟏 + 𝑹𝟐𝟐) is regularized to control for noise in the data. In particular, in the 
method introduced by Dmochowski et al. (2014) it is proposed to regularize the 
pooled auto-covariance matrix 𝑹𝟏𝟏 + 𝑹𝟐𝟐 by performing SVD and keeping only the 
largest 𝐾 dimensions (see section 2.2.1). The amount of components to be selected 
corresponds to the elbow in the eigenvalue spectrum of the pooled auto-covariance 
matrix. Figure 2 shows the eigenvalues of the pooled auto-covariance matrix 
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𝑹𝟏𝟏 + 𝑹𝟐𝟐 plotted against their rank number. In this figure, an elbow at five 
components is observed, and, therefore, the pooled auto-covariance matrix is 
regularized by discarding all but the five largest components and eigenvalues. 
 
Figure 2. Scree plot of the eigenvalues of the pooled auto-covariance matrix (original 
data). This plot shows the eigenvalues (on the vertical axis) against their rank 
number (on the horizontal axis). 
 
Predictive performance. We computed neural reliability using three and four 
dimensions with the method of Dmochowski et al. (2014). To this end, the dependent 
variable (CTR) was regressed on the obtained ISC’s to yield the predicted CTR, 
which we used as an estimate for the neural reliability of each ad (i.e., weighted 
estimate). The first three dimensions together explain 40.50% of the variance in CTR 
(r=.64, p=.28). When CTR is regressed on the first four dimensions, the predicted 
CTR and observed CTR correlate positive (r=.64, p=.46) and the first four dimensions 
explain 40.69% of the variance in CTR. Note that for both numbers of dimensions, a 
non-significant correlation between CTR and neural reliability is obtained (at 𝛼 = .05). 
In addition, none of the obtained components were significant predictors of CTR. 
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Table 1 shows the regression coefficients, standard errors, t- and p-values of CTR 
regressed on four predictors. 
 
Table 1. Regression coefficients, standard errors, 𝑡- and 𝑝-values for a regression 
analysis in which CTR is predicted by a weighted neural reliability estimate based on 
the first four ISC’s of the original data set with a regularization of the pooled auto-
covariance matrix 
 
Estimate Std. error 𝒕-value 𝒑-value 
Intercept .06 .03 1.77 .13 
ISC1 -.91 .66 -1.39 .22 
ISC2 2.13 1.69 1.26 .26 
ISC3 5.11 5.11 .99 .36 
ISC4 .86 6.06 .14 .89 
Note. *** = p < .001, *= p < .05 
When the ISC’s per ad are just summed up (i.e., unweighted estimate for 
neural reliability), a negligible correlation is found between CTR and the neural 
reliability computed with four (r=.18, p=.59) and three dimensions (r=.18, p=.59). 
 
3.2 Noise reduction methods 
 
3.2.1 PCA noise reduction 
 
The Singular Value Decomposition (SVD) is used to extract the largest eigenvalues 
and associated eigenvectors of each 𝐗n
r  matrix. 
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Number of components in PCA noise reduction. To determine the number 
of eigenvectors 𝐾 that needs to be retained to optimally separate the noise from the 
systematic part of the data, the eigenvalues are plotted against their rank number 
and the elbow in the resulting scree plot is searched for. By subsequently selecting 
only the K largest eigenvalues and associated eigenvectors, a reduction of the noise 
in the data is (hopefully) obtained. In Figure 3, in which the scree plot is displayed for 
the data of one subject and one ad, one can see that after ten dimensions the 
eigenvalues seem to level off. As such, a noise reduction using ten components is 
recommended. It should, however, be noted that this choice of the number of 
dimensions to be used in the noise reduction may be a bit subjective and researcher 
dependent. Remind, however, that a value for 𝐾 should be selected that works (more 
or less) well for the data of each subject and each ad. Moreover, 𝐾 should not be 
taken too small as otherwise relevant information may be discarded from the data; 𝐾 
should also not be chosen too large as otherwise the neural reliability estimate may 
be blurred by noise. When inspecting different scree plots for various subjects and 
ads (not shown), retaining ten dimensions seems to be a sensible choice that nicely 
balances between retaining the systematic information in the data and removing 
noise from the data. 
 
Figure 3. Scree plot with eigenvalues (vertical axis) against their rank number 
(horizontal axis) for one ad, for one subject. 
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Predictive performance. A large correlation of .81 (𝑅2=.66, p=.12) is found 
between CTR regressed on the first four ISC’s obtained from the PCA de-noised data 
(without regularizing the pooled auto-covariance matrix). As can be seen in Table 2, 
in which the results of the regression of CTR on ISC using four dimensions are 
presented, none of the predictors was significant at 𝛼 = .05. The third predictor, 
however, is a marginal significant predictor of CTR (𝛽 = 7.77, 𝑡(1) = 2.38, 𝑝 = .054). 
After removal of the other predictors, the third dimension only explains 19.1% of the 
variance in CTR (r=.44, p=.18). When CTR is regressed on the first three 
dimensions, the model explains 51.6% of the variance (r=.72, p=.15) and none of the 
predictors have a regression weight that significantly differs from zero. 
 
Table 2. Regression coefficients, standard errors, 𝑡- and 𝑝-values for a regression 
analysis in which CTR is predicted by a weighted neural reliability estimate based on 
the first four ISC’s of the PCA de-noised data without regularization of the pooled 
auto-covariance matrix 
 
Estimate Std. error 𝒕-value 𝒑-value 
Intercept .06 .02 2.87 .03* 
ISC1 -.73 .48 -1.52 .18 
ISC2 .92 1.28 .72 .50 
ISC3 7.77 3.26 2.38 .054 
ISC4 -3.69 2.29 -1.61 .16 
Note. *** = p < .001, *= p < .05 
 
Figure 4 shows a scatterplot with the observed CTR (vertical axis) versus the 
(weighted) neural reliability estimate (i.e., predicted CTR; horizontal axis) based on 
the regression equation with PCA de-noised data and four predictors. In this plot, a 
strong positive correlation between CTR and neural reliability (although, probably due 
to the small sample size, not significantly differing from zero) is observed. 
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Figure 4. Scatterplot of the observed values for CTR (vertical axis) versus the 
predicted CTR/weighted neural reliability estimate (horizontal axis) based on the PCA 
de-noised data, using four dimensions and without a regularization of the pooled 
auto-covariance matrix. 
 
No correlation is found between CTR and the unweighted neural reliability 
estimate using four (r=.12, p=.72) or using three dimensions (r=.16, p=.65). 
PCA de-noised data with regularization. The above results are obtained 
without a regularization of the pooled auto-covariance matrix (i.e., involving the 
original pooled auto-covariance matrix 𝑹𝟏𝟏 + 𝑹𝟐𝟐 without dimension reduction). 
When regularizing this pooled auto-covariance matrix and using four dimensions, 
smaller correlations are obtained than when no regularization is applied to the PCA 
de-noised data. In particular, using three and four ISC’s, the correlation between 
predicted and observed CTR equals . 70  (𝑝 = .17, 𝑅2 = .49) and . 70 (𝑝 = .32, 
𝑅2 = .40), respectively. Note that we used five dimensions in the regularization in 
order to make our results comparable with the original ISC method of Dmochowski et 
al. (2014).  
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3.2.2 ICA noise reduction 
 
The same analysis as for the PCA de-noised data is applied to the ICA de-noised 
data. In order to make both analyses comparable, we also use ten dimensions to 
arrive at the ICA de-noised data. 
Predictive performance. The outcomes obtained with the ICA de-noised data 
(without regularization) show some interesting results since a linear combination of 
the first three dimensions explains only 3.4% of the variance in CTR (r=.19, p=.97). 
However, when a fourth dimension is added to the prediction of CTR, the model 
explains 55.8% of the variance (r=.75, p=.23). This sizeable positive correlation with 
four dimensions is illustrated in Figure 5. 
 
Figure 5. Scatterplot of the observed values for CTR (vertical axis) versus the 
predicted CTR/weighted neural reliability estimate (horizontal axis) based on the ICA 
de-noised data, using four dimensions and without a regularization of the pooled 
auto-covariance matrix. 
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In Table 3, the regression coefficients for the prediction model with four 
predictors are displayed. From this table, it appears that only the fourth component 
significantly predicts CTR (𝛽 = −29.39, 𝑡(1) = −2.67, 𝑝 = .04). When looking at a 
model with only the fourth ISC, this dimension explains 37.57% of the variance in 
CTR and this dimension (alone) is a significant predictor (r=.61, p=.04) of CTR. 
 
Table 3. Regression coefficients, standard errors, 𝑡- and 𝑝-values for a regression 
analysis in which CTR is predicted by a weighted neural reliability estimate based on 
the first four ISC’s of the ICA de-noised data without regularization of the pooled 
auto-covariance matrix 
 Estimate Std. error t-value p-value 
Intercept .10 .01 11.10 <.001** 
ISC1 3.28 5.21 .63 .55 
ISC2 -6.29 8.02 -.78 .46 
ISC3 8.54 6.68 1.28 .25 
ISC4 -29.39 11.01 -2.67 .04* 
Note. *** = p < .001, *= p < .05 
 
No correlation is found between the unweighted neural reliability estimate and 
CTR using four (r=-.18, p=.60) or three dimensions (r=-.03, p=.93). 
ICA de-noised data with regularization. When regularizing the pooled auto-
covariance matrix using four dimensions5 , surprisingly, in contrast with the PCA de-
noised data results, an increase in the correlation between CTR and the weighted 
                                                     
 
5
 Contrary to the original ISC and PCA de-noised data method, where five dimensions are used for 
regularization, here we selected the value for K corresponding with the highest predictive performance 
since no knee can be selected in the model due to equal variances. 
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estimate of neural reliability is observed. In particular, the observed correlation 
equals . 83 (𝑝 = .10, 𝑅2 = .68) and . 78 (𝑝 = .07, 𝑅2 = .61) when using four and three 
ISC’s, respectively. From Table 4, in which the regression coefficients for the models 
with four and three ISC’s are presented, one can see that when using three 
predictors, the third ISC significantly predicts CTR (𝛽 = −17.22, 𝑡(1) = −2.94, 
𝑝 = .02). When taking four predictors, the third ISC marginally  predicts CTR (𝛽 =
−13.71, 𝑡(1) = −2.14, 𝑝 = .08). 
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Table 4. Regression coefficients, standard errors, 𝑡- and 𝑝-values for a regression 
analysis in which CTR is predicted by a weighted neural reliability estimate based on 
the first four (upper part) and three (bottom part) ISC’s of the ICA de-noised data with 
a regularization of the pooled auto-covariance matrix 
 Estimate Std. error t-value p-value 
four dimensions     
Intercept .10 .01 13.99 <.001*** 
ISC1 .79 4.61 .17 .87 
ISC2 7.95 4.99 1.60 .16 
ISC3 -13.71 6.40 -2.14 .08 
ISC4 -8.31 6.91 -1.20 .27 
     
three dimensions     
Intercept .10 .01 13.83 <.001*** 
ISC1 2.81 4.43 .63 .55 
ISC2 9.65 4.94 1.95 .09 
ISC3 -17.22 5.87 -2.94 .02* 
Note. *** = p < .001, *= p < .05 
 
In Figure 6 one can see the relation of the population CTR (vertical axis) with 
the predicted CTR (horizontal axis) based on four predictors using the ICA de-noised 
data with regularization. In this figure, a strong linear relation between population 
CTR and neural reliability is observed. 
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Figure 6. Scatterplot of the observed values for CTR (vertical axis) versus the 
predicted CTR/weighted neural reliability estimate (horizontal axis) based on the ICA 
de-noised data, using four dimensions and a regularization of the pooled auto-
covariance matrix. 
 
No correlation is found between the unweighted estimate for neural reliability 
and CTR when using four (r=-.25, p=.45) or three dimensions (r=-.02, p=.95). 
 
3.2.3 Summary 
 
To compare the so far obtained results, in Table 5, the correlation between CTR and 
neural reliability, a bootstrapped confidence interval for this correlation and a 𝑝-value 
for this correlation based on a permutation-approach is presented for the five 
methods (i.e., original ISC, PCA de-noised with and without regularization and ICA 
de-noised with and without regularization) using three and four ISC’S. For both three 
and four predictors, PCA de-noised without and ICA de-noised with regularization 
seem to outperform the original ISC-method. Both methods yield a larger correlation 
between population CTR and neural reliability when using four ISC’s instead of three.  
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Table 5. Correlation between population and observed CTR with associated 95% 
confidence interval (based on a bootstrap approach) and 𝑝-value (based on a 
permutation-approach) for the original ISC method, the PCA de-noised method with 
and without and the ICA de-noised method with and without regularization of the 
pooled auto-covariance matrix for three and four ISC’s 
Method # ISC’s Correlation 95% CI 𝒑-value 
original ISC 3 .63 [-.17,.78] .03 
method 4 .64 [-.19,.77] .03 
PCA 3 .72 [-.34, .86] .02 
 4 .81 [.04, .89] .01 
PCA with 3 ..70 [-.02, .81] .02 
regularization 4 .70 [-.01 , .82] .01 
ICA 3 .19 [-.40 , .49] .56 
 4 .75 [-.04 , .85.] .01 
ICA with 3 .78 [.31 , .86] .004 
regularization 4 .83 [.43 , .90] .001 
 
The confidence interval for PCA with four ISC’s, ICA with regularization three and 
four ISC’s does not include zero, which seems to imply that these methods 
significantly predict CTR. All approaches of noise reduction that yield a higher 
predictive performance than the original method are shown and further investigated 
in Table 6. A permutation procedure is applied to generate a distribution for the null-
hypothesis that two correlations are equal to each other and to compute the 
probability that given this null-hypothesis a difference  in correlation (i.e., new minus 
original method) is found that is as large as the observed correlation difference. 
These 𝑝-value show only non-significant results (p>.05). In addition, the confidence 
interval for this correlation difference includes zero for all the approaches. These 
non-significant findings are probably due to the very small sample size.  
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Table 6. Correlation between observed and predicted CTR, difference in this 
correlation between the original ISC method and the proposed method, 95% 
confidence interval (based on a bootstrap approach) and 𝑝-value (based on a 
permutation-approach) for this difference in correlation for all noise reduction 
methods that have a larger correlation between observed and predicted CTR than 
the original ISC method. In this table  ‘with’ stands for ‘with regularization’ and 
‘without’ is for ‘without regularization’ of the pooled auto-covariance matrix (see 
section 2.2.1). 
 
𝝆 𝝆𝒅𝒊𝒇𝒇 𝒑-value 95% CI 𝒅𝒊𝒇𝒇 
original (with) 4 dimensions .64 ---  --- 
PCA without 3 dimensions .72 .08 .43 [-0.96 , 0.19] 
PCA without 4 dimensions .81 .17 .36 [-1.09 , 0.44] 
ICA without 4 dimensions .75 .11 .41 [-1.5 , 0.69] 
ICA with 3 dimensions .78 .14 .35 [-1.29 , 0.75] 
ICA with 4 dimensions .83 .19 .33 [-1.43 , .78] 
 
No statistical significant correlations were found when three or four ISC’s were 
uniformly summed up (i.e., unweighted estimate) and therefore these results are not 
shown here. 
 
3.3 Alternative methods 
 
Here the results are described of the two alternative methods based on matrix 
correlations (i.e., Tuckers congruence and the modified RV coefficient). Both 
alternative methods were applied to (1) the original data matrices without noise 
reduction, (2) the PCA de-noised data, and (3) the ICA de-noised data. For all 
analyses, we used three and four ISC’s. We only will report results for the weighted 
neural reliability estimate as the unweighted estimate, as was the case for the 
39 
 
 
original method and the noise reduction methods (see above), did not yield any 
sizeable or significant correlation. 
 
3.3.1 Tucker’s congruence 
 
To obtain three or four ISC’s per ad, an SVD is carried out on the matrix with Tucker 
congruence values between all possible pairs of subjects, and the largest three or 
four eigenvalues are retained. Multiple regression analysis was used to test whether 
the derived neural reliability measure significantly predicts the population CTR. The 
correlation between predicted and observed CTR and the associated 𝑅2-value, 95% 
bootstrap confidence interval and permutation-based 𝑝-value are reported in Table 7. 
From this table, it appears that only for the ICA de-noised data, although not leading 
to a neural reliability measure that strongly predicts CTR, the Tucker congruence 
coefficient yields somewhat promising results (r=.64, 𝑅2=.41). The permutation-
based 𝑝-value shows that the probability of finding this correlation is very small 
(p=.03), contrary to the other methods that show non-significant results (p>.05). 
However, this method does not outperform the original method. None of the ISC’s of 
this method turned out to be a significant predictor for CTR at 𝛼 = .05. None of the 
methods showed a significant regression model (p>.05). The confidence interval for 
every approach includes zero, as one can see in Table 7.  
 
  
40 
 
 
Table 7. Correlation between population CTR and neural reliability with associated 
𝑅2-value, 95% confidence interval (based on a bootstrap approach) and 𝑝-value 
(based on a permutation-approach) for the Tucker reliability measure based on the 
original, the PCA de-noised and the ICA de-noised data using three and four ISC’s 
Dataset Predictors Correlation R-squared 95% CI 𝒑-value 
original 3 .25 .06 [-.32 , .42] .45 
data 4 .43 .19 [-.34 , .70] .19 
PCA 3 .19 .04 [-.43 , .36] .56 
de-noised 4 .40 .16 [-.39 , .78] .22 
ICA 3 .50 .25 [-.49 , .70] .12 
de-noised 4 .64 .41 [-.38 , .78] .03 
 
3.3.2 Modified RV coefficient 
 
Similar as for the Tucker congruence measure, a neural reliability estimate is 
computed using the Modified RV coefficient and this estimate is related to population 
CTR. Table 8 shows the correlation between predicted and observed CTR and the 
associated 𝑅2-value, bootstrapped confidence interval and permutation-based 𝑝-
value for the three methods using three and four dimensions. From this table, one 
can see that the modified RV estimate based on the original data and the PCA de-
noised data yields very promising results. When using four ISC’s for both data sets, 
the weighted neural reliability estimate significantly predicts CTR, whereas the 
analysis with three ISC’s yields results that are nearly significant. Using the modified 
RV estimate with the ICA de-noised data set did not show any significant result. The 
permutation-based 𝑝-value shows that the modified RV coefficient shows significant 
results when performed on all the datasets, except for the ICA de-noised data. 
Correlations and confidence intervals for these correlations show the best result 
when the CTR is predicted using four components. 
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Table 8. Correlation between population CTR and neural reliability with associated 
𝑅2-value, 95% confidence interval (based on a bootstrap approach) and 𝑝-value 
(based on a permutation-approach) for the modified RV reliability measure based on 
the original, the PCA de-noised and the ICA de-noised data using three and four 
ISC’s 
Dataset Predictors Correlation R-squared 95% CI 𝒑-value 
Original 3 .76 .58 [-.17 , .87] .01 
data 4 .89 .79 [.37 , .95] .01 
PCA 3 .74 .55 [-.22 , .85] .01 
de-noised 4 .87 .77 [.26 , .94] .002 
ICA 3 .30 .09 [-.50 , .53] .37 
de-noised 4 .46 .22 [.02 , .62] .16 
 
A multiple linear regression analysis in which CTR is predicted by an estimate 
for neural reliability based on a modified RV measure derived from the original data 
set explains 78.91% (r=.89, p=.03) of the variance in CTR when using four 
dimensions and 58% of this variance (r=.76, p=.09) when adopting three ISC’s. In 
Table 9, which presents the regression coefficients for the analysis on the original 
data with four dimensions, one can see that the fourth ISC significantly predicts CTR 
(𝛽 = −1.09, 𝑡(1) = −2.46, 𝑝 < .05), whereas no significant predictor was observed 
when only three ISC’s were used (not shown). 
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Table 9. Regression coefficients, standard errors, 𝑡- and 𝑝-values for a regression 
analysis in which CTR is predicted by a weighted neural reliability estimate based on 
four ISC computed using a modified RV measure derived from the original data 
(upper part) and the PCA de-noised data (bottom part) 
 Estimate Std. error 𝒕-value 𝒑-value 
Original data 
    
Intercept 10.85 93.29 1.16 .29 
RV1 -.27 .23 -1.15 .29 
RV2 -.44 .36 -1.24 .26 
RV3 .20 .20 1.03 .34 
RV4 -1.09 .44 -2.46 .05* 
     
PCA de-noised data     
Intercept 9.92 9.30 1.07 .33 
RV1 -.25 .23 -1.06 .33 
RV2 -.37 .35 -1.06 .33 
RV3 .20 .20 1.04 .34 
RV4 -1.10 .47 -2.35 .06 
Note. *** = p < .001, *= p < .05 
 
In Figure 7 one can see the clear positive relation between the population CTR and 
the weighted estimated for neural reliability based on a modified RV coefficient using 
the original data and retaining four dimensions. 
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Figure 7. Scatterplot of the observed values for CTR (vertical axis) versus the 
predicted CTR/weighted neural reliability estimate (horizontal axis) based on the 
modified RV coefficient derived from the original data using four dimensions. 
 
A similar regression analysis for the PCA de-noised data shows that an neural 
reliability measure based on the RV coefficient using four dimensions explains 
76.53% (r=.87, p=.04) of the variance in CTR, whereas 54.9% (r=.74, p=.12) of the 
variance is explained with three dimensions. In Table 9, one can see that, when 
retaining four ISC’s, only the regression coefficient for the third ISC is marginally 
significant from zero (𝛽 = −1.10, 𝑡(1) = −2.35, 𝑝 = .06), whereas no predictor is 
significant when three dimensions are considered. In Figure 8, the strong positive 
correlation between population and predicted CTR acquired with the modified RV on 
PCA de-noised data using four ISC’s is shown. 
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Figure 8. Scatterplot of the observed values for CTR (vertical axis) versus the 
predicted CTR/weighted neural reliability estimate (horizontal axis) based on the 
modified RV coefficient derived from the PCA de-noised data using four dimensions. 
 
3.3.3 Summary 
 
In Table 10 for the four methods based on the RV coefficient that outperformed the 
original ISC method, the correlation between observed and predicted CTR is 
presented, along with an associated confidence interval (based on a bootstrap 
approach) and 𝑝-value (based on a permutation approach) to determine whether this 
correlation differs significantly from zero. As zero is included in the bootstrap 
confidence interval, it appears that the original neural reliability estimate of 
Dmochowski et al. (2014) does not significantly predicts population CTR. Applying, 
however, the RV method to the original and the PCA de-noised data and using four 
dimensions resulted in a clearly significant correlation, which may imply that these 
RV methods clearly outperformed the original ISC method. When using three 
dimensions for the RV methods, however, the correlations were non-significant. 
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When looking at the permutation-based p-value, all methods seem to result in a 
significant correlation between neural reliability and CTR. 
 
Table 10.  
Correlation between population CTR and neural reliability, difference in this 
correlation between the original ISC method and selected novel methods and 
associated bootstrapped 95% confidence intervals and permutation-based 𝑝-values 
for the original ISC method and all alternative measures that have a larger correlation 
between observed and predicted CTR than the original ISC method 
 
correlation correlation difference 
Method 𝝆 𝒑 95% CI 𝝆𝒅𝒊𝒇𝒇 𝒑 95% CI 
original ISC method .64 .03 [-.16 , .77] --- --- --- 
RV original data 3 dim. .76 .01 [-.17 , .87] .12 .40 [-.1.8 , 56] 
RV original data 4 dim. .89 .01 [.37 , .95] .25 .29 [-0.86 , .78] 
RV PCA de-noised 3 dim. .74 .01 [-.22 , .85] .10 .41 [-.1.45 , .53] 
RV PCA de-noised 4 dim. .87 .002 [.26 , .94] .23 .30 [-1.53 , .76] 
 
In Table 10 also a bootstrap confidence interval and permutation-based 𝑝-
value is presented for the difference in prediction performance between the RV 
methods and the original ISC approach. It appears that, although some of the RV 
methods show a correlation between observed and predicted CTR that is more 
than .20 larger compared to the original ISC method, this difference in correlation 
appears not to be statistically significant. As our data set only consisted of 11 ads, 
this finding may be caused by a too small sample size.  
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Section 4. Discussion 
 
In this section, first, the results of the comparison of the various neural reliability 
measures will be presented, along with a discussion of the implications of these 
results. Next, some limitations of the current study and directions for further research 
will be sketched. We will round off this section with some concluding remarks. 
 
4.1 Summary of the results 
 
In this master thesis, various approaches to calculate neural reliability (i.e., the by a 
stimulus evoked similarity in brain activity across subjects) based on the brain data of 
a small set of subjects viewing different commercials were proposed. These 
approaches for quantifying neural reliability were further compared to each other in 
terms of how well they predicted the success of these ads in a large group of 
consumers (i.e., population). 
 
Overview of the results. A first goal of this thesis was to study the effect of 
removing noise from the original data on the ability of the original neural reliability 
measure of Dmochowski et al. (2014) to predict commercials’ success. To this end, 
two new methods that involve a noise reduction step of the EEG data before 
computing neural reliability were proposed. It appeared that by accounting for noise 
in the EEG data before the computation of the neural reliability, a measure of neural 
reliability was obtained that better predicted commercials’ success than the original 
method, which reduces noise only through a regularization of the pooled auto-
covariance matrix during the neural reliability calculations. In particular, the PCA de-
noising approach yielded a predicted Click-Through-Rate (CTR) that correlated more 
strongly with the observed CTR than was the case for the original method. Moreover, 
we found that de-noising the data with ICA combined with the proposed 
regularization technique resulted in a neural reliability measure that was even 
stronger related with the population response. A second goal of this master thesis 
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pertained to a comparison of the original estimate of neural reliability with alternative 
measures that defined neural reliability in terms of matrix correlations. The results 
showed that the modified RV coefficient computed on the original data yielded the 
best predictive performance, closely followed by the RV coefficient measure for PCA 
de-noised data. The neural reliability measures obtained with the Tucker congruence 
as matrix correlation, always yielded moderate to low correlations with CTR. In 
general, we found that the best results were acquired when using four dimensions in 
the neural reliability computations. Furthermore, although population CTR and neural 
reliability correlating strongly (i.e., more than 75% explained variance), never more 
than a single predictor was significant in the prediction of population CTR. Finally, all 
results presented above were only obtained by using the weighted neural reliability 
measure, whereas prediction performance was always bad when using the 
unweighted reliability estimate. 
 
Implications and discussion. A first observation is that, compared to the original 
method of Dmochowski et al. (2014), removing noise from the data by means of 
PCA, in general, leads to a stronger relation between population CTR and neural 
reliability. A reason for this may be that the computations of the subject-specific 
covariance matrices, which are at the heart of the original method, may be flawed as 
these covariance matrices are derived from noisy EEG data. De-noising the data with 
PCA, which boils down to focusing on the largest uncorrelated components that 
explain a maximum amount of variance in the original data, effectively removed the 
information from the computation of neural reliability that is irrelevant for predicting 
the population CTR. It should, however, be noted that regularizing the, from the PCA 
de-noised data derived pooled auto-covariance matrix, which can be considered as 
another way to remove noise from the data, resulted in a lower predictive 
performance. It appears that the extra removal (by means of regularization) of noise 
from the PCA de-noised data implies that relevant information for the prediction of 
population CTR is discarded from the data (i.e., the data are de-noised too much). 
Note that a crucial difference between regularization and de-noising the data with 
PCA is that the former is performed after the computation of the (auto-) covariance 
matrices, whereas the latter is applied before the calculation of these matrices. As a 
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consequence, it seems crucial to remove noise already in the beginning of the 
analysis, before the start of the neural reliability calculations. 
De-noising the data with ICA seems not to be as effective as using PCA, at 
least as long as no regularization of the pooled auto-covariance matrix is performed. 
A possible reason may be that ICA retrieves independent components, whereas PCA 
enforces the components only to be uncorrelated, which in most cases is not the 
same and implies a less stringent requirement (i.e., uncorrelatedness only pertains to 
second-order statistics, whereas independence also restricts all higher-order 
statistics). It may be the case that assuming independence for this (type of) data may 
not fit with the structure that is present in the data. Moreover, the independent 
components may refer to important source signals but they may also capture non-
event related background EEG activities that are not relevant for predicting CTR. As 
a consequence, when components are required to be independent, relevant 
information on neural reliability is discarded from the data that is important for 
predicting population CTR. However, when the ICA de-noised data are also 
regularized, to our surprise, very good performance results were obtained. We have 
to admit that we stay in the dark about a sensible explanation for this finding. As we 
only tested our methods on a single data set, it may be an accidental finding that is 
not generalizable to other data sets.  
A third remarkable result in our study is that for all methods in which there is a 
strong correlation between observed and predicted CTR, there is only a single 
dimension that significantly contributes to the prediction of CTR. Moreover, this 
significant dimension is never the first or second one, which are the most important 
ones in terms of capturing variance in the data, but is always a later (less important) 
one. This somewhat surprising finding points at the difference between dimension 
reduction methods, like component analysis, on the one hand, and regression 
techniques, on the other hand. Dimension reduction techniques aim at capturing with 
a few (underlying) variables as most as possible variance from the original set of 
variables. On the contrary, regression techniques search for variability in the 
predictor variable set that coincides with variability in the criterion variable. In 
general, variables that capture a lot of variance in the (predictor) data are not 
necessarily good predictors of the criterion variable. As a consequence, variables 
that are less important in terms of explained variance may be very relevant for 
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prediction, whereas important variables in a dimension reduction sense may be 
totally irrelevant for prediction purposes. Applied to the brain data, since each 
dimension represents the similarity in brain responses encountered in a specific part 
of the brain, this result implies that similarity in some brain parts may better predict 
population CTR than reliability encountered in other parts, with the relevant brain 
parts not necessarily being the parts showing the largest amount of similarity. 
A further striking finding of this study is that the computation of neural reliability 
based on the modified RV coefficient performs best in terms of prediction 
performance. Interestingly, the RV method works well when it is applied to the 
original and the PCA de-noised data, but performs poorly when used in combination 
with ICA de-noised data. Again it seems that discarding noise from the data with ICA 
results in the removal of crucial information on the similarity in brain responses as 
elicited by specific ads. Importantly, these results suggest that the modified RV 
method (with or without a PCA noise reduction step) provides a better way for 
calculating neural reliability than the original method of Dmochowski et al. (2014). A 
possible explanation for this remarkable result may pertain to the way in which the 
original method computes neural reliability. In particular, in a first step (see Section 
2.2.1), an optimal vector is sought by using the brain responses to all ads, herewith 
not taking into account that the different ads may be of a different genre and/or may 
elicit different emotions. Recently, however, Hasson, Landesman, Knappmeyer, 
Vallines, Rubin and Heeger (2008) showed that movies with different genres, or, 
applied to our data set, ads evoking different emotions, may differentially impact 
viewers’ brain responses. In this regard, Hasson et al. (2008) noted that emotional 
movies might have an effect on the emotional part of the brain, whereas thrillers often 
address other parts of the brain. Moreover, these differences in brain impact across 
different types of ads are not necessarily constant across viewers. Some viewers 
may show a very different brain response to thrillers versus emotional movies, 
whereas this difference in brain response may be smaller for other viewers. As a 
consequence, concatenating data from ads varying in genre or emotion may flaw the 
neural reliability estimate and may negatively affect the predictive performance of the 
method. On the contrary, adopting a method that looks at neural reliability for each 
ad separately, as our modified RV approach does, may circumvent the problems 
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encountered with a concatenation approach, and, as a consequence, may results in 
a neural reliability measure that better predicts population CTR. 
 
4.2 Limitations 
 
In this subsection, we will discuss some limitations of our study. 
An interesting feature of the original method for computing neural reliability by 
means of a (adapted version of) canonical correlation type of analysis (i.e., the 
original method of Dmochowski et al., 2014) is that the brain areas that are driving 
the reliability can be made visible by converting the obtained canonical variates (i.e., 
the 𝒘-vector in Section 2.2.2) to a forward model. A forward model, as shown by 
Parra et al. (2005), represents the synchronized activity in the brain region 
associated with a particular canonical correlation, which can nicely be visualized by 
means of a scalp projection (for more information, see Dmochowski et al., 2014; 
Parra et al., 2005). For the modified RV based approaches, which have been 
demonstrated to yield the best prediction performance, no such scalp projections can 
be immediately derived. As such, a disadvantage of using a matrix correlation 
approach is that it is unclear which brain regions are responsible for the observed 
similarity in brain responses across viewers. 
A second limitation of our study pertains to the sample size on which our 
conclusions are based. First of all, we only tested the proposed methods on a single 
data set. Moreover, this data set consisted of eleven ads only. Therefore, we do not 
want to claim that a neural reliability estimate based on a method that de-noises the 
data with PCA and/or that use an approach based on the modified RV coefficient 
universally will better predict population behavior. Although our results look very 
promising, justifying such a claim is only possible by demonstrating that our results 
are generalizable to other data sets that include more stimuli. Collecting such data 
sets, however, is a very time- and cost-intensive endeavor. 
Finally, a problematic aspect of our results is the fact that the weighted neural 
reliability measure, for which the optimal regression weights should be determined, 
always outperformed the unweighted reliability measure, which can be derived from 
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the data without performing an additional regression analysis. It should be noted in 
this regard that, opposite to our findings, Dmochowski et al. (2014) obtained 
promising results with the unweighted neural reliability measure. A further 
problematic aspect of our findings is that there is an incongruence in the obtained 
regression coefficients for the different methods. In particular, depending on the 
method used, a different set of regression weights is obtained. However, for the 
methods that involves the modified RV coefficient, we found similar weights for the 
original and the PCA de-noised data set. This difference in regression weights 
between the proposed methods should not come as a big surprise as the 
computations for the different methods are based on dissimilar features. For 
instance, the original method, which is based on solving a generalized eigenvalue 
problem, focuses on non-orthogonal dimensions that are the same for all ads, 
whereas the RV based methods, in which eigenvalues are acquired from the 
similarity matrix per ad, only allow for orthogonal dimensions that are ad-specific. In 
sum, the results from this study cannot immediately be translated to a typical 
prediction situation in which a neural reliability estimate is needed to predict a 
population measure in the absence of a training sample. 
 
4.3 Future research 
 
Several directions for future research could be considered. First, it should be 
demonstrated that the results regarding the predictive performance of the proposed 
methods are generalizable to a larger scale (and number) of commercials and/or 
short movies. 
Second, in order to be able to use the proposed weighted neural reliability 
measures in a prediction setting (e.g., ordering movies in terms of how successful 
they will become), the generalizability of the obtained regression equations and 
regression weights needs further to be investigated. To this end, a technique called 
cross-validation could be used. In this procedure, the ads are split into a training set 
and a test set. The regression weights are learned using only ads in the training set 
and next the same weights are used to predict the population measure for the ads in 
the test set. This procedure is repeated various times such that each ad belonged to 
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the test set a single time. As the number of ads is often quite small, the cross-
validation procedure may boil down to a leave-one-out-procedure in which each time 
exactly one ad is removed (i.e., the test set contains a single ad). 
Third, it may be worthwhile to investigate procedures for calculating neural 
reliability that are slight modifications of the procedures proposed in this thesis. A first 
modification may be to skip the first step in the method of Dmochowski et al. (2014) 
as requiring the projection vector 𝒘 to be the same for all ads may be a too stringent 
assumption. Then, as a consequence, an ad-specific projection vector should be 
used in the second step of the original procedure. A second modification may consist 
of de-noising the data by applying PCA or ICA to the data for each person 
concatenated across ads. As such, the decision on which part of the data is noise 
and which part contains important information is based on more general patterns in 
the data (i.e., directions in the data that are systematic for one ad only will be 
discarded as they do not capture much variance in the data across ads) instead of on 
more idiosyncratic ones (i.e., directions important for a single ad only). An alternative 
here would be to perform the de-noising by concatenating the data across viewers 
instead of across ads or concatenating the data across viewers and ads. Each way of 
de-noising the data will identify (and remove) other parts of the data as noise, which 
may have a considerable (positive or negative) impact on the prediction performance 
of the method. As for all methods discussed in this thesis it appeared that only the 
third or fourth dimension significantly predicted the population measure, a third 
possible modification could consist of using a larger number of dimensions in the 
(weighted or unweighted) measure for neural reliability. Related to the former 
observation, a last modification may be to somehow integrate the computation of the 
neural reliability and the regression analysis to predict the population measure, which 
are two separate steps in the methods proposed in this thesis, into a single 
procedure. As such, dimensions might be obtained that explain a lot of variance in 
the data and simultaneously are good predictors of the population measure. A cross-
validation procedure could be used to determine whether the combined model 
performs better than the sequential (two-step) procedures discussed in this thesis. 
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4.4 Conclusion 
 
This study demonstrated the importance of a noise removal step before calculating 
the ISC measure for neural reliability. Moreover, this thesis showed that, compared to 
measures related to canonical correlations, neural reliability measures that are based 
on matrix correlations may better disclose the link between neural reliability and 
population CTR. This study may be a first step in the further exploration of how 
similarities in brain responses across subjects may be used to predict the behavior of 
a large group of consumers. Further progress in this field of study may save 
companies and marketers a lot of money as the neural reliability estimates could be 
used to tell in advance which commercials will work for the targeted audience and 
which ones will not. Moreover, not only commercials or movie trailers can be selected 
by these methods, but neural reliability measures may also be used to determine, for 
instance, the best design of a new smartphone or other purposes that involve the 
prediction of behavior in large groups . We can conclude that studying the relation 
between neural reliability and population behavior is an emerging research field with 
high-stake gains both at a theoretical and an applied level. With this master thesis, 
we hope to bring a small contribution to this field.  
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