It consists of imperceptibly embedding a secret mark into the data to be protected. The mark can later be used to resolve any subsequent disputes on data ownership. This paper presents a watermarking method that embeds a watermark into each attribute of a multivariate continuous numerical dataset. This watermarking method is shown to be robust against random noise addition attacks. Data quality is assured to the extent that the watermarked data nearly preserve the attribute means and the covariance matrix from the original dataset. Our proposal is the first known watermarking system for multivariate numerical datasets with such robustness and quality properties.
Introduction
Watermarking 1 has been traditionally applied to multimedia content (e.g. still images, sound streams or video streams) in order to hide a message (e.g. the watermark) into the content.
Watermarking has a broad range of applications 2 . Intellectual property protection (IPR) is among the best-known ones: the watermark is used to prove ownership or to help tracing illegal copies of the protected data. In this application, the watermark contains owner-chosen data hidden by using a secret key 3, 4 . Even though IPR is conceivable for any kind of content, watermarking has been seldom applied to data other than multimedia (e.g. numerical or alphanumerical data). The reason is not lack of need, for there are virtually no alternative IPR approaches for those data; rather, the hindrance seems to be that there are more constraints to care about when dealing with numerical or alphanumerical data than when dealing with multimedia. For example, a number of statistics must be preserved for watermarked numerical data to stay analytically useful; typical quality requirements for numerical data are preservation of first and second-order moments for all attributes.
However, there are also similarities between numerical and multimedia watermarking: the watermark should be able to resist different kind of spiteful attacks such as additive noise, bit flipping, rounding, subsampling and so on 5 . The most important properties that a watermarking system must meet are:
(1) Imperceptibility: The alterations caused to the content by mark embedding must be imperceptible. For numerical or alphanumerical data, quality is a more appropriate term than imperceptibility: we look at preserving analytical validity of data rather than their perceptual properties. Data quality should not be reduced after watermarking, that is, statistical analyses relevant to the data users should not be substantially altered by the watermarking process. (2) Robustness: This property measures how resistant the mark is against attacks aiming at removing it or making it unrecoverable. Ideal robustness is such that alterations necessary to remove the watermark by an attacker are so large that they cause the altered data to lose their quality, i.e. their analytical validity. We prove that our system is robust against random noise addition attacks.
Contrary to what happens for multimedia watermarking, the literature on data watermarking is very scarce. The seminal contribution by Agrawal et al. 6 proposed a watermarking system for databases which is able to resist a great number of attacks but does not preserve the average nor the variance values of the original data. Recently, in 7 a watermarking system for univariate continuous data was presented; in that system, a watermark was embedded into a univariate dataset (data vector) while preserving its first and second-order moments (mean and variance). The proposal was proven to be robust against noise addition attacks.
Contribution and plan of this paper
This paper extends the proposal 7 to multivariate datasets. What we deliver here is a watermarking method such that the first and second-order moments are nearly preserved for all attributes. In a multivariate context, this means preserving not only means and variances, but also the entire covariance matrix expressing the relationships between the various attributes. Covariance preservation implies preservation of Pearson's correlations as well.
Section 2 gives an overview of the watermarking system. Mathematical background is given in Section 3. The mark embedding procedure is detailed in Section 4. Robustness against noise addition is shown in Section 5. Section 6 contains experimental results. Section 7 is a conclusion.
Watermarking System Overview
We assume that all attributes to be watermarked in the dataset are numerical and continuous. We will denote by X an n × d matrix representing an original dataset consisting of n records and d attributes. The objective of our watermarking system is to modify X into X ′ so that each of the d attributes of X ′ embeds a watermark K.
We will consider that the j-th attribute X
where s ij ∈ {−1, 1} denotes the i-th element of a pseudo-random sequence S j . Sequence S j is generated using a pseudo-random number generator G j seeded with the watermark K. As to M j , it is a positive real number that acts as a security parameter. We will discuss its selection later on. The watermarking procedure should preserve the quality of data. As said above, we require the means and the covariance matrix to be nearly preserved.
In summary, we require the watermarked dataset X ′ constructed by our method to satisfy the following constraints:
Note that Constraint (2) ensures that the watermark will be detected as described in Expression (1).
Selecting M j
A watermarking system can fail in two ways. The first one is when the watermark recovery algorithm finds a mark in a non-marked dataset, i.e. false positive. The other possibility is not to find a watermark in a marked dataset, i.e. false negative.
Since our marking system is required to meet Constraint (2), the probability of a false negative is 0 provided that X ′ has not been tampered with. This is not the case for the false positive case. It is very important to keep the false positive probability as low as possible. Otherwise, finding a watermark in a data set would not guarantee its ownership. The following lemma and corollary show how to choose M j so that the probability of false positive is less than a pre-defined ǫ. Lemma 1. Given the j-th attribute X j from a random dataset X = {x ij } and a pseudo-random binary sequence S j = {s ij }, with s ij = {−1, 1} and p(s ij = 1) = p(s ij = −1) = 1/2, it holds that
where N (µ, σ 2 ) denotes a Gaussian distribution with mean µ and variance σ 2 .
Proof. By the independence of X j and S j , we have
. Now, from the Central Limit Theorem, we have that
Corollary 1. Given an attribute X j from an original, unmarked random dataset X and a watermark K, taking
ensures that the probability of false positive is at most ǫ, that is,
Proof. We have that
. Since the normal distribution is symmetric and M j > 0, we can use the Chebyshev inequality for symmetric distributions to bound the right tail of the above normal as
We now wish to upper-bound the right-hand side of Inequality (5) by ǫ, that is,
Solving for M j yields the expression in the corollary.
Mathematical Background
Next, we explain the mathematical background on which our watermarking system is based. Specifically, we discuss preservation of means, variances and covariances.
Preserving means
Let X and X ′ be two datasets with d common attributes and n records. Let x ij , x ′ ij be the values taken by the j-th attribute for the i-th record of X and X ′ , respectively. Mean preservation for the j-th attribute can be expressed as:
If this equation holds ∀j ∈ (1 . . . d), then the means of X ′ match those of X.
Preserving variances
Let X and X ′ be two datasets with d common attributes and n records. Let x ij , x ′ ij be the values taken by the j-th attribute for the i-th record andX j ,X ′ j be the averages of the j-th attributes in X and X ′ respectively. Preserving attribute variances can be written as
For the j-th attribute, the above is equivalent to
From the previous expression, we can see that, ifX j =X ′ j (i.e. if first-order moments are preserved), and
, then the variance of corresponding j-th attributes in X and X ′ will be the same.
Preserving covariances
Considering the same datasets X and X ′ above, the preservation of the covariance between any pair 1 ≤ j < k ≤ d of attributes can be written as:
For any j, k, the above can be rewritten as
From the previous expression, we can see that ifX j =X ′ j , ∀j ∈ (1 . . . d) (firstorder moments are preserved) and
, then the covariance between the j-th and k-th attributes in X will match the corresponding one in X ′ .
Mark Embedding Procedure

Objective
The objective of our mark embedding procedure is to construct a marked dataset X ′ from X so that its attributes embed the watermark K. As explained in Section 2, this can be expressed as
We require means to be preserved. As justified in Section 3.1, this is ensured if
Once means are preserved, as justified in Section 3.2 preserving variances is ensured if
Finally, Section 3.3 shows that once means are preserved, covariances are preserved if
Optimization problem
By combining the above preservation objectives with a relaxed version of Constraint (2), mark embedding can be regarded as a constrained optimization problem:
subject to
Parameter ξ has the role of relaxing the equality constraint (2), which is necessary for the above optimization problem to be feasible. Note that relaxation is such that
As will be discussed later, this does not decrease security.
We will denote by ∆(X, X ′ ) the result of evaluating the objective function (6) between datasets X and X ′ .
Solving the optimization problem
We start with the original dataset X and values M j , j ∈ (1 . . . d). We compute the initial X ′ as
Note that all the attributes X j of X ′ contain the watermark. This is so because,
However, there is no guarantee that the means and the covariance matrix of X ′ resemble those of X, let alone match them. To that end, we use the following hill-climbing heuristic: The end condition for the above algorithms depends on a trade-off between data quality and computation time. From our experiments, we have found that the objective value ∆ decreases asymptotically with time. In other words, ∆ decreases quickly at the beginning, but, as time goes on, it decreases more and more slowly. Thus, even if a longer execution time yields a lower ∆, at some point it does not pay to spend any more computing time. Note that reaching ∆ = 0 would ensure a perfect preservation of means and the covariance matrix.
Robustness Against Noise Addition
Let us now study the effect of noise addition on watermark recovery. 
Probability of watermark removal
. Now, since E[S j ] = 0 and the optimization procedure imposes M
because s 2 ij = 1 and E[S j ] = 0. From the Central Limit Theorem, we have that Proof. We have that
In this case, we have
Note that large values for M j reduce the probability that a random noise addition attack succeeds in removing the watermark K from data.
Experimental Results
Test data set
We used two of the reference test microdata sets from the European CASC project 8 :
• The "Census" dataset contains 1080 records with 13 numerical attributes. It was used in CASC and in 9,10,11,12,13 .
• The "Tarragona" dataset contains 834 records with 13 numerical attributes. It was used in CASC and in 13,14 .
Information loss measures
Data quality after watermarking was studied using the information loss measures proposed in 15 . More exactly, the mean variation was used to mesure information loss for means (IL(X,X ′ )), variances (IL(S, S ′ )) and covariances (IL(V, V ′ )). The measure for covariances only considers nondiagonal components in the covariance matrix. Although not explicitly addressed by our marking system, data similarity between raw records IL(X, X ′ ) was also measured. In this case, we use the measure proposed in 11 . Let X and X ′ be the original and the masked data sets. Let V and V ′ be the covariance matrices of X and X ′ . Let S j denote the standard deviation of the j-th attribute of X.
Information loss for raw data is measured as
nd Information loss for means is measured as
Information loss for variances is measured as
and information loss for covariances is measured as
Numerical results on watermarked data quality
We watermarked each of the 13 attributes of both test datasets with the following parameters. We considered several probabilities of false positive ǫ = 0.1, ǫ = 0.05 and ǫ = 0.025. In all cases, a relaxation parameter ξ = 0.025 was taken. Table 1 shows the results. From Table 1 we can observe that, in general, means, variances and covariances are very well preserved since their information loss measures are close to 0. A measure 0 would indicate perfect preservation. The actual measures are nonzero because minimization of the objective function in Expression (6) is heuristic. Thus, Table 1 . Information loss measures between the original data set X and its watermarked version X ′ for ǫ = 0.1, ǫ = 0.05 and ǫ = 0.025. in general, we do not reach final zero values for the objective function: for instance, for the "Census" data set for ǫ = 0.1 we got ∆(X, X ′ ) = 0.000658, for ǫ = 0.05 we got ∆(X, X ′ ) = 0.01335, and for ǫ = 0.025 we got ∆(X, X ′ ) = 0.088585. Note that a stronger watermark (smaller ǫ) results in a watermarked data set of lower quality. This shows the tradeoff between robustness and imperceptibility that underlies watermarking.
Numerical results on attacked data quality
In this section we study the robustness of our watermarking system against Gaussian random noise addition attacks. The experiments were made on the watermarked datasets X ′ obtained in the previous section. For j = 1 to 13, we took each attribute j of the 13 watermarked attributes in X ′ and perturbed it by adding Gaussian noise
The variance σ 2 j of the noise and the probability of watermark removal are related by Corollary 2 (note that, from the distribution of D j , it holds that E[D 2 j ] = σ 2 j ). Thus, the experimental results below refer to the probability of mark removal rather than to the noise variance σ 2 j . Table 2 shows information loss measures between the watermarked set X ′ (for ǫ = 0.1) and its attacked version X ′′ through noise addition. Tables 3 and 4 show the same measures between the watermarked datasets generated for ǫ = 0.05 and ǫ = 0.025, respectively, and their corresponding attacked versions.
From Tables 2, 3 and 4 we can see that the distortion caused by noise addition is much larger than the distortion caused by mark embedding. For instance, for the "Census" data set, for X ′ with ǫ = 0.1, the noise that must be added to get a probability of mark removal close to 0.1 causes IL(X ′ , X ′′ ) = 1.96077. This value is 10.8 times IL(X, X ′ ) (distortion caused during mark embedding). This relation stays similar for the watermarked version with ǫ = 0.05 and ǫ = 0.025. The larger the probability of watermark removal, the larger the distortion that must be inflicted to data. Choosing a watermark strength that reduces the quality of X ′ to the minimum acceptable analytical validity will ensure that any attacked version is useless. Table 2 . Information loss measures between the watermarked data set X ′ (ǫ = 0.1) and its attacked version X ′′ . Table 3 . Information loss measures between the watermarked data set X ′ (ǫ = 0.05) and its attacked version X ′′ . Noise addition perturbs variances and covariances as well as means (which were nearly preserved during mark embedding). However, means suffer less alteration than second-order statistics, because the added noise has zero mean.
Note. The reason that IL(S, S ′ ) and IL(V, V ′ ) are larger for "Census" than for "Tarragona" is that the variances and covariances in the former dataset are smaller (both measures are computed as mean variations rather than as mean absolute errors).
On the influence of computation time
The optimization procedure described in Section 4.2 is a hill-climbing heuristic. This means that it works iteratively by decreasing the objective function ∆(X, X ′ ) at each iteration. Time is of great importance, since the longer the procedure iterates, the lower values for the objective function are obtained leading to better data quality Table 4 . Information loss measures between the watermarked data set X ′ (ǫ = 0.025) and its attacked version X ′′ . preservation. In this section we show the influence of time on data quality. Table 5 shows the evolution of the different data quality measures and the objective function during the execution of the hill-climbing procedure for the "Census" data set (parameter ǫ = 0.05). Figure 1 shows this evolution graphically. It can be seen that the objective function ∆(X, X ′ ) decreases asymptotically (no significant improvement is obtained after some time, so computation can be stopped at that point). 
Conclusions and Future Work
We have presented a watermarking system for multivariate continuous numerical data. Our system produces a watermarked data set that nearly preserves the means and the covariance matrix of the original data. An upper bound on the probability of watermark removal by noise addition has been derived. Empirical results show that our system is robust against random noise addition attacks in the sense that the distortion necessary to remove a watermark from data is so large that the attacked data become useless. Future research will include:
• Refining the proposed system to withstand attacks different from noise addition, such as data permutation.
• Extending the system to non-numerical data types, that is, categorical attributes.
