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Abstract
The projection method to solve the incompressible Navier-Stokes equations was
first studied by Chorin [Math. Comp., 1969] in the framework of a finite difference
method and Temam [Arch. Rational Mech. and Anal., 1969] in the framework of a
finite element method. Chorin showed convergence of approximation and its error
estimates in problems with the periodic boundary condition assuming existence of
a C5-solution, while Temam demonstrated an abstract argument to obtain a Leray-
Hopf weak solution in problems on a bounded domain with the no-slip boundary
condition. In the present paper, the authors extend Chorin’s result with full details
to obtain convergent finite difference approximation of a Leray-Hopf weak solution
to the incompressible Navier-Stokes equations on an arbitrary bounded Lipschitz
domain of R3 with the no-slip boundary condition and an external force. We prove
unconditional solvability of our implicit scheme and strong L2-convergence (up to
subsequence) under the scaling condition h3−α ≤ τ (no upper bound is necessary),
where h, τ are space, time discretization parameters, respectively, and α ∈ (0, 2]
is any fixed constant. The results contain a compactness method based on a new
interpolation inequality for step functions.
Keywords: incompressible Navier-Stokes equations; Leray-Hopf weak solution;
projection method; finite difference scheme
AMS subject classifications: 35Q30; 35D30; 65M06
1 Introduction
We consider the incompressible Navier-Stokes equations on a bounded domain of R3
vt = −(v · ∇)v + ∆v + f −∇p in (0, T ]× Ω,
∇ · v = 0 in (0, T ]× Ω,
v(0, ·) = v0 in Ω,
v = 0 on ∂Ω,
(1.1)
Ω ⊂ R3 is a bounded connected open set with a Lipschitz boundary,
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where v = v(t, x) is the velocity, p = p(t, x) is the pressure, f = f(t, x) is a given external
force, T is an arbitrary positive number, v0 is initial data and vt = ∂tv, vxj = ∂xjv, etc.,
stand for the partial (weak) derivatives of v(t, x). Let f and v0 be arbitrarily taken as
f ∈ L2loc([0,∞);L2(Ω)3), v0 ∈ L2σ(Ω).
Here, Cr0(Ω) is the family of C
r-functions : Ω → R with a compact support; Cr0,σ(Ω) :=
{v ∈ Cr0(Ω)3 | ∇ · v = 0}; H10 (Ω) is the closure of C∞0 (Ω) with respect to the norm
‖ · ‖H1(Ω); L2σ(Ω) (resp. H10,σ(Ω)) is the closure of C∞0,σ(Ω) with respect to the norm
‖ · ‖L2(Ω)3 (resp. ‖ · ‖H1(Ω)3).
A function v = (v1, v2, v3) : [0, T ] × Ω → R3 is called a Leray-Hopf weak solution of
(1.1), if
v ∈ L∞([0, T ];L2σ(Ω)) ∩ L2([0, T ];H10,σ(Ω)),
−
∫
Ω
v0(x) · φ(0, x)dx−
∫ T
0
∫
Ω
v(t, x) · ∂tφ(x, t)dxdt(1.2)
= −
3∑
j=1
∫ T
0
∫
Ω
vj(t, x)∂xjv(t, x) · φ(t, x)dxdt
−
3∑
j=1
∫ T
0
∫
Ω
∂xjv(t, x) · ∂xjφ(t, x)dxdt
+
∫ T
0
∫
Ω
f(t, x) · φ(t, x)dxdt for all φ ∈ C∞0 ([−1, T );C∞0,σ(Ω)),
where x · y := ∑3i=1 xiyi for x, y ∈ R3. Note that we have
−
3∑
j=1
∫ T
0
∫
Ω
vj(t, x)∂xjv(t, x) · φ(t, x)dxdt =
3∑
j=1
∫ T
0
∫
Ω
vj(t, x)v(t, x) · ∂xjφ(t, x)dxdt
for v ∈ L∞([0, T ];L2σ(Ω)) ∩ L2([0, T ];H10,σ(Ω)). Since the notion of Leray-Hopf weak
solutions was introduced, a vast amount of research and achievement has been made to
understand properties of the solutions (see, e.g., [17] and [21] with references therein).
In the huge literature on the Navier-Stokes equations, let us re-discuss how to prove the
existence of a Leray-Hopf solution of (1.1).
The existence of a Leray-Hopf weak solution of (1.1) was first proved by Hopf [12]
through the Galerkin approximation. After that, Ladyzhenskaya [14] developed fully-
discrete finite difference approximation (discrete in both time and space) of a Leray-Hopf
weak solution. She proposed several discretization schemes and their a priori estimates.
Her idea is to directly discretize (1.1) with an implicit formulation including p and the
divergence-free constraint. To prove convergence of the approximation, it is essential
to verify not only weak convergence of a sequence of approximate solutions but also its
strong convergence. It turns out that a proof of the strong convergence is a non-trivial
delicate issue (Ladyzhenskaya shortly announces ideas in [14], but there is no proof).
Chorin [2] developed Ladyzhenskaya’s idea by separating the divergence-free constraint
from (1.1). His idea, which is called Chorin’s projection method, is to introduce a discrete
version of the Helmholtz-Hodge decomposition and to formulate a finite difference version
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of the projected Navier-Stokes equations
vt = P(−(v · ∇)v + ∆v + f),(1.3)
where P is the Helmholtz-Hodge decomposition operator. We remark that Ladyzhen-
skaya’s scheme and Chorin’s are not equivalent because of the implicit formulation of
schemes and nonlinearity of (1.1). Chorin showed convergence and error estimates of
his scheme applied to problems on a 3-dimensional torus, assuming that there exists an
exact solution in the C5-class. The main ingredient of his convergence proof is the Tay-
lor expansion of the exact C5-solution. In [18] and [19], Temam developed fully-discrete
approximation of (1.1) in a rather abstract framework of a finite element method, which
yields a Leray-Hopf weak solution (he dealt with not only a version of Chorin’s projec-
tion method but also an artificial compressibility method). He introduced a nice trilinear
form to handle approximation of the nonlinear term in (1.1) to obtain suitable a priori
L2-estimates. Then, in order to prove strong convergence, he exploited a compactness
theorem (see Section 2 of Chapter 3 in [20]), which requires a sequence {vm}m∈N of
approximate solutions to satisfy the estimate: for some constant γ > 0 and A > 0,∫
R
|s|2γ ‖ (Ftvm)(s) ‖2L2(Ω)3 ds ≤ A for all m ∈ N,(1.4)
where Ftvm stands for the Fourier transform with respect to t of vm(t, x) extended by 0
outside [0, T ] (this is an estimate of the fractional time-derivative).
Chorin’s or Temam’s projection method has been further developed and frequently
employed in numerical analysis of the incompressible Navier-Stokes equations: We refer
to [15] for the fact that Chorin’s projection method can be interpreted as a pressure
stabilization method; Chapter 3 in [20] for semi-discrete approximation (discrete in time
and continuous in space) that is also an effective approach to construct a Leray-Hopf
weak solution; [16] for error estimates in semi-discrete approximation in the class of
strong solutions; [10] for an abstract functional analytic treatment of finite element
projection methods with error estimates in the class of strong solutions.
In this paper, we show every detail of a fully-discrete finite difference method along
Chorin’s idea, obtaining a new elementary proof of the existence of a Leray-Hopf weak
solution to (1.1). Unlike Temam’s framework, we stick to finite difference equations
directly derived from (1.1) and (1.3). Our proof tells how to solve the finite difference
equations only by four basic arithmetic operations, where one can see in a very elemen-
tary way how the incompressible Navier-Stokes equations evolve as a Leray-Hopf weak
solution. We prove that our scheme (to be implicit) is unconditionally solvable and sta-
ble, and that the scheme is strongly convergent (up to subsequence) as the space, time
discretization parameters h, τ tend to 0 under the scaling condition h3−α ≤ τ (no upper
bound is necessary), where α ∈ (0, 2] is any fixed constant. Following Chorin’s construc-
tion of the discrete Helmholtz-Hodge decomposition on a torus, we obtain a discrete
Helmholtz-Hodge decomposition operator Ph on the grid Ωh of Ω with the 0-boundary
condition both for the divergence free part and potential part. Our argument proceeds
as
1. The intermediate velocity un+
1
2 : Ωh → R3 (n = 0, 1, . . . is the time index) is ob-
tained by the discrete Navier-Stokes equations on Ωh with the boundary condition
un+
1
2 = 0 on ∂Ωh,
3
2. The end-of-step velocity un+1 : Ωh → R3 is defined as un+1 := Phun+ 12 with a
discrete Helmholtz-Hodge decomposition operator Ph.
3. The step functions uδ, vδ : [0, T ] × Ω → R3, δ = (h, τ) obtained by un, un+ 12 ,
respectively, converge weakly to a common function v ∈ L2([0, T ];H10,σ(Ω)).
4. vδ (NOT uδ) converges strongly to v, and v is a Leray-Hopf solution.
In order to prove strong convergence, we introduce a simple compactness method that
works essentially with estimates for weak convergence (no additional estimate like (1.4)
is necessary). Our method (Lemma 6.1 and Theorem 6.2 in Section 6) is based on
an interpolation inequality for a sequence of step functions, which is seen as a discrete
version of the following well-known compactness (see, e.g., Lemma 2.1 and Theorem 2.1
of Chapter 3 in [20] for more abstract statements known as the Aubin-Lions lemma; see
also [9] and [7] for discrete analogues of the Aubin-Lions lemma):
Proposition 1.1. 1. For each η > 0, there exists a constant cη such that
‖ u ‖L2(Ω)3≤ η ‖ u ‖H1(Ω)3 +cη ‖ u ‖H1(Ω)3∗ for all u ∈ H10,σ(Ω),(1.5)
where H1(Ω)3∗ is the dual space of H1(Ω)3.
2. Suppose that {vm}m∈N is a bounded sequence of Lα([0, T ];H10,σ(Ω)) and {∂tvm}m∈N
is a bounded sequence of Lβ([0, T ];H10,σ(Ω)
∗) for some 1 < α, β < ∞. Then,
{vm}m∈N contains a subsequence that is convergent in Lα([0, T ];L2(Ω)3).
In compactness arguments for discrete problems, the essential points are how to choose
discrete analogue of H10,σ(Ω) and how to estimate the discrete time derivative, which
depends highly on schemes. In our case, difficulty is that functions of the discrete
divergence free constraint do not belong to H10,σ(Ω) and the constraint varies along with
the mesh size; Moreover, we face the absence of discrete L2([0, T ];H1(Ω)3)-bound of un
(this is because Ph and discrete differentiation are not commutative). Nevertheless, we
manage to prove strong convergence of the intermediate velocity un+
1
2 by means of the
facts that un+
1
2 has discrete L2([0, T ];H1(Ω)3)-bound and that un+
1
2 is asymptotically
divergence free as h, τ → 0 even though it is not discrete divergence free. We show
a sequence-wise discrete version of (1.5) (i.e., we look for cη for each given sequence).
Thanks to the highly specialized form of our interpolation inequality, the discrete time
derivative can be easily estimated through our difference equations and estimates for
weak convergence. It seems that compactness argument with our interpolation inequality
is widely applicable to a proof of convergence of fully discrete numerical schemes.
We assume that the boundary of Ω is Lipschitz, because we need to use the following
fact (see, e.g., Theorem 1.6 and Remark 1.7 of Chapter 1 in [20]):
Proposition 1.2. Let Ω ⊂ R3 be a bounded open set with a Lipschitz boundary ∂Ω.
Then, H10,σ(Ω) coincides with H˜
1
0,σ(Ω) := {v ∈ H10 (Ω)3 | ∇ · v = 0}.
Unlike Galerkin approximation, our method constructs a Leray-Hopf solution by a limit
of sequences of step functions compactly supported in Ω with a discrete divergence-free
constraint. Hence, the direct consequence about regularity is that the limit function
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belongs to L2([0, T ]; H˜10,σ(Ω)) ∩ L∞([0, T ];L2(Ω)3). If Ω is a bounded Lipschitz domain,
Proposition 1.2 yields the necessary regularity for the limit to be a Leray-Hopf solution.
Chorin uses the central difference to define the discrete gradient and divergence at
each grid point, which is convenient to obtain higher accuracy through the Taylor ex-
pansion. We use the forward difference for the gradient and the backward difference for
the divergence (see Section 2), which simplifies the whole argument (e.g., this allows us
to have the 0-boundary condition to the potential part instead of the 0-mean condition
in our discrete Helmholtz-Hodge decomposition). Minor modification of our argument
yields similar results with the central difference.
We briefly discuss outlook of our result and related recent works. First of all we
remark that the purpose of mathematical analysis of numerical methods is not only
to provide actual computational techniques in practical situations but also to provide
mathematical tools to establish rigorous results such as existence and uniqueness of
solutions for (highly) nonlinear problems. We summarize the following three points as
outlook of numerical analysis of the Navier-Stokes equations:
(i) In principle, since uniqueness of a Leray-Hopf weak solution is an open problem,
a new existence proof might imply new knowledge on Leray-Hopf weak solutions,
namely a new method might or might not capture a Leray-Hopf weak solution
which is different from the ones obtained by Hopf, Temam or Caffarelli-Kohn-
Nirenberg in [1] (cf. issues on the (partial) regularity of Leray-Hopf weak solutions),
(ii) Due to its simple structure, discretization methods could provide new insight into
(1.1) which is not visible from purely analytical methods,
(iii) Mathematical analysis on numerical methods WITHOUT assuming existence of
any exact solution is an effective approach to establish mathematical or computa-
tional theories of more complicated Navier-Stokes systems such as incompressible
or compressible systems with other kinds of boundary condition, a free surface,
multiple phases, multiple species (flow of mixture), etc.
Related to (i) and (ii), we refer to [7] for another way to construct a Leray-Hopf weak
solution, where it is proved that the MAC scheme applied to (1.1) (Ω is restricted to
parallelepipeds there) is convergent to a Leray-Hopf weak solution. In [11], the unique-
ness of Leray-Hopf solutions is investigated through a numerical approach, though more
substantial analysis is required to upgrade the result to a computer-assisted proof. Re-
lated to (iii), we refer to [13], [4] and [8] for convergence proofs of numerical schemes
applied to the compressible Navier-Stokes equations in the class of weak solutions and
[6] for that in the class of measure-valued solutions; [3] and [5] for numerical methods of
the full Navier-Stokes-Fourier system.
In Section 2, we give a discrete Helmholtz-Hodge decomposition operator. In Section
3, we discretize (1.1) with the decomposition operator in an implicit form and prove
unconditional solvability of the discrete problem. In Section 4, we show a priori L2-
estimates. In Section 5, we discuss weak convergence of the difference solutions. In
Section 6, we demonstrate a new interpolation inequality and prove strong convergence
by means of weak convergence. In Section 7, we conclude the paper by proving that
the difference solutions converge to a Leary-Hopf weak solution (up to subsequence).
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In Appendix, we show continuous interpolation of a function defined on a grid and a
discrete Poincare´ type inequality.
Acknowledgement. The second author is supported by JSPS Grant-in-aid for Young
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2 Discrete Helmholtz-Hodge decomposition
Consider the grid hZ3 := {(hz1, hz2, hz3) | z1, z2, z3 ∈ Z} with the mesh size h > 0.
Let e1, e2, e3 be the standard basis of R3. The boundary of B ⊂ hZ3 is defined as
∂B := {x ∈ B | {x± hei | i = 1, 2, 3} 6⊂ B}.
Let Ω ⊂ be a bounded, open, connected subset of R3 with a Lipschitz boundary ∂Ω.
Set
Ch(x) := [x1 − h
2
, x1 +
h
2
)× [x2 − h
2
, x2 +
h
2
)× [x3 − h
2
, x3 +
h
2
).
Our discretization of (1.1) will take place on the set
Ωh := {x ∈ Ω ∩ hZ3 | C4h(x) ⊂ Ω}.
Define the discrete derivatives of a function φ : Ωh → R as
D+i φ(x) :=
φ(x+ hei)− φ(x)
h
, D−i φ(x) :=
φ(x)− φ(x− hei)
h
,
D2i φ(x) :=
φ(x+ hei) + φ(x− hei)− 2φ(x)
h2
for each x ∈ Ωh, where we always assume that φ is extended to be 0 outside Ωh, i.e.,
φ(x + hei) = 0 (resp. φ(x − hei) = 0) if x + hei 6∈ Ωh (resp. φ(x − hei) = 0). For
x, y ∈ Rd, set x · y := ∑di=1 xiyi, |x| := √x · x. Define the discrete gradient D and the
discrete divergence D· for functions φ : Ωh → R and w = (w1, w2, w3) : Ωh → R3 with
0-extension as
Dφ(x) := (D+1 φ(x), D+2 φ(x), D+3 φ(x)), D · w(x) := D−1 w1(x) +D−2 w2(x) +D−3 w3(x)
for each x ∈ Ωh. Note that Chorin [2] uses the central difference φ(x+hei)−φ(x−hei)2h for the
discrete gradient and divergence.
Lemma 2.1. For φ : Ωh → R and w : Ωh → R3 with φ|∂Ωh = 0 and w|∂Ωh = 0, we have∑
x∈Ωh\∂Ωh
w(x) · Dφ(x) = −
∑
x∈Ωh\∂Ωh
(D · w(x))φ(x).
Proof. Due to the boundary condition of w and φ, we have∑
x∈Ωh\∂Ωh
w(x) · Dφ(x) =
∑
x∈Ωh\∂Ωh
3∑
i=1
wi(x)
φ(x+ hei)− φ(x)
h
=
∑
x∈Ωh\∂Ωh
3∑
i=1
1
h
(
wi(x− hei)φ(x)− wi(x)φ(x)
)
= −
∑
x∈Ωh\∂Ωh
(D · w(x))φ(x).
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We consider decomposition of a function u : Ωh → R3 of the form u = w + Dφ with
D · w = 0. In our decomposition, we ask the 0-boundary condition also to φ instead of
the 0-mean condition.
Theorem 2.2. For each function u : Ωh → R3, there exist unique functions w : Ωh → R3
and φ : Ωh → R such that
D · w = 0, w +Dφ = u on Ωh \ ∂Ωh; w = 0, φ = 0 on ∂Ωh,(2.1)
where u does not necessarily need to vanish on ∂Ωh.
Proof. Our argument will show how to construct w and φ. We label each point of
Ωh \ ∂Ωh as Ωh \ ∂Ωh = {x1, x2, . . . , xa}. Introduce y, α ∈ R4a as
y =
(
w1(x
1), . . . , w1(x
a), w2(x
1), . . . , w2(x
a), w3(x
1), . . . , w3(x
a), φ(x1), . . . , φ(xa)
)
,
α =
(
0, . . . , 0, u1(x
1), . . . , u1(x
a), u2(x
1), . . . , u2(x
a), u3(x
1), . . . , u3(x
a)
)
.
Then, the equations D ·w = 0, w+Dφ = u on Ωh \ ∂Ωh with the 0-boundary condition
of w and φ give a 4a-system of linear equations, which is denoted by Ay = α with a
4a×4a-matrix A. Note that A is independent of u. Our assertion holds, if A is invertible.
To prove invertibility of A, we show that Ay = 0 if and only if y = 0. There is at least
one y satisfying Ay = 0. Then, we obtain at least one pair w, φ satisfying (2.1)|u=0. By
Lemma 2.1, we see that
∑
x∈Ωh\∂Ωh w(x) · Dφ(x) = 0. Hence, (2.1)|u=0 yields∑
x∈Ωh\∂Ωh
|w(x)|2 = 0,
∑
x∈Ωh\∂Ωh
|Dφ(x)|2 = 0.
Therefore, w = 0 on Ωh and Dφ = 0 on Ωh \ ∂Ωh. The latter equality implies φ = 0 on
Ωh due to the 0-boundary condition. Thus, A is invertible.
Suppose that there are two pairs w, φ and w˜, φ˜ which satisfy (2.1). Then, we see that
w − w˜, φ − φ˜ yields the unique trivial solution of Ay = 0. Therefore, we conclude that
w = w˜ and φ = φ˜.
Definition. Define the discrete Helmholtz-Hodge decomposition operator Ph for each
function u : Ωh → R3 as
Phu := w (w is the one mentioned in Theorem 2.2).
Theorem 2.3. We have the following estimates in regards to the decomposition u =
Phu+Dφ:∑
x∈Ωh
|Phu(x)|2 ≤
∑
x∈Ωh\∂Ωh
|u(x)|2,
∑
x∈Ωh\∂Ωh
|Dφ(x)|2 ≤
∑
x∈Ωh\∂Ωh
|u(x)|2,
∑
x∈Ωh
|φ(x)|2 ≤ A
∑
x∈Ωh\∂Ωh
|Dφ(x)|2 ≤ A
∑
x∈Ωh\∂Ωh
|u(x)|2,
where A > 0 is a constant depending only on Ω. Furthermore, if u|∂Ωh = 0, we have∑
x∈Ωh\∂Ωh
|u(x)− Phu(x)|2 ≤ A
∑
x∈Ωh\∂Ωh
|D · u(x)|2.(2.2)
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Proof. By Lemma 2.1, we have∑
x∈Ωh\∂Ωh
|u(x)|2 =
∑
x∈Ωh\∂Ωh
(Phu(x) +Dφ(x)) · (Phu(x) +Dφ(x))
=
∑
x∈Ωh\∂Ωh
|Phu(x)|2 +
∑
x∈Ωh\∂Ωh
|Dφ(x)|2,
which yields the first and second inequalities. The third one follows from the discrete
Poincare´ type inequality proved in Appendix 2. We prove the last one. By Lemma 2.1
and the discrete Poincare´ type inequality, we have∑
x∈Ωh\∂Ωh
|u(x)− Phu(x)|2 =
∑
x∈Ωh\∂Ωh
|Dφ(x)|2
=
( ∑
x∈Ωh\∂Ωh
|u(x)− Phu(x)|2
) 1
2
( ∑
x∈Ωh\∂Ωh
|Dφ(x)|2
) 1
2
=
∑
x∈Ωh\∂Ωh
(u(x)− Phu(x)) · Dφ(x)
= −
∑
x∈Ωh\∂Ωh
(D · u(x))φ(x) ≤
( ∑
x∈Ωh\∂Ωh
|D · u(x)|2
) 1
2
( ∑
x∈Ωh\∂Ωh
|φ(x)|2
) 1
2
≤
( ∑
x∈Ωh\∂Ωh
|D · u(x)|2
) 1
2
(
A
∑
x∈Ωh\∂Ωh
|Dφ(x)|2
) 1
2
.
3 Discrete problem
We discretize (1.1) with the discretization parameter τ > 0 for time and h > 0 for
space on Ωh introduced in Section 2. Let Tτ ∈ N be such that T ∈ [τTτ , τTτ + τ).
Let v0 = (v01, v
0
2, v
0
3) ∈ L2σ(Ω) and let f = (f1, f2, f3) ∈ L2loc([0,∞);L2(Ω)3). Define
u˜0 = (u˜01, u˜
0
2, u˜
0
3) : Ωh → R3 and fn+1 = (fn+11 , fn+12 , fn+13 ) : Ωh → R3, n = 0, 1, · · · , Tτ−1
as
u˜0i (x) :=

h−3
∫
Ch(x)
v0i (y)dy, x ∈ Ωh \ ∂Ωh,
0 otherwise,
fn+1i (x) := τ
−1h−3
∫ τ(n+1)
τn
∫
Ch(x)
fi(t, y)dydt, x ∈ Ωh,
For each n = 0, 1, . . . , Tτ , define functions u
n = (un1 , u
n
2 , u
n
3 ) : Ωh → R3 and un+
1
2 =
(u
n+ 1
2
1 , u
n+ 1
2
2 , u
n+ 1
2
3 ) : Ωh → R3 in the following manner:
u0 = Phu˜
0,(3.1)
u
n+ 1
2
i (x)− uni (x)
τ
= −
3∑
j=1
unj (x− hej)D+j un+
1
2
i (x− hej) + unj (x)D+j un+
1
2
i (x)
2
(3.2)
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+
3∑
j=1
D2ju
n+ 1
2
i (x) + f
n+1
i (x), x ∈ Ωh \ ∂Ωh, i = 1, 2, 3,
u
n+ 1
2
i (x) = 0, x ∈ ∂Ωh,(3.3)
un+1 = Phu
n+ 1
2 ,(3.4)
where (3.1)-(3.4) are recurrence equations in an implicit form. As we will see below, our
form of the nonlinear terms means a lot in a priori L2-estimates of the nonlinear term.
The presence of ±hej in the nonlinear terms is originally seen in the pioneering works
by Ladyzhenskaya (see [14]).
For functions u,w : Ωh → R3 or R, we define the discrete L2-inner product and norm
as
(u,w)Ωh :=
∑
x∈Ωh
u(x) · w(x)h3, ‖ u ‖Ωh :=
√
(u, u)Ωh .
We prove unconditional solvability of the equations (3.2)-(3.3) with respect to un+
1
2 .
Chorin [2] proved conditional solvability of his original scheme with a scale depending
on the maximum norm of un.
Theorem 3.1. Suppose that un : Ωh → R3 satisfies D · un = 0 on Ωh \ ∂Ωh and un = 0
on ∂Ωh. Then, the equation (3.2)-(3.3) is uniquely solvable with respect to u
n+ 1
2 for any
mesh size h, τ .
Proof. We label the elements of Ωh \ ∂Ωh as x1, x2, . . . , xa. Introduce y, α ∈ R3a as
y :=
(
u
n+ 1
2
1 (x
1), . . . , u
n+ 1
2
1 (x
a), u
n+ 1
2
2 (x
1), . . . , u
n+ 1
2
2 (x
a), u
n+ 1
2
3 (x
1), . . . , u
n+ 1
2
3 (x
a)
)
,
α :=
(
un1 (x
1) + τfn+11 (x
1), . . . , un1 (x
a) + τfn+11 (x
a), un2 (x
1) + τfn+12 (x
1),
. . . , un2 (x
a) + τfn+12 (x
a), un3 (x
1) + τfn+13 (x
1), . . . , un3 (x
a) + τfn+13 (x
a)
)
.
Then, (3.2)-(3.3) are equivalent to the linear equations
A(un;h, τ)y = α,
where A(un;h, τ) is a 3a× 3a-matrix depending on un, h, τ .
We prove that the matrix A(un;h, τ) is invertible if un satisfies D ·un = 0 in Ωh \∂Ωh.
For this purpose, we check thatA(un;h, τ)y = 0 has the unique solution y = 0. Let y = y0
be a solution of A(un;h, τ)y = 0. Then, we have un+
1
2 : Ωh → R3 with un+ 12 |∂Ωh = 0
such that
u
n+ 1
2
i (x) = −τ
3∑
j=1
unj (x− hej)D+j un+
1
2
i (x− hej) + unj (x)D+j un+
1
2
i (x)
2
+τ
3∑
j=1
D2ju
n+ 1
2
i (x), x ∈ Ωh \ ∂Ωh, i = 1, 2, 3.
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Then, we have
(un+
1
2 , un+
1
2 )Ωh = ‖ un+
1
2 ‖2Ωh
= −τ
2
3∑
i,j=1
∑
x∈Ωh\∂Ωh
(
unj (x− hej)D+j un+
1
2
i (x− hej)
+unj (x)D
+
j u
n+ 1
2
i (x)
)
u
n+ 1
2
i (x)h
3
+τ
3∑
i,j=1
∑
x∈Ωh\∂Ωh
D2ju
n+ 1
2
i (x)u
n+ 1
2
i (x)h
3.
Here, the above two summations are denoted by (i), (ii), respectively. Noting the 0-
boundary condition of un+
1
2 , we have
(i) =
3∑
i,j=1
∑
x∈Ωh\∂Ωh
(
unj (x− hej)
u
n+ 1
2
i (x)− un+
1
2
i (x− hej)
h
+unj (x)
u
n+ 1
2
i (x+ he
j)− un+
1
2
i (x)
h
)
u
n+ 1
2
i (x)h
3
=
3∑
i,j=1
∑
x∈Ωh\∂Ωh
−u
n
j (x)− unj (x− hej)
h
u
n+ 1
2
i (x)
2h3
+
3∑
i,j=1
∑
x∈Ωh
1
h
unj (x)u
n+ 1
2
i (x+ he
j)u
n+ 1
2
i (x)h
3
−
3∑
i,j=1
∑
x∈Ωh
1
h
unj (x− hej)un+
1
2
i (x− hej)un+
1
2
i (x)h
3.
Shifting x to x+ hej in the last summation, we obtain
(i) = −
∑
x∈Ωh\∂Ωh
(D · un(x))|un+ 12 (x)|2h3.
Similarly, we obtain
(ii) =
3∑
i,j=1
∑
x∈Ωh\∂Ωh
u
n+ 1
2
i (x+ he
j)− 2un+
1
2
i (x) + u
n+ 1
2
i (x− hej)
h2
u
n+ 1
2
i (x)h
3
=
3∑
i,j=1
∑
x∈Ωh\∂Ωh
u
n+ 1
2
i (x+ he
j)− un+
1
2
i (x)
h2
u
n+ 1
2
i (x)h
3
−
3∑
i,j=1
∑
x∈Ωh\∂Ωh
u
n+ 1
2
i (x)− un+
1
2
i (x− hej)
h2
u
n+ 1
2
i (x)h
3
=
3∑
i,j=1
∑
x∈Ωh
u
n+ 1
2
i (x+ he
j)− un+
1
2
i (x)
h2
u
n+ 1
2
i (x)h
3
10
−
3∑
i,j=1
∑
x∈Ωh
u
n+ 1
2
i (x+ he
j)− un+
1
2
i (x)
h2
u
n+ 1
2
i (x+ he
j)h3
= −
3∑
j=1
‖ D+j un+
1
2 ‖2Ωh≤ 0.
Hence, the discrete divergence free constraint of un implies
‖ un+ 12 ‖2Ωh +τ
3∑
j=1
‖ D+j un+
1
2 ‖2Ωh= 0.
Thus, we conclude that un+
1
2 = 0 and y0 = 0.
4 L2-estimate
In this section, we obtain several L2-estimates. Recall that v0 is taken from L2σ(Ω) and
f from L2loc([0,∞);L2(Ω)3). We observe that
u˜0i (x)
2h3 =
(
h−3
∫
Ch(x)
v0i (y)dy
)2
h3 ≤ h−3
{(∫
Ch(x)
1dy
) 1
2
(∫
Ch(x)
v0i (y)
2dy
) 1
2
}2
=
∫
Ch(x)
v0i (y)
2dy.
Hence, with Theorem 2.3, we see that u0 = Phu˜
0 satisfies
‖ u0 ‖Ωh≤‖ u˜0 ‖Ωh≤‖ v0 ‖L2(Ω)3 .
Similar calculation yields
n∑
m=0
‖ fm+1 ‖2Ωh τ ≤‖ f ‖2L2([0,τ(n+1)];L2(Ω)3)≤‖ f ‖2L2([0,T ];L2(Ω)3), 0 ≤ n < Tτ
Theorem 4.1. The discrete problem (3.1)-(3.4) is uniquely solvable with the following
estimates for n = 0, 1, . . . , Tτ − 1:
‖ un+ 12 ‖Ωh ≤ ‖ un ‖Ωh + ‖ fn+1 ‖Ωh τ,(4.1)
‖ un+1 ‖Ωh ≤ ‖ u0 ‖Ωh +
Tτ∑
m=0
‖ fm+1 ‖Ωh τ(4.2)
≤ ‖ v0 ‖L2(Ω)3 +
√
T ‖ f ‖L2([0,T ];L2(Ω)3),
‖ un+1 ‖2Ωh ≤ ‖ u0 ‖2Ωh −
n∑
m=0
( 3∑
j=1
‖ D+j um+
1
2 ‖2Ωh
)
τ(4.3)
+2
n∑
m=0
‖ um ‖Ωh‖ fm+1 ‖Ωh τ +
n∑
m=0
‖ fm+1 ‖2Ωh τ 2.
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Proof. By Theorem 3.1 and (i)-(ii) in its proof, (3.1)-(3.4) is uniquely solvable with
‖ un+ 12 ‖2Ωh ≤ (un, un+
1
2 )Ωh −
3∑
j=1
‖ D+j un+
1
2 ‖2Ωh τ + (fn+1, un+
1
2 )Ωhτ
≤‖ un+1 ‖Ωh‖ un+
1
2 ‖Ωh + ‖ fn+1 ‖Ωh‖ un+
1
2 ‖Ωh τ.
Hence, we obtain
‖ un+ 12 ‖Ωh ≤ ‖ un ‖Ωh + ‖ fn+1 ‖Ωh τ,
‖ un+1 ‖Ωh = ‖ Phun+
1
2 ‖Ωh≤‖ un+
1
2 ‖Ωh≤‖ un ‖Ωh + ‖ fn+1 ‖Ωh τ,
‖ un+1 ‖2Ωh ≤ ‖ un+
1
2 ‖2Ωh
≤ ‖ un ‖Ωh‖ un+
1
2 ‖Ωh −
3∑
j=1
‖ D+j un+
1
2 ‖2Ωh τ+ ‖ fn+1 ‖Ωh‖ un+
1
2 ‖Ωh τ
≤ ‖ un ‖2Ωh −
3∑
j=1
‖ D+j un+
1
2 ‖2Ωh τ + 2 ‖ un ‖Ωh‖ fn+1 ‖Ωh τ
+ ‖ fn+1 ‖2Ωh τ 2.
These inequalities imply (4.1)-(4.3).
5 Weak convergence
Set δ = (h, τ) and
C+h (x) := Ch(x+
h
2
e1 +
h
2
e2 +
h
2
e3) = [x1, x1 + h)× [x2, x2 + h)× [x3, x3 + h).
For the solution un, un+
1
2 of (3.1)-(3.4), define the step functions uδ : [0, T ] × Ω → R3,
vδ, w
i
δ : [0, T ]× Ω→ R3, i = 1, 2, 3 as
uδ(t, x) :=
{
un(y) for t ∈ [nτ, nτ + τ), x ∈ C+h (y), y ∈ Ωh,
0 otherwise,
vδ(t, x) :=
{
un+
1
2 (y) for t ∈ [nτ, nτ + τ), x ∈ C+h (y), y ∈ Ωh,
0 otherwise,
wiδ(t, x) :=
{
D+i u
n+ 1
2 (y) for t ∈ [nτ, nτ + τ), x ∈ C+h (y), y ∈ Ωh,
0 otherwise,
where n = 0, 1, . . . , Tτ . In the rest of our argument, the statement “there exists a
sequence δ → 0 ...” means “there exists a sequence δl = (hl, τl) with hl, τl ↘ 0 as l→∞
...”. The next theorem states weak convergence of the above step functions.
Theorem 5.1. There exists a sequence δ → 0 and a function v ∈ L2([0, T ];H10,σ(Ω)) for
which the following weak convergence holds:
uδ ⇀ v in L
2([0, T ];L2(Ω)3) as δ → 0,(5.1)
vδ ⇀ v in L
2([0, T ];L2(Ω)3) as δ → 0,(5.2)
wiδ ⇀ ∂xiv in L
2([0, T ];L2(Ω)3) as δ → 0 (i = 1, 2, 3).(5.3)
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Proof. Due to Theorem 4.1, {uδj}, {vδj}, {wiδj} (i, j = 1, 2, 3) are bounded in the
Hilbert space L2([0, T ];L2(Ω)). Hence, there exists a sequence δ → 0 and functions
u = (u1, u2, u3), v = (v1, v2, v3), w
i = (wi1, w
i
2, w
i
3) ∈ L2([0, T ];L2(Ω)3) such that
uδj ⇀ uj, vδj ⇀ vj, w
i
δj ⇀ w
i
j in L
2([0, T ];L2(Ω)3) as δ → 0 (i, j = 1, 2, 3).
We prove u = v. For each φ ∈ C∞([0, T ];C∞0 (Ω)3), we have
(u− v, φ)L2([0,T ];L2(Ω)3) = (u− uδ, φ)L2([0,T ];L2(Ω)3) + (uδ − vδ, φ)L2([0,T ];L2(Ω)3)
+(vδ − v, φ)L2([0,T ];L2(Ω)3).
The first and third terms go to 0 as δ → 0. Hence, we may conclude u = v by proving
(uδ − vδ, φ)L2([0,T ];L2(Ω)3) → 0 as δ → 0. In fact, setting φn(·) := φ(τn, ·) and noting that
φ(t, ·) is compactly supported in Ω (therefore, φ(t, ·) = 0 on ∂Ωh for sufficiently small
h > 0), we have
|(uδ − vδ, φ)L2([0,T ];L2(Ω)3)| ≤
Tτ−1∑
n=0
|(un+ 12 − un, φn)Ωh|τ +O(h),
Tτ−1∑
n=0
|(un+ 12 − un, φn)Ωh|τ
=
Tτ−1∑
n=0
∣∣∣− τ
2
3∑
j=1
(
unj (· − hej)D+j un+
1
2 (· − hej) + unj (·)D+j un+
1
2 (·), φn
)
Ωh
+τ
3∑
j=1
(D2ju
n+ 1
2 , φn)Ωh + τ(f
n+1, φn)Ωh
∣∣∣τ
≤ τ
2
max
[0,T ]×Ω,i
|φi(t, x)|
Tτ−1∑
n=0
3∑
i,j=1
(‖ unj ‖2Ωh + ‖ D+j u
n+ 1
2
i ‖2Ωh)τ
+
τ
2
Tτ−1∑
n=0
3∑
i,j=1
(‖ D+j un+
1
2
i ‖2Ωh + ‖ D+j φni ‖2Ωh)τ +
τ
2
Tτ−1∑
n=0
(‖ fn+1 ‖2Ωh + ‖ φn ‖2Ωh)τ
= O(τ)→ 0 as δ → 0,
due to Theorem 4.1.
We prove ∂xiv = w
i. For each φ ∈ C∞0 ((0, T );C∞0 (Ω)), setting φn(·) := φ(τn, ·), we
observe that
∑
y∈Ωh
D+i u
n+ 1
2
j (y)φ
n(y)h3 =
∑
y∈Ωh
u
n+ 1
2
j (y + he
i)− un+
1
2
j (y)
h
φn(y)h3
=
∑
y∈Ωh
u
n+ 1
2
j (y + he
i)φn(y)− un+
1
2
j (y + he
i)φn(y + hei)
h
h3
= −
∑
y∈Ωh
u
n+ 1
2
j (y + he
i)D+i φ
n(y)h3
= −
∑
y∈Ωh
u
n+ 1
2
j (y)D
+
i φ
n(y − hei)h3.
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Hence, noting the regularity of φ and Theorem 4.1, we have
(wiδj, φ)L2([0,T ];L2(Ω)) =
Tτ−1∑
n=0
∑
y∈Ωh
D+i u
n+ 1
2
j (y)(φ
n(y) +O(h))h3τ
=
Tτ−1∑
n=0
∑
y∈Ωh
D+i u
n+ 1
2
j (y)φ
n(y)h3τ +O(h)
= −
Tτ−1∑
n=0
∑
y∈Ωh
u
n+ 1
2
j (y)D
+
i φ
n(y)h3τ +O(h),
(vδj, ∂xiφ)L2([0,T ];L2(Ω)) =
Tτ−1∑
n=0
∑
y∈Ωh
u
n+ 1
2
j (y)(D
+
i φ
n(y) +O(h))h3τ
=
Tτ−1∑
n=0
∑
y∈Ωh
u
n+ 1
2
j (y)D
+
i φ
n(y)h3τ +O(h).
Therefore, the weak convergence implies (vj, ∂xiφ)L2([0,T ];L2(Ω)) = −(wij, φ)L2([0,T ];L2(Ω)) for
any φ ∈ C∞0 ((0, T );C∞0 (Ω)).
We prove ∇ · v(t, ·) = 0 a.e. t ∈ [0, T ] in the sense of the weak derivative. For each
φ ∈ C∞0 ((0, T );C∞0 (Ω)), we have φ = 0 on a neighborhood of ∂Ω for all sufficiently small
h > 0. Hence, with Lemma 2.1 and φn(·) := φ(τn, ·), we have
0 =
Tτ−1∑
n=0
∑
y∈Ωh
D · un(y)φn(y)h3τ = −
Tτ−1∑
n=0
∑
y∈Ωh
un(y) · Dφn(y)h3τ
= −
3∑
i=1
(uδi, ∂xiφ)L2([0,T ];L2(Ω)) +O(h)→ −
3∑
i=1
(vi, ∂xiφ)L2([0,T ];L2(Ω)) as δ → 0.
Therefore, we obtain (∇ · v, φ)L2([0,T ];L2(Ω)) = −
∑3
i=1(vi, ∂xiφ)L2([0,T ];L2(Ω)) = 0 for any
φ ∈ C∞0 ((0, T );C∞0 (Ω)). Up to now, we proved v ∈ L2([0, T ];H1(Ω)3) and ∇ · v = 0 a.e.
t ∈ [0, T ].
We prove v ∈ L2([0, T ];H10 (Ω)3). Let v˜nδ : Ω → R3 be the Lipschitz interpolation of
un+
1
2 by means of Appendix (1) and let v˜δ : [0, T ]×Ω→ R3 be defined as v˜δ(t, ·) := v˜nδ (·)
for t ∈ [τn, τn+ τ) ∩ [0, T ]. Note that
v˜δ ∈ L2([0, T ];H10 (Ω)3), ‖ v˜δ − vδ ‖L2([0,T ];L2(Ω)3)= O(h), ‖ ∂xi v˜δ ‖L2([0,T ];L2(Ω)3)≤ K
for i = 1, 2, 3, where K is a constant independent from δ. Hence, taking a subsequence
if necessary, we see that v˜δ ⇀ v in L
2([0, T ];L2(Ω)3) as δ → 0 and that there exists
w˜i ∈ L2([0, T ];L2(Ω)3) such that ∂xi v˜δ ⇀ w˜i in L2([0, T ];L2(Ω)3) as δ → 0 for i = 1, 2, 3.
Since (∂xi v˜δj, φ)L2([0,T ];L2(Ω)) = −(v˜δj, ∂xiφ)L2([0,T ];L2(Ω)) for any φ ∈ C∞((0, T ]);C∞0 (Ω)),
we have (w˜ij, φ)L2([0,T ];L2(Ω)) = −(vj, ∂xiφ)L2([0,T ];L2(Ω)) and w˜i = ∂xiv. In particular,
(v˜δ, φ)L2([0,T ];H1(Ω)3) → (v, φ)L2([0,T ];H1(Ω)3) as δ → 0 for any φ ∈ L2([0, T ];H1(Ω)3).
Since {v˜δ} is a bounded sequence of the Hilbert space L2([0, T ];H10 (Ω)3), taking a sub-
sequence if necessary, we find v˜ ∈ L2([0, T ];H10 (Ω)3) to which v˜δ weakly converges in
L2([0, T ];H10 (Ω)
3) as δ → 0, i.e.,
(v˜δ, φ)L2([0,T ];H1(Ω)3) → (v˜, φ)L2([0,T ];H1(Ω)3) as δ → 0 for any φ ∈ L2([0, T ];H10 (Ω)3).
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Therefore, we have (v − v˜, φ)L2([0,T ];H1(Ω)3) = 0 for any φ ∈ L2([0, T ];H10 (Ω)3). Since
v˜δ − v˜ ∈ L2([0, T ];H10 (Ω)3), we obtain
0 = (v − v˜, v˜δ − v˜)L2([0,T ];H1(Ω)3)
= (v − v˜, v − v˜)L2([0,T ];H1(Ω)3) + (v − v˜, v˜δ − v)L2([0,T ];H1(Ω)3)
→ ‖ v − v˜ ‖2L2([0,T ];H1(Ω)3) as δ → 0,
which concludes that v = v˜ ∈ L2([0, T ];H10 (Ω)3).
Thus, with Lemma 1.2, we see that the limit function v belongs to L2([0, T ]; H˜10,σ(Ω)) =
L2([0, T ];H10,σ(Ω)).
6 Strong convergence
From now on, we always assume the following scaling condition:
δ = (h, τ)→ 0 together with h3−α ≤ τ ,(6.1)
where α ∈ (0, 2] is any constant. We prove that the weak convergence of {vδ} in Theorem
5.1 is actually strong one. The idea of our proof is the following:
(S1) Suppose that the weakly convergent sequence {vδ} obtained in in Theorem 5.1,
which is re-denoted by {vα}α∈N, is not strongly convergent in L2([0, T ];L2(Ω)3),
i.e., {vα} is not a Cauchy sequence in L2([0, T ];L2(Ω)3).
(S2) Then, there exists ε0 > 0 such that for each m ∈ N we have α1(m), α2(m) ≥ m for
which 0 < ε0 ≤‖ vα1(m) − vα2(m) ‖L2([0,T ];L2(Ω)3) holds.
(S3) We will see that ‖ vα1(m)− vα2(m) ‖L2([0,T ];L2(Ω)3) is bounded from the above by two
different kinds of “norms”.
(S4) We are able to estimate the “norms” to tend to 0 as m→∞, only with information
on the weak convergence of {vδ}, and we reach a contradiction.
Note that we do not know if {uδ} converges to v strongly or not due to the absence
of estimates for D+j u
n. In order to carry out our idea, we first study an interpolation
inequality of a sequence of the sum of two step functions, as well as some inequality
obtained from (3.2).
Observe that, if x ∈ Ωh \ ∂Ωh is such that x± hei ∈ Ωh \ ∂Ωh, we have by (3.2) and
the discrete divergence free constraint of un,
D · un+ 12 (x) = D ·
{
− τ
3∑
j=1
unj (x− hej)D+j un+
1
2 (x− hej) + unj (x)D+j un+
1
2 (x)
2
+τ
3∑
j=1
D2ju
n+ 1
2 (x) + τfn+1(x)
}
.
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Hence, we obtain for each φ ∈ C∞0 (Ω) and sufficiently small h > 0,(
D ·
( 3∑
j=1
D2ju
n+ 1
2
)
, φ
)
Ωh
= −
( 3∑
j=1
D2ju
n+ 1
2 ,Dφ
)
Ωh
=
3∑
j=1
(D+j u
n+ 1
2 , D+j Dφ)Ωh ,
|(D · un+ 12 , φ)Ωh| ≤ τ max
x∈Ω
|∇φ|
3∑
j=1
‖ unj ‖Ωh‖ D+j un+
1
2 ‖Ωh(6.2)
+τ ‖ Dφ ‖Ωh‖ fn+1 ‖Ωh +τ
3∑
j=1
‖ D+j Dφ ‖Ωh‖ D+j un+
1
2 ‖Ωh .
This estimate implies that normalized un+
1
2 is asymptotically divergence free in the proof
of Lemma 6.1 below.
We proceed from (S2). Let unαi(m), u
n+ 1
2
αi(m)
, fn+1
αi(m)
, hαi(m), ταi(m), etc., be the quantities
that yield vαi(m) (i = 1, 2). Fix any t ∈ [0, T ] and let nαi(m) ∈ N be such that t ∈
[ταi(m)nαi(m), ταi(m)nαi(m) + ταi(m)). Introduce the following notation:
|||vαi(m)(t, ·)||| :=
(
‖ unαi(m)+
1
2
αi(m)
‖2Ωh
αi(m)
+
3∑
j=1
‖ D+j u
nαi(m)+
1
2
αi(m)
‖2Ωh
αi(m)
+ταi(m) ‖ f
nαi(m)+1
αi(m)
‖2Ωh
αi(m)
) 1
2
, i = 1, 2,
|||vα1(m)(t, ·)− vα2(m)(t, ·)|||op
:= sup
φ∈C40,σ(Ω),
‖φ‖W4,∞(Ω)3=1,
φ≡0 on C2h
αi(m)
(y)
for all y∈∂Ωh
αi(m)
,
i=1,2
∣∣∣(unα1(m)+ 12α1(m) , Qhα1(m)φ)Ωhα1(m) − (unα2(m)+ 12α2(m) , Qhα2(m)φ)Ωhα2(m) ∣∣∣,
Qhφ :=
(
(Qhφ)1, (Qhφ)2, (Qhφ)3
)
for φ : Ω→ R3,
(Qhφ)j := φj +
h
2
∂φj
∂xj
+
h2
12
∂2φj
∂x2j
.
It follows from the Taylor expansion that for each φ ∈ C40,σ(Ω) there exists a constant
β > 0 such that
|D · (Qhφ)(x)| ≤ βh3 for all x ∈ Ωh.(6.3)
Lemma 6.1. For each η > 0, there exists Aη > 0 independent of t ∈ [0, T ] such that
‖ vα1(m)(t, ·)− vα2(m)(t, ·) ‖L2(Ω)3≤ η(|||vα1(m)(t, ·)|||+ |||vα2(m)(t, ·)|||)(6.4)
+Aη|||vα1(m)(t, ·)− vα2(m)(t, ·)|||op for all m ∈ N and t ∈ [0, T ].
Proof. First we find Aη for each t ∈ [0, T ]. Set
wim = w
i
m(t) := vαi(m)(t, ·).
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Suppose that the assertion does not hold. Then, there exists some constant η0 > 0 such
that for each l ∈ N we can find m = m(l) ∈ N such that m(l)↗∞ as l→∞ and
‖ w1m(l) − w2m(l) ‖L2(Ω)3> η0(|||w1m(l)|||+ |||w2m(l)|||) + l|||w1m(l) − w2m(l)|||op.(6.5)
Set
w˜im(l) :=
wim(l)
|||w1m(l)|||+ |||w2m(l)|||
=
u
nαi(m(l))+
1
2
αi(m(l))
|||w1m(l)|||+ |||w2m(l)|||
: Ωhαi(m(l)) → R3.
We have
‖ w˜im(l) ‖Ωh
αi(m(l))
≤ 1, ‖ D+j w˜im(l) ‖Ωh
αi(m(l))
≤ 1, j = 1, 2, 3, i = 1, 2.
Let ωim(l) : Ω→ R3 be the step function generated by w˜im(l) as
ωim(l)(x) :=
{
w˜im(l)(y) for x ∈ C+hαi(m(l))(y), y ∈ Ωhαi(m(l)) ,
0 otherwise.
Let ω¯im(l) : Ω → R3 be the Lipschitz interpolation of ωim(l) by means of Appendix (1).
We have
‖ ω¯im(l) − ωim(l) ‖L2(Ω)3= O(hαi(m(l))),(6.6)
‖ ∂xj ω¯im(l) ‖L2(Ω)3≤ K for all l ∈ N, i = 1, 2, j = 1, 2, 3,
where K is some constant. Hence, we see that {ω¯im(l)}l∈N is a bounded sequence of
H10 (Ω)
3. Therefore, with reasoning similar to the proof of Theorem 5.1, we find ω¯i ∈
H10 (Ω)
3 such that ω¯im(l) ⇀ ω¯
i in H10 (Ω)
3 as l→∞, as well as ω¯im(l) ⇀ ω¯i, ∂xj ω¯im(l) ⇀ ∂xj ω¯i
in L2(Ω)3 as l → ∞ (up to subsequence). On the other hand, due to the Rellich-
Kondrachov theorem, taking a subsequence if necessary, we see that ω¯im(l) → ω¯i strongly
in L2(Ω)3 as l→∞. By (6.6), we have
ωim(l) → ω¯i strongly in L2(Ω)3 as l→∞.(6.7)
Furthermore, it follows from (6.2) and (4.2) that for each φ ∈ C∞0 (Ω),
|(D · w˜im(l), φ)Ωh
αi(m(l))
| ≤ O(√ταi(m(l)))→ 0 as l→∞.
Therefore, we obtain
(D · w˜im(l), φ)Ωh
αi(m(l))
= −(w˜im(l),Dφ)Ωh
αi(m(l))
= −(ωim(l),∇φ)L2(Ω)3 +O(hαi(m(l)))
→ −(ω¯i,∇φ)L2(Ω)3 = (∇ · ω¯i, φ)L2(Ω)3 = 0 as l→∞,
to conclude that ω¯ := ω¯1 − ω¯2 ∈ H10,σ(Ω).
It follows from (6.5) that we have
2 ≥‖ ω1m(l) − ω2m(l) ‖L2(Ω)3> η0 + l|||w˜1m(l) − w˜2m(l)|||op ≥ η0 > 0 for all l ∈ N,(6.8)
|||w˜1m(l) − w˜2m(l)|||op → 0 as l→∞.(6.9)
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For each φ ∈ C40,σ(Ω) with ‖ φ ‖W 4,∞(Ω)3= 1, we have for sufficiently large l,
|||w˜1m(l) − w˜2m(l)|||op ≥
∣∣∣(w˜1m(l), Qhα1(m(l))φ)Ωhα1(m(l)) − (w˜2m(l), Qhα2(m(l))φ)Ωhα2(m(l)) ∣∣∣
=
∣∣∣(w˜1m(l), φ)Ωh
α1(m(l))
− (w˜2m(l), φ)Ωh
α2(m(l))
+(w˜1m(l), Qhα1(m(l))φ− φ)Ωhα1(m(l)) − (w˜
2
m(l), Qhα2(m(l))φ− φ)Ωhα2(m(l))
∣∣∣
→
∣∣∣(ω¯1, φ)L2(Ω)3 − (ω¯2, φ)L2(Ω)3∣∣∣ as l→∞ due to (6.7).
Hence, with (6.7), (6.8) and (6.9), we obtain
0 < η0 ≤‖ ω¯ ‖L2(Ω)3 , (ω¯, φ)L2(Ω)3 = 0 for all φ ∈ C40,σ(Ω).
Therefore, ω¯ 6= 0. However, since ω¯ ∈ H10,σ(Ω), our taking ωl ∈ C∞0,σ(Ω) that approximate
ω¯ in the H1-norm as l→∞ yields
(ω¯, ω¯)L2(Ω)3 = (ω¯, ωl)L2(Ω)3 + (ω¯, ω¯ − ωl)L2(Ω)3 = (ω¯, ω¯ − ωl)L2(Ω)3 → 0 as l→∞.
This is a contradiction and there exists Aη = Aη(t) > 0 for each t ∈ [0, T ] as claimed.
We prove that there exists Aη > 0 independent of the choice of t ∈ [0, T ]. Fix any
η > 0. Let A∗η(t) be the infimum of the set {Aη | (6.4) holds} for each fixed t. We will
prove that A∗η(t) is bounded on [0, T ]. Suppose that A
∗
η(t) is not bounded. Then, there
exists a sequence {tl} ⊂ [0, T ] for which A∗η(tl)↗∞ as l →∞. Set Bl := A∗η(tl)/2. For
each l ∈ N, there exists m(l) for which we have
‖ w1m(l)(tl)− w2m(l)(tl) ‖L2(Ω)3> η(|||w1m(l)(tl)|||+ |||w2m(l)(tl)|||) +Bl|||w1m(l)(tl)− w2m(l)(tl)|||op.
If {m(l)}l∈N is unbounded, noting that Bl ↗ ∞ as l → ∞, we may follow the same
reasoning as the above and reach a contradiction. Suppose that {m(l)}l∈N is bounded.
Then, we have a subsequence {lk}k∈N ⊂ N such that m(lk) = m0 for all k ∈ N. Since
w1m0(t)−w2m0(tl) is a step function in t with a finite number of different values, we have
a constant Aη > 0 such that
‖ w1m0(t)− w2m0(t) ‖L2(Ω)3≤ η(|||w1m0(t)|||+ |||w2m0(t)|||) + Aη|||w1m0(t)− w2m0(t)|||op
for all t ∈ [0, T ]. However, we already obtained
‖ w1m0(tl)− w2m0(tl) ‖L2(Ω)3> η(|||w1m0(tl)|||+ |||w1m0(tl)|||) +Blk |||w1m0(tl)− w2m0(tl)|||op
with Blk →∞ as k →∞, and we reach a contradiction.
Now, we are ready to state the result on strong convergence.
Theorem 6.2. Suppose that δ = (h, τ) → 0 with the scaling condition (6.1). Then,
the sequence {vδ}, which is defined in Section 5 and is weakly convergent to the limit v,
converges to v strongly in L2([0, T ];L2(Ω)3).
Proof. We re-write {vδ} as {vα}α∈N, where each vα is defined by the difference solution
u
n+ 1
2
α : Ωhα → R3, n = 0, 1, 2, . . . , Tτα of the discrete Navier-Stokes equations. Suppose
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that {vα} does not converge to v strongly in L2([0, T ];L2(Ω)3) as α→∞. Then, {vα} is
not a Cauchy sequence in L2([0, T ];L2(Ω)3), namely there exists ε0 > 0 such that for each
m ∈ N there exist α1(m), α2(m) ≥ m for which 0 < ε0 ≤‖ vα1(m) − vα2(m) ‖L2([0,T ];L2(Ω)3)
holds. Lemma 6.1 yields
0 < ε0 ≤‖ vα1(m) − vα2(m) ‖L2([0,T ];L2(Ω)3)
≤ η
{(∫ T
0
|||vα1(m)(t, ·)|||2dt
) 1
2
+
(∫ T
0
|||vα2(m)(t, ·)|||2dt
) 1
2
}
(∗)
+Aη
(∫ T
0
|||vα1(m)(t, ·)− vα2(m)(t, ·)|||2opdt
) 1
2
for all m ∈ N,
where η > 0 is arbitrary and Aη is a constant. Since∫ T
0
|||vαi(m)(t, ·)|||2dt ≤
∑
0≤n≤Tτ
αi(m)
(
‖ un+
1
2
αi(m)
‖2Ωh
αi(m)
+
3∑
j=1
‖ D+j un+
1
2
αi(m)
‖2Ωh
αi(m)
+ταi(m) ‖ fn+1αi(m) ‖2Ωh
αi(m)
)
ταi(m),
Theorem 4.1 implies that the term (∗) is bounded independently from m. Hence, η×(∗)
can be arbitrarily small. If we prove |||vα1(m)(t, ·)−vα2(m)(t, ·)|||op → 0 as m→∞ for each
t ∈ (0, T ), we reach a contradiction and the proof is done.
Set
l(m) := α1(m), k(m) := α2(m).
Fix t ∈ (0, T ). Let nl(m) be such that t ∈ [τl(m)nl(m), τl(m)(nl(m) + 1)). For t˜ ∈ (t, T ), let
n˜l(m) be such that t˜ ∈ [τl(m)(n˜l(m) + 1), τl(m)(n˜l(m) + 2)), where we will later choose t˜ close
enough to t. Define
al(m) :=
1
τl(m)(n˜l(m) − nl(m))
n˜l(m)∑
n=nl(m)+1
u
n+ 1
2
l(m) τl(m),
bl(m) :=
1
τl(m)(n˜l(m) − nl(m))
n˜l(m)−1∑
n=nl(m)
τl(m)(n− n˜l(m))
u
n+1+ 1
2
l(m) − u
n+ 1
2
l(m)
τl(m)
τl(m)
=
1
n˜l(m) − nl(m)
n˜l(m)−1∑
n=nl(m)
{
((n+ 1)− n˜l(m))un+1+
1
2
l(m) − (n− n˜l(m))u
n+ 1
2
l(m)
}
− al(m).
Then, we have u
nl(m)+
1
2
l(m) = al(m) + bl(m) (c.f., integration by parts). We introduce nk(m),
n˜k(m), ak(m) and bk(m) in the same way with the same t and t˜, to have u
nk(m)+
1
2
k(m) =
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ak(m) + bk(m). Setting φl(m) := Qhl(m)φ, φk(m) := Qhk(m)φ, we observe that
|||vl(m)(t, ·)− vk(m)(t, ·)|||op
= sup
φ∈C40,σ(Ω),‖φ‖W4,∞(Ω)3=1,
φ=0 on C2hl(m) (y) for all y∈∂Ωhl(m) ,
φ=0 on C2hk(m) (y) for all y∈∂Ωhk(m)
∣∣∣(unl(m)+ 12l(m) , φl(m))Ωhl(m) − (unk(m)+ 12k(m) , φk(m))Ωhk(m) ∣∣∣,
∣∣∣(unl(m)+ 12l(m) , φl(m))Ωhl(m) − (unk(m)+ 12k(m) , φk(m))Ωhk(m) ∣∣∣
≤
∣∣∣(al(m), φl(m))Ωhl(m) − (ak(m), φk(m))Ωhk(m) ∣∣∣+ ∣∣∣(bl(m), φl(m))Ωhl(m) ∣∣∣
+
∣∣∣(bk(m), φk(m))Ωhk(m) ∣∣∣.
We estimate |(bl(m), φl(m))Ωhl(m) | for each admissible test function φ with the discrete
Navier-Stokes equations (3.1)-(3.4). Hereafter, β1, β2, . . . are some constant independent
of m. The discrete Helmholtz-Hodge decomposition yields ψn : Ωhl(m) → R such that
unl(m)(x) = u
n−1+ 1
2
l(m) (x)−Dψn(x), x ∈ Ωhl(m) \ ∂Ωhl(m) ,
u
n+ 1
2
l(m) (x) = u
n−1+ 1
2
l(m) (x)− τl(m)
3∑
j=1
{1
2
(
unl(m)j(x− hej)D+j un+
1
2
l(m) (x− hl(m)ej)(6.10)
+unl(m)j(x)D
+
j u
n+ 1
2
l(m) (x)
)
−D2jun+
1
2
l(m) (x)
}
+τl(m)f
n+1
l(m)(x)−Dψn(x), x ∈ Ωhl(m) \ ∂Ωhl(m) ,∑
x∈Ωhl(m)\∂Ωhl(m)
|Dψn|2 ≤
∑
x∈Ωhl(m)
|un−1+
1
2
l(m) (x)|2.
By Lemma 2.1, (6.3), Theorem 2.3 and Theorem 4.1, we have
1
τl(m)
|(Dψn, φl(m))hl(m)| =
1
τl(m)
∣∣∣ ∑
x∈Ωhl(m)\∂Ωhl(m)
ψn(x)D · φl(m)(x)h3l(m)
∣∣∣
≤ β1
h3l(m)
τl(m)
{ ∑
x∈Ωhl(m)\∂Ωhl(m)
|ψn(x)|2h3l(m)
} 1
2
≤ β2
h3l(m)
τl(m)
{ ∑
x∈Ωhl(m)
|Dψn|2h3l(m)
} 1
2
≤ β3
h3l(m)
τl(m)
≤ β3hαl(m),
where we note that φ ≡ 0 near ∂Ω. Hence, noting again that φ ≡ 0 near ∂Ω and with
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(6.10), we have
|(bl(m), φl(m))Ωhl(m) | ≤
n˜l(m)∑
n=nl(m)+1
∣∣∣(un+ 12l(m) − un−1+ 12l(m)
τl(m)
, φl(m)
)
Ωhl(m)
∣∣∣τl(m)
≤ β4hαl(m) +
1
2
n˜l(m)∑
n=nl(m)+1
∣∣∣ 3∑
j=1
(
unl(m)j(· − hej)D+j un+
1
2
l(m) (· − hl(m)ej)
+unl(m)j(·)D+j un+
1
2
l(m) (·), φl(m)(·)
)
Ωhl(m)
∣∣∣τl(m)
R1
+
n˜l(m)∑
n=nl(m)+1
∣∣∣ 3∑
j=1
(D2ju
n+ 1
2
l(m) , φl(m))Ωhl(m)
∣∣∣τl(m)
R2
+
n˜l(m)∑
n=nl(m)+1
∣∣∣(fn+1l(m) , φl(m))Ωhl(m) ∣∣∣τl(m)
R3
.
We estimate the terms R1, R2, R3: Noting that ‖ φ ‖W 4,∞(Ω)3= 1, we obtain with (4.2)
and (4.3),
R1 ≤ β5
n˜l(m)∑
n=nl(m)+1
3∑
j=1
‖ unl(m) ‖hl(m)‖ D+j u
n+ 1
2
l(m) ‖hl(m) τl(m)
≤ β6
n˜l(m)∑
n=nl(m)+1
3∑
j=1
‖ D+j un+
1
2
l(m) ‖hl(m) τl(m) ≤ β7
√
t˜− t,
R2 =
n˜l(m)∑
n=nl(m)+1
∣∣∣ 3∑
j=1
(D+j u
n+ 1
2
l(m) , D
+
j φl(m))hm(l)
∣∣∣τl(m)
≤ β8
n˜l(m)∑
n=nl(m)+1
3∑
j=1
‖ D+j un+
1
2
l(m) ‖hl(m) τl(m) ≤ β9
√
t˜− t
R3 ≤ β10
n˜l(m)∑
n=nl(m)+1
‖ fn+1l(m) ‖hl(m) τl(m) ≤ β11
√
t˜− t.
Therefore, we see that for any ε > 0 there exists t˜ > t such that |(bl(m), φl(m))Ωhl(m) | < ε
as m→∞ for all admissible φ, which holds for |(bk(m), φk(m))Ωhk(m) | as well. We fix such
t˜. Since {vα}α∈N weakly converges to v as α→∞, we have∣∣∣(al(m), φl(m))Ωhl(m) − (ak(m), φk(m))Ωhk(m) ∣∣∣ = ∣∣∣(al(m), φl(m))Ωhl(m)
− 1
t˜− t
∫ t˜
t
(v(s, ·), φ)L2(Ω)3ds+ 1
t˜− t
∫ t˜
t
(v(s, ·), φ)L2(Ω)3ds− (ak(m), φk(m))Ωhk(m)
∣∣∣
≤ β12(τl(m) + τk(m)) +
∣∣∣ 1
t˜− t
∫ t˜
t
(vl(m)(s, ·)− v(s, ·), φ)L2(Ω)3ds
∣∣∣
+
∣∣∣ 1
t˜− t
∫ t˜
t
(vk(m)(s, ·)− v(s, ·), φ)L2(Ω)3ds
∣∣∣ → 0 as m→∞,
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where it is easy to check that the convergence is uniform with respect to φ ∈ C40,σ(Ω) with
‖ φ ‖W 4,∞(Ω)3= 1. Thus, we conclude that |||vα1(m)(t, ·) − vα2(m)(t, ·)|||op → 0 as m → ∞
for each t ∈ (0, T ) and we reach a contradiction.
7 Convergence to a Leray-Hopf weak solution
We prove that the limit v of {uδ} and {vδ} is a Leray-Hopf weak solution of (1.1). For
this purpose, we change the finite difference equations into a weak form.
Fix an arbitrary test function φ ∈ C∞0 ([−1, T );C∞0,σ(Ω)). Set φn := Qhφ(τn, ·) : Ωh →
R3, n = 0, 1, . . . , Tτ where Qh is introduced in Section 6. Note that φ ≡ 0 near ∂Ω and
near t = T . For each n, there exists ψn+1 : Ωh → R such that
(un+1, φn+1)Ωh = (u
n+ 1
2 , φn+1)Ωh − (Dψn+1, φn+1)Ωh .(7.1)
As we observed in the proof of Theorem 6.2, we have
|(Dψn+1, φn+1)Ωh| = O(hα)τ.
With the discrete Navier-Stokes equations, we have
(un+
1
2 , φn+1)Ωh = (u
n, φn)Ωh + (u
n,
φn+1 − φn
τ
)Ωhτ
−
3∑
j=1
(
unj (· − hej)D+j un+
1
2 (· − hej) + unj (·)D+j un+
1
2 (·), φn+1)
Ωh
τ
2
−
3∑
j=1
(D+j u
n+ 1
2 , D+j φ
n+1)Ωhτ + (f
n+1, φn+1)Ωhτ.
Due to the discrete divergence free constraint of un and φn+1 being 0 near ∂Ω, we have
3∑
j=1
(
unj (· − hej)D+j un+
1
2 (· − hej) + unj (·)D+j un+
1
2 (·), φn+1)
Ωh
=
3∑
i,j=1
∑
x∈Ωh
(
unj (x− hej)
u
n+ 1
2
i (x)− un+
1
2
i (x− hej)
h
+unj (x)
u
n+ 1
2
i (x+ he
j)− un+
1
2
i (x)
h
)
φn+1i (x)h
3
=
3∑
i,j=1
∑
x∈Ωh\∂Ωh
−u
n
j (x)− unj (x− hej)
h
u
n+ 1
2
i (x)φ
n+1
i (x)h
3
+
3∑
i,j=1
∑
x∈Ωh
1
h
unj (x)u
n+ 1
2
i (x+ he
j)φn+1i (x)h
3
−
3∑
i,j=1
∑
x∈Ωh
1
h
unj (x− hej)un+
1
2
i (x− hej)φn+1i (x)h3
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=
3∑
i,j=1
∑
x∈Ωh
1
h
unj (x)u
n+ 1
2
i (x+ he
j)φn+1i (x)h
3
−
3∑
i,j=1
∑
x∈Ωh
1
h
unj (x)u
n+ 1
2
i (x)φ
n+1
i (x+ he
j)h3
= −
3∑
i,j=1
∑
x∈Ωh
1
h
(unj (x)u
n+ 1
2
i (x)φ
n+1
i (x+ he
j)− unj (x)un+
1
2
i (x)φ
n+1
i (x))h
3
+
3∑
i,j=1
∑
x∈Ωh
1
h
(unj (x)u
n+ 1
2
i (x+ he
j)φn+1i (x)− unj (x)un+
1
2
i (x)φ
n+1
i (x))h
3
= −
3∑
i,j=1
∑
x∈Ωh
unj (x)u
n+ 1
2
i (x)D
+
j φ
n+1
i (x)h
3
+
3∑
i,j=1
∑
x∈Ωh
1
h
(unj (x− hej)un+
1
2
i (x)φ
n+1
i (x− hej)− unj (x)un+
1
2
i (x)φ
n+1
i (x))h
3
= −
3∑
i,j=1
∑
x∈Ωh
unj (x)u
n+ 1
2
i (x)D
+
j φ
n+1
i (x)h
3
+
3∑
i,j=1
∑
x∈Ωh
1
h
(unj (x− hej)un+
1
2
i (x)(φ
n+1
i (x− hej)− φn+1i (x))
−
3∑
i,j=1
∑
x∈Ωh
unj (x)− unj (x− hej)
h
u
n+ 1
2
i (x)φ
n+1
i (x))h
3
= −
3∑
i,j=1
∑
x∈Ωh
(unj (x)u
n+ 1
2
i (x)D
+
j φ
n+1
i (x) + u
n
j (x)u
n+ 1
2
i (x+ he
j)D+j φ
n+1
i (x))h
3
= −
3∑
j=1
{(
unj (·)un+
1
2 (·), D+j φn+1(·)
)
Ωh
+
(
unj (·)un+
1
2 (·+ hej), D+j φn+1(·)
)
Ωh
}
.
Hence, taking summation in (7.1) with respect to n and noting that φTτ = 0, we have
0 = (u0, φ0)Ωh +
Tτ−1∑
n=0
(un,
φn+1 − φn
τ
)Ωhτ
+
3∑
j=1
Tτ−1∑
n=0
{
(unj (·)un+
1
2 (·), D+j φn+1(·))Ωh + (unj (·)un+
1
2 (·+ hej), D+j φn+1(·))Ωh
}τ
2
−
3∑
j=1
Tτ−1∑
n=0
(D+j u
n+ 1
2 , D+j φ
n+1)Ωhτ +
Tτ−1∑
n=0
(fn+1, φn+1)Ωhτ +O(h
α).
Therefore, noting (4.2) and (4.3), we obtain
0 =
∫
Ω
uδ(0, x) · φ(0, x)dx
R1
+
∫ T
0
∫
Ω
uδ(t, x) · ∂tφ(t, x)dxdt
R2
(7.2)
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+
3∑
j=1
1
2
∫ T
0
∫
Ω
{
uδj(t, x)vδ(t, x) · ∂xjφ(t, x)
+uδj(t, x)vδ(t, x+ he
j) · ∂xjφ(t, x)
}
dxdt
R3
−
3∑
j=1
∫ T
0
∫
Ω
wjδ(t, x) · ∂xjφ(t, x)dxdt
R4
+
∫ T
0
∫
Ω
fδ(t, x) · φ(t, x)dxdt
R5
+O(hα) +O(h),
where fδ : [0, T ] × Ω → R3 is the step function defined by fn+1 : Ω → R3, n =
0, 1, . . . , Tτ − 1 as
fδ(t, x) :=
{
fn+1(y) for (t, x) ∈ (τn, τn+ τ ]× C+h (y), y ∈ Ωh,
0 otherwise.
Theorem 7.1. The limit v of {uδ} and {vδ} derived with (6.1) is a Leray-Hopf weak
solution of (1.1).
Proof. We already proved that v ∈ L2([0, T ];H10,σ(Ω)) in Section 5. Since vδ con-
verges to v strongly in L2([0, T ];L2(Ω)3) as δ → 0 and vδ belongs to L∞([0, T ];L2(Ω)3)
with ‖ vδ(t, ·) ‖L2(Ω)3 bounded independently from t ∈ [0, T ] and δ, we see that v ∈
L∞([0, T ];L2σ(Ω)) by taking an a.e. pointwise convergent subsequence of {vδ}.
We show that (7.2) yields (1.2) as the limit of δ → 0. It follows from Theorem 5.1
that
R2 →
∫ T
0
∫
Ω
v · ∂tφ dxdt, R4 →
3∑
j=1
∫ T
0
∫
Ω
∂xjv · ∂xjφ dxdt as δ → 0.
With (4.2), (4.3), Theorem 5.1 and Theorem 6.2, we have∣∣∣ ∫ T
0
∫
Ω
uδj(t, x)vδ(t, x+ he
j) · ∂xjφ(t, x)− vj(t, x)v(t, x) · ∂xjφ(t, x)dxdt
∣∣∣
=
∣∣∣ ∫ T
0
∫
Ω
{
uδj(t, x)(v(t, x) · ∂xjφ(t, x))− vj(t, x)(v(t, x) · ∂xjφ(t, x))
+uδj(t, x)
(
vδ(t, x+ he
j)− v(t, x+ hej)) · ∂xjφ(t, x)
+uδj(t, x)
(
v(t, x+ hej)− v(t, x)) · ∂xjφ(t, x)}dxdt∣∣∣
≤
∣∣∣ ∫ T
0
∫
Ω
{
uδj(t, x)(v(t, x) · ∂xjφ(t, x))− vj(t, x)(v(t, x) · ∂xjφ(t, x))dxdt
∣∣∣
+ ‖ uδj∂xjφ ‖L2([0,T ];L2(Ω))‖ vδ − v ‖L2([0,T ];L2(Ω)3)
+ ‖ uδj∂xjφ ‖L2([0,T ];L2(Ω))‖ v(·, · − hej)− v(·, ·) ‖L2([0,T ];L2(Ω)3)
→ 0 as δ → 0.
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Taking care of the first term in R3 in the same way, we obtain
R3 →
3∑
j=1
∫ T
0
∫
Ω
vj(t, x)v(t, x) · ∂xjφ(t, x)dxdt
= −
3∑
j=1
∫ T
0
∫
Ω
vj(t, x)∂xjv(t, x) · φ(t, x)dxdt as δ → 0.
To examine R1, we take a sequence {v0l}l∈N ⊂ C∞0,σ(Ω) that converges to v0 in L2(Ω)3 as
l→∞. For each δ = (h, τ), define u0l, u˜0l : Ωh → R3 and u0lh , u˜0lh : Ω→ R3 as
u˜0l(y) :=
1
h3
∫
Ch(y)
v0l(z)dz for y ∈ Ωh,
u˜0lh (x) :=
{
u˜0l(y) for x ∈ C+h (y), y ∈ Ωh,
0 otherwise,
u0l := Phu˜
0l,
u0lh (x) :=
{
u0l(y) for x ∈ C+h (y), y ∈ Ωh,
0 otherwise.
Then, we have∣∣∣ ∫
Ω
uδ(0, x) · φ(0, x)− v0(x) · φ(0, x)dx
∣∣∣ ≤ { ‖ uδ(0, x)− u0lh ‖L2(Ω)3
+ ‖ u0lh − u˜0lh ‖L2(Ω)3 + ‖ u˜0lh − v0l ‖L2(Ω)3 + ‖ v0l − v0 ‖L2(Ω)3
} ‖ φ(0, ·) ‖L2(Ω)3
=
{ ‖ Phu˜0 − Phu˜0l ‖Ωh + ‖ Phu˜0l − u˜0l ‖Ωh + ‖ u˜0lh − v0l ‖L2(Ω)3
+ ‖ v0l − v0 ‖L2(Ω)3
} ‖ φ(0, ·) ‖L2(Ω)3 .
With Theorem 2.3, we have
‖ Phu˜0 − Phu˜0l ‖2Ωh≤‖ u˜0 − u˜0l ‖2Ωh=
∑
y∈Ωh
h−3
∣∣∣ ∫
Ch(y)
v0(z)dz −
∫
Ch(y)
v0l(z)dz
∣∣∣2
≤
∑
y∈Ωh
h−3
{√∫
Ch(y)
|v0(z)− v0l(z)|2dz
√∫
Ch(y)
1dz
}2
≤‖ v0 − v0l ‖2L2(Ω)3 .
For any ε > 0, we fix l in such a way that ‖ v0 − v0l ‖L2(Ω)3< ε. Since v0l belongs
to C∞0,σ(Ω), we have ‖ u˜0lh − v0l ‖L2(Ω)3→ 0 as h → 0; Noting that u˜0l ≡ 0 on some
neighborhood of ∂Ω, we see that (2.2) is applicable for sufficiently small h to obtain
‖ Phu˜0l − u˜0l ‖2Ωh ≤ A
∑
y∈Ωh
|D · u˜0l(y)|2
≤ A
∑
y∈Ωh
∣∣∣ 3∑
j=1
h−3
∫
Ch(y)
v0lj (z)− v0lj (z − hej)
h
dz
∣∣∣2h3
= A
∑
y∈Ωh
∣∣∣h−3 ∫
Ch(y)
∇ · v0l(z) +O(h)dz
∣∣∣2h3
= O(h2)→ 0 as h→ 0.
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Therefore, we conclude that
R1 →
∫
Ω
v0(x) · φ(0, x)dx as δ → 0.
Take {f l}l∈N ⊂ C∞0 ([0, T ]×Ω)3 that converges to f in L2([0, T ];L2(Ω)3) as l→∞. For
each δ = (h, τ), define f l,n+1 : Ωh → R3, n = 0, 1, . . . , Tτ − 1 and fn+1δ : [0, T ]× Ω→ R3
as
f l,n+1(y) :=
1
τh3
∫ τ(n+1)
τn
∫
Ch(y)
f l(s, z)dzds for y ∈ Ωh,
f lδ(t, x) :=
{
f l,n+1(y) for (t, x) ∈ (τn, τn+ τ ]× C+h (y), y ∈ Ωh,
0 otherwise.
Then, we see that∣∣∣ ∫ T
0
∫
Ω
fδ(t, x) · φ(t, x)− f(t, x) · φ(t, x)dxdt
∣∣∣
≤‖ φ ‖L2([0,T ];L2(Ω)3)‖ fδ − f ‖L2([0,T ];L2(Ω)3),
‖ fδ − f ‖L2([0,T ];L2(Ω)3)≤‖ fδ − f lδ ‖L2([0,T ];L2(Ω)3) + ‖ f lδ − f l ‖L2([0,T ];L2(Ω)3)
+ ‖ f l − f ‖L2([0,T ];L2(Ω)3),
‖ fδ − f lδ ‖2L2([0,T ];L2(Ω)3)≤
Tτ−1∑
n=0
∑
y∈Ωh
∣∣∣ 1
τh3
∫ τ(n+1)
τn
∫
Ch(y)
f(s, z)− f l(s, z)dxds
∣∣∣2τh3
≤‖ f l − f ‖2L2([0,T ];L2(Ω)3) .
For any ε > 0, we fix l in such a way that ‖ f l− f ‖L2([0,T ];L2(Ω)3)< ε. Since f l is C∞, we
have ‖ f lδ − f l ‖L2([0,T ];L2(Ω)3)→ 0 as δ → 0. Therefore, we conclude that
R5 →
∫ T
0
∫
Ω
f(t, x) · φ(t, x)dxdt as δ → 0.
Appendix
(1) Lipschitz interpolation of step function with 0-boundary condition.
For a function u : Ωh → R with u|∂Ωh = 0 and the step function v defined as
v(x) :=
{
u(y) for x ∈ C+h (y), y ∈ Ωh,
0 otherwise,
there exists a Lipschitz continuous function w : Ω→ R with a compact support such that
‖ w − v ‖L2(Ω)≤ Kh ‖ Du ‖Ωh ,
‖ ∂xiw(x) ‖L2(Ω)≤ K˜ ‖ Du ‖Ωh , i = 1, 2, 3,
where K and K˜ are constants independent of u and h.
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Proof. Let y = (y1, y2, y3) ∈ Ωh and let u = 0 outside Ωh. Define the functions
f1(x1) : [y1, y1 + h]→ R,
f1(x1) := u(y) +
u(y + he1)− u(y)
h
(x1 − y1);
f2(x1) : [y1, y1 + h]→ R,
f2(x1) := u(y + he
2) +
u(y + he2 + he1)− u(y + he2)
h
(x1 − y1);
f3(x1, x2) : [y1, y1 + h]× [y2, y2 + h]→ R,
f3(x1, x2) := f1(x1) +
f2(x1)− f1(x1)
h
(x2 − y2);
g1(x1) : [y1, y1 + h]→ R,
g1(x1) := u(y + he
3) +
u(y + he3 + he1)− u(y + he3)
h
(x1 − y1);
g2(x1) : [y1, y1 + h]→ R,
g2(x1) := u(y + he
3 + he2) +
u(y + he3 + he2 + he1)− u(y + he3 + he2)
h
(x1 − y1);
g3(x1, x2) : [y1, y1 + h]× [y2, y2 + h]→ R,
g3(x1, x2) := g1(x1) +
g2(x1)− g1(x1)
h
(x2 − y2);
w(x1, x2, x3) : C
+
h (y)→ R,
w(x1, x2, x3) := f3(x1, x2) +
g3(x1, x2)− f3(x1, x2)
h
(x3 − y3)
Then, we see that
w(x1, x2, x3) = u(y) +D
+
1 u(y)(x1 − y1) +D+2 u(y)(x2 − y2) +D+3 u(y)(x3 − y3)
+{D+1 u(y + he2)−D+1 u(y)}
(x1 − y1)(x2 − y2)
h
+{D+1 u(y + he3)−D+1 u(y)}
(x1 − y1)(x3 − y3)
h
+{D+2 u(y + he3)−D+2 u(y)}
(x2 − y2)(x3 − y3)
h
+{D+1 u(y + he2 + he3)−D+1 u(y + he3)
−D+1 u(y + he2) +D+1 u(y)}
(x1 − y1)(x2 − y2)(x3 − y3)
h2
.
It is clear that w can be Lipschitz continuously connected with each other, yielding
w : Ω→ R with a compact support. Moreover, it holds that∫
C+h (y)
|w(x)− v(x)|2dx ≤ (|Du(y)|2 + |Du(y + he2)|2 + |Du(y + he3)|2
+|Du(y + he2 + he3)|2)O(h2)h3,∫
C+h (y)
|∂xiw(x)|2dx ≤ 9(|D+i u(y)|2 + |Du(y)|2 + |Du(y + he2)|2 + |Du(y + he3)|2
+|Du(y + he2 + he3)|2)h3.
This concludes the assertion.
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(2) Discrete Poincare´ type inequality.
There exists a constant A > 0 depending only on Ω for which each function φ : Ωh → R
with φ|∂Ωh = 0 satisfies∑
x∈Ωh
|φ(x)|2 ≤ A
∑
x∈Ωh\∂Ωh
|D+1 φ(x)|2 ≤ A
∑
x∈Ωh\∂Ωh
|Dφ(x)|2.
Proof. For each x = (x1, x2, x3) ∈ Ωh \ ∂Ωh, there exists J ∈ N such that x + hje1 ∈
Ωh \ ∂Ωh for j = 1, . . . , J − 1 and x + hJe1 ∈ ∂Ωh. Since Ω is bounded, we have J∗
and a > 0 such that J ≤ J∗ and hJ∗ ≤ a for all x, i.e., a is the diameter of Ω in the
x1-direction. Observe that
(∗) φ(x1, x2, x3) = −
J−1∑
j=0
D+1 φ(x1 + hj, x2, x3)h,
|φ(x1, x2, x3)|2 ≤
{ J−1∑
j=0
|D+1 φ(x1 + hj, x2, x3)|h
}2
≤
{( J−1∑
j=0
|D+1 φ(x1 + hj, x2, x3)|2h
) 1
2
( J−1∑
j=0
h
) 1
2
}2
≤ a
J−1∑
j=0
|D+1 φ(x1 + hj, x2, x3)|2h,
≤ a
∑
y1∈{y1 | (y1,x2,x3)∈Ωh\∂Ωh}
|D+1 φ(y1, x2, x3)|2h,∑
y1∈{y1 | (y1,x2,x3)∈Ωh\∂Ωh}
|φ(y1, x2, x3)|2 ≤
(
a
∑
y1∈{y1 | (y1,x2,x3)∈Ωh\∂Ωh}
|D+1 φ(y1, x2, x3)|2h
)
J∗
≤ a2
∑
y1∈{y1 | (y1,x2,x3)∈Ωh\∂Ωh}
|D+1 φ(y1, x2, x3)|2
Therefore, taking summation of the last inequality with respect to (x2, x3) such that there
exists at least one y1 satisfying (y1, x2, x3) ∈ Ωh \ ∂Ωh, we obtain our conclusion.
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