The ability to simultaneously measure mRNA abundance for large number of genes has revolutionized biological research by allowing statistical analysis of global gene-expression data. Large-scale gene-expression data sets have been analyzed in order to identify the probability distributions of gene-expression levels (or transcript copy numbers) in eukaryotic cells. Determining such function(s) may provide a theoretical basis for accurately counting all expressed genes in a given cell and for understanding gene-expression control. Using the gene-expression libraries derived from yeast cells and from different human cell tissues we found that all observed gene-expression levels data appear to follow a Pareto-like skewed frequency distribution with parameters dependent of the size of the libraries. We produced the skewed probability function, called the binomial differential distribution, that accounts for many rarely transcribed genes in a single cell. We also developed a novel method for estimating and removing major experimental errors and redundancies from the Serial Analysis Gene Expression (SAGE) data sets. We successfully applied this method to the yeast transcriptome. A "basal" random transcription mechanism for all protein-coding genes in every eukaryotic cell type is predicted.
INTRODUCTION
Cells must adjust genome expression to accommodate changes in their environment, and in outside signals. Gene expression within a cell is a complex process involving chromatin remodeling, selective transcription of DNA into mRNA, mRNA export from the nucleus to cytoplasm where it is translated into proteins. The expression level of any protein-coding gene is generally measured by the number of associated mRNA transcripts (messenger RNA abundance) present in a sample from many thousands of cells. While the mRNA abundance in a cell at a given moment does not guarantee the precise prediction of amounts of subsequently produced protein, mRNAs, sampled from same-type cell population, nevertheless serve as important indicators that a certain proteins are being produced.
The complete gene expression profile for a given cell is the list of all expressed genes, together with each gene's expression level defined as the number of cytoplasmic mRNA transcripts in the cell [1, 2, 3] . However, gene-expression profiling technologies (e.g., serial analysis of gene expression (SAGE) [4, 5, 6] , cDNA, GeneChips methods [7, 8, 9] ) currently can only measure the gene-expression levels for a fraction of all expressed genes based on sampling transcripts found in many thousands of cells (i.e., not a single cell). These methods to determine certain short tags on a transcript, one can then count the numbers of transcripts carrying the same tag. Many genes, in particular those expressed at low levels, cannot be unambiguously detected due to the limited sampling of transcripts and experimental errors. However, many of these lower level transcripts may be essential for determining normal and pathological cell phenotypes.
The expression levels of genes in such assays range typically between 0.1 to 500 transcript per yeast cell [4, 5, 6, 7] , and between 0.1 to 30, 000 transcripts per human cell [1, 5, 6] ; a large proportion of these genes had less than 1 transcript per cell [1, 4, 5, 6, 7, 8, 9] . Such gene-expression data has skewed long tail frequency distributions [10] , which are also often observed in physiological processes [11] and in DNA-related phenomena [12, 13, 14] , as well as in many self-organizing systems with strong stochastic components [15, 16] . It becomes increasingly evident that stochastic processes within signaling pathways and crosstalk between different pathways need to be considered to fully understand basic processes of gene expression [17, 18, 19, 20] . In particular, a large body of evidence indicates that gene transcription is a discrete process by which many individual protein-coding genes exist in an off state, but can stochastically switch to the on state [19, 20, 21, 22, 23] ; the production of mRNAs occurs in sporadic pulses skewed around the average [19, 22] . Such statistical knowledge bears upon the fundamental biological problems of cell regulation, adaptation, and development.
Statistically gene-expression behavior can be characterized by the gene-expression level probability function (GELPF). The GELPF is a function that for each possible gene-expression level value takes on the probability of that value occurring for a given gene. For a cell or cell population, this function specifies the proportions of expressed genes which have 1, 2, and so forth, transcripts present. Given histograms of gene-expression level values, we can model the underlining "population" probability functions. General features of gene-expression patterns were elucidated more than 25 years ago through RNA-DNA hybridization measurements [1] . However, mathematical models of the underlying true distribution of gene expression levels have not been previously identified due to undersampling and non-reliable detection of many low abundance genes, as well as sequencing errors and complications of tag-gene matching. The goal of this study is to develop such a model for eukaryotic cells.
DATA BASES, METHODS, AND SOFTWARE

Data bases
There are several useful methodologies that allow global quantitative measure of RNAs captured from cells of interest. All these techniques make and then use DNA sequences complimentary to less stable mRNA molecules.
cDNA library method counts the number of sequences having the matching or overlapping sequences. Such cDNA expression sequence tags (ESTs) consisting of similar or overlapping ∼ 500 nucleotide cDNA sequences, called UniGene clusters [2, 3] , are used to group observed sequences into clusters representing presumed genes or ESTs on sequence homology. The UniGene clusters can be used to "tag" genes expressed in specific cell types. The occurrence frequencies of each UniGene in cDNA library might serve as estimators of the gene-expression levels in the cell population from which the cDNA library was constructed.
The SAGE methodology is based on isolating distinct 10-nucleotide DNA sequences called SAGE tags from 3' end regions of individual transcripts and concatenating the tags serially into long DNA molecules [4, 6] . Cloning and sequencing of such molecules allows the identification and enumeration of cellular mRNA transcripts. Since the genome organization in yeast (Saccharomyces cerevissiae) is relatively simple, and since almost all yeast genes are known, we have analyzed with a large yeast SAGE database (www.sagenet.org, http://genome-www.stanford.edu/Saccharomyces) [4] . We analyzed three SAGE libraries for yeast cells in log phase, S-phase-arrested, and G2/M phase-arrested states separately and pooled. SAGE and cDNA libraries for various human cell lines and cell tissues were downloaded from CGAP (www.ncbi.nlm.nih.gov/CGAP; www.ncbi.nlm. nih.gov/SAGE) databases. Some of these libraries are characterized in Table 1 [7, 9] have been downloaded, scaled, and analyzed.
(1)
where J is the maximum observed value of m, ν is the number of unknown parameters of the model f , and E(·) is the mean value of the observed data. The most appropriate model will be that with largest Ψ . The Ψ is independent of the scaling of the data points. The Ψ -criterion ranges between excellent (11, 8] , very good (8, 6] , and satisfactory (6, 4] . Assuming each identified transcript is selected at random, we used Monte-Carlo sub-sampling of transcripts in a library without replacement to generate sub-libraries. Sub-libraries were used in order to generate same-size libraries for comparison and to construct the growth curve for distinct true tags or genes of a given library (see below).
Parameters in both differential and algebraic models were estimated using the Marquardt-Levenberg iterative curve fitting algorithm in MLAB mathematical modeling software (Civilized Software, Inc., www.civilized.com) coupled with Monte-Carlo refinements of random sampling fluctuations. We also used an additional standard goodness of fit MLAB criteria (sum of squares for deviations, a residual analysis, the Wilcoxon 2-sample rank-order test, etc.). Symbolic differentiation and subsampling were performed using MLAB. Monte-Carlo experiments and numerical analysis were also performed in MS Digital Visual Fortran. Data-mining tools of the Cancer Research Anatomy Project including X-profiling, SAGE/map [26] , have been also used.
EMPIRICAL SKEWED HISTOGRAMS AND PARETO-LIKE STATISTICS
We define a library as a list of cDNA's sequenced tags that match mRNAs together with the number of occurrences of each specific tag observed in a cell sample. Note that due to experimental errors, the observed values of m and n might only approximately reflect the transcripts numbers (or gene expression level) for a given gene and the number of genes represented by m transcripts, respectively. The observed values M and N also only approximately reflect the total number of mRNA transcripts and the number of different transcripts in a library, respectively (see below).
The histogram of the proportions of distinct tags (the 10 bp tags of SAGE libraries or the expression sequence tags (ESTs) of cDNA libraries) represented by one, two, and so forth, tags is the empirical relative frequency distribution of tags which reflects the gene expression levels in a given cell sample. This is a size-frequency form of the probability distribution which represents an estimate of the GELPF for the corresponding cell sample (cf. Figures 1a and 2a) . We found that such histograms, constructed for all analyzed yeast and human gene-expression libraries, exhibited remarkably similar, monotonically-skewed shapes (see also Figures 1a and 2a) with a greater abundance of rarer transcripts and more gaps among the higher-occurrence level values.
Several classes of skewed probability functions (Poisson, exponential, logarithmic series, power law Pareto-like [27] ) were fit to empirical gene expression level histograms for various libraries. The best fit (by our criteria) was obtained using the discrete Pareto-like probability function [10] :
where the random variable X is the expression level for a randomly chosen distinct tag (representing a gene). The function value f (m) is the probability that a randomly chosen distinct tag is represented by m tags (representing an expression level). The argument m denotes a possible value of X. The function f involves two unknown parameters, k, and b, where k > 0, and b > −1; z is the generalized Riemann Zeta-function value:
Note our model involves the sample-dependent quantity J = J(M). We call equation (2) the Generalized Discrete Pareto (GDP) model. The parameter k characterizes the skewness of the probability function; the parameter b characterizes the deviation of the GDP distribution from a simple power law (with b = 0, see for example, dotted line on Figure 1a ).
The GDP model with b ≠ 0 provides the best fit to almost all empirical histograms we studied. In the log-log plot forms, the empirical distributions for larger human SAGE and all cDNA libraries show systematic deviations from a straight line (cf. Figure 2a) . In SAGE libraries with a library size less than ∼ 40, 000 tags, the GDP-model at b = 0 fits well (see Figures 1a and 2a) .
Let in terms of the fitted probability function model f as follows:
Note that
For goodness of fit assessment over the entire range of gene-expression levels, we plot the cumulative fraction of the total number of transcripts in a given library on the ordinate versus the reciprocal of expression level 1/m, on the abscissa. Using cumulative data reduces the apparent "noise" in the histogram data. The plot of the cumulative function R(m) versus 1/m in Figure 2b and Table 1 confirm that the underlying fit GDP model fits over the entire range of expression levels, even when the number of cloned sequences in the library was greater than 80, 000. By our criteria, the GDP model has priority in comparison to more complex models, for example, a mixture distribution logarithmic series and exponential distributions. For example, for library sizes greater than 40, 000, the values of the MSC-criterion for the latter model were regularly ∼ 20-40% less than for the GDP model.
Note that, given the number of distinct tags, N, and the best-fit parameters, we sample the values of m at random based on the function f (m) (2) N times (once for each gene), then we count the occurrence numbers of calculated values m in the intervals (0, 1], (1, 2] , . . . and construct the frequency histogram for a given value N and corresponding random value M (see Fgiure 4b). This Monte-Carlo procedure was used in order to estimate the variability of any expression levels associated with N distinct tags in a given library and to estimate the maximum gene-expression level. Using this procedure many times with the GDP model, we computed the largest expression level J and the factor s such that s = J/M for each Monte-Carlo experiment. We then averaged these scale-factors to obtain their meanŝ. We did that for our SAGE libraries and found that values ofŝ ranged in [0.012-0.045]. Similar ranges were observed in empirical ratios J/M (see Table 1 ).
EFFECT OF LIBRARY SIZE ON EMPIRICAL DISTRIBUTIONS
Similarly-sized libraries derived from various human tissues have many similar numbers of expressed genes (see figure legend, Figure 2a and Table 1 ). They also are characterized by similar empirical relative frequency distributions of geneexpression levels with nearly equivalent parameters in their best-fit probability function models (cf. the prostate cancer cell line (library 2892a) and sub-sampled normal brain cell tissue library 154 in Figure 2a is less complex, yeast libraries show similar relationships (see Table 1 ). However, as library size increases, the fraction of low abundance distinct tags becomes smaller (see parameter p 1 , Table 1 ), and the shape of the probability distribution function changes systematically (b becomes bigger, see Table 1 ; Figure 2a ). We also found that the value of the maximum observed gene-expression level in the sample, J, was linearly correlated with the library size M (Table 1) .
Thus, we might assume that all human cells and yeast cells have a common GELPF. However, a single fixed GDP model (where parameters are constants) cannot describe all empirical frequency distributions independent of library size, since the probability function changes as the number of transcripts in a library becomes larger.
Interestingly, in self-similar (fractal) systems, described by a power law or Pareto-like distributions, the parameter(s) are independent of the size of the system [16] , but not in our case. Moreover, such models, including the GDP model, predict an unlimited increase in the number of species as the sample size approaches infinity, whereas the number of expressed genes is a finite number. The problems of library size dependence of the GDP model parameters and the incorrect infinite limit for the number of genes as M → ∞ are both solved by introducing a new statistical distribution model. This new model also explains the GELPF invariance for many cell types.
BINOMIAL DIFFERENTIAL DISTRIBUTION
We assume that (1) the number of expressed genes in cell population is a finite number, N t , (2) each gene in a given cell population is expressed with a certain probability, and (3) a transcription event for a given gene is statistically independent of such events for other genes. Although transcription events of some genes may in fact be correlated in a given cell, most transcription events in a cell population seem to be random, independent events. This is consistent with observations in [17, 21, 22, 23] . We further assume that tags in a library are chosen at random. Our assumptions are consistent with constructing such libraries by sampling from a hypergeometric distribution [27] . We also take into account that a typical SAGE (and cDNA) library size (∼ 10 3 -10 5 tags) is much smaller than the number of transcripts in a typical cell sample (> 10 11 transcripts in > 10 6 cells). That allows us to use the multinomial approximation [27, 28] 
The function f has the unknown parameters q 1 , q 2 , . . . , q Nt , and N t , together with the constraints 
We can estimate the expected number of distinct genes, n(m, M), which have m transcripts in our library of size M. Let δ ij = 1 when i = j and 0 otherwise. Now, 
Thus,
Finally,
where n(0, M) denotes the expected number of distinct genes which escaped detection in the given library; n(0, M) is given as
Now, using (5), (6), (7), and (10) we can derive the recursion formulas
. . .
where
These results allow us to compute n(m, M) for any given values of m and M.
On the other hand, taking into account the mass conservation law
and using the initial conditions N(1) = 1, n(1, 1) = 1, we can obtain an important relationship between N and n(1, j), where j = 1, . . . , M, as follows:
Equation (13) shows that the expected number of all genes in a library is determined by the expected numbers of unique species (distinct genes occurred once) for the sample sizes that ranged from 1 to M.
Using (5), (6), (7), (10) , and (11), we can rewrite n(m, M) in terms of N and M as follows:
where ∇ is the backward difference operator [27] . If m =
then ∇N(M) = N(M) − N(M − 1), and n(1, M) = M(∇N(M)). In general, ∇ m N(M) := ∇ m−N(M) − ∇ m−N(M − 1).
If m > 1 and M is large enough, then we have the "quasisteady state" relationship
Using this recursive formula with m > 1, we obtain
Equations (7) and (16) 
The probability function p m has a skewed form, and is approximated by the power law form (p m ∼ m −2 ; Lotka-Zipf law, http://linkage.rockefeller.edu/wli/zipf), which describes many other large-scale, complex phenomena such as income, word occurrence in a text, numbers of citations to journal article, and so forth.
When M is large enough, we can approximate (14) with its continuous analog and obtain the probability function p m , in terms of M and N as follows:
where m = 1, 2, . . . . The function h(m) with the parameters M and N taken as function of M will be called the binomial differential (BD) probability function. Taking m = 1 in (18), we obtain a differential equation
with N(1) = 1. We call the function N defined by (19) the population "logarithmic growth" (LG) model. Note that (19) could be rewritten in the following explicit form:
where the right side is a sum of geometric distribution probabilities of an initial success in a sequence of M trials. However, the values of q j and N t are unknown. Using (19) and (20), we can show that p 1 is a monotonically decreasing function of M. We will use the empirical approximation
where the c and d are positive constants (see Figure 4a ). 
with
We now have an explicit, although complicated, expression for the BD probability function
Thus, unlike the fixed GDP models, the BD probability function depends on the number of distinct genes, N, and the library size, M; it also yields the finite value N t for the total number of genes as M → ∞. Equations (19), (20), (21), (22), (23), and (24) will be used below to exclude redundancies present in yeast SAGE libraries and thereby to accurately estimate the GELPF for a single yeast cell.
ANALYSIS OF EXPERIMENTAL ERRORS
To identify the correct distribution of gene-expression levels in cell types by fitting the empirical gene-expression levels histograms, we must first eliminate the experimental errors in SAGE libraries so the corresponding histograms will be unbiased. Since almost all yeast protein-coding genes and open reading frames ORFs (an ORF is a DNA sequence which is (potentially) translatable into protein, that is, likely to be a gene) are known, we can obtain the "true" distinct tags and their expression levels in a yeast SAGE library by eliminating the erroneous tags that fail to match known genes/ORFs in the Tag Location database for yeast transcriptome [www.sagenet. org, http:genome-www.stanford.edu/Saccharomyces]. This database was generated by Velculescu et al. [4] and currently contains information about ∼ 8, 500 distinct SAGE tags, match ∼ 4, 700 genes/ORFs (of ∼ 6200 known genes/ORFs in the yeast genome), together with the chromosome coordinate of each SAGE tag, the strand, and the associated gene name(s) (where relevant) and the chromosome location of genes/ORFs. In our analysis, the 10 bp sequences immediately downstream of the 3' most NlaIII site found within the gene/ORF or within 500 bp genomic adjacent genomic region with 3' NlaIII site have been taken as "true SAGE tags." Thus, the "true" tags are those tags that mostly match ORFs/genes, but do not match any noncoding regions or opposite (nontranslated) strand. Figure 3a shows the empirical histogram of the 5, 303 distinct tags represented by 19, 527 tags in the yeast library derived from G2/M phase-arrested cells, and of the 3, 200 "true" distinct tags of the same library after the elimination of 2, 103 distinct tags associated with 3, 239 tags that match noncoding genomic regions and antisense sequences. Most of these erroneous tags occur with only 1 or 2 copies (Table 2, Figure 3b ). These erroneous tags comprise 16.6% of the 19, 527 tags in the library and might be considered as a sum of sequencing erroneous ("outside") tags which do not match yeast genome at all, and a false-positive ("inside") tags matching the noncoding regions or the opposite strands. The "inside" erroneous tags consist 9.2% of library size (Table 2 ). Figure 3 and Table 2 show the GDP model at b = 0 (simple power law) fitted well a frequency distribution of different classes of erroneous tags, but b > 0 in the case of frequency distribution of true tags.
Matches of many distinct tags to the same gene, and one distinct tag to many genes, constitute serious and common problems in correctly identifying genes and properly determining their expression levels [5, 26, 29] , particularly in larger SAGE libraries. Such matching confusions are associated with using short-length (10 nucleotide) tags and with the existence of multiple restriction sites on the 3' end of sequences [5, 26, 29] . Thus, we have tags with redundancy match the same genes/ORFs as do other tags as well as tags that match several different genes/ORFs. These difficult problems are, obviously, more acute in the case of higher organisms due to the higher complexity of their genome. Figure 4a shows that the difference between the growth curves for"true" distinct tags and for ORFs matched by "true" tags rapidly increases for M > 10, 000. This difference reflects a rapid increase in the mean number of distinct "true" tags per gene as library size increases. In particular, we observed that 20% of ORFs (596 of 2, 936 ORFs) have more than one matching distinct tag in the library of size 19, 527 "true" tags for G2/M phase-arrested cells, and that 41% of ORFs (1, 817 of 4, 439 ORFs) have more than one matching distinct tag in the pooled yeast library of size 49, 073 "true" tags.
Importantly, tags that matched only noncoding DNA regions and "redundant" tags apparently have not been correctly discarded in any recent predictions of the number of expressed genes in cell types. Therefore, basing such estimates on uncorrected bigger human SAGE libraries (100, 000-600, 000 tags) must lead to a significant over-estimation of the number of expressed genes in human cell types (cf. [5] ). Table 2 : Decomposition of the Pareto-like distribution of G2/M-phase arrested yeast cells SAGE library. Characteristics of distributions of different classes of SAGE tags are as follows: the erroneous tags that fail to match the entire yeast genome sequences "outside" errors, mostly associated with sequencing errors), the erroneous tags that fail to match known ORFs/coding regions or mapping within its 500 bp adjacent downstream genomic regions ("inside" errors), and the "true" tags which contain a fraction of ambiguity matching tags. 
ESTIMATING THE NUMBER OF GENES IN YEAST CELLS
A common difficulty encountered with SAGE (and cDNA) methodology is that there is no easy way to determine the numbers of different types of mRNAs expressed in a single cell and in a population of the cells. One approach is to exhaustively oversample until no new transcripts are observed [5] . However, as we showed above, this approach itself, without adequate analysis and filtration of gene-expression data, leads to dramatic accumulation of intrinsic experimental errors and redundant tags. Using our new species richness estimator ((19) and (21)), it is possible to obtain accurate and robust estimates of the total number of distinct mRNA transcripts expressed in a single cell and in cell type, including those not observed in an available database, using relatively small sample with only partial actual coverage.
We found that the LG model ( (19) and (21)) fits both the size-dependent data for "true tags" and for ORFs/genes (Figure 4a ). However, in the case of "true" distinct tags (+, Figure 4a ) (but where tags-to-gene and tag-to-genes multiple matches were not considered), the LG model predicts a very large value, 25, 103±2, 000 genes (by (23) This estimate is ∼ 4-10% higher than current estimates of the total number of distinct ORFs in the yeast genome (6, 760 genes/ORFs) [30, 31] . This difference could be due to the small number of erroneous tags and redundant tags which nevertheless match genes/ORFs and their adjacent genomic regions. Our analysis does not take into account missed ORFs within the yeast genome (in particular, shorter ORFs), and overlapped ORFs. Additionally, about 1-3% of transcripts would be expected to lack an NlaIII anchoring enzyme site and would therefore be missing in the database. Using an estimate of the number of mRNAs per yeast cell (M cell = 15, 000 [4] ), (23) predicts 3, 009 ORFs per cell. This estimate is consistent with the number of genes/ORFs for a single yeast cell in the G2/M phase-arrested state (2, 936 ORFs matched by "true" distinct tags in this library) and with a published estimate of ORFs for a single yeast cell in the log-phase of cell growth [4] , which also was based on tabulating the distinct ORFs found in the yeast tag location database.
ESTIMATING THE GELPF FOR A SINGLE YEAST CELL
First, we used the BD-model (24) with the fitted parameters c = 0.579 ± 0.010 and d = 6, 580 ± 190 in p 1 (M) to compute values p 1 , . . . , p 6 for 3, 009 ORFs corresponding to the library size M cell = 15, 000. Then we fit the GDP model (2) to these 6 points and extrapolated the fitted GDP model to estimate values of p m for m > 6. This use of the GDP model was necessary because numerical algorithms cannot accurately and reliably compute values of high-order derivatives [32] . However, when we fit the GDP model and the BD model to the same empirical histograms for "true" distinct tags, we observed that the GDP model is a good approximation of the BD model (data not shown). Moreover, both the BD model and the GDP model are power law forms with a similar shape. These observations justify using the GDP model to estimate p m for larger m. To check the self-consistency of our predictions, we, additionally, estimated the total number of transcripts, M, from the fitted GDP model and noted that the result was 15, 000. Figure 4b shows the predicted GELPF at all possible levels of gene expression for a single yeast cell. The step-function (solid line) represents the relative frequencies estimated by the BD model (step-function, solid line) for low-abundance genes consisting of 85% of ∼ 3, 000 genes/ORFs in a yeast cell. The GELPF was estimated with the use of the GDP model which was fitted to the BD data points and then extrapolated for larger abundance mRNA transcripts. The theoretical histogram (•) in Figure 4b was generated in 3, 009 Monte Carlo experiments by sampling from fitted GDP distribution and than by counting the numbers of genes/ORFs found at a same expression value. Figure 4b shows that 38% of ∼ 3, 000 expressed genes are represented by a single mRNA copy per cell. Moreover, Figure 4a shows that a given single cell (at M = 15, 000 transcripts per cell) expresses only 45% of all protein-coding genes; the other 55% of all protein-coding genes are expressed at very low levels (< 1 copy per cell).
We used data obtained by GeneChip technology [9] to construct the empirical histogram of the gene expression levels in untreated log-phase yeast cells (Figure 4b ). This histogram was constructed as follows: for each ORF/gene, we converted the scaled hybridization intensity signal value, I, in the yeast GeneChip database [9] , to the number of mRNA molecules per single yeast cell by the empirical formula m = (I − 20)/165. The conversion shows close agreement with the estimates of transcript numbers per cell for of 16 different yeast genes [8] observed in three different yeast GeneChip data bases [7, 8, 9] . Then summing of m-values in the unit intervals centered at 1, 2, . . . , 143 (an estimated value of the maximum gene expression level in the log-phase yeast cell estimated for the library) produce gene expression levels for a single yeast cell characterized by the GeneChip.
We then obtained a gene expression levels histogram (•, Figure 4b) . The entire expression level ranges contained ∼ 3, 000 expressed genes/ORFs representing ∼ 16, 000 transcripts per cell. Figure 4b shows that the frequency distribution for GeneChip data also follows the GDP model (k = 0.86 ± 0.001, b = 0.37 ± 0.003 at Ψ = 7.4). Similarly, skewed frequency distributions were also observed in other (untreated) yeast cell GeneChip libraries found in [7, 9] .
Thus, the distribution predicted by our analysis of SAGE data and our estimated frequency distribution based on GeneChip data are close to each other (see Figure 4b) . A larger fraction of unique transcripts in the case of GeneChip data (∼ 45% versus 38% in our SAGE data distribution) is expected because the microarray methods are more sensitive in determining, at least, low-abundance genes [7, 8] . A relatively small systematic differences between the tails of the two distributions might be because the hybridization intensity score does not strongly linearly correlate with the target molecule concentration for highly abundant transcripts [7, 33] . Observed deviations between our two gene expression level distributions could also be related to differences in experimental conditions, experimental normalization procedures, and cell types. However, both experimental techniques provide Pareto-like distributions.
DISCUSSION
This paper has demonstrated that the empirical histograms of gene expression levels for yeast cells in various cell cycle stages and for all analyzed human cell types, are well described by a "generalized" power law, called the Binomial Differential (BD) distribution. For a given sample size, this skewed distribution is approximated by the GDP model.
We also found that the empirical histograms of gene expression levels change in the same way for many cell types or cell states as the number of transcripts in a library changes (Figure 2a , Table 1 ). The skewed form and quantitative similarity of the empirical histograms of gene expression levels for any two same-size libraries, regardless of human cell type, suggest a common underlying GELPF, perhaps due to the action of a common stochastic mechanism for gene expression. This conclusion also applies to the BD model, which assumes that almost all protein-coding genes in a cell are expressed sporadically and independently.
Modeling SAGE experiments in yeast has allowed us to develop a method to estimate the cumulative numbers of expressed protein-coding genes and of erroneous and redundant sequences. After eliminating the erroneous tags and redundant tags, we estimated that ∼ 55% of all yeast proteincoding genes are expressed at very-low levels (< 1 transcript per cell) in a single cell. This 55% estimate is consistent with data in the yeast high-density oligonucleotide array databases (52% [7] , and 56% [8] ). About 70% of all protein-coding human genes are also estimated to be expressed with < 1 transcript per cell (V. Kuznetsov, 2001 , unpublished data). Such low copy numbers in a large cell sample may be due to the action of a random transcription process. Such a random processes have been observed, both spatially and temporally, in a variety of cell systems [17, 18, 19, 20, 21, 22, 23] . In particular, Chelly et al. [23] have detected low abundance transcripts of various tissue-specific genes (genes for antiMullerlan hormone, beta-globin, aldolase A, factor VIIc, etc.) and in human nonspecific cells, such as fibroblasts, lymphoblasts, hepatoma cells. The existence of a random transcription process implies that all or almost all protein-coding genes in a genome have a small but positive probability to be transcribed in any given cell during a fixed time-interval. Although not all cells of a population would have a copy of a specific transcript at a given moment, we would expect to see all these genes expressed, at least at a low level, in a sufficiently large cell population at any point in time. That is, ergodicity holds.
A random transcription mechanism could provide a basic level of phenotypic diversity in a cell population and thus could facilitate adaptation. This also assumes a "basal" transcription level of almost all genes (including their exons) in a large same-type cell population in global transcriptional response of cells due to internal random perturbations. In normal yeast libraries [9] , we observed that only ∼ 250 ORFs of ∼ 6200 yeast ORFs/genes are not detected. About 100 of these 250 ORFs are classified as questionable ORFs and, additionally, more than 50 other of 250 ORFs are classified as hypothetical protein ORF. Treatment with 6 different damaging factors [9] shows that only ∼ 100 yeast ORFs was still not observed using GeneChip technology. However, most genes/ORFs are still represented by a very small number of transcripts.
CONCLUSION
We have developed a novel approach for global characterization of large-scale gene-expression data sets. This approach is based on statistical modeling and parametric identification of size-frequency distributions of the gene expression levels data. This approach allowed us to estimate the number of genes/ORFs at very low expression levels in a single yeast cell as well as to estimate the total number of genes/ORFs in a population of these cells. Similar method might be developed for counting the number of expressed genes in other eukaryotic cell types.
We have found that transcript populations appear to follow a discrete Pareto-like skewed distribution in a number of different human tissues and in yeast cells, suggesting that this distribution can represent a universal statistical characteristic of many eukaryotic cells. It provides new insight into the statistical mechanics of gene expression levels in cells.
Identification of the GELPFs may be important in current attempts to characterize "complete" profiles of gene expression in normal and diseased human cells. We have also analyzed differences of the gene expression level distributions in different cell types and cell states of higher eukaryotic organisms that will be covered in future reports.
It seems, the binomial differential distribution could be applicable for analysis of many other complex large-scale systems (e.g., in business, linguistic, informatics, internet, physics) having a strong stochastic component.
