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ABSTRACT 
Whiplash Associated Disorder (WAD) is a general term used to describe minor injuries to the 
neck, mostly as a result of a rear-end motor vehicle collision. Although the injury is defined as 
minor, the long-term symptoms such as neck pain, stiffness, headache, or concentration 
difficulties, result in high costs to the economy, healthcare services and individuals. 
Consequently, there has been significant amount of research undertaken to understand and 
prevent WAD, covering experimental and computational studies. However, whiplash injuries are 
difficult to detect since diagnostic tools such as X-rays, CT (Computed Tomography) scans or MRI 
(Magnetic Resonance Imaging) are not suitable to identify the location or the extent of the injury. 
Also, the injury mechanisms are not fully understood; hence mathematical criteria are used as 
surrogates to estimate the likelihood of injury.  
In the present research, a biofidelic, subject-adjustable head-and-neck model (i.e. the model is 
adjustable for individual subject characteristics) has been developed for rear-end impact 
whiplash analysis. Existing literature is used to develop the overall research framework 
(methodology), which has three main objectives: first to explain the importance of personalised 
protection investigations, second to evaluate the suitability of existing data for a subject-
adjustable model, and third to define the required steps in the design of such a model. 
To generate the geometry of the model, previously published cascading equations capable of 
predicting the main vertebrae dimensions based on the subject characteristics age, gender and 
height are used. Also, in line with previous work, seven cervical neck segments represent the 
seven cervical vertebrae and all surrounding cervical tissues properties. The mass and moment of 
inertia properties of each segment are lumped into each respective segment. The intervertebral 
behaviour for two adjacent segments is described by non-linear spring-damper functions, which 
change according to subject specific characteristics. The model is driven by specification of the 
first thoracic vertebra (T1) motion. 
The model combines existing data and methods from different sources, utilising available data in 
the public domain. New procedures and techniques are incorporated to create a homogeneous 
model, which is adaptable to a wide range of subjects. The developed computational model is 
not simply a linear scaling of a master-model to other dimensions, but rather uses prediction 
equations to create the desired anthropometric model. The anthropometric model predictions 
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for body part dimensions and inertia properties are successfully verified using anthropometric 
surveys available in the literature. 
Using lumped and non-linear stiffness and damping equations for the intervertebral joints, and 
without modelling separate muscles, the model is dynamically calibrated for different 
experimental sled test data available in the open domain. The joint equations and their 
coefficients are derived based on published joint data measurements on Post Mortem Human 
Subjects (PMHS); a scaling of these coefficients is applied to match the overall head-and-neck 
kinematics of the computational model to the experimental sled test kinematics. For each 
experimental study, the global head kinematics of the model was calibrated successfully to mimic 
the head kinematics. 
The model has been modelled to represent subjects with different anthropometric 
characteristics, involving a novel relationship between intervertebral joint coefficients and 
anthropometric subject specifications. The observed effect of each change of anthropometric 
subject characteristic is evaluated independently using time-history diagrams; then the observed 
effect of multiple changes of anthropometric subject characteristics is assessed using multi-
dimensional response surfaces for the response’s highest magnitude. 
The analysis of the proposed model has revealed that existing work involving the use of lumped 
parameter models is not as robust as claimed. This is because existing work has always been 
evaluated using a low number of validation graphs, i.e. using only the graphs which gave good 
validation results. The proposed model has been comprehensively evaluated and its limitations 
are addressed.  
The developed model had to merge different studies (different ethnical backgrounds, different 
subject types, etc.) together to create an adjustable model; this is because of the limited 
available data. The final model is the most homogeneous model currently possible. In addition, 
there is also limited relevant experimental data for full validation of the model, which is not 
ideal. Nevertheless, reliable results for the comparison of global head kinematics compared with 
several experimental sled test studies have been obtained for the average male subject model. 
Also, using the proposed model the dynamic effects resulting from anthropometric subject 
differences have been evaluated; these effects are almost perfectly linear relationships for each 
subject characteristic change.  
Potential applications for the developed model are the injury assessment based on mathematical 
whiplash injury criteria, head-restraint optimisation to minimise injury risk and the improvement 
of neck biofidelity in anthropometric test devices. 
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GLOSSARY OF TERMS 
Whiplash Associated Disorder (WAD) 
Cervical spine injury 
AIS1 neck injury 
Soft Tissue Neck Injury (STNI) 
 
Names for Whiplash Injury 
Anterior Nearer the front 
Extension (of the neck) Rearward rotation (of the neck) 
Facet capsule The sac around a facet joint. It is lined with a 
membrane that secretes a lubricating fluid (synovial 
fluid), which allows movement to take place 
Facet joint Synovial, plane joints between the articular processes 
of two adjacent vertebrae 
Flexion (of the neck) Forward rotation (of the neck) 
Frankfort plane Nearly horizontal plane though the head at normal 
head position. 
Head lag Delay of head rotation after impact 
In vitro Latin for ‘within the glass’; often used in the context of 
dead (organism) 
In vivo  Latin for ‘within the living’; often used in the context of 
living (organism) 
Kyphosis Outward curvature of a portion of the spine 
Lordosis Inward curvature of a portion of the spine 
Mid-sagittal plane Plane dividing the body exactly in left and right side 
Percentile Statistical term indicating the percentage amount of 
observations for which an observation falls below a 
group of observations. The ‘50th percentile’ is the 
‘median’, which is different to the ‘average’ which is 
the ‘mean’ 
Posterior Nearer the back 
Retraction of the head Head movement relative to the torso rearward, with 
no angular change 
Sagittal plane A plane parallel to the mid-sagittal plane, dividing the 
body in left and right portions 
S-shape Unnatural shape of the cervical spine with the upper 
spine in flexion and the lower spine in extension 
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ABBREVIATIONS 
AIS Abbreviated Injury Scale 
ATD Anthropomorphic Test Devices (Crash Test Dummy) 
AWD Anti-Whiplash Device 
BioRID II Biofidelic Rear Impact Dummy, second generation 
C1 – C7 First to Seventh Cervical Vertebrae  
C1 and C2 are also called Atlas and Axis respectively 
NB. C0 is used to refer to the head 
CWF Credibility Weight Factors 
CoG Centre of Gravity 
Delta-V (∆V) Velocity change of a vehicle subjected to a crash pulse 
EMD Electromechanical Delay 
EMG Electromyography 
EuroNCAP European New Car Assessment Programme 
FEA Finite Element Analysis / FE Analysis 
IAR Instantaneous Axis of Rotation  
IIWPG International Insurance Whiplash Prevention Group 
IV-NIC Intervertebral Neck injury Criterion 
JARI Japan Automobile Research Institute 
MDB Multibody Dynamics 
MRI Magnetic Resonance Imaging 
NDC Neck Displacement Criterion 
NHTSA U.S. National Highway Traffic Safety Administration 
NIC Neck Injury Criterion  𝑵𝒊𝒋 Normalized Neck Injury Criterion  𝑵𝒌𝒎 Neck Protection Criterion  
OC Occipital Condyles (bony structures of the skull) 
PMHS Post Mortem Human Subject, i.e. human cadaver 
PPS Personalised Protection Systems 
R² Coefficient of Determination  
ROM Range of Motion 
SD Standard Deviation 
T1 First Thoracic Vertebra 
UMTRI University of Michigan Transportation Research Institute 
w.r.t. (wrt) with respect to 
WAD Whiplash Associated Disorders 
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Chapter 1 
INTRODUCTION 
Whiplash Associated Disorder (WAD) is a general term used to describe minor injuries to soft-
tissues (such as ligaments and muscles) in the neck, mostly as a result of a rear-end motor 
vehicle collision [1]. As most car occupants do not expect a rear-end accident to happen, the 
sudden differential movement between the head and neck as a result of an impact is dangerous 
and may cause Whiplash Associated Disorder (WAD). Although the injury is referred to as minor 
and most people diagnosed with WAD recover within the first three months after injury, there is 
a significant proportion of about 20-40% who will develop chronic WAD [2]. These long-term 
symptoms (i.e. longer than one month [3]) result in high costs to the economy due to sick leave, 
to healthcare services to due treatments and to individuals due to personal expenses. 
Consequently, whiplash has received considerable research attention. 
A variety of possible whiplash injury mechanisms are reported in the literature, mainly 
addressing unnatural motion of the neck during a rear-end impact. The impact leads to a sudden 
acceleration of the vehicle resulting in the torso being pushed forward while the head is lagging 
behind due its inertia properties, i.e. the head remains stationary. Since the head is not generally 
in contact with the head-restraint in normal driving posture, the upper region of the neck flexes 
and the lower region of the neck extends in the form of a so-called S-shape; this is believed to 
cause WAD. Other theories suggest that hyperextension of the cervical spine or the rebound 
motion is the cause of injury. Hyperextension means the head extending backwards, during a 
collision, beyond normal Range of Motion (ROM) limits, while the rebound motion refers to the 
unsynchronised forward motion of the head and body. However, the exact reason and location 
of whiplash injury is still controversial since soft tissue injuries are difficult to detect with existing 
diagnostic tools such as X-rays, Computed Tomography (CT) scans or Magnetic Resonance 
Imaging (MRI) [1, 4–6]. Also, the injury mechanism (pathophysiology of the injury) is not fully 
understood. In addition, gender differences have not been fully addressed, even though females 
have approximately a three times higher injury rate compared to males. [7]  
There are a wide range of medical conditions and symptoms of WAD; the most typical are 
dizziness, neck pain and neck stiffness (especially in the posterior area), blurred vision, 
tenderness of the neck muscles, reduced and painful neck movement, headaches (often in the 
occipital region), shoulder pain, concentration difficulties and other symptoms [8–12]. Even 
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though these symptoms are minor they have a substantial health and economic burden [13], 
since they can last for several years in chronic WAD [9]. In the United Kingdom the annual cost to 
society as a result of whiplash injuries has been estimated to be between £2 to £3 billion [14–
17], making Britain the ‘Whiplash Capital of Europe’ with an added annual insurance premium in 
2012 of about £90 due to whiplash claims [18].  
Many research studies have been conducted to better understand and ultimately prevent WAD. 
Volunteer as well as cadaver sled tests have been used to capture the motion of the upper part 
of the body of human subjects during a rear-end impact. The captured motion in these 
experiments is used to validate computational human-body models; these models are then used 
to assess whiplash injury criteria under different crash conditions and different seat designs, as 
well as evaluating whiplash protection systems (e.g. Anti-Whiplash-Devices, i.e. AWD). Several 
whiplash injury criteria (and associated thresholds) are proposed in the literature, despite the 
fact that the injury mechanism is not fully understood; therefore, these criteria and their 
thresholds are still debatable.  
The existing computational models can only be as representative as the experimental data used 
for their validation. Also, the model’s dynamic response has to be in adequate agreement with 
such experimental data. However, the majority of published experimental data are targeting the 
50th percentile male human, which is a reason why the majority of existing computational 
models are designed to represent the 50th percentile male occupant. A percentile is a measure 
indicating the percentage amount of observations for which an observation falls below a group 
of observations; the 50th percentile reflects the median of all measurement. Hence, most 
research focusses on anthropometric subject measurements representing the median, 
consequently anthropometric subject dimensions and female occupants are highly 
underrepresented [7, 19, 20]. In addition, in most experimental studies only the gross (global) 
head motion with respect to the body is investigated, although the unnatural S-shape of the 
cervical spine would suggest that intervertebral (segmental) displacements are more important 
[21]. Hence, only a few computer models include a validation of intervertebral motion. 
Moreover, subject-adjustable computational models have been introduced in the literature, yet 
until now there exists no records of a subject-adjustable model being used for the purpose of 
investigating crash test conditions.  
Generally, there are two methodological approaches for computational models: finite element 
(FE) analysis and multi-body dynamics (MBD). Usually, FE models are very detailed using the 
actual geometry of the subject, while MBD models are simplified but still representative for 
modelling purposes. A main difference between these two modelling techniques is in the related 
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required computational effort; FE models require considerably more computational effort than 
MBD models. Whatever methodological approach is used, a computational model has to be 
validated with experimental data to evaluate its biofidelity. Therefore, no methodological 
approach can be classed as generally superior; the chosen approach depends on the research 
purpose. Moreover, regardless of the methodological approach used for a computational model, 
due to the uncertainty of the injury mechanism WAD is often evaluated using whiplash 
performance criteria, and both methodological approaches deliver sufficient information for 
their calculation.  
1.1 RESEARCH OBJECTIVE  
The motivation for this research is to gain a better understanding of how anthropometric subject 
differences affect the dynamic whiplash human subject motion; for this investigation a 
computational model is required. Since numerous simulation runs will be required the 
computational model should be computationally efficient. Additionally, the model should also be 
adaptable for anthropometric subject differences and should adequately represent real-life 
human behaviour. These requirements have led to the following research hypothesis: 
 
“It is possible to produce a reduced parameter-set computational model capable of 
being adapted (by the optimisation of parameter values) to any human 
anthropometric properties that will predict, with sufficient accuracy, head/neck 
motion in an automotive rear-end impact more efficiently (e.g. computationally 
efficient, easy to configure and run, superior data output for reduced effort) than 
current large parameter-set computational models.” 
 
This hypothesis leads to the following research questions: 
1) Which previously developed computational models do exist and could be used or 
adapted for this research? Is there enough adequate data in the public domain to 
produce a realistic subject-adjustable computational model? 
2) Does the developed adjustable model accurately predict human anthropometric 
parameters (characteristics), and how many subject parameters are necessary to do so?  
3) How can the dynamic properties be defined in order to be adaptable based on 
anthropometric subject characteristics? Does the developed computational model 
adequately represent the dynamic responses of different experimental sled test 
experiments?  
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4) Can anthropometric subject characteristics be used to adjust the dynamic properties of 
the computational model? How does anthropometric subject data affect the dynamic 
human response? 
1.2 THESIS OUTLINE 
This thesis identifies the need for an adjustable computational head-and-neck model; the work 
includes the framework, development, verification and calibration of such a model. Then, the 
model is used for the investigation of dynamic effects resulting from anthropometric subject 
differences. Lastly, contributions to literature and the limitations of this research and the 
developed computational model are presented.  
In Chapter 2, a literature review outlines the background for the research hypothesis. The 
significance and problematic nature of WAD research, rear-end collisions, and of occupant 
motion are explained. Also, the efforts in understanding whiplash injury are described, such as 
computational versus experimental studies, suggested injury mechanics, proposed injury criteria 
and factors which affect the injury risk. In addition, relevant research related to the current study 
is discussed, such as existing simplified or adjustable computational spine models for the 
development of a new computational model, and suitable experimental data to evaluate the 
performance of the new computational model.  
In Chapter 3, the framework for the current study is presented. First, the need for the new 
computational model is discussed, and the contributions to knowledge are briefly stated. The full 
description/explanation of the contributions to knowledge is given in Chapter 7. Chapter 3 gives 
also an overview of the proposed model, including important design decisions for current 
research; for example: which level of complexity/simplicity is appropriate, how the model is 
exposed to whiplash motion, and how an extensive parameter study can be evaluated. Finally, 
instructions are presented for the different work programs which are required to be undertaken 
in order to create such a novel computational model.  
In Chapter 4, the development of the subject-adjustable model is explained in detail, e.g. the 
model uses simplified geometry and inertia prediction equations and lumps all dynamic 
properties into non-linear intervertebral joint functions to mimic accurate human behaviour. This 
chapter also includes the verification of the anthropometric subject properties predicted by the 
model to anthropometric surveys, and limitations for the developed model. 
In Chapter 5, the computational model is calibrated. First, the non-linear intervertebral joint 
functions for the computational model are defined using experimental intervertebral joint data 
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of Post Mortem Human Subjects (PMHS). Then the model is calibrated to experimental sled test 
data of volunteers and PMHS. For the calibration, the adjustable model has been adapted to 
represent the subjects who participated in the sled experimental study. The calibration required 
that coefficients in the intervertebral joint functions are scaled for a better representation of the 
sled test data. 
In Chapter 6, the calibrated computational model is used to investigate the effects of 
anthropometric subject differences on the dynamic responses of a human subject. First, a 
method is introduced to include anthropometric subject differences to the coefficients of the 
intervertebral joint functions. Then, the effect of each anthropometric subject difference is 
investigated individually. Lastly, the effects of multiple anthropometric changes are investigated. 
In Chapter 7, the conclusions for this research are presented, including a critical assessment and 
limitations of the conducted research, contributions to knowledge and further research 
possibilities in this area. 
Appendices are included to provide, (A) more information about the geometry prediction of the 
cervical spine, (B) further explanation about the attempt to derive individual coefficients for each 
intervertebral level, (C) more information about how different subject characteristics affect the 
dynamic whiplash motion, (D) an explanation of the solver/simulation settings for the multi-body 
simulation, and (E) a brief overview of the graphical user interface (UI) developed to manage the 
adjustable computational model.  
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Chapter 2 
WHIPLASH INJURIES 
This Chapter introduces the whiplash problem and its related terminology. First, the significance 
and costs of rear-end impacts are explained, then the occupant motion is analysed and possible 
injury mechanisms are described. Next, important factors for the injury are listed and finally, 
Whiplash Injury Criteria, which are used by researchers to assess the injury risk in rear-end 
collisions, are presented. 
2.1 EXPLANATION OF WHIPLASH 
Whiplash is a term in the field of vehicle safety. It describes a range of injuries to the neck caused 
by sudden differential movement between head and torso (abrupt and fast backward motion of 
the head with respect to the torso followed by a forward motion). This distortion of the neck is 
commonly associated with rear-end impacts, although this injury can also occur in other 
collisions and even more general accidents such as in contact sports (boxing or rugby) or after a 
fall [9]. 
Whiplash is a non-medical term coined after occupants described the movement of the head as 
similar to a whip’s lash [13]. The exact injury mechanism is not fully understood as modern 
diagnostic scans (CT, X-ray, MRI) are inconclusive and the precise injury location remains 
unknown [1, 4–6]. Whiplash is associated with the damage to the cervical muscles, ligaments, 
facet joints, nerve roots, vertebrae arteries or brain stem [15], but several of these injuries may 
coexist with similar symptoms [22]. As a consequence of this uncertainty, whiplash is diagnosed 
based on the patients’ symptoms [9, 23]. 
The typical symptoms of whiplash are dizziness, sleep loss, neck pain and neck stiffness 
(especially in the posterior area), blurred vision, tenderness over the neck muscles, reduced and 
painful neck movements, headaches (often in the occipital region), shoulder pain and 
concentration difficulties [8–12]. It may take up to twelve hours after an accident before the 
symptoms arise, often getting worse on the day after the injury and lasting for up to six months 
or even several years (chronic whiplash) [9]. Table 2.1 has been provided by Rashier et al. [23] in 
their whiplash report for the UK Ministry of Defence, showing some of the symptoms which are 
most frequently reported by patients suffering from an acute whiplash injury. The report by 
7 
 
Rashier et al. also explains the benefits and drawbacks of different diagnostic tools for Whiplash 
Associated Disorder (WAD). 
Table 2.1: Percentage of symptoms in patients with acute whiplash injury [23]. 
Symptoms Percentage of patients affected 
Pain and stiffness in the neck and interscapular region 99% 
Headache (general) 96% 
Headache in the occipital region 78% 
Limitation in rotation 49% 
Limitation in flexion and/or extension 42% 
Loss of concentration 34% 
Paraesthesia in the arms or hands 24% 
Vertigo and dizziness 24% 
General tiredness 19% 
Short-term memory disturbances 6% 
Personality changes 6% 
Disturbances with word finding 5% 
 
In 1995, the Quebec Task Force [24] defined whiplash as:  
“An acceleration-deceleration mechanism of energy transfer to the neck. It may 
result from rear-end or side-impact motor-vehicle collisions, but can also occur 
during diving or other mishaps. The impact may result in bony or soft tissue injuries 
(whiplash injury), which in turn may lead to a variety of clinical manifestations 
(whiplash associated disorders)”. 
As shown in Table 2.2, the Quebec Task Force also developed the specific Whiplash Associated 
Disorder (WAD) scale allowing a better distinction of injury grade [24]; the AIS (Abbreviated 
Injury Score, created by the Association for the Advancement of Automotive Medicine) level is 
added for comparison. In Grade 1 the patient does not show any physical signs but experiences 
neck complaints. In Grade 2 and Grade 3 the patient shows physical signs although no injury can 
be detected. Grade 4 is classified when physical signs of injury exist. In comparison to the 
Abbreviated Injury Scale (AIS) which is more widely used to classify injury severity in vehicle 
accidents, whiplash injuries are at the lower end of this AIS scale [1, 25, 26].  
In 2016, Croft et al. [27] compared the 1995 Quebec Task Force grading system to the 1993 Croft 
grading system and showed the latter gives a better predictive measure for recovery status from 
whiplash injuries; yet the Quebec Task Force grading system is still more often cited in the 
literature. Also, Bogduk et al. [28] described that there is a ‘grey zone’ between major and minor 
neck injury, and Elkin et al. [29] pointed out that clinical presentations of whiplash injury and 
concussion have considerable overlap. Consequently, there is no agreement of a definition for 
Whiplash Associated Disorder.  
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Furthermore, Davis [30] describes that occupants which have been involved in a low-speed rear-
end accident may or may not seek treatment. Some will downplay symptoms or attempt to self-
treat, some will think that the pain will disappear after a period of time and seek treatment only 
after some time has passed, and others will immediately seek treatment.  
Table 2.2:  Classification of Whiplash Associated Disorder (WAD) by the Quebec Task Force [24], the table is 
extended to include the equivalent Abbreviates Injury Scale (AIS) level [26]: 
WAD Grade Quebec Task Force Clinical Presentation AIS equivalent [26] 
0 No complaint about the neck 
No physical sign(s) 
0 
1 Neck complaint of pain, stiffness, or tenderness only 
No physical sign(s) 
1 
2 Neck complaint AND Musculoskeletal sign(s) 1 
3 Neck complaint AND Neurological sign(s) 1 
4 Neck complaint AND Fracture or dislocation 2 
Musculoskeletal signs: include decreased range of motion and point tenderness; 
Neurologic sign: include decreased or absent deep tendon reflexes, weakness and sensory deficits; 
Symptoms and disorders that can be manifest in all grades include deafness, dizziness, tinnitus, headache, memory loss, 
dysphagia and temporomandibular joint pain. 
2.2 SIGNIFICANCE AND COSTS OF REAR-END COLLISIONS 
Even though the fatality risk for rear-end impacts is low, they are a frequent source of injury, 
leading to considerable costs for individuals and society [31]. 
Table 2.3 provides a shorted summary by the US Fatality Analysis Reporting System (FARS) [32]; 
the data shows that rear-end impacts contribute to 32.4% of all reported vehicle accidents, and 
although rear-end impacts result in only 6.6% of fatalities, they contribute in 31.7% of all injuries. 
These percentages are similar to previous reports (2001, 2005) and show the same trend as 
accident reports from other countries and years [7, 33, 34]. 
Table 2.3: Crashes by First Harmful Events, Manner of Collision, and Crash Severity in the US in 2014. Adapted 
from National Highway Traffic Safety Administration (NHTSA) [32]. 
First Harmful Event 
Crash Severity Total Fatal Injury Property Damage 
Number Percent Number Percent Number Percent Number Percent 
Angle 5,247 17.5 438,000 26.6 843,000 19.2 1,286,000 21.2 
Rear End 1,966 6.6 522,000 31.7 1,442,000 32.9 1,966,000 32.4 
Sideswipe 810 2.7 100,000 6 612,000 13.9 712,000 11.7 
Head On 2,866 9.6 62,000 3.8 76,000 1.7 141,000 2.3 
Other/Unknown 123 0.4 9,000 0.6 92,000 2.1 102,000 1.7 
Accidents without 
other vehicle(s) 
involved: 
18,947 63.2 517,000 31.4 1,321,000 30.1 1,858,000 30.6 
Total 29,959 100 1,648,000 100 4,387,000 100 6,064,000 100 
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In addition, the relation of rear-end impact to whiplash associated disorder (WAD) has been well 
established in the literature. Carlsson [7] summarised different studies and concluded that 
around 50 percent of whiplash injuries are related to rear impacts. Consequently, WAD studies 
and investigations often include only rear-end collisions to address the injury risk [25, 35, 36].  
The importance of safety measures for rear-end impacts is rising in the age of rising autonomous 
driving vehicles. Favarò et al. [37] investigated the typical impact directions of conventional and 
autonomous driving vehicles by examining accident reports in California (US). The study 
concluded that the percentage of rear-end impact collisions is significantly higher in autonomous 
driving vehicles compared to conventional vehicles. This is likely to be because autonomous 
driving vehicles are capable of preventing accidents for all other impact directions more 
effectively than for the rear-end direction. 
Carlsson [7] investigated seven studies between the late 1960’s and the late 1990’s and observed 
a steady increase of whiplash injuries. Possible reasons given are the changes in vehicle 
structure, changes in the seat design and the use of seatbelts, e.g. modern vehicles include stiffer 
materials which dissipate less energy, resulting in greater head and neck dynamics [38, 39]. To 
counteract this, seats with whiplash protection features have been introduced since the late 
1990’s [40] and these have reduced the risk of Whiplash Associated Disorder. However, the 
whiplash protection features have different efficiency for male and female occupants: Kullgren et 
al. [41, 42] report more effectiveness on male occupants, while Farmer et al. [43] report more 
effectiveness on female occupants. Nevertheless, females have on average a three times higher 
injury rate compared to males [7]. 
Even though WAD is classified as a minor injury, the resulting costs on society are immense. In 
the United States the annual cost of whiplash claims is approximately $29 billion [2]; the 
estimated annual cost to the European Economic Area is up to €10 billion [25, 31, 44, 45].  
The United Kingdom has especially high annual whiplash costs of around £3 billion, this value has 
been calculated using the UK Department for Transport ‘Willingness to Pay’ costing method [16]. 
This value is consistent with the estimate which includes the National Health Service costs, Social 
Security costs, damage to property, and lost productivity [45]. Britain has been named as the 
‘whiplash capital of Europe’ [18]; about a quarter million whiplash claims are made every year 
based on figures from the insurance industry. This figure does not take into account the unknown 
number of sufferers who do not claim [23]. However, there are also many fraudulent whiplash 
claims [17, 46]. It is estimated that dishonest whiplash claims based on staged accidents cost the 
UK insurance industry between £75 and £110 million every year, representing 5% of all whiplash 
claims [47]. Hence, there is also research conducted to detect fraudulent whiplash claims before 
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compensation is paid, e.g. Gudmundsson et al. [2]. Also of interest, in the UK around 80 percent 
of all personal injury claims relate to whiplash, while only 3 and 47 percent in France and 
Germany respectively [17]. A detailed comparison of costs, the claim procedure and fraud 
protection for several countries was published by AXA in 2013 [46].  
In the past, whiplash claims were often settled without medical examination [48]. But since 2015 
the UK government [49] has been working towards a legislation which makes it harder for people 
to claim compensation for soft tissue injury (whiplash), which will cut the insurance premiums of 
individuals by about £40 to £50 per year. In April 2019 the UK government agreed on a whiplash 
reform programme which will change the requirements and procedure for whiplash claims from 
April 2020 onwards [50].  
Around 800 000 European Union citizens suffer from WAD annually, 40 000 of which result in 
long term conditions [51, 52]. As a consequence, WAD remains an international concern, which 
has led to increased research in the field [53]. 
2.3 ANATOMY OF THE NECK 
This section gives a brief introduction to the anatomy of the neck, mainly based on the work of 
Kapandji [54]. For detailed information the reader is referred to anatomical textbooks, for 
example Benzel [55] or Shen et al. [56]. 
The neck connects the head and torso and consists of the cervical spine surrounded by soft 
tissues. The cervical spine has seven cervical vertebrae; the soft tissues in the neck consist of the 
intervertebral discs, ligaments, muscles, nerve and blood vessel, fat, etc. The cervical spine has 
typically a backwards bent curvature, termed a lordosis curvature. A forward rotation of the head 
and hence also of the cervical vertebrae is called flexion; a rearward rotation is called extension. 
Figure 2.1 shows the bony structure, i.e. the cervical spine of the neck, consisting of seven 
cervical vertebrae coded as C1 to C7. The upper end of the cervical spine, i.e. C1, is connected to 
the occipital condyle (OC) of the skull. The OC is the base of the skull and consists of two 
rounded knobs. The lower end of the cervical spine, i.e. C7, is connected to the first thoracic 
vertebra (T1); this connection is called the cervicothoracic junction. The region of the upper two 
cervical vertebrae (C1 and C2) and the region of the lower five cervical vertebrae (C3 to C7) are 
often referred as upper and lower cervical spine respectively [57]; visualised in Figure 2.1a. The 
cervical vertebrae C1 and C2 display distinguished features when compared to the remaining 
cervical vertebrae C3 to C7. The upper vertebrae C1 and C2 are named ‘atlas’ and ‘axis’ 
respectively, and the cervical vertebrae C3 to C7 are known as the ‘typical vertebrae’ because 
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they share the same basic characteristics with most of the vertebrae throughout the spine. 
Figure 2.1b, c and d show C1, C2 and a typical vertebra respectively. 
 
 
 
a) Illustration of the whole cervical column. The upper 
cervical vertebrae (C1 and C2) are different than the 
lower cervical vertebrae (C3 to C7); adapted from 
Kapandji [54]. 
 
b) First cervical vertebra, C1, atlas; adapted from 
Huelke [58]. 
 
c) Second cervical vertebra, C2, axis; adapted from 
Huelke [58] 
 
d) Typical vertebrae C3 to C7, adapted from Kapandji 
[54]. 
Figure 2.1:  The bony structure of the neck. 
 
All cervical vertebrae have a vertebral foramen (opening), which contains the spinal canal (spinal 
cord) and anterior and posterior facets. The facets of adjacent vertebrae are connected via facet 
joints. The typical cervical vertebrae (lower cervical spine) C3 to C7 are similar to most vertebrae 
throughout the spine; an illustration is given in Figure 2.1d. The most prominent features are the 
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vertebral body, the vertebral arch, anterior and posterior facets and a spinous process. The upper 
cervical vertebrae (upper cervical spine) C1 (atlas) and C2 (axis) have a unique form; illustrations 
are given in Figure 2.1b and c respectively. The first cervical vertebra does not have a vertebral 
body but is instead shaped more like a ring which is formed by the anterior and posterior arches. 
The second cervical vertebra has a large bony protrusion (dens) which rises perpendicularly from 
the upper surface of the vertebral body. The connection of C1 and C2 is called atlantoaxial joint 
and fits the ring of the atlas around the bony protrusion of the axis; this allows significant ranges 
of motion to be achieved [57]. 
An accurate anatomical description of soft tissues in the neck musculature would exceed the 
scope of this thesis; only a brief overview is given in the following two paragraphs. 
Any two adjacent vertebrae from C2 to T1 are connected by an intervertebral disc between the 
vertebral bodies, ligaments between the vertebrae, and facet joints between the articular facets. 
The connections of C1 to C2 and C1 to skull do not have an intervertebral disc [57] and have a 
unique arrangement of ligaments and facet joints because of their distinctively different 
geometry. 
The muscular anatomy of the neck is extremely complex, but briefly the neck muscles can be 
divided into deep, intermediate and superficial muscles. Deep muscles lie close to the cervical 
vertebrae, some connect two adjacent vertebrae and others span over several vertebrae; hence 
deep muscles link vertebrae to vertebrae. In contrast, intermediate muscles link cervical 
vertebrae to the thorax or skull and superficial muscles run directly from the skull to the thoracic 
region without attachments to the cervical spine. A schematic muscle map of the most important 
neck muscles is given in Figure 2.2. 
Furthermore, with respect to the cervical muscles it should be noted that: (i) many muscles come 
in pairs due to sagittal symmetry of the human body, (ii) most muscles are in the vertical 
orientation, and (iii) posterior muscle activity is needed to keep the head and neck in an upright 
position due to an eccentric position of the heads centre of gravity. 
In biomechanical engineering a ‘motion segment’ is often referred to: a motion segment includes 
two adjacent vertebrae and the most immediate soft tissues and joints, i.e. intervertebral disc, 
facet joints and ligaments. Such a motion segment is used to investigate the biomechanical 
behaviour of the spine. Hence, from a technical perspective the cervical spine consists of a series 
of neck segments. Studies on such neck segments have been conducted for example by 
Nightingale et al. [59], Voo et al. [60], etc. 
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Figure 2.2:  Schematic muscle map of the most important neck muscles; shown are the muscle points of 
attachment (origins and insertions). Illustration by van Lopik [61]. 
2.4 OCCUPANT MOTION DURING REAR-END IMPACT 
Whiplash is typically associated with rear-end accidents and several rear-end sled test 
experiments have documented the occupant motion, in particular the motion of head, neck and 
upper torso. Different experimental studies have described small differences for the occupant 
motion, likely due to different experimental test conditions, i.e. impact severity, sled and seat 
design, attached instrumentation for the subjects. Moreover, even if these conditions are the 
same, each volunteer and each Post Mortem Human Subject (PMHS) performs differently. 
However, there is a general pattern of occupant motion in a rear-end accident and this pattern 
can be divided into 4 different phases, illustrated in Figure 2.3: 
 Initial phase – normal head and neck position; 
 Retraction phase – head moves backwards; 
 Extension phase – head rotates backwards; 
 Rebound phase – head rotates forward (flexion). 
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a) Initial phase – 
normal head and neck 
position 
b) Retraction phase – 
head moves 
backwards 
c) Extension phase – 
head rotates 
backwards (extension) 
d) Rebound phase – 
head rotates forward 
(flexion) 
 
Figure 2.3:  Whiplash motion of the head and neck during a rear-end impact; illustration adapted from Linder 
[62]. 
 
Figure 2.4 illustrates in a time-history diagram the typical horizontal acceleration for head, upper 
body and vehicle during a rear-end impact; the four phases of occupant motion are also shown. 
This figure is based on illustrations provided by similar figures in the literature [28, 63–65], 
however the provided numerical values for the horizontal and vertical axis, i.e. horizontal 
acceleration and time respectively, are merely typical values and should not be taken as 
standard.  
 
Figure 2.4:  The typical horizontal accelerations of vehicle, upper body and head during a rear-end impact. Note 
the time delay and acceleration magnitude differences for these three graphs. This figure is based 
on illustrations provided by different illustrations in the literature [28, 63–67]; however, the axis 
labelling, i.e. typical acceleration and times, should not be taken as standard. 
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As Figure 2.4 shows, the upper body (T1) acceleration is higher than the vehicle (sled) 
acceleration and the head acceleration is even higher than the upper body acceleration. Carlsson 
[64] as well as Davis [30] note that numerous studies have shown higher forces on the head and 
neck compared to the forces on the vehicle during low-speed rear impacts. The head typically 
experiences accelerations of approximately 2 to 2.5 times the acceleration of the vehicle [20, 30, 
68]. Such an acceleration distribution does not only exist in rear-end accidents; it is also a known 
issue in frontal accidents where the occupant experiences higher acceleration than the vehicle.  
The four phases of occupant motion are explained in more detail below. It should be noted that 
the boundaries between these phases often cannot be precisely determined; there might be an 
overlap between two phases. The injury mechanism for the four stages of WAD is discussed in 
Section 2.7. 
2.4.1 Occupant Motion during the Initial Phase 
The initial phase starts with the first contact of the two colliding vehicles and ends with the rising 
horizontal acceleration (x-acceleration as shown in coordinate system in Figure 2.3) of the upper 
body, i.e. the first thoracic vertebra T1. Depending on the experimental setup, this phase lasts 
between 30 and 70 milliseconds (ms).  
With the start of the impact, the struck vehicle starts to accelerate which ultimately accelerates 
the car seat forward relative to the occupant. The occupant’s body tries to preserve its initial 
position due to its inertia and is therefore initially not affected. Nevertheless, the forward motion 
of the seat pushes the torso and especially the lumbar area into the seatback foam. At the 
beginning, the contact forces of body and seat are not high enough to accelerate the body 
significantly forward and practically no relative movement happens between the torso, neck or 
head. This leads to the conclusion that in this phase no injury occurs [69], therefore the duration 
of this phase can be used to activate an anti-whiplash device. 
However, even if the torso is not accelerating, the reaction force between seat and torso starts to 
influence the initial internal geometry of the human body. In normal posture, the thoracic spine 
shows a kyphotic curvature, but because of the reaction force this curvature is disturbed and the 
spine develops a straighter posture. The seat characteristics may affect the timing of the 
straightening of the spine [70]. The straightening of the spine requires more space and therefore 
results in an axial compression of the spine. The demand for more space can be observed by a 
downward acceleration of the pelvis and an upward acceleration of T1; both accelerations can be 
measured immediately after the impact [71, 72]. A difference in seat characteristics affects the 
timing of the straightening of the spine [70]. All this happens while the horizontal (x) acceleration 
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of the torso remains largely unaffected. After the contact force between torso and seat is high 
enough to accelerate the torso the retraction phase starts, i.e. retraction movement between 
upper body and head. 
2.4.2 Occupant Motion during the Retraction Phase 
The start of the retraction phase is indicated by the horizontal (x) acceleration of the upper body 
(i.e. torso), which often means the acceleration of the first thoracic vertebra (T1). The contact 
force between human body and seat is finally high enough to push the torso forward. However, 
since the head is at this time not supported by the head restraint it tries to preserve the initial 
position and orientation due to the head inertia. This ‘head-lag’ phenomenon is responsible for 
the retraction motion between head and torso, i.e. the horizontal backwards movement of head 
with respect to torso. This retraction causes flexion in the upper region of the cervical spine and 
extension in the lower region of the cervical spine; the resulting bi-polar curvature of the spine is 
commonly termed as the ‘S-Shape’ in whiplash related literature. Various researchers have 
reported considerably different times for maximum S-shape, e.g. Geigl [63] reports retraction 
from 40 to 80 ms after impact while Kaneoka et al. [73] report S-shape at about 110 ms. These 
time differences are likely a result of the different experimental setups. Nonetheless, the 
retraction phase typically lasts until 70 to 160 ms after the impact. During the whole retraction 
phase the head remains in its original position and orientation due to its inertia. 
At the beginning of the retraction phase the cervical spine usually has a lordosis curvature, yet 
this curvature changes gradually into the typically whiplash S-shape. Although the head and neck 
do not exceed normal physiological limits externally, the internal unnatural deformation of the 
cervical spine can exceed intervertebral rotations [21, 28, 74]. The alteration towards the S-shape 
starts at the first thoracic vertebra T1 as it moves forward and hence generates a shear force with 
respect to the superior vertebrae C7. After the shear force creates a displacement which reaches 
its physiological limit, the next adjacent intervertebral segment C7-C6 is affected in the same 
way. Like this, the shear force is transmitted from the lower cervical vertebrae to the upper ones 
until it finally reaches the head at the occipital condyle (OC - the connection of head and C1) 
[23]. At this point the head horizontal acceleration starts, which indicates the beginning of the 
extension phase, i.e. the rearward rotation of the head. 
Still during the retraction phase, the contact force between seat and human body has two 
additional side effects: ‘upwards motion of the torso’ and ‘inclination of the seatback’. The first 
additional side effect, i.e. upwards motion of the torso is also termed as ‘ramping’ and occurs 
because the seatback is usually inclined backwards by a seatback angle [75]. The resulting 
reaction forces between seat and torso have an upward component, and hence generate an 
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upwards motion for the body. An upwards shift of T1 occurs as a result, which leads to a 
compression force within the neck. Consequently, ramping is the second compression influence 
in the cervical spine; the first compression influence is due to the straightening of the thoracic 
spine in the initial phase (see above). To separate these two compression influences, Deng et al. 
[72] performed two sled tests on the same PMHS with setting the seatback angles once at 0° and 
once at 20°. During both experiments the force on the seat pan was measured and the difference 
is attributed to ramping. It can be concluded that the influence of the initial phase (i.e. 
straightening of the spine) is considerably more prominent than the influence in the retraction 
phase (i.e. ramping). Nonetheless, the second additional side effect, i.e. inclination of the 
seatback, is caused by the inertia force of the human body on the seatback. Since the seat is 
inclined backwards, the acceleration of the torso decreases. This effect is used in modern vehicle 
seats and anti-whiplash-devices, because the lower horizontal acceleration of the torso has a 
positive effect on the body; studies have proven its effectiveness [26, 76]. However, it should be 
noted that the ramping effect is amplified by the seatback rotation, and that the additional 
rotation of the torso causes flexion in the cervical spine.  
2.4.3 Occupant Motion during the Extension phase 
The extension phase starts with the horizontal (x) acceleration of the head [71]. The shear force 
has been transmitted through the cervical spine and reached the connection of atlas and head 
(occipital condyles). As a result, the head rotates backwards and the cervical spine changes into 
pure extension; this is sometimes referred as C-curvature for the cervical spine [77]. If no head 
restraint is in use or the head restraint is adjusted poorly, the head extension can exceed the 
normal physical limits. This state is called hyperextension of the neck and poses a potential risk 
for injuries.  
A well performing head restraint prevents hyperextension by supporting the head in the early 
stage of the extension phase and reduces or even eliminates the relative motion between head 
and body. Hence, on the one hand, a well performing head restraint could shorten the extension 
phase while inducing an earlier rebound phase; on the other hand, a none-existent or a poorly 
performing head restraint could result in the torso commencing the rebound motion while the 
head is still undergoing a backwards rotation. No general definition for the start of the rebound 
phase could be found in the literature. 
2.4.4 Occupant Motion during the Rebound Phase 
The rebound phase involves the forward motion of the head and torso. The head starts the 
forward motion either because physical body limits are reached during hyperextension or 
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because of the contact with the head restraint, while the torso starts the forward motion 
because of the interaction with the seat, i.e. elastic recoil of the seatback [22]. In most cases 
these two motions do not start simultaneously since many factors have an influence on which 
movement is triggered first. On the one hand, a well performing head restraint could trigger the 
head rebound earlier than the torso rebound; on the other hand, a stiffer seat would trigger the 
torso rebound earlier. If the head and the torso were to start the forward motion (the rebound) 
simultaneously (synchronised), then no relative motion would be generated. Yet, if the rebound 
motion of head and torso is unsynchronised, then the relative movement may be a potential 
injury hazard. 
In the rebound phase the forward motion of head and body is similar to the motion during a 
frontal accident [22]. If a seatbelt is used the motion of the thorax is stopped while the head is 
still in forward motion. This leads to the opposite curvature of the spine as in the retraction 
phase and is termed as ‘Inverse S-Shape’ [78]. The rebound velocity after a rear-end impact can 
be significant and hence potentially causes injury [79]. 
2.5 TYPES OF WHIPLASH INVESTIGATIONS 
In this section, an introduction of experimental and theoretical whiplash investigations is given. A 
considerable quantity of research has been undertaken to better understand and ultimately 
prevent WAD. Numerous experimental tests as well as computational approaches for whiplash 
investigation are published in the literature; the main advantages and disadvantages of these 
different approaches are explained in Table 2.4. Volunteer and cadaver (Post Mortem Human 
Subject, i.e. PMHS) sled tests have been used to capture the motion of the cervical spine during a 
rear-end impact; in some cases even only the head and neck of a PMHS, i.e. isolated human 
cadaveric cervical spine specimen, have been used for a better understanding of the spinal 
motion. Isolated human cadaveric cervical spine specimen can be used since for WAD it is 
desirable to obtain head motions relative to the first thoracic vertebra (T1), so that head-neck 
kinematic behaviour can be separated from the motion of the rest of the spine [20]. 
Nonetheless, the three experiment types including humans are used to verify Anthropomorphic 
Test Devices (ATD, i.e. Crash Test Dummies) and computation models, since the results gathered 
from such non-human tests are only as reliable as the validation procedure. In addition, 
experimental studies on animals have also been conducted to better understand WAD. 
In general, the most reliable responses are obtained from human experiments, however there 
are ethical limitations. Therefore, non-human experiments are used as surrogates, i.e. ATD and 
computational models. However, these non-human surrogates need to be compared to human 
19 
 
experiments to prove their capability for biofidelic responses. This is often difficult since 
information about the human experimental set-up, and/or the complete time history of human 
responses is not well documented. Also, experimental results often have significant differences 
due to inconsistency in sample age, gender and anthropometrics [57]. Nonetheless, once a non-
human surrogate has proven to be biofidelic, these surrogates can be used for additional 
investigations. 
Table 2.4:  Advantages and disadvantages for different types of whiplash investigation; inspired by a table 
provided by Panjabi et al. [80]. 
Experiment Type Advantages Disadvantages 
H
u
m
a
n
  
e
xp
e
ri
m
e
n
t 
Volunteer 
Actual human anatomy, actual human 
responses, subjects can be questioned 
at the end of the tests 
Ethical concerns, subject differences, 
only for lower impact severity, 
anticipation of experiment 
PMHS (Post Mortem Human 
Subject) 
Actual human anatomy, Suitable for 
higher impact severity 
Usually older age, 
no muscle tone and reflexes, muscle 
stiffer than normal, subject 
differences 
PMHS cadaveric cervical spine 
specimen 
Easier to capture intervertebral 
motion, avoiding body-seat 
interactions (straightening of thoracic 
spine, ramping up) helps to focus on 
main whiplash motion (horizontal T1 
motion) 
Same disadvantages as PMHS in 
addition to loss of secondary body-
seat interactions (vertical and 
rotational T1 motion), often muscles 
removed 
N
o
n
-h
u
m
a
n
  
e
xp
e
ri
m
e
n
t 
Computational model 
(mathematical, multi-body, 
finite element) 
Simulation of situations without 
physical set-up 
Difficult to validate, inaccurate results 
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Below more information about the different types of whiplash information is given. 
2.5.1 Human Experiments 
Human experiments are the most biofidelic option since the real human anatomy is tested; but 
there are still limitations. Limiting factors for all human experiments are ethics, variances 
between individual subjects, low number of participating subjects, and variances between the 
individual test runs. The advantages and disadvantages for the different types of human 
experiments are explained below.  
For volunteers the most important limitation is ethics; human volunteers cannot be exposed to 
experiments with the risk of causing an injury. Additionally, the anticipation of the volunteers 
cannot be fully eliminated. Also, human volunteer experiments often show a significant 
variability in experimental responses. Moreover, forces acting on the cervical spine can only be 
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indirectly determined since direct measurements are not feasible. Therefore other 
measurements in form of acceleration data have to be used [81]. 
Post Mortem Human Subject (PMHS, i.e. cadaver) experiments can be performed at higher 
impact severity, but in PMHS the natural muscle tone and reflexes are non-existent. Additionally, 
PMHS are usually of older age and cervical soft tissues generally become stiffer with age [82]. 
With older age also the cervical range of motion (ROM) decreases [83, 84], but this is to some 
extent compensated by the absence of muscle tone [85]. Finally, subject‐to‐subject variation is a 
natural part of every PMHS test series [86]. However, such experiments provide valuable 
information how human subject behave during higher impact speeds.  
Lastly, there are the human cervical spine specimen, i.e. only the head and neck of a PMHS. Such 
experiments eliminate the full body variance (e.g. seat interaction) since an impact motion is 
applied directly to the specimen, mostly at the first thoracic vertebra (T1). However, for a cervical 
spine specimen the integrity of the neck has to be compromised, i.e. the cervical spine is often 
reduced to their osseous and ligamental structures and the intervertebral discs (necessary since 
many soft tissues have their origin below T1). This may be compensated with artificial soft-
tissues, e.g. Muscle Force Replications [87]. Despite this reduction, the head and neck kinematics 
of specimen experiments and volunteer experiments are still similar [67, 88]. This method is 
often used to investigate intervertebral rotations, especially since the reduced cervical spine 
allows easier access to the individual vertebrae than full body PMHS. The intervertebral rotations 
provide valuable information about the cervical spine deformation. However, cervical spine 
specimen experiments need to be carried out with biofidelic T1 motion, but often this motion is 
not recorded in full body experiments. The reason might be because of a possible interference of 
the instrumentation with the seatback, and the difficulty in the fixation of the necessary 
instrumentation to T1 [89]. 
2.5.2 Non-Human Experiments 
Non-human experiments are used to investigate WAD when it is not possible or not reasonable 
to use human test subjects. For example both ATDs (Crash Test Dummies) and computational 
models can be used to evaluate seat or head-restraint performances; and animal experiments 
can be used to investigate the whiplash injury mechanism [90]. 
Computational models are a valuable tool to study biomechanics, and with each generation 
more anatomical details are incorporated and with greater accuracy [28]. The benefits are that 
changes to geometry, material properties and boundary conditions can be easily made; 
additionally, computational models produce repeatable results [88]. However, one of their 
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biggest limitation is the definition of material properties for soft tissues, which have large 
variations in the literature [91]. Nevertheless, computational models are becoming more and 
more important, especially anatomical correct full human body models. The two major human 
body models are the GHBMC (Global Human Body Models Consortium) and the THUMS (Total 
Human Model for Safety) models. Both of these models consist of the full body and are 
developed for universal applications; hence the neck is only a small portion of these models. The 
GHBMC model is a multi-university effort consisting of several parts; the neck model is 
developed at the University of Waterloo in Ontario, Canada [92–95]; the neck model has been 
tested for accurate cervical behaviour [96, 97], but has not been validated for rear-end impact 
intervertebral responses. The THUMS model is developed by Toyota [98], and the whole spine 
alignment patterns during rear-end impact has been tested by Sato et al. [99]. Nevertheless, care 
must be taken so that a computational model is not used for investigations which are beyond its 
capability, e.g. a computational model which has been successfully validated for high speed 
frontal impacts should not be generally considered valid for a biofidelic response in low speed 
rear impacts.  
ATD experiments are an accepted standard to compare performances of seat and head-restraint 
designs. The biofidelic behaviour of an ATD is evaluated using human experimental studies; 
hence they are only as representative as their adherence to these human responses, therefore 
the biofidelity of an ATD is often questioned. Nevertheless, the European New Car Assessment 
Programme (Euro NCAP) requires the test of a new car using an ATD, and in particular for rear-
end impacts the BioRID II (50th Male) ATD, produced by Humanetics Innovative Solutions, MI, 
USA. There are seven performance criteria for the NCAP whiplash test [100], detailed explanation 
is given in the Euro NCAP Testing protocol [101]. Nonetheless, although the development and 
verification process of an ATD is extremely effort-consuming, ATDs are important to evaluate 
whiplash protection systems and Anti-Whiplash-Devices (AWD) in the automotive industry.  
Animal experiments have typically the purpose to better understand the whiplash injury 
mechanism. Despite the non-human anatomy, animals have similar anatomical features and the 
soft tissues contain similar types of nerve fibres [102], e.g. Flynn et al. [103] demonstrated that 
the vertebral canal in the neck of young adult rats is similar in some regards to that of humans. 
Nonetheless, there are two animal experiments especially known with respect to WAD 
investigations: Lee et al. [102] used rats to demonstrate that there is a relationship between facet 
joint distraction, capsular ligament strain, cellular nociceptive responses, and pain; hence they 
suggest that WAD is caused by injury to these aforementioned anatomical regions. Boström et al. 
[104] used pigs to investigate the relationship of cervical S-shape and pressure in the cervical 
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spinal canal; hence suggesting ganglion injuries as the cause of WAD; furthermore, based on this 
pig study the Neck Injury Criteria (NIC, see Section 2.8) has been developed. 
2.6 CRASH SEVERITY AND RELATED RESEARCH 
A fast and easy way to classify the impact severity is by specifying the velocity change of the 
struck vehicle; also termed ‘Delta-V’. Although often divided into low (< 17 km/h), moderate (17-
30 km/h) and severe (>30 km/h) impacts [86], this definition does not indicate the shape of the 
velocity change, i.e. the acceleration pulse. For a better description of the impact severity the 
peak and/or mean acceleration are often provided next to Delta-V, or a time-history graph of the 
crash impulse is provided. 
Davis [30] summarises in his literature review that an impact speed of 14-15 km/h is required for 
a plastic deformation in a vehicle, and Eis et al. [34] established in their study that occupants can 
get injured at accidents with a velocity change less than 10 km/h. Hence the combination of the 
two studies reveals that whiplash injuries can occur even without vehicle damage, i.e. there is a 
lack of relationship between vehicle damage and occupant injury. 
In this section the relationship of crash severity and injury risk as well as generalised crash pulse 
characteristics are discussed. 
2.6.1 Crash Severity and Injury Risk Relationship 
Since 1995/96, approximately 40,000 cars (seven models of the same make) on the Swedish 
market were fitted with crash pulse recorders by the Folksam Insurance Company to monitor the 
acceleration history in rear-end impacts. The obtained data was used to compare whiplash injury 
risk according to impact severity by the institution Folksam Research (Sweden), in particular by 
Krafft et al. [35, 105] and Kullgren et al. [36]. 
Folksam Research conducted additional occupant interviews to address symptoms/injuries and 
to obtain more data than provided in the accident reports. Krafft et al. focussed on connecting 
injury risk and impact severity, while Kullgren added the implementation of neck injury criteria 
based on computational BioRID-II-dummy simulations; the neck injury criteria (see Section 2.8) 
NICmax, 𝑁𝑘𝑚, NDC and LNM have been investigated. Because of different research goals, the used 
sample size is different in these studies: 66 rear-end collisions with 94 front-seat occupants 
[105]; 79 rear-end collisions with 110 front-seat occupants [36]; 150 rear-end collisions with 207 
front-seat occupants [35]. Nevertheless, the publications agree in their overall results, i.e. the 
mean acceleration is a better risk indicator than the velocity change; this is illustrated in Figure 
2.5. In Figure 2.5 two whiplash injury risk graphs are shown: in Figure 2.5a the change of velocity 
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and in Figure 2.5b the mean acceleration is used as x-axis. As it can be seen, the velocity change 
is unreliable to predict the injury risk, but the mean acceleration is a better indicator to predict 
long lasting symptoms. Hence, the often used change of velocity is not a significant factor to 
predict long-term symptoms, e.g. a speed change of less than 10 km/h might cause symptoms 
due to a relatively high mean acceleration. Consequently, the change of velocity could be 
misleading. Two [36, 105] of these three studies state no occupant complained for more than 
one month, if the mean acceleration was 3g or less. The third study [35] mentions that only one 
of the 207 occupants had symptoms longer than one month although the mean acceleration was 
less than 3g. As it can be seen in Figure 2.5b, the overall conclusion for long-term injury risk 
approaches almost zero for mean acceleration below 3g, the risk is considered low for 5g and 
approaches nearly 100% above 7g. The 3g limit for mean acceleration is also independently 
mentioned in a different, very comprehensive study from Hynd et al. [16]. Limitations for the 
studies of Krafft et al. [35, 105] and Kullgren et al. [36] are the small sample size, the self-
reported occupant injury symptoms which are not diagnosed by a doctor, and that all vehicles 
with fitted crash pulse recorders are from the same manufacturer. Furthermore, additional 
information about sitting position and head restraint has not been taken into account. 
 
 
a) Injury risk versus velocity change b) Injury risk versus mean acceleration 
Figure 2.5:  Injury risk curves based on crash severity. Kullgren et al. [36] analysed 110 front-seat occupants of 
real rear-end collisions and provided injury risk graphs based on velocity change and mean 
acceleration. Each illustration shows a graph for initial symptoms (symptoms < 1 month) and a 
graph for long-term (symptoms > 1 month) symptoms. 
Eis et al. [34] used a different dataset provided from the German In-Depth Accident Study 
(‘GIDAS’) for rear impact analysis for accidents between 1996 and 2004. For a single rear-impact 
they report 90% of the cars received a velocity change (Delta-V) lower than 22 km/h, 78% of the 
cars received less than 15 km/h and 50% received less than 10 km/h. Although this study does 
not provide mean acceleration data, it is notable that 48% of the injured occupants experienced 
a velocity change less than 10 km/h, underlining how misleading the single value of velocity 
change can be. 
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Linder et al. [106] investigated the change of velocity and pulse characteristics for real vehicle 
rear-end impacts. Sixteen vehicles of two different models were impacted at the rear, the pulse 
characteristics recorded and compared to real-world collisions of the Folksam Insurance 
Company data. Their result show, that a similar change of velocity (Delta-V) can be the result of 
various crash durations, even for the same vehicle. For a given change of velocity, a shorter 
duration of the crash pulse corresponds to a higher mean acceleration. According to their crash 
test results, a velocity change of 14.9 km/h to 17.1 km/h results in a pulse duration of 69 ms to 
130 ms, which corresponds to 3.3g to 7g. Consequently, for better clarification of the impact 
severity it is suggested to accompany Delta-V with specification of the acceleration pulse [35, 36, 
79, 105]. 
However, Hynd et al. [16] describe three general limitations of the available real world accident 
crash pulse data. Firstly, real-world crash pulse data is only available for a limited number of car 
models, usually from one manufacturer. Secondly, the sitting and head restraint position at the 
time of impact is not known for certain, and finally the physical injury and the resulting 
symptoms may not be accurately recorded. Based on their extensive research, they conclude that 
the evidence for a relationship between pulse characteristic and injury is weak, contradicting the 
relationships established by other researchers. 
2.6.2 Standardized Crash Pulse Characteristics 
For a long time no standards for a dynamic sled test pulse existed, but in 2002 Langwieder et al. 
[107] proposed a standardisation and then, in 2007, Hynd et al. [16] published a comprehensive 
study of recommendations on crash pulse characteristics. The analysed and compared data and 
studies are real-world crash pulse data, laboratory car test pulses, insurance databases, volunteer 
sled tests and crash test dummy sensitivity. The most important factors for the pulse 
characteristic are the vehicle mass ratio, degree of overlap, stiffness and structure of the involved 
vehicles along with the engagement of the two bumper systems, energy absorbing car design 
and presence of a tow-bar among other factors. Because of all these influences the authors were 
not able to discover a universal crash pulse shape; nevertheless, two pulse shapes are 
recommended, either a bimodal pulse shape (double acceleration pulse), with a steep rise and 
large first peak, followed by a smaller second peak and more gradual drop-off in acceleration, or 
a triangular pulse shape, with a steeper initial rise in acceleration and more gradual drop-off in 
acceleration. These two pulse shapes seem to be the most representative characteristics for real-
world collisions, while trapezoidal pulses (which are used for a number of rear impact tests) do 
not represent real-world pulses. This information is important for the design of a standardised 
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crash pulse characteristic and the report by Hynd et al. [16] contains much more essential 
information. 
As stated by van Ratingen et al. [100], since 2008 Euro NCAP (European New Car Assessment 
Programme) has included a whiplash test procedure to complement the existing vehicle 
consumer crash tests. The research for this new test procedure was conducted in cooperation 
with industry and laboratories and is effectively a combination of one IIWPG (International 
Insurance Whiplash Protection Group) and two SRA (Swedish Road Administration) procedures 
with additional refinements. The use of three pulses was selected to avoid sub-optimising to a 
single pulse, and to cover the range of speeds at which the highest risk of injury is observed 
[100].  
 
Figure 2.6:  Three pulses of the Euro NCAP Whiplash Testing Protocol [101]. Illustration was adapted from van 
Ratingen et al. [100]. 
The three pulses in Figure 2.6 are termed by Euro NCAP as low, medium and high severity sled 
pulses. The low and high severity pulses are adapted from SRA and use a trapezoidal shape with 
a peak acceleration of 5 g and 7.5 g respectively, and result in a speed-change of 16 km/h and 24 
km/h respectively. The medium severity pulse is adapted from IIWPG and uses a triangular shape 
with 10 g maximum acceleration and 5.5 g average acceleration, and results in a speed-change of 
16 km/h [100]. The exact time corridors and acceleration requirements are accurately defined in 
the Euro NCAP Whiplash Testing Protocol [101]. Not all recommendations from Hynd et al. [16] 
are fulfilled in this test procedure.  
2.6.3 Additional Information regarding the Crash Pulse 
Siegmund et al. [38] investigated the collision pulse properties on seven proposed whiplash 
injury criteria (whiplash injury criteria are explained in Section 2.8). They used a BioRID II rear-
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impact dummy which was seated on a programmable sled and investigated 15 different collision 
pulses. The study concluded that lower mean acceleration would likely reduce the WAD risk, 
hence the study agrees with the work of Krafft et al. [105] and Kullgren et al. [36]. Furthermore, 
Siegmund et al. also pointed out that more modern bumpers are both stiffer and dissipate less 
energy than older bumpers, which can cause higher vehicle acceleration for a given impact 
speed. 
In a follow-up study, Siegmund et al. [108] conducted human volunteer sled test to investigate 
the effect of jerk, i.e. the rate of change of acceleration. Siegmund et al. discovered that jerk 
neither affects the neuromuscular nor kinematic response of the volunteers. Hence, the study 
showed that jerk appears to have little or no role in the generation of whiplash injuries in low-
speed vehicle crashes. 
On a different note, the vehicle/sled acceleration should not be directly used for the T1 motion 
(T1 pulse). As explained in Section 2.5, some types of whiplash research focusses only on the 
head and neck complex, e.g. references [5, 21, 114–116, 26, 61, 87, 109–113]. Since the full 
human body and the seat interaction are ignored, such research uses typically the movement of 
the first thoracic vertebra (T1) as input. Yet, as explained in Section 2.4, the upper body (which 
includes T1) has a higher and later acceleration than the vehicle/sled. Consequently, for research 
which only includes the head and neck complex the vehicle/sled acceleration cannot be used 
directly. Fortunately, sled test data exists which recorded the T1 motion during a rear-end impact 
experiment, e.g. references [20, 40, 123, 53, 72, 117–122]. It can be said, in a simplified manner, 
that the horizontal acceleration of T1 is higher and delayed compared to the sled acceleration 
while the pulse shape remains roughly similar [28, 112, 124]. However, it should be also noted 
that, in addition to the horizontal acceleration, T1 experiences an upwards displacement and a 
rearward rotation [75]. More information about the T1 motion is given in Section 3.2.3. 
2.7 INJURY MECHANISM OF WHIPLASH 
The term ‘Whiplash-Associated Disorder’ (WAD) was mentioned for the first time in 1928 by an 
American orthopaedic surgeon, Dr. H. E. Crowe, to describe a disorder caused as a result of an 
automotive rear-end impact [1, 8, 21]. Patients explained their head had moved like a whip’s lash 
backwards and forwards [13].  
Yoganandan et al. [1] summarised the biomechanical injury mechanisms previously reported in 
the literature chronologically: in 1953 it was thought that the mechanism was head flexion 
followed by head extension movement, but in 1955 this theory was disproved and changed to 
head extension followed by head flexion. Davis [30] mentions that the first systematic research 
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into rear-end collisions was conducted by Severy et al. in 1955 and 1958. This research, using 
human volunteers, discovered that a rear impact with a speed-change (Delta-V) of 13 km/h 
generates forces to the head 2.5 times greater than forces applied to the vehicle. Then in 1964, 
based on Yoganandan et al. [1], the hyperextension of the head was proposed as a possible injury 
mechanism. However, the literature review on head restraints completed by O’Neill [125] 
describes that already in the mid-1950s the first head restraints were introduced, and by 1969 
head restraints were a mandatory equipment for new cars in the US. However, despite more and 
more sophisticated head restraints which avoid hyperextension WAD is still a regular complaint 
after rear-end accidents. As a consequence other injury mechanisms have been proposed, 
Yoganandan et al. [1] continues his summary mentioning other injury mechanism theories, e.g. 
the shear force theory of 1975, the hypertranslation theory of 1992-1994, the hydrodynamic 
theory of 1994, the eccentric muscle contraction theory of 1997, exceeding intervertebral 
rotation theory of 1997, and several other theories.  
In terms of occupant motion during a rear-end impact (as explained in Section 2.4), many of the 
modern theories focus on investigating the retraction phase, i.e. the time during which the torso 
is pushed forward while the head remains in its initial position due to its inertia. This phase is 
considered dangerous because the cervical spine deforms in a non-physiological shape, the so 
called S-shape [4, 5, 8, 10, 21, 72, 78, 126]. Human volunteer experiments support the 
significance of the retraction phase; many volunteers reported neck complaints after rear-end 
impact experiments, although no hyperextension of the head occurred since a head restraint was 
used in the experiments [123, 127, 128]. 
In conclusion, since the mid 1950’s researchers have been trying to solve the WAD mystery [13] 
and many different injury mechanisms have been proposed, which affect various different 
anatomical locations. In 1995, the Quebec Task Force on Whiplash-Associated Disorders reported 
that over 3000 papers have been devoted to the understanding of this injury [71]. Yet, despite 
the immense research undertaken, there is still no consensus about the whiplash injury 
mechanism or anatomical injury location. 
There have been several anatomical sites in the neck postulated to be accountable for WAD, 
including the facet joints capsular ligament (CL), intervertebral discs, vertebral arteries, dorsal 
root ganglia, spinal ligaments and neck muscles [129]. The detection of WAD is however 
problematic. The symptoms of WAD are inconclusive and even sophisticated imaging techniques 
such as computed tomography (CT) and magnetic resonance imaging (MRI) scans cannot show 
the location of injury [1, 4–6]. Although MRI has the capability to image some soft-tissues, WAD 
cannot be detected; but ‘invisibility is not evidence of absence’ [28]. This has been also shown by 
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Kang et al. [86], who conducted rear-end impact sled tests on PMHS and no injuries could be 
detected by imaging or palpation, yet soft tissue injuries (e.g. interspinous ligaments, 
ligamentum flavums, facet joints/capsules, intervertebral discs, anterior longitudinal ligament) 
could be identified by an autopsy. Other studies have also reported various soft tissue injuries to 
PMHS, but as Yoganandan et al. [1] indicates, most studies use the same PMHS several times and 
hence the PMHS experiences repeated loading, which is atypical of real world whiplash trauma. 
Nevertheless, autopsies have shown that a PMHS often has multiple injuries, which supports the 
statement of Svensson [22] who claims that several injury types may be present simultaneously 
in the same patient, indicating that WAD may not be one specific type of injury. Furthermore, 
although soft tissues may be loaded beyond the physiological range of motion during a rear-end 
impact, the soft tissue may not fail (break) completely, which makes the detection of injury and 
also the definition of injury limits challenging [57]. 
Literature reviews on WAD injury mechanism hypotheses have been published in the open 
domain [1, 22, 129, 130]; in these, the different hypotheses are explained along with various 
supporting evidence. The most common hypotheses are given below; they are categorised based 
on the four phases of the occupant motion as explained in Section 2.4. This is done as each 
phase of occupant motion has different distortions and hence each phase has different injury 
mechanisms [131].  
2.7.1 Initial Phase Injury Mechanism 
In the initial phase of a rear-impact there is no relative motion between torso and head. 
Consequently, in this phase it is unlikely for an injury to occur [69]. 
2.7.2 Retraction Phase Injury Mechanism 
In this phase, the neck forms the typical S-shape causing an extension in the lower spine and a 
flexion in the upper spine. The lower cervical spine shows posterior tissue compression and 
anterior tissue elongation while the upper cervical spine shows posterior tissue elongation and 
anterior tissue compression. In addition, the whole cervical spine exhibits an axial compression 
due to the straightening of the thorax spine and the ramping effect. 
Since the cervical deformation is non-physiologic it is often hypothesised that whiplash injuries 
occur during this phase [5, 8, 10, 21, 72, 77, 78, 88, 126]. For example, Ono et al. [123] 
performed sled tests with human volunteers using a rigid seat and head restraint. He concluded 
that despite the fact that no occurrence of hyperextension was recorded at any time, injuries to 
the neck still occurred based on volunteer complaints after the experiment.  
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2.7.2.1 Spinal canal pressure gradient 
In 1993, Svensson et al. [132] suggested a hydrodynamic theory based on previously conducted 
research [133]. The background is the idea that the change of the cervical curvature has an effect 
on the pressure in the cervical spinal canal. The sagittal cross- section view of the lower cervical 
spine in flexion and extension is shown in Figure 2.7a. The cervical neck length, measured in the 
sagittal plane, changes with movement of the head; during neck flexion the length of the cervical 
spinal canal decreases, whereas for neck extension the length increases. However, the cross-
sectional area of the spinal canal is fixed by the vertebrae geometry and remains constant; 
consequently, the inner volume of the cervical spinal canal has to change, causing a change in 
the pressure.  
a) Sagittal cross- section view of the lower cervical spine 
(C3-C7) in flexion and extension; illustration from 
Svensson et al. [132]. 
b) The test set-up applied to anesthetised pigs, 
illustration from Svensson et al. [12, 132]. 
Figure 2.7:  Illustrations for the spinal canal pressure gradient theory. 
 
During the typical S-shape formation in the retraction phase, the upper cervical spinal canal 
shortens (flexion of the upper spine), while the lower canal lengthens (extension of the lower 
spine). The tissues and fluids inside the spinal canal are however virtually incompressible, hence 
the volume change of the spinal canal creates a high pressure gradient and has an effect in the 
speed and direction of fluid flows (blood in the venous plexus of the epidural space or 
cerebrospinal fluid) in the canal [12]. As a consequence, pressure is applied on the nerve roots 
and dorsal root ganglion, the soft tissues around the spinal canal will undergo mechanical strain 
and stress, and the cervical nerve roots can be damaged [23, 77]. These injuries could explain 
many of the typical whiplash symptoms [129]. 
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To justify this hydrodynamic theory a simulated whiplash retraction/extension motion was 
applied to anesthetised pigs [12, 104, 132]; the test set-up is shown in Figure 2.7b. The cervical 
spine anatomy of pigs and humans are considered roughly similar and this experiment was 
therefore assumed to be a representative model of the human cervical spine. During the 
dynamic loading of the pigs head, the pressure change in the spinal canal was measured and 
compared to the head movement; one pressure transducer was mounted in the frontal bone of 
the skull to measure the cerebrospinal fluid pressure inside the skull and two pressure 
transducers were placed subdurally in the spinal canal [132]. Additionally, the animals were then 
histopathologically examined for signs of injury to the nervous system in the nerve-root region of 
the cervical and upper thoracic spine. Tissue damage in the cells of the spinal ganglia supports 
the hydrodynamic theory, and Eichberger et al. [134] reported similar pressure recordings in 
cadavers exposed to whiplash and in 2016, Yao et al. [135] explored the hypothesis further, 
theoretically and analytically. However, Deng et al. [72] and Cavanaugh [136] state that pressure 
on the spinal roots and the dorsal root ganglion should produce radicular and radiating pain (pain 
in lower extremities), and not pain in the neck. 
Boström et al. [104] used this pressure change due to curvature change to establish the Neck 
Injury Criterion ‘NIC’ by using the Navier-Stokes Equations, which is explained in Section 2.8.3.  
The mathematical parameters linked to this injury mechanism (spinal canal pressure gradient) 
are the head linear acceleration and velocity relative to the upper torso [15]. 
2.7.2.2 Localised intervertebral rotations beyond physiological limits: 
In 1997, Grauer et al. [21] from Yale University realised that during the retraction phase there is a 
greater extension angle between adjacent vertebrae than during the extension phase; this detail 
has been missed by many early whiplash studies due to the lack of continuous monitoring of the 
individual intervertebral motion. Especially for the lower end of the cervical spine, the 
intervertebral backwards rotations exceed the physiological range of motion, meaning there is 
localised intervertebral hyperextension. This can happen because even though the gross head 
extension is close to zero in the retraction phase; the flexion of the upper cervical spine has to be 
compensated by additional extension in the lower cervical spine. Other researchers have also 
recoded localised intervertebral rotations beyond physiological limits [5, 78, 137–139].  
The high impact loads and the exceeding of physiologic limits may be associated with the 
potential to injure ligamentous tissue, intervertebral discs, anterior spinal tissues and facet joints 
[72, 74, 137, 140, 141]. In Section 2.10 the importance of intervertebral rotations is explained in 
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more detail, and in Section 2.8.3 the associated Intervertebral Neck Injury Criterion ‘IV-NIC’ is 
explained. 
The mathematical parameters linked to this injury mechanism (localised intervertebral rotations) 
are the segmental rotations between adjacent vertebrae. 
2.7.2.3 Facet joint injury mechanisms 
The facet joints, i.e. the joints between the articular processes of two adjacent vertebrae (see 
Section 2.3), are a common source of pain in whiplash injuries [66] and hence a key element in 
whiplash investigations [10, 116, 126, 137, 142]. 
 
    
a) Superior vertebral body translating forward 
(anterior) with respect to inferior vertebral body: The 
movement is resisted by the intervertebral disc (shear-
force) and the geometry of the facet joint (shear and 
compression-force). 
b) Superior vertebral body translating backward 
(posterior) with respect to inferior vertebral body: The 
movement is resisted by the intervertebral disc (shear-
force) and the capsule of the facet joint (tension-
force). 
Figure 2.8:  The role of facet Joint in case of horizontal shear force. a) The vertebrae motion during frontal 
impact, b) The motion during rear-end impact. Illustration from Barnsley et al. [66]. 
 
 
A facet joint contains a synovial joint enclosed in a ligament, known as the facet capsule [91]. The 
geometric orientation of the articular surfaces is documented by Panjabi et al. [143] three 
dimensional; the superior articular facets of the cervical spine generally have a backwards-
upwards orientation. This orientation might be a reason for the high neck complaint rate after 
rear-end accidents with low impact severity compared to frontal accidents with high impact 
severity [1, 30, 142]; an explanation is given based on Figure 2.8. In frontal impacts (Figure 2.8a), 
the superior (upper) vertebral body is translating forwards (anterior) and the anatomy 
(geometry) of the facet joints may protect against excessive frontal shear. However, in a rear-end 
impact (Figure 2.8b), the superior vertebral body is translation backwards (posterior) and the 
facet joints may offer less protection for such motion. 
Shear 
Compression 
Shear 
Shear 
Tension 
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Figure 2.9 shows a diagrammatic representation of local lower cervical facet joint kinematics. The 
non-physiological whiplash forces lead to a compression in the posterior region of the facet 
joints, and to an elongation in the anterior region. The motion may exceed subcatastrophic 
failure thresholds and hence initiates nociceptive pain [102, 144, 145]. Cavanaugh [136] states 
that the facet joints have a high concentration of nerve endings, and that an injury would likely 
cause long lasting pain. There are two different hypotheses on how the facet joints are injured 
during a rear-end impact, e.g. pinching of the synovial fold (entrapment of a portion of the facet 
capsule between facet joint surfaces) [1, 73, 126, 137, 145] and excessive strain (overstretching 
of the facet capsule) [72, 142].  
 
  
a) Lateral view of the lower cervical 
functional unit, four targets around 
the facet joint are indicated. 
b) Facet joint in the normal 
physiologic position. 
c) The posterior region of the facet 
joint gets compressed which might 
cause pinching, while the anterior 
region gets elongated which might 
cause overstretching. 
Figure 2.9:  Schematic representation of local lower cervical facet joint kinematics. Illustration by Cusick et al. 
[145]. 
 
There are several arguments which underline the high potential for facet joint injury. There is an 
upwards shift of the Instantaneous Axis Rotation (IAR) during crash conditions [70, 73], the 
intervertebral rotation is beyond the physiological motion range [137], the axial compression in 
the neck decreases the shear stiffness of the cervical spine [26, 123], the capsular joint stretches 
nonuniformly over the facet joint [10], and the cartilage does not cover the entire surface of the 
facet joint [1]. Also, it is generally believed that the lower cervical spine (C4-C7) is at higher risk 
due to greater shear motion [10, 72]. 
The two facet joint injury mechanisms (the pinching and stretch mechanisms) are explained 
below. 
Pinching mechanism of facet joint 
This hypothesis claims that a facet joint impingement (collision) occurs, in which a portion of the 
facet capsule can be trapped between the facet joint surfaces causing pain [1, 73, 126, 137, 145].  
Compression 
Elongation 
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However, Deng et al. [72] claim that there is no biomechanical evidence that the capsule is loose 
enough to be trapped between the facet joints. Furthermore, Deng et al. argue that even if the 
capsule would be trapped, there is no evidence that it would generate pain. Furthermore, in 
2014, Cronin et al. [57] stated that the pinching mechanism has not been verified experimentally. 
The mathematical parameters linked to this injury mechanism (pinching mechanism) are the 
head rearward displacement relative to the torso, the torso linear acceleration relative to the 
head, and the extent of S-shape [15]. 
Facet capsule stretch 
First proposed in 1997, this hypothesis claims that the shear motion between two adjacent 
vertebrae exceeds the physiological limits of the facet capsule [72, 142].  
However, strains of the capsular facet joints capsule cannot be directly measured, strain data has 
to be calculated based on travel distances of the vertebrae [123]. This means, strain is dependent 
on the initial length and hence the true strain within the ligament can only be determined if the 
initial length and orientation of the facet ligament are precisely known [19]. The peak facet 
capsular strain occurs in the retraction phase before the head reaches the head restraint [72], 
and head-turned postures can double the peak capsule strain during simulated whiplash loading 
[146]. 
Several clinical and biomechanical studies focused on the capsular ligament as a source of pain 
[10, 19, 116, 147, 148]. Ivancic et al. [147] investigated the increasing laxity of cervical capsular 
ligaments by comparing 66 capsular ligament specimens (C2C3 to C7T1) from 12 cervical spines, 
i.e. 6 whiplash-exposed and 6 control ones. Despite the lack of visual indication, the authors 
measured a significant drop of the stiffness at the whiplash-exposed ligaments. These results 
agree with Quinn et al. [149], but both publications mention that this discovery is not a 
conclusive proof of the origin of WAD. Facet capsule stretch could be one component of chronic 
pain, but there may be others. 
The mathematical parameters linked to this injury mechanism (facet capsule stretch) are the 
head rearward displacement relative to the torso, the torso linear acceleration relative to the 
head, and the extent of S-shape [15]. 
2.7.2.4 Other injury hypotheses in the retraction phase 
There have been a few other injury mechanisms and injury locations mentioned in the literature, 
but these are not as frequently referred to in recent WAD publications. Nevertheless, a brief 
paragraph is given for completeness.  
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Due to excessive stretch and the unnatural movement of the cervical spine (S-shape) an injury 
might occur to the vertebral artery [150] (vertebral artery elongation rate can reach 1340 mm/s 
[129]), to the anterior longitudinal ligament and annular fibre (which is observable in increased 
joint laxity) [151, 152], to intervertebral discs [153], to nerve roots [72] and to muscles [129]. 
2.7.3 Extension Phase Injury Mechanism 
In the early stages of whiplash research (1960’s), it was assumed that the cause of WAD was 
cervical hyperextension, i.e. posterior tissue compression and anterior tissue tension. However, 
even with the use of modern head restraints which prevent hyperextension, WAD is still an issue. 
Also, volunteer studies have shown that even if no gross hyperextension of the head is present, 
volunteers might still claim of having neck pain after a sled test [123]. Thus, hyperextension is not 
a valid indication for whiplash and is rarely investigated in recent WAD publications. 
Nevertheless, in a case when no head restraint is used or in the case when the head restraint is 
poorly adjusted, hyperextension of neck might still occur. During hyperextension the head rotates 
backwards beyond the physiological limit which might cause injury. Possible injuries include the 
central nervous system, intervertebral discs, anterior ligament rapture (anterolateral ligament), 
haemorrhages and muscle damage [15, 23]. 
However, anterior muscles tend to hurt for a few days after the accident, but are not a chronic 
source of pain [1, 72]. The usual pain area of WAD patients is at the back of the neck. Therefore, 
anterior muscles are not likely to cause whiplash-pain; rather the posterior muscles in the 
rebound phase are of interest. 
The mathematical parameters linked to this injury mechanism (hyperextension) are the head 
rearward rotation, the head angular acceleration relative to torso and neck rearward bending 
moment [15]. 
2.7.4 Rebound Phase Injury Mechanism 
During the rebound sequence, i.e. the forward motion of head and torso, the neck-flexion 
produces tension in the posterior tissues and compression in the anterior tissues of the neck. 
This forward motion is similar to the motion during a frontal impact and might cause injury due 
to overstretch of soft tissues; especially since frontal impacts also may cause WAD [154, 155]. 
Hence the rebound velocity of the occupant is a factor which might cause injury [79, 156] and 
may be used as an injury criteria [22, 31]. Possible injuries are: central nervous system injury, 
intervertebral disc injury, rupture of ligaments, and eccentric muscle stretch injury [15, 72, 129].  
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However, the main argument against injury occurring during the rebound phase is that for rear-
end collisions the number of reported complaints for neck pain is significantly higher than for 
frontal impacts, despite the fact that frontal impact are typically occurring with higher severity 
[72]. This may be refuted by the fact that WAD is often not reported for frontal accidents, since 
more severe injuries are present. 
Nonetheless, Dehner et al. [81] conducted sled tests using eight female volunteers and 
mentioned, that during the late rebound phase injuries may occur. Active muscle tension or 
increased soft tissue resistance is necessary to extinguish deceleration forces, and the 
combination of acceleration and maximal head movement could be responsible for soft tissue 
injuries. However, Dehner et al. did not provide clinical evidence for this claim. 
The rebound phase might affect neck posterior muscles; muscle injury occurs from eccentric 
contractions, i.e. when the muscle is lengthened despite active contracting [72, 129]. Eccentric 
contraction may even occurs in the retraction phase [13], but are most often associated with the 
rebound phase. Nonetheless, although the cervical spine is replete with muscles and 
overstretching of these is a common theory for WAD, evidence of direct injury to muscles 
remains inconclusive [129]. In addition, it is believed that muscle sprain should resolve rapidly 
[28]. 
Another possible injury risk is that active muscle behaviour is actually a reason for WAD injury 
[129, 157]. The primarily vertically orientated neck muscles produce axial neck compression and 
hence increase the loads on facet joints and intervertebral discs. Although it takes time to 
produce efficient muscle force (see Section 2.9.1), muscle force is generated by the time the 
rebound phase is happening. 
The mathematical parameters linked to this injury mechanism (rebound motion) are the head 
linear acceleration and velocity relative to the torso during rebound [15, 79]. 
2.8 WHIPLASH PERFORMANCE CRITERIA 
Since medical diagnosis techniques are inconclusive in detecting the exact location of injury (see 
Section 2.7), various performance criteria have been used to evaluate the occupant safety in 
physical crash tests and computer simulations. Such performance criteria are motions, forces or 
derived mathematical expressions, in combination with a suggested threshold value which 
should correlate to the likelihood of injury. However, the calculation of whiplash performance 
criteria requires parameters which are in real-world accidents generally unknown, but for 
experimental sled tests the required parameters can be measured and in computational models 
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the required parameters can be calculated. Hence, such whiplash performance criteria build an 
important tool for research in new safety systems, especially because they allow comparison of 
different experiments. All computational or experimental research can only predict kinematic 
(motion) and kinetic (force) responses, hence these responses need to be correlated to injury 
with the aid of whiplash performance criteria [57]. Defining injury threshold values for these 
criteria is essential, but due to the lack of knowledge regarding injury and injury mechanism this 
is a difficult task. Svensson [22] suggests three methods to verify injury criteria: identification of 
the actual acute injury, evaluation against experimental data and evaluation against field 
accident data. However, injury thresholds are not universal to all subjects, thresholds depend on 
the gender and anthropometric characteristics of a subject [11, 38, 39, 51]; unfortunately most 
thresholds are given solely for the average male subject. 
Several different performance criteria have been suggested in the literature, but only a few are 
actively used and widely accepted. In this section a brief overview regarding the most relevant 
performance criteria is given. 
2.8.1 Upper Neck Loads 
Some whiplash performance criteria are, or at least require, the upper neck loads, i.e. the OC 
(Occipital Condyle) forces (𝐹𝑂𝐶𝑥and 𝐹𝑂𝐶𝑧) and moment (𝑀𝑂𝐶). While in crash test dummies these 
loads can be measured, in volunteer tests it is not possible to attach sensors into the neck. 
Nevertheless, these loads can be easily calculated based on other measured data in an 
experiment, i.e. inertia properties and head kinematics [115]. A detailed report about these 
calculations has been done by Giraut [158]. 
Figure 2.10 shows a general free body diagram and the equations for the calculation for upper 
neck loads (𝐹𝑂𝐶𝑥, 𝐹𝑂𝐶𝑧 and 𝑀𝑂𝐶). The thresholds for these loads are subject-specific, e.g. different 
thresholds apply to male and female subjects and to subjects with different anthropometric 
characteristics. For crash test dummies of the Hybrid III family (Humanetics Innovative Solutions, 
MI, USA) the thresholds are provided by Eppinger et al. [159]. 
37 
 
 
Equations of motion: 
 𝐹𝑂𝐶𝑥 = 𝑚 × 𝑎𝐶𝑜𝐺𝑥 + 𝑚 × 𝑔 × 𝑠𝑖𝑛(𝜑) − 𝐹𝐻𝑅𝑥  
 𝐹𝑂𝐶𝑧 = 𝑚 × 𝑎𝐶𝑜𝐺𝑧 + 𝑚 × 𝑔 × 𝑐𝑜𝑠 (𝜑) − 𝐹𝐻𝑅𝑧  
 𝑀𝑂𝐶 = 𝐼𝑦𝑦 × 𝛼𝐶𝑜𝐺 + 𝐹𝑂𝐶𝑥 × 𝑑𝑂𝐶𝑧 − 𝐹𝑂𝐶𝑧 × 𝑑𝑂𝐶𝑥 − 𝐹𝐻𝑅𝑥 × 𝑑𝐻𝑅𝑧 − 𝐹𝐻𝑅𝑧 × 𝑑𝐻𝑅𝑥 
 
Simplified Equation of Motion in case of no head restraint: 
 𝐹𝑂𝐶𝑥 = 𝑚 × 𝑎𝐶𝑜𝐺𝑥 + 𝑚 × 𝑔 × 𝑠𝑖𝑛(𝜑)  
 𝐹𝑂𝐶𝑧 = 𝑚 × 𝑎𝐶𝑜𝐺𝑧 + 𝑚 × 𝑔 × 𝑐𝑜𝑠 (𝜑)  
 𝑀𝑂𝐶 = 𝐼𝑦𝑦 × 𝛼𝐶𝑜𝐺 + 𝐹𝑂𝐶𝑥 × 𝑑𝑂𝐶𝑧 − 𝐹𝑂𝐶𝑧 × 𝑑𝑂𝐶𝑥  
Figure 2.10:  Free body diagram for experimental studies. Forces and moment on the occipital condyle (OC) are 
calculated based on the forces and moment acting on the head. The upper neck loads are 
calculated based on measured head accelerations (𝑎𝐶𝑜𝐺𝑥 , 𝑎𝐶𝑜𝐺𝑧  and 𝛼𝐶𝑜𝐺), the Head Restraint (HR) forces (𝐹𝐻𝑅𝑥 and 𝐹𝐻𝑅𝑧), approximate distances from the Centre of Gravity (CoG) to the Occipital Condyle (𝑑𝑂𝐶𝑥  and 𝑑𝑂𝐶𝑧) and from Centre of Gravity to Head Restraint (𝑑𝐻𝑅𝑥  and 𝑑𝐻𝑅𝑧), along with the head orientation (𝜑), the head mass (𝑚) and moment of inertia (𝐼𝑦𝑦). Illustration 
inspired by Giraut [158]. 
2.8.2 NCAP Whiplash Assessment Criteria 
The European New Car Assessment Programme (Euro NCAP) publishes protocols periodically to 
evaluate the safety of new cars, one of these protocols is dedicated to WAD [101]. In this 
protocol an experimental test procedure is explained, along with assessment criteria which 
reflect the best practice in preventing soft tissue neck injuries. This protocol is based on seven 
performance criteria: 
I. Head Restraint Contact Time – start and end of contact 
II. T1 x-acceleration  
III. Upper Neck Shear Force and Upper Neck Tension 
IV. Head Rebound Velocity  
V. Neck Injury Criterion (NIC) 
VI. Neck Protection Criterion (𝑁𝑘𝑚) 
VII. Seatback Dynamic Opening. 
A detailed description of these criteria is given by Euro NCAP [101]; additionally, a separate 
whiplash protocol for occupants in rear seats [160] has also been provided since the end of 2018. 
However, Euro NCAP updates all protocols regularly, hence for the most recent version visit the 
Euro NCAP webpage (www.euroncap.com). 
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2.8.3 Whiplash Injury Criteria 
An injury criterion is a mathematical expression designed to evaluate the occupant safety in 
physical crash tests and computer simulations. Generally, an injury criterion should be correlated 
with the injury mechanism and validated on experimental studies. However, the exact injury 
mechanism for WAD is unknown and several different injury mechanisms have been proposed in 
the literature, hence several different injury criteria have been proposed in the literature.  
A brief summary is provided below of some injury criteria proposed in the literature. A more 
detailed description can be found in the publication by Schmitt et al. [161]. 
Neck Injury Criterion (NIC) 
The Neck Injury Criterion is based on the pressure gradient hypothesis inside the cervical spinal 
canal due to changes in the spinal curvature [132]; the related injury mechanism is explained in 
Section 2.7 ‘Spinal canal pressure gradient’. This criterion is one of seven assessment criteria of 
Euro NCAPs neck injury protection protocol [101].  
NIC was introduced by Boström et al. [104], the criterion is derived based on mathematical 
calculations using the Navier-Stokes equations to predict the pressure change in the spinal canal 
as a function of volume change in the retraction phase. Experiments on anesthetised pigs were 
used for validation and ultimately led to Equation 1. The relative acceleration (𝑎𝑟𝑒𝑙  [m/s²]) and 
velocity (𝑣𝑟𝑒𝑙, [m/s]) represent the relative horizontal (x-direction) motion between the first 
thoracic vertebra (T1) and the first cervical vertebrae (C1). The constant number 0.2 is a length 
parameter in metres based on a typical pig neck length. 
 𝑁𝐼𝐶(𝑡) = 0.2 𝑎𝑟𝑒𝑙(𝑡) + 𝑣𝑟𝑒𝑙2 (𝑡) (1) 
 where:      𝑎𝑟𝑒𝑙 = 𝑎𝑇1 𝑥 − 𝑎𝐶1 𝑥      and      𝑣𝑟𝑒𝑙 = 𝑣𝑇1 𝑥 − 𝑣𝐶1 𝑥  
 
The maximum value of the NIC-function is specified as NICmax and allows risk-judgment based on 
one value. The threshold level for sustaining minor (AIS1) neck injury was estimated to be 15 
m²/s²; this value has been found to work well and is still in use [162]. However, Linder [51] 
suggested the female NIC threshold as 12 m²/s². Also, it has been reported that although in 
volunteer studies the NIC threshold value was not over 15 m²/s², some volunteers still exhibited 
WAD [163]; hence questioning the accuracy of NIC in general and/or the tolerance limit [164]. 
Because there are many other loads (and strains) which vary within the neck, it cannot be 
concluded that all long-term WAD injuries relate to the associated pressure gradient whiplash 
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mechanism [129]. Nevertheless, NIC (which is also used by NCAP) is probably the most 
commonly used injury criteria to assess the risk of WAD. 
Normalized Neck Injury Criterion (𝑁𝑖𝑗) 
The Normalized Neck Injury Criterion (𝑁𝑖𝑗) in Equation 2 was developed to predict severe AIS2 to 
AIS5 neck injuries in frontal accidents [22]. It combines axial forces and moments for a composite 
neck injury indicator and is based on both tolerance level for axial compression and bending 
moment. In Equation 2, Fz and My are axial force and flexion/extension bending moment 
respectively, while Fint and Mint are critical intercept values for the force and the moment 
respectively [161]. The values for Fint and Mint are subject specific, e.g. values for the Hybrid III 
family (small female, average male and large male) are provided by Eppinger et al. [159]. 
 𝑁𝑖𝑗 =  𝐹𝑧𝐹𝑖𝑛𝑡 + 𝑀𝑦𝑀𝑖𝑛𝑡 (2) 
However, since the 𝑁𝑖𝑗  criterion was not intended for rear-end collisions; it was modified to 
create the Neck Protection Criterion 𝑁𝑘𝑚; which is explained below. 
Neck Protection Criterion (𝑁𝑘𝑚) 
In rear-end accidents the sagittal shear forces are more critical than axial forces, therefore 𝑁𝑖𝑗  
was modified to 𝑁𝑘𝑚, i.e. the Neck Protection Criterion. This criterion is one of seven assessment 
criteria in the Euro NCAP neck injury protection protocol [101]; it is calculated as shown in 
Equation 3. Fx and My are shear force and flexion/extension bending moment, Fint and Mint are 
critical intercept values for the force and the moment, respectively. Four different load cases can 
be distinguished by anterior versus posterior shear force and flexion versus extension bending 
moment: Nfa, Nea, Nfp, Nep with the index representing f: flexion, e: extension, a: anterior, p: 
posterior; the injury threshold value of 1.0 applies for each load case.  
 𝑁𝑘𝑚 =  𝐹𝑥𝐹𝑖𝑛𝑡 + 𝑀𝑦𝑀𝑖𝑛𝑡 (3) 
The intercept values for an average male are Fint (anterior & posterior shear) = 845 N, Mint 
(flexion) = 88.1 Nm, Mint (extension) = 47.5 Nm [161]. Yet, other subjects require other values for 
Fint and Mint, e.g. Linder [51] suggests for the average female Fint (anterior & posterior shear) = 
507 N, Mint (flexion) = 53 Nm, and Mint (extension) = 29 Nm. For subjects with anthropometric 
characteristics other than the average, no values could be found in the literature.  
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Neck Displacement Criterion (NDC) 
The Neck Displacement Criterion (NDC) is a graphical approach to assess the risk of soft tissue 
neck injury by Viano et al. [165]. Their study evaluates neck displacements from ten volunteers 
participating in a sled test study performed by JARI (Japan Automobile Research Institute), which 
was performed using a rigid seat without head restraint and seat belt. The criterion addresses 
the S-shape of the cervical spine and is given as corridors in two NDC diagrams. However, these 
corridors cannot be regarded as definitive for other sled test experiments and the criterion is 
hardly used [161]; also no additional substantial work concerning the NDC has been published. 
Intervertebral Neck Injury Criterion (IV-NIC) 
The IV-NIC criterion was first introduced by Panjabi et al. [74] in 1999, the mathematical formula 
is shown in Equation 4. The criterion hypothesises that intervertebral motion between two 
adjacent vertebrae beyond the physiological limit may injure spinal soft tissues during whiplash; 
this excessive intervertebral rotation is the injury hazard and causes high impact loads to annulus 
fibres, facet joints and ligamentous tissue [139]. Such injuries in the spinal column have been 
documented in clinical studies [74]. The IV-NIC is defined as the ratio of the intervertebral 
rotation under dynamic loading θdynamic to the physiological Range of Motion (ROM) θphysiological. 
The IV-NIC is calculated separately for each intervertebral joint 'i' between the head and T1 and 
separately for flexion and extension between two adjacent vertebrae. 
 𝐼𝑉‐𝑁𝐼𝐶𝑖(𝑡) =  𝜃𝑑𝑦𝑛𝑎𝑚𝑖𝑐,𝑖(𝑡)𝜃𝑝ℎ𝑦𝑠𝑖𝑜𝑙𝑜𝑔𝑖𝑐𝑎𝑙,𝑖 (4) 
An IV-NIC value above 1.0 indicates that the physiological ROM is exceeded, but at which point 
injury occurs is unclear; hence there is no agreed threshold value for injury in the literature. 
Nevertheless, the IV-NIC may be able to indicate injuries such as annulus fibrosus tears, disc 
herniation, ligament subfailure injury, facet joint cartilage injury, and synovial fold damage [139]. 
In addition, it is difficult to define the physiological ROM for different patient groups and to 
measure intervertebral motion during crash tests. Nevertheless, IV-NIC has the potential to even 
determine the injured intervertebral level [166]. 
Other Whiplash Performance Criteria 
There are a few other whiplash performance criteria which are hardly known and used. Only 
three (namely Lower Neck Load Index, MIX and S-Shape Index) are mentioned below, although 
more do exist. 
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The Lower Neck Load Index (LNL) was proposed by Heitplatz et al. [131] to predict lower cervical 
spine injury. As shown in Equation 5, LNL combines the three force components (Fy lower, Fx lower 
and Fz lower) and two of the moment components (My lower and Mx lower), measured at the base of 
the neck. The proposed LNL-index intercept values are Cmoment = 15, Cshear = 250 and Ctension = 900. 
The authors have not specified any injury threshold value for the LNL index, neither has any 
other researcher. In addition the LNL index shows shortcomings as there is no established 
biomechanical connection to a possible injury mechanism [161]. 
 𝐿𝑁𝐿 =  ||√𝑀𝑦 𝑙𝑜𝑤𝑒𝑟2 + 𝑀𝑥 𝑙𝑜𝑤𝑒𝑟2𝐶𝑚𝑜𝑚𝑒𝑛𝑡 || + ||√𝐹𝑦 𝑙𝑜𝑤𝑒𝑟2 + 𝐹𝑥 𝑙𝑜𝑤𝑒𝑟2𝐶𝑠ℎ𝑒𝑎𝑟 || + |𝐹𝑧 𝑙𝑜𝑤𝑒𝑟𝐶𝑡𝑒𝑛𝑠𝑖𝑜𝑛| (5) 
MIX is a whiplash injury criterion which was introduced by Kullgren et al. [36] to combine 𝑁𝑘𝑚 
and NIC, as shown in Equation 6. However, no injury threshold was provided and no additional 
substantial work concerning the MIX has been published. 
 𝑀𝐼𝑋 =  √ ( 𝑁𝐼𝐶𝑚𝑎𝑥𝑁𝐼𝐶𝑎𝑣𝑒𝑟𝑎𝑔𝑒)2( 𝑁𝑘𝑚𝑚𝑎𝑥𝑁𝑘𝑚𝑎𝑣𝑒𝑟𝑎𝑔𝑒)2 (6) 
The S-Shape Index (SSI) was proposed by Himmetoglu [26] to quantify the extent of S-shape 
distortion in the neck by monitoring the upper and lower intervertebral neck angles (in degrees). 
Equation 7 shows the calculation for this criterion. However, it seems no other researcher ever 
used this criterion.  
 𝑆𝑆𝐼 =  −𝜃𝐶0𝐶1 + 𝜃𝐶7𝑇1             in [°] (7) 
 
2.8.4 Comparison of Whiplash Performance Criteria 
Most experimental studies do not include the analysis of several whiplash performance criteria; 
while some do not include any whiplash performance criteria. This is because every study has a 
specific purpose which most often does not require the presentation of multiple performance 
criteria. Hence there are only a limited number of publications which allow comparison of 
several whiplash injury criteria, for example the references which are listed in the following three 
paragraphs: 
Ivancic et al. [82] calculated the five whiplash injury criteria IV-NIC, NIC, 𝑁𝑘𝑚, 𝑁𝑖𝑗, and NDC 
during simulated rear impacts. They observed correlations between all five whiplash injury 
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criteria and suggested thresholds for IV-NIC, NIC, 𝑁𝑘𝑚 and 𝑁𝑖𝑗. Furthermore, the study provided 
a timeline for when the whiplash injury criteria peaks occurred, which allowed the comparison 
when each injury criteria reached its maximum value. However, since each criterion focusses on 
a different injury mechanism it cannot be concluded which criterion is the most accurate one. 
Nonetheless, the study provides additional information for similarities, differences, advantages 
and disadvantages of the five whiplash injury criteria.  
Kullgren et al. [36] used acceleration pulse data of real-life accidents for computational 
simulations. The acceleration pulse data was recorded from pulse recorders which had been 
fitted into cars, the computational model used represented a multi-body model of the BioRID II 
dummy, and computational models of three different car seats were used. Kullgren et al. 
included the whiplash injury criteria NIC, 𝑁𝑘𝑚 and NDC. Assessing the likelihood for long term 
injury (longer than 1 month), i.e. correlating the inquiry criteria to the duration of symptoms, 
Kullgren et al. concluded that NIC and 𝑁𝑘𝑚 are suitable to predict the risk of WAD, but NDC is 
not. This is in line with two other publications: firstly, Svensson [22], who published a literature 
review for whiplash and concluded that only NIC and 𝑁𝑘𝑚  are thoroughly evaluated; and 
secondly, Muser et al. [167], who correlated whiplash injury criteria to whiplash injury risk. 
Siegmund et al. [38] investigated the effect of the collision pulse properties on several whiplash 
performance criteria. A BioRID II rear-impact dummy was seated on a programmable sled and 
exposed six times to each of 15 different collision pulses. Siegmund et al. concluded that 𝑁𝑖𝑗  and 𝑁𝑘𝑚 were best able to distinguish between the 15 pulses, yet four more criteria (NIC, upper neck 
moment, upper neck shear force and maximum head-neck retraction) also generated adequate 
responses to the kinematic changes in the collision pulse. The peak extension angle of the head 
appeared to be unsuitable for assessing whiplash injury.  
In summary, there are many different whiplash injury performance criteria, most of them 
correlate to a specific whiplash injury mechanism hypothesis. However, since the exact injury 
mechanism is unknown, the validity of each whiplash injury performance criteria is questionable 
[1]. Also, an injury criterion which may be unrelated to whiplash injury would lead to the 
optimisation of seat and head restraints to pass a certain standard rather than to minimise actual 
whiplash injuries [38]. Consequently, it is recommended not to rely on a single criteria but rather 
to use different criteria to assess the whiplash injury risk [167]. 
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2.9 FACTORS AFFECTING WHIPLASH ASSOCIATED DISORDER  
There are numerous factors which have an influence on the outcome and severity of WAD 
injuries; these can be categorised into two main groups: 
 Factors related to the vehicle and to crash circumstances: 
For example, the vehicle type and structure, seat design, head restraint geometry and 
stiffness, existence of anti-whiplash devices, crash severity and crash pulse 
characteristics, usage of seatbelt, appropriate adjustment of seat head restraint, 
occupant seating position and head turning orientation at the time of the impact, etc. 
 Biological factors:  
For example, subjects’ awareness of impact, muscle activity, the subjects’ physiology 
(height, weight, cervical curvature, etc.), neck musculature strength of the subject, 
gender, age, previous medical history, etc. 
All of the above factors are important and whether or not a subject sustains an injury depends 
on a combination of these factors. Hence for the design of a safety standard or occupant 
protective system a balanced evaluation of these factors is required [28, 168, 169]. However, as 
the current study focusses on the development of a subject dependent computational model the 
biological factors are more relevant and will be discussed in subsequent subsections. 
2.9.1 Muscle Activation and Awareness of Impact 
Whether muscle activity has any influence in rear-end accidents is a widely discussed issue with 
contradicting results. The next few paragraphs explain different definitions used in the literature 
along with a review of different research focussing on this issue. 
Muscle activity can be divided into a contracting (active) and a relaxing (passive) phase; active 
shortening of muscles is not possible in the human body. In the contracting phase the muscle is 
excited by the nervous system and develops active force (active phase), while in the relaxing 
phase the muscle shows resistance only if stretched beyond its physiological length (passive 
phase). The mechanical muscle properties of these two phases (active and passive) are described 
in detail by the Master’s thesis of Stockman ‘Neck Muscle Influence in Rear Impacts’ [162].  
Siegmund et al. [170, 171] investigated whether cervical muscles play a role for WAD injuries and 
as illustrated in Figure 2.11 distinguishes between three time phases of muscle activity: reflex 
time (also named response time or onset time), electromechanical delay (EMD, also named 
muscle activation time), and muscle rise time. The reflex time is understood as the time between 
the detectable change of the body (stimulus) and the beginning of muscle electromyographic 
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(EMG) activity. The awareness of an impact can influence this time period and should not be 
neglected. This phase is followed by the electromechanical delay which is the time between the 
start of EMG activity and the first generation of muscle force. Only if the combination of reflex 
time and electromechanical delay is sufficiently short then the generating muscle force can have 
an influence on reducing injury. Lastly, the muscle rise time is the time between the first 
generation of muscle force and the muscle peak force. 
 
Figure 2.11:  The three time phases of muscle activity. The upper trace represents muscle Electromyography 
(EMG) response and the lower trace represents the muscle force. EMD stands for 
electromechanical delay. Illustration by Siegmund et al. [170, 171] 
 
There are several factors which make the cross-comparison of muscle timing difficult between 
different studies. Firstly, volunteers who agree to take part in an experiment are aware of what to 
expect during their participation. Even if the volunteer is relaxed, a small part of anticipation 
cannot be eliminated completely as it might be during a real accident. On the other hand, even in 
real crashes the occupant could be warned due to visual or audio cues and images in mirrors 
before impact [68, 172]. Secondly, researchers define a different starting point to record time. 
The start of the recording time could be the bumper contact, seat acceleration or even body 
acceleration. A further problem arises when comparing studies without focus on rear-impacts 
like Foust et al. [173] who used a direct tug on the head rather than a rear-end impact 
perturbation [172]. It is not known if this study is representative for whiplash even if several 
researchers refer to this study. Finally, the different experimental parameters (crash severity, 
acceleration impulse, velocity change among others) have an influence in volunteer reaction 
[157]; and different studies often have significant differences in experimental setups [8].  
Moreover, it is also important to mention which muscle is monitored since neck extensor 
muscles react on average 11% faster than neck flexor muscles [173]. Consequently, reported 
muscle activation times cannot be easily compared between different studies. Nevertheless, 
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some values are mentioned to give an idea of the different times: It has been reported that the 
reflex time of cervical muscles may be between 73.3 ms and 174.9 ms [68], and the 
electromechanical delay may be between 60 ms and 100 ms [15, 137]. The total development 
time for sufficient muscle force ranges between 150 ms and 200 ms [8, 21]; and the time until 
peak activity can range between 184 ms and 324 ms [8]. 
The gender factor also cannot be neglected since women have faster reflexes than men [157, 
172, 173]. Brault et al. [157] were using rear-end impacts and discovered female muscles to be 
5% faster, while on the other hand Foust et al. [173] uses a direct tug on the head rather than a 
whiplash perturbation and discovered 11% faster response times for females; this difference may 
be partially explained by the simulated impact method. Moreover, the muscle force is also 
significantly different between genders (see Section 2.9.3) since female strength ranges between 
40% and 80% of male strength. 
The awareness of participants is always an issue in volunteer sled tests. Magnusson et al. [68] 
performed a rear-end sled test using 8 male volunteers with the aim to investigate cervical 
electromyographic activity. The subjects were exposed to expected (countdown) and unexpected 
(blindfolded) tests, but in the end no significant difference of muscle reaction time was found. 
Siegmund et al. [172] performed a more comprehensive study with 66 volunteers (35 female and 
31 male) and also observed no significant difference between these two conditions, i.e. expected 
and unexpected tests. Yet, Kumar et al. [13] contradict these findings and reported that there is a 
difference in muscle onset time. Nevertheless, the study of Siegmund et al. included a third 
condition and tested deceived (surprised) subjects, i.e. the volunteers were not aware of a 
following acceleration. In these experiments a significant slower sternocleidomastoid (SCM) 
activity by 7 ms was obtained and even a different occupation respond movement was observed, 
i.e. a higher retraction movement during the surprised experiments. Consequently, the authors 
indicate that many previous volunteer experiments may not represent the kinematic response of 
real collisions.  
There is another factor which might have an influence on the dynamic whiplash motion, a 
possible pretension of the cervical muscles. An experiment for this condition was conducted by 
Ono et al. [137] using twelve male volunteers. The results indicate that when the subjects tensed 
their muscles before the impact, the maximum angle of head extension reduces by about 30% to 
40%. It is also reported that in tests with relaxed cervical muscles an efficient muscle force is 
generated only after the retraction phase is over [28]. Another study by Ono et al. [123] showed 
even higher reduction (60% to 80%) of head extension and displacement between sled tests with 
relaxed and tensed cervical muscles. 
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One issue with muscle activity is the different muscle activation time of different muscle groups. 
Magnusson et al. [68] compared five muscles (sternocleidomastoid (SCM), levator scapulae, 
trapezius, splenius capitis, semispinalis capitis) in rear accidents and discovered significant 
differences in the reflex times. While the average response time for these five different muscles 
is 112.4 ms (standard deviation (SD) 58.4), the SCM response time is significantly shorter than 
the average at just 73.3 ms (SD 14.7). The authors’ explanation for the time differences suggests 
that the location of muscles is important due to different neurological pathways. Nevertheless, it 
is not clear which muscle group is the most effective one to minimise whiplash injury. 
Furthermore, it is worth mentioning that Magnusson et al. used a pulse duration of 
approximately 400 ms, which is significant longer than in comparable whiplash studies (55 ms to 
135 ms) [8], questioning the validity for real-life whiplash performance. For example, Szabo et al. 
[174] performed rear-end impact sled tests on volunteers and established that there is no clear 
difference between different muscle group onset times. 
The study of Brault et al. [157] used 21 male and 21 female subjects, the same vehicle and seat, 
the same sitting position and two distinct collision severities for their rear-impact investigation. 
Their results show a unique finding; the muscle onset time is shorter for higher crash severity. 
The authors’ explanation is that the higher impact severity results in earlier occupant 
acceleration and therefore faster muscle onset times.  
In conclusion, there are significant different opinions for the time necessary to develop sufficient 
muscle force. Some authors consider muscle activation as a significant factor, while others claim 
it can be neglected. Each authors’ opinion and argumentation is also dependent on which phase 
of occupant motion (retraction, extension or rebound) is of interest for the author; especially for 
the retraction phase, the effect of musculature is particularly controversial [8]. However, cervical 
spine muscles have the potential to alter the head and neck kinematics and kinetics resulting 
from whiplash events [170]. There is also the hypothesis that muscle activation could be even 
increase the risk of injury [68], e.g. in the rebound phase muscle might undergo eccentric 
contractions as explained in Section 2.7.4. Consequently, it is still inconclusive in the literature 
whether cervical muscles play a role for the occurrence of WAD.  
2.9.2 Subject Specific Factors and Anthropometric Differences 
In the literature there is no consensus whether there is a link between anthropometric subject 
differences and risk of neck injury, e.g. Linder et al. [51] report that there is no connection and 
Jakobsson et al. [175] report that there is a connection. Studies which analysed accident 
databases to determine potential anthropometric risk factors are inconclusive for the factors age, 
weight and height [34, 176, 177]; yet, for gender it was established that females have a higher 
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injury risk than males. Some of the suggested explanations on why female subjects have higher 
injury rates are considered to be linked to anthropometry. For example, a subjects’ vertebrae 
dimensions may play a role as smaller vertebrae give a smaller cervical spine support area [178], 
the neck circumference may play a role as a thinner neck has less cervical muscle strength [179], 
and the weight and height may play a role as there are differences in the body to seat interaction 
[20, 99]. Gender differences and possible explanations for the increased injury rates are 
presented in Section 2.9.3. 
In experimental sled test experiments the dynamic subject response differences have been 
reported for subjects with different anthropometric characteristics. For example, Kroonenberg et 
al. [20] report that a higher neck circumference lowers the horizontal head motion and that 
heavier subjects deflected the seat back more, which results in a lower T1 acceleration compared 
to lighter subjects. Philippens et al. [180] report that head motions are affected by the height of 
a subject; especially for taller subjects the vertical displacement increases. Stemper et al. [77] 
explain that an increased BMI is typically associated with greater neck muscle mass and greater 
torso mass, which reduces the likelihood for injury. Moreover, it is also believed that abnormal 
cervical curvature, in particular kyphotic curvature, increases the risk of WAD [169, 181]. 
Consequently, a range of anthropometric subject characteristics may affect the likelihood of 
injury. 
Moreover, neck muscle–strengthening exercises can increase contractile strength of the neck 
muscles [77], this might has an influence on the injury risk. This theory is supported by military 
pilots of high-performance aircraft, who regularly train their neck musculature with specific neck 
strengthening exercises to decrease the risk of injury [182]. If neck musculature strength has an 
influence on the injury risk then it should be also noted that an average male has slightly 
stronger neck musculature than a young male and is much stronger than a small older female 
[168]. It should be also noted that a subjects’ personal lifestyle might affect the neck 
musculature strength. Lastly, an important risk factor is a person’s individual medical history of 
prior to the a neck injury [183]. 
Unfortunately, no conclusive link has been established between a subject’s dynamic responses 
and likelihood of injury, i.e. although anthropometric characteristics have an effect on dynamic 
responses, a conclusive link to injury likelihood is missing. Nevertheless, it is believed that 
Personalised Protection Systems (PPS) are important to account for subjects of difference age, 
height and weight [19]. 
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2.9.3 Gender Differences 
Since the mid-1960s it is known that gender is an important factor for sustaining whiplash 
injuries [11, 184, 185]; this is also reflected in studies which analysed accident databases [34, 
176, 177]. Females have in similar crash conditions up to three times higher risk compared to 
males [7, 186]. Kullgren et al. [36] pointed out that preventive measures should be based on the 
most vulnerable occupants, hence the WAD injury risk should be evaluated for male and female 
subjects individually. But not only the injury risk, also the recovery time is poorer for females 
[187], yet there is still no agreed reason in the literature. Mordaka et al. [15] summarised gender 
differences in three aspects: the sociological, the psychological and the physiological/anatomical 
aspect.  
The sociological factors contain studies about different gender behaviour in traffic. Mordaka et 
al. [15] noted that women tend to drive smaller and lighter cars which is a higher risk factor for 
injuries since lighter cars experience higher crash severities compared to heavier cars [39]. Also, 
although women drive on average fewer miles per year, they drive more in urban areas [39], 
where the risk of a rear-end-impact is greater [34]. On the other hand, women adjust their seat 
differently [188], i.e. woman sit higher and closer to the steering wheel, with more upright back 
rest and typically drive with a better adjusted head-restraint position.  
A psychological factor is for example the idea that women are likelier to report pain [15, 77]. 
Insurance companies do not present data to confirm this theory, yet the psychological factor 
cannot be neglected. Gender differences for experiencing pain have been reported [189]. 
The physiological and anatomical factors include biological gender differences. For example, 
when comparing the average female and average male subject, females are smaller and lighter. 
However, even when comparing size-matched female and male subjects there are 
anthropometric differences; these anthropometric gender differences are important for the 
current study and are discussed further below: 
Brolin et al. [190] present a summary of studies about anthropometric gender differences of size 
matched male and female subjects. For example, the independent studies by Vasavada et al. 
[191] and Stemper et al. [178] used size matched male and female volunteers to investigate 
anthropometric vertebrae and muscle differences. Female subjects have longer and slender 
necks, but smaller vertebrae dimensions their muscles have less cross-sectional area (with a 
larger ratio of head mass to neck cross-sectional area [77]). Due to the smaller vertebra 
dimensions females have less segmental support area (projected vertical vertebrae size) between 
two adjacent vertebrae, which may lead to less cervical column stability. Furthermore, for size-
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matched subjects the female neck is significantly weaker than the male neck; with ratios of 
female-to-male neck strength varying between 40% and 80% [173, 191]. Consequently, male and 
female necks are not geometrically similar, and it is not possible to simply scale the female neck 
from a male neck. Whitley et al. [192] obtained comparable results as listed so far, but 
additionally investigated the vertebrae area-density (bone material density) for the vertebrae C5, 
T12 and L4. Females have for C5 a 13% lower area-density compared to males, likely making 
female vertebrae more susceptible to damage. 
Yoganandan et al. [193] investigated the geometrical properties of the facet joint including 
cartilage (connective tissue between facet joints) thickness of six human cadavers; they 
determined that cartilage is placed dissimilarly between genders, i.e. the female cartilages cover 
the facet processes to a lesser extent than the male cartilages. Furthermore, females have an 
overall thinner cartilage thickness compared to males [98, 193]. This could be an injury risk factor 
(especially in the retraction phase), as females have lower tolerance limits for lower neck shear 
force (384 N) compared to males (636 N) [194]. 
In addition to the vertebrae, the muscles are widely discussed in the literature. Kamibayashi et al. 
[195] studied the morphometry of 14 human neck muscles based on 10 human cadavers with 
the aim of providing systematic data for biomechanical models of the neck. Their results show 
that most (not all) female muscles have a lower cross-section than male muscles, and that neck 
muscles do not scale with body height and weight. The authors hypothesize that muscle size is 
proportional to strength and usage pattern. In contrast, Vasavada et al. [179] suggested neck 
muscle size does not increase with training. Nevertheless, an estimation about muscle strength 
can be made based on neck circumference [179, 191]. It is hypothesised that during a rear-end 
impact the female neck muscles work closer to their maximum capacity and this may relate to 
the higher WAD risk for females. The PhD Thesis of Zheng [196] describes the gender differences 
in human neck musculoskeletal biomechanics in great detail. 
For cervical ligaments there is not a lot of data available [15]; yet Stemper et al. [178] 
hypothesize that differences in ligament structural components may have an influence in 
decreased stiffness in female spines (hormonal influences). This theory is based on a ligament 
content study from Osakabe et al. [197], but does not include mechanical tests for ligament 
properties. Other potential contributors to ligament gender differences include genetic, 
hormonal, structural, and pain tolerance factors [10]. 
The cervical Range of Motion (ROM) is also different between male and female subjects [7, 39, 
173, 198]: Females have typically a higher ROM for flexion and extension motion, but a smaller 
ROM for retraction motion [122]. Another gender ROM attribute is that the ROM decreases with 
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age for both genders; but while females tend to lose mobility gradually with age, males lose their 
mobility more rapidly until reaching middle age and afterwards remaining roughly constant 
[173]. 
Women do not only have a higher injury risk in rear-end accidents, but also have in general a 
different dynamic motion compared to men. There are several publications which describe 
dynamic responses of male and female subjects exposed to identical crash conditions [7, 8, 200–
202, 11, 39, 40, 122, 123, 184, 186, 199]. However, these publications typically use the average 
male and average female subjects; hence the described dynamic gender response differences are 
affected not only by gender but also by anthropometric differences. Nevertheless, most female 
responses are more severe than the male responses, for example females have a larger and 
earlier head angular displacement, larger intervertebral rotations with a more pronounced S-
shape, higher and earlier T1 and head horizontal acceleration and a stronger rebound motion 
(larger maximum thorax flexion) with an earlier return to the initial sitting position. It has been 
also shown that the whole spine of volunteers in the same seat exhibit different alignment 
patterns [201]. The typically more severe female response motions may lead to larger internal 
loads in female subjects, e.g. higher shear strain and compression strain of the front/rear edges 
of facet joints [123]. Interestingly, the Neck Injury Criterion (NIC as explained in Section 2.8.3) 
can be lower for female subjects, indicating that females should have a different injury threshold 
than males [186]. Unfortunately, no sled test study can be found in the literature which uses 
height matched male and female volunteers, yet Yoganandan et al. [98] states that a real-world 
case analysis shows that even with similar body sizes females have a higher likelihood for WAD 
injury. 
In conclusion, the biomechanical explanation for the different dynamic responses of females 
compared to males may be multifactorial [10, 77]; e.g. anthropometric, material and 
morphological differences must be considered. A biomechanical explanation for these gender 
differences has not been agreed on. Currently, female cervical spine computational models such 
as described by Östh et al. [203] and Brolin et al. [203] are used to better understand female 
behaviour during rear-end impacts with the aim of ultimately reducing the WAD injury risk for 
women. 
2.10 IMPORTANCE OF INTERVERTEBRAL DISPLACEMENT 
Rotational intervertebral displacements are an important measure for whiplash investigations 
[204]. During the retraction phase, the cervical spine forms an S-shape which is unusual 
compared to the normal physiologic human neck bending motion. It is often hypothesised that 
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during this phase whiplash injury occurs, as explained in Section 2.7.2. Therefore it is crucial to 
understand the detailed motion of the cervical spinal segments during rear-end impact loading, 
especially since it is not possible to draw conclusions from a particular head position/orientation 
to the position/orientation of the cervical vertebrae [123]; intervertebral displacements have to 
be captured directly.  
There are in general three different methods to capture the intervertebral displacement during 
rear-end impacts: tracking visual targets mounted on the vertebrae [5, 8, 206–208, 10, 21, 63, 67, 
139, 145, 151, 205], using electric sensors to record the vertebrae motion [85, 86, 209] or 
recording high speed lateral X-ray video images [40, 53, 137, 210, 211, 70–73, 119, 122, 123, 128]. 
Each method has its distinct benefits and drawbacks, yet the overall results agree that while the 
head is not in hyperextension, localised intervertebral displacements can exceed the physiological 
range of motion.  
 
Figure 2.12:  Typical load-deformation curve of a ligament. In the Neutral Zone there is little resistance; in the 
Elastic Zone a greater load is required to deform the ligament; in the Plastic Zone micro-trauma is 
occurring until failure at maximum load. The Neutral and Elastic Zone are within the physiological 
range of deformation, the Plastic Zone is the traumatic range of deformation. Illustration adapted 
from van Lopik [61]. 
 
This excessive intervertebral rotation is an injury hazard and causes high impact loads to 
ligamentous tissue, intervertebral disc, and facet joints [139]; such injuries in the spinal column 
have been also shown in clinical studies [74]. The typical load-deformation curve of a ligament is 
shown in Figure 2.12. Measurements of the Neutral Zone (i.e. the intervertebral displacement 
around the neutral posture with little soft tissue resistance) and the Range of Motion (ROM) 
before and after the PMHS cadaveric spine specimen experiments show increased flexibility 
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between adjacent vertebrae, especially at the lower cervical spine [21, 86, 139, 209, 212]; this 
may also indicate soft tissue damage. There is good agreement with respect to overall kinematics 
of the head and neck between cadaver studies and human volunteer studies [28]. 
Research on intervertebral displacements has led to new knowledge about the cervical spine 
motion. There is an upwards shift of the instantaneous axis of rotation (see Section 4.4.3) [70, 73, 
137, 211] which increases the risk of facet joint injury (see Section 2.7.2.3) [28]. Also, the location 
of the Inflection Point (IP) has been established, i.e. the location at which the intervertebral 
levels above are in flexion and the levels below are in extension. Based on cervical spine 
specimen sled tests the location of the IP has been determined between C2 and C4 with 
variations among individual specimens, but not with varying impact accelerations [78]. 
It is difficult to capture intervertebral displacement in rear-end experiments; hence, only a small 
portion of the numerous studies for experimental rear-end sled tests reported in the literature 
attempted to capture intervertebral displacements [204]; some of the published experimental 
studies which included intervertebral motion data are the references [4, 5, 71–73, 78, 85–87, 119, 
122, 123, 8, 126, 128, 137, 205–208, 210, 211, 213, 10, 214–217, 21, 40, 53, 63, 67, 70]. 
However, such studies include only specific data relevant to the purpose of the publication; 
consequently, these datasets are often incomplete and cannot be used for validation of a 
computational model. Additionally, intervertebral motion data is usually of mixed gender, but it 
has been revealed that females have higher segmental angular displacements than males [8, 10, 
122]. This might be a factor for higher injury rates in females; however, females also have a higher 
segmental flexion-extension ROM [122, 198].  
For computational models the accurate representation of intervertebral displacements is 
important [204]. It has been noted that although a computational model may obtain good 
agreement with respect to experimental head kinematics, it may obtain poor agreement with 
respect to neck segmental kinematics [116]. Therefore, it should not be assumed that 
computational models provide good neck kinematics when the validation is made for just the 
head kinematics. However, there are publications about computational models which did not 
validate intervertebral displacements, but intervertebral displacements are analysed and 
discussed, e.g. [57, 218]. Nonetheless, most computational models have been only validated for 
global responses, yet there are also some computational models which focussed on the 
validation at intervertebral level [61, 99, 109, 116, 214, 219–221]. Out of these computational 
models, the more simplified models have shown a higher potential to describe intervertebral 
rotations accurately than detailed models. 
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For the evaluation of the intervertebral displacements the Intervertebral Neck Injury Criterion 
(IV-NIC, see Section 2.8.3) has been proposed, but no agreed thresholds are available in the 
literature. Also the biofidelity of crash test dummies has been evaluated [209, 212]; e.g. the spine 
of the BioRID II for flexion movement could be improved in terms of range of motion as well as in 
stiffness. 
In conclusion, the importance of continuously monitoring of the individual intervertebral motion 
has been missed by many early whiplash studies [21]. However, there is now a shift of focus to 
understanding the pattern of spinal segment motion [13].  
2.11 COMPUTATIONAL CERVICAL SPINE MODELS 
For more than 40 years computer simulations have been used to predict the behaviour of the 
human-body in vehicle accidents; several models have been designed to simulate such behaviour 
with the focus on the cervical spine. Computational models of the cervical spine are a useful tool 
for research on the biomechanics of neck injury and the evaluation of countermeasures [222], 
and with each new generation of models more anatomical details have been incorporated with 
greater accuracy [28]. Furthermore, computational models allow the evaluation of the individual 
influence of various subject aspects (body size, posture, muscular activity, etc.) on the dynamic 
motion [223]; also the effect of sensitivity to different inputs and boundary conditions can be 
investigated as the subject variability can be removed [57]. However, the validity of the results 
produced by computations depends on the data used to define the model [224]; additionally, a 
computational model has to be compared to experimental data for validation.  
The required complexity of a computational model always depends on the intended application 
[113]. There are in general two methodological approaches for computational models: finite 
element (FE) analysis and multi-body dynamics (MBD) [225]. FE models are detailed 
representations of the actual anatomy of the head-and-neck. Their design is time consuming and 
the mechanical characteristic properties have to be specified for each anatomical feature. That 
being said, the dynamic analysis of the FE-model can provide detailed information about tissue 
deformation which is often used to assess the likelihood of tissue injury. However, the biggest 
challenge for generating a finite-element model is the limited availability of mechanical data for 
each tissue in the literature [91, 114]. Also, injury thresholds for stretched tissues are not 
commonly defined, making their analysis challenging and their conclusions debateable. Lastly, 
with respect to the objective of the current research, it requires more effort to adapt a finite 
element model for a specific subject in comparison to a multi-body dynamics model. Multi-body 
dynamics models use often simplified representations of the anatomy of the head-and-neck. 
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Rigid or flexible bodies are connected to each other by linear or revolute elements that restrict 
their relative motion. These elements are built of springs and dampers. This simplification 
reduces the computational effort but also the detailed information about tissue distortion. Thus, 
tissue failure cannot be investigated; however, as whiplash injury criteria rely only on motions 
and forces, these can be calculated. 
Consequently, in the current research the multi-body concept was chosen for two reasons: first, 
because the required computational power is lower compared to a finite element analysis [113], 
which is desirable for a parametric study; and secondly, because the calculation of whiplash 
injury criteria to evaluate the injury risk only requires motion and forces calculated by the model. 
Summarised, the biofidelic representation of head and neck motion is prioritised over detailed 
tissue data.  
Moreover, a one-size-fits-all approach does not always provide the best occupant protection 
during crash circumstances, yet in the majority of vehicle safety research only a limited number 
of occupant sizes are investigated [19]; a size-based mismatch between the vehicle seat and 
occupant anthropometrics can contribute to greater injury risk [77]. Hence parametric adjustable 
models can improve the safety for vehicle occupants. In theory every computational model is 
adjustable and can be modified to describe a specific subject, yet the effort might be immense if 
every dimension has to be altered manually. Hence some computational models are designed to 
lower the effort of adjusting the model, in these models only a low number of subject 
dimensions need to be altered while the remaining subject dimensions are automatically 
predicted. The methods for these kinds of models are discussed in the current section. 
In the following two subsections existing simplified (i.e. multi-body) computational models and 
existing parametric adjustable computational models are discussed.  
2.11.1 Simplified Computational Models for Whiplash Analyses 
Several simplified (i.e. multi-body) computational models for whiplash investigations have been 
introduced in the literature, these models can be classified into three distinct kinematic 
concepts. Table 2.5 gives an overview of some multi-body head-and-neck models classified based 
on the three concepts: 
 The first concept uses the actual location of anatomical tissues to place computational 
elements; for this concept these elements behave according to the actual anatomical 
tissue. Due to the importance of anatomical location of the elements, any rigid body can 
have a connection to any other body via such a computational element. 
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 The second and third concepts use artificial computational element which do not rely on 
the actual location of anatomical feature; these artificial elements connect only two 
adjacent bodies of the model. The second concept uses rotational elements between two 
adjacent bodies to simulate the flexion-extension motion; some models also include 
translational elements between two adjacent bodies to simulate axial and shear motion.  
 The third concept uses only translational computational elements, one to simulate 
anterior and one to simulate posterior anatomical features. The combination of anterior 
and posterior elements mimics the revolute behaviour between two rigid bodies. 
The displayed models in Table 2.5 have been selected to show the historical development of each 
concept and highlight the respective benefits and drawbacks. The computational models of these 
three concepts as listed in Table 2.5 are further described below. 
Concept 1: In the early 80’s, Merrill et al. [112] developed a three dimension, lumped parameter 
head-and-neck model for impact simulations. The model uses a force-elongation relationship for 
each intervertebral joint and additionally modelled seven major symmetrical muscle pairs. Each 
muscle is defined as a straight line between the anatomical attachment points; therefore, the 
curvature of the muscle was not considered. This model is based on an earlier model version 
published by Reber et al. [226] and was later improved by Deng et al. [227] who included 
additional muscle pairs but more importantly, described the location of the muscles with three 
points instead of two points which allows a better representation of the actual muscle geometry. 
Also, the force-elongation relationship was considerable improved. Based on these two models, 
Jager [111] developed his ‘detailed’ mathematical model, which included active muscle 
behaviour. The ‘detailed’ model by Jager was adapted by Yamazaki et al. [219] in 2000 to improve 
the intervertebral responses and by van der Horst [228] in 2002 to better represent the shape of 
muscles by increasing the number of midpoints between the attachment points. Hence van der 
Host developed a computational model with ‘curved’ computational elements; the model has 68 
mid-sagittal symmetrical pairs of muscle elements. Lastly, van Lopik [61] designed a multi-body 
head-and-neck model with very accurate anatomically geometry. The simplified active muscle 
response of previous models was improved using a ‘virtual muscle’, a program-code which 
represents the muscle response more realistically. The advantage of this concept is that the 
elements represent real anatomical features; therefore, their stress and strain can be evaluated. 
The disadvantage is that this concept requires detailed anatomical understanding and the model 
development is time-consuming. 
56 
 
Table 2.5:  Overview of some simplified multi-body-dynamics model. These models can be classified based on 
their three distinct kinematic concepts. Concept 1: Computational models which are based on actual 
anatomical features, e.g. for each muscle/ligament a spring-damper element is modelled. Concept 
2: Computational models which lump the entire viscoelastic neck behaviour into the intervertebral 
discs, e.g. the intervertebral disc is either approximated with translational and rotational spring 
damper elements or by an elastic body. Concept 3: Computational models which lump the entire 
viscoelastic neck behaviours into two series of spring damper elements, one anterior and posterior 
at the cervical spine. 
More simplified computational models exist than presented in this table, see main text. 
C 
O 
N 
C 
E 
P 
T 
 
1  
   
1984: Merrill et al. [112] 1996: Jager [111] (‘detailed’) 2002: Van der Horst [228] 2004: Van Lopik [61] 
A three-dimensional model with 
straight spring damper elements 
and passive muscle behaviour. 
A three-dimensional model with 
straight spring damper elements 
and active muscle behaviour. 
A three-dimensional model 
with ‘curved’ spring damper 
elements and active muscle 
behaviour. 
A three-dimensional model with 
‘curved’ spring damper elements 
and improved active muscle 
behaviour. 
C 
O 
N 
C 
E 
P 
T 
 
2 
    
1971: Orne et al. [229] 1996: Jager [111] (‘global‘) 2008: Himmetoglu [26] 2015: Hoover et al. [109] 
A two-dimensional model with 
elastic intervertebral disc which 
allows axial, shear and bending 
resistance; the model has passive 
muscle behaviour. 
A three-dimensional model with 
intervertebral translation and 
rotation; load-displacement 
based on non-linear joint 
characteristic; passive muscle 
behaviour. 
A two-dimensional model 
with only intervertebral 
rotation; load-displacement 
based on non-linear joint 
characteristic and active 
muscle behaviour. 
A two-dimensional model with 
only intervertebral rotation; 
load-displacement based on 
linear joint characteristic and 
passive muscle behaviour. 
 
C 
O 
N 
C 
E 
P 
T 
 
3 
   
 
2009: Huang et al. [113] © 2015: Tregubov et al. [114] 2018: Blank [230]  
A two-dimensional model with 
non-linear anterior and posterior 
spring-damper elements; passive 
muscle behaviour. 
A two-dimensional model with 
non-linear anterior and posterior 
spring-damper elements; active 
muscle behaviour. 
Computationally modelled for 
the design of a physical ATD-
dummy neck.  
 
Fzi 
Fxi 
Ti 
Fzi+1 
Fxi+1 Ti+1 
Vertebral body i 
Vertebral body i+1 
Elastic body (disc) 
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Concept 2: In 1971, Orne et al. [229] published their work for a mathematical model for spinal 
responses, which uses deformable intervertebral discs between adjacent vertebrae. Prasad et al. 
[231] adapted this model and described that the discs are represented by an arrangement of 
springs and dampers. Each disc is represented by one spring damper arrangement for axial 
motion, one for shear motion and one for rotational motion. In 1978, Husten et al. [232] 
published another head-and-neck model using the same concept: the curvature of the cervical 
spine was ignored, yet this is the first model which uses nonlinear damping for the intervertebral 
joints. Then, in the 90’s, Jager [111] modelled his so called ‘global’ head-and-neck model, this 
model includes the cervical curvature and uses nonlinear springs and linear dampers between 
two adjacent vertebrae; the data for the non-linear load-displacement relationships are gathered 
from experimental data on PMHS. Due to initially unsatisfactory performance of the 
computational model with respect to volunteer sled test data, a scale factor was used for these 
relationships to mimic the divergence of PMHS model development data to volunteer sled test 
validation data; this improved the model drastically. The ‘global’ model of Jager was adapted by 
various researchers; these adaptations include the improvement of intervertebral joint 
properties [26, 223], the introduction of active muscle behaviour [26], the extension to a full 
body model [26, 89, 223], the implementation of gravity [223] and the verification of 
intervertebral rotation behaviour to experimental data [109]. Two of these adaptions are 
included in Table 2.5, i.e. Himmetoglu [26] and Hoover et al. [109]. Consequently, several 
researchers have shown that this simplified concept is suitable to accurately predict whiplash 
motion. However, because anatomical features are not modelled for this concept, a detailed 
stress and strain analysis of anatomical features is not possible. 
Concept 3: In the last decade, the concept of two translational computational elements, one for 
anterior and one for posterior anatomical features, has been introduced to connect two adjacent 
vertebras. Both studies of Huang et al. [113] and Tregubov et al. [114] showed good agreement 
with their respective validation data. For this concept two computational elements have to be 
defined for each pair of adjacent vertebrae; therefore, the effort of designing such a model is 
roughly double compared to that of a model from concept 2 with disabled intervertebral 
translational motion. This concept of using translational elements was also used for the design of 
a computational and a physical neck model for an Anthropomorphic Test Device (ATD) (Blank 
[230]), that design used polymer damping components, steel wire ropes, and spherical and hinge 
joints. However, as in concept 2, the elements do not represent actual anatomical features. 
Consequently, all three kinematic concepts have their respective advantages and disadvantages. 
The choice for which concept or even the design of a finite element model depends on the 
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application. Also, it should be mentioned that there are more publications regarding the 
aforementioned simplified computational models; however, it was decided to only list the more 
important and innovative publications.  
Lastly, there are also simplified computational models of even further reduced concept, 
especially computational models which have the neck simplified to less than seven parts. Hence 
these kind of models do not attempt to mimic the seven cervical vertebrae, e.g. Thunnissen et al. 
[233] used one rigid neck link, Rajaai et al. [234] uses 3 rigid links to model the neck. Such 
simplified models are not listed in this section as these are not relevant to the current research. 
2.11.2 Parametric Adjustable Computational Models 
Fagan et al. [224] summarised a review of patient-specific spine models for the lumbar region, 
noting that the material properties are challenging to describe accurately. The cervical region 
faces the same challenges. Several patient specific spine models have been introduced with 
different methods of obtaining the geometry. Whatever the method used to generate a patient 
specific spine model, there are so far no records of a subject-adjustable model being used for the 
purpose of investigating crash test conditions. Currently published models are most often used to 
investigate tissue material properties, geometrical influences on motion patterns (slow motion of 
the head) or range of motion limitations for subjects. Below are typical methods for generating a 
subject-adjustable cervical spine model. 
One method is the use of a parametric cervical spine model by adjusting measurements which 
are obtained from X-ray or CT-scans [235–240]. This method often requires more than 100 
measurements. For example, Haghpanahi and Javadi [235, 236] developed a parametric finite 
element model of the lower cervical spine (C3 to C7); the model has a simplified geometry and 
can be updated with the manual input of CT measurements (30 measurements per vertebra and 
20 measurements for alignment). Another study from Bonivtch et al. [237] is only slightly 
different; it uses 35 CT-measurements per vertebra to provide its simplified geometry and 
applies a more comprehensive verification and validation process.  
A different approach for obtaining the geometry for a computational model is the use of an 
image-processing-software, such software is capable of generating a geometry based on CT or X-
ray data [240, 241]; this is the most accurate way to generate the geometry for a computational 
model [242]. However, it should be considered that a vertebrae has a complex shape and that 
not every small detail of the geometry would be critical for the intended application of the model 
[243]. Additionally, this method does allow investigation of subjects for whom a CT- or X-ray-scan 
has been performed; therefore, it lacks the flexibility to investigate general relationships 
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between anthropometric subject data and dynamic behaviour, e.g. influence of cervical 
curvature, height, weight, etc. with respect to the injury risk. Lastly, such an image-processing 
method requires a considerable amount of preparation to adjust the model to the new 
geometry.  
Another method uses external human body dimensions to predict the internal human body 
dimensions [244–246]; there is a correlation between stature and the dimensions of the vertebra 
in humans [246, 247]. Such adjustable models often use the most common anthropometric body 
dimensions such as height, weight and sometimes additional parameters such as age, gender to 
predict the internal geometry of a human. Although this method is simple, the obtained internal 
geometry is not as subject specific as a geometry obtained by more complicated methods. 
Lastly, there are computational models which have been used to investigate the effect of cervical 
curvature during crash test conditions, e.g. Pramudita et al. [181], Fréchède et al. [169], Stemper 
et al. [88] and Östh et al. [248]. These models generally do not change vertebrae dimensions and 
hence are not parametric/adjustable to specific subjects, yet noteworthy in the current section 
since these models demonstrate the possibility to alter the cervical geometry of existing 
computational models. The change of cervical curvature has been conducted in different ways, 
e.g. shape transformations and remeshing of the computational model, changing of initial 
lengths of ligaments or changing the pretension of ligaments. 
2.12 SUITABLE SLED TEST DATA FOR VALIDATION 
There are numerous rear-end impact volunteer and cadaver experiments published in the 
literature, however, the studies actually suitable for the design and validation of computational 
models are limited. In many cases information about the experimental set-up, complete time 
history or detailed subject description is missing or unsuitably reported. Moreover, all 
experimental studies have limitations, as explained in Section 2.5. Nevertheless, experimental 
sled test studies are crucial to evaluate the biofidelic behaviour of a computational model. But 
there are two criteria to consider, first the computational model has to be able to successfully 
mimic the experimental response, and secondly the experimental sled test study has to be 
representative to real world accidents. 
The current section focusses on the most relevant experimental rear-end impact studies for the 
current research, rather than listing the numerous studies in the open domain. Table 2.6 gives an 
overview of seven rear-end sled experiments labelled as experiment A to G; these seven 
experiments are considered the most useful experiments for the current research study, and only 
the most relevant information of the experimental studies with respect to the current study is 
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given. The first six experiments A to F were performed by the Japanese Automobile Research 
Institute (JARI), either on an inclined or a straight full body sled apparatus; these six studies use 
volunteers. The seventh experiment G was performed by the Yale University of Medicine on a 
PMHS cervical spine sled apparatus; hence it is not a full body experiment. 
Table 2.6:  Most suitable sled test data for the current research. 
Sled Test 
Data 
Experiment 
A 
Experiment 
B 
Experiment 
C 
Experiment 
D 
Experiment 
E 
Experiment 
F 
Experiment 
G 
Reference 
JARI  
[117, 121] 
JARI  
[117, 121] 
JARI  
[40] 
JARI  
[40, 122, 123] 
Yale Univ. 
[5, 21, 110] 
Seat type Rigid Standard Rigid Rigid No seat 
Sled type inclined inclined inclined straight horizontal 
Impact 
Severity 
9.3 km/h 8.6 km/h 8.1 km/h 5.8 km/h 8.5 g 
Subject type volunteer volunteer volunteer volunteer 
PMHS 
cervical 
spine 
Gender male male male female male female unknown 
Average 
Height [cm] 
175 176 174.8 158.5 172.8 163 unknown 
BMI [kg/m²] 22.86 22.92 23.15 19.90 21.11 18.07 unknown 
Average Age 
[years] 
24 25 25 22 24 23 unknown 
No. of 
Subjects 
7 7 12 8 4 2 6 [21] to  8 [5] 
No. of Test 
runs 
9 9 12 8 4 2 unknown 
Provided 
‘Global’ 
Validation 
Data 
 Head rotation w.r.t. T1 
 Head angular acceleration 
 OC w.r.t. T1 horizontal 
displacement 
 OC w.r.t. T1 vertical 
displacement 
 Head rotation 
 Head rotation w.r.t. T1 
 Head horizontal 
displacement 
 Head vertical displacement 
 Head horizontal acceleration 
 Head vertical acceleration 
 Head w.r.t. T1 horizontal 
displacement  
 Head w.r.t. T1 vertical 
displacement 
 Head rotation 
 Head rotation w.r.t. T1 
 Head horizontal 
displacement 
 Head vertical displacement 
 Head horizontal 
acceleration 
 Head vertical acceleration 
 Head w.r.t. T1 horizontal 
displacement  
 Head w.r.t. T1 vertical 
displacement 
Data only 
available for 
one 
specimen: 
 
 Head 
horizontal 
displ. 
 Head 
vertical 
displ. 
 Head 
rotation 
 Head 
rotation 
 Head 
horizontal 
accel. 
 
Provided 
‘Inter-
vertebral’ 
Validation 
Data 
Captured but no time history 
graphs published 
Likely captured but no time 
history graphs published 
Intervertebral angular 
displacement 
Intervertebral horizontal 
displacement 
Intervertebral vertical 
displacement 
Data for only 
one available 
specimen: 
 
Intervertebral 
angular 
displacement 
Further 
information 
Data well presented & in good 
quality, however more data 
would be beneficial 
Data is often presented in 
small figures and hence low 
quality. However, a lot of data 
is presented although not for 
intervertebral motion. 
Data is often presented in 
small figures and low quality. 
Intervertebral motions 
captured at 60 Hz with 
cineradiography system. 
Data of only 
one specimen 
is presented. 
 
The seven experimental studies in Table 2.6 are chosen as this research has some specific 
requirements for an experimental study, these are outlined in detail in Section 3.3.2 ‘Work 
Package: Sled Test Data’. Nonetheless, to give the two most important requirements without 
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detailed explanation: the time history of the motion for the first thoracic vertebra (T1) has to be 
given and the experiment must have been performed without head restraint. Other attributes 
make an experimental study particularly interesting for the current research, e.g. experimental 
studies which use more than one subject, which published a sufficient amount of time histories, 
which have these time histories presented for each subject individually, which provide detailed 
information about anthropometric subject characteristics and which include intervertebral neck 
kinematics. Lastly, for a subject-adjustable model it would be beneficial to use some 
experimental studies which do not represent the average subject, e.g. studies which focus on 
small or large subjects. 
Below more information about the experimental studies listed in Table 2.6 is given. 
2.12.1 The JARI Experiments  
In the 1990s, researchers at JARI conducted several volunteer experiments, these experiments 
are covered in several publications [33, 40, 249, 70, 73, 117, 121–123, 137, 211]. The 
experiments varied in several aspects, e.g. straight vs inclined sled apparatus, seat type, number 
of participants, impact speed, used instrumentations, etc. For example, the number of volunteers 
vary between publications, i.e. ten male [73, 117], twelve male [137], six male [70], one male 
[33] and twelve male & eight female [40]. Moreover, some volunteers are included in several 
different experiments, and in some experiments the same volunteers have been tested several 
times. It is also reported that prior to the actual test, each volunteer was subjected to 
familiarisation tests so that the volunteer got used to it and was able to relax during that actual 
test [250]. One consistency of all JARI studies is that volunteers were chosen which closely 
represent the 50th percentile subjects. 
Figure 2.13 shows several illustrations which are associated with the JARI volunteer experiments. 
While the majority of publications refer to the inclined sled apparatus shown in Figure 2.13a, 
there are also publications which refer to the straight sled apparatus shown in Figure 2.13b. The 
inclined JARI sled apparatus decelerates the backwards moving seat with a shock absorber to 
simulate the rear-end impact; the straight JARI sled apparatus accelerates the seat forward by 
release of a compressed spring. The JARI publications list differences for the instrumentation 
used, e.g. Figure 2.13c and Figure 2.13d shows two different methods to measure the head 
accelerations; for both methods, Giraut [158] published the mathematics, advantages and 
disadvantages. Figure 2.13e and Figure 2.13f show photographs with descriptions of some of the 
instrumentations used.  
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a) Inclined sled apparatus used at JARI, i.e. experiments A-D 
in Table 2.6. Illustration adapted from Ono et al. [211, 251]. 
b) Straight sled apparatus used at JARI, i.e. 
experiments E-F in Table 2.6. Illustration adapted 
from Ono et al. [123] 
 
 
c) Use of head strap and mouthpiece, illustration by Giraut 
[158]. 
d) Use of a mouthpiece, illustration by Giraut 
[158]. 
 
 
e) Photograph of instrumentation obtained from the 
publication Ono et al. [249] 
f) Photograph of instrumentation obtained from 
the publication Kaneoka et al. [73] 
Figure 2.13:  Associated illustrations to the JARI sled test studies [33, 40, 249, 70, 73, 117, 121–123, 137, 211]. 
The use of different instrumentation techniques for each experiment is most notable about the 
JARI studies, e.g. apart from capturing the head, T1, shoulder and pelvis kinematics using either 
accelerometers or video camera images with 500 frames per second, the studies also include the 
capture of cervical vertebrae motions using lateral X-ray (cineradiography) and the capture of 
muscle activation using electromyography. With the exception of Matsushita et al. [128], the JARI 
studies provide the only volunteer X-ray study during a rear-end impact sled experiment. Two 
Shock 
Absorber Shock Absorber Spring 
z 
x 
y rotation 
COPYRIGHT IMAGE 
„The image which would be 
shown here has some similarity to 
Figure 2.13e. It shows an 
instrumented volunteer and also 
displays the cineradiography 
apparatus. 
In the publication by Kaneoka et 
al. [73] it is Fig. 1B.“ 
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different radiation doses and two different frame rates were used by JARI: 0.016 mGy per frame 
and up to 20 frames [122] or 0.073 mGy per frame and up to 25 frames [73]; less than an 
abdominal computed tomographic scan for normal medical purposes [122]. The X-ray data is 
used to investigate detailed cervical vertebrae motion. Unfortunately, this data is not published 
for every experiment, e.g. experiments A-D in Table 2.6. Some JARI studies focussed on gender 
differences, i.e. identical test conditions were applied to the 50th percentile male and female 
subjects and presented time history data is given gender specific [40, 122]. The volunteers were 
asked to relax before they were subjected to the rear-end impact and volunteers were 
questioned about any discomfort immediately after and a second time a few days after the 
experiment. Some volunteers experienced discomfort in cervical muscles or shoulders for up to 
two days [40, 123], indicating that the impact severity are close to those for inflicting WAD. All 
studies were performed without head-restraints. The relevant ethical approvals (Special Ethics 
Committee of Tsukuba University Hospital) were obtained by the researchers before carrying out 
the tests. 
2.12.2 The Yale University Experiment 
At Yale University School of Medicine a study was performed to investigate the effect of rear-end 
impacts to the human cervical spine [5, 21, 110]. Instead of using the whole human body, this 
study uses only the cadaveric human cervical spine, i.e. the spine between the occipital condyle 
(OC) and the cervicothoracic junction (the last included vertebra is sometimes C7 and sometimes 
T1). This subject type is also referred as a PMHS cervical spine specimen.  
Figure 2.14 shows several illustrations which are associated with the Yale University PMHS 
specimen experiment. The impact to the specimen was simulated with a horizontal T1 
acceleration; four different accelerations were tested with their respective maximum 
acceleration of 2.5g, 4.5g, 6.5g and 8.5g. This horizontal acceleration was achieved by a 
pneumatic piston, power springs and an electromagnet release, which is shown in Figure 2.14a. 
For the study the head was replaced with an artificial head surrogate with appropriate mass and 
moment of inertia of a 50th percentile male subject, this is shown in Figure 2.14b. Visual targets 
at the head and individual vertebrae were monitored with a high speed camera of 500 frames 
per second. Figure 2.14c shows a photograph of one cervical spine specimen. Each specimen was 
cleaned of all nonligamentous soft tissue. 
Before the dynamic whiplash test the physiological motion (flexibility) limits of each specimen 
were measured, a second measurement of these limits was conducted after the dynamic test. 
Panjabi et al. [78, 205] states that soft tissue injury can be quantified via the differences in the 
pre- and post- whiplash flexibility parameters. As the Yale University study measured flexibility 
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differences it was concluded that the specimens were injured during the dynamic whiplash test. 
This is in line with the video analysis, which revealed that physiological limits are consistently 
exceeded during the dynamic tests, especially C6C7 and C7T1. This is because the head can be in 
extension while the upper end of the spine is in flexion; hence for compensation the lower end 
of the spine has to undergo additional extension.  
 
a) Schematic diagram of the sled apparatus, illustration adapted from Panjabi et al. [5] with permission. 
 
 
b) Schematic close up view of the sled apparatus, illustration 
adapted from Cholewicki et al. [110]. 
c) Photograph of specimen; illustration by 
Panjabi et al. [5]. 
Figure 2.14:  Associated illustrations to the Yale University sled test study [5, 21, 110]. 
 
Although several cervical spine specimens were tested in the Yale University study, time-history 
responses for only one cervical spine specimen data have been published. Nevertheless, the 
published time-history responses of intervertebral rotations have been used to compare 
computational models [61, 109]. Yet, no computational model could successfully mimic 
intervertebral rotations. 
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One major limitation for this study is the absence of soft tissue; meaning that also no active 
muscle bracing is included. Later studies compensated this by including muscle replications [78, 
139, 152, 215], but for these studies no time-history responses were published and these are 
therefore not useful to validate computational models. 
2.12.3 Other Mentionable Studies 
There are numerous other rear-end impact studies published in the literature, but for various 
reasons these have not been included in Table 2.6. The exclusion criteria for some of these 
studies are given below. 
Philippens et al. [180] and Yoganandan et al. [141] conducted a rear-end sled test study on full 
body PHMS; using four female 5th percentile and one 95th percentile male PMHS. The intention of 
their research was to create an accurate kinematic dataset which could be used for the 
evaluation of human numerical models and mechanical human surrogates. The PMHS were 
equipped with sensors for the head, T1 and pelvis, and then exposed to mid and high severity 
rear-end loading; time histories for all sensor’s measurements were published. However, this 
experimental study is not included in Table 2.6 because the impact severity is higher than to 
cause only minor neck injuries, e.g. after the experiments a vertebral body chip fracture and an 
intervertebral disc distractions was detected on two PMHS; also a rearward rotation of between 
50° and 100° for the first thoracic vertebra seems excessive. Nevertheless, response differences 
between the 5th and 95th percentile subject show the need for research towards injury risk 
assessment based on anthropometric subject differences.  
Stemper et al. [8, 10] conducted a rear-end sled test study on cervical spine specimen; using five 
male and five female specimen. The study focussed on kinematic motion differences due to 
gender; it revealed that level-by-level cervical intervertebral motions in females were greater 
than in males. In the study it was also proposed that localised facet joint kinematics could cause 
WAD. Each specimen was tested several times at different impact severities, and each specimen 
was investigated with visual inspection and radiography for injury between the different impact 
severities. Visual targets on the specimen were used to obtain the global and intervertebral 
kinematics. However, this experimental study is not included in Table 2.6 because it does not 
provide time-history diagrams of the measured kinematics; and without this data the validation 
of a computational model is not possible. However, as Stemper et al. [214] validated a 
computational model and later used this computational model to evaluate the effect of 
abnormal cervical posture on the dynamic whiplash motion [88], some selective time-history 
diagrams have been included in the publications. Nevertheless, the provided time-history 
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diagrams only include the male responses, only show the response corridor rather than the 
individual responses and only include one impact speed. 
At the Henry Ford Hospital in Detroit a series of sled studies on full body PMHS has been 
conducted [19, 53, 72, 119, 210, 252]; the studies varied in different aspects such as number of 
PMHS, gender of the PMHS, impact severity, use or absence of a head-restraint, etc. These 
studies use typical equipment to measure the global kinematics, e.g. accelerometers, visual 
targets and high-speed video camera, but additionally include a high-speed X-ray system to 
capture intervertebral rotations with 250 frames/s. For better visualisation of the X-ray data the 
cervical vertebrae of the PMHS have been equipped with metallic markers. Some of these studies 
provide all required information necessary for the validation of the current computational 
model; especially the study by Deng [119] on three male and three female PMHS, who provides 
full time-history diagrams for 22 sled experiments. However, a study from the Henry Ford 
Hospital is not included in Table 2.6 since each experimental sled test-run has different settings, 
e.g. there are variations for the use of the head restraint, for the seating position, for the 
acceleration severity, etc. Also, White et al. [53] reported that at the Henry Ford Hospital the 
spatial restraints could only allow either the recording of high-speed video data or of high-speed 
X-ray data, hence intervertebral kinematics are only available for about half the test-runs. 
Furthermore, the different PMHS have considerable differences in age and anthropometric 
dimensions; meaning response differences could due to a variety of reasons. Therefore, for the 
validation of a computation model one has to select one experimental test-run, or one has to 
adapt the computational model for each test-run individually. Consequently, this study could 
have been included in Table 2.6, but would require for each test-run a separate column. 
Furthermore, with respect to the proposed computational model of the current research, the 
amount of useful time-history responses provided by this experimental study is limited, only 
head rotation and head horizontal motion is suitable for validation purposes, while the T1 
rotation required to drive the computational model is not provided. Nevertheless, although 
technically suitable for the current research, this experimental study has been excluded for 
simplification for the aforementioned reasons. 
Kang et al. [86, 209, 212] published a series of sled studies on full body PMHS with a new 
instrumentation method to record the intervertebral rotations. This new method uses 
accelerometers and angular rate sensors mounted directly on the vertebral body. The mounting 
of these sensors can be achieved without damaging muscles by laterally accessing the anterior 
face of the vertebral body. Kang et al. showed the capability of this new instrumentation 
technique, but also listed limitations such as: modification of neck integrity, additional weight of 
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sensors, required cable connections of sensors to the acquisition unit. Furthermore, this method 
requires the initial configuration of the cervical spine, which can be achieved with either an initial 
X-ray or measured using a Computer Measuring Machine (CMM). Nonetheless, additional visual 
targets are fixed on the PMHS and the motion is recorded with a high-speed video of 1000 
frames/s. The different studies had different objectives, such as: justifying the new 
instrumentation method, comparison of the intervertebral rotations between cadavers and the 
crash test dummy BioRID II, and investigation of different effects (crash impulse severity, crash 
impulse shape and occupant seat type). For most studies the full time-history responses are 
provided, including T1 motion, head motion and intervertebral rotations. Nevertheless, this 
experimental study is not included in Table 2.6 since firstly the studies include a head restraint, 
and secondly each PMHS has been tested under different test conditions, i.e. seat type, 
acceleration severity or shape. Hence no average human response corridors can be determined 
using any of these studies, i.e. each experimental test-run is unique. 
Van den Kroonenberg et al. [20] conducted a rear-end sled test study on 16 male and 3 female 
volunteers. This comprehensive study recorded the motion of the head as well as the neck, gives 
detailed anthropometric properties about the volunteers included and performed a total of 43 
test-runs. Van den Kroonenberg et al. even discuss the effects of anthropometric subject 
differences (Body Mass Index, neck circumference, ratio of head to neck circumferences) on the 
dynamic volunteer responses. Hence this study appears very suitable for the current research, 
nevertheless the study is not included in Table 2.6 since the provided time-history diagrams are 
neither given gender specific nor show the individual responses of the volunteers. Furthermore, 
the provided time-histories only include 10 test runs from seven male and one female 
volunteers; this is because in all other test-runs either the T1 or the head motion could not be 
traced for various reasons. Moreover, these 10 test runs were performed with different crash 
severity, different seat back angle, and the 8 volunteers have substantially different 
anthropometric subject characteristics, e.g. height varied between 165 cm and 190 cm, weight 
varied between 62 kg and 85 kg, etc. Consequently, this study does not provide the average 
response of subjects with similar anthropometric characteristics, but rather provides a response 
corridor for a variety of subjects under different crash conditions. 
The last few paragraphs have explained the exclusion reasons for some rear-end sled test studies 
in more detail, however, sled test experiments have been conducted for more than 50 years, e.g. 
Mertz et al. [253]; hence there are considerable more experimental studies available in the open 
domain. However, similar exclusion criteria discount these studies, meaning no better studies 
have been found than already listed in Table 2.6. Nevertheless, for completeness some of the 
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other considered studies should be mentioned, e.g. studies from the Laboratory of Accidentology 
and Biomechanics (LAB) which even include the capture of intervertebral rotations [85, 254], 
studies related to the ADSEAT project (ADaptive SEAT to reduce neck injuries for female and male 
occupants) on both male and female subjects [7, 11, 51, 184, 186, 199, 217], studies on a hybrid 
between dummy and human cervical spine (HUMON) [82, 206, 207, 216], and other studies with 
the purpose to better understand WAD, e.g. Kumar et al. [13], Dehner et al. [81], Kang et al. 
[115], Viano et al. [118], Hynd et al. [255], Siegmund et al. [200], Matsushita et al. [128], Szabo et 
al. [174], McConnell et al. [256], Wheeler at al. [163], etc. 
2.13 SUMMARY 
Whiplash is a general term used to describe minor injuries to the neck, mostly as a result of a 
rear-end motor vehicle collision. Although the injury is minor, the long-term symptoms to the 
occupants, e.g. neck pain, stiffness, and concentration difficulties among others, result in high 
costs to the economy, healthcare services and to individuals.  
It is believed that the unnatural deformation of the cervical spine (S-shape) causes WAD 
(Whiplash Associated Disorders); however, whiplash injuries are difficult to detect since 
diagnostic tools such as X-rays, CT (Computed Tomography) scans or MRI (Magnetic Resonance 
Imaging) are not suitable to detect the location or the extent of the injury. Additionally, there is a 
lack of correlated evidence between vehicle damage and occupant injury; injuries may occur 
without visible damage to the vehicle and/or without visible radiographic abnormalities of the 
occupant. 
The injury mechanisms are not fully understood and the importance of muscle activation with 
regards to the WAD injury risk is still controversial. In addition, gender differences have not been 
fully addressed, although females have on average a three times higher injury risk compared to 
males. Furthermore, limited attention is being paid to anthropometric subject differences. In 
conclusion, injuries will vary as the person and the vehicle vary.  
Significant quantities of research have been done for understanding and preventing whiplash, 
covering experimental and computational studies. In experimental studies, volunteers can only 
be used at non-injurious crash severities, leaving it up to PMHS (Post Mortem Human subject) 
experiments and computational models to evaluate the injury risk for impacts with higher 
severity. In computational studies the subject variability can be removed, and therefore cervical 
spine computational models are a useful tool for research into WAD. The likelihood of WAD is 
assessed by mathematical whiplash performance criteria. 
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Computational cervical spine models are gaining importance as useful research tools, and several 
models have been introduced in the literature for the purpose of rear-end crash investigations. 
However, while adequately reproducing the gross kinematics of the head and neck, the 
segmental (intervertebral) kinematics are either not compared to experimentally measured 
segmental kinematics or have shown poor biofidelity. Moreover, these models focus typically on 
a specific human body size, most commonly the average male subject. There are only a few 
subject-adjustable computational cervical spine models, but there are no records that such 
subject-adjustable models have been used for the purpose of rear-end crash investigations. 
Nevertheless, it is believed that Personalised Protection Systems (PPS) would benefit the 
prevention of injury. 
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Chapter 3 
RESEARCH FRAMEWORK – METHODOLOGY FOR AN ADJUSTABLE 
COMPUTATIONAL MODEL 
The present Chapter describes the entire work required to conduct the current research. The 
complete research overview is presented and the framework (procedure) to develop a subject-
adjustable computational model is given. First, in Section 3.1, the need for a subject-adjustable 
computational model for whiplash investigations is discussed, and the contributions of 
knowledge are briefly listed. The full description/explanation of the contributions to knowledge 
is given in Chapter 7. Then, Section 3.2 gives a comprehensive overview of the research model; 
finally, Section 3.3 outlines the necessary work programmes required for this research. For each 
work programme, the methodology is explained and the origin of used data is described in terms 
of ethnic origin and subject type. 
3.1 NEED OF A SUBJECT-ADJUSTABLE COMPUTATIONAL MODEL AND RESULTING 
CONTRIBUTIONS TO KNOWLEDGE 
Computer simulations have been used for more than 40 years to predict human-body interaction 
in vehicle accidents; several models have been designed with the focus on rear impact 
applications. Multi-body dynamics (MBD), finite element analysis (FEA), mathematical concepts 
or a combination of these techniques are typical tools for computer simulations. Finite element 
(FE) models can provide detailed information about tissue deformation but need a great deal of 
computational power. Multi-body dynamic models use rigid or flexible bodies connected with 
spring-damper elements; this technique reduces the required computational power but 
produces less detailed information about tissue distortion. The use of MBD and FEA software 
applications allows collision detection between bodies, while mathematical concepts typically 
only solve differential equations and collision detection is often not implemented.  
Whether to use an MBD or a FEA model always depends on the intended application. The aim of 
this study is to generate a validated biofidelic computational model to simulate the rear-end 
impact response; the model should be able to be adjustable to different anthropometric subject 
properties. A high number of simulations need to be executed in order to investigate the 
anthropometric effects of subjects on the whiplash motion; hence a low calculation time is 
desirable. As a consequence, a combination of mathematical subject prediction and multi-body 
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dynamics is selected. The mathematical subject prediction calculates the subject geometry and 
internal properties (inertia and spring-damper properties), while the MBD simulation is used to 
calculate the dynamic head and neck behaviour during a rear-end impact. For reduction of 
computational power usage, and in line with previous work [26, 109], the neck is divided into 
seven segments; these segments represent the seven cervical vertebrae with all tissue properties 
(mass, stiffness, damping) lumped/incorporated into these segments. 
The computational model of this research is novel in comparison to existing models from the 
literature; it is specifically designed to be subject-adjustable while still computationally highly 
efficient. Simplified lumped-parameter computer models have been used previously and their 
effectiveness has been proven [26, 109, 111]; however, out of the existing models only Hoover et 
al. [109] validated a simplified model for intervertebral responses. Hoover et al. used 
experimental data from only one PMHS specimen for the model calibration, but this specimen 
had all muscles removed prior to the physical experiment. This raises the question if the 
validation data used by Hoover et al. is truly mimicking actual humanlike anatomical characters. 
Furthermore, the computational model had some questionable design properties, e.g. the model 
used rigid linkages which do not allow shear or axial translation between adjacent vertebrae; 
moreover, the model didoes not include active muscle behaviour and used constant instead of 
viscoelastic tissue properties. In contrast, the novel computational model in this research has 
three Degrees of Freedom (horizontal and vertical translations, and flexion-extension rotation) 
between two adjacent vertebrae to be more representative. Also, the novel model uses both 
PMHS and volunteer experimental data for its verification, and includes accurate viscoelastic 
joint behaviour.  
In addition, the majority of the computational models represent the 50th percentile male human, 
leaving female occupants highly underrepresented in this area [7, 20]. Consequently, there is a 
need to develop computational models representing both genders during a rear-end impact. The 
study of White et al. [19] supports this idea; the researchers pointed out that representing only 
the 50th percentile male and 50th percentile female may not be the best way to protect occupants 
of difference age, height and weight. They believe that Personalised Protection Systems (PPS) will 
become the future trend.  
The framework for the development of a subject-adjustable computational model presented in 
this Chapter describes the procedure to produce such a model based on data from currently 
available literature. The model allows adjustments to the subject anthropometric data and uses a 
simplified design for computational efficiency; however, the model maintains representative 
geometry, inertia properties and viscoelastic joint properties for accurate dynamic behaviour. 
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With the aid of this model it is possible to investigate how anthropometric subject 
characteristics, e.g. cervical curvature, height, weight, etc. influence the dynamic response.  
In this research the number of parameters used is drastically reduced. Furthermore, different 
model versions with different complexity (i.e. different number of parameters included) are used 
to evaluate the required number of parameters for a sufficiently adequate lumped-parameter 
computational model. Moreover, most previous adjustable models tended to only adjust the 
geometry, but this may be insufficient for accurate representation. Hence the current study uses 
intervertebral joint characteristics which are automatically adjusted based on anthropometric 
subject data in order to adequately represent the dynamic head and neck behaviour.  
 
The current research has several aspects of novelty and contributions to knowledge; these are 
listed below with corresponding locations where they are addressed in the thesis. A full 
discussion on contributions to knowledge is also given in Section 7.2: 
 A concept study for a subject-adjustable computational model is conducted, which 
provides the framework for this research (see Sections 3.2 and 3.3) 
 A novel subject-adjustable computational model is designed for the purpose of dynamic 
rear-end impact simulations (see Chapter 4). The computational model uses an advanced 
and new intervertebral joint connection (see Sections 4.4.4 and 5.1). 
 A novel approach is proposed to include anthropometric subject differences within the 
intervertebral joint behaviour (see Section 6.1). 
 This research provides the most comprehensive computational study for the effects of 
anthropometric subject differences on the dynamic whiplash motion (see Section 6.3). 
 This research shows the limitations of reduced (lumped) parameter computational 
models previously used in the literature (see Section 5.4). 
3.2 COMPREHENSIVE MODEL OVERVIEW 
In this research a computational model is designed that uses a combination of simplified 
geometry, best available inertia properties and approximated intervertebral joint functions. The 
geometry is simplified to only nine rigid bodies (head, cervical vertebrae C1 to C7, and first 
thoracic vertebra T1) and includes only the most basic anatomical features. The inertia properties 
for each rigid body are predicted with the best data publicly available; however, due to 
geometrical simplification these inertia properties are lumped in the approximate centres of 
gravity. The intervertebral joint functions are derived based on literature data, but this data is 
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obtained from PMHS, and hence has to be calibrated for biofidelic behaviour of a live human 
subject. The computational model is designed adjustable to subjects of different anthropometric 
characteristics; it uses specific prediction equations rather than a simple fixed scaling approach. 
The completed model is used to investigate variations in dynamic effects of head and neck due to 
anthropometric subject differences. 
The current section gives a comprehensive overview of the computational model of the current 
research. It covers the initial design decisions for a computational model, the model 
development and model verification procedure, as well as characteristics, advantages, and 
disadvantages of the proposed computational model.  
3.2.1 Level of Complexity / Simplicity for the Computational Model 
For this research the computation efficiency of the computational model is prioritised over highly 
biofidelic model responses. A computational efficient model enables it to run a range of different 
simulations in a short time period; hence, it is possible to investigate the effect of any property of 
the model fast, e.g. effects on the dynamic responses due to an anthropometric subject 
characteristic or due to different crash pulses. For such an investigation of model properties it is 
not required to be 100% biofidelic, although the adequate and realistic behaviour of the model 
has to be established before the investigation of model parameters takes place, i.e. verification of 
the model. Nonetheless, the model should be easily and quickly adjustable to individual subjects; 
hence, it is intended to develop a simplified subject-adjustable computational model. 
Additionally, since whiplash related research (computational and also experimental) often only 
includes the head and neck, rather than the full human body [5, 21, 114, 115, 26, 61, 87, 109–
113], the current computational model will also include only the head and neck. In conclusion, 
this research focusses on designing a subject-adjustable head-and-neck computational model, 
which is as simplified in its design as possible, while the model behaviour is still adequate for the 
intended investigations. 
In the literature review, i.e. Section 2.11, it is shown that three different concepts are used in 
existing simplified computational models. Since the current research intends to investigate how 
subject characteristics influence the dynamic whiplash motion (which requires a high number for 
computational simulations), it is necessary that the computation model is easily adaptable to 
different subject characteristics. Under this consideration the three concepts of Section 2.11 
(Table 2.5) can be evaluated. Concept 1 has separate spring-damper elements for every 
anatomical feature; but it is inadequate since it is too complex for simple and realistic 
modification to subject-adjustable characteristics. Concepts 2 and 3 are similar to each other as 
the entire viscoelastic neck behaviour is lumped into artificial computational elements, i.e. either 
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the neck behaviour is lumped into the intervertebral disc behaviour or the neck behaviour is 
lumped into anterior and posterior spring-damper elements. Although both concepts would be 
acceptable for the current research, to the current research focusses on concept 2 for the 
intended computational model. The reason for the choice of concept 2 is that it has more 
computational independence, i.e. (i) the rotational and translational computational elements are 
individually modelled, which allows their individual adjustment; (ii) by deactivating the 
translational computational elements, the model simplifies to only one revolute element for 
each adjacent rigid body pair, while concept 3 in its simplest form has still two translational 
elements for each adjacent rigid body pair; (iii) concept 2 is better established according to the 
literature and the effectiveness and potential for accurate behaviour has been proven by 
different researchers. 
The establishment of the ‘kinematic concept 2’ is the first design decision for the computational 
model; the next design decision is which level of complexity the kinematic concept should have, 
i.e. a compromise between accurate and complex model versus efficient and simplified model 
has to be chosen. Figure 3.1 shows different complexity levels for the kinematic concept 2 in 
sketches. At the far left a model is shown which simplified the neck to a single part, but this 
concept does not allow the investigation of the cervical spine during an impact. The following 
sketches in Figure 3.1 divide the neck into more sections and additionally include more 
anatomical features; the last sketch uses actual cervical geometry. However, a highly accurate 
geometry is not critical to most modelling applications, as long as the primary features reliably 
reflect their function and properties [243].  
 
Figure 3.1:  Different levels of complexity for a computational model which is based on lumped intervertebral 
joint properties, i.e. kinematic concept 2 as described in Section 2.11. From left to right the 
complexity increases, starting with the neck represented by only one element (left) and ending with 
the actual geometry of the cervical spine (right). 
 
The complexity of the model for the current research is chosen with regards to the objectives, i.e. 
being computationally efficient, easily adjustable and still sufficiently accurate. With that in mind 
it has been decided to use a model which has the neck represented by seven individual neck 
segments, i.e. representing the seven cervical vertebrae. Each of these seven neck segments has 
a simplified vertebrae shape and has inertia properties which include surrounding soft tissue. A 
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simpler model would decrease the validity of the computational model, while a more complex 
model is not feasible since it would require actual cervical geometry. Besides, the current choice 
of simplicity still results in a relatively complex computational model with nonlinear adaption of 
geometry and intervertebral joint behaviour, especially if each segmental level uses independent 
and different intervertebral joint characteristics. 
3.2.2 Design and Development of the Computational Model 
The purpose of this study is the development of a subject-adjustable computational head-and-
neck model for whiplash investigations. First it has to be established whether to design the 
model three-dimensional or two-dimensional in the mid-sagittal plane. 
Lenard et al. [257] summarised literature data on whether the head-orientation is a risk factor for 
WAD in rear-end impacts. The various references given in this summary are mostly agreeing on 
the importance of the head rotation, e.g. Siegmund et al. [146] established in that head-turned 
postures can double the peak capsule strain during simulated whiplash loading, and Jakobsson 
[258] noticed higher AIS 1 neck injury rates when analysing accident reports. However, 
experimental sled tests using full cervical spines with head-turned orientation are unfortunately 
very rare. Previous conclusions about the importance of head-orientation have been made based 
on accident case files or on experiments using cervical motion segments (a motion segment 
includes two adjacent vertebrae and the most immediate soft tissues and joints). A literature 
search for head-rotated full cervical spine experiments only revealed one experimental study 
conducted at Yale University [166, 259]. However, this study used merely head-turned, 
osteoligamentous PMHS cervical spine specimen with a head surrogate, and the specimen was 
stabilised with artificial muscle force replications. Consequently, a fully trustworthy experimental 
data in this research area is not available.  
Most computational investigations also focus only on straight head orientation, possibly because 
of lack of relevant validation data. Therefore, it is not uncommon that simplified computational 
models are designed two-dimensional in the mid-sagittal plane, especially since the human body 
shows mid-sagittal symmetry. In line with this, the current research for a subject-adjustable 
computational head-and-neck model is also designed two-dimensional. Lateral and axial motions 
are supressed.  
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Figure 3.2:  Lateral view of the simplified, two-dimensional mid-sagittal geometry of the model. In the 
background of the model is a cervical spine drawing, which is an adaption of different existing 
illustrations [109, 260].  
In the computational model the head is approximated to a circle with the OC (occipital condyle) 
additionally shown, the first cervical vertebra (C1) is simplified to a line from spinous process (SP) to 
anterior superior arch (AS-arch). The vertebrae bodies (C2 to T1) are simplified to tetragons 
indicating the vertebrae body, while two additional lines forming a triangle with the posterior 
height of the vertebrae body to indicate the spinous process.  
All dimensions in the mid-sagittal plane are accurate representations of actual anatomic 
dimensions.  
The origins of the local coordinate systems are included, however for clarity the Instantaneous Axis 
of Rotation (IAR) and the segmental neck Centres of Gravity (CoG) are not shown; a detailed view of 
the model is provided in Figure 4.7. 
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Figure 3.2 shows a lateral view of the computational model, with an accurate head-and-neck 
drawing given in the background for comparison. The computational multi-body model consists 
of nine rigid bodies and uses simplified geometries. The rigid bodies represent the head (C0), the 
seven cervical vertebrae (C1-C7) of the neck and the first thoracic vertebra (T1). The head is 
simplified to a circle which approximates the rear curvature of the head, the first cervical 
vertebrae (C1), named Atlas, is simplified to a line, and the remaining vertebrae C2 to T1 are 
simplified as vertebral body and spinous process. For these nine rigid bodies their respective 
origins of their local coordinate systems are shown. Each rigid body has an individual Centres of 
Gravity (CoG), and two adjacent rigid bodies are connected using an intervertebral Instantaneous 
Axes of Rotation (IAR). The CoGs and IAR are not shown in the figure; however a detailed view 
and explanation for the CoGs and IAR are given in Section 4.4 (Figure 4.7). The figure also shows 
the definition of the global coordinate system; it is defined that the x-axis is in the forward and 
the z-axis in the upwards direction and is completed using the right-hand rule.  
The designed adjustable model can be fully described with three subject parameters, namely: 
gender, age and height. The advantage of using only three parameters is the simplicity to adapt 
to a subject. However, it does not take into account the weight of the person; consequently, to 
improve the adaptability of the computational model optional assisting parameters are possible 
to define, e.g. the body mass index (BMI) to account for the subjects’ weight (BMI is the body 
weight over body height squared), head and neck circumference and cervical curvature. 
The two-dimensional geometry is generated by prediction equations; these equations include 
the calculation of the mid-sagittal vertebrae dimensions, the cervical curvature and the location 
of the occipital condyle (an anatomical location of the skull). Although most of these equations 
are available in the public domain, several different references had to be used and merged for 
the generation of the cervical geometry. Missing gaps in-between these references are filled with 
new proposed prediction equations; these have been derived based on published 
anthropometric studies. Altogether a homogeneous cervical geometry is generated, as shown in 
Figure 3.2. 
The inertia properties are also calculated by prediction equations; these equations include the 
mass and moment of inertia for each rigid body. Although prediction equations for properties 
exist in the public domain, there are difficulties in simply using them in the current research. 
Prediction equations for the head inertia properties are often reported; however, these 
equations are either very simple and give only a rough estimation, or are very complex and 
require the knowledge of very specific subject characteristics (e.g. head width, head breadth, 
etc.), which would make the current model nearly impossible to use outside of laboratory 
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scenarios. The ultimately used head prediction equation is a combination of different existing 
prediction equations. On the other hand, prediction equations for the neck inertia properties are 
rarely reported in the literature. Moreover, these prediction equations are unsuitable for the 
current model as the segmental neck inertia properties are required. The ultimately used neck 
prediction equations are based on the simplified geometry and the average density of the neck, 
along with general physics equations. The inertia properties of each rigid body are lumped in its 
approximate centre of gravity, whose location is defined based on the existing studies in the 
literature. 
Both geometry and inertia properties of the computational model are verified with the aid of 
several existing anthropometric studies; the verification includes small, average and large male 
and female subjects. This verification shows good agreement between the computational model 
predictions and anthropometric studies, proving that all existing and all newly developed 
prediction equations are compatible and produce a homogeneous computational model (see 
Section 4.3). 
After geometry and inertia properties are established, the individual rigid bodies of the 
computational model need to be dynamically linked. As explained in the previous section, the 
computational model uses the kinematic concept in which only adjacent rigid bodies are 
dynamically linked. Hence, the joint between adjacent rigid bodies mimics the entire behaviour 
of all surrounding soft tissues. This joint is represented computationally by a combination of 
spring and damper elements; these computational elements have non-linear characteristics to 
account for the fact that living tissue is viscoelastic [113, 261].  
Therefore, the real neck behaviour is approximated with a lumped parameter approach, which 
does not require modelling the complex anatomy of the neck in detail. The approach is simple, 
effective and computationally efficient. Lumped parameter models were used by several 
researchers previously and their results demonstrated the potential of such a technique to 
capture the complex whiplash dynamics; for more details see Section 2.11. Furthermore, this 
approach reduces the complexity of designing an adjustable model since only the computational 
spring-damper elements have to be changed in order to obtain a subject-adjustable model. 
There is also the question whether the model uses active or passive muscle behaviour. Active 
muscle behaviour means that muscles show realistic bracing (in vivo behaviour), while passive 
behaviour means muscles do not contract (in vitro behaviour). In Section 2.9.1 the contribution 
of active muscle behaviour is discussed. The proposed intervertebral joint functions used for the 
current mechanical equivalent model do not change with time; hence the computational model 
uses only passive muscle behaviour. However, as it is intended to mimic living subjects, it would 
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be beneficial for the model to include active muscle behaviour. Unfortunately, it is unknown how 
active muscle behaviour would affect the artificial intervertebral joint functions, i.e. whether it 
should affect stiffness or damping on both. For precaution, no time variables are included in the 
computational model. However, in attempt to improve the response of the model to 
experimental sled test data, a time dependency is introduced in Section 5.3.1.4 to improve the 
response of the model. Unfortunately, it is established that the incorporation of active muscle 
behaviour does not contribute to any improvement of the computational model. 
Nonetheless, the computational model has nine rigid bodies and each body has three Degrees of 
Freedom; resulting in total of 27 Degrees of Freedom. However, the head-and-neck model is 
driven by the motion of the first thoracic vertebra T1, in particular the T1 horizontal acceleration, 
the T1 vertical displacement and the T1 rotation in the sagittal plane. This T1 motion is obtained 
from published physical rear-end experiments; Section 3.2.3 explains it in more detail. 
Nonetheless, since the motion of T1 is consequently specified, only the motion of the remaining 
eight rigid bodies (head, C1-C7) has to be established in a dynamic simulation, resulting in 24 
Degrees of Freedom. 
The biofidelity of the computational model is verified with the aid of physical rear-end 
experiments available in the open domain. In summary, eight joints connect the nine rigid bodies 
of the computational model, leading ultimately to the complete computational model, which 
adequately represents the viscoelastic head and neck behaviour. However, since intervertebral 
joint functions are derived based on literature data on PMHS studies, the computational model 
requires calibration in order to be representative for living human subjects. This is achieved by 
several extensive parameter studies to find the right settings for the functions of the 
intervertebral joints. The procedure for an efficient analysis of numerous simulations in each 
parameter study is explained in Section 3.2.4. 
Finally, it should be mentioned that simulations on the computational model are performed with 
disabled Earth’s gravitational force and without collision detection between the nine rigid bodies; 
these limitations are explained in detail in Section 4.5.5. 
3.2.3 Dynamic Input for the Computational Model 
This section explains how the computational model is driven, especially since the model includes 
only head, neck and the first thoracic vertebra T1.  
It is widely accepted that WAD is an injury to the neck, hence of major importance are the 
kinematics and kinetics of head, neck and torso, i.e. only the head motion with respect to the T1 
motion is critical to assess the injury risk [20, 200]. It is consequently common practice to 
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investigate only these body regions, e.g. both computational and experimental research has been 
conducted using only head and neck rather than the full body [5, 21, 114–116, 26, 61, 87, 109–
113]. Such research uses typically the T1 motion to drive the computational or experimental 
head-and-neck model, i.e. specifying the T1 posterior-anterior (horizontal) motion, the T1 axial 
(vertical) motion and the rotation of T1. Yet, experimental studies often include only T1 
posterior-anterior (horizontal) motion for simplicity.  
Nevertheless, for research which includes only head and neck, the applied T1 motion should be 
as realistic as possible to the T1 motion taking place in full body humans during a rear-end 
impact. Several sled test experiments using volunteers and full body PMHS have been used to 
record such T1 motion, e.g. references [20, 40, 123, 53, 72, 117–122]. However, the accuracy of 
the T1 motion is sometimes questioned for full body experiments; there is the complication in 
the fixation of the instrumentation to T1 and a risk of possible interference of the 
instrumentation with the seatback [89] or head [180]. Moreover, using X-ray is also inadequate 
since T1 is often obscured by the shoulder in the typical driving posture [244]. However, different 
experimental studies in the literature used different methods to measure T1 motion and the 
reported T1 motion is often similar; hence this agreement shows that reported T1 motion of 
experimental studies is somewhat adequate. It should be additionally mentioned that the 
sled/vehicle acceleration is different than the T1 horizontal accelerations; the T1 peak 
acceleration occurs later and is higher than the sled/vehicle peak acceleration, but the pulse 
shape remains roughly similar [28, 112, 124]. The T1 vertical and rotational motion arises since 
the subject is initially pushed into the seat, which results in a straightening of the spine, and 
subsequent experiences an upwards movement (ramping up) due to inclined seatback. The 
occupant motion is explained in detail in Section 2.4. Lastly, when exposed to the same sled 
acceleration, female subjects experience a higher T1 horizontal acceleration than male subjects 
[40, 184, 200]. 
The computational head-and-neck model of the current research is driven by specification of 
motion for the first thoracic vertebra T1. The model is designed that the posterior-anterior 
(horizontal) T1 acceleration, the axial (vertical) T1 displacement and rotation of T1 can be 
specified separately. As an example, Figure 3.3 shows these separate T1 motions for a volunteer 
sled experiment reported by Sato et al. [40]; this gender specific T1 motion data represents the 
experiments E and F of Section 2.12, Table 2.6. The T1 motions are measured using a tri-axial 
accelerometer attached to the skin surface of T1 [123]. 
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a) T1 horizontal acceleration [m/s²] b) T1 vertical discplacement [mm] c) T1 angular discplacement [°] 
Figure 3.3:  Example of gender specific T1 motion during a rear-end sled experiment; reported by Sato et al. 
[40]. 
In Section 5.3 the computational model is calibrated to different experimental studies, for this 
the T1 motion is always specified according to the experimental T1 data.  
3.2.4 Verification Procedure for the Computational Model 
The biofidelity of the computational head-and-neck model needs to be verified with respect to 
experimental rear-end sled test studies. The dynamic intervertebral joint properties are derived 
based on data obtained from segmental PMHS experiments, hence the computational model 
needs to be calibrated to be representative of the full cervical spine behaviour. For this, several 
parameter studies are conducted in which each simulation uses different scaling values for the 
intervertebral joint properties. Each experimental study provides multiple time-history response 
graphs, and these have to be compared to the respective responses of the computational study. 
Hence, the biofidelity analysis of every simulation in the parameter study requires the 
comparison of several time-history graphs, and because a parameter study contains many 
simulations, there are numerous time-history graphs to compare. Consequently, a model 
comparison procedure was developed to automatically indicate how accurately a performed 
simulation represents the validation data. This model comparison procedure relies on a 
regression analysis; in particular, on the Coefficient of Determination R², because it is not a unit-
sensitive measurement. 
The Coefficient of Determination R² is a statistical proportion value of variance, indicating how 
good prediction data compares to reference data. R² can reach the maximum of 1, which 
indicates 100% agreement between prediction and reference data; for example, the value 0.7 
indicates that a prediction explains 70% of the variability of the reference data. However, also 
negative values for R² are possible, indicating that the prediction is worse than a horizontal 
straight line. Nonetheless, this method is often used for linear regression; therefore, it is a value 
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which indicates how well a linear approximation function represents original data points. 
However, it is hypothesized that the Coefficient of Determination can be used also for the current 
study, i.e. a response time-history graph of the computational model (prediction data) is 
compared to a time-history graph of the experimental sled test study (reference data). Equations 
8, 9 and 10 show how the Coefficient of Determination R² is calculated [262]: R² equals one 
minus the proportion of the ‘residual sum of squares’ over the ‘total sum of squares’. The 
variables in these equations are: 𝑦 as the mean value of the reference data, 𝑦𝑖 as the actual 
values of the reference data and 𝑓𝑖 as the actual values of the prediction data. 
 𝑅2 = 1 − 𝑆𝑆𝑟𝑒𝑠𝑆𝑆𝑡𝑜𝑡  (8) 
 𝑆𝑆𝑟𝑒𝑠 = ∑(y𝑖 − 𝑓𝑖)2 =𝑖 ∑ 𝑒𝑖2𝑖  (9) 
 𝑆𝑆𝑡𝑜𝑡 = ∑(𝑦𝑖 − 𝑦)2𝑖  (10) 
Each comparison of a time-history graph gives one Coefficient of Determination R², representing 
the proportion of variance for the time-history response graph of the computational model 
compared to the time-history response graph of the experimental study. However, since multiple 
time-history graphs are compared for each simulation, there are several R² values calculated for 
one simulation. Consequently, for every performed simulation a set of R² values is produced; this 
creates a set of coefficients which allows interpreting the extent of biofidelity of the 
computational model. 
However, it is desired to have a single criterion to determine which simulation out of a parameter 
study represents the experimental data best. Therefore, the average value of all R² values of one 
simulation can be used as such a single criterion. Unfortunately, experimental time-history 
graphs often demonstrate great variability, meaning not every time-history graph has the same 
level of consistency. Producing consistent results during experimental biomechanical studies 
depends highly on the ability to ensure identical initial conditions and inputs in every test [263]. 
There are studies in which subjects are instructed to find a comfortable seating position, while in 
other studies subjects are placed to a very specific seating position [108, 199, 264, 265]. 
Moreover, also the subjects participating in a study might affect the consistency of results, e.g. 
subjects should be of similar age, anthropometric characteristics and life-style, since differences 
in personal sporting activities, muscle strength, reaction time, etc. can have an effect on dynamic 
behaviour; even variations of the initial cervical curvature have an effect on the dynamic cervical 
behaviour [53]. To give a specific example, in Figure 3.4 two time-history diagrams of the study 
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by JARI are compared: in these diagrams the responses of each individual test run are shown and 
the response corridors are highlighted. The study used volunteers of similar age, height and 
weight and exposed all of them to the same experimental setup, but despite the similarities of 
each subject and impact conditions, there are considerable differences between the individual 
responses. Moreover, while the response corridor for the head rotation is relatively small (Figure 
3.4a, the highlighted area is small), the response corridor for the head horizontal acceleration is 
relatively large (Figure 3.4b, the highlighted area is large). Hence, the head rotation and the head 
horizontal acceleration have compared to each other small and large variations between 
individual test-runs respectively. Consequently, the variation of an experimental time-history 
graph needs to be considered in the calculation of a single comparison criterion. 
  
a) Head angle [°] b) Head horizontal-acceleration [m/s²] 
Figure 3.4:  Recorded volunteer responses during a rear-end sled experiment with highlighted area between the 
highest and lowest response any volunteers. A large highlighted area indicates low variance and 
hence high credibility of the experimental responses; a small area indicates high variance and low 
credibility of the experimental responses. Individual responses obtained from van der Horst [228]. 
Consequently, instead of using all R² values of one simulation to calculate the simple-average of 
R² values (𝑅2̅̅ ̅̅ ), it was decided to calculate a Weighted-Average of R² values, i.e. 𝑅𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ . For 
this, each experimental response is assigned a Credibility Weight Factor (CWF), e.g. a high 
variance of the responses means a low CWF and vice versa. Equation 11 shows the calculation for 
the Weighted-Average Coefficient of Determination  (𝑅𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ), in which 𝑛  represents the 
number of experimental response graphs and 𝑖 represents each individual experimental response 
graph. The Weighted-Average Coefficient of Determination can be interpreted as weighted-
confidence level of biofidelity, in short ‘biofidelity rate’. The higher this value, the better the 
The low highlighted area 
indicates low variance and 
high credibility. 
The large highlighted 
area indicates high 
variance and low 
credibility. 
Upper limit of all 
volunteer responses 
Upper limit of all 
volunteer responses 
Lower limit of all 
volunteer responses 
Lower limit of all 
volunteer responses 
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simulation results match the experimental results; hence this allows the comparison of multiple 
simulations in terms of biofidelity. 
 𝑅𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ = ∑ 𝑅𝑖2 × 𝐶𝑊𝐹𝑖𝑛𝑖 ∑ 𝐶𝑊𝐹𝑖𝑛𝑖  (11) 
Nonetheless, it should be mentioned that the Credibility Weight Factors (CWFs) have to be 
defined manually by the user for each experimental time-history graph. An automatic calculation 
of the CWFs has been considered, however not implemented, because most experimental 
studies do not provide the response graphs of each individual test-run. It should be furthermore 
mentioned, that the proposed model comparison procedure does only find the best simulation 
out of a predefined parameter study; it is not an iterative method which automatically assigns 
new joint function coefficients and runs further simulations. Especially due to the high number of 
adaptable joint function coefficients, such an iterative method would require an immense 
computational power. 
3.2.5 Additional Information regarding the Computational Model 
The included information in this section is important for the research overview, although it has 
been generated after the computational model was completed.  
3.2.5.1 Software for the computational model 
The computational head-and-neck model is controlled with a graphical User Interface (UI) 
designed in the computing environment MATLAB®, whereas the dynamic simulation is 
performed in the multi-body software MSC.ADAMS. The UI allows adjusting the characteristics of 
the subject and specifying the motion imposed on the first thoracic vertebra T1 to drive the 
simulation. Furthermore, the UI includes time-history graphs of several experimental sled test 
studies. A brief introduction of the UI is given in Appendix E. 
3.2.5.2 Computational effort 
One advantage of a simplified model is the low computational effort. While detailed finite 
element models can take several hours or even days to perform one simulation, a simplified 
model can perform a simulation in few minutes or even seconds. Such a reduction of simulation 
time usually lowers the quality of the simulation result, but depending on the application such a 
drawback might be acceptable. Of importance are the realistic representation of a computational 
model compared to real world behaviour, and the adequate representation for the application. 
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The computational effort and the adequate representation of the computational model are 
described in three locations of this report: (i) in Chapter 5 the adequate representation of the 
computational model compared to real word behaviour is shown; (ii) in Appendix D the internal 
simulation (i.e. solver) settings such as ‘equation formulation’ or ‘integration error’ are 
explained; and (iii) the current section discusses the effect of simulation step size. 
Table 3.1 shows the influence of the step size on the simulation time and the simulation error. 
The presented data is obtained on PC with 64-bit operating system, Intel® Core™ i7-4790 CPU 
with 3.60GHz and 32GB RAM; the software used are MATLAB® R2017a and MSC.ADAMS 2017; 
the computational model calibrated to study A from Chapter 5 is used, and the simulation 
duration is 300 ms.  
Table 3.1:  Influence of step size on simulation time and error. 
  Accumulated sum of least squares of… 
Step 
size 
[ms] 
Total 
simulation 
time [s] 
… head angular 
acceleration 
[(rad/s²)²] 
… head angle 
[(deg)²] 
… head x-
acceleration 
[(m/s²)²] 
… head w.r.t. seat 
x-displacement 
[(mm)²] 
0.01 1054 (17.6 min) reference reference reference reference 
0.03 160 0 0 0 0 
0.1 40.8 0 0 0 0 
0.3 20.6 0.01 0 0 0 
1 15.8 0.12 0 0 0.01 
3 8.7 5.88 0 0.08 0.07 
10 7.5 439 0.54 10.68 7.51 
 
     
The total simulation time in Table 3.1 consists of three parts: (i) the adaption of the 
computational model to the specified subject parameters in MATLAB® (pre-processing), (ii) the 
dynamic multi-body calculations in MSC.ADAMS (processing), and (iii) the preparation of 
calculation results for display (post-processing). The time consumption for the first part is 
approximately 1.2 seconds regardless of the step size; the remaining time is shared between 
second and third part by approximately 96% and 4% respectively. The second and third part of 
the simulation time rises exponentially with decreasing step size.  
The accumulated sums of least squares in Table 3.1 are calculated for the purpose of having a 
comparison value between simulations with different step size. Four simulation response graphs 
are chosen for this comparison: two accelerations because of the relationship between 
acceleration and load (Newton’s second law), and two typical displacements which are measured 
in most experimental studies. The accumulated sums of least squares values are calculated with 
reference to the simulation using a step size of 0.01 ms. The accumulated sums of least squares 
values increase approximately exponentially with increasing step size. 
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A short simulation time is essential for the current research, as several thousand simulations are 
conducted for the calibration and studies on anthropometric subject effects. With this 
consideration in mind, the data in Table 3.1 reveals that between 3 ms and 10 ms step size the 
simulation time does only reduces by about 3%, but all four least square values increase 
significantly. Between 1 ms and 3 ms step size, the simulation time does shorten by about 45%, 
while the least square values are changing considerably less. It should be noted that the sum of 
least square value for the head angular acceleration is significantly higher than the sum of least 
square value for any of the other three response graphs, but this is actually misleading: the 
reason why this value is bigger is because an accumulated sum of least squares is unit sensitive; 
i.e. as visible in Figure 3.5, the graph for the head angular acceleration has significant higher 
numerical values in the vertical axis than any of the other graphs. Furthermore, graphs which are 
more alternating tend to have higher accumulated sum of least square values, this is because of 
steeper slopes, and therefore, small horizontal (time) offsets between reference and investigated 
graphs can have significant impact.  
    a) Head angular 
acceleration [rad/s²] 
b) Head angle [°] c) Head x-acceleration 
[m/s²] 
d) Head w.r.t. seat x-
displacement [mm] 
Figure 3.5:  Reference response graphs used for the calculation of the sum of least square values in Table 3.1. 
As a compromise between simulation time and acceptable least square values, the majority of 
parameter studies in this research (described in Chapter 5 and Chapter 6) are performed with a 
step size of 2 ms. However, for better accuracy all graphs presented in this thesis are generated 
with a decreased step size of 0.5 ms.  
3.3 WORK PROGRAMME FOR THIS RESEARCH 
The proposed research requires the development of several work packages; Table 3.2 below 
shows an overview. The first four work packages are as follows: ‘occupant’ (i.e. everything to 
describe the subject to investigate); ‘sled test data’ (i.e. requirements for the experimental data 
used for the verification of the model); ‘whiplash performance criteria’ (i.e. which injury criteria 
are suitable for the adaptable computational model); and ‘intervertebral joint properties (i.e. 
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everything which is related to the adequate and biofidelic behaviour of the computational 
model).  
Table 3.2:  Overview of the overall work programme by explaining the different work packages for the 
computational model. 
Work package Objective and coverage in this thesis 
Occupant  This work package focusses on the development of the adjustable computational model and 
is covered in Chapter 4. It consists of 3 modules:  
 Generation of the adjustable geometry, e.g. dimensions and alignment of vertebrae; 
covered in Section 4.1. 
 Generation of the adjustable inertia properties, e.g. predicting the inertia properties 
based on given anthropometric subject characteristics; covered in Section 4.2 and 
verified in Section 4.3. 
 Design of the mechanical equivalent model, e.g. kinematic concept, centres of gravity and 
instantaneous axes of rotation, intervertebral joint behaviour; covered in Section 4.4 
Sled test data This work package consists of a literature review about existing sled test studies. Existing 
studies need to be evaluated for the suitability of the current computational research, e.g. 
availability of T1 motion to drive the computational model, sufficient time-history graphs for 
verification, impact speed, subject type, etc. 
A summary of suitable sled test studies is given in Section 2.12, the importance of the T1 
motion is covered in Section 3.2.3 and additional information and conclusions for this work 
package are given in Section 3.3.2. 
Whiplash performance 
criteria 
This work package is a literature review about existing criteria and whether these criteria can 
be used for the adjustable computational model. Existing criteria are summarised in Section 
2.8 and additional information and conclusions for this work package are given in Section 
3.3.3 
Intervertebral joint 
properties 
This work package is responsible for adequate and biofidelic intervertebral joint properties. 
Although first introduced in the occupant-model work package, it consists of three isolated 
modules: 
 Intervertebral joint behaviour of isolated adjacent vertebrae, i.e. calibrating the isolated 
joint behaviour of the computational model to experimental data, covered in Section 5.1. 
 Effect of anthropometric characteristics on intervertebral joint behaviour, i.e. establishing 
a relationship between anthropometric subject characteristics and the intervertebral 
joint behaviour; covered in Sections 6.1 and 6.2. 
 Verification of the computational model to experimental sled test data; procedure 
explained in Section 3.2.4 and covered in Section 5.3 
Additional work 
package:  
New knowledge and 
conclusions 
The first four work packages create the subject-adjustable computational model; this 
additional work package uses the finished model to gather new knowledge. 
Effects of anthropometric subject characteristics on whiplash motion are covered in Section 
6.3, and research conclusions are discussed in Chapter 7. 
 
Each work package has its own specific purpose and is based on a few crucial references; missing 
gaps are filled with new assumptions which are verified with the currently best available 
literature data. This research fully relies on data available in the public domain; unfortunately, 
this required that data of mixed origin had to be merged together, i.e. volunteer and PMHS data, 
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subject data of different ethnical origin, etc. Nevertheless, the combination of the first four work 
packages builds the adjustable whiplash model; the additional work package ‘new knowledge 
and conclusions’ is used to investigate the research objectives. 
The purpose, most important references and basic functionality of each work package are 
explained in detail below. 
3.3.1 Work Package: Occupant 
The current section gives a short overview about this work package, while further details are 
given in Chapter 4.  
The authentic representation of the occupant is the main component for the subject-adjustable 
whiplash model. The occupant work package, i.e. the procedure to have an adjustable subject 
prediction, is built of three major modules: adjustable geometry, adjustable inertia properties 
and the mechanical equivalent model for the simulation. The objective of this section is to give 
an overview about these three modules, especially to include the origin of the literature data 
used. 
Adjustable Geometry: 
This module defines the head-and-neck geometry, i.e. the dimensions of vertebrae and 
intervertebral discs, the curvature of the cervical spine and the orientation of the cervical spine 
in seated automotive position with respect to the environment. 
 The dimensions of the cervical vertebrae C1-C7 and their cervical curvature are taken 
from the study by Klinich et al. [244]. Their study is based on radiographs in seated 
automotive position of 180 volunteers of US population and provides prediction 
equations based on parameters of age, gender and height. Also, Klinich et al. specified 
the position of the occipital condyle (OC); the OC is a part at the base of the skull. Hence 
also the head is specified. 
 The dimensions of all intervertebral disc heights are approximated with a newly 
developed equation based on the subject characteristic age. Its result is compared to the 
study of Nissan et al. [266], who measured cervical vertebrae and disc dimensions from 
radiographs taken from 157 male subjects. Although not declared, their study most likely 
covers the population of Israel, as all authors’ institutions are located in Israel. 
 The C1-C7 geometry by Klinich et al. is extended for the first thoracic vertebra T1; the 
dimensions for T1 are based on extrapolation of the last cervical vertebra C7 dimensions. 
Two sets of data are taken as reference, one for Caucasian population [267, 268] and one 
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for Chinese-Singaporean population [269]; the studies used 10 and 12 PMHS respectively. 
Both sets of data include vertebrae dimensions for C7 and T1, these dimensions are taken 
to calculate a coefficient which indicates the difference between C7 and T1 vertebrae 
dimensions. Hence, the T1 vertebrae dimensions are calculated with this coefficient and 
the C7 dimensions.  
 The C1-C7 vertebrae alignment by Klinich et al. is extended for the alignment of the first 
thoracic vertebra T1. The alignment of the extrapolated T1 vertebrae is based on the 
curvature of the lower cervical spine, as it is more relevant than the upper cervical spine. 
A function for the T1 alignment is created empirically and verified using different studies 
[266, 270, 271]; additionally, care is taken so that this function would result in a realistic 
orientation of T1, even if an abnormal cervical curvature of a subject would be manually 
specified.  
Adjustable Inertia Properties: 
This module defines the inertia properties of the head-and-neck model and its individual bodies, 
i.e. the attributed mass and moment of inertia for each body. The model is simplified, consisting 
of only nine parts which represent the head, cervical vertebra segments C1-C7 and the segment 
for first thoracic vertebra T1. The inertia properties for each body include all the surrounding soft 
tissue. These nine bodies are connected with lumped intervertebral joint functions. Nonetheless, 
some additional parameters have to be known first in order to calculate the inertia properties of 
all the bodies, i.e. Body Mass Index (BMI), head and neck circumference. These additional 
parameters are either automatically predicted by the model or are manually adjustable, since 
these parameters have a major influence on the inertia properties. 
 The first additional parameter is the Body Mass Index (BMI), generally defined as a 
person's weight (in kilograms) divided the square of the body height (in metres); BMI is 
generally expressed in units of kg/m². Therefore, as the person’s height is already used as 
one of the parameters to generate the geometry, a specified BMI defines the person’s 
weight. The automatic BMI for females and males, 25.2 kg/m² and 23.1 kg/m² 
respectively. These values are estimated for the average men and women based on the 
anthropometric study of Gordon et al. [272] on US Army personnel. 
 The additional parameters head and neck circumference are required for the calculation 
of mass and moment of inertia. However, as no prediction function could be found in the 
open domain, a new prediction function is assumed for this research. Regardless of 
anthropometric inconsistency, a linear correlation is presumed between head 
circumference to height, and between neck circumference to weight. The anthropometric 
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data from Gordon et al. [272] are used to generate these functions. The predictions of 
these functions are later verified with several anthropometric references for small, 
average and large, male and female subjects [273–276] to justify the assumptions made. 
 The head mass and moment of inertia are calculated based on publicly available 
prediction equations. McConville et al. [276] and Young et al. [277] provided equations 
for head volume and head moment of inertia for the male and female subject 
respectively. Both studies used classical anthropometric measurements in addition to 
stereophotogrammetrical techniques (‘photogrammetry’ is the science of making 
measurements from photographs; ‘stereo’ indicates that photographs from at least two 
different positions are used) to generate these equations. McConville et al. used 31 male 
subjects and Young et al. 46 female subjects of the general United States population. To 
conclude from head volume to head mass, the predicted head volume is multiplied with 
the average head density, obtained from PMHS experiments [278, 279]. 
 The neck mass, like the head mass, is based on prediction equations for the neck volume 
provided by McConville et al. [276] and Young et al. [277]. The neck density used to 
calculate the neck mass is again obtained from PMHS experiments [278]. In the current 
research however, the neck is approximated by seven neck segments, and the resulting 
neck mass represents the mass of the whole neck. Therefore, the calculated neck mass 
has to be distributed to the neck segments C1-C7, which is done according to the 
respective height of each neck segment. This is legitimate, because as long as the 
distribution of neck mass is reasonable, the dynamic response should be reasonable 
[112]. 
 The studies by McConville et al. [276] and Young et al. [277] also provide prediction 
equations for the neck moment of inertia, but since the neck is not a single stiff object 
these prediction equations cannot be used. In the current research the neck is 
approximated by seven objects in line with the seven cervical vertebrae. For the purpose 
of calculating the segmental neck moments of inertia, each of the seven objects is 
imagined as a simple disc with a height equal to the posterior height of the respective 
vertebra and a circumference equal to the neck circumference. Using this approximation, 
the moment of inertia is calculated with the general physics formula for the moment of 
inertia of an ordinary disc. A similar approach was already used by Jager [111] to design 
his mathematical head-and-neck model; also, the results of this approximation are 
compared for verification to other approximations and suitable literature data. 
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Mechanical Equivalent Model: 
The mechanical equivalent model includes all kinematic and dynamic characteristics required for 
the multi-body simulation. This includes the kinematic concept, i.e. how adjacent rigid bodies are 
dynamically connected, the location of the centre of gravity (CoG) for each rigid body and the 
location of the instantaneous axis of rotation (IAR). In this module, the load-displacement 
functions (intervertebral joint functions) for each joint are also defined, which are responsible for 
biofidelic representation of the model. 
 The mechanical equivalent model has three Degrees of Freedom between two adjacent 
vertebrae, i.e. two orthogonal translations and one sagittal rotation. There are different 
methods how this can be achieved, but an investigation of alternative concepts (see 
Section 4.4.5.1) showed that their effect on the overall head motion is minor. 
 Two adjacent rigid bodies are connected via the instantaneous axis of rotation (IAR), i.e. 
the upper body rotates with respect to the lower body about the IAR. The location of the 
IAR can change during the simulation based on the translational spring-damper elements.  
 The location of the Instantaneous Axes of Rotations (IARs) between two adjacent cervical 
vertebrae C1-C7 is derived from the study of Dvorak et al. [280]. The study quantified the 
location of instantaneous axis of rotation of 42 volunteers and their established locations 
are in line with the study of Amevo et al. [281], who used 40 volunteers. Also other 
studies’ findings agree well [111]. 
 The location of the instantaneous axis of rotation between the head and C1 is derived 
from the study of Mameren et al. [282]. They graphically presented the measured head-
C1 instantaneous axis of rotation of 10 volunteers. This graphical representation was also 
used by Jager [111] to derive the position between the instantaneous axis of rotation and 
the occipital condyle. Although Mameren et al. used only male subjects for their study, 
the same approach is used in the current research for both genders. 
 The centre of gravity for the cervical segments C3 to C7 is located in the middle of the 
posterior height of each respective vertebra. The same method was used by Jager [111] 
in the design of his mathematical head-and-neck model. Furthermore, this is a very 
similar location compared to the head-and-neck model designed by Merrill et al. [112], 
who empirically found that the segmental centre of gravity is roughly at the middle of the 
spinal cord.  
 The centre of gravity for the cervical segments C1 to C2 is located with a newly developed 
approach; this approach uses the simplified geometry of the computational model to 
approximate the CoG. The approach results in a very similar location compared to the 
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head-and-neck model designed by Merrill et al. [112] as well as to the model designed by 
Jager [111].  
 The centre of gravity for the head is estimated based on a combination of two individual 
studies, Clauser et al. [283] and Thunnissen et al. [233]. Clauser et al. studied body parts 
of 13 male PMHS of United States population and published prediction equations to 
locate the centre of gravity with respect to the top and the back of the head. Thunnissen 
et al. estimated the centre of gravity for average men based on anthropometric studies in 
the literature as a vertical and horizontal distance from the occipital condyle (OC). These 
two studies are merged to give prediction equations for the centre of gravity with respect 
to the occipital condyle. In the current research, the location of occipital condyle is 
calculated in the geometry module; hence, the centre of gravity is fully defined with the 
prediction equations. 
 Non-linear functions are suggested to represent the load-displacement relationship for 
each intervertebral joint; the non-linearity arises due to the viscoelastic behaviour of soft 
tissues. The non-linearity is simplified by a cubic equations based on graphical 
representations of force-elongation experiments [59, 60] in the literature and based on 
the load-displacement graphs used in a simplified mathematical model [111]. However, 
before this simplification was made also other approaches have been investigated (see 
Section 4.4.5.2. The coefficients for the cubic equations are empirically established, such 
that the graphical representation of these equations resembles the graphical 
representation of the reference images. Nevertheless, these coefficients are modified 
during the verification of the model to better represent experimental rear-end sled test 
responses. Lastly, a mathematical expression is proposed so that these coefficients are 
dependable on anthropometric subject characteristics. 
3.3.2 Work Package: Sled Test Data 
The details about this work package are explained in Section 2.12 ‘Suitable Sled Test Data for 
Validation’ and Section 3.2.3 ’Dynamic Input for the Computational Model’, along with additional 
information in the current section. 
Sled test data is important to validate the adjustable whiplash model; such data can be found in 
the literature. Due to the nature of the model and the intended use, not every sled experiment is 
useful for the validation. However, it is essential to use different sled experiments to validate the 
computational model to different subjects and to different impact conditions. Furthermore, it is 
important that the sled test data represents circumstances of real-world accidents. 
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The quality of a sled test experiment depends on a variety of details: the kind of subject 
(volunteer or PMHS), previous medical history of the participating subjects, number of 
participating subjects, number of performed sled experiments, impact speed, use of head-
restraint, use of seat-belt and many others. Furthermore, the amount of data provided about the 
sled experiment has to be sufficient for the validation. Unfortunately, not every sled experiment 
is therefore useful for the validation of a computational model. In particular for the current 
research, several criteria have to be met for each sled-experiment in order to be suitable for the 
validation of the designed model: 
 T1 motion data has to be provided as this is the input for the dynamic simulation of the 
computational model. The model uses horizontal acceleration, vertical displacement and 
flexion-extension rotation of T1 in the time-domain. More information about how the 
model is driven is given in Section 3.2.3. 
 Any validation data has to be provided continuously over time, rather than only for 
discrete times. 
 Gender specific data has to be presented, preferably with detailed subject data such as 
average age, gender and anthropometric dimensions. 
 The sled-experiment must have been performed without a head-restraint as the model is 
designed without head-restraint. 
 The number of test-runs and the number of subjects participating in the experimental 
study should be sufficient to generate average human reaction pattern. Also, all test-runs 
should be performed under the same conditions, e.g. if each test run would have been 
performed at a different impact speed or in a different sitting position, no average human 
motion pattern can be generated. 
Despite the numerous experimental studies in the literature, these mentioned criteria limit the 
amount of useful sled-test experiments considerably. Hence, for this work package a literature 
search has to be conducted to find suitable sled test experiments, which is done in Section 2.12.  
Table 2.6 in Section 2.12 gives a summary of seven suitable experimental tests, however, all these 
seven studies focus on the average (approximately representing the 50th percentile) male and/or 
female subject (‘average’ is the ‘mean’; ‘50th percentile’ is the ‘median’). Hence, no suitable sled 
test experiments were found to investigate dynamic effects due to anthropometric subject 
characteristics.  
Fortunately, dynamic effects due to anthropometric subject characteristics are verbally explained 
by some researchers, i.e. Kroonenberg et al. [20], Philippens et al. [180] and Yoganandan et al. 
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[141]. Hence, although these studies are not suitable for the validation of the computational 
model, findings of these studies can be compared to the findings in the current research. This 
allows the evaluation of dynamic effects due to anthropometric subject differences. 
Furthermore, although dynamic motion effects due to initial cervical spine curvature have not 
been experimentally investigated until now, the effects of curvature have been studied 
computationally. Highly detailed FE computational models have been used to investigated the 
effect of initial cervical curvature by Pramudita et al. [181], Fréchède et al. [169], Stemper et al. 
[88] and Östh et al. [248]. Hence, the computational model of the current research can be 
compared to existing computational models in the literature. Additionally, since the current 
research uses a model with simplified geometry and joint properties, the comparison to highly 
detailed models shows how adequate the model of the current research performs. 
In conclusion, there is limited validation data in the literature to compare all aspects of the 
proposed computational model of the current research. For example, for the subject 
characteristic ‘age’ neither experimental nor computational literature data could be found. 
Hence, the computational model of the current research cannot be compared for the parameter 
‘age’. Lastly, gender is an important factor for the likelihood of injury, as explained in Section 
2.9.3, but gender differences are very complex and implementation of the subject characteristic 
‘gender’ to the computational model is challenging. 
3.3.3 Work Package: Whiplash Performance Criteria 
For this work package, existing whiplash performance criteria are summarised in the literature 
review in Chapter 2. The suitability of these criteria for an adaptable computational model is 
discussed in the current section. 
In general, whiplash performance criteria are mathematical functions designed to evaluate the 
occupant safety. Depending on the criterion, the calculation requires displacements, velocities, 
accelerations, or forces and moments. A multi-body analysis calculates all these variables during 
the dynamic simulation; hence whiplash performance criteria can be calculated.  
Unfortunately, the exact injury mechanism for whiplash is still a matter of debate in the 
literature, as explained in Section 2.7. Therefore, whiplash performance criteria have been 
introduced in the literature to predict the likelihood of injury, as explained in Section 2.8.  
For most whiplash performance criteria thresholds are given, yet these proposed thresholds can 
vary widely in the literature. One reason might be that experimental results often demonstrate 
great variability [169]. For example, the injury threshold for the criterion NIC is usually reported 
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as 15 m²/s², but Panjabi et al. [139] established in their PMHS experimental study an injury 
threshold of only 8.7 m²/s². Additionally, Siegmund et al. [38] established that different crash test 
dummies require different dummy specific performance criteria thresholds. 
In addition to the above mentioned findings, most injury criteria and thresholds apply only to the 
50th percentile male subject. However, there is evidence that thresholds should be subject 
specific, i.e. thresholds should be different for male and female subjects and also should be 
adjusted to anthropometric subject properties [51, 141, 164]. However, limited data exists about 
subject-adjustable thresholds; some work in this area is, for example, conducted by Yoganandan 
et al. [141], Eppinger et al. [159] and Mertz et al. [284].  
Unfortunately, there exists no conclusive subject-adjustable whiplash injury assessment criterion 
in the literature. Even if one would exist, the exact injury mechanism is still unknown and such 
criterion would be questionable. Even the existing criteria for the average male are still 
questioned and discussed in the literature [1]. Hence, the current research avoids the suggested 
methods to adapt existing criteria with the purpose to make these criteria subject specific. The 
performance of the adjustable computational model will be assessed based on kinematic 
differences; no attempt is made to link the kinematics to actual injury.  
3.3.4 Work Package: Intervertebral Joint Properties 
Adequate intervertebral joint behaviour is crucial for this research, as it defines the biofidelity of 
the whole computational head-and-neck model. The intervertebral joint properties (i.e. this work 
package) are defined and verified to suitable experimental data available in the literature. This 
work package is conducted scattered in different sections of the present thesis; the current 
section gives a brief overview about these different sections. 
The computational model uses a lumped parameter approach, i.e. the entire viscoelastic neck 
behaviour is lumped into the intervertebral joint behaviour. Hence, an adequate mathematical 
representation of the intervertebral joints is necessary for the computational model; this is 
achieved with non-linear intervertebral joint functions. The proposed non-linear intervertebral 
joint functions for the current research are designed to closely represent the actual 
intervertebral joint behaviour, and are based on existing data in the literature. The nature of 
these functions is first explained in Section 4.4.4, however, in that section no coefficients for 
these functions are defined. The coefficients are defined in the three modules of the current 
work package, i.e. first, these coefficients need to be calibrated for adequate segmental 
response, second, these coefficients need to be made subject adjustable, and lastly, these 
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coefficients need to be scaled so that the entire head-and-neck model behaves biofidelic during 
impact scenarios. The different modules of this work package are explained below. 
Intervertebral joint behaviour of isolated adjacent vertebrae 
This module is explained in detail in Section 5.1. Existing experimental studies on cervical spines 
of PMHS have shown for intervertebral joints a non-linear relationship between load and 
displacement [59, 60]. Existing lumped parameter computational models also used a non-linear 
relationship between load and displacement [109, 111, 112]. Such data is used to find the 
coefficients for the intervertebral joint functions to achieve an adequate computational 
segmental response with respect to the segmental response in the literature.  
However, it should be noted that the functions are mainly based on experimental data obtained 
from PMHS spine segments, and these PMHS spine segments often had the neck muscles 
removed. Hence, muscles (and especially active muscle behaviour) are not included in the 
experimental data. It is unclear to what extent these functions are capable of producing a 
biofidelic human response, especially during impact conditions. Consequently, the coefficients of 
the intervertebral joint functions need to be calibrated in order that the head-and-neck model 
produces a biofidelic human impact response. This calibration is done by changing the 
coefficients within the intervertebral joint functions, which is the second task of this work 
package. 
Effect of anthropometric characteristics on intervertebral joint behaviour 
It is essential that the adjustable computational model changes adequately based on 
anthropometric subject characteristics. In Section 6.1, the effects of different anthropometric 
subject characteristics on the intervertebral joint coefficients are explained, and in Section 6.2 
these different effects are combined in a single mathematical expression. This single 
mathematical expression affects all intervertebral joints of the computational model and hence, 
influences the dynamic behaviour of the head-and-neck model. This enhances the applicability of 
the adjustable head-and-neck model. 
Verification of the computational model to experimental sled test data 
This module is conducted in Section 5.3; the purpose of this module is to calibrate the 
intervertebral joint coefficients so that the head-and-neck model accurately behaves during 
impact conditions. This is achieved by performing a parameter study with different coefficients 
for the intervertebral joint functions and establishing which simulation out of the parameter 
study is the most biofidelic, i.e. which simulation best represents experimental sled test data. 
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The establishment of which simulation in a parameter study is the most biofidelic is done by 
comparing the time-history graphs of the computational model to the time-history graphs of the 
experimental study. Since for each simulation several time-history graphs need to be compared, 
and a parameter study might include a high number of simulations (several hundred or a few 
thousands), the effort for finding the most biofidelic simulation is immense. Hence, an automatic 
comparison procedure is proposed, mainly relying on a regression analysis.  
For each simulation, the Coefficients of Determination R² (see Section 3.2.4) between the 
computational time-history graphs and the respective experimental time-history graphs are 
calculated. These several R² values of a single simulation are then combined to a weighted 
arithmetic mean 𝑅𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ , which is also named ‘biofidelity rate’. This is a single indicator to 
determine how well a simulation fits the experimental data. The simulation with the highest 
biofidelity rate’ (𝑅𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ) gives the best biofidelic response.  
The comparison of 𝑅𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  values of different simulations indicates which simulation is a closer 
result to the validation data; the aim is to maximise the 𝑅𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  value. More information about 
this automatic comparison procedure can be found in Section 3.2.4 and Section 5.2. 
3.3.5 Additional Work Package: New knowledge and Conclusions 
The combination of the first four work packages result in the subject-adjustable computational 
model. This model is used to investigate the dynamic effects due to anthropometric subject 
differences in Section 6.3, and to draw research conclusion in Chapter 7. 
3.4 SUMMARY 
Computational models for rear-impact simulations are important tools to enhance vehicle safety. 
Several different models use different methods, but there is no patient specific model for rear-
end impacts. Hence, the framework for a subject-adjustable computational model has been 
described in this Chapter. The motivation for this research is to gain a better understanding of 
how patient specific factors affect the risk of whiplash injuries.  
The computational model uses the best currently available literature data. Unfortunately, 
geometric, inertia and mechanical characteristics have to be combined from numerous sources 
and some data needs to be extrapolated into the cervical region. This combination of numerous 
sources might cause uncertainties concerning the incorporation of consistent and appropriate 
properties [112]. 
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Several work packages are required to complete the computational model, and due to the 
simplistic nature of the model and the combination of numerous literature sources, an extensive 
validation of the computational model is required. Additionally, validation of intervertebral 
motion would allow gaining a deeper knowledge of possible injury-mechanisms and for injury 
criteria. However, the completed and validated computational model has potential applications 
in the injury assessment of WAD, head-restraint optimisation (to minimise injury risk) and in the 
improvement of neck biofidelity for anthropometric test devices.   
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Chapter 4 
DEVELOPMENT OF AN ADJUSTABLE HEAD-AND-NECK MODEL 
This Chapter presents the development of an adjustable multi-body head-and-neck model – 
especially designed to analyse the head-neck motion resulting from rear-end impacts. Most of 
previous whiplash investigations have focussed on the 50th percentile male subject [77]. 
However, a one-size-fits-all approach may not be the best method as occupant differences in age, 
size and weight should all be considered to prevent injury [19]. The objective is to establish 
computationally efficient relationships for subject geometry and properties based on 
anthropometric subject characteristics. These relationships are used to design a biofidelic head-
and-neck model for rear-impact analysis. As the occupant work programme of Section 3.3.1 
explains, the occupant model consists of three major modules: geometry, inertia properties and 
mechanically equivalent model. These three modules are explained below. 
4.1 ADJUSTABLE CERVICAL GEOMETRY 
The most important reference for two-dimensional geometry of the adjustable cervical spine 
geometry is provided by a study conducted at University of Michigan Transportation Research 
Institute (UMTRI); i.e. in 2004 Klinich et al. [244] published cascading prediction equations for the 
cervical spine geometry in the sagittal plane, i.e. spine curvature, vertebrae dimensions and neck 
orientation. They used 180 lateral-view radiographs from mid-1970s from adult subjects 
(male/female, small/medium/tall, young/mid-aged/older) in seated automotive posture with a 
seatback angle of 19° to quantify the cervical spine curvature, vertebrae size and neck 
orientation. The subjects have been instructed to relax while looking straight forward to simulate 
a normal driving position. After computer digitization of the radiographs, Klinich et al. applied 
statistical methods to the resulting database of cervical spine and head geometry to generate 
cascading regression equations, capable of predicting the main vertebrae dimensions and the 
neck curvature based on the subject characteristics age, gender and height. The resulting 
simplified geometry for the current research is shown in Figure 4.1. 
The Klinich et al. study [244] included the occipital condyle (OC) and the cervical vertebrae C1 to 
C7; the methodology to obtain the adjustable geometry of the cervical spine requires four steps: 
calculation of vertebrae dimensions, predicting curvature for C2 to C7 using Bézier spline, 
positioning OC and C1 and lastly rotating the whole geometry to the appropriate neck chord 
angle (neck chord is the straight line between the superior posterior C2 point and the inferior 
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posterior C7 point; in Figure 4.1 shown as a dotted line). However, for the current research this 
adjustable geometry had to be extended to include the first thoracic vertebra T1. The required 
subject characteristics for the geometry are gender, age, height, and neck chord angle, the 
optional subject characteristics are the inferior and superior Bézier angles.  
 
Figure 4.1:  The two-dimensional geometry of the cervical spine for a 35-year-old and 176 cm tall male subject; 
this geometry is linked to the multi-body dynamics model. 
This is the same illustration of the computational model used as in Figure 3.2, which additionally 
includes a cervical spine drawing for visualisation purposes. 
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Figure 4.2:  Flowchart for the generation of the adjustable cervical geometry. 
 
The whole process for the development of the adjustable geometry is explained below. For 
visualisation purposes Figure 4.2 shows this process in form of a flowchart and Figure 4.3 shows 
assisting illustrations for the development of the adjustable cervical spine geometry according to 
Klinich et al. [244]. Lastly, additional information for the generation of the adjustable geometry is 
given in Appendix A. 
Gender, age and 
height 
Bézier angle 
mode 
Start 
Inferior and 
superior angle 
manual Bézier angle input 
automatic 
prediction 
Calculation of dimensions 
Geometry extenios - 
configuration of C7T1 
Predicting curvature by using 
Bézier spline 
Neck chord angle 
Geometry rotation about neck 
chord angle 
Geometry complete 
Calculation of vertebrae dimensions for C2 to C7 and 
the height for the intervertebral discs; according to 
Klinich et al. [244]. 
The geometry is extended to include C1 and OC; ; 
according to Klinich et al. [244]. 
The whole geometry is rotated about the neck chord 
angle; according to Klinich et al. [244]. 
For this research it is required that the geometry 
includes T1, therefore a method to extend the 
geometry of Klinich et al. [244] is suggested. 
 
Positioning OC and C1 
The Bézier spline is generated using the Bézier 
angles. Vertebrae C2 to C7 are fitted on the spline; 
according to Klinich et al. [244]. 
   Legend 
Terminal 
Input 
Process 
Decision 
Neck chord 
angle mode 
default 
11.1° 
manual neck chord input 
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Calculation of dimensions: Figure 4.3a shows the simplified vertebrae shape and the posterior 
disc height (PDH) of two adjacent vertebrae, this shape is used for the vertebrae C2 to T1. Klinich 
et al. [244] found that the strongest correlation of a vertebrae dimension to the subject 
characteristics age, height and gender is for the third cervical vertebra (C3). Dimensions of other 
vertebrae are influenced by this first value due to the cascading nature of the equations. The 
cascading prediction equations for the dimensions C2 to C7 are originally provided by Klinich et 
al. [244] . However, it is very likely that in the study by Klinich et al. [244] the published equations 
contained some typographical errors, this can be concluded because the original provided 
equations result either in unrealistic dimensions or cannot be solved at all. Despite 
communicating with the corresponding author, it was unfortunately not possible to solve the 
issues. Consequently, several modifications had to be made in order to generate a more realistic 
geometry. Some equations were modified based on a general recurring pattern which is 
recognisable by looking at related equations. Also, for the intervertebral disc height the study of 
Klinich et al. did not provide an equation; therefore, a new equation had to be suggested based 
on other literature data. The modifications to existing equations and the development of the 
intervertebral disc height equation are shown, explained and justified in Appendix A, in particular 
in Table A.1. 
Additionally, Reed et al. [222] report that all vertebrae dimensions in the study of Klinich et al. 
[244] are on average approximately 22 % too large. They discovered this overestimation by an 
investigation of the original radiographs, Klinich et al. assumed that a reference length on the 
radiographs was placed in the mid-sagittal plane while the X-Ray was taken, but Reed realised 
that the reference length was actually placed adjacent to the head. On basis of this analysis, 
Reed et al. propose that all vertebrae dimensions should by scaled by the factor 0.82. This scaling 
factor is included in the model and is further discussed in Section 4.5 ‘Restrictions and 
Considerations’. 
 
Predicting the curvature for C2 to C7 using Bézier spline: While other methods often either use 
qualitative assessment or a large number of parameters to specify spinal curvature, Klinich et al. 
[244, 285] use a Bézier spline to simplify the specification of curvature, i.e. to minimise the 
required parameters. A Bézier spline is a parametric curve whose shape is determined by a set of 
control points. 
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a) Simplified geometry of two adjacent vertebrae, this 
simplification is used for the vertebrae C2 to T1. Adapted 
from Klinich et al. [244]; reprinted with permission of The 
Stapp Association 2019. Equations are given in Table A.1 in 
Appendix A. 
Dimensions: Anterior-superior diameter (ASDia), Posterior-
Height (PosHt), Superior-Depth (SupDep), Anterior-Height 
(AntHt), Inferior- Depth (InfDep), Spinous-Process-Length 
(SPL), Spinous Process Angle (SPA or 𝜎 ), ϕ is the angle 
between Bézier spline and PosHt. 
Points: Anterior-Superior (AS), Anterior-Inferior (AI), 
Posterior-Inferior (PI), Spinous Process (SP), Posterior-
Superior (PS), Posterior Disc Height (PDH). 
b) Bézier spline (red) to describe the cervical 
curvature; adapted from Klinich et al. [244, 
285].  
The neck chord is first normalized to a unit 
length for construction purposes and later 
scaled to accommodate the actual cervical 
dimensions.  
The lengths of the two segments B0-B1 and B2-
B3 are defined by equations given in Table A.2 
in Appendix A. This simplifies the curvature 
prediction to only two parameters ‘SupBézAng’ 
and ‘InfBézAng’. 
 
Figure 4.3:  Assisting illustrations for the development of the adjustable cervical spine geometry according 
to Klinich et al. [244].  
 
Figure 4.3b shows the Bézier spline for the current application, it uses four control points B0 to 
B3. The posterior-inferior corner of vertebral body C7 is aligned with point B0, while the 
superior-posterior corner of the C2 vertebrae is aligned with point B3. The visible greater C2 
height is present because the C2 simplification includes the dens, a unique feature of the second 
cervical vertebrae (see Figure 2.1c). The remaining control points B1 and B2 define the cervical 
curvature. Bézier point B1 has a more prominent effect on the lower half of the curvature, while 
point B2 has a more prominent effect on the upper half of the curvature. For each control point 
two parameters are required, one Bézier angle (‘InfBézAng’ or ‘SupBézAng’) and one segment 
length (‘B0-B1’ or ‘B2-B3’). The segment length is calculated by a function using the Bézier angle 
to further reduce the required parameters to specify the cervical curvature, i.e. two Bézier angles 
specify the cervical curvature. The prediction equations for the control points, i.e. both Bézier 
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angles and both segment lengths, are given in Table A.2 in Appendix A; however, the Bézier 
angles can be also manually defined to improve the adaptability of the model, i.e. to better 
specify the cervical curvature. 
At first the Bézier spline is constructed with the neck chord length normalized to 1.0, and then 
the Bézier spline is scaled so that B0 coincides with C7PosInf and B3 coincides with C2PosSup. 
Therefore, the twelve posterior points (six posterior inferior (PI) and six posterior superior (PS) 
points) of vertebrae C2 to C7 are directly on the Bézier spline; for this each vertebra is rotated 
accordingly. Since the Bézier spline is fitted through the twelve posterior points of C2 to C7, the 
angles ‘InfBézAng’ and ‘SupBézAng’ are not the same as the angles between the neck chord and 
the tangents of the Bézier spline at point B0 and B3 respectively. It should be noted that for the 
calculation of the superior Bézier angle ‘SupBézAng’ the aspect ratios of vertebrae are required; 
however, Klinich et al. did not specify the definition of this aspect ratio. Therefore, it was 
assumed that the aspect ratio is calculated as the quotient of the average depth (superior and 
inferior) to the average height (posterior and inferior) for each respective vertebra. This is 
explained in detail in Appendix A, in particular in relation to Table A.2. 
 
Positioning OC and C1: The next phase for the development of the cervical spine geometry is to 
define the location of the first cervical vertebra, i.e. C1 or anatomically called atlas, and the 
occipital condyle (OC), i.e. OC is at the base of the scull and can be used to define the head. 
It should be noted that, Klinich et al. [244] state that the top of the cervical spine is quite 
inconsistent with respect to gender, age and height. Nevertheless, for locating the head Klinich et 
al. provide equations to define the posterior point of OC by means of an angle and a distance 
originated from the posterior inferior corner of C7. Based on the shape and dimension of OC 
[286], the centre of OC is estimated to be 10 mm anterior with respect to the posterior point of 
OC. For locating the atlas (C1), Klinich et al. provided a method to define the anatomical locations 
of the ‘anterior superior arch’ and the ‘spinous process’. In the two-dimensional geometry the 
atlas (C1) is simplified to a line (C1 line) between these two anatomical locations. The 
corresponding equations for the posterior OC and the C1 points are given in Table A.3 in 
Appendix A.  
However, the method to define the C1 line is incomplete, since the method includes a variable 
which has not been defined in the description of this method. This makes it difficult to reproduce 
their results and the value had to be estimated from a figure provided by Klinich et al.; this is 
explained in detail in Appendix A, in particular in relation to Table A.3.  
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Extension to include the cervicothoracic junction (C7T1): The ‘cervicothoracic junction’ C7T1 is 
the connection point of the cervical and thoracic spine, but unfortunately the first thoracic 
vertebra T1 is not included in the study of Klinich et al. [244]. Yet it is important for the current 
development of the head-and-neck model. Therefore, prediction equations for the T1 
dimensions and the T1 orientation have to be established.  
At first the prediction equations for the T1 dimensions are explained. Since in the Klinich et al. 
study most of the equations for the cervical vertebrae dimensions are functions of the related 
dimensions of nearby vertebrae, it is expected that a similar relationship can be applied for the 
dimensions for the first thoracic vertebra. Consequently, it was chosen that every individual T1-
dimension is a function of the respective C7 dimension; these functions are based on dimensions 
for C7 and T1 given in other publications in the literature. Two sets of data for C7 and T1 
dimensions are used, one dataset for Caucasian population [267, 268] and one dataset for 
Chinese Singaporean population [269]; it is anticipated that the general trend of change in 
vertebrae dimensions is similar between different populations. Using these two datasets, for 
each vertebra dimension the fraction T1 over C7 is calculated and the averages of these two 
datasets are determined. These averages are multiplied to the respective C7 dimensions of the 
current model and so the T1 dimensions are obtained. 
Unfortunately, this method can only be used to calculate the T1 dimensions for the superior-
depth (SupDep multiplier = 0.991), inferior depth (InfDep multiplier = 1.093), posterior-height 
(PosHt multiplier = 1.144) and the spinous process length (SPL multiplier = 1.063) as the 
remaining dimensions are not published in either dataset. The remaining two dimensions 
(anterior-height and anterior-superior-diameter) use as multiplier the average of all multipliers 
(AntHt and ASDia average fraction = 1.082). Lastly, the spinous-process-angle (SPA) is not a linear 
dimension; hence a different approach has to be used to obtain this the SPA multiplier. The SPA 
multiplier is proposed as shown in Equation 12, it is the average of the fractions of nearby 
vertebrae pairs C5C6 and C6C7 (SPA multiplier = 1.021).  
 𝑆𝑃𝐴𝑇1.𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 = 1 2⁄ (𝑆𝑃𝐴𝐶6𝑆𝑃𝐴𝐶5 + 𝑆𝑃𝐴𝐶7𝑆𝑃𝐴𝐶6) (12) 
 
Each respective T1 dimension is calculated as the product of the respective multiplier with the 
respective C7 dimension; Figure 4.4 summarises all these calculations. 
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Figure 4.4:  Calculation of the dimensions (compare caption of Figure 4.3a) for the first thoracic vertebra T1. Each 
respective T1 dimension is the product of a multiplier and the respective C7 dimension; the multipliers 
are suggested based on dimension changes of nearby vertebrae and based on literature data. 
Consequently, the prediction equations for the T1 dimensions are established; as the next step 
the prediction equation for the T1 orientation is explained. Since the orientation of C2-C7 is 
depending on the Bézier spline it can be anticipated that the orientation of T1 also has a 
dependency on the Bézier spline. Also, as the inferior Bézier angle has a stronger effect on the 
lower cervical spine, a relationship between inferior Bézier angle and T1-orientation can be 
expected.  
The first assumption is that the C7T1 posterior intervertebral disc height (PDH) and the neck 
chord have exactly the inferior Bézier angle between each other. Consequently, using this 
assumption that the T1 posterior superior point is defined, only the T1 posterior inferior point 
has to be determined. This is achieved by developing a prediction equation for the angle of the 
T1 posterior height with respect to the neck chord. Therefore, the second assumption is the 
generation of a prediction equation for the angle of the T1 posterior height (T1PosHtAngle). The 
suggested prediction equation for this angle is shown in Equation 13; it is the sum of the inferior 
Bézier angle (to account for the angle of the intervertebral disc C7T1) and an additional nonlinear 
term (to have added inclination). This nonlinear term includes a Gaussian bell curve to avoid an 
excessive T1PosHtAngle for large inferior Bézier angles. The resulting prediction equation was 
verified using different studies [266, 270, 271] for T1 orientation and was also tested for realistic 
appearances at excessive inferior Bézier angles using the developed model. 
 𝑇1𝑃𝑜𝑠𝐻𝑡𝐴𝑛𝑔 = 𝑖𝑛𝑓𝐵é𝑧𝐴𝑛𝑔 + 1.3 × 𝑖𝑛𝑓𝐵é𝑧𝐴𝑛𝑔 × 𝑒−(𝑖𝑛𝑓𝐵é𝑧𝐴𝑛𝑔15 )2  (13) 
Consequently, prediction equations for T1 dimensions and T1 orientation are suggested, which 
extend the study by Klinich et al. [244]. The last task is the adequate rotation of the neck chord 
angle. 
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Geometry rotation about the neck chord angle: The neck chord is the line between the 
posterior-superior point of C2 and posterior-inferior point of C7; the neck chord angle is the 
angle between the vertical axis and the neck chord. Klinich et al. [244] found no association 
between this angle and any subject characteristic, therefore the mean value of the neck chord 
angel is the default setting, i.e. 11.1° (the standard deviation of this angle is 5°). However, the 
neck chord angle can be also manually defined to improve the adaptability of the model, i.e. to 
better specify the cervical geometry. Nonetheless, the entire cervical geometry is rotated for the 
neck chord angle, which is the last task for the generation of the adaptable cervical spine 
geometry. 
 
Further notes regarding the adjustable cervical geometry 
As visible in the flowchart in Figure 4.2, the minimum required parameters for the model 
geometry are gender, age and height. However, the developed geometry has further parameters 
which can be modified if desired, i.e. inferior and superior Bézier angle and the neck chord angle. 
These additional parameters improve the adaptability of the model to specific subject 
characteristics. 
The development of cervical spine geometry uses mainly the reference Klinich et al., but several 
modifications to prediction equations had to be made and the geometry had to be extended for 
T1, hence additional references are used. All these alterations needed justification, which is 
explained in detail in Appendix A. 
4.2 ADJUSTABLE INERTIA PROPERTIES 
To design a subject-adjustable model, not only the geometry but also masses and moments of 
inertia need to be defined according to the subject characteristics. This subsection explains how 
these properties are obtained.  
The model consists of nine rigid bodies: the head (C0), the seven cervical vertebrae (C1-C7) and 
the first thoracic vertebra (T1). Because the model is driven by defining the motion of the first 
thoracic vertebra T1 (see Section 3.2.3 ‘Dynamic Input for the Computational Model’) no inertia 
properties are required for this body. For the remaining eight body segments, the respective 
inertia properties are lumped into the respective Centres of Gravity (CoG). The inertia properties 
assigned to the respective CoG includes the vertebrae and the surrounding soft tissues at each 
vertebral level. 
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Figure 4.5:  Flowchart for the approximation of inertia properties. 
 
The mass and moment of inertia properties are calculated based on existing methods in the 
literature. Unfortunately, the equations require the head and neck circumferences as 
parameters, consequently these circumferences need to be estimated first. This estimation is 
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achieved based on the subject characteristics gender and height, along with data of published 
anthropometric studies. The additional parameter Body Mass Index (BMI) is introduced to 
include the subject’s weight in the model. The whole process for the development of the 
adjustable inertia properties, i.e. the methodology for obtaining these circumferences and 
ultimately the mass and moment of inertia properties, is explained below. For visualisation 
purposes Figure 4.5 shows this process in form of a flowchart. 
4.2.1 Extended Geometry Data – Establishment of Additional Subject Characteristics 
Regression equations for the inertia properties require more subject characteristics than so far 
specified for the computational model, in particular the weight, head and neck circumference of 
the subject. Instead of demanding these subject characteristics as mandatory manual input, a 
methodology is proposed to estimate these characteristics based on the minimum required 
characteristics in the development of the model geometry, i.e. gender, age and height. Yet, the 
computational model also allows one to overwrite this automatic prediction and to manually 
define the additional characteristics; this improves the adaptability of the model and results in 
more accurate inertia properties. The methodology of how to obtain the additional subject 
characteristics automatically is described below. 
4.2.1.1 Body Mass Index (BMI) 
The Body Mass Index (BMI) is defined as the body mass divided by the square of the body height, 
expressed in the units of kg/m². Since the height is already a required subject characteristic for 
the computational model, the information of the BMI defines the weight of the subject. This 
approach is preferred for the current research since the BMI is more robust with respect to the 
height of a subject, e.g. if in the model the height is variable but the BMI is constant, the 
resulting model remains approximately the same stature (physical appearance). 
The anthropometric survey of Gordon et al. [272] is used to find the average BMI for a person. 
The study published anthropometric data of US Army personnel for the years 1987 and 1988. 
Table 4.1 shows some of the data, i.e. the percentile data of height, weight, head- and neck 
circumference for male and female participants. Using Table 4.1, the calculable BMI for the 50th 
percentile male and female is 25.2 kg/m² and 23.1 kg/m² respectively. These 50th percentile 
gender specific BMI values are chosen to be the default values to estimate the weight of the 
subject, unless manually specified otherwise in the adjustable model. There is a reason why the 
percentile BMI which corresponds to the respective percentile height of the subject is not used: 
doing this would mean that small subjects have a low BMI and are therefore slim, while large 
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subjects have a high BMI and are therefore plump. Lastly, it should be mentioned that the age 
dependency of BMI is minor [287] and was consequently ignored. 
Moreover, the used 50th percentile BMI values are comparable to a range of anthropometric 
studies. Based on four studies [273–276] the calculated average BMI is 24.9 kg/m² for males; 
based on three studies [51, 273, 277] the calculated average BMI is 23.5 kg/m² for females. 
Therefore, the used BMI values (derived from the data of Gordon et al. [272]) are adequate. 
However, the data of Gordon et al. is from the years 1987 and 1988, but BMI values are 
increasing worldwide, especially for citizens of developed countries [288, 289]. This fact means 
that newer studies often show higher BMI values than used in the current research. 
Nevertheless, considering that the sled test studies, the cervical geometry prediction equations 
and the inertia perdition equations are also around 25 to 50 years old, it was deliberately chosen 
not to use modern BMI values. 
With the BMI and the height of the subject defined the weight of the subject is known; and the 
weight is an important parameter for the calculation of neck circumference. 
Table 4.1:  Anthropometric Data of an survey of US Army personnel [272]. 
 Male Female 
Percentile 
Height 
[cm] 
Weight 
[kg] 
Head 
circumf. [cm] 
Neck circumf. 
[cm] 
Height 
[cm] 
Weight 
[kg] 
Head 
circumf. [cm] 
Neck circumf. 
[cm] 
1%-ile 160.57 55.46 53.32 33.66 148.55 45.18 51.34 28.43 
2%-ile 162.30 58.14 53.69 34.17 150.36 46.94 51.69 28.73 
5%-ile 164.91 61.96 54.27 34.9 152.91 49.61 52.25 29.22 
10%-ile 167.25 65.29 54.81 35.53 155.08 52.03 52.77 29.68 
25%-ile 171.23 71.02 55.73 36.61 158.69 56.27 53.65 30.5 
50%-ile 175.79 77.99 56.75 37.87 162.86 61.39 54.60 31.48 
75%-ile 180.46 85.81 57.77 39.23 167.28 67.13 55.55 32.54 
90%-ile 184.66 93.52 58.73 40.53 171.45 73.02 56.45 33.58 
95%-ile 187.11 98.31 59.35 41.34 173.94 76.93 57.05 34.25 
98%-ile 189.75 103.72 60.10 42.25 176.67 81.73 57.82 35.04 
99%-ile 191.40 107.24 60.65 42.86 178.39 85.19 58.40 35.6 
No. of 
Subjects 
5506 5506 1774 1774 2207 2207 2208 2208 
 
4.2.1.2 Head and neck-circumferences 
The circumferences for head and neck are important for the calculation of head and neck inertia 
properties respectively. These circumferences can be either manually defined to improve the 
adaptability of the computational model, or the model predicts automatically the circumferences 
based on height and weight of the subject.  
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It can be assumed that the neck circumference has a linear correlation with the subject weight, 
because a subject’s weight change would have influence on the soft tissues in the neck. On the 
other hand, it can be assumed that the head circumference has a linear correlation with the 
subject height, because the head circumference is mainly dependent on the skull dimension, i.e. 
a weight change would have only minor influence on the head circumference. Using data 
between the 5th and 95th percentile subject of Table 4.1, the obtained linear regression functions 
used in this research are shown in Equations 14-17. 
 𝐶𝑛𝑒𝑐𝑘𝑚𝑎𝑙𝑒 = 0.1769 × 𝑚𝑠𝑢𝑏𝑗𝑒𝑐𝑡 + 24.003 (14) 
 𝐶ℎ𝑒𝑎𝑑𝑚𝑎𝑙𝑒 = 0.2268 × 𝐻𝑠𝑢𝑏𝑗𝑒𝑐𝑡 + 16.872 (15) 
 𝐶𝑛𝑒𝑐𝑘𝑓𝑒𝑚𝑎𝑙𝑒 = 0.1848 × 𝑚𝑠𝑢𝑏𝑗𝑒𝑐𝑡 + 20.089 (16) 
 𝐶ℎ𝑒𝑎𝑑𝑓𝑒𝑚𝑎𝑙𝑒 = 0.2263 × 𝐻𝑠𝑢𝑏𝑗𝑒𝑐𝑡 + 17.692 (17) 
 For Equations 14 to 17 the circumference C is in unit [cm], mass m is in unit [kg] and the height 
H is in unit [cm].  
 
The assumption regarding the linear relationship of neck circumference to weight is verifiable by 
two different studies, i.e. Vasavada et al. [191] and Stemper et al. [77]. Vasavada et al. use a 
linear relationship between neck circumference and body weight, therefore the same approach 
as in the current research. Stemper et al. use double a logarithmic plot for the relationship 
between neck circumference and body weight to better match standard interpretation of 
allometry (allometry is the study of the relationship of sizes with respect to shapes of a living 
organism's body); however, if plotted on a linear plot the nonlinearity is almost not recognisable. 
A comparison showed that these two references are in good agreement to the neck 
circumference prediction equations (Equations 14 and 16) used for the adjustable model of the 
current research. 
The assumption regarding the linear relationship of head circumference to height could not be 
verified with existing functions available in the open domain; however, in Section 4.3 ‘Verification 
of the Anthropometric Properties’ the head and neck circumferences calculated by the Equations 
14-17 are compared to different literature data for small, average and large subjects of both 
genders. 
Furthermore, it should be noted that both circumferences are only assisting parameters for the 
actual properties of interest, i.e. mass and moment of inertia properties of head and neck. 
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Inaccuracies for the circumferences are therefore acceptable as long as the respective inertia 
properties are reasonably accurate. 
4.2.2 Inertia Properties – Establishment of Mass and Moment of Inertia 
The inertia properties are calculated using existing methods in the literature. For the two body 
regions head and neck these methods are explained below. 
4.2.2.1 Head inertia properties 
Regression equations for head volume and head moment of inertia are obtained from 
McConville et al. [276] for the male subject (Equations 18-19) and from Young et al. [277] for the 
female subject (Equations 20-21). Both studies used subjects which represent the general United 
States population and both studies applied the same methodology. They combined classical 
anthropometric measurements and stereophotogrammetric techniques (photogrammetry is the 
science of making measurements from photographs) to obtain mass and moment of inertia 
properties of the full human body and its segments, such as for the head and neck. The studies 
of McConville et al. and Young et al. included 31 male subjects and 46 female subjects 
respectively. Both studies used statistical methods to derive regression equations for the volume 
and the moment of inertia. 
 𝑉ℎ𝑒𝑎𝑑𝑚𝑎𝑙𝑒  = 160.01 × 𝐶ℎ𝑒𝑎𝑑 − 4800.09 (18) 
 𝐼𝑦𝑦ℎ𝑒𝑎𝑑𝑚𝑎𝑙𝑒  = (17924 ×  𝐶ℎ𝑒𝑎𝑑  − 794181) × 10−3 (19) 
 𝑉𝐻𝑒𝑎𝑑𝑓𝑒𝑚𝑎𝑙𝑒  = 147.05 × 𝐶ℎ𝑒𝑎𝑑  − 4161.23 (20) 
 𝐼𝑦𝑦ℎ𝑒𝑎𝑑𝑓𝑒𝑚𝑎𝑙𝑒  = (12704 × 𝐶ℎ𝑒𝑎𝑑  − 505983) × 10−3 (21) 
 
For Equations 18 to 21 the circumference C is in unit [cm], volume V is in unit [cm³] and the 
moment of inertia Iyy is in unit [kg cm²].  
 
In order to obtain the head mass, the equation for the head volume has to be multiplied with the 
typical density of the head. Walker et al. [278] and Bronzino [279] reported a head density of 
1.108 g/cm³ and 1.097 g/cm³ respectively. Therefore, for this research a head density of 1.1 
g/cm³ is used, for both genders.  
However, Robbins [275] realised that the obtained head volume in the study by McConville et al. 
[276] is too high. Robbins used his own findings and proposed a volume-scale factor of 0.969 to 
be used for the volume regression equations provided by McConville et al. [276]. However, it 
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should be noted that Robbins simplified the head density to 1.0 g/cm³; consequently, if a more 
realistic (i.e. higher) head density would have been used the proposed volume-scale factor would 
be even smaller. Nonetheless, during the design process of the current computational model the 
calculated head mass was compared with the head mass of other literature studies [51, 273] and 
it was concluded the head volume is indeed too high, hence the volume-scale factor appears 
reasonable. Also, since the study by Young et al. [277] has the same methodology, it can be 
expected that their volume equations are also overestimated. Consequently, it was decided that 
for the current study a volume- scale factor of 0.95 is used for both genders. Therefore, the head 
mass is calculated as shown in Equation 22 as the product of volume-scale factor, head density 
and head volume.  
 𝑚ℎ𝑒𝑎𝑑  = 0.95 ×  ρ × 𝑉ℎ𝑒𝑎𝑑 × 10−3 = 1.045 ×  𝑉ℎ𝑒𝑎𝑑 × 10−3 (22) 
 
For Equation 22 the volume V is in unit [cm³], the mass m is in unit [kg] and the density ρ is 1.1 
[g/cm³].  
 
To verify the head inertia properties the predictions of the adjustable computational model 
(using automatic BMI prediction) are compared to the actual stereophotogrammetrical 
measurements by McConville et al. [276] and by Young et al. [277], i.e. not to their developed 
prediction equations. 
For verification of the head mass: The volume of the investigated subjects reported by 
McConville et al. [276] and by Young et al. [277] is 4369 ± 295 cm³ for male and 3894 ± 267 cm³ 
for female subjects. This head volume in combination with a head density of 1.1 g/cm³ and a 
volume scale factor of 0.95 results in an average head mass for male subjects of 4.57 kg and for 
female subjects of 4.07 kg. For comparison, the developed adjustable model predicts the average 
head masses of 4.48 kg and 4.04 kg for male and female subjects respectively; the difference is -
2.0% and -0.7% respectively. 
For verification of the head moment of inertia: The head moment of inertia of the investigated 
subjects by McConville et al. [276] and in Young et al. [277] is 232.9 ± 31.8 kgcm² for male and 
189.9 ± 23.9 kgcm² for female subjects. For comparison, the developed adjustable model 
predicts the average head moments of inertia of 223.7 kgcm² and 187.4 kgcm² for male and 
female respectively; the difference is -4.0% and -1.3% respectively. 
Consequently, the head mass predictions are very accurate compared to the actual 
measurements, and the head moment of inertia predictions are lower for male and higher for 
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female subjects compared to the actual measurements. A more detailed verification of the 
inertia properties predicted by the computational model is given in Section 4.3. 
4.2.2.2 Neck inertia properties 
McConville et al. [276] and Young et al. [277] also included the neck in their anthropometric 
investigation. Although equations for the neck volume and the neck moment of inertia are 
published, the current research uses only the equation for the neck volume; this is due to the 
design of the neck in the current study, i.e. the neck is represented by seven individual neck 
segments. That means that an overall moment of inertia for the neck is not needed, instead the 
segmental moments of inertia are required; the used approximation is explained further below. 
At first the total neck volume is calculated using Equations 23 or 24 [276, 277]. Interestingly, 
McConville et al. [276] used for male subjects only the parameter neck circumference in the 
equation, while Young et al. [277] used two parameters for female subjects: neck circumference 
and height. The reason for the difference is not explained in either study. However, the neck 
volume has to be multiplied with the typical density of the neck to obtain the neck mass. Based 
on the published data of Walker et al. [278] the neck density is 1.157 g/cm³. As there is no 
evidence of overestimation of the neck volume, it is decided that for this research no volume-
scale factor would be used for the neck, as shown in Equation 25. 
 𝑉𝑛𝑒𝑐𝑘𝑚𝑎𝑙𝑒  = 52.99 × 𝐶𝑛𝑒𝑐𝑘  − 954.51 (23) 
 𝑉𝑛𝑒𝑐𝑘𝑓𝑒𝑚𝑎𝑙𝑒  = 19.10 × 𝐶𝑛𝑒𝑐𝑘 + 10.25 × 𝐻𝑠𝑢𝑏𝑗𝑒𝑐𝑡 − 1543.33 (24) 
 𝑚𝑛𝑒𝑐𝑘  = 1.157 × 𝑉𝑛𝑒𝑐𝑘 × 10−3 (25) 
 
For Equations 23 to 25 the volume V is in unit [cm³], the circumference C is in unit [cm], the 
height H is in unit [cm] and the mass m is in unit [kg].  
 
For verification of the neck mass: The average measured neck volume of the investigated 
subjects (not calculated based on their respective prediction equations!) in McConville et al. 
[276] and in Young et al. [277] is 1043 ± 182 cm³ for male and 737 ± 122 cm³. This neck volume in 
combination with a neck density of 1.157 g/cm³ results in an average neck weight for male 
subjects of 1.20 kg and for female subject of 0.850 kg. For comparison, the developed adjustable 
model predicts the average neck mass for male and female 1.217 kg and 0.8442 kg respectively. 
The difference is +1.4% and -0.7% respectively. 
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Equations 23 to 25 give the total neck mass, next the segmental neck masses have to be 
calculated by distributing the total neck mass to the seven neck segments. For the mathematical 
head-and-neck model by Jager [111] this task is done by imagining the neck as a series of discs, 
the combined mass of all discs are equal to the total neck mass. A similar approach is used in the 
current research, but only as an aid for the calculation of the neck inertia properties, i.e. the neck 
is also imagined as seven cervical discs. These seven discs (referred also as the seven neck 
segments) are associated with the seven cervical vertebrae. Figure 4.6 shows for visualisation 
purposes the real, the simplified and the imagined cervical column.  
 
 
 
a) Real shape of the cervical 
column - a modified illustration 
from origionally Kapandji [54]. 
b) Simplified cervical column for 
computational model. 
c) Imagined cervical column for 
calculation of neck inertia 
properties. 
Figure 4.6:  Different illustrations for the cervical spine column, real shape and simplifications. 
 
The total neck mass is distributed as follows: The lower five discs C3 to C7 have the height of the 
respective vertebrae posterior height (PH) of C3 to C7. The upper two discs C1 and C2 have in 
sum the height of the vertebrae posterior height (PH) of C2; this is because the PH of C2 includes 
the dens and because C1 has no PH in the geometry approximation (C1 is represented as a line). 
Consequently, the total height of all discs is the sum of the posterior heights from C2 to C7 
(Equation 26). The posterior height of C2 is divided into two parts to represent C1 as well as C2. It 
is assumed, that the C1-segment and C2-segment have a mass distribution of 45% to 55%, which 
is approximately the same ratio which Jager used in his model [111]. The equations for the 
adequate total neck mass distribution to the seven neck segments (according to their respective 
segment height) are shown in Equations 27-29. 
COPYRIGHT 
IMAGE 
„The image which would be 
shown here is Figure 2.1a 
with removed skull, T1, T2 
and rips. The shading of 
the vertebrae C1 C2 would 
have been removed.“ 
C5 
C4 
C3 
C2 
C1 
C6 
C7 
C5 
C4 
C3 
C2 
C1 
C6 
C7 
116 
 
 𝑃𝑜𝑠𝐻𝑡𝑠𝑢𝑚 = ∑ 𝑃𝑜𝑠𝐻𝑡𝐶𝑖 7𝑖=2  (26) 
 𝑚𝐶𝑖 =  𝑃𝑜𝑠𝐻𝑡𝐶𝑖𝑃𝑜𝑠𝐻𝑡𝑠𝑢𝑚 × 𝑚𝑛𝑒𝑐𝑘          𝑓𝑜𝑟 𝑖 = 3 𝑡𝑜 7 (27) 
 𝑚𝐶1 = 0.45 × 𝑃𝑜𝑠𝐻𝑡𝐶2𝑃𝑜𝑠𝐻𝑡𝑠𝑢𝑚 × 𝑚𝑛𝑒𝑐𝑘 (28) 
 𝑚𝐶2 = 0.55 × 𝑃𝑜𝑠𝐻𝑡𝐶2𝑃𝑜𝑠𝐻𝑡𝑠𝑢𝑚 × 𝑚𝑛𝑒𝑐𝑘 (29) 
 
For Equations 26 to 29 the variable PosHt stands for the posterior height, Ci stands for the i-th 
neck segment (in line with the i-th vertebra) and m stands for mass.  
 
In this research the neck is approximated by seven neck segments (imagined discs); five 
segmental discs with the respective posterior height of C3 to C7 and two segmental discs based 
on the posterior height of C2 to shape the neck segmental discs C1 and C2. Hence, a method to 
calculate the moment of inertia for each segmental neck segment needs be used rather than 
using the regression equations by McConville et al. [276] and Young et al. [277] for the total neck 
moment of inertia. The general physics equation for the moment of inertia of a disc is shown in 
Equation 30; in this equation the variables r and h represent the disc radius and the disc height 
respectively. It is proposed that this equation is used for the calculation of segmental moments 
of inertia, i.e. the variable r  represents the neck radius (calculated based on the neck 
circumference) and is for simplicity constant, while the variable h represents the height of each 
respective neck segment (identical to the posterior height of the respective vertebrae) and is 
different all each neck segment. 
 𝐼𝑦𝑦 =  𝑚12 × (3𝑟2 + ℎ2) (30) 
The suggested approach for calculating the moment of inertia of the neck segments is evaluated 
in Table 4.2. In this table, three different methods are used to calculate the moment of inertia of 
the whole neck: the first method simplifies the neck to a single cylinder and uses the basic 
physics equation (Equation 30), the second method uses prediction equations provided by 
McConville et al. [276] and Young et al. [277] and the third method uses the approach of the 
current research, i.e. using for all seven segments (discs) the Equation 30 and combining the 
individual moments of inertia with the aid of the parallel axis theorem. For further simplicity the 
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cervical segments are aligned as if there would not be any cervical curvature. However, a scaling 
factor of 0.9 is introduced for third approach aiming to align the resulting whole neck moment of 
inertia of all three methods. The scaling might be explainable by the simplistic approach of the 
neck, i.e. a real human neck does not consist of individual segments and does not have the same 
circumferences over the neck length. Also, since the cervical curvature is ignored the total neck 
moment of inertia is slightly overestimated. Table 4.2 includes all equations used for the 
calculation of the whole neck moment of inertia, and also includes the obtained moments of 
inertia for the average male and female subject. 
Table 4.2:  Comparison of three different methods to estimate the moment of inertia of the whole neck. 
 
Mechanical calculation Prediction equation Model assumption 
Description 
Variables: 𝐻 Subject height 𝐶𝑛𝑒𝑐𝑘  Neck circumf. ℎ𝑛𝑒𝑐𝑘  Neck height 𝑚𝑛𝑒𝑐𝑘  Neck mass  𝑟 = 𝐶𝑛𝑒𝑐𝑘2𝜋  Neck radius 𝑚𝑖 Segmental  
 mass  ℎ𝑖 Segmental  
 posterior height  
 
Moment of inertia calculated 
based on literature 
references: 
 
McConville et al. [276] and 
Young et al. [277] for male 
and female subjects 
respectively. 
 
Equations for moment 
of inertia 𝐼𝑦𝑦 =  𝑚𝑛𝑒𝑐𝑘12 × (3𝑟2 + ℎ𝑛𝑒𝑐𝑘2) 
 
𝐼𝑦𝑦𝑚𝑎𝑙𝑒[𝑘𝑔 𝑐𝑚2] =  (1583 × 𝐶𝑛𝑒𝑐𝑘[𝑐𝑚] −39417) × 10−3  
 𝐼𝑦𝑦𝑓𝑒𝑚𝑎𝑙𝑒[𝑘𝑔 𝑐𝑚2] =  (272 × 𝐻 [𝑐𝑚] + 529 ×𝐶𝑛𝑒𝑐𝑘  [𝑐𝑚] − 48234) × 10−3  
𝐼𝑦𝑦𝑖 =  0.9 ∗ 𝑚𝑖12 × (3𝑟2 + ℎ𝑖2)  𝐼𝑦𝑦 =  ∑(𝐼𝑦𝑦𝑖 + 𝑚𝑖 ×(𝑠𝑖 − ℎ𝑛𝑒𝑐𝑘2 )2)  
 
where 𝑠𝑖 is the vertical 
distance from the segmental 
centre of gravity to C7T1 
Moment of Inertia for 
average male subject 𝐻 = 176 𝑐𝑚 𝑚 = 78.0 𝑘𝑔 𝐶𝑛𝑒𝑐𝑘 = 37.81 𝑐𝑚 ℎ𝑛𝑒𝑐𝑘 = 115.9 𝑚𝑚 𝑚𝑛𝑒𝑐𝑘 = 1.217 𝑘𝑔 
𝐼𝑦𝑦 = 24.6 𝑘𝑔 𝑐𝑚² 𝐼𝑦𝑦 = 20.4 𝑘𝑔 𝑐𝑚² 𝐼𝑦𝑦 = 23.5 𝑘𝑔 𝑐𝑚² 
Moment of Inertia for 
average female subject 𝐻 = 163 𝑐𝑚 𝑚 = 61.9 𝑘𝑔 𝐶𝑛𝑒𝑐𝑘 = 31.43 𝑐𝑚 ℎ𝑛𝑒𝑐𝑘 = 105.7 𝑚𝑚 𝑚𝑛𝑒𝑐𝑘 = 0.8441 𝑘𝑔 
𝐼𝑦𝑦 = 13.1 𝑘𝑔 𝑐𝑚² 𝐼𝑦𝑦 = 12.7 𝑘𝑔 𝑐𝑚² 𝐼𝑦𝑦 = 12.7 𝑘𝑔 𝑐𝑚² 
 
With the use the scale factor in the ‘Model assumption’ method, all three methods in Table 4.2 
show comparable results; hence it is decided that the computational model uses Equation 31 (as 
also shown in the last column of Table 4.2) for calculating the moment of inertia of each neck 
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segment. A more detailed verification of the inertia properties predicted by the computational 
model is given in Section 4.3. 
 𝐼𝑦𝑦𝑖 =  0.9 × 𝑚𝑖12 × (3𝑟2 + ℎ𝑖2)  (31) 
Further notes regarding the adjustable inertia properties 
The flowcharts for the adjustable geometry (Figure 4.2) and the adjustable inertia properties 
(Figure 4.5) show that the minimum required subject parameters for the computational model 
are gender, age and height. Hence these three subject parameters are sufficient to create the 
computational model, although more subject parameters can be defined to reach a better 
representation of specific subjects. 
In particular for the inertia properties the additional subject parameters are the Body Mass Index 
(BMI) and the head and neck circumferences. The specification of the BMI adjusts the weight of a 
subject; affecting the neck-circumference and ultimately the neck inertia properties, but has no 
influence on the head circumference and head inertia properties. The specification of the neck 
circumference influences the neck inertia properties, while the specification of the head 
circumference influences the head inertia properties. These additional subject parameters 
increase the ability to modify the mass and moment of inertia properties of the adjustable head-
and-neck model. 
4.3 VERIFICATION OF THE ANTHROPOMETRIC PROPERTIES 
Prediction equations are used to calculate the geometry and the inertia properties for the 
adjustable computational model, which combined are called the anthropometric subject 
properties. Table 4.3 shows the derived anthropometric subject properties for small (around 5th 
percentile), average (around 50th percentile) and large (around 95th percentile) male and female 
subjects (‘average’ is the ‘mean’; ‘50th percentile’ is the ‘median’). The respective percentile 
height and weight was taken from the anthropometric data provided by Gordon et al. [272], 
while the head and neck circumferences, the head and neck weights as well as the head moment 
of inertia are calculated by the prediction equations incorporated in the developed adjustable 
model.  
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Table 4.3:  Predictions of the developed adjustable model for small, average and large male and female 
subjects. 
  Male Female 
  Small Average Large Small Average Large 
Input 
[272] 
Height  
[cm] 
165 176 187 153 163 174 
Weight  
[kg] 
61.9 78.0 98.3 49.6 61.4 76.9 
Output 
Head circumference  
[cm] 
54.29 56.78 59.28 52.31 54.57 57.06 
Neck circumference  
[cm] 
34.96 37.81 41.39 29.25 31.43 34.30 
Head mass  
[kg] 
4.06 4.48 4.90 3.69 4.04 4.42 
Neck mass  
[kg] 
1.04 1.22 1.44 0.68 0.84 1.04 
Head moment of inertia  
[kg cm²] 
179.0 223.7 268.4 158.6 187.4 219.0 
Neck moment of inertia * 
[kg cm²]  
17.8 23.5 31.6 9.1 12.7 17.7 
* Based on ‘model assumption’ equations as shown in Table 4.2. 
 
The descriptions small, average and large refer to approximately 5th, 50th, and 95th percentile 
subjects; the exact percentage might be slightly different. This is firstly because the 
computational model uses a combination of anthropometric data and prediction equation and 
secondly because several literature references are used to generate a homogeneous model. 
Table 4.4:  Literature data of anthropometric dimension and inertia properties for small, average and large 
males. The percentage deviations from the model predictions (Table 4.3) are listed in brackets; a 
positive percentage means that the literature data has a bigger value than model prediction. 
 Small male Average male Large male 
 [273] [274] [273] [276] [275] [273] [275] 
Height  
[cm] 
167.2 164.7 177.3 177.5 175.1 187.7 186.4 
1.3% -0.2% 0.7% 0.9% -0.5% 0.4% -0.3% 
Weight  
[kg] 
63.6  78.7 77.3 76.6 95.6 102.6 
2.7%  0.9% -0.9% -1.8% -2.7% 4.4% 
Head circumference  
[cm] 
55.2 53.6 57.5 57.27 57.06 59.9  
1.7% -1.3% 1.3% 0.9% 0.5% 1.0%  
Neck circumference 
[cm] 
35.4  38.3 37.67 38.82 41.7  
1.3%  1.3% -0.4% 2.7% 0.7%  
Head weight  
[kg] 
4.4  4.9 4.337 4.137 5.4 4.511 
8.4%  9.4% -3.2% -7.7% 10.2% -7.9% 
Neck weight  
[kg] 
1.5  1.7 1.012 0.965 2.0 1.168 
44.2%  39.3% -17.0% -20.9% 38.9% -18.9% 
Head moment of inertia  
[kg cm²] 
150  187.2 232.888 221.546 229.7 263.1 
-16.2%  -16.3% 4.1% -1.0% -14.4% -2.0% 
Neck moment of inertia  
[kg cm²] 
   20.25 18.46  24.4 
   -13.8% -21.4%  -22.8% 
 
120 
 
Table 4.5:  Literature data of anthropometric dimension and inertia properties for small, average and large 
females. The percentage deviations from the model predictions (Table 4.3) are listed in brackets; a 
positive percentage means that the literature data has a bigger value than model prediction. 
 Small female Average female Large female 
 [273] [275] [273] [51] [277] [273] [274] 
Height  
[cm] 
152.4 151.1 162.1 161.8 161.2 172.1 173.1 
-0.4% -1.2% -0.6% -0.7% -1.1% -1.1% -0.5% 
Weight  
[kg] 
46.4 46.4 57.73 62.3 63.9 70.9  
-6.5% -6.5% -6.0% 1.5% 4.1% -7.8%  
Head circumference  
[cm] 
52.3  54.9  54.78 57.6 57.1 
0.0%  0.6%  0.4% 0.9% 0.1% 
Neck circumference 
[cm] 
31.1  33.8  32.86 36.7  
6.3%  7.5%  4.5% 7.0%  
Head weight  
[kg] 
3.9 3.697 4.2 3.53  4.6  
5.7% 0.2% 4.0% -12.6%  4.1%  
Neck weight  
[kg] 
1.3 0.601 1.4   1.6  
91.2% -11.6% 65.8%   54.1%  
Head moment of inertia  
[kg cm²] 
 172.919   169.917   
 9.0%   -9.3%   
Neck moment of inertia  
[kg cm²] 
 9.51   13.06   
 4.6%   2.9%   
 
To verify the predicted anthropometric subject properties (i.e. circumferences and the inertia 
properties) of the adjustable model, the results given in Table 4.3 are compared with published 
literature data. Table 4.4 and Table 4.5 summarize literature data of anthropometric dimensions 
and inertia properties for small, average and large male and female subjects respectively. These 
tables also include in brackets the percentage deviation of the literature data to the predicted 
values of the adjustable model; a positive deviation means that the literature data has a bigger 
value as the computational model. In addition, Table 4.6 shows the average percentage deviation 
and standard deviation of all literature data. 
 
Table 4.6:  Summary of Tables 4.4 and 4.5: the mean error and the standard deviation of anthropometric 
subject characteristics the literature data for both genders. 
 
Mean error Standard deviation 
Mean error smaller than 
standard deviation 
Height [cm] -0.2% 0.8% yes 
Weight [kg] -1.5% 4.4% yes 
Head circumference [cm] 0.6% 0.8% yes 
Neck circumference [cm] 3.5% 3.0% no 
Head weight [kg] 1.0% 7.8% yes 
Neck weight [kg] 26.5% 40.5% yes 
Head moment of inertia [kg cm²] -5.8% 9.7% yes 
Neck moment of inertia [kg cm²] -10.1% 13.9% yes 
 
The evaluation of Tables 4.4, 4.5 and 4.6 is given below: 
 The height and weight in Table 4.3 are taken from the study by Gordon et al. [272], but as 
seen in Tables 4.4 and 4.5 other publication reported different values. This shows the 
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difficulty of defining the perfect 50th percentile subject. However, both height and weight 
used from the study by Gordon et al. agree well with other literature data; and in Table 
4.6 it is shows that the mean literature data is 0.2% and 1.5% smaller than the 
computational model prediction for height and weight respectively. 
 The head circumference agrees well with the literature data; in Table 4.6 it shows that 
the mean literature data is 0.6% bigger than the computational model prediction. 
 The neck circumference fits well for male subjects with an average overestimation of 
1.1%, but its fit is marginal for female subjects with an average overestimation of 6.3%. 
Hence for both genders the neck circumferences are overestimated, as shown in Table 
4.6 this overestimation is on average 3.5% while the standard deviation of the literature 
data is only 3.0%. Although this could have been corrected with the introduction of a 
scaling factor for the neck circumference, it was avoided since the neck circumference is 
merely an assisting parameter for the neck mass and the neck moment of inertia, which 
are discussed further below. 
 The weight of the head varies widely in the literature, e.g. comparing different literature 
data for the average male and female subject the weight of the head differs by 0.76kg 
and 0.67kg respectively. However, the head masses predicted by the model are well 
within the data range reported in the literature and therefore the prediction of head 
mass can be considered as accurate. Table 4.6 shows that the mean literature data is 
1.0% bigger as the computational model prediction, and the standard deviation of the 
literature data is 7.8%. 
 The neck weights given in the literature vary even more than the head weights, e.g. when 
comparing different literature data for the average male neck the weigh is between 
0.965kg and 1.7kg, which is a considerably large range for the neck weight. This large 
difference arises probably because of the different segmentation of the neck with the 
head and with the torso, but due to insufficient descriptions in the publications this 
statement cannot be said with certainty. It should also be mentioned that most studies 
include the neck as a part of either the head or of the torso, therefore the neck is often 
not listed as a separate body part. However, Table 4.6 shows that the mean literature 
data is 26.5% bigger than the predictions of the computational model, but the standard 
deviation of the literature data is with a value of 40.5% even bigger. Therefore, the mean 
predicted error is still smaller than the standard deviation. Consequently, the model 
predicts neck masses within the range reported in the literature and thus the prediction 
of neck mass is considered to be acceptable.  
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 The head moment of inertia also shows large variations in the data of the literature; 
however, the predictions of the adjustable model are close to the values reported in the 
literature. Table 4.6 shows that the mean literature data is 5.8% smaller than the 
computational model prediction, and the standard deviation of the literature data is 
9.7%. Therefore, the head moment of inertia prediction is satisfactory for the current 
research. 
 The whole neck moment of inertia in Table 4.3 is calculated based on ‘model assumption’ 
equations as shown in Table 4.2, while in Tables 4.4 and 4.5 the whole neck moment of 
inertia are directly reported. Nonetheless, for male subjects the predictions of the model 
are overestimated (Table 4.4), while for female subjects the predictions of the model are 
underestimated (Table 4.5). Yet, Table 4.6 shows that the average deviation is smaller 
than the standard deviation, therefore the neck moments of inertia predicted by the 
model are considered to be acceptable for the current research. 
In summary, the comparison of anthropometric properties shows general acceptance to different 
anthropometric studies. As visible in Table 4.6, the parameters related to the neck have the 
lowest acceptance, i.e. circumference, mass and moment of inertia. An investigation of how 
much each anthropometric subject property affects the dynamic whiplash motion is given in 
Chapter 6, and there it is revealed that the parameters related to the neck have actually little 
contribution to the whiplash motion. Hence no alternative methods to improve these 
parameters have been attempted.  
Nevertheless, there is more data available to compare the models’ prediction, but for clarity only 
the most extensive anthropometric studies are included in the Tables 4.4, 4.5 and 4.6. However, 
for completeness more information for the inertia properties is given below: 
Head inertia properties: 
Significantly different values for the head inertia properties for the average male subject are 
reported in the literature. Panjabi et al. [5] published in 1998 describing their experimental study 
with a surrogate head with a mass of 5.5kg and a moment of inertia of 0.035 kgm². However, 
Panjabi et al. [78, 139] published also in 2004 and 2005 describing a newer experimental study 
with a surrogate head with a mass of 3.3 kg and moment of inertia of 0.016 kgm². For reference, 
the BioRID II head has a mass of 4.2 kg and a moment of inertia of 0.0244 kgm² [82]. 
Prediction equations for head volume and head mass are also provided by Clauser et al. [283]. 
The study used 13 male cadavers and investigated 13 separate body parts and the calculated 
head mass for small, normal and large male subjects is on average 7% higher as the head mass 
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predicted in the current research. The different methodology might be an explanation for the 
variance; Clauser et al. measured body parts of cadavers while McConville et al. [276] and Young 
et al. [277] measured on living subjects. Nonetheless, for completeness the two independent 
reviews for the human head properties by Giraut [158] and Yoganandan et al. [290] (discussing 
the properties of the human head) should be mentioned. 
Neck inertia properties 
Significantly different values for the neck inertia properties of the average male subject are used 
in the literature. Robbins [275] gives a value as little as 0.965 kg, while Hoover et al. [109] used 
for their mathematical model the total neck mass of 1.8kg. As reference, the Hybrid III neck has a 
mass of 1.55 kg [225]. 
The moment of inertia property of the neck is even more controversial, especially since in the 
current research the neck is divided into seven segments with independent moments of inertia 
properties. In the literature, moments of inertia properties for the independent neck segments 
are hardly available; Table 4.7 shows a comparison of available literature data. The mathematical 
model by Jager [111] has a neck weight of 1.625 kg, this mass was taken from the 
anthropometric study by Walker et al. [278]; and the individual moments of inertia are calculated 
in a similar way as in the current research (i.e. segmental discs). The mathematical model by 
Hoover et al. [109] has a neck weight of 1.8 kg, this mass was taken from the anthropometric 
study by Churchill et al. [273] but the C1 vertebra was not assigned any mass; the individual 
moments of inertia are ignored with the justification that neck segments do not rotate much and 
consequently the effect on the overall dynamics would be minor. The mathematical models by 
Merrill et al. [112] and Reber et al. [226] use a different approach in which the neck mass is more 
smoothly transitioning to the mass of head and torso, i.e. Merrill et al. increase successively the 
inertia properties from C6 to T1, while Reber et al. assign even similar inertia properties for head 
and C1, and also successively increases the inertia properties from C6 to T1. Table 4.7 shows 
different approaches of how the neck inertia properties can be distributed to the individual neck 
segments. 
Nevertheless, it should be noted that the mass of the head is expected to have a much higher 
influence on the dynamic behaviour than the mass distribution of the neck segments [227]; a 
similar conclusion can be drawn for the moments of inertia of the neck segments. Also, the 
moments of inertia of the neck segments are in any case very small compared to the moment of 
inertia of the head. Hence it should be more focussed on accurate inertia properties of the head 
rather than on the neck; Chapter 6 supports this claim as it shows that neck related inertia 
properties have very little effect on the dynamic whiplash motion. 
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Table 4.7:  Comparison of neck segmental properties by different researchers. 
 Adjustable 
computational 
model 
Jager [111]  
(also used by 
Stemper et al. 
[214]) 
Hoover et al. [109] Merrill et al. [112] Reber et al. [226] 
 Mass 
[kg] 
Moment 
of 
Inertia 
[kgm² × 
10-4] 
Mass 
[kg] 
Moment 
of 
Inertia 
[kgm² × 
10-4] 
Mass 
[kg] 
Moment 
of 
Inertia 
[kgm² × 
10-4] 
Mass 
[kg] 
Moment 
of 
Inertia 
[kgm² × 
10-4] 
Mass 
[kg] 
Moment 
of 
Inertia 
[kgm² × 
10-4] 
Head 4.48 223.70 4.69 236 5.5 350 3.53 516 1.860 28.81 
C1 0.17 1.37 0.22 2.2 - ignored 0.156 2.6 1.860 20.79 
C2 0.20 1.70 0.25 2.5 0.27 ignored 0.156 2.6 0.772 7.457 
C3 0.18 1.53 0.24 2.4 0.25 ignored 0.156 2.6 0.772 4.519 
C4 0.17 1.42 0.23 2.3 0.32 ignored 0.205 3.7 0.772 3.390 
C5 0.17 1.39 0.23 2.3 0.37 ignored 0.269 4.9 0.772 3.390 
C6 0.16 1.31 0.24 2.4 0.30 ignored 0.226 5.3 0.772 2.825 
C7 0.17 1.41 0.22 2.2 0.29 ignored 0.400 6.0 0.772 1.808 
T1 - - - - - - 1.000 14.0 2.189 1.469 
T2 - - - - - - - - 2.189 1.469 
T3 - - - - - - - - 3.454 318.2 
           
4.4 MECHANICALLY EQUIVALENT MODEL 
In the current section the mechanically equivalent model of head-and-neck computational model 
for this research is explained, i.e. the principle of how different neck segmental bodies and the 
head are mechanically connected. For this, in Section 4.4.1 the location and orientation of a local 
coordinate system for each of the nine rigid bodies (head C0, cervical vertebrae C1 to C7 and first 
thoracic vertebra T1) is defined; then in Section 4.4.2 the location of Centre of Gravity (CoG) for 
each rigid body are defined, followed by Section 4.4.3 explaining the mechanism of how two 
adjacent vertebrae are connected. This mechanism uses Instantaneous Axis of Rotation (IAR) and 
spring-damper elements. Furthermore, in Section 4.4.4 the non-linear functions for the spring-
damper elements are explained. Lastly, in Section 4.4.5 alternative mechanical equivalent models 
considered in the current research are briefly explained. 
Figure 4.7 shows the full mechanical equivalent model used for the current research. Figure 4.7a 
shows the complete head-and-neck model, Figure 4.7b shows a closer view of adjacent vertebra 
C6 and C7 including the acronyms which have been described in Figure 4.3, and lastly Figure 4.7c 
shows a detailed view of the spring-damper elements placement. It is evident that two adjacent 
vertebrae have three Degrees of Freedom, i.e. two orthogonal translations and one sagittal 
rotation. Although Figure 4.7c shows only the two adjacent vertebrae C6 and C7, the same 
mechanical principle is also used for the connection of all other rigid bodies. 
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b) Closer view for the adjacent vertebrae C6 and C7. 
The acronyms for the vertebra corners are explained 
in Figure 4.3. 
 
a) The complete head-and-neck model, also differently 
shown in Figure 3.2 (page76) and Figure 4.1 (page 
100). 
c) Detailed view for the kinematic concept of the 
adjacent vertebrae C6 and C7.  
Figure 4.7:  Mechanically Equivalent Model used in the current research. The centres of gravity of upper rigid 
body and lower rigid body are connected by one revolute joint (φ) and two translational joints (x 
and z). The joints show the equivalent resistance (torque, force) as the soft tissues around these 
adjacent rigid bodies. 
4.4.1 Local Coordinate System 
A summary of the location and orientation of the local coordinate systems for each of the nine 
rigid bodies is given in Table 4.8 and full explanation is given below. 
Table 4.8:  Location and orientation of the local coordinate system for each of the nine rigid bodies (Head, C1-
T1). 
Rigid Body Local coordinate system 
Head The origin of the head circle for both genders is located 10 mm posterior and 10 mm inferior of 
the head CoG, as defined in Section 4.4.2 ‘Centre of Gravity (CoG)’. These dimensions are 
estimated from typical head shapes. The x-axis is horizontal in anterior direction, the z-axis is 
facing upwards. 
C1 neck segment The origin is located at the spinous process. The x-axis is towards the anterior arch, the z-axis is 
facing upwards. 
C2 to C7 neck segments 
and T1 segment 
The origin is located at the posterior inferior (PI) point of the vertebral body. The z-axis is along 
the posterior height, the x-axis is perpendicular in anterior direction 
PI 
PI 
AS 
AS 
AI 
AI 
PS 
SP 
PS 
SP 
Detail view in  
Figure 4.7c 
x7 
z7 
d1z, d2z 
cz 
cx 
d1x, d2x 
cφ Flex/Extens 
d1φ, d2φ 
Detail view in  
Figure 4.7b 
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Figure 4.7a shows the two-dimensional geometry of the cervical spine and also displays the local 
origin of the coordinate system for each of the nine rigid bodies in form of a red cross. For the 
vertebrae from T1 to C2 the origin of the local coordinate system is defined to be at the 
posterior-inferior point of each vertebra body, as shown in Figure 4.7b and c. The z-axis is along 
the posterior height line (PH line; line between PI and PS) and the x-axis is perpendicular to the 
PH line in anterior direction, therefore it does not necessarily follow along the inferior depth line 
(ID line; line between PI and AI). To complete a right-handed coordinate system, the y-axis points 
into the sagittal plane. Due to the anatomic difference of the vertebrae C1, the origin of the local 
coordinate system for C1 is defined to be at the anatomic location of the spinous process. The x-
axis is along the C1-line towards the anterior superior arch, the z-axis is perpendicular to the C1-
line facing upwards. A right-handed coordinate system is completed with the y-axis pointing into 
the sagittal plane. As illustrated in Figure 4.7, the head is simplified to a circle. The centre of the 
head-circle is approximated in this research with respect to the location of the head Centre of 
Gravity (CoG). Consequently, the head CoG has to be determined first; this is achieved with 
prediction equations which are explained in Section 4.4.2. With the aid of the head CoG, the 
centre of the head circle, which is also the origin of the head coordinate system, is located 10 
mm posterior and 10 mm inferior of the head CoG for both genders. These dimensions have 
been estimated from typical head shapes and provide a satisfactory location of the head circle 
with respect to the cervical spine, e.g. as shown in Figure 4.1. Moreover, it should be noted that 
the head circle location is used only for a realistic visualisation of the head; it has no effect on the 
dynamic simulation. The orientation of the head is such that the Frankfurt plane is horizontal, i.e. 
on the x-y plane, and consequently the x-axis of the local head coordinate system is horizontal 
and in anterior direction; the z-axis is facing upwards. Therefore, the model is designed that the 
subject is looking straight forward to simulate a normal driving position. This is in line with the 
study by Klinich et al. [244], in which the orientation of the head was in normal driving position 
(straight) for all subjects. 
4.4.2 Centre of Gravity (CoG) 
The model consists of nine rigid bodies, but since the model is driven by defining the motion of 
the first thoracic vertebra T1 (see Section 3.2.3 ‘Dynamic Input for the Computational Model’’), 
no inertia properties and consequently no centre of gravity are required for this body. Table 4.9 
summarises the location of CoG for each rigid body and full explanation is given below. 
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Table 4.9:  Location of the Centre of Gravity for the rigid bodies (Head, C1-C7). 
Rigid Body Location of the Centre of Gravity 
Head As defined in Equations 32 and 33. 
C1 neck segment In the centre between spinous process and anterior superior arch. 
C2 neck segment Between posterior inferior (PI) and posterior superior (PS) point of the vertebral body, located 
at a third of the posterior height. 
C3 to C7 neck segments In the centre between posterior inferior (PI) and posterior superior (PS) point of the vertebral 
body. 
T1 segment Not specified/ required 
 
The CoG for the head is located based on a combination of the work from Thunnissen et al. [233] 
and Clauser et al. [283]. Clauser et al. published two predictions equations for the CoG, one for 
the vertical location measured from the top of the head and one measured from the back of the 
head; their study included only male cadavers. Thunnissen et al. estimated the location of the 
head centre of gravity with respect to the occipital condyle (OC) based on anthropometric data 
from the literature; they concluded the head CoG is approximately 23 mm anterior and 55 mm 
posterior of OC for the average male subject. For the current research the prediction equations 
of Clauser et al. have been modified in a way that new prediction equations give the CoG 
location with respect to OC, these new prediction equations are Equations 32 and 33. 
Furthermore, these modified prediction equations match the CoG location of the study by 
Thunnissen et al. [233].  
 𝐶𝑜𝐺ℎ𝑒𝑎𝑑𝑧 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 𝑤𝑟𝑡 𝑂𝐶 = 0.293 × 𝐶ℎ𝑒𝑎𝑑 − 111.36 (32) 
 𝐶𝑜𝐺ℎ𝑒𝑎𝑑𝑥 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 𝑤𝑟𝑡 𝑂𝐶 = 0.158 × 𝐶ℎ𝑒𝑎𝑑  − 66.71 (33) 
These equations have their limitations, since a change of head height and depth are not taken 
into consideration. Another limiting factor is that the prediction equations were generated based 
on male data only and the equations are built from two studies with only approximate results. 
However, no better prediction equation or approximation could be found in the literature. As no 
data for female subjects could be found, it was decided to use the same equations as for male 
subjects. Fortunately, the prediction equations for the CoG location are based on the head-
circumference, which means by assuming that male and female heads are of similar shape, the 
expected error is minor. For the average male and female subjects the head circumference is 
56.78 cm and 54.57 cm respectively, as shown in Table 4.3; therefore the Equations 32 and 33 
result in a head CoG location with respect to OC of 23 mm anterior and 55 mm posterior for the 
average male and 19.5 mm anterior and 48.5 mm posterior of OC for the average female subject. 
For completeness some other definitions for the CoG are given: Kang et al. [115] established the 
distance between CoG and OC in x- and z- direction as 13.7 mm and 52.4 mm respectively. Viano 
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used 50 mm as the distance between CoG and OC for a calculation of OC forces. Other 
researchers defined the CoG with respect to the auditory meatus and Frankfurt plane, e.g. Ono 
et al. [123] describes the CoG as located 5 mm anterior or the auditory meatus and 20 mm on 
the vertical line of the Frankfurt line, and Dehner et al. [81] describes the CoG as ca. 15 mm 
ventrally and cranially to the most cranial point of the external acoustic meatus. Furthermore, 
the idea of calculating the head centre of gravity based on head circumference has been also 
used by Kroonenberg et al. [20] for their computational model. Lastly it should be referred to the 
work of Giraut [158] of Yoganandan et al. [290], who individually analysed human head 
properties including the position of the head CoG. Nonetheless, the used method in the current 
research (Equations 32 and 33) gives comparable results as these aforementioned references. 
The CoG for the lumped neck segments C3 to C7 is defined in the centre of the posterior height 
of the vertebra body, i.e. in the centre of the posterior inferior (PI) and posterior superior (PS) 
point of the vertebral body. The same approximation was used by Jager [111] in his mathematical 
head-and-model and is based on the work of Merrill et al. [112]. As the posterior height of the 
vertebrae C2 includes also the dens (see Section 4.4.2), it was decided to locate the CoG for the 
neck segment C2 at one third of the resulting posterior height for a more accurate approximation 
with respect to the work of Merrill et al. [112]. Lastly, as C1 has no vertebral body and is in the 
simplified spine geometry only approximated as a line, therefore the CoG for the lumped neck 
segment C1 is defined in the centre between the anatomical locations of spinous process and 
anterior superior arch. The resulting C1 CoG location is similar to the C1 CoG location of the 
model designed by Merrill et al. [112]. 
4.4.3 Kinematic Concept and Instantaneous Axis of Rotation (IAR) 
The position of the local rotation-axis, also termed Instantaneous Axis of Rotation (IAR), is 
required to describe the kinematic concept of two adjacent rigid bodies, i.e. the Degrees of 
Freedom between two adjacent vertebrae. Various researchers [280–282] used lateral X-rays 
during voluntary head movement to investigate the IAR locations and results of these studies 
agree well with each other [111].  
Figure 4.7c shows the mechanically equivalent model of two adjacent connecting rigid vertebral 
bodies. A rigid link connects the centre of gravity of the local coordinate system of the upper 
rigid body (for vertebrae C2 to C7 this CoG is the midpoint between posterior inferior point and 
posterior superior point of the vertebral body) to a revolute joint which is at the location of the 
respective Instantaneous Axis of Rotation (IAR). A rotational spring-damper element (𝑐𝜑, 𝑑1𝜑,𝑑2𝜑) restricts the rotational movement of two adjacent rigid bodies at this location. The IAR is 
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connected to the centre of gravity of the lower rigid body using two translational spring-damper 
elements; one for axial compression/tension (𝑐𝑧, 𝑑1𝑧, 𝑑2𝑧) and one for anterior/posterior shear 
(𝑐𝑥 , 𝑑1𝑥, 𝑑2𝑥). Therefore, the IAR can move vertically and horizontally during a dynamic 
simulation.  
Each spring-damper element is designed to restrict motion with equivalent joint resistance 
(torque, force) as the surrounding soft tissues do; this is explained in detail in Section 4.4.4.  
 
 
 
 
b) Measurements for Table 4.10 are taken along and 
perpendicular to the posterior height from the posterior 
inferior point; 
 
a) Average IAR locations and standard 
deviations by Dvorak et al. [280]; 
c) Upward shift of C5C6 IAR location under rear-impact 
crash condition. Posterior edge of the C5 inferior articular 
facet shows downward movement toward the C6 facet 
surface, adapted from Ono et al. [70]. 
Figure 4.8:  Instantaneous axis of rotation (IAR). 
 
For the development of the adjustable head-and-neck model the IAR location for each rigid body 
pair needs to be established as a function of the vertebrae sizes. Figure 4.8a shows the average 
IAR location and the standard deviation (ellipsis around average position) for the adjacent 
vertebra C1C2 to C6C7; the illustration is based on experiments on 42 volunteers derived by 
Dvorak et al. [280]. The transformation of the graphical IAR description into a numerical location 
is shown in Figure 4.8b. Measurements are taken with reference to the posterior inferior (PI) 
point of the vertebral body; the first measurement is along the PH line and the second 
C1C2 
C2C3 
C3C4 
C4C5 
C5C6 
C6C7 
PS 
PI 
AS 
AI 
SP 
90° IAR 
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measurement on a perpendicular line to the PH. For the development of an adjustable model 
these two measurements are taken as a percentage of the posterior height (PH) for the first 
measurement, and as a percentage of the average between the inferior depth (ID) and superior 
depth (SD) for the second measurement. The resulting measurements for the IAR from C1C2 to 
C6C7 are given in Table 4.10. The method of describing the IAR location as a ratio of the height 
and depth of the vertebral body has been also used by Barker et al. [291], Zheng [196] and Reed 
[222]; all with comparable ratios as in the current research. 
Table 4.10:  Approximate location for IARs (Instantaneous Axis of Rotation). 
IAR 
Parallel to 
PosHt 
Perpendicular 
to PosHt 
Comment 
Head-C1 - - 4 mm posterior and 12 mm superior to OC [111, 282] 
C1C2 75% -10% Measurements based on: [280] 
C2C3 50% 20% Measurements based on: [280, 281] 
C3C4 60% 20% Measurements based on: [280, 281] 
C4C5 60% 30% Measurements based on: [280, 281] 
C5C6 70% 40% Measurements based on: [280, 281] 
C6C7 100% 40% Measurements based on: [280, 281] 
C7T1 100% 40% Same as C6C7, close approximation based on: [292] 
 
Furthermore, Table 4.10 describes the IAR for the adjacent rigid bodies of head-C1 and C7T1. The 
head-C1 IAR is located 4 mm posterior and 12 mm superior to occipital condyles (OC), this is in 
accordance with the mathematical model of Jager [111] and the volunteer study of Mameren et 
al. [282] which used cineradiography on 10 healthy volunteers of unknown gender. The C7T1 IAR 
is placed by observing a pattern in Figure 4.8a, it can be recognised that the location of the 
cervical IAR moves further anterior and further posterior for each lower vertebrae pair [54]; 
therefore it was decided to choose the same percentage values for the IAR of C7T1 as for the IAR 
of C6C7. This is in accordance with Black et al. [292] who approximate the axis of rotation for 
C7T1 at the upper central position of the body of T1. These approximation for the location of the 
IAR is especially acceptable because the computational model designed by Janson et al. [293] 
showed that the IAR location has only minor effects on the head kinematics for voluntary head 
extension. Lastly, it should be noted that the same mechanical equivalent model and the same 
specifications for the IARs are used for both male and female subjects. 
Nevertheless, the IAR studies [111, 280–282] give the IAR only under normal voluntary head 
moment. On the other hand in the JARI study [70, 73, 137, 211] the vertebrae motion kinematics 
were investigated using lateral X-ray images during rear-end impacts. While the JARI researchers 
focussed on seat performance and whiplash injury mechanisms, they also determined the IAR for 
the C5C6 segment. Although the position of the IAR under non-crash circumstances agreed with 
previous studies, the IAR location during whiplash crash conditions was found to be different; it 
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shifted upwards as illustrated in Figure 4.8c. This upwards shift increases the risk for facet 
impingement. Unfortunately, no other segments were analysed; nevertheless, this study 
introduces a challenge for designing accurate computational models. For example, Barker et al. 
[291] acknowledged that during an impact event a fixed axis of rotation is not representative for 
the natural motion of adjacent segments, but Barker et al. also described that a correct IAR shift 
would be difficult to replicate in a FE model. This obviously affects the current research, which is 
acknowledged. However, Hoover et al. [109] state that although this upwards shift is useful to 
investigate the injury mechanism, it has very little impact on head and neck movements. Hoover 
et al. do not give a justification of this claim; hence this claim is justified in the current research: 
The completed computational model was modified so that with the IAR locations placed at 
different locations, i.e. in the modified model the IAR locations for the joints C2C3 to C7T1 have 
been placed approximately at the IAR location as shown in Figure 4.8c. Then the dynamic 
responses between the original and the modified model were compared to each other. It should 
be noted that the JARI study states an upwards shift only for the joint C5C6, the implementation 
of this upwards shift to other segments is only an assumption. The comparison of the dynamic 
simulation results of these two computational models shows only minor differences; e.g. the 
maximum head angular displacement difference is smaller than 3%; the intervertebral rotation 
between adjacent rigid bodies is even smaller. Consequently, although dynamic simulation 
results differ, it was decided to ignore the upwards shift of IAR for the adjustable computational 
model, hence the IAR for the adjustable model are located as described in Table 4.10. However, 
more experimental research for the IAR locations during whiplash crash conditions would be 
useful.  
4.4.4 Nonlinear Viscoelastic Intervertebral Stiffness-Damping Functions 
The computational model uses a lumped parameter approach, i.e. it is not required to model the 
complex anatomy of the neck in detail as the dynamic neck behaviour is represented by spring-
damper elements in the intervertebral joints. These spring-damper elements are designed to 
restrict motion with equivalent joint resistance (torque, force) as the surrounding soft tissues. As 
soft tissues have viscoelastic material properties the viscoelasticity need to be modelled 
computationally. For clarification on viscoelasticity: viscoelastic materials under constant stress 
increase their deformation with time, while under constant strain decrease their stress over 
time. 
Marques et al. [294] published the book ‘Computational Viscoelasticity’ and described four main 
different modelling approaches: the ‘Maxwell’ approach consists of one spring and one damper 
in series, the ‘Kelvin-Voigt’ approach consists of one spring and one damper in parallel, and two 
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generalised approaches are the ‘generalised Maxwell’ approach consisting of the Maxwell 
approach with an additional spring in parallel, or the ‘generalised Kelvin-Voigt’ approach 
consisting of the Kelvin-Voigt approach with an additional spring in series.  
For the current research the ‘Kelvin-Voigt’ approach has been chosen, this is clearly apparent in 
Figure 4.7c. There were three considerations until the ‘Kelvin-Voigt’ approach was chosen, these 
are explained below. 
1. The generalised approaches are typically referred as the most realistic ones for 
viscoelasticity, yet generalised approaches are built of three elements (two springs and 
one damper), while the ‘Maxwell’ and ‘Kelvin-Voigt’ approaches are built of only two 
elements. This fact is important since for each element its mechanical coefficient has to 
be established, and a low number of elements are desirable for the computational 
model. Hence for simplicity the choice was made between the ‘Maxwell’ and ‘Kelvin-
Voigt’ approach. 
2. There are two tests to evaluate viscoelastic behaviour, namely ‘creep test’ and ‘relaxation 
test’. Based on these tests the ‘Maxwell’ and the ‘Kelvin-Voigt’ approaches are compared: 
o Exposure to constant stress and measuring strain (creep test): The ‘Maxwell’ 
approach does not predict creep accurately, i.e. the viscous component of strain 
increases linearly as long stress is applied, and hence exhibits unbounded creep 
(Maxwell fluid). On the other hand, the ‘Kelvin-Voigt’ approach does predict 
creep accurately, i.e. the viscous component of strain gradually decreases and 
wears off over time, so that the strain reaches a limit (asymptotic elastic 
solution). 
o Exposure to constant strain and measuring stress (relaxation test): The ‘Maxwell’ 
approach does predict relaxation accurately, i.e. the viscous component of stress 
gradually increases gradually. On the other hand, the ‘Kelvin-Voigt’ cannot be 
exposed to instantaneous strain as it would create infinite stress. 
3. The ‘Kelvin-Voigt’ approach is often used in the design of computational head-and-neck 
models [61, 88, 109, 111, 214, 226, 229]. It is sometimes furthermore mentioned that 
the spring has been modelled nonlinear [111, 226]. On the other hand, a literature 
search could not find a computational head-and-neck model which would have used the 
‘Maxwell’ approach. 
For the current research, the ‘Kelvin-Voigt’ approach uses nonlinearity for spring and damper; 
the approximation for this nonlinearity is explained in the following two paragraphs 
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The stiffness approximation: Different functions have been proposed to mathematical describe 
intervertebral stiffness. Merrill et al. [112] state that the intervertebral joint load-displacement 
curve can be very well represented by an initial linear region followed by a hyperbolic domain, 
Voo et al. [60] derived an exponential function to represent the intervertebral flexion and 
Tregubov et al. [114] used a cubic parabola in their mathematical model. However, for the 
current research it was concluded that a cubic function should approximate the intervertebral 
stiffness for the viscoelastic joint behaviour. Equation 34 shows the cubic-function approach, 
which is simple and easily adaptable; ideal for an adjustable computational model. This cubic-
function approximation agrees well with typical graphical representations of intervertebral 
stiffness, as shown in detail Section 5.1.  
The damping approximation: Unfortunately experimental intervertebral damping values are 
hardly available in the literature; therefore most previous lumped computational models 
approximated constant damping coefficients [111, 112]. However, there are exceptions which 
use time or displacement variable damping coefficients [26, 232]. Nonetheless, in the current 
research the damping characteristic for the viscoelastic joint behaviour is approximated as shown 
in Equation 35. The damping force of the damping moment is accounted with two terms, the first 
term (𝑑1 × 𝜐) represents damping which is proportional to the velocity and the second term 
(𝑑2 × 𝜐 × |𝜐|) represents damping which is proportional to the sign corrected square velocity. 
Consequently, the resulting damping force or damping moment increases progressively with 
increasing velocity (see Section 5.1.2 for reasoning).  
 𝑆𝑓𝑚 = 𝑐 × ℓ3 (34) 
 
Where 𝑆𝑓𝑚  can represent either the stiffness force or the stiffness moment, 𝑐  represents a 
corresponding stiffness coefficient, and ℓ represents linear or angular displacement respectively.  
 𝐷𝑓𝑚 = 𝑑1 × 𝜐 + 𝑑2 × 𝜐 × |𝜐| (35) 
 
Where 𝐷𝑓𝑚  can represent either the damping force or the damping moment, 𝜐 represents linear or 
angular velocity respectively, and 𝑑1 and 𝑑2 are constants chosen to give biofidelic response of the 
model. 
 
Although the same equations are used for all joints, the coefficients in these equations vary for 
each different joint. These coefficients variations apply especially to the joints of the upper 
cervical spine (joints head-C1 and C1C2), which have a unique anatomy compared to the joint of 
the lower of the cervical spine (joints C2C3 to C7T1). Since the anatomy of the vertebrae in the 
lower cervical spine is similar, other computational models have been designed with the same 
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joint properties for all these joints. In the current research on the other hand every joint 
coefficient has unique joint properties, as shown in detail Section 5.1. As the cervical spine 
deforms during a rear-end impact in the form of an S-shape, these individual joint properties 
allow a better calibration of the model response to experimental data.  
For the current research each spring-damper element is described with three coefficients, 𝑐𝑖 as 
stiffness coefficient and 𝑑1𝑖  and 𝑑2𝑖  as damping coefficients. The rotational spring-damper 
element (𝑐𝜑, 𝑑1𝜑, 𝑑2𝜑) restricts flexion and extension motion, and the two translational spring-
damper elements restrict axial compression/tension (𝑐𝑧, 𝑑1𝑧, 𝑑2𝑧) and anterior/posterior shear 
(𝑐𝑥 , 𝑑1𝑥, 𝑑2𝑥) motion. The Equation 34 and 35 are combined using the ‘Kelvin-Voigt’ approach 
and consequently give the nonlinear joint resistance equations 36 to 38, representing the 
viscoelastic joint behaviour. Equation 38 shows the resulting returning moment 𝑀𝑦 (Nm) for 
flexion/extension; Equations 37 and 38 show the resulting returning force for shear 𝐹𝑥 (N) and for 
axial motion 𝐹𝑧 (N) respectively. For each intervertebral joint the Equations 37 and 38 use joint 
specific stiffness and damper coefficients. 
 𝑀𝑦 = 𝑐𝜑 𝐹𝑙𝑒𝑥𝑖𝑜𝑛/𝐸𝑥𝑡𝑒𝑛𝑠𝑖𝑜𝑛 × ∆𝜑3 + 𝑑1𝜑 × ∆?̇? + 𝑑2𝜑 ∗ ∆?̇? × |∆?̇?| (36) 
 𝐹𝑥 = 𝑐𝑥 × ∆𝑥3 + 𝑑1𝑥 × ∆?̇? + 𝑑2𝑥 × ∆?̇? × |∆?̇?| (37) 
 𝐹𝑧 = 𝑐𝑧 × ∆𝑧3 + 𝑑1𝑧 × ∆?̇? + 𝑑2𝑧 × ∆?̇? × |∆?̇?| (38) 
For the purpose of designing an adjustable head-and-neck model the simplified approach is 
ideal. Each joint can be fully described and adapted by the coefficients. This allows a quick and 
easy modification of the viscoelastic neck behaviour and is most suitable for parametrical 
investigation. Furthermore, it gives the possibility to adapt the coefficients based on subject 
parameters.  
The joint coefficients (𝑐𝑖, 𝑑1𝑖, 𝑑2𝑖) for the Equations 36-38 consist of three parts, these three 
parts are explained in Table 4.11. The initial joint coefficients Ui are derived based on graphical 
representations of force-elongation diagrams and/or coefficients which can be found in the open 
domain, this is done in Section 5.1. However, the established initial coefficients are mostly for 
PMHS and/or are combined from different references, hence to create a homogeneous model, 
which represents living subjects, these initial coefficients are scaled with the joint scaling 
factors Vi. Each motion-coefficient (flexion stiffness, extension stiffness, rotational damping 1 & 
2, translational stiffness, translational stiffness 1 & 2) has a unique joint scaling factor; these joint 
scaling factors are derived based on parameter studies to fit the computational model response 
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to experimental sled test data, this is explained and done in Section 5.2 and 5.3 respectively. As 
experimental data representing the 50th percentile subject is used for the calibration, the 
additional anthropometric component W𝑖  is introduced to take further individual subject 
differences into account; this is explained in Section 6.1. Consequently, the effective joint 
coefficient Xi, representing the coefficients 𝑐𝑖 , 𝑑1𝑖 or 𝑑2𝑖 in Equations 36-38, is the product of 
three parts, i.e. the initial joint coefficient (Ui ), the joint scaling factor ( Vi ), and the 
anthropometric component (W𝑖). 
Table 4.11:  Overview of the different elements to derive the effective joint parameter 
Name Variable  Background 
Initial joint coefficient 𝑈𝑖 To describe intervertebral relations; derived based on graphical representations in the public domain. 
Joint scaling factor 𝑉𝑖 To scale the joint coefficients to experimental data; derived base on parameter studies. 
Anthropometric component 𝑊𝑖 Extrapolating the calibrated model to anthropometric subject differences, based on proposed based on 
anthropometric data and existing studies. 
Effective joint coefficient 𝑋𝑖 = 𝑈𝑖 × 𝑉𝑖 × 𝑊𝑖  Product of initial joint coefficient, scaling factor and anthropometric component. 
   
4.4.5 Alternative Strategies for the Design of the Computational Mechanically Equivalent 
Model 
The development of the computational model was not as straight forward as so far explained in 
the presented work. The design of the computation model has been adapted multiple times in 
several different areas, and each time the simulation results of the adapted computational 
models were compared to each other and to experimental sled test data. Using this empirical 
approach, the model design with the highest potential for the current research purpose was 
chosen. For completeness some of the major alternative strategies considered for the 
computational model design are described in this section.  
Table 2.5 in Chapter 2 shows three different concepts for existing simplified computational 
models. For this research the concept 1 and 3 have not been investigated in depth, the reason for 
this is explained in Section 3.2.1. The concept 2 (‘Computational models which lump the entire 
viscoelastic neck behaviour into the intervertebral discs’) has been chosen but there are still 
variations possible. Below alternative kinematic strategies for the concept 2 and alternative 
mathematical expression for the non-linear spring damper elements are explained.  
4.4.5.1 Alternative kinematic concepts 
This section explains alternative kinematic concepts which have been considered for the 
connection of two adjacent bodies, and why the current kinematic concept (see Figure 4.7c) has 
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been chosen. An overview of general kinematic concepts is given in Figure 4.9; for each concept 
in Figure 4.9 two bodies, their respective instantaneous axis of rotation (IAR), centre of gravity 
(CoG) and their local coordinate system are identical, but there are differences in the kinematic 
connection. 
 
 
a) Kinematic concept with only the rotational Degree of 
Freedom around the IAR; it does not allow one to mimic 
vertical or horizontal movement. 
b) Kinematic concept with the rotational Degree of 
Freedom around the IAR and one Degree of Freedom 
collinear on the line between IAR and CoG. With this 
concept the ratio of vertical to horizontal translation 
movement is geometrically fixed. 
 
 
c) Kinematic concept with the rotational Degree of 
Freedom around the IAR and two orthogonally placed 
Degrees of Freedom between the CoG and IAR 
d) Kinematic concept with the rotational Degree of 
Freedom around the IAR and two orthogonally 
placed Degrees of Freedom between the local 
coordinate system origin and CoG. The IAR is 
connected to the CoG with a rigid link 
Figure 4.9:  Different kinematic concepts to connect two adjacent bodies. Each double-sided arrow represents 
one Degree of Freedom (dof), e.g. a spring-damper element. Furthermore, the instantaneous axis of 
rotation (IAR) and the centre of gravity (CoG) are shown. 
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In the literature there are several simplified computational head-and-neck models described, all 
of which require a kinematic concept to connect two adjacent bodies. However, the kinematic 
concept is often not reported in great detail. Nevertheless, the first classification for a simplified 
computational model is whether the model allows only rotational motion (e.g. [26, 109]) or if the 
model allows rotational and translational motion (e.g. [89, 111]). For models in the literature 
with only rotational Degrees of Freedom a kinematic concept is shown in Figure 4.9a; in this 
concept the two bodies rotate about a fixed IAR position, i.e. the IAR position does not change 
over time or due to load. While this kinematic concept is simple, it does not allow mimicking 
axial or shear motion between two adjacent bodies; hence it is not suitable for the current 
research. On the other hand, there are computational models in the literature with rotational 
and translational Degrees of Freedom; interestingly no publication regarding such models could 
be found which would explain the used kinematic concept in detail. While it is often reported 
that the rotation takes places about the IAR, the exact implementation of translational Degrees 
of Freedom is not described. Consequently, their detailed kinematic concept is unknown. For the 
current research different kinematic concepts which allow rotational and translational motion 
between two adjacent bodies are considered, Figures 4.9 b to d show some of these concepts; 
these are discussed below. 
Figure 4.9b shows a kinematic concept for two Degrees of Freedom, i.e. rotation about the IAR 
and one translation. Although for this concept compression/tension and shear motion between 
two adjacent bodies is possible, these two translational movements are linked to each other with 
a fixed ratio; this ratio is defined by the location of IAR and CoG. In contrast, the kinematic 
concepts in Figure 4.9c and d have three Degrees of Freedom. The two translational Degrees of 
Freedom are placed orthogonal to each other, assuring independent vertical and horizontal 
movement. The concept in Figure 4.9c, the two orthogonal translational Degrees of Freedom are 
located between CoG and IAR, therefore the CoG keeps in position with respect to the local 
coordinate system, but the IAR changes its position based on horizontal and vertical 
displacement. The concept in Figure 4.9d, the two orthogonal translational Degrees of Freedom 
are located between local origin and CoG, therefore the CoG and the IAR change their position 
with respect to the local coordinate system based on horizontal and vertical forces. In summary, 
both of these concepts (Figure 4.9c and d) allow the location of the IAR to change with respect to 
the local origin of the lower body; this change of location is due to shear and 
compression/tension forces.  
The three kinematic concepts shown in Figure 4.9b to d have been evaluated for the use in the 
current research. The kinematic concept of Figure 4.9b is insufficient because of the fixed ratio of 
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horizontal and translational movements. The kinematic concepts of Figure 4.9c and d differ in 
terms of fixed versus moveable CoG. While for simplification of the computational model the 
neck is considered as seven rigid body segments, which implies fixed CoGs, in reality the 
assumed neck segments are not rigid, which implies that in the computational model the CoG 
should have the ability to translate. However, this displacement is not necessarily related to 
horizontal and vertical loads, meaning the kinematic concept of Figure 4.9d does not necessarily 
mimic the location of CoG more realistically. A realistic movement of the CoG would require 
additional spring-damper elements which ultimately would increase the complexity of the 
model. Hence the kinematic concept of Figure 4.9d is not necessarily better than the concept of 
Figure 4.9c. 
There are many more possibilities to connect two adjacent bodies than the options listed so far, 
all of which could be considered for the current research. For example, (i) the described 
kinematic concepts could be mixed with each other, (ii) the translational Degrees of Freedom can 
be placed with respect to the upper rigid body rather than the lower body, (iii) the orthogonal 
placed Degrees of Freedom can be aligned to the coordinate system of upper body or to global 
coordinate system rather than to the coordinate system of the lower body, (iv) a different 
connection point than the CoG can be chosen for the rigid body, or (v) additional spring-damper 
elements can be added. There are countless possibilities; however, most other possibilities either 
increase the complexity of the computational model or might have the effect that the 
translational Degrees of Freedom are no longer orthogonal. However, for the current research it 
is crucial to keep the model simple, especially since the coefficients for each stiffness-damper 
element need to be initially established and then additionally need to be adjustable for different 
anthropometric subject characteristics. 
The evaluation of simulations with different kinematic concepts revealed that the effect of the 
kinematic concept is small; indicating that it is not crucial which kinematic concept is chosen. 
With the considerations that the CoG should be fixed and that the translational Degrees of 
Freedom should be orthogonal, the concept as shown in Figure 4.9c is chosen for the 
computational model. This concept has the benefit that the spring-damper elements can be 
directly attributed to shear and tension/compression motion. 
4.4.5.2 Alternative Intervertebral Stiffness-Damping Functions 
In Section 4.4.4 the stiffness-damping functions for the intervertebral joints are explained, there 
it is shown in Equation 34 that the stiffness is approximated with a single third power term. 
Several alternatives have been considered for the current research before this simplification to a 
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single third power term was chosen; some of these considerations are discussed below. The 
rotational stiffness is discussed, but the same logic applies to the translational stiffness. 
ϕ<0: 𝑦 = −|∑ 𝑎𝑘 × 𝜑𝑘𝑛𝑘=1 | 
ϕ=0: 𝑦 = 0 
ϕ>0: 𝑦 = ∑ 𝑎𝑘 × 𝜑𝑘𝑛𝑘=1  
 
  ϕ<0: 𝑦 = −|∑ 𝑎𝑘 × 𝜑𝑘𝑛𝑘=1 | 
  ϕ=0: 𝑦 = 0 
  ϕ>0: 𝑦 = ∑ 𝑏𝑘 × 𝜑𝑘𝑛𝑘=1  
 
   ϕ<NZext: 𝑦 = −|∑ 𝑎𝑘 × 𝜑𝑘𝑛𝑘=0 | 
   NZext<ϕ<NZflex: 𝑦 = 𝑐 × 𝜑 
   ϕ>NZflex: 𝑦 = ∑ 𝑏𝑘 × 𝜑𝑘𝑛𝑘=0  
a) Method 1 uses one 
polynomial to describe 
extension and flexion 
 
b) Method 2 uses two 
polynomials to describe 
extension and flexion 
independently 
 
c) Method 3 uses two polynomials to 
describe extension and flexion 
independently and a linear term to 
describe the neutral zone; the neutral 
zone limit is different for extension 
(NZext) and flexion (NZflex). 
Figure 4.10:  Alternative intervertebral stiffness approximations considered in the current research. 
 
The basis for the intervertebral rotational stiffness are graphical representations available in the 
literature, these illustrations are shown in Section 5.1, especially Figure 5.1. In an early version of 
the computational model these graphical representations from the literature were digitalized and 
then directly included in the computational model, but this method would not allow the 
adjustment of the intervertebral stiffness to different subjects. Therefore, a simplified method is 
desirable which has the ability to be easily adjustable for different subjects, i.e. a mathematical 
adjustable stiffness equation which adequately mimics the graphical stiffness representation. The 
first choice for such a function is a polynomial of higher order, because its graphical appearance 
can be fitted to a certain appearance by changing variables within the polynomial. Although this 
method appears very reasonable there are a few facts which have to be considered. First, it has 
to be ensured that at zero displacement the load (force/moment) is zero, otherwise no 
equilibrium can ben be obtained for the computational model. Second, the number of terms for 
the polynomial should be as low as possible because each additional term increases the effort for 
the implementation in the computational model and effort to adapt this method to individual 
subject characteristics. However, more terms would increase the adaptability to a specific visual 
One polynomial for 
flexion and extension 
displacement 
load Polybomial ext. 
Polynomial flex. 
displacement 
load Polynomial ext. 
Neutral Zone (NZ) 
Polynomial flex. 
displacement 
load 
NZext 
NZflex 
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appearance. Third, the resulting stiffness force should always work against the displacement, 
hence for negative displacements the load has to be negative and for positive displacements the 
load has to be positive. Using these considerations Figure 4.10 shows three different methods 
and their respective equations to obtain the computational stiffness for the current research. 
In Figure 4.10a is the simplest method to describe the intervertebral rotational stiffness. While 
this method uses the same polynomial for extension and flexion, there are some considerations 
for this polynomial: To ensure that at no displacement there is no load, the sum for the 
polynomial equation starts at k=1. Furthermore, to ensure that the load acts against the 
displacement the graph is split into separate sections for positive (ϕ>0) and negative (ϕ<0) 
displacements, therefore not restricting if the highest order of the polynomial is either even or 
uneven. Lastly, to ensure strictly monotonically increasing graph (no local extrema or saddle 
points) the polynomial must be restricted to either only even or only uneven terms, i.e. either all 
even ak coefficients must be zero or all uneven ak coefficients must be zero. The condition for a 
strictly monotonically increasing graph also ensures that only one root for the graph exists. The 
problem with increasing the order of the polynomials is that for each higher order an additional 
ak coefficient needs to be established, which would require adjustment for subjects of different 
anthropometric characteristics. To avoid this, it is beneficial to use only one term instead of a 
whole polynomial, e.g. a single term such as in Equation 34. This equation is simple, and it can be 
fairly well adjusted to the graphs of the literature. However, since the neck behaves differently 
for flexion and extension [113] the described method cannot mimic the stiffness for flexion and 
extension independently. Consequently, Figure 4.10b shows an improved method using two 
different polynomials for flexion and extension; this method has the same considerations as for 
the method shown in Figure 4.10a. While this improved method can be better adjusted to the 
graphs of the literature, the region of very small displacement could be still improved, i.e. the 
neutral zone (the neutral zone describes the displacement for which there is little soft tissue 
resistance). Figure 4.10c shows the corresponding method: a linear term describes the neutral 
zone, which is followed smoothly by polynomial terms on both sides. Although this method has 
the best ability to be adjusted to the stiffness graphs in the literature, it is not easily adjusted to 
individual subject characteristics. It requires the definition of two polynomials and also the 
definition of the slope, start and end point of the linear term representing the neutral zone. 
Consequently, the third method (Figure 4.10c) requires three additional specifications compared 
to the second method (Figure 4.10b). 
Since for the computational model the intervertebral stiffness equation should be easily 
adjustable to subject with different anthropometric characteristics, the method shown in Figure 
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4.10b is chosen for the current research. The flexion and extension characteristic can be 
independently defined with low effort using this method, i.e. only the coefficients for the two 
polynomials need to be adjusted. To further simplify the method the polynomial is reduced to 
only one term, therefore only two coefficients need to be derived, i.e. one for flexion and one for 
extension. This is a compromise between accurate representation of the experimental data and 
easy adjustability of intervertebral stiffness to individual subjects. As shown in Section 5.1.1, the 
single term of third order (Equation 34) represents graphical literature data for most joints fairly 
well, therefore for homogeneity it was decided to use third order terms for all intervertebral 
joints. The problem with using polynomials of different order for different intervertebral joints 
would be that the adjustability of the model is more complicated, e.g. a percentile increase of all 
polynomial coefficients would affect some joints stronger than others. 
4.5 RESTRICTIONS AND CONSIDERATIONS 
This section explains the most important restrictions and considerations of the research. These 
include restrictions addressing the general research idea and design, restrictions affecting 
specific areas of the developed computational model (geometry, inertia properties) and 
restrictions which relate to the simulation settings for the multi-body calculation.  
4.5.1 General Restrictions 
The research hypothesis as given in Section 1.1 bears some general restrictions, but these were 
mostly known and accepted before the start of the research project. Unfortunately, it is not 
possible to avoid these restrictions. 
4.5.1.1 Anthropometric consistency – Anthropometric subject data versus percentile subject 
dimensions 
Anthropometry is the study of human measurements, i.e. in anthropometric studies 
measurements of human individuals are collected. Anthropometric tables list body dimension 
measurements based on a percentile; a percentile is a measure indicating the percentage 
amount of observations for which an observation falls below a group of observations. For 
example, the measurement referred as the 25th percentile indicates that 25% of all 
measurements are below the 25th percentile measurement. The 50th percentile is referred as the 
median. Such collected anthropometric subject data is used in human safety applications, i.e. 
subjects are specified using percentiles. For example, a 50th percentile male crash test study 
indicates that body dimensions and weights are equal to the average male subject 
measurements of an anthropometric study. 
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However, anthropometric tables lack the consistency within the same percentile value. These 
tables are created based on composed measurements from all investigated subjects, and each 
body dimension is statistically analysed separately. That means that different body dimensions of 
the same percentile value do not necessary comply with reality. For example, a 95th percentile 
tall person typically has very long legs (high percentile of leg length) but often has a by 
comparison short upper body (moderate percentile of upper body) [223]. Consequently, just 
because one body dimension is evaluated for its percentile value, one cannot conclude the same 
for other body dimensions. Otherwise, for example, it would be concluded that a small person is 
always slim while a tall person is always plump. 
Hence, although anthropometric subject data is closely related to percentile subject dimensions, 
it may be misleading. Reed [245] explains it as follows: Taking the mean of every anthropometric 
measurement of a group of subjects does theoretically describe the 50th percentile subject, i.e. 
the mean subject; but in reality such an subject might be only an illusion. Not even one person 
might exist in the world which has exactly all the dimensions and weights of such a 50th 
percentile subject. Therefore, Reed suggests that every specific body dimensions and weights 
should be explicit referred to as Nth percentile, or that the variance of the measurement is 
explained. 
This misinterpretation of anthropometric subject data versus percentile subject dimensions also 
affects the development of the computational model. While the model has several subject 
characteristics which can be manually adapted (e.g. height, BMI, head-and-neck circumference 
and cervical alignment), the model can also predict subject characteristics automatically. 
However, in the case when the model automatically predicts subject characteristics the problem 
between anthropometric subject data versus percentile subject dimensions is present. To give 
one example, if the weight of a subject is defined as Nth percentile and the neck circumference is 
not defined, then the model predicts the neck circumference as the Nth percentile, as explained 
in Section 4.2.1.2. Nevertheless, although such anthropometric inconsistency also applies to 
other parts of the computational model, there is often no alternative to predict anthropometric 
subject properties. Often the best solution is to link anthropometric subject characteristics which 
are affecting each other, e.g. for the current research it is argued that while it is unlikely to 
conclude from the height of a subject to the neck circumference of the subject, it may be more 
accurate to conclude from the weight of the subject to the neck circumference. Although this 
assumption is not perfect, no other method was found in the literature and hence it was 
concluded to be the best approximation possible. Furthermore, this anthropometric 
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inconsistency is the reason why additional optional subject characteristics such as the neck 
circumference are definable in the computational model. 
Lastly, allometry is to consider when talking about the misinterpretation of anthropometric 
subject data versus percentile subject dimensions. Allometry is the study of biological scaling; a 
part of allometry is the relationship between sizes and shapes of a biological object, e.g. possible 
nonlinear relationships between object size/shape and object properties. Allometric effects are 
not directly included in the development of the computational model; however, allometric 
effects are indirectly included in the prediction equations for geometry and inertia properties. 
The verification of the anthropometric properties of the developed model in Section 4.3 shows 
that the model predicts anthropometric properties sufficiently accurate, hence direct allometric 
effects are not necessary. This might be because of the simplified nature of the model, for a 
detailed finite element model allometry should be considered. 
4.5.1.2 Design of the computational model – A simplified model based on mixed literature data 
There are two main restrictions concerning the computational model design: first, the whole 
computational model is of simplified nature and second, the model is designed based on various 
different literature data. 
The simplified nature of the model does not take the complexity of a real human neck into 
account. The anatomy of a real human neck includes complex geometric features of soft and 
hard tissues; furthermore, material properties are viscoelastic and anisotropic. The developed 
computational model simplifies all such features and properties with the intention that all 
relevant information is maintained as far as possible. Nevertheless, the simplifications performed 
in the current research have to be considered. 
Also, the computational model is assembled based on different literature data, and although 
most data resembles generally a similar subject (i.e. the average or 50th percentile male subject), 
the question remains of how compatible the different literature data are. For example, 
incompatibility may arise due to differences in ethnical race, lifestyle, occupation, or other 
reasons. However, as there is no study on one consistent group of subjects including all relevant 
data, such combination of different literature data is unavoidable. It affects all modern 
computational models to some extent, e.g. mechanical properties of anatomical features are 
typically measured on cadavers, while computational models should mimic the behaviour of 
living subjects. 
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4.5.2 Restrictions of the Cervical Spine Geometry 
The main study used for the design of the cervical spine is described by Klinich et al. [244], using 
prediction equations to calculate cervical vertebrae dimensions and their alignment. 
Unfortunately, several of the prediction equations are not giving realistic results and 
consequently had to be modified, this is explained in detail in Appendix A. Furthermore, the 
study of Klinich et al. included only geometry from the head to the seventh cervical vertebra 
(C7); hence it was necessary to extend the geometry to include the first thoracic vertebra (T1), as 
discussed in Section 4.1. Due to all modifications and the extension, the resulting cervical 
geometry is limited in its accuracy. Moreover, even without these modifications and extension 
the geometry has two additional restrictions, (i) the geometry is heavily simplified and (ii) some 
prediction equations provided by Klinich et al. have a low Coefficient of Determination (R²). 
Apart from the restrictions in relation to the study of Klinich et al., the geometry has further 
restrictions. Black et al. [292] conducted a study to investigate the influence of different sitting 
positions on the spine; 30 healthy subjects were tested in four sitting positions and changes in 
head, cervical, lumbar and pelvic posture were evaluated. Their study shows that while the head 
orientation remains similar, there are significant differences in spinal angles between different 
sitting positions. Especially for the cervical spine it is mentioned that the upper and lower 
cervical regions have the potential to move independently, which may compensate for different 
sitting positions, hence the constant head orientation. Consequently, this affects also the 
geometry of the developed computational model: The cervical alignment is predicted based on 
equations provided by Klinich et al. [244], which has been produced using radiographs of 
volunteers in an automotive ‘neutral’ sitting posture. Since other sitting postures have not been 
taken into account by Klinich et al. the prediction equations used for the computational model 
are only valid for the sitting position as specified by Klinich et al. For any other sitting position, 
the Bézier angles would require manual adjustments. 
Also, a more sophisticated cervical spine prediction geometry has been published by Reed et al. 
[222] in 2017. Although this newer geometry prediction model includes a more advanced 
geometry for each vertebra, the restriction that no other sitting postures can be simulated 
remains. Also, for the current research only the position and orientation of the vertebrae is of 
importance, since no collision detection has been implemented in the model; for more 
information see the restrictions of Section 4.5.5. Therefore, it was decided not to change the 
already working computational model, especially since the required work would greatly exceed 
the benefits. Nonetheless, some ideas of the work by Reed et al. have been implemented in the 
current research to improve the geometry model by Klinich et al.; see Section 4.1. Lastly, the 
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general behaviour and the trends of both curvature models (Klinich et al. versus Reed et al.) are 
similar; meaning the dynamic simulation of the developed model would be hardly affected. 
4.5.3 Restrictions for the Inertia Properties 
The minimum subject characteristics for defining the computational model are age, gender and 
stature; hence for a fully automatic computational model the inertia properties are derived 
based on these subject specifications. However, the prediction equations for the inertia 
properties require more subject characteristics (e.g. weight, head and neck circumferences) 
which have to be defined first. However, the estimation of such additional subject characteristics 
has limitations. Also, the inertia prediction equations which use these characteristics have 
limitations. The current section explains these limitations. 
4.5.3.1 Limitations for the Body-Mass-Index (BMI) prediction 
The BMI, head and neck circumferences are based on the anthropometric study by Gordon et al. 
[272] conducted in 1988. Despite the repeat of the study by Gordon et al. [295] in 2012 the older 
version is chosen because the study of 1988 is age-wise closer to other literature studies used for 
the adjustable model, e.g. the geometry is based on radiographs taken in the mid-1970s, the 
inertia properties for head and neck are based on prediction equations published in 1980 for 
males and in 1983 for females. Nevertheless, for completeness the two studies by Gordon et al. 
[272, 295], which are 24 years apart, are compared to each other: in the study of 2012, the 
average male subject is 0.2% shorter, 8.5% heavier, and has a head and neck circumference of 
1.2% and 4.3% respectively bigger compared to the study of 1988. The average female shows a 
similar trend: 0.2% shorter, 8.8% heavier, with head and neck circumference 2.6% and 4.2% 
respectively bigger. In the study conducted in 2012, the BMI for the average male and female 
subject is 27.5 kg/m² and 25.3 kg/m² respectively. To remember, based on the study of 1988 the 
adjustable model uses as BMI for the average male and female subject 25.2 kg/m² and 23.1 
kg/m² respectively. Hence in the study of 1988 the subjects are in general slimmer than in the 
study of 2012. With the use of these lower (older) BMI values the adjustable model generates 
good results for neck inertia properties compared to literature data, see Section 4.3; which is 
another reason why it was decided to use the data of the older anthropometric study conducted 
in 1988. Lastly, the model is validated against sled test experiments; these experiments are 
conducted on subjects with a low BMI, see Section 2.12 ‘Suitable Sled Test Data for Validation’. 
Nevertheless, it should be noted that the automatically used BMI values for the current 
computational model are more accurate for subjects around 30 years ago, yet the effect of BMI is 
investigated in Section 6.3.2. 
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4.5.3.2 Limitations for the head and neck circumferences predictions 
The head and neck circumferences are calculated with the assumption of a linear relationship to 
the height and the weight of a subject respectively, as explained in Section 4.2.2.1. Hence, 
allometry (i.e. a non-linear relationship) is not considered in the current research. This is justified 
with the verification of the anthropometric properties in Section 4.3. Nonetheless, these 
equations might be improved in order to account for allometric effects; the potential increase in 
the computational effort for the computational model would be negligible. 
4.5.3.3 Limitations for the masses and moments of inertia prediction 
The calculation for head and neck mass, and the equation for head moment of inertia consist of 
several equations, which are collected from different literature sources. Each equation displays 
inaccuracies; this is particularly visible as, for example, a volume scaling factor has been 
suggested by other researchers referring the used equations. Moreover, it is hard to say how 
compatible these different equations are; the combination of different references might add 
further inaccuracies. Although all the predictions of the model have been verified to 
anthropometric studies and show good agreement, the calculation of these inertia properties 
might be improvable by a single comprehensive study which contains all relevant data. 
Unfortunately, such data could not be found in a literature search. 
Furthermore, the moment of inertia for the individual neck segments relies on a major 
simplification, i.e. the neck is modelled as stacked cylinder discs with constant density and 
constant diameter. For this simplification, general physics equations are used to calculate the 
moments of inertia; although the real human neck is considerably more complex. Yet it is 
believed that for a simplified model, as described in the current research, no better alternative is 
available. 
4.5.4 Restrictions for the Mechanical Equivalent Model 
The mechanical equivalent model used in the current research is a simplistic approximation of 
the complex real neck. While such a simplistic representation does minimise the computational 
effort, it has some limitations in terms of realistic, biofidelic behaviour.  
4.5.4.1 Limitations for the location of Instantaneous Axis of Rotations (IAR) 
The Instantaneous Axes of Rotations (IAR) between adjacent bodies are one limiting factor. As 
the name implies, the axis of rotation is only valid for one instant/moment, it is not generally 
applicable. Moreover, it has been mentioned that the location of the IAR moves during whiplash 
penetration, hence the IAR location is different between voluntary and involuntary head 
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movement. However, a range of simulations have been performed with different IAR locations to 
evaluate the importance of an accurate location of the IAR in a dynamic environment, i.e. the 
percentages as shown in Table 4.10 have been varied within reasonable ranges. The dynamic 
simulation results revealed that the IAR location has no substantial effect on the dynamic model 
responses. The definition of the IAR is therefore not crucial for the computational model. 
However, the use of IAR rather than a flexible body without constant axis of rotations means that 
it is not possible to evaluate detailed kinematics between adjacent bodies, e.g. the model is not 
capable of mimicking accurate facet-joint kinematics. For an improvement, a different kinematic 
concept for the computational model would be required, but this would increase the complexity 
of the model and would give no advantage to the research objectives. 
4.5.4.2 Limitations for the location of Centre of Gravity (CoG)  
For the simplification of the head-and-neck model the mass and moment of inertia for each rigid 
body is lumped into the centre of gravity. Although mechanically the lumping of inertia 
properties is common practice, it should be only applied to rigid bodies, but this is not the case in 
the current computational model. Each neck segment is in reality a flexible body; hence the CoG 
is not constantly at the same location. Unfortunately, because of the simplification the inertia 
properties have to be lumped into the CoG, whose location is approximated based on literature 
data. Despite that being the best method for a simplified computational model, it can never be 
fully accurate. 
4.5.4.3 Alternative mechanical equivalent models  
There are alternative mechanical equivalent models which could have been used in the current 
research; these have been described in Section 4.4.5. A different mechanical equivalent model 
may use a different kinematic concept to connect two adjacent rigid bodies, or may use different 
intervertebral joint functions to describe the intervertebral motion resistance. Moreover, there 
are other concepts possible to create a simplified computational model, as explained in Section 
2.11.  
4.5.5 Restrictions in the Dynamic Simulation 
The dynamic multi-body simulation is performed in the software MSC.ADAMS. For this 
simulation the effect of gravity and any collision detection between the rigid bodies are ignored; 
the reasons for these decisions are explained below. 
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4.5.5.1 Absence of gravity 
One limitation to this study is that gravity is not included in the computational simulation. 
Gravity has to be excluded since the masses of the rigid bodies would result in a forward tilt and 
an initial cervical compression, especially since the head centre of gravity is anterior compared to 
the centre of the cervical spine, i.e. eccentric position of the head centre of gravity. Hence the 
initial curvature of the neck would be immediately affected at the beginning of the simulation. To 
counterbalance this effect, stabilisation forces and torques would need to be applied for each 
joint of the model to mimic a person’s unconscious muscle force and therefore to retain the 
specified cervical curvature. However, these initial stabilisation loads should not be present 
during the dynamic simulation, as they would influence the dynamic behaviour of the head and 
neck. As it is unclear how and when these loads should change over time, it was decided that the 
best option is to exclude gravity in the first place. By not including the gravity in the current 
research the alteration of the initial curvature is avoided; the equilibrium position of the head-
and-neck model is the posture as defined in the adjustable model.  
Other computational models with similar simplified models as in the current research face the 
same challenge, i.e. initial muscular activity would be required for posture maintenance. 
However, publications about such models typically do not mention gravity at all, for example 
following references [26, 89, 109, 111, 112]. As an exception, Happee et al. [223] describes the 
introduction of 1g (9.81 m/s²) joint friction settings to the intervertebral joints, which restrict the 
initial deformation of the spine due to gravity. This 1g joint friction works similarly as 
implemented in ATDs. However, comparing the results of Happee et al. to comparable 
computational models without such 1g joint friction settings does not show considerable 
differences in the dynamic responses.  
A possible reason as to why the gravity can be neglected is that the resulting acceleration due to 
the impact is more substantial than gravitational forces, i.e. the horizontal acceleration of T1 
during an impact is typical several times higher than the gravitational acceleration. In addition, a 
real person requires muscle force to keep the head upright in normal driving position, but this is 
done unconsciously and the muscle force is insufficient to avoid whiplash injuries.  
In Figure 4.11 the effect of gravity on the head angle for two different computational models is 
shown. Figure 4.11a shows the effect of gravity on the simplified computational model of the 
current research, Figure 4.11b shows the effect of gravity on the detailed computational model 
designed by van Lopik [61], and Figure 4.11c shows the experimental response for which both 
computational models are verified to. The computational model by van Lopik is a multi-body 
head-and-neck model with an accurate muscle and ligament anatomy, hence anatomically more 
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detailed than the simplified computational model of the current research. Both models are 
exposed to the same T1 motion, i.e. a triangular acceleration pulse with duration of 105 ms and 
peak acceleration of 8.5g as horizontal input, with suppressed vertical and rotational motion of 
T1. This is the same T1 motion which Grauer et al. [21] used in their sled experiment on six PMHS 
head-and-neck specimen. Nevertheless, although exposed to the same acceleration pulse there 
are major differences between Figure 4.11a and Figure 4.11b. These differences are possibly due 
to the different modelling technique, different geometry and different inertia properties, but also 
due to the different onset time for the triangular acceleration, i.e. van Lopik mentions that his 
model is allowed to find its equilibrium position before the acceleration pulse is applied. This is in 
contrast to the current computational model, as no delay was given and the triangular 
acceleration starts immediately with the start of the simulation. However, the response 
differences between Figure 4.11a and Figure 4.11b are not of interest in the current section; 
information regarding the dynamic response of the computational model with respect to the 
experimental data is given in Section 5.3.2. The effect of gravity is however discussed in the 
current section: The current computational model (Figure 4.11a) shows higher head rearward 
rotation with gravity enabled, while the computational model by van Lopik (Figure 4.11b ) shows 
higher head rearward rotation with gravity disabled. However, for both computational models, 
the gravity influences the dynamic response only minor.  
 
  
a) Responses of simulations with and 
without gravity on the 
computational model of the current 
research. 
b) Responses of simulations with 
and without gravity on the 
computational model designed by 
van Lopik [61]. 
c) Experimental response obtained 
by Yale University [5, 21]. The 
effect of gravity was not 
evaluated. 
Figure 4.11:  The effect of gravity on the head angle for, a) and b) show computational responses, c) shows the 
head response of the experimental study by Yale University [5, 21]. In both computational models 
the gravity has a similar effect. The main differences of these two models are due to the different 
modelling technique, subject properties and the different delay of the applied horizontal 
acceleration. 
Although gravity has only a minor effect on the response of the model, it is decided that the 
current computational model would not include the Earth’s gravitational force. The main reason 
Gravity on 
Gravity off 
Gravity on 
Gravity off 
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for this decision is that the initial geometry, i.e. curvature, will not be affected, which is 
important for investigations of how the initial curvature changes the dynamic simulation. 
However, for the calculation of the upper neck loads gravity is included in the equations, see 
Section 2.8.1; the absence of gravity during the simulation is not a problem for the calculation of 
the upper neck loads. 
4.5.5.2 Absence of collision detection 
Another limitation to this study is that there is no collision detection during the computational 
simulation, i.e. the model does allow fictitious penetrations of neck segments. This is because 
the simplified geometry of the model, i.e. all neck segments are simplified to discs and no 
detailed geometry of the vertebrae exists. The dimensions and shape of a vertebrae is irrelevant 
for the dynamic simulation, of only importance is their position and alignment. Hence collision 
detection is impossible, meaning the head and neck motion is solely restricted by the 
intervertebral joint functions. The avoidance of collision detection also implies that it is not 
possible to investigate facet joint kinematics, although interesting for whiplash injury 
investigations; see the whiplash injury mechanism described in Section 2.7. Hence if absolutely 
necessary a possible collision of geometry (e.g. adjacent vertebrae) can only be investigated after 
the simulation by using detailed cervical spine geometry and checking whether this geometry 
would collide during the motion calculated by the dynamic simulation. 
4.6 SUMMARY 
In this chapter the development of the subject-adjustable computational model is explained. The 
computational model is fully designed using available data from the literature and is the first 
model developed for rear-end impact investigations which uses prediction equations for 
geometry and inertia properties in order to create an adjustable model. 
The developed computational model can be fully described with the subject characteristics age, 
gender and stature, all remaining geometrical and inertia properties are calculated based on 
these three characteristics. Nevertheless, additional subject characteristics can be defined to 
obtain a more accurate computational model, e.g. neck chord angle, cervical curvature, BMI, 
head and neck circumference.  
The simplified geometry and the predicted inertia properties for the computational model are 
based on available literature data in the open domain, different data is combined for the 
development of the model. A verification of geometrical and inertia properties predicted by the 
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model to properties reported in anthropometric studies shows good agreement for small, 
medium and large subjects of both genders. 
The mechanical concept of connecting the adjacent rigid bodies has been selected based on 
existing methods from other researchers and is based on initial investigations conducted for this 
research. The resulting mechanical concept connects two adjacent bodies by their respective 
instantaneous axis of rotation and by translational and rotational spring-damper elements 
representing the nonlinear joint resistance. In combination the mechanical concept mimics the 
real-world behaviour for the whole neck. 
The developed model has several simplifications, i.e. the model has a vastly simplified geometry 
and uses lumped joint resistance functions describing the resulting behaviour of all tissues in a 
global manner. These simplifications give a short execution time for a simulation compared to a 
detailed model (e.g. FE model); hence the model is ideal for large scale parametric studies. 
However, these simplifications also result in limitations, such as very basic geometry, roughly 
predicted inertia properties, simple kinematic connection between adjacent bodies and the 
absence of gravity and collision detection in the dynamic simulation. All these restrictions and 
considerations are addressed in detail in the current chapter. 
The developed model is calibrated for experimental sled test data in Chapter 5, and then based 
on the calibrated model dynamic effects due to anthropometric subject differences are 
investigated in Chapter 6.  
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Chapter 5 
CALIBRATION OF THE COMPUTATION MODEL- THE DYNAMICALLY TESTED 
COMPUTATIONAL MODEL 
In this chapter, the developed model described in Chapter 4 is calibrated with respect to existing 
experimental data. For this, appropriate viscoelastic joint properties for adjacent vertebrae are 
defined; this is achieved by using nonlinear stiffness and damping equations. However, these 
equations contain unknown coefficients which have to be adjusted to fit the model’s response to 
the response of experimental data. At first, coefficients are proposed based on PMHS 
experimental studies performed on cervical segments individually, then, these coefficients are 
scaled so that the model performs adequately compared to experimental rear-end sled test data. 
5.1 INTERVERTEBRAL STIFFNESS-DAMPING COEFFICIENT RELATIONS 
Equations 36-38 in Section 4.4.4 are showing the nonlinear joint resistance equations. These 
functions are used to mimic the neck behaviour with a simple, effective and computationally 
efficient approach. Furthermore, the joint resistance can be easily adapted by modifying of the 
coefficients, which is ideal for an adjustable model. The equations and coefficients are derived 
based on publications of intervertebral segment experiments [59, 60] and are based on 
computational models with a similar lumped parameter approach [109, 111, 112].  
5.1.1 Stiffness Coefficients Approximation 
In this section, the approximation for the joint stiffness is discussed. First of all, the cubic stiffness 
approximation is explained, and for each joint the respective joint coefficients are derived based 
on literature data. However, the available data gives identical stiffness coefficients for the joints 
C2C3 to C7T1; as an improvement, an approximation is undertaken to adjust these identical 
stiffness coefficients to establish unique stiffness coefficients for each joint.  
5.1.1.1 Cubic function approach 
For this research, a cubic-function approach, as shown in Equation 34, is chosen to represent the 
stiffness between two rigid bodies. This cubic-function approximation is based on typical 
graphical representations of intervertebral stiffnesses. This approach is used for axial 
compression/tension with the coefficient  𝑐𝑧  and for anterior/posterior shear with the 
coefficient 𝑐𝑥. However, the human neck reacts differently when subjected to either flexion or 
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extension [113]. Therefore, two different coefficients 𝑐𝜑 𝐹𝑙𝑒𝑥𝑖𝑜𝑛  and 𝑐𝜑 𝐸𝑥𝑡𝑒𝑛𝑠𝑖𝑜𝑛  are used for 
these rotations, i.e. flexion and extension. Also, the joints C0C1 and C1C2 use different joint 
coefficients compared to the remaining joints C2C3 to C7T1. This is since these upper two joints 
(i) are anatomically different compared to the remaining joints (see Section 2.3), (ii) have under 
voluntary flexion/extension a unique contribution to motion, and (iii) have considerable different 
Ranges of Motion (ROM) compared to the remaining cervical joints [296, 297]. 
Figure 5.1 shows four diagrams of load-displacement graphs; each diagram shows reference 
graphs obtained from the literature (Nightingale et al. [59], Voo et al. [60] and Jager [111]) and 
the suggested cubic-function approach imposed on the diagram. Nightingale et al. and Voo et al. 
performed segmental physical experiments to obtain load-displacement curves between 
adjacent vertebrae segments. Jager [111] describes the development of a computational model 
with similar lumped parameter approach as in the current research. Jager used for his 
computational model load-displacement curves which he generated based on several in vitro 
experimental data published in the literature. Although there are variations between the graphs 
of different references, the general appearance of a cubic function is evident in all graphs. 
Figure 5.1a shows the graphical representation of torque versus angular displacement for two 
adjacent vertebrae of the lower cervical spine. This diagram includes: for the neck segment C4C5 
the angular stiffness response measured by Nightingale et al. [59], for the neck segment C3-C6 
the static and dynamic angular stiffness response measured by Voo et al. [60], and for each neck 
segment between C2C3 to C6C7 the generated angular stiffness function based on Jager [111]. 
The remaining diagrams in Figure 5.1 show only reference graphs provided by Jager [111]. Since 
Jager provides graphs for all segments of the whole cervical spine, this reference is the most 
relevant one. The coefficients for the imposed cubic functions (Equation 34) were chosen so that 
the resulting graphs appear similar to the reference graph provided by Jager. The used 
coefficients to obtain a similar appearance are: 
 𝑐𝜑 𝐸𝑥𝑡𝑒𝑛𝑠𝑖𝑜𝑛 =  300 𝑁𝑚 𝑟𝑎𝑑−3  and  𝑐𝜑 𝐹𝑙𝑒𝑥𝑖𝑜𝑛 =  150 𝑁𝑚 𝑟𝑎𝑑−3   
for rotational stiffness of the lower cervical spine (C2-C7); 
 𝑐𝜑 𝐸𝑥𝑡𝑒𝑛𝑠𝑖𝑜𝑛 =  250 𝑁𝑚 𝑟𝑎𝑑−3  and  𝑐𝜑 𝐹𝑙𝑒𝑥𝑖𝑜𝑛 =  400 𝑁𝑚 𝑟𝑎𝑑−3   
for rotational stiffness of the upper cervical spine (C0C1); 
 𝑐𝜑 𝐸𝑥𝑡𝑒𝑛𝑠𝑖𝑜𝑛 =  450 𝑁𝑚 𝑟𝑎𝑑−3  and  𝑐𝜑 𝐹𝑙𝑒𝑥𝑖𝑜𝑛 =  250 𝑁𝑚 𝑟𝑎𝑑−3   
for rotational stiffness of the upper cervical spine (C1C2); 
 𝑐𝑥 (𝑠ℎ𝑒𝑎𝑟 𝑡𝑟𝑎𝑛𝑠𝑙𝑎𝑡𝑖𝑜𝑛) =  10 × 109 𝑁 𝑚−3 and  𝑐𝑧 (𝑎𝑥𝑖𝑎𝑙 𝑡𝑟𝑎𝑛𝑠𝑙𝑎𝑡𝑖𝑜𝑛) =  70 × 109 𝑁𝑚−3   
for the translational stiffness of all joints for axial and shear translation. 
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a) Rotational stiffness for the joints C2C3 to C6C7 b) Rotational stiffness for the joint C0C1 
  
c) Rotational stiffness for the joint C1C2 d) Translational stiffness for all joints for axial and 
shear translation 
Figure 5.1:  Intervertebral stiffness graphs provided in the open domain and suggested intervertebral stiffness 
graphs for the current research. The grey lines represent the literature references provided by Jager 
[111], Nightingale et al. [59] and Voo et al. [60]; the coloured cubic-function lines represent the 
intervertebral stiffness used for the current research. These cubic-function lines are calculated using 
Equation 34 with the coefficients provided within the box of each plot. These coefficients for the 
cubic-functions are suggested so that the resulting graphs are similar to the graphs of the most 
comprehensive data: the literature reference provided by Jager [111]. 
All response graphs from the literature (shown in Figure 5.1) are representing the average male 
subjects. Furthermore, based on publications on other computational models it is expected that 
these coefficients need to be scaled in order to match the dynamic experimental sled test data. 
For female subjects, no literature data on intervertebral stiffness has been found; consequently, 
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the male coefficients have to be used. However, different scaling factors are used (necessary) to 
fit the dynamic models’ response to female experimental data; the intervertebral stiffness is not 
a simple scaling between male and female subjects. 
The proposed cubic function approach is capable of approximating the load-displacement curves 
(diagrams) provided in the literature. In Figure 5.1a, the flexion and extension cubic-function 
approach correlates reasonably well with the graph provided by Jager. Moreover, for verification 
of the cubic function approach, it has been successfully tested if other coefficients for flexion and 
extension would be able to approximate the remaining references in Figure 5.1a. Hence, this 
proves the suitability of the proposed cubic function approach. In Figure 5.1b, the model’s flexion 
graph correlates well with the graph of Jager, while the models’ extension graph merely 
correlates. However, no amendment was undertaken as maintaining simplicity was prioritised for 
the joint stiffness equations. In Figure 5.1c, the model’s flexion and extension graph correlates 
very well with the graph of Jager. In Figure 5.1d, the model’s shear stiffness has good agreement 
with the graph of Jager, while the axial stiffness is too stiff for positive displacements (axial 
tension) and too flexible for negative displacements (axial compression). However, the flexion 
and extension properties are of higher importance for whiplash and therefore no amendment 
was undertaken for the axial stiffness. 
Further studies which include intervertebral stiffness functions [291, 298, 299] produce graphical 
representation which appear similar. However, differences of magnitude are present, possibly as 
a result of the measuring technique, subject differences or speed for the applied torque/angle. 
These listed differences led to the decision to not mix data from different origins, since it is 
unclear how compatible data from different sources are. The study of Jager [111] contains all 
relevant rotation and translation graphs for the model of the current research, therefore it was 
decided to use this study.  
There is another study which is not included in Figure 5.1, i.e. Jakobsson et al. [298]. They 
developed a computational model and obtained the data for the cervical spine stiffness from 
different sources in the literature; the stiffness data was adjusted to improve results of their 
computational research. The reason for the exclusion in Figure 5.1 is that the magnitude of 
bending torque for a given bending angle is up to approximately 80 times higher as in 
comparable studies, e.g. for a flexion angle of 0.18 rad and an extension angle of -0.2 rad the 
bending torque is 150 Nm and -150 Nm respectively. If the data of Jakobsson et al. were to be 
used in the current research, the stiffness coefficients for extension and flexion are 10 kNm-3 and 
22 kNm-3 respectively; this would be significantly higher than comparable studies. However, 
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despite these considerable magnitude differences, the general appearance of the cervical joint 
stiffness still resembles the cubic approximation.  
5.1.1.2 Independent joint coefficients for lower cervical spine 
One mentionable study was conducted by Barker et al. [291], who used two different rotation 
speeds between two adjacent vertebrae to measure the rotational stiffness, i.e. a slow speed of 
1 °/s which is comparable with other studies, and a high speed of 500 °/s to mimic the high 
angular speed during a motor vehicle accident. For both rotation-rates, the general graphical 
appearance is similar to other studies, but the magnitude of torque for a rotation increases with 
the rate of angular displacement. Therefore, the stiffness of the segments increases with the rate 
of angular displacement. The comparison of magnitude to other studies reveals that, even at low 
speed angular rotation of 1 °/s, the magnitude is on average higher than analysed in other 
studies. Barker et al. explained this difference with two effects: First, Barker et al. recorded 
torques instantaneously, while other studies let the vertebrae pairs settle for a while before 
measuring; secondly, biomechanical properties of ligaments deteriorate with age and Barker et 
al. used younger subjects than other studies. Therefore, as the stiffness graphs used by Jager 
[111] are measured by a static measurement method, it can be expected that these graphs 
require scaling. Jager in fact used stiffness scaling factors in his computational model. 
The study of Jager [111] uses the same intervertebral stiffness for all segments C2C3 to C7T1. The 
derived coefficients based on the graphical representation are 300Nm rad−3 and 150Nm rad−3 
for extension and flexion respectively. This approximation can be improved with the results from 
the high speed experiments provided by Barker et al. [291]. Barker et al. reported significant 
variations for the stiffness in different segmental levels; these differences are used to scale the 
derived coefficients accordingly. Table 5.1 shows the result for this scaling; the torque at 8° 
deflection for the high speed experiment by Barker et al. [291] is used to calculate the 
corresponding joint coefficients in a way that the average extension and flexion coefficient for 
the segments C2C3 to C7T1 are 300 Nm rad−3 and 150 Nm rad−3 respectively. The coefficients 
show a significantly higher stiffness for the cervicothoracic junction than the average cervical 
joints, which was also observed by Nightingale et al. [299].  
Table 5.2 shows a summary for the initial intervertebral stiffness coefficients of the model. These 
coefficients were deduced based on the graphical representations as explained above. Although 
Figure 5.1 shows only three cervical spine sections for the rotational stiffness (C0C1, C1C2 and 
C2-T1), the adjustable model is designed with individual rotational stiffness’s for all segmental 
levels. This increases the possibilities to adapt the model’s response, but also increases the 
number of coefficients for the model. 
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Table 5.1:  Calculation of the individual segmental intervertebral coefficients for the vertebrae levels C2C3 to 
C7T1. The torque at 8° deflection during the high speed experiment by Barker et al. [291] is used to 
calculate the pro rata corresponding coefficient so that the average coefficient over these segments 
match the coefficients derived using the study of Jager [111]. 
 
Resulting torque for an angular 
displacement of at 8° [291] 
Suggested proportional extension and flexion 
coefficients to result in an average coefficient of 300 
and 150 Nm/rad³ respectively 
Level 
Extension torque 
[Nm] 
Flexion torque 
[Nm] 
Extension stiffness 
coefficient [Nm/rad³] 
Flexion stiffness 
coefficient [Nm/rad³] 
C2C3 6.5 4 234 85 
C3C4 10 3.5 360 74 
C4C5 5 3 180 64 
C5C6 6.5 4 234 85 
C6C7 9 10.2 324 216 
C7T1 13 17.8 468 377 
     
Table 5.2:  Initial intervertebral stiffness coefficients for rotational and translational displacements for an 
average male subject. These coefficients are used in Equations 36-38 for each intervertebral joint. 
The coefficients are deducted based on graphical representations as shown in Figure 5.1. 
 
Additionally, it should be also mentioned that Jager [111] had to use a scaling factor to achieve 
reasonable results in his model validation, indicating that his provided load-displacement graphs 
in their initial scale are not able to mimic intervertebral joint behaviour. He justifies this 
modification as a result of the difference between the post mortem specimen measurements (in 
vitro) and the volunteer validation data (in vivo); the differences are attributed to different 
mechanical tissue properties as well as muscle activation. Intervertebral stiffness functions 
cannot be measured in volunteers, meaning precise experimental data for living subjects does 
not exist. In line with this, the initial derived set of coefficients in the current research (as shown 
in Table 5.2) will also have to be scaled in order to match to experimental data. 
5.1.2 Damping Coefficients Approximation 
Experimental data on intervertebral joint damping studies are rare in the literature; therefore, 
different joint damping values have been introduced for computational models. With only a few 
exceptions, computational models assume viscous (constant) damping. However, proposed 
damping coefficients in the literature vary widely.  
 Stiffness coefficient  C0C1 C1C2 C2C3 C3C4 C4C5 C5C6 C6C7 C7T1  
 Extension: 𝐜𝛗 (𝐞𝐱𝐭𝐞𝐧𝐬𝐢𝐨𝐧)  [𝑵𝒎/𝒓𝒂𝒅𝟑] 250 450 234 360 180 234 324 468  
 Flexion: 𝐜𝛗 (𝐟𝐥𝐞𝐱𝐢𝐨𝐧)  [𝑵𝒎/𝒓𝒂𝒅𝟑] 400 250 85 74 64 85 216 377  
 Anterior-posterior translation: 𝒄𝒙(𝒂𝒏𝒕𝒆𝒓𝒊𝒐𝒓−𝒑𝒐𝒔𝒕𝒆𝒓𝒊𝒐𝒓) [𝑵/𝒎𝟑] 10 × 109  
 Inferior-superior translation: 𝒄𝒛(𝒊𝒏𝒇𝒆𝒓𝒊𝒐𝒓−𝒔𝒖𝒑𝒆𝒓𝒊𝒐𝒓) [𝑵/𝒎𝟑] 70 × 109  
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To give an overview about previously used damping coefficients: Merrill et al. [112] analysed one 
of the rare experimental studies and introduced for his computational model 0.02 Nms/rad and 
25 Ns/m for rotational and translational damping coefficients respectively. However, the 
analysed experimental study was conducted on thoracic and lumbar intervertebral joints, not on 
cervical joints. Jager [111] used in his mathematical model initially 1 Nms/rad and 300 Ns/m for 
rotational and translational damping coefficients respectively, but increased these values to 2 
Nms/rad and 1000 Ns/m in order to obtain superior results. Furthermore, Jager also states that 
these values should not be taken as standard. Hoover et al. [109] designed a mathematical 
model which predicts rotational damping coefficients for each cervical joint; coefficients varied 
between 0 and 906 Nms/rad. Lastly, Himmetoglu [26] used a time-dependent rotational damping 
to simulate muscle behaviour, his coefficients varied between 2 and 14 Nms/rad. Consequently, 
there are wide ranges of damping coefficients used in computational models.  
Table 5.3 shows a summary of the initial intervertebral damping coefficients for the 
computational model. In the current research, damping is accounted for with the non-linear 
function as shown Equation 35. For the first term (𝑑1 ∗ 𝜐), representing damping as proportional 
to the velocity, it was decided to use initially 2 Nms/rad and 1000 Ns/m for the rotational and 
translational damping coefficient 𝑑1  respectively. For the second term ( 𝑑2 ∗ 𝜐 ∗ |𝜐| ), 
representing damping proportional to the sign corrected square velocity, no comparable values 
in the literature can be found. The option of including the second term in the model was chosen 
because it has been reported that the impact speed plays an important role for tissue properties 
[113], i.e. tissues have viscoelastic material properties and stiffen as the loading speed increases 
[122, 291]. With this in mind, it was decided to find values which approximately double the 
resulting damping coefficient at typical intervertebral velocities. Preliminary simulations of the 
computational model showed that such typical velocities are around 20 rad/s and 0.1 m/s for 
rotational and translational motion respectively. With this approximation, the initial coefficients 
are 0.1 Nms²/rad² and 104 Ns²/m² for the rotational and translational damping coefficient d2 
respectively. Figure 5.2 shows the effect of the proposed d2 values on the resulting damping 
resistance moment/force and the resulting damping coefficient. Figure 5.2a and b show diagrams 
for linear damping only, Figure 5.2c and d show diagrams for linear and sign-corrected quadratic 
damping for rotational and translational motion respectively. However, just as Jager had to 
modify his initial damping coefficients, in this research the coefficients 𝑑1 and 𝑑2 also have to be 
scaled during the calibration of the model. In case where the scaling factor for d2 would be set to 
zero, the model would only use the linear damping terms for which some literature data was 
found. However, this research hypotheses that a nonlinear damping, i.e. a sign corrected 
quadratic damping term, will improve the model’s response. 
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Table 5.3:  Initial intervertebral damping coefficients for rotational and translational displacements for an 
average male subject. These coefficients are used in Equation 36-38 for each intervertebral joint. 
The coefficients are based on values from previous computational models. 
 
  
a) Rotational damping without the term d2. b) Translational damping without the term d2. 
  
c) Rotational damping with the term d2. d) Translational damping with the term d2. 
Figure 5.2:  The effect of the term d2 on the resulting damping resistance moment/force and the resulting 
damping coefficient. In a) and b) the effects of only linear damping are shown, in c) and d) the 
effect of linear and sign corrected quadratic damping for rotational and translational damping are 
shown respectively. 
There is also a hypothesis that the segmental level plays a role for the damping values [291]. 
However, this is not considered in the current research as it is unclear which levels would have a 
higher or lower damping, i.e. there is no literature data allowing such a specification. 
Rotational damping coefficient  C0-T1 Translational Damping coefficient  C0-T1 d1(𝑟𝑜𝑡) [𝑁𝑚 𝑠/𝑟𝑎𝑑] 2 d1(𝑡𝑟𝑎𝑛𝑠) [𝑁 𝑠/𝑚] 1000 d2(𝑟𝑜𝑡) [𝑁𝑚 𝑠2/𝑟𝑎𝑑²] 0.1 d2(𝑡𝑟𝑎𝑛𝑠) [N s2/m²] 104 
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5.1.3 The Spring-Damper Coefficients Set used in the Computational Model 
Both the stiffness and the damping coefficients are required to specify the model. The 
combination of these coefficients is referred as the complete set of spring-damper coefficients, 
or as the complete set of intervertebral joint coefficients. 
In Table 5.4, the previously derived coefficients for stiffness and damping are combined to show 
such a complete set of intervertebral joint coefficients. This set summarises the derived 
coefficients as explained above. In terms of the different elements to derive the effective joint 
coefficients Xi, Table 5.4 represents the initial set of joint coefficients Ui (see Section 4.4.4). 
Table 5.4:  The complete initial set of spring-damper coefficients of the average male subject used. 
 
In the research by Jager [111], the intervertebral joint properties had to be calibrated to fit 
experimental data. Jager justified a scale factor with the argument that it can be considered to 
represent the difference in stiffness between in vitro and in vivo joint behaviour, and to better 
represent the increased neck stiffness because to muscle tensioning. Jager assumed that this 
scale factor applies to the same extent to each vertebral level; the chosen value for the stiffness 
scale factor is 0.6-1. However, the study also mentioned that other stiffness scale factors would 
result in similar model responses in the case of different damping coefficients. 
In the current research it is suggested that every row in Table 5.4 has a specific joint scaling 
factor Vi. However, for the eight rows in Table 5.4 only seven joint scaling factors are used, 
because for the two translational stiffnesses the same joint scaling factor is applied. The 
collective of these seven independent scaling factors are referred as the set of scaling factors. 
This set of scaling factors includes the joint scaling factors as follows: 𝑉𝑐φ(flexion) , 𝑉𝑐φ(extension) , 𝑉𝑑1(𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛𝑎𝑙) , 𝑉𝑑2(𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛𝑎𝑙) , 𝑉𝑐(𝑡𝑟𝑎𝑛𝑠𝑙𝑎𝑡𝑖𝑜𝑛) , 𝑉𝑑1(𝑡𝑟𝑎𝑛𝑠𝑙𝑎𝑡𝑖𝑜𝑛𝑎𝑙) , 𝑉𝑑2(𝑡𝑟𝑎𝑛𝑠𝑙𝑎𝑡𝑖𝑜𝑛𝑎𝑙)  
Intervertebral joint coefficient  C0C1 C1C2 C2C3 C3C4 C4C5 C5C6 C6C7 C7T1 
Extension: 𝐜𝛗 (𝐞𝐱𝐭𝐞𝐧𝐬𝐢𝐨𝐧)  [𝑵𝒎/𝒓𝒂𝒅𝟑] 250 450 234 360 180 234 324 468 
Flexion: 𝐜𝛗 (𝐟𝐥𝐞𝐱𝐢𝐨𝐧)  [𝑵𝒎/𝒓𝒂𝒅𝟑] 400 250 85 74 64 85 216 377 
Rotational damping 1: 𝐝𝟏(𝒓𝒐𝒕) [𝑵𝒎 𝒔/𝒓𝒂𝒅] 2 
Rotational damping 2: 𝐝𝟐(𝒓𝒐𝒕) [𝑵𝒎 𝒔𝟐/𝒓𝒂𝒅²] 0.1 
Translation stiffness 1: 𝒄𝒙(𝒂𝒏𝒕𝒆𝒓𝒊𝒐𝒓−𝒑𝒐𝒔𝒕𝒆𝒓𝒊𝒐𝒓) [𝑵/𝒎𝟑] 10 × 109 
Translation stiffness 2: 𝒄𝒛(𝒊𝒏𝒇𝒆𝒓𝒊𝒐𝒓−𝒔𝒖𝒑𝒆𝒓𝒊𝒐𝒓) [𝑵/𝒎𝟑] 70 × 109 
Translational damping 1: 𝐝𝟏(𝒕𝒓𝒂𝒏𝒔) [𝑵 𝒔/𝒎] 1000 
Translational damping 2: 𝐝𝟐(𝒕𝒓𝒂𝒏𝒔) [𝐍 𝐬𝟐/𝐦²] 104 
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All flexion stiffness coefficients are scaled with the factor 𝑉𝑐φ(flexion)  , while all extension stiffness 
coefficients are scaled with the factor 𝑉𝑐φ(extension) . Using two independent scaling factors 
increases the possibility to calibrate intervertebral rotations better with respect to experimental 
data.  
Huang et al. [113] observed a rough principle in their computational model: stiffness changes 
affect mainly the peak response, while damping changes affect mainly the duration of the 
response. However, obviously the real effects of stiffness and damping changes are not easily 
separated.  
5.1.4 Computational Model Complexity Variations 
The use of the scaling coefficients enables the variations of the complexity of the model, e.g. 
setting the scaling coefficient of a spring-damper element to infinite practically disables this 
element and replaces it by a rigid link; or by setting the scaling coefficient for the quadratic 
damping to zero leaves only linear damping within the system. To increase or decrease the 
complexity of the model three choices are made: 
 The Degrees of Freedom between two adjacent vertebrae are reduced from three to one 
by disabling all translational spring-damper elements.  
 The damping within the model is reduced to linear damping only by setting all d2 
coefficients to zero.  
 The intervertebral coefficients for the lower cervical spine segments C2C3 to C7T1 are 
either the same (i.e. identical) for all levels 𝑐𝜑 𝐸𝑥𝑡𝑒𝑛𝑠𝑖𝑜𝑛 =  300 𝑁𝑚 𝑟𝑎𝑑−3  and 𝑐𝜑 𝐹𝑙𝑒𝑥𝑖𝑜𝑛 =  150 𝑁𝑚 𝑟𝑎𝑑−3, or each segment has unique (i.e. different) properties as 
proposed in Table 5.4. 
With these three choices, Table 5.5 gives an overview of eight possible versions of the model. 
The amount of scaling coefficients to calibrate increases with complexity of the model, this 
furthermore means that the required time for a parameter study increases. The last column 
shows the amount of individual intervertebral coefficients within the model which are affected 
based on the scaling coefficients. These individual intervertebral coefficients could be also 
changed in order to better calibrate the model, but this exceeds the computational capability of 
the hardware used in the current research. Nevertheless, the attempt to improve the 
intervertebral rotations is briefly explained in Section 5.3.2.4. 
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Table 5.5:  Overview of the eight different versions of the computational model, the complexity increases. 
Version Degrees of 
Freedom 
damping coefficients for 
C2C3 to C7T1 
Scaling Coefficients to 
calibrate 
Individual intervertebral 
coefficients 
1.1 rotational only linear only identical 3  (Cflex, Cext, D1rot) 7 
1.2 rotational only linear only different 3  (Cflex, Cext, D1rot) 17 
1.3 rotational only linear and quadratic identical 
4  
(Cflex, Cext, D1rot,D2rot) 8 
1.4 rotational only linear and quadratic different 
4  
(Cflex, Cext, D1rot,D2rot) 18 
2.1 
rotational and 
translational linear only identical 
5  
(Cflex, Cext, D1rot, Ctrans, D1trans) 10 
2.2 
rotational and 
translational linear only different 
5  
(Cflex, Cext, D1rot, Ctrans, D1trans) 20 
2.3 
rotational and 
translational 
linear and 
quadratic identical 
7 
(Cflex, Cext, D1rot,D2rot, Ctrans, D1trans, D2trans) 12 
2.4 
rotational and 
translational 
linear and 
quadratic different 
7 
(Cflex, Cext, D1rot,D2rot, Ctrans, D1trans, D2trans) 22 
      
There are two reasons why eight different versions of the computational model are used for the 
current research. The first reason is that the effect of each level of complexity can be observed 
individually; hence comparing the simulation results of each subsequent version of the model 
shows the contribution of the increased complexity. The second reason is that initially only the 
most complex version of model, i.e. version 2.4, has been developed, but this version showed 
difficulties during the calibration to experimental data. Moreover, in the literature it was 
reported that existing less complex computational models show adequate performance with 
respect to experimental sled test data, e.g. the model by Jager [111] (which is similar to version 
2.1) and the model by Himmetoglu [26] (which is similar to version 1.1). Hence with different 
versions of the model the performance of existing computational models can be evaluated. In 
Section 5.3 the different versions of the model are calibrated to experimental data. 
5.2 METHODS FOR THE OPTIMISATION OF THE COMPUTATIONAL MODEL 
The biofidelity of the computational model is evaluated by comparing how well the 
computational model responses align with respect to experimental sled test responses. 
The computational model of the current research uses intervertebral joint properties (non-linear 
stiffness and damping functions) to approximate the neck behaviour. However, in Section 4.4.4 it 
is mentioned that the initial joint properties are not obtained (and hence not suitable) for impact 
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conditions and need to be scaled. Therefore, independent scaling factors for the stiffness and the 
damping values are introduced to the computational model. The optimisation of the model 
means the establishment of the most suitable values for these scaling factors. 
For each computational simulation several response graphs are produced by the computational 
model, these several computational response graphs need to be compared to respective 
experimental response graphs. A single coefficient for comparison, i.e. the ‘biofidelity rate’ (𝑅𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ) as explained in Section 3.2.4, is used for this comparison. Consequently, the aim for 
the optimisation is the establishment of scaling factors which maximise the biofidelity rate. 
 
Figure 5.3:  Visualisation for the optimisation of the computational model. 
a) Block diagram for one simulation: The procedure to perform one single simulation starts with the 
preparation of the model and ends with the biofidelity rate as result. 
c) Manual establishment of scaling factors: A range of simulations are predefined, all simulations are 
performed, and the best performing simulation is established. 
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Figure 5.3 shows three visualisations for the optimisation of the computational model. Figure 
5.3a shows the block diagram for the comparison procedure for one simulation, while Figure 
5.3b and c show schematically an automatic and a manual procedure to find the most suitable 
scaling factors respectively. These three visualisations are explained in detail below. 
Figure 5.3a shows the process for the comparison of simulation and experimental responses 
conducted for each simulation. As preparation the computational model is assigned scaling 
factors which should be investigated, also the experimental set-up characteristics is prepared 
accordingly. After the execution command is given, the computational simulation is performed 
which gives dynamic responses for head and neck motions, in the next step these motions are 
compared to the experimental responses and the biofidelity rate is calculated. The biofidelity 
rate can be taken to compare different simulations to each other; thereby it allows establishing 
which combination of scaling factors is the most suitable one.  
Computational models often produce responses which are different in comparison to 
experimental investigations; hence, the modification of modelling assumptions is not 
uncommon. Classically, this is achieved by a trial-and-error approach, yet modern computational 
algorithms are using systematic approaches [300]. A broad class of computational algorithms 
exist that rely on repeated sampling to improve numerical results, i.e. in terms for the current 
research the automatic establishment of scaling factors.  
Figure 5.3b visualises an automatic establishment procedure using a computational algorithm. 
The computational algorithm defines automatically new scaling factors aiming to improve the 
biofidelity rate. For the current research the MATLAB® command ‘fmincon’ has been used, a 
nonlinear programming solver which allows the definition of constraints such as the upper and 
lower limits for the scaling factors. Under these considerations, the computational algorithm 
repeatedly executes simulations until the optimum scaling factors are established. However, the 
established most biofidelic simulation by this automatic method did not meet the expectations 
of the computational model, i.e. although the biofidelic rate was high, the visual appearance of 
the simulation response to experimental response was considerably different. Alterations to the 
computational model, modifications to the CWFs (Credibility Weight Factors) used for the 
biofidelity rate calculation (see Section 3.2.4) and adjustments to the fmincon-constraints were 
not able to make considerable improvements. Therefore, it was apparent that the method of 
using a computational algorithm is not suitable. It was decided to use a more simplistic and 
straight forward approach (trial-and-error approach) in order to better understand the behaviour 
of the computational model. 
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Figure 5.3c shows such a simpler approach to establish the scaling factors. Instead of a 
computational algorithm which automatically adjusts the scaling factors, a set of simulations is 
beforehand defined with predefined combinations of scaling factors to investigate. All of these 
simulations are conducted one by one, and then the individual biofidelity rates are compared. 
The comparison reveals the best performing simulation, i.e. the most suitable scaling factors are 
determined. However, it should be noted that only the best combination of scaling factors out of 
the beforehand defined simulations can be found. For an additional improvement of the scaling 
factors the explained procedure needs to be conducted more often. Nevertheless, also for the 
trial-and-error approach the computational model did not meet the expectations for the 
computational model. 
Both approaches, i.e. the automatic computational algorithm approach (Figure 5.3b) and the 
manual trial-and-error approach (Figure 5.3c), have been performed in the attempt to optimise 
the computational model. However, for neither approach the expectations of the computational 
model could be met, i.e. the computational responses did not adequately represent the 
experimental responses. This led to the conclusion that the suggested biofidelity rate is not 
representative enough, i.e. it is not possible to solely rely on the model optimisation by 
maximising the biofidelic rate. The calculation of the biofidelity rate (see Section 3.2.4) relies on 
the statistical expression ‘Coefficient of Determination’, yet this method is not an adequate 
measure for the evaluation of time-history graphs of the current research. The Coefficient of 
Determination works on the method of least-squares and is simple, yet it does not explicitly take 
shape or time-offset discrepancies of a time-history response into account. Therefore, instead of 
solely relying on maximisation of the biofidelity rate, it was decided to use the biofidelity rate as 
initial indication, but afterwards an additional visual inspection of the time history appearance is 
performed. This two-step procedure is better conducted with the trial-and-error approach 
(Figure 5.3c) as it gives more possibilities to manipulation. Therefore, several trial-and-error 
studies (parameter studies) can be conducted one after the other, while for each new parameter 
studies the scaling factors are gradually redefined manually. Hence, multiple of these parameter 
studies are conducted in order to calibrate the computational model; each parameter study 
often includes several hundred (a few thousand) simulations, and each simulation uses a 
different combination of scaling factors. The calibration of the computational model to 
experimental studies is shown in detail in Section 5.3. 
In addition, it should be mentioned that it was also considered to improve the method for the 
calculation of the biofidelity rate. However, as this would not improve the overall behaviour of 
the model it was avoided to do so. With an improved method of calculating the biofidelity rate 
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the automatic computational algorithm approach (Figure 5.3b) could have been possibly used, 
yet the overall biofidelity of the computational model and the conclusions of the current 
research would not be affected.  
5.3 OPTIMISATION OF THE COMPUTATIONAL MODEL  
The optimisation of the computational model is conducted with the aid of several parameter 
studies, i.e. several trial-and-error approaches as explained in the previous section. Yet these 
several parameter studies are necessary for a single version of the model and for a single 
experimental study, and since there are different versions of the model and also different 
experimental studies, the total number of parameter studies is considerable.  
There are eight different versions of the computational model (see Section 5.1.4, Table 5.5), one 
of the differences between these versions is about the coefficients for the segments C2C3 to 
C7T1, which can be either the same (versions 1.1, 1.3, 2.1 and 2.3) or can be different (versions 
1.2, 1.4, 2.2 and 2.4). The calibration method for the versions with the same coefficients for C2C3 
to C7T1 is as follows: The four versions of the model with the same coefficients for the segments 
C2C3 to C7T1 are versions 1.1, 1.3, 2.1 and 2.3. Out of these four versions, versions 1.1 and 2.1 
have ‘linear only’ damping, while versions 1.3 and 2.3 have ‘linear and quadratic’ damping. 
Therefore, versions 1.1 and 2.1 can be simulated using versions 1.3 and 2.3 respectively, in the 
case when the quadratic term (d2) is set to zero. However, calibrating only for versions 1.3 and 
2.3 and then concluding for versions 1.1 and 2.1 respectively is not possible; the quadratic 
damping term (d2) indirectly affects the scaling factors. Consequently, all four versions of the 
model (versions 1.1, 1.3, 2.1 and 2.3) have to be investigated individually. The calibration method 
for the versions with different coefficients for C2C3 to C7T1 different (versions 1.2, 1.4, 2.2 and 
2.4) is identical, i.e. same logic applies. 
This research uses a manual establishment of intervertebral joint scaling factors (as visualised in 
Figure 5.3c), requiring multiple parameter studies to be conducted in order to establish the 
scaling factors; an overview for these parameter studies is given in Table 5.6. At first, a parameter 
study is performed to find the set of scaling factors for the four model versions 1.x (versions 1.1, 
1.2, 1.3 and 1.4). The determined set of scaling factors is then redefined by at least one 
additional parameter study to improve the set of scaling factors. Consequently, at least two 
parameter studies are conducted to establish all the scaling factors for the four model versions 
1.x. The established rotational scaling factors are used as the initial rotational scaling factors for 
the four remaining model version 2.x. The following parameter study is performed on the four 
model version 2.x (versions 2.1, 2.2, 2.3 and 2.4) to find the first approximation of translational 
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scaling factors. Then, the derived set of scaling factors is again redefined with at least one more 
parameter study, before the final set of scaling factors is established. Consequently, at least two 
parameter studies are conducted to find the scaling factors for the four model version 1.x, and at 
least two additional parameter studies are performed to find the scaling factors for the four 
model version 2.x. Hence, a total amount of at least four parameter studies is conducted for each 
model version 2.x. 
Table 5.6:  Overview for the parameter studies conducted in order to establish the intervertebral joint scaling 
factors. 
Parameter 
study 
Included versions of 
the model 
Varying scaling factors Objective 
𝟏 
1.x (1.1, 1.2, 1.3 and 1.4) 
Only rotational ones, as the 
versions of the model do not 
include translational movement. 
Finding the initial scaling factors for the 
rotational spring-damper elements 𝟐 to 𝒊 
(𝒊 ≥ 𝟐) Establishing all required scaling factors for the model versions 1.x 𝒊 + 𝟏 
2.x (2.1, 2.2, 2.3 and 2.4) 
Only translational ones, the 
rotational ones from the previous 
parameter study are used. 
Finding the initial scaling factors for the 
translation spring-damper elements. 𝒊 + 𝟐 to 𝒋 
(𝒋 ≥ 𝒊 + 𝟐) All scaling factors are varied. Establishing all required scaling factors for the model versions 2.x 
 
For each performed parameter study, a full factorial design is undertaken with up to six scaling 
factor changes. The lower and upper limits for all scaling factors are 0.3 and 10 respectively. 
These limits are chosen that no substantial unrealistic joint properties arise. However, there is no 
clear boundary between a realistic and an unrealistic scaling factor; therefore, the proposed 
limits are generously chosen. That means that any scaling factor which reaches its upper or lower 
limit should be evaluated for plausibility.  
It should be noted that it was tried to undertake only a partial factorial design with a following 
Design of Experiments (DoE) analysis. The variable to optimise in the DOE was the weighted-
average Coefficient of Determination (𝑅𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ) as explained in Section 3.2.4. However, this 
method was not satisfying; the model responses are too complex to be able to be represented by 
a single regression value (compare Section 5.2) and can therefore not be predicted by DoE. 
In the following subsections the computational model is compared to some of the physical 
experiments shown in Section 2.12. The computationally represented subject is always adjusted 
as close as possible to the physically subjects in the experimental test; for non-existing physical 
subject information, e.g. cervical curvature, the automatic predictions of the computational 
model are used. For more information regarding the used sled test data see Section 2.12. 
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5.3.1 Calibration to Experimental Study A 
The first experimental study used for the calibration of the computational model is study A (see 
Section 2.12, Table 2.6): a volunteer study with recorded T1 motion; all specifications for the 
computational model to represent the average subject in this study are shown in Figure 5.4.  
  
a) T1 horizontal acceleration [m/s²] b) T1 vertical displacement [mm] 
 
    
 Age [years] Averaged: 24  
 Gender male  
 Height [cm] Averaged: 175  
 
Bézier angle [°]  
superior / inferior Predicted: 10.2 / 3.4  
 Neck chord angle [°] Assumed: 11  
 BMI [kg/m²] Averaged: 22.86  
 
Head circumference 
[cm] Predicted: 56.56  
 
Neck circumference 
[cm] Predicted:3 6.38  
    
c) T1 rotation [°] d) Subject specifications 
Figure 5.4:  Specifications for the computational model to mimic the average subject taking part in study A, i.e. 
a-c) T1 motion and d) subject information. Published data [117, 228] for this study is either 
averaged, mathematically predicted or assumed to closely represent the study. 
 
This study provides six response diagrams suitable for the calibration: 1) Head w.r.t. ground 
rotation [°]; 2) Head w.r.t. T1 rotation [°]; 3) Head horizontal acceleration [m/s²]; 4) Head angular 
acceleration [rad/s²]; 5) OC w.r.t. T1 x-displacement [mm]; 6) OC w.r.t. T1 z-displacement [mm]. 
All these response graphs are classified as global diagrams; no intervertebral diagrams are given 
for this experimental study. The individual response graphs for all individual volunteers are 
published, however, it is unknown which graph belongs to which subject. Therefore, the 
simulation results are compared to the average of these individual experimental responses. 
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After performing several parameter studies as described in Sections 3.2.4 and 5.2, the final sets 
of scaling factors for all versions of the model are shown in Table 5.7. Each row represents for 
one version of the model the final set of scaling factors. 
Table 5.7:  Final scaling factors for the experimental study A. Each line represents the corresponding set of 
scaling coefficients for the respective model version.  
Version 𝑽𝒄𝛗(𝐟𝐥𝐞𝐱)  𝑽𝒄𝛗(𝐞𝐱𝐭)  𝑽𝒅𝟏(𝒓𝒐𝒕)  𝑽𝒅𝟐(𝒓𝒐𝒕)  𝑽𝒄(𝒕𝒓𝒂𝒏𝒔)  𝑽𝒅𝟏(𝒕𝒓𝒂𝒏𝒔) 𝑽𝒅𝟐(𝒕𝒓𝒂𝒏𝒔)  
1.1 1.2 0.6 1.9 0 
disabled 1.2 1.2 0.6 1.9 
1.3 0.3 0.3 1.5 10.0 
1.4 0.3 0.3 1.5 10.0 
2.1 0.7 0.3 1.9 0 1.2 4.5 0 
2.2 0.7 0.3 1.9 1.2 4.5 
2.3 0.3 1.0 1.5 7.5 0.3 5.5 8.0 
2.4 0.3 1.0 1.5 7.5 0.3 5.5 8.0 
 
The observation of Table 5.7 shows that there are always two versions of the model which share 
the same set of scaling factors. Versions 1.1 and 1.2; versions 1.3 and 1.4; versions 2.1 and 2.2 
and versions 2.3 and 2.4 have the same scaling factors. The different versions of the model are 
described in Table 5.5; two versions with the same scaling factors have only one difference: while 
one version uses the same coefficients for the segments C2C3 to C7T1, the other version uses 
individual coefficients.  
Furthermore, two versions of the model which share the same set of scaling coefficients have 
also virtually identical response graphs, i.e. the differences are not visible in time-history graphs 
and therefore no separate figures are provided in the current work. Consequently, it is 
established that for the stiffness coefficients for segments C2C3 to C7T1 have no substantial 
effect on the simulation output, neither individual nor identical stiffness coefficients perform 
better or worse. 
5.3.1.1 Calibration graphs 
In the experimental study, several volunteers were tested under the same crash conditions, some 
of them twice. Time history diagrams show the individual responses of these tests, but no 
information is provided to determine which response belongs to which subject. Figure 5.5 shows 
simulation responses superimposed on the individual volunteer responses of the experimental 
study. Only the model versions 1.2, 1.4, 2.2 and 2.4 are displayed as the remaining model version 
1.1, 1.3, 2.1 and 2.3 are almost perfectly aligned in the time history diagrams. For simplification, 
the term ‘original model’ refers to a model without joint scaling factors and the term ‘calibrated 
model’ refers to a model with adjusted joint scaling factors. The diagrams of Figure 5.5 are 
evaluated below in terms of shape and size.  
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a) Head w.r.t. ground rotation responses of the 
original model. 
b) Head w.r.t. ground rotation responses of the 
calibrated model. 
  
c) Head w.r.t. T1 rotation responses of the original 
model. 
d) Head w.r.t. T1 rotation responses of the calibrated 
model. 
  
e) Head horizontal acceleration w.r.t. local coordinate 
system responses of the original model. 
f) Head horizontal acceleration w.r.t. local coordinate 
system responses of the calibrated model. 
(Figure 5.5 – caption on page 171) 
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  g) Head angular acceleration responses of the original 
model. 
h) Head angular acceleration responses of the 
calibrated model. 
  i) OC w.r.t. T1 vertical displacement responses of the 
original model. 
j) OC w.r.t. T1 vertical displacement responses of the 
calibrated model. 
  k) OC w.r.t. T1 horizontal displacement responses of 
the original model. 
l) OC w.r.t. T1 horizontal displacement responses of the 
calibrated model. 
Figure 5.5:  The different versions of the model (1.2, 1.4, 2.2 and 2.4 as described in Table 5.5) compared to the 
experimental data of study A. The individual volunteer responses are provided by van der Horst 
[228]. As original model it is referred to a model without joint scaling factors, as calibrated model it 
is referred to a model with joint scaling factors. Legends include 𝑅𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ values in curly brackets. 
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Figure 5.5a-d, head w.r.t. ground rotation [°] & head w.r.t. T1 rotation [°]: All four versions of the 
model which do not use scaling factors showed that the model is more flexible than the 
experimental response, i.e. the head rotation is too high. On the other hand, all four versions of 
the model which use the proposed scaling factors show very good agreement with the 
experimental response in terms of shape and size. 
Figure 5.5e-f, head x-acceleration [m/s²]: For all versions of the model, the dynamic responses of 
the calibrated model improve only a little compared to the original model. The computational 
model has decisive differences in comparison with the experimental response. It should be also 
noted that the individual experimental results show high variations to each other, but a general 
pattern can be recognised. A positive peak acceleration takes place at around 150 ms, which 
decreases to a steady negative acceleration at around 200 ms. All four original versions of the 
model fail to mimic both of these characteristics. In contrast, the four calibrated versions of the 
model show the prominent positive peak at around 140 ms, but no version experiences a steady 
negative acceleration afterwards. Unfortunately, several attempts of modifications to the model 
were not able to improve this characteristic. 
Figure 5.5g-h, Head angular acceleration [rad/s²]: The individual responses of all volunteers are 
remarkable consistent with each other; a negative peak at around 80 ms is followed by a 
fluctuating acceleration about zero afterwards. Interestingly, already the original versions of the 
model show a good agreement to the experimental individual responses, which are slightly 
improved in the calibrated versions of the model. 
Figure 5.5i-j, OC w.r.t. T1 vertical translation [mm]: The individual volunteer responses show an 
initial positive peak of about 5 mm at around 100 ms; afterwards there is an almost steady 
decrease of displacement. It should be noted that this measurement is taken with respect to the 
changing coordinate system of T1; hence, while the obvious interpretation of this graph is a neck 
elongation, this graph has to be evaluated along the graph for the head rotation w.r.t. T1. At the 
time of the initial positive peak occurrence (around 100 ms), the head rotation w.r.t. T1 is about 
0°, therefore at this period it is possible to conclude that the neck indeed elongates at that time. 
From the four calibrated versions of the model, always two versions perform similar, versions 1.2 
and 1.4 have similar response graphs, but 2.2 and 2.4 have another similar response graph. The 
calibrated versions 1.2 and 1.4 perform slightly better than the calibrated versions 2.2 and 2.4. 
The versions 1.2 and 1.4 (the versions with disabled translational Degrees of Freedom between 
two adjacent bodies) do not show the initial peak but have otherwise a very good agreement 
with the experimental response. However, that good agreement comes with the cost that these 
models have too much head rotation with respect to ground and T1. The simulations in the 
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parameter studies either had a good z-displacement or a good head rotation, but had never 
both. Therefore, it is a compromise, and the head rotation is prioritised over the head vertical 
displacement. The resulting calibrated versions 1.2 and 1.4 show that the OC w.r.t. T1 vertical 
displacement does not show the initial peak and afterwards fails to show a big enough decrease.  
The versions 2.2 and 2.4 (the versions with enabled translational Degrees of Freedom between 
two adjacent bodies) show at around 90 ms a negative peak, which would suggest that a neck 
compression is taking place, but this is in contradiction to the individual experimental responses. 
This negative peak is followed by a positive peak and afterwards an almost steady decrease of 
displacement. The calibrated versions 2.2 and 2.4 still show a similar characteristic, but with less 
pronounced peaks. Also, the calibrated versions 2.2 and 2.4 have almost the same appearance as 
the calibrated versions 1.2 and 1.4. This can be explained as the calibration suggested a high 
scaling factor for translational quadratic damping, which effectively massively limits all 
translational motions. 
Figure 5.5k-l, OC w.r.t. T1 horizontal translation [mm]: The horizontal displacements between the 
occipital condyle and the T1 are similar between the original and the calibrated versions. In both 
cases the initial positive displacement is missing, and the decrease of displacement occurs 
around 25 ms too early. Towards the end, the original versions show more deflection than the 
calibrated versions. There are again distinct differences between the versions with disabled 
translational Degrees of Freedom (versions 1.2 and 1.4) and enabled translational Degrees of 
Freedom (versions 2.2 and 2.4). The calibrated versions 2.2 and 2.4 have a higher displacement 
than the calibrated versions 1.2 and 1.4, which is more similar to the experimental responses. 
Therefore, the calibrated versions 2.2 and 2.4 perform slightly better as the calibrated versions 
1.2 and 1.4, which is the opposite compared to the vertical displacement. 
 
In summary, all eight versions of the computational model have roughly similar response graphs. 
The biggest visible differences in the response graphs are between the versions which include 
and versions which exclude intervertebral translations; i.e. versions 1.1 to 1.4 and versions 2.1 to 
2.4 respectively. The second biggest difference in the response graphs is visible between the 
versions which include and versions which exclude the quadratic damping term; i.e. versions 1.1, 
1.2, 2.1, 2.2 and versions 1.3, 1.4, 2.3, 2.4 respectively. There is almost no effect on the dynamic 
responses, regardless whether the model uses identical or uses different C2-C7 joint stiffness 
coefficients; i.e. versions 1.1, 1.3, 2.1, 2.3 and 1.2, 1.4, 2.2, 2.4 respectively.  
For completeness, it is mentioned that several other researchers have used the same 
experimental volunteer study for verification and validation purposes, e.g. this volunteer study 
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has been used to evaluate physical crash test dummies [117, 121] and other computational 
models [26, 113, 116, 228]. Himmetoglu et al. [26] gives a comparison of two physical crash test 
dummies and two computational models all compared to the same experimental sled test study. 
In the current thesis the numerous time-history graphs required for extensive comparison are 
not given; nonetheless, it can be said that the computational model of the current research has 
superior responses than physical crash test dummies and has about the same biofidelity as other 
computational models. Hence, the current computational model performs adequately despite 
the simplistic and lumped parameter design. 
5.3.1.2 Evaluation of the calibration graphs 
For the original versions of the model, i.e. no joint scaling factors, the head rotational 
acceleration showed good agreement with the experimental data, although the respective 
original displacement graph (head rotation) showed that the model is too flexible. This highlights 
the sensitivity of the acceleration; despite a good agreement of acceleration the displacement 
might be incorrect. This should be considered for the diagram of the head x-acceleration: the 
computational x-acceleration fits only marginally to the experimental measured x-acceleration, 
but as experimental x-displacement is not provided in a publication, and hence it is not possible 
to evaluate how biofidelic the computational x-displacement is. 
The biggest discrepancy for the model calibration is for the vertical displacement of OC with 
respect to T1 (Figure 5.5j). While the experimental data shows an elongation of the neck of about 
5 mm at around 100 ms, the model predicts a compression of the neck at the corresponding 
time. To find an explanation for this discrepancy Fusako Sato was contacted; an employee at 
Chalmers University and JARI. She has access to the original sled test data, performed similar sled 
tests on her own and is a co-worker of Johan Davidsson, a main author of some of the original 
publications [117, 121] about this experimental sled test study A. With access to the original data 
Fusako Sato kindly provided some answers: While on the video and x-ray images there is hardly 
any displacement visible for the first 83 ms, the head is moving slightly backwards; this motion 
result in a straitening of the cervical spine. During this phase, the neck elongation might occur. 
The neck elongation might be affected by the initial sitting posture, volunteers’ spinal alignment, 
orientation of T1 etc. It was also mentioned that the head angular displacement w.r.t. T1 shows a 
similar peak as the OC w.r.t. T1 z-displacement, which might be connected. The experiments 
conducted by Sato et al. [40] show similar characteristics as the study of Davidsson et al. [121]. 
The schematic view of the instrumented volunteer is shown in Figure 5.6 [121]. X-ray images of 
the instrumented volunteer have been used to identify the location of the OC with respect to the 
head rig, the OC kinematics were calculated based on the two head rig film targets. T1 and the 
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sternum skin film targets are used to estimate the location and rotation of T1. The resulting OC 
displacements are with respect to the anatomical coordinate system of T1. 
To further discuss the discrepancy of the vertical displacement between OC and T1, Figure 5.7 
shows the T1 vertical displacement and the vertical OC w.r.t. T1 displacement in the same image. 
The data suggests that the neck elongates about 5 mm at around 100 ms, while at the same time 
the T1 moved around 20 mm upwards. Combined this would require that the head moves in 
total around 25 mm upwards. Such a head upwards movement is not mentioned in the 
publications about this sled test study. On the contrary, it has been reported in other studies that 
the neck undergoes an initial phase of compression [71, 72]. 
 
  
Figure 5.6:  Schematic view of the instrumented 
volunteer [121]. 
Figure 5.7:  Experimental time histories for the OC 
w.r.t. T1 z-displacement and T1 z-
displacement. Two graphs provided by 
Davidsson et al. [121] combined. 
5.3.1.3 Effect of initial cervical curvature 
The initial cervical posture of the subjects in the experimental study is unknown; therefore, the 
calibration was performed with an automatically predicted cervical alignment. The model 
predicted an inferior and superior Bézier angle of 3.3° and 11.2° respectively, while the neck 
chord angle was set to the default value of 11°. To see the effect of initial cervical curvature and 
posture on the OC w.r.t. T1 displacement, a new parameter study is conducted using three 
changing variables: inferior and superior Bézier angle, and the neck chord angle. The values for 
both Bézier angles are varied to values of 0°, 3°, 6°, 9° and 12°, which give straight, lordotic, s- 
and inverse S-shaped curvatures. The neck cord angle was varied with values of -12, -6, 0, 6 and 
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12°. A full factorial parameter study of 125 simulations is performed on all eight versions of the 
model, resulting in 1000 simulations.  
  
a) Head w.r.t. ground rotation responses [°] b) Head w.r.t. T1 rotation responses [°] 
  
c) Head horizontal acceleration responses [m/s²] d) Head angular acceleration responses [rad/s²] 
  
e) OC w.r.t. T1 vertical displacement responses [mm] f) OC w.r.t. T1 horizontal displacement responses [mm] 
Figure 5.8:  Traces of all 1000 simulations in the parameter study to evaluate the effect of initial cervical 
curvature. The individual volunteer responses are provided by van der Horst [228]. 
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Figure 5.8 shows the traces of all these simulations in the parameter study. The initial cervical 
alignment shows only little effect on the head w.r.t. ground and head w.r.t. T1 rotation, head 
horizontal and head angular acceleration. All traces are close to each other. However, the vertical 
and horizontal displacement of OC w.r.t. T1 is affected by the initial cervical alignment. 
Nevertheless, in both displacement-diagrams the model responses showed only minor 
improvement to experimental data. Also, in neither diagram does the model show an initial 
positive distance of the OC w.r.t. T1 displacement as the experimental data does. Consequently, 
this parameter study shows that the initial cervical alignment of the model has no major 
contribution to the global head motion.  
In an attempt to improve the OC w.r.t. T1 displacements an additional parameter study with a 
modified T1 motion is conducted. The computational model is generally driven by the T1 motion 
described in x-acceleration, z-displacement and y-rotation; for the additional parameter study 
the T1 z-displacement is disabled. The variation of cervical curvature parameters remains 
unchanged: 125 simulations on all eight versions of the model, which results in 1000 simulations. 
The objective of this additional parameter study is the investigation of a possible improvement 
for OC w.r.t. T1 displacements; the controversy of OC w.r.t. T1 displacements has been discussed 
in the previous section. However, also the additional parameter study does not reveal any neck 
elongation; in fact, during the first 150 ms the OC w.r.t. T1 displacements are hardly affected by 
the absence of T1 z-displacement. Therefore, no diagrams for the additional parameter study are 
presented, instead it is referred to Figure 5.8e and f which are almost identical for the first 150 
ms, i.e. the time period for which the experimental data shows neck elongation. Consequently, 
neither the initial cervical curvature nor the absence of T1 z-displacement can mimic the neck 
elongation reported for the experimental study. 
5.3.1.4 Time dependent damping coefficients (active muscle bracing) 
In an attempt to improve the performance of the developed model, active muscle bracing is 
included. Previously shown response graphs are generated by a model with constant 
intervertebral joint coefficients, while realistic muscle behaviour possibly influences these 
intervertebral joints. Therefore, the model was enhanced to allow time-dependent joint 
coefficients to mimic active muscle behaviour. 
Figure 5.9 shows two different ideas how the active muscle behaviour is included in the model. 
One idea is taken from the lumped parameter model designed by Himmetoglu [26] and 
approximates a typical EMG response; the other idea is a proposal to smoothly increase the 
muscle bracing activity to its maximum value and keeping it then constant. The graphs for both 
ideas are discussed in the next two paragraphs. 
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Figure 5.9a shows a slightly adapted version of the damping increase graph proposed by 
Himmetoglu [26]. Himmetoglu designed a lumped parameter computational model and suggests 
a time variable rotational damping coefficient which approximately represents the typical EMG 
response of SCM muscles in rear-end sled tests. Between 0 ms and 50 ms the damping 
coefficient is constant before increasing to its maximum between 50 ms to 100 ms; that rise is 
approximated with a cubic function starting horizontally at 50 ms, i.e. the first derivative is zero. 
The reached maximum damping coefficient is steady until 150 ms and is followed by a linear 
decrease between 150 to 250 ms to its original level.  
Figure 5.9b shows an alternative proposed idea to incorporate the damping increase graph in the 
developed computation model. Between 0 ms to 50 ms the damping coefficient is constant 
before rising to a maximum between 50 ms to 150 ms. This rise is approximated with two cubic 
function (50 ms to 100 ms and 100 ms to 150 ms), which are actually x- and y- mirrored copies of 
each other, i.e. each cubic function can be converted into the other one. At 50 ms and 150 ms 
the cubic functions start and end horizontally, i.e. the first derivative is zero. From 150 ms 
onwards the damping value stays constant at its maximum. 
 
a) Adapted damping increase graph by Himmetoglu 
[26]. 
b) Proposed damping increase graph. 
Figure 5.9: Two versions of damping increase graphs to include active muscle bracing in the computational 
model. Compare to Section 2.9.1, Figure 2.11. 
 
It had to be decided to what extent the active muscle bracing would influence the intervertebral 
joints. Himmetoglu [26] used rotational damping coefficients which varied between 2 and 14 
Nms/rad, an increase to 700% (Figure 5.9a); however, no explanation was given by Himmetoglu 
how the values for the rotational damping coefficients are chosen. For the current research it 
was attempted to verify the percentage increase of Himmetoglu, yet no suitable data was found 
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supporting or disproving these values. Hence, for the current research it was decided to keep the 
level of damping increase, especially since in the study of Himmetoglu such an increase worked 
successfully. Consequently, the same percentage of damping increase is also used in the 
proposed graphs of the current research (Figure 5.9b). 
In the initial calibration of the model it has been shown, that only half of the model versions 
need to be investigated. Therefore, it was decided to include only the model versions 1.2, 1.4, 2.2 
and 2.4 for investigating the effect of active muscle bracing. For these versions a full factorial 
parameter study is conducted, but before the lower and upper limits for the scaling factors are 
adjusted. Since the stiffness is not affected by this modification to the model, the lower and 
upper limits for stiffness scaling factors are the same as for the initial calibration of the model, 
i.e. 0.3 and 10 respectively. However, the damping coefficients 𝑈𝑖 are unchanged and represent 
the 100% mark in Figure 5.9, but now the damping factor Vi increases up to 700% of its initial 
value; in compensation, the lower and upper limits for damping scaling factor are adjusted to be 
between 0.1 and 3. These values approximately represent the lower and upper damping effect 
limits as in the initial calibration of the model; that is important to ensure a realistic damping 
coefficient. 
Both time-variable damping graphs (as shown in Figure 5.9) are incorporated one at a time to the 
computational model; meaning the model is modified twice. A full factorial parameter study is 
conducted to investigate any improvements with respect to the original model, which in contrast 
uses time constant damping values. The response graphs of these modified models are shown in 
Figure 5.10, for clarity only the model versions 2.2 and 2.4 are shown; the remaining model 
versions are similar. The response graphs of the original model have already been discussed in 
Section 5.3.1.1 ‘Calibration graphs’. 
 Head w.r.t. ground rotation [°] & head w.r.t. T1 rotation [°]: Both model modifications 
improve the head rotation for the first 120 ms, but the model based on Himmetoglu’s 
damping function (Figure 5.9a) is too flexible after 200 ms compared to experimental 
data, while the model based on the proposed damping function (Figure 5.9b) is very little 
affected compared to the response of the original model.  
 Head x-acceleration [m/s²]: None of the modified models show an improvement for this 
response. The model based on Himmetoglu’s damping function shows at 100 ms an 
abrupt change of slope, which is explainable by the sudden change of slope in the 
damping increase function (Figure 5.9a). 
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a) Head w.r.t. ground rotation responses of the 
modified models to include active muscle bracing. 
b) Head w.r.t. T1 rotation responses of the modified 
models to include active muscle bracing. 
  c) Head horizontal acceleration responses of the 
modified models to include active muscle bracing. 
d) Head angular acceleration responses of the 
modified models to include active muscle bracing. 
  e) OC w.r.t. T1 vertical displacement responses of the 
modified models to include active muscle bracing. 
f) OC w.r.t. T1 horizontal displacement responses of 
the modified models to include active muscle bracing. 
Figure 5.10: Computational model responses with included time-variable joint coefficients to mimic active 
muscle bracing. The individual volunteer responses are provided by van der Horst [228]. 
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 Head angular acceleration [rad/s²]: All modified models show at around 90 ms a sharper 
peak compared to the experimental responses. The magnitude of maximum acceleration 
is slightly higher than in the experimental responses. The versions modified to 
Himmetoglu show an abrupt change of slope at 150 ms, which is explainable by the 
sudden change of slope in the damping increase function (Figure 5.9a). 
 OC w.r.t. T1 vertical translation [mm]: For this response graph both modified models 
perform worse than the original calibrated model when compared to the experimental 
responses. The negative peak at 80 ms increases and the model based on Himmetoglu’s 
damping function shows too much flexibility after 250 ms. 
 OC w.r.t. T1 horizontal translation [mm]: For both model modifications the negative 
horizontal displacement occurs earlier and with a higher value, meaning that the 
performance is worse compared to the original calibrated model. The model based on 
Himmetoglu’s damping function (Figure 5.9a) is also too flexible after 200 ms compared 
to the experimental data.  
 
In summary, neither of the two modifications had a substantial improvement on the model 
response; therefore, the corresponding scaling factors (i.e. the set of scaling factors such as 
similarly shown in Table 5.7) are not shown in the thesis. However, when the (not shown) scaling 
factors of both modified models (according to Figure 5.9) are evaluated, it can be stated that 
compared to Table 5.7 the stiffness scaling factors are mostly unchanged, while the damping 
scaling factors are approximately reduced to a seventh of their values. It is likely that the 
damping scaling factors are reduced to about seventh because in the time-history diagram the 
variable damping value is increasing to seven times its original value (see Figure 5.9). 
As visible in Figure 5.10, the model which is modified based on Figure 5.9a (Himmetoglu) is 
worse than the original calibrated model, i.e. it has sudden response changes and is in general 
too flexible after 200 ms. It is believed that Himmetoglu used, in his computational model, values 
for damping which are in fact too low to efficiently influence the model responses, especially 
since his intervertebral stiffness functions are substantially higher than in the current research. 
Unfortunately, Himmetoglu did not quantify the effect of damping on his model. 
Figure 5.10 also shows that the model which is modified based on Figure 5.9b performs better 
for head rotation responses, performs similarly adequate for the acceleration graphs and 
performs worse for OC w.r.t. T1 displacements compared to the experimental responses. It 
should be also noted that other sets of scaling factors were tested; although some response 
graphs could be improved, it happened at the expense of other response graphs worsening. 
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Although several further parameter studies were performed, no general improvement of all 
response graphs could be found. Consequently, also this time variable damping factor does not 
substantially improve on the computational model. 
These findings show that none of the investigated methods are sufficiently mimicking active 
muscle bracing in the current research. Furthermore, it raises the question if muscle activity can 
be simulated with the aid of intervertebral joint properties, as the majority of muscles are not 
between adjacent vertebrae. However, there are a lot of uncertainties which would need to be 
investigated further, e.g. should only the damping coefficients be affected, or also the stiffness 
coefficients; how should the time depended function look like; is the assumption of a coefficient 
increase to 700% adequate; should different limits for stiffness and damping be used; should the 
coefficient increase be independent for different intervertebral levels, etc.? Lastly, there is still 
the controversial question whether and to what extent muscle activity actually influences rear-
end impacts, as described in Section 2.9.1 ‘Muscle Activation and Awareness of Impact’. Due to 
the large number of possibilities (uncertainties), it was not possible to investigate all these 
effects in the current research.  
In conclusion, the active muscle bracing does not improve the model, their effects are mostly 
small in the first place and the original model already gives appropriate results. Consequently, 
the developed computational model with constant joint coefficients deemed appropriate for the 
current research. 
5.3.1.5 Upper Neck Loads: OC Forces and Moment 
Whiplash Performance Criteria are used to evaluate the likelihood of injury for subjects; these 
criteria are explained in Section 2.8. Some of these criteria are or require the upper neck loads, 
i.e. the OC (occipital condyle) forces and moment, as explained in Section 2.8.1, Figure 2.10. 
Consequently, also the simplified computational model of the current research is able to 
calculate these loads. It should be noted that simulations on the computational model are 
performed without the effect of gravity, as discussed in Section 4.5.5. Nonetheless, gravity is 
considered in the calculation of the neck loads, as shown in the equations shown in Figure 2.10. 
Upper neck loads are often published for experimental studies, e.g. all volunteer studies listed as 
suitable sled test data in Section 2.12 published upper neck loads. However, the exact method of 
how these neck loads are obtained is mostly not described in publications. This causes 
sometimes a discrepancy which is explained with the aid of Equation 39 and Figure 5.11 (also 
compare Figure 2.10). Equation 39 shows that the OC shear force 𝐹𝑂𝐶𝑥 is calculated based on two 
terms: the first term depends on the time dependent variable 𝑎𝐶𝐺𝑥  (head x-acceleration, given in 
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Figure 5.11a) and the constant variable 𝑚ℎ𝑒𝑎𝑑; the second term depends on the time dependent 
variable 𝜑 (head rotation, given in Figure 5.11b) and the constant variable 𝑚ℎ𝑒𝑎𝑑 and g (gravity). 
The sum of these terms is the OC shear force 𝐹𝑂𝐶𝑥 (given in Equation 39 and Figure 5.11c). 
However, the three graphs of Figure 5.11 are not compatible, using the data of the first two 
graphs (𝑎𝐶𝐺𝑥 and 𝜑) does not result in the third graph (𝐹𝑂𝐶𝑥). Therefore a different calculation 
method must have been used to obtain the OC shear force 𝐹𝑂𝐶𝑥, which is unfortunately not given 
in the orginial publications [120, 121, 228]. Similar discrepancies are observable for the 
remaining neck loads and for the other experimental studies.  
 𝑚ℎ𝑒𝑎𝑑 × 𝑎𝐶𝑜𝐺𝑥 + 𝑚ℎ𝑒𝑎𝑑 × 𝑔 × 𝑠𝑖𝑛(𝜑) = 𝐹𝑂𝐶𝑥 (39) 
 
   
a) Head x-acceleration: 𝑎𝐶𝐺𝑥[m/s²] Part of the first term for 
Equation 39; 𝑚ℎ𝑒𝑎𝑑 × 𝑎𝐶𝑜𝐺𝑥 . 
b) Head angle: 𝜑 [°] 
Part of the second term for 
Equation 39; 𝑚ℎ𝑒𝑎𝑑 × 𝑔 × 𝑠𝑖𝑛(𝜑). 
c) Force: 𝐹𝑂𝐶𝑥  [N] 
Should be calculable using 
Equation 39, yet does not add 
up to Figure 5.11a and b. 
Figure 5.11:  Three response graphs of the experimental study A; each response graph shows all individual 
responses of each performed test-run. The graph shown in c) should be a function of the graphs 
shown in a) and b), but with the given mathematical relationship the third graph cannot be 
obtained based on the data given in a) and b). The individual volunteer responses are provided by 
van der Horst [228]. 
 
The graphs for the upper neck loads have not been included in the calibration of the 
computational model because of the above described discrepancy. However, for completeness 
Figure 5.12 shows the computational calculated upper neck loads superimposed on the 
experimental responses; but only the computational results for the calibrated model versions 1.4 
and 2.4 are included. Nevertheless, it should be noted that the experimental responses are not 
directly measured but rather calculated based on other measurements.  
As mentioned, other experimental studies also provide graphs for the upper neck loads, but 
there are similar discrepancies as here described for study A. Therefore, it is decided that from 
this point onwards no upper neck loads of experimental data will be shown in the thesis.  
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a) OC shear force 𝐹𝑂𝐶𝑥  b) OC axial force 𝐹𝑂𝐶𝑧  c) OC torque 𝑀𝑂𝐶  
Figure 5.12:  The upper neck loads, comparison between computational responses (calibrated model versions 
1.4 and 2.4; see Table 5.5) and individual volunteer responses. The computational models included 
scaling factors, hence ‘calibrated’ model. The individual volunteer responses are provided by van 
der Horst [228]. 
5.3.1.6 Intervertebral behaviour 
For the study A the experimental intervertebral rotations are not published and therefore the 
computational intervertebral rotations cannot be evaluated for biofidelity. However, 
intervertebral rotations might be important to assess the whiplash injury risk; there is a whiplash 
injury criterion (IV-NIC) based on these rotations, as explained in Section 2.8.3. Therefore, the 
intervertebral rotations of the computational model are still of interest. Figure 5.13 shows the 
average intervertebral rotations for all eight model versions, also their maximum standard 
deviation (SD) over the whole simulation time is given in the legend. In this figure the joint C0C1 
is substantially different from the remaining joints; the joint C0C1 experiences initial flexion 
followed by extension, while all remaining joints C1C2 to C7T1 have extension over the whole 
time of the simulation. With the exception of the intervertebral joint C0C1, the SD of the joints is 
below 1°. Such a small SD indicates that all model versions have a very similar response pattern, 
which is the reason why not for every model version a separate diagram is provided. 
Consequently, the average response graphs give a very good impression of the intervertebral 
rotations of all eight versions of the model. 
Although no experimental intervertebral rotations are provided for this study which means that 
the computational rotations cannot be evaluated, some statements can be made based on Figure 
5.13. To begin with, all versions of the model have a very similar intervertebral behaviour, visible 
in the small standard deviation. Therefore, the version of the model has no substantial influence 
on the intervertebral rotations. On the other hand, this implies that the definition of the stiffness 
coefficients for segments C2C3 to C7T1 have very little effect, i.e. it is not crucial whether these 
joints (C2C3 to C7T1) use identical or unique joint stiffness coefficients. Consequently, since the 
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stiffness coefficients have only little effect on the intervertebral rotations, it might be that joint 
damping coefficients are of higher importance. Furthermore, the whole biofidelic behaviour of 
the intervertebral rotations of the computational model is questionable, as there is an odd 
distribution of rotations for the joints in the computations. The joint C0C1 has a substantially 
different response compared to all remaining joints; the joint C0C1 is the only joint which 
experiences flexion, while the remaining joints have similar extension responses to each other. 
The experimental study G (Section 5.3.2) provided intervertebral responses and the 
computational model is evaluated for these responses; in a subsequent attempt to improve the 
intervertebral responses the individual coefficients of the intervertebral joint functions are 
modified in Section 5.3.2.4.  
 
Figure 5.13:  The average intervertebral rotations of the calibrated model, i.e. with scaled joints coefficients; 
the maximum standard deviation (SD) is given in the legend.  
5.3.2 Calibration to Experimental Study G 
This experimental study uses one PMHS spine specimen mounted at T1 (see Section 2.12, Table 
2.6); all specifications for the computational model to represent this study are shown in Figure 
5.14.  
This study provides three global and eight intervertebral responses diagrams suitable for the 
calibration: 1) Head w.r.t. ground rotation [°]; 2) Head w.r.t. ground horizontal displacement 
[mm]; 3) Head w.r.t. ground vertical displacement [mm] and 4-11) eight intervertebral rotations 
[°]. 
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For each model version, the average experimental graph is compared to the simulation result of 
the respective model. The already determined scaling factors for the study A are not considered, 
but rather a new full calibration is again performed. Like this, the tables of scaling factors for 
different experimental studies can be compared. The newly determined final sets of scaling 
factors for all versions of the model are shown in Table 5.8. Each row represents one version of 
the model the final set of scaling factors.  
 
    
 Age [years] Assumed: 50  
 Gender male  
 Height [cm] Assumed: 172  
 
Bézier angle [°]  
superior / inferior Predicted: 14.6 / 11.6  
 Neck chord angle [°] Assumed: -2  
 BMI [kg/m²] Predicted: 25.2  
 
Head circumference 
[cm] Predicted: 55.88  
 
Neck circumference 
[cm] Predicted: 37.19  
    
a) T1 horizontal acceleration [m/s²] b) Subject specifications 
Figure 5.14: Specifications for the computational model to mimic the average subject taking part in study G, 
i.e. a) T1 motion and b) subject information. The T1 vertical displacement [mm] and the T1 
rotation [°] are zero for this PMHS specimen experiment. 
Published data [21] for this study is either averaged, mathematically predicted or assumed to 
closely represent the study. 
 
Table 5.8:  Final scaling factors for the experimental study G. Each line represents the corresponding set of 
scaling coefficients for the respective model version.  
Version 𝑽𝒄𝛗(𝐟𝐥𝐞𝐱)  𝑽𝒄𝛗(𝐞𝐱𝐭)  𝑽𝒅𝟏(𝒓𝒐𝒕)  𝑽𝒅𝟐(𝒓𝒐𝒕)  𝑽𝒄(𝒕𝒓𝒂𝒏𝒔) 𝑽𝒅𝟏(𝒕𝒓𝒂𝒏𝒔) 𝑽𝒅𝟐(𝒕𝒓𝒂𝒏𝒔)  
1.1 3.5 6.5 0.6 0 
disabled 1.2 3.5 6.5 0.6 
1.3 2.5 5.5 0.3 2.0 
1.4 2.5 5.5 0.3 2.0 
2.1 2.5 7.5 0.6 0 10.0 0.3 0 
2.2 2.5 7.5 0.6 10.0 0.3 
2.3 1.5 7.0 0.3 2.0 10.0 1.5 2.0 
2.4 1.5 7.0 0.3 2.0 10.0 1.5 2.0 
 
As already observed in study A (see Section 5.3.1), there are always two versions of the model 
which share the same set of scaling factors, i.e. two subsequent rows are always identical. Also, 
the differences for the response graphs of such two related versions of the model are again not 
visible in the diagrams. Therefore, also for this study neither individual nor identical stiffness 
coefficients are regarded as better or worse. Consequently, further investigations will focus only 
on the versions with individual stiffness coefficients (1.2, 1.4, 2.2 and 2.4). 
T1 vertical displacement 
and T1 rotation are zero. 
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Comparing the scaling factor tables for study A (Table 5.7) and for study G (Table 5.8) indicates 
distinct differences. The most prominent differences are found for the scaling factors affecting 
the stiffness for extensional rotation (𝑉𝑐φ(extension)), the stiffness for translation (𝑉𝑐𝑡𝑟𝑎𝑛𝑠𝑙𝑎𝑡𝑖𝑜𝑛) and for the 
linear damping for translation (𝑉𝑑1(𝑡𝑟𝑎𝑛𝑠)). Amongst the studies A and G, these values vary between 
the lowest and the highest allowed value of 0.3 and 10, but also the remaining scaling factors 
show clear differences. Such considerable differences raise doubt as to whether the 
computational model can use one uniform set of scaling factors in order to achieve acceptable 
results for different experimental studies. This doubt is investigated in Section 5.3.5. 
5.3.2.1 Calibration graphs 
In experimental study G several PMHS specimen were tested at different peak crash 
accelerations; however, time history diagrams are published for only one specimen at peak crash 
acceleration of 8 g. Figure 5.15 shows simulation responses superimposed on responses of the 
one PMHS specimen in the experimental study. Only the model versions 1.2, 1.4, 2.2 and 2.4 are 
displayed as explained above. Below is the evaluation (in terms of shape and size) of all diagrams 
shown in Figure 5.15. 
Head w.r.t. ground rotation [°]: As in experimental study A, also for this experimental study (G) 
the original versions of the model show too much flexibility. All calibrated versions of the model 
have their peak rotation about 25 ms later as the experimental study; also, the maximum head 
rotation is about 11° too low. For the rearward rotation of the head, the slope of the 
experimental data is steeper than the predicted slope by the computational model; for the 
forward rotation of the head, the experimental data shows a small hump at around 140 ms, 
while the computational model predicts a gradual movement. The origin of the hump in the 
experimental data is unclear. 
Head x- and z- displacement [mm]: The original versions of the computational model shows also 
here too much flexibility, but again the calibrated versions are significant improved. 
Nevertheless, the maximum peak of the x-displacement is about 15 mm too high and around 25 
ms too late; while the maximum peak of the z-displacement is about 20 mm too low and around 
10 ms too late compared to the experimental responses of the PMHS specimen. The 
experimental x-displacement graph shows a similar hump at around 140 ms as the head rotation, 
but again the computational response does not show such a hump. Apart from this detail the 
overall shape of the computational model response is similar to the experimental response. The 
rising and falling slopes of the experimental z-displacement agrees well with the computational 
model response, as does the overall shape. 
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a) Head w.r.t. ground rotation responses of the 
original model  
b) Head w.r.t. ground rotation responses of the 
calibrated model  
 
 
c) Head horizontal displacement of the original model  d) Head horizontal displacement of the calibrated 
model  
  
e) Head vertical displacement of the original model  f) Head vertical displacement of the calibrated model  
Figure 5.15:  The different versions of the model (1.2, 1.4, 2.2 and 2.4 as described in Table 5.5) compared to 
the global experimental responses of study G. The cadaver specimen response is obtained from 
publications by Yale University [5, 21]. As original model it is referred to a model without joint 
scaling factors, as calibrated model it is referred to a model with joint scaling factors. Legends 
include 𝑅𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ values in curly brackets.  
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The experimental study G also provides the time history diagrams of intervertebral rotations for 
the one PMHS specimen. Figure 5.16 shows the experimental cadaver response and also model 
simulation responses. These diagrams are evaluated below: 
 
 
a) The intervertebral rotations of the cadaver 
specimen as provided by publications by Yale 
University [5, 21]. 
b) The average intervertebral rotations of all original 
versions of the model, i.e. with unscaled joints 
coefficients; the maximum standard deviation (SD) is 
given in the legend. 
 
 
c) The intervertebral rotations of all calibrated versions 
of the model, i.e. with scaled joints coefficients; the 
maximum standard deviation (SD) is given in the 
legend. 
d) The C0C1 intervertebral rotations of the calibrated 
model versions 1.2, 1.4, 2.2 and 2.4, i.e. with scaled 
joints coefficients. 
Figure 5.16:  The intervertebral rotations of the experimental study compared to different versions of the 
model. The computational models included scaling factors, hence ‘calibrated’ model. 
 
Experimental cadaver response: For the experimental intervertebral rotations shown in Figure 
5.16a a pattern can be recognised, particularly for the first 170 ms. The upper three joints C0C1 
to C2C3 experience first a flexion peak (positive rotation), followed by a roughly constant 
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extension (negative rotation). The middle three joints C3C4 to C5C6 experience first an extension 
peak, followed by a roughly constant extension of a lower magnitude. The exceptions for this 
pattern are the lowest two joints C6C7 and C7T1: C6C7 is initially unaffected but then changes 
suddenly to extension, while C7T1 initially experiences extension and afterwards it is the only 
joint with a positive rotation, i.e. flexion. However, it should be noted that the responses of 
Figure 5.16 are only of one PMHS specimen, and not an average intervertebral rotation pattern 
of several subjects. Therefore, subject specific circumstances might have affected the shown 
experimental intervertebral responses. 
Computational model responses: Figure 5.16b and Figure 5.16c show the average intervertebral 
rotations for all original and calibrated model versions respectively, i.e. unscaled and scaled joint 
coefficients; also the highest standard deviation (SD) over the whole simulation time is given in 
the legend. These illustrations are similar to the intervertebral response graphs obtained for 
study A, see Section 5.3.1.6 and Figure 5.13. 
The average response graphs of the original model versions (Figure 5.16b) show a prominent 
C0C1 intervertebral rotation with initial flexion, followed by extension; all remaining joints C1C2 
to C7T1 have extension over the whole time of the simulation. The average response graphs of 
the calibrated model versions (Figure 5.16c) show still similar response graphs, indicating that 
the qualitative behaviour of intervertebral rotations has not been changed by the calibration of 
the model. However, there are quantitative differences in terms of shape and amplitudes, e.g. in 
the calibrated versions all intervertebral joints show an earlier peak rotation with a more 
prominent peak compared to the original versions, and the magnitude of intervertebral rotations 
are approximately the same. Moreover, in the calibrated versions all joints have steeper positive 
slopes for the second half of the simulation. 
For each intervertebral response graph in Figure 5.16b and Figure 5.16c the highest SD is 
provided. With the exception of the intervertebral joint C0C1, the SD of the joints is below 1°; 
indicating that all model versions have a very similar response pattern. For the calibrated model 
versions, i.e. with scaled joint coefficients, Figure 5.16d shows the intervertebral rotations of 
C0C1 for the versions 1.2, 1.4, 2.2 and 2.4. It can be seen that the peak of maximum rotation 
occurs at a different time, which has a considerable effect on the SD value. It should be noted, 
that for no version of the model the respective intervertebral levels have major differences in 
shape or magnitude. Also, the conducted parameter studies revealed that no combination of 
scaling factors has the ability to qualitative change the intervertebral rotations of the 
computational model. Therefore, the individual joint functions and coefficients may need further 
modifications. 
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5.3.2.2 Evaluation of the calibration graphs 
The three different diagrams in Figure 5.15 are classified as global experimental response 
diagrams. All original versions of the model show too much flexibility of the model, which is 
improved for the calibrated versions. However, in all three diagrams of the calibrated versions, 
the computational model does not match the respective peak magnitude of the experimental 
data; the magnitude of head rotation and head z-displacement fall short compared to the 
experimental data, and the magnitude of head x-displacement goes beyond the experimental 
data. Further parametric studies on the scaling factors of the computational model can only 
improve one of these responses at the expense of the two other diagrams.  
One more observation is made regarding the global experimental data: in two of the three 
graphs, i.e. head w.r.t. ground rotation and head w.r.t. ground horizontal displacement is a hump 
visible at around 140 ms. Also, in the third global experimental graph, i.e. head w.r.t. ground 
vertical displacement, a light change of slope is detectable at that time. The origin of these 
disturbances in the head responses are not explained by the author of that study. One possible 
explanation might be that subject specific circumstances or the experimental sled play a role for 
this inconsistency observed. The responses of other PMHS specimens are unfortunately not 
published, therefore it is unknown if this inconsistency occurs also in other specimens used. With 
respect to the computational model, throughout the whole parameter study none of the model 
versions experienced such an inconsistent head response. Therefore, the computational model is 
not capable to mimic such an event.  
The experimental intervertebral rotations (Figure 5.16a) are from only one PMHS specimen and 
therefore might not be representative for general intervertebral rotations; moreover, the 
complete lack of muscles should be considered. Intervertebral rotations of the computational 
model (Figure 5.16b-c) show an inadequate distribution of rotations between the joints in both 
original and the calibrated model; only the joint C0C1 experiences initial flexion, while all 
remaining joints experience roughly the same level extension. Therefore, the calibration of global 
response graphs does not affect the qualitative intervertebral rotations of the computational 
model. Even more, further parameter studies on joint scaling factors show no improvement on 
the qualitative response of the intervertebral rotations. This raises the question how well the 
individual joint coefficients of the computational model are defined in the first place. 
Consequently, these individual joint coefficients would need to be further experimentally 
explored, especially for the upper joints and for the damping values. 
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5.3.2.3 Comparison of the current computational model to the computational models from 
Hoover et al. [109] and from van Lopik [61] 
This experimental study has been also used by other researchers for a model 
validation/calibration. Van Lopik [61] developed a detailed multi-body head-and-neck model and 
used the experiment for validation; Hoover et al. [109] developed a simplified mathematical 
head-and-neck model and used the experiment for calibration. Figure 5.17 shows the 
comparison of these two models and of the calibrated model version 2.4 with respect to the 
experimental response. The model version 2.4 was chosen because the responses are 
approximately in-between the responses of the other model versions, see Figure 5.15. Each 
diagram of Figure 5.17 is discussed below: 
Head w.r.t. ground rotation [°]: All three computational models have their peak head rotation 
later as the experimental response. The current model version 2.4 and the model by Hoover et 
al. have approximately the same peak head rotation, but it is below the experimental response. 
On the other hand, the model by Lopik displays a higher peak extension compared to the 
experimental response. None of the models show a hump in the head return as shown for the 
experimental response (at around 140 ms). All three computational models show flaws of similar 
extent with respect to the experimental response. 
Head x- displacement [mm]: All three computational models have their peak head x-
displacement later as the experimental response. The models by Lopik and Hoover et al. have 
approximately the same peak value slightly below the experimental response; the current model 
version 2.4 has a higher peak than the experimental response. The model by Lopik shows a small 
hump which is similar to the experimental response, the model by Hoover et al. and the model 
version 2.4 show a smooth return of x-displacement. The model by Lopik performs in terms of x-
displacement slightly better than the other two computational models; these other two perform 
with minor flaws of similar extent. 
Head z- displacement [mm]: All three computational models have their peak head z-
displacement later as the experimental response. While the model by Lopik has a peak of similar 
magnitude when compared to the experimental response, the peak of the current model version 
2.4 is too low and the model by Hoover et al. even lower. Therefore, the model by Lopik performs 
well, the model version 2.4 acceptable and the model by Hoover et al. marginal acceptable with 
respect to the experimental response. 
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a) Head w.r.t. ground rotation responses [°] of 
cadaver and different computational models. 
b) Head horizontal displacement responses [mm] 
of cadaver and different computational models. 
 
 
c) Head vertical displacement responses [mm] of 
cadaver and different computational models. 
  
d) The intervertebral rotations [°] of the 
computational model designed by van Lopik. 
e) The intervertebral rotations [°] of the 
computational model designed by Hoover et al. 
Figure 5.17:  Comparison of subject responses between the cadaver (PMHS)specimen experimental study [5, 
21, 110], computational model (version 2.4) of current research, and the computational models 
from van Lopik [61] and from Hoover et al. [109]. For the comparison of d) and e) see Figure 5.16. 
The intervertebral responses of 
the experimental cadaver study 
and of the computational model 
are shown in Figure 5.16. 
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Intervertebral rotations [°]: The intervertebral rotations of the experimental study and the 
computational model have been discussed previously. Here are explained the models by Lopik 
(Figure 5.17d) and by Hoover et al. (Figure 5.17e). The model by Lopik is a detailed multi-body 
model with actual anatomical features; the models intervertebral responses show a gradual 
change for each joint. The upper joints experience flexion followed by extension, while the lower 
joints experience extension throughout the simulation, similar to the experimental responses. 
The model by Hoover et al. is a lumped parameter model with empirical found joint properties, 
which also allows unrealistic joint values. The model’s intervertebral responses are irregular, 
which is similar to the experimental responses; however, considerable differences between 
computational and experimental responses exist and about half of the joints show no rotations 
at all. Consequently, none of the discussed computational model mimics the intervertebral 
rotations adequately; the model by Lopik has superior results for the initial phase as the flexion is 
better represented, the model by Hoover et al. has superior results in terms of magnitude of 
extension rotations.  
5.3.2.4 Independent values for the coefficients of the intervertebral levels 
Since the intervertebral rotations of the computational model are inadequate to mimic the 
rotations of the experimental data, it was decided to investigate the intervertebral joint 
coefficients further. 
In Section 5.1.1 ‘Stiffness Coefficients Approximation’ the origin of the intervertebral stiffness 
equation and the origin of the stiffness coefficients are discussed. As mentioned in that section, 
there are several publications regarding the intervertebral stiffness of cervical joints; results vary 
because of differences related to the subjects and the methodology, but the graphical 
appearance of torque-angle diagrams is always similar. In Section 5.1.2 ‘Damping Coefficients 
Approximation’ the hardly investigated intervertebral damping is discussed. Most computational 
models use one improvised and constant damping value for all segments, although there is 
evidence that the segmental level and the rate of displacement play a role [122, 291]. With no 
experimental literature data available, the current research uses the same damping values for all 
joints. Lastly, it has been mentioned that there is a rough principle that stiffness affects mainly 
the peak response while damping affects mainly the duration of the response; this is considered 
for the current section.  
As visible in Figure 5.16, in the original and calibrated computational model the biggest 
discrepancy of intervertebral rotations is the cervical joint C1C2. While the rotation of its upper 
adjacent joint C0C1 shows initially considerable flexion, the rotation of its lower adjacent joint 
C2C3 is almost identical to the rotation of C1C2. A more realistic rotation of the joint C1C2 would 
195 
 
be expected to be roughly in-between the rotations of C0C1 and C2C3, and would also show 
initially some flexion. In order to obtain such a C1C2 rotation the model is modified to an 
‘alternative’ model. While the original model uses stiffness and damping coefficients based on 
literature data, the alternative model has stiffness and damping coefficients which do not relate 
to literature data. Also, in the alternative model each joint can have unique stiffness and unique 
damping coefficients compared to the remaining joints; the alternative model is therefore highly 
adaptable.  
Due to the huge amount of possibilities for the individual joint coefficients, it is virtually 
impossible to try all combination of coefficients for this alternative model. To explain the amount 
of combinations: the model has eight joints and each joint is described by four rotational joint 
coefficients cφ (flexion) , cφ (extension), 𝑑1 and 𝑑2; hence in total 32 coefficients are to vary. If each of 
these coefficients is varied between two states, i.e. low and high, the amount of possible 
combinations is 232 ≈ 4.3x109, and that does not include any modifications to translational 
coefficients which also have a small effect on intervertebral rotations. Hence, for further model 
simplification the quadratic damping term 𝑑2 is set to zero, reducing the amount of possible 
combinations to 224 ≈ 1.6x107. Another simplification is the knowledge that the joints C4-C5 to 
C7T1 will not experience flexion and therefore the respective coefficients do not need to be 
varied, reducing the possible combinations to 220 ≈ 1.0x106. However, since the magnitude for 
the coefficients is unknown, the variation of their values between two states might not be 
enough and any further state rises the possible combinations exponentially, e.g. for three states, 
i.e. low, medium and high, the amount of possible combinations is 320 ≈ 3.5x109. Such an amount 
of possible combinations exceeds the computational limitations. Consequently, for the variation 
of joint coefficients a systematic approach is used. In the first step only damping coefficients are 
varied, in the second step only stiffness coefficients are varied, and in the last step both damping 
and stiffness coefficients are varied. For each step several parameter studies are conducted, each 
containing a few thousand (typically more than 10 000) simulations.  
To simplify the analysis of the thousands of simulations at first the intervertebral rotations of 
only the joints C0C1, C1C2 and C2C3 are evaluated. The intervertebral rotation of C1C2 must 
experience flexion in the initial phase of the simulation, and its magnitude should be in-between 
the rotations of C0C1 and C2C3. Without these two conditions fulfilled, the remaining 
intervertebral rotations and the global head displacements are not evaluated. 
It should be noted that none of the more than 50 000 simulations conducted showed a 
substantial improvement for the model. While it is possible to slightly improve intervertebral 
rotations, the global head displacements worsen significantly. However, it has to be 
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acknowledged that the number of conducted simulations still represents only a small fraction of 
possible simulations. Nevertheless, it is believed that the conducted simulations covered the 
more relevant possibilities as choices for these possibilities followed a systematic approach. This 
systematic approach has three steps, which are briefly listed in Table 5.9 and in detail explained 
in Appendix B. 
Table 5.9:  Systematic approach to investigate independent values for intervertebral levels. Detailed 
explanation is given in Appendix B. 
Approach to improve computational model response Computational model response 
Step 1:  Only damping values are varied.  
1a:  An assumption is used to calculate damping values based 
on literature data. 
Little effect, no improvement 
1b:  All damping coefficients are varied arbitrary. Little effect, no improvement 
Step 2:  Only stiffness values are varied 
2a:  Varying only the upper joins (C0C1, C1C2, C2C3)  Very little effect, no improvement 
2b:  All stiffness coefficients are varied arbitrary. Very little effect, no improvement 
Step 3:  Both damping and stiffness values are varied 
3a:  Increasing the boundary limits for stiffness and damping 
values beyond justification by experimental data.  
Small improvement for the first 100 ms, afterwards 
unrealistic behaviour 
3b:  Further increasing the boundary limits to excessive values 
and arbitrary variations. 
Reasonable improvement for the first 100 ms, 
afterwards arbitrary, unrealistic and spontaneous 
behaviour 
 
5.3.3 Calibration to Experimental Studies E and F 
The experimental studies E and F were conducted by the same research group under identical 
conditions (see Section 2.12, Table 2.6); while study E involves only male volunteers, study F 
involved only female volunteers. Although tested under the same test conditions and possible 
due to gender differences, the T1 motion is different between male and female subjects. All 
specifications for the computational models to represent the average subjects in this study are 
shown in Figure 5.18. 
This study provides seven global and seven intervertebral responses diagrams suitable for the 
calibration: 1) Head w.r.t. ground rotation [°]; 2) Head w.r.t. T1 rotation [°]; 3) Head w.r.t. seat 
horizontal displacement [mm]; 4) Head w.r.t. seat vertical displacement [mm]; 5) Head horizontal 
acceleration [m/s²]; 6) Head vertical acceleration [m/s²]; 7) Head angular acceleration [rad/s²] 
and 8-14) seven intervertebral rotations [°].  
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a) T1 horizontal acceleration [m/s²] b) T1 vertical displacement [mm] 
 
  
  
 Study E Study F 
 Age [years] Averaged: 24 Averaged: 23  
 Gender male female  
 Height [cm] Averaged: 175 Averaged: 163  
 
Bézier angle [°]  
superior / inferior 
Predicted:  
10.2 / 3.4 
Predicted:  
11.8 / 2.4  
 
Neck chord angle 
[°] Assumed: 11 Assumed: 11  
 BMI [kg/m²] Averaged: 21.11 
Averaged: 
18.07  
 
Head 
circumference 
[cm] 
Predicted: 
56.56 
Predicted: 
54.57  
 
Neck 
circumference 
[cm] 
Predicted: 
35.43 
Predicted: 
28.96  
 
c) T1 rotation [°] d) Subject specifications 
Figure 5.18:  Specifications for the computational model to mimic the average subject taking part in study A, i.e. 
a-c) T1 motion and d) subject information. Published data [122, 123] for this study is either 
averaged, mathematically predicted or assumed to closely represent the study. 
 
Interestingly, Figure 5.18a shows that the T1 horizontal acceleration has an oscillating character, 
this was not discussed by the researchers of the study. Similar oscillations have not been 
observed in other experimental studies [117, 121]. However, as this is the only experimental 
study which provides gender specific data as well as intervertebral rotations, it is momentous for 
the current research. The computational model is adjusted to the respective male and female 
subject and then calibrated. The already determined scaling factors for the studies A and G are 
not considered; rather new full calibrations are performed for both gender models. For each 
gender model all eight model versions are investigated, and it was observed that again there are 
always two versions of the model which share the same set of scaling factor. The newly 
determined final sets of scaling factors for all versions of the model are shown in Table 5.10; in 
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this table two versions of the model with the same scaling coefficients are grouped together. 
Therefore, each row represents for two versions of the model the final set of scaling factors. 
Table 5.10: Final scaling factors for the experimental studies E (males) and F (females). Each line represents the 
corresponding set of scaling coefficients for the respective model version.  
Version 𝑽𝒄𝛗(𝐟𝐥𝐞𝐱)  𝑽𝒄𝛗(𝐞𝐱𝐭)  𝑽𝒅𝟏(𝒓𝒐𝒕) 𝑽𝒅𝟐(𝒓𝒐𝒕) 𝑽𝒄(𝒕𝒓𝒂𝒏𝒔)  𝑽𝒅𝟏(𝒕𝒓𝒂𝒏𝒔) 𝑽𝒅𝟐(𝒕𝒓𝒂𝒏𝒔) 
1.1 & 1.2 male 2.3 1.6 0.6 0 
disabled 1.1 & 1.2 female 1.8 0.3 0.6 
1.3 & 1.4 male 0.3 5.0 0.3 3.0 
1.3 & 1.4 female 1.0 2.0 0.3 2.4 
2.1 & 2.2 male 1.0 2.0 0.6 0 10.0 10.0 0 
2.1 & 2.2 female 2.6 0.6 0.6 10.0 5.0 
2.3 & 2.4 male 0.6 5.0 0.3 3.0 10.0 10.0 10.0 
2.3 & 2.4 female 1.5 1.5 0.3 1.9 10.0 4.0 8.0 
 
In Table 5.10 two adjacent rows represent the same versions of the model for different gender. 
With the exception of the flexion stiffness scaling factor (𝑉𝑐φ(flexion) ), all male scaling coefficients are 
either higher than or equal to their female counterpart. Furthermore, for the male versions 2.1 
to 2.4 all translational scaling coefficients are 10, which is the maximum allowed value in the 
parameter study. These high values restrict the translational movement is significantly, indicating 
that the model does not improve by the introduction of intervertebral translational motion. For 
the female model the translational scaling factors are more reasonable although still relatively 
high. Therefore, also the female versions 2.1 to 2.4 have a high resistance to intervertebral 
translations.  
Table 5.10 is also compared the scaling coefficient tables of the previous calibrated studies A 
(Table 5.7) and G (Table 5.8). If any two of the three tables would have similar scaling 
coefficients, then that would indicate that these scaling coefficients are more representative than 
the scaling coefficients in the third table. However, all three tables are significantly different to 
each other: the two factors Vcφ(flex)  and Vcφ(ext) have more resemblance between the studies A 
and EF (i.e. studies E and F); the three factors  Vd1(rot) ,  Vd2(rot)  and Vc(trans)  have more 
resemblance between studies G and EF; the factor Vd1(trans)  is different between all three studies, 
and the factor Vd2(trans)  has more resemblance between studies A and EF. Consequently, none of 
the scaling coefficient tables is better to generally represent a subject; i.e. the model has to be 
calibrated for each experimental study individually. 
5.3.3.1 Calibration graphs 
In this study four male and two female volunteers participated in rear-end sled experiments. 
Figure 5.19 shows the average responses of male (bold blue) and female (bold red) volunteers; 
199 
 
the simulation responses of the male and female model version 1.4 and 2.4 are superimposed on 
these human responses. Only the calibrated model responses are shown, the original model 
responses would show too much flexibility as seen in the previous studies A and G. Below are all 
diagrams of Figure 5.19 evaluated in terms of shape and size. 
Head w.r.t. ground and T1 rotation [°]: For both genders, in the first 150 ms the computational 
model responses are very good compared to the experimental response. Afterwards the model 
responses have small differences to the experimental graphs, but there is still an acceptable fit. 
Head w.r.t. seat horizontal displacement [mm]: For both genders, the displacement of the 
computational model starts about 50 ms later as for the experimental response. The maximum 
displacement for the male model is about 20 mm lower and for the female model about 10 mm 
lower than as experimental responses. In general, the shapes of the computational model 
responses are similar in comparison to the experimental responses. 
  
a) Head w.r.t. ground rotation responses.  b) Head w.r.t. T1 rotation responses.  
  
c) Head w.r.t. seat horizontal displacement [mm].  d) Head w.r.t. seat vertical displacement [mm].  
(Figure 5.19 – caption on page 200) 
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e) Head horizontal acceleration w.r.t. local coordinate 
system [m/s²]. 
f) Head vertical acceleration w.r.t. local coordinate 
system [m/s²]. 
 
 
g) Head angular acceleration [rad/s²]  
Figure 5.19:  The gender specific global response graphs of two calibrated versions of the model compared to 
the average gender specific experimental volunteer data. The average gender specific volunteer 
response graphs are obtained from Sato et al. [122] and Ono et al. [123]. Legends include 𝑅𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ values in curly brackets. 
 
Head w.r.t. seat vertical displacement [mm]: For both genders, the displacement of the 
computational model starts about 30 ms later as for the experimental response. The maximum 
displacement for the male model is about 3 mm lower and for the female model about 8 mm 
lower as the experimental responses. The shape of the computational model responses is similar 
to the experimental response. There are significant differences in the shape between 
computational model and experimental response. While at about 150 ms, the experimental 
response shows negative vertical displacement of about -37 mm, the male computational model 
only decreases to about 0 mm and the female computational model decrease to about -12 mm. 
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Consequently, after about 125 ms there are major differences in shape between computational 
and experimental responses. 
Head horizontal acceleration w.r.t. local coordinate system [m/s²]: While the experimental 
response is fluctuating, the overall (average) trend is an increase of acceleration over time. The 
computational responses are also fluctuating and are increasing over time, but the shape of the 
graphs has only limited agreement with the experimental response.  
Head vertical acceleration w.r.t. local coordinate system [m/s²]: The experimental graphs have an 
initial positive peak at about 40 ms, then negative acceleration peak(s) at about 100-125 ms and 
lastly the graphs climb up to about 0 m/s² at the end of the experiment. The computational 
response is somewhat similar, for both genders an initial peak at about 55 ms is occurring, then 
negative acceleration peak(s) at about 100 to 190 ms and then the graphs climb up to about 15 
m/s and 5 m/s² at the end of the simulation. Therefore, while there are differences in shape and 
timing, there are essential similarities between the experimental response and simulation 
responses. 
Head angular acceleration [rad/s²]: The experimental graphs start at zero acceleration, decrease 
to a negative peak acceleration followed by a positive peak acceleration. The computational 
responses have significant differences to such a response; showing more oscillations and 
considerably different magnitudes of accelerations. However, the general behaviour of the 
negative head acceleration for the first 140 ms and afterwards a positive acceleration is mostly 
the same between experimental and computational responses. Besides, in the calibration of 
study A, it was already established that the head angular acceleration is very sensitive; a good 
computational acceleration does not mean a good head rotation. Here the opposite applies, 
although the computational head acceleration is poor, the computational head rotation is good.  
 
Figure 5.20 shows the intervertebral rotations of experimental study (Figure 5.20a and b) and 
computational model (Figure 5.20c and d). For both genders, the experimental responses have a 
pattern; in short, the upper joints experience flexion while the lower joints experience extension. 
Unfortunately, the computational intervertebral rotations show a different behaviour; both 
gender models have the same problems as the previously obtained intervertebral rotations for 
study G, i.e. the joint C0C1 has a very prominent intervertebral rotation while the remaining 
joints C1C2 to C7T1 have a similar intervertebral rotation to each other. Consequently, as for 
study G, the intervertebral rotations of computational model and experimental study are 
significantly different; i.e. the computational model is not able to mimic intervertebral rotations. 
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a) The average intervertebral rotations [°] of the four 
male volunteers; illustration adapted from Sato et al. 
[122] 
b) The average intervertebral rotations [°] of the two 
female volunteers; illustration adapted from Sato et al. 
[122] 
  
c) The average intervertebral rotations [°] of all male 
model versions; the maximum standard deviation is 
given in the legend. 
d) The average intervertebral rotations [°] of all 
female model versions; the maximum standard 
deviation is given in the legend. 
Figure 5.20: The average gender specific intervertebral response graphs of the volunteers (a and b) and the 
average gender specific intervertebral rotations of all eight model versions inclusive maximum 
standard deviations (SD). 
 
5.3.3.2 Evaluation of the calibration graphs 
The global response graphs in Figure 5.19 show the same trends as in the previous studies A and 
G, i.e. the head rotation of the computational model has a very good fit to the experimental data, 
the head displacements have an acceptable fit with some differences, and the accelerations have 
the biggest discrepancy but show still general similarities. All these statements apply to both 
gender models. In an attempt to improve the global responses, the model has been modified to 
mimic active muscle behaviour, with the same methods as described for study A in Section 
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5.3.1.4. Although the investigations have not been as extensive as in study A, similar effects are 
observed; the modification to active muscle behaviour had also no improvement for the current 
models.  
Also the intervertebral response graphs in Figure 5.20 the same trends as in the previous study 
G, i.e. the C0C1 intervertebral rotation of the computational model has a significant different 
behaviour compared to all remaining joints C1C2 to C7T1, while all these remaining joints C1C2 
to C7T1 are very similar to each other; the experimental data on the other hand does not show 
such a behaviour. In an attempt to improve the intervertebral responses, the model has been 
modified to unique stiffness and damping coefficients for each joint, with the same methods as 
described for study G in Section 5.3.2.4. Although the investigations have not been as extensive 
as in study G, similar effects are observed; the modification to unique joint coefficients had also 
no improvement for the current models. 
It is interesting that, on the one hand, the scaling factors in Table 5.10 are very different to the 
scaling factors of the studies A and G, but on the other hand, the global response graphs in 
Figure 5.19 are very similar to the global response graphs of the study A (Figure 5.5) and the 
intervertebral response graphs in Figure 5.20 are very similar to the intervertebral response 
graphs of the study G (Figure 5.16). That indicates the likelihood that the model can be calibrated 
to any experimental study; however, at the same time a calibrated model to one experimental 
study cannot be used for another experimental study. The scaling coefficients might be 
dependent on the T1 crash pulse characteristics. 
5.3.3.3 Relationship between male and female model 
The experimental studies E and F, i.e. male and female volunteers, are performed on the same 
sled apparatus with the same crash intensity. The only difference of these studies is the gender, 
which also affects the T1 crash pulse characteristic; therefore, the male and female joint scaling 
factors might reveal a similarity or a relationship between male and female factors. In fact, in 
Table 5.10 most female coefficients are either smaller or equal to their male counterpart, only 
the flexion stiffness factor is an exception. 
In an attempt to address the gender differences, parameter studies are conducted with the same 
joint scaling factors for both genders. The gender specific simulation responses are compared to 
the gender specific experimental data, while the best set of joint scaling factors is established; 
this optimisation of male and female responses is performed simultaneously. For this 
investigation, only the versions 1.4 and 2.4 of the computational model are included in the 
parameter studies. 
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a) Head w.r.t. ground rotation responses [°] b) Head w.r.t. T1 rotation responses [°] 
  
c) Head w.r.t. seat horizontal displacement [mm]  d) Head w.r.t. seat vertical displacement [mm]  
   
e) Head horizontal acceleration 
w.r.t. local coordinate system 
[m/s²] 
f) Head vertical acceleration w.r.t. 
local coordinate system [m/s²] 
g) Head angular acceleration 
[rad/s²] 
Figure 5.21:  Head rotations for the computational model with gender unspecific scaling factors; the differences 
to the graphs provided in Figure 5.19 are minor. The average gender specific volunteer response 
graphs are obtained from Sato et al. [122] and Ono et al. [123]. Legends include 𝑅𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ values 
in curly brackets. 
 
In Table 5.11 the final, gender unspecific scaling factors are given; in Figure 5.21 the 
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computational responses are compared to the experimental data. Neither for the table nor for 
the response graphs in the figure are major differences observable. Existing differences are 
mostly visible in the last 50 ms, indicating two findings: first that it is possible to use the same 
scaling factors for both gender models, and second that the effect of scaling factors on the 
response graph rises with the simulation time. 
Table 5.11: Final gender unspecific scaling factors for the simultaneous optimisation against the experimental 
studies E (males) and F (females). 
Version 𝑽𝒄𝛗(𝐟𝐥𝐞𝐱𝐢𝐨𝐧)  𝑽𝒄𝛗(𝐞𝐱𝐭𝐞𝐧𝐬𝐢𝐨𝐧)  𝑽𝒅𝟏(𝒓𝒐𝒕) 𝑽𝒅𝟐(𝒓𝒐𝒕) 𝑽𝒄(𝒕𝒓𝒂𝒏𝒔𝒍𝒂𝒕𝒊𝒐𝒏) 𝑽𝒅𝟏(𝒕𝒓𝒂𝒏𝒔) 𝑽𝒅𝟐(𝒕𝒓𝒂𝒏𝒔) 
1.4 male & 
female 
0.4 2.3 0.3 2.7 disabled 
2.4 male & 
female 
0.6 3.2 0.3 2.5 10.0 10.0 10.0 
 
5.3.4 Included and Excluded Experimental Studies for the Model Calibration 
The suitable experimental studies for the developed computational model are listed in Section 
2.12 and coded as studies A to G. The first study to include in the calibration is study A as it is the 
only study to give individual responses of the subjects. However, as study A does not provide 
intervertebral rotations, the next study to include is study G, because this study has detailed 
intervertebral rotations of one individual. The next studies to include are E and F, two studies on 
the same sled apparatus and same crash intensity but with male and female volunteers 
respectively. These two studies compare gender differences in rear-end crash tests, and hence 
are also interesting to compare gender differences of the computational model. For these 
included four experimental studies a general pattern is recognisable, i.e. computational global 
responses graphs show general agreement to experimental data, while intervertebral responses 
show no agreement; also, the derived scaling factors are very different between these studies. 
Therefore, it is expected that the calibration of the computational model to any further 
experimental studies would show similar behaviour. Besides, there are reasons why the 
remaining studies B, C and D have not been included in the calibration of the computational 
model: 
 The experimental set-up of study B is only slightly different to experimental study A; the 
biggest difference is the use of a standard seat instead of a rigid laboratory seat. 
Furthermore, there is less data presented for study B compared to study A; hence it is not 
expected that the implementation of this study to the calibration would improve the 
computational model or the outcome of this research. 
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 The two experimental studies C and D are similar to the experimental studies of the study 
pair E and F, i.e. the effect of gender is investigated while test conditions are kept the 
same in each study pair. Some of the differences between the study pairs are number of 
volunteers, sled test apparatus (straight versus inclined) and crash pulse shape. Some of 
the similarities are similar crash pulse intensity and similar methodology. In fact, both 
study pairs (i.e. all four studies) are conducted at the same institution (JARI) and provide 
the same global response graphs. However, the study pair C and D do not provide 
intervertebral response graphs. Although it would be beneficial to have a second study 
pair on male and female volunteers included in the calibration of the model, but due to 
the amount of similarities it is not expected that the implementation of these studies can 
improve the computational model. Consequently, the current computational model is 
only calibrated for one female study, which does not allow assuming trends between 
male and female joint coefficients. Also, as for male joint factors, it is doubtful that the 
established female joint factors (for experimental study F) are applicable for other 
experimental studies. 
The model is calibrated for three experimental studies on male subjects (i.e. studies A, G and E) 
resulting in three very different scaling factors; hence it is questioned if there exists one general 
set of joint scaling factors which would be generally applicable for male subjects. An additional 
investigation for such a set is explained in the following section. 
5.3.5 Universal Set of Scaling Factors 
Until now, the computational model has been calibrated for each experimental study 
individually. That means, the model is always adjusted to the respective subject parameters 
(gender, age, height, BMI) participating in the experimental study and in a series of parameter 
studies are conducted. After each parameter study, the obtained simulation responses are 
compared with respect to the experimental responses and the scaling factors have been 
successively adjusted, until the final set of scaling factors is established. However, the scaling 
factors representing one experimental study have not been considered for other experimental 
studies. Therefore, for different experimental studies the sets of scaling factors vary widely. In 
this section is investigated whether there is one universal (general applicable) set of scaling 
factors which can be used for all these experimental studies, this would result in a general 
applicable computational model. 
Such a universal set of scaling factors is searched for with an elaborate procedure (parameter 
study); i.e. for various experimental sled tests an appropriate modified computational model is 
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generated, and all these computational models are tested for variations of intervertebral joint 
scaling factors. The biofidelity rate (𝑅𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ) for each simulation is then evaluated as described 
in Section 3.2.4. As next step, the biofidelity rates of all simulations using the same intervertebral 
joint scaling factors are averaged, i.e. this results in an average biofidelity rate describing 
different (to experimental data adjusted) computation models. The average biofidelity rate 
indicates how suitable a set of scaling factors is for computational models adjusted to different 
experimental studies.  
Unfortunately, despite several thousand simulations performed, such a universal set of scaling 
factors could not be established. Even for the best performing computational models, the 
majority of computational response graphs are generally in poor agreement with the respective 
experimental data. Several adjustments were tried to improve the outcome of this investigation, 
e.g. in the algorithm the calibration end time is varied, distrustful experimental graphs are 
excluded from the calibration procedure, or trustworthy experimental graphs are prioritised in 
the calibration procedure. However, none of these adjustments improved the general outcome 
of this investigation. Any improvement for one experimental response/study leads to a 
worsening of another experimental response/study. This leads to the conclusion that there is no 
universal set of scaling factors capable of mimicking several experimental studies adequately. 
This is also the reason why no results are given in this section. 
The absence of a universal set of scaling factors is a major drawback to this computational 
model, as it implies that the model in its current state is not generally applicable for different 
experimental studies. Nevertheless, the model still performs acceptably if calibrated to one 
experimental study individually, and it probably can be calibrated to additional experimental 
studies than those included in this work. 
The established sets of scaling factors for the experimental sled tests are considerably different 
throughout Section 5.3, which could be partly attributed to the substantially different 
experimental T1 crash impulses. A comparison of T1 impulses is given in Figure 5.22, which 
summarises Figures 5.4 (page 168), 5.14 (page 186) and 5.18 (page 197). These T1 motion 
differences may be a reason why for the computational model no universal set of scaling factors 
could be established, especially since the computational model shows sensitivity to the T1 
motion, and the viscoelasticity of living tissue changes with the rate of deformation [291]. 
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a) T1 horizontal acceleration [m/s²] b) T1 vertical displacement [mm] 
 
 
c) T1 rotation [°]  
Figure 5.22: Comparison of T1 motion for different experimental studies. 
 Study A: JARI [117, 121]; Study G: Yale University [5, 21, 110]; Study E and F: JARI [40, 122, 123]; 
more details shown in Figure 2.6 on page 25. 
5.4 DISCUSSION AND CONCLUSIONS 
In the current chapter the computational model is calibrated to experimental studies from the 
open domain. At first, the stiffness and damping coefficients for the representation of 
intervertebral joint properties are derived based on data from PMHS studies; afterwards these 
coefficients are calibrated so that the computational model adequately mimics experimental sled 
tests studies of volunteers and PMHSs. 
A new mathematical approach is presented to mimic the behaviour of intervertebral joint 
properties. For the mathematical stiffness approximation, the coefficients are established by 
matching the graphical representation of published stiffness data. For the mathematical damping 
approximation, the coefficients are established based on adequately published existing research. 
However, in line with previous research on simplified computational models, the derived 
intervertebral joint properties require scaling in order that the head-and-neck model mimics the 
experimental sled test data with sufficient accuracy. This scaling is justified because the model 
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uses data from segmented PMHS spine sections and not from an intact cervical spine of full body 
subjects.  
The calibration of the model is the establishment of intervertebral scaling factors so that the 
computational model adequately represents the head-and-neck response during a rear-end 
impact. The computational model is calibrated to a few different experimental sled test studies; 
and for each calibration a different set of scaling factors is established. The dissimilarity of these 
sets of scaling factors indicates that a calibrated model for one sled test study is not 
representative for another sled test data; consequently, no common computational model could 
be established. This is a concern for the current research; a second concern is that the 
intervertebral rotations of the computational model are not representative to real human data. 
Despite considerable effort, these two concerns could not be eliminated and are limitations for 
any reduced (lumped) parameter computational model. 
The attempts to improve the dynamic behaviour of the computational model include: a different 
complexity for the intervertebral joint functions, a time-dependency for the joint coefficients to 
simulate active muscle behaviour, and parameter studies with arbitrary joint coefficients 
analysed using DOE (design for experiment). However, none of these modifications have 
considerable benefits to the developed computational model. There are several possibilities why 
all these attempts could not improve the model: the cubic stiffness approach might be 
inadequate to describe intervertebral joint stiffness, the time varying function for the cervical 
joints might be insufficient in terms of shape and/or amplitude, or the intervertebral joint 
functions might require fundamental changes altogether. However, after several different 
attempts, no more improvement ideas, and no comparable problems described in the literature, 
it was concluded that the model in its current design cannot be further improved. It could only 
be established that more damping is more crucial to the model than stiffness. Therefore, further 
experimental studies on intervertebral joints should focus on the damping properties. 
With the knowledge that drastically reduced computational models have considerable 
limitations, existing models which using this approach are revisited. Most of the simplified 
models in the literature [26, 111, 112, 227] are only compared to one experimental sled test 
study and do not include the comparison of intervertebral rotations; consequently, the same 
limitations as in the current research do most probably apply. One outstanding computational 
model is the model developed by Meguid et al. [109], as for this model the computational 
intervertebral rotations are compared to experimental rotations. However, the model uses 
intervertebral joint functions which are unrealistic in terms of shape and amplitude, i.e. arbitrary 
stiffness and damping values are used to optimise the intervertebral rotations; probably only 
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because of this unrealistic modelling approach the model only performs acceptable in 
comparison to experimental data. Moreover, the model is not compared to other experimental 
sled test studies. In summary, all comparable existing reduced (lumped) parameter models in the 
literature suffer from major limitations which are not mentioned in original publications; 
however, their limitations are revealed the current research. 
Nonetheless, the developed computational model of the current research is rigorously 
calibrated; with the current model design the dynamic responses cannot be further improved. 
For each experimental study, the calibrated model produces biofidelic global head behaviour. The 
precision of this global head response is equivalent to currently used detailed models and crash 
test dummies (ATDs), and yet is computationally more efficient.  
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Chapter 6 
EXTENSION TO PARAMETRIC MODEL – THE ADJUSTABLE COMPUTATIONAL 
MODEL 
In the previous chapter the model is calibrated to experimental data. For this, different 
experimental sled experiments have been used, however all subjects closely represent the 50th 
percentile subject. Experimental data focussing on subjects with other anthropometric 
properties is not available in the open domain. However, methods exist to extrapolate (scale) the 
computational model to other anthropometric properties.  
In the previous chapter the relationships of the adjustable head-and-neck model to different 
geometries and inertia properties are explained; also, the adjustable anthropometric model is 
verified for small, average and large male and female subjects. In the current chapter the 
intervertebral joint properties of the model are extended to be subject-adjustable, and the 
completely subject-adjustable model is used to investigate the effects of anthropometric subject 
differences on the dynamic model responses. This is of importance since the injury risks might 
correlate with anthropometric specifications of a subject [77]; a one-size-fits-all approach is not 
optimal to protect subjects with different anthropometric specifications in a vehicle [19]. 
6.1 THE INFLUENCES OF ANTHROPOMETRIC SUBJECT DIFFERENCES ON THE INTERVERTEBRAL 
JOINT PROPERTIES 
The ‘effective joint parameter Xi’ (see Section 4.4.4) consists of three parts. Two have been 
discussed in the previous chapter, i.e. the ‘initial joint coefficient’ Ui and the ‘joint scaling 
factor’ Vi; the third part of Xi is the ‘anthropometric component’ W𝑖 is discussed in the current 
section. The following subsections describe mathematical relationships between different 
subject aspects and the effective joint parameter; afterwards these different aspects are 
combined to a final equation for the effective joint parameter Xi. 
6.1.1 Cervical Muscle Strength 
For the current research, a relationship between stiffness coefficient and muscle cross-sectional 
area is used. The model is calibrated for the 50th percentile subject; therefore, the effect of the 
muscle area on the effective joint parameter Xi is 1. For subjects with higher muscle area the 
effect should be >1, indicating higher motion restriction, while for smaller muscle area the effect 
212 
 
should be <1, indicating lower motion restriction. For simplification, the muscle area of a subject 
is approximated by a circle with the circumference equal to the neck circumference of the 
subject. The relationship between the area and the circumference of two circles is shown in 
Equation 40. 
 𝐴𝐴50% = ( 𝐶𝐶50%)2 (40) 
 A  is the average neck area of the subject 
A 50%  is the average neck area of 50
th
 percentile subject  
C  is the circumference of the subject 
C50%  is the circumference of 50
th
 percentile subject 
This relationship is one part for the calculation of the effective joint parameter Xi. 
This assumption that muscle force is proportional to the cross-sectional area of a muscle is often 
used in biomechanical studies [191]. While experimental studies are supporting this assumption, 
it should be noted that there are also contradicting studies, suggesting that an increase in the 
neck strength as a result of neck exercises may not be proportional to the increase of the neck 
muscle size [301, 302]. Nonetheless, the current research uses a proportional assumption. 
Furthermore, since the cervical muscle strength is ultimately approximated based on the neck 
circumference, the parametric model can be adjusted to subjects with stronger/weaker muscle 
strength by specifying the neck circumference manually. While that also alters the inertia 
properties of the neck, the influence due to the cervical inertia alteration is minor on the 
dynamic simulation response; this is shown in Section 6.3.2.1. 
6.1.2 Subject Awareness and Individual Muscle Strength 
It is hypothesised that the subject awareness of the rear-end impact and the subject individual 
muscle strength can be included in the current computational model. For simplicity, these two 
conditions are combined to the single variable ‘𝑎’ to reflect the ‘subject status’, which affects all 
stiffness and damping coefficients equally. The subject status ‘𝑎’ of value 1 reflects a standard 
subject status (relaxed and normal muscle strength), a value of bigger than 1 reflects a tensed 
subject state or subjects with strong muscles, and a value smaller than 1 reflects an unprepared 
subject or a subject with weak muscles. 
The idea of using a variable which affects stiffness and damping coefficients in a computational 
model is similar to the approach of Rajaai et al. [234]. They designed an extremely simplified 
human body model with only four rigid bodies and while this model is too simplistic to be used 
for broad applications, an ‘awareness factor’ was proposed to evaluate the effect of the initial 
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subject status. They suggested, without any justification, three awareness factors of value 1.0, 
1.1 and 1.2; the value 1.0 is used for the standard subject, and the two values 1.2, and 1.2 are 
used for subjects with increase awareness of an impact. 
Ono et al. [123] analysed volunteer sled test data conducted in the end 1990s [137], these tests 
were conducted under two conditions: a relaxed and a tensed muscle state. In the relaxed state 
the volunteers were asked to relax their neck muscles, while in the tensed state the volunteers 
were asked to intentionally tense their neck muscles before impact. The effect of muscle tension 
on head rotation w.r.t. C7 and the head x-displacement w.r.t. C7 showed a reduction from 60% to 
80% respectively for the tensed state when compared to the relaxed state. This information is 
used to suggest values for the subject state variable 𝑎 of the current research: since Rajaai et al. 
[234] proposed a value of 1.2 for an occupant who is only aware of the impact, a pre-tensed 
occupant would obviously require a higher value.  
Figure 6.1 shows the effect of muscle tension in head rotation w.r.t. C7. In this figure five graphs 
are given: two represent the experimental responses of relaxed and tensed volunteers by Ono et 
al. [123] and three represent the computational responses of the model version 2.4 with 
different values of the subject status 𝑎. While for the experimental study by Ono et al. 
differences between the relaxed and the tensed muscle state start at around 50 ms, the 
computational model is mainly affected after 150 ms. However, after 150 ms the computational 
model shows differences between relaxed (a=1) and tensed (a=1.5 and 2) muscle state similar to 
the differences between the two experimental graphs. Nevertheless, this shows that the 
computational model is not able to mimic pretension of the muscles.  
Figure 6.1:  Comparison of the effect of active muscle tension on ‘Head angle with respect to C7 [°]’ between 
the experimental study by Ono et al. [123] and the calibrated version 2.4 of the model. 
For the calibration of the model the status of the subject was not considered, therefore the value 
of variable 𝑎 is 1.0. Since after 150 ms the computational model shows reasonable differences 
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between relaxed (a = 1) and tensed (a = 1.5 and a = 2) muscle state, it can be concluded that the 
assumption by Rajaai et al. [234] of a value between 1.1 to 1.2 is reasonable.  
The computational model is calibrated with a value for the subject status 𝑎 of 1.0, therefore this 
value is for laboratory conditions in which volunteers still involuntarily expect a rear-end impact. 
Consequently, for mimicking realistic rear-end impact with no expectation of an impact the 
subject status might be more accurate with values between 0.9 or 0.95. Lastly, as PMHS have no 
active muscle behaviour at all, an even lower value of 𝑎 should be considered, e.g. between 0.8 
and 0.9. 
It is assumed that the individual muscle strength can be similarly attributed in the model as the 
effect of awareness. Therefore, for an individual with obviously higher muscle force capability, 
the value of 𝑎 should be increased; while for a person with obviously lower muscle force 
capability, the value of 𝑎 should be decreased. It should be considered that strength of the neck 
may not always be proportional to an increase of neck muscle size [301, 302], although often 
assumed in biomechanical studies and also tested in experimental studies [191]. However, this 
effect is not considered in the current research. 
6.1.3 Muscle Activation and Subject Reaction Time 
Active muscle behaviour has been previously discussed: Section 3.2.2 explains that model shows 
characteristics of both, active and passive, muscle behaviour. This is the case although the 
coefficients for the non-linear displacement functions are not varying with time. Section 5.3.1.4 
shows that time varying coefficients do not improve the calibration of the model; with time 
varying damping coefficients the computational responses actually showed less agreement to 
the experimental responses. 
For a subject-adjustable computational model, it would be beneficial to include a parameter 
which captures how quickly a subject realises an impact and activates its muscles. However, since 
time variable joint coefficients do not improve the model it is not possible to implement such a 
parameter in the current computational research. For a different design of a parametric 
computational model such a parameter might be possible. 
6.1.4 Age  
Although the average age of injured occupants in motor vehicle accidents is below 35 years 
[291], for a parametric computational model age is an important and obvious parameter. In the 
current model age has an effect on the cervical curvature and the height of intervertebral discs of 
the subject, i.e. the geometry of the model is affected by age as explained in Section 4.1. Yet in 
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reality not only the geometry is affected, but also the biomechanical properties of tissues are 
changing with age. There are numerous studies focussing on anatomical effects of aging, e.g. 
muscles, ligaments, bone structure, range of motion, etc.  
The study from Barker et al. [291] is of particular interest for the current research; while the 
intervertebral stiffness of adjacent vertebrae (i.e. force-elongation diagrams) is measured in a 
similar way as in the studies which are used by the current research to find the intervertebral 
stiffness, Barker et al. used an age limit for the cadaver donors to 50 years or younger. In the 
publication the results are compared to other existing literature data; differences in the 
intervertebral stiffness are partly attributed to the different average ages of the subjects. Since 
biomechanical properties of ligaments deteriorate with age, it was argued that studies on older 
subjects show lower intervertebral stiffness; a trend which is indeed visible. However, there are 
also other effects which might influence the measured stiffness, e.g. how the subjects are 
prepared, how fresh the subjects are, if a torque or the rotation is applied while the rotation or 
torque is measured, with which rate (speed) the torque/rotation was applied, etc.  
Another study of interest is from Malmström et al. [303], they measured the effect of age, 
gender and Body Mass Index on the cervical movements in 120 subjects (60 men and 60 women, 
ages 20–79) with no previous cervical injury. The test subjects were asked to make head 
movements at their own speed and to their own personal maximum rotation, these movements 
were recorded. The evaluation of the movements show that age is the biggest influencing factor 
on cervical motion pattern, i.e. cervical motion alters throughout life according to specific 
patterns, yet it has individual variations. This is consistent with other studies, Malmström et al. 
[303] list several studies which show that age influences the cervical range of motion. On the 
other hand, the study of Malmström et al. shows that gender and Body Mass Index have only 
little influence on the cervical motion.  
Therefore, although it is certain that aging has an effect on biomechanical properties and 
consequently should be considered in a subject-adjustable model, it is not clear enough how 
aging might affect the joint coefficients for stiffness and damping. No literature data could be 
found which would be suitable to include the effect of age in the current computational model. 
Consequently, no attempt is made for this research; age is not included in the calculation of the 
anthropometric component Wi.  
6.1.5 Gender 
Gender is an important factor in biomechanics; in particular for whiplash the influence of gender 
is discussed in Section 2.9.3. Consequently, the parametric computational model has to consider 
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gender differences. In the current model, gender has an effect on the geometry since it is 
included in the cascading prediction equations for the cervical spine (see Section 4.1). 
Furthermore, also the prediction equations for the inertia properties are gender specific (see 
Section 4.2). Therefore, the effect of gender on the intervertebral joint coefficients needs be 
considered.  
Since females are not scaled males, it is not believed that the intervertebral joint coefficients can 
be simply scaled to account for gender differences. This is supported by the fact that females 
have a greater cervical intervertebral displacement with a more pronounced S-shape 
deformation of the cervical spine than males (see Section 2.9.3), which clearly indicates unique 
intervertebral coefficients. Therefore, gender does not affect the anthropometric component W𝑖.  
In Chapter 5 the computational model is calibrated to different experimental data; each 
calibration gives a set of scaling coefficients. With only focussing on the sets of scaling 
coefficients for male experiments it is realised that no general male set of scaling coefficients 
exists. Therefore, it is established that the set of scaling coefficients for female experiment is also 
not generally applicable. Consequently, it is not possible to distinguish gender by two gender 
specific general set of scaling coefficients. 
In summary there is no distinct way to include gender in the intervertebral joint properties. For 
any experimental study, regardless of gender, a separate calibration (parameter study) to find 
appropriate joint coefficients is necessary. 
6.2 COMBINATION OF DISCUSSED INFLUENCES AND OVERVIEW OF OTHER RELATIONSHIPS 
BETWEEN SUBJECT CHARACTERISTICS 
The combination of previously discussed influences on the intervertebral joint properties leads to 
the anthropometric component Wi , which is one element to calculate the effective joint 
coefficients as described in Section 4.4.4. Equation 41 shows how the anthropometric 
component Wi is calculated. In this equation the muscle area effect is represented as the fraction 
A/A50% and is automatically calculated based on of the neck area/circumference; and the subject 
status is represented by the variable ‘𝑎’ and is an optional parameter manually delineable. The 
anthropometric component Wi does affect all intervertebral joint coefficients equally, i.e. all 
stiffness and all damping coefficients, since Linder et al. [225] concluded that manipulation of 
joint stiffness alone is not sufficient to adjust the model. In simplified computational models as in 
the current research stiffness mostly affects the peak response and damping mostly affect the 
duration of response [113]. 
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 𝑊𝑖 = 𝐴𝐴50% × 𝑎 = ( 𝐶𝐶50%)2 × 𝑎 (41) 
 The cervical muscle strength (A/A50%) is defined as in Section 6.1.1, and 
the subject status (𝑎) is defined as in Section 6.1.2.  
Although this calculation of Wi, which reflects anthropometric subject differences, seems very 
simplistic, it should be noted that anthropometric subject differences indirectly affect several 
other subject characteristics in the computational model. Hence, the anthropometric component Wi as shown in equation 41 is only one part of the anthropometric dependability. While 
equation 41 is a simple approximation of how the intervertebral joint coefficients are changing, a 
more sophisticated approach might be able to take further subject characteristics into account, 
e.g. the body fat percentage of the subject or different cross sectional muscle areas for different 
sections of the neck. However, due to the limited amount of suitable literature data in the open 
domain a more sophisticated calculation method for the anthropometric component Wi is 
currently not possible; hence Equation 41 is the best possible equation that can be derived based 
on available literature data. 
Since the anthropometric subject differences only affect the anthropometric component Wi 
directly, the remaining dependencies of the adjustable computational model should be 
discussed. In Table 6.1 the effects of each subject specifications on other subject specifications in 
the computational model are summarised. However, only direct effects on other subject 
specifications are listed, indirect effects due to the cascading nature of the model are not 
included. To enhance the overview in this table, the subject characteristics are divided into three 
groups, (i) subject characteristics which are typically published for experimental rear-end sled 
test studies, (ii) characteristics which are typically unpublished but would not require any special 
measuring equipment, and (iii) characteristics which are typically unpublished and would require 
special measuring equipment. 
As shown in Table 6.1, the computational model has subject characteristics which have a direct 
impact on one or more other subject characteristics, which in sequence have further impacts on 
other subject characteristics. This shows the cascading nature of the computational model. 
Characteristics with a cascading effect on other characteristics are named hereafter as 
‘characteristics of higher hierarchy’. As an example for such a higher hierarchy characteristic, the 
effect of height is explained: The height has an effect on the head circumference, which further 
on affects the head inertia properties, but the height has also an effect on the vertebrae 
dimensions which further on have an effect on the cervical curvature and ultimately the neck 
inertia properties, and moreover for female subjects, the height also influences the neck inertia 
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properties directly. Consequently, subject characteristics of higher hierarchy change several other 
subject characteristics in the computational model, which further on means that the change of 
such higher hierarchy characteristic has an effect on the dynamic whiplash motion which is 
actually a combination of several effects due to several characteristic dependencies. To 
understand the importance of every effect individually each subject characteristic has to be 
investigated individually, which is done in the following section. 
Table 6.1:  Summary of the effect of one subject specification on other subject specification(s). 
Subject 
Characteristics / 
Properties 
Affected Subject Characteristics 
Typically listed subject characteristics in publications about experimental studies: 
Gender  Vertebrae dimensions: Gender is included in the cascading prediction equations (see Appendix 
A). 
 BMI: There are gender specific prediction equations for BMI (see Section 4.2). 
 Head and neck properties: There are gender specific prediction equations for head and neck 
circumferences (see Section 4.2). 
 Intervertebral joint coefficients (potentially): It is hypothesised that different gender requires 
different intervertebral joint coefficients (stiffness and damping); unfortunately, this research 
could not establish general intervertebral joint coefficients for either gender (see Chapter 5).  
Age  Vertebrae dimensions: Age is included in the cascading prediction equations (see Appendix A) 
 Cervical curvature: The prediction of Bézier angles is based on age (see Appendix A). 
Height  Vertebrae dimensions: Height is a variable in the cascading prediction equations (see Appendix 
A). 
 Head circumference: There is a linear relationship between height and head circumference (see 
4.2.1) 
 Neck inertia properties (only for female subjects): The prediction equations for the neck volume 
of female subjects uses the subject characteristic height; for male subject height is not used (see 
Section 4.2.1) 
BMI (or the 
combination of 
height and weight) 
 Neck circumference: There is a linear relationship between weight of a subject and the neck 
circumference (see 4.2.1) 
Subject characteristics which are typically not listed in publications about experimental studies – no special 
measuring equipment required: 
Neck circumference  Neck inertia properties: The prediction equations use the subject characteristic neck 
circumference (see Section 4.2.1) 
 Anthropometric component Wi: The neck circumference is one part of the calculation (see 
Section 6.2) 
Head 
circumference 
 Head inertia properties: Head mass and moment of inertia are calculated based on the head 
circumference (see Section 4.2.2) 
Subject characteristics which are typically not listed in publications about experimental studies – special 
measuring equipment required: 
Vertebrae 
dimensions 
 Cervical curvature: The prediction of Bézier angles is based on vertebrae dimensions (see 
Appendix A). 
 Neck inertia properties: The sum of the posterior height of the vertebrae is part of the 
calculation of the neck moment of inertia properties (see Section 4.2.2) 
Head and neck 
inertia properties 
 Mass effects inertia: The respective mass has influence on the respective moment of inertia (see 
Section 4.2.2). 
Cervical curvature 
and neck chord 
angle 
 No effect on other subject characteristic. 
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6.3 COMPARISON OF SIMULATIONS FOR SUBJECTS WITH DIFFERENT ANTHROPOMETRIC 
SUBJECT CHARACTERISTICS 
A change of any subject characteristic may affect the dynamic whiplash motion, but to which 
extent is unknown; this is investigated in the current section. Unfortunately, as explained in 
Section 5.3.5 no universal set of scaling factors exists, meaning that no generally applicable 
computational model exists as the computational model needs to be calibrated to each 
experimental study individually. Consequently, before the effect of subject characteristics can be 
investigated, it has to be first decided which calibrated computational model should be used for 
the investigation of dynamic effects due to anthropometric subject differences. 
In Section 5.3 the computational model is calibrated to four different experimental studies, 
labelled as studies A, G, E and F. For each of these four studies the model is adjusted to represent 
the respective experimental subject and respective experimental T1 motion. For the current 
investigation the experimental study A is chosen for several reasons: it was performed on 
volunteers and all tests were conducted under identical test conditions, the individual dynamic 
responses for the volunteers are given, the T1 horizontal acceleration is smoother as in the 
remaining experimental studies, and the volunteers had trial runs to get them used to the test 
procedure in order to be able to relax during the actual experiment [228, 250]. Consequently, all 
subsequent investigations in this thesis use the T1 crash pulse and the intervertebral stiffness-
damping coefficients obtained for the calibration to experimental study A. Additionally, it is 
decided to focus only on the model version 2.4. 
As the next step, it has to be decided which dynamic response graphs should be used for the 
evaluation of dynamic effects as a result of anthropometric subject differences. For the 
calibration of experimental study A in Section 5.3.1 six global response graphs are used, but for 
two of these response graphs their confidence has been questioned in Section 5.3.1.2; 
consequently, only four response graphs are appropriate, i.e. the head w.r.t. ground rotation, the 
head w.r.t. T1 rotation, the head horizontal acceleration and the head angular acceleration. Since 
these are only global response graphs it is decided that also intervertebral rotations should be 
included in the comparison. However, intervertebral response graphs are not given for the 
experimental study A and the intervertebral rotations of the computational model do not 
perform well in the calibration to other experimental studies. Nevertheless, the behaviour in the 
intervertebral angles gives additional information about the effect of anthropometric differences. 
The intervertebral angles included in the evaluation are for the joints C2C3, C4C5 and C6C7, 
therefore representing an upper, middle and lower joint respectively. In conclusion, the dynamic 
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effects of anthropometric subject differences are compared based on seven response graphs, i.e. 
four global and three intervertebral graphs. 
In the next two sections (6.3.1 and 6.3.2) the effect of different subject properties/characteristics 
on the dynamic whiplash motion are evaluated; for this the intervertebral joint scaling factors (as 
in Table 5.7) and the experimental T1 motion (as in Figure 5.4) of the calibrated model for 
experimental study A (as in Section 5.3.1) are used. However, the calibrated computational 
model for the study A does not perfectly match the 50th percentile subject as predicted by the 
computational model; therefore, in the following Section 6.3.1 the dynamic responses of the 
calibrated computational model are compared to the exact 50th percentile model. Afterwards, in 
Section 6.3.2, the 50th percentile model is the reference for the comparisons of computational 
models with different subject specifications.  
The effects of two subject characteristics are not investigated, i.e. age and gender. Neither age 
nor gender is included in the investigation, because their effect on the intervertebral joint 
properties could not be mathematically captured in Section 6.1.4 or Section 6.1.5 respectively. 
Also, the indirect effects of gender and age (as shown in Table 6.1) are separately investigated in 
Section 6.3.2. Moreover, the effect of gender is included in the calibration for the studies E and F 
in Section 5.3.3, and the subject characteristic age does mostly change the cervical curvature, 
and curvature is investigated separately in Section 6.3.2.3. Lastly, the male and female 
computational models are in most aspects similar, hence it is sufficient to focus only on the male 
model to investigate dynamic effects as a result of anthropometric subject differences. 
6.3.1 Comparison of Computational Models to Experimental Subject Characteristics: 
Adjusted and Calibrated Model versus the Idealised 50th percentile Model 
In Section 5.3.1 the computational model is calibrated for the experimental study A. For this, the 
computational model was adjusted to represent the average subject participating in this study, 
but the resulting computational subject does not represent the 50th percentile subject. 
Therefore, in the current section the differences for these two kinds of subjects are compared in 
terms of subject specification and in terms of the dynamic behaviour. 
In Table 6.2 the subject specifications for the calibrated and the 50th percentile subject are 
compared. In addition to the subject specifications, the table also shows the percentile values 
represented by the subjects in experimental study A. These percentile values are calculated 
based on the percentile distribution as given in Table 4.3 in Section 4.3; no percentile values are 
calculated for the cervical curvature properties (neck chord angle, inferior and superior Bézier 
angle) since no percentile distribution exist for these properties. However, the given percentile 
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values in Table 6.2 show that the computational model used for calibration all under the 
predicted 50th percentile model. Most notable is the BMI, i.e. the calibrated model does only 
represent a 7th percentile. 
Table 6.2: Comparison of subject characteristics/properties for the experimental study A and the 50th 
percentile subject as predicted by the computational model. 
Subject Characteristics / 
Properties 
Model specifications 
representing the 
subjects in study A 
The percentile 
represented by the 
subjects in study A 
Computational model 
predictions for the 50th 
percentile subject 
Height [cm] 175 46th  176 
BMI [kg/cm²] 22.86 7th  25.2 
Head circumference [cm] 56.56 46th  56.78 
Neck circumference [cm] 36.38 25th  37.81 
Head mass [kg] 4.44 46th  4.48 
Head moment of inertia [kg cm²] 219.6 46th  223.7 
Neck mass [kg] 1.13 25th  1.217 
Neck moment of inertia [kg cm²] 26.6 45th  26.394 
Neck Chord angle [°] 11 - 11 
Inferior Bézier angle [°] 3.4 - 3.4 
Superior Bézier angle [°] 10.2 - 10.1 
 
In Figure 6.2 the dynamic behaviour for the calibrated and for the 50th percentile subject is 
compared based on seven response graphs. In Figure 6.2a the responses of the calibrated model 
and in Figure 6.2b the responses of the 50th percentile subject model are shown; however, since 
the respective responses are too similar to recognise any variances, Figure 6.2c shows the time 
history diagram of the differences for these respective seven response graphs. It should be noted 
that for the head angle w.r.t. ground and the head angle w.r.t. T1 the difference is identical, this is 
because the experimentally measured T1 rotation is the input for both computational 
simulations, i.e. the T1 rotation w.r.t. ground is identical. This phenomenon is also visible in all 
following investigations; therefore, the comparison of seven response graphs results in only six 
‘response difference graphs’.  
The dynamic motion differences visible in Figure 6.2c are all a result of the different subject 
specifications, as shown in Table 6.2. The resulting differences are small, and since almost all 
subject specifications are different between the two compared computational models, it is 
unclear how big the influence of a single subject specification actually is. It might be that some 
subject specifications have opposite dynamic effects and consequently partially oppose each 
other. Therefore, in the next section the effects of every subject property on the dynamic 
whiplash motion are investigated individually.  
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a) Computational model responses for the subject specification as in the experimental study A. 
   
b) Computational model responses for the predicted 50th percentile subject specification. 
  
 
c) Difference between the responses of the 50th percentile subjects to the subjects as in experimental study A; 
positive differences mean that 50th percentile response has a more positive response. 
Figure 6.2:  Simulation result comparison of dynamic responses for the computational model with the subject 
specification as in the experimental study A and the computational model with the predicted 50th 
percentile subject specification.  
6.3.2 The Effects of Subject Properties on the Dynamic Whiplash Motion 
Since the perfect 50th percentile subject does not exist (see Section 4.5.1), a real subject will be 
different in several instances compared to the 50th percentile subject. Each change of a subject 
specification has a different effect on the dynamic whiplash motion, therefore in this section 
each subject specification is investigated individually. This aids the understanding of how much 
every subject property changes the dynamic whiplash motion, which is important for the 
investigation of higher hierarchy parameters and for investigations of real subjects with multiple 
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differences compared to the 50th percentile subject. Nevertheless, the dynamic responses of the 
50th percentile subject computational model, as shown in Figure 6.2b, are used as reference for 
this investigation. 
The dynamic effects due to a change of an individual subject specification are investigated in the 
next four subsections, covering changes (i) on the inertia properties, (ii) on external subject 
parameters, (iii) on internal subject parameters, and (iv) changes on subject awareness 
respectively. These four subsections have in common: any subject change to another percentile 
refers to the percentile distribution as predicted by computational model in Table 4.3, all given 
response graphs use the same axis limits to simplify the visual comparison and for all given 
response graphs a corresponding table is given in Appendix C with the numerical value of highest 
response difference and the time of occurrence. 
6.3.2.1 Effect of the inertia properties  
The inertia properties are head mass, head moment of inertia, neck mass, neck moment of 
inertia. Normally the inertia properties are automatically calculated by the computational model 
as described in Section 4.2.2, but for the investigation of their effect on the dynamic whiplash 
motion these are manually adjusted. The 95th and 5th percentile values for the respective inertia 
properties are according to Table 4.3. 
Figure 6.3 shows the effect of the inertia properties on the dynamic whiplash motion. The 
corresponding numerical value for the highest response difference and the time of occurrence is 
given in Appendix C in Table C.1. 
Head mass has a significant influence on all six response graphs (Figure 6.3a), while head 
moment of inertia has a low effect on the three global response graphs and practically no effect 
on the intervertebral response graphs (Figure 6.3b). Therefore, an additional simulation with no 
head moment of inertia has been conducted, showing increased effects on all six response 
graphs, but the intervertebral effects are still only marginally affected (Figure 6.3c), i.e. head 
moment of inertia does not affect intervertebral rotations, but cannot be ignored for the effects 
on global response graphs. 
Neck mass has little influence on all six response graphs (Figure 6.3d) while neck moment of 
inertia has practically no effect on all six response graphs (Figure 6.3e). Therefore, an additional 
simulation with no neck moment of inertia has been conducted, showing still very little effect on 
all six response graphs, i.e. the neck moment of inertia can be ignored in the computational 
model. Nevertheless, the model is not altered as the ignoring of neck moment of inertia does not 
significantly simplify the computational model. 
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a) Effect of head mass, 95th percentile (bold) and 5th percentile (slim), on the model responses. 
  
 
 
b) Effect of head moment of inertia, 95th percentile (bold) and 5th percentile (slim), on the model responses. 
   
c) Effect of setting the head moment of inertia to zero.  
   
d) Effect of neck mass, 95th percentile (bold) and 5th percentile (slim), on the model responses. 
(Figure 6.3- caption on page 225) 
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e) Effect of neck moment of inertia, 95th percentile (bold) and 5th percentile (slim), on the model responses. 
   
f) Effect of neck moment of inertia to zero. 
Figure 6.3:  Simulation result differences between the responses of the models with changed inertia properties 
compared to the fully 50th percentile model response; the bold lines show the change to 95th 
percentile, the slim lines show the change to 5th percentile. A positive difference means that the 
response of the changed model is more positive than the response of the fully 50th percentile model. 
6.3.2.2 Effect of external subject parameters 
The external subject properties (characteristics) adjustable in the computational model are the 
head and neck circumferences, BMI and height. The computational model is designed so that 
these external subject parameters are adjustable, while the remaining subject specifications 
update accordingly. However, it should be noted that there are cross-relationships between 
these external parameters and the external parameters affecting the inertia properties, as 
described in Section 6.2. 
Figure 6.4 shows the effect of the external subject properties on the dynamic whiplash motion. 
The corresponding numerical value for the highest response difference and the time of 
occurrence is given in Appendix C in Table C.2. 
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a) Effect of head circumference, 95th percentile (bold) and 5th percentile (slim), on the model responses. 
  
 
b) Effect of neck circumference, 95th percentile (bold) and 5th percentile (slim), on the model responses. 
   
c) Effect of height, 95th percentile (bold) and 5th percentile (slim), on the model responses. 
  
 
d) Effect of BMI, 95th percentile (bold) and 5th percentile (slim), on the model responses. 
Figure 6.4: Simulation result differences between the responses of the models with changed external subject 
parameters compared to the fully 50th percentile model response; the bold lines show the change to 
95th percentile, the slim lines show the change to 5th percentile. A positive difference means that the 
response of the changed model is more positive than the response of the fully 50th percentile model. 
Both head and neck circumference have significant influence on all six response graphs (Figure 
6.3a and b); this is because these circumferences are major parameters for the respective inertia 
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properties. Also the response graphs for height (Figure 6.4c) and BMI (Figure 6.4d) have 
significant influence on all six response graphs, and in fact appear similar to the response graphs 
of head (Figure 6.4a) and neck (Figure 6.4b) circumference respectively; this is because these 
external parameters are major parameters for the respective circumferences. In fact, a specific 
percentile in height or BMI results in the same percentile of head or neck circumference 
respectively, as explained in 4.2.1. However, comparing the response graphs of height to head 
circumference and of BMI to neck circumference shows that both height and BMI are resulting in 
lower magnitudes than head and neck circumference. This indicates that the indirectly affected 
subject properties (compare Table 6.1) have an influence, which is opposite to the response 
changes due to head and neck circumference. Nonetheless, all four investigated external subject 
parameters have significant influence on all six response graphs. 
6.3.2.3 Effects of internal subject parameters 
The internal subject parameters adjustable in the computational model are the superior and 
inferior Bézier angles and the neck chord angle. In the computational model the Bézier angles are 
automatically predicted, but can be manually adjusted; the neck chord angle is by default 11° if 
not otherwise manual adjusted. The internal subject parameters have no cross-relationships to 
other subject specifications, only the geometry is affected. 
Table 6.3:  Summary of the investigated internal subject parameters (characteristics). 
Subject Characteristics / Properties 
Inferior Bézier angle 
[°] 
Superior Bézier angle 
[°] 
Neck chord angle  
[°] 
Reference: 50th percentile model 3.4 10.1 11 
Lordotic 12 12 11 
Kyphotic -12 -12 11 
S-shaped 12 -12 11 
Inverse S-shaped -12 12 11 
Straight 0 0 11 
Decreased neck chord angle 3.4 10.1 7 
Increased neck chord angle 3.4 10.1 15 
No neck chord angle 3.4 10.1 0 
    
Table 6.3 gives a summary about the internal subject parameters (characteristics) which are 
investigated; the first row describes internal parameters of the reference subject. The following 
five rows address subjects with different Bézier angles; using the two Bézier angles, superior and 
inferior, there are five different cervical curvatures possible: lordotic, kyphotic, S-shape, inverse 
S-shape and straight. The last three rows address subjects with different neck chord angles. 
There is one subject with decreased and one with increased neck chord angle compared to the 
reference model, and a final subject with no neck chord angle. 
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Figure 6.5 shows the effect of the internal subject properties as described in Table 6.3 on the 
dynamic whiplash motion. The corresponding numerical value for the highest response 
difference and the time of occurrence is given in Appendix C in Table C.3. 
   
a) Lordotic and kyphotic cervical curvature; the bold lines show the change to lordotic curvature, the slim lines 
show the change to kyphotic curvature. 
   
b) S-shaped and inverse S-shaped cervical curvature; the bold lines show the change to S-shaped curvature, the 
slim lines show the change to inverse S-shaped curvature. 
   
c) Straight cervical curvature 
   
d) Neck chord angle changed to 7° and 15°, the bold lines show the change to 7°, the slim lines show the change 
to 15°. 
(Figure 6.5- caption on page 229) 
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e) Neck chord changed to 0°. 
Figure 6.5:  Simulation result differences between the responses of the models with changed cervical geometry 
compared to the fully 50th percentile model response. A positive difference means that the response 
of the changed model is more positive than the response of the fully 50th percentile model. 
The five variations of cervical curvature obtained by different Bézier angles (Figure 6.5a-c) have 
little effects on the three global response graphs, but have significant influence on the three 
intervertebral response graphs. On the other hand, an increased or decreased neck chord angle 
(Figure 6.5d) has medium influence on all six response graphs. The only exception is when a 
significant different neck chord angle is used, e.g. 0° (Figure 6.5e), then the neck chord angle has 
a considerable influence on all six intervertebral response graphs. 
6.3.2.4 Effect of subject awareness and individual muscle strength 
The subject awareness and individual muscle strength are considered by a single variable (𝑎), 
which is part of the calculation for the anthropometric component Wi. The anthropometric 
component Wi is discussed in Section 6.1, the variable for muscle awareness and individual 
muscle strength in particular in Section 6.1.2. As described in Section 6.1.2 the value for this 
variable cannot be determined exactly and is therefore only approximated.  
For the current investigation three changes to the variable are made. First a variable change of 
±15%, i.e. 1.15 and 0.85, this might account for only subject awareness or only individual muscle 
strength, but to account for both that change might need to be bigger. Therefore, another 
variable change of +50%, i.e. 1.5, is made, this could account for subject awareness and only 
individual muscle strength (in Section 6.1.2 this scenario has been simulated by an increase of 
50% and 100%). 
Figure 6.6 shows the effect of the variable for subject awareness on the dynamic whiplash 
motion. The corresponding numerical value for the highest response difference and the time of 
occurrence is given in Appendix C in Table C.4. 
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a) The model with increased value to 1.15 is represented by the bold line; the model with decreased value 0.85 
is represented by the slim line. 
   
b) The model with increased value to 1.5. The axis limits for all diagrams are changed since larger response 
differences are obtained.  
Figure 6.6:  Simulation result differences between the responses of the 50th percentile subject models to models 
with different values of the variable accounting for subject awareness and individual muscle 
strength. A positive difference means that the response of the changed model is more positive than 
the response of the fully 50th percentile model. 
The change of the variable representing subject awareness and individual muscle strength of 
±15% has substantial influence on all six response graphs (Figure 6.6a). For the higher change of 
+50% for this variable the response graphs are substantially higher affected, in fact so much that 
the axis limits have to be extended to visualise the graphs in whole. Consequently, the variable 
accounting for subject awareness and individual muscle strength has an enormous effect on the 
dynamic whiplash motion, both globally and intervertebrally. 
6.3.3 Effect of Multiple Subject Specification Changes on the Dynamic Whiplash Motion 
Since real subjects have multiple differences compared to the 50th percentile subject it is 
important to investigate how multiple subject changes might affect the dynamic whiplash 
motion.  
While there are studies in the literature which use a validated 50th percentile computational 
model and adapt it, these studies adapt only one subject specification at a time. For example, 
there are studies which use a 50th percentile model and scale it to another percentile, usually to 
5th and/or 95th percentile; there are also studies which use a 50th percentile model and adjust the 
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cervical geometry, usually to represent the five possible curvatures lordotic, kyphotic, straight, S-
shaped and inverse S-shaped. Therefore, the number of adjusted models is limited, which is 
understandable as each simulation takes considerable calculation time. However, the 
computational efficiency of the current computational model allows adjusting to a few thousand 
models; this advantage is used for this investigation. At first it is investigated how only two 
subject specifications interact with respect to the dynamic whiplash motion; later on, it is 
investigated how more than two subject specifications interact. 
6.3.3.1 Changes of two subjects’ specifications 
It is investigated how the dynamic whiplash motion changes with the variation of subject 
parameters; there are several parameters of interest but for simplicity two are varied at a time. 
The included parameters are height, BMI, inferior and superior Bézier angle and a new defined 
parameter named curvature, which is an angle in degrees and means that both inferior and 
superior Bézier angle are the same angle in degrees, e.g. 6° curvature refers to 6° for inferior and 
superior Bézier angle. Height and BMI are varied in their respective units from the 5th to the 95th 
percentile, Bézier angles and curvatures are varied from -12° to +12°. These parameters allow the 
investigation for four interactions, each addressing the two parameters as follows: (i) height and 
BMI, (ii) inferior and superior Bézier angle, (iii) height and curvature, (iv) BMI and curvature. For 
each interaction the respective two subject parameters to investigate are varied to 30 different 
values and simulations for all possible combinations are performed, resulting in 30² = 900 
simulations. 
For each interaction the resulting 900 simulations need to be compared efficiently. Similar as in 
the whole Section 6.3, the same seven simulation responses (see Section 6.3.1) are chosen for 
the evaluation of the dynamic behaviour. However, instead of seven time-history diagrams the 
simulation results are investigated using seven 3D plots. These 3D plots show only the highest 
magnitude of the respective seven simulation responses, i.e. either the minimum or maximum 
value of the simulation response. In Figure 6.2b the time histories of the seven dynamic 
responses of the 50th percentile model are shown, and the respective highest magnitude used in 
the 3D plots is as followed: for the head angle and head angle w.r.t. T1 the highest negative 
rotation at the end of the simulation time (300 ms) is used, for the head horizontal acceleration 
the positive peak at around 125 ms is used, for the head angular acceleration the negative peak 
at around 80 ms is used, and for the three intervertebral rotations the highest negative rotation 
at the end of the simulation time is used.  
Four interactions with seven 3D plots each would result in total to 28 3D plots; however, these 
are not shown in current thesis as all 3D plots have very little nonlinear interaction, i.e. each 
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response surface in all 3D plots is almost a perfect plane. Therefore, the data for these 3D plots is 
rather displayed in the mathematical form of regression plane equations. Table 6.4 gives 28 
regression equations and their respective R-square values for these planes. It should be noted 
that these equations describe the highest magnitude of the respective response graph, therefore 
not the difference compared to the 50th percentile model. 
Table 6.4:  Equations for regression planes obtained with the data when two subject specifications are 
simultaneously adjusted.  
Simulation response 
Simulation response peak for regression: 
Height [cm] and BMI [kg/m²] 
Simulation response peak for regression: 
Inferior and superior Bézier angles [°] 
Head angle  
[°] 
−48.5 − 0.193 × 𝐻𝑒𝑖𝑔ℎ𝑡 + 0.833 × 𝐵𝑀𝐼 R²=0.994 −61.22 − 0.035 × 𝐼𝑛𝑓𝐵. − 0.005 × 𝑆𝑢𝑝𝐵. R²=0.982 
Head angle w.r.t. T1 
[°] 
−30.5 − 0.193 × 𝐻𝑒𝑖𝑔ℎ𝑡 + 0.833 × 𝐵𝑀𝐼 R²=0.994 −43.22 − 0.035 × 𝐼𝑛𝑓𝐵. − 0.005 × 𝑆𝑢𝑝𝐵. R²=0.982 
Head x-acceleration 
[m/s²] 
28.7 − 0.086 × 𝐻𝑒𝑖𝑔ℎ𝑡 + 0.307 × 𝐵𝑀𝐼 R²=0.995 21.54 − 0.047 × 𝐼𝑛𝑓𝐵. − 0.006 × 𝑆𝑢𝑝𝐵. R²=0.989 
Head angular acc. 
[rad/s²] 
−300.9 + 0.526 × 𝐻𝑒𝑖𝑔ℎ𝑡 + 0.397 × 𝐵𝑀𝐼 R²=0.999 −199.7 + 0.136 × 𝐼𝑛𝑓𝐵. + 0.101 × 𝑆𝑢𝑝𝐵. R²=0.980 
C2C3 rotation 
[°] 
−4.7 − 0.029 × 𝐻𝑒𝑖𝑔ℎ𝑡 + 0.121 × 𝐵𝑀𝐼 R²=0.994 −7.05 + 0.015 × 𝐼𝑛𝑓𝐵. + 0.02 × 𝑆𝑢𝑝𝐵. R²=0.989 
C4C5 rotation  
[°] 
−5.1 − 0.013 × 𝐻𝑒𝑖𝑔ℎ𝑡 + 0.1 × 𝐵𝑀𝐼 R²=0.990 −4.72 + 0.002 × 𝐼𝑛𝑓𝐵. − 0.015 × 𝑆𝑢𝑝𝐵. R²=0.974 
C6C7 rotation  
[°] 
−4.62 − 0.007 × 𝐻𝑒𝑖𝑔ℎ𝑡 + 0.079 × 𝐵𝑀𝐼 R²=0.984 −3.85 − 0.017 × 𝐼𝑛𝑓𝐵. + 0.003 × 𝑆𝑢𝑝𝐵. R²=0.991 
Table 6.4 continued 
Simulation response 
Simulation response peak for regression: 
Height [cm] and Curvature [°] 
Simulation response peak for regression: BMI 
[kg/m²] and Curvature [°] 
Head angle  
[°] 
−27.2 − 0.193 × 𝐻𝑒𝑖𝑔ℎ𝑡 − 0.04 × 𝐶𝑢𝑟𝑣. R²=0.996 −82.2 + 0.831 ∗ 𝐵𝑀𝐼 − 0.04 × 𝐶𝑢𝑟𝑣. R²=0.998 
Head angle w.r.t. T1 
[°] 
−9.2 − 0.193 × 𝐻𝑒𝑖𝑔ℎ𝑡 − 0.04 × 𝐶𝑢𝑟𝑣. R²=0.996 −64.2 + 0.831 × 𝐵𝑀𝐼 − 0.04 × 𝐶𝑢𝑟𝑣. R²=0.998 
Head x-acceleration 
[m/s²] 
36.5 − 0.085 × 𝐻𝑒𝑖𝑔ℎ𝑡 − 0.053 × 𝐶𝑢𝑟𝑣. R²=0.995 13.9 + 0.303 × 𝐵𝑀𝐼 − 0.053 × 𝐶𝑢𝑟𝑣. R²=0.995 
Head angular acc. 
[rad/s²] 
−290.5 + 0.516 × 𝐻𝑒𝑖𝑔ℎ𝑡 + 0.236 × 𝐶𝑢𝑟𝑣. R²=0.995 −209.8 + 0.405 × 𝐵𝑀𝐼 + 0.236 × 𝐶𝑢𝑟𝑣. R²=0.982 
C2C3 rotation 
[°] 
−1.7 − 0.03 × 𝐻𝑒𝑖𝑔ℎ𝑡 +  0.035 × 𝐶𝑢𝑟𝑣. R²=0.976 −10.3 + 0.129 × 𝐵𝑀𝐼 + 0.035 × 𝐶𝑢𝑟𝑣. R²=0.992 
C4C5 rotation  
[°] 
−2.6 − 0.012 × 𝐻𝑒𝑖𝑔ℎ𝑡 − 0.013 × 𝐶𝑢𝑟𝑣. R²=0.979 −7.17 + 0.096 × 𝐵𝑀𝐼 − 0.013 × 𝐶𝑢𝑟𝑣. R²=0.993 
C6C7 rotation  
[°] 
−2.6 − 0.007 × 𝐻𝑒𝑖𝑔ℎ𝑡 − 0.014 × 𝐶𝑢𝑟𝑣. R²=0.977 −5.8 + 0.078 × 𝐵𝑀𝐼 − 0.014 × 𝐶𝑢𝑟𝑣. R²=0.986 
 
Since all plane equations in Table 6.4 have high coefficients of determination, i.e. high R-square 
values, it is shown that these equations predict the response surface of the 3D plot very well. In 
these equations the terms of the varying parameters give the following information: the sign 
determines if the peak response increases or decreases due to the parameter and the numerical 
values determine the significance of the parameter on the peak simulation response.  
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As an example, the four equations for head angle are evaluated, i.e. the equations for the head 
angle describe the negative maximum at the end of the simulation time which indicates the 
maximum rearward angle. The first interaction, i.e. height versus BMI, shows that an increasing 
height increases the maximum rearward angle, while an increasing BMI decreases the maximum 
rearward angle. The second interaction, i.e. inferior versus superior Bézier angle, shows that both 
angles increase the maximum head rearward angle, but the inferior Bézier angle is more 
significant. The third interaction, i.e. height versus curvature, shows that both subject 
characteristics increase the maximum rearward angle. The fourth interaction, i.e. BMI versus 
curvature, shows that an increasing BMI decreases the maximum rearward angle, while an 
increasing curvature increases the maximum rearward angle.  
Furthermore, comparing the different investigations shows that a specific subject characteristic 
has a similar coefficient regardless of the second subject characteristic investigated, e.g. for the 
head angle the height has an effect of -0.193°/cm, BMI has an effect of around +0.83 °/kgm-2 and 
curvature has an effect of -0.04°/°. This phenomenon is also present for other responses as for 
the head angle, therefore leading to the hypothesis that in the current model more than two 
subject characteristics can be used to create linear regression equations. 
6.3.3.2 Changes of more than two subjects’ specifications 
Following the above hypothesis, a parameter study was conducted to investigate how multiple 
subject specifications change dynamic whiplash motion. Five subject specifications were chosen 
to be varied, i.e. height, BMI, inferior and superior Bézier angle, and the neck chord angle. For 
the first four subject specifications the same limits as above are used, and for the additional 
subject specification neck chord angle the chosen limits were 0° and 15°. Since five parameters 
are varied it is not possible to use 30 different values of each parameter as it would exceed the 
computational possibilities, instead each subject specification is varied to take only 5 different 
values, evenly distributed between lower and upper limits. Consequently, five subject 
specifications are varied to five different values which results in 55 = 3125 possible combinations; 
hence 3125 simulations were conducted in this parameter study. 
With the results of these simulations the effects of multiple subject specifications were 
evaluated. For this, the maximum magnitude of a specific response graph was used to create a 
multidimensional response surface; the surface is multidimensional since multiple parameters 
are varied. This multidimensional response surface could be displayed graphically with multiple 
one-dimensional contours, but this method is not used in the current thesis. Instead, a 
multidimensional response surface is approximated mathematically using a linear regression 
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equation with multiple parameters; the respective Coefficient of Determination indicates how 
good this mathematical approximation is. 
In Table 6.5 the regression equations for twelve response graphs are given, approximating the 
multidimensional response surface of the respective response graph. The first seven rows 
address the same seven response graphs as used throughout Section 6.3, but the following five 
rows address additional response graphs. These are also interesting for the typical whiplash 
motion, but have not been discussed so far. Therefore, Figure 6.7 shows for these additional 
response graphs the time histories for the 50th percentile subject. The head x- and z-
displacements with respect to T1 is measured in the local T1 coordinate system, and describe the 
cervical shear and compression/elongation respectively. For all simulations in the parameter 
study, the graphs of the head x-displacements have their maximum magnitude at the end of the 
simulation time; hence, the response surface is created by using the displacement at the end of 
the simulation time (i.e. 300 ms). Throughout the individual simulations in the parameter study 
the graphs of the head z-displacements have different shapes; the determining parameter for 
this inconsistency is the inferior Bézier angle, i.e. the inferior Bézier angle has a large influence on 
the shape of the response graph. Because of this inconsistency the head z-displacement 
response has no distinctive extrema, i.e. some simulations have an extremum, while others do 
not. Hence, there is no obvious time/event for the creation of the multidimensional response 
surface; for simplicity it is decided to use the end of the simulation time, i.e. at 300 ms. 
Therefore, at that time the multidimensional response surface and ultimately the regression 
equation for the z-displacement are created, ignoring possible other extrema. The resulting 
equation shows a big dependency for the inferior Bézier angle, indicating the importance of this 
parameter. The head z-acceleration is measured with respect to the local head coordinate system 
and describes the highest negative magnitude, i.e. maximum rearward acceleration, which arises 
on average at 132 ms; this acceleration is included as it is one component in the calculation of 
the OC force in z-direction, see Section 5.3.1.5. The C0C1 flexion peak describes the highest 
flexion of the occipital joint, which arises on average at 93 ms; the C0C1 extension peak describes 
the highest extension of the occipital joint, which arises at the end of the simulation. The 
characteristics of the joint C0C1 are included since in the model calibration to study G (Section 
5.3.2) it is shown that the dynamic behaviour of this joint is more affected than of any other joint 
when adapting the model. 
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Table 6.5:  Twelve regression equations and their Coefficients of Determination for the multidimensional 
response surfaces obtained using eleven response graphs of all simulations in the parameter 
study. 
Simulation response 
Simulation response peak for regression:  
Height [cm], BMI [kg/m²], inferior and superior Bézier angles [°] and neck chord angle [°] 
Head angle  
[°] 
−46.716 − 0.18892 × 𝐻𝑒𝑖𝑔ℎ𝑡 + 0.81403 × 𝐵𝑀𝐼 − 0.03346 × 𝐼𝑛𝑓𝐵. −0.00632 × 𝑆𝑢𝑝𝐵. −0.14999 × 𝑁𝑒𝑐𝑘𝐶ℎ𝑜𝑟𝑑 R²=0.992 At end of simulation 
Head angle w.r.t. T1  
[°] 
−28.716 − 0.18892 × 𝐻𝑒𝑖𝑔ℎ𝑡 + 0.81403 × 𝐵𝑀𝐼 − 0.03346 × 𝐼𝑛𝑓𝐵. −0.00632 × 𝑆𝑢𝑝𝐵. −0.14999 × 𝑁𝑒𝑐𝑘𝐶ℎ𝑜𝑟𝑑 R²=0.992 At end of simulation 
Head x-acceleration  
[m/s²] 
30.799 − 0.08088 × 𝐻𝑒𝑖𝑔ℎ𝑡 + 0.29374 ∗ 𝐵𝑀𝐼 − 0.04078 × 𝐼𝑛𝑓𝐵. −0.00483 × 𝑆𝑢𝑝𝐵. −0.221 × 𝑁𝑒𝑐𝑘𝐶ℎ𝑜𝑟𝑑 R²=0.994 On average at 126 ms 
Head angular acc.  
[rad/s²] 
−300.99 + 0.50433 × 𝐻𝑒𝑖𝑔ℎ𝑡 + 0.44246 × 𝐵𝑀𝐼 + 0.10952 × 𝐼𝑛𝑓𝐵. +0.08854 × 𝑆𝑢𝑝𝐵. +0.14638 × 𝑁𝑒𝑐𝑘𝐶ℎ𝑜𝑟𝑑 R²=0.983 On average at 76 ms 
C2C3 rotation  
[°] 
−4.6294 − 0.02875 × 𝐻𝑒𝑖𝑔ℎ𝑡 + 0.12508 × 𝐵𝑀𝐼 + 0.0172 × 𝐼𝑛𝑓𝐵. +0.02352 × 𝑆𝑢𝑝𝐵. −0.04403 × 𝑁𝑒𝑐𝑘𝐶ℎ𝑜𝑟𝑑 R²=0.977 At end of simulation 
C4C5 rotation  
[°] 
−4.6956 − 0.01183 × 𝐻𝑒𝑖𝑔ℎ𝑡 + 0.09317 × 𝐵𝑀𝐼 + 0.00366 × 𝐼𝑛𝑓𝐵. −0.01661 × 𝑆𝑢𝑝𝐵. −0.02442 × 𝑁𝑒𝑐𝑘𝐶ℎ𝑜𝑟𝑑 R²=0.972 At end of simulation 
C6C7 rotation  
[°] 
−4.491 − 0.00658 × 𝐻𝑒𝑖𝑔ℎ𝑡 + 0.07651 × 𝐵𝑀𝐼 − 0.01886 ∗ 𝐼𝑛𝑓𝐵. +0.0012 × 𝑆𝑢𝑝𝐵. −0.01028 × 𝑁𝑒𝑐𝑘𝐶ℎ𝑜𝑟𝑑 R²=0.972 At end of simulation 
Head z-displacement 
w.r.t. T1 [mm] 
5.6769 − 0.11307 × 𝐻𝑒𝑖𝑔ℎ𝑡 + 0.35414 × 𝐵𝑀𝐼 − 1.8557 × 𝐼𝑛𝑓𝐵. −0.10904 × 𝑆𝑢𝑝𝐵. −0.25423 × 𝑁𝑒𝑐𝑘𝐶ℎ𝑜𝑟𝑑 R²=0.987 At end of simulation (*) 
Head x-displacement 
w.r.t. T1 [mm] 
−28.822 − 0.27446 × 𝐻𝑒𝑖𝑔ℎ𝑡 + 0.96553 ∗ 𝐵𝑀𝐼 + 0.15619 × 𝐼𝑛𝑓𝐵. +0.02281 × 𝑆𝑢𝑝𝐵. −0.28676 × 𝑁𝑒𝑐𝑘𝐶ℎ𝑜𝑟𝑑 R²=0.810 At end of simulation 
Head z-acceleration  
[m/s²] 
−19.586 − 0.05452 × 𝐻𝑒𝑖𝑔ℎ𝑡 + 0.11556 ∗ 𝐵𝑀𝐼 − 0.04689 × 𝐼𝑛𝑓𝐵. −0.006 × 𝑆𝑢𝑝𝐵. −0.13434 × 𝑁𝑒𝑐𝑘𝐶ℎ𝑜𝑟𝑑 R²=0.992 On average at 132 ms 
C0C1 flexion peak  
[°] 
−0.65781 + 0.02983 × 𝐻𝑒𝑖𝑔ℎ𝑡 − 0.07568 × 𝐵𝑀𝐼 + 0.00289 × 𝐼𝑛𝑓𝐵. −0.00142 × 𝑆𝑢𝑝𝐵. +0.01278 × 𝑁𝑒𝑐𝑘𝐶ℎ𝑜𝑟𝑑 R²=0.991 On average at 93 ms 
C0C1 extension peak  
[°] 
2.9686 − 0.09168 × 𝐻𝑒𝑖𝑔ℎ𝑡 + 0.16658 ∗ 𝐵𝑀𝐼 − 0.00092 × 𝐼𝑛𝑓𝐵. −0.00204 × 𝑆𝑢𝑝𝐵. +0.0033 × 𝑁𝑒𝑐𝑘𝐶ℎ𝑜𝑟𝑑 R²=0.997 At end of simulation 
* The response of the head z-displacement w.r.t. T1 has very different appearances, meaning there is no distinct 
maxima/minim. Hence, for simplicity it is decided that the provided regression equation describes the displacement at the 
end of the simulation time. 
 
   
a) Head displacement w.r.t T1 [mm] b) Head z-acceleration [m/s²] c) Intervertebral angle C0C1 [°] 
Figure 6.7:  Computational model responses for the predicted 50th percentile subject specification. 
 
As it can be seen the coefficients of determination, i.e. the R-square values, are close to 1, 
indicating that the linear regression equations are predicting the multidimensional response 
surface very well. Consequently, the hypothesis that by using the current computational model 
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the variation of several subject characteristics can be approximated by linear regression 
equations is proven. 
Each equation in Table 6.5 can be evaluated based on the sign and the numerical value of the 
coefficients; this is explained based on the equation for head angle, i.e. the maximum rearward 
rotation. The height has an effect of -0.189°/cm, BMI has an effect of +0.814°/kgm-2, the inferior 
and superior Bézier angle have an effect of -0.033°/° and -0.006°/° respectively and the neck 
chord angle has an effect of 0.150°/°. These values are very similar to the values obtained by 
varying only two subject characteristics in Section 6.3.3.1, indicating very little difference if two 
or more subject characteristics are varied.  
There are two reasons for varying only five subject characteristics to obtain the regression 
equations. The first reason is to limit the amount of simulations and therefore the required 
computational time. Every additional subject characteristic increases the amount of simulations 
exponentially considering that all possible combinations are tested. The computational effort can 
be only reduced by either not testing every combination or by decreasing the number of varying 
values for each subject characteristic. In both cases there are less simulations conducted for each 
subject characteristic, hence less points for the response surface and consequently fewer data to 
generate a regression equation. The second reason is due to the cascading nature of the model, 
the used parameters describe the most important and the most obvious subject characteristics. 
Also, the used subject characteristics affect most other characteristics of the model, e.g. height 
has a strong effect on the head circumference and therefore on the head inertia properties, BMI 
has a strong effect on the neck circumference and therefore on the neck inertia properties, and 
lastly the two Bézier angles and the neck chord angle describe all variations of cervical curvature. 
Hence directly or indirectly all subject characteristics are adjusted in the computational model in 
this parameter study. 
6.3.4 Evaluation of Anthropometric Subject Differences on the Dynamic Whiplash Motion 
Throughout the Section 6.3 the comparisons of simulations with different anthropometric 
subject characteristics use the computational model which is calibrated to experimental study A, 
with a few limitations: The calibration to other experimental studies results in different 
intervertebral joint properties which have not been considered, also the model is driven only by 
the T1 motion obtained from the experimental study A, while other experimental studies 
measured a different T1 motion. This is important, since it is reported that the T1 horizontal 
acceleration strongly influences the onset of head motion [225], which has been also observed in 
the current study. Nonetheless, for all simulations the same T1 motion is used regardless of the 
anthropometric subject characteristics. In reality, anthropometric subject differences would have 
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an effect on the T1 motion, e.g. White et al. [53] links variations in initial position and curvature 
to different T1 motion in an experimental study on PMHS. However, such a subject-adjustable T1 
motion could be included in the current research only with a full body computational model, 
which would exceed the scope of this research. Nevertheless, all these limitations are tolerated 
as they either cannot be avoided, would require immensely more work and effort and/or have 
insignificant effect on the dynamic whiplash motion; the focus of this study lies on the behaviour 
of head and neck due to anthropometric subject differences which can be adequately simulated 
despite these limitations. 
In Section 6.3.1, the comparison between the subject specifications as in study A and the ideal 
50th percentile subject shows that the former subject has actually subject specifications ranging 
from 7th to 46th percentile. Therefore, the calibrated computational model has been compared to 
the ideal 50th percentile subject model. This 50th percentile subject model is the benchmark for 
subsequent investigations of how each individual subject specification affects the dynamic 
whiplash motion. 
In Section 6.3.2 the effects due to anthropometric subject differences on the whiplash motion 
are investigated, the observed differences in the current research agree well with the findings of 
other researchers. Hoover et al. [109] neglect the moments of inertia of the neck in their 
simplified computational model by arguing that the associated soft tissues in the neck do not 
tend to rotate but rather extend, compress and translate during typical whiplash motion; the 
current research shows that the neck moment of inertia indeed has very little effect on the 
simulation response. Jager [111] identifies the head mass as a significant influence on the model 
response in frontal and lateral impacts, consequently Linder [225] argues that head mass also has 
a major influence for rear-end impacts and should be further investigated; the current research 
shows that the head mass indeed has considerable influence on the simulation response. 
Kroonenberg et al. [20], Philippens et al. [180] and Yoganandan et al. [141] documented dynamic 
effects due to anthropometric subject characteristics in experimental studies. Kroonenberg et al. 
used 19 subjects with different anthropometric properties and reported the effect of Body Mass 
Index (BMI), neck circumference and ratio of head and neck circumference on the dynamic 
whiplash motion, while Philippens et al. and Yoganandan et al. used four small female (5th 
percentile) and one large male (95th percentile) subjects to investigate effects on the dynamic 
behaviour. The described dynamic effects due to anthropometric subject characteristics of these 
researchers are to a great deal consistent with the effects observed in the current research. 
Fréchéde et al. [169] and also Pramudita et al. [181] investigated independently with two 
different finite element models the effect of cervical curvature on the dynamic whiplash motion; 
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both research groups concluded that although the global (gross) head motion remained similar, 
there are significant changes in the intervertebral rotations; also other computational models 
[88, 248] report significant influence of initial curvature on the intervertebral behaviour. 
Furthermore, also PMHS studies mention that the initial cervical curvature is likely a cause of 
differences in intervertebral rotations [53]. The current research reaches similar conclusions: 
initial geometry of the cervical spine has a significant effect on intervertebral rotations and little 
effect on global head motion. Hence the rotation of a particular vertebral body cannot be 
predicted by the head angle, a conclusion which White et al. [53] also pointed out in their 
experimental study on PMHS. 
In Section 6.3.3, the investigations of multiple subject specifications result in response surfaces 
and ultimately in regression equations which describe peaks in response graphs. Interestingly the 
approximation of linear regression equations shows good agreement to these response surfaces, 
indicating that in the current model the cross-relationships among different subject 
characteristics have only little effect on the dynamic whiplash motion, despite the cascading 
nature of the model. Nonetheless, these regression equations reveal how and to what extent a 
peak response is affected by a change of subject specifications. However, it should be noted that 
these regression equations are only valid for the computational model driven by the T1 motion 
as measured in experimental study A.  
No literature data exists which has investigated the effect of multiple subject specifications on 
the dynamic whiplash motion; hence, the regression equations cannot be compared to existing 
data. However, in these regression equations the effect of each individual term can be compared 
to the effect which only the respective individual subject alteration has on the dynamic whiplash 
motion. For example, the difference of head rotation between a subject with 50th percentile 
height (176 cm) compared to a subject with 95th percentile height (187 cm) is based on Figure 
6.4c (or Table C.2) as -1.9° and based on the regression equation in Table 6.5 as -2.1°; therefore 
although there is a small difference in magnitude, the trend is the same. This also applies to all 
other comparisons conducted in the same manner, i.e. also the individual terms in the regression 
equations agree well with literature data.  
There is one important fact to consider: For the experimental study A the individual responses of 
all test runs are known, these are the grey lines in Figure 5.5a in Chapter 5. As it can be seen, 
there are considerable differences among these grey lines for every response graph. For 
example, the head angle among all grey lines (i.e. among all test runs) differs at the end of the 
simulation time (300 ms) by about 30°, although all volunteers have similar anthropometric 
properties and are exposed to the same crash impulse. On the other hand, in Section 6.3.3.2 a 
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parameter study with 3125 simulations is performed on the computational model, containing 
subjects with a wide range of anthropometric characteristics. The head angle among all 
simulations in the parameter study, i.e. among different subjects, differs at the end of the 
simulation time (300 ms) by only about 12°. Therefore, experimental responses on similar 
subjects have a wider range than the computational responses on widely different subjects. In 
Table 6.6 the other response graphs are evaluated in the same manner, only for the head z-
displacement the experimental study has less variation than the computational model. One 
explanation might be that all simulations in the parameter study are driven by same T1 motion; 
this T1 motion is the average of the individual T1 motions captured in all test runs in the 
experimental study. The reason for taking this average is that although the individual T1 motions 
for all test-runs are published by van der Horst [228], it is not specified which T1 motion is 
associated with which test-run and with which subject, i.e. the measurement for each test-run is 
indistinguishable displayed in the same plot. Another explanation for the considerable 
experimental differences might be related to the participating volunteers, e.g. different physical 
or psychological differences might affect the dynamic response. 
Table 6.6:  Comparison of the highest variations between computational and experimental responses. The 
highest variation of the computation and experimental responses are taken by evaluating all 
simulations of the parameter study and the experimental response graphs of all individual test-runs 
respectively. The highest variations are measured at the same times as the regression equations 
describe the highest magnitude. With the exception of the head z-displacement, all experimental 
responses have a higher variation than the computational responses. 
Simulation response 
Variation in computational 
model, i.e. comparison of 
all simulations in 
parameter study 
Variation in experimental 
study, i.e. comparison of 
individual response 
graphs of all test-runs 
Time of variation 
measured, i.e. the 
time of highest 
magnitude  
Head angle 12° 30° 300 ms 
Head angle w.r.t. T1 12° 24° 300 ms 
Head x-acceleration 8 m/s² 42 m/s² 126 ms 
Head angular acceleration 21 rad/s² 120 rad/s² 76 ms 
Head z-displacement w.r.t. T1 54 mm 38 mm 300 ms 
Head x-displacement w.r.t. T1 21 mm 54 mm 300 ms 
 
All presented data in this chapter is based on the computational model calibrated for the 
experimental study A. However, for completeness these investigations have been repeated for 
the computational models which are calibrated to other experimental sled test data, yet the 
observed effects of these computational models are similar to the reported effects. 
Consequently, it is avoided to show and discuss these in detail as no new information would be 
given. 
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6.4 SUMMARY 
In this Chapter the calibrated 50th percentile model is extended so that anthropometric subject 
differences can be analysed.  
In Section 6.1, the relationship of intervertebral joint properties and specific subject data is 
derived. The final relationship includes the cervical muscle area, the subject awareness of the 
impact and/or individual muscle strength. However, the calibration in Section 5.3.1 revealed that 
active muscle contraction results in unfavourable dynamic responses, hence for the relationship 
of intervertebral joint properties and specific subject data active muscle contraction is not 
included. Moreover, the factors age and gender are not included since not enough data is 
published in the literature.  
In Section 6.2, the cascading nature of the model is summarised listing all direct relations of one 
subject characteristic on other subject characteristics. It is also explained how one subject 
specification can affect multiple other subject specifications both directly and indirectly. 
In Section 6.3, the effects of anthropometric subject differences on the dynamic whiplash motion 
are investigated. First, each model property has been individually tested and time history 
diagrams are provided, afterwards multiple properties have been tested simultaneously and 
multi-dimensional response surfaces for peaks in the time history are generated; these response 
surfaces are approximated with regression equations. The observed trends in the current 
research as a result of anthropometric subject differences (discussed in Section 6.3.4) agree well 
with data in the literature; however, the computational differences due to anthropometric 
subject adaptions are small compared to the experimental differences measured in test-runs 
with subjects of similar anthropometric properties. Furthermore, although the current 
computational model shows that multidimensional response surfaces can be well approximated 
with linear regression equations, it would be interesting to know whether more sophisticated 
computational models also agree with such a linear approximation, or if nonlinear 
multidimensional response surfaces would arise. 
It should be noted that all the reported effects resulting from anthropometric subject differences 
are established on only one calibrated computational model, i.e. model version 2.4 calibrated to 
experimental study A (as obtained in Section 5.3.1). Moreover, for all simulations in the 
parameter study the computational model uses the same T1 motion as an input; therefore, all 
the observed effects should be considered qualitative rather than quantitative.  
241 
 
Chapter 7 
DISCUSSION AND CONCLUSIONS 
This thesis presents the framework, development and evaluation for a subject-adjustable 
computational model. A reduced parameter-set computation model has been developed, which 
is capable of being easily adapted to different subject properties with sufficient accuracy. The 
developed model can perform dynamic rear-end impact simulations far more computationally 
efficiently than detailed computational models, which allows for large parameter studies to be 
conducted.  
A framework for parametric subject modelling has been built and the capabilities and limitations 
of lumped parameter models have been presented, showing that in literature existing lumped 
parameter models are not as effective as claimed. Also, dynamic effects resulting from 
anthropometric subject differences have been investigated, showing how anthropometric 
subject differences affect the dynamic head and neck motion during a rear-end impact.  
Potential applications for the developed model are in the injury assessment of WAD, head-
restraint optimisation (to minimise injury risk) and in the improvement of neck biofidelity for 
anthropometric test devices. Furthermore, the computational model could potentially be used 
for other impact directions or for research of subjects seated in military ground vehicles and 
aircrafts. 
In this Chapter, the conducted research is critically discussed, overall conclusions are presented 
and recommendations for future work are given. 
7.1 CRITICAL ASSESSMENT – DISCUSSION 
The current study establishes a link between anthropometric subject differences and the 
kinematic responses in the event of a rear-end impact; however, the study does not link the 
dynamic simulation results to the risk of whiplash injury. Nevertheless, the motion and forces 
within the neck calculated by the computational model can be used to estimate mathematical 
whiplash performance criteria.  
As with any research, there are limitations in accurately modelling the real system. The 
limitations with respect to this research are critically discussed below.  
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Throughout the thesis, limitations for the computational model are explained to address specific 
challenges. However, more general constraints are discussed in the sections below, i.e. a critical 
assessment regarding the research hypothesis and the research outcome is given. 
7.1.1 Constraints of Hypothesis 
This research is based on the hypothesis that the typical whiplash motion of head and neck can 
be simulated with sufficient accuracy by a lumped parameter head-and-neck computational 
model. This method does not use soft tissue modelling, because soft tissue behaviour is lumped 
into the intervertebral joints of adjacent vertebrae. This methodology is a major simplification. 
The computational model does not allow the evaluation of forces or displacements on any 
specific soft tissue, meaning injuries and pain thresholds cannot be analysed [88]. However, since 
the motion of the head and neck is simulated and the anatomical location of soft tissues is 
known, there is a possibility to calculate a distance between two points over time, e.g. such two 
points could represent the known start- and end-point (i.e. the length) of a specific ligament. This 
method has been used in other mathematical models in the literature; however, such calculation 
often does not consider a curvature of a ligament or any local movement of the start- and end-
point due to the movement of surrounding soft tissues. Additionally, approximating soft tissues 
with linear elements has its own limitations, e.g. most soft tissues have irregular shapes and their 
attachment points cannot be defined to one specific location, i.e. an attachment point of a 
ligament/muscle stretches over a region rather than a single point. Hence, any tissue strain, 
stress or failure analysis may not be accurately conducted, and therefore have been avoided in 
the current research. 
Another limitation is that in the current research the dynamic behaviour between two adjacent 
vertebrae is defined by the properties of the intervertebral joint, which should represent the 
behaviour of all surrounding soft tissues. However, in reality, soft tissues do not only connect 
adjacent vertebrae, but in fact connect several vertebrae and/or connect vertebrae which are not 
adjacent to each other, e.g. the sternocleidomastoid muscle (SCM) connects from torso 
(manubrium and medial portion of the clavicle) to head (mastoid process of the temporal bone, 
superior nuchal line), but has no connection to the individual vertebrae. Consequently, the 
design method of using only joint properties between direct adjacent rigid bodies has limitations. 
In addition, the developed computational model is designed only until the first thoracic vertebra 
T1; hence, an appropriate boundary condition for T1-body is required. There are limitations with 
this method, for example, soft tissues which originate below T1 and insert above T1 are affected 
by the T1-body boundary condition of the computational design, as discussed in the paragraph 
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above. Moreover, the design of the computational model only until T1 demands that the model 
is driven at T1, in other words, without modelling the full body the head-and-neck model has to 
be driven with a motion applied to T1. However, the T1 motion is affected by the human body of 
a subject, i.e. sitting position, initial posture, seat interaction, and many other factors [57]. 
Therefore, it would be better to use a full body model and the actual human body acceleration 
during an impact scenario. However, this would be beyond the scope of this research. The 
current research only investigates dynamic head and neck behaviour of different subjects when 
exposed to the same T1 motion.  
Lastly, the model is designed only two-dimensional for the mid-sagittal plane (the human body 
shows mid-sagittal symmetry), i.e. lateral and axial motions are supressed. Consequently the 
model does not allow three-dimensional rear-end impact investigations, such as non-frontal 
head rotations.  
7.1.2 Research Outcome Limitations 
The design and the development of the computational model required several assumptions; 
hence, the overall performance of the computational model has to be evaluated. The following 
paragraphs give an overview. 
The computational model only consists of head and neck: The approach to model only the head 
and neck of a subject, and consequently, to ignore the remaining human body causes some 
difficulties for adequate boundary conditions. However, that is a challenge for every 
computational model of a specific body part; besides, there are numerous head-and-neck 
models in the literature for whiplash investigations. Consequently, the reliability of this head-
and-neck modelling approach is as comparable to any of other computational models in the 
literature. 
The computational model uses a lumped parameter approach: The concept of using a lumped 
computational model without any detailed soft tissues is chosen as several similar head-and-
neck models in the literature show adequate performance with respect to experimental data. 
However, in Section 7.2.5 it is explained that lumped parameter models have been generally not 
performing as well as often reported. Nevertheless, using this lumped parameter concept, the 
developed computational model can be successfully calibrated to experimental sled test data. 
For the investigation of dynamic effects resulting from anthropometric subject differences the 
most reliable computational model and the most reliable experimental sled test data are chosen. 
Therefore, under these considerations the strongest possible conclusions have been made with 
the current research. 
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The geometry and inertia properties are gathered from difference sources: The geometry and 
inertia properties of the computational model are generated using the best available literature 
studies, but unfortunately, these studies do not describe the same subjects. There are 
differences in terms of ethnic background, age and other subject attributes. As a consequence, 
the anthropometric properties of the finished computational model are compared to several 
different anthropometric studies in the literature, mainly studies which are not included in the 
development of the computational model. This comparison has shown that the developed 
computational model is sufficiently accurate in the prediction the anthropometric properties of a 
subject; therefore, the geometry and inertia properties predicted by the model are adequate 
(see Section 4.3). 
No generally acceptable joint properties could be established, i.e. no generally acceptable 
computational model could be produced. The fact that no intervertebral joint properties could 
be determined, which would make the model perform adequately for several experimental 
studies, is one of the main concerns for the reliability of the current research (see Section 5.3.5). 
Despite immense effort undertaken and different model variations investigated (e.g. changes on 
mechanical equivalent model, investigation of joint coefficients, adaptions of model complexity, 
etc.), it was not possible to establish more reliable intervertebral joint properties. Therefore, the 
failure to determine a generally applicable computational model shows the limitations of any 
lumped parameter computational model, which also applies to the current research. 
The dynamic effects resulting from anthropometric subject differences are similar to literature 
data: As mentioned above, the effects of anthropometric subject differences are investigated 
based on the most reliable computational model and the most reliable experimental sled test 
data. These effects are qualitatively similar to effects reported in other studies in the literature 
(see Section 6.3.4). Moreover, qualitatively similar results are also observed when using a 
computational model calibrated to another experimental sled test dataset. Consequently, the 
reported effects of anthropometric subject differences in this thesis have comparable reliability 
as other literature studies.  
Anthropometric subject differences have almost linear effects on the dynamic simulation 
response: In addition, this research concludes that multi-dimensional response surfaces 
describing peak responses of time-history graphs can be well approximated by a regression 
equation with multiple linear terms (see Section 6.3.3.2 and Table 6.5 for Coefficients of 
Determination), i.e. effects of anthropometric subject differences are almost linear. The reliability 
of this conclusion cannot be rated since no conducted research has described such possibility so 
far. Also, it should be noted that these reported linear effects arising from anthropometric 
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subject differences represent qualitative and not quantitative effects, meaning the derived 
equations with multiple linear terms are only valid for the parameter study used to obtain the 
multi-dimensional response surfaces. 
7.1.3 Problematic of Representing a Real Person (Representativeness) 
In this thesis the difficulty of describing the average subject dimensions is explained in Section 
4.5.1, e.g. the average anthropometric measurements in a group of subjects describes the 50th 
percentile subject, but such a 50th percentile subject may not exist. Nevertheless, computational 
models mostly describe 50th percentile subjects, which is one reason why the current research 
intends to investigate subjects with other body dimensions. However, it is crucial to clarify that 
the model is not capable of representing a real person; although the model is changeable to 
specific subject characteristics. 
There is no definition in the literature of how a computational model which is changeable to 
different body dimensions should be named; it might be named for example ‘parametric’, 
‘adaptable’, ‘dependable’, ‘adjustable’ or ‘subject-specific’ model. It is also avoided in this thesis 
to suggest a definition, especially since every computational model is actually changeable. 
However, changeability of a model is a relative term; while most models would require immense 
effort for a change to other subject characteristics, the current model has the ability to change 
the model very easily. Especially because it is that easy, one might be tempted to use the 
computational model of the current research to specify the properties of a real person in order 
to obtain a computational model representing this particular real person; however, it should be 
highlighted that this is beyond the ability of the current model. While the geometry and inertia 
properties are adjusted adequately, the diversity of individual subject differences in terms of 
anatomical, psychological and even sociological aspects cannot be captured in any computational 
model. When changing subject characteristics in the current computational model, the resulting 
model will only represent the average subject with the specified subject characteristics; it will not 
represent one individual subject. Hence, any computationally simulated dynamic response 
differences should be seen only as trends for subjects with specified characteristics, and it should 
be still considered that the response of a real person might vary widely.  
Therefore, throughout the thesis, the terminology ‘subject-specific’ has been avoided, while the 
terminologies ‘parametric’, ‘dependable’, ‘adaptable’ and ‘adjustable’ are used interchangeably. 
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7.2 KEY ACHIEVEMENTS AND CONCLUSIONS  
A novel, subject adjustable, computational model has been developed, which uses data available 
in the public domain. It focusses on computational efficiency and simplicity, while maintaining 
accurate subject representation and biofidelic dynamic behaviour. Under these properties, the 
current research has concluded the following achievements: i) Framework for an Adjustable 
Anthropometric Computational Model, ii) Most Advanced Intervertebral Joint Connection for a 
Reduced Parameter Model, iii) A Novel Adjustable Computational Model, iv) Investigation of the 
Dynamic Effects because of Anthropometric Subject Differences, and v) Flaws of Existing Reduced 
Parameter Models. These are addressed below. 
7.2.1 Framework for an Adjustable Anthropometric Computational Model 
The development of a subject-adjustable computational framework (i.e. the procedure to 
develop such a computational model), as described in Chapter 3, requires a large suitable 
dataset. However, the framework is built by combining different data existing in the literature, 
with data which was not originally intended for building a subject dependent model. This causes 
difficulty in combining the various data in a coherent way in order to produce a homogeneous 
model. For example, the data used to build the framework is obtained from various studies 
containing diverse subject background, e.g. subject data is gathered from different subject types 
(volunteers versus PMHS), subjects with different ethnic background, subjects of different age or 
anthropometric properties and other differences. In addition, some data had to be adjusted to 
be compatible with other data of the adjustable model, e.g. extrapolation of data. This research 
overcame such difficulties, and the created framework is used to develop the most 
homogeneous head-and-neck model possible based on data available in the public domain. The 
framework describes the computational model as several independent smaller work packages 
(modules); therefore, if new data becomes available the computational model can be easily 
updated. 
7.2.2 Most Advanced Intervertebral Joint Connection for a Reduced Parameter Model 
For a reduced parameter model the connection of two adjacent rigid bodies is crucial for an 
accurate dynamic head-and-neck behaviour. While previous models used simplifications with 
limited or no verification, the current research investigated different intervertebral joint 
connections by combining existing approaches in a novel way to develop the final intervertebral 
joint connection. 
Previous reduced parameter models used intervertebral joint properties which are often 
identical for several joints and/or are physiologically inadequate and unrealistic. The current 
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research describes the first reduced parameter model which suggests unique stiffness properties 
for each individual joint. These intervertebral joint stiffness properties are based on experimental 
literature data; however, scaling factors were applied to obtain a realistic dynamic head-and-neck 
behaviour. Furthermore, time dependent joint properties are investigated to simulate the effect 
of active muscle bracing, but no biofidelity improvement to the model could be observed. 
Consequently, the final version of the developed reduced parameter model does not use any 
time dependency for the joint properties. Additionally, the effect of how two rigid bodies are 
dynamically connected has been investigated. Previous reduced parameter model either allowed 
only rotation between adjacent rigid bodies or allowed rotation and translations between 
adjacent rigid bodies, but the effect of the additional Degrees of Freedom for translation was 
never quantified. Therefore, in the current research the computational model is tested with and 
without these additional Degrees of Freedom. It has been shown that the additional Degrees of 
Freedom had sometimes positive and sometimes negative effects on the computational 
responses, i.e. it is inconclusive if these additional Degrees of Freedom have a positive effect on 
reduced parameter models. 
There are three main differences for the connection of adjacent rigid bodies investigated on the 
computational model, resulting in total of eight (2³) different versions of the model with different 
complexity. The three differences for the connection are one versus three Degrees of Freedom, 
linear versus quadratic intervertebral damping function and intervertebral stiffness coefficients 
which are unique versus variable for different cervical segments. The respective findings for 
these three differences are as follows: Firstly, although the model with three Degrees of Freedom 
between two adjacent vertebrae is more complex in comparison to the model with one Degree 
of Freedom, the response difference is so little that it can be neglected for a wide range of 
applications. Secondly, the widely accepted assumption for linear intervertebral damping is 
mostly sufficient for lumped parameter models, but can be slightly improved by introducing an 
intervertebral quadratic damping. Thirdly, there is practically no response difference (graphs are 
visually identical, only after considerable zoom differences are observable) between models with 
unique versus repeated joint stiffness coefficients (assuming the average coefficient over the 
segments is similar). This may be because damping actually has a more significant effect on the 
dynamic simulation than stiffness. Consequently, this research establishes that in a lumped 
parameter model, the dynamic head-and-neck behaviour is not substantially affected by the 
three main differences investigated, i.e. by the different version of the computational model. 
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7.2.3 A Novel Adjustable Computational Model 
This research is the first to focus on a lumped parameter computational model capable of 
representing subjects of different anthropometric properties. The research combines existing 
knowledge in the literature and novel ideas to develop a computational model which is able to 
automatically adjust to different anthropometric properties. 
Effects on the dynamic responses due to anthropometric subject differences are little 
investigated in the literature, and existing research typically has two limitations: firstly, these 
investigations use a 50th percentile model and simply scale it to a model of different percentile, 
secondly, the investigated percentiles are mostly limited to 5th and 95th percentile, and hence 
ignoring all other percentiles. To overcome these two limitations, the method on the current 
research is the generation of a computational model by using cascading prediction equations. 
These equations often have multiple inputs and are able to predict the subject characteristics for 
any desired percentile. Therefore, the resulting computational model is not simply scaled from 
an initial standard model. A similar method is used to adjust the intervertebral joint properties, 
i.e. the stiffness and damping coefficients are adjusted using mathematical equation based on 
subject data. Hence, the possibility of developing a subject-adjustable computational model has 
been shown. 
7.2.4 Investigation of the Dynamic Effects because of Anthropometric Subject Differences 
Anthropometric subject differences have an effect on the head and neck behaviour during a 
crash. The influences on the dynamic behaviour of the head and neck are investigated in the 
current research, first for the change of a single subject characteristic and then for the change of 
multiple subject characteristics (see Section 6.3). 
The investigation of dynamic effects caused by each subject characteristic individually has only 
partly been reported in the literature before. The computational model shows similar effects for 
the cases when literature data does exist, hence showing that the developed model behaves 
adequately to subject changes. However, the investigation of dynamic effects caused by multiple 
subject characteristics simultaneously has not been reported in the literature before, hence the 
current research provides such data for the first time. The computational efficiency of the 
subject-adjustable model allows a high number of simulations to be performed; this attribute is 
used to investigate a wide range of different subjects and creating multi-dimensional surfaces. 
These surfaces describe response peaks and are a novel technique to characterise dynamic 
effects resulting from anthropometric subject differences. It has been discovered, that using the 
current computational model these multi-dimensional surfaces can be well approximated with 
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linear regression equations. This implies that, firstly, it is not necessary to have a high number of 
simulations to create such surfaces, secondly, that effects due to anthropometric subject 
differences are mostly linear, and thirdly, that peak responses can be reasonably well estimated 
using these response surfaces (linear interpolation between subjects). 
7.2.5 Flaws of Existing Reduced Parameter Models 
This research shows the general limitations of a reduced parameter model, i.e. a reduced 
parameter model is in general inadequate to be calibrated for a range of experimental studies 
and is not capable of representing intervertebral rotations accordingly. Only a calibration to a 
single experimental study with investigations on the global head motion is adequate for a 
reduced parameter model. 
The calibration of the developed computational model failed to derive one universal model 
which is applicable to different experimental studies, i.e. different crash impulses. Although 
different approaches for the intervertebral joint coefficients and for the complexity of the 
mechanical equivalent model have been tried, the calibrations show what is achievable in a 
reduced parameter model, i.e. the model can be calibrated to one experimental study at a time 
and reliable results will be obtained, but if the model is calibrated to several experimental studies 
simultaneously then the results are unsatisfying. Previous computational studies in the literature 
highlighted the high biofidelity of their computational model (see Section 2.11.1), even 
suggesting that their model can be adjusted to different subject dimensions and can be exposed 
to different crash impulses. However, no previous study verified a simplified computational 
model to more than one experimental data. The current research proves that the ability to adapt 
a computational model to accommodate anthropometric differences has been overestimated in 
the literature. 
7.3 FURTHER WORK  
This research is the first step towards a fully adjustable computational model, but there are still 
several possible improvements, modifications and extensions for the current model. Each 
paragraph below explains one of the most prominent further work areas of the current research. 
One of the most beneficial but also challenging enhancements of the model would be the 
extension to a full body model: Although it is not uncommon to model only the head-and-neck 
and expose a motion on the first thoracic vertebra, this T1 motion is affected by various factors 
such as seat-design, sitting position and anthropometric subject properties. Hence, for a fully 
subject-adjustable computational model, a complete body model would be valuable. Under the 
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condition of computational efficiency, a lumped human body is favourable, and although there 
are a few adequate full body models described in literature, the research by Happee et al. [223] 
is outstanding. Happee et al. used the 3D-CAD-ergonomics tool RAMSIS (Intrinsys Ltd, Milton 
Keynes, UK); this software produces detailed geometry based on extensive anthropometric 
measurements and is especially designed for automotive seating positions. However, while this 
software is able to produce the human body geometry and inertia properties, it is not designed 
for impact simulations. Therefore, Happee et al. converted the 50th percentile model from 
RAMSIS into a multi-body software to allow crash simulation. For the current research, the same 
approach of using an existing ergonomics tool and converting it into a full body model would be 
also useful. The biggest challenge for such an operation is the biofidelic representation of the 
human body. For this, the most mentionable examples are the MADYMO occupant models (TASS 
International - a Siemens business, Helmond, Netherland) and the full body models designed by 
Himmetoglu et al. [26], Kroonenberg et al. [89] and Happee et al. [223]. However, none of these 
human multi-body occupant models are able to adjust joint resistances based on anthropometric 
subject dimensions, also there is no other research which attempted such anthropometric 
dependency. Hence, the extension to an adjustable full body model requires immense effort, 
which is beyond the scope of the current research. 
Another extension of the computational model could be the inclusion of a lateral and/or axial 
head orientation before an impact. The available literature data in that respective area is limited 
(see Section 3.2.2); hence it was decided to design the computational model two-dimensional in 
the mid-sagittal plane. However, there is evidence that the head rotation is an important risk 
factor for WAD in rear-end impacts [146, 166, 257–259]. Therefore, the computational model 
could be extended in order to allow lateral and axial motions. Especially due to the simplistic 
nature used in the current research, the developed computational model is most suitable for 
such an extension. The extension will allow three-dimensional rear-end impact investigations. 
The design of the mechanical equivalent model could be improved: The extensive calibration in 
this thesis shows that it is not possible to establish intervertebral joint properties capable of 
representing several experimental sled test studies. Hence it is suggested to improve the 
simplistic mechanical equivalent model to a more realistic design. For example, instead of 
concentrating all tissue properties into the intervertebral joint properties, a more advanced 
model might use spring-damper elements representing selective soft tissues at their correct 
anatomical location. This would make the adaptation to different subject characteristics more 
complicated and would also increase the computational effort, but it might be beneficial in terms 
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of more biofidelic intervertebral rotations and the ability to calibrate the head-and-neck model 
to several experimental sled test studies simultaneously. 
Also, as described in Section 4.5.5, a current limitation of the computational model is the 
absence of collision detection. To include collision detection, a more sophisticated vertebrae 
representation is required, e.g. the free downloadable application provided by Reed et al. [222] 
could be used in combination with the current research. This application is a prediction tool for 
three-dimensional cervical vertebrae shape; the initial geometry is based on the cervical bone 
geometry from 38 women extracted from CT scans. Instead of simplistic scaling of the cervical 
geometry, this application uses mid-sagittal two-dimensional landmark data describing the 
outlines of the vertebrae and adjusts the three-dimensional geometry accordingly. By 
implementing this application to the current research, collision detection could be included, 
giving for example the option to investigate facet joint kinematics in more detail. 
A different regression method might be incorporated for the analysis of the simulation 
responses: Currently, for the calibration of the model, i.e. the determination of intervertebral 
scaling factors, a basic linear regression method is used to compare experimental data to 
dynamic simulation responses. This method is sufficient for the intended purpose as it is 
computationally efficient and allows the evaluation based on only one factor, the well-
established Coefficient of Determination (R²). Nevertheless, this method can be misleading since 
the Coefficient of Determination is calculated by only using the method of least squares, while it 
is not comparing if graphs visually appear similar. As alternative, this simple regression analysis 
could be replaced with a more sophisticated method, such as the ‘Nelder-Mead’ method [114], 
the optimisation of the ‘Cumulative Variance Ratio’ (CVR) [113] or the investigation of the 
‘CORrelation and Analysis’ (CORA) parameters. In biomechanical engineering, CORA is one of the 
most often used methods and hence the most obvious choice. CORA (pdb– Partnership for 
Dummy Technology and Biomechanics, Gaimersheim, Germany) is designed to objectively 
compare time-history signals and has two different methods to evaluate signal characteristics: 
one characteristic is based on phase-offset, size-difference and shape-dissimilarity, and the other 
characteristic is based on a corridor-rating [304]. CORA is not included in the current research 
since the two different CORA methods result in different CORA-ratings, and hence do not provide 
a single value for comparison. This drawback could be avoided by introducing a weighting 
method for the different CORA-ratings. Nevertheless, it is avoided to include CORA since the 
current research conclusions would not be affected by an improved regression method. Yet, 
CORA would allow quantifying the performance of the time histories for computational model 
and experimental data numerically. 
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Currently, the computational model is modified using a specially designed graphical user 
interface (GUI), which is explained in more detail in Appendix E. The interactive graphical user 
interface (GUI) has been created to better handle the computational head-and-neck model, i.e. 
for simplicity and time efficiency while working on the model. The GUI is designed in the 
computing environment MATLAB® (The Mathworks Inc., Natick, MA, USA) and allows for all the 
necessary tasks to be undertaken without leaving the GUI; these are: i) pre-processing, e.g. 
changing anthropometric subject data and the consequent adjustment of the head-and-neck 
geometry and the calculation of inertia properties, the modification of the crash intensity; ii) 
processing, i.e. the execution of dynamic simulation which is performed in the multi-body 
software MSC.ADAMS (MSC Software Corporation, Newport Beach, CA, USA); and iii) post-
processing, e.g. examination of simulation results such as the regression analysis of the 
calibration, the creation of multidimensional response surfaces. Consequently, the GUI gives full 
control over the computational model, and even has more functionality than described in this 
thesis; there are additional features included in the GUI which have not been used for the 
current research. For example, in the GUI a head-restraint can be defined, allowing simulations 
to be performed with head to head-restraint contact. This allows evaluation of the importance of 
head to head-restraint clearance and also the optimisation of head-restraint stiffness properties. 
However, the impact contact condition between head and head-restraint would have to be 
calibrated first; for this, an adequate experimental study would be required. Another feature of 
the GUI allows one to measure the elongation of two manually defined points during a rear-end 
impact, e.g. for a muscle the start- and end-point could be specified so that the GUI displays the 
time-history for the distance between these two points. However, in the current model the 
intervertebral rotations are not adequate, and therefore it is currently avoided to use this feature 
for analysis of soft tissues. Nevertheless, on an improved model with higher biofidelity this 
feature would be useful. Other features of the GUI include for example an integrated design-of-
experiment analysis for evaluating several simulations and the generation of videos about the 
simulation. Consequently, the GUI already allows more functionality than used for the current 
research; furthermore, the GUI could be extended for additional functionality and the user-
friendliness of the GUI could be improved. 
The model can be easily updated and enhanced due to the simplistic nature of the model and its 
modular design. For example, the currently used method to obtain the geometry by Klinich et al. 
[244] could be replaced with the more sophisticated tool by Reed et al. [222]. Also, the different 
work packages of the model can be improved with better or more homogeneous literature data. 
The modular design of the model allows independent modular updates, e.g. a more accurate 
method to predict inertia properties could replace the current method without affecting other 
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parts of the computational model. This is particularly of interest for the intervertebral joint 
definition, a different mathematical description and/or more accurate joint properties might 
enhance the model, especially if these enhancements can more realistically account for 
anthropometric and/or gender specific subject differences. 
The computational model could be extended to other head orientations, such as turning the 
head to inspect oncoming traffic: The investigation of impacts with other head orientations 
would be interesting for kinematics and possible injury analysis. However, the biggest restriction 
for such a model extension is that there is only limited amount of data for accurate modelling 
and subsequent validation publicly available, i.e. currently there is not enough data available in 
the open domain for a better performing model. Nevertheless, the simplistic approach of the 
current research, and consequently, the low computational modelling effort is a motivation to 
use the current model for such additional investigation, especially if numerous simulations 
should be performed with various axial head rotations. Moreover, the computational model 
could be applied for frontal impacts or could be extended with lateral properties to be applicable 
for lateral impacts.  
Lastly, the model could be used for other research areas such as injury treatment or sport 
technology applications. 
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Appendix A  
FURTHER INFORMATION FOR THE ADJUSTABLE CERVICAL CURVATURE 
PREDICTION 
In this appendix more detailed information about the Section 4.1 ‘Adjustable Cervical Geometry’ 
is given. For the development of the adjustable cervical spine the publication by Klinich et al. 
[244] is used. This geometry is then extended for the first thoracic vertebra T1. The assumptions 
and modifications made in the current research are elaborated and explanations of their origin 
are explained below. Lastly it should be noted that Reed et al. [222] proposed a vertebrae 
dimension scaling factor for the research of Klinich et al., this scaling factor has been considered 
in the current research. 
Modifications of Prediction Equations for the Cervical Spine Geometry 
There were some difficulties in the reproduction of the adjustable cervical spine geometry 
published by Klinich et al. [244]. Some equations did not produce reasonable/logical results 
(probable due to typographical errors) and some essential equations were missing. Several 
modifications had to be made in order to complete the model. It should be noted that the 
communication with the authors’ of the Klinich et al. [244] was sporadic at best and did not 
benefit the development of the model.  
Table A.1 shows all equations to calculate the vertebrae dimensions. The gender variable is 
coded with the value ‘1’ for men and ‘2’ for female, while age is described in years, and height in 
centimetres. In Table A.1 the column ‘Prediction Equation’ is based on the original publication 
[244] and the column ‘Comment/Modification’ is based on modifications made in the current 
research in order to complete the model.  
Before the modifications are explained in detail, a closer look should be taken at the very first 
prediction equation in Table A.1. Since the prediction equations are cascading, it is obvious that 
the very first equation will have major influence on all other dimensions. Klinich et al. [244] 
chose the posterior height of C3 as the starting point for the cascading equations. This was done 
because statistical analysis showed that C3PosHt had the strongest correlation with gender, age 
and height. This first equation shows three major characteristics which are also present for all 
subsequent prediction equations: 
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Table A.1:  Equations for the first development step, the predicting of vertebral dimensions. Age in years, 
Gender is coded as men = 1 and women = 2, Height in centimetre. 
SPA = spinous process angle [°], SPL = spinous process length [mm], ASDia = Anterior-superior 
diameter [mm], PDH = posterior disc height [mm], Ant = Anterior, Pos = Posterior, Inf = Inferior, Sup 
= Superior, Dep = Depth, Ht = Height. Reprinted with permission of The Stapp Association 2019. 
Variable Prediction Equation [244] Comment/Modification 
C3PosHt 1.87 + 0.01×Age + 0.1×Height - 1.27×Gender   
C2PosHt -7.48 + 0.05×Age + 0.2×Height + 0.44×C3PosHt  
C4PosHt 5.17 + 0.65×C3PosHt  
C5PosHt 2.01 + 0.3×C3PosHt + 0.54×C4PosHt  
C6PosHt 5.19 + 0.64×C5PosHt  
C7PosHt -3.1 + 0.06×Height + 0.57×C5PosHt  
C3AntHt -5.85 + 0.6×Height + 0.71×C4PosHt -5.85 + 0.06×Height + 0.71×C4PosHt 
C3SupDep -5.85 + 0.05×Age + 0.1×Height + 0.1×C2PosHt  
C3InfDep 4.51 + 0.8×C3SupDep  
C3ASDia -0.48 + 0.6×C3PosHt + 0.63×C3InfDep  
C2AntHt 7.42 + 1.03×C2PosHt  
C2SupDep 6.46 + 0.19×C3SupDep + 0.18×C3ASDia  
C2InfDep 1.91 + 0.59×C3SupDep + 0.35×C3InfDep  
C2ASDia 1.64 + 0.88×C2AntHt  
C4AntHt 1.69 + 0.31×C3PosHt + 0.53×C2AntHt 1.69 + 0.31×C3PosHt + 0.53×C3AntHt 
C4SupDep 0.43 + 0.47×C3SupDep + 0.49×C3InfDep  
C4InfDep 2.58 + 0.36×C3ASDia + 0.48×C4SupDep  
C4ASDia 1.66 + 0.61×C3ASDia + 0.36×C4InfDep  
C5AntHt 3.82 + 0.38×C4AntHt + 0.28×C3AntHt  
C5SupDep -0.02 + 0.37×C4SupDep + 0.59×C4InfDep  
C5InfDep 1.91 + 0.56×C4InfDep + 0.4×C5SupDep  
C5ASDia 1.93 + 0.61×C4ASDia + 0.33×C5InfDep  
C6AntHt 2.91 + 0.48×C6PosHt + 0.26×C3AntHt  
C6SupDep 0.41 + 0.55×C5InfDep + 0.42×C6SupDep 0.41 + 0.55×C5InfDep + 0.42×C5SupDep 
C6InfDep 1.17 + 0.40×C3InfDep + 0.60×C5InfDep  
C6ASDia 0.50 + 0.32×C6PosHt + 0.43×C5ASDia + 0.39×C6InfDep  
C7AntHt 0.89 + 0.64×C7PosHt + 0.33×C6AntHt  
C7SupDep 0.10 + 0.96×C6InfDep  
C7InfDep 2.98 + 0.81×C6InfDep  
C7ASDia -0.65 + 0.43×C7PosHt + 0.38×C6ASDia + 0.47×C7InfDep  
C3SPL 11.80 + 0.40×C2PosHt + 0.43×C4AntHt + 0.36×C2SupDep  
C2SPL 9.11 + 0.37×C7ASDia + 0.67×C3SPL  
C4SPL 4.67 + 0.44×C3InfDep + 0.63×C3SPL  
C5SPL 6.97 + 0.85×C4SPL  
C6SPL 2.05 + 0.64×C3ASDia + 0.76×C5SPL  
C7SPL 8.97 + 0.32×C6SPL 2x (8.97 + 0.32×C6SPL) 
C3SPA 
98.23 - 0.54×C2PosHt - 2.34×C3SupDep + 2.12×C3InfDep + 
1.50×C4AntHt - 1.57×C3AntHt + 0.79×C5ASDia  
PDH (all discs) Not specified 3.8 – 0.02 x Age 
C2SPA 
66.23 + 1.06×C3SupDep - 1.56×C2AntHt - 1.06×C2SupHt + 
0.37×C3SPA - 0.96×C2C3PDH + 1.57×C2ASDia 
C2C3PDH is not given in original 
publication 
C4SPA 38.10 + 1.56×C3SupDep - 1.78×C4SupDep + 0.64×C3SPA  
C5SPA 35.08 + 0.62×C4SPA  
C6SPA 
44.88 + 1.14×C6InfDep + 0.46×C5SPL + 0.49×C5SPA - 
0.41×C7SPL - 0.97×C6SupDep  
C7SPA 
39.48 + 0.37×C4SPL + 0.49×C6SPA - 1.55×C7SupDep + 
1.43×C7InfDep  
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1. The numerical values in the equations use two decimal places, therefore the round-off 
errors should be considered: All equations in Table A.1 contain constants which are 
rounded off to a maximum of two decimal places. For the height term in the C3PosHt 
equation it is rounded off even more - only one decimal place. In case the second decimal 
place should be zero and is simply not provided, the coefficient ‘0.1’ for the height term 
would be ‘0.10’. However, the resulting round-off error is still major. The maximum 
round-off error for a 175-centimetre-tall person is determined as follows: if the actual 
coefficient would be ‘0.095’ or ‘0.104999…’, then the mathematically correct rounded 
coefficient for two decimal places is ‘0.10’, i.e. still the coefficient for the height term. 
This coefficient range could have an ultimate dimension influence for C3PosHt of ±0.875 
mm. It should be noted that this example describes only the height term in the very first 
equation. Consequently, it would have been beneficial by Klinich et al. to publish more 
detailed calculations. However, it is possible that the round-off error levels out for several 
terms in the same equation. 
2. Gender has an effect of 1.27 mm on the C3PosHt: The prediction equation for C3PosHt 
includes the constant 1.27 for the variable ‘gender’. That means that a male compared to 
a female subject, assuming both with the same age and height, has a 1.27 mm greater C3 
posterior height. Additionally, it should be noted that the prediction equations are 
cascading, meaning that this very first dimension C3PosHt has influence on all the 
remaining vertebrae dimensions. Also, all these remaining vertebrae dimensions from a 
male subject are between 0 and 1.27 mm bigger than the dimensions from the respective 
female subject. 
3. The prediction equation for C3PosHt has also a term included for the parameter age. 
Therefore, a change of age has an effect on the vertebrae dimension C3PosHt, and 
because of the cascading nature of the prediction equations this has an effect on all 
following dimensions. After the model has been completed, the magnitude of the age 
effect was investigated. An age difference of 55 years (20-year-old subject to 75-year-old 
subject) did result in an average vertebra height change of 0.8 mm. The height change 
was progressive with the highest height change at C2 (2.9 mm) and the lowest height 
change at C7 (0.2 mm). The sum of the height changes for the vertebrae C2 to C7 was 4.7 
mm. This effect, i.e. the influence of age on vertebrae dimensions, is not explained in the 
original publication. Moreover, this effect is in contrast with other literature sources who 
report constant or decreasing vertebrae height with higher age [305, 306]. In the current 
research this effect is compensated in the assumed equation for the posterior disc height 
(PDH), see Table A.1 and below. 
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The modifications for the first development step (‘vertebrae dimensions’ see Section 4.1) are 
given in Table A.1. The original prediction equation are from Klinich et al. [244] and their 
modifications in order to complete the model are elaborated in detail below: 
 C3AntHt: It is very likely that this equation contains a typographical error, since the term 
‘0.6 x Height’ results in an unreasonably large value. As a reminder, height is calculated in 
cm in the prediction equations. By comparing the equation V7PosHt, which is located just 
before C3AntHt, it is likely the actual term should have been ‘0.06 x Height’. 
 C4AntHt: The use of the original published equation results in an unrealistic and 
disproportional value for the C4 anterior height. It should be mentioned that the height 
for the second cervical vertebra C2 is defined inclusive of dens, the unique feature of the 
second cervical vertebrae. Therefore, the height of C2 is approximately double the height 
as the remaining vertebrae C3 to C7. Furthermore, it seems logical that the dimensions 
for the vertebra C4 should be calculated by using the adjacent vertebrae dimension of C3 
or C5. Since C5AntHt is not yet calculated at this point, the term ‘0.53 x C2AntHt’ was 
modified to ‘0.53 x C3AntHt’. 
 C6SupDep: Originally this is an implicit equation since C6SupDep exists on both sides. It is 
very likely that this is a typographical error and that it should have been ‘0.42 x 
C5SupDep’. This modification is possible because the equation for C3SupDep and for 
C4SupDep have a similar style, i.e. both have the dimension of the superior depth of the 
upper adjacent vertebra included. 
 C7SPL: This equation results in an unrealistic short spinous process. It should be 
mentioned that the length of the spinous process does not have any influence on the 
dynamic simulation, only the graphical appearance changes. Therefore, it was decided to 
multiply this equation by the factor of two. Graphically evaluated, this gives a realistically 
looking result. 
 PDH (posterior disc height) for all intervertebral discs: In the publication by Klinich et al. 
[244] there are no equations for the individual posterior disc heights given, although the 
C2C3PDH is required for the calculation of the C2 spinous process angle (C2SPA). 
Prediction disc height equations have not been found in other publications, therefore the 
PDH equations had to be assumed. There are a few things to consider: for simplicity and 
also due to lack of data, it is decided to use only one PHD equation for all intervertebral 
discs. Also, the PDH should be of decreasing character with age; this would counterpart 
the increasing posterior height of the vertebrae C2 to C7. In order to counterpart the 
vertebrae increase, it is calculated that the intervertebral discs C2C3 to C6C7 should 
decrease 0.017 mm per year, i.e. annual degeneration coefficient of 0.017. Furthermore, 
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for literature reference the study of Nissan et al. [266] is used, they published average 
cervical spine dimensions for 157 male subjects and included the anterior and posterior 
intervertebral disc heights. Nissan et al. reported average posterior disc height in their 
study as 3.25 mm for subjects of the average age of 26.8 years. Lastly, it is chosen to 
increase the annual degeneration coefficient to 0.020 so that the neck height decreases 
with higher age; this increase is justified as the female vertebrae height decreases by 
0.0025 mm per year [305]. Based on these considerations the prediction function for the 
posterior disc height as shown in Table A.1 is found. This equation is evaluated by two 
different comparisons: firstly, the final equation results in a posterior disc height for the 
age as in the Nissan et al. [266] study of 3.26 mm; therefore the error is 0.01 mm. 
Secondly, the resulting overall cervical spine length is very similar to literature references 
[222, 225, 266]. As a final note, it should be mentioned that the same equation is used 
for both genders and the equation is also applied for the intervertebral disc C7 to T1.  
 SPL (spinous process length) and SPA (spinous process angle) equations C2 to C7: It should 
be mentioned, that for the dynamic simulation only the vertebrae body and its 
orientation are important. The spinous process is not used and is included in the 
computational model for illustration purposes only (Figure 3.2). 
 
The modifications for the second and third development step (‘Bézier spline’ and ‘C0C1C2 
alignment’ see Section 4.1) are given in Table A.2 and Table A.3. Table A.2 contains the equations 
for the second development step, the generation of the cervical curvature as a Bézier spline. 
Table A.3 contains the equations for the third development step, the location of the head (C0) 
and atlas (C1) for the model. The original prediction equations are from Klinich et al. [244] and 
their modifications in order to complete the model are elaborated in detail below: 
 AspRatio: Klinich et al. [244] did not specify the aspect ratio (AspRatio), albeit is required 
to calculate the superior Bézier angle (see Figure 4.3a). It was decided to include all four 
main dimensions of the vertebrae and calculate the aspect ratio as shown in Table A.2. 
This equation achieved visually realistic looking results for the Bézier spline. 
 InfBézAng: The equation is extended with an additional constant term of +2.4°. This 
extension is derived based on an illustration by Klinich et al. for the Bézier angles of 
young, mid-aged and older subjects. Figure A.1 compares the Bézier angles given by 
Klinich et al. to the Bézier angles by the modified computational model. Although not 
shown in this appendix, Klinich et al. also provide standard deviations of real subject 
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data; the given standard deviation is higher than the existing differences between 
developed model predictions and the original model predictions. 
 SupBézAng: The equation is extended with an additional term for the numerical coded 
value of gender. This term is added to closer match the developed model predictions to 
the original model predictions as shown in Figure A.1. Again, the standard deviation given 
by Klinich et al. is higher than the still existing differences. 
Table A.2:  Equations for predicting cervical curvature using Bézier spline, adapted from Klinich et al. [244]. 
Variable Predictor Equation [244] Comment/Modification 
AspRatio for all 
vertebrae 
Not specified (SupDep + InfDep) / (AntHt + PosHt) 
InfBézAng -18.119 + 0.345×Age + 2.443×C6AntHt - 
1.215×C5InfDep 
-18.119 + 0.345×Age + 2.443×C6AntHt - 
1.215×C5InfDep + 2.4; 
SupBézAng 74.698 - 0.667×C2SPA + 0.218×Age + 
46.650×C2AspRatio - 
18.735×C5AspRatio 
AspRatio assumed as above 
74.698 - 0.667×C2SPA + 0.218×Age + 
46.650×C2AspRatio - 18.735×C5AspRatio + 
2×(Gender-1)-1 
Inferior Bézier-Segment 
Length 
0.42× InfBézAng  
Superior Bézier-Segment 
Length 
0.45-0.0031× SupBézAng  
 
Klinich et al. [244] give a range of further illustrations and data on the development of their 
prediction model and also the real subject data. In this appendix, only the most relevant 
information is given; for more information it is advised to read the original publication by Klinich 
et al.  
 
Figure A.1:  Comparison of the Bézier angles of the original model designed by Klinich et al. [244] in comparison 
to the predicted Bézier angles of the developed model in this research. Bézier angles are shown for 
20-, 40- and 60- year old men (height 175 cm) and women (height 160cm). Klinich-data reproduced 
with permission of The Stapp Association 2019. 
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 C1-Line: The location of the C1-Line is incomplete. It is known that the C1-Line intersects 
with the HN-Vector (HN-Vector is the vector between the posterior point of the occipital 
condyle and the inferior posterior point of C2), but the location of intersection is 
unknown. It is assumed in this work that the location of the intersection between the 
two lines is based on the constant fraction of the HN-Vector. The intersection is chosen to 
be at 7/10 of the HN-Vectors length, i.e. closer to the posterior point of the occipital 
condyle. The fraction 7/10 was chosen because of figure published by Klinich et al. [244]; 
based on this figure the fraction was deducted. 
Table A.3:  Location of the head and C1 vertebra relative to the cervical spine, adapted from Klinich et al. [244]. 
Variable Predictor Equation or Description [244] Comment/Modification 
Neck Angle Angle between C7PosInf and C2PosSup  
Pos-Arc-Length Arc-Length between C7PosInf and C2PosSup  
Angle_C0 -3.253 + 0.950×NeckAngle  
Chord_C0 3.332 + 1.021×PosArcLength – 0.129×Age  
PosOC (Posterior 
Occipital Condyle) 
At the end of a vector from C7PosInf with the angle 
‘Angle_C0’ and the length ‘Chord_C0’ 
 
HN-Vector A vector between PosOC and C2InfPos  
C1-Line The average angle between the C1-line and the HN-
Vector for all subjects was 89° ±5°. The location of 
the intersection between the C1-line and the HN-
Vector is not specified. 
The location of the intersection between 
the C1-line and the HN-Vector is assumed 
to be at 7/10 of the HN-Vector, i.e. closer 
to PosOC. 
C1AntSupArch The anterior point of C1 is located on the C1-Line. Its 
distance from the intersection of the C1-Line with 
the HN-Vector is 62% of the HN-Vectors length. 
 
C1SpinousProcess The posterior point of C1 is located on the C1-Line. 
Its distance from the intersection of the C1-Line with 
the HN-Vector is 24% of the HN-Vectors length. 
 
 
Verification of the Developed Cervical Spine Geometry 
Even with best effort, it is not possible to perfectly duplicate the original model described by 
Klinich et al. [244]. The reasons for that are, as explained above, the missing equations, possible 
typographical errors and round-off inaccuracies in the cascading prediction equations. 
Consequently, the developed computational model for the cervical spine in the current research 
is not a perfect match compared to the original publication. Therefore, the developed model 
should be compared with respect to the original model developed by Klinich et al. [244] as much 
as possible. Fortunately, Klinich et al. attached in the appendix a figure which illustrates the 
designed computer program. This figure shows the cervical curvature of a 35-year-old male 
subject with a height of 165 cm; it also shows the inferior and superior Bézier angles and some of 
the coordinates for the vertebrae drawing points. However, the figure also presents a push-
button to update the window, and unfortunately, it is unclear whether the button was activated 
before the illustration was taken. It is therefore unclear if the Bézier angles and the coordinates 
have been updated to match the subject description. However, for the following comparison it is 
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assumed that the figure has been updated. Table A.4 shows some deducted dimensions from the 
included figure by Klinich et al. [244] compared to the predicted dimensions of the developed 
model in the current study. For the sake of comparison, the vertebra dimension scaling factor 
proposed by Reed et al. [222] have been disabled for the development of Table A.4. All vertebrae 
dimensions are overestimated by the developed model, on average by 1.59%. Regardless of 
these differences, it was decided that no amendment would be applied to the cascading 
regression equations; the vertebrae dimension differences are minor. 
Table A.4:  Comparison of the deducted dimensions from a figure by Klinich et al. [244] to the predicted 
dimensions of the developed model. The predicted dimensions of the developed model are taken 
after the vertebrae dimension scale factor has been disabled. 
Subject:  
male, 165 cm, 35 years 
Deducted dimensions from 
figure [244] 
Predicted dimensions of the 
developed model 
Difference 
C2 posterior height [mm] 34.90 34.95 +0.1% 
C3 posterior height [mm] 17.00 17.45 +2.6% 
C4 posterior height [mm] 16.30 16.51 +1.3% 
C5 posterior height [mm] 16.01 16.16 +0.9% 
C6 posterior height [mm] 15.02 15.53 +3.4% 
C3 anterior height [mm] 15.61 15.77 +1.0% 
C4 anterior height [mm] 15.18 15.46 +1.8% 
 
Lastly, after enabling the vertebrae dimension scale factor again, the cervical spine length 
predicted by the model is compared to literature references. However, there is no general 
definition on how the cervical spine length should be measured, therefore for the current work 
the cervical spine length is defined as the straight distance between the posterior-inferior point 
of C7 to the anterior-superior point of C2 (which also includes the dens). Using this definition, 
the computational model predicts for the average male subject (height of 176 cm) a cervical 
length of 116 mm. In publications, the cervical spine length is most often not explicit listed and 
has to be approximated in order to be comparable. Linder [225] assumed the neck as circular 
segment with a radius of 190 mm enclosed within 37°. The approximate cervical length of this 
simplification is 120 mm; this simplification has also been used by Himmetoglu [26] for his 
computational model. Nissan and Gilad [266] measured vertebrae and intervertebral disc 
dimensions from lateral X-rays. The dens was not included in their measurements, but the length 
excluding the dens was 102 mm. If the dens would have been included, the cervical spine length 
would possible be approximately 120 mm. Reed et al. [222] developed a parametric model of the 
cervical spine which predicts a cervical spine length of approximate 115 mm. Consequently, the 
computational model predicts a comparable cervical spine length. 
  
279 
 
Appendix B  
INDEPENDENT VALUES FOR INTERVERTEBRAL LEVELS 
For the calibration to experimental study G, as described in Section 5.3.2, it has been observed 
that the intervertebral rotations are inadequate to mimic the rotations of the experimental data. 
Therefore, it was decided to investigate the intervertebral joint coefficients further, which has 
been explained in Section 5.3.2.4. The systematic approach for this investigation has three steps, 
which are explained below: 
 
First step – independent damping coefficients 
It is intended to find independent damping coefficients which can be explained by an 
experimental study. Therefore, it is hypothesized that for each joint the differences of 
experimental measured stiffnesses are similar to the differences of damping. Hence, the 
damping coefficients for each joint are calculated in the same manner as the individual stiffness 
coefficients in Table 5.1, the average damping coefficients 𝑑1 and 𝑑2 are 2 Nms/rad and 0.1 
Nms²/rad² respectively. This leads for 𝑑1 the values of 2.567, 2.765, 1.260, 1.714, 0.964, 1.260, 
2.133, 3.337 Nms/rad and for 𝑑2 the values of 0.128, 0.138, 0.063, 0.086, 0.048, 0.063, 0.107, 
0.167 Nms²/rad². With these modified damping coefficients a full calibration for all eight versions 
of the model was conducted, but no positive effect on the model could be observed. 
In a different approach, the damping coefficient 𝑑1 is varied between the values 0.5 and 10 
Nms/rad for each join individually. It should be noted that no literature data supports the 
boundaries of this 𝑑1 variation, but it might give an insight in the required mechanical cervical 
joint properties for dynamic response improvements. This approach is tested with quadratic 
damping term 𝑑2 set once unmodified and set once to zero. Due to the changes of these 
coefficients, the upper and lower limits of scaling factors for a calibration are adjusted to 0.1 and 
20 respectively, however, again no positive effect on the model has been observed. 
These investigations regarding changing damping coefficients show that the computational 
model is affected by the variations of damping values, but also show that the model cannot be 
improved by only adapting the damping coefficients.  
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Second step – independent stiffness coefficients 
In the original model the upper joints C0C1 and C1C2 have significant different stiffness 
coefficients compared to the remaining joints, as described in Section 5.1.1. To quantify how 
much this difference affects the dynamic response, the alternative model is modified so that all 
joints have identical stiffness coefficients; 300 Nm/rad² and 150 Nm/rad² for extension and 
flexion respectively. Performing parameter studies on the scaling factors reveals that neither 
intervertebral nor global response graphs are significantly affected by such a change.  
In another attempt, the stiffness coefficients for joints C0C1, C1C2 and C2C3 are individually 
varied between 100 and 500 Nm/rad³ in order to quantify whether these coefficients have an 
effect on the intervertebral responses of these joints. Again, a full factorial parameter study 
reveals hardly any intervertebral response change.  
Further parameter studies, which include individual stiffness variations on all joints, also reach 
the same conclusion: varying the stiffness coefficient has hardly any influence on the response. 
The variation of damping coefficients had a more prominent effect on the model’s dynamic 
responses. It might well be that the stiffness coefficients are in general too low for the 
computational model. For example, a significant higher intervertebral joint stiffness has been 
observed by Jakobsson et al. [298], as explained in the first paragraph of Section 5.1.1.2 
Third step – independent stiffness and damping coefficients 
The adaption of only stiffness or only damping coefficients results in an amount of possible 
combinations that can be still covered by full factorial parametric studies, however, the 
simultaneous adaption of stiffness and damping coefficients exceeds the computational 
feasibility. The number of varying coefficients is reduced by the idea that some adjacent joints, 
especially for the lower cervical spine, use the same coefficients.  
The boundaries for the joint coefficients are revised based on previous parameter studies. For 
this investigation the rotational stiffness coefficients may vary between 20 and 2 000 Nm/rad³, 
and the linear rotational damping coefficients 𝑑1 may vary between 0.1 and 20 Nms/rad. For 
simplicity, the linear rotational damping coefficients 𝑑2 are set to zero or remained on its original 
value. Comparing these boundaries to the original complete set of joint coefficients presented in 
Section 5.1.3, the now set new boundaries are considerable higher. It should be noted that none 
of these boundaries have any justification by experimental data or comparable computational 
models; hence it is solely an attempt to investigate whether it is possible that the model 
generates a realistic (biofidelic) global head movement and intervertebral rotations, regardless of 
unrealistic joint coefficients. 
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Unfortunately, the model could not be modified to give improved global and intervertebral 
biofidelic responses; although a range of parameter studies are conducted using the above 
described boundaries. However, one main observation made as a result of these parameter 
studies is that in the first 100 ms the intervertebral rotations are hardly affected, only afterwards. 
That indicates that in the first 100 ms, the dynamic crash pulse of the first thoracic vertebra may 
has more contribution to the intervertebral rotations than the intervertebral joint properties. 
Nevertheless, although in the first 100 ms the effects the joint coefficients are little, it improves 
most of the intervertebral rotations. For example, the joint C1C2 experiences for the first time 
flexion (yet the magnitude is only about 1°), and the response graph of the joint C1C2 lies now 
better in-between the response graphs of C0C1 and C2C3. There is however the problem that 
after 100 ms all intervertebral rotations are turning unrealistic, i.e. afterwards some 
intervertebral rotations show abrupt flexion and extensions changes, unlikely high/low 
magnitudes or no rotation at all. This obviously influences the global head movement, which 
accumulates these unrealistic intervertebral rotations and results in an unnatural response. Due 
to the bad simulation performance, the response graphs are not shown in the current work. 
Since the change of joint coefficients has only a small effect in the first 100 ms, it might be that 
the redefined coefficient boundaries should be raised even higher. In an attempt to improve the 
intervertebral rotations in these first 100 ms the stiffness coefficients are substantially increased, 
up to values 40 000 Nm/rad³. This setting is around 100 times higher than data in the literature 
and serves only the theoretical evaluation for the influence of the stiffness coefficients. A 
parameter study reveals that such tremendous stiffness coefficients indeed improve the 
intervertebral rotations in the first 100 ms, e.g. the joint C1C2 experience maximum flexion 
values of up to 5°, and its response graph is now even better in-between the response graphs of 
C0C1 and C2C3. However, the intervertebral rotations are again unrealistic after the first 100 ms; 
even more unrealistic than originally. The same statement applies to the global head motion 
after 100 ms.  
 
In summary none of the performed parameter studies on the alternative model had the ability to 
improve the computational responses. Although no full factorial study on all possibilities of 
coefficient combinations has been performed, the lack of any improvements on both 
intervertebral and global level suggests that it is not capable to modify the model to the intended 
purpose.  
However, these evaluated findings lead to the followed assumption: “In order to improve the 
intervertebral rotations while maintaining/improving the global head movements the joint 
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coefficients need to change over time and/or T1 crash pulse intensity; initially significant high 
joint stiffness coefficients are required which change during the simulation to lower joint stiffness 
coefficients; also the damping coefficients might have a dependency for time and/or for T1 crash 
pulse intensity. Additionally, each intervertebral joint may require unique magnitudes for the 
damping and stiffness coefficients.” 
The amount of possible combinations for variations on stiffness and damping coefficients and 
their time/T1 crash pulse dependencies exceed the scope of this research. Therefore, this 
hypothesis was not investigated in the current research. 
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Appendix C THE EFFECTS OF SUBJECT PROPERTIES ON THE DYNAMIC 
WHIPLASH MOTION 
In Section 6.3.2 the effects of subject properties on the dynamic whiplash motion are 
investigated; in this appendix the numerical values of maximum deflection and time of 
occurrence for six dynamic responses are given for respective figures. 
 Table C.1 gives the numeric values for the response difference graphs of Figure 6.3. 
 Table C.2 gives the numeric values for the response difference graphs of Figure 6.4. 
 Table C.3 gives the numeric values for the response difference graphs of Figure 6.5. 
 Table C.4 gives the numeric values for the response difference graphs of Figure 6.6. 
Table C.1:  Effect of the inertia properties. Maximum deflection and time of occurrence for six dynamic 
responses of a modified computational model compared to the 50th percentile computational model. 
 
Head 
angle(s) 
Head x- acc. 
Head angular 
acc. 
Angle C2C3 Angle C4C5 Angle C6C7 
Head mass of 95th 
percentile (4.9 kg) 
-2.7 deg -0.9 m/s² -6.7 rad/s² -0.4 deg -0.3 deg -0.3 deg 
at 300 ms at 108 ms at 100 ms at 300 ms at 300 ms at 300 ms 
Head mass of 5th 
percentile (4.06 kg) 
2.8 deg 1 m/s² 7.3 rad/s² 0.4 deg 0.3 deg 0.3 deg 
at 300 ms at 107 ms at 100 ms at 300 ms at 300 ms at 300 ms 
Head moment of inertia 
of 95th percentile (179 
kg cm²) 
0.5 deg -0.2 m/s² -7.9 rad/s² 0 deg 0 deg 0 deg 
at 129 ms at 125 ms at 105 ms at 109 ms at 106 ms at 105 ms 
Head moment of inertia 
of 5th percentile (268.4 
kg cm²) 
-0.5 deg 0.2 m/s² 8.5 rad/s² 0 deg 0 deg 0 deg 
at 127 ms at 124 ms at 102 ms at 107 ms at 104 ms at 103 ms 
Head moment of inertia 
ignored (0 kg cm²) 
-2.8 deg 1 m/s² 39.7 rad/s² 0.1 deg 0.1 deg 0 deg 
at 125 ms at 122 ms at 99 ms at 103 ms at 100 ms at 98 ms 
Neck mass of 95th 
percentile (1.44 kg) 
-0.5 deg -0.3 m/s² -1.7 rad/s² 0 deg -0.1 deg -0.1 deg 
at 300 ms at 68 ms at 76 ms at 300 ms at 300 ms at 300 ms 
Neck mass of 5th 
percentile (1.04 kg) 
0.4 deg 0.2 m/s² 1.4 rad/s² 0 deg 0.1 deg 0.1 deg 
at 300 ms at 68 ms at 76 ms at 300 ms at 300 ms at 300 ms 
Neck moment of inertia 
of 95th percentile (*) 
0 deg -0.1 m/s² -0.5 rad/s² 0 deg 0 deg 0 deg 
at 126 ms at 109 ms at 106 ms at 119 ms at 117 ms at 109 ms 
Neck moment of inertia 
of 5th percentile (*) 
0 deg 0 m/s² 0.3 rad/s² 0 deg 0 deg 0 deg 
at 125 ms at 109 ms at 106 ms at 120 ms at 118 ms at 110 ms 
Neck moment of inertia 
set to zero 
-0.1 deg 0.1 m/s² 1.2 rad/s² 0 deg 0 deg 0 deg 
at 124 ms at 110 ms at 110 ms at 120 ms at 115 ms at 107 ms 
* these inertia properties are calculated with the aid of the respective percentile neck masses 
284 
 
Table C.2:  Effect of external subject parameters. Maximum deflection and time of occurrence for six dynamic 
responses of a modified compared to the 50th percentile computational model. 
 
Head 
angle(s) 
Head x- acc. 
Head angular 
acc. 
Angle C2C3 Angle C4C5 Angle C6C7 
Head circumference of 
95th percentile (59.28 
cm) 
-3.6 deg -2.4 m/s² -19.6 rad/s² -0.4 deg -0.3 deg -0.2 deg 
at 300 ms at 108 ms at 106 ms at 300 ms at 300 ms at 300 ms 
Head circumference of 
5th percentile (54.29 
cm) 
3.7 deg 2.5 m/s² 22.4 rad/s² 0.4 deg 0.3 deg 0.3 deg 
at 300 ms at 105 ms at 103 ms at 300 ms at 300 ms at 300 ms 
Neck circumference of 
95th percentile (41.39 
cm) 
5 deg 1.9 m/s² 20.2 rad/s² 0.7 deg 0.6 deg 0.5 deg 
at 300 ms at 109 ms at 102 ms at 300 ms at 300 ms at 300 ms 
Neck circumference of 
5th percentile (34.96 
cm) 
-4.7 deg -1.7 m/s² -18.1 rad/s² -0.7 deg -0.6 deg -0.5 deg 
at 300 ms at 111 ms at 104 ms at 300 ms at 300 ms at 300 ms 
BMI of 95th percentile 
(28.11 kg/cm²) 
2.3 deg 0.9 m/s² 9.3 rad/s² 0.3 deg 0.3 deg 0.2 deg 
at 300 ms at 110 ms at 102 ms at 300 ms at 300 ms at 300 ms 
BMI of 5th percentile 
(22.74 kg/cm²) 
-2.1 deg -0.8 m/s² -8.3 rad/s² -0.3 deg -0.3 deg -0.2 deg 
at 300 ms at 111 ms at 103 ms at 300 ms at 300 ms at 300 ms 
Height of 95th 
percentile (187 cm) 
-1.9 deg -2.2 m/s² -17.5 rad/s² -0.3 deg -0.1 deg 0.1 deg 
at 300 ms at 102 ms at 108 ms at 300 ms at 300 ms at 134 ms 
Height of 5th percentile 
(165 cm) 
2.4 deg 2.4 m/s² 21.1 rad/s² 0.4 deg 0.2 deg 0.1 deg 
at 300 ms at 99 ms at 105 ms at 300 ms at 300 ms at 300 ms 
Table C.3: Effects of the internal subject parameters. Maximum deflection and time of occurrence for six 
dynamic responses of a modified compared to the 50th percentile computational model. 
 
Head 
angle(s) 
Head x- acc. 
Head angular 
acc. 
Angle C2C3 Angle C4C5 Angle C6C7 
Lordotic: 12°/12° * 
-0.3 deg -0.4 m/s² -2 rad/s² 0.3 deg 0 deg -0.1 deg 
at 300 ms at 105 ms at 120 ms at 238 ms at 80 ms at 254 ms 
Kyphotic: -12°/-12° * 
0.6 deg 0.7 m/s² 3.9 rad/s² -0.8 deg 0.3 deg 0.3 deg 
at 300 ms at 103 ms at 121 ms at 242 ms at 280 ms at 251 ms 
S-shaped: 12°/-12° * 
-0.1 deg -0.2 m/s² -1 rad/s² -0.4 deg 0.5 deg -0.2 deg 
at 300 ms at 127 ms at 77 ms at 249 ms at 252 ms at 300 ms 
Inverse S-shaped: -
12°/12° * 
0.5 deg 0.6 m/s² 2.7 rad/s² -0.3 deg -0.1 deg 0.3 deg 
at 300 ms at 102 ms at 120 ms at 235 ms at 229 ms at 262 ms 
Straight: 0°/0° * 
0.3 deg 0.3 m/s² 1.9 rad/s² -0.3 deg 0.1 deg -0.1 deg 
at 299 ms at 102 ms at 119 ms at 244 ms at 263 ms at 95 ms 
Neck chord angle: 7° 
0.5 deg 1.1 m/s² 6.1 rad/s² 0.2 deg 0.1 deg 0 deg 
at 298 ms at 108 ms at 106 ms at 279 ms at 275 ms at 111 ms 
Neck chord angle: 15° 
0.4 deg -1.1 m/s² -6 rad/s² -0.2 deg -0.1 deg 0.1 deg 
at 119 ms at 111 ms at 108 ms at 276 ms at 273 ms at 117 ms 
Neck chord angle: 0° 
1.8 deg 2.9 m/s² 17.1 rad/s² 0.7 deg 0.3 deg -0.1 deg 
at 298 ms at 106 ms at 105 ms at 280 ms at 279 ms at 107 ms 
* inferior Bézier angle, superior Bézier angle 
Table C.4:  Effects of subject awareness. Maximum deflection and time of occurrence for six dynamic responses 
of a modified compared to the 50th percentile computational model. 
 
Head 
angle(s) 
Head x- acc. 
Head angular 
acc. 
Angle C2C3 Angle C4C5 Angle C6C7 
Subject awareness 
coefficient of 1.15 
4.3 deg 1.5 m/s² 16.8 rad/s² 0.6 deg 0.5 deg 0.4 deg 
at 300 ms at 108 ms at 102 ms at 300 ms at 300 ms at 300 ms 
Subject awareness 
coefficient of 0.85 
-5.4 deg -1.8 m/s² -20.3 rad/s² -0.7 deg -0.7 deg -0.6 deg 
at 300 ms at 110 ms at 104 ms at 300 ms at 300 ms at 300 ms 
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Appendix D  
MSC.ADAMS SOLVER SETTINGS 
The processing of the simulation is performed by the multi-body-dynamics-software 
MSC.ADAMS. The graphical User Interface (UI) starts the MSC.ADAMS/Solver; therefore, the user 
does never have to open the software MSC.ADAMS. The UI allows the user to adjust the step 
size: the default is 1 ms, while other simulation settings are predefined and cannot be changed 
within the UI. This appendix gives the main characteristics for the multi-body simulation based 
on MSC.ADAMS/View Help [307]. Detailed information about MSC.ADAMS simulation settings 
and integrator properties can be also found in the MSC.ADAMS/View Help [307].  
The performed simulation for this research is of category ‘dynamics’. The default integrator is 
GSTIFF (Gear STIFF); this is a multi-step integrator and is also used for the adjustable head-and-
neck model designed in this research. It uses backwards differentiation formulations and fixed 
coefficients for prediction and correction. For a new step, ‘prediction’ is an explicit process in 
which a polynomial is fitted through the past values to obtain an initial guess of the current 
value; GSTIFF for example uses a Taylor’s series. ‘Correction’ is an implicit process in which 
difference equations for the current time are solved using an iterative algorithm. After the 
corrector has converged to a solution, the local integration error in the solution is estimated by 
the integrator. If the estimated error is smaller than the specified allowed error, the next time 
step is calculated. Otherwise the solution is rejected, and the integrator repeats this process with 
a smaller time step. 
For the current research most of the default settings of GSTIFF are used. Only two settings, the 
equation formulation method and the integration error, are modified. For the equation 
formulation, the chosen setting is ‘SI2’ (Stabilized-Index Two). This modification is done because 
the default setting ‘I3’ (Index Three) only monitors the integration error of displacement, while 
the formulation ‘SI2’ also monitors the integration error of velocity. For the allowed integration 
error, i.e. relative and absolute local integration tolerances, the default value is 10-3. However, 
this value is unit-sensitive; as the model is designed in m-kg-s units, this would imply that the 
integrator accepts changes less than 1 mm. To improve this, the allowed integration error is 
changed to 5x10-5, hence then the integrator accepts only changes less than 50 microns. It 
should be also mentioned that the ‘SI2’ formulation allows approximately a 10 to 100 times 
larger value for the setting ‘error’ and still produces the same quality of results as the regular 
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GSTIFF. However, ‘SI2’ formulation is typically 25% to 100% slower for most problems than ‘I3’ 
formulation [307].  
The effect of other settings was also investigated, especially the setting ‘Corrector’. This setting 
changes the corrector algorithm and can be chosen between ‘Original’ and ‘Modified’. Without 
going into detail, the modified corrector is useful for models containing discontinuities [307]. 
These are, for example, contact conditions (head-restraint contact). As the current adjustable 
model is validated without a head-restraint, it was decided to use the ‘original’ setting. 
Moreover, to see the influence of this setting, the completed computational model was tested 
with an enabled head-restraint. The contact condition between the head and head-restraint was 
modelled using the IMPACT function available in MSC.ADAMS. The dynamic head responses 
results did differ only imperceptibly between the simulations using the corrector settings 
‘Original’ and ‘Modified’.  
For more details about simulation settings and integrator properties see MSC.ADAMS/View Help 
[307]. 
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Appendix E  
GRAPHICAL USER INTERFACE 
In this appendix a brief overview about the designed Graphical User Interface (GUI) is given. The 
GUI is designed in the computing environment MATLAB® (The Mathworks Inc., Natick, MA, USA), 
while the actual multi-body simulation is performed in MSC.ADAMS (MSC Software Corporation, 
Newport Beach, CA, USA), i.e. the multi-body simulation of MSC.ADAMS is called from MATLAB®.  
There are several multi-body software packages available on the market; most of them are 
capable of creating non-linear elements and would be suitable for whiplash simulation. However, 
this research focusses on the development of an adjustable spine models, and therefore requires 
an efficient and easy method to change geometry, inertia and spring-damper properties. In 
addition, the mathematical effort to change the cervical curvature is not negligible. Lastly, the 
generation of a Graphical User Interface (GUI) to manage the adjustable model was considered 
to be beneficial for the current research. With all these requirements, a single software could not 
be found, hence a combination of two software packages is chosen. The computing environment 
MATLAB® is widely used in academia and industry for various applications; the multi-body 
dynamics software MSC.ADAMS is also well known in the automotive industry along with other 
application areas. Because of their respective capabilities, it is decided to use these two products 
in order to provide the optimum platform for this research. Consequently, a license for both 
commercial software packages is required to run the developed head-and-neck model. 
Any computational model has in most general terms three separate stages, i.e. the ‘pre-
processing’, ‘processing’ and ‘post-processing’ stage. In the ‘pre-processing’ stage, all relevant 
data for the simulation is prepared, meaning the subject to investigate is defined. In the 
‘processing’ stage, the actual multi-dynamic simulation is performed, and in the ‘post-
processing’ stage, the results of the dynamic simulation are evaluated. Hence, it is obvious that 
the GUI is also designed in these three stages. All pre- and post-processing are done within the 
MATLAB® GUI, while for the processing stage the GUI executes the dynamic simulation using 
multi-body software MSC.ADAMS.  
Since the Graphical User Interface contains all tasks to specify the model, to execute the dynamic 
simulation and to analyse the simulation responses, it is too complicated to be shown and 
described in detail. Furthermore, the source code for this graphical user interface is currently 
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unpublished. However, for a general understanding the remaining part of this appendix explains 
the most important features of the GUI. 
Figure E.1 gives an overview of how the two software packages, MATLAB® and MSC.ADAMS, are 
integrated in this research. The interactive GUI is created in MATLAB® and is able to manage all 
tasks of the computational model. In the ‘pre-processing’ stage the whole model can be adapted, 
i.e. subject characteristics and also the crash impulse can be changed. In the ‘processing’ stage 
the GUI executes the necessary steps for the dynamic simulation, meaning all specifications of 
the ‘pre-processing’ stage are taken into account to generate a textfile (i.e. a command file with 
the ending ‘.cmd’), which is associated with MSC.ADAMS. This file contains all the data for the 
multi-body simulation such as geometry, inertia and spring-damper properties, imposed motion 
on the thoracic vertebra T1 and MSC.ADAMS solver settings. The GUI waits while the dynamic 
simulation is solved by the MSC.ADAMS solver. Once completed, the solver automatically 
generates a request file with the ending ‘.req’, the GUI realises the completed simulation and 
loads the content of this request file. The request file contains all required simulation results 
required for the ‘post-processing’ stage. Lastly, the GUI offers the possibility to plot response 
graphs of simulations and also offers different tools to analyse multiple simulations. 
 
Figure E.1:  Interaction of the two software packages (MATLAB® and MSC.ADAMS) in this research. 
 
The GUI is designed in a single window and uses different tabs to manage all tasks required for 
this research. There are three main tabs representing the three parts of every computational 
model: ‘pre-processing’, ‘processing’ and ‘post-processing’. The ‘pre-processing’ and ‘post-
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processing’ tabs have additional sub-tabs. The GUI is programmed with an Object-Oriented 
Design, e.g. each individual tab is programmed as an individual MATLAB® class. This structure 
allows that any modification to the model can be easily made; only the class of the respective tab 
has to be altered. Hence, if for any part of the model a more suitable literature data becomes 
available, the model can be easily updated.  
The most important tabs of the designed GUI are shown in Figure E.2 to Figure E.7; the figure 
captions contain the most important information about the displayed screen. However, it is 
avoided to explain every operation possible in each tab; it is also avoided to show every tab for 
the GUI. 
 
Figure E.2: From the main tab ‘pre-processing’ the sub-tab ‘Subject Geometry’ is shown here. In this tab the 
patient specific parameters can be adjusted and the plot in the centre of the window illustrates the 
resulting geometry. The table in the right summarized the coordinates of the design points for the 
plot. Necessary parameters in this tab are age, gender and height and neck chord angle. For further 
refinement the mathematical curvature prediction can be set to manual, which allows specification 
of the interior and superior Bézier angle (not visible in this screenshot). 
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Figure E.3:  From the main tab ‘pre-processing’ the sub-tab ‘Subject Properties’ is shown here. This tab contains 
links to documents which describe the model and is responsible to specify the inertia properties and 
the spring-damper-coefficients. If not manually otherwise specified, the inertia properties are 
estimated based on the specified parameters in the ‘Subject Geometry’ tab. For further refinement 
the Body Mass Index (BMI), the head- and the neck- circumference can be adjusted manually. The 
rotational and translational spring and damper coefficients change automatically based on the 
specified gender, but also can be adjusted manually if desired. The resulting spring-damper 
force/moment are visualised in a plot which also contains respective literature data. 
 
 
Figure E.4:  From the main tab ‘pre-processing’ the sub-tab ‘Accident Information’ is shown here. In this tab the 
T1 motion can be specified, the model is driven by these specifications. The UI allows either manual 
specification of the T1 motion or has the T1-motion for a range of sled experiments included for 
selection. This tab also includes the specification of head-restraint properties (not visible in this 
screenshot). Parameters to select are head-clearance, head-restraint stiffness and damping. 
However, for the current research the head-restraint will not be validated, it was just decided to 
include the head-restraint early on since a modification of the UI and the MSC.ADAMS script at a 
later stage would be complicated. 
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Figure E.5:  The main tab ‘processing’ is shown here. In this tab the main table shows in each row one specified 
subject. In the current screenshot two subjects are specified; one male and one female subject. By 
clicking on ‘Execute’ a dynamic simulation is performed one at a time in MSC.ADAMS. There is no 
limitation on number of rows/simulations, each row/simulation takes approximately 30 seconds. 
The UI also allows to save the table to a csv file or to load a csv file. All simulation results are saved 
to the computer. 
 
 
Figure E.6:  From the main tab ‘post-processing’ the sub-tab ‘Model response’ is shown here. In this tab the 
results of the performed simulations can be visualized. In the list box on the far left the simulation 
can be selected; in the current research two simulations have been performed. The interface also 
allows to specify axes limits and to load background pictures to compare the responses to literature 
data. Lastly, subject reaction graphs obtained from rear-end experiments in the literature are pre-
saved and can be selected for comparison. 
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Figure E.7:  From the main tab ‘post-processing’ the sub-tab ‘Simulation Analysis’ is shown here. 
The purpose of this tab is the comparison of several simulations and to find the closest fit to an 
experimental result. At first the graphs for comparisons have to be selected and the experimental 
reference graph has to be specified. Once the comparison is started each simulation is compared to 
the experimental reference graph and the sum-of-least-square error is calculated. The list box on 
the right will show the simulations which are the closest fit with respect to the experimental data.  
This tab will be mainly used to find the coefficients for the spring-damper elements. 
 
In the ‘processing’ tab, it can be instructed to execute the dynamic simulation. After the 
execution command is given, the GUI generates a command file which can be read by the 
MSC.ADAMS solver. This command file is automatically read by the MSC.ADAMS solver and the 
multi-body simulation is performed. This happens without visually opening the MSC.ADMAS 
environment; hence no graphical representation of the simulation is given. For visualisation 
purposes, Figure E.8 shows how the computational model would look in the MSC.ADMAS 
environment.  
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a) The head-and-neck model in the initial stage before 
the simulation is started. 
b) During the dynamic simulation the head rotates 
backwards. 
Figure E.8:  The simplified head-and-model within the software MSC.ADAMS. 
 
It should be mentioned that the GUI has more operations than shown in this appendix and also 
more operations than applied for the generation of this thesis. The most important operation is 
that it would be possible to include a head-restraint to the head-and-neck model. The head-
restraint is defined by the head-restraint clearance and the nonlinear MSC.ADAMS function 
‘IMPACT’. However, the settings for this impact function need further investigation to adequately 
represent a head to head-restraint contact. A sensitivity analysis for the effects of this impact 
function has been done by Šulka et al. [308], although that study is not dedicated for head 
restraints. Other operations included in the GUI are, for example, loading previously conducted 
simulations as well as a wide range of post-processing analysis methods. 
 
