Langevin equations in the small-mass limit: Higher-order approximations by Birrell, Jeremiah & Wehr, Jan
ar
X
iv
:1
80
9.
01
72
4v
1 
 [m
ath
-p
h]
  5
 Se
p 2
01
8
Noname manuscript No.
(will be inserted by the editor)
Langevin equations in the small-mass limit:
Higher order approximations
Jeremiah Birrell · Jan Wehr
the date of receipt and acceptance should be inserted later
Abstract We study the small-mass (overdamped) limit of Langevin equations
for a particle in a potential and/or magnetic field with matrix-valued and state-
dependent drift and diffusion. The present work generalizes prior derivations of
the homogenized equation for the position degrees of freedom in the m→ 0 limit.
Specifically, we develop a hierarchy of approximate equations for the position de-
grees of freedom that achieves accuracy of order mℓ/2 over compact time intervals
for any ℓ ∈ Z+. The results cover bounded forces, for which we prove conver-
gence in Lp norms, and unbounded forces, in which case we prove convergence in
probability.
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1 Introduction
Langevin equations provide models of a diffusing particle of mass m; a simple
example, illustrating several typical ingredients, is the system of stochastic differ-
ential equations (SDE)
dqmt = v
m
t dt, mdv
m
t = −γvmt dt+ σdWt (1.1)
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(here and in the sequel we use a superscript to denote the m dependence), where γ
and σ are the dissipation (or: drag) and diffusion coefficients respectively and Wt
is a Wiener process. Pioneering work, including investigation of the small-mass
limit, was done by Smoluchowski [1] and Kramers [2]. A detailed discussion of
the early literature can be found in [3]. The field has since expanded far beyond
Eq. (1.1) to more complicated models and settings, such as found in [4,5,6,7,8,
9,10,11,12,13,14]. Such problems fall under the umbrella of homogenization; see,
for example, the recent sources [15,16].
Work studying the small-mass limit of generalized versions of Eq. (1.1) have
rigorously established convergence of the position degrees of freedom, qmt , asm→ 0
to the solution, qt, of a limiting, homogenized SDE. In particular, when γ (σ if
the Stratonovich integral is used) is state-dependent, the limiting equation can
be shown to involve an additional drift term that was not present in the original
system. This noise-induced drift phenomenon was first derived in [17] and has been
studied in numerous subsequent works [18,19,20,21,22,23,24]. See [20] for further
references and discussion. See also [25] for a rough paths perspective on the singular
nature of the small-mass limit. The particular result used in this paper comes from
[23], where it was proven that qt approximates q
m
t with O(m
1/2) error over compact
time intervals (see also Theorem 1.1 below).
Generalizing Eq. (1.1) to allow for time- and state-dependent drag, noise, and
external forcing, we arrive at the type of Langevin equation that will be studied
in this work
dqmt =v
m
t dt, (1.2)
md(vmt )i =
(
−γ˜ik(t, qmt )(vmt )k + Fi(t, qmt )
)
dt+ σiρ(t, q
m
t )dW
ρ
t . (1.3)
γ˜ has a symmetric part, the drag matrix, and is allowed to have an antisymmetric
part, coming from a possible magnetic field. See Eq. (1.5) below for details. We
alert the reader that here, and elsewhere, the superscript m on vector or matrix-
valued quantities denotes the value of the mass and not a component or a power.
Except in the simplest cases, the system Eq. (1.2) - Eq. (1.3) cannot be solved
explicitly, and it is difficult to study numerically, especially for small values of m,
since the velocity process vmt diverges as m→ 0. As discussed above, solutions of
the homogenized SDE can serve as approximations to (the position components
of) solutions of the original system, as long as the value of m is sufficiently small.
The effectiveness of this has been confirmed numerically and experimentally for
physically relevant values ofm [19]. However, this approximate solution is indepen-
dent of m. The present work improves on this, by deriving approximate position
processes which are sensitive to the variation of m while still not requiring one to
solve the full system. In addition, these m-dependent approximations are free from
the type of singularity that makes the original system Eq. (1.2)-Eq. (1.3) difficult
to work with when m is small.
More specifically, we obtain a hierarchy of approximations qℓ,mt , ℓ ∈ Z+, start-
ing with q1,mt ≡ qt, where qℓ,mt approximates qmt with O(mℓ/2) error over compact
time intervals. These processes will be constructed inductively (on ℓ) as solutions
to SDEs of the form
dqℓ,mt = b˜(t, q
ℓ,m
t )dt+ σ˜(t, q
ℓ,m
t )dWt +
√
mdRℓ−1,mt . (1.4)
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Here and in the following, SDEs are defined in the Itoˆ sense.
The leading order terms in Eq. (1.4) are given by the same drift, b˜, (including
the noise-induced drift) and diffusion, σ˜, that appear in the homogenized SDE for
qt. The corrections are captured by the semimartingale term R
ℓ−1,m
t . What makes
the hierarchy particularly simple is that Rℓ−1,mt does not depend on q
ℓ,m
t , but
rather is an external driving semimartingale, constructed from the approximation
at the previous step, qℓ−1,mt (with R
1,m
t ≡ 0). This means that the singular nature
of the m → 0 limit does not complicate the limiting drift and diffusion, even
for higher order approximations. Moreover, the presence of m in the correction
process, Rℓ−1,mt , appears rather benign; it primarily serves to exponentially damp
out contributions from the past history of qℓ−1,mt . We believe these features make
our approach a promising basis for constructing efficient numerical schemes of
higher order of accuracy in m. Here we focus on deriving the equations that govern
the hierarchy of approximations and proving the claimedO(mℓ/2) accuracy, leaving
questions regarding numerical schemes for future work.
In Section 1.1 we summarize the prior results that will be needed in this paper.
Section 1.2 gives a summary of the new results that will be established and a short
outline of the proof. The proofs of the new results are found in Sections 2 and 3. The
former covers Langevin equations driven by bounded forces and the latter covers
the extension to unbounded forces. In Section 2.4 we elaborate on the important
special case where a fluctuation-dissipation relation holds
1.1 Homogenized Equation in the m→ 0 Limit: Established Results
We will consider the system Eq. (1.2)-Eq. (1.3) where γ˜ consists of a continuous,
symmetric matrix-valued drag, γ, and an antisymmetric part, coming from a mag-
netic field, generated by a C2 vector potential, ψ:
γ˜ik(t, q) ≡ γik(t, q) + ∂qkψi(t, q)− ∂qiψk(t, q). (1.5)
The force, F : [0,∞) × Rn → Rn, and diffusion, σ : [0,∞) × Rn → Rn×k are
continuous, and W is a Rk-valued Wiener process on a filtered probability space
(Ω,F ,Ft, P ) satisfying the usual conditions [26].
Stated in the framework of Hamiltonian systems, our results apply to Hamil-
tonians of the form
H(t, q, p) =
1
2m
‖p− ψ(t, q)‖2 + V (t, q) (1.6)
where ψ represents the vector potential of an electromagnetic field (with the charge
of the particle set to one) and the C2 function V represents an (electrostatic)
potential. The relation to Eq. (1.2)-Eq. (1.3) is as follows:
The canonical momentum, pmt , is related to the velocity, v
m
t , by mv
m
t = p
m
t −
ψ(t, qmt ). The total forcing is
F (t, q) = −∂tψ(t, q)−∇qV (t, q) + F˜ (t, q), (1.7)
where F˜ is any (continuous) additional external forcing. We will think of equations
Eq. (1.2)-Eq. (1.3) as coming from an electromagnetic Hamiltonian in this way, but
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because we allow for a non-Hamiltonian external forcing F˜ , this is largely a stylistic
choice.
Defining
umt = mv
m
t , (1.8)
in [23] we showed that, for a large class of such systems, there exists unique global in
time solutions (qmt , u
m
t ) that converge to (qt, 0) asm→ 0, where qt is the solution to
a certain limiting SDE. We summarize the precise mode of convergence in Theorem
1.1 below, which we take as the starting point for this work. See Appendix A for
a list of properties that guarantee that the following holds.
Theorem 1.1 For any T > 0, p > 0, ǫ > 0 we have
E
[
sup
t∈[0,T ]
‖qmt − qt‖p
]1/p
= O(m1/2−ǫ), sup
t∈[0,T ]
E [‖qmt − qt‖p]1/p = O(m1/2),
(1.9)
E
[
sup
t∈[0,T ]
‖umt ‖p
]1/p
= O(m1/2−ǫ), sup
t∈[0,T ]
E [‖umt ‖p]1/p = O(m1/2) (1.10)
as m→ 0, where qt is the solution to the SDE
dqt =γ˜
−1(t, qt)F (t, qt)dt+ S(t, qt)dt+ γ˜
−1(t, qt)σ(t, qt)dWt. (1.11)
S(t, q) is called the noise-induced drift, see [23], and is given by (employing the sum-
mation convention on repeated indices):
1. Si(t, q) ≡ ∂qk(γ˜−1)ij(t, q)δklGrsjl (t, q)Σrs(t, q),
2. Gklij (t, q) ≡ δrkδsl
∫∞
0
(e−ζγ˜(t,q))ir(e
−ζγ˜(t,q))jsdζ,
3. Σij ≡ σiρσjξδρξ.
The initial conditions are assumed to satisfy E[‖qm0 ‖p] < ∞, E[‖q0‖p] < ∞, and
E[‖qm0 − q0‖p]1/p = O(m1/2) for all p > 0.
The following bounds on qmt and qt were also shown:
E
[
sup
t∈[0,T ]
‖qmt ‖p
]
<∞, E
[
sup
t∈[0,T ]
‖qt‖p
]
<∞ (1.12)
for all m > 0, T > 0, p > 0.
Note that umt = O(m
1/2) translates into vmt = O(m
−1/2). Also, in the above, we
have defined the index placement on γ˜−1 so that
(γ˜−1)ij γ˜jk = δ
i
k, (1.13)
and for any vi we define the contraction (γ˜
−1v)i = (γ˜−1)ijvj .
As stated previously, a comprehensive list of assumptions that guarantee the
convergence and boundedness properties from Theorem 1.1 can be found in Ap-
pendix A.
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1.2 Summary of Results and Outline of the Proof
The main result of the present work is the derivation of a hierarchy of approxi-
mating equations for the position degrees of freedom, generalizing the O(m1/2)-
accurate Eq. (1.11), that is capable of approximating qmt to order O(m
ℓ/2) for any
ℓ. This is done in Section 2 under appropriate boundedness assumptions on the
forcing, diffusion, etc. Specifically, in Theorem 2.1 we show that for each ℓ ∈ Z+
there is a family of Rn-valued semimartingales, Rℓ−1,mt such that the solutions to
the SDEs
dqℓ,mt =γ˜
−1(t, qℓ,mt )F (t, q
ℓ,m
t )dt+ S(t, q
ℓ,m
t )dt (1.14)
+ γ˜−1(t, qℓ,mt )σ(t, q
ℓ,m
t )dWt +
√
mdRℓ−1,mt
satisfy
sup
t∈[0,T ]
E[‖qmt − qℓ,mt ‖p]1/p = O(mℓ/2), E
[
sup
t∈[0,T ]
‖qmt − qℓ,mt ‖p
]1/p
= O(mℓ/2−ǫ)
(1.15)
for all T > 0, p > 0, ǫ > 0.
In Section 3 we will use the technique developed in [21] to significantly relax the
assumption of bounded forcing, while still obtaining convergence in probability:
lim
m→0
P
(
supt∈[0,T ] ‖qmt − qℓ,mt ‖
mℓ/2−ǫ
> δ
)
= 0 (1.16)
for all T > 0, δ > 0, ǫ > 0, ℓ ∈ Z+. See Theorem 3.1.
The hierarchy begins with R0,mt ≡ 0, q1,mt ≡ qt, the solution to the homog-
enized SDE, Eq. (1.11). We emphasize that Rℓ−1,mt acts as an external forcing
semimartingale, and is not dependent on qℓ,mt . See Chapter V in [27] and Ap-
pendix C below for the general theory of SDEs that include forcing terms of this
type.
Each Rℓ−1,mt will be defined in terms of q
ℓ−1,m|[0,t], the approximation at the
ℓ− 1st step up to time t. In fact, it will be useful to think of the Rℓ,mt as functions
of a continuous semimartingale. Thought of this way, they will have the form
Rℓ−1,mt = R
m
t [q
ℓ−1,m]. See Definition 2.2 for the precise definition of Rmt [y].
The convergence rates Eq. (1.15) will then be obtained in Theorem 2.1 by
showing that, for an appropriate class of continuous semimartingales, y, Rmt [y] is a
Lipschitz transformation of y|[0,t] (Lipschitz with respect to certain pairs of norms
that will be specified below), and then inductively using a Gronwall’s inequality
argument.
2 Derivation of the Approximation Hierarchy for Bounded Forcing
We now begin the derivation of the hierarchy of approximating equations under
the assumptions from Appendix A; in particular, for bounded forcing. The next
two subsections lay the analytical groundwork, while the definition of the approx-
imating hierarchy and the convergence proof are found in Section 2.3.
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2.1 Identifying the Remainder Terms
It will be convenient to rewrite the system Eq. (1.2)-Eq. (1.3) in terms of umt :
dqmt =
1
m
umt dt, (2.1)
d(umt )i =
(
− 1
m
γ˜ik(t, q
m
t )(u
m
t )
k + Fi(t, q
m
t )
)
dt+ σiρ(t, q
m
t )dW
ρ
t . (2.2)
The next step is to combine the SDEs for qmt and u
m
t and decompose the result
into two pieces: one that becomes the homogenized SDE, Eq. (1.11), in the m→ 0
limit and a remainder term that will motivate the definition of Rmt [y].
Eq. (2.2) is a linear equation for umt , so the pathwise solution to
d
dt
Φmt = − 1mγ˜(t, q
m
t )Φ
m
t , Φ
m
0 = I, (2.3)
(i.e. the fundamental-solution process; see Appendix B) furnishes us with an ex-
plicit formula for umt in terms of q
m
t :
umt = Φ
m
t
(
um0 +
∫ t
0
(Φms )
−1F (s, qms )ds+
∫ t
0
(Φms )
−1σ(s, qms )dWs
)
. (2.4)
In principle, the above formula for umt allows one to formulate a delay equation
for qmt by substituting Eq. (2.4) into Eq. (2.1). However, doing so in this form does
little to shed light on the behavior in the singular m → 0 limit. Nevertheless, by
first rewriting the equation for qmt in an equivalent form we can turn this into a
fruitful idea.
We begin by mimicking the convergence proof of qmt to qt, as found in [23], and
separating the terms that survive in the m → 0 limit from the remaining O(√m)
error terms. To make this section more self-contained, we will repeat a portion of
that derivation here:
First solve Eq. (2.2) for 1mu
m
t dt and substitute into Eq. (2.1) to obtain
d(qmt )
i =(γ˜−1)ij(t, qmt )(−∂tψj(t, qmt )− ∂qjV (t, qmt ) + Fj(t, qm))dt (2.5)
+ (γ˜−1)ij(t, qmt )σjρ(t, q
m
t )dW
ρ
t − (γ˜−1)ij(t, qmt )d(umt )j .
Integrating the last term by parts results in
− (γ˜−1)ij(t, qmt )d(umt )j = −d((γ˜−1)ij(t, qmt )(umt )j) (2.6)
+ (umt )j∂t(γ˜
−1)ij(t, qmt )dt+
1
m
(umt )j(u
m
t )kδ
kl∂ql(γ˜
−1)ij(t, qmt )dt.
From Eq. (1.10), we see that umt /
√
m is O(1) as m → 0, so the last term above is
O(1) as m→ 0 and must be further decomposed to identify the q-dependent piece
that survives in the limit. To do this, use Eq. (2.2) to compute
d((umt )i(u
m
t )j) = (u
m
t )id(u
m
t )j + (u
m
t )jd(u
m
t )i + d[u
m
i , u
m
j ]t (2.7)
=
1
m
(−(umt )iγ˜jk(t, qmt )− (umt )j γ˜ik(t, qmt ))(umt )lδkldt
+ ((umt )iFj(t, q
m
t ) + (u
m
t )jFi(t, q
m
t ))dt
+ (umt )iσjρ(t, q
m
t )dW
ρ
t + (u
m
t )jσiρ(t, q
m
t )dW
ρ
t + Σij(t, q
m
t )dt.
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We wish to solve for 1m (u
m
t )j(u
m
t )kdt so we rewrite this as
1
m
(γ˜jk(t, q
m
t )(u
m
t )l(u
m
t )i + γ˜ik(t, q
m
t )(u
m
t )l(u
m
t )j)δ
kldt (2.8)
=− d((umt )i(umt )j) + ((umt )iFj(t, qmt ) + (umt )jFi(t, qmt ))dt
+ (umt )iσjρ(t, q
m
t )dW
ρ
t + (u
m
t )jσiρ(t, q
m
t )dW
ρ
t + Σij(t, q
m
t )dt.
If γ˜ is scalar-valued we can immediately solve for 1m (u
m
t )j(u
m
t )kdt. In general, one
must solve a Lyapunov equation (see Eq.(4.15) and surrounding material in [23]
for details). Doing so, and substituting back into Eq. (2.5) results in
d(qmt )
i =(γ˜−1)ij(t, qmt )Fj(t, q
m
t )dt+Q
ikl(t, qmt )Jkl(t, q
m
t )dt (2.9)
+ (γ˜−1)ij(t, qmt )σjρ(t, q
m
t )dW
ρ
t +
√
md(Rmt )
i,
where
Jij(t, q) ≡ Gklij (t, q)Σkl(t, q), (2.10)
Gklij (t, q) ≡ δrkδsl
∫ ∞
0
(e−ζγ˜(t,q))ir(e
−ζγ˜(t,q))jsdζ, (2.11)
Qijl(t, q) ≡ ∂qk (γ˜−1)ij(t, q)δkl, (2.12)
and, defining the O(1) processes
zmt ≡ umt /
√
m, (2.13)
d(Rmt )
i ≡− d((γ˜−1)ij(t, qmt )(zmt )j) + (zmt )j∂t(γ˜−1)ij(t, qmt )dt (2.14)
+Qikl(t, qmt )G
ab
kl (t, q
m
t ) ((z
m
t )aFb(t, q
m
t ) + (z
m
t )bFa(t, q
m
t )) dt
+ (zmt )a(z
m
t )b(z
m
t )
c∂qc(Q
iklGabkl )(t, q
m
t )dt
+Qikl(t, qmt )G
ab
kl (t, q
m
t )
(
(zmt )aσbρ(t, q
m
t ) + (z
m
t )bσaρ(t, q
m
t )
)
dW ρt
−√md(Qikl(t, qmt )Gabkl (t, qmt )(zmt )a(zmt )b)
+
√
m(zmt )a(z
m
t )b∂t(Q
iklGabkl )(t, q
m
t )dt,
with Rm0 = 0.
We have written things in terms of zmt so that the order in m of each term is
more obvious. Also note that the above definition of the remainder Rmt differs from
that in [23] by a factor of
√
m. Also, in obtaining Eq. (2.14) we have integrated
the term −Qikl(t, qmt )Gabkl (t, qmt )d((umt )a(umt )b) from [23] by parts.
One can then use Eq. (2.4) to write zmt in terms of q
m
t and substitute into
Eq. (2.14). In this manner, we can view Eq. (2.9) as a delay equation for qmt . The
resulting equation for qmt will be the basis for the rest of the derivation.
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2.2 Lipschitz and Boundedness Properties
As discussed above, we are viewing zmt as defined in terms of q
m|[0,t] via Eq. (2.4)
and Eq. (2.13), and similarly for Rmt , by substituting the expression for z
m
t into
Eq. (2.14).
It will be useful to view both zmt and R
m
t as functions of an arbitrary continuous
semimartingale, y, as follows:
Definition 2.1
zmt [y] (2.15)
≡ 1√
m
Φmt [y]
(√
mzm0 +
∫ t
0
(Φms [y])
−1F (s, ys)ds+
∫ t
0
(Φms [y])
−1σ(s, ys)dWs
)
,
where Φmt [y] is defined pathwise as the solution to
d
dt
Φmt = − 1mγ˜(t, yt)Φ
m
t , Φ
m
0 = I. (2.16)
We then define
d(Rmt [y])
i ≡− d((γ˜−1)ij(t, yt)(zmt [y])j) + (zmt [y])j∂t(γ˜−1)ij(t, yt)dt (2.17)
+Qikl(t, yt)G
ab
kl (t, yt) ((z
m
t [y])aFb(t, yt) + (z
m
t [y])bFa(t, yt)) dt
+ (zmt [y])a(z
m
t [y])b(z
m
t [y])
c∂qc(Q
iklGabkl )(t, yt)dt
+Qikl(t, yt)G
ab
kl (t, yt)
(
(zmt [y])aσbρ(t, yt) + (z
m
t [y])bσaρ(t, yt)
)
dW ρt
−√md(Qikl(t, yt)Gabkl (t, yt)(zmt [y])a(zmt [y])b)
+
√
m(zmt [y])a(z
m
t [y])b∂t(Q
iklGabkl )(t, yt)dt
with Rm0 [y] = 0.
For any such y, Φmt [y] is a pathwise-C
1 semimartingale, and zmt [y] and R
m
t [y]
are continuous semimartingales. In terms of these maps, the processes entering the
delay equation for qmt , Eq. (2.9) (see also Eq. (2.14)), are given by R
m
t = R
m
t [q
m]
and zmt = z
m
t [q
m], as the notation suggests.
We will denote by Y the space of continuous semimartingales with
E
[
sup
t∈[0,T ]
‖yt‖p
]
<∞ for all T > 0, p > 0. (2.18)
We will now show that Φmt [y], z
m
t [y], and R
m
t [y] satisfy several Lipschitz and bound-
edness properties for y ∈ Y .
Lemma 2.1 Let y, y˜ ∈ Y . Then for any T > 0 there exists LT > 0 such that for all
0 ≤ s ≤ t ≤ T we have the pathwise bound
‖Φmt [y](Φms [y])−1 − Φmt [y˜](Φms [y˜])−1‖ (2.19)
≤LT
m
∫ t
s
‖yr − y˜r‖dre−λ(t−s)/m.
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Proof Using Lemma B1, for 0 ≤ s ≤ t we have the pathwise bound
‖Φmt [y](Φms [y])−1 − Φmt [y˜](Φms [y˜])−1‖ (2.20)
≤ 1
m
∫ t
s
‖γ˜(r, yr)− γ˜(r, y˜r)‖dre−λ(t−s)/m.
The result then follows from the fact that γ˜ is C1 with bounded derivative on
[0, T ]× Rn.
We now give a pair of lemmas proving Lipschitz and boundedness properties
of zmt [y] under various norms.
Lemma 2.2 Let y, y˜ ∈ Y . Then for any m0 > 0, T > 0, q > p ≥ 2 there exist C, L
such that. for 0 < m ≤ m0, 0 ≤ t ≤ T :
sup
s∈[0,t]
E [‖zms [y]− zms [y˜]‖p]1/p ≤ L sup
s∈[0,t]
E [‖ys − y˜s‖q]1/q (2.21)
and
sup
t∈[0,T ]
E [‖zmt [y]‖p] ≤ C. (2.22)
We emphasize that the C and L are independent of m.
Proof Decomposing the stochastic convolution as in Eq. (B.6),
Φmt [y]
∫ t
0
(Φms [y])
−1σ(s, ys)dWs (2.23)
=Φmt [y]
∫ t
0
σ(s, ys)dWs +
1
m
Φmt [y]
∫ t
0
(Φms [y])
−1γ˜(s, ys)
∫ t
s
σ(r, yr)dWrds,
we can write
zmt [y] (2.24)
=Φmt [y]z
m
0 +
1√
m
∫ t
0
Φmt [y](Φ
m
s [y])
−1F (s, ys)ds+
1√
m
Φmt [y]
∫ t
0
σ(s, ys)dWs
+
1
m3/2
∫ t
0
Φmt [y](Φ
m
s [y])
−1γ˜(s, ys)
∫ t
s
σ(r, yr)dWrds.
Starting from this expression, the claimed bounds are follow from repeated uses
of the triangle inequality, Minkowski’s inequality for integrals, Ho¨lder’s inequality,
and the Burkholder-Davis-Gundy inequality (see, for example, Theorem 3.28 in
[26]).
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First, for 0 ≤ t ≤ T , we compute:
‖zmt [y]− zmt [y˜]‖ ≤ ‖Φmt [y]− Φmt [y˜]‖‖zm0 ‖ (2.25)
+
1√
m
∫ t
0
‖Φmt [y](Φms [y])−1 − Φmt [y˜](Φms [y˜])−1‖‖F (s, ys)‖ds
+
1√
m
∫ t
0
‖Φmt [y˜](Φms [y˜])−1‖‖F (s, ys)− F (s, y˜s)‖ds
+
1√
m
‖Φmt [y]‖‖
∫ t
0
σ(s, ys)− σ(s, y˜s)dWs‖
+
1√
m
‖Φmt [y]− Φmt [y˜]‖‖
∫ t
0
σ(s, y˜s)dWs‖
+
1
m3/2
∫ t
0
‖Φmt [y](Φms [y])−1 − Φmt [y˜](Φms [y˜])−1‖‖γ˜(s, ys)‖‖
∫ t
s
σ(r, yr)dWr‖ds
+
1
m3/2
∫ t
0
‖Φmt [y˜](Φms [y˜])−1‖‖γ˜(s, ys)‖‖
∫ t
s
σ(r, yr)− σ(r, y˜r)dWr‖ds
+
1
m3/2
∫ t
0
‖Φmt [y˜](Φms [y˜])−1‖‖γ˜(s, ys)− γ˜(s, y˜s)‖‖
∫ t
s
σ(r, y˜r)dWr‖ds.
Let L denote a constant, independent of m, that potentially changes from line
to line. Using Eq. (2.19), Eq. (B.2), and the bounds from Appendix A we obtain
‖zmt [y]− zmt [y˜]‖ (2.26)
≤LLT
m
∫ t
0
‖yr − y˜r‖dre−λt/m + LT ‖F‖∞
m3/2
∫ t
0
∫ t
s
‖yr − y˜r‖dre−λ(t−s)/mds
+
L√
m
∫ t
0
e−λ(t−s)/m‖ys − y˜s‖ds+ 1√
m
e−λt/m‖
∫ t
0
σ(s, ys)− σ(s, y˜s)dWs‖
+
LT
m3/2
e−λt/m
∫ t
0
‖yr − y˜r‖dr‖
∫ t
0
σ(s, y˜s)dWs‖
+
LT ‖γ˜‖∞
m5/2
∫ t
0
∫ t
s
‖yr − y˜r‖dre−λ(t−s)/m‖
∫ t
s
σ(r, yr)dWr‖ds
+
‖γ˜‖∞
m3/2
∫ t
0
e−λ(t−s)/m‖
∫ t
s
σ(r, yr)− σ(r, y˜r)dWr‖ds
+
L
m3/2
∫ t
0
e−λ(t−s)/m‖ys − y˜s‖‖
∫ t
s
σ(r, y˜r)dWr‖ds.
Here, ‖g‖∞ ≡ supt∈[0,T ],q∈Rn ‖g(t, x)‖. There are many different types of terms
appearing in Eq. (2.26) and computing an Lp bound proceeds slightly differently
for each, but they all draw from the following toolkit: Minkowski’s inequality for
integrals, Ho¨lder’s inequality, and the Burkholder-Davis-Gundy inequality.
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Let q > p ≥ 2. Using Minkowski’s inequality for integrals and Ho¨lder’s inequal-
ity we find
E[‖zmt [y]− zmt [y˜]‖p]1/p ≤ LLT
m
e−λt/m
∫ t
0
E [‖yr − y˜r‖p]1/p dr
+
LT ‖F‖∞
m3/2
∫ t
0
∫ t
s
e−λ(t−s)/mE [‖yr − y˜r‖p]1/p drds
+
L√
m
∫ t
0
e−λ(t−s)/mE [‖ys − y˜s‖p]1/p ds
+
1√
m
e−λt/mE
[
‖
∫ t
0
σ(s, ys)− σ(s, y˜s)dWs‖p
]1/p
+
LT
m3/2
e−λt/m
∫ t
0
E [‖yr − y˜r‖q ]1/q E
[
‖
∫ t
0
σ(s, y˜s)dWs‖pq/(q−p)
](q−p)/(pq)
dr
+
LT ‖γ˜‖∞
m5/2
∫ t
0
∫ t
s
e−λ(t−s)/mE [‖yr − y˜r‖q]1/q
× E
[
‖
∫ t
s
σ(r˜, yr˜)dWr˜‖pq/(q−p)
](q−p)/(pq)
drds
+
‖γ˜‖∞
m3/2
∫ t
0
e−λ(t−s)/mE
[
‖
∫ t
s
σ(r, yr)− σ(r, y˜r)dWr‖p
]1/p
ds
+
L
m3/2
∫ t
0
e−λ(t−s)/mE [‖ys − y˜s‖q]1/q E
[
‖
∫ t
s
σ(r, y˜r)dWr‖pq/(q−p)
](q−p)/(pq)
ds.
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Bounding the stochastic integrals via the Burkholder-Davis-Gundy inequality
and extracting the powers of m from the Lebesgue integrals gives
E[‖zmt [y]− zmt [y˜]‖p]1/p (2.27)
≤L t
m
e−λt/m sup
r∈[0,t]
E [‖yr − y˜r‖p]1/p
+ Lm1/2
∫ t/m
0
ue−λudu sup
r∈[0,t]
E [‖yr − y˜r‖p]1/p
+ Lm1/2
∫ t/m
0
e−λudu sup
s∈[0,t]
E [‖ys − y˜s‖p]1/p
+
1√
m
e−λt/mE
[(∫ t
0
‖ys − y˜s‖2ds
)p/2]1/p
+ L(t/m)3/2e−λt/m sup
r∈[0,t]
E [‖yr − y˜r‖q]1/q
+ L
∫ t/m
0
u3/2e−λudu sup
r∈[0,t]
E [‖yr − y˜r‖q]1/q
+
L
m3/2
∫ t
0
e−λ(t−s)/mE
[(∫ t
s
‖yr − y˜r‖2dr
)p/2]1/p
ds
+ L
∫ t/m
0
e−λuu1/2du sup
s∈[0,t]
E [‖ys − y˜s‖q]1/q
≤L sup
s∈[0,t]
E [‖ys − y˜s‖q]1/q .
We have used several times the fact that supt≥0(t/m)
ke−λt/m < ∞ for all k ≥ 0.
The condition p ≥ 2 was needed to use Ho¨lder’s inequality and obtain the final
inequality. Taking a supremum over t on the left hand side gives the claimed
Lipschitz bound.
The bound on zmt proceeds using the same tools. First we bound
‖zmt [y]‖ (2.28)
≤Ce−λt/m + ‖F‖∞√
m
∫ t
0
e−λ(t−s)/mds+
1√
m
e−λt/m‖
∫ t
0
σ(s, ys)dWs‖
+
‖γ˜‖∞
m3/2
∫ t
0
e−λ(t−s)/m‖
∫ t
s
σ(r, yr)dWr‖ds.
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Hence for p ≥ 2, and letting C vary from line to line,
E[‖zmt [y]‖p]1/p (2.29)
≤Ce−λt/m + ‖F‖∞
√
m
∫ t/m
0
e−λudu+
1√
m
e−λt/mE
[
‖
∫ t
0
σ(s, ys)dWs‖p
]1/p
+
‖γ˜‖∞
m3/2
E
[(∫ t
0
e−λ(t−s)/m‖
∫ t
s
σ(r, yr)dWr‖ds
)p]1/p
≤C + C√
m
e−λt/mE
[(∫ t
0
‖σ(s, ys)‖2ds
)p/2]1/p
+
C
m3/2
∫ t
0
e−λ(t−s)/mE
[(∫ t
s
‖σ(r, yr)‖2dr
)p/2]1/p
ds.
Therefore
E[‖zmt [y]‖p]1/p (2.30)
≤C + C(t/m)1/2e−λt/m + C
m3/2
∫ t
0
e−λ(t−s)/m(t− s)1/2ds
≤C + C(t/m)1/2e−λt/m + C
∫ t/m
0
e−λuu1/2du
and so
sup
t∈[0,T ]
E [‖zmt [y]‖p] ≤ C (2.31)
as claimed.
A proof, similar to that of the previous lemma, but this time also employing
Lemma B3, gives:
Lemma 2.3 Let y, y˜ ∈ Y . Then for any m0 > 0, T > 0, p ≥ 2, ǫ > 0 there exist
q > p, C, L such that for 0 < m ≤ m0, 0 ≤ t ≤ T :
E
[
sup
s∈[0,t]
‖zms [y]− zms [y˜]‖p
]1/p
≤ L
mǫ
E
[
sup
s∈[0,t]
‖ys − y˜s‖q
]1/q
(2.32)
and
E
[
sup
t∈[0,T ]
‖zmt [y]‖p
]1/p
≤ C/mǫ. (2.33)
Again, C and L are independent of m. Also note that, in contrast with the previous
result, q depends on ǫ and can’t be chosen arbitrarily.
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Proof Letting C be a constant that varies from line to line. To derive Eq. (2.33)
we start from Eq. (2.28) and compute
E
[
sup
t∈[0,T ]
‖zmt [y]‖p
]1/p
≤ C + 1√
m
E
[(
sup
t∈[0,T ]
e−λt/m‖
∫ t
0
σ(s, ys)dWs‖
)p]1/p
(2.34)
+
C
m3/2
E
[(
sup
t∈[0,T ]
∫ t
0
e−λ(t−s)/m‖
∫ t
s
σ(r, yr)dWr‖ds
)p]1/p
.
Here, and in the following, we will need to bound expected values of the fol-
lowing types:
E1,j ≡ E
[(
sup
t∈[0,T ]
tje−λt/m‖
∫ t
0
VsdWs‖
)p]1/p
(2.35)
and
E2,j ≡ E
[(
sup
t∈[0,T ]
∫ t
0
(t− s)je−λ(t−s)/m‖
∫ t
s
VrdWr‖ds
)p]1/p
(2.36)
where j ∈ Z0 and Vs is a continuous adapted Rn×n-valued process.
Eq. (2.35) can be bounded by using the integration by parts formula,Minkowski’s
inequality for integrals, and the Burkholder-Davis-Gundy inequality. For any T >
0, p ≥ 2 we have
E1,j =E
[(
sup
t∈[0,T ]
‖
∫ t
0
sje−λs/mVsdWs +
∫ t
0
∫ s
0
VrdWr∂s(s
je−λs/m)ds‖
)p]1/p
(2.37)
≤E
[(
sup
t∈[0,T ]
‖
∫ t
0
sje−λs/mVsdWs‖
)p]1/p
+
∫ T
0
E
[
‖
∫ s
0
VrdWr‖p
]1/p
(jsj−1e−λs/m + sje−λs/m(λ/m))ds
≤C1/pp,n
(∫ T
0
E [‖Vs‖p]2/p s2je−2λs/mds
)1/2
+ C
1/p
p,n
∫ T
0
E
[(∫ s
0
‖Vr‖2dr
)p/2]1/p
(jsj−1e−λs/m + sje−λs/m(λ/m))ds
≤C1,p,n,j,λmj+1/2 sup
s∈[0,T ]
E [‖Vs‖p]1/p ,
C1,p,n,j,λ ≡C1/pp,n
((∫ ∞
0
u2je−2λudu
)1/2
+
∫ ∞
0
u1/2(juj−1e−λu + λuje−λu)du
)
.
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Cp,n denotes the constant from the Burkholder-Davis-Gundy inequality. Note that
p ≥ 2 was needed to employ Minkowski’s inequality for integrals and obtain the
last line.
Eq. (2.36) can be bounded similarly, but this time we also need to use the
bound from Lemma B3. Using this, for any T > 0, δ > 0, p ≥ 2 we have
E2,j ≤
Cjm
j+1
λj+1
(
E
[
max
k=1,...,N
sup
τ∈[(k−1)δ,min{(k+1)δ,T}]
‖
∫ τ
(k−1)δ
VrdWr‖p
]1/p
(2.38)
+ e−λδ/(2m)E
[
sup
τ∈[0,T ]
‖
∫ τ
0
VrdWr‖p
]1/p)
where N = min{k ∈ Z : kδ ≥ T} and Cj depends only on j.
For any q˜ ≥ 1 we can bound the maximum of an N-term sequence by its ℓq˜
norm. This, along with Ho¨lder’s inequality, the Burkholder-Davis-Gundy inequal-
ity, and Minkowski’s inequality for integrals yields
E2,j ≤
Cjm
j+1
λj+1
(
E

( N∑
k=1
sup
τ∈[(k−1)δ,min{(k+1)δ,T}]
‖
∫ τ
(k−1)δ
VrdWr‖pq˜
)1/q˜
1/p
(2.39)
+ C
1/p
p,n e
−λδ/(2m)E


(∫ T
0
‖Vr‖2dr
)p/2
1/p)
≤Cjm
j+1
λj+1
(( N∑
k=1
E
[
sup
τ∈[(k−1)δ,min{(k+1)δ,T}]
‖
∫ τ
(k−1)δ
VrdWr‖pq˜
])1/(pq˜)
+ C
1/p
p,n e
−λδ/(2m)
(∫ T
0
E [‖Vr‖p]2/p dr
)1/2)
≤Cjm
j+1
λj+1

C1/(pq˜)pq˜,n

 N∑
k=1
E

(∫ min{(k+1)δ,T}
(k−1)δ
‖Vr‖2dr
)pq˜/2


1/(pq˜)
+ T 1/2C
1/p
p,n e
−λδ/(2m) sup
r∈[0,T ]
E [‖Vr‖p]1/p]
)
≤Cjm
j+1
λj+1
(
C
1/(pq˜)
pq˜,n
(
N (2δ)pq˜/2
)1/(pq˜)
sup
r∈[0,T ]
E
[
‖Vr‖pq˜
]1/(pq˜)
+ T 1/2C
1/p
p,n e
−λδ/(2m) sup
r∈[0,T ]
E [‖Vr‖p]1/p]
)
≤Cjm
j+1
λj+1
(
C
1/(pq˜)
pq˜,n
(
(1 + T/δ) (2δ)pq˜/2
)1/(pq˜)
+ T 1/2C
1/p
p,n e
−λδ/(2m)
)
× sup
r∈[0,T ]
E
[
‖Vr‖pq˜
]1/(pq˜)
.
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For the current purposes, it is useful to let δ = mκ for κ ∈ (0,1). Hence there is a
constant CT,m0,p,κ,q˜,n,λ,j, with the indicated dependencies, such that
E2,j ≤
Cjm
j+1
λj+1
(
21/2C
1/(pq˜)
pq˜,n (m
κ + T )1/(pq˜)mκ(1/2−1/(pq˜)) (2.40)
+T 1/2C
1/p
p,n e
−λ/(2m1−κ)
)
sup
r∈[0,T ]
E
[
‖Vr‖pq˜
]1/(pq˜)
≤CT,m0,p,κ,q˜,n,λ,jmj+1+κ(1/2−1/(pq˜)) sup
r∈[0,T ]
E
[
‖Vr‖pq˜
]1/(pq˜)
.
We note that the constant can be chosen to be increasing in T .
These bounds imply that, for any q˜ ≥ 1, κ ∈ (0, 1), we have
E
[
sup
t∈[0,T ]
‖zmt [y]‖p
]1/p
≤ C + C1,p,n,0,λ sup
s∈[0,T ]
E[‖σ(s, ys)‖p]1/p (2.41)
+ CCT,m0,p,κ,q˜,n,λ,0m
−(1/2−κ(1/2−1/(pq˜))) sup
r∈[0,T ]
E
[
‖σ(r, yr)‖pq˜
]1/(pq˜)
.
σ is bounded, so for any ǫ > 0 we can fix κ and q˜ and find a C so that
E
[
sup
t∈[0,T ]
‖zmt [y]‖p
]1/p
≤ C/mǫ (2.42)
as claimed.
For the Lipschitz bound we go back to Eq. (2.26) and compute
‖zmt [y]− zmt [y˜]‖ (2.43)
≤
(
LLT
m
te−λt/m +
LT ‖F‖∞
m3/2
∫ t
0
(t− s)e−λ(t−s)/mds+ L√
m
∫ t
0
e−λ(t−s)/mds
+
LT
m3/2
te−λt/m‖
∫ t
0
σ(s, y˜s)dWs‖
+
LT ‖γ˜‖∞
m5/2
∫ t
0
(t− s)e−λ(t−s)/m‖
∫ t
s
σ(r, yr)dWr‖ds
+
L
m3/2
∫ t
0
e−λ(t−s)/m‖
∫ t
s
σ(r, y˜r)dWr‖ds
)
sup
r∈[0,t]
‖yr − y˜r‖
+
‖γ˜‖∞
m3/2
∫ t
0
e−λ(t−s)/m‖
∫ t
s
σ(r, yr)− σ(r, y˜r)dWr‖ds
+
1√
m
e−λt/m‖
∫ t
0
σ(s, ys)− σ(s, y˜s)dWs‖.
Langevin equations in the small-mass limit: Higher order approximations 17
Therefore, for t˜ ≤ T and q > p we can use Ho¨lder’s inequality to obtain
E
[
sup
t∈[0,t˜]
‖zmt [y]− zmt [y˜]‖p
]1/p
(2.44)
≤
(
L+
LT
m3/2
E
[(
sup
t∈[0,t˜]
te−λt/m‖
∫ t
0
σ(s, y˜s)dWs‖
)pq/(q−p)](q−p)/(pq)
+
LT ‖γ˜‖∞
m5/2
E
[(
sup
t∈[0,t˜]
∫ t
0
(t− s)e−λ(t−s)/m‖
∫ t
s
σ(r, yr)dWr‖ds
)pq/(q−p)](q−p)/(pq)
+
L
m3/2
E
[(
sup
t∈[0,t˜]
∫ t
0
e−λ(t−s)/m‖
∫ t
s
σ(r, y˜r)dWr‖ds
)pq/(q−p)](q−p)/(pq))
× E
[
sup
r∈[0,t˜]
‖yr − y˜r‖q
]1/q
+
‖γ˜‖∞
m3/2
E
[(
sup
t∈[0,t˜]
∫ t
0
e−λ(t−s)/m‖
∫ t
s
σ(r, yr)− σ(r, y˜r)dWr‖ds
)p]1/p
+
1√
m
E
[(
sup
t∈[0,t˜]
e−λt/m‖
∫ t
0
σ(s, ys)− σ(s, y˜s)dWs‖
)p]1/p
.
Each of the expected values involving σ is of the form Eq. (2.35) or Eq. (2.36).
Applying the above bounds to the first term results in
LT
m3/2
E
[(
sup
t∈[0,t˜]
te−λt/m‖
∫ t
0
σ(s, y˜s)dWs‖
)pq/(q−p)](q−p)/(pq)
(2.45)
+
LT ‖γ˜‖∞
m5/2
E
[(
sup
t∈[0,t˜]
∫ t
0
(t− s)e−λ(t−s)/m‖
∫ t
s
σ(r, yr)dWr‖ds
)pq/(q−p)](q−p)/(pq)
+
L
m3/2
E
[(
sup
t∈[0,t˜]
∫ t
0
e−λ(t−s)/m‖
∫ t
s
σ(r, y˜r)dWr‖ds
)pq/(q−p)](q−p)/(pq)
≤LT ‖σ‖∞C1,pq/(q−p),n,1,λ (2.46)
+ LT ‖γ˜‖∞‖σ‖∞CT,m0,pq/(q−p),κ,q˜,n,λ,1m−5/2+2+κ(1/2−(q−p)/(q˜pq))
+ L‖σ‖∞CT,m0,pq/(p−q),κ,q˜,n,λ,0m−3/2+1+κ(1/2−(q−p)/(q˜pq))
for any q˜ ≥ 1, κ ∈ (0,1).
Therefore, given ǫ > 0 we can choose q˜, κ
E
[
sup
t∈[0,t˜]
‖zmt [y]− zmt [y˜]‖p
]1/p
≤ L
mǫ
E
[
sup
r∈[0,t˜]
‖yr − y˜r‖q
]1/q
(2.47)
+
‖γ˜‖∞
m3/2
E
[(
sup
t∈[0,t˜]
∫ t
0
e−λ(t−s)/m‖
∫ t
s
σ(r, yr)− σ(r, y˜r)dWr‖ds
)p]1/p
+
1√
m
E
[(
sup
t∈[0,t˜]
e−λt/m‖
∫ t
0
σ(s, ys)− σ(s, y˜s)dWs‖
)p]1/p
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for some L > 0.
We can similarly use Eq. (2.35) and Eq. (2.36), along with the assumption that
σ is Lipschitz, to bound the last two terms:
E
[
sup
t∈[0,t˜]
‖zmt [y]− zmt [y˜]‖p
]1/p
≤ L
mǫ
E
[
sup
r∈[0,t˜]
‖yr − y˜r‖q
]1/q
(2.48)
+ ‖γ˜‖∞CT,m0,p,κ,q˜,n,λ,0m−3/2+1+κ(1/2−1/(pq˜)) sup
r∈[0,t˜]
E
[
‖σ(r, yr)− σ(r, y˜r)‖pq˜
]1/(pq˜)
+ C1,p,n,0,λ sup
s∈[0,t˜]
E [‖σ(s, ys)− σ(s, y˜s)‖p]1/p .
For appropriate choice of κ ∈ (0,1) and q˜ ≥ 1 we finally obtain
E
[
sup
t∈[0,t˜]
‖zmt [y]− zmt [y˜]‖p
]1/p
≤ L
mǫ
E
[
sup
s∈[0,t˜]
‖ys − y˜s‖pq˜
]1/(pq˜)
. (2.49)
This completes the proof.
Next we prove analogous results for Rmt [y].
Lemma 2.4 Let y, y˜ ∈ Y . Then for any m0 > 0, T > 0, q > p ≥ 2, there exist C, L
such that for 0 < m ≤ m0, 0 ≤ t ≤ T :
sup
s∈[0,t]
E [‖Rms [y]−Rms [y˜]‖p]1/p ≤ L sup
s∈[0,t]
E [‖ys − y˜s‖q]1/q . (2.50)
and
sup
t∈[0,T ]
E [‖Rmt [y]‖p] ≤ C. (2.51)
Once again, C and L are independent of m.
Proof We group the terms in Rmt [y] of similar form as follows:
(Rmt [y])
i (2.52)
=− ((γ˜−1)ij(t, yt)(zmt [y])j − (γ˜−1)ij(0, y0)(zm0 [y])j)
−√m
(
(QiklGabkl )(t, yt)(z
m
t [y])a(z
m
t [y])b − (QiklGabkl )(0, y0)(zm0 [y])a(zm0 [y])b
)
+
∫ t
0
(zms [y])j
(
∂s(γ˜
−1)ij +QiklGjbklFb +Q
iklGajklFa
)
(s, ys)ds
+
∫ t
0
(zms [y])a(z
m
s [y])b(z
m
s [y])c∂qc(Q
iklGabkl )(s, ys)ds
+
√
m
∫ t
0
(zms [y])a(z
m
s [y])b∂s(Q
iklGabkl )(s, ys)dt
+
∫ t
0
(zms [y])j
(
QiklGjbklσbρ +Q
iklGajkl σaρ
)
(s, ys)dW
ρ
s .
We will show that each of these terms satisfies the claimed Lipschitz property. The
computations are all similar, and use the same tools as the previous lemmas, so
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we illustrate the main ideas while omitting some details:
The first two terms are similar, and the derivation relies on the fact that γ˜−1,
Qikl(t, q), and Gabkl (t, q) are bounded and Lipschitz in q, uniformly in t ∈ [0, T ],
and zm0 [y] = z
m
0 is independent of y and is uniformly bounded. We illustrate
the computation with the first sub-term of the second term. Letting L denote a
constant that may vary from line to line:
sup
t∈[0,t˜]
E
[
‖√mQiklGabkl )(t, yt)(zmt [y])a(zmt [y])b (2.53)
−√m(QiklGabkl )(t, y˜t)(zmt [y˜])a(zmt [y˜])b‖p
]1/p
≤ sup
t∈[0,t˜]
E
[
‖√m(QiklGabkl )(t, yt)((zmt [y])a(zmt [y])b − (zmt [y˜])a(zmt [y˜])b)‖p
]1/p
+ sup
t∈[0,t˜]
E
[
‖(√m(QiklGabkl )(t, yt)−
√
m(QiklGabkl )(t, y˜t))(z
m
t [y˜])a(z
m
t [y˜])b‖p
]1/p
≤L
(
sup
t∈[0,t˜]
E [‖zmt [y]‖p‖zmt [y]− zmt [y˜]‖p]1/p + sup
t∈[0,t˜]
E [‖zmt [y]− zmt [y˜]‖p‖zmt [y˜]‖p]1/p
+ sup
t∈[0,t˜]
E
[
‖yt − y˜t‖p‖zmt [y˜]‖2p
]1/p)
.
Here and in the following, ‖x‖ denotes the ℓ2 norm of the vector with components
xi. The other, paired, indices still indicate summations.
Let p < q˜ < q. Using Ho¨lder’s inequality together with Lemma 2.2 gives
sup
t∈[0,t˜]
E
[
‖√m(QiklGabkl )(t, yt)(zmt [y])a(zmt [y])b (2.54)
−√m(QiklGabkl )(t, y˜t)(zmt [y˜])a(zmt [y˜])b‖p
]1/p
≤L
(
sup
t∈[0,t˜]
E
[
‖zmt [y]‖pq˜/(q˜−p)
](q˜−p)/(pq˜)
sup
t∈[0,t˜]
E
[
‖zmt [y]− zmt [y˜]‖q˜
]1/q˜
+ sup
t∈[0,t˜]
E
[
‖zmt [y˜]‖pq˜/(q˜−p)
](q˜−p)/(pq˜)
sup
t∈[0,t˜]
E
[
‖zmt [y]− zmt [y˜]‖q˜
]1/q˜
+ sup
t∈[0,t˜]
E [‖yt − y˜t‖q]1/q sup
t∈[0,t˜]
E
[
‖zmt [y˜]‖2pq/(q−p)
](q−p)/(qp))
≤L sup
t∈[0,t˜]
E [‖yt − y˜t‖q]1/q .
The third, fourth and fifth terms are bounded similarly, using also the facts
that F and ∂s(γ˜
−1)ij , ∂qc(Q
iklGabkl ), ∂s(Q
iklGabkl ) are bounded and Lipschitz in q.
For example, defining
Hj(t, q) ≡
(
∂s(γ˜
−1)ij +QiklGjbklFb +Q
iklGajklFa
)
(t, q), (2.55)
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the estimate of the third term is derived by first using Minkowski’s inequality for
integrals to write
sup
s∈[0,t˜]
E
[
‖
∫ t
0
(zms [y])jH
j(s, ys)ds−
∫ t
0
(zms [y˜])jH
j(s, y˜s)ds‖p
]1/p
(2.56)
≤
∫ t˜
0
E
[
‖(zms [y])jHj(s, ys)− (zms [y˜])jHj(s, y˜s)‖p
]1/p
ds.
The rest of the derivation mimics that of the first two terms.
Finally, for the last term define
Lj(t, q) =
(
QiklGjbklσbρ +Q
iklGajkl σaρ
)
(t, q). (2.57)
This is bounded and Lipschitz, and the Burkholder-Davis-Gundy inequality and
Minkowski inequality for integrals together give
sup
t∈[0,t˜]
E
[
‖
∫ t
0
(zms [y])jL
j(s, ys)dW
ρ
s −
∫ t
0
(zms [y˜])jL
j(s, y˜s)dW
ρ
s ‖p
]1/p
(2.58)
≤L
(∫ t˜
0
E
[
‖(zms [y])jLj(s, ys)− (zms [y˜])jLj(s, y˜s)‖p
]2/p
ds
)1/2
.
The rest of the proof proceeds similarly to the previous ones.
This completes the proof of the Lipschitz property. The proof of the inequality
sup
t∈[0,T ]
E [‖Rmt [y]‖p] ≤ C (2.59)
with C independent of m follows from Eq. (2.22) using similar techniques. We omit
the details.
We end this section with Lipschitz and boundedness properties for Rmt corre-
sponding to the norms from Lemma 2.3.
Lemma 2.5 Let y, y˜ ∈ Y . Then for any m0 > 0, T > 0, p ≥ 2, ǫ > 0 there exist
q > p, C, L such that for 0 < m ≤ m0, 0 ≤ t ≤ T :
E
[
sup
s∈[0,t]
‖Rms [y]−Rms [y˜]‖p
]1/p
≤ L
mǫ
E
[
sup
s∈[0,t]
‖ys − y˜s‖q
]1/q
(2.60)
and
E
[
sup
t∈[0,T ]
‖Rmt [y]‖p
]1/p
≤ C/mǫ. (2.61)
C and L are independent of m.
Proof The proof is very similar to that of Lemma 2.4, with the bounds and Lips-
chitz constants for zmt [y] coming from Lemma 2.3. We omit the details.
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2.3 Hierarchy of Approximations and the Convergence Proof
With the notation of the previous subsection, qmt solves the delay equation
dqmt =γ˜
−1(t, qmt )F (t, q
m
t )dt+ S(t, q
m
t )dt (2.62)
+ γ˜−1(t, qmt )σ(t, q
m
t )dWt +
√
mdRmt [q
m].
We use this form of the equation to motivate the definition of a hierarchy of ap-
proximating processes, qℓ,mt , and prove the claimed convergence result, Eq. (1.15).
We first recall the following definitions for convenience:
Definition 2.2 For y a continuous martingale, define
d(Rmt [y])
i ≡− d((γ˜−1)ij(t, yt)(zmt [y])j) + (zmt [y])j∂t(γ˜−1)ij(t, yt)dt (2.63)
+Qikl(t, yt)G
ab
kl (t, yt) ((z
m
t [y])aFb(t, yt) + (z
m
t [y])bFa(t, yt)) dt
+ (zmt [y])a(z
m
t [y])b(z
m
t [y])
c∂qc(Q
iklGabkl )(t, yt)dt
+Qikl(t, yt)G
ab
kl (t, yt)
(
(zmt [y])aσbρ(t, yt) + (z
m
t [y])bσaρ(t, yt)
)
dW ρt
−√md(Qikl(t, yt)Gabkl (t, yt)(zmt [y])a(zmt [y])b)
+
√
m(zmt [y])a(z
m
t [y])b∂t(Q
iklGabkl )(t, yt)dt,
Rm0 [y] ≡ 0, where
zmt [y] (2.64)
≡ 1√
m
Φmt [y]
(√
mzm0 +
∫ t
0
(Φms [y])
−1F (s, ys)ds+
∫ t
0
(Φms [y])
−1σ(s, ys)dWs
)
,
Φmt [y] is defined pathwise as the solution to
d
dt
Φmt = − 1
m
γ˜(t, yt)Φ
m
t , Φ
m
0 = I, (2.65)
and
1. γ˜ik(t, q) ≡ γik(t, q) + ∂qkψi(t, q)− ∂qiψk(t, q),
2. Qijl(t, q) ≡ ∂qk (γ˜−1)ij(t, q)δkl,
3. Si(t, q) ≡ ∂qk(γ˜−1)ij(t, q)δklGrsjl (t, q)Σrs(t, q),
4. Gklij (t, q) ≡ δrkδsl
∫∞
0
(e−ζγ˜(t,q))ir(e
−ζγ˜(t,q))jsdζ,
5. Σij ≡ σiρσjξδρξ ,
6. F (t, q) = −∂tψ(t, q)−∇qV (t, q) + F˜ (t, q).
Theorem 2.1 Assume the conditions in Appendix A hold. Fix an initial condition q0
such that E[‖q0‖p] < ∞ for all p > 0 and let qmt , qt be the solutions to the original
SDE ( Eq. (2.1)) and the homogenized SDE (Eq. (1.11)) respectively, all with the same
initial position, q0.
With the notation from Definition 2.2, define the continuous semimartingales qℓ,mt ,
ℓ ∈ Z+, by setting q1,mt ≡ qt and, for ℓ > 1, inductively defining qℓ,mt to be the solution
to
qℓ,mt =q0 +
∫ t
0
γ˜−1(s, qℓ,ms )F (s, q
ℓ,m
s )ds+
∫ t
0
S(s, qℓ,ms )ds (2.66)
+
∫ t
0
γ˜−1(s, qℓ,ms )σ(s, q
ℓ,m
s )dWs +
√
mRmt [q
ℓ−1,m].
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(Note that this also holds for ℓ = 1 if one defines Rmt [q
0,m] ≡ 0.)
Then for any T > 0, p > 0, ǫ > 0, ℓ ∈ Z+ we have
sup
t∈[0,T ]
E[‖qmt − qℓ,mt ‖p]1/p = O(mℓ/2), E
[
sup
t∈[0,T ]
‖qmt − qℓ,mt ‖p
]1/p
= O(mℓ/2−ǫ).
(2.67)
Proof Given y ∈ Y (recall Eq. (2.18)), Theroem C1 and Corollary C1 give a unique
solution to
xt =q0 +
∫ t
0
γ˜−1(s, xs)F (s, xs)ds+
∫ t
0
S(s, xs)ds (2.68)
+
∫ t
0
γ˜−1(s, xs)σ(s, xs)dWs +
√
mRmt [y]
defined for all t ≥ 0. The solution is a continuous semimartingale and boundedness
of the drift and diffusion, together with Eq. (2.61), imply
E
[
sup
t∈[0,T ]
‖xt‖p
]
<∞ for all T > 0, p > 0. (2.69)
i.e. x ∈ Y as well.
Recalling Eq. (1.12), we see that q1,mt = qt ∈ Y . Therefore, the inductive defi-
nition of the qℓ,mt results in a sequence of processes in Y .
To prove Eq. (2.67) by induction, first note that the ℓ = 0 result is the content
of theorem Eq. (1.1), proven in [23]. Supposing that Eq. (2.67) holds for ℓ ∈ Z+
and any T > 0, p > 0, ǫ > 0 we now show it holds for ℓ+ 1:
Eq. (1.12) implies qmt ∈ Y for all m > 0 as well. From Eq. (2.62) and Eq. (2.66),
we have
qmt − qℓ+1,mt =
∫ t
0
(γ˜−1F + S)(s, qms )− (γ˜−1F + S)(s, qℓ+1,ms )ds (2.70)
+
∫ t
0
(γ˜−1σ)(s, qms )− (γ˜−1σ)(s, qℓ+1,ms )dWs +
√
m
(
Rmt [q
m]−Rmt [qℓ,m]
)
.
(γ˜−1F + S)(t, q) is Lipschitz in q, uniformly in t ∈ [0, T ] . Combining this with
the Burkholder-Davis-Gundy inequality and Lemma 2.4 gives, for any 0 ≤ t˜ ≤ T ,
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q > p ≥ 2,
sup
t∈[0,t˜]
E[‖qmt − qℓ+1,mt ‖p] (2.71)
≤3p−1
(
Lp sup
t∈[0,t˜]
E
[(∫ t
0
‖qms − qℓ+1,ms ‖ds
)p]
+ sup
t∈[0,t˜]
E
[
‖
∫ t
0
(γ˜−1σ)(s, qms )− (γ˜−1σ)(s, qℓ+1,ms )dWs‖p
]
+mp/2 sup
t∈[0,t˜]
E
[
‖Rmt [qm]−Rmt [qℓ,m]‖p
])
≤3p−1
(
Lp sup
t∈[0,t˜]
E
[(∫ t
0
‖qms − qℓ+1,ms ‖ds
)p]
+ sup
t∈[0,t˜]
E
[(∫ t
0
‖(γ˜−1σ)(s, qms )− (γ˜−1σ)(s, qℓ+1,ms )‖2ds
)p/2]
+mp/2Lp sup
t∈[0,t˜]
E
[
‖qmt − qℓ,mt ‖q
]p/q )
.
γ˜σ is Lipschitz in q, uniformly in t ∈ [0, T ]. This, together with Ho¨lder’s in-
equality and the induction hypothesis yields
sup
t∈[0,t˜]
E[‖qmt − qℓ+1,mt ‖p] (2.72)
≤3p−1
(
T p−1Lp
∫ t˜
0
E
[
‖qms − qℓ+1,ms ‖p
]
ds
+ T p/2−1Lp
∫ t˜
0
E
[
‖qms − qℓ+1,ms ‖p
]
ds+ O(mp(ℓ+1)/2)
)
≤C
∫ t˜
0
sup
r∈[0,s]
E
[
‖qmr − qℓ+1,mr ‖p
]
ds+O(mp(ℓ+1)/2)
for some constant C > 0.
The integrand is L1 because qmt , q
ℓ+1,m
t ∈ Y , so Gronwall’s inequality gives
sup
t∈[0,T ]
E[‖qmt − qℓ+1,mt ‖p] ≤ O(mp(ℓ+1)/2)eCT = O(mp(ℓ+1)/2). (2.73)
We have proven the desired bound for p ≥ 2, but it follows for all p > 0 by Ho¨lder’s
inequality. This completes the proof of the first half of Eq. (2.67).
24 Jeremiah Birrell, Jan Wehr
The second half is similar. Again starting from Eq. (2.70), for p ≥ 2 we have
E
[
sup
t∈[0,t˜]
‖qmt − qℓ+1,mt ‖p
]
≤ 3p−1
(
LpE
[(∫ t˜
0
‖qms − qℓ+1,ms ‖ds
)p]
(2.74)
+ E
[
sup
t∈[0,t˜]
‖
∫ t
0
(γ˜−1σ)(s, qms )− (γ˜−1σ)(s, qℓ+1,ms )dWs‖p
]
+mp/2E
[
sup
t∈[0,t˜]
‖Rmt [qm]−Rmt [qℓ,m]‖p
])
≤3p−1
(
LpT p−1
∫ t˜
0
E
[
sup
r∈[0,s]
‖qmr − qℓ+1,mr ‖p
]
ds
+ T p/2−1Lp
∫ t˜
0
E
[
sup
r∈[0,s]
‖qmr − qℓ+1,mr ‖p
]
ds
+mp/2E
[
sup
t∈[0,t˜]
‖Rmt [qm]−Rmt [qℓ,m]‖p
])
.
By Eq. (2.60) and the induction hypothesis, given ǫ > 0 there exist L > 0, q > 0
such that
E
[
sup
t∈[0,t˜]
‖Rmt [qm]−Rmt [qℓ,m]‖p
]
≤ L
p
mpǫ/2
E
[
sup
t∈[0,t˜]
‖qm − qℓ,m‖q
]p/q
(2.75)
≤ L
p
mpǫ/2
O(mp(ℓ−ǫ)/2) = O(mp(ℓ/2−ǫ)).
Therefore
E
[
sup
t∈[0,t˜]
‖qmt − qℓ+1,mt ‖p
]
(2.76)
≤C
∫ t˜
0
E
[
sup
r∈[0,s]
‖qmr − qℓ+1,mr ‖p
]
ds+O(mp((ℓ+1)/2−ǫ))
for some C > 0.
The integrand is again L1 because qmt , q
ℓ+1,m
t ∈ Y , so Gronwall’s inequality
gives
E
[
sup
t∈[0,T ]
‖qmt − qℓ+1,mt ‖p
]
≤ O(mp((ℓ+1)/2−ǫ)). (2.77)
The bound for arbitrary p > 0 again follows from Ho¨lder’s inequality, and so the
proof of the second half of Eq. (2.67) is also complete.
Remark 2.1 By introducing auxiliary variables zℓ−1,mt ≡ zmt [qℓ−1,m], noting that
they satisfy
dzℓ−1,mt = −
1
m
γ˜(s, qℓ−1,ms )z
ℓ−1,m
t dt+
1√
m
F (t, qℓ−1,mt )dt+
1√
m
σ(t, qℓ−1,mt )dWt,
(2.78)
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and using Itoˆ’s formula on the terms
−d((γ˜−1)ij(t, yt)(zmt [y])j) and −
√
md(Qikl(t, yt)G
ab
kl (t, yt)(z
m
t [y])a(z
m
t [y])b)
in Rmt [q
ℓ−1,m], the hierarchy Eq. (2.66) can be embedded in a system of SDEs.
However, for our purposes the resulting form is much less convenient to work with
than the hierarchy Eq. (2.66), largely due to singular nature of the 1/m and 1/
√
m
factors in Eq. (2.78). In contrast, the m dependence of the integral formula for
zmt [q
ℓ−1,m] (see Eq. (2.15) and Eq. (2.65), especially once combined with Eq. (B.2)
and Eq. (B.6)) is manifestly more benign. Similarly, the m dependence of the for-
mula for Rmt [q
ℓ−1,m] (see Eq. (2.63)) and of the equations for qℓ,mt (see Eq. (2.66))
present no additional trouble. These facts play a crucial role in our proofs.
2.4 Special Cases
We end this section by discussing several special cases. First we treat the fluctuation-
dissipation case:
Lemma 2.6 Suppose that ψ = 0 and a fluctuation-dissipation relation holds,
Σij(t, q) = 2kBT (t, q)γij(t, q), (2.79)
for a time and position dependent ‘temperature’ T (t, q). Then the noise-induced drift
has the following simplified form:
Si(t, q) = kBT (t, q)∂qj (γ
−1)ij(t, q). (2.80)
While Eq. (2.80) greatly simplifies the first approximation, the full hierarchy is still
quite complicated. Things simplify further in the scalar case:
Corollary 2.1 Suppose that ψ = 0 and γ and σ are scalar-valued. Note that this
automatically gives a fluctuation dissipation relation with
T (t, q) =
σ2(t, q)
2kBγ(t, q)
. (2.81)
Under these conditions, the approximating hierarchy, Eq. (2.66), takes the following
form for ℓ > 1:
qℓ,mt =q0 +
∫ t
0
γ−1(s, qℓ,ms )F (s, q
ℓ,m
s )ds+
∫ t
0
kBT (s, q
ℓ,m
s )∇q(γ−1)(s, qℓ,ms )ds
(2.82)
+
∫ t
0
γ−1(s, qℓ,ms )σ(s, q
ℓ,m
s )dWs +
√
mRmt [q
ℓ−1,m],
where
d(Rmt [y])
i = − d((γ−1)ij(t, yt)(zmt [y])j) + (zmt [y])j∂t(γ−1)ij(t, yt)dt (2.83)
+ Y ikl(t, yt) ((z
m
t [y])kFl(t, yt) + (z
m
t [y])lFk(t, yt)) dt
+ (zmt [y])k(z
m
t [y])l(z
m
t [y])
j∂qj (Y
ikl)(t, yt)dt
+ Y ikl(t, yt)
(
(zmt [y])kσlρ(t, yt) + (z
m
t [y])lσkρ(t, yt)
)
dW ρt
−√md(Y ikl(t, yt)(zmt [y])k(zmt [y])l)
+
√
m(zmt [y])k(z
m
t [y])l∂t(Y
ikl)(t, yt)dt,
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Rm0 [y] = 0,
zmt [y] = exp
(
− 1
m
∫ t
0
γ(r, yr)dr
)
zm0 +
1√
m
∫ t
0
exp
(
− 1
m
∫ t
s
γ(r, yr)dr
)
F (s, ys)ds
(2.84)
+
1√
m
exp
(
− 1
m
∫ t
0
γ(r, yr)dr
)∫ t
0
exp
(
1
m
∫ s
0
γ(r, yr)dr
)
σ(s, ys)dWs,
Y ikl(t, q) ≡1
2
γ−1(t, q)∂qjγ
−1(t, q)δikδjl, (2.85)
F (t, q) =−∇qV (t, q) + F˜ (t, q). (2.86)
Finally, instead of a fluctuation-dissipation relation, suppose that γ is state-
independent:
Corollary 2.2 Suppose that ψ = 0 and γ is doesn’t depend on q. Then the approxi-
mating hierarchy, Eq. (2.66), takes the following form for ℓ > 1:
qℓ,mt = q0 +
∫ t
0
γ−1(s)F (s, qℓ,ms )ds+
∫ t
0
γ−1(s)σ(s, qℓ,ms )dWs (2.87)
+
√
m
∫ t
0
∂t(γ
−1)(s)zms [q
ℓ−1,m]ds−√m
(
γ−1(t)zmt [q
ℓ−1,m]− γ−1(0)zm0 [qℓ−1,m]
)
,
where F (t, q) = −∇qV (t, q) + F˜ (t, q),
zmt [y] (2.88)
=Φmt z
m
0 +
1√
m
Φmt
(∫ t
0
(Φms )
−1F (s, ys)ds+
∫ t
0
(Φms )
−1σ(s, ys)dWs
)
,
and Φmt is the (non-random) matrix-valued function that solves
d
dt
Φmt = − 1mγ(t)Φ
m
t , Φ
m
0 = I. (2.89)
3 Extension to Unbounded Forcing
Here we show how to remove some of the restrictions in Theorem 2.1 on bounded-
ness of the forcing terms, using the technique developed in [21] and similarly used
in [23].
There are various assumptions one could try to weaken and we make no attempt
at complete generality, but rather focus on accommodating unbounded forces, F˜
and ∇qV . In particular, the following result covers potentials that are confining,
or at least not too unstable, meaning that there exist a ≥ 0, b ≥ 0 such that
a + b‖q‖2 + V (t, q) is non-negative. In this section, we will no longer be making
the assumptions from Appendix A. Instead, we will work under the following
conditions:
Assumption 3.1 Assume that:
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1. V (t, q) is C2 and there exist a ≥ 0, b ≥ 0 such that
V˜ (t, q) ≡ a+ b‖q‖2 + V (t, q) (3.1)
is non-negative.
2. ψ(t, q) is C4 and ∇qψ is bounded.
3. γ(t, q) is a bounded, C3 function valued in the symmetric n× n real matrices with
eigenvalues bounded below by some λ > 0.
4. σ(t, q) is bounded, continuous and Lipschitz in q with the Lipschitz constant uniform
on compact time intervals.
5. F˜ (t, q) is continuous and locally Lipschitz in q with the Lipschitz constant uniform
on compact time intervals.
6. There exist C > 0, M > 0 such that
|∂tV (t, q)| ≤M + C(‖q‖2 + V˜ (t, q)), (3.2)
‖ − ∂tψ(t, q) + F˜ (t, q)‖2 ≤M + C
(
‖q‖2 + V˜ (t, q)
)
, (3.3)
‖∂qi γ˜(t, q)‖2 ≤M + C
(
‖q‖2 + V˜ (t, q)
)
, i = 1, ..., n, (3.4)
‖∇qV (t, q)‖ ≤M + C(‖q‖2 + V˜ (t, q)), (3.5)
and 
∑
i,j
|∂qi∂qjV (t, q)|2


1/2
≤ M + C
(
‖q‖2 + V˜ (t, q)
)
. (3.6)
7. We have Rn-valued initial conditions (F0-measurable random variables) (q0, um0 )
that satisfy the following:
E[‖q0‖p] < ∞ for all p > 0 and there exists C > 0 such that ‖um0 ‖2 ≤ Cm for all
m > 0 and all ω ∈ Ω.
The following can be shown by constructing Lyapunov functions, as in Ap-
pendix C of [23]:
Lemma 3.1 Given Assumption 3.1, there exist unique global in time solutions (qmt , u
m
t )
to Eq. (2.1)-Eq. (2.2) and qt to Eq. (1.11).
For y a continuous semimartingale, we now define zmt [y] and R
m
t [y] as in Defi-
nition 2.2. The following two properties will be needed:
Lemma 3.2 If η is a stopping time and y, y˜ are continuous semimartingales that sat-
isfy yηt = y˜
η
t then
Rmt∧η[y] = R
m
t∧η [y˜] (3.7)
for all t ≥ 0, P -a.s.
Proof The proof is a straightforward use of the formulas in Definition 2.2.
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Lemma 3.3 Define Y˜ to be the set of continuous semimartingales of the form
yt = y0 +
∫ t
0
asds+
∫ t
0
csdWs (3.8)
where y0 is F0 measurable and a : [0,∞) × Ω → Rn, c : [0,∞) × Ω → Rn×k are
pathwise continuous, adapted processes.
If y ∈ Y˜ then zmt [y] ∈ Y˜ and Rmt [y] ∈ Y˜ .
Proof The set of semimartingales of the form Eq. (3.8) is a vector space and, using
integration by parts, one can see that is closed under multiplication, and contains
zmt [y] for any continuous semimartingale y.
The result then follows for Rmt [y] by noting that Assumption 3.1 implies all
of the integrands are pathwise continuous, adapted, and that γ˜−1(t, q), Qikl(t, q),
and Ga,bkl (t, q) are C
2. The latter allows Itoˆ’s Lemma to be applied to γ˜−1(t, yt)
etc., yielding terms in Y˜ , provided that y ∈ Y˜ .
We also need to know that solutions to the SDE defining the hierarchy exist
under the current weakened assumptions:
Lemma 3.4 Under Assumption 3.1, for any y ∈ Y˜ there is a unique continuous semi-
martingale, xt, defined for all t ≥ 0 that solves
xt =q0 +
∫ t
0
γ˜−1(s, xs)F (s, xs)ds+
∫ t
0
S(s, xs)ds (3.9)
+
∫ t
0
γ˜−1(s, xs)σ(s, xs)dWs +
√
mRmt [y].
We also have x ∈ Y˜ .
Proof γ˜−1F + S and γ˜−1σ are continuous and satisfy the local Lipschitz prop-
erty, Eq. (C.3). Lemma 3.3 implies Rm[y] is a continuous semimartingale (in fact,
Rm[y] ∈ Y˜ ). Therefore Theorem C1 shows a unique maximal solution exists up to
explosion time.
One can check that the function
(t, q)→ ‖q‖2 + V˜ (t, q), (3.10)
where V˜ was defined in Eq. (3.1), satisfies all the conditions required by Theorem
Eq. (C2) to make it a Lyapunov function for the SDE Eq. (3.9), thereby proving
xt has explosion time e =∞. Rm[y] ∈ Y˜ together with Eq. (3.9) shows that x ∈ Y˜
as well.
We are now ready to prove convergence in probability of the approximating
hierarchy under the more relaxed assumptions of this section.
Theorem 3.1 Under Assumption 3.1, let (qmt , u
m
t ) be the solutions to Eq. (2.1)-Eq. (2.2)
and qt to Eq. (1.11). Define the continuous semimartingales q
ℓ,m
t , ℓ ∈ Z+, by setting
q1,mt ≡ qt and inductively defining qℓ,mt to be the unique maximal solution to
qℓ,mt =q0 +
∫ t
0
γ˜−1(s, qℓ,ms )F (s, q
ℓ,m
s )ds+
∫ t
0
S(s, qℓ,ms )ds (3.11)
+
∫ t
0
γ˜−1(s, qℓ,ms )σ(s, q
ℓ,m
s )dWs +
√
mRmt [q
ℓ−1,m].
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Then all qmt , q
ℓ,m
t are continuous semimartingales, they are defined for all t ≥ 0,
and
lim
m→0
P
(
supt∈[0,T ] ‖qmt − qℓ,mt ‖
mℓ/2−ǫ
> δ
)
= 0 (3.12)
for all T > 0, δ > 0, ǫ > 0, ℓ ∈ Z+.
Proof In Lemma 3.1 we showed that there exist unique global in time solutions
(qmt , u
m
t ) to Eq. (2.1)-Eq. (2.2) and qt ∈ Y˜ to Eq. (1.11), and by induction, Lemma
3.4 gives globally defined continuous semimartingale solutions to Eq. (3.11).
Let χ : Rn → [0,1] be a C∞ bump function, equal to 1 on B1(0) ≡ {‖q‖ ≤ 1}
and zero outside B2(0). Given r > 0 let χr(q) = χ(q/r). Define
Vr(t, q) = χr(q)V (t, q), F˜r(t, q) = χr(q)F˜ (t, q), ψr(t, q) = χr(q)ψ(t, q),
γr(t, q) = χr(q)γ(t, q) + (1− χr(q))λI. (3.13)
For each r > 0, replacing V with Vr, F with Fr etc., we arrive at an SDE satisfying
the hypotheses of Theorem 2.1. We will call this the cutoff system.
Let Rr,mt [y] denote Eq. (2.63), with V replaced by Vr, etc. All of these objects
and their derivatives agree on Br(0), so for any continuous semimartingale, y, if
we let ηyr = inf{t : ‖yt‖ ≥ r}, we have
Rmt∧ηyr [y] = R
r,m
t∧ηyr
[y] (3.14)
for all t ≥ 0, P -a.s.
Let (qr,mt , u
r,m
t ) be the solutions to the cutoff system, q
r
t the solution to the
corresponding homogenized equation, and qr,ℓ,mt the solutions to the correspond-
ing approximating hierarchy, all using the same initial conditions as the system
without the cutoff.
For each r > R define the stopping times
ηmr = inf{t : ‖qmt ‖ ≥ r}, ηℓ,mr = inf{t : ‖qℓ,mt ‖ ≥ r}, ηr,ℓ,mr = inf{t : ‖qr,ℓ,mt ‖ ≥ r},
(3.15)
and
τ ℓ,mr = η
ℓ,m
r ∧ ηℓ−1,mr ∧ ... ∧ η1,mr , τr,ℓ,mr = ηr,ℓ,mr ∧ ηr,ℓ−1,mr ∧ ... ∧ ηr,1,mr . (3.16)
Note that η1,mr = inf{t : ‖qt‖ ≥ r} ≡ ηr is independent of m.
The drifts and diffusions of the modified and unmodified SDEs agree on the ball
{‖q‖ ≤ r}. Therefore, using induction on ℓ, Lemma 3.2, Eq. (3.14), and pathwise
uniqueness of solutions, implies that the driving semimartingales of the hierarchy
up to ℓ for both the original and cutoff systems agree up to the stopping time τ ℓ,mr
and that
qmt∧ηmr = q
r,m
t∧ηmr
for all t ≥ 0 a.s., (3.17)
τ ℓ,mr = τ
r,ℓ,m
r a.s., and q
ℓ,m
t∧τℓ,mr
= qr,ℓ,m
t∧τℓ,mr
for all t ≥ 0 a.s. (3.18)
30 Jeremiah Birrell, Jan Wehr
Fixing r > 0 and using Eq. (3.17) and Eq. (3.18), for any T > 0, δ > 0, ǫ > 0,
ℓ ∈ Z+ we can calculate
P
(
supt∈[0,T ] ‖qmt − qℓ,mt ‖
mℓ/2−ǫ
> δ
)
(3.19)
=P

τ ℓ,mr ∧ ηmr > T, supt∈[0,T ] ‖q
r,m
t∧ηmr
− qr,ℓ,m
t∧τℓ,mr
‖
mℓ/2−ǫ
> δ


+ P
(
τ ℓ,mr ∧ ηmr ≤ T,
supt∈[0,T ] ‖qmt − qℓ,mt ‖
mℓ/2−ǫ
> δ
)
≤P
(
supt∈[0,T ] ‖qr,mt − qr,ℓ,mt ‖
mℓ/2−ǫ
> δ
)
+ P
(
τ ℓ,mr ∧ ηmr ≤ T
)
.
The first term converges to zero asm→ 0 by Chebyshev’s inequality and Eq. (2.67),
so we focus on the second.
P
(
τ ℓ,mr ∧ ηmr ≤ T
)
(3.20)
≤P (ηr ≤ T ) + P
(
ηmr ≤ T, ηr > T, sup
t∈[0,T ]
‖qrt − qr,mt ‖ ≤ 1
)
+
ℓ∑
k=2
P
(
τk−1,mr > T, η
k,m
r ≤ T, sup
t∈[0,T ]
‖qrt − qr,k,mt ‖ ≤ 1
)
+ P
(
sup
t∈[0,T ]
‖qrt − qr,mt ‖ > 1
)
+
ℓ∑
k=2
P
(
sup
t∈[0,T ]
‖qrt − qr,k,mt ‖ > 1
)
≤P
(
sup
t∈[0,T ]
‖qt‖ ≥ r
)
+ P
(
ηmr ≤ T, ‖qT∧ηmr − q
m
T∧ηmr
‖ ≤ 1)
+
ℓ∑
k=2
P
(
ηk,mr ≤ T, ‖qT∧ηk,mr − q
k,m
T∧ηk,mr
‖ ≤ 1
)
+ E
[
sup
t∈[0,T ]
‖qrt − qr,mt ‖
]
+
ℓ∑
k=2
E
[
sup
t∈[0,T ]
‖qrt − qr,k,mt ‖
]
,
where we again used the uniqueness results, Eq. (3.17)-Eq. (3.18). The terms in the
last line go to zero as m→ 0, as seen from the triangle inequality and Eq. (2.67).
On the event where ηmr ≤ T and ‖qT∧ηmr − qmT∧ηmr ‖ ≤ 1 we have ‖q
m
ηmr
‖ ≥ r and
‖qηmr ‖ ≥ ‖qmT∧ηmr ‖ − ‖qT∧ηmr − q
m
T∧ηmr
‖ ≥ r − 1. (3.21)
Hence supt∈[0,T ] ‖qt‖ ≥ r − 1 on this event. Similarly,
{
ηk,mr ≤ T, ‖qT∧ηk,mr − q
k,m
T∧ηk,mr
‖ ≤ 1
}
⊂
{
sup
t∈[0,T ]
‖qt‖ ≥ r − 1
}
. (3.22)
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Therefore we obtain
lim sup
m→0
P
(
supt∈[0,T ] ‖qmt − qℓ,mt ‖
mℓ/2−ǫ
> δ
)
(3.23)
≤P
(
sup
t∈[0,T ]
‖qt‖ ≥ r
)
+ ℓP
(
sup
t∈[0,T ]
‖qt‖ ≥ r − 1
)
≤ (ℓ+ 1)P
(
sup
t∈[0,T ]
‖qt‖ ≥ r − 1
)
.
This holds for all r > 0 and non-explosion of qt implies that
P
(
sup
t∈[0,T ]
‖qt‖ ≥ r − 1
)
→ 0 (3.24)
as r →∞, hence we have proven the claimed result.
A Assumptions Implying Homogenization as m → 0
In this appendix, we give a list of properties that, as shown in [23], are sufficient to guarantee
that the solutions to the SDE Eq. (2.1)-Eq. (2.2) satisfy the claims of Theorem 1.1. Some of
the smoothness assumptions below are strengthened, as compared to [23], in order to meet the
needs of the current paper.
We assume that
1. V : [0,∞)× Rn → Rn is C2
2. γ : [0,∞)× Rn → Rn×n is C3.
3. ψ : [0,∞)× Rn → Rn is C4.
4. F˜ : [0,∞)× Rn → Rn is continuous.
5. σ : [0,∞)× Rn → Rn×k is continuous.
6. There exist a, b ≥ 0 such that V˜ (t, q) ≡ a+ b‖q‖2 + V (t, q) is non-negative for all t, q.
7. There exist M,C > 0 such that
|∂tV (t, q)| ≤M + C(‖q‖
2 + V˜ (t, q)) (A.1)
and
‖ − ∂tψ(t, q) + F˜ (t, q)‖
2 ≤M + C(‖q‖2 + V˜ (t, q)) (A.2)
for all t, q.
8. σ is bounded.
9. The values of γ are symmetric matrices with eigenvalues uniformly bounded below by some
λ > 0.
10. There exists C > 0 such that the (random) initial conditions satisfy ‖um0 ‖
2 ≤ Cm for all
m > 0 and all ω ∈ Ω and E[‖qm0 ‖
p] <∞, E[‖q0‖p] <∞, and E[‖qm0 −q0‖
p]1/p = O(m1/2)
for all p > 0.
We also assume that, for every T > 0, the following hold uniformly for (t, q) ∈ [0, T ]× Rn:
1. γ and F˜ are bounded.
2. ∇qV , F˜ , and σ are Lipschitz in q uniformly in t.
3. The following are bounded:
(a) ∇qV ,
(b) ∂qαψ for all multi-indices α with 1 ≤ |α| ≤ 4,
(c) ∂qα∂tψ for all multi-indices α with 0 ≤ |α| ≤ 3,
(d) ∂qαγ for all multi-indices α with 1 ≤ |α| ≤ 3,
(e) ∂qα∂tγ for all multi-indices α with 0 ≤ |α| ≤ 2.
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B Properties of the Fundamental Solution
A key tool in this paper is the process obtained by pathwise solving the linear ordinary differ-
ential equation (ODE)
d
dt
Φmt = −
1
m
γ˜(t, yt)Φ
m
t , Φ
m
0 = I, (B.1)
where y is a continuous semimartingale. Each path of Φmt is the fundamental solution to a
linear ODE, so we call Φmt the fundamental-solution process. It is adapted and pathwise C
1.
The symmetric part of γ˜ is γ, which is assumed to have eigenvalues bounded below by
λ > 0. Hence (see, for example, p.86 of [28]), for t ≥ s, we have the important bound
‖Φmt (Φ
m
s )
−1‖ ≤ e−λ(t−s)/m. (B.2)
Note that while the left hand side is random, the upper bound is not. As we have stated it, this
bound requires the use of the the ℓ2 operator norm. Otherwise, there is an additional constant
multiplying the exponential.
We will also need the following bound on the difference between the fundamental solutions
corresponding to two linear ODEs. See the Appendix to [24].
Lemma B1 Let Bi : [0, T ] → Rn×n; i = 1, 2, be continuous and suppose their symmetric
parts have eigenvalues bounded above by µ, uniformly in t. Consider the fundamental solutions,
Φi(t), satisfying
d
dt
Φi(t) = Bi(t)Φi(t), Φi(0) = I. (B.3)
Then for any 0 ≤ t ≤ T we have the bound
‖Φ1(t) − Φ2(t)‖ ≤ e
µt
∫ t
0
‖B1(s)− B2(s)‖ds. (B.4)
We will need the following lemma concerning stochastic convolutions, adapted from Lemma
5.1 in [22]:
Lemma B2 Let Vs, Bs be continuous adapted Rn×n-valued processes. Let Φ(t) be the fundamental-
solution process, pathwise satisfying
d
dt
Φ(t) = B(t)Φ(t), Φ(0) = I. (B.5)
Then we have the P -a.s. equality
Φ(t)
∫ t
0
Φ−1(s)VsdWs (B.6)
=Φ(t)
∫ t
0
VsdWs − Φ(t)
∫ t
0
Φ−1(s)B(s)
(∫ t
s
VrdWr
)
ds for all t.
We will also need the following bound, whose proof is very similar to that of Lemma 5.1
in [22].
Lemma B3 Let Vs be a continuous adapted Rn×n-valued process and α > 0.
Then for every j ∈ Z0 there exists Cj > 0 such that for all T > 0, δ > 0 we have the
P -a.s. bound
sup
t∈[0,T ]
∫ t
0
(t − s)je−α(t−s)‖
∫ t
s
VrdWr‖ds (B.7)
≤
Cj
αj+1
(
max
k=1,...,N
sup
τ∈[(k−1)δ,min{(k+1)δ,T}]
‖
∫ τ
(k−1)δ
VrdWr‖+ e
−αδ/2 sup
τ∈[0,T ]
‖
∫ τ
0
VrdWr‖
)
,
where N = min{k ∈ Z : kδ ≥ T}. We emphasize that Cj depends only on j.
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Proof Suppose δ < T . First split
sup
t∈[0,T ]
∫ t
0
(t− s)je−α(t−s)‖
∫ t
s
VrdWr‖ds (B.8)
≤ sup
t∈[0,δ]
∫ t
0
(t − s)je−α(t−s)‖
∫ t
s
VrdWr‖ds+ sup
t∈[δ,T ]
∫ t
0
(t − s)je−α(t−s)‖
∫ t
s
VrdWr‖ds.
The first term can be bounded as follows.
sup
t∈[0,δ]
∫ t
0
(t − s)je−α(t−s)‖
∫ t
s
VrdWr‖ds (B.9)
= sup
t∈[0,δ]
∫ t
0
(t − s)je−α(t−s)‖
∫ t
0
VrdWr −
∫ s
0
VrdWr‖ds
≤
2
αj+1
sup
0≤τ≤δ
‖
∫ τ
0
VrdWr‖
∫ αδ
0
uje−udu.
In the second term we can split the integral to obtain
sup
t∈[δ,T ]
∫ t
0
(t − s)je−α(t−s)‖
∫ t
s
VrdWr‖ds (B.10)
≤ sup
t∈[δ,T ]
∫ t−δ
0
(t − s)je−α(t−s)‖
∫ t
s
VrdWr‖ds
+ sup
t∈[δ,T ]
∫ t
t−δ
(t − s)je−α(t−s)‖
∫ t
s
VrdWr‖ds
≤
2
αj+1
(∫ ∞
0
u2je−udu
)1/2
e−αδ/2 sup
τ∈[0,T ]
‖
∫ τ
0
VrdWr‖
+ sup
t∈[δ,T ]
∫ t
t−δ
(t − s)je−α(t−s)‖
∫ t
s
VrdWr‖ds.
Let N = min{k ∈ Z : kδ ≥ T}. Then P -a.s.
sup
t∈[δ,T ]
∫ t
t−δ
(t− s)je−α(t−s)‖
∫ t
s
VrdWr‖ds (B.11)
≤ max
k=1,...,N−1
sup
t∈[kδ,min{(k+1)δ,T}]
∫ t
(k−1)δ
(t− s)je−α(t−s)‖
∫ t
s
VrdWr‖ds
= max
k=1,...,N−1
sup
t∈[kδ,min{(k+1)δ,T}]
∫ t
(k−1)δ
(t− s)je−α(t−s)‖
∫ t
(k−1)δ
VrdWr −
∫ s
(k−1)δ
VrdWr‖ds
≤
2
αj+1
∫ ∞
0
uje−udu max
k=1,...,N−1
sup
τ∈[(k−1)δ,min{(k+1)δ,T}]
‖
∫ τ
(k−1)δ
VrdWr‖.
Combining Eq. (B.9), Eq. (B.10), and Eq. (B.11) gives the P -a.s. bound
sup
t∈[0,T ]
∫ t
0
(t − s)je−α(t−s)‖
∫ t
s
VrdWr‖ds (B.12)
≤
Cj
αj+1
(
max
k=1,...,N−1
sup
τ∈[(k−1)δ,min{(k+1)δ,T}]
‖
∫ τ
(k−1)δ
VrdWr‖+ e
−αδ/2 sup
τ∈[0,T ]
‖
∫ τ
0
VrdWr‖
)
.
The case δ ≥ T is covered by bounding maxk=1,...,N−1 by maxk=1,...,N .
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C SDEs with Semimartingale Forcing
Let Wt be an Rk-valued Wiener process on (Ω,F , P,Ft), a filtered probability space satisfying
the usual conditions [26]. In this section, we give some of the background theory of SDEs of
the form
Xt = Nt +
∫ t
0
b(s,Xs)ds+
∫ t
0
σ(s,Xs)dWs (C.1)
i.e. SDEs where the initial condition is generalized to a time dependent, continuous semimartin-
gale forcing term, Nt. Much of the following can be found in [27], with the generalization to
SDEs with explosions adapted from [29]. Both of these references discuss the generalization
where Wt is replaced by a more general driving semimartingale, but we don’t need that ex-
tension here.
The main existence and uniqueness result for Eq. (C.1) mirrors that of the more standard
SDE theory:
Theorem C1 Let U ⊂ Rn be open and σ : [0,∞) × U → Rn×k, b : [0,∞)× U → Rn satisfy
the following:
1. b, σ are measurable.
2. For every T > 0 and compact C ⊂ U there exists KT,C > 0 such that for all t ∈ [0, T ],
x, y ∈ C we have
sup
t∈[0,T ],x∈C
‖b(t, x)‖+ sup
t∈[0,T ],x∈C
‖σ(t, x)‖ ≤ KT,C . (C.2)
3. For every T > 0 and compact C ⊂ U there exists LT,C > 0 such that for all t ∈ [0, T ],
x, y ∈ C we have
‖b(t, x)− b(t, y)‖ + ‖σ(t, x)− σ(t, y)‖ ≤ LT,C‖x− y‖. (C.3)
i.e. b(t, x) and σ(t, x) are locally Lipschitz in x, uniformly in t on compact intervals.
Then for any continuous semimartingale Nt with N0 valued in U , the SDE
Xt = Nt +
∫ t
0
b(s,Xs)ds+
∫ t
0
σ(s,Xs)dWs (C.4)
has a unique (pathwise) maximal solution up to a stopping time, e, called the explosion time.
For every ω ∈ Ω, e satisfies one of the following:
1. e(ω) =∞,
2. There exists a subsequence tn ր e(ω) with limn→∞Xtn (ω) =∞,
3. There exists a subsequence tn ր e(ω) with limn→∞ d(Xtn (ω), ∂U) = 0.
As with standard SDEs, non-explosion of solutions follows when the drift and diffusion are
linearly bounded:
Corollary C1 Let σ : [0,∞)× Rn → Rn×k, b : [0,∞)× Rn → Rn be continuous and satisfy
the local Lipschitz property Eq. (C.3). Suppose we also have the following linear growth bound:
For each T > 0 there exists LT > 0 such that
sup
t∈[0,T ]
(‖b(t, x)‖+ ‖σ(t, x)‖) ≤ LT (1 + ‖x‖). (C.5)
Then for any continuous semimartingale, Nt, the SDE
Xt = Nt +
∫ t
0
b(s,Xs)ds+
∫ t
0
σ(s,Xs)dWs (C.6)
has a unique maximal solution and it is defined for all t ≥ 0 i.e. its explosion time is e =∞
a.s.
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We will also need a generalization of the theory of Lyapunov functions to the current
setting; it is needed to prove non-explosion for the hierarchy of approximating equations when
the assumption of bounded forcing is relaxed.
Theorem C2 Let U ⊂ Rn be open, Wt be an Rk-valued Wiener process. Suppose b : [0,∞)×
U → Rn and σ : [0,∞) × U → Rn×k are continuous and satisfy the local Lipschitz property
Eq. (C.3).
Let X0 be an F0-measurable random variable valued in U , a : [0,∞) × Ω → Rn and
c : [0,∞)×Ω → Rn×k be pathwise continuous, adapted processes, and let Nt be the continuous
semimartingale
Nt = X0 +
∫ t
0
asds+
∫ t
0
csdWs. (C.7)
Suppose we have a C1,2 function V : [0,∞) × U → [0,∞) and measurable functions
C,M : [0,∞)→ [0,∞) that satisfy:
1. M(t) and C(t) are integrable on compact subsets of [0,∞).
2. For any t and any R > 0 there exists a compact C ⊂ U and δ > 0 such that V (s, x) ≥ R
for all (s, x) ∈ [t− δ, t]× Cc.
3.
L[V ](t, x) ≡∂tV (t, x) + b
i(t, x)∂xiV (t, x) +
1
2
Σij(t, x)∂xi∂xjV (t, x)
≤M(t) + C(t)V (t, x),
where Σij =
∑
ρ σ
i
ρσ
j
ρ,
4. ‖∇xV (t, x)‖ ≤M(t) + C(t)V (t, x),
5. ‖D2xV (t, x)‖(1 + ‖σ(t, x)‖) ≤M(t) + C(t)V (t, x).
Then the unique maximal solution to the SDE
Xt = Nt +
∫ t
0
b(s,Xs)ds+
∫ t
0
σ(s,Xs)dWs (C.8)
has explosion time e =∞ a.s. We call V a Lyapunov function for the SDE Eq. (C.8).
Proof Existence of a solution, Xt, up to explosion time, e, follows from Theorem C1. Let Un
be precompact open sets with Un ⊂ Un+1 ⊂ U and ∪nUn = U . By looking at the equation on
the events {X0 ∈ Un \ Un−1} it suffices to suppose X0 is contained in a compact subset of U
(say, U1).
Define ηm = inf{t : ‖at‖ ≥ m}∧ inf{t : ct ≥ m}. at and ct are continuous and adapted, so
ηm are stopping times. Since ηm increase to infinity, proving that there is no explosion with
Nt replaced by Nmt ≡ N
ηm
t for each m will imply that e =∞.
Therefore we can fix m and consider X, the solution to
Xt = N
m
t +
∫ t
0
b(s,Xs)ds+
∫ t
0
σ(s,Xs)dWs, (C.9)
with explosion time e.
Define the stopping times τn = inf{t : Xt ∈ Ucn} ∧ n and note that τn < e a.s and
‖Xτnt ‖ ≤ supx∈Un ‖x‖. The continuous semimartingales X
τn are solutions to
X
τn
t =X0 +
∫ t∧τn
0
1s≤ηmasds+
∫ t∧τn
0
1s≤ηmcsdWs (C.10)
+
∫ t∧τn
0
b(s,Xτns )ds+
∫ t∧τn
0
σ(s,Xτns )dWs,
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hence Itoˆ’s Lemma implies
V (t ∧ τn,X
τn
t )− V (0, X0) (C.11)
=
∫ t∧τn
0
∂sV (s,X
τn
s )ds+
∫ t∧τn
0
∂xiV (s,X
τn
s )d(X
τn )is
+
1
2
∫ t∧τn
0
∂xi∂xjV (s,X
τn
s )d[(X
τn )i, (Xτn )j ]s
≤
∫ t∧τn
0
M(s)ds+
∫ t∧τn
0
C(s)V (s,Xτns )ds
+
∫ t∧τn
0
∂xiV (s,X
τn
s )(1s≤ηm (cs)
i
j + σ
i
j(s,X
τn
s ))dB
j
s
+
∫ t∧τn
0
1s≤ηma
i
s∂xiV (s,X
τn
s )ds
+
1
2
∫ t∧τn
0
1s≤ηm∂xi∂xjV (s,X
τn
s )((σc)
ij (s,Xτns ) + (cσ)
ij (s,Xτns ) + C
ij
s )ds.
Note that if ηm > 0 then 1s≤ηm‖as‖ ≤ m, 1s≤ηm‖cs‖ ≤ m and if ηm = 0 then the integrals
involving 1s≤ηm are zero. Therefore
V (t ∧ τn,X
τn
t ) − V (0, X0) (C.12)
≤
∫ t∧τn
0
M(s)ds+
∫ t∧τn
0
C(s)V (s,Xτns )ds
+
∫ t∧τn
0
∂xiV (s,X
τn
s )(1s≤ηm (cs)
i
j + σ
i
j(s,X
τn
s ))dB
j
s
+
∫ t∧τn
0
m‖∇V (s,Xτns )‖ds+
1
2
∫ t∧τn
0
‖D2V (s,Xτns )‖(2m‖σ(s, X
τn
s )‖ +m
2)ds
≤
∫ t∧τn
0
M(s)ds+
∫ t∧τn
0
C(s)V (s,Xτns )ds
+
∫ t∧τn
0
∂xiV (s,X
τn
s )(1s≤ηm (cs)
i
j + σ
i
j(s,X
τn
s ))dW
j
s ,
where we have absorbed constants into M(s) and C(s).
X
τn
s is valued in Un, a precompact subset of U . Therefore continuity of V and ∂xiV imply
all of these terms have finite expectation. Also
E[
∫ t
0
|1s≤t∧τn∂xiV (s,X
τn
s )(1s≤ηm (cs)
i
j + σ
i
j(s,X
τn
s )|
2ds] <∞ (C.13)
for all t, implying the stochastic integral is a martingale. Therefore
E[V (t ∧ τn,X
τn
t )] (C.14)
≤E[V (0, X0)] +
∫ t
0
M(s)ds+
∫ t
0
C(s)E[V (s ∧ τn,X
τn
s )]ds.
The integrands are L1, hence Gronwall’s inequality implies
E[V (t ∧ τn,X
τn
t )] ≤
(
E[V (0, X0)] +
∫ t
0
M(s)ds
)
exp
(∫ t
0
C(s)ds
)
(C.15)
for all t ≥ 0.
Taking n ≥ t and using Fatou’s lemma gives
(
E[V (0, X0)] +
∫ t
0
M(s)ds
)
exp
(∫ t
0
C(s)ds
)
≥ E[lim inf
n→∞
V (τn, Xτn )1e<t]. (C.16)
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Now take ω ∈ Ω with e(ω) < t. Given R > 0 we have a compact C ⊂ U and a δ > 0 such
that V ≥ R on [e(ω) − δ, e(ω)] × Cc. Noting that τn(ω) ր e(ω) we can take N large enough
that for n ≥ N we have τn(ω) ∈ [e(ω)−δ, e(ω)] and C ⊂ Un. Therefore V (τn(ω), Xτn (ω)) ≥ R
for n ≥ N . So lim infn→∞ V (τn(ω), Xτn (ω)) ≥ R i.e. lim infn→∞ V (τn, Xτn)1e<t = ∞1e<t.
But we have a finite upper bound Eq. (C.16) so we must have P (e < t) = 0. t ≥ 0 was arbitrary
and so e =∞ a.s.
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