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The main objectives of this doctoral research are to elucidate the spin dynamics 
of elongated nanorings and the magnonic band structures of spin waves (SWs) in one-
dimensional (1D) and 2D bi-component magnonic crystals (MCs), using experimental 
Brillouin light scattering (BLS) and micromagnetic simulations.  
In Chapter 1, a brief introduction of spin dynamics, an overview of magnonics 
and MCs, the objectives and the outline of this thesis are presented.  Chapter 2 
introduces the basic theory of spin waves and the theory of Brillouin light scattering 
from SWs as well as the experimental instruments used in this thesis. The theory of 
micromagnetics and the micromagnetic simulation methods employed are discussed 
in Chapter 3.  
Chapter 4 presents the BLS mapped magnonic band structure of dipolar-
dominated SWs in 1D bi-component MCs in the form of periodic array of alternating 
contacting magnetic stripes of different ferromagnetic materials. The observed 
bandgaps are demonstrated to be tunable by varying the geometrical and material 
parameters, as well as the applied magnetic field. The entire magnonic band structures 
observed are blue shifted in frequency while the bandgap widths become narrower, 
with increasing applied field strength.  
Results of a BLS and micromagnetic simulation study of the effects of the 
orientation of an in-plane magnetic field on the spin dynamics of elongated nanorings 
are presented in Chapter 5. Permalloy rings of three different sizes were studied. Our 
Brillouin data on the two larger rings reveal a splitting of each SW mode into two 
modes, corresponding to the transition from the onion to the vortex state, when the 
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field was applied along their magnetization easy axis. However, this mode splitting 
was not observed when the field was applied 5° from the magnetization easy axis. In 
contrast, for the smallest ring, SW mode splitting was observed in both field 
orientations. The simulated temporal evolution of the magnetization distribution 
during transitions of magnetic states reveals that the magnetic field orientation 
determines the nucleation site of the domain walls, and hence the magnetic state.  
The micromagnetic simulation results of the magnonic band structures of 
exchange-dominated SWs in transversely and longitudinally magnetized 1D and 2D 
bi-component magnonic crystal waveguides (MCWs) are presented in Chapters 6 and 
7 respectively. The 1D MCWs studied are in the form of periodic arrays of alternating 
contacting magnetic nanostripes of different ferromagnetic materials, while the 2D 
ones are in the form of regular square arrays of square dots embedded in a 
ferromagnetic matrix. The calculated bandgap widths are of the order of 10 GHz. 
These bandgaps were found to be tunable by separately varying the filling fraction, 
lattice constant, applied magnetic field strength as well as the material combinations. 
It is interesting to note that the bandgap widths are independent of the applied field 
strength, in contrast to the width narrowing reported in Chapter 4. The bandgaps were 
also found to be dependent on the in-plane orientations of the applied field. Another 
interesting feature is that there are n+1 zero-width points associated with the nth 
bandgap. 
Chapter 8 summarizes the findings of this thesis and presents overall 
conclusions as well as recommended further studies that can be undertaken. 
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Chapter 1      Introduction 
 
Recent advances in nanofabrication technology have resulted in the 
development of novel micro- and nano-structured materials with tunable magnetic 
properties and submicron- and nano-scale components of magnetic devices. Magnetic 
nanostructures have great potential for applications in modern technologies such as 
information storage, microwave and magnetic field sensing, biomedicine and 
spintronics. Signal processing devices based on magnetic nanostructures and 
controlled by either magnetic fields or spin-polarized currents provide an opportunity 
to use spin waves (SWs) as elementary information carriers. Hence, it is necessary to 
quantitatively understand the spin dynamic responses of magnetic nanostructures to 
driving microwave electromagnetic fields for the development of a new generation of 
frequency-agile microwave devices based on nano-structured artificial magnetic 
materials with properties that are not found in nature. 
Spin dynamic phenomena in magnetic nanostructures have generated intense 
interest in recent years. In particular, the study of SWs has attracted increasing 
attention. The concept of SWs as dynamic eigenmodes of a magnetically ordered 
medium was introduced by Bloch 80 years ago [1]. From a classical point of view, a 
SW represents a phase-coherent precession of microscopic vectors of magnetization 
of the magnetic medium [2,3]. Magnons, as the quanta of SWs, were introduced by 
Holstein and Primakoff [4] and Dyson [5]. SWs exhibit both the classical and 
quantum mechanical properties of waves. They can be reflected when incident onto 
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magnetic potential wells and can tunnel through magnetic barriers [6,7].  
The spin dynamics of arrays of magnetic elements has been studied mainly with 
the aim of exploring the properties of their component magnetic materials and the SW 
confinement within individual elements. The samples studied include uncoupled 
arrays of long axially magnetized magnetic stripes [8,9], arrays of non-interacting 
sub-micron sized tangentially magnetized cylindrical and rectangular Permalloy 
dots [10,11]. The modes in these arrays were identified as magnetostatic SWs which 
were laterally quantized due to the finite in-plane sizes of each individual magnetic 
element. The properties of arrays of non-interacting magnetic dots are intensively 
studied because of the possible applications of these arrays as patterned media for 
magnetic recording. Besides the observation of SW quantization [8], localization [12], 
and interference [13] have also been observed. 
Recently, the emphasis of such research has shifted to the area of magnetic-
field-controlled devices in which SWs are used to store, carry and process information. 
This nascent research field, called magnonics, is growing exponentially. Key 
magnonic components currently explored include magnonic waveguides, SW emitters, 
and filters [14]. Since the wavelength of magnons is orders of magnitude shorter than 
that of electromagnetic waves (photons) of the same frequency in photonic crystals, 
magnonic nanodevices are promising candidates for the miniaturization of microwave 
devices.  
Magnonic crystals (MCs), the basis of magnonics, are SW analogs of photonic 
and phononic crystals, and represent materials with periodically modulated magnetic 
parameters. The band structure of SWs in MCs, which is similar to those of elastic 
waves and light in phononic and photonic crystals, is strongly modified with respect 
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to uniform media. The band structure consists of bands of allowed SW frequencies 
and forbidden frequency gaps (‘bandgaps’), in which there are no allowed magnonic 
states. Bandgap, which is an intrinsic property of MCs, forbids the propagation of 
SWs through these crystals. MCs with frequency bandgaps have many potential 
applications such as microwave filters, switches, and current-controlled delay lines. 
There has been a surge of interest in MCs, and studies have been performed to 
understand the propagation of SWs in these systems.  
The subsequent sections provide an overview of magnonics, and a detailed 
discussion of previous and on-going research on MCs. 
 
§ 1.1 Overview of Magnonics 
The studies of magnonics have attracted greatly interest as recently featured in a 
series of review papers [15-19]. Magnonics is a field of research and technology 
emerging at the interfaces between the study of spin dynamics and a number of other 
fields of nanoscale science and technology. As with spintronics [20,21], the main 
application direction of magnonics is connected with the potential ability of SWs to 
carry and process information on the nanoscale. Here, research is particularly 
challenging since SWs exhibit several peculiar characteristics that make them 
different from elastic and electromagnetic waves. 
From the practical point of view, the most attractive features of magnonics are 
that the dispersion relation of magnons can be easily modified by an external 
magnetic field. Despite the significant theoretical and somewhat scattered 
experimental efforts devoted to magnonics, creation of miniature magnonic devices 
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for which the excitation, manipulation, and detection of short-wavelength SWs 
remains the key challenge in magnonics. 
 
§ 1.2 Review of Magnonic Crystals 
While extensive research has been undertaken on photonic crystals [22,23], 
information on their analogue MCs is relatively scarce as they only started to attract 
considerable attention a few years ago [24-39]. Photonic crystals are a well known 
class of materials that possesses special properties arising from their optical bandgap. 
MCs are designed to have periodically modulated magnetic properties and they open 
up the capability to control the generation and propagation of the SWs by analogy 
with the role of photonic crystals in controlling electromagnetic waves in other size 
and frequency regimes. Like photonic crystals, MCs are expected to possess special 
and interesting properties arising from their frequency bandgaps. It is anticipated that 
MCs are expected to show great promise in a wide range of magnetic device 
applications such as in magneto-electronic devices [31] and magnonic 
waveguides [32]. Tunability of the frequency bandgap of MCs would be essential to 
the functioning of devices based on such crystals. 
Magnetic one-dimensional (1D) periodic layered structures have been studied 
for more than a decade since the giant magnetoresistive effect, which is used in the 
technology of recording media and sensors, was discovered in the Fe/Cr multilayered 
system [40,41]. In addition to the multilayer structure, recent progress in lithographic 
techniques at the nanoscale makes it possible to realize arrays of magnetic wires, dots 
and antidots (negative dots) with sizes in the tens of nanometers range. In this case, 
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even for magnetic elements which are not in direct contact, dipolar coupling between 
them is sufficient to produce a collective behavior, classifying MCs into one-
dimensional (e.g. arrays of stripes), two-dimensional (e.g. arrays of dots) or three-
dimensional (e.g. arrays of nanospheres) MCs. Generally, when the interdot spacing is 
much smaller than the dot lateral sizes, magnetostatic interaction starts to play an 
important role leading to a considerable mutual influence between the dots. As a 
consequence of the interaction among the dots, there are changes in coercivity and 
switching field width, presence of induced anisotropies, and collective behaviors of 
the elements in magnetization reversal.  
It is also possible to design an MC comprised of direct contacting elements of 
different magnetic materials, such as an alternating array of Fe and Co stripes, or Fe 
dots in a matrix of Co. In this case the interaction is of the exchange-type which is 
stronger than the dipolar interaction. Therefore an MC can also be seen as a 
ferromagnetic medium with a modulation of its magnetic properties (e.g. saturation 
magnetization, and exchange constant). Also, by changing the size and the shape of 
the elements, as well as their relative distance, it is possible to modify the overall 
properties of the whole artificial crystal. It is interesting to note that new fundamental 
physical phenomena induced by the artificial periodicity is expected to appear, such 
as the presence of dispersion curves and Brillouin zones (BZs), the existence of 
allowed and forbidden frequency bands (existence of bandgaps), the appearance of 
acoustic and optical SWs due to the presence of a complex base (unit cell) for the MC, 
the existence of soft spin modes which promotes the inversion of the magnetization. 
All these features have been foreseen from the theoretical point of view, but there is a 
clear lack of experimental data in the literature.  
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§ 1.2.1 Experimental Studies of Magnonic Crystals 
It  is  known that the properties of  spin  waves  propagating  in MCs can  be  
controlled by  periodic modulation of  geometrical parameters, such as thickness, of a 
continuous magnetic film or width of a quasi-1D SW waveguide [37,39].  The 
variation of the geometrical parameters allows one to control the widths and 
frequency positions of allowed and prohibited bands in the SW spectrum. 
The propagation of SWs in planar periodic structures based on ferrite films has   
been investigated using space- and time-resolved Brillouin light scattering (BLS) and 
inductive detection techniques [39]. Measurements performed on arrays of uniformly 
magnetized stripes demonstrated the existence of several collective modes, 
propagating through the structure [39,42,43]. Multilayer films composed of magnetic 
layers having different magnetizations and planar arrays of magnetic stripes can also 
be considered as 1D MCs [28]. Periodic arrays of magnetic dots coupled by 
magnetostatic interaction can function as 2D MCs, and recent studies of the static and 
dynamic properties of magnetic dots and dot arrays revealed many interesting 
properties of these systems [44], which can be employed to create artificial 
microwave materials with novel functionalities. Clearly, dynamical properties of such 
periodic structures can be tuned by the variation of the external magnetic field, as well 
as by the variation of the structure geometrical sizes.  
Recently, experimental studies of MCs (excited by the quasi-uniform field of a 
coplanar transmission line) by time-resolved Kerr microscopy [45-47] and 
ferromagnetic resonance [48] were reported by Kruglyak et al. and Kakazei et al.. 
However, they did not provide any experimental evidence of the frequency dispersion 
and propagating character of SW modes, because, with the two techniques employed, 
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it is not possible to sweep the wavevector of measured excitations. This limitation, 
however, has been overcome by the BLS technique which relies on the inelastic 
scattering of photons by thermally activated SWs. Because of the angular frequency 
and wavevector conservation in the magnon–photon interaction, BLS has the ability 
to measure the dispersion relation (frequency versus wavevector) of the SW modes by 
measuring the SW frequencies as a function of the direction and magnitude of the in-
plane wavevector. BLS has proven to be a sensitive experimental technique to study 
the SW bands and gaps in MC crystals [17,24,42,49-52]. Details of the BLS technique 
will be presented in Chapter 2. 
BLS measurements of 1D array of closely packed arrays of magnetic stripes, as 
a function of the transferred in-plane wavevector, reveals an oscillating dispersive 
character of the SW modes with the appearance of BZs determined by the artificial 
periodicity of the stripes array [42,49]. Because of the different artificial lattice 
constants, the samples possessed different widths of the first BZ. However, for the 
closely packed single-material stripes, the widths of allowed and forbidden SW bands 
were very small (1-2 GHz). Instead of closely packed stripes, Wang et al. [24] 
designed and fabricated an MC in the form of 1D periodic arrays of alternating 
contacting stripes of different magnetic materials (cobalt and Permalloy). They 
mapped its complete dispersion relations, and a relatively large bandgap width (about 
2.5 GHz) was found for the fundamental magnonic band. The dependence of band 
structure of the MC on an external magnetic field was also studied. They found that 
the entire band structure was blue shifted in frequency on increasing the applied field 
strength, while the bandgaps became narrower. Further investigations by them 
showed that the frequency dispersion of these crystals was strongly dependent on their 
geometrical dimensions [50]. Additionally, it was observed that the bandgap width 
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decreased with increasing Permalloy stripe width, but increased with increasing cobalt 
stripe width, and that the bandgap center frequency was more dependent on the stripe 
width of Permalloy than that of cobalt. 
In contrast to the case of 1D MCs consisting of arrays of thick stripes with 
uniform magnetization, the study of thin film based 2D MCs faces the problem of 
pronounced magnetization inhomogeneity. Although they are more complex, 2D MCs 
are expected to have manifold functionality in the realization of magnetic devices. 
Two kinds of artificial periodic structures which have been suggested as 2D MCs are 
antidot arrays (periodic arrays of holes patterned into a thin film) and magnetic dot 
arrays. For instance, the frequency dispersion of Permalloy square antidot arrays have 
been measured by BLS [53,54]. As demonstrated by the experimental results, these 
antidot lattices support both propagating and resonating standing SWs, depending on 
the relative orientation of the external magnetic field with respect to the lattice mesh. 
It is anticipated that the SW spectrum of antidot arrays can be controlled and modified 
by changing the dimension, distance of the holes and the symmetry of the lattice as 
well as the orientation of the external applied field [55].  
Dense 2D arrays of submicron sized dots have also been considered as 2D MCs. 
The frequency dispersion and the propagation characteristics of SWs in such a system 
have been investigated by BLS [56]. Measurements, recorded as a function of the 
magnitude and the direction of the exchange wavevector, provided experimental 
evidence of traveling collective modes, whose frequency dispersion was characterized 
by a full magnonic bandgap. 
These experimental studies of 1D and 2D MCs establish the existence of 
magnonic bandgaps, and it is expected to stimulate further development of the theory 
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and applications of magnonics. The observed bandgap tunability could find 
applications in the control of the generation and propagation of information-carrying 
SWs in MC-based devices.  
 
§ 1.2.2 Micromagnetic Studies of Magnonic Crystals 
Although experimental tools and theoretical approaches are effective means of 
understanding the fundamentals of spin dynamics and gaining new insights into them, 
the limitation of these same tools and approaches have left gaps of knowledge in the 
pertinent physics. As an alternative, however, micromagnetic simulations have 
recently emerged as a powerful tool for the study of a variety of phenomena related to 
spin dynamics of magnetic elements on the nanoscale. Recently Kim [18] reviewed 
recent developments in the micromagnetic simulations of the excitation, propagation 
and the novel wave characteristics of SWs, highlighting how the micromagnetic 
simulation approach contributed to a better understanding of spin dynamics of 
nanomagnets, and considering some of the merits of numerical simulation studies. 
Lee et al. [25] have performed micromagnetic simulations of SWs in magnonic 
crystal waveguides (MCWs). The MCWs are composed simply of various nanostripes 
of different width modulations serially connected and made only of a single magnetic 
material. In these MCWs, the band structure of propagating SWs are manipulated by 
the periodic modulation of different widths. It was found that the band structure 
properties of SWs, including the bandgap width, position and number, are controllable 
by the periodicity and the width ratio of the MCs. The bandgaps originate from the 
diagonal coupling between the identical lowest-energy modes, as well as the coupling 
between the initially propagating lowest-energy mode and the higher-order quantized 
Chapter 1                                                                                                      Introduction 
-10- 
 
width mode newly excited through the scattering of SWs at the edge steps of width-
modulated nanostripes. Micromagnetic simulations have also been carried out to 
investigate the dependence of SW modes on the orientation and strength of an applied 
magnetic field in nano-structured Py thin-film antidot lattices [33,57,58]. All the 
micromagnetic simulations were carried out on MCs of single component so far. 
However, new features are expected to appear for bi-component MCs. 
 
§ 1.3 Objectives 
Despite recent advances in the fundamental understanding of the wave 
properties of excited SW modes in MCs in the form of dense arrays of magnetic 
elements or antidot arrays, few studies have focused on MCs comprised of direct 
contacting elements of different magnetic materials. New fundamental physical 
phenomena are expected to appear for these continuous structures versus the air-
separated arrays. The main aim of this study is to investigate the magnonic band 
structures of propagating SWs in 1D and 2D bi-component MCs as well as the 
confined SWs modes in elongated ferromagnetic nanorings using the experimental 
BLS technique and micromagnetic simulations. The specific objectives of this 
research are to investigate the tunability of magnonic bandgaps in the proposed MCs 
by modifying the geometrical or the material magnetic parameters, as well as the 
external magnetic field H. We also aim to elucidate how the orientation of H 
influences the spin dynamics of elongated ferromagnetic rings. In particular, using 
BLS and micromagnetic simulations to investigate SWs in elongated permalloy 
nanorings under different orientations of the in-plane magnetic field. 
The results of this present study should contribute to the understanding of 
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magnetic excitations in MCs and on modern information processing methodologies. 
The experimental and theoretical establishment of the existence of magnonic 
bandgaps in such structures could stimulate further development of the theory and 
applications of magnonics. The tunability of bandgap could find applications in the 
control of generation and propagation of information-carrying SWs in MC-based 
devices. For SW control and manipulation, we are at the early stages, but recent 
results already promise intriguing possibilities. Despite numerous challenges in 
magnonics, further exciting advancements can be expected in the near future. 
Alongside remarkable challenges, there are also a number of unexplored opportunities 
for further exciting advances and significant potential for practical applications. 
 
§ 1.4 Outline of This Thesis 
The thesis is organized as follows. A brief introduction of spin dynamics, an 
overview of magnonics and MCs, the objective and the outline of this thesis are 
presented in Chapter 1.  Chapter 2 introduces the basic theory of spin waves and the 
theory of Brillouin light scattering from SWs as well as the experimental instruments 
used in this research. A description of the micromagnetics and the micromagnetic 
simulation methods used is given in Chapter 3. Chapter 4 presents the BLS mapped 
magnonic band structure of dipolar-dominated SWs in 1D bi-component MCs in the 
form of periodic arrays of alternating contacting magnetic stripes of different 
ferromagnetic materials.  
Chapter 5 explores the influences of the orientation of an in-plane applied 
magnetic field on the spin dynamics of elongated Py nanorings using BLS and 
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micromagnetic simulations. The micromagnetic simulation results of the magnonic 
band structures of exchange-dominated SWs in transversely and longitudinally 
magnetized 1D bi-component MCWs in the form of periodic array of alternating 
contacting magnetic nanostripes of different ferromagnetic materials are presented in 
Chapter 6. Chapter 7 investigates the magnonic band structures of exchange-
dominated SWs in transversely and longitudinally magnetized 2D bi-component 
MCWs by micromagnetic simulations. The 2D MCWs are in the form of regular 
square arrays of square dot embedded in a ferromagnetic matrix. Chapter 8 
summarizes the findings of this thesis and presents overall conclusions as well as 
recommended further studies that can be undertaken. 
 
 




Chapter 2      Brillouin Light Scattering from Spin Waves 
 
 § 2.1 Introduction 
 BLS is inelastic light scattering by excitations, such as magnons and phonons, 
with frequencies in the GHz regime. Since the 1980’s, BLS has proven to be very 
effective for detecting SW excitations [59-61] in magnetic structures such as thin 
films, multilayers and magnetic nanoelements. The underlying principle is based on 
inelastic scattering of light from SWs residing in the magnetic layers. It involves 
the emission or absorption of a magnon (particle counterpart of SW) by a photon 
while the photon is inelastically scattered within the sample medium. These two 
scattering processes are named ‘Stokes’ and ‘Anti-Stokes’ process respectively. In 
BLS measurements, a beam of highly monochromatic light is focused on the sample 
surface under investigation. The scattered light within a solid angle is frequency 
analyzed using a multi-pass Fabry-Perot (FP) interferometer. From BLS 
measurements of the SW frequency as a function of the direction and magnitude of 
the external magnetic field, magnetic properties such as anisotropy constant, 
exchange constant, gyromagnetic ratio and saturation magnetization, can be obtained 
from an optimal fit of the experimental data.  
BLS is a non-destructive and non-contact technique, with a probing area of the 
order of 2(25)   µm2 (determined by the focusing lens and the diameter of the laser 
beam). By varying the laser light incident angle θ, the dispersion relations of spin 
Chapter 2                                                     Brillouin Light Scattering from Spin Waves 
-14- 
 
wave in magnonic crystals can be mapped across Brillouin zones, i.e., over the range 
of the magnon wavevector q (= 4πsinθ/λ). In our lab, we use the λ = 514.5 nm green 
light of an argon-ion laser and the incident angle θ can be varied from 0º to 70º. This 
corresponds to variation in the absolute value of q in the range between 0 and 
2.3×105 rad/cm. 
 
§ 2.2 Spin Waves 
 The concept of a spin wave was proposed in 1930 by Bloch [1] in order to 
explain the reduction of the spontaneous magnetization in a ferromagnet [62,63]. 
From the equivalent quasi-particle point of view, SWs are known as magnons, which 
are boson modes of the spin lattice that correspond roughly to the phonon excitations 
of the nuclear lattice. The schematic view of SW in a ferromagnet is shown in Fig. 2.1. 
At absolute zero temperature, a ferromagnet reaches the state of lowest energy, in 
which all of the atomic spins (and hence magnetic moments) point in the same 
direction as shown in Fig. 2.1(a). As the temperature increases, the thermal excitation 
of SWs reduces the spontaneous magnetization of a ferromagnet because more and 
more spins deviate randomly from the common direction [see Fig. 2.1(b)], thus 
increasing the internal energy and reducing the net magnetization. With perturbation, 
the disturbance propagates with a wavelike behavior through the material as shown in 
Fig. 2.1(c). The energies of SWs are typically only ~1μeV in keeping with typical 
Curie points at room temperature and below.  
Since the exchange interaction is short ranged compared to dipolar interaction, 
SWs can be classified, depending on their wavelength, into dipole or exchange 
dominated.  In the long wavelength regime, SWs are dipole dominated and referred to 
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as magnetostatic modes. In contrast, for small wavelengths the SW properties are 
dominated by exchange interaction and referred to as exchange SWs. In the following 
an introduction to the properties of SWs in in-plane magnetized infinite thin film is 
given, starting with the fundamental equation in the field of spin dynamics, viz. the 
Landau-Lifshitz torque equation. 
 
 
Fig. 2.1 Representation of spin wave in a ferromagnet: (a) the ground state (b) a spin 
wave of precessing spin vectors (viewed in perspective) and (c) the spin wave 
(viewed from above) showing a complete wavelength.  
 
The dynamics of the magnetization vector is described by the Landau-Lifshitz 
torque equation [64]: 
                                                   eff
d
dt
  M M H                                                  (2.1) 
where M is the magnetization vector, γ the gyromagnetic ratio, t the time, and effH  
the effective magnetic field. The total magnetization is given by: 
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where Ms is the saturation magnetization, and m(r, t) is the magnetization on unit-
vector field which is dependent on time t and the 3-D radius vector r. The effective 









M M  
       H H H MM                     (2.3) 
where 0H  is the applied magnetic field, demagH  the demagnetization field, A the 
exchange constant, Ms the saturation magnetization and Eani the anisotropy energy. 
All the relevant interactions (the Zeeman field 0H , the dipole interaction demagH , the 
exchange interaction A and the anisotropy contribution aniE ) in the magnetic media 
have been considered.  
§ 2.2.1 Magnetostatic Spin Waves 
Magnetostatic SWs were first reported by Damon and Eshbach [65] in 1961. 
The propagation properties and amplitude distributions of the magnetostatic modes 
depend on the geometry of their propagation direction with respect to the applied field 
and the film plane. In this thesis, only SWs propagating in the sample plane were 
investigated. Therefore, the discussion is limited to the two possible geometries 
shown in Figs. 2.2(a) and (b). If both the applied field H0 and the wavevector q lie in 
the film plane and are perpendicular to each other, a magnetostatic surface mode 
(MSSM) is excited. If both H0 and q are collinear, the so-called magnetostatic 
backward volume modes (MSBVM) appear.  
 
 




Fig. 2.2 Geometries of in-plane wavevector q is (a) perpendicular to and (b) parallel 
to the applied field H0. (c) The dispersion relations of spin wave modes as a function 
of the in-plane wavevector q times the film thickness t for two possible geometries. 
For small wavevectors the spin waves are dominated by dipolar interaction, the 
contribution from exchange interaction becomes dominant for large q . The curves 
were calculated for μ0H0 = 200 mT, μ0MS = 1 T, g = 2, A = 2 × 10−11J/m, t = 150 nm.  
 
In order to obtain the dispersion relations (frequency vs wavevector) of various 
SW modes, the Landau-Lifshitz equation must be solved together with the Maxwell 
equations in the so-called magnetostatic approximation 
0 H                                                             (2.4) 
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( 0 H + M)                                                  (2.5) 
Since the fluctuations in M(t) and H(t) associated with SWs are small compared to the 
static values, the magnetization and the field vectors are usually split into time-
independent static parts Ms  and H0  and dynamic parts m(t) and h(t), and the above 
set of equations is solved for the dynamic components only, assuming appropriate 
boundary conditions for surfaces and interfaces [66,67]. 
 
The dispersion relations shown in Fig. 2.2(c) reveal the different characters of 
the SWs arising from dipole interaction. Depending on the relative orientation 
between the applied field H0 and the in-plane wavevector q , the group ( gV q   ) 
and phase ( pV q ) velocities have the same or opposite signs. As a result the 
magnetostatic SWs show positive and negative dispersions.   
 Magnetostatic Surface Waves (MSSW) 
This type of SW mode, with positive dispersion as shown in Fig. 2.2(c) (dipole 
dominated) was first found by Damon and Eshbach [68] and thus is often referred to 
as the Damon-Eshbach (DE) mode. The DE mode is characterized by the localization 
of the mode energy (i.e. localization of the amplitude of the dynamic magnetization) 
in the vicinity of the top and bottom surface of the sample and an exponential decay 
of the precessional amplitude along the film normal. The modes located at the two 
surfaces propagate in opposite directions. Furthermore, it exhibits a nonreciprocal 
behavior, which means that the propagation is possible for either positive or negative 
direction of the wavevector but not for both.  In the magnetostatic limit, i.e. weak 
exchange contribution, and in the case of negligible anisotropies, the dispersion 
relation of the DE mode is given by [61] 




0 0[ ( ) (2 ) (1 e )]
q d
DE s sH H M M                            (2.6) 
where q is the in-plane component of the wavevector q and H0 the external magnetic 
field. At q= 0, its frequency corresponds to the ferromagnetic resonance frequency 
(FMR) 0 0( )FMR sH H M   . For fixed experimental conditions (i.e. H0 and q  are 
constant), the frequency of the DE mode only depends on the saturation 
magnetization MS.  Therefore, trends observed for ωDE provide valuable information 
on the behavior of MS. 
 Magnetostatic Backward Volume Waves (MSBVW): 
In this case, the applied field H0 and the in-plane wavevector q are collinear. An 




1 e[ ( )]
q d




                               (2.7) 
Since group and phase velocities point in opposite directions, negative dispersion is 
observed (see dipole-dominated regime in Fig. 2.2(c)). As a consequence, they are 
referred to as magnetostatic backward volume waves. The amplitude of these SW 
modes is distributed throughout the whole thickness of the sample. At q = 0, its 
frequency corresponds to FMR . 
The microscopic origin of the different dispersion behaviors of the DE and the 
MSBVM modes is illustrated in Fig. 2.3. For the MSBVW modes, the wavevector 
q lies parallel to the applied field H0. The dynamic magnetization m points 
perpendicular to the film surface (z-direction), which causes a dynamic stray field 
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hstray. As m reverses its direction after a distance of λ/2 as shown in Fig. 2.3(a), the 
energy associated with the stray field depends on the wavelength of the MSBVM 
modes. Therefore, the antiparallel moments approach each other and the stray field 
energy decreases with increasing q . Hence, the energy and the frequency of the 
MSBVW modes decrease with increasing wavevector. 
In the case of the DE modes, the situation differs in terms of the orientation of 
q  perpendicular to the applied field H0. Although, on account of the out-of-plane 
dynamic magnetization component, the stray field energy still decreases with 
increasing in-plane wavevector, a second mechanism is dominant for the frequency 
behavior of the DE modes.  After a distance λ/2, antiparallel moments m can be found 
pointing towards each other as shown in Fig. 2.3(b).  When decreasing the wavelength 
the antiparallel moments approach each other and their mutual dipolar fields increases 
the wave energy. Therefore, the DE mode frequency increases with increasing q as 
shown in Fig. 2.2. 
 
Fig. 2.3 Microscopic origin of the different dispersion behaviors of (a) the MSBVM 
and (b) the DE modes. M denotes the combination of the static and dynamic 
magnetization Mo and m, respectively. The dynamic stray field strayhfh of the 
magnetization along the z-component is indicated by the dotted lines. Reprinted with 
permission from [70].  
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§ 2.2.2 Exchange Spin Waves 
When increasing the wavevector, neighboring moments start to deviate from 
parallel alignment and as a consequence exchange interaction needs to be taken into 
account.  Exchange interaction becomes dominant when the spin wavelength is of the 







M                                                     (2.8) 
where A is the exchange constant.  Within the exchange length the dipole-dipole 
interaction is dominated by the exchange interaction. Arias and Mills [71] derived an 
expression for the SW dispersion with dipolar-exchange interactions taken into 
account 
12 2 2 2
0 0
2 2[( 2 sin )( 2 )]s q s s
s s
A AH M q d q H M M q d q
M M
         
        (2.9) 
where q  is the angle between the applied field H0 and .q  Note that the contribution 
arising from exchange does not depend on the orientation between H0 and q  (see 
exchange dominated regime in Fig. 2.2). 
 
§ 2.2.3 Confined Spin Wave Modes in Magnetic Structures 
So far, we have discussed the general properties of SWs in infinite thin film. 
Actually, the SW spectrum will be modified by the boundary conditions at the 
surfaces when the dimensions of the magnetic system are reduced. In small magnetic 
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structures with dimensions of the order of the wavelength of the SW, confinement of 
SWs can arise due to the lateral dimensions of the magnetic structures. 
The physical boundaries of the magnetic structure give rise to a ‘potential well’ 
for the magnons, which supports standing waves only when the wavelength satisfies 
the condition w = nλ/2, where the number of nodes n is an integer (see Fig. 2.4).  The 
width w and depth of the well are defined by the lateral dimensions of the structure 
and the energy density of the system, respectively. As discussed above, the energy as 
a function of the number of nodes depends on the character of the magnetostatic SWs. 
As shown in Figs. 2.4(a) and (b), the energy rises for MSSW modes and decreases for 
MSBVM modes with increasing node number.  
Generally, micron-sized magnetic structures favor the formation of dipolar 
dominated SW modes. However, on account of inhomogeneity of the internal fields, 
even in micron-sized ferromagnetic structures, exchange dominated SWs may be 
observed [12,72]. In addition, the problem might be even more complicated for 
elements in the magnetostatic size regime when the higher order modes are excited.  
As shown in Fig. 2.2, exchange interaction can no longer be ignored and the dynamic 
response gradually changes from purely magnetostatic to exchange dominated when 
increasing the wavevector [73]. In this case, the boundary conditions for the 
magnetization also change continuously from quasi-pinned (in case of dipole 
dominated) to unpinned (in case of exchange dominated) conditions [74-78]. 
 




Fig. 2.4 Confinement of spin waves inside a ‘potential well’ of width w. Only modes 
with wavelengths satisfying w = nλ/2 are supported. Energies of (a) MSSW modes 
increase, and (b) MSBVM modes decrease with increasing number of nodes.  
 
§ 2.2.4 Experimental Techniques for Spin Waves 
 The experimental techniques commonly used for studying SWs include 
inelastic neutron scattering, inelastic x-ray scattering, electron energy loss 
spectroscopy, ferromagnetic resonance techniques and inelastic light scattering 
spectroscopy (Raman and Brillouin light scattering). In this section, we give a very 
brief introduction to all techniques except BLS; BLS will be discussed in detail in the 
following sections of this Chapter. 
Traditionally, SWs in magnetic materials are detected using neutron 
scattering [79]. In neutron scattering, the momentum of the neutron is typically 
much larger than that of the photons in a BLS experiment. By varying the 
momentum of neutrons, neutron scattering is able to probe SWs over the entire 
Brillouin zone. This contrasts with BLS which is limited only to SWs near t he  
zone center. However, due to the small scattering cross-section from magnons, 
neutron scattering can generally probe only SWs in bulk materials and is limited to 
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low energies and small wavevectors because of the existence of the Bragg peak. 
However, recent positive attempts to push the limit of neutron scattering in thin films 
have been reported [80]. 
A new generation of synchrotron sources has been installed in national 
laboratories of various countries, thus promising the opportunity for inelastic x-ray 
scattering experiments. Since x-rays also have much larger momentum than optical 
photons used in BLS, x-ray scattering can probe the entire Brillouin zone. 
Although phonons have been successfully detected with x-rays [81], the study of 
magnons by x-ray scattering has still not been possible due to the weak scattering 
signal. 
Electron energy loss spectroscopy is another scattering technique which is 
widely used for studying excitations on crystal surfaces. Though this technique is able 
to measure the wavevector dependence of the surface mode, it is a difficult technique 
with poor resolution [82]. 
In Raman scattering, the incident light is scattered by the permittivity 
fluctuations which are caused by the SWs in the medium. The first experimental 
observation of SWs using Raman scattering was made by  Fleury et al. in 1966 [83], 
who observed a temperature-dependent light scattering from one or two-magnon 
excitations in the antiferromagnet FeF2. However, magnons, with frequencies of the 
order of tens of GHz, cannot be studied by Raman scattering, whose minimum 
detectable frequency is of the order of hundreds of GHz.  
Ferromagnetic resonance (FMR) [84] has provided another means of 
investigating SW excitations. The line-width of the FMR resonance signal reveals 
information on SW damping, while the line-width of a BLS signal is largely 
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controlled by instrumental broadening and yields no information on damping. 
However, FMR generally is limited to the investigation of SW with zero wavevector 
(uniform mode). The recently developed ferromagnetic resonance force microscopy 
(FMRFM) [85] is a new approach that has higher sensitivity. While pulsed 
inductive microwave magnetometer (PIMM) [86] was built following similar ideas 
as FMRFM, BLS will retain its unique status in probing SWs in magnetic metallic 
multilayers into the foreseeable future. 
 
§ 2.3 Kinematics of Brillouin Light Scattering 
In BLS experiments a laser beam of fixed angular frequency and wavevector 
is incident on the surface of a sample. The scattering geometry with an incident angle 
of i to the surface normal is shown in Fig. 2.5. Although most of the light is 
specularly reflected, a small fraction of the light is inelastically scattered by the 
thermally excited magnon with an angular frequency shift depending on the nature of 
the scattering process. The spectrum of the light inelastically scattered at an angle s 
contains information about surface and/or bulk magnons. The scattered light is 
collected in the direction 180° from the incident light and thus i s  , which is known 
as the 180°-backscattering geometry. 
 




Fig. 2.5 Scattering geometry showing: the incident and scattered light wavevectors ki 
and ks; the surface and bulk magnon (phonon) wavevectors qS and qB. i and s are the 
angles between the outgoing surface normal and the respective incident and scattered 
light. (The plane which contains the wavevector of the scattered light and the surface 
normal of the sample is defined as the scattering plane.)  
 
 From a quantum mechanics point of view, such an inelastic scattering can be 
described in terms of the creation and annihilation of a magnon of wavevector q and 
angular frequency. The kinematics of the Brillouin scattering process follows 
directly from the conservation of angular frequency (energy): 
                                    s i                                           (2.10) 
and conservation of the wavevector (momentum): 
                                     s i k k q                                                   (2.11) 
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between the magnon and the incident (i) and scattered (s) photons, where i , ik , s , 
and sk  are the respective angular frequencies and wavevectors of the incident and 
scattered light.  As shown in Fig. 2.6, the ‘’ sign in Eqs. (2.10) and (2.11) indicates 
that the photon absorbs a magnon (anti-Stokes shift), and the ‘’ sign indicates that 
the photon emits a magnon (Stokes shift). 
 
 
Fig. 2.6 Kinematics of (a) Stokes and (b) anti-Stokes scattering events occurring in 
Brillouin light scattering from bulk magnon.  
  
§ 2.4 Spin Wave Scattering Mechanism  
Excitations in a solid can inelastically scatter incident light through the 
induced modulation of the optical constants of the medium. The SWs in the magnetic 
materials cause a spatially periodic modulation of the permittivity of the medium, and 
the light is scattered by the permittivity fluctuations [60]. The mechanism of the 
scattering of light from SWs is actually a magneto-optic mechanism. It can be 
understood as the fluctuation of the transverse polarizability of a medium due to the 
Lorentz force caused by the precessing magnetization (SWs). Since the polarization of 
the scattered light is perpendicular to that of the incident light, p-s (p means the E 
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component of the incident light is in the scattering plane, while s means the H 
component of the scattered light is in the scattering plane) polarization is commonly 
used through this project for the study of SWs so as to exclude the BLS signal from 
phonons which normally appears in p-p polarization.  
 In BLS experiments, monochromatic light of angular frequency ωi is incident 






k                                                        (2.12) 
where λ0 is the wavelength of the incident light and ni is the refractive index of the 
medium. The incident electric field will induce a polarization P in the medium, with 
Cartesian components given by: 
 0( , ) ( , ) ( , )iP t t t
  

 r r rE                                   (2.13) 
where χ is the susceptibility tensor of the medium, 0  is the permittivity of free space, 
and μ and ν denote x, y, or z. The effect of excitations is to modulate χ and hence 
produce a fluctuation term in the polarization P. This in turn will give rise to a 
scattered electromagnetic wave whose electric field strength Es and frequency ωs can 
be calculated from Maxwell’s equations. The scattering process will be inelastic when 
the incident photon of energy i  either takes energy from or gives energy to the 
excitation in the medium and produce the scattered photon of energy s . 
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§ 2.5 Spin Wave Scattering Profile 
The scattering of a photon by a bulk magnon is schematically illustrated in Fig. 
2.7(a). The scattered photon must have a wavevector ks with magnitude very close to 
that of the wavevector ki of the incident photon in order to satisfy energy 
conservation, since the energy of the magnon absorbed or emitted is much less than 
the photon itself. Therefore the scattered photon wavevector ks must lie on the 
dashed circle line, which represents the sphere of photon wavevector with energy 
equal to that of the incident photon. During the experiment, a collection lens is 
placed in proximity to the sample. The cone of photons collected in Fig. 2.7(a) 
represents the range of scattered photon wavevectors collected by the collection lens. 
The collection geometry in Fig. 2.7(a) is named ‘backscattering’, as the cone of 
photon collection has its central axis aligned with the incident photon wavevector. 
The scattering of a photon by a surface magnon is illustrated in Fig. 2.7(b). 
Since surface SWs have a decaying amplitude profile (instead of a propagating profile) 
in a direction normal to the opaque film, surface magnons observed by light scattering 
have their momentum undefined perpendicular to the surface. Therefore momentum 
is only to be conserved in the plane along the sample surface. The vertical dash line in 
Fig. 2.7(b) acts as a guideline to the eye, illustrating that the horizontal momentum 
component is conserved after scattering. It is interesting to note that the wavevector 
and energy exchange between the photon and the surface magnon depend on the 
incident angle of the incident light, while no such dependence exists for scattering of 
bulk magnons. This can be understood by assuming that ki and ks are collinear, i.e. 
ks = - ki, the wavevector magnitude of the emitted or absorbed bulk magnon |q| 
always equal 2|ki|, while for surface magnon |q| = 2|ki|sinθ, where θ is the angle 
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between ki and sample surface normal. Therefore, by varying the incident angle of the 
photons, signal from bulk magnon reveals no new information but the surface 
magnon shows the important ω-q (frequency-wavevector) dispersion relation. For the 
BLS study of MCs in this thesis, the dispersion relations of SWs propagating in these 
periodic structures are mapped by varying the incident angle of the laser light. 
Important parameters such as saturation magnetization, and exchange constant can 
be subsequently deduced from the Brillouin spectra [87].  
 
Fig. 2.7 Scattering of a laser photon by (a) a bulk magnon and (b) a surface magnon. 
The solid and dashed arrows associated with magnon wavevector q correspond to 
A n t i - Stokes or Stokes process. The dashed lines act as a guide to the eye to 
illustrate the conservation of momentum in the x-direction.  
 
§ 2.6 Polarization of Photons Scattered from Magnons 
Light consists of a fluctuating electric field. When such an oscillatory 
electric field E is present in a magnetic material with magnetization M, an 
oscillatory electric polarization P will be produced according to the formula (in S. I. 
units) [88] 
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11 0( 1) ( ) / sK M    P E E M                                     (2.14) 
where Ms is the magnitude of M, ε11 is the diagonal component of the dielectric 
constant matrix of the magnetic material, and K is the magneto-optic coefficient. 
Values of ε11 and K are frequency dependent and their values at two common 
spectroscopy laser lines (514.5nm and 632.8nm) for Ni, Co and Fe can be found 
in Ref. [88]. Suppose M also contains a fluctuating component, then M can be 
written as M = M0 + m, where M0 is the static component and m is the oscillatory 
component. It readily follows from Eq. (2.14) that P will contain a term proportional 
to E × m. 
 
Fig. 2.8 Incident laser beam, magnetization and spin wave wavevector.  
 
Since in thin films it is the surface SW, and not the bulk magnon, which carries 
information on the dispersion relation, we focus our investigation on the surface SW. 
For surface SWs, the magnon travels largely around the direction perpendicular to 
the magnetization [87]. Therefore, in order to probe the surface SW, the incident 
plane of the laser beam should lie parallel to the magnon wavevector, as shown in 
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Fig. 2.8. The laser light polarization is defined as ‘p’ or ‘s’ polarized if the 
oscillating electric field lies within or perpendicular to the incident plane. In Fig. 2.8, 
the incident light is p-polarized, and its electric field is given by E = Exex + Eyey. Its 
cross-product with m = mxex + myey results in the polarization pointing in the z 
direction:  P = (Exmy - Eymx)ez. The resulting oscillating electric dipole radiates 
electromagnetic waves with a characteristic spatial pattern [89]. An array of electric 
dipoles residing on the sample surface and oscillating in the z direction will ensure 
the radiated electromagnetic wave has its electric field along the z direction. 
Therefore the scattered light is s-polarized, which is perpendicular to p-polarized 
incident laser light. 
On the other hand, suppose the incident light is s-polarized, i.e. the electric field 
is given by E = Ezez. We can verify that the resultant electric polarization is 
proportional to Ez(mxey - myex). Therefore in this case the scattered light is p-polarized. 
Thus we conclude that the polarization of light scattered by a magnon is always 
perpendicular to the polarization of the original incident light. This differs from light 
scattered by acoustic phonon that has its polarization direction unchanged. The SW 
signal can be selectively transmitted to pass through while the entire phonon signal is 
being blocked by selecting proper orientation of the analyzing polarizer. 
 
§ 2.7 Experimental Setup 
 The schematics of a typical Brillouin light scattering experimental 
arrangement are displayed in Fig. 2.9. The main components of the setup are (i) a 
continuous single-mode laser which serves as the excitation light source, (ii) a 
focusing/collection optics system, (iii) a high-contrast multi-pass tandem Fabry-Perot 
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interferometer (FPI), equipped with a photon detector, for spectral analysis of the 
scattered light, (iv) a computerized data acquisition system and (v) a computer 
controlled electromagnet system.  
 The laser light is generated by a Spectra Physics 2080 argon-ion laser. A beam 
splitter, which is placed in front of the laser, separates the laser beam into two 
perpendicular components. One part of the deflected beam is directed into the FPI and 
serves as reference beam. The other part of the beam, after passing through a step 
filter, is reflected by a tiny mirror, and finally focused by a collection lens onto the 
sample as the excitation source. The scattered light is collected by the same lens and 
focused onto the entrance unit of a JRS Scientific Instrument (3+3)-pass tandem FPI 
for analysis. The dispersed radiation is detected by a photon detector and the signals 
are sent to a computer for storage and analysis. 
 
Fig. 2.9 Schematics of BLS set-up in the 180°-backscattering geometry. Beam spliter 
(BS), Filter (F), Mirror (M), Sample (S), Lens (L), Polarizer (Po). 
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For the study of SWs a computer-controlled GMW 3470 electromagnet is used 
to generate the static magnetic field of up to 1.2 T. A special accessory set was 
designed to hold samples within the small gap between the poles of the electromagnet. 
For polarization studies, a polarizer is inserted between the tiny mirror and focusing 
lens so that only p-polarized or s-polarized light passes through. As SW signals are p-
s polarized, a polarizer is used to exclude the p-p polarized signals due to phonons.  
 
§ 2.8 Instrumentation 
§ 2.8.1 Laser 
For Brillouin light scattering studies, laser light of single frequency and single 
mode is essential. A 15 W Spectra Physics model BeamLok 2080-15S Argon ion 
laser [90] equipped with a Z-Lok accessory package is used in this project to meet 
these requirements. The laser emits a light beam with diameter of about 1.9 mm at 
1/e2 points, and beam divergence of about 0.45 mrad. The 514.5 nm radiation was 
used in all Brillouin measurements. The laser system is extremely reliable and stable 
with high power stability and beam pointing stability. 
§ 2.8.2 Light Modulator 
The light modulator, shown in Fig. 2.10, is a double shutter system mounted 
directly behind the entrance pinhole of the FP. The device operating with a reference 
beam is able to modulate the light intensity reaching the photomultiplier and protect 
the detector from the strong elastic scattering from the sample. For scanning of the 
Brillouin signal from the sample, shutter SH1 is open and shutter SH2 is closed. The 
experimental signal enters from Pinhole P1. While scanning the strong elastic 
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scattering, SH1 is closed to block the elastic signal. At the meantime, SH2 is open. A 
suitable light signal is thus introduced for stabilization purpose via the Pinhole P2. 
 
Fig. 2.10 The outline of the light modulator.  
 
§ 2.8.3 Multi-pass Tandem FP Interferometer  
 
 
Fig. 2.11 Illustration of the transmission versus wavelength of FP interferometer. 
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1. Properties of FP Interferometer 
A typical FP interferometer [91] consists of two partially reflecting plane fused-
silica mirrors mounted accurately parallel to one another at a distance (L). Light can 
be transmitted only if L is equal to a multiple of half of its wavelength (λ0): 
0
2
pL                                                            (2.15) 
where p is an integer, as shown in Fig. 2.11. The neighboring orders of interference 
are therefore separated by a frequency difference of ∆f: 




                                           (2.16) 
This inter order spacing is called the free spectra range (FSR) of the 
interferometer. The finesse (F) of the FP interferometer is related to the line width   
of a given transmission peak by:  
 F 
                                                           (2.17) 
 The transmitted intensity is given by the Airy function T: 
0
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                              (2.18) 
where T0 (<1) is the maximum transmission determined by the system. 
The contrast for an n-pass interferometer [92] is the nth power of that of a 
single-pass one. For example, a five-pass interferometer can achieve a contrast of at 
least five or six orders of magnitude greater than that of a single-pass interferometer. 
At the same time the peak transmission (~50%) and finesse (50-100) stay 
comparable [93]. 
Chapter 2                                                     Brillouin Light Scattering from Spin Waves 
-37- 
 
2. Tandem FP Interferometer 
The layout of the tandem FP interferometer system is shown in Fig. 2.12. The 
first interferometer FP1 lies in the direction of the translation stage movement. One 
mirror sits on the translation stages, and the other on a separate angular orientation 
device. The second interferometer FP2 lies with its axis at an angle θ to the scan 
direction. One mirror is mounted on the translation stage in proximity to the mirror of 
FP1, the second mirror on an angular orientation device. The changes in FP1 δL1 and 
in FP2 δL2 satisfy the synchronization condition: 
  1 2 1 2/ /L L L L                                                     (2.19) 
 
Fig. 2.12 The translation stage allowing automatic synchronization scans of the 
tandem interferometer. 
 
For the JRS (3+3)-pass tandem FP interferometer, the two interferometers are 
arranged by a novel parallelogram construction which can achieve both statically and 
dynamically stable synchronization. The advantage of the tandem FP interferometer 
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includes tilt-free scan, high linear scan, continuous change and measurement of mirror 
spacing, ability to change the mirror spacing moderately without losing alignment, 
higher contrast and larger effective FSR (5 GHz to 300GHz).  
§ 2.8.4 Photon Detector 
Detectors with high signal-to-noise ratio and low dark count are required for 
BLS study since the Brillouin signal is generally weak. A single photon counting 
module SPCM-AQ was used, which is currently the most efficient detector for 
Brillouin scattering. Its quantum efficiency (QE) is about 60% at 500 nm. The high 
QE means that weak signals can be measured far more quickly than with normal 
photomultiplier tubes (typically QE 10-15%). 
The SPCM-AQ is a photon counting system producing TTL pulses. There is a 
dead time of about 50 ns between pulses. The solid-state detector utilizes a unique 
silicon avalanche photo-diode that has a circular active area with a diameter of 200 
m. The photo-diode is both thermoelectricity cooled and temperature controlled, 
ensuring stabilized performance despite changes in the ambient temperature. The 
SPCM-AQ requires a +5 volt power supply. A 50  TTL pulse, 2 volts high and 30 
ns wide, is output at the rear BNC connector as each photon is detected. The photon 
pulses are collected and displayed as a spectrum on the computer. The maximum dark 
count is 9 cps. An f/1.5 lens, with diameter of 18 mm, was positioned in front of the 
silicon avalanche diode.  
§ 2.8.5 Electromagnet 
A computer-controlled GMW 3470 electromagnet [94] was used to generate a 
static magnetic field.  The maxim field is determined by the pole gap, which can be 
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varied up to 75 mm, and pole face (two types of pole faces: (i) 40mm-diameter for 
larger area of uniform field, and (ii) 20mm-diameter for stronger fields). For instance, 
using the 20 mm taped face and 10 mm pole gap, a maximum field of 1.2 T can be 
achieved. Whenever the pole gap is changed, a recalibration of the generated 
magnetic field is needed.   
When using the electromagnet, the magnetic field is set by keying in the 
magnetic field value in the ‘Field Setpoint in Tesla’ box in the control program (see 
Fig. 2.13). The program automatically determines the current required for the 
magnetic field according to the recorded calibration curve. Clean, cool (16°C - 20°C) 
water at 1 L/min at 0.3 bar is required to cool the magnet windings.  
 
Fig. 2.13 Control panel of the electromagnet with the field set at 0.60 T. 
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§ 2.9 Analysis of Brillouin Spectrum 
Measured Brillouin data were recorded by a PC interfaced to the FPI control 
unit. The frequencies of the Brillouin peaks in the measured spectra were obtained by 
spectra fitting the peaks with Lorentzian functions. The PeakFit software is used for 
spectral fittings to obtain frequencies, linewidths and intensities of Brillouin peaks. 
An example of fitting using PeakFit is shown in Fig. 2.14. 
 
 
Fig. 2.14 An example of spectra-fitting of a Brillouin spectrum using the PeakFit 
program. The experimental data, background are shown as dots and yellow curve 
respectively. The green, yellow and white lines at the bottom are the Lorentzian peaks 










Chapter 3      Micromagnetics 
 
§ 3.1 Introduction  
Micromagnetics is a unitary continuous theory created by William F. Brown for 
ferro- and ferrimagnetic systems [1].  Brown first completed the formulation of the 
micromagnetic method by putting together the concepts previously developed by 
Weiss [2], Landau and Lifshitz [97]. He commented that [95]: “clearly 
micromagnetics is not yet ready to eject domain theory from the position that it now 
holds by default. But micromagnetics can at least formulate explicitly and attack 
honestly problems that domain theory evades”. The microscopic details of the atomic 
structure are ignored and the material is considered from a macroscopic point of view 
by taking it to be continuous. Therefore, micromagnetics addresses magnetic bodies 
on a length scale situated between that employed by atomistic approaches and the one 
used in domain/magnetic microstructure analysis. 
The basic idea of the micromagnetic theory is that within the magnet, the 
magnetization M(r, t) = Msm(r, t) varies continuously along the coordinate axes and 
has a magnitude Ms (saturation magnetization), that is dependent on temperature T, 
m(r, t) is the magnetization on unit-vector field. The forces acting on M are due to 
magnetic fields H(r) arising from all the magnetic interactions. These fields exert 
torques on M tending to align it along the local field directions. Equilibrium states 
may be computed through energy minimization of the total energy. However, the 
most common approach today is to solve the Landau-Lifshitz (LL) equation of motion, 
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which  is  a  torque  equation  relating  the  time  evolution  of  M to the torques 
exerted by H. In this way the magnetization dynamics is also captured and an 
equilibrium state is reached when the magnitude of the torques vanish in every lattice 
point. Fidler [98] also gave a detailed description of the basic principles of 
micromagnetics.  
In this chapter, a brief description of the energy terms involved in a ferromagnet 
is given, followed by the magnetization dynamics and the realization of 
micromagnetic simulations using computers. 
 
§ 3.2 Magnetic Energies and Fields  
In micromagnetism, the static and dynamic magnetic properties of small 
ferromagnetic elements are determined by the relative contribution of different energy 
terms.  The total free energy of a typical rigid ferromagnetic body comprises the 
Zeeman energy, magnetostatic energy (also known as demagnetizing energy), 
exchange energy, and magnetocrystalline anisotropy energy. The Zeeman energy 
comes from the external applied field. The exchange energy is the dominant energy 
that keeps the neighboring spins aligned and thus results in a spontaneous 
magnetization, assuming that the temperature does not exceed the Curie temperature. 
Compared to the exchange energy, the magnetostatic energy is generally weak but has 
a long-range effect due to its slow decay over distance. Finally, the 
magnetocrystalline anisotropy energy is also small as compared to the exchange 
energy in terms of near neighbor interaction. However, it plays an important role in 
determining the direction of spontaneous magnetization in magnetic materials.  
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In a thermodynamic context, any system in equilibrium is in a local minimum of 
the total free energy. In the micromagnetics theory such a total free energy is a result 
of several terms, whose balance determines the material’s magnetic properties. The 
total free energy E is obtained by adding various contributions, such as the Zeeman 
energy EZee, demagnetizing energy Edem, exchange energy Eex, and anisotropy energy 
Eani. The total free energy is given by   
Zee demag exch aniE E E E E                                     (3.1) 
These contributions will be described in the following. When addressing the dynamic 
behavior of the magnetization, the effective magnetic field Heff is commonly used 
instead of the magnetic energy. The correlation between these parameters is given by 








M M  
       H H H MM                      (3.2) 
where H0 is the external magnetic field, Hdemag the demagnetization field, A the 
exchange constant, and Eani the anisotropy energy.  
§ 3.2.1 Zeeman Energy 
If an external field H0 is applied, the magnetization M is submitted to a torque 
which tends to align it parallel to the field direction. Due to the misalignment between 
H0 and M, a supplementary contribution has to be included in the total energy. The 
magnetic field, magnetic induction, and magnetization are related by B = μo(H + M). 
The Zeeman energy describes the interaction of the magnetization M with an external 
magnetic field H0: 




E d    M H                                                  (3.3) 
where V is the volume occupied by the magnetic structure and d  the volume 
element. 
§ 3.2.2 Demagnetizing Energy 
The demagnetizing energy is the energy of the magnetic moments in their self-
induced magnetic field.  Since the corresponding magnetostatic field tends to 
minimize the global magnetization of a system, it is also called the demagnetizing 
field Hdemag.  The part of the magnetostatic field located outside a structure is 
sometimes called the stray field. The demagnetizing energy can be calculated by: 
o
2demag demagV
E d    M H                                        (3.4) 
where Hdemag is calculated as the convolution of the magnetization involving cell to 
cell magnetostatic interaction.  
§ 3.2.3 Exchange Energy 
Exchange energy is related with the short-range interactions between 
neighboring magnetic atoms or molecules, mainly due to the Pauli principle 
modification of Coulomb interaction between neighboring electron spins. Unlike the 
long-range magnetostatic interactions which prefer anti-parallel configurations, 
exchange interactions tend to pull neighboring magnetic dipole moments towards the 
same direction. In the continuum approximation, where the microscopic arrangement 
of magnetic moments inside the crystal is neglected and the energy is obtained by 
integrating over all moments within the sample volume V, the exchange energy is 
given by [99]: 




2 ( )exch x y zV
s
AE M M M d
M
                              (3.5) 
where A is the exchange constant, , ,x y zM M M are the respective x, y, z components 
of M, and   represents the Euclidean norm of a 3-D vector. The effective field 
can be similarly derived from the exchange energy density. 
§ 3.2.4 Anisotropy Energy 
Due to the spin-orbit coupling, the crystal structure of a material may impose 
certain preferred directions onto the magnetization. Deviation from these directions 
imposes an energy penalty, called the anisotropy energy. Anisotropies are manifested 
as certain preferred configurations of the magnetization, arising from multiple 
physical origins such as anisotropic crystalline structures, magnetic memory, 
macroscopic shapes, different material properties at surfaces, etc. Mostly governed by 
quantum physics, many of these effects can still be described with phenomenological 
approaches and can be calculated classically [100]. The anisotropy energy due to the 






                                             (3.6) 
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§ 3.3 Magnetization Dynamics 
Recently, the challenging requirements of greater speed and areal density in 
magnetic storage elements, has considerably increased the effort of the researchers in 
the investigation of magnetization dynamics. Magnetization dynamics, like any other 
mechanical system, is always accompanied by dissipative forces (damping) during 
precession. To describe the spin alignment, Landau and Lifshitz [97] added to the 
precession a second term which describes phenomenologically the damping. Later, 
Gilbert [101] expressed this damping parameter α through the Rayleigh dissipation 
function, which was introduced in the Döring’s Lagrangian formulation. In this 
section we will present both Landau-Lifshitz and Landau-Lifshitz-Gilbert equations 
as a model for magnetization ‘motion’.  
§ 3.3.1    Gyromagnetic precession 
It is known from quantum mechanics that there is a proportionality relationship 
between the magnetic spin momentum µ and angular momentum L of electrons. This 
relationship can be expressed as 
                 L                                                       (3.7) 
where γ is the absolute value of the gyromagnetic ratio 




                                                      (3.8) 
where g is the Landé-factor (g ≈ 2), e is the electron charge, me is the electron  mass 
and c is the speed of light.  By applying the momentum theorem one can relate the 
rate of change of the angular momentum L to the torque exerted on the particle by the 
magnetic field H: 
Chapter 3                                                                                                 Micromagnetics 
-47- 
 
                        d
dt
 L H                                                  (3.9) 
By using Eq. (3.7), one ends up with a model which describes the precession of the 
spin magnetic moment µ around the field H: 
                              d
dt
   H                                              (3.10) 
The frequency of precession is the Larmor frequency 
                               
2L
Hf                                                      (3.11) 
Eq. (3.10) can be written for each spin magnetic moment within the elementary 
volume dV(r): 
                                           j j
d
dt
   H                                            (3.12) 
where the magnetic field H is intended to be spatially uniform. Now, by taking the 
volume average of both members of the Eq. 3.12, one has: 




     H                                (3.13) 
and hence, by recalling the definition of magnetization vector field M, we can get the 
following continuum gyromagnetic precession model: 
                                 d
dt
  M M H                                            (3.14) 




Fig. 3. 1 (a) Undamped and (b) Damped gyromagnetic precession. 
 
§ 3.3.2    The Landau-Lifshitz equation 
The first dynamical model for the precessional motion of the magnetization was 
proposed by Landau and Lifshitz in 1935 [97]. Basically, this model is constituted by 
a continuum precession equation Eq. (3.14), in which the presence of quantum-
mechanical effects and anisotropy is phenomenologically taken into account by means 
of the effective field Heff given by Eq. (3.2). Then, the Landau-Lifshitz (LL) equation 
is: 
                                       eff
d
dt
  M M H                                            (3.15) 
If the magnetization rate of change dM/dt vanishes, Eq. (3.15) expresses the 
equilibrium condition given by the Brown’s equations. 
It is worth to note that the LL equation (Eq. (3.15)) is a conservative 
(Hamiltonian) equation. Nevertheless, dissipative processes take place within 
dynamic magnetization processes.   The microscopic nature of this dissipation is still 
not clear and is currently the focus of considerable research [102,103]. The approach 
followed by Landau and Lifshitz consists of introducing dissipation in a 
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phenomenological way. In fact, they introduce an additional torque term that pushes 
magnetization in the direction of the effective field (see Fig. 3.1). Then, the LL 





     M M H M M H                         (3.16) 
where λ > 0 is a phenomenological  constant  characteristic  of the material.   It is 
important to observe that the additional term is such that the magnetization magnitude 
is preserved according to the micromagnetic constraint M = Ms. This can be seen by 
scalar multiplying both members of Eq. (3.16) by M.   
§ 3.3.3    The Landau-Lifshitz-Gilbert equation 
There is no damping term in Eq. (3.15). Hence, once M is deflected from its 
equilibrium position, the precessional motion with constant cone angle would 
continue indefinitely. This behavior of course does not agree with experimental 
observations where M returns to its equilibrium orientation after a few nanoseconds. 
In 1955, Gilbert [101] proposed a different approach including damping into the LL 
equation. In his framework, he introduces a phenomenological dissipation by 
introducing a kind of ‘viscous’ force, whose components are proportional to the time 
derivatives of the generalized coordinates.  More specifically, he introduces the 
following additional torque term: 




  MM                                                    (3.17) 






M , where α > 0 is the 
Gilbert damping constant, depending on the material (typical values are in the range α 
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= 0.001 - 0.1). Similar to the case of LL equation, the additional term introduced by 
Gilbert preserves the magnetization magnitude [101]. In the following section, when 
we analyze the fundamental properties of magnetization dynamics, we will show that 
the Gilbert damping is connected to the assumption of a suitable Rayleigh dissipation 
function. Therefore, the precessional equation Eq. (3.15), modified according to 






     
M MM H M
                                   (3.18)
 
The first term of Eq. (3.18) is equal to Eq. (3.15) and represents the precessional 
motion of the magnetization vector. The second term describes the damping, adding a 
torque that pushes the magnetization back towards the effective field direction.  
There is substantial difference between LL and LLG equations although they are 
very similar from the mathematical point of view. For instance, the LL equation Eq. 
(3.16) can be obtained easily from Gilbert equation.  In fact, by vector multiplying 
both members of Eq. (3.18) by M, one obtains: 




       M MM M M H M M                  (3.19) 
Remembering the vector identity a × (b × c) = b (a • c) – c (a • b) and observing 
that 0d
dt




      M MM M M H                            (3.20) 
By substituting the latter equation into the right hand side of LLG equation Eq. (3.18), 
one has: 







       M MM H M M H                        (3.21) 
The above equation can be appropriately recast to obtain the following expression: 




       
M M H M M H                    (3.22) 
which is commonly referred to as LL equation in the Gilbert form. One can 
immediately notice that Eq. (3.22) and Eq. (3.16) are mathematically the same, 
provided that one assumes: 
21
      and   21
 =                                (3.23) 
Podio-Guidugli [104] has pointed out that both LL and LLG equations belong to 
the same family of damped gyromagnetic precession equations. Nevertheless some 
considerations about the meaning of the quantity γ, which indeed is the ratio between 
physical characteristics of the electrons like mass and charge, are sufficient to say that 
Eqs. (3.16) and (3.18) express different physics and are identical only in the limit of 
vanishing damping. Later, Kikuchi [105] and Mallinson [106] have pointed out that in 
the limit of infinite damping (   in Eq. (3.16),   in Eq. (3.18)), the LL 
equation and the LLG equation give respectively: 
d
dt
M    and    0d
dt
M                                   (3.24) 
Since  the  second result  is  in agreement  with  the  fact  that  a very  large  
damping should produce a very slow motion while the first is not, one may conclude 
that the LLG equation Eq. (3.18) is more appropriate to describe magnetization  
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dynamics.  In this thesis, the micromagnetic simulation method we used is based on 
the solutions of the LLG equation. 
§ 3.4 Micromagnetic Simulations  
With the rapidly-increasing processing capability of modern computers, there 
has been a surge of interest in the field of computational micromagnetics, and indeed 
computer-based micromagnetic simulations in general. In micromagnetic simulations, 
the distance scale (the size of the elementary computational cell) is  based  on  the  
fact  that  the  magnitude  of  the  magnetization M is constant within each elementary 
cell but its  direction changes with position from cell to cell, similar to the concept 
proposed by Landau and Lifshitz [97]. Exchange is formulated as a second-order 
derivative of magnetization with respect to spatial coordinates. Anisotropy is 
expressed in terms of the polar angle between M and the uniaxial or cubic anisotropy 
direction. Finally, demagnetization is expressed as a spatial integrates of the product 
of a dipole-dipole long-range interaction kernel with the magnetization M. In general, 
the problem in micromagnetics is three-dimensional in nature and involves non-linear 
calculations of both local interactions, represented by exchange, and long-range 
interactions, represented by the demagnetization which is dipolar in nature.  
§ 3.4.1   Introduction to OOMMF  
Currently, a number of micromagnetic packages are available for solving the 
LLG equation. Each of them has its strengths and weaknesses. The Object Oriented 
Micromagnetic Framework (OOMMF) program [107] was developed at the National 
Institute for Standards and Technology (NIST). It uses a finite-difference method, and 
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requires the discretization of a chosen geometry over a grid of cells each of identical 
volume and cubical shape. 
In this thesis, we used the OOMMF software package for the micromagnetic 
simulations of static and dynamic magnetization properties of MCs. In the simulations, 
the MCs are divided into cubical cells, with each cell possessing a uniform magnetic 
moment.  The cells have to be chosen small enough in order to average over the 
spatial variation of the magnetization and field distribution.  Each cell is considered to 
be homogeneously magnetized, i.e. within a micromagnetic simulation, all of the 
atomic magnetic moments inside this cellular domain are thought to behave as a 
single particle. This is an acceptable assumption because at the atomic length scale, 
the exchange interaction, responsible for the homogeneous alignment of magnetic 
moments, is overwhelmingly the most significant energy term.  These cells can then 
be used for the simulation. Typically, cell sizes should be of the order of the exchange 
length.  
The exchange length is a length scale over which the direction of M does not 
change significantly, as across this length the exchange energy is overwhelmingly the 
dominant component and other influences have little effect. A coarse mesh will not 
allow the software to resolve the exchange length properly, so independent domains 








                                                   (3.25) 
where A is the exchange constant in J/m, µ0 the magnetic permeability (4π×10-7 
T•m•A-1) and Ms the magnetization in A/m. The exchange length λex therefore gives a 
quantitative measure for the required mesh resolution. 
Chapter 3                                                                                                 Micromagnetics 
-54- 
 
The LLG equation, introduced in Section 3.3, is a fundamental part of time-
dependent computational micromagnetics. Different arrangements of this equation are 
used in calculations and simulations. The OOMMF package exploits the finite 
difference method to calculate magnetization dynamics by solving the LLG equation 
(Eq. (3.18)). The time evolution of the magnetization M of the magnetic nanostructure 
can be obtained by integrating the LLG equation. The effective magnetic field Heff 
can be represented by Eq. (3.2).  
 
Fig. 3.2 The memory requirements of OOMMF as a function of the number of 
discrete simulation cells per edge for a three-dimensional geometry. Reprinted with 
permission from [110]. 
 
Static and dynamic simulations can take a significantly long computation time, 
of the order of days or even weeks depending on the total number of simulation 
cells of the physical system. The calculations also require intensive computing 
power. Fig 3.2 shows how the requirements for system memory in OOMMF scale 
in a cubic system (i.e. the lengths of the x, y and z sides of the cube are the same 
and have the same discrete cell size) as a function of the number of cells. 
§ 3.4.2   Simulation procedures 
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In the static simulations, the equilibrium magnetization configuration, 
corresponding to an energy minimum for each applied field can be obtained by 
integrating the LLG equation with the damping coefficient α = 0.5, a value chosen so 
that the equilibrium magnetization state can be obtained in a reasonable time. For the 
systems studied in this thesis, smaller values have also been used, but all led to the 
same equilibrium state. An equilibrium stage should be considered to be completed 
when the /dm dt across all spins drops below 0.01. As an example, the magnetization 
distributions in MCs investigated in this thesis, are shown in Fig. 3.3. 
 
Fig. 3.3 The magnetization distribution of (a) one-dimensional MC and (b) two-
dimensional MC. The arrows (Mx) and pixels (My) correspond to the spatial 
distribution of the in-plane component of magnetization. 
 
 In the subsequent dynamic calculations, in which α was set to 0.01, the 
equilibrium magnetization distribution for each applied field was used as the starting 
magnetic ground state. In order to excite SWs, a ‘sinc’ function [25] 









                                        (3.27) 
with H0 = 1.0 T and field frequency fH = 250 GHz, was applied locally to a volume 
element ΔxΔyΔz (= 10 × 140 × 10  nm3). SWs, with frequencies ranging from 0 to 
250 GHz, were thus excited and propagated in the structures studied. The dispersion 
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curve and mode profiles of SWs propagating along the length of the MCs were 
calculated using the following procedures. First, the time dependence of the 
magnetization of each cell is recorded. Fig. 3.4, as an example, shows the time-
resolved magnetization averaged over the whole simulated physical system. The 
dispersion curve for the propagation of SWs is then obtained by performing a 2D 
Fourier transform of the out-of-plane component of the magnetization in space and 
time. Furthermore, the mode profile of each eigenmode can be obtained by plotting 
the spectral amplitude at a given frequency for each cell. 
 
Fig. 3.4 The time-resolved magnetization distribution (a) mx, (b) my and (c) mz of an 
one-dimensional MC. 




Chapter 4      Brillouin Light Scattering Study of One-
dimensional Bi-component Magnonic Crystals 
 
§ 4.1 Introduction 
Previously, the great majority of experimental studies were performed on 
periodic structures composed of single constituent magnetic material. These structures 
with micron-size periods include 1D arrays of micron-size shallow grooves [111] and 
2D arrays of antidot etched on yttrium iron garnet (YIG) films [112,113], as well as 
1D arrays of micron-size metal stripes deposited on top of YIG films [114]. In these 
investigations, highly attenuated frequency bands were observed using the microwave 
technique. However, the disadvantage of YIG-based structures is that YIG cannot be 
integrated into standard semiconductor technology because high-quality YIG films 
cannot be grown on silicon at the moment; rather, special substrates are needed. The 
industrial demand of miniaturization and integration into semiconductor technology is 
much better met in the case of Py. 
Collective SWs arising from closely spaced stripes were recently 
investigated [42,43]. Kostylev et al. [43] reported the observation of partial frequency 
bandgaps in 1D periodic arrays of non-contacting Py nanostripes. However, in these 
magnetic systems, the edge-to-edge spacing (~55 nm) between neighboring stripes is 
much larger than the exchange length (~5 nm) for Py. Hence, the stripes are dipolar 
coupled and exchange decoupled, and no spin precession exists within the intervening 
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air gaps in these arrays. Additionally, when the air gaps in these arrays are wider than 
the dipolar interaction range, the collective mode behavior ceases to exist and the 
observed modes are then confined within each individual isolated stripe [24]. 
In their theoretical studies of bi-component MCs, Puszkarski and 
Krawczyk [26,27] have established that the frequency bandgaps of SWs depending on 
the saturation magnetization contrast and the exchange constant contrast between the 
MC composite materials. They have theoretically predicted that, in general, the more 
contrasting the magnetic properties of the constituent materials of a MC are, the wider 
would be its bandgap, a property that can be exploited to facilitate detection of 
bandgaps.  
Recently, Wang et al. [24,50,115] have designed and fabricated a 1D MCs in the 
form of a periodic array comprising alternating contacting cobalt (Co) and Py 
nanostripes (Co/Py MCs). They chose these materials as the saturation magnetization 
and exchange constant of Co are about twice those of Py. As the magnetic 
susceptibility of a magnetic material is larger than that of air, SW propagation through 
a magnetic material is more efficient than tunneling through an air gap. This results in 
a stronger dipole coupling for their Co/Py MCs than for an array of stripes separated 
by air gaps. Therefore, SWs can propagate across the entire length of the Co/Py MCs, 
regardless of the width of the stripes. Also, the choice of a second magnetic material 
in this type of MCs affords a greater versatility in the tailoring of the band structure 
the gap width and/or center frequency. The dispersion relations of the SWs in these 
periodic structures were mapped by Wang et al. using BLS technique. They reported 
that the bandgap of their MCs can be made tunable by changing the geometrical 
parameters and the applied magnetic field [24,50,115]. 
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Here we report the results of an experimental and theoretical investigation into 
the spin dynamics of MCs with three different material combinations. We studied 
periodic contacting arrays of iron (Fe) and Py nanostripes, nickel (Ni) and Py 
nanostripes, and copper (Cu) and Py nanostripes. The observed magnonic bandgaps 
will be compared with those of the Co/Py MCs reported by Wang et al. and Zhang et 
al. [24,50,115]. Brillouin light scattering, an excellent investigative tool for studying 
low-frequency (gigahertz range) magnetic excitations nanostructures [42,43,116,117], 
will be employed in this study. Numerical calculations, based on finite element 
method, will be performed to determine the magnonic band structures of the samples.  
Information gained from the observation of bandgap tunability could be applied 
to the control of the generation and propagation of information-carrying SWs in MC-
based devices. Since the wavelengths of magnons in MCs are orders of magnitude 
shorter than those of photons, of the same frequency, in photonic crystals, MCs are 
excellent candidates for the fabrication of nanoscale microwave devices. Filters and 
waveguides, in which SWs are generated by microwave techniques for use in 
microwave communication systems, are possible examples of such devices.  
 
§ 4.2 Sample Description 
The 1D MCs studied were synthesized on oxidized Si(001) substrate using high-
resolution multilevel electron beam lithography (EBL), deposition and lift-off 
techniques [24]. The schematics of the MC fabrication process are shown in Fig. 4.1. 
The first nanostripe array was defined on polymethyl methacrylate (PMMA) resist. 
This was followed by electron beam deposition and lift-off of a 30-nm-thick Py film. 
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For the fabrication of the second nanostripe array, another layer of PMMA resist was 
deposited. High-resolution electron beam lithography with precise alignment was then 
used to define the position of the second nanostripe array. Subsequently, a 30-nm-
thick film of Fe, Ni or Cu was deposited followed by a lift-off process. The stripes of 
the resulting nanostructured arrays are very well-aligned as evidenced by the 
representative scanning electron microscope (SEM) image shown in Fig. 4.2. As 
adjacent stripes are in direct physical contact, they are exchange coupled together.  
 
Fig. 4.1 Schematics of fabrication process for 1D nanostructured magnonic crystals. 
 
The MCs with a lattice constant a = 500 nm and stripe width of 250 nm were 
fabricated. All stripes have a length of 100 μm and a thickness of 30 nm, and the 
length of the array is 100 μm. For brevity, the samples will be referred to as Fe/Py, 
Ni/Py, and Cu/Py. The periodicity of the crystal was chosen so that, for the 
experimentally accessible SW wavevectors, the dispersion spectrum can be measured 
up to the fourth BZ. 
 




Fig. 4.2 SEM image of a magnonic crystal in the form of a 1D periodic array of 30-
nm-thick Py and Fe nanostripes, each of width 250 nm. 
 
§ 4.3 BLS Experiments and Theoretical Model 
All Brillouin spectra were excited with the  = 514.5 nm radiation of an argon-
ion laser. They were measured in the 180°-backscattering geometry (see Fig. 4.3) and 
in p-s polarization using a six-pass tandem Fabry-Perot interferometer. A continuous 
stream of pure argon gas was directed at the irradiated spot on the surface of the MC 
to cool it and to keep air away from it. Prior to the start of an experiment, the sample 
was saturated in a 1T field directed parallel to the long axes of the nanostripes (y-axis 
in Fig. 4.3). In magnetic field dependence experiments, the applied static field H was 
generated with a computer-controlled electromagnet. The dispersion relations were 
mapped across the Brillouin zone, i.e. over the range of the magnon wavevectors q (= 
4sin/) from zero to 3π/a (MC period a = 500 nm), by changing the incidence 
angle  of the laser light. Our Brillouin experiments probed SWs propagating along 
the 1D MCs, and not SWs localized in any component nanostripe. The measured SW 
wavevectors q range from 0.04 × 107 to 2.3 × 107 m-1, and whether the long-range 
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dipole-dipole interactions or the short-range exchange effects predominate depends on 
q. In general, dipole-dipole interactions predominate over the exchange effects for q < 
107 m-1, while exchange effects are dominant for q > 108 m-1, and within the 
intermediate regime, the two interactions are comparable [60]. 
 
 
Fig. 4.3 Schematic of Brillouin light scattering geometry showing the laser light 
incident angle θ, incident and scattered photon wavevectors ki and ks, magnon 
wavevector q, and applied magnetic field H. 
 
The theoretical calculation of the dispersion relation ω(q) of SWs in the MCs 
under an applied homogeneous magnetic field was carried out following the approach 
described below. In the calculations, the magnetic stripes were treated as being 
infinitely long in the y-direction (see Fig. 4.3). Linearization of the Landau-Lifshitz 
equation yields [118] 
 ( )( ) ( ) ( ) ( ) = 0sx z z
Mi m Q m m
H z
      
rr r r                    (4.1) 
and 
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 ( )( ) ( ) ( ) ( ) = 0sx x z
MQ m m i m
H x
       
rr r r       (4.2) 
where 0 0= ( ), = 2 ( )sH Q A M H    , A is the exchange constant, sM  the 
saturation magnetization,   the gyromagnetic ratio, H  the applied magnetic field, 
xm  and zm  the components of the dynamic magnetization m,   the SW angular 
frequency and r the 3D position vector. The magnetic potential  (r), within the 
magnetic stripes, is given by 
2 ( ) ( )( ) = x zm m
x z
    
r rr                                     (4.3) 
while outside the stripes, it satisfies the Laplace equation. 
The usual magnetostatic boundary conditions were imposed. For simplicity, the 
surface and interface anisotropies were neglected. Hence, the exchange boundary 
conditions are satisfied if the magnetization m and (A/Ms)(m/x) [119] are both 
continuous at the interface between the alternating contacting stripes. Magnetostatic 
boundary conditions also require that (r) and the normal component of the magnetic 
induction be continuous across interfaces between two adjacent stripes. As the 
propagating SWs are modulated by the periodicity of the MC, the Bloch-Floquet 
theorem yields 
   ,  , eiqam x a z m x z                                               (4.4) 
and 
   , , eiqax a z x z                                              (4.5) 
where a is the lattice constant of the MCs. Thus, only a unit cell of the repeating 
structure needs to be considered and with the periodic boundary conditions imposed, 
the effect of the periodic images are included. The dispersion relation ω(q) are then 
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obtained by numerically solving Eqs. 4.1 to 4.3 using the finite element method, with 
the above-stated interface and surface boundary conditions. 
 
§ 4.4 Results and Discussions 
Representative Brillouin spectra (H =0) of the Co/Py [24], Fe/Py, Ni/Py and 
Cu/Py MCs, recorded at various BZ boundaries and within various BZs, are presented 
in Fig. 4.4 and Fig. 4.5 respectively. For the Brillouin spectra recorded at the first BZ 
boundary, the separation of the first two peaks, due to the two lowest-energy SW 
modes, corresponds to the first bandgap width. For the Brillouin spectra recorded at 
the second BZ boundary, the separation of the second and third peaks, due to the 
second and third lowest-energy SW modes, corresponds to the second bandgap width. 
A notable spectral intensity pattern of the Brillouin peaks was observed over the 
various BZs, as illustrated in Fig. 4.4 and Fig. 4.5 for Co/Py [24], Fe/Py, Ni/Py and 
Cu/Py, respectively.  
 
 




Fig. 4.4 Brillouin spectra of spin waves (H = 0) in (a) Co/Py, (b) Fe/Py, (c) Ni/Py, and 
(d) Cu/Py MCs recorded at various BZ boundaries (q = nπ/a). The shaded regions 
represent frequency bandgaps. All spectra were fitted with Lorentzian functions 
(dashed curves), and the resultant fitted spectra are shown as solid curves. The spectra 
for Co/Py is reprinted with permission from  [24].  
 
 
Fig. 4.5 Brillouin spectra of spin waves (H = 0) in (a) Co/Py, (b) Fe/Py, (c) Ni/Py, and 
(d) Cu/Py MCs recorded within various BZs. All spectra were fitted with Lorentzian 
functions (dashed curves), and the resultant fitted spectra are shown as solid curves. 
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The frequencies of the observed peaks, obtained from a fit with Lorentzian 
functions, were plotted as a function of their respective wavevectors to give the 
measured dispersion relations and displayed in Fig. 4.6. In order to compare the 
magnonic band structures of MCs of different material combinations, the dispersion 
relation of Co/Py MC (Ref. [24]) is also represented. The periodic character of the 
dispersion branches, measured up to the third BZ, is evident from the figure. The full 
magnonic band structure shows the frequency regions where SWs are allowed and 
forbidden to propagate through the crystals. As shown in Fig. 4.6, the two direct 
energy bandgaps are notable features of the dispersion relations. The widths of the 
first and second bandgaps were measured to be 2.1 and 1.2 GHz for Co/Py [24], 2.8 
and 1.0 GHz for Fe/Py, 1.3 and 0.8 GHz for Ni/Py, and 2.7 and 1.2 GHz for Cu/Py, 
respectively.   
Table 4.1 Magnetic parameters (saturation magnetization Ms, exchange constant A, 
and gyromagnetic ratio ) of ferromagnetic metals: Co, Fe, Py and Ni. 
Metals Ms (106 A/m) A (10-11 J/m)   (102 GHz/T) 
Fe 1.752 2.10 1.964 
Co 1.15 2.88 1.964 
Py 0.80 1.0 1.964 
Ni 0.321 0.675 1.964 
 
The calculated SW dispersion relations for zero applied field, are represented by 
solid lines in Fig. 4.6. The magnetic parameters used in the calculation are obtained 
by separate BLS measurements on the reference 30-nm-thick Co, Py, Ni and Fe films. 
Least-squares fitting to the measured data yielded the magnetic parameters as listed in 
Table 4.1. Despite the simplicity of the model employed, as can be seen from Fig. 4.6, 
there is good general agreement between calculations and measurements. The 
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quantitative discrepancy could be a consequence of neglecting the stripe interface and 
surface anisotropies.  
 
Fig. 4.6 Measured dispersion relations, featuring bandgap structures, of SWs in (a) 
Co/Py, (b) Fe/Py, (c) Ni/Py, and (d) Cu/Py magnonic crystals, with lattice constants a 
= 500 nm. Experimental and theoretical data are represented by symbols and 
continuous curves respectively. The measured first and second frequency bandgaps 
are represented by shaded bands, while the Brillouin zone boundaries are denoted by 
dashed lines. The dispersion for Co/Py is reprinted with permission from [24]. 
 
The widths and center frequencies of the first two bandgaps of the four of MCs 
are summarized in Table 4.2. As can be seen from Fig. 4.6(d), for the Cu/Py MC, the 
lowest-frequency mode is the only one with considerable dispersion. In contrast, the 
high-frequency modes tend to be dispersionless, similar to the case of isolated stripes 
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for which the width of the SW band and the dispersion slope are zero. This is due to 
the fact that the Py stripes are being separated by the non-magnetic 250 nm-wide Cu 
stripes, this greatly reducing the coupling between Py stripes. A similar phenomenon 
was observed in dipolar coupled stripe arrays which are separated by air gaps [9,120]. 
Because of the dispersionless of its higher-frequency modes, it is not meaningful to 
compare the observed bandgaps of the Cu/Py MC with those of the other three. 
Table 4.2 The magnetic parameter contrast, measured widths (GHz) and 
corresponding centre frequencies (GHz) of the first two magnonic bandgaps of the 








First Bandgap Second Bandgap 
Width Centre Width Centre 
Co/Py 1.44 2.88 2.1 9.2 1.2 11.3 
Fe/Py 2.19 2.1 2.8 10.7 1.0 12.8 
Ni/Py 0.40 0.675 1.3 4.8 0.8 5.9 
Cu/Py - - 2.7 10.3 1.2 12.2 
 
By comparing the bandgap parameters of Co/Py, Fe/Py and Ni/Py MCs as listed 
in Table 4.2, we found that the width of the first bandgap of the Fe/Py MC is the 
widest (2.8 GHz), while that of the Ni/Py MC is the narrowest (1.3 GHz).  The widest 
second bandgap is observed in Co/Py MC (1.2 GHz), while the narrowest is observed 
in Ni/Py MCs (0.8 GHz). The experimental observation is consistent with the 
previous theoretical prediction that the more contrasting the magnetic properties of 
the constituent materials of a MC is, the wider would be its bandgap [26,27]. More 
specifically, MCs with higher saturation magnetization contrast exhibit wider first 
bandgap, while the MCs with higher exchange constant contrast exhibit wider second 
bandgap.  
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By comparing the dispersion relations for the Ni/Py MC with those of the Co/Py 
and Fe/Py MCs as shown in Figs.4.6 (a) and (b), we found two families of SW modes 
below 15 GHz for the Ni/Py MC, while only one family of SW modes for the Co/Py, 
and Fe/Py MCs. The higher frequency family (> 7.5 GHz) of the Ni/Py MC is located 
within the same frequency range as the other three MCs. This arises from two 
different regimes of dipole coupling for such arrays [17,121]. The occurrence for a 
particular regime depends on the location of a particular magnonic band with respect 
to the frequency band for the DE surface mode (‘DE band’) [65] for the magnetic film. 
If a particular magnonic band is within the DE bands for both materials 
simultaneously, propagation of a travelling SW across the whole MC is expected. 
However, if a particular mode is outside the DE band for one material, the collective 
mode will represent resonant precession in the form of a standing wave across the 
stripe of this material for which this particular frequency lies within the DE band. For 
the stripes made from the second material, magnetization precession will be forced 
and driven by the dipole fields from the resonant stripes.  
The respective DE bands for Co, Fe, Ni, and Py do not overlap as calculated 
using their parameters given in Table 4.1. The frequency thresholds of the Co/Py, 
Fe/Py, and Ni/Py MCs are 14.6, 16.5, and 7.5 GHz respectively [122]. Hence, for 
instance, the magnetization dynamics for Ni/Py MC can be characterized by two 
families of SW modes separated in frequency. The lower-frequency family (viz. ‘Ni 
family’) is characterized by resonant precession of magnetization in the Ni stripes and 
a forced magnetization motion in the Py stripes. For the higher-frequency family (viz. 
‘Py family’)  the magnetization dynamics is the opposite. It is resonant in Py and 
forced in Ni. Obviously, the fundamental mode for Ni/Py MC belongs to the Ni 
family and is characterized by a resonant precession of magnetization in Ni stripes. 
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Precession in all Ni stripes is strongly correlated (phase locked) by dipole fields 
which are ‘amplified’ (relative to the air gaps for a dense array of non-contacting 
stripes) by the high microwave magnetic permittivity material Py filling the gaps 
between the resonating Ni stripes. Similar to the Ni/Py MC, the SW modes of Co/Py 
and Fe/Py MCs can also be classified into low-frequency and high-frequency families. 
Hence, as shown in Figs. 4.6 (a) and (b), the observed SW modes of the Co/Py, and 
Fe/Py MCs belong to the low-frequency family (viz. the Py family) and is 
characterized by a resonant precession of magnetization in the Py stripes.  
The behavior of the magnonic band structures of the four MCs as a function of 
the applied magnetic field was also investigated. The variations of the width and 
center frequency of the first bandgap obtained by measuring Brillouin spectra at the 
first BZ boundary (q = π/a), as a function of H are displayed in Fig. 4.7. It can be seen 
from the figure that the gap width decreases, while the gap center increases with 
increasing applied field. The center frequency increases from 9.4 to 31 GHz for 
Co/Py [24], from 11 to 30 GHz for Fe/Py, from 5 to 23 GHz for Ni/Py, and from 10.5 
to 29 GHz for Cu/Py when the field is raised from 0 to 600 mT. In contrast, its width 
decreases from 2.1 to 0.6 GHz for Co/Py [24], from 2.8 to 0.5 GHz for Fe/Py, from 
1.3 to 0 GHz for Ni/Py, and from 2.7 to 0.8 GHz for Cu/Py. 
As the Cu is non-magnetic material, the microwave susceptibility is smaller than 
that of the magnetic material. This results in a stronger dipole coupling for the 
alternating contacting magnetic stripe array than for the arrays of stripes separated by 
non-magnetic stripe. Hence, the results of Cu/Py MCs are quite different from the 
other three kinds of MCs. 
 




Fig. 4.7 Dependence of the measured width and center frequency of the first bandgap 
on applied field for (a) Co/Py, (b) Fe/Py, (c) Ni/Py, and (d) Cu/Py magnonic crystals. 
The data for Co/Py is reprinted with permission [24]. 
 
§ 4.5 Conclusions 
In summary, we have experimentally and theoretically investigated the spin 
dynamics of 1D bi-component MCs in the form of periodic arrays of alternating 
contacting stripes of different materials, which exhibit well-defined frequency 
bandgaps. The theoretical calculations accord fairly well with experimental Brillouin 
data.  
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By comparing MCs of different material combinations, we found that MCs 
studied with higher saturation magnetization contrast exhibit wider first bandgap, 
while the MCs with higher exchange constant contrast exhibit wider second bandgap.  
For the Ni/Py MC, we observed two families of SW modes. The lower-
frequency family is characterized by a resonant precession of magnetization in the Ni 
stripes and a forced magnetization motion in the Py stripes, while the higher-
frequency family by a resonant precession of magnetization in the Py stripes and a 
forced magnetization motion in the Ni stripes. 
For the Cu/Py MC comprising alternating contacting non-magnetic Cu stripes 
and magnetic Py stripes, only the lowest-frequency mode shows noticeable dispersion. 
In contrast, for the high-order modes, their frequencies tend to those for uncoupled 
stripes for which the width of the magnonic band and the dispersion slope are zero.  
Our findings on the dispersion spectrum and the dependence of the bandgap 
parameters on applied magnetic field and material combinations should contribute to 
the further development of the theory and applications of magnonics, a nascent field 
which holds great promise in technologies such as microwave communications. Just 
as the electric-field tunability of semiconductor bandgaps is of paramount importance 
in semiconductor device applications, the magnetic-field tunability of magnonic 
bandgaps is expected to be crucial to the performance of MC-based devices. 




Chapter 5      Spin Waves in Elongated Nanorings  
 
§ 5.1 Introduction  
Since the discovery of their vortex and onion magnetic states, magnetic 
nanorings have been proposed as a promising candidate for high-density storage 
devices [123-126]. Many studies have been carried out on the control of the 
transitions between these two states through the nucleation and annihilation of domain 
walls. However, a challenge from the application viewpoint is how to increase the 
range of stability of the vortex state in symmetrical circular magnetic rings. In order 
to achieve this vortex state stability, square, rectangular, triangular, and elliptical rings, 
and off-center asymmetrical circular magnetic rings have been proposed as an 
alternative to circular magnetic rings [127-131]. In these structures, the vortex state 
can be stabilized by pinning the magnetic domain walls. The transition between the 
onion and the vortex state, which is dependent on geometrical parameters such as ring 
width, external diameter, and thickness, has been investigated under magnetic fields 
applied in the plane of the rings [132-134]. Because of the complexity of their 
hysteresis loops and the magnetization configurations, most of the studies were 
performed with the in-plane field H along either the magnetization easy or hard axis. 
Indeed, it has been found that the application of a magnetic field in a direction a few 
degrees off the magnetization easy or hard axis can significantly affect the switching 
field of nanostructured permalloy rectangles [135,136] and stripes [137]. Recently, 
the dependence of the vortex state formation, on the orientation of H, in triangular 
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rings and elongated rings has been studied using the static methods of focused MOKE 
magnetometry and the magnetotransport technique [129,138]. 
It is noteworthy that a small angular deviation of H from the easy axis of the 
elongated rings not only affects the transition properties, but it also changes their 
dynamical properties. In this chapter, we elucidate how the orientation of H 
influences the spin dynamics of elongated rings. In particular, using BLS, we 
investigated SW excitations in elongated Py nanorings under different orientations of 
the in-plane magnetic field. The BLS technique is an excellent tool for investigating 
the spin dynamics of magnetic nanostructures [117,139-141], as described in Chapter 
2. Three regular periodic arrays of Py rings, with fixed ring width of 150 nm, but with 
various long axes of 850, 1200 and 1500 nm and respective short axes of 550, 700 and 
900 nm, were studied. The evolution of the SW modes in the elongated rings 
undergoing magnetization reversal as a function of applied magnetic field in different 
orientations was measured by BLS. Micromagnetic simulations were also carried out 
to elucidate this field-orientation behavior and the observed spin dynamics of the 
rings. Information gained in this study on the spin dynamics in the magnetic-field-
orientation dependent magnetization reversal process would be useful to the 
development of logic devices, digital devices, and magnetic recording devices in 
nanoring-based architecture [142].  
 
§ 5.2 Experiment and Simulations 
Three regular periodic arrays of elongated Py rings of various geometric 
parameters were fabricated by deep ultraviolet lithography at 248 nm exposure 
wavelength, followed by a lift-off process on a silicon substrate. The detailed 
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procedure is described in Ref. [143]. For consistency, the arrays were fabricated on 
the same 5 mm × 5 mm silicon substrate. These elongated 25 nm-thick Py rings have 
fixed ring width of 150 nm, but various long axes l and short axes d: (l, d) = (850 nm, 
550 nm), (1200 nm, 700 nm) and (1500 nm, 900 nm). The SEM micrographs of the 
arrays of smallest and largest rings, shown in Figs. 5.1(a) and (b), reveal very good 
edge definition and that the rings are uniformly distributed across the entire 100 µm × 
100 µm patterned area. In order to reduce magnetostatic interactions between the ring 
elements, the edge-to-edge spacing of the rings in all arrays was chosen to be 450 nm. 
Magnetic hysteresis measurements were performed by A/Prof. Adeyeye using a 
focused MOKE magnetometer with a 5-µm spot size. An external magnetic field H 
was applied in the plane of the rings (x-y plane) at different angles θ relative to the 
magnetization easy axis (x axis) of the rings [see Fig. 5.1(b)]. 
Brillouin spectra were measured in the 180°-backscattering geometry and in p-s 
polarization using a 6-pass tandem Fabry-Perot interferometer equipped with a silicon 
avalanche diode detector, and 100 mW of the 514.5 nm line of an argon-ion laser for 
excitation. A continuous stream of pure argon gas was directed at the irradiated spot 
on the sample surface to cool it and to keep air away from it. Prior to the start of the 
measurements, the samples were saturated in a 1.0 T field directed either parallel to (θ 
= 0°) or 5° from (θ = 5°) the magnetization easy axis i.e. x-axis (see Fig. 5.1(b)). BLS 
spectra were recorded with the laser light at an incidence angle of 45° with respect to 
the sample normal. Magnetic-field dependence measurements were carried out with H 
along the sample plane and perpendicular to the scattering plane.  
 




Fig. 5.1 SEM micrographs of arrays of Py rings of (a) long axis l = 850 nm and short 
axis d = 550 nm and (b) l = 1500 nm and d = 900 nm. The schematic of a single ring 
is also given in (b). [(c) - (e)] Hysteresis loops for the three rings [(l = 850, d = 550), 
(1200, 700), (1500, 900)] under magnetic field applied along (θ = 0º, black dot), and 
5º from (θ = 5º, red dot) the magnetization easy axis.  
 
Micromagnetic simulations were performed to elucidate the magnetization 
reversal and the spin dynamics of the ring nanostructures. The equilibrium 
magnetization configuration, corresponding to an energy minimum for each applied 
field and the dynamical properties of the rings were determined, for each value of H, 
using the OOMMF code [107]. The time evolution of the magnetization M of a 
magnetic system can be obtained by integrating the LLG equation (Eq. 3.18). The 
material parameters [144] used in the calculations are Ms = 786 × 103 A/m, exchange 
constant A = 6.6 × 10-12 J/m, γ = 185.2 GHz/T and magnetocrystalline anisotropy K1  
= 0 J/m3. As the simulation procedure is different from that described in chapter3, the 
simulation details are now provided. In the simulations, the rings were considered to 
be non-interacting because of the large inter-ring separation, and the shapes of the 
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rings used were based on their SEM images. In the static simulations, a discretization 
cell of dimensions 5 nm × 5 nm × 25 nm was used with the damping factor α = 0.5, a 
value chosen so that the equilibrium magnetization state can be obtained in a 
reasonable time. Smaller values were also used but all led to the same equilibrium 
state. A magnetic field was applied along or 5° away from the magnetization easy axis 
of the ring until an equilibrium magnetization state was reached.  
In the subsequent dynamic calculations, in which α was set to a value close to 
zero, the equilibrium magnetization distribution for each applied field was used as the 
starting magnetic ground state. SWs were excited by a short out-of-plane Gaussian 
field pulse with a rise time of 20 ps and peak amplitude of 2 mT. The time evolution 
of the magnetization for each computational cell was recorded at regular time 
intervals of 5 ps by solving the LLG equation (Eq. 3.18). The local power spectrum 
from each cell was obtained by performing a Fourier analysis on the component of the 
magnetization perpendicular to the ring surface, which gives the main contribution to 
the BLS cross-section [145]. Finally, the overall power spectrum, with a frequency 
resolution of 0.1 GHz, was obtained by summing the local power spectra of the entire 
set of cells. The spatial distribution of each eigenmode is obtained by plotting the 
spectral amplitude at a given frequency for each cell. 
 
§ 5.3 Results and Discussion 
The measured Kerr loops, for applied magnetic field H directed along (θ = 0°), 
and 5° from (θ = 5°) the magnetization easy axes of the various rings, are shown in 
Figs. 5.1(c)-1(e). Two switching mechanisms were observed, viz. single-step 
switching (onion-to-reverse onion) and two-step switching (onion-to-vortex-to-
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reverse onion). For θ = 0°, the hysteresis loops of all the rings display a two-step 
switching mechanism. The following discussion refers to a down-sweep from positive 
to negative H. Initially under a high H, the magnetization in the rings was saturated 
and was parallel to the applied field. On decreasing H, an onion state was formed 
through rearrangement of the spins. When the applied field was switched into the 
negative half of the M-H loop, the onion state evolves into the vortex state, with the 
transition manifested by a sharp drop in the Kerr intensity. In particular, this transition 
occurred at about H = -6 mT for the l = 1500 nm ring. Subsequently, the vortex-to-
reverse onion transition, signaled by a second abrupt Kerr intensity drop, was 
recorded. As the magnitude of the field was increased further, the rings became 
saturated in the negative direction. In the case of θ = 5°, the two-step switching was 
still observed for the smallest ring (l = 850 nm) as shown in Fig. 5.1(c). For the larger 
rings (l = 1500 and 1200 nm), a single-step switching, corresponding to the onion-to-
reverse onion transition which bypassed the vortex state, was recorded as shown in 
Figs. 5.1(d) and (e). For the l = 1500 nm ring, the transition occurred at about H = -7 
mT. Therefore, the magnetization reversal process is strongly dependent on the 
orientation of H relative to the magnetization easy axis for the two larger rings. In 
contrast, for the smallest ring, the process is less sensitive to the deviation of H from 
the magnetization easy axis as can be seen in Fig. 5.1(c). 
Our simulations reveal that the smallest ring undergoes a two-step switching for 
both θ = 0° and 5°. On the other hand, in the case of the two larger rings, their 
reversal process changes from a two-step switching for θ = 0°, to a single-step one for 
θ = 5°. These simulated results are in agreement with our MOKE measurements. The 
shapes of the rings used in the simulations were based on their SEM images as shown 
in Fig. 5.1, where it can be seen that the inner shape of the smallest ring is different 
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from that of the largest ring. It should be noted that the two larger rings have the same 
shape. This difference could account for the different transitions of magnetic states 
discovered in the smallest and larger rings. The resulting simulated static 
magnetization distributions in the l = 1500 nm ring for H = 40, -16 and -40 mT are 
displayed in Figs. 5.2(a)–(c), respectively. Reference to Fig. 5.2(b) reveals that a 
vortex state results when H = -16 mT is directed along the magnetization easy axis of 
the ring. However, no vortex state was formed when H is directed 5° from this axis i.e. 
for θ = 5°.  
 
Fig. 5.2 Simulated magnetization distributions for a single l = 1500 nm Py ring under 
magnetic fields (a) H = 40 mT, (b) H = -16 mT and (c) H = -40 mT applied along 
(i.e.θ = 0º) [left column] and 5º [right column] from the magnetization easy axis. The 
arrows indicate the direction of the in-plane magnetization. The out-of-plane 
magnetization is represented by a green-white-orange color map (green and orange 
correspond to -z and +z directions respectively, while white corresponds to zero out-
of-plane magnetization). 
 
To elucidate the underlying mechanism of the different transitions of magnetic 
states resulting from the different H orientations, we performed further 
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micromagnetic simulations to record the temporal evolution of the magnetization 
distribution during the transitions. We start from the equilibrium states for H = -5 mT, 
at which field the l = 1500 nm ring is in the onion state for both θ = 0° and 5°. The 
field is then decreased in steps down to H = -16 mT, at which field the structure 
relaxes to the respective equilibrium states, viz. the vortex state for θ = 0° and the 
reverse onion state for θ = 5°. The resulting serial snapshot images are shown in Fig. 
5.3. Simulations reveal that domain walls nucleate between domains of oppositely 
directed magnetization where demagnetization fields are high. In the initial onion 
state for θ = 0°, two domain walls are nucleated at the two upper corners of the ring, 
while for θ = 5° two domain walls are observed at the upper-right and lower-left 
corners as shown in Fig. 5.3(a). For θ = 0°, as shown in the left column of Figs. 5.3(b) 
-(d), the two domain walls move in opposite directions along the upper arm of the ring 
until they collide and annihilate each other in the middle of the arm, resulting in the 
formation of the vortex state as shown in Fig. 5.3(f). In the case of θ = 5°, as shown in 
the right column of Figs. 5.3(b)-(d), one domain wall moves to the left along the 
upper arm,  while the other propagates to the right along the lower arm. The domain 
with magnetization aligned with the applied field H grows at the expense of the other 
domain, giving rise to the formation of the reverse onion state. It is apparent that the 
orientation of H from the magnetization easy axis of the ring determines the 
nucleation site of the domain walls, and hence the nature of the magnetic state of the 
ring. 




Fig. 5.3 Temporal recording of magnetization distributions during the transition from 
the onion to the vortex state or from the onion to the reverse onion state for a single l 
= 1500 nm Py ring with the magnetic fields H applied along (i.e. θ = 0º) [left column] 
and 5º [right column] from the magnetization easy axis. The arrows indicate the 
direction of the in-plane magnetization. (a)-(f) represents the snapshot at different 
time stage. The out-of-plane magnetization is represented by a green-white-orange 
color map (green and orange correspond to -z and +z directions respectively, while 
white corresponds to zero out-of-plane magnetization). 
 
Representative BLS spectra of the l = 1500 nm rings recorded at various values 
of H for   θ = 0° and 5° are shown in Fig. 5.4. The spectral peaks were fitted with the 
Lorentzian function. For θ = 0°, three well-resolved peaks were observed for the rings 
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in the onion state (H = 40 mT) and reverse onion state (-40 mT), while six peaks 
appear for the rings in the vortex state (-16 mT). Fig. 5.4(b) shows that in the case of 
θ = 5°, for which the vortex state is absent, all Brillouin spectra recorded under the 
various H values contain the same number of peaks, viz. three. 
 
Fig. 5.4 Brillouin spectra of the l = 1500 nm nanoring array recorded with applied 
magnetic field H at: (a) θ = 0° and (b) θ = 5°. Experimental data are denoted by black 
dots. All spectra were fitted with Lorentzian functions (dashed curves), and the 
resultant fitted spectra are shown as solid curves. 
 
In order to reveal the field dependence of the magnon modes, BLS 
measurements were carried out in a down-sweep (from +60 to -60 mT), and the 
resulting magnetic-field dispersion is presented in Fig. 5.5. For θ = 0°, each of the 
three modes observed undergoes a splitting into two modes at about H = - 6 mT, as 
shown in Fig. 5.5(a). The frequency of the upper branch increases with increasing 
applied field magnitude, while that of the lower branch decreases. This can be 
understood by considering the internal field (Hint) within the rings, which is expected 
to affect SW modes localized in different regions of the ring differently [146-148]. 
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For a ring in the onion state, Hint in both its long arms are parallel to H, the magnon 
frequencies decrease with decreasing bias field magnitude. For the ring in the vortex 
state, Hint is negative in its long arm magnetized parallel to the bias field H, while it is 
positive in its other long arm which is magnetized antiparallel to H. Therefore, for SW 
modes localized in the arm with positive Hint, a decrease in H would result in a 
reduction of their frequencies. Conversely, for modes localized in the other arm, 
decreasing H would raise their frequencies. Hence, the mode splitting observed by 
BLS at H = -6 mT is taken to be a manifestation of the transition from the onion to the 
vortex state (see Fig. 5.3). The value of -6 mT, which marks the onset of the transition, 
is in agreement with our MOKE measurements. 
In the case of θ = 5°, for the l = 1500 nm rings, three modes were observed in 
the single-step onion-to-reverse onion switching process as shown in Fig. 5.5(b). The 
frequencies of the three observed modes decrease with decreasing bias field when the 
rings are in the onion state. The magnon frequencies increase with increasing bias 
field magnitude after the transition from the onion to the reverse onion state. This is 
attributed to the fact that Hint in both their long arms is parallel to the bias field when 
the rings are either in the onion or reverse onion state. Hence, the frequencies of the 
magnon modes localized in both long arms decrease (increase) with decreasing 
(increasing) bias field magnitude. The change in the gradients of the magnon branches 
occurs at H = -7 mT which coincides with the H value marking the onset of the 
transition from the onion to the reverse onion state as observed by MOKE. Thus the 
anomalous change in the gradients of the magnon branches, measured by BLS, is 
considered to be a manifestation of this transition. 




Fig. 5.5 Dependence of spin wave frequencies of the l = 1500 nm Py ring on applied 
field for (a) θ = 0° and (b) θ = 5°. Solid and open symbols represent the respective 
Brillouin measured and simulated spin wave frequencies. Experimental Kerr 
hysteresis loops are shown on the top panels. The three dashed vertical lines mark the 
critical fields corresponding to the respective onion-to-vortex, vortex-to-reverse onion 
and onion-to-reverse onion state transitions during the down-sweep from positive to 
negative H. The mode profiles of the five spin wave modes labeled by a - e are shown 
in Fig. 5.6. 
 
The calculated dependence of magnon frequencies on applied field is presented 
in Fig. 5.5, which reveals the good agreement between simulations and experiment. In 
particular, the splitting of the magnon modes, which signals the onion-to-vortex 
transition occurring at about -6 mT, is well reproduced for θ = 0°. The discrepancy is 
probably due to the fact that the discretization cells are unable to reproduce the exact 
shape and the surface roughness of the physical ring. 




Fig. 5.6 Calculated out-of-plane component of the dynamical magnetization (real part) 
for the five Brillouin measured modes of the l = 1500 nm Py ring for different 
magnetic fields H applied along (i.e. θ = 0°) for (a) H = 40 mT, (b) H = -16 mT and (c) 
H = -16 mT and 5° from the magnetization easy axis for (d) H = 40 mT and (e) H = -6 
mT. These mode profiles correspond to the five spin wave modes labeled in Fig. 5.5 
as a - e. 
 
Examples of calculated eigenmode profiles of the l = 1500 nm ring are shown in 
Fig. 5.6. These modes correspond to the five BLS measured modes, labeled in Fig. 5.5 
as a-e. The SWs have nearly the same amplitude along the two long arms of the ring 
when it is in the onion state (see Figs. 5.6(a) and (d)) or in the reverse onion state (see 
Fig. 5.6(e)). However, the SW amplitudes in the two long arms are substantially 
different for each of the modes shown in Figs. 5.6(b) and (c) when the ring is in the 
vortex state. The SW amplitude is vanishingly small in the lower arm for Fig. 5.6(b) 
and in the upper arm for Fig. 5.6(c).  




Fig. 5.7 Brillouin spectra of various arrays of Py nanorings recorded with the 
magnetic field H = -16 mT for (a) θ = 0° and (b) θ = 5°. Experimental data are 
denoted by dots. All spectra were fitted with Lorentzian functions (dashed curves), 
and the resultant fitted spectra are shown as solid curves. 
 
Brillouin spectra of the three ring arrays, recorded under H = -16 mT applied in 
the two different orientations, are presented in Fig. 5.7. Under this field, the two 
larger rings, as can be seen from their hysteresis loops shown in Figs. 5.1(d) and (e), 
are in the vortex state when θ = 0°, and the reverse onion state when θ = 5°. In the 
case of θ = 0°, the rings are in the vortex state, and thus the internal fields Hint  in each 
of their two long arms are oppositely aligned i.e. parallel and antiparallel to the bias 
field. However, for θ = 5°, the two larger rings are in the reverse onion state, and thus 
the internal fields Hint in both their two long arms are parallel to the bias field. The 
different configurations of Hint in the vortex and reverse onion states result in the 
number of modes observed in these two states being different, as discussed above. 
Specifically, fewer modes were observed for the reverse onion state (θ = 0°) than for 
the vortex state (θ = 0°). In contrast, for both θ = 0° and 5°, the smallest ring is in its 
vortex state [see Fig. 5.1(c)], within which Hint in its two long arms are aligned in 
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opposite directions. Hence, the number of magnon modes observed for the smallest 
ring is the same in both orientations of the applied field.  
 
§ 5.4 Conclusion 
In summary, we have investigated, using MOKE, Brillouin spectroscopy and 
micromagnetic simulations, the field-orientation dependence of magnetization 
reversal and SW modes in nanorings. Two switching mechanisms, viz. the single-step 
and two-step switching, resulting from different magnetic field orientations, were 
found to exist for the two larger rings. However, the smallest ring was found to 
exhibit only the two-step switching. The simulated temporal evolution of the 
magnetization distribution during transitions of magnetic states reveals that the 
magnetic field orientation determines the nucleation site of the domain walls, and 
hence the magnetic state. Our Brillouin data on the two larger rings reveal a splitting 
of each SW mode into two modes, corresponding to the transition from the onion to 
the vortex state, when the field was applied along their magnetization easy axis. 
However, this mode splitting was not observed when the field was applied 5° from the 
magnetization easy axis. In contrast, for the smallest ring, SW mode splitting was 
observed in both field orientations. The calculated field dependence of the magnon 
modes, based on micromagnetic calculations, is in good agreement with that 
measured by Brillouin light scattering. Hence, the orientation of the applied field 
affects the magnetization reversal mechanism and spin dynamical properties of the 
two larger rings. Our findings on the magnetic-field-orientation dependence of the 
magnetization reversal process in nanorings would be useful for the design of 
magnetic storage devices based on the structures. For instance, if the characteristics of 
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an elongated nanoring can be controlled dynamically by slightly changing the 
orientation of a magnetic field relative to its magnetization easy axis on a time scale, 
it is possible to use the presence or absence of a vortex state to devise a memory logic 
scheme with “1” or “0” respectively. Such a device incorporating this scheme can be 




















Chapter 6      Micromagnetic Study of One-dimensional Bi-
component Magnonic Crystal Waveguides 
 
§ 6.1 Introduction 
The SWs in MCs can be classified, depending on the magnitude of their 
wavevector q, as dipolar- or exchange-dominated SWs  [149]. This is essentially 
because exchange interaction is short-range while dipole-dipole interaction is long-
range. For MCs with large lattice constants, SWs for most wavevectors q in the 
Brillouin zone will be determined by dipolar interactions. These waves are termed 
dipolar SWs. With decreasing lattice constant, exchange interactions will gradually 
gain in influence to finally prevail over dipolar interactions. These waves are termed 
exchange SWs. Hence, for MCs with nanoscale lattice constants, SWs for most 
wavevectors q in the Brillouin zones are exchange SWs. With decreasing modulation 
scale, the SW frequencies will rise and reach the THz range with wavelengths down 
to just a few nanometers. This opens the way to practical applications of the dynamic 
properties of such MCs in much faster devices of nanometer size. Furthermore, very 
small lattice constant values offer large possibilities of miniaturization of the MC 
based devices. Thus, the investigation of the properties of MCs with nanoscale lattice 
constant is of both scientific and practical interest.  
Recently, the dispersion relations of SWs in 1D MCs consisting of dipolarly 
coupled nanostripes  [42,49,150] and of contacting alternating stripes of two different 
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materials  [24,50,151] have been investigated. The MC lattice constants were of the 
order of several hundreds of nanometers and even several micrometers, and hence, the 
magnonic band structures of SWs are dominated by dipolar interactions. However, 
little attention has been paid to the magnonic band structures of exchange SWs in 
MCs with lattice constant of the order of tens of nanometers  [149]. Sandweg et al. 
reported that exchange SWs can be experimentally detected by BLS with a 
combination of spin pumping and the inverse spin-Hall effect  [152]. This would be 
helpful for the study of exchange SWs in such MCs. 
In this chapter, we present the results of a micromagnetic study of magnonic 
band structures for exchange SWs propagating in 1D MCs. The crystals are laterally 
patterned periodic arrays of alternating stripes of different ferromagnetic materials. 
Large magnonic bandgaps with widths of tens of GHz are observed. It is found that 
the higher-order transmission bands and bandgaps have wider widths than those of the 
lower-order bands and bandgaps. The bandgaps are also studied as a function of the 
lattice constant, the fraction of stripe width and applied magnetic field strength.  
 
§ 6.2 Simulation Method 
The schematic of the MCs studied is shown in Fig. 6.1. All stripes have a length 
of 140 nm (y-direction) and a thickness of 10 nm (z-direction), and the length of each 
MC is 1000 nm (x-direction). Therefore, the MCs studied are waveguides with a finite 
width of 140 nm and a length of 1000 nm. We investigated the magnetization 
dynamics of bi-component MCWs each composed of two of the following 
ferromagnetic metals: Co, Fe, Py, and Ni, in each of the six possible combinations. 
For brevity, the MCWs with respective stripe widths of M and N nm of different 
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ferromagnetic materials are referred to as MCo/NNi, MCo/NPy, MCo/NFe, MFe/NNi, 
MFe/NPy, and MPy/NNi (do not repeat for thesis). Two kinds of SW modes, which 
depend on the orientation of the applied magnetic field H, in transversely and 
longitudinally magnetized waveguides were investigated as shown in Fig. 6.1 (a) and 
(b) respectively. The magnonic band structures of exchange SWs with wavelengths 
down to several nanometers and frequencies up to hundreds of GHz are numerically 
investigated.  
 
Fig. 6.1 Schematic of the magnonic crystal waveguide comprising alternating 
nanostripes of two ferromagnetic materials. The lattice constant a = M + N, where M 
and N are the respective widths of the stripes of the two materials. A magnetic field H 
is applied (a) perpendicular and (b) longitudinal to the waveguide, and q is the 
wavevector of the SWs.  
 
The OOMMF program [153] was used to numerically calculate the dynamics of 
the magnetizations by solving the LLG equation [97,101]. The simulation cell size 
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used is 2 × 2 × 10 nm3, the damping constant α = 0.01, and the gyromagnetic ratio γ = 
2.21 × 105 m/As. The magnetic parameters of the four ferromagnetic metals (Co, Fe, 
Py and Ni) used in the simulations are specified in Table 6.1.  
Table 6.1 Magnetic parameters (saturation magnetization Ms, exchange constant A, 








Co 1.445 3.00 4.78 
Fe 1.752 2.10 3.30 
Py 0.860 1.30 7.64 
Ni 0.484 0.86 5.29 
 
A static in-plane magnetic field was applied in the y-direction and x-direction 
(see Fig. 6.1) corresponding to the transverse and longitudinal geometries respectively. 
In order to excite SWs, a ‘sinc’ function [25]  









                                        (6.1) 
with H0 = 1.0 T and field frequency fH = 250 GHz, was applied locally to a volume 
element ΔxΔyΔz (= 10 × 140 × 10  nm3) in the middle of the MCWs (x = 500 nm). 
SWs, with frequencies ranging from 0 to 250 GHz, were thus excited and propagated 
along the x-direction. The dispersion curves and mode profiles of SWs propagating 
along the length (x-direction) of the MCWs were calculated using the procedure 
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§ 6.3 Transversely Magnetized 1D MCWs 
In this section, the calculated magnonic band structures of exchange SWs in 
transversely magnetized 1D Co/Ni MCWs are reported. The material dependence of 
the magnonic band structures was then investigated by comparing the six types of 1D 
MCWs of various compositions. 
§ 6.3.1 Co/Ni 1D MCWs 
 
 
Fig. 6.2 Dispersion relations of transversely magnetized isolated (a) Co, (b) Fe, (c) Py, 
and (d) Ni nanostripes under a field H = 100 mT. The intensities of the SWs are 
represented by color scale. The dashed lines indicate the respective lowest allowed 
frequencies. 
 
The calculated dispersion curves along the longitudinal symmetry axis of 
isolated single Co, Fe, Py, and Ni nanostripes, for an applied field H = 100 mT, for 
SW propagation along the x-axis are shown in Fig. 6.2. Each of the dispersion curves 
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is characterized by a lower frequency limit. The frequency limits are 10, 14, 7.5 and 5 
GHz for the isolated Co, Fe, Py and Ni nanostripes respectively. These values 
correspond to the minimum frequency of the lowest allowable SW modes propagating 
through the respective structures, due to width confinement [25,154,155]. For these 
isolated nanostripes, there is a single monotonic dispersion curve and no forbidden 
band for frequencies above the lower frequency limit, as shown in Fig. 6.2. 
 
Fig. 6.3 Dispersion relations for 16Co/4Ni MCW under a field H = 100 mT. The 
dotted lines indicate the Brillouin zone boundaries q = nπ/a, and the first, second and 
third bandgaps are denoted by red, green and blue shaded regions respectively. The 
intensities of the SWs are represented by color scale. 
 
The calculated dispersion curve along the longitudinal symmetry axis of the 
16Co/4Ni MCW for an applied field H = 100 mT, for SW propagation along the x-
axis are shown in Fig. 6.3. The dispersion curve features a lower frequency limit of 10 
GHz. This value corresponds to the minimum frequency of the lowest allowable SW 
modes propagating through the 16Co/4Ni MCW, due to width 
confinement [25,154,155]. In contrast to the single monotonic dispersion curve of the 
isolated Ni and Co nanostripes, for the 16Co/4Ni MCW, the periodic character of the 
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three dispersion branches, calculated up to the third BZ, is evident from Fig. 6.3. The 
dispersion curves are observed to be folded and exhibit first and second bandgaps 
with respective widths of 21 and 66 GHz at the BZ boundaries (q = nπ/a, n = integer), 
due to the periodic modulation of the material magnetic properties along the SW 
propagation direction. Another notable feature is the variation of the SW mode 
intensities, which are proportional to the squared Fourier transform of the dynamic 
magnetization [56], of the three branches over the three BZs. The lowest branch has 
the maximum intensity in the first BZ, the second one in the second BZ, and so on. 
This is a consequence of the Umklapp process which involves the reciprocal lattice 
vector G (G = n2π/a) [50].  
As shown in Fig. 6.3, the width of the first transmission band of our MCW is 19 
GHz which is almost nine times of that of MCs having lattice constant 500 nm, in 
which the properties of SWs are dominated by dipolar interaction [42,49,150,151]. 
Also, the width of the first bandgap of our MCW is 21 GHz which is more than ten 
times of that of dipolar SWs [42,49,150,151]. It is interesting to note that for the 
magnonic band structures of exchange SWs in our MCW, the higher-order 
transmission bands and bandgaps have wider widths than those of the lower-order 
bands and bandgaps, respectively. This feature is in contrast to that of the magnonic 
band structures of dipolar SWs where the higher-order transmission bands and 
bandgaps have narrower widths than those of the lower-order bands and bandgaps. 
Another interesting feature is that the width (21 GHz) of the first bandgap is much 
wider than that of the first transmission band (14 GHz) but narrower than that of the 
second transmission band (38 GHz). The width (66 GHz) of the second bandgap is 
much wider than those of the first and second transmission bands. 




Fig. 6.4 Plane-view color-coded images of the SWs patterns obtained from a Fourier 
transform of the spatial distributions of the temporal evolution of the out-of-plane 
magnetization in the isolated Ni stripe (left) and the 16Co/4Ni MCW (right) for the 
various SW frequencies. 
 
Displayed in Fig. 6.4 are the calculated profiles of four SW modes of 
frequencies 23, 40, 70 and 110 GHz, which lie within the first allowed band, first 
bandgap, second allowed band and second bandgap respectively of the 16Co/4Ni 
MCW at H = 100 mT. The mode profiles of the corresponding four SWs, with the 
same selected frequencies, in the isolated Ni nanostripe were also calculated. As 
shown in Fig. 6.4, for the Ni nanostripe, all the four SWs can propagate through it, 
while the 16Co/4Ni MCW permits the propagation of only the 23 and 70 GHz SWs 
corresponding to the first and second transmission bands respectively.  
The calculated magnetic-field dependence of the 16Co/4Ni MCW bandgap 
parameters is presented in Fig. 6.5. The widths of the transmission bands and 
bandgaps do not change with increasing applied magnetic field. This contrasts sharply 
with the study of a magnonic band structure of dipolar SWs by Wang et al. [24] who 
found that the widths of the first and second bandgaps decrease with increasing 
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applied magnetic field. In contrast, the center frequencies of our 16Co/4Ni MCW 
increase linearly from 39.5 to 66 GHz for the first bandgap, and from 121 to 147.5 
GHz for the second bandgap when the field is raised from H = 100 to 1000 mT. The 
field independence of transmission band and bandgap widths observed in this study 
could have potential applications in future MCW-bandgap-based devices. In practice, 
it is desirable for a MCW-based SWs band-rejection filter to have field-independent 
bandgap width, as the forbidden frequencies can be changed by varying the applied 
field without altering the width of the bandgaps. 
 
Fig. 6.5 Magnetic field dependence of transmission and forbidden bands of 16Co/4Ni 
MCW. The gray regions represent the allowed bands, while the red, green and blue 
regions, the respective first, second and third forbidden bands. 
 
Simulations were also carried out to construct dependences of the magnonic 
bandgaps on Co stripe width of M nm, with a (= M + N) kept fixed at 20 nm. In Fig. 
6.6, the widths and positions of the first three bandgaps, obtained at the BZ 
boundaries (q = nπ/a, n = 1, 2, 3) are presented as a function of Co stripe width for a = 
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20 nm and H = 100 mT. The first bandgap exists over almost the entire range of Co 
stripe widths from 0 to 20 nm, and its maximum width of 33 GHz occurs at M/a = 0.6. 
For the second bandgap, there are three zero widths at M/a = 0, 0.55 and 1, and two 
local maximal widths viz. 58.5 GHz at M/a = 0.3, and 66 GHz at M/a = 0.8. For the 
third bandgap, there are four zero widths at M/a = 0, 0.35, 0.7 and 1, and three local 
maximal widths viz. 64 GHz at M/a = 0.2, 76.5 GHz at M/a = 0.5, and 77.5 GHz at 
M/a = 0.8. This implies that, for the nth bandgap, there are n+1 zero-width points 
when the width of Co stripe varying from 0 to 20 nm. The bandgap center frequencies 
increase with increasing Co stripe width from 33 to 43 GHz for the first bandgap, 
from 116 to 118 GHz for the second bandgap, and from 212 to 250 GHz for the third 
bandgap. These values correspond to frequencies of SWs in the isolated Ni and Co 
stripes with q = π/a, 2π/a and 3π/a, respectively (see Fig. 6.2). 
 
Fig. 6.6 Bandgap diagram with respect to Co stripe width (with a fixed at 20 nm) 
under applied field H = 100 mT for MCo/NNi MCWs. The gray regions represent the 
allowed bands, while the red, green and blue regions, the respective first, second and 
third forbidden bands. 





Fig. 6.7 Bandgap diagram with respect to lattice constant a (with M = N) for 
MCo/NNi MCWs under applied field H = 100 mT. The gray regions represent the 
allowed bands, while the red and green regions, the respective first and second 
forbidden bands. 
 
The calculated positions and widths of the first and second bandgaps are shown 
as a function of a for M/a = 0.5 and H = 100 mT in Fig. 6.7. It can be seen that the 
center and width of the individual gaps change dramatically with a. The bandgap 
centers and widths decrease as the lattice constant increases from 12 to 60 nm, with 
the bandgaps vanishing at a = 60 nm. It is noteworthy that our results show that the 
number, position, and gap width of the forbidden bands can be manipulated by 
changing the structural parameters M/a and a.  
 
 
Chapter 6                                                                 Micromagnetic Study of 1D MCWs 
-100- 
 
§ 6.3.2 Comparison between 1D MCWs of Different Material Combinations 
To investigate the dependence of the magnonic band structures on their 
material composition, we studied six kinds of 1D bi-component MCWs. The 
calculated SWs dispersion curves along the longitudinal symmetry axis of 16Co/4Ni, 
16Co/4Py, 16Co/4Fe, 16Fe/4Ni, 16Fe/4Py and 16Py/4Ni MCWs under H = 100 mT 
are shown in Fig. 6.8. Due to width confinement [25,154,155], the dispersion curves 
are characterized by a lower frequency limit, viz. 11 GHz for 16Co/4Ni, 30.5 GHz for 
16Co/4Py, 10 GHz for 16Co/4Fe, 17 GHz for 16Fe/4Ni, 16.5 GHz for 16Fe/4Py, and 
9 GHz for 16Py/4Ni. These values correspond to the minimum frequency of the 
lowest allowable SW modes propagating through the respective waveguides. The 
widths and center frequencies of the bandgaps for the six MCWs studied are 
summarized in Table 6.2. It is interesting to note that the number, width and center 
frequencies of bandgaps are dependent on the component materials of the MCWs. 
Table 6.2 Widths and centre frequencies of magnonic bandgaps in the 16Co/4Ni, 
16Co/4Py, 16Co/4Fe, 16Fe/4Ni, 16Fe/4Py and 16Py/4Ni MCWs. Values are specified 
in GHz. 
MCWs First Bandgap Second Bandgap Third Bandgap 
Width Centre Width Centre Width Centre 
16Co/4Ni 21  39.5  66 121  - - 
16Co/4Py 3.5   67.5  30 144  - -  
16Co/4Fe 7   42.5  8 103  0 230  
16Fe/4Ni 6   46.5  31.5 96  51.5 178  
16Fe/4Py 2.5   46.5  17.5 96  27.5 174  
16Py/4Ni 2.5   37  18 100  30.5 197  
 
 




Fig. 6.8 Dispersion relations for (a) 16Co/4Ni, (b) 16Co/4Py, (c) 16Co/4Fe, (d) 
16Fe/4Ni, (e) 16Fe/4Py, and (f) 16Py/4Ni MCWs under a H = 100 mT field. The 
dotted lines indicate the Brillouin zone boundaries q = nπ/a, and the first, second and 
third bandgaps are denoted by red, green and blue shaded regions respectively. The 
intensities of the SWs are represented by color scale. 
 
The calculated magnetic-field dependences of the bandgap parameters for the six 
MCWs are presented in Fig. 6.9. The widths of the first three bandgaps do not change 
with increasing applied magnetic field as shown in Figs. 6.9(a)-(f) for 16Co/4Ni, 
16Co/4Py, 16Co/4Fe, 16Fe/4Ni, 16Fe/4Py and 16Py/4Ni MCWs. In contrast, the 
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center frequencies of the bandgaps increase linearly with increasing applied magnetic 
field. For instance, for the 16Fe/4Ni MCW as shown in Fig. 6.9(d), the center 
frequencies increase from 46.5 to 71.5 GHz for the first bandgap, from 95.5 to 121.5 
GHz for the second bandgap, and from 178 to 204 GHz for the third bandgap when 
the field is raised from H = 100 to 1000 mT.  
 
Fig. 6.9 Magnetic field dependence of transmission and forbidden bands of (a) 
16Co/4Ni, (b) 16Co/4Py, (c) 16Co/4Fe, (d) 16Fe/4Ni, (e) 16Fe/4Py, and (f) 16Py/4Ni 
MCWs. The gray regions represent the allowed bands, while the red, green and blue 
regions, the respective first, second and third forbidden bands. 
 




Fig. 6.10 Bandgap diagram with respect to M/a (with a (= M + N) = 20 nm) under 
applied field H = 100 mT for (a) MCo/NNi, (b) MCo/NPy, (c) MCo/NFe, (d) MFe/NNi, 
(e) MFe/NPy, and (f) MPy/NNi MCWs. The gray region represents the allowed bands, 
while the red, green and blue regions, the respective first, second and third forbidden 
bands. 
 
Simulations were also carried out to construct dependences of the magnonic 
bandgaps on the width M of the stripe composed of the material with the larger 
exchange constant, with the lattice constant a fixed at 20 nm. The widths and 
positions of the first three bandgaps, obtained at the BZ boundaries q = nπ/a, as a 
function of M/a for H = 100 mT for the six MCWs are displayed in Fig. 6.10. The 
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feature reported above for MCo/NNi MCWs, viz. that the nth bandgap has n+1 zero-
width points, is also exhibited by all the six MCWs as shown in Fig. 6.10. The 
calculated maximal widths and the corresponding center frequencies of their 
magnonic bandgaps are compiled in Table 6.3. 
Table 6.3 The maximal widths (GHz) and corresponding centre frequencies (GHz) of 
magnonic bandgaps and stripe widths M (nm) of the MCo/NNi, MCo/NPy, MCo/NFe, 
MFe/NNi, MFe/NPy, and MPy/NNi MCWs.  
MCWs First Bandgap Second Bandgap  Third Bandgap 
Width Centre M Width Centre M Width Centre M 
MCo/NNi 33  42.5  12 66 121  16 77.5 250 16 
MCo/NPy 4   49 6 30 144  16 37.5 272  18 
MCo/NFe 13   44.5  12 8 114 16 4 180  4 
MFe/NNi 11   46.5  12 43 104  4 64 204 2 
MFe/NPy 2.5   46.5  16 20 96.5  6 31.5 187  4 
MPy/NNi 6.5   37  10 22 104  6 37.5 204 10 
 
  
Table 6.3 indicates that the widths of bandgaps are dependent on the component 
materials of the MCWs. The largest first bandgap (of width ~ 33 GHz) exists in the 
Co/Ni MCW, while the smallest first bandgap (of width ~ 2.5 GHz) exists in the 
Fe/Py MCW. For the second bandgap, the largest width (~ 66 GHz) also exists in the 
Co/Ni MCW, while the smallest width (~ 7.5 GHz) is found in the Co/Fe MCW. For 
the third bandgap, the largest width (~ 77.5 GHz) is again found in the Co/Ni MCW, 
while the smallest width (~ 4 GHz) is also found in the Co/Fe MCW. In general, the 
larger the contrast in the magnetic properties between the two component materials of 
an MCW, the wider would be its bandgap [26]. Now, the contrast between the 
exchange constant of Co and Ni (ACo/ANi = 3.48) is the largest among the six different 
material combinations. Hence, as expected, the largest bandgap widths of the first 
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three bandgaps exist in the MCo/NNi MCW. It is interesting to note that the higher-
order bandgaps have narrower widths than those of the lower-order bandgaps for the 
MCo/NFe MCWs. This is in contrast with the other five kinds of MCWs, for which 
the higher the order of the bandgaps, the wider their width. 
 
Fig. 6.11 (a) Width of the magnonic bandgap for all the considered material 
combinations under applied field H = 100 mT. The MCWs are arranged in decreasing 
order by exchange constant ratio. (b) Magnetic parameter contrasts between 
component materials in the considered MCWs, ordered as in (a). 
  
We have compiled the results of our calculations in order to formulate more 
general rules of the magnonic band structure in the studied MCWs. Fig. 6.11(a) shows 
the width of the bandgaps observed in the MCWs under investigation.  In Fig. 6.11(b), 
magnetic parameter contrasts between the component materials of the studied MCWs 
are plotted versus MCWs in the same order of MCWs as on the horizontal axis in Fig. 
6.11(a). The maximum bandgap widths initially decrease with decreasing exchange 
constant ratio (from MCo/NNi to MFe/NPy), and then increase with decreasing 
exchange constant ratio (from MFe/NPy to MCo/NFe). The largest bandgaps are 
observed in the MCo/NNi MCWs, for which the exchange constant ratio is the largest 
among the six kinds of MCWs studied. 
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§ 6.4 Longitudinally Magnetized MCWs 
In this section, the calculated magnonic band structures of exchange SWs in 
longitudinally magnetized 1D MCWs are reported. Similar to the previous section, the 
magnonic band structures of exchange SWs in 1D Co/Ni MCWs are reported 
followed by the comparison between the six types of 1D MCWs of various 
compositions. The difference between the magnonic band structures of transversely 
and longitudinally magnetized waveguide will be discussed in Section 6.5. 
§ 6.4.1 Co/Ni 1D MCWs 
The calculated dispersion curves of SWs propagation along the longitudinal 
symmetry axis of isolated single Co, Fe, Py, and Ni nanostripes, for an applied field H 
= 600 mT along the x-axis (see Fig. 6.1(b)), are shown in Fig. 6.12. Each of the 
dispersion curves is characterized by a lower frequency limit. The frequency limits 
are 25, 35.5, 25.5, and 21GHz for the isolated Co, Fe, Py and Ni nanostripes 
respectively. As discussed in Chapter 2, for longitudinal magnetized waveguide, a 
negative dispersion should be observed for dipolar SWs. As shown in Fig. 6.12, we 
found a negative dispersion only near the Brillouin zone center (q = 0). This is 
consistent with the property of exchange SWs featuring a positive dispersion relation 
independent of the direction of the applied field.   
The calculated dispersion curve of SW propagation along the longitudinal 
symmetry axis of the 16Co/4Ni MCW for an applied field H = 600 mT along the x-
axis (see Fig. 6.1(b)), are shown in Fig. 6.13. In contrast to the single monotonic 
dispersion curve for the isolated Ni and Co nanostripes, for the 16Co/4Ni MCW, the 
periodic character of the three dispersion branches, calculated up to the third BZ, is 
evident from Fig. 6.13. The dispersion curves are observed to be folded and exhibit 
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first and second bandgaps with respective widths of 22.5 and 71 GHz at the BZ 
boundaries (q = π/a and 2π/a), due to the periodic modulation of the material 
magnetic properties along the SW propagation direction.  
 
Fig. 6.12 Dispersion relations of longitudinally magnetized isolated (a) Co, (b) Fe, (c) 
Py and (d) Ni nanostripes under a field H = 600 mT. The intensities of the SWs are 
represented by color scale. The dashed lines indicate the respective lowest allowed 
SWs frequencies. 
 
As shown in Fig. 6.13, the width of the first transmission band for our MCW is 
8 GHz which is almost four times of that of MCs having lattice constant 500 nm, in 
which the properties of SWs are dominated by dipolar interaction [42,49,150,151]. 
Also, the width of the first bandgap of our MCW is 22.5 GHz which is more than ten 
times that of dipolar SWs [42,49,150,151]. It is interesting to note that for the 
magnonic band structures of exchange SWs in our MCW, the higher-order 
transmission bands and bandgaps have wider widths than those of the lower-order 
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bands and bandgaps, respectively. This feature is in contrast to that of the magnonic 
band structures of dipolar SWs where the higher-order transmission bands and 
bandgaps have narrower widths than those of the lower-order bands and bandgaps. 
Another interesting feature is that the width (22.5 GHz) of the first bandgap is much 
wider than that of the first transmission band (8 GHz) but narrower than that of the 
second transmission band (31 GHz). The width (71 GHz) of the second bandgap is 
much wider than those of the first and second transmission bands. 
 
Fig. 6.13 Dispersion relation for 16Co/4Ni MCW under a field H = 600 mT. The 
dotted lines indicate the Brillouin zone boundaries q = nπ/a, and the first, second and 
third bandgaps are denoted by red, green and blue shaded regions respectively. The 
intensities of the SWs are represented by color scale. 
 
The calculated magnetic-field dependence of the 16Co/4Ni MCW bandgap 
parameters is presented in Fig. 6.14. Similar to what we found for the transversely 
magnetized waveguides, the widths of the transmission bands and bandgaps do not 
change with increasing applied magnetic field. In contrast, the center frequencies of 
our 16Co/4Ni MCW increase linearly from 29 to 52 GHz for the first bandgap, and 
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from 106.5 to 130 GHz for the second bandgap when the field is raised from H = 200 
to 1000 mT.  
 
Fig. 6.14 Magnetic field dependence of transmission and forbidden bands of 
16Co/4Ni MCW. The gray regions represent the allowed bands, while the red, green 
and blue regions, the respective first, second and third forbidden bands. 
 
The dependence of the magnonic bandgaps on Co stripe widths of M nm, with a 
(= M + N) kept fixed at 20 nm, is shown in Fig. 6.15. The widths and positions of the 
first three bandgaps, obtained at the BZ boundaries (q = π/a, 2π/a, and 3π/a), are 
presented as a function of Co stripe widths for a = 20 nm and H = 600 mT. The 
feature reported in the previous section for transversely magnetized MCo/NNi MCWs, 
viz. that the nth bandgap has n+1 zero-width points, also exists for longitudinally 
magnetized MCo/NNi MCWs as shown in Fig. 6.15. The first bandgap exists over 
almost the entire range of Co stripe widths from 0 to 20 nm, and its maximal width of 
50 GHz appears at M/a = 0.4. For the second bandgap, there are three zero widths at 
M/a = 0, 0.5 and 1, and two local maximal widths viz. 66.5 GHz at M/a = 0.3, and 75 
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GHz at M/a = 0.7. For the third bandgap, there are four zero widths at M/a = 0, 0.35, 
0.65 and 1, and three local maximal widths viz. 85 GHz at M/a = 0.2, 98 GHz at M/a 
= 0.5, and 97 GHz at M/a = 0.8. The bandgap center frequencies increase with 
increasing Co stripe width from 38 to 43 GHz for the first bandgap, from 108 to 116 
GHz for the second bandgap, and from 215 to 240 GHz for the third bandgap. 
 
Fig. 6.15 Bandgap diagram with respect to Co stripe width (with a fixed at 20 nm) 
under applied field H = 600 mT for MCo/NNi MCWs. The gray regions represent the 
allowed bands, while the red, green and blue regions, the respective first, second and 
third forbidden bands. 
 
§ 6.4.2 Comparison between 1D MCWs of Different Material Combinations 
For the longitudinally magnetized waveguides, the calculated SWs dispersion 
curves along the x-axis of 16Co/4Ni, 16Co/4Py, 16Co/4Fe, 16Fe/4Ni, 16Fe/4Py and 
16Py/4Ni MCWs under H = 600 mT are shown in Fig. 6.16. The dispersion curves 
feature a lower frequency limit, viz. 20.5 GHz for 16Co/4Ni, 29.5 GHz for 16Co/4Py, 
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20.5 GHz for 16Co/4Fe, 29.5 GHz for 16Fe/4Ni, 32.5 GHz for 16Fe/4Py, and 26.5 
GHz for 16Py/4Ni. The widths and center frequencies of the bandgaps for the six 
MCWs studied are summarized in Table 6.4. As shown in Fig. 6.16, the number, 
width and center frequencies of bandgaps are dependent on the component materials 
of the MCWs. 
 
Fig. 6.16 Dispersion relations for (a) 16Co/4Ni, (b) 16Co/4Py, (c) 16Co/4Fe, (d) 
16Fe/4Ni, (e) 16Fe/4Py, and (f) 16Py/4Ni MCWs under a H = 600 mT field. The 
dotted lines indicate the Brillouin zone boundaries q = nπ/a, and the first, second and 
third bandgaps are denoted by red, green and blue shaded regions respectively. The 
intensities of the SWs are represented by color scale. 
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Table 6.4 Widths and centre frequencies of magnonic bandgaps in the 16Co/4Ni, 
16Co/4Py, 16Co/4Fe, 16Fe/4Ni, 16Fe/4Py and 16Py/4Ni MCWs. Values are specified 
in GHz. 
MCWs First Bandgap Second Bandgap Third Bandgap 
Width Centre Width Centre Width Centre 
16Co/4Ni 22.5  36.5  71 118.5  - - 
16Co/4Py 19   39.5  43.5 119 - -  
16Co/4Fe 2.5  47  2 113.5  0 222 
16Fe/4Ni 10.5   41  39 87 61.5 170  
16Fe/4Py 7   43  24 89.5  36.5 167  
16Py/4Ni 5   43.5  22.5 104  33.5 201 
 
The calculated magnetic-field dependences of the bandgap parameters for the 
six MCWs are presented in Fig. 6.17. As shown in Fig. 6.17, the widths of the first 
three bandgaps do not change with increasing applied magnetic field. In contrast, the 
center frequencies of the bandgaps increase linearly with increasing applied magnetic 
field. For instance, for the 16Fe/4Ni MCW as shown in Fig. 6.17(d), the center 
frequencies increase from 29 to 52.5 GHz for the first bandgap, from 76.5 to 99.5 
GHz for the second bandgap, and from 158 to 181 GHz for the third bandgap when 
the field is raised from H = 200 to 1000 mT. 
 




Fig. 6.17 Magnetic field dependence of transmission and forbidden bands of (a) 
16Co/4Ni, (b) 16Co/4Py, (c) 16Co/4Fe, (d) 16Fe/4Ni, (e) 16Fe/4Py, and (f) 16Py/4Ni 
MCWs. The gray region represents the allowed bands, while the red, green and blue 
regions, the respective first, second and third forbidden bands. 
 




Fig. 6.18 Bandgap diagram with respect to M/a (with a (= M + N) = 20 nm) for (a) 
MCo/NNi, (b) MCo/NPy, (c) MCo/NFe, (d) MFe/NNi, (e) MFe/NPy, and (f) MPy/NNi 
MCWs under applied field H = 600 mT. The gray regions represent the allowed bands, 
while the red, green and blue regions, the respective first, second and third forbidden 
bands. 
 
The dependences of the magnonic bandgaps on the width M of the stripe 
composed of the material with larger exchange constant with the lattice constant a 
fixed at 20 nm were also investigated. The widths and positions of the first three 
bandgaps, obtained at the BZ boundaries (q = π/a, 2π/a and 3π/a) as a function of M/a 
for H = 600 mT for the six MCWs, are displayed in Fig. 6.18. The feature reported 
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above for MCo/NNi MCWs, viz. that the nth bandgap has n+1 zero-width points, is 
also exhibited by all the six MCWs as shown in Fig. 6.18. The calculated maximal 
widths and the corresponding center frequencies of their magnonic bandgaps are 
compiled in Table 6.5. 
Table 6.5 The maximal widths (GHz) and corresponding centre frequencies (GHz) of 
magnonic bandgaps and stripe widths M (nm) of the MCo/NNi, MCo/NPy, MCo/NFe, 
MFe/NNi, MFe/NPy, and MPy/NNi MCWs.  
MCWs First Bandgap Second Bandgap  Third Bandgap 
Width Centre M Width Centre M Width Centre M 
MCo/NNi 50  44.5  8 75 125 14 98 237 10 
MCo/NPy 37   40 10 44 119 16 47 241 18 
MCo/NFe 3   47  16 2 97 6 0 - - 
MFe/NNi 42   40  6 59 108 4 87 215 2 
MFe/NPy 21   44.5  8 32 99 4 37 189 2 
MPy/NNi 14   46  8 26 111 4 34 201 16 
 
 
Table 6.5 indicates that the widths of bandgaps are dependent on the component 
materials of the MCWs. The maximum width of each of the three observed bandgaps 
is observed at different M values for the same MCW. The largest first bandgap (of 
width ~ 50 GHz) exists in the Co/Ni MCW, while the smallest first bandgap (of width 
~ 3 GHz) exists in the Co/Fe MCW. For the second bandgap, the largest width (~ 75 
GHz) also exists in the Co/Ni MCW, while the smallest width (~ 2 GHz) also exists in 
the Co/Fe MCW. For the third bandgap, the largest width (~ 98 GHz) is again found 
in the Co/Ni MCW, while the smallest width (0 GHz) is again found in the Co/Fe 
MCW. In general, the larger the contrast in the magnetic properties between the two 
component materials of an MCW, the wider would be its bandgap [26]. Now, the 
contrast between the exchange constant of Co and Ni (ACo/ANi = 3.48) is the largest, 
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and the exchange constant of Co and Fe (ACo/AFe = 1.43) is the smallest among the six 
different material combinations. Hence, as expected, the largest bandgap widths of the 
first three bandgaps exist in the Co/Ni MCW, while the smallest bandgap widths exist 
in the Co/Fe MCW. It is interesting to note that the higher-order bandgaps have 
narrower widths than those of the lower-order bandgaps for the Co/Fe MCWs. This is 
in contrast with the other five kinds of MCWs, for which the higher the order of the 
bandgaps, the wider their width. 
 
Fig. 6.19 (a) Maximum width of the magnonic bandgap for all the considered material 
combinations under applied field H = 600 mT. The MCWs are arranged in decreasing 
order by exchange constant ratio. (b) Magnetic parameter contrasts between 
component materials in the considered MCWs, ordered as in (a). 
 
 We have compiled the results of our calculations in order to formulate more 
general rules of the magnonic band structure in the studied MCWs. Fig. 6.19(a) shows 
the maximum width of the bandgaps observed in each of the six different material 
combination MCWs under investigation. In Fig. 6.19(b), the magnetic parameter 
contrasts between the component materials of the MCWs are plotted versus MCWs in 
the same order of MCWs as on the horizontal axis in Fig. 6.19(a). Different from the 
results in the transversely magnetized waveguides case, the widths of the first three 
bandgaps decrease with decreasing the exchange constant ratio (from Co/Ni to Co/Fe). 
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§ 6.5 Comparison between Transversely and Longitudinally 
Magnetized 1D MCWs 
The magnonic band structures of exchange SWs in both transversely and 
longitudinally magnetized 1D MCWs of six different material combinations have 
been discussed in the previous two sections. Different behaviors of magnonic band 
structures are observed depending on the orientation of the applied field and 
waveguide. In this section, the differences between transversely and longitudinally 
magnetized waveguides are discussed. 
 
Fig. 6.20 Dispersion relation for 16Fe/4Ni MCW under a H = 600 mT field applied (a) 
transverse and (b) longitudinal to the waveguide. The dotted lines indicate the 
Brillouin zone boundaries q = nπ/a, and the first, second and third bandgaps are 
denoted by red, green and blue shaded regions respectively. The intensities of the 
SWs are represented by color scale. 
 
The calculated dispersion curves of SWs propagation along the longitudinal 
symmetry axis of the 16Fe/4Ni MCW under H = 600 mT applied along the x-axis and 
y-axis (see Fig. 6.1), are shown in Figs. 6.20 (a) and (b), respectively. As shown in 
Fig. 6.20, the widths of the first three bandgaps in the longitudinal case are wider than 
those in the transverse case. And the center frequencies of the bandgaps in the 
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longitudinal case are lower than those in the transverse case. For instance, for the first 
bandgap, the width (center frequency) is 6 GHz (60.5 GHz) in the transverse case and 
10.5 GHz (41 GHz) in the longitudinal case. 
 
Fig. 6.21 Bandgap diagram with respect to Fe stripe width (with a fixed at 20 nm) for 
MFe/NNi MCWs under a H = 600 mT field applied (a) transverse and (b) longitudinal 
to the waveguide. The gray regions represent the allowed bands, while the red, green 
and blue regions, the respective first, second and third forbidden bands. 
 
 
Fig. 6.22 Maximal width of the magnonic bandgap for all the considered material 
combinations under a H = 600 mT field applied (a) transverse and (b) longitudinal to 
the waveguide. The MCWs are arranged in decreasing order by exchange constant 
ratio.  
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The dependences of the magnonic bandgaps on Fe stripe widths M with the lattice 
constant a fixed at 20 nm for MFe/NNi MCWs under a H = 600 mT field applied 
transverse and longitudinal to the waveguide are shown in Fig. 6.21. A similar 
phenomenon that there are n+1 zero-width points for the nth bandgap was observed 
for both the transverse and longitudinal cases. The largest bandgap widths of the first 
three bandgaps (42, 59 and 87 GHz) for the longitudinal case are wider than those (11, 
43 and 64 GHz) for the transverse case. 
Fig. 6.22 shows the maximal width of the bandgaps observed in each of the six 
MCWs of different material combinations for the transverse and longitudinal cases. In 
the longitudinal case, the maximal bandgap widths decrease with exchange constant 
ratio decreasing. However, in the transverse case, the maximal bandgap widths firstly 
decrease with exchange constant ratio decreases from Co/Ni to Fe/Py, and then 
increase with exchange constant ratio decreases from Fe/Py to Co/Fe. The largest 
bandgaps are observed in the Co/Ni MCWs, in which the exchange constant ratio is 
the largest among the six MCWs. 
 
§ 6.6 Conclusions  
The magnonic band structures of exchange SWs in one-dimensional bi 
component magnonic crystal waveguides were investigated using the micromagnetic 
methods. Two kinds of SWs were studied according to the relative orientation 
between the applied field and the waveguides: the transverse and the longitudinal 
cases. 
From the calculated dispersion curves of SWs, wide forbidden bandgaps of the 
order of 10 GHz were observed. While the bandgap center frequencies increase with 
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increasing applied magnetic field, the bandgap widths are independent of the field. 
Additionally, we found that the widths and center frequencies of the bandgaps are 
controllable by the lattice constant and the fraction of stripe widths of the magnonic 
crystals. An interesting feature is that there are n+1 zero-width points for the nth 
bandgap for both the transverse and longitudinal cases. 
It is also found that the higher the order of the transmission bands and bandgaps, 
the narrower the widths of the transmission bands and bandgaps for the Co/Fe MCWs. 
In contrast, the higher the order of the transmission bands and bandgaps is, the wider 
the widths of the transmission bands and bandgaps for the other five material 
combination MCWs is. The largest bandgap widths were observed in the Co/Ni 
MCWs, which have the largest exchange constant ratio. Hence, the magnonic band 
structures of exchange SWs are more related to the exchange constant ratios. 
By comparing the band structures of exchange SWs in both the transverse and 
the longitudinal cases, we found that for the same MCW, the widths of the bandgaps 
in the longitudinal case are wider than those in the transverse case. And the center 
frequencies of the bandgaps in the longitudinal case are lower than those in the 
transverse case. 
The investigation of MCs with period on the nanoscale, in which the SW 
frequencies will rise and reach the THz range with wavelengths down to just a few 
nanometers, opens the way to practical applications of the dynamic properties of such 
MCs in much faster devices of nanometer size. Furthermore, very small lattice 
constant values offer large possibilities of miniaturization of the MC based devices. 
Thus, the investigation of the properties of MCs with nanoscale lattice constant is of 
both scientific and practical interest.  




Chapter 7      Micromagnetic Study of Two-dimensional Bi-
component Magnonic Crystal Waveguides 
 
§ 7.1 Introduction 
The BLS measurements and micromagnetic simulations of magnonic band 
structures of 1D MCs has been presented in Chapters 4 and 6 respectively. The MCs 
studied are in the form of one-dimensional periodic arrays of alternating contacting 
nanostripes of different ferromagnetic materials. This kind of MCs was firstly 
designed and fabricated by Wang et al. [24,50]. The advantages of such an MC over 
periodic arrays of closely packed single-material stripes are the existence of exchange 
coupling at the interfaces and the maximization of the dynamical dipole coupling 
between neighboring stripes [17]. The energy loss of SW propagation in such a bi-
component structure is reduced. Therefore, interesting features are expected for 2D 
MCs composed of periodic arrays of magnetic dots embedded in matrix of another 
magnetic material. 
Puszkarski and Krawczyk [27] have theoretically calculated the magnonic band 
structure of 2D MCs consisting of infinitely long cylindrical Fe rods periodically 
embedded in a yttrium iron garnet (YIG) background. They considered the SWs 
propagation in the plane perpendicular to the Fe cylinders under an external magnetic 
field applied along the direction of the cylinders. However, for such kind of structure 
of infinite thickness, perpendicular magnetization is technologically less favorable 
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since it demands strong fields for saturation. However, because of the difficulty in 
fabricating high-quality two- and three-dimensional nanostructured bi-component 
MCs, no experimental studies of these structures have been undertaken. Neither have 
any numerical simulations of the spin dynamics of these structures been carried out. 
In this Chapter, we use micromagnetic simulations for the calculation of the 
magnonic band structure of propagating exchange SWs in 2D MCWs in the form of a 
regular square lattice array of ferromagnetic square dots embedded in a matrix of 
another ferromagnetic material. The lattice constant of MCWs investigated in this 
Chapter is kept fixed at 32 nm, and hence, SWs for most wavevectors q in the 
Brillouin zones, as discussed in Chapter 6, are exchange SWs [149]. The magnonic 
band structure of exchange SWs with wavelengths down to several nanometers and 
frequencies up to 125 GHz is numerically investigated for six types of 2D MCWs 
with different material combinations. The calculated dispersion curves feature 
magnonic bandgaps with widths of the order of 10 GHz. The bandgaps were studied 
as functions of the in-plane applied magnetic field strength and the size of the 
embedded square dots. 
 
§ 7.2 Simulation Method 
The MCWs studied are in the form of a regular square lattice array of square dots 
of a ferromagnetic material embedded in a matrix of a different ferromagnetic 
material. The schematic of such an MCW is shown in Fig. 7.1. Each MCW has a 
length of 1024 nm (x-direction), a width of 224 nm (y-direction) and a thickness of 10 
nm (z-direction). The lattice constant a is kept fixed at 32 nm, while the width d of the 
square dot is varied from 0 to 32 nm. We investigated 2D MCWs composed of 
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various combinations of two of the ferromagnetic metals: Co, Fe, Py, and Ni. Instead 
of studying each of the twelve possible combinations, we investigated six 
combinations with square dots of materials with higher exchange constant values than 
those of the matrix materials. The MCWs with six different dot/matrix material 
combinations, with width of square dot d nm and constant lattice constant 32 nm, will 
be referred to as dCo/Ni, dCo/Py, dCo/Fe, dFe/Ni, dFe/Py, and dPy/Ni in this Chapter. 
Two kinds of SW modes, which depend on the orientation of the applied magnetic 
field H, in transversely and longitudinally magnetized waveguides were investigated 
as shown in Fig. 7.1 (b) and (c) respectively. The magnonic band structures of 
exchange SW with wavelengths down to several nanometers and frequencies up to 
hundreds of GHz were numerically investigated.  
 
Fig. 7.1 (a) Schematic of the magnonic crystal waveguide comprising a regular square 
array of ferromagnetic dots in a ferromagnetic matrix. An external magnetic field is 
applied (b) transversely and (c) longitudinally to the waveguide, and q is the 
wavevector of the SWs. The lattice constant a = 32nm, and d is the width of the 
square dot.  
 
The OOMMF program [153] was used to numerically calculate the dynamics of 
the magnetizations by solving the LLG equation [97,101]. The simulation cell size 
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used is 2 × 2 × 10 nm3, the damping constant α = 0.01, and the gyromagnetic ratio γ = 
2.21 × 105 m/As. The magnetic parameters of the four ferromagnetic metals (Co, Fe, 
Py and Ni) used in the simulations are the same as those used in Chapter 6 as 
specified in Table 6.1. Here, we will focus on only the propagation of SWs waves 
along the length of the waveguide (x-direction), corresponding to the high symmetry 
Γ to X direction for a square lattice. A static in-plane magnetic field was applied in 
the y-direction and x-direction (see Fig. 7.1) corresponding to the transverse and 
longitudinal geometries respectively. In order to excite SWs, a ‘sinc’ function [25]  









                                         (7.1) 
with H0 = 1.0 T and field frequency fH = 125 GHz, was applied locally to a volume 
element ΔxΔyΔz (= 4 × 224 × 4  nm3) in the middle of the MCWs (x = 512 nm). SWs, 
with frequencies ranging from 0 to 125 GHz, were thus excited and propagated along 
the x-direction. The dispersion curves and mode profiles of SWs propagating along 
the length (x-direction) of the MCs were calculated using the procedure described in 
Chapter 3.  
 
§ 7.3 Transversely Magnetized 2D MCWs 
In this section, the calculated magnonic band structures of exchange SWs in 
transversely magnetized six types of 2D MCWs of various compositions are reported.  
The calculated dispersion curves along the longitudinal symmetry axis of 
isolated single Co, Fe, Py, and Ni nanostripes, for an applied field H = 100 mT, for 
SW propagation along the x-axis are shown in Fig. 6.2. For these isolated nanostripes, 
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there is a single monotonic dispersion curve and no forbidden band for frequencies 
above the lower frequency limit, as shown in Fig. 6.2. 
The calculated SW dispersion curves along the x-axis of 28Co/Ni, 28Co/Py, 
28Co/Fe, 28Fe/Ni, 28Fe/Py, and 28Py/Ni MCWs under H = 200 mT are shown in Fig. 
6.2. The dispersion curves feature a lower frequency limit viz. 11 GHz for 28Co/Ni, 
12.5 GHz for 28Co/Py, 14 GHz for 28Co/Fe, 16.5 GHz for 28Fe/Ni, 18 GHz for 
28Fe/Py, and 12.5 GHz for 28Py/Ni. These values correspond to the minimum 
frequency of the lowest allowable SW modes propagating through the respective 
waveguides, due to width confinement [25,154,155]. In contrast to the single 
monotonic dispersion curve of the isolated Co, Fe, Py, and Ni nanostripes, for the 
MCWs, a periodic character of the three dispersion branches, calculated up to the 
forth BZ, is evident from Fig. 7.2. The dispersion curves are observed to be folded 
and exhibit first, second, and third bandgaps at the BZ boundaries (q = π/a, 2π/a, and 
3π/a), due to the periodic modulation of the material magnetic properties along the 
SW propagation direction. For the 28Co/Ni MCW, the first and second bandgaps with 
respective widths (center frequencies) of 3.5 (25.8) and 19 (55.5) GHz are observed, 
while, only the lower edge of the third bandgap at 92 GHz is observed below the 
frequency range 125 GHz. The widths and center frequencies of the bandgaps for the 
six MCWs studied are summarized in Table 7.1. It is interesting to note that the 
number, width and center frequencies of bandgaps are dependent on the component 
materials of the MCWs. Another notable feature is the variation of the SW mode 
intensities, proportional to the squared Fourier transform of the dynamic 
magnetization [56], of the three branches over the three BZs. The lowest branch has 
the maximum intensity in the first BZ, the second one in the second BZ, and so on. 
This is a consequence of the Umklapp process [50]. 




Fig. 7.2 Dispersion relations for (a) 28Co/Ni, (b) 28Co/Py, (c) 28Co/Fe, (d) 28Fe/Ni, 
(e) 28Fe/Py, and (f) 28Py/Ni MCWs under a H = 200 mT field. The dotted lines 
indicate the Brillouin zone boundaries q = nπ/a, and the first, second and third 
bandgaps are denoted by red, green and blue shaded regions respectively. The 
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Table 7.1 Widths and centre frequencies of magnonic bandgaps in the 28Co/Ni, 
28Co/Py, 28Co/Fe, 28Fe/Ni, 28Fe/Py, and 28Py/Ni MCWs. Values are specified in 
GHz. 
MCWs First Bandgap Second Bandgap Third Bandgap 
Width Centre Width Centre Width Centre 
28Co/Ni 3.5 25.8  19 55.5  - - 
28Co/Py 2.5   28  11.5 57.5  17 108.5  
28Co/Fe 3  33.5  5 60.5  2 106 
28Fe/Ni 1  36  7 56  15 88.5 
28Fe/Py 0   37  2.5 58  7 89.5  
28Py/Ni 1   26  4 51  8.5 91  
 
The calculated magnetic-field dependence of the bandgap parameters for the six 
types of MCWs is presented in Fig. 7.3. The widths of the first three bandgaps do not 
change with increasing applied magnetic field as shown in Figs.7.4(a)-(f) for 28Co/Ni, 
28Co/Py, 28Co/Fe, 28Fe/Ni, 28Fe/Py, and 28Py/Ni MCWs. This contrasts sharply 
with the study of a magnonic band structure of dipolar SW by Wang et al [24], who 
found that the widths of the first and second bandgaps decrease with increasing 
applied magnetic field. With a lattice constant of only 32 nm, our MCWs have a 
magnonic band structure of an exchange nature. In contrast, the center frequencies of 
the bandgaps increase linearly with increasing applied magnetic field. For instance, 
for the 28Fe/Ni MCW as shown in Fig. 7.3(d), the center frequencies increase from 
33.5 to 58 GHz for the first bandgap, from 53.5 to 78.5 GHz for the second bandgap, 
and from 86 to 110 GHz for the third bandgap when the field is raised from H = 100 
to 1000 mT. This field tunability of magnonic bandgap can be exploited, for example, 
in an ultra-sensitive magnetic-field sensor based on the MCWs [156]. 




Fig. 7.3 Magnetic field dependence of transmission and forbidden bands of (a) 
28Co/Ni, (b) 28Co/Py, (c) 28Co/Fe, (d) 28Fe/Ni, (e) 28Fe/Py, and (f) 28Py/Ni MCWs. 
The gray region represents the allowed bands, while the red, green and blue regions, 








Fig. 7.4 Bandgap diagram with respect to the width of square dot d nm (with a = 32 
nm) under a H = 200 mT field for (a) dCo/Ni, (b) dCo/Py, (c) dCo/Fe, (d) dFe/Ni, (e) 
dFe/Py, and (f) dPy/Ni MCWs. The gray region represents the allowed bands, while 
the red, green and blue regions, the respective first, second and third forbidden bands. 
 
Simulations were also carried out to construct dependences of the magnonic 
bandgaps on the width of square dots d nm, with the lattice constant a fixed at 32 nm. 
The widths and positions of the first three bandgaps, obtained at the BZ boundaries (q 
= π/a, 2π/a, and 3π/a), as a function of d for H = 200 mT for the six MCWs are 
displayed in Fig. 7.4. For the Co/Ni MCW, as shown in Fig. 7.4(a), the first bandgap 
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exists over almost the entire range of the Co dot widths from 0 to 32 nm, and its 
maximum width of 11 GHz occurs at d = 16 nm. For the second bandgap, there are 
three zero widths at d = 0, 14, and 32 nm, and two local maximal widths viz. 4 GHz at 
d = 8 nm, and 24.5 GHz at d = 24 nm. For the third bandgap, there are four zero 
widths at d = 0, 10, 22, and 32 nm, and three local maximal widths viz. 10 GHz at d = 
6 nm, 23 GHz at d = 16 nm, and 34 GHz at d = 28 nm. As shown in Fig. 7.4, for the 
nth bandgap, there are n+1 zero-width points when the widths of the square dot vary 
from d = 0 to 32 nm. The calculated maximal widths and the corresponding center 
frequencies of their magnonic bandgaps are compiled in Table 7.2. 
Table 7.2 The maximal widths (GHz) and corresponding centre frequencies (GHz) of 
magnonic bandgaps and square dot widths d (nm) of the dCo/Ni, dCo/Py, dCo/Fe, 
dFe/Ni, dFe/Py, and dPy/Ni MCWs.  
MCWs First Bandgap Second Bandgap  Third Bandgap 
Width Centre M Width Centre M Width Centre M 
dCo/Ni 11  21.5  16 24.5 56  24 34 109 28 
dCo/Py 6   27 20 12.5 57  24 17 108  28 
dCo/Fe 5.5   37  20 5 60.5 28 2 106  28 
dFe/Ni 2   31.5  24 10 53  20 15 88 28 
dFe/Py 0   -  - 3 56  20 8.8 91  16 
dPy/Ni 1   24 20 4 50  24 10.5 96 16 
 
Table 7.2 indicates that the widths of bandgaps are dependent on the component 
materials of the MCWs. The largest first bandgap (of width ~ 11 GHz) exists in the 
Co/Ni MCW, while the smallest first bandgap (of width ~ 0 GHz) exists in the Fe/Py 
MCW. For the second bandgap, the largest width (~ 24.5 GHz) also exists in the 
Co/Ni MCW, while the smallest width (~ 3 GHz) exists in the Fe/Py MCW. For the 
third bandgap, the largest width (~ 34 GHz) again exists in the Co/Ni MCW, while 
the smallest width (~ 2 GHz) exists in the Co/Fe MCW. In general, the larger the 
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contrast in the magnetic properties between the two component materials of an MCW, 
the wider would be its bandgap [26]. Now, the contrast between the exchange 
constant of Co and Ni (ACo/ANi = 3.48) is the largest among the six different material 
combinations. Hence, as expected, the largest bandgap widths of the first three 
bandgaps exist in the dCo/Ni MCW. It is interesting to note that the higher-order 
bandgaps have narrower widths than those of the lower-order bandgaps for the 
dCo/Fe MCWs. This is in contrast with the other five kinds of MCWs, for which the 
higher the order of the bandgaps, the wider their width. 
 
Fig. 7.5 (a) Width of the magnonic bandgap for all the considered material 
combinations under applied field H = 200 mT. The MCWs are arranged in decreasing 
order by exchange constant ratio. (b) Magnetic parameter contrasts between 
component materials in the considered MCWs, ordered as in (a). 
 
We have compiled the results of our calculations in order to formulate more 
general rules concerning the magnonic band structure in the MCWs studied. Figure 
7.5(a) shows the width of the bandgaps observed in the MCWs under investigation.  
The magnetic parameter contrasts between the component materials of the MCWs 
studied are shown in Fig. 7.5(b). Their respective bandgap widths are presented in Fig. 
7.5(a). The maximum bandgap widths of the first three bandgaps decrease with 
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exchange constant ratio (from dCo/Ni to dCo/Fe). The largest bandgaps are observed 
in the dCo/Ni MCWs, in which the exchange constant ratio is the largest among the 
studied six kinds of MCWs. 
 
§ 7.4 Longitudinally Magnetized 2D MCWs 
In this section, the calculated magnonic band structures of exchange SW in 
longitudinally magnetized six types of 2D MCWs of various compositions are 
reported.  
The calculated dispersion curves along the longitudinal symmetry axis of 
isolated single Co, Fe, Py, and Ni nanostripes, under an applied field H = 200 mT 
along the x-axis, for SW propagation along the x-axis are shown in Fig. 6.12.  
The calculated SW dispersion curves along the x-axis of 2D MCWs: 28Co/Ni, 
28Co/Py, 28Co/Fe, 28Fe/Ni, 28Fe/Py, and 28Py/Ni under a field H = 200 mT applied 
along the x-axis are shown in Fig. 7.6. The dispersion curves feature a lower 
frequency limit viz. 11 GHz for 28Co/Ni, 12.5 GHz for 28Co/Py, 15 GHz for 28Co/Fe, 
18 GHz for 28Fe/Ni, 21 GHz for 28Fe/Py, and 12.5 GHz for 28Py/Ni. These values 
correspond to the minimum frequency of the lowest allowable SW modes propagating 








Fig. 7.6 Dispersion relations for (a) 28Co/Ni, (b) 28Co/Py, (c) 28Co/Fe, (d) 28Fe/Ni, 
(e) 28Fe/Py, and (f) 28Py/Ni MCWs under a field H = 200 mT. The dotted lines 
indicate the Brillouin zone boundaries q = nπ/a, and the first, second and third 
bandgaps are denoted by red, green and blue shaded regions respectively. The 
intensities of the SWs are represented by color scale. 
 
As shown in Fig. 7.6., in contrast to a single monotonic dispersion curve of the 
isolated Co, Fe, Py, and Ni nanostripes, for the MCWs, a periodic character of the 
three dispersion branches, calculated up to the forth BZ, is evident from Fig. 7.6. The 
dispersion curves are observed to be folded and exhibit first, second, and third 
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bandgaps at the BZ boundaries (q = π/a, 2π/a, and 3π/a), due to the periodic 
modulation of the material magnetic properties along the SW propagation direction. 
For the 28Co/Ni MCW, the first three bandgaps with respective widths (center 
frequencies) of 4.5 (18.8), 21.5 (45.2), and 37 (96.5) GHz are observed below the 
frequency range 125 GHz. The widths and center frequencies of the bandgaps for the 
six MCWs studied are summarized in Table 7.3. As shown in Fig. 7.6, the number, 
width and center frequencies of bandgaps are dependent on the component materials 
of the MCWs. Due to the Umklapp process [50], the intensities of the SW modes 
which are proportional to the squared Fourier transform of the dynamic 
magnetization [56], of the three branches over the three BZs are different. The lowest 
branch has the maximum intensity in the first BZ, the second one in the second BZ, 
and so on.  
Table 7.3 Widths and centre frequencies of magnonic bandgaps in the 28Co/Ni, 
28Co/Py, 28Co/Fe, 28Fe/Ni, 28Fe/Py, and 28Py/Ni MCWs. Values are specified in 
GHz. 
MCWs First Bandgap Second Bandgap Third Bandgap 
Width Centre Width Centre Width Centre 
28Co/Ni 4.5 19  21.5 45  37 96.5 
28Co/Py 4   20.5  14 47.5  22 95.5  
28Co/Fe 1.5  23  1 48  0 91 
28Fe/Ni 1  23.5  10 40.5  19.5 71 
28Fe/Py 1.5   25  6 42.5  13 72.5  
28Py/Ni 1   20.5  6 43.5  11 82.5  
 
 




Fig. 7.7 Bandgap diagram with respect to the applied field for (a) 28Co/Ni, (b) 
28Co/Py, (c) 28Co/Fe, (d) 28Fe/Ni, (e) 28Fe/Py, and (f) 28Py/Ni MCWs. The gray 
region represents the allowed bands, while the red, green and blue regions, the 
respective first, second and third forbidden bands. 
 
The calculated magnetic-field dependence of the bandgap parameters for the six 
types of MCWs is presented in Fig. 7.7. The widths of the first three bandgaps do not 
change with increasing applied magnetic field as shown in Figs.7.9(a)-(f) for 28Co/Ni, 
28Co/Py, 28Co/Fe, 28Fe/Ni, 28Fe/Py, and 28Py/Ni MCWs. This contrasts sharply 
with the study of a magnonic band structure of dipolar SWs by Wang et al. [24], who 
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found that the widths of the first and second bandgaps decrease with increasing 
applied magnetic field. With a lattice constant of only 32 nm, our MCWs have a 
magnonic band structure of an exchange nature. In contrast, the center frequencies of 
the bandgaps increase linearly with increasing applied magnetic field. For instance, 
for the 28Fe/Ni MCW as shown in Fig. 7.7(d), the center frequencies increase from 
23.5 to 48 GHz for the first bandgap, from 40.5 to 64 GHz for the second bandgap, 
and from 71 to 94 GHz for the third bandgap when the field is raised from H = 100 to 
1000 mT.  
The dependences of the magnonic bandgaps on the width d of square dots, 
with a fixed at 32 nm, are also investigated. The widths and positions of the first three 
bandgaps, obtained at the BZ boundaries (q = π/a, 2π/a, and 3π/a), as a function of d 
for H = 200 mT for the six MCWs are displayed in Fig. 7.8. For the Co/Ni MCW, as 
shown in Fig. 7.8(a), the first bandgap exists over almost the entire range of the Co 
dot widths from 0 to 32 nm, and its maximum width of 14 GHz occurs at d = 18 nm. 
For the second bandgap, there are three zero widths at d = 0, 16, and 32 nm, and two 
local maximal widths viz. 16.5 GHz at d = 12 nm, and 27.5 GHz at d = 24 nm. For the 
third bandgap, there are four zero widths at d = 0, 10, 20, and 32 nm, and three local 
maximal widths viz. 7 GHz at d = 6 nm, 20 GHz at d = 16 nm, and 37 GHz at d = 28 
nm. The feature reported above for transversely magnetized 2D MCWs, viz. that the 
nth bandgap has n+1 zero-width points, is also exhibited by all the MCWs as shown in 
Fig. 7.8. The calculated maximal widths and the corresponding center frequencies of 
their magnonic bandgaps are compiled in Table 7.4. 
 




Fig. 7.8 Bandgap diagram with respect to d/a (with a = 20 nm) for (a) Co/Ni, (b) 
Co/Py, (c) Co/Fe, (d) Fe/Ni, (e) Fe/Py, and (f) Py/Ni MCWs under applied field H = 
200 mT. The gray region represents the allowed bands, while the red, green and blue 
regions, the respective first, second and third forbidden bands. 
 
Table 7.4 indicates that the widths of bandgaps are dependent on the component 
materials of the MCWs. The largest first, second, and third bandgaps all exist in the 
dCo/Ni MCW of width 14, 27.5, and 37 GHz. While, the smallest first, second, and 
third bandgaps all exist in the dCo/Fe MCW of width 1.5, 1, and 0 GHz. In general, 
the larger the contrast in the magnetic properties between the two component 
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materials of an MCW, the wider would be its bandgap [26]. Among the six different 
material combinations, the contrast between the exchange constants of Co and Ni 
(ACo/ANi = 3.48) is the largest, while that between the exchange constants of Co and 
Fe (ACo/AFe = 1.43) is the smallest. Hence, as expected, the largest bandgap widths of 
the first three bandgaps all exist in the dCo/Ni MCW, while the smallest bandgap 
widths exist in the dCo/Fe MCW. It is also interesting to note that the higher-order 
bandgaps have narrower width than those of the lower-order ones for the dCo/Fe 
MCWs. This is in contrast to the other five kinds of MCWs, for which the higher the 
order of the bandgaps, the wider their width. 
Table 7.4 The maximal widths (GHz) and corresponding centre frequencies (GHz) of 
magnonic bandgaps and square dot widths d (nm) of the dCo/Ni, dCo/Py, dCo/Fe, 
dFe/Ni, dFe/Py, and dPy/Ni MCWs.  
MCWs First Bandgap Second Bandgap  Third Bandgap 
Width Centre M Width Centre M Width Centre M 
dCo/Ni 14  19  18 27.5 47  24 37 96.5 28 
dCo/Py 8.5   21 16 16 47  24 22 96  28 
dCo/Fe 1.5   23  24 1 48 24 0 -  - 
dFe/Ni 6.5   21  16 17.5 42  24 24.5 77 24 
dFe/Py 4.5   22 16 10 43  24 16 74.5 24 
dPy/Ni 3   20 16 8 44  24 11 83 28 
 
We have compiled the results of our calculations in order to formulate more 
general rules concerning the magnonic band structure in the MCWs studied. Figure 
7.9(a) shows the maximum width of the bandgaps observed in each of the six 
different material combination MCWs under investigation. The magnetic parameter 
contrasts between the component materials of the MCWs studied are shown in Fig. 
7.9(b). Their respective bandgap widths are presented in Fig. 7.9(a). In contrast with 
the results in the transversely magnetized waveguides case, the widths of the first 
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three bandgaps decrease with decreasing exchange constant ratio (from dCo/Ni to 
dCo/Fe). 
 
Fig. 7.9 (a) Maximum width of the magnonic bandgap for all the considered material 
combinations under applied field H = 200 mT. The MCWs are arranged in decreasing 
order by exchange constant ratio. (b) Magnetic parameter contrasts between 
component materials in the considered MCWs, ordered as in (a). 
  
§ 7.5 Comparison between Transversely and Longitudinally 
Magnetized 2D MCWs 
The magnonic band structures of exchange SWs in both transversely and 
longitudinally magnetized six types of 2D MCWs of various component materials 
have been discussed in the previous two sections. Different behaviors of magnonic 
band structures are observed depending on the relative orientation between the 
applied field and waveguide. In this section, the differences between transversely and 
longitudinally magnetized waveguides are discussed. 
The calculated dispersion curves along the longitudinal symmetry axis of the 
28Co/Ni MCW for an applied field H = 200 mT along the x-axis and y-axis, for SW 
propagation along the x-axis are shown in Figs. 7.10 (a) and (b), respectively. As 
shown in Fig. 7.10, the widths of the first three bandgaps in the longitudinal case are 
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wider than those in the transverse case. And the center frequencies of the bandgaps in 
the longitudinal case are lower than those in the transverse case. For instance, for the 
first bandgap, the width (center frequency) is 3.5 GHz (25.8 GHz) in the transverse 
case, while 5 GHz (18.5 GHz) in the longitudinal case. 
 
Fig. 7.10 Dispersion relation for 28Co/Ni MCW under a field H = 200 mT applied (a) 
transversely and (b) longitudinally to the waveguide. The dotted lines indicate the 
Brillouin zone boundaries q = nπ/a, and the first, second and third bandgaps are 
denoted by red, green and blue shaded regions respectively. The intensities of the 
SWs are represented by color scale. 
 
The dependences of the magnonic bandgaps on Co dot width with a fixed at 32 
nm for dCo/Ni MCWs under applied field H = 200 mT applied transversely and 
longitudinally to the waveguide are shown in Fig. 7.11. A similar phenomenon that 
there are n+1 zero-width points for the nth bandgap exists for both the transverse and 
longitudinal cases. The largest bandgap widths of the first three bandgaps (14, 27.5 
and 37 GHz) for the longitudinal case are wider than those (11, 24.5 and 34 GHz) for 
the transverse case. 
 




Fig. 7.11 Bandgap diagram with respect to with of Co dot width (with a = 32 nm) for 
Co/Ni MCWs under applied field H = 200 mT applied (a) transversely and (b) 
longitudinally to the waveguide. The gray region represents the allowed bands, while 
the red, green and blue regions, the respective first, second and third forbidden bands. 
 
Fig. 7.12 shows the maximum widths of the bandgaps observed in each of the 
six different material combination MCWs under investigation for the transverse and 
longitudinal cases. In the longitudinal case, the maximum bandgap widths of the first 
three bandgaps decrease with decreasing exchange constant ratio. However, in the 
transverse case, the maximum bandgap widths do not strictly decrease with 
decreasing exchange constant ratio. For both the transverse and longitudinal cases, the 
widest bandgaps of the first three bandgaps all exist in the dCo/Ni MCWs, which has 
the largest exchange constant ratio among the six types of MCWs studied. 




Fig. 7.12 Maximum width of the magnonic bandgap for all the considered material 
combinations under applied field H = 200 mT applied (a) transversely and (b) 
longitudinally to the waveguide. The MCWs are arranged in decreasing order by 
exchange constant ratio.  
 
§ 7.6 Conclusions  
The magnonic band structures of exchange SWs in two-dimensional bi-
component magnonic crystal waveguides were investigated using the micromagnetic 
methods. Two kinds of SW modes, which depend on the orientation of the applied 
field, in transversely and longitudinally magnetized waveguides were investigated. 
From the calculated dispersion curves of SWs, wide forbidden bandgaps of the 
order of 10 GHz were observed. While the bandgap center frequencies increase with 
increasing applied magnetic field, the bandgap widths are independent of the field. 
Additionally, we found that the widths and center frequencies of the bandgaps are 
controllable by the width of the embedded square dots of the magnonic crystals. An 
interesting feature is that there are n+1 zero-width points for the nth bandgap for both 
the transverse and longitudinal cases. 
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It is also found that the higher the order of the transmission bands and bandgaps, 
the narrower the widths of the transmission bands and bandgaps for the dCo/Fe 
MCWs. In contrast, the higher are the order of the transmission bands and bandgaps, 
the wider are the widths of the transmission bands and bandgaps for the other five 
types of MCWs. The largest bandgap widths were observed in the dCo/Ni MCWs, 
which have the largest exchange constant ratio. Hence, the magnonic band structures 
of exchange SWs are more related to the exchange constant contrast ratios. 
By comparing the band structures of exchange SWs in both the transverse and 
the longitudinal cases, we found that for the same MCW, the widths of the bandgaps 
in the longitudinal case are wider than those in the transverse case. And the center 






































































Chapter 8      Conclusions and Perspectives 
 
Objective of this PhD research study is to investigate the magnonic band 
structures of spin waves in 1D and 2D bi-component magnonic crystals using both 
experimental BLS measurements and the micromagnetic simulation technique. The 
influences of the in-plane orientation of an applied magnetic field on the spin 
dynamics of elongated rings were also investigated. 
In Chapter 4, the experimentally observed magnonic band structures of SWs in 
1D bi-component MCs, carried out by the BLS technique, were presented. The BLS 
measurements were in good accord with finite-element-based theoretical calculations. 
The linearized Landau-Lifshitz equations, together with Maxwell’s equations, were 
solved with the Bloch theorem applied along the periodicity direction. Lateral arrays 
of contacting magnetic nanostripes of different materials were used to study a number 
of basic properties of SWs in these novel artificial materials. Our results show that the 
discrete set of allowed frequencies of an isolated nanoelement becomes a finite-width 
frequency band for an array of identical interacting elements. Bandgap tunability, 
arising from variations in the geometrical and material parameters, as well as the 
applied magnetic field has also demonstrated. The entire band structures observed 
were blue frequency shifted to higher frequencies while the bandgap widths became 
narrower with increasing applied field strength. Our findings on magnonic structures 
are expected to stimulate further development of the theory and applications of 
magnonics. For instance, the observed bandgap tunability could find applications in 
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the control of the generation and propagation of information-carrying SWs in MC-
based devices. Possible examples of such devices are filters and waveguides, in which 
SWs are generated by microwave techniques for use in microwave communication 
systems.  
Considering that research in this area is still at its infancy, the following aspects 
are recommended for future research. On the one hand, it has been shown that the 
damping of the SWs in the MCs could limit the propagation to take place only among 
a finite number of periods. Thus, efforts should be devoted to find new materials 
characterized by a high-saturation magnetization and a low damping. This 
combination will maximize both group velocity and free propagation path of SWs. On 
the other hand, it should be noted that the structures studied in Chapter 4 comprised 
repetition cells comprising only two elements having simple shape (stripes in this 
chapter). However, new features are expected to appear when the unit cell contains 
more elements of different shapes and materials. Therefore, further research is needed 
to extend the simple model to more complex magnonic structures. 
In chapter 5, we have investigated, using MOKE, Brillouin spectroscopy and 
micromagnetic simulations, the magnetic-field-orientation dependence of 
magnetization reversal and SW modes in nanorings of three different sizes. Two 
switching mechanisms, viz. the single-step and two-step switching, resulting from 
different magnetic field orientations, were found to exist for the two larger rings. 
However, the smallest ring was found to exhibit only the two-step switching. The 
simulated temporal evolution of the magnetization distribution during transitions of 
magnetic states reveals that the magnetic field orientation determines the nucleation 
site of the domain walls, and hence the magnetic state. Our Brillouin data on the two 
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larger rings reveal a splitting of each SW mode into two modes, corresponding to the 
transition from the onion to the vortex state, when the field was applied along their 
magnetization easy axis. However, this mode splitting was not observed when the 
field was applied 5° from the magnetization easy axis. In contrast, for the smallest 
ring, SW mode splitting was observed in both field orientations. 
The edge-to-edge spacing of the rings in the arrays investigated in Chapter 5 
was chosen to be 450 nm. Such a big spacing reduced the magnetostatic interactions 
between rings in each array. Therefore, for future work, the spacing between 
neighboring rings could be reduced in order to enhance the interaction between 
neighboring rings. Such a dense array of rings will be useful sample in the study of 
2D MCs as the collective SW modes could be detected and hence the existence of 
magnonic bandgaps. Furthermore, the 1D chains of interacting nanoring could be 
used as magnonic waveguides in MC-based devices. 
In Chapters 6 and 7, micromagnetic simulation results of the magnonic band 
structures of exchange-dominated SWs in 1D and 2D bi-component MCs of 
nanoscale lattice constants were presented. It was found that SWs could be excited 
and emitted from a local area, and hence propagate along the MC-based waveguides. 
Large bandgap widths of the order of 10 GHz were observed. These calculated 
bandgaps were found to be tunable by separately varying the filling fraction, lattice 
constant, applied magnetic field strength as well as the material combinations. The 
bandgaps were also found to be dependent on the in-plane orientations of the applied 
field. Another interesting feature was that there were n+1 zero-width points for the nth 
bandgap. The significance of the presented simulation results is that they contribute to 
better understanding of the nature and characteristics of SWs in 1D and 2D MCs 
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having nanoscale periods. From the application point of view, the simulated data 
could motivate the design and realization of novel information-processing magnonic 
devices. Although, due to the time-consuming nature of such simulations, the 
dimensions of the waveguides studied were restricted to hundreds of nanometers, and 
the mesh size was not sufficiently small, the precision of the results obtained is 
acceptable in most cases. With further enhanced computation power as well as the 
development of a graphics processing unit, that is, with faster computation times than 
ever before, smaller mesh cell simulations in systems of large-scale volume would be 
feasible and promising. 
For future work based on the results of Chapters 6 and 7, one possible avenue is 
the development of first-principle calculations at the atomic level. This is necessary in 
order to study the responses of magnetic moments to light, heat and elastic stress, not 
to mention their reverse effects such as generation of electromagnetic waves and the 
inverse magnetostriction effect from perturbed oscillating magnetic dipoles. Another 
interesting area for further work would be the development of an atomistic model, 
which considers such factors as atomic lattice configurations, interface effects, along 
with high time-resolutions shorter-than-1ps for SW propagations in arbitrary-shaped 
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