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Abstract-We discuss a “binary” algorithm for solving systems of linear equations with integer 
coefficients. So-called “binary” algorithms differ from ordinarv ones in that there is no roundoff 
error, but only overflow, and the-underlying analysis is p-adic analysis rather than conventional 
real analysis. The advantages of this algorithm are especially apparent when extremely large 
numbers are involved and no roundoff error can be tolerated. 
VLSI implementation of this and other “binary” algorithms is very appealing because of the 
extreme regularity of the circuits involved. 
1. INTRODUCTION 
In 1961 Stein published [5] the following algorithm for finding the greatest common divisor 
of the numbers a and b: 
(0) If a and b are both even, then divide both by 2 and keep track of this. 
(1) If only one of them is even, divide it two. 
(2) If both are odd, then subtract the smaller one from the larger one. 
(3) repeat. 
This “binary” algorithm offered a serious challenge to the ancient method of Euclid, 
which had ruled supreme for nearly two millennia. It is well suited to binary arithmetic, 
but not as well suited as it could be to exotic arithmetics such as “carry-save” arithmetic, 
which we explain in the appendix. Suffice it now to observe that step (2) requires knowledge 
of the magnitude of both numbers, which means waiting until all carries have been 
resolved. However, if for (2) we substitute 
(2)’ If Q and b are both odd, then replace (a, b) by 
((a + b)/2, (a - b)/2) 
then we get an algorithm which works without reference to the magnitude or sign of the 
numbers. We refer the reader to the author’s paper[3] for a full discussion of this algorithm 
and its extension which finds c and d such that ac-bd is the GCD, and we refer the reader 
to Knuth’s discussion of binary GCD algorithms[l]. 
Here we present a binary algorithm, compatible with carry-save arithmetic, for solving 
a system of linear equations of full rank with integer entries and an integer solution. If 
the solution is rational instead of integral, it turns out that the algorithm finds the 2-adic 
representation of the solution, thus suggesting a connection between p-adic analysis and 
binary algorithms. We refer the reader to [4] for further facts about p-adic numbers. 
Algorithm 1 
2. THE ALGORITHM 
Let the n by n nonsingular system of equations 
Ax=a 
be given, and suppose that the unique solution x is a vector of integers. The following three 
types of row operations clearly do not change the rank of the matrix nor do they alter 
the solution vector x: 
(1) Divide a row by two: R: = +R,; 
(2) Add row i to row j: R,’ = R, + R,; 
(3) Interchange rows i and j: R,f = Rj, R; = R,. 
715 
716 GEORGE B. PURDY 
Bx = 6, 
where b, is odd if i = j and even otherwise. 
Using this special form of the system, it is a simple matter to find the binary digits of 
the vector x, 
x = (x(l), . . . ,x(n)). 
We will illustrate the method with x(1). If 
b = (b(l), . . . , b(n)), 
then, because of the special form of the matrix B, x( 1) must have the same parity as b(l), 
and so we will know the parity of x(1). If it’s even, then we make the change of yariable 
x(1) = 2x’(l), 
whereas if it’s odd we make the change of variable 
x(1) = 2X’(l) + 1. 
Thus x(l) = 2x’(l) + d(O), where d(0) is either 1 or 0. The effect on the system Bx = b will 
be that d(0) times the first column of B is subtracted from b, and the elements of the first 
column of B are then doubled. The first row of the system will then have only even 
elements, and we divide this row by two, restoring bl, to its original (odd) value. If any 
odd coefficients appear in the other n - 1 positions of the first row of B, then we remove 
them by adding the appropriate rows to row one. Thus, if blk is odd, then we add row 
k to row one, and only the parity of blk will be changed-and possibly 6,. Now we can 
say that x’( 1) must have the same parity as the new b,, and we make a new substitution 
x’( 1) = 2x”( 1) + d(l), 
where d(1) is either one or zero, and we again divide row one by two, and so on. 
As we continue doing this, we obtain the result that 
x( 1) = d(0) + 2(d( 1) + 2(d(2) + . . ., 
06 
x( 1) = d(0) + 2d( 1) + 4d(2) + . . ., 
which is the binary expansion of x(l)! Thus, if we record the numbers d(O), d(l), . . . , we 
will have the binary representation for x(l). Since x(l) is an integer, d(i) will be zero for 
i sufficiently large. If we have a priori bounds on x we will know when to stop, or we can 
presume after a long run of zeros that we have reached the end. 
When we are done with x(l), we can go on to x(2), or any other x(j), and we can also 
find a few digits of one and then a few digits of another, skipping around as we please. 
Some remarks 
Remarks I. The steps in algorithm I and lemma 1 are all consistent with carry-save 
arithmetic, since we only check the parity of a number. We never need to check whether 
one number is bigger than another, or whether two numbers are equal. Our only 
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operations are addition and division by two, both of which can be done in a parallel 
manner in carry-save arithmetic. 
Remark 2. If the original system Ax = a is nonsingular but has a fractional solution 
x = (X(l), . . . ,x(n)), where x(i) =p,/qi, and if q,, . . . , q,, are odd, then without any 
modifications, algorithm 1 will produce as much of the infinite 2-adic expansions of 
x(l), . . , x(n) as is desired. 
LEMMA 1. 
If A is a nonsingular matrix of integers and a is a vector of integers, and if the system 
Ax=a 
has an integer solution, then the system may be reduced by row operations of types (l), 
(2), and (3) to the form 
Bx=b, 
where 6, is odd when i =j and even otherwise. Furthermore, at most log, (abs(det(A))) 
operations of type (1) are required. 
Proof. We give an algorithm for doing so. We assume that the given system Ax = a 
is of full rank and has an integer solution x, and we observe that the three row operations 
we are using leave the rank and solution unchanged, and the operations of types (2) and 
(3) leave the absolute value of the determinant unchanged, whereas type (1) operations 
divide the nonzero absolute value of the determinant by two. From .this last fact comes 
the upper bound on the number of type (1) operations required. Let L denote log, 
(abs (det (A))). 
Step 1. For every i, if all the elements in the ith row are even, then divide by two until 
this is no longer true. This terminates in a number of divisions bounded above by L. 
Step 2. We now have an odd element in each row of the system. Furthermore, the last 
element of each TOW, corresponding to the right hand side of the system, cannot be the 
only odd element in the row, as this would imply that the solution x was not an integer. 
Hence each row of the matrix itself has at least one odd element. 
Now (the new) row one has at least one odd element-say au. We add R, to any row 
R, for which aik is odd. We are going to make all of the elements in column k even except 
Q. Unfortunately, a complication appears. Suppose that a, is odd, so that we add R, to 
R,, and R, is replaced by R, + R,. It may happen that all of the elements of this new Ri 
are even. We then divide this row by two until an odd element appears, and we hope that 
ark remains even. But if ujk becomes odd, then we have to start all over again, adding RI 
to the new R,, and so on. This cannot go on for ever, since we can divide by two at most 
L times in total. 
Step 3. We do for R, what we did for R,, except that it now becomes more complicated. 
We first locate an odd element in R,--say a,. If urr is also odd, then we add R2 to R, to 
change that. This will not cause alli to become even, since azk is even. (We arranged in step 
2 that ujk is even for all j > 1.) If a3s is odd, then we add R2 to R3 to make uj5 even, but 
in so doing, we might make every element in R3 even, so that we have to divide R, by two, 
and we are comforted by the upper bound L on the total number of divisions by two. After 
we have divided by two, WE MAY EVEN HAVE TO ADD R, to R,, since.u,, might have 
become odd, and of course if a3s is odd, we also add Rz to R,, dividing by two whenever 
necessary. Continuing in this way, we work on the remaining rows until aLr is the only 
element in column s. 
Step 4. We now do for the other rows what we have done for R, and R,. We locate 
an odd element in R,-call it a,,. We may suppose that R,, . . , R,_, each have an odd 
element in a column with n - 1 even elements. We look at R,,, for m >j and determine 
whether am, is odd. If it is, then we add R, to R,,,. If the resulting new R, has only even 
elements, then we divide by two, and we then add whichever of the rows R, to R, we need 
to add so that those crucial j elements in R, are even. We may have to then divide R, 
CAMM’A VOI 9. N” hR 
718 GEORGE B. PURIJY 
by two again, and so on. However, as always, we know that L is an absolute upper bound 
on the total number of times that we divide by two. 
Step 5. We now permute the rows using row interchanges until the system is in the 
form 
Bx = 6. 
where the odd elements in B all lie on the diagonal, and the lemma follows. 
Remark 3. In lemma 1 we are in a sense doing Gaussian elimination over the Galois 
field of two elements GF(2). We could do a similar thing over GF(p) for any prime p by 
extending the row operations slightly. We would then find the base p representation of 
integer sclutions and the p-adic representation of fractional solutions in the modified 
algorithm 1, bs L would be the base p logarithm of the absolute value of the determinant. 
3.MAXIMUMANDAVERAGE RUNNINGTIME 
The average running time for the formation of B from A is much lower than the worst 
case upper bound suggests. The bounds attained above depend on L = log, (abs(det(a))), 
and Hadamard’s inequality gets from this cn max log, (abs(@), so that L is proportional 
to the product of n and the maximum number of bits in any entry in A. In fact, however, 
the average number of times that 2 divides the determinant is less than 1.61! 
THEOREM 
Let A be an n by n matrix of randomly chosen integers and let D = det (a), let 2*r be the 
highest power of 2 that divides D. Then the expected (or average) value of r is less than 1.6 1, 
Proof. Given the matrix A, we may reduce it by row operations of types (2) and (3) to 
a triangular matrix with zeros below the diagonal, and the unchanged determinant D will 
be the product of the diagonal elements. Let us do this carefully. Watching the first column, 
we perform row operations until all but one of the elements in column one are zero. We shall 
assume that D is not zero-zero determinants have very low probability. Then the remaining 
element h must exist, and it will be the greatest common divisor, or gcd of the elements in 
column one, since the row operations (2) and (3) do not change the gcd, and of course the 
gcd of h and zero is h. We now place h in the first row and look at the submatrix A ’ consisting 
of rows 2 through n and columns 2 through n. Since the row operations were all done 
without regard for the elements in columns 2 through n, the elements of A ’ are happily still 
random, and we may repeat for A ’ what we did for A, obtaining h’, which will be the gcd 
of the elements in the first column of A ‘, and it will be placed in the first row of A’. We form 
the submatrix A” of A ’ and so on. 
When we are done, the matrix A will have been triangularized, with h 1, . . . , hn on the 
diagonal, and for each i, h, will be the gcd of n - i + 1 random integers.The probability 
that m independent integers are divisible by 2* r is the product of the probabilities that 
any one of them is and is therefore 2*( - rm). In fact, this is not quite true, since the 
integers are really finite, so that there is a small positive probability that some of them 
are zero, and the probability that a zero element is diversible by 2* r is independent of r. 
However, we know that one of the elements is nonzero, since the hi is nonzero, and for 
the nonzero element, the probability that 2* r divides it is zero for r sufficiently large. Since 
the distribution of elements is the uniform one, things work out as claimed. Thus the 
probability that 2* r is the highest power of 2 dividing the gcd of m independent integers 
is 
2_“(1 - 2_“), 
where the additional factor is the probability of failure on the trial after the rth one. 
The expected number of 2’s dividing hi is therefore 
X + 2x* + 3x3 + . ., 
where X = 2-‘“-m+‘). 
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The average or expected number of 2’s dividing D is thus at most the sum of this for 
m = 1 to n, this being l/(2 - 1) + l/(4 - 1) + l/(8 - 1) + . . . < 1.61, and the theorem is 
proved. 
Remark. For sparse matrices A, where a!most all elements are zero, the probabilities are 
obviously different, but we still get a reasonable bound. The h, are still nonzero, and the 
probability that h, is divisible by 2*r is at most 2*(-r), so that the expected number of 
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APPENDIX: CARRY-SAVE ARITHMETIC 
Carry-Save addition was known to von Neumann, and has been implemented on several machines-for 
example the ILLIAC III (we refer the reader to Kai Hwang’s invaluable book[2]). In modem parlance it could 
be called a “parallel” method for addition, since all of the digits can be processed simultaneously. If two numbers 
A and E in binary two’s complement representation are added to a third such a number C, the result can be 
written as V + V, where V may be viewed as the sequence of carries, and this may be accomplished entirely by 
local operations in one cycle. (This works because 1 + 1 + 1 = 3 has only two digits in its binary representation.) 
Thus carry ripple is totally eliminated. If we wish to add together two numbers in carry-save form-say A + B 
and C + D-then we first add C to A + E obtaining V + V and then add’D to V + V obtaining Y + Z. Trouble 
comes if we ever wish to leave carry-save form, since we must then do a true sum of A and B to convert A + B 
to the usual binary form, and carries will usually occur. Another difficulty is that it is time-consuming to compare 
two numbers A + B and C + D in carry-save form, since we may have A z C and yet B < D. It is even difficult 
to test whether for example A + B is equal to C + D. However it is very easy to test whether a number A + B 
is even and to divide by two if it is, and the negation -(A + B) can also be found quickly. (This is necessary 
because A and B separately are in two’s complement form.) 
Checking for divisibility by two and dividing by two can both be done quickly in carry-save arithmetic. To 
see this, suppose that A + B is given in carry-save form. Let a and b be the least significant binary digits of A 
and B respectively. If (I and b are both zero, then A + B is even, and division by two can be accomplished by 
dropping both a and b and shifting right one position (with two’s complement form we always use a so-called 
ARITHMETIC shift-the leading digit is unchanged). If a and b are both unity, then A + B is even, and division 
by two may be achieved by dropping II and 6, shifting right one position, and adding one to the result. (naturally 
we perform this addition in carry-save mode to avoid carry-ripple.) In all other cases A + B is odd. To form 
the negation - (A + B) of A + B, we use the fact that A + A * + 1 = 0, where A* is the bit complement of A. 
Thus we form B* also and add two to A * + E * obtaining the carry-save negation C + D. Another worry is that 
overflow will occur. Indeed, since the two halves of the carry-save form may oppose each other in sign, there 
is no obvious upper limit on the magnitude of each half. For this reason, we do not attempt o avoid overtlow. 
See [3] for details. 
