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A B S T R A C T
Multispectral photoacoustics is an emerging biomedical imaging
modality which combines the penetration depth and resolution of high-
frequency medical ultrasonography with an optical absorption con-
trast. This enables tomographic imaging of blood oxygen saturation, a
functional biomarker with wide applications. Already, photoacoustic
imaging (PAI) is widely applied for small animal imaging in pre-
clinical research. While PAI is a multiscale modality, its translation to
clinical research and interventional use remains challenging. The ob-
jective of this thesis was to investigate the usefulness of multispectral
PAI as a technique for interventional tomographic imaging of blood
oxygenation. This thesis presents open challenges alongside research
contributions to address them. These contributions are, (1) The design
and implementation of an interventional PAI system, (2) Methods for
real-time photoacoustic (PA) image processing and quantification of
tissue absorption and blood oxygenation, and finally (3) the appli-
cation of multispectral PAI to translational neurosurgical research –
performing the first high spatiotemporal resolution tomography of
spreading depolarization, and at the same time the first interventional
PAI on any gyrencephalic (folded) brain. Such interventional imaging
in neurology is one of many promising fields of application for PAI.
v

Z U S A M M E N FA S S U N G
Multispektrale Photoakustik ist eine aufstrebende biomedizinische
Bildgebungsmodalität, die die Bildgebungstiefe und Auflösung von
hochfrequentem medizinischen Ultraschall mit optischem Absorbti-
onskontrast verbindet. Diese Kombination ermöglicht eine tomogra-
phische Messung von Sauerstoffsättigung im Blut – ein funktioneller
Biomarker mit einer Vielzahl von Anwendungen. Photoakustik wird
bereits umfassend in der präklinischen Forschung verwendet und hat
sich dort bewährt; doch obwohl Photoakustische Bildgebung prin-
zipiell weit skalierbar ist, bleiben Hürden bei der Translation der
Modalität in die klinische Forschung und interventionelle Nutzung.
Das Ziel dieser Arbeit war die Untersuchung der interventionellen
Anwendbarkeit multispektraler photoakustischer Tomographie als
Bildgebungsmethode zur Messung von Sauerstoffsättigung. In die-
ser Arbeit werden spezifische Herausforderungen aufgezeigen, und
Forschungsbeiträge präsentiert um diese anzugehen. Diese Beiträge
umfassen (1) das Realisieren eines entsprechenden interventionellen
Photoakustiksystems, (2) Methoden zur Bildverarbeitung und Quanti-
fizierung und (3) neuartige Anwendungen von Photoakustik in der
translationalen neurochirurgischen Forschung. Letzteres umfasst die
erstmalige räumlich und zeitlich hochauflösende Tomographie von
Streudepolarisation, sowie gleichzeitig die erste interventionelle An-
wendung photoakustischer Bildgebung im gyrencephalen (gefalteten)
Gehirn. Solch interventionelle Bildgebung in der Neurologie ist nur
eines der vielversprechenden Anwendungsfelder für die Photoakustik.
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Part I
I N T R O D U C T I O N

Blut ist ein ganz besondrer Saft.
— Goethe, Faust.
1
M O T I VAT I O N
Blood oxygenation or blood oxygen saturation (sO2) is an important
biomarker, sometimes even referred to as the fifth vital sign when it is
estimated in vivo using pulse oximetry [1] or measured ex vivo from
an arterial blood sample. Spatially resolved functional information
on hemodynamic biomarkers like sO2 can yield valuable information
on diagnosis or staging of various diseases. Tumor hallmarks like
angiogenesis or hypoxia in a tumor core can be imaged directly with
an endogenous contrast. Limited perfusion of an organ due to an
infarction could be monitored as well as reperfusion of an organ after
surgery or transplantation. And most relevant for the work in this
thesis, sO2 can also be an indicator of tissue metabolism. Given the
central role of sO2 in both tissue function as well as its potential
diagnostic and interventional use, imaging of sO2 in depth could be a
valuable tool for clinicians.
In principle, imaging a correlate to sO2 in depth is possible with
functional magnetic resonance imaging (fMRI) techniques [2] using a
blood oxygen level dependent (BOLD) contrast [3]. Such techniques as
well as intraoperative magnetic resonance imaging (MRI) applications
continue to make progress [4]. However, fMRI remains much too
cumbersome and expensive for many applications [5], with real-time
interventional imaging being impossible.
With the abundance of possible applications of sO2 imaging, the
main objective of this thesis was to investigate if the principle of
multispectral photoacoustic imaging (PAI) can be clinically translated
as a technique for real-time interventional tomographic imaging of
blood oxygenation in depth. More specifically PAI’s application to
brain imaging was investigated. This principle application is presented
in the final two manuscripts of this thesis (C3 & J4). Functional
brain imaging was described with photoacoustic (PA) tomography
in small animals as early as 2003 [6]. Given this early success, one
would imagine that the translation of photoacoustics to the clinic went
smoothly during these last 20 years.
It did not.
Rather, it stalled due to a number of challenges that are outlined in
Chapter 5. To fully grasp these challenges we first have to start with
some principles of tissue optics and photoacoustics.
To begin with, photoacoustics is a technique which combines the
contrast of optical absorption with the penetration depth of ultrasound
(US). Multispectral PAI is a spectroscopic technique which is not lim-
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ited to the imaging of hemodynamics – there is a range of endogenous
chromophores and exogenous contrast agents which can be imaged
with photoacoustics. It is used in different spectral regimes from
ultraviolet (UV) light [7] to microwaves, but most translational photoa-
coustics research focuses on near infrared (NIR) light that can penetrate
deeper into tissue through the so-called optical window. This and the
optical properties of biological tissue in general is subject of Chapter 2.
Generally speaking, NIR light is diffused in tissue after less than a
millimeter path and thereby loses the spatial information necessary to
perform classical optical imaging. Monitoring macroscopic parameters
remains possible with diffuse light as part of the diffused light reaches
the structures of interest and is absorbed there. Classical optical mon-
itoring methods, the most well-known of which are pulse oximetry
and near infrared spectroscopy (NIRS), use the relative overall absorp-
tion over a range of wavelengths to estimate tissue parameters like
sO2 or blood volume fraction (BVF). In multispectral photoacoustics,
tissue is illuminated with nanoseconds-short light pulses of different
wavelengths to cause thermoelastic expansion in any absorber. The
sudden local pressure rise, which is proportional to the absorbed en-
ergy, manifests in an acoustic response which can be detected on the
tissue surface by US transducer arrays or hydrophones. This so-called
photoacoustic effect is explained in Section 3.1.
Ultrasonic waves are able to transmit spatial information from ab-
sorber to surface, because they are scattered around two orders of
magnitude less in tissue than light. Acoustic signals can be recorded
as time series – due to the relatively small speed of sound – and then
reconstructed into a PA image. In an ideal case, a PA image resulting
from one light pulse is a spatial map of the locally absorbed energy.
Section 3.3 outlines why this quantitative ideal image is mostly beyond
reach. Section 3.2 illustrates the physical principle and feasibility of
PAI.
The PAI principle can yield molecular functional imaging contrast
deeper in tissue than any optical contrast modality. PAI has been
applied to small animals, detecting a range of functional information
and disease markers. By now, PAI covers a range of specific techniques
ranging from microscopy resolutions and millimeter imaging depth to
macroscopic applications which are comparable in depth penetration
and resolution to high frequency clinical US. PAI techniques are often
tailored to specific applications. Chapter 4 gives a brief overview over
prominent state-of-the-art PAI techniques and PAI technology.
While the next three chapters give short introductions to the prin-
ciples and techniques of PAI, Chapter 5 will address the challenges
in clinical translation of PAI and Chapter 6 will outline the related
contributions of this thesis.
Does it not then follow, from all these facts,
that this pure species of air has the property of combining with the blood,
and that this combination constitutes its red colour.
— Antoine-Laurent Lavoisier, On Air. [8]
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O P T I C A L P R O P E RT I E S O F T I S S U E A N D W H Y T H E Y
A R E O F I N T E R E S T
Optical methods are well suited to measure the abundance of a
molecule as the energy of photons needed to excite molecules to
higher vibrational and electronic energy levels are in the visible (VIS)
to infrared range. Even slight changes in the structure of complex
molecules change these levels.
Light-tissue interaction is photon-molecule interaction. In the VIS to
NIR spectrum, photons interact with molecules in two principal ways –
absorption and scattering.
At its core, the measurement of sO2 is a measurement of the rela-
tive abundances A for two molecules, namely hemoglobin (Hb) and
oxygenated hemoglobin (HbO).
Wanting to measure the relative abundance simplifies our problem
immensely, as we only need to measure two local values which are
proportional to these two abundances with the same proportionality
coefficient. Blood oxygen saturation then is
sO2 =
AHbO
AHbO +AHb
. (1)
The abundance of a molecule can be obtained by probing the spectral
distribution of absorption given by the absorption coefficient µa(λ)
– λ being the wavelength of light. For material in this thesis both
absorption coefficient µa and scattering coefficient µs are stated in
units of cm−1, the reciprocal value to the mean free path length of a
photon until a corresponding event. With known absorption spectra
µa(λ) for Hb and HbO and all other relevant absorbers in the probed
location, molecular abundances can be obtained by linear spectral
unmixing – solving a set of linear equations of the form
µma (λ) = 〈[µHbOa (λ), µHba (λ), . . . ]T , [AHbO, AHb, . . . ]T 〉 (2)
with a measured spectrum µma (λ) for several wavelengths λ.
Other photon-molecule interactions like ionization or photochemical
processes are only relevant for higher energies starting with ultraviolet
light and for special molecules not found in human tissue e.g. chloro-
phyll. Scattering can be elastic scattering or inelastic Raman scattering.
While photon energy remains unchanged in elastic scattering, inelastic
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Figure 1: Absorption spectra µa(λ) of dominant bulk absorbers in tissue.
The Hemoglobin (Hb) and oxygenated hemoglobin (HbO) spectra
assume whole blood with a concentration of 150 g l−1 – an average
in humans. Additionally the photon mean free path in tissue dHb
due to a realistic average blood volume fraction (BVF) of 1% is
plotted for hemoglobin. Absorbtion spectra from omlc.org/spectra
compiled by Scott Prahl
scattering changes photon wavelength and is used for spectroscopic
purposes. Inelastic scattering does not occur in the VIS to NIR range
most relevant for macroscopic PAI.
absorption
Human tissue is composed of few bulk chromophores with relevant
absorption spectra. In Figure 1 the absorption spectra µa(λ) of domi-
nant chromophores [9] in human tissue are shown: Hb, HbO, water
and lipid. In some organs additional chromophores are of high abun-
dance, like melanin in the skin and bilirubin in the gallbladder. While
there are further molecules with a high absorbance – e.g. proteins like
cytochrome c [10] – these have a negligible abundance when compared
to the dominant chromophores and have little to no contribution to
tissue absorption. There are, however, chromophores that can play a
role in some pathologies like e. g. β-carotene in neonatal jaundice.
From the bulk absorber spectra in Figure 1, three important facts
are immediately noticeable: (1) whole blood dominates other optical
absorber in tissue by one to four orders of magnitude, (2) Hb and HbO
are distinguishable with high contrast for various sets of wavelengths,
and (3) the mean free path length with a realistic blood volume fraction
of 1% is up to tens of centimeters in a window between 700nm and
900nm. This range of wavelengths is commonly called the optical
window of tissue. Within this window, endogenous chromophores likeBut, soft! What light
through yonder
window breaks?
— Shakespeare
Romeo and Juliet
Hb and HbO can serve as contrast for functional imaging. Exogenous
contrast agents with favorable absorption peaks can also be utilized.
optical properties of tissue 7
scattering
Light scattering in the VIS to NIR spectral range is dominated by elastic
scattering and is complicated by both the molecular composition and
the layout of macro-molecules, like collagen fibres, or even organelles.
A mean free path for an isotropic photon scattering event is about
100µm and tissue is therefore considered a highly scattering medium
or turbid medium. Optical scattering originates from photon inter-
action with biological structures which are comparable in size to the
photon wavelengths and have a different refractive index as the sur-
rounding material. Such scattering can be modelled very accurately
by Mie theory which assumes scattering on isotropic spheres and
simplifies to Rayleigh theory when scatterers get small against the
scattered lights wavelength. A detailed introduction and derivation
of Mie and Rayleigh theory for a single scatterer can be found in [11]
(Chapter 2). Because bulk biological tissue is very heterogeneous on
sub-micrometer scales, empiric values for tissue scattering are much
more useful in practice.
Scattering severely limits classical ballistic optical imaging depth in
tissue to about one millimeter depth. This is called the diffusion limit –
which is formally defined as the transport mean free path, the inverse
of which is the reduced scattering coefficient µ ′s with
µ ′s = µs · (1− g) (3)
where g is the anisotropy of the scattering. In most tissue g takes
values around 0.9 [12]. The diffusion limit is therefore the depth after
which a photon can be assumed to perform a random walk.
Using PAI, scattering still attenuates the light that reaches the region
of interest by scattering it out of the imaging volume, which limits
optical fluence in very deep tissue.
We see the light but see not whence it comes.
— T. S. Eliot, The Rock.
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P R I N C I P L E S O F P H O T O A C O U S T I C I M A G I N G
We have seen that beyond the diffusion limit, photons are so highly
scattered that precise spatial information is lost when classical opti-
cal imaging is performed by capturing the photons. However, the
absorption of such photons in any absorber we may want to image
still occurs at a specific location. This local absorption can give rise to
the photoacoustic effect.
3.1 the photoacoustic effect
Photoacoustics is basically a light in - sound out approach. When
Alexander Graham Bell first described this photoacoustic effect in
1880, he stated: When a beam of sunlight falls upon this mass, the particles
of lamp-black are heated and consequently expand.[13] The photoacoustic
effect occurs when light is absorbed in a short time interval and the
resulting thermoelastic expansion causes a sudden pressure rise and
corresponding acoustic wave.
There are three prerequisites for the PA effect to occur:
1. Absorption must actually heat the absorber – molecules must be
excited by absorption and then undergo nonradiative relaxation,
not fluorescence or phosphorescence. During the internal con-
version from an excited vibrational state to a less excited state,
photon energy is converted to kinetic energy. This only takes
picoseconds and involves collisions with other molecules. In
general, this process is dominant for VIS to NIR photons in tissue.
2. The illumination pulse duration τp must be small against the
stress relaxation time τs. This ensures stress confinement within
the structure of interest meaning stress propagation is negligible
during the light pulse. The stress relaxation time is estimated
by τs ≈ d/vs, where vs denotes the speed of sound and d the
size structure of interest. For imaging, d can be used as an
approximation for the achievable resolution.
3. τp must also be small against the thermal relaxation time τt
to ensure thermal confinement of the temperature rise to the
actual absorber only. The thermal relaxation time is estimated
by τt ≈ d2/D where D is the thermal diffusivity in the structure
of interest.
8
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If these prerequisites are given, an ultrasonic wave emanates from
a suddenly heated absorber. Ultrasonic waves have a two orders of
magnitude lower scattering in tissue than light [14]. This makes it
possible to reconstruct the origin of an ultrasonic wave and thereby
image the absorber.
Using approximate soft tissue properties of vs = 1500ms−1 and
D = 10−7m2s−1 while, for example, aiming to resolve structures of
d = 100µm in size, we need light pulses shorter than a duration τp,
with τp < τs = 67ns for stress confinement, and τp < τt = 100ms
for thermal confinement. For this approximation, τs excludes all
light sources except pulsed lasers or possibly very fast light emitting
diodes (LEDs).
3.2 feasibility of photoacoustic imaging in tissue
To illustrate the practical feasibility of PA imaging in tissue, we start
by assuming an illumination which causes a fluence rate Φ(~x, t), at
location in the tissue ~x, to a time t.
Φ(~x, t) is the energy passing through a unit area in a unit time.
Absorbers distributed in our object absorb light giving us the absorbed
power density H(~x, t) = µa(~x) ·Φ(~x, t), as the loss in fluence rate by
absorption. The absorption coefficient µa(~x) in the tissue, is assumed
to be time invariant.
The energy deposited in an absorbing structure by a single laser
pulse is H(~x). The illumination causes the local irradiance or fluence
φ(~x) with [11]
H(~x) = µa(~x)
∫∞
0
Φ(~x, t)dt = µa(~x) ·φ(~x). (4)
We will now estimate the initial pressure rise ∆p caused by this
absorbed energy in order to compare it to acoustic pressures in medical
diagnostic US.
We will use the thermal expansion coefficient α and the compress-
ibility β which are defined as [15]
α =
1
V
∂V
∂T
⇒
(∂V
V
)
p
= α · δT (5)
β = −
1
V
∂V
∂p
⇒ −
(∂V
V
)
T
= β · ∂p (6)
where (δV/V)p is the relative increase in volume V of an absorber
caused by the change in temperature T , and (δV/V)T is the relative
decrease in volume adjacent to the absorber which is compressed by
the expansion and not – assuming thermal confinement – heated itself.
For a small timescale, we can assume linearity and obtain
∆p =
α
β
·∆T . (7)
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As we have an isentropic process due to our short time scale, our
compressibility can be expressed in terms of the mass density ρ and
the speed of sound vs
β =
1
ρ · v2s
(8)
⇒ ∆p = α · ρ · v2s ·∆T . (9)
∆T is the rise in temperature in our absorber due to absorbed heat
energy per unit volume H(x). Using the specific heat capacity Cp
defined as [15]
Cp ≡ 1
ρ
(∂H
∂T
)
p
(10)
we reach an initial pressure rise only dependent on material constants
and the added light energy per unit volume
∆p =
α · v2s
Cp
·H. (11)
At this point we define a commonly used dimensionless parameter –
the Grüneisen parameter Γ
Γ =
α · v2s
Cp
. (12)
The Grüneisen parameter for aqueous solutions Γa is heavily tem-
perature dependent [16]. It follows this empirical relation [11]
Γa(T◦C) = 0.0043+ 0.0053 ◦C−1 · T◦C, (13)
with T◦C being the temperature in degree Celsius.
With that, the initial pressure rise is most often written as
∆p = Γa(T◦C) ·H (14)
= Γa(T◦C) · µa ·φ. (15)
For a derivation of
and solutions for the
general PA equation
see [11]
With this we can directly estimate our PA signal. Using equation 13
at body temperature we get Γa(37 ◦C) ≈ 0.2. As seen in Figure 1, whole
blood has an absorption coefficient of µa ≈ 4 cm−1 at an isosbestic
point of wavelength 800nm [12].
The maximum safe exposure (MSE) of skin to laser radiation is
33mJ cm−2 for that wavelength [17]. Such laser pulses can be deliv-
ered even for areas of some square centimeters by modern q-switched
lasers, and within a few nanoseconds. We can approximate the fluence
in a shallow target – reduced by prior absorption and scattering – to be
in the order of φ ≈ 10mJ cm−2. These approximations result in initial
pressure rise of ∆p ≈ 10 kPa, which is in the order of magnitude of
acoustic receive pressures for conventional US imaging. The signal
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amplitude transmitted into the body in US imaging are 500 kPa to
5MPa [14]. Assuming favorable changes in acoustic impedance and
perpendicular incidence on boundaries the received signal is about
1% of the input pressures. It should therefore be feasibility to detect
PA signals with US imaging systems with comparable signal-to-noise
ratio (SNR). The next section examines the reconstruction of these
signals into images.
3.3 photoacoustic image reconstruction
and quantification
µa(~x)
φ(~x)
p0(~x)
S(1...s)(t)
A photoacoustic signal S caused by an initial pressure distribution
p0(~x) is chiefly dependent on fluence φ and absorption µa of the
absorber, with
S ∝ H ∝ p0 = Γ ·φ · µa. (16)
The origin of absorption was described in the last chapter. In multi-
spectral photoacoustics we want to measure µa(λ). In our case this
allows us to easily solve for the abundances of Hb and HbO.
In an ideal case, a multispectral stack would consist of n recon-
structed images S(1...n)(~x, λ(1...n)) acquired with a set of laser pulses
with wavelengths λ(1...n). These reconstructed images would then
be a set of n spatial absorption maps µ(1...n)a (~x, λ(1...n)) in absolute
units. For the purpose of sO2 estimation a local proportionality of the
reconstructed images to µa would suffice if
S(1...n)(~x0, λ(1...n)) ∝ µ(1...n)a (~x0, λ(1...n)) ∀ (~x0 inV) (17)
where V is the imaged volume.
Like in every imaging technique this is complicated by various noise.
There are two further complications to such an ideal case, which are
ill-posed inverse problems that have lead to leaders in the field calling
quantification of absorption the ’holy grail of photoacoustics’ and ’know-
ing the distribution of tissue optical properties’ an ’unattainable task’ [18].
These two complications are referred to as the optical inverse problem
and the acoustic inverse problem. Figure 2 shows the PA forward
process from the tissue properties to the recorded time series of PA
signal. The optical and the acoustic parts of the forward processes
are annotated. To solve these backwards is the corresponding inverse
problem. In general, both of them are ill-posed [19]. The in-between
thermalisation is dependent on the thermal properties of the tissue –
as addressed in the previous section. Moving backwards through this
diagram we will start with the time series S(1...s)(t) recorded with s
sensors.
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Spatial distribution of
chromophores Ak(~x)
Tissue composition
Absorption coefficient
µa(~x, λ)
Reduced scattering coefficient
µ ′s(~x, λ)
Light transport Illumination geometry
Fluence distribution
φ(~x, λ,µa,µ ′s)
Absorbed energy distribution
H = µa ·φ
Thermalization
Grüneisen parameter
Γ
Initial pressure distribution
p0 = Γ ·H
Acoustic propagation Acoustic tissue properties
Acoustic detection Detector properties
Measured time series
S(t)
Optical
inverse
problem
Acoustic
inverse
problem
Figure 2: Chart of the photoacoustic (PA) forward problem, showing the
processes – dotted – and the physical parameters that influence
the measured signal S(t) in photoacoustics. To estimate the chro-
mophore distribution in tissue both the acoustic inverse problem
and the optical inverse problem need to be addressed. The end-
points of the entirety of the problem are highlighted in red.
3.3.1 Acoustic Inverse Problem
The acoustic inverse problem is reconstructing p0(~x) from the recorded
signal time series S(1...s)(t). This inverse problem can be split into
a technical acoustic detection problem, and an unknown acoustic
tissue property and the acoustic propagation problem. A PA signal’s. . . a sound that
started in the far
ultrasonic and
finished somewhere
in Rincewind’s
bowels.
— Terry Pratchett,
The color of magic.
acoustic spectrum is very broad [20] reaching from the far ultrasonic
to frequencies audible for humans.
The exact acoustic spectrum heavily depends on the macroscopic
structures in the tissue – Figure 3 provides a representative illustration
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based on the PA response from the vasculature in a human palm [21]. It
shows the expected p0(f) power spectrum and illustrates the acoustic
attenuation for higher frequencies and depths. The acoustic signal
that reaches the detector pD(f) is attenuated for higher frequencies.
The acoustic response of transducers – i. e. piezoelectric sensors cause
an additional loss of low frequency signal component missing which
results in underrepresented larger structures. A typical clinical US
transducer used for PAI has a sensor response R(f) – a center frequency
of 7.5MHz with 80% bandwidth. Such a response leads to a partial
measurement of the PA signal S(f). In addition, sensor sensitivity
usually has an angular dependence on wave incidence [22].
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Figure 3: Illustration of the spectral attenuation. The initial PA p0(f) spec-
trum is broad, but acoustic attenuation of higher frequencies leaves
pD(f) to reach to detector. R(f) is the response of a typical medical
ultrasound transducer centered at 7.5MHz with 80% bandwidth.
These constraints leave a signal S(f) to be detected by such a trans-
ducer.
In addition to these measurement sensitivity and sound attenua-
tion issues, most PA measurement techniques have geometries with
a limited view, meaning they can only recover partial data from the
pressure waves originating from the imaged region. When recon-
structing images from limited view data, artifacts will occur. However,
there are both physical [23] and algorithmic [24] approaches to reduce
these artifacts by either widening the view or adding prior knowl-
edge about the imaged tissue to the problem. Acoustic propagation
through media with highly inhomogeneous acoustic properties, i. e.
soft tissue vs. bone, is difficult to account for without prior knowledge.
State-of-the-art pressure sensors are miniaturized and data acquisition
electronics can easily measure pressure data with 100MHz temporal
resolution, far above the necessary sampling rate according to the
Shannon sampling theorem for band limited signals [25]. Technical
issues therefore do not limit imaging resolution, as most PA imaging
techniques are physically limited to acoustic resolutions above 50µm.
The next chapter will introduce a wide range of PA imaging tech-
niques, each of which allows for different reconstruction algorithms.
Ranging from accurate but slow time reversal methods [20], over
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Radon transforms [26, 27] for small animal tomographs, to real-time
beamforming and B-mode methods for linear transducer based sys-
tems.
S(1...s)(t)
Sbf(~x)
p0(~x)
A beamformed image Sbf(~x) is illustrated in the margins, recon-
structed from signals S(1...s)(t) of s sensor elements. This illustrates
the discrepancy between the initial pressure distribution p0(~x) and
even the ideal beamformed image reconstructed from the available
data. In manuscript J1 of this thesis, an introduction to the most
widely used reconstruction algorithm, delay and sum, is given before
presenting an extension to it.
It has to be noted that no reconstruction algorithm so far actually
solves the acoustic inverse problem completely. While time reversal on
data without limited view and ideal spectral sensitivity can come close
to a solution, it still breaks down for unknown and heterogeneous
acoustic tissue properties. In practice, however, acoustic tissue proper-
ties are sufficiently homogeneous and artifacts sufficiently predictable
that reconstructed images are at least interpretable. Importantly, for
multispectral applications, local distortions of the reconstructed im-
ages relative to the real p0 are not dependent on optical properties,
but can be assumed to be similar for all illumination wavelengths.
3.3.2 Optical Inverse Problem
Quantification of
absorption is the
holy grail of
photoacoustics.
— Alexander
Oraevsky, public
comment during
SPIE Photonics
West 2018
The optical inverse problem starts with assuming a known absorbed
energy distribution H. To solve the multispectral inverse problem is
to estimate the distribution of chromophores. For single wavelength
illumination it consists of estimating the distribution of absorption
coefficients. Since H(~x, λ) = µa(~x, λ) ·φ(~x, λ), an estimation of µa(~x)
from H(~x) for a single wavelength is essentially the same task as the
estimation of φ(~x).
µa(~x)
φ(~x)
H(~x)
As is illustrated in the margins, the fluence at position ~x0 is not only
locally dependent on µa(x0) and µ ′s(x0) and the illumination I but
depends on the entire context of optical tissue properties
φ( ~x0, λ,µa(~x, λ),µ ′s(~x, λ), I). (18)
In a simple one-dimensional example with no scattering and a pencil
beam illumination, the fluence in a location within the beam is lower
if there are absorbers in the light path. If we were to measure the
absorbed energy distribution in this case, we could easily invert the
problem using attenuation as described with Lambert-Beer’s law.
φ(x0) = φ(0) · exp(−
∫x0
0
µa(x)dx) (19)
But in a turbid three-dimensional case no such analytic inversion is
possible. And while the illumination geometry is generally known,
both µ ′s(~x, λ) and of course µa(~x, λ) are not. Even worse µa(~x, λ) must
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be estimated at the same time as φ(~x, λ), which makes this inverse
problem ill-posed.
In a multispectral case both absorption and scattering have a wave-
length dependence which introduces wavelength dependent changes
in fluence. These translate to the absorbed energy distribution H(~x, λ)
as so-called spectral coloring and distort measured spectral responses.
This spectral coloring is exacerbated in deeper tissue.
The estimation of the fluence distribution, and thereby quantification
of PAI has been the subject of intense study for more than a decade [28]
and remains insufficiently solved for any translational application. In
the last years, the field of quantitative photoacoustic imaging (qPAI)
has started to make advances in the estimation of spectral coloring.
The fluence or spectral coloring estimation part of the optical inverse
problem is key to solving it. The final step of estimating the spatial
distribution of chromophores is straightforward, given good estimates
for µa(~x, λ) for a number of wavelengths equal to or greater than
the number of chromophores in the tissue. This spatial distribution
of chromophores is usually obtained by linear spectral unmixing as
described in Chapter 2.
Mehr Licht.
— Goethe, Last words.
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P H O T O A C O U S T I C I M A G I N G T E C H N O L O G Y A N D
T E C H N I Q U E S
After introducing to PAI technology components, this chapter will
give an overview over the existing variations of PAI techniques and
present the prominent representatives of these techniques and their
applications.Note that some
specific
implementations use
’optoacoustics’ as a
synonym to
’photoacoustics’.
4.1 technological requirements
The PA effect was first observed in 1880 and envisioned by Bell to be
used for telecommunication – see Figure 4a. In the same year, Pierre
and Jacques Curie first described the piezoelectric effect [29] – see
Figure 4b – used today for transmitting and measuring US waves in
medical US transducers.
a b
Figure 4: a — Bell’s photophone setup with a mode of interrupting a beam of
sunlight using a fast spinning shutter wheel to pulse sunlight.
b — Curie’s device for measuring the converse piezoelectric effect
with an isolated second direct piezoelectric crystal [30]. Figures
reproduced from Bell [13] and Curie [31]
But sustained technological innovations in two fields – electron-
ics and photonics – were necessary to apply these observations to
biomedical imaging. Microelectronics are needed for the fast data ac-
quisition (DAQ) necessary to measure pressure changes of megahertz
frequency in tissue. In photoacoustics and in medical US imaging
alike, computer technology development has, and continues to, enable
not only DAQ but also fast image processing.
The innovation in photonics which provided high energy light
pulses which allow stress confinement in small structures was Q-
switched lasers [32]. Such lasers, often Nd:YAG lasers (sometimes
frequency doubled) provide the illumination for most PAI systems.
Often they pump a tunable optical parametric oscillator (OPO) to
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produce a tunable range of VIS to NIR wavelengths. Laser diodes [33,
34] and also LEDs are increasingly considered for PA illumination [35,
36]. They can be driven to have rise times of less than 100ns and
are therefore somewhat stress confined but generally still suffer from
low signal and therefore low penetration depth and slow acquisition
speed. Diode based illumination may be a low cost perspective with
wide utility in for photoacoustics, but Q-switched lasers yield simply
superior illumination quality and quantity and are therefore currently
the predominant light source for all PAI techniques.
4.2 microscopy, mesoscopy and macroscopy
The term photoacoustic microscopy (PAM) [37] referes to the highest
resolution PA techniques where the sample is usually scanned with a
single sensor in a raster scan. The sensor is most commonly either a
single transducer or an optical sensor – a low power continuous wave
probe laser with a Fabry-Perot interferometer. Transducer acoustic fre-
quency responses are usually centered on high frequencies of 15MHz
to achieve higher resolutions. The illumination can follow the raster
scan. Such an illumination is necessary for optical resolution (OR)-PAM.
In OR-PAM the PA excitation laser is highly focused to illuminate a
smaller area than could be resolved by acoustic waves. This technique
usually uses VIS light – often around 532nm because it is absorbed
two orders of magnitude better in tissue than NIR light. Because of the
focused illumination, OR-PAM is the only PAI technique that is limited
in imaging depth by the diffusion limit. PAM is referred to as acoustic
resolution (AR)-PAM when using an unfocused or weakly focused PA
excitation. All non-microscopy PAI techniques are AR.
Non-microscopic PAI techniques are often classified as mesoscopy or
macroscopy techniques. They have in common that their PA excitation
illumination is wide-field and – depending on the detector geome-
try – an entire slice or volume can be imaged with a single pulse.
Mesoscopy typically refers to imaging depths of up to five millimeters
with imaging resolutions of less than 10µm [9] while macroscopy
techniques reach centimeters deep with lower resolution. This dis-
tinction is rather arbitrary but more consistent than the distinction
between AR-PAM and PA mesoscopy. The exact detector geometries
and properties vary widely, in the following PAI applications.
4.3 applications
photoacoustic microscopy PAM is usually applied to small
animals in vivo to image anatomical and functional contrast [37] and
can be used to measure flow dynamics [38]. Zhang et al. [39] demon-
strated AR-PAM in vivo, imaging angiogenesis, melanoma and sO2
within single vessels in nude mice. In this work single A-line scan
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was acquired in 2µs and raster-scanning an area of 8 by 8mm took
32min.
Imaging a square-centimeter area can take tens of minutes but can be
improved by faster lasers or more advanced acquisition schemes [40]
and for small volumes or slices PAM can be real-time capable. A widely
used iteration of PAM is raster-scan optoacoustic mesoscopy (RSOM),
which is usually used to study nude mice for biomedical, often cancer
research [41].
photoacoustic computed tomography Techniques which
acquire PA signals with an array of unfocused transducers are some-
times referred to as photoacoustic computed tomography (PACT) or
simply photoacoustic tomography (PAT). PACT systems computation-
ally reconstruct slice or 3D volume data from k-space using a Radon
transform or similar inverse algorithms [42]. Ring arrays surrounding
the imaged subject are widely used for small animal imaging. Here
the animal is submerged in water or deuterium and scanned slice by
slice, moving it through the ring array. Using this technique, mice [43]
and zebrafish [44] are most often scanned for various pre-clinical re-
search applications [9] as well as pharmaceutical research [45]. Such
small animal scanners can also be used to analyze ex vivo tissue sam-
ples i. e. breast tumors excised during a lumpectomy to check tumor
margins [46].
First translational in vivo approaches of the technique also included
breast imaging. Dedicated and often application-specific imaging
systems are used for many in vivo human applications of PAI [47]. The
detectors for PA mammography take the shape of submersion cups
or plates. With such systems, imaging depths of up to 5 cm can be
achieved [48], only using intrinsic contrast and usually with minutes
of signal averaging. The US transducers used for these applications
tend to have a broad bandwidth centered at low frequencies, e.g.
2.5MHz. Angiography of the breast was performed using PACT mam-
mography [49] and breast cancer screening [50] or related diagnosis
is a promising field of application for PAI. Current state-of-the-art
X-ray mammography can be insensitive to tumors in denser breasts
and US imaging suffers from low sensitivity at an early stage lesions
due to a acoustic contrast [42]. Imaging tumor markers other than
density – like angiogenesis and sO2 – can yield diagnostically relevant
information [50]. One initial clinical study [51] found that regions with
high PA contrast to background tended to indicate malignant lesions.
The main advantage of these large fixed systems which often use
patient beds with built in PACT scanner apertures is that a still patient
allows for averaging of PA signals over durations like 30min [52] –
greatly increasing signal to noise.
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hand-held photoacoustic tomography Hand-held scan-
ners usually loose the advantage of increasing SNR by prolonged
averaging. They often rely on single laser shot acquisitions or averages
over tens or hundreds of milliseconds of acquired signals – when
using light sources that have kHz pulse repetition rates.
Smaller mesoscopic cup array probes are one very recent hand-held
implementation of PAI. The technique uses broadband transducers
and can be used for small animal [53] or superficial imaging [54] and
provides volumetric data.
Hand-held PAT probes consisting of a line array or curved array
of transducers started to be used in small animal imaging as well.
They are easy to use as they can provide slice images in real time.
Physicians are already very familiar with such images and handling
of similar probes from medical US B-mode image streams. Using US
imaging systems as a basis for a PAT system, can be seen as adding
additional optical contrast to the morphological contrast of medical US.
Providing an additional contrast to an existing modality may lower
the translational hurdle for the clinical application of PAI.
Because they are compact, hand-held and familiar, such hybrid
medical US and PAT systems are widely applicable to image several
centimeters deep structures in real-time – which is why this scanner
geometry was chosen in this thesis. Manuscript C1 will present such
a system design. Kim et al. [55] present a similar, but less integrated
system which they developed in parallel to the system in this thesis.
The Munich spin-off iThera even commercialized a PAT system for
clinical research in 2016 which they refer to as clinical multispectral op-
toacoustic tomography (MSOT) [56]. The system is based on a smaller
hand-held research version [57] and at first lacked hybrid US imaging.
However, its specialized, concave sensor array does provide PA image
quality superior to commercial US transducers. In the last years a
number of clinical studies [58] started with this and other systems
[59, 60], probing the clinical applicability of hand-held multispectral
PAT. First results for promising applications include an application to
breast cancer [61], and the staging of Crohn’s disease with multispec-
tral photoacoustics [62] – where remission and active disease could be
distinguished by assessing the intestinal-wall photoacoustically.
It is highly anticipated that further advancement
of this fast-growing imaging technology will revolutionize
both fundamental life sciences and clinical patient care.
— L. V. Wang & S. Hu, Photoacoustic Tomography
In Vivo Imaging from Organelles to Organs. [63]
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C H A L L E N G E S I N C L I N I C A L T R A N S L AT I O N
In their 2012 review paper in Science [63] which with more than
two thousand citations, has become the most cited work in the field,
Lihong Wang and Song Hu emphasize the need for (1) faster and
higher energy lasers to advance PA imaging into clinical use, and
conclude their paper by writing:
Also needed are sophisticated algorithms to perfect [(2)] molecu-
lar quantification and to [(3)] suppress skull-induced artifacts.
It is highly anticipated that further advancement of this fast-
growing imaging technology will revolutionize both fundamental
life sciences and clinical patient care.
Put in the context of image reconstruction, these challenges can be
pointedly rephrased to the research objectives (1) ensure a high SNR, (2)
address the optical inverse problem (see Section 3.3.2), and (3) address
the acoustic inverse problem (see Section 3.3.1).
These three technical challenges in photoacoustic imaging are ad-
dressed in this thesis to varying degrees. An additional translational
challenge to the application of any new imaging modality in a clinical
or even surgical context is its integration into the workflow. This
thesis approaches this issue by integrating photoacoustics into clinical
ultrasonic probes, retaining the already familiar use of ultrasound
imaging in clinical workflows.
When moving from mice to men, the necessary penetration depth
of both light and sound increases by an order of magnitude. On the
acoustic side of this, the transition is mostly straight-forward: using
lower frequency ultrasonic sensing, acoustic attenuation decreases
almost linearly, and a higher acoustic imaging depth is paid for by
proportionally lower resolution. An exception is the acoustic penetra-
tion of bone and the corresponding acoustic scattering and reflection
artifacts. This issue is yet to be addressed conclusively and is for the
most part avoided whenever possible. On the optical side, light atten-
uation does not impose a hard limit but still causes an exponential
drop in fluence with depth. Higher imaging depth will also intensify
spectral coloring in non-trivial ways.
Clinical translation of photoacoustics therefore only exacerbates the
three main technical challenges for photoacoustics.
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C O N T R I B U T I O N S
The contributions towards this thesis’ objective are structured into
three fields.
1. Imaging System design and implementation for real-time applica-
tions. This thesis presents a well-integrated hybrid multispectral
PAI and US imaging system suitable for interventional use. To
ensure high SNR the highest energy fast-tunable mobile laser
system available was integrated in the system.
2. Signal Processing includes algorithmic work consisting of: a real-
time image reconstruction approach addressing the acoustic
inverse problem to some extend, quantification approaches to
the optical inverse problem and an approach to motion compen-
sation utilizing the morphological US information provided by
our system.
3. Application to neurosurgical translational research: Where PA
tomography is performed interventionally on a gyrencephalic
brain for the first time – providing high spatiotemporal scans of
brain hemodynamics during spreading depolarization (SD).
The seven manuscripts which follow in Part II – the main body of
this thesis – will present studies and new methods related to these
contributions. They are structured according to their primary field of
contribution.
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Part II
M A N U S C R I P T S
From the seven manuscripts included in the main body of
this work three are published in peer-reviewed journals
(J1–J3) and one is a pre-print under review in journal (J4). I
am the first author on J1, J3 and J4; the work of J1 was per-
formed in equal contribution with my then-master-student
Janek Gröhl, with whom I continued to collaborate as a
doctoral student, co-authoring J2 amongst other work.
I included three non-peer-reviewed manuscripts (C1–C3)
in this cumulative thesis as they clarify methods and con-
stitute development steps necessary for J4. The contents of
the non-peer-reviewed manuscripts were presented at the
Photons Plus Ultrasound conference within SPIE Photonics
West 2018 and 2019.
My specific contributions are detailed before each manu-
script. I directly supervised two Bachelor theses (Niklas
Holzwarth and Kris Dreher) and in addition to supervising
the master thesis of Janek Gröhl, I co-supervised the mas-
ter thesis of Dominik Waibel. I was almost continuously
supported by a graduate assistant – Franz Sattler – who
substantially contributed to computer code critical to most
of my work.
As senior author of all the manuscripts and a supervisor
of this thesis Lena Maier-Hein was continuously involved
in discussions of methods, experiments and analysis, as
well as the writing process for all the manuscripts. She
also acquired the funding for the project.
Additional publications more peripheral to my thesis are
listed in the complete List of publications.
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I M A G I N G S Y S T E M
c1
an open-source software platform for translational
photoacoustic research and its application to motion-
corrected blood oxygenation estimation
This manuscript gives an introduction to the imaging system and
real-time software designed and implemented for this thesis. It also
presents a first proof-of-concept application on the carotid artery and
a simple-yet-effective motion-correction approach.
Own contribution
The initial manuscript was drafted by me and edited and revised by
all authors.
I contributed the system design – acquiring a suitable commercial
US research system from Fraunhofer IBMT and a commercial laser
system suitable for multispectral photoacoustics. I integrated the two
systems into one real-time imaging platform primarily extending the
medical imaging interaction toolkit (MITK). I was greatly assisted in
the extensive coding work by Franz Sattler and generally supported by
the MITK development community. I conceived of and implemented
the motion-correction approach.
The experiments were conceived of and designed in discussion with
Janek Gröhl, and performed by me, Janek Gröhl, Moritz Bischoff und
Angelika Laha. I performed the post-processing and analysis for the
data from the experiments.
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An open-source software platform for translational
photoacoustic research and its application to
motion-corrected blood oxygenation estimation
Thomas Kirchner a,b, Janek Gröhl a,c, Franz Sattler a,b, Moritz S. Bischoff d, Angelika Laha a,
Marco Nolden e,c, and Lena Maier-Hein a,c
a Division of Computer Assisted Medical Interventions (CAMI), German Cancer Research
Center (DKFZ), Heidelberg, Germany
b Faculty of Physics and Astronomy, Heidelberg University, Germany
c Medical Faculty, Heidelberg University, Germany
d Department of Vascular and Endovascular Surgery, Heidelberg University Hospital,
Heidelberg, Germany
e Division of Medical Image Computing (MIC), German Cancer Research Center (DKFZ),
Heidelberg, Germany
ABSTRACT
Photoacoustic (PA) imaging systems based on clinical linear ultrasound arrays have become increasingly popular
in translational PA research. Such systems can be more easily integrated in a clinical workflow due to the
simultaneous access to ultrasonic imaging and their familiarity of use to clinicians. In contrast to more complex
setups, hand held linear probes can be applied to a large variety of clinical use cases. However, most translational
work with such scanners is based on proprietary development and as such not accessible to the community. In this
contribution, we present a custom-built, hybrid, multispectral, real-time photoacoustic and ultrasonic imaging
system with a linear array probe that is controlled by software developed within the Medical Imaging Interaction
Toolkit (MITK) a highly customizable and extendable open-source software platform. Our software offers direct
control of both the laser and the ultrasonic system and may serve as a starting point for various translational
research projects and developments. To demonstrate the applicability of the platform, we used it to implement
a new method for blood oxygenation estimation in the presence of non-rigid inter-frame motion caused by
pulsing arteries. Initial results from experiments with healthy human volunteers demonstrate the suitability of
the method with the sample clinical application of imaging the common carotid artery as well as peripheral
extremity vessels.
Keywords: Photoacoustics, Ultrasound, Real-time, Blood oxygenation, Open-source, Translational, MSOT,
Motion correction
1. INTRODUCTION
Estimating blood oxygenation (sO2) or similar functional parameters deep inside tissue is one of the key use
cases for multispectral photoacoustic (PA) imaging.1 A reliable and fast measurement of sO2 can have many
applications and is one of the main arguments for translation of PA imaging into the clinic.2,3 PA imaging systems
that are based on clinical ultrasound systems with hand held linear probes4 are relatively easily integrated in a
clinical workflow due to the simultaneous access to ultrasonic imaging and the familiarity of use to clinicians.
In contrast to other PA imaging setups, hand held linear probes can be applied to a large variety of clinical use
cases. However, most translational work with such scanners is based on proprietary software development and
as such not accessible to the community.
Please address your correspondence to Thomas Kirchner, e-mail: t.kirchner@dkfz-heidelberg.de
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To address this bottleneck, we present a real-time multispectral hybrid PA and ultrasonic (US) (PAUS)
imaging system running on the open-source platform Medical Imaging Interaction Toolkit (MITK).5 The func-
tionality of the software framework is demonstrated by implementing a new method for sO2 estimation in the
presence of motion. The latter relies on the computer vision method optical flow6 to co-register a sequence of PA
images using brightness patterns in corresponding US images and was specifically designed to mitigate non-rigid
inter-frame motion caused by pulsing arteries. The performance of the platform including the presented software
modules is demonstrated by means of motion-corrected blood oxygenation estimation in the carotid artery and
accompanying vein based on data acquired with the presented system.
2. PAUS IMAGING PLATFORM
In this section, we present the hardware setup and the open-source software components developed for our PAUS
imaging platform.
Figure 1. Hardware setup in use. The custom build photoacoustic-ultrasonic (PAUS) imaging system consists of a fast
tuning optical parametric oscillator (OPO) laser triggered by the data acquisition (DAQ) system, which uses a linear
transducer. The workstation runs the Medical Imaging Interaction Toolkit (MITK) for control of laser and DAQ as well
as real-time processing and visualization of the photoacoustic (PA) and ultrasonic (US) data streams.
2.1 Hardware setup
The hardware setup is shown schematically in Fig. 1. Data acquisition is performed using our DiPhAS US
system (Fraunhofer IBMT, St. Ingbert, Germany) and a 128-element linear US transducer operating on a center
frequency of 7.5MHz (L7-Xtech, Vermon, Tours, France). The light from a fast tuning OPO laser (Phocus
Mobile, Opotek, Carlsbad, USA) is delivered via a custom fiber bundle to the probe and into the tissue or
phantom. The pulse energy of up to 40mJ at a pulse repetition rate of 20Hz is delivered over a surface of
2 cm2, below the maximum permissible exposure safety limit7 to avoid tissue damage. The actual energy output
of each individual laser pulse can be measured with an integrated pulse energy sensor. For all mentioned
hardware components application programming interfaces (APIs) are provided by the vendors. Additionally,
several software components were specifically developed by us for hardware communication, as detailed below.
2.2 MITK Photoacoustics software components
The real-time PAUS imaging software has been developed as part of MITK, a free open-source software platform
for interactive medical image processing software. MITK has a modular architecture, where Plugins contain
the user interface and have dependencies to Modules which comprise the application logic and domain specific
functionality. Each plugin provides graphical user interfaces (GUIs) for specialized controls in so-called Views
which are callable from the MITK workbench – the interactive user application for research within MITK. The
structure of MITK therefore implements a clear separation of the application layer, i.e. the direct user interaction,
and lower layers such as hardware control.
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External libraries like the Insight Toolkit (ITK)8 and the Visualization Toolkit (VTK)9 are integral depen-
dencies of MITK. For further specialized use cases other libraries are provided through their implementations
in MITK. Examples for external libraries in use are the OpenCV10 library for motion estimation, Eigen11 for
spectral unmixing and OpenCL12 for implementations of algorithms on GPU for faster execution. Data can be
exchanged in real-time with systems not running via MITK or even on different PCs using MITKs implementation
of OpenIGTLink.13 Oﬄine processing of recorded data can be performed with the MITK PA image processing
plugin, as was the case for the beamforming in the experiments.14∗ Fig. 2 shows the main software components
we implemented or extended for PAUS imaging. The following paragraphs describe those components in detail.
Figure 2. Software components of the Medical Imaging Interaction Toolkit (MITK). The MITK Workbench serves as an
extendable user interface comprised of functionality provided by various Plugins. Those Plugins also connect the user
interface with functional units provided in Modules. Those Modules can have dependencies on and draw their functionality
from external libraries. The Modules also serve as an interface to external hardware and their application programming
interface (API)s.
Hardware layer The hardware layer abstracts the control of the hardware used, i.e. the DiPhAS US system and
the OPO laser. Hardware control has been implemented in the classes corresponding to the USHardwareDiPhAs
sub-module of the Ultrasound Hardware module and the PhotoacousticsHardware modules. The Ultrasound
Hardware module and its sub-modules rely heavily on the existing generalized architecture of MITK for US
devices.15 Communication with the DiPhAs API and therefore control over the transducer and its output is
implemented in the USHardwareDiPhAs sub-module. The transducer itself is represented as a generalized US
device by a subclass of the abstract Device class where all hardware control is centralized. The Device class,
as well as further classes, which are accessible through the Device class, such as an ImageSource subclass that
handles image acquisition, handle communication, storage and adjustment of necessary parameters for image
acquisition, e.g. time gain compensation or transducer voltage, as well as the setup of the interleaved PAUS
acquisition sequence. This simple hierarchical approach allows to use a single unifying extendable interface to
access multiple US devices, which can be managed in parallel.
∗using commit https://phabricator.mitk.org/rMITK9ce68418f58b
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The ImageSource class acquires image data from the US system through the external vendor API through
a callback method. Both the raw image data, as well as images beamformed by the DiPhAS system are passed
through the callback, allowing both for fast display of the beamformed US and PA images, as well as for later
image processing of the raw data. The passed image data is continuously put into a buffer which is accessed by
the processing layer for later display, while the raw data can be saved directly onto a hard drive for later use.
The PhotoacousticsHardware module handles communication with the laser system to control the pump laser
and tune the OPO. Specifically, the pump laser is controlled via serial port using MITKs SerialCommunication
class, while the OPO can be controlled using its API. The module also implements a method to allow the
USHardwareDiPhAs sub-module to read out the data from an internal pyroelectrical sensor in the laser system
which acquires the current laser pulse energy. This data can be matched to the acquired PA images and used to
perform corrections for laser energy fluctuations.
Processing layer Basic Processing is performed in the ImageSource class before the acquired images are dis-
played. Whenever the plugin within the application layer requests a new image, a method within the ImageSource
class is called through the Device class, which grabs the most recent image within the buffer that contains the
beamformed images. Various filters can be applied to the image depending on the settings, such as a resampling
filter (i.e. vertically rescaling the image), a B-Mode filter, or basic fluence corrections for pre-defined illumination
geometries. Afterwards, the processed image is passed to the application layer.
Application layer Data acquisition from the DiPhAS setup is performed based on user settings specified in
the MITK US Support plugin15 which has been extended to work with our custom DAQ†. The US Support
plugin communicates with the USHardwareDiPhAS sub-module through an instance of its Device subclass,
which it accesses through MITK’s micro service functionality; through micro services, a module is able to
register as a specific service, which can be then requested by other modules or plugins. Various PA specific
image acquisition settings are available within the US Support plugin. These preferences are handed over to the
USHardwareDiPhAS sub-module which is responsible for communication with the hardware API. The plugin also
passes image data acquired through the device’s ImageSource class to the PAUSViewer plugin. The PAUSViewer
plugin has been implemented specifically for the use case of PAUS imaging and provides a view that presents
corresponding images of both modalities side by side in real-time, with options to set specific level windows and
various colormaps. To set the triggers for the Laser system, define fast tuning wavelength sequences, as well as to
control the status of the laser, the Laser Control Plugin was implemented. The plugin serves as a user interface
for the PhotoacousticsHardware module. The application layer in general is highly customizable and extendable
depending on the use case or specific problem at hand.
3. CLINICAL SAMPLE APPLICATION
An example for a possible clinical application of PA imaging is the visualization of transmural inflammatory
processes such as large cell arteritis, i.e. giant cell arteritis,16 where PA imaging could be used in the diagnostic
workup. As an initial step towards this use-case we image the carotid artery of a healthy human volunteer and
estimate blood oxygenation as a qualitative validation. The long term goal for PA imaging of the carotid artery
is to investigate if and how multispectral PA imaging can be used in the diagnosis of inflammatory processes in
arteries. In addition, PA imaging may be useful in the evaluation of plaque morphology in carotid artery stenosis
or in the planning phase of surgeries for head and neck cancers invading the carotid artery.
One of the main issues during the sequential measurement of multiple multispectral PA images of the carotid
artery is inter-frame motion, which leads to invalid results due to intense motion artifacts. If the motion is
periodic, these artifacts might be somewhat mitigated by frame averaging17 and there exist approaches in PA
computed tomography which assume rigid motion18 or perform gated image acquisition19 to minimize motion
artifacts. But frame averaging in moving structures will always improve imaging results at the expense of
resolution and imaging time as well as temporal resolution. Also, the motion of the carotid artery and the
†The data acquisition was performed with commit https://phabricator.mitk.org/rMITK2d2ebd4f22fa
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surrounding tissue is not rigid. Furthermore, gating is impractical due to the need for additional equipment and
the about 20-fold decrease in imaging frame rate to approximately 1Hz which in turn leads to increased motion
artifacts due to the movement of patient and physician especially when using free hand probes. The following
section shows how we aim to demonstrate the applicability of our framework to in vivo blood oxygenation
estimation.
3.1 Motion-compensated blood oxygenation estimation
In the following we present the methods used for our platform demonstration experiments: (1) The spectral
unmixing method for sO2 estimation and (2) our new inter-frame motion correction approach. Both methods
are implemented as python extensions with minimal overhead and can be used via the python interface offered
by MITK.‡.
3.1.1 Blood oxygenation estimation with spectral unmixing
sO2 estimation with spectral unmixing from PA images requires a number of acquired wavelengths of at least
the number of unmixed chromophores (two). Using more wavelengths will make the estimation more robust.20
We record a sequence of raw PA data at five wavelengths in the near infrared. Based on Luke et al.21 and
considering the power spectrum of our laser source we skew our wavelength sequence from an equidistant spacing
towards wavelengths where the differences between absorption of oxygenated and deoxygenated hemoglobin are
most significant. The acquisition wavelength sequence is measured by a spectrometer (HR2000+, Ocean Optics,
Dunedin, USA) to account for errors in OPO calibration.
Spectral unmixing is performed using a non negative constrained linear least squares solver22§ on the sets of
five B-Mode images. The unmixing results for oxygenated (HbO2) and deoxygenated hemoglobin (Hb) are used
to calculate blood oxygenation and total hemoglobin (THb):
sO2 =
HbO2
Hb + HbO2
, THb = Hb + HbO2. (1)
sO2 is visualized by masking the results for low values of THb.
3.1.2 PAUS inter-frame motion correction
We propose a method which uses US images to compensate for intra-sequence motion of the PA images. Our
PAUS imaging system acquires interleaved US images with minimal delay after each PA image. We estimate
the optical flow6 of each US image in a sequence with respect to the first US image in that sequence. We then
use these estimated optical flows to warp their corresponding PA images. As “Optical flow is the distribution of
apparent velocities of movement of brightness patterns in an image”,23 it is necessary to estimate the optical flow
in the US images instead of the PA images, as brightness and the patterns having that brightness vary strongly
in a multispectral PA acquisition sequence.
The specific optical flow implementation we use is by Farnebäck et al.6 and part of the Open CV library¶.
Knowing that the motion we want to compensate for is relatively small and quite homogeneous with no small
structures moving independent of the surrounding tissue, we want an optical flow estimation which is approx-
imated with a smooth surface – a blurred motion field. In addition, we aim for a fast (real-time capable)
computation. Because of that we only perform two iterations (iterations = 2) and chose a large averaging
window and neighborhood (specifically: winsize = 40, poly_n = 7, poly_sigma = 1.5). This will result in a
blurred motion field that has the desirable side-effect of yielding a more robust algorithm.
‡see http://docs.mitk.org/nightly/mitkPython_Overview.html
§scipy.optimize.nnls using python 2.7
¶as cv2.calcOpticalFlowFarneback in phython 2.7
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3.2 Validation experiments
The purpose of our validation experiments was to demonstrate the applicability of our platform to a translational
research field. The validation experiments of the MITK PAUS real-time imaging platform were performed on data
acquired with the platform. Two experiments were performed with the goal to (1) estimate blood oxygenation
in peripheral vessels, namely the radial and ulnar arteries and to (2) estimate blood oxygenation the carotid
artery. Both (1) and (2) require oxygenation estimation as detailed in section 3.1.1 and (2) requires additional
motion correction as detailed in section 3.1.2. While the data acquired for the experiments was processed and
visualized as B-Mode images (both PA and US) in real-time, we performed the analysis for the experiments
oﬄine on the data recorded beforehand by MITK. However, oxygenation estimation and motion correction have
been both implemented to be real-time capable. Both in vivo PAUS experiments were performed free hand
on healthy human volunteers while aiming to hold the probe as still as possible while acquiring approximately
twenty seconds of data. Imaging of the carotid artery was performed by a vascular surgeon. The acquired raw
PA data was corrected for fluctuations in laser pulse energy and then beamformed using the commonly used
Delay and Sum (DAS) algorithm4 with Hanning apodization.
4. RESULTS
During the acquisition of the presented data, the user had a real-time view of both US and PA images at frame
rates of 13 to 20Hz. The fast tuned PA acquisition wavelength sequence of the OPO laser was measured as
(722, 756, 831, 907, 943) nm with an accuracy of 1.5 nm. In the following we show oxygenation measurements in
peripheral vessels and the effect of motion correction on sO2 estimations in a carotid artery.
4.1 Blood oxygenation in peripheral vessels
Fig. 3 shows a representative example of sO2 estimation in the radial artery and accompanying vein. sO2 is
visualized by thresholding the total hemoglobin from the unmixing results. The average sO2 in the radial and
ulnar artery was SaO2 = 72%± 7% averaged over a total of n = 436 mean oxygenations in a region of interest
as marked in Fig. 3. The radial artery has been scanned twice, likewise the ulnar artery. The sO2 in the accom-
panying vein of the radial artery was on average SvO2 = 38% ± 9% over a total of n = 238 mean oxygenation
estimations during two scans on the same healthy human volunteer.
Figure 3. Representative photoacoustic (PA) B-mode image and blood oxygenation (sO2) estimation in the radial artery
and accompanying vein of a healthy human volunteer. The PA image is shows logarithmically compressed. The sO2
estimation is visualized for pixels with relevant total hemoglobin results unmixed from one sequence of five wavelengths.
The dashed red box deli the region of interest for arterial sO2, the dotted blue box for venous. The average sO2 values
for this image are denoted on the boxes.
4.2 Motion correction and blood oxygenation estimation in the carotid artery
Estimating the optical flow for four (350×200 px sized) US images of a sequence relative to the first US images in
that sequence and warping the acquired PA and US images accordingly took (120±10)ms (averaged over n = 84
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sequences acquired in one scan) with python on a single core (2.6GHz Intel Core i5-3230M). Fig. 4 illustrates the
y position of the upper arterial wall in the US images of the acquisition sequences before and after the application
of our optical flow based method by plotting the position of the maximum intensity pixel in the center of the
upper arterial wall.
Figure 4. Illustration of motion correction in the first acquisition sequences; each sequence consisting of five images
acquired at different wavelengths λ. The depth (y position of the upper arterial wall) in the ultrasonic (US) images is
plotted before (red, −) and after the application of optical flow motion compensation (blue, ×). The periodic shift in
position due to expansion of the carotid artery at a frequency corresponding to the resting heart rate of the volunteer is
apparent.
Fig. 5 shows a section of the carotid artery and its corresponding oxygenation. The oxygenation was estimated
based on the motion corrected stack of PA images. Average sO2 in carotid artery and jugular vein is denoted on
the regions of interest shown as red and blue boxes. An example of artifacts resulting from spectral unmixing on
sequences not corrected for motion is shown in Fig. 6. We measured the oxygenation saturation with 84 image
Figure 5. Representative ultrasonic (US) image of a carotid artery with corresponding blood oxygenation (sO2) esti-
mation with applied optical flow motion correction. The dashed red box is the region of interest for arterial blood
oxygenation(sO2), the dotted blue box for venous. The average sO2 values for this image are denoted on the boxes.
sequences of the carotid artery. Estimating on images uncorrected for motion yielded mean(SaO2) = 59% when
averaging over the n = 29, 861 pixels over the THb threshold. The standard deviation of the measurement was
std(SaO2) = 31%. After optical flow in sequence (ofis) motion correction we measured SaO
ofis
2 = (63 ± 17)%
over n = 12, 172 pixels. In the accompanying jugular vein the estimation changed from SvO2 = (40 ± 21)%
without motion correction to SvOofis2 = (38 ± 15)% with motion correction. The distributions of sO2 over all
pixels is shown in the violin plots of Fig. 6. As some of these are no normal distributions, we also determined their
inter quartial ranges (IQR): For arterial blood a reduction from IQR(SaO2) = 50% to IQR(SaO
ofis
2 ) = 25% for
venous blood a reduction from IQR(SvO2) = 29% to IQR(SvO
ofis
2 ) = 19%.
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Figure 6. Representative blood oxygenation (sO2) estimation by unmixing from photoacoustic (PA) images of a carotid
artery (left) and vein (right) as well as the same estimations with applied optical flow in sequence (ofis) motion correction
(bottom). The motion artifact in the artery is apparent in the top-left image and is vastly suppressed in the bottom-left.
The attached violin plots show the distribution of the sO2 measurements over all pixels in the region of interest from
n = 84 sequences. A multimodal distribution of sO2 in the carotid artery is apparent without motion correction. The
inter quartial ranges (IQR) for the plotted distributions are: in arterial blood a reduction from IQR(SaO2) = 50% to
IQR(SaOofis2 ) = 25% with motion correction; in venous blood a reduction from IQR(SvO2) = 29% to IQR(SvO
ofis
2 ) =
19%.
5. DISCUSSION
In this paper we present a real-time PAUS imaging platform with a linear array probe using a fast tuning laser.
Within the open-source software platform MITK we provide implementations for direct control of the US DAQ
and laser systems and their components. The presented software components are highly reusable and extensible
due to the modular architecture of MITK. This should make it possible to use the project as a starting point
for translational research projects with PA imaging. For each specific laser or DAQ system, only the hardware
layer would have to be extended to comply with new APIs.
Furthermore we provide a method for correcting inter-frame motion as encountered in a clinical sample
application which we presented as a demonstration use case of our system. In this clinical sample application we
imaged the carotid artery of a healthy human volunteer. In this context we were faced with problematic inter-
frame motion due to the pulsing artery. To address this issue we presented a new method for motion correction
of multispectral PA image sequences using optical flow in seqence (ofis) on corresponding US images. Run time
measurements of this methods show the real-time capability of the method considering motion correction of a
sequence of five corresponding PA images is performed in 120ms in our python implementation running single
threaded on a consumer CPU core – while the sequence acquisition takes 250ms with out fast tuning OPO. The
motion correction method succeeds in reducing motion artifacts and the sO2 estimations with applied motion
correction make it possible to clearly distinguish between arterial and venous blood. The variation of estimated
sO2 is reduced as shown by the drop in standard deviation when correction for motion and illustrated in Fig. 6.
This shows a higher precision of sO2 estimation by spectral unmixing when correcting for inter-frame motion. It
is to our knowledge the first inter-frame motion correction approach using corresponding US images or optical
flow.
While the sO2 estimates when using motion correction are more consistent and closer to the physiological
values in a healthy human,24 there is a systematic underestimation of oxygenation with our data. This is also the
case in more superficial vessels, but to a lesser degree. We attribute this underestimation to (1) fluence effects
due to a high overall oxygenation in tissue – this should be addressed quantitatively20,25 and to a lesser degree
(2) noise levels.
We have presented a starting point for translational PAUS imaging research integrated in the open-source
MITK platform. We validated its performance on a clinical sample application, were we were able to show that
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we can image the carotid artery multispectrally by correcting for inter-frame motion using an optical flow based
approach.
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j1
signed real-time delay multiply and sum beamforming
for multispectral photoacoustic imaging
This manuscript gives an introduction to PA beamforming with delay
and sum – the most widely used image reconstruction algorithm for
US transducer based PAI systems. It then presents a novel algorithm
which improves the signal-to-noise ratio while not sacrificing linearity,
as most algorithms that improve on delay and sum do. The real-time
beamforming algorithms were implemented open-source within MITK.
Own contribution
The initial manuscript was drafted by me and edited and revised by
all authors.
I conceived of the method. The implementation of the algorithm,
I performed together with Franz Sattler. Franz Sattler coded the
real-time capable GPU beamforming in MITK.
The experiments were designed by me, and performed by me and
Janek Gröhl. I performed the post-processing and analysis for the data
from the experiments.
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Abstract: Reconstruction of photoacoustic (PA) images acquired with clinical ultrasound transducers
is usually performed using the Delay and Sum (DAS) beamforming algorithm. Recently, a variant
of DAS, referred to as Delay Multiply and Sum (DMAS) beamforming has been shown to provide
increased contrast, signal-to-noise ratio (SNR) and resolution in PA imaging. The main reasons for
the use of DAS beamforming in photoacoustics are its simple implementation, real-time capability,
and the linearity of the beamformed image to the PA signal. This is crucial for the identification of
different chromophores in multispectral PA applications. In contrast, current DMAS implementations
are not responsive to the full spectrum of sound frequencies from a photoacoustic source and have
not been shown to provide a reconstruction linear to the PA signal. Furthermore, due to its increased
computational complexity, DMAS has not been shown yet to work in real-time. Here, we present an
open-source real-time variant of the DMAS algorithm, signed DMAS (sDMAS), that ensures linearity
in the original PA signal response while providing the increased image quality of DMAS. We show
the applicability of sDMAS for multispectral PA applications, in vitro and in vivo. The sDMAS and
reference DAS algorithms were integrated in the open-source Medical Imaging Interaction Toolkit
(MITK) and are available as real-time capable implementations.
Keywords: photoacoustics; image reconstruction; multispectral imaging; signal processing; delay
and sum; delay multiply and sum
1. Introduction
Currently, almost all applications of photoacoustic (PA) or ultrasonic (US) imaging, where real-time
capability is crucial, use the straightforward Delay and Sum (DAS) beamforming algorithm [1,2].
Its linear complexity ensures very short computing times even on a central processing unit (CPU), but,
in comparison to other beamforming algorithms, it suffers from worse contrast and Signal-to-Noise
Ratio (SNR) [3]. The Delay Multiply and Sum (DMAS) beamforming algorithm, an extension to DAS
beamforming, has recently been proposed for US B-Mode images [4] and has been shown to improve
image quality also when applied to the field of photoacoustics [5]. On the other hand, DMAS is
computationally expensive with a complexity of O(n2) compared to the DAS complexity of O(n).
Furthermore, DMAS, as proposed by Matrone et al. [4], is a non-linear beamformer [6] that has not
yet been confirmed to produce a linear response, which is a necessity for multispectral applications.
DMAS also needs to be post-processed with a bandpass filter (F-DMAS) to remove a low frequency
artifact introduced by the algorithm, which affects PA data [7] as well as US data. While filtering is not
problematic for US imaging, doing so with PA imaging systems that are sensitive to lower acoustic
J. Imaging 2018, 4, 121; doi:10.3390/jimaging4100121 www.mdpi.com/journal/jimaging
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frequencies would also remove valuable PA information, as PA signal responses have a substantial
low frequency contribution [8].
The contribution of this paper is two-fold:
(1) We present a modified DMAS algorithm which we call signed DMAS (sDMAS). The modification
addresses the non-linear optical and acoustic frequency response of conventional DMAS. We show
linearity of sDMAS based B-Mode image reconstruction with respect to the source signal, which
makes sDMAS usable for spectroscopic applications.
(2) We present a graphics processing unit (GPU)-based implementation of the sDMAS algorithm
which is real-time capable and therefore usable in a clinical setting. This is validated on a tissue
mimicking PA characterization phantom and applied by measuring blood oxygenation in vivo
on the radial artery of a healthy human volunteer.
The implementation of the contributions of this paper, as well as all other algorithms used,
are provided open-source as an extension of the Medical Imaging Interaction Toolkit (MITK) [9], and
are applicable to both PA and US image data.
2. Materials and Methods
The first two parts of this section review the reference beamforming algorithms DAS (Section 2.1)
and DMAS (Section 2.2) as applied in this paper. Section 2.3 introduces the proposed DMAS variant,
sDMAS, and motivates theoretically how it achieves linearity to the original PA signal. Finally,
Section 2.5 provides implementation details for all beamforming algorithms.
2.1. Delay and Sum Beamforming
DAS beamforming is the most common and widely used method for reconstructing photoacoustic
and ultrasonic images in real-time applications [2,4]. The first step in beamforming an image is to
calculate the delays at which a signal originating at some depth y and lateral position x arrives at each
of the elements of the transducer. We assume to this end spherical waves coming from the positions
we want to reconstruct. Furthermore, we consider a linear transducer consisting of N elements spaced
with a distance ∆x and a spatially constant speed of sound c.
As illustrated in Figure 1, the delay τ after which a wave originating at lateral position x at a
depth y arrives at the element j is:
τ(x, y, j) =
√
y2 + (|x− j · ∆x|)2
c
(1)
The DAS algorithm proceeds by summing up the delayed signals of one position (x, y). We call
the signal response measured by transducer element j, at a time τ, S(j, τ). For a reconstructed pixel at
position (x, y), the beamformed signal SDAS is therefore:
SDAS(x, y) =
N
∑
j=1
S(j, τ(x, y, j)) · Ax(j) (2)
where 0 ≤ Ax(j) ≤ 1 is an apodization function, which can be used to reduce side lobes and similar
beamforming related artifacts, usually by weighting the transducer elements near x stronger than
those far away [10].
The complexity of the algorithm can be approximated to be proportional to the number of summations,
and is therefore O(N) for DAS.
40 signal processing
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Figure 1. (a) Illustration of a signal S originating at depth y and lateral position x relative to a transducer
array with example element j and propagating as a spherical acoustic wave with speed c; (b) Illustration
of the same scenario in the time domain of pressure recorded in the transducer array (radio frequency
(rf) data), where τ(x, y, j) denotes the propagation time of that signal S.
2.2. Delay Multiply and Sum Beamforming
The DMAS algorithm as proposed by Matrone et al. [4] improves on DAS by relating each
signal response on each transducer to a single signal position by summing over the products of all
non-identical combinations of responses. This has the intention of amplifying actual source signals and
reducing noise. To retain linear units, the signed square root of the sums is taken to be the beamformer
response. The correlation matrix Mnm(x, y) of the signals of the transducer elements n and m, delayed
for a signal at lateral position x at depth y, is introduced:
Mnm(x, y) = S(n, τ(x, y, n)) · Ax(n) · S(m, τ(x, y,m)) · Ax(m) (3)
The reconstructed signal SDMAS(x, y) is then defined as:
SDMAS(x, y) =
N−1
∑
n=1
N
∑
m=n+1
sign(Mnm(x, y))
√
|Mnm(x, y)| (4)
While Mnm(x, y) is always positive in an ideal tissue and the absence of noise, sign(Mnm(x, y)) is
introduced in the equation to reduce the mean calculated value for noise and artifacts.
The number of summations necessary to determine SDMAS is N
2−N
2 . Therefore, in view of N being
negligible against N2, computational complexity can be concluded to be O(N2) for DMAS.
2.3. Signed Delay Multiply and Sum Beamforming
In previous DMAS implementations [4], it was necessary to post-process the image after
beamforming by using a bandpass filter, as the loss of the sign introduces an additional low frequency
component to the actual signal, which is suppressed using the bandpass filter. Unlike in ultrasound
imaging, photoacoustic signals usually have a broad acoustic spectrum and therefore contain low
acoustic frequencies. These signal contributions will be filtered as well, which may lead to a suppression
of important signal components.
In our implementation, we overcome this issue by keeping the sign of the original signal which is
equivalent to integrating sign(SDAS) into Equation (4)
SsDMAS(x, y) = sign(SDAS(x, y)) · SDMAS(x, y) (5)
Keeping the sign of the original signal allows us to apply sDMAS for multispectral PAT application,
as shown in the following paragraph.
Here, the number of summations necessary to determine SsDMAS differs from the case of DMAS
only in the N operations for the DAS coefficient; therefore, the number of necessary summations
is N
2+N
2 . Even so, the summations for DAS require far less operations than those for DMAS; either
way, we can approximate the complexity of sDMAS to be O(N2), the same as for DMAS.
j1 photoacoustics beamforming 41
J. Imaging 2018, 4, 121 4 of 12
2.4. Linearity of Beamforming Algorithms
Spectral unmixing of multispectral photoacoustic signals assumes linearity of those signals to the
underlying absorption coefficient. While this assumption usually breaks down due to fluence effects,
we can still assure that we do not introduce further errors in our estimation through the beamforming
algorithm. To show that a beamforming algorithm reconstructs a signal SBF(x, y,λ) linear to the
originating signal S0(x, y,λ), we need to show that
SBF(x, y,λ) = C(x, y) · S0(x, y,λ) (6)
where C(x, y) has to be a real number, independent of λ, for any given position (x, y). In the
following, we show that this is the case for DAS but not for DMAS, and how we can remedy this by
introducing sDMAS.
Whenever a PA signal originating at position (x, y) arrives at transducer element j, the sound
wave traveled a distance d(x, y, j) = c · τ(x, y, j). The signal will have experienced signal attenuation.
This acoustic attenuation in a homogeneous medium is e−α(ω)d, where α(ω) is the sound attenuation
coefficient dependent on sound frequency ω and medium. The acoustic signals generated in the
tissue during PA image acquisition depend on the optical properties of the tissue and are wavelength
dependent. Let S0(x, y,λ) denote the signal that originates as a spherical wave in a sufficiently
homogeneous medium at a position (x, y) in response to a laser pulse of wavelength λ. Then, the
resulting attenuated signal S(j, d(x, y, j),λ) arriving at transducer element j can be expressed as follows:
S(j, d(x, y, j),λ) = e−α(ω)·c·τ(x,y,j) · S0(x, y,λ) (7)
In the following paragraphs, we examine the DAS, DMAS and sDMAS algorithms to see how
their reconstructions depend on the original signal S0.
2.4.1. Linearity of DAS
From the definition of the DAS beamformed signal (Equation (2)), we directly find linearity for
SDAS after introducing signal attenuation (Equation (7)) and λ explicitly.
SDAS(x, y,λ) =
N
∑
j=1
(
Ax(j) · e−α(ω)·c·τ(x,y,j)
)
· S0(x, y,λ)
= CDAS(x, y) · S0(x, y,λ)
(8)
2.4.2. Linearity of DMAS
Using the definition of the DMAS beamformed signal (Equation (4)), we need to consider signal
attenuation (Equation (7)) in Mnm(x, y), extended for λ.
SDMAS(x, y,λ) =
N−1
∑
n=1
N
∑
m=n+1
sign(Mnm(x, y,λ))
√
|Mnm(x, y,λ)|
with Mnm(x, y,λ) = Ax(n)Ax(m) · e−α(ω)·c·(τ(x,y,n)+τ(x,y,m)) · S0(x, y,λ)2
(9)
From this expression of Mnm(x, y,λ)m, we see that its sign has to be +1, considering Ax(j) ≥ 0.
SDMAS(x, y,λ) =
N−1
∑
n=1
N
∑
m=n+1
(√
Ax(n)Ax(m) · e− 12 α(ω)·c·(τ(x,y,n)+τ(x,y,m)) · |S0(x, y,λ)|
)
= CDMAS(x, y) · |S0(x, y,λ)|
(10)
which means that, in DMAS beamforming, we lose the original sign of the signal.
42 signal processing
J. Imaging 2018, 4, 121 5 of 12
2.4.3. Linearity of sDMAS
We aim to recover this lost sign with sDMAS (Equation (5)) by introducing the sign of
SDAS into DMAS
SsDMAS(x, y,λ) = sign(SDAS(x, y,λ)) · SDMAS(x, y,λ)
= sign(SDAS(x, y,λ)) · CDMAS(x, y) · |S0(x, y,λ)|
(11)
from which we can restore the sign of S0 lost in DMAS, because all other terms in SDAS (Equation (8))
are positive (Ax(j) ≥ 0 and er ≥ 0 because r is a real number).
SsDMAS(x, y,λ) = sign(CDAS(x, y)) · CDMAS(x, y) · sign(S0(x, y,λ)) · |S0(x, y,λ)|
= CsDMAS(x, y) · S0(x, y,λ) (12)
Note that we did not explicitly model noise N(x, y,λ) corresponding to the measured signals
S(j, d(x, y, j),λ) as we assume S0(x, y,λ) N(x, y,λ) for the source signals of interest. If the original
signal is too small—on a noise equivalent level—linearity cannot be ensured. In the absence of noise,
the sign of SDMAS is always positive for an emerging signal S0, which means that the sign of the original
signal is lost through the DMAS double summation process. In contrast, the sign of the original signal
is not lost in sDMAS, because we inserted the factor sign(SDAS) thereby eliminating the need for
further post-processing with a bandpass filter. Other than that, both beamforming algorithms can be
regarded as proportional to the original signal in each beamformed position (x, y). This is regardless of
choice in apodization function (as long as Ax(j) ≥ 0) but assuming the same acoustic spectrum of the
source. For a spectroscopic PA application of DMAS, the acoustic spectrum ω has to be independent
of PA excitation wavelength but can and will depend on the tissue under examination [11].
2.5. Implementation of Beamforming Algorithms
Our implementation of the beamforming algorithms running on a CPU has been multithreaded,
but the attainable speed is nevertheless limited. We therefore added implementations of DAS, DMAS
and sDMAS using the GPU through the Open Computing Language (OpenCL) [12], which enables
us to get increased performance through the massive parallelization of the beamforming algorithms.
Delays τ(i, j, y) for the whole image are computed for a given speed of sound c and up to a maximum
scan depth and saved in a persistent GPU buffer. Whenever relevant beamforming parameters change
a renewed calculation of the delay buffer is needed. The number of transducer elements which are
used for the calculation of a pixel is determined by the sensitive angle, therefore the apodization is
also computed beforehand by a separate OpenCL kernel and saved in a persistent buffer. The actual
beamforming kernel uses the previously computed buffers to sum over the needed input values
according to DAS or sDMAS. In doing so, the main performance limitation is the memory access
time on the GPU. Furthermore, we use Ax(j) = 1, for all x and j for the calculation of sign(SDAS),
as apodization mainly increases SNR, but the sign of actual signals remains unaffected. Therefore,
to reduce computational cost, we refrain here from using an apodization function.
In contrast to the original DMAS formulation, sDMAS does not rely on a bandpass filter as
integral part of the beamforming process, which increases performance, as bandpass filters rely on
two computationally intensive Fourier transforms. Nevertheless, we provide a bandpass filter as an
optional processing step for our implementations of DAS, DMAS and sDMAS as it can reduce noise
and artifacts. Our bandpass implementation performs first a Fourier transform of the beamformed
image in depth direction using the Fast Fourier Transform (FFT) implementation of the Insight Imaging
Toolkit (ITK), then multiplies the resulting image with a Tukey window which can be adjusted to select
the desired band of frequencies and gives the option to smoothly set the boundaries of that band to
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zero [13]. Afterwards, an inverse FFT is applied. The ITK FFT implementation runs on CPU exclusively.
Regarding apodization, our MITK implementation supports boxcar, Hanning, and Hamming.
3. Experiments and Results
The purpose of our experiments was to characterize the sDMAS beamforming algorithm in vitro
and apply it in vivo for qualitative validation. The first experiment (Section 3.1) characterizes sDMAS
beamforming in a controlled in vitro setting and shows both its real-time capability and the linearity.
The second experiment (Section 3.2) comprises in vivo measurements on a healthy human volunteer to
estimate blood oxygenation (sO2) with varying beamformers.
In our setup, raw PA data acquisition is performed using MITK with the DiPhAS US system
(Fraunhofer IBMT, St. Ingbert, Germany) and a 128-element linear US transducer operating on a
center frequency of 7.5 MHz (L7-Xtech, Vermon, Tours, France). The light from a fast tuning OPO
laser (Phocus Mobile, Opotek, Carlsbad, CA, USA) is delivered via a custom fiber bundle to the probe
and into the tissue or phantom. A pulse energy of up to 40 mJ at a pulse repetition rate of 20 Hz is
delivered over a surface of 2 cm2 to avoid tissue damage [14]. After the data acquisition, beamforming
is performed with the MITK PA image processing plugin [15].
3.1. Beamforming Characterization
The phantom used to characterize the performance of our sDMAS implementation in comparison
to DAS and DMAS consists of diluted milk as background medium and a methylene blue solution in
silicone tubing with an inner diameter of 1 mm spaced 5 mm apart both vertically and horizontally.
To achieve a reduced scattering comparable with tissue (µ′s ≈ 15 cm−1 in the near infrared range) [16],
the optical properties of concentrated (10% fat) milk and methylene blue were measured by a
spectroscopic method [17] and then diluted to yield the desired optical properties, as shown in
Figure 2c. The wavelength of the acquisition was varied between 700 and 800 nm to generate PA
signals corresponding to a range of absorption coefficients µa between 21 and 1.4 cm−1.
Figure 2. The characterization phantom, consisting of (a) an array of silicone tubing filled with diluted
methylene blue and placed inside (b) a tank filled with diluted milk. (c) The methylene blue in the
tubing was diluted to yield absorption coefficients as encountered in blood in the near infrared range
(the overlaid dots are the wavelengths of the acquisition sequences). The milk was diluted to yield a
reduced scattering coefficient consistent with tissue.
Before our characterization experiment, we imaged tubing filled only with water, using the same
wavelength sequence to ensure that there was no PA signal contribution by the tubing itself. In these
measurements we did not see any PA signal above a noise equivalent level. The characterization
phantom was then filled with the diluted methylene blue and measured at a fixed position, as shown
in Figure 2a. For each wavelength n = 100 measurements were performed. Beamforming of raw data
from the 128-element transducer was performed to 256 beamformed lines with 2048 samples and up
to a depth of 3.8 cm. The speed of sound for that reconstruction was set to 1474 m s−1 as calculated
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using the corresponding US measurement. Beamforming was performed with with DAS, DMAS and
sDMAS using both Hanning and boxcar apodization and with or without a subsequent bandpass filter.
When a Tukey bandpass filter was used, it was always applied after beamforming and set to α = 0.5
with a nominal range from 0 to 10 MHz. B-Mode images were formed by a Hilbert transform based
envelope detection and subsequent down-sampling to a 0.15 mm equal spacing.
A section of the B-Mode images from the phantom which corresponds to µa = 8.5 cm−1 is shown
in Figure 3. Bandpass filtered (F) images are shown in the second row. To quantify the improvement in
image quality when using sDMAS, we use the Contrast-to-Noise Ratio (CNR) defined as in [18]:
CNR = 20 · log10
( 〈S〉 − 〈N〉
σ(N)
)
in db (13)
with 〈S〉 being the mean signal intensity in a region of interest, 〈N〉 the mean noise intensity and σ(N)
the standard deviation of the noise in the adjacent background, as highlighted in Figure 3.
Figure 3. Visualization of B-Mode PA images with logarithmic compression using DAS, DMAS and
sDMAS beamforming in the first row, with an additional bandpass filter (F) applied in the second row.
The PA signals from the upper and lower boundaries of the tubes are visible with a distance of 1 mm.
For the purpose of ascertaining a CNR ratio as defined in Equation (13), the white box indicates the
signal S and the black boxes the corresponding noise N. These regions are identical for all algorithms.
The images shown are a representative example, beamformed using a boxcar apodization using an
acquisition wavelength corresponding to an absorption coefficient of µa = 8.5 cm−1 inside the tubing.
We determine 〈S〉 from the area highlighted as a white box in Figure 3 and 〈N〉 as well as
σ(N) from the corresponding two black boxes. The increases in CNR using sDMAS over DAS are
averaged over n = 100 and three depths (8, 13 and 18 mm—the three tube sections shown in the figure).
As shown in Table 1, when apodization and bandpass filter are the same for both algorithms, CNR
using sDMAS beamforming is consistently at least twice the CNR as when using DAS beamforming
(>6 db). In addition, sDMAS improved over DAS regardless of apodization and bandpass for our
settings. Sections of B-Mode images with boxcar apodization are shown in Figure 3, which also shows
that sDMAS does not suffer from artifacts due to the low frequency term usually introduced in DMAS
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beamforming. The bandpass filter is therefore an optional step in sDMAS beamforming. The increase
in CNR had a depth dependence, with the CNR increasing an average of 1 db more for the structure
at 13 mm depth, and having a higher standard deviation at higher depths. In additionl as shown in
Table 2, the experiments suggest a 2 db increase in CNR using F-sDMAS over F-DMAS and a similar
CNR when comparing sDMAS to F-DMAS.
Table 1. Increase in CNR using sDMAS in different variants (columns) compared to DAS in different
variants (rows) in db for µa = 8.5 cm−1. Box and Hann denotes if box car or Hanning apodization is
compared. F denotes the use of a bandpass filter. For instance, the sDMAS algorithm with boxcar
apodization and no bandpass filter (sDMAS, Box, -) on average yielded an improvement of 8 db in
CNR over the DAS algorithm with boxcar apodization and using a bandpass filter (DAS, Box, F). CNRs
are averaged over n = 100 slices and three signals in depths of 8 mm to 18 mm. The increases in CNR
over the three structures in different depths had standard deviations of 2 db.
sDMAS
Box Hann
F − F −
DAS
Box
F 9 8 11 9
− 9 7 11 9
Hann
F 6 4 8 6
− 6 5 8 6
Table 2. CNR of DAS, DMAS and sDMAS in db for µa = 8.5 cm−1. CNRs are averaged over n = 100
slices and listed for three signal positions. The CNRs for depths 8 mm and 13 mm had a standard
deviation of ≈ 1 db. For the depth of 18 mm the standard deviation was ≈ 1.5 db.
DAS F-DMAS sDMAS
Box Hann Box Hann Box Hann
Depth F − F − F − F −
8 mm 5 5 8 7 10 11 12 10 14 11
13 mm 4 5 8 7 12 14 14 13 17 15
18 mm −3 −2 0 0 6 8 8 6 10 8
The runtimes of the sDMAS and DAS algorithms, as listed in Table 3, were measured on the
characterization phantom dataset with n = 1300 recorded frames and for a reconstruction depth of
3.9 cm. The reconstruction was performed running MITK on a Ubuntu 18.04 operating system using
a i7-5960X CPU (Intel, Santa Clara, CA, USA) and a GeForce GTX 970 GPU (Nvidia, Santa Clara,
CA, USA). As the complexity of the DMAS and sDMAS algorithms is the same, the computational
performance of DMAS has not been compared to sDMAS and DAS here explicitly.
Table 3. Runtime of our DAS and sDMAS implementations, processing one frame. The standard
deviations of the runtimes are each smaller than 5% of the listed means. Choice of apodization had no
impact on the runtime. The Tukey window bandpass as well as the B-Mode envelope detection were
exclusively performed on CPU.
DAS sDMAS Bandpass B-Mode
Lines CPU GPU CPU GPU CPU CPU
128 29 ms 6 ms 502 ms 33 ms 9 ms 5 ms
256 58 ms 18 ms 990 ms 63 ms 18 ms 10 ms
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In Figure 4, we plot the dependence of the signal intensity in the B-Mode images of the
beamformed signals on the absorption coefficient of the methylene blue source in the tubing. We did
this for the same three tubes as shown in Figure 3 using DAS and sDMAS with a boxcar apodization.
A linear fit worked well for the three sources regardless of beamformer. Due to the lower noise level,
using sDMAS beamforming, sDMAS has a smaller offset to the x−axis.
Figure 4. Comparison of the signal intensities dependence on the absorption coefficient. The maximum
signal intensities in B-Mode images beamformed with DAS and sDMAS using boxcar apodization are
averaged over n = 100 images for three sources. Linear fits are plotted alongside with the measured
data. Both DAS and sDMAS have a proportional relation to the sources absorption coefficient when
accounting for an additive noise term.
3.2. Blood Oxygenation Estimation
To demonstrate the increased quality of blood oxygenation estimation when using sDMAS instead
of DAS, we recorded raw PA data of the radial artery and accompanying vein of a healthy human
volunteer at five wavelengths in the near infrared. While a good ground truth for blood oxygenation
is not easily obtained, in a healthy human, arterial blood is expected to have no less than 90% blood
oxygenation [19], which we use as a qualitative reference. Based on the work of Luke et al. [20] and
considering the power spectrum of our laser source, we altered our wavelength sequence from an
equidistant spacing towards wavelengths with optimal differences between absorption of oxygenated
and deoxygenated hemoglobin. The acquisition wavelength sequence was measured by a spectrometer
(HR2000+, Ocean Optics, Dunedin, New Zealand) as (722, 756, 831, 907, 943) nm with an accuracy of
1.5 nm. The acquired raw PA data were corrected for fluctuations in laser pulse energy and then
beamformed using the DAS and sDMAS beamforming algorithms.
Spectral unmixing was performed using the non-negative constrained least squares solver
scipy.optimize.nnls [21] on sets of five beamformed images, yielding abundances for hemoglobin
and deoxygenated hemoglobin by fitting the spectra of the two chromophores to the five measured
wavelengths in each pixel. The unmixing algorithm was implemented for CPU only, as its performance
was not critical. Figure 5 shows a F-DAS and F-sDMAS beamformed example image recorded at an
excitation wavelength of 831 nm. Sections of the radial artery and accompanying vein were identified
by a vascular surgeon in the US image live stream of the acquisition system. The unmixing results for
oxygenated (HbO2) and deoxygenated hemoglobin (Hb) were used to calculate blood oxygenation
and total hemoglobin (THb):
sO2 =
HbO2
Hb + HbO2
, THb = Hb + HbO2. (14)
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sO2 is visualized by masking the results for low values of THb.
The median blood oxygenations sO2 were averaged over n = 84 beamformed B-Mode images
for both F-DAS and F-sDMAS. Using F-DAS, this yielded an estimation of arterial blood oxygenation
SaODAS2 = 71% ± 6% while the same unmixing on F-sDMAS yielded SaOsDMAS2 = 89 ± 6%.
The estimation of venous blood oxygenation yielded SvODAS2 = 44%± 7% and SvOsDMAS2 = 37± 8%.
Figure 5. The radial artery and accompanying vein of a healthy human volunteer. Representative
B-Mode images recorded at an acquisition wavelength of 831 nm are shown in the top row.
Beamforming was performed using Hanning apodization and the images where postprocessed with a
bandpass filter (F). In the second row, blood oxygenation (sO2) is visualized. Only values with high
total hemoglobin as determined by the spectral unmixing are shown. The dashed green box marks
the artery and the dotted line the accompanying vein as identified by a consulting physician; both are
annotated with the median oxygenation within these boxes.
4. Discussion
We presented a variant of the (F-)DMAS algorithm termed sDMAS that preserves linearity in
the original signal response while increasing image quality. We implemented the sDMAS algorithm
within MITK to be easily accessible and open-source to be easily reproducible and to address the
lack of such resources in the field. A user manual for the software can be found here http://docs.
mitk.org/nightly and demo installation packages with a sample of the raw data here http://mitk.
org/wiki/Photoacoustics. We also provide reference DAS, DMAS implementations and bandpass
filtering and include envelope detection algorithms for B-Mode imaging. Our results clearly show
that our implementation is real-time capable (for frame rates of 20 Hz at which our imaging system
operates), although there is a limit for the achievable image resolution when using consumer GPUs,
as we did. Image quality was clearly improved using (F-)sDMAS compared to (F-)DAS. Due to this
increase in CNR, we could also show that sDMAS B-Mode images are not only linear to the absorption
coefficient of a source but also have a lower noise component than DAS, which systematically skews
the spectral unmixing of DAS beamformed images more than for DMAS. This is finally illustrated in
vivo on a healthy human volunteer’s radial artery and accompanying vein. Although we are missing
a reliable reference measurement, the spectral unmixing results of the arterial blood oxygenation
for sDMAS (89%) are in closer agreement with the literature [19] than the SaO2 values using F-DAS,
which estimated it as 71%, which is definitely too low for a healthy human. While this suggests
that sDMAS results are more easily quantified in functional terms and can more accurately estimate
quantities such as blood oxygenation, it is far from conclusive and, as it is only a qualitative result,
further research is needed. The reconstructed images still contain artifacts and noise that might be
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reduced further using other beamforming methods such as Minimum Variance (MV) beamforming [10],
Double stage DMAS [3] or further modifications of DMAS such as the introduction of MV into
DMAS [22]. They are however non-linear and computationally expensive. Therefore, they are currently
not usable for real-time multispectral applications. However, further study of those methods and
appropriate extensions and implementations might give insight into their applicability to multispectral
PA imaging. Other issues such as wavelength dependent fluence effects [23], or limited views of PA
sensor arrays cannot be solved by a beamforming algorithm alone and will impact functional PA
imaging independent of the beamformer.
In conclusion, the presented sDMAS algorithm offers a superior image quality compared to DAS
and preserves linearity in the original signal on the same level as DAS, which makes it suitable for
spectroscopic PA applications. Furthermore, sDMAS can be performed in real-time and is as such
usable in a clinical setting.
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PA photoacoustic
DAS Delay and Sum
DMAS Delay Multiply and Sum
sDMAS signed DMAS
MV Minimum Variance
US ultrasonic
MITK Medical Imaging Interaction Toolkit
SNR Signal-to-Noise Ratio
CNR Contrast-to-Noise Ratio
GUI Graphical User Interface
API Application Programming Interface
ITK Insight Toolkit
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This manuscript tackles the optical inverse problem. It is the first work
to use machine learning for this, but this is not the central innovation.
Rather it presents a way to encode the relevant context information for
a reduction in fluence in a descriptor for each voxel. Machine learning
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Context encoding enables machine learning-based
quantitative photoacoustics
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Abstract. Real-time monitoring of functional tissue parameters, such as local blood oxygenation, based on opti-
cal imaging could provide groundbreaking advances in the diagnosis and interventional therapy of various dis-
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a voxel to deduce the corresponding optical absorption. The method encodes relevant information of the mea-
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1 Introduction
Photoacoustic (PA) imaging is an imaging concept with a high
potential for real-time monitoring of functional tissue parame-
ters such as blood oxygenation deep inside tissue. It measures
the acoustic waves arising from the stress-confined thermal
response of optical absorption in tissue.1 More specifically, a
PA signal SðvÞ in a location v is a pressure response to the
locally absorbed energy HðvÞ, which, in turn, is a product of
the absorption coefficient μaðvÞ, the Grueneisen coefficient
ΓðvÞ and the light fluence ϕðvÞ
EQ-TARGET;temp:intralink-;e001;63;315SðvÞ ∝ HðvÞ ¼ μaðvÞ · ΓðvÞ · ϕðvÞ: (1)
Given that the local light fluence not only depends on the
imaging setup but is also highly dependent on the optical proper-
ties of the surrounding tissue, quantification of optical absorp-
tion based on the measured PA signal is a major challenge.2,3 So
far, the field of quantitative PA imaging (qPAI) has focused on
model-based iterative optimization approaches to infer optical
tissue parameters from measured signals (cf. e.g., Refs. 3–
12). Although these methods are well suited for tomographic
devices with high image quality (cf. e.g., Refs. 13–15) as
used in small animal imaging, translational PA research with
clinical ultrasound transducers or similar handheld devices
(cf. e.g., Refs. 1 and 16–22) focuses on qualitative image
analysis.
As an initial step toward clinical qPAI, we introduce a
machine learning-based approach to quantifying PA
measurements. The approach features high robustness to
noise while being computationally efficient. In contrast to all
other approaches proposed to date, our method relies on learning
the light fluence on a voxel level to deduce the corresponding
optical absorption. Our core contribution is the development of a
voxel-based context image (CI) that encodes relevant informa-
tion of the measured signal voxel together with characteristics of
the imaging system in a single feature vector. This enables us to
tackle the challenge of fluence estimation as a machine learning
problem that we can solve in a fast and robust manner.
Comprehensive in silico experiments indicate high accuracy,
speed, and robustness of the proposed context encoding
(CE)-qPAI approach. This is demonstrated for estimation of
(1) fluence and optical absorption from PA images, as well
as (2) blood oxygen saturation as an example of functional im-
aging using multispectral PA images.
2 Materials and Methods
A common challenge when applying machine learning methods
to biomedical imaging problems is the lack of labeled training
data. In the context of PAI, a major issue is the strong depend-
ence of the signal on the surrounding tissue. This renders sep-
aration of voxels from their context—as in surface optical
imaging23—impossible or highly inaccurate. Simulation of a
sufficient number of training volumes covering a large range
of tissue parameter variations, on the other hand, is computa-
tionally not feasible given the generally long runtime of
Monte Carlo methods, which are currently the gold standard
for the simulation of light transportation in tissue.11
Inspired by an approach to shape matching, where the shape
context is encoded in a so-called spin image specifically for each
node in a mesh,24 we encode the voxel-specific context in so-
called CIs. This allows us to train machine learning algorithms
*Address all correspondence to: Thomas Kirchner, E-mail: t.kirchner@
dkfz-heidelberg.de; Lena Maier-Hein, E-mail: l.maier-hein@dkfz-heidelberg.de
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on a voxel level rather than image level and we thus require
orders of magnitude fewer simulated training volumes. CIs
encode relevant information of the measured signal as well
as characteristics of the imaging system represented by so-called
voxel-specific fluence contribution maps (FCMs). The CIs serve
as a feature vector for said machine learning algorithm, which is
trained to estimate fluence in a voxel. The entire quantification
method is shown in Fig. 1, which serves as an overview with
details given in the following sections.
2.1 Fluence Contribution Map
An important prerequisite for computing the CI for a voxel v is
the computation of the corresponding FCM, referred to as
FCM½v. FCM½vðv 0Þ represents a measure for the likelihood
that a photon arriving in voxel v has passed v 0. In other
words, an FCM reflects the impact of a PA signal in v 0 on
the drop in fluence in voxel v. An illustration of an FCM cor-
responding to a typical handheld PA setup is shown in Fig. 2.
The FCM½v is dependent on how the PA excitation light pulse
propagates through homogeneous tissue to arrive in v given
a chosen hardware setup. The x × y FCMs per imaging plane
are generated once for each new hardware setup and each
voxel in the imaging plane.
In this first implementation of the CE-qPAI concept, FCMs
are simulated with the same resolution as the input data assum-
ing a background absorption coefficient of 0.1 cm−1 and a con-
stant reduced scattering coefficient of 15 cm−1.25 The number of
photons is varied to achieve a consistent photon count in the
Fig. 1 Machine learning approach to fluence estimation with CIs. CIs are generated individually for each
voxel and encode both (1) relevant information on the measured signal extracted from the PAI signal
volume and (2) prior knowledge on the characteristics of the imaging system represented by FCMs.
During algorithm training, a regressor is presented tuples of CIs and corresponding ground truth fluence
values for each voxel in the training data. For estimation of optical absorption in voxels of a previously
unseen image, the voxel-specific CI is generated and used to infer the local fluence using the trained
regressor.
Fig. 2 Generation of CIs for three representative voxels based on their FCMs. The voxel-specific FCMs
serve as a representation of how the PA excitation light pulse propagates through homogeneous tissue to
arrive in a target voxel given a chosen hardware setup. For each voxel (here: green, red, and blue), tupels
of measured signal and corresponding fluence contribution (for that voxel) are determined to generate the
voxel-specific histograms from which the CI is generated.
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target voxel. The FCMs are generated with the widely used
Monte Carlo simulation tool mcxyz.26 We integrated mcxyz
into the open-source Medical Image Interaction Toolkit MITK27
as mitkMcxyz and modified it to work in a multithreaded envi-
ronment. Sample FCMs for three different voxels are shown in
Fig. 2, which also shows the generation of CIs for those three
example voxels.
2.2 Context Image
The CI for a voxel v in a PA volume is essentially a two-dimen-
sional (2-D) histogram composed of (1) the measured PA signal
S in the tissue surrounding v and (2) the corresponding
FCM½v. More specifically, it is constructed from the tuples
fðSðv 0Þ; FCM½vðv 0ÞÞjv 0 ∈ NðvÞg where NðvÞ is defined as
NðvÞ ¼ fv 0jFCM½vðv 0Þ > ϵg. This constraint is set to exclude
voxels with a negligible contribution to the fluence in v. The
tuples are arranged by magnitude of Sðv 0Þ and FCM½vðv 0Þ
into a 2-D histogram and thereby encode the relevant context
information in a compact form. In our prototype implementation
of the CE-qPAI concept, the fluence contribution and signal axes
of the histogram are discretized in 12 bins and scaled logarithmi-
cally to better represent the predominantly low signal and flu-
ence contribution components. The ranges of the axes are set as
0 < logðSÞ < logð255Þ and logðϵÞ < logðFCMÞ < −1. Signals
and fluence contributions larger than the upper boundary are
included in the highest bin, whereas smaller signals and fluence
contributions are not. Figure 2 shows the generation of CIs from
FCMs and PA signals. Labeled CIs are used for training a
regressor that can later estimate fluence, which, in turn, is
used to reconstruct absorption [Eq. (1)].
2.3 Machine Learning-Based Regression for
Fluence Estimation
During the training phase, a regressor is presented tuples
½CIðvÞ;ϕðvÞ of CIðvÞ and corresponding ground truth fluence
values ϕðvÞ for each voxel v in a set of PAI volumes. For esti-
mation of optical absorption in a voxel vu of a previously unseen
image, the voxel-specific CI is generated and used to infer flu-
ence ϕ^ðvuÞ using the trained algorithm.
In our prototype implementation of the CE-qPAI method, we
use a random forest regressor. A random forest regressor is an
ensemble of decision trees, where the weighted vote of the indi-
vidual trees is used as the estimation.28 To train the random for-
est, all labeled CIs of the respective training set need to be
evaluated at once. With voxel-based CIs, thousands of training
samples can be extracted from a single slice of a simulated PA
training volume. Ground truth training data generation is per-
formed using a dedicated software plugin integrated into
MITK and simulating the fluence with mitkMcxyz. It should
be noted that the simulated images consist mainly of back-
ground voxels and not of vessel structures, which are our regions
of interest (ROI). This leads to an imbalance in the training set.
To avoid poor estimation for underrepresented classes,29 we
undersample background voxels in the training process to
ensure a 1:1 ROI/background sample ratio. The parameters
of the random forest are set to the defaults of sklearn 0.18
using python 2.7, except for the tree count which was set to
nregressors ¼ 100. CIs are used as feature vectors and labeled
with the optical property to be estimated (e.g., fluence or oxy-
genation). The parameters were chosen based on a grid search
on a separate dataset not used in the experiments of this work.
2.4 Hardware Setup
We assume a typical linear probe hardware setup,30 where the
ultrasound detector array and the light source move together and
the illumination geometry is the same for each image recorded.
This is also the case for other typical tomographic devices.31,32
All simulations were performed on high-end CPUs (Intel
i7-5960X).
3 Experiments and Results
In the following validation experiments, we quantify the fluence
up to an imaging depth of 28 mm in unseen test images for each
dataset. With our implementation and setup, all images comprise
3008 training samples, which results in an average simulation
time of about 50 ms per training sample. This allows us to gen-
erate enough training samples in a feasible amount of time, to
train a regressor that enables fluence estimation in a previously
unseen image in near real time. The measured computational
time for quantifying fluence in a single 64 × 47 voxel image
slice is 0.9 s 0.1 s.
In the following, we present the experimental design and
results of the validation of CE-qPAI. First, we will validate
the estimation of absorption from PAI volumes acquired at a
fixed wavelength and then estimate blood oxygenation from
multispectral PAI volumes.
3.1 Monospectral Absorption Estimation
3.1.1 Experiment
To assess the performance of CE-qPAI in PA images of blood
vessels, we designed six experimental datasets (DS) with vary-
ing complexities as listed in Table 1. With the exception of
DSmulti, each of the six experimental DS is composed of 150
training items, 25 validation items, and 25 test items, where
each item comprises a three-dimensional (3-D) simulated PA
image of dimensions 64 × 47 × 62 and 0.6-mm equal spacing
as well as a corresponding (ground truth) fluence map.
As labels of the generated CIs, we used a fluence correction
ϕcðv 0Þ ¼ ϕðv 0Þ∕ϕhðv 0Þ, where ϕhðv 0Þ is a fluence simulation
based on a homogeneous background tissue assumption. We
used five equidistant slices out of each volume, resulting in a
generation of a total of 2,256,000; 376,000 and 376,000 CIs
for each dataset—for training, parameter optimization, and
Table 1 The design parameters of the DS. All ranges denote sam-
pling from uniform distributions within the given bounds.
Dataset
Vessel
radius
[mm]
Vessel
absorption
μa [cm−1]
Vessel
count
Background
absorption
μa [cm−1]
DSbase 3 4.7 1 0.1
DSradius 0.5 to 6 4.7 1 0.1
DSabsorb 3 1 to 12 1 0.1
DSvessel 3 4.7 1 to 7 0.1
DSbackground 3 4.7 1 10−4 to 0.2
DSmulti 0.5 to 6 1 to 12 1 to 7 10−4 to 0.2
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testing, respectively. To account for the high complexity of
DSmulti, we increased the number of training volumes for that
set from 150 to 400. The baseline dataset DSbase represents sim-
ulations of a transcutaneously scanned simplified model of a
blood vessel of constant radius (3 mm) and constant absorption
(vessel: 4.73 cm−1, background: 0.1 cm−1) and reduced scatter-
ing coefficient (15 cm−1). To approximate partial volume
effects, the absorption coefficients in the ground truth images
were Gaussian blurred with a sigma of 0.6 mm. Single slices
were simulated using 2 × 106 photons for all training sets
and 108 photons for the respective test and validation sets
and then compounded in a fully scanned volume. Different
shapes and poses of the vessel were generated by a random
walk with steps r defined as
EQ-TARGET;temp:intralink-;e002;63;598 i ¼ ri−1 þ η · a; (2)
where η is a free parameter constant in each vessel with an inter-
vessel variation within a uniform distribution ð0 < η < 0.2Þ and
a is varied for each of its components in each step within a uni-
form distribution ð−0.2 mm < ai < 0.2 mmÞ. To investigate
how variations in geometry and optical properties impact the
performance of our method, we designed further experimental
DS in which the number of vessels (DSvessel), the radii of the
vessels (DSradius), the optical absorption coefficients within
the vessels (DSabsorb), the absorption coefficient of the back-
ground (DSbackground), as well as all of the above (DSmulti)
were varied. We tested the robustness of CE-qPAI to this
range of scenarios without retuning CI or random forest
parameters.
Although most studies assess the performance of a method in
the entire image (cf. e.g., Refs. 6, 33, and 34), it must be pointed
out that the accuracy of signal quantification is often most rel-
evant in a defined region of interest—such as in vessels or
regions that provide a meaningful PA signal. These are typically
also the regions, where quantification is particularly challenging
due to the strongest signals originating from boundaries with
discontinuous tissue properties. To address this important aspect
we validated our method, not only on the entire image, but also
in the ROI, which we define for our DS as voxels representing a
vessel and at the same time having a contrast-to-noise ratio
(CNR) of larger than 2, to only include significant signal in
the ROI. We define CNR following Walvaert and Rosseel35
in a voxel v as
EQ-TARGET;temp:intralink-;e003;63;271CNR ¼ SðvÞ − avgðbÞ
stdðbÞ ; (3)
where the avgðbÞ and stdðbÞ are the average and standard devi-
ations of the background signal b over a simulated image slice
with a background absorption coefficient of 0.1 cm−1 and no
other structures. Using such an image without application of
a noise model, we simulated an intrinsic background noise of
ð4.2 2.8Þ a.u.
To investigate the robustness of CE-qPAI to noise, we added
the following noise models to each dataset. The noise models
consist of an additive Gaussian noise term applied on the signal
volumes followed by a multiplicative white Gaussian noise
term, similar to noise assumptions used in prior work.6,33 We
examined three noise levels to compare against the simula-
tion-intrinsic noise case:
1. 2% multiplicative and ð0.125 0.125Þ a.u. additive
component
2. 10% multiplicative and ð0.625 0.625Þ a.u. additive
component
3. 20% multiplicative and ð1.25 1.25Þ a.u. additive
component
The additive and multiplicative noise components follow an
estimation of noise components on a custom PA system.30 For
each experimental dataset introduced in Table 1 and each noise
set, we applied the following validation procedure separately.
Following common research practice, we used the training
data subset for training of the random forest and the validation
data subset to ensure the convergence of the training process, as
well as to set suitable parameters for the random forest and ROI,
whereas we only evaluated the test data subset to report the final
results (as described in Ref. 36). As an error metric, we report
the relative fluence estimation error er
EQ-TARGET;temp:intralink-;e004;326;544 rðvÞ ¼
jϕ^ðvÞ − ϕðvÞj
ϕðvÞ ; (4)
rather than an absorption estimation error, to separate the error in
estimating fluence with CE-qPAI from errors introduced
through simulation-intrinsic or added noise on the signal,
which will affect the quantification regardless of fluence
estimation.
3.1.2 Results
Figures 3(a)–3(c) show representative examples of the previ-
ously unseen 125 simulated test images from the baseline data-
set DSbase, with their corresponding fluence estimation results.
The optical absorption is reconstructed using the fluence estima-
tion. A histogram illustrating absorption estimation accuracy in
ROI voxels of DSbase is shown in Fig. 3(d) and compared with a
static fluence correction approach.
Table 2 summarizes the descriptive statistics of the relative
fluence estimation errors er for the experiments on absorption
estimation using single wavelength PA images. The relative flu-
ence estimation error er does not follow a normal distribution
due to large outliers especially in complex DS, which is why
we report median er with interquartile ranges (IQR) for all
DS. Even for the most complex dataset DSmulti with variations
of multiple parameters, CE-qPAI yields a median overall relative
fluence estimation error er below 4%. Errors are higher in the
ROI, especially in DS with high variations of absorption.
Previously proposed qPAI approaches reveal high drops in
estimation performance when dealing with noisy data (cf. e.g.,
Ref. 37). To remedy this, methods have been proposed to incor-
porate more accurate noise representations into model-based
reconstruction algorithms.33,38 When validating the robustness
of CE-qPAI to noise, it yields high accuracy even under unre-
alistically high noise levels of up to 20% (cf. Fig. 4). Regardless
of the noise level applied, the highest median errors occur in the
ROIs of DS that are characterized by high absorption and inho-
mogeneous tissue properties.
3.2 Multispectral Blood Oxygenation Estimation
The concept of CE cannot only be used to estimate fluence and
absorption, but also derived functional parameters such as
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blood oxygenation. To this end, the estimated absorption in a
voxel for multiple wavelengths can be applied to resolve oxy-
genation via linear spectral unmixing. Alternatively, a regres-
sor can be trained using the CIs labeled with ground truth
oxygenation.
3.2.1 Experiment
To investigate the performance of CE-qPAI for blood oxygena-
tion (sO2) estimation, we designed an additional multispectral
simulated dataset DSoxy using the wavelengths 750, 800, and
850 nm. It consists of 240 multispectral training volumes and
Fig. 3 Absorption reconstruction results after fluence estimation. For the slices with the (a) lowest,
(b) median, and (c) highest median fluence estimation error er within the ROI of DSbase. We show
(from left to right) the estimated fluence, the corresponding signal images, the resulting estimation of
the absorption coefficient, and the ground truth optical absorption, for reference. (d) A histogram of
the relative absorption estimation over all ROI voxels (n ¼ 5347) in DSbase illustrating absorption esti-
mation accuracy rather than fluence estimation accuracy measured by er. Precorrecting the signal with
the fluence of a homogeneous tissue assumption underestimates the absorption and is considerably
outperformed by CE-qPAI in the ROI. The CE-qPAI plot omits 5 outliers larger 2.
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11 multispectral test volumes, each featuring homogeneous oxy-
genation and one vessel with a radius of 2.3 to 4 mm—modeled
after a carotid artery.39 For each image slice and at each wave-
length, 107 photons were used for simulation. Oxygenation
values for the training images were drawn randomly from a uni-
form sO2 distributionUð0%; 100%Þ. For testing, we simulated 11
multispectral volumes at three wavelengths and 11 blood oxy-
genation levels (sO2 ∈ f0%; 10%; 20%; : : : ; 100%g). The opti-
cal absorption was adjusted by wavelength and oxygenation,
as described by Jacques.25 Hemoglobin concentration was
assumed to be 150 g∕L.25 The blood volume fraction was set
to 0.5% in the background tissue and to 100% in the blood ves-
sels. The reduced scattering coefficient was again set to 15 cm−1.
We estimated the oxygenation using three methods:
1. Linear spectral unmixing on the signal images as a
baseline.40 For this, we applied a non-negative con-
strained least squares approach as also used in
Ref. 15 that minimizes kAx − bk ¼ 0, where A is
the matrix containing the reference spectra, b is the
measurement vector, and x is the unmixing result.
Specifically, we used the python scipy.optimize.mini-
mize function with the sequential least squares pro-
gramming method and added a non-negativity
inequality constraint. We evaluated the unmixing
results of this method on all voxels in the ROI as
well as exclusively on those voxels with the maximum
intensity projection (MIP) along image x-axis at wave-
length 800 nm to account for nonlinear fluence effects
deep inside the vessels.
2. Linear spectral unmixing of the signal after quantifi-
cation of the three input images with CE-qPAI. After
correcting the raw signal images for nonlinear fluence
effects using CE-qPAI, we applied the same method as
described in (1) and evaluated on the same voxels that
were used in (1) to ensure comparability of the results.
3. Direct estimation of oxygenation using a functional
adaptation of CE-qPAI. For functional CE-qPAI
(fCE-qPAI), triples of CIs for the three chosen wave-
lengths were concatenated into one feature vector and
labeled with the ground truth oxygenation.
3.2.2 Results
Estimation of local blood oxygen saturation (sO2) is one of the
main qPAI applications and is only possible with multispectral
measurements. As such, the presented approaches were vali-
dated together with the baseline method on the dataset
DSoxy. As shown in Fig. 5(a), the estimation results for both
methods are in very close agreement with the ground truth.
In fact, the median absolute oxygen estimation error was
3.1% with IQR (1.1% and 6.4%) for CE-qPAI and 0.8%
with IQR (0.3% and 1.8%) for the fCE-qPAI adaptation.
Furthermore, our methodology outperforms a baseline approach
based on linear spectral unmixing of the raw signal (as also com-
pared to in Ref. 15). By means of example Fig. 5(b) shows that
the linear spectral unmixing of the ROI on the uncorrected signal
fails deep inside the ROI, where the fluence varies strongly for
different wavelengths. To compensate for this effect when com-
paring the approach to our method, we validate all methods only
on the MIP along the depth axis (as also used in Ref. 41) in
Fig. 5(a).
Table 2 Descriptive statistics of fluence estimation results. The
median and IQR of the relative fluence estimation error er for the
six validation DS used for the single wavelength experiments. The
median error and IQR are provided (1) for all voxels in the respective
test set as well as (2) for the voxels in the ROI only.
Relative error er
All voxels ROI
Dataset Median (%) IQR (%) Median (%) IQR (%)
DSbase 1.0 (0.5, 1.9) 4.2 (1.9, 7.6)
DSradius 1.4 (0.6, 3.3) 5.7 (2.4, 11.3)
DSabsorb 1.2 (0.5, 2.8) 14.7 (5.4, 32.2)
DSvessel 1.8 (0.7, 6.2) 6.8 (3.0, 13.2)
DSbackground 0.7 (0.3, 1.4) 4.1 (1.7, 7.3)
DSmulti 2.3 (0.7, 38.5) 15.7 (6.6, 40.0)
Fig. 4 Robustness of the fluence estimation against noise. Median relative fluence estimation errors er
with IQR over all DS for, (a) all test voxels, and (b) in region of interest test voxels. The whiskers in this
plot show the first and third quartile.
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4 Discussion
This paper addresses one of the most important challenges
related to PA imaging, namely the quantification of optical
absorption based on the measured signal. In contrast to all
other approaches proposed to qPAI to date (cf. e.g., Refs. 3–12),
our method relies on learning the light fluence in a voxel to
deduce the corresponding optical absorption. Comprehensive
in silico experiments presented in this manuscript show the
high potential of this approach to estimate optical absorption
as well as derived functional properties, such as oxygenation,
even in the presence of high noise.
Although machine learning methods have recently been
applied to PAI related problems (cf. e.g., Refs. 42–44), these
have mainly focused on image reconstruction but not signal
quantification. We attribute this to the fact that in vivo training
data generation for machine learning-based qPAI is not at all
straightforward given the lack of reference methods for estimat-
ing optical absorption in depth. Despite recent developments
related to hybrid diffusion approximation and Monte Carlo
methods,45 fast generation of in silico training data also remains
an unsolved challenge. Note in this context that commonly
applied methods of data augmentation (i.e., methods that
may be used to automatically enlarge training data sets as dis-
cussed in Ref. 46) cannot be applied to PA images due to the
interdependence of fluence and signal. With our contribution,
we have addressed the challenge by introducing the concept
of CIs, which allow us to generate one training case from
each voxel rather than from each image.
As an important contribution with high potential impact, we
adapted CE-qPAI to estimate functional tissue properties from
multiwavelength data. Both variants—linear spectral unmixing
of the fluence corrected signal, as well as direct estimation of
oxygenation from multi wavelength CIs, yielded accurate results
that outperformed a baseline approach based on linear spectral
unmixing of the raw PA signal. It should be noted that linear
spectral unmixing of the signal for sO2 estimation is usually
performed on a wider range of wavelengths to increase accuracy.
However, even this increase in the number of wavelengths can-
not fully account for nonlinear fluence effects.3 Combined with
the separately established robustness to noise, multiwavelength
applications of CE-qPAI are very promising.
In our first prototype implementation of CE-qPAI, we used
random forests regressors with standard parameters. It should be
noted, however, that fluence estimation from the proposed CI
can in principle be performed by any other machine learning
method in a straightforward manner. Initial experiments suggest
that even better performance can be achieved with convolutional
neural networks.47
By relating the measured signals Sðv 0Þ in the neighborhood
of v to the corresponding fluence contributions FCM½vðv 0Þ we
relate the absorbed energy in v 0, to the fluence contribution of v 0
to v. In this context, it has to be noted that the fluence contri-
bution FCM½vðv 0Þ is only an approximation of the true likeli-
hood that a photon passing v has previously passed v 0, because
FCM½v is generated independently of the scene under observa-
tion assuming constant background absorption and scattering.
Nevertheless due to the generally low variance of scattering
in tissue, it serves as a reliable input for the proposed machine
learning-based quantification.
A limitation of our study can be seen in the fact that we per-
formed the validation in silico. To apply CE-qPAI in vivo, fur-
ther research will have to be conducted in two main areas. First,
we are working on accurately solving the acoustical inverse
problem for specific scanners.48 The method will be integrated
into the quantification algorithm to enable quantification of
images acquired with common PAI probes such as clinical linear
transducers. Second, training data have to be generated as close
to reality as possible—considering, for example, imaging
artifacts.
In contrast to prior work (cf. e.g., Refs. 6, 7, 33, 49, and 34),
our initial validation handles the whole range of near infrared
absorption in whole blood at physiological hemoglobin concen-
trations and demonstrates high robustness to noise. The impact
Fig. 5 Oxygenation estimation. (a) The median oxygen estimation with the IQR on the MIP voxels using
linear spectral unmixing of (blue) the uncorrected signal, (green) the signal corrected by CE-qPAI, and
(red) direct estimation by functional CE-qPAI (fCE-qPAI). (b) The oxygenation estimation for a represen-
tative patch of signal showing a vessel in 15-mm depth and with 3-mm radius. The signal for one of the
measurement wavelengths is shown for reference together with the oxygen estimation results for 0%,
50%, and 100% ground truth homogeneous oxygenation and the three examined methods.
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of variations of scattering still needs investigation although these
should be small in the near infrared.
Long-term goal of our work is the transfer of CE-qPAI to
clinical data. In this context, run-time of the algorithm will
play an important role. Although our current implementation
can estimate absorption on single slices within a second, this
might not be sufficient for interventional clinical estimation
of whole tissue volumes and at higher resolutions. An efficient
GPU implementation of the time intensive CI generation should
enable real-time quantification.
In summary, CE-qPAI is the first machine learning-based
approach to quantification of PA signals. The results of this
work suggest that quantitative real-time functional PA imaging
deep inside tissue is feasible.
Code and Data Availability
The code for the method as well as the experiments was written
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able from the corresponding authors on reasonable request.
Disclosures
The authors have no relevant financial interests in this article and
no potential conflicts of interest to disclose.
Acknowledgments
The authors would like to acknowledge support from the
European Union through the ERC starting grant
COMBIOSCOPY under the New Horizon Framework
Programme grant agreement ERC-2015-StG-37960. We
would like to thank the ITCF of the DKFZ for the provision
of their computing cluster and C. Feldmann for her support
with figure design.
References
1. L. V. Wang and J. Yao, “A practical guide to photoacoustic tomography
in the life sciences,” Nat. Methods 13(8), 627–638 (2016).
2. L. V. Wang and S. Hu, “Photoacoustic tomography: in vivo imaging
from organelles to organs,” Science 335(6075), 1458–1462 (2012).
3. B. T. Cox, J. G. Laufer, and P. C. Beard, “The challenges for quantitative
photoacoustic imaging,” Proc. SPIE 7177, 717713 (2009).
4. N. Iftimia and H. Jiang, “Quantitative optical image reconstruction of
turbid media by use of direct-current measurements,” Appl. Opt. 39(28),
5256–5261 (2000).
5. B. T. Cox et al., “Quantitative photoacoustic imaging: fitting a model of
light transport to the initial pressure distribution,” Proc. SPIE 5697,
49–55 (2005).
6. B. T. Cox et al., “Two-dimensional quantitative photoacoustic image
reconstruction of absorption distributions in scattering media by use
of a simple iterative method,” Appl. Opt. 45(8), 1866–1875 (2006).
7. Z. Yuan and H. Jiang, “Quantitative photoacoustic tomography: recov-
ery of optical absorption coefficient maps of heterogeneous media,”
Appl. Phys. Lett. 88(23), 231101 (2006).
8. J. Laufer et al., “Quantitative spatially resolved measurement of tissue
chromophore concentrations using photoacoustic spectroscopy: appli-
cation to the measurement of blood oxygenation and haemoglobin
concentration,” Phys. Med. Biol. 52(1), 141–168 (2007).
9. E. Malone, B. Cox, and S. Arridge, “Multispectral reconstruction meth-
ods for quantitative photoacoustic tomography,” Proc. SPIE 9708,
970827 (2016).
10. M. Haltmeier, L. Neumann, and S. Rabanser, “Single-stage reconstruc-
tion algorithm for quantitative photoacoustic tomography,” Inverse
Probl. 31(6), 065005 (2015).
11. B. Cox et al., “Quantitative spectroscopic photoacoustic imaging: a
review,” J. Biomed. Opt. 17(6), 061202 (2012).
12. B. Banerjee et al., “Quantitative photoacoustic tomography from boun-
dary pressure measurements: noniterative recovery of optical absorption
coefficient from the reconstructed absorbed energy map,” J. Opt. Soc.
Am. A 25(9), 2347–2356 (2008).
13. L. V. Wang, “Multiscale photoacoustic microscopy and computed
tomography,” Nat. Photonics 3(9), 503–509 (2009).
14. J. Xia and L. V. Wang, “Small-animal whole-body photoacoustic
tomography: a review,” IEEE Trans. Biomed. Eng. 61(5), 1380–1389
(2014).
15. S. Tzoumas et al., “Eigenspectra optoacoustic tomography achieves
quantitative blood oxygenation imaging deep in tissues,” Nat.
Commun. 7, 12121 (2016).
16. J. J. Niederhauser et al., “Combined ultrasound and optoacoustic system
for real-time high-contrast vascular imaging in vivo,” IEEE Trans. Med.
Imaging 24(4), 436–440 (2005).
17. S. Zackrisson, S. M. W. Y. van de Ven, and S. S. Gambhir, “Light in and
sound out: emerging translational strategies for photoacoustic imaging,”
Cancer Res. 74(4), 979–1004 (2014).
18. P. K. Upputuri and M. Pramanik, “Recent advances toward preclinical
and clinical translation of photoacoustic tomography: a review,” J.
Biomed. Opt. 22(4), 041006 (2017).
19. J. Gamelin et al., “Curved array photoacoustic tomographic system for
small animal imaging,” J. Biomed. Opt. 13(2), 024007 (2008).
20. K. H. Song et al., “Noninvasive photoacoustic identification of sentinel
lymph nodes containing methylene blue in vivo in a rat model,”
J. Biomed. Opt. 13(5), 054033 (2008).
21. C. Kim et al., “Handheld array-based photoacoustic probe for guiding
needle biopsy of sentinel lymph nodes,” J. Biomed. Opt. 15(4), 046010
(2010).
22. A. Garcia-Uribe et al., “Dual-modality photoacoustic and ultrasound
imaging system for noninvasive sentinel lymph node detection in
patients with breast cancer,” Sci. Rep. 5, 15748 (2015).
23. S. J. Wirkert et al., “Robust near real-time estimation of physiological
parameters from megapixel multispectral images with inverse Monte
Carlo and random forest regression,” Int. J. Comput. Assist. Radiol.
Surg. 11(6), 909–917 (2016).
24. A. E. Johnson and M. Hebert, “Using spin images for efficient object
recognition in cluttered 3D scenes,” IEEE Trans. Pattern Anal. Mach.
Intell. 21(5), 433–449 (1999).
25. S. L. Jacques, “Optical properties of biological tissues: a review,” Phys.
Med. Biol. 58(11), R37–R61 (2013).
26. S. L. Jacques, “Coupling 3D Monte Carlo light transport in
optically heterogeneous tissues to photoacoustic signal generation,”
Photoacoustics 2(4), 137–142 (2014).
27. I. Wolf et al., “The medical imaging interaction toolkit,” Med. Image
Anal. 9(6), 594–604 (2005).
28. L. Breiman, “Random forests,” Mach. Learn. 45(1), 5–32 (2001).
29. A. Estabrooks, T. Jo, and N. Japkowicz, “Amultiple resampling method
for learning from imbalanced data sets,” Comput. Intell. 20(1), 18–36
(2004).
30. T. Kirchner et al., “Freehand photoacoustic tomography for 3D angiog-
raphy using local gradient information,” Proc. SPIE 9708, 97083G
(2016).
31. V. Neuschmelting et al., “Performance of a multispectral optoacoustic
tomography (MSOT) system equipped with 2D vs. 3D handheld
probes for potential clinical translation,” Photoacoustics 4(1), 1–10
(2016).
32. A. Needles et al., “Development and initial application of a fully inte-
grated photoacoustic micro-ultrasound system,” IEEE Trans. Ultrason.
Ferroelectr. Freq. Control 60(5), 888–897 (2013).
33. T. Tarvainen et al., “Bayesian image reconstruction in quantitative
photoacoustic tomography,” IEEE Trans. Med. Imaging 32(12),
2287–2298 (2013).
34. R. J. Zemp, “Quantitative photoacoustic tomography with multiple
optical sources,” Appl. Opt. 49(18), 3566–3572 (2010).
35. M. Welvaert and Y. Rosseel, “On the definition of signal-to-noise ratio
and contrast-to-noise ratio for FMRI data,” PLoS One 8(11), e77089
(2013).
36. B. D. Ripley, Pattern Recognition and Neural Networks, Cambridge
University Press, Cambridge (2007).
Journal of Biomedical Optics 056008-8 May 2018 • Vol. 23(5)
Kirchner, Gröhl, and Maier-Hein: Context encoding enables machine learning-based. . .
60 signal processing
37. E. Beretta et al., “A variational method for quantitative photoacoustic
tomography with piecewise constant coefficients,” Chapter 6 in
Variational Methods, M. Bergounioux et al., Eds., pp. 202–224,
Walter de Gruyter (2016).
38. T. Tarvainen et al., “Image reconstruction with noise and error model-
ling in quantitative photoacoustic tomography,” Proc. SPIE 9708,
97083Q (2016).
39. J. Krejza et al., “Carotid artery diameter in men and women and the
relation to body and neck size,” Stroke 37(4), 1103–1105 (2006).
40. N. Keshava and J. F. Mustard, “Spectral unmixing,” IEEE Signal
Process. Mag. 19(1), 44–57 (2002).
41. X. L. Deán-Ben, E. Bay, and D. Razansky, “Functional optoacoustic
imaging of moving objects using microsecond-delay acquisition of mul-
tispectral three-dimensional tomographic data,” Sci. Rep. 4, 5878
(2014).
42. A. Reiter and M. A. L. Bell, “A machine learning approach to identify-
ing point source locations in photoacoustic data,” Proc. SPIE 10064,
100643J (2017).
43. A. Hauptmann et al., “Model based learning for accelerated, limited-
view 3D photoacoustic tomography,” arXiv:1708.09832v1 (2017).
44. S. Antholzer, M. Haltmeier, and J. Schwab, “Deep learning for photo-
acoustic tomography from sparse data,” arXiv:1704.04587v2 (2017).
45. C. Zhu and Q. Liu, “Hybrid method for fast Monte Carlo simulation of
diffuse reflectance from a multilayered tissue model with tumor-like
heterogeneities,” J. Biomed. Opt. 17(1), 010501 (2012).
46. A. Dosovitskiy et al., “Discriminative unsupervised feature learning
with convolutional neural networks,” in Advances in Neural
Information Processing Systems, Vol. 27, pp. 766–774 (2014).
47. K. He et al., “Deep residual learning for image recognition,” in IEEE
Conf. on Computer Vision and Pattern Recognition (CVPR) (2016).
48. D. Waibel et al., “Reconstruction of initial pressure from limited view
photoacoustic images using deep learning,” Proc. SPIE 10494, 104942S
(2018).
49. W. Naetar and O. Scherzer, “Quantitative photoacoustic tomography
with piecewise constant material parameters,” SIAM J. Imaging Sci.
7(3), 1755–1774 (2014).
Thomas Kirchner received his MSc degree in physics from the
University of Heidelberg in 2015. He currently works on his PhD at
the Division of Computer Assisted Medical Interventions, German
Cancer Research Center (DKFZ), where he does research in compu-
tational biophotonics, focusing on real-time multispectral photoacous-
tics and signal quantification.
Janek Gröhl received his MSc degree in medical informatics from the
University of Heidelberg and Heilbronn University of Applied Sciences
in 2016. He currently works on his PhD at the Division of Computer
Assisted Medical Interventions (CAMI), German Cancer Research
Center (DKFZ) and does research in software engineering and com-
putational biophotonics focusing on signal quantification in photo-
acoustic imaging.
Lena Maier-Hein received her PhD from the Karlsruhe Institute of
Technology in 2009 and conducted her postdoctoral research in
the Division of Medical and Biological Informatics, German Cancer
Research Center (DKFZ), and in the Hamlyn Centre for Robotics
Surgery, Imperial College London. She is leading the Division of
Computer Assisted Medical Interventions (CAMI) at the DKFZ.
Currently, she is working on multimodal image processing, surgical
data science, and computational biophotonics.
Journal of Biomedical Optics 056008-9 May 2018 • Vol. 23(5)
Kirchner, Gröhl, and Maier-Hein: Context encoding enables machine learning-based. . .
j2 context encoding for quantification 61

j3 confidence in quantification 63
j3
confidence estimation for machine learning-based
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Abstract: In medical applications, the accuracy and robustness of imaging methods are of crucial
importance to ensure optimal patient care. While photoacoustic imaging (PAI) is an emerging modality
with promising clinical applicability, state-of-the-art approaches to quantitative photoacoustic imaging
(qPAI), which aim to solve the ill-posed inverse problem of recovering optical absorption from the
measurements obtained, currently cannot comply with these high standards. This can be attributed to
the fact that existing methods often rely on several simplifying a priori assumptions of the underlying
physical tissue properties or cannot deal with realistic noise levels. In this manuscript, we address this
issue with a new method for estimating an indicator of the uncertainty of an estimated optical property.
Specifically, our method uses a deep learning model to compute error estimates for optical parameter
estimations of a qPAI algorithm. Functional tissue parameters, such as blood oxygen saturation,
are usually derived by averaging over entire signal intensity-based regions of interest (ROIs). Therefore,
we propose to reduce the systematic error of the ROI samples by additionally discarding those pixels
for which our method estimates a high error and thus a low confidence. In silico experiments show an
improvement in the accuracy of optical absorption quantification when applying our method to refine
the ROI, and it might thus become a valuable tool for increasing the robustness of qPAI methods.
Keywords: confidence learning; uncertainty estimation; quantitative photoacoustic imaging;
error analysis; deep learning
1. Introduction
Photoacoustic imaging (PAI) has been shown to have various medical applications and to
potentially benefit patient care [1–3]. It is a non-invasive modality that offers the ability to measure
optical tissue properties, especially optical absorption µa, both locally resolved and centimeters deep in
tissue. Knowledge of these properties allows for deriving functional tissue parameters, such as blood
oxygenation SO2, which is a biomarker for tumors and other diseases [4]. The photoacoustic (PA) signal
is a measure of the pressure waves arising from the initial pressure distribution p0, which depends
mainly on µa, the Grüneisen coefficient Γ, and the light fluence φ, which is shaped by the optical
properties of the imaged tissue [5]. Because of this dependence, the measured p0 is only a qualitative
indicator of the underlying µa, because even if the initial pressure distribution could be recovered
perfectly, estimation of the light fluence is an ill-posed inverse problem that has not conclusively been
solved [6].
In order to derive quantitative information from initial pressure p0 reconstructions of
photoacoustic images, one has to account for the light fluence and solve the optical inverse problem.
Most methods model the distribution of optical absorption coefficients by iteratively updating the
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distribution after computing the solution of a forward model (cf., e.g., [7–14]) with inclusion of the
acoustic inverse problem [15,16]. Alternatively, in multispectral photoacoustic imaging applications,
the functional parameters are approximated directly by using a variety of spectral unmixing techniques
(cf., e.g., [17–19]). Recently, machine learning-based methods for quantitative PAI (qPAI) have been
proposed. These encompass end-to-end deep learning on 2D images [20] or the estimation of voxel
point estimates with Context Encoding qPAI (CE-qPAI) [21], which incorporates the 3D p0 context
around each voxel into a single feature vector that is used to learn the fluence at that particular
voxel. Some of the listed approaches to qPAI have been shown to work in ideal in silico conditions
or on specific datasets. At the same time, they have proven difficult to use in clinical applications,
which can be attributed to a lack of robustness caused by a priori assumptions that are made regarding,
e.g., illumination, probe design, calibration factors, or scattering properties [22]. Developing tools to
estimate systematic errors and gain information on the quantification of uncertainties in PAI could
thus be of great benefit and could be utilized to improve quantification accuracy.
Uncertainty quantification and compensation is an essential research objective in computer sciences
and has been studied extensively in various fields, including image-guided navigation (cf., e.g., [23,24]),
multi-modal image registration (cf., e.g., [25,26]), and lesion detection [27]. Current approaches to obtaining
confidence intervals for neural network estimates include, e.g., dropout sampling (cf., e.g., [28–31]),
probabilistic inference (cf., e.g., [32–34]), sampling from latent variables (cf., e.g., [35–37]), or using
ensembles of estimators (cf., e.g., [38,39]). The exploration of such uncertainty quantification methods in
the field of PAI, however, has only just started (cf., e.g., [40–43]).
In a recent publication [44], we showed a method for uncertainty quantification for the CE-qPAI
method. A key result was that the practice of evaluating PA images over a purely input noise-based
(aleatoric) region of interest (ROI) can be improved when also taking into account model-based
(epistemic) uncertainty. To achieve this, we combined both sources of uncertainty into a joint
uncertainty metric and used this to create an ROI mask on which to compute the statistics. A limitation
to that approach could be seen in the fact that we used an uncertainty model specially tailored toward
the CE-qPAI method. To overcome this bottleneck, we expand on our prior work in this contribution
and present a method that yields confidence estimates by observing the performance of an arbitrary
qPAI algorithm and uses the estimates to refine an ROI that was defined based on aleatoric uncertainty.
For validation in the context of qPAI, we applied this methodology to different PA signal
quantification algorithms to investigate whether the approach is applicable in a general manner.
We hypothesize that an estimated error metric is indicative of the actual absorption quantification
error and that we can consequently improve on µa estimations by evaluating on an ROI that is further
narrowed down with a confidence threshold (CT).
2. Materials and Methods
This section gives an overview of the confidence estimation approach, the experiments, and the
used dataset and briefly introduces the different qPAI methods that are being used.
Method for Confidence Estimation. Our approach to confidence estimation can be applied to
any qPAI method designed to convert an input image I (p0 or raw time-series data) into an image
of optical absorption Iµa . In order to not restrict the qPAI method to a certain class (e.g., a deep
learning-based method), we made the design decision to base the confidence quantification method on
an external observing method. For this, we use a neural network, which is presented tuples of input
image I and absorption quantification error eµa in the training phase. When applying the method to a
previously unseen image I, the following steps are performed (cf. Figure 1).
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Figure 1. Visualization of the proposed method for confidence estimation using an observing neural
network as an error model. The estimator generates an output for a given input and the error model is
used to obtain an estimate of the quantification error from the same input data. The region of interest
(ROI), which is based on the aleatoric uncertainty Ialeatoric extracted from the input data, can then be
refined using the error estimates Iepistemic of the error model as a confidence threshold (CT).
1. Quantification of aleatoric uncertainty: I is converted into an image Ialeatoric reflecting the
aleatoric uncertainty. For this purpose, we use the contrast-to-noise-ratio (CNR), as defined
by Welvaert and Rosseel [45], as CNR = (S− avg(b))/std(b), with S being the pixel signal
intensity, and avg(b) and std(b) being the mean and standard deviation of all background pixels
in the dataset. Using this metric, we predefine our ROI to comprise all pixels with CNR > 5.
2. Quantification of epistemic confidence: I is converted into an image Iepistemic reflecting the
epistemic confidence. For this purpose, we use the external model to estimate the quantification
error eµa of the qPAI algorithm.
3. Output generation: A threshold over Ialeatoric yields a binary image with an ROI representing
confident pixels in Iµa according to the input signal intensity. We then proceed to narrow down
the ROI by applying a confidence threshold (CT) which removes the n% least confident pixels
according to Iepistemic.
Deep Learning Model. As our external observing network, we used an adapted version of a
standard U-Net [46] implemented in PyTorch [47]. The model uses 2× 2 max pooling for downscaling,
2× 2 transpose convolutions for upscaling, and all convolution layers have a kernel size of 3× 3
and a padding of 1× 1. We modified the skip connections to incorporate a total of three convolution
layers and thus generate an asymmetric U-Net capable of dealing with different input and output
sizes (cf. Figure 2). This is necessary to enable the network to directly output reconstructed initial
pressure or optical absorption distributions when receiving raw time-series data as input, as the data
have different sizes on the y-axis. Specifically, the second of these convolutions was modified to have
a kernel size of 3× 20, a stride of 1× 20, and a padding of 1× 9, effectively scaling down the input
along the y-axis by a factor of 20. To be more robust to overfitting, we added dropout layers with a
dropout rate of 25% to each convolutional layer of the network. Note that a recent study [48] suggests
that the U-net architecture is particularly well-suited for medical imaging applications because of its
ability to generate data representations on many abstraction levels.
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Figure 2. Visualization of the deep learning model used in the experiments: a standard U-Net structure
with slight modifications to the skip connections. The (x, y, c) numbers shown represent the x and y
dimensions of the layers, as well as the number of channels c. Specifically, in this figure, they show the
values for a 128 × 128 input and 128 × 128 output. The center consists of an additional convolution
and a skip convolution layer to enable different input and output sizes.
Quantitative PAI Methods. We applied our approach to confidence estimation to three different
qPAI methods; a naïve quantification method, as well as two different deep learning-based approaches
(cf. Figure 3). The three methods are detailed in the following paragraphs.
Naïve Fluence Correction: As a naïve quantitative PAI (qPAI) reference method that does not use
a deep learning model to reconstruct a quantitative absorption estimate µˆa, we performed fluence
compensation similar to, e.g., [49,50]. To achieve this, we used a simple Monte Carlo fluence simulation
φh based on the same hardware setup as used in the dataset, without any vascular structures inside the
volume but instead with a homogeneous absorption coefficient of 0.1 cm−1 and a reduced scattering
coefficient of 15 cm−1. To quantify optical absorption with this method, we corrected the simulated p0
images with φh by calculating µˆa = p0/φh.
Fluence Correction: Fluence correction refers to a two-stage algorithm, where the initial pressure is
corrected by an estimation of the underlying light fluence. The quantification model for this method
uses two deep neural networks, N1 and N2, with adapted U-Net architectures, as described above
(cf. Figure 2). N1 yields an estimation of the underlying fluence φˆ from the input data S: N1(S) = φˆ,
and N2 is used to obtain the initial pressure distribution from the input data pˆ0: N2(S) = pˆ0 with
the aim of also reducing the noise of S. When using PA raw time-series data as the input, it has to
be considered that the decoder and encoder sections of N2 are asymmetric and the described U-Net
adaptation has to be used. The optical absorption coefficients are then estimated from the results of
N1 and N2 by computing µˆa = N2(S)/N1(S) = pˆ0/φˆ (for a visual representation of the method see
Figure 3a).
Direct Absorption Estimation: Recently, a deep learning method for end-to-end estimation of
absorption and derived functional parameters from p0 distributions was proposed [20]. In a similar
fashion, we also use a deep learning model N with a modified U-Net architecture (cf. Figure 2) to
directly estimate µa from the input signal S: N(S) = µˆa (for a visual representation of the method see
Figure 3b). This time, µa estimation is done without the intermediate step of fluence correction, which
might be more sensitive to errors due to error propagation or the presence of artifacts and noise.
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Figure 3. Visualization of the two methods for absorption quantification with subsequent confidence
estimation. (a) A quantification approach based on fluence estimation. In our implementation,
the denoised initial pressure pˆ0 and the fluence φˆ distributions are estimated using deep learning
models. These are used to calculate the underlying absorption µˆa. An error model then estimates
the quantification error and, in combination with an aleatoric uncertainty metric, a region of interest
is defined. (b) An approach in which one model is used to directly estimate µˆa from the input data.
Ialeatoric is calculated on the basis of the input data and Iepistemic is estimated with a second model.
Validation Data. We simulated an in silico dataset containing 3600 training samples,
400 validation samples, as well as 150 calibration and test samples which were used in all experiments.
Each data sample consists of the ground truth optical tissue parameters, the corresponding light
fluence, and the initial pressure distribution simulated with the mcxyz framework [51], which is a
Monte Carlo simulation of photon propagation where we assume a symmetric illumination geometry
with two laser outputs. The data sample also comprises raw time-series data simulated using the
k-Wave [52] toolkit with the first-order 2D k-space method, assuming a 128-element linear array
ultrasound transducer with a central frequency of 7.5 MHz, a bandwidth of 60%, and a sample rate of
1.5 × 10−8 s. The illumination and ultrasound geometry are depicted in Figure 4. Each tissue volume
sample comprises 1–10 tubular vessel structures, whose absorption coefficients µa range from 2 to
10 cm−1 in vessel structures and are assumed constant with 0.1 cm−1 in the background. We chose a
constant reduced scattering coefficient of 15 cm−1 in both background and vessel structures. Additional
details on the simulation parameters can also be found in our previous work [53]. The raw time-series
data was noised after k-space simulation with an additive Gaussian noise model of recorded noise of
our system [54]. For the experiments where we directly use p0, we noise the initial pressure distribution
with a Gaussian additive noise model, as also described in [7]. In our case, the noise model comprised
an additive component with (5± 5)% of the mean signal and a multiplicative component with a
standard deviation of 20% to simulate imperfect reconstructions of p0. The data used in this study is
available in a Zenodo repository [55].
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Figure 4. Depiction of the illumination geometry and the transducer design which is based on our
Fraunhofer DiPhAS photoacoustic imaging (PAI) system [54]. (a) The ultrasound transducer design
with the position of the laser output and the transducer elements, as well as the imaging plane; (b)
one-half of the symmetric transducer design, where the laser outputs are in parallel left and right to the
transducer elements over a length of 2.45 cm.
Experimental Design. We performed five in silico experiments to validate our approach to
confidence estimation in qPAI—one experiment with naïve fluence correction applied to p0 data, as well
as our different configurations for quantification with deep learning. Both methods shown in Figure 3
are applied to initial pressure p0, as well as raw time-series data. We used the Trixi [56] framework
to perform the experiments. All qPAI models were trained on the training set and the progress was
supervised with the validation set. We also used the validation set for hyperparameter optimization of
the number of training epochs and batch sizes. We trained for 50 epochs, showing the network 104
randomly drawn and augmented samples from the training set; each epoch had a learning rate of
10−4, used an L1 loss function, and augmented every sample with a white Gaussian multiplicative
noise model and horizontal mirroring to prevent the model from overfitting. Afterward, we estimated
the optical absorption µˆa of the validation set, calculated the relative errors eµa = |µˆa − µa|/µa, and
trained the external observing neural networks on the errors of the validation set with the same
hyperparameters, supervising the progression on the calibration set. For better convergence, we used
the weights of the p0 estimation model as a starting point for the eµa estimation deep learning models.
All results presented in this paper were computed on the test set.
3. Results
We report the relative absorption quantification error eµa at various different confidence thresholds
(CT). To this end, we evaluated only the top n percent most confident estimates by excluding all
estimates below a certain CT. We performed this evaluation over all ROI image samples of the
respective dataset and examined the relative changes in eµa compared with the evaluation over all
ROI pixels. This was done in five different in silico experiments, corresponding to the qPAI methods
when applied to initial pressure, as well as raw time-series input data. Our findings are summarized
in Figure 5.
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Figure 5. Quantification error as a function of the confidence threshold (CT) for five different
quantification methods. The line shows the median relative absorption estimation error when
only evaluating with the most confident estimates regarding CT, and the transparent background
shows the corresponding interquartile range. Naïve: Fluence correction with a homogeneous fluence
estimate; Fluence raw/p0: Deep learning-based quantification of the fluence applied to p0 and raw
time-series input data and subsequent estimation of µa; Direct raw/p0: End-to-end deep learning-based
quantification of µa applied to p0 and raw time-series input data.
Figure 5 shows the absorption quantification error eµa for all five experiments for confidence
thresholds CT ranging from 10 to 100%. In all cases, the error decreases when excluding more
pixels with a higher estimated error. When only considering the top 50% most confident estimates,
our method yields a decrease in the error eµa of up to approx. 30% (increasing to up to about a 50%
improvement when evaluating only the top 10% of the most confident estimates). Figure 6 shows violin
plots visualizing the changes in the distribution of eµa when applying different confidence thresholds
CT. The results reveal a meandering of the distribution toward lower error values. Note that the results
are only given for the ROI. When computing the statistics over the entire image (thus decreasing the
difficulty of the problem due to the homogeneous background), the median quantification error drops
to about 0.1% (direct estimation), 5–10% (fluence correction), and 20% (naïve approach).
Figure 7 shows representative images of the experiment corresponding to the end-to-end direct µa
quantification method applied to p0 data. It shows samples of the test set comprising the best, median,
and worst result when applying a 50% CT to narrow down the ROI. The results show a maximum
increase of nearly 80% in accuracy in the best case while achieving a median improvement of about
29% and worsening the quantification results by 28% in the worst case from the test set. Analogous
illustrations for the other experiments can be found in Appendices A–D.
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Figure 6. Visualization of the changes in the distribution of the absorption quantification error eµa
when applying different confidence thresholds CT = {100%, 50%, 10%}. The plot shows results for all
five conducted experiments. The white line denotes the median, and the black box corresponds to the
interquartile range. Outliers of eµa with a value greater than 100% have been omitted from this plot.
Figure 7. Sample images of the end-to-end direct µa quantification method applied to p0 data, showing
the best, the worst, and the median performance of our method when considering only the 50% most
confident quantification estimations. All images show the (a) ground truth absorption coefficients
(b) reconstructed absorption, (c) error estimate from external model, (d) the actual quantification error.
4. Discussion
In this work, we present a method which uses estimated confidences in the context of
photoacoustic signal quantification to increase the accuracy of the quantification algorithms. In theory,
the proposed method is independent of the underlying qPAI method, as it uses a deep learning
model to observe the errors resulting from the quantification method in order to provide confidence
estimates. While the application of our method to other state-of-the-art qPAI methods is the subject
of future work, we aimed to show the general applicability of our method by also incorporating a
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naïve fluence compensation method into the experiments. Our results suggest that using a method to
estimate confidence information to refine a region of interest for subsequent computations might be a
valuable tool for increasing the robustness of qPAI methods and could be easily integrated in future
qPAI research.
We hypothesized that our confidence metric is indicative of eµa . In the experiments, we showed
that a deep learning model is able to learn a representation of the errors of the quantification method
leading to error improvements of 10–50% in region-of-interest structures and yielding up to 5-fold
improvements in background structures. Furthermore, Figure 5 shows that the absorption estimation
error does not decrease monotonously, especially for the qPAI methods that yield more accurate results.
One reason for this might be that the confidence estimates are not correlated to the quantification
error and that low confidences might still correspond to low errors. One has to point out the worse
performance of the quantification methods when applied directly to raw time-series data. One reason
for this might be that the addition of the acoustic inverse problem and the inclusion of a realistic noise
model greatly increased the complexity of the problem and reduced the amount of information in the
data due to, e.g., limited-view artifacts. At the same time, we did not increase the number of training
samples or change the methodology to account for this.
The dataset simulated for the experiments was specifically designed such that out-of-plane fluence
effects cannot occur, as the in silico phantoms contain only straight tubular vessel structures that run
orthogonal to the imaging plane. Additionally, other a priori assumptions of the parameter space
were made, such as a constant background absorption, an overall constant scattering coefficient, and a
fixed illumination geometry. Due to the homogeneous nature of the background structure, the errors
observed in our study are highly specialized to our dataset. This is especially apparent with the direct
estimation method, as here, eµa is never greater than 0.2%. As such, we focus on reporting the errors in
the ROI, as only reporting the results of the entire images would be misleading. In order for the method
to generalize to more complex or in vitro datasets and yield similar µa and confidence estimation
results, more elaborate and diverse datasets would need to be simulated. Nevertheless, the experiments
demonstrate that applying an ROI threshold based on the estimation of the quantification error can
lead to an increase in accuracy for a given dataset regardless of the underlying qPAI method.
From a qPAI perspective, end-to-end deep learning-based inversion of PA data is feasible in
specific contexts and for specific in silico datasets, as shown previously [20] and in this work. However,
PA signal quantification cannot be regarded as solved in a general manner. One of the main reasons is
the large gap between simulated in silico data and in vivo recordings. In order for deep learning to
tackle this problem, either highly sophisticated unsupervised domain adaptation methods have to be
developed, or a large number of labeled correspondences between the simulation domain and real
recorded images need to be provided, which is not currently feasible due to the lack of methodology
to reliably measure ground truth optical properties in in vivo settings. However, with the promising
progress in PA image reconstruction from limited-view geometries with deep learning techniques
(cf., e.g., [57,58]), it might be possible to start bridging the gap and to improve on the current methods
for qPAI.
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Abbreviations
The following abbreviations are used in this manuscript:
CNR Contrast-To-Noise-Ratio
PA Photoacoustic
PAI Photoacoustic Imaging
qPAI quantitative PAI
ROI Region of Interest
CT Confidence Threshold
Appendix A. Results for the Naïve Fluence Compensation Method
Figure A1. Sample images showing the best, the worst, and the median performance of our method
when considering only the 50% most confident quantification estimations. All images show the
(a) ground truth absorption coefficients (b) reconstructed absorption, (c) error estimate from external
model, (d) the actual quantification error.
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Appendix B. Results for Fluence Correction on p0 Data
Figure A2. Sample images showing the best, the worst, and the median performance of our method
when considering only the 50% most confident quantification estimations. All images show the
(a) ground truth absorption coefficients (b) reconstructed absorption, (c) error estimate from external
model, (d) the actual quantification error.
Appendix C. Results for Fluence Correction on Raw PA Time Series Data
Figure A3. Sample images showing the best, the worst, and the median performance of our method
when considering only the 50% most confident quantification estimations. All images show the
(a) ground truth absorption coefficients (b) reconstructed absorption, (c) error estimate from external
model, (d) the actual quantification error.
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Appendix D. Results for Direct µa Estimation on Raw PA Time Series Data
Figure A4. Sample images showing the best, the worst, and the median performance of our method
when considering only the 50% most confident quantification estimations. All images show the
(a) ground truth absorption coefficients (b) reconstructed absorption, (c) error estimate from external
model, (d) the actual quantification error.
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estimation of blood oxygenation with learned spectral
decoloring for quantitative photoacoustic imaging
This manuscript presets a method for direct quantification of sO2 and
not like classic qPAI the quantification of optical properties. Such an ap-
proach should be more suited for realistic applications because it does
not need to solve the acoustic inverse problem explicitly and needs
to identify spectral coloring instead of explicit fluence values. A very
preliminary validation experiment shows that an in vivo quantification
is in principle possible.
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and concept. Janek Gröhl and I intensely discussed the concept.
The simulation experiments were designed and discussed by all the
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the data for the in vivo validation experiment.
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One of the main applications of photoacoustic (PA) imaging is the
recovery of functional tissue properties, such as blood oxygenation
(sO2). This is typically achieved by linear spectral unmixing of rel-
evant chromophores from multispectral photoacoustic images. De-
spite the progress that has beenmade towards quantitative PA imag-
ing (qPAI), most sO2 estimation methods yield poor results in real-
istic settings. In this work, we tackle the challenge by employing
learned spectral decoloring for quantitative photoacoustic imaging
(LSD-qPAI) to obtain quantitative estimates for blood oxygenation.
LSD-qPAI computes sO2 directly frompixel-wise initial pressure spec-
tra Sp0 , which are vectors comprised of the initial pressure at the
same spatial location over all recorded wavelengths. Initial results
suggest that LSD-qPAI is able to obtain accurate sO2 estimates di-
rectly from multispectral photoacoustic measurements in silico and
plausible estimates in vivo.
Keywords:
Deep learning, multispectral imaging, photoacoustics
1. Introduction
Photoacoustic (PA) imaging is a medical imaging modality that
oers an optical signal contrast up to several centimeters deep
inside tissue. In the last two decades, a lot of progress has
been made towards its translation into clinical routine. How-
ever, the accurate and robust quantication of optical tissue
properties or derived functional tissue properties still remains
a major challenge (1, 2). In order to obtain functional tissue
properties such as blood oxygen saturation (sO2), spectral
unmixing algorithms are used to decompose a multispectral
signal and to determine the quantity of specic chromophores
that contributed to the signal spectrum over the wavelengths.
For this process, the core assumption is that the acquired PA
signal image I - which is ideally an approximate reconstruction
from the initial pressure distribution p0 - is proportional to
the optical absorption coecient (I ≈ p0 ∝ µa) (3). However,
this assumption does not always hold because p0 is mainly
proportional to the product of optical absorption µa and the
light uence φ (I ≈ p0 ∝ µa · φ). Hence, the uence has an in-
uence on the recorded spectra and potentially leads to large
errors in sO2 quantication.
To overcome this issue, part of the research in the eld
of quantitative PA imaging (qPAI) aims at compensating for
these uence eects (cf. e.g. (4–7)). For a long time, the eld
has focused on model-based approaches to extract quanti-
tative information on optical tissue properties (8, 9) which
typically suer from long computation times. More recently,
also machine learning-based approaches to qPAI have been
published (10–12). Thesemethods are often substantially faster
than model-based algorithms but have not yet been demon-
strated to work accurately and robustly in realistic in vitro
settings or in vivo. Due to the lack of fast and accurate uence
compensation algorithms, most researchers and applications
default to the simple linear unmixing algorithms in order to
provide qualitative rather than quantitative values for relevant
functional tissue parameters.
This work tackles quantication of the functional tissue
property sO2 by introducing learned spectral decoloring for
quantitative photoacoustic imaging (LSD-qPAI). LSD-qPAI is
based on the assumption that there is a substantial benet
in considering uence eects when quantifying sO2 (7, 13, 14),
compared to spectrally unmixing hemoglobin (Hb) and oxyhe-
moglobin (HbO2) with commonly used linear methods (3) that
neglect the aforementioned uence eects. Previous deep
learning approaches to qPAI try to estimate optical absorp-
tion from PA measurements and then derive functional tissue
properties from these estimations, potentially leading to error
propagation (10). In contrast to this, we propose to directly
estimate the functional tissue parameter sO2 from pixel-wise
p0 spectra Sp0 , which is a vector of the initial pressure at the
same spatial location over all recorded wavelengths. For this,
we use multispectral in silico p0 training data, as illustrated in
Figure 1. This way, we force the machine learning algorithm to
account for uence eects in the p0 spectra during sO2 esti-
mation. According to initial results, our in vivo sO2 estimates
are physiologically more plausible when compared to linear
spectral unmixing techniques.
2. Materials and Methods
A. Concept overview.With LSD-qPAI we approximate a func-
tion f to estimate sO2 from initial pressure p0 spectra Sp0
(f : Sp0 ∈ Rn → sO2 ∈ R). It is a data-driven method in which
a neural network learns to compensate for dierent extents of
spectral coloring within a given p0 spectrum, where the term
spectral coloring refers to changes in the spectrum at a given
spatial location due to wavelength-dependent absorption in
the surrounding tissue (15). To account for the lack of real
data comprising reliable reference or even ground truth sO2
values given p0 recordings, we create a dataset of pixel-wise
p0 spectra with various degrees of spectral coloring obtained
from Monte Carlo simulated in silico multispectral p0 images
(cf. Figure 1). The variety of possibilities for spectral coloring
is simulated by extracting p0 spectra from dierent spatial
locations within the image (e.g. shallow or deep background
structures and supercial of deep vascular structures). With
the generation of a representative dataset, the network learns
to account for spectral coloring when inferring sO2 from input
p0 spectra.
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Fig. 1. Overview of the generation of p0 spectra. An in silico tissue phantom
with a ground truth tissue model is simulated over multiple wavelengths. The
wavelength dependent behavior of the p0 values in each pixel then denes the
p0 spectra.
During training, the algorithm is presented tuples (Sp0 , sO2),
with Sp0 ∈ Rn and sO2 ∈ R. Here, each spectrum is normal-
ized such that
∑n
i
p0λi = 1. When estimating oxygenation
for recorded in vivo spectra these are normalized as well -
sacricing p0 amplitude information to eliminate the need to
calibrate the in silico p0 training data to the target domain.
B. Prototype implementation. In the following paragraphs, we
provide detailed descriptions of the prototype implementation
of our approach, namely the simulation pipeline, the used deep
learning model, and a linear spectral unmixing method.
Simulation pipeline.We create simple homogeneous tissue
volumes comprising tubular vessel structures that run orthog-
onal to the imaging plane. We simulated the light transport in
this medium with a Monte Carlo method and simulated each
of the in silico vessel phantoms with 26 wavelengths equidis-
tant from 700nm to 950nm in 10nm steps. For the Monte
Carlo simulation, we used a multithreaded adaptation of the
Monte Carlo framework mcxyz (16) with 107 photons for each
simulation on a 0.6mm grid.
Deep learning model. For reconstruction of sO2 from Sp0 , we
use a simple fully connected neural network architecture (cf.
Figure 2). We implement the network with eight hidden layers
with four times the size of the input layer using pytorch (17)
and perform the experiments with the trixi framework (18). We
use an L1 loss function, a learning rate of 10−4, a batch size
of 2000, with 1000 batches per epoch, and train the network
for 25 epochs. The size of the input layers corresponds to
the number of simulated or measured wavelengths (26 in this
study) and we have a one dimensional output layer, which
corresponds to the sO2 estimation as the target parameter.
Fig. 2. Deep learning architecture for blood oxygenation (sO2) reconstruction,
comprising leaky rectied linear units (red), dropout layers (green), and layers
of neurons (blue). In this setup, each of the neural layers is fully connected to
the previous layer.
Linear spectral unmixing.We use a linear spectral unmixing
algorithm as a reference for the in vivo imaging results. Specif-
ically, we use the C++ Eigen (19) implementation of the QR
householding matrix decomposition to unmix the recorded
spectra for Hb and HbO2 and calculate sO2 from the ratio of
these.
3. Experiments and Results
In the following section we outline the experiments we con-
ducted for validation of the presented approach. The purpose
of our experiments was two-fold: we rst show the feasibility
of our method with an in silico evaluation on a held-out set
from the same distribution as the training data. Secondly, we
conduct feasibility tests on two dierent in vivo datasets, of
which the rst contains PA images of an open porcine brain and
the second dataset comprises PA images of the human forearm.
These datasets are chosen because the compositions of rele-
vant chromophores in tissue are very dierent in both cases.
For both of these in vivo settings we also compute sO2 with a
linear spectral unmixing algorithm to provide a reference.
Simulation parameters. The key to the general applicability
of the LSD-qPAI method is the simulation of a representa-
tive dataset of p0 spectra. For this initial study, we created a
total of 971 in silico phantoms containing 2 - 10 tubular vessel-
mimicking structures in a homogeneous background at random
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locations orthogonal to the imaging plane. For tissue mimick-
ing a priori conditions, we assumed blood vessels to have a
hemoglobin concentration of 150 g/dl (20), generic background
tissue to have a blood volume fraction of 2%, and also consider
an average of 5% fat and 80% water in this background tissue.
The tubular vessel structures have a radius randomly drawn
from a uniform distribution between 0.5mm and 4mm. Each
vessel phantom was assigned a distinct constant blood oxy-
genation in vessel structures and the same constant blood oxy-
genation in the background. The tissue absorption coecient
was calculated for each voxel based on these assumptions and
we set the reduced scattering coecient to be constant over
all wavelengths with µ′s =15 cm−1.
In silico validation.We use 80% of the in silico dataset for
training, 10% for supervision of the training process and hy-
perparameter optimization, and the remaining 10% as a test
set to report the in silico results. We report the relative sO2 es-
timation error esO2 = (sˆO2 − sO2)/sO2, where ˆsO2 represents
the estimated blood oxygen saturation and sO2 represents the
ground truth simulated blood oxygenation. All in silico estima-
tion results for the test data are shown in Figure 3. Additionally,
violin plots present the error distribution within each interval
of ten percentage points (0 – 10%, 10 – 20%, etc). The median
relative estimation error esO2 was 6.1% with an interquartile
range of (2.4%, 18.7%).
Fig. 3. Scatterplot of ground truth sO2 and sˆO2 estimated from the p0 spectra
with our algorithm. The bisector of the graph is indicated by a black line. In the
violin plots, the black line represents the 25th and 75th percentile and the white
box represents the median.
Imaging of porcine brain. As our rst in vivo experiment, we
applied our method to images of a porcine brain during open
surgery. These images were recorded at the same wavelengths
as in the training dataset. We evaluate a single series of images
which were normalized by the recorded laser energy and recon-
structed with the delay-and-sum algorithm using a hamming
window. For the calculation of the mean oxygenation within
the ROI, only those point estimates were taken into considera-
tion, where the signal at the isosbestic point of 800nm was
greater than a noise equivalent level.
Fig. 4. Qualitative example of sO2 estimation derived from a multispectral PA
image of a pig brain. The top image shows the signal at 800nm, the middle image
shows the unmixing result using a linear spectral unmixing technique, and the
bottom image shows the unmixing results with the proposed method. The red
region of interest (ROI) shows a supercial region of highly oxygenated blood.
In the image, the red bounding box marks an area where
blood with a high oxygenation was present (cf. Figure 4). Our
method estimated a blood oxygenation of about 90% , whereas
linear spectral unmixing using a QR decomposition yielded an
estimate of 68% in the same area.
Imaging of human forearm.We also applied our method to in
vivo images of a the forearm of a healthy human volunteer
also with the same 26 wavelengths as used in the simulations.
This imaging scenario was specically chosen as an out-of-
distribution test for the method. This is, because no well
matching spectra should be contained in our training set, as we
did not consider the presence of melanin in our simulation. We
normalized each image by the laser energy and reconstructed
the images with the delay-and-sum algorithm using a hamming
window. To decrease the inter frame variability, we averaged
over 10 consecutive frames of the same wavelength. Prior to
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averaging we registered the images with an optical ow-based
method to account for motion artifacts (21).
In the oxygenation images shown in Figure 5, the upper
signal originating from the radial artery is chosen as the region
of interest (ROI) and marked by a red bounding box. In this ROI,
only those point estimates were taken into consideration for
the averaged sO2 result, where the signal at 800nmwas greater
than a noise equivalent level. The arterial blood oxygenation as
determined by our algorithm was about 98%, whereas spectral
unmixing using a QR linear unmixing algorithm yielded a value
of about 80%.
Fig. 5. Qualitative example of sO2 estimation derived from a multispectral PA
image of the forearm of healthy human volunteers. The red ROI shows the radial
artery at a depth of about ve millimeters. The top image shows the signal at
800nm, the middle image shows the unmixing result using a linear spectral
unmixing technique, and the bottom image shows the unmixing results with the
proposed method.
4. Discussion and Conclusion
In this work, we investigate the feasibility of inferring sO2 from
pixel-wise initial pressure spectra Sp0 using a deep learning
model trained on simulated data. While a photoacoustic signal
is proportional to the product of optical absorption µa and
the light uence φ, standard unmixing algorithms ignore the
dependence on φ, which can potentially result in large errors,
especially deep in tissue. To overcome this issue, we propose
the LSD-qPAI algorithm that learns a mapping function from
pixel-wise multispectral initial pressure data to blood oxygena-
tion. Our initial in silico results look promising, yielding a me-
dian sO2 estimation error of 6% in silico. The LSD-qPAI method
is potentially relevant especially for clinical imaging with hand-
held PA scanners, as sO2 estimations with high accuracy and
robustness can potentially be computed in real time. This has
been demonstrated in similar diuse reectance multispectral
imaging applications (22).
In prior work, we achieved a comparable accuracy in sil-
ico when estimating the optical absorption coecient (10, 12).
However, in contrast to these methods, we now are also able to
obtain plausible results in vivowhen imaging an open pig brain.
Here, the estimations of our method are closer to the expected
arterial blood oxygenation values of healthy subjects (near
100% (23)). Especially in comparison to the results of classical
linear unmixing, LSD-qPAI seems to provide physiologically
more plausible estimations.
Our method utilizes a normalization of the simulated and
recorded spectra, sacricing p0 amplitude information to elim-
inate the need to calibrate the in silico p0 training data to
the target domain. However, this also means that we discard
one dimension of the feature vector, restricting the minimum
amount of spectra needed to be able to reliably infer optical
properties.
For the in vivo experiments it was to be expected that the
recorded in vivo spectra of the brain images match our training
distribution more closely compared to the forearm images.
This is because light needs to penetrate through the skin in
order to obtain images of the forearm, which contains melanin,
a chromophore that was not included in the simulation frame-
work. It can be seen that neither the proposed method nor
linear unmixing can handle skin tissue well, estimating implau-
sible and even impossible sO2 results. Projecting the in vivo
spectra to the rst two principal components of the training
data seems to conrm this hypothesis (cf. Fig. 6). In the gure it
is apparent that most of the porcine spectra (colored in black)
are contained within the support of the rst two principal com-
ponents of our simulation space, whereas this does not appear
to be the case for the forearm spectra. In this context it should
be noted that the rst two principal components (computed
on the training data) account for 95.4% of the variation in our
dataset. The projection image illustrates that the distribution
of the training data match the distribution of the test (in vivo)
data more closely when imaging pig brain instead of human
forearm.
When considering the large number of plausible tissue ge-
ometry and oxygenation congurations, the number of training
samples used for this study was low. Also, no noise model was
applied to the simulated spectra in addition to the simulation
noise inherent to the Monte Carlo procedure. Hence, a thor-
ough investigation of the inuence of a realistic noise model
on the spectra would be very interesting. Our a priori assump-
tions for the tissue parameters used in the simulation pipeline
led to very dicult situations for the unmixing algorithm to
resolve. For example, due to the 2% blood volume fraction in
the background, light uence was the dominating factor even
in shallow point absorbers - a behavior not usually observed
in realistic scenarios, where less than 1% would be a more
realistic assumption (20). Also, the simulation assumption
that blood oxygenation is constant throughout the tissue is
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Fig. 6. Principal component analysis (PCA) of the in vivo recorded spectra of
porcine brain tissue (black) and human forearm tissue (red). The samples of
the regions of interest shown in Fig. 4 and Fig. 5 and shown in gray and pink
respectively. The principal component projection of the training data is also
color-coded with the associated oxygenation values.
not generally correct and more realistic variations on these
assumptions should be considered in future work.
Overall, the presented initial results in vivo are very promis-
ing. However, a thorough and well-designed in vivo validation
needs to be performed to deduce meaningful conclusions re-
garding the general applicability of the presented method.
Such future studies should cover a much broader range of pos-
sible sO2 values and include more realistic scenarios when as-
sessing the unmixing accuracy. Future work should also include
a comprehensive comparison of this method to state-of-the-
art methods, such as eigenspectra multispectral optoacoustic
tomography (eMSOT) (13), the end-to-end qPAI method pre-
sented by Cai et al. (11), as well as other linear and nonlinear
spectral unmixing techniques (3, 24).
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A P P L I C AT I O N
c3
photoacoustic monitoring of blood oxygenation during
neurosurgical interventions
This manuscript investigates the applicability multispectral PAI and
more specifically of our imaging system, to imaging sO2 in a large
mammal (gyrencephalic) brain. Specifically it investigates the sO2
estimation results obtained with a range of linear spectral unmix-
ing techniques. A hypoxia experiment on a craniotomized pig is
performed.
Own contribution
The initial manuscript was drafted by me together with Niklas Holz-
wart and edited and revised by all authors.
I conceived of the imaging setup in discussion with our neurosur-
gical partners, chiefly Edgar Santos. The experiment was designed
in discussion with all the authors. I performed the technical aspects
of the experiment assisted by Janek Gröhl, while Mildred Herrera,
Adrián Aguilera and Edgar Santos performed the surgery and handled
the animal. Niklas Holzwart comparably re-implemented the various
spectral unmixing approaches in MITK. I performed post-processing
and analysis of the data together with Niklas Holzwart. Edgar Santos
supervised the neurosurgical aspects of the work, Lena Maier-Hein
supervised the technical aspects of the project.
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ABSTRACT
Multispectral photoacoustic (PA) imaging is a prime modality to monitor hemodynamics and changes in blood
oxygenation (sO2). Although sO2 changes can be an indicator of brain activity both in normal and in pathological
conditions, PA imaging of the brain has mainly focused on small animal models with lissencephalic brains.
Therefore, the purpose of this work was to investigate the usefulness of multispectral PA imaging in assessing
sO2 in a gyrencephalic brain. To this end, we continuously imaged a porcine brain as part of an open neurosurgical
intervention with a handheld PA and ultrasonic (US) imaging system in vivo. Throughout the experiment, we
varied respiratory oxygen and continuously measured arterial blood gases. The arterial blood oxygenation (SaO2)
values derived by the blood gas analyzer were used as a reference to compare the performance of linear spectral
unmixing algorithms in this scenario. According to our experiment, PA imaging can be used to monitor sO2 in
the porcine cerebral cortex. While linear spectral unmixing algorithms are well-suited for detecting changes in
oxygenation, there are limits with respect to the accurate quantification of sO2, especially in depth. Overall,
we conclude that multispectral PA imaging can potentially be a valuable tool for change detection of sO2 in
the cerebral cortex of a gyrencephalic brain. The spectral unmixing algorithms investigated in this work will
be made publicly available as part of the open-source software platform Medical Imaging Interaction Toolkit
(MITK).
Keywords: Photoacoustics, Neurosurgery, Blood oxygenation, Brain imaging, Translational research
1. INTRODUCTION
A major application of photoacoustic (PA) imaging is the monitoring of hemodynamics and changes in blood
oxygenation (sO2),1 which are indicators of brain activity2,3 or injury.4 In clinical practice, techniques for the
monitoring of brain injury can vary widely with the specific application. While there are various techniques that
can image hemodynamics, PA imaging can potentially provide better functional information and higher resolu-
tion.5 sO2 is usually calculated via the estimation of abundances of oxygenated and deoxygenated hemoglobin
chromophores.6 In multispectral PA imaging, this concentration estimation is generally done by linear spectral
unmixing (SU),7–9 which involves solving a set of linear equations for the desired abundances of hemoglobin.10
While PA imaging is widely used in small animal models with lissencephalic brains, larger and more complex
brains remain challenging.5 The purpose of this work was therefore to investigate the usefulness of multispectral
PA imaging in assessing sO2 in a gyrencephalic brain.
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2. MATERIAL AND METHODS
To investigate the performance of sO2 estimation by SU in vivo in a neurosurgical setting, we performed PA
measurements during an open intervention on a porcine brain, which allowed us to image without the acoustic
attenuation of the skull. In this setting, we were also able to take corresponding arterial blood gas (ABG)11
measurements and thus to compare the quantitative sO2 estimation performance of numerical algorithms for
SU,12 against a physiological arterial blood oxygenation (SaO2) reference value.
Experimental setup
The PA imaging modality used in this study was a custom hybrid PA and ultrasonic (US) system with a
fast-tunable optical parametric oscillator (OPO) laser system (Phocus Mobile, Opotek, Carlsbad, USA) and a
7.5MHz linear US transducer with 128 elements (L7-Xtech, Vermon, Tours, France), on a DiPhAs ultrasonic
research platform (Fraunhofer IBMT, St. Ingbert, Germany).13 The custom probe holder covered the transducer
with a gold leaf to reduce transducer absorption artifacts. For optimal contrast to noise,14 the PA images were
recorded at 760 nm and 858 nm, adding 798 nm as an isosbestic reference.
A porcine brain was continuously imaged for 45min, as part of an open neurosurgical intervention with our
hybrid PA and US probe. Our experiment was carried out following a craniotomy on a three month old female
domestic pig. As illustrated in Figure 1a, the probe was fixed over the left hemisphere of the brain to record
a sagittal slice, using a gel pad as acoustic coupling. During imaging, the ventilation of the animal was varied
and SaO2 and reference measurements with an ABG analyzer were taken. The ventilation changes and reference
measurements are detailed in Figure 2 and Table 1. In addition, SaO2 was monitored non-invasively with a pulse
oximeter15 placed on the left earlobe.
Figure 1. (a) Experimental setup. The photoacoustic (PA) probe was used to record sagittal images of a porcine brain.
The field of view contains two regions of interest (ROIs) corresponding to arteries near (ROI 1 – red) and far (ROI 2 –
purple) from the brain surface. (b)& (c) Example images of blood oxygenation (sO2) in a brain slice. The ROIs are
annotated with their corresponding median sO2 value as determined with the Householder QR unmixing algorithm. t is
the time from start of the experiment. In both sO2 images, values under a noise equivalent threshold of unmixed total
hemoglobin were masked. In (b) the respiratory oxygen (rO2) was 35% and arterial blood gas (ABG) analysis yielded
an arterial blood oxygenation (SaO2) of 100%, while in (c) rO2 was 0% with SaO2 = 26.2%.
Proc. of SPIE Vol. 10878  108780C-2
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Image processing
Using the Medical Interaction Toolkit (MITK)16 PA image processing plugin,17 the raw PA data was beamformed
with delay and sum18,19 and von Hann apodization. The resulting images were motion corrected with the
corresponding US B-mode images. All input images were averaged over ten recordings per wavelength before
linear SU, which was performed on the PA images with five commonly used linear algorithms.20 To cover a
wide range of algorithms, we selected a QR decomposition with Householder transformation,21 a LU (with full
pivoting)22 and a singular value decomposition23 all from the C++ Eigen24 library, as well as a weighted25
(based on QR decomposition) and a non-negative (using least angle regression26) least square algorithm both
from the C++ Vigra27 library.
For quantitative validation of the SU algorithms, we selected two regions of interest (ROIs), for which we
determined sO2 values. We selected a surface ROI and a deep one to investigate the influence of fluence effects28
on SU sO2 estimation. We assumed that both ROIs contain arteries, as they had generally high PA signal and
distinct characteristic pulsing in the US and PA image streams. The resulting sO2 values for one ROI are the
median of all pixels within that ROI that have a higher than noise equivalent total hemoglobin level.
3. RESULTS AND DISCUSSION
According to our results in Table 1, the different SU algorithms were similar in estimation performance, with the
exception of the non-negative least square boundary effect. While other algorithms can yield physiologically im-
possible sO2 values (even above 100%, and theoretically also below 0%), the non-negativity constraint artificially
prevents this. This was especially relevant for the evaluation of changes in ROI 2. All other differences between
the algorithms are within their respective standard deviations. The Householder QR algorithm performed the
fastest. In the following, we therefore only present the SU results of the QR algorithm. Example slices are shown
in Figure 1b&c with the marked ROIs and their corresponding median sO2 value.
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Figure 2. Photoacoustic blood oxygenation (sO2) estimation over time in two regions of interest (ROIs) (see Figure 1).
The different levels of respiratory oxygen (rO2) delivered by the ventilation are displayed above the plot; the arterial
blood gas (ABG) reference measurements of arterial blood oxygenation (SaO2) as blue crosses.
Comparing the changes in ventilation with the time course characteristics of the unmixing results of ROI 1 in
Figure 2, one can see that linear SU can be used for change detection of sO2 in the cerebral cortex. However, the
unmixing results do not closely follow the quantitative values of the ABG reference (Table 1). This illustrates
the limits in quantification of sO2 with PA imaging and is even more obvious in deep tissue, considering the
small changes in sO2 estimation for ROI 2.
In conclusion, our study suggests that PA imaging can be used to monitor sO2 changes in the cerebral cortex
during neurosurgical interventions. However, care must be taken when interpreting sO2 estimation results due
to the limits in quantitative accuracy when using linear SU algorithms. This is especially relevant in deep tissue
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time rO2 SaO2 [%] QR/SVD sO2 [%] LU sO2 [%] NNLS sO2 [%] WLS sO2 [%]
[min] [%] ABG PuOx ROI 1 ROI 2 ROI 1 ROI 2 ROI 1 ROI 2 ROI 1 ROI 2
+1 35 100 99 85 ± 2 99 ± 2 85 ± 2 98 ± 2 85 ± 2 98 ± 2 85 ± 2 98 ± 2
+16 21 93 88-92 72 ± 3 98 ± 2 72 ± 4 98 ± 2 72 ± 3 98 ± 1 72 ± 3 98 ± 2
+24 0 26 40 27 ± 2 84 ± 3 26 ± 2 83 ± 4 27 ± 2 84 ± 3 27 ± 2 84 ± 3
+34 21 86 – 69 ± 2 91 ± 3 69 ± 2 91 ± 3 69 ± 2 91 ± 3 69 ± 2 91 ± 3
+45 100 – 100 95 ± 2 91 ± 2 95 ± 2 90 ± 2 95 ± 2 91 ± 2 95 ± 2 90 ± 2
Table 1. Comparison of the arterial blood gas (ABG), pulse oximetry (PuOx) and five spectral unmixing (SU) estimations
– in region of interest (ROI) 1&2. Values are averaged over one minute beginning at the time after start of the recording.
The respiratory oxygen (rO2) value was adjusted at least five minutes before the recording (see Figure 2). SVD: singular
value decomposition, NNLS: non-negative least squares, WLS: weighted least squares. –: Missing values failed to record
due to technical issues.
due to fluence dependent spectral coloring. While there are promising approaches to address these fluence effects
in general29–31 and spectral coloring specifically,28 the translation of quantitative PA imaging deep in tissue
remains a major challenge.
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photoacoustics can image spreading depolarization
deep in gyrencephalic brain
This manuscript shows that photoacoustics can image the hemodynam-
ics of spreading depolarization deep in the cortex of a large mammal
(gyrencephalic) brain. Before this work, imaging of spreading depolar-
ization in depth was only possible in poorer contrast lower resolution
fMRI.
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Aguilera and Edgar Santos performed the surgeries and handled the
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Abstract
Spreading depolarization (SD) is a self-propagating wave of near-complete neuronal depolarization that is
abundant in a wide range of neurological conditions, including stroke. SD was only recently documented in
humans and is now considered a therapeutic target for brain injury, but the mechanisms related to SD in
complex brains are not well understood. While there are numerous approaches to interventional imaging of
SD on the exposed brain surface, measuring SD deep in brain is so far only possible with low spatiotemporal
resolution and poor contrast. Here, we show that photoacoustic imaging enables the study of SD and its
hemodynamics deep in the gyrencephalic brain with high spatiotemporal resolution. As rapid neuronal
depolarization causes tissue hypoxia, we achieve this by continuously estimating blood oxygenation with
an intraoperative hybrid photoacoustic and ultrasonic (PAUS) imaging system. Due to its high resolution,
promising imaging depth and high contrast, this novel approach to SD imaging can yield new insights into SD
and thereby lead to advances in stroke, and brain injury research.
Main
Spreading depolarization (SD) is a self-propagating wave of near-complete neuronal depolarization that occurs
abundantly [1] in individuals with progressive neuronal injury after stroke [2] and traumatic brain injury [3] as
well as subarachnoid hemorrhage [4], intracerebral hemorrhage [5], and migraine with aura [6,7]. Sixty years
after the discovery of SD [8], many mechanisms related to SD have still not fully been understood while recent
research increasingly finds SDs to be a therapeutic target in injured brain [9, 10].
In order to increase understanding of SD, the morphologies of their wave fronts have been a subject of intense
study [11–13]. In these, the gyrencephalic brain has been found to be capable of irregular SD propagation
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patterns [13,14] not found in lissencephalic brain. It remains to be studied if and how these patterns occur
and evolve in depth. A better classification of the morphologies of these wave fronts could lead to a clear
definition of a therapeutic target beyond mere occurrence of SD. The methods used to study SD can be
classified in electrophysiological and optical approaches. The current clinical state of the art for monitoring
SD is electrocorticography (ECoG) using subdural electrodes placed directly on the cortex [15,16] to record
electrical activity. Because SDs propagate far from their point of origin, placing ECoG electrodes allows
for remote monitoring of various brain injury. Characteristic patterns usually appear delayed for adjacent
electrodes, with an SD registering as a large near direct current (DC) shift in the electrodes signal, followed
by persistent depression of spontaneous cortical activity registering as higher frequency alternating current
(AC) signal components [15]. While ECoG is clinical practice for surface measurements, implanting electrodes
deep into the brain is the prime method of investigating SD beyond the brain surface. Doing so, SDs have
been shown to occur in deep structures of the lissencephalic brain and in the brainstem, where they have been
associated with sudden unexpected death in epilepsy [17]. How an SD, which originates on the cortex spreads
to deep structures without direct gray matter connection is unclear as the use of electrical monitoring does not
yield sufficient spatial information.
While optical techniques are not in routine clinical use, a range of them are used to study SD. They
can yield high spatiotemporal resolution information usually related to the hemodynamic response to SD.
These techniques include two photon microscopy (TPM) [12, 18–20], laser speckle (LS) imaging [11, 21, 22],
intrinsic optical signal (IOS) imaging [13,23, 24] and near infrared spectroscopy (NIRS) [25–27]. TPM has an
exceptional, single cell spatial resolution using the fluorescence of reduced nicotinamide adenine dinucleotide
(NADH) as contrast. It can achieve a temporal resolution in a seconds range for a sub-millimeter imaging
field [12] and has a sub-millimeter penetration depth. TPM is therefore mostly used in small animal models.
LS imaging or LS flowmetry images changes in cerebral blood flow in single vessels [22]. It is complementary
to the larger field of view IOS imaging [21] which images reflectance changes of light in one [24] or two [23]
narrow bands. IOS has approximately one second temporal resolution and micron spatial resolution, while
again being diffusion limited to a sub-millimeter penetration depth and no depth resolution. NIRS, in contrast
to the other optical techniques, is no imaging technique but employs point measurement probes [25] or optrode
strips [26] to monitor millimeter scale areas similar to electrodes. Like IOS, it indirectly measures reflectances
correlated to relative concentration changes of the chromophores oxyhemoglobin (HbO) and deoxyhemoglobin
(Hb), but its signal response is integrated over the area under the probe, leading to single spot measurements
and no spatial resolution.
Functional magnetic resonance imaging (fMRI) with blood oxygen level dependent (BOLD) or diffusion
weighted contrasts is the only modality that has been used to image the hemodynamic response of SD
deep in brain [7]. Substantial drawbacks besides the complex imaging setup are the poor spatiotemporal
resolution [28,29] and low contrast [7] when compared to optical or electrical measurements.
Overall, it can be concluded that the imaging methods proposed to date either feature high spatiotemporal
resolution (IOS, TPM, LS) or are capable to provide depth-resolved information on SD beyond the surface
(fMRI, implanted electrodes), but cannot provide both. To address this bottleneck, we investigate photoacoustic
(PA) imaging as a possible high-resolution imaging technique for measuring SD deep in the gyrencephalic
2/16
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brain. Near infrared (NIR) light can penetrate deep into tissue, is scattered and gets diffused, thereby losing
spatial information after a fraction of a millimeter. Photoacoustics [30] is capable of imaging beyond this
sub-millimeter optical diffusion limit through the PA effect [31]; light is delivered as a nanosecond laser pulse
and where it is absorbed, it causes sudden thermoelastic expansion which in turn gives rise to acoustic waves.
The ultrasonic spectral component of these waves emitted by the PA effect scatter much less than NIR light
in tissue and can be detected by ultrasound (US) probes. Reconstructing their origin yields PA images. A
multispectral stack of such images can be processed to reconstruct images of estimated tissue oxygenation
that feature the spatiotemporal resolution and imaging depth of US combined with the optical contrast of
NIRS. Multispectral photoacoustic imaging has shown to image blood oxygenation and perfusion in a variety
of applications [32–36]. In the context of brain imaging, however, the application of PA has been restricted to
lissencephalic brains [29] and its potential for monitoring SD remains to be investigated.
Rapid neuronal depolarization and repolarization causes tissue hypoxia [12]. Therefore, our work is based
on the assumption that the imaging of hemodynamic changes with photoacoustics enables the monitoring
of SD deep inside the tissue. We hypothesize that multispectral PA imaging is able to image SD induced
hemodynamic changes in the entirety of the cortical gray matter of a gyrencephalic brain. For the purposes of
this study, we measure an estimation of blood oxygenation (sO2) and total hemoglobin (THb). Our imaging
concept, which is illustrated in Fig. 1, relies on a hybrid photoacoustic ultrasonic (PAUS) imaging system
which combines (1) an US research system featuring a linear US transducer with a center frequency of 7.5 MHz
and broad acoustic response [37] with (2) a near infrared (NIR) fast tuning optical parametric oscillator (OPO)
laser [38] (see Methods). The system operates in an interleaved PAUS imaging mode, acquiring multispectral
PA sequences with corresponding US images for each PA image. This concurrent US imaging is used as
anatomical reference for the physician (e.g. as guidance for the stimulation) and for motion compensation of
the PA data (see Methods). Each multispectral PA image stack is converted into an image of estimated sO2
and by spectral unmixing.
Laser system
Ultrasound DAQ
KCl stimulation
Stereotactic frame
ECoG electrodes
Figure 1. Setup for characterizing spreading depolarization (SD)
deep inside the gyrencephalic brain with a hybrid photoacoustic
ultrasonic (PAUS) imaging system. The PAUS probe is placed
on a gel pad to allow for PAUS-guided potassium chloride (KCl)
stimulation in the imaging plane. Electrocorticography (ECoG)
recordings serve as a clinical reference.
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Experiments & Results
Two experiments were performed with our PAUS system to investigate whether the monitoring of tissue
oxygenation with PA enables the detection and monitoring of SDs in the entire depth of the cortical gray
matter of a gyrencephalic brain. In both experiments, brain activity was monitored with ECoG using a
standard subdural electrode strip (Fig. 1).
The aim of the initial wave experiment was to investigate if the hemodynamic response of the brain to
an induced SD can be imaged with multispectral PA. We performed the experiment in an uninjured brain.
To analyze tissue hemodynamics before, during and after the occurence of SD, we took continuous PAUS
measurements starting 24 min before the the first potassium chloride (KCl) stimulation (see Fig. 1) and ending
one hour after the stimulation. After the experiment we cut sagittal surgical slices from the extracted brain to
relate the acquired PA and US images to the brain morphology as seen on the exposed tissue. As shown in
Fig. 2 we were able to image PA signal up to a depth of approximately 1 cm, which allowed us to image the
entire cortical gray matter in the field of view of the imaging plane.
Figure 2. Hybrid photoacoustic ultrasonic (PAUS) imaging of a
porcine brain. The dashed white line and boxes show corresponding
sections of the swine cortex. (a) Photograph of a sagittal surgical
slice segmented from the extracted brain, 1 cm from the midline.
The shown segment is manually registered to (b) a representative
photoacoustic (PA) image with two regions of interest (ROI), and
(c) the corresponding ultrasound (US) B-Mode image. (d) Photo-
graph of the exposed cortex after the craniotomy and dura mater
retraction with the dashed line marking the PAUS imaging plane.
The electrocorticography (ECoG) electrodes are positioned in the
lateral margins.
By estimating sO2 in each pixel of our reconstructed multispectral images we observed a single wave of
hypoxia spreading from the point of KCl stimulation through the tissue at a speed of approximately 5 mm/min.
The estimated sO2 for two sub-surface regions of interest (ROI) is plotted in Fig. 3 a to illustrate this wave.
sO2 in a wide field of view during the same time frame is shown in Supplemental Video 1 played at a factor
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Figure 3. Results of initial wave experiment showing spreading de-
polarization (SD) starting from an equilibrium state. (a) Estimated
blood oxygenation (sO2) of two regions of interest (ROI) in the left
hemisphere (see Fig. 2 b). (b) Simultaneous electrocorticography
(ECoG) monitoring. Data from two adjacent electrodes on the
left hemisphere is shown – the other three channels on the left
hemisphere and the five channels on the right hemisphere showed
no change. The electrodes were placed on the lateral margins of
the brain as to not interfere with hybrid photoacoustic ultrasonic
(PAUS) imaging. (c)–(g) Absolute change in estimated sO2 (∆
sO2) in a region near the stimulation site (c) before potassium
chloride (KCl) stimulation and (d)–(g) 10-80 s after stimulation. In
(d)–(f) spreading, intensifying hypoxia is measured followed by (g)
an overcompensation in sO2.
100 timelapse. The wave of hypoxia coincides with the ECoG measurements on two electrodes in the proximity
whose signals are plotted in Fig. 3 b; they clearly show a single SD wave moving through the cortex, while the
other electrodes on both hemispheres showed no change in activity. Fig. 3 c–g shows the change in estimated
sO2 in the region around the stimulation as hypoxia propagating through the tissue followed by an increase in
sO2 over the baseline.
The purpose of the cluster experiment was to investigate the hemodynamic changes during SD clusters
with PAUS. To this end, we repeatedly stimulated the brain with KCl until we observed the occurrence of
3 mm
ROI 1 ROI 2
sO2 [%] in ROI
sO2 [%] estimation by PAa
(T1) (T3)(T2)
50 min0
15                 16                 17                 18                 19                 20                 21 min
75
50
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50
KCl stimulation
0 20 40 60 80 100 - 40 - 20 0 20 40
3 mm
ΔsO2 [%] T after stimutation
T1 = 200 s
T2 = 230 s
T3 = 260 s
3 mm
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c
b
ROI 3 ROI 4
ROI 1
ROI 2
Figure 4. Multispectral photoacoustic (PA) imaging of blood oxygenation (sO2) as part of the cluster experiment. After a 15 min
baseline scan, spreading depolarization (SD) was induced by potassium chloride (KCl) stimulation in the left hemisphere of a porcine
brain. The sagittal plane was continuously imaged for 51 min. (a) PA sO2 estimation before stimulation with marked regions of interest
(ROI). Refer to Supplemental Video 2 – a time lapse video of the change of sO2 – for a complete view. The playback speed is 90 times
the recording speed. (b) Time evolution of estimated sO2 in the two ROI (top: whole recording period; bottom: first wave). (c) The
change in blood oxygenation (∆sO2) relative to before KCl stimulation is shown for three example time steps 30 seconds apart (T1, T2
and T3), corresponding to the dashed lines in (b).
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clustered SDs both electrically with ECoG and optically with IOS as an additional state of the art reference
for surface measurement of SD. Once the SDs had subsided, we started PAUS measurements with a new KCl
stimulation after a baseline recording period of 15 min (details see Methods).
As shown in Fig. 4 a + b as well as Supplemental Video 2, there again was no change in the sO2 estimation in
the imaged sagittal plane in the left hemisphere during the baseline period. After KCl stimulation, we observed
repetitive waves of hypoxia propagating through the imaging plane, followed by an overcompensation in sO2
propagating through the cortex to up to a depth of approximately 2 to 5 mm below the brain surface. Fig.
4c illustrates one such wave propagating from left to right during one minute as a change in sO2 estimation.
The speed of the waves was measured as 3–9 mm/min between ROI 1 and 2. ECoG measurements on the left
hemisphere shown in Fig. 5 b indicate a SD cluster with the same frequency and speed of the sO2 changes
(Fig. 5 a). As was the case in the initial wave experiment no change in ECoG activity in the right hemisphere
was observed.
In addition to the sO2 estimation from spectral unmixing we estimated the total hemoglobin (THb) for the
cluster experiment ; this is visualized in Supplemental Video 3. The changes of THb in the ROI are shown in
Fig. 5 c, where ROIs 3 and 4 seem to exhibit low frequency vascular fluctuations (LF-VF) [39] which appear to
be depressed after SD [11,40].
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Figure 5. Monitoring of hemodynamic changes in four regions
of interest (ROI) (see Fig. 4 a) as part of the cluster experiment.
Spreading Depolarization (SD) was induced 15 min after start of
recording by potassium chloride (KCl) stimulation on the left hemi-
sphere of a porcine brain. (a) Blood oxygenation (sO2) in four
ROIs in the left hemisphere. (b) Simultaneous electrocorticography
(ECoG) monitoring with five electrodes placed on the left hemi-
sphere of the porcine brain. The occurrence of clustered SD is
clearly visible as sudden direct current (DC) shifts spreading to
neighboring channels, coinciding with spreading depression of the
high frequency components. (c) Monitoring of total hemoglobin
(THb) in four ROI. In ROI 3 and ROI 4 low frequency vascular fluc-
tuations (LF-VF) can be observed which appear to be periodically
depressed by SD.
Discussion
We investigated the imaging of SDs based on the concept of PA imaging. Our approach involves simultaneous
US and multispectral PA imaging for time-resolved reconstruction of tissue oxygenation in sagittal image slices.
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Two in vivo porcine experiments with our PAUS system provide the following evidence suggesting that our
concept allows for the detection and monitoring of SD.
(1) Hypoxia consistent with ECoG: By estimation of sO2, we observed pronounced drops in estimated sO2
after KCl stimulation (cf. Fig. 3 a + 4 b). This local hypoxia lasted for around 30 seconds and was followed by
an overcompensation or return to baseline sO2. These changes were consistent with the occurrence of SD in
ECoG. The indicators we used to identify SD in ECoG were based on consensus [15]: A characteristic abrupt
DC shift followed by a longer lasting positivity, and a reduction in amplitudes of spontaneous AC activity.
Both of which needed to spread with a speed of 1.5–9.5 mm/min between electrodes and not cross hemispheres.
(2) Transient increase in blood volume: By estimation of THb, we also observed a so-called normal
hemodynamic response – a pronounced transient increase in blood volume (hyperemia) which was followed by
a mild long-lasting oligemia (Fig. 5 c). Note that the results from THb estimation are less conclusive compared
to the sO2 based measurements as THb estimations are more susceptible to absolute changes in light fluence
over all measured wavelengths. This is caused by the change in illumination geometry due to swelling which
causes a slow shift in the absolute THb signal as shown in Fig. 4 c. Lower fluence, generally in higher depths
also cause the signal to noise ratio to deteriorate, which can be observed when comparing ROI 1 with ROI 3 in
Fig. 5 a.
(3) Speed of wave propagation: Both the changes in sO2 and THb propagated through the gray matter at
speeds of 3–9 mm/min. This is consistent with speed of SD reported in the literature as 1.7–9.2 mm/min [11]
or 1.5–9.5 mm/min [15] in gyrencephalic brain (3–9 mm/min in porcine brain [13]).
(4) Low-frequency vascular fluctuations: We also observed changes in low-frequency vascular fluctuations
(LF-VF) [40] (Fig. 5 c). The observed LF-VF ”display[ed] a spreading suppression in a similar fashion to that
of SDs” in ECoG (see [26]). Note that LF-VF were only visible in the vicinity of larger vessels, which was the
rationale for placing ROIs 3 and 4 in such regions.
We conclude from these observations that our measurements clearly support our initial hypothesis and
suggest that PAUS is able to image SD as a change in sO2. In contrast to all other methods proposed to
monitor SD to date, our approach has the unique advantage that it features both high resolution and high
imaging depth. While it is not suitable for imaging the entire gyrencephalic brain, penetration depth is
sufficient to image the entire thickness of the cortical grey matter. Furthermore, the simultaneous PA and US
imaging proved to be useful for anatomical orientation during the intervention (i.e. for needle guidance for
KCl stimulation). Given these advantages, we see a potential use of PA imaging for SD characterization i.e.
during pharmacological trials on the gyrencephalic brain. As the thickness of the human cerebral cortex is
comparable, usually averaging 2.5 mm and not exceeding 5 mm [41], PA imaging would be ideally suited for
the study of SD in patients, as well. While, PA imaging cannot currently penetrate through an intact human
skull [29], PA imaging could for example be used postoperative to study SD in stroke patients [42] with a
hemicraniectomy [43].
Our pilot study strongly suggests that photoacoustics could become a valuable tool for detection, imaging,
and monitoring SD. Due to its high spatiotemporal resolution this approach can be used to more precisely
study where (i.e. which neuron layer) SDs originate and how they propagate, thus adding to our understanding
of the nature of SD and its contribution to brain injuries and disease progression.
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Methods
PAUS imaging system
The custom built hybrid photoacoustic ultrasonic (PAUS) imaging system is based on a 128 channel ultrasound
data acquisition system (DiPhAs, Fraunhofer IBMT, St. Ingbert, Germany) with a 128-element linear US
transducer operating on a center frequency of 7.5 MHz and broad acoustic response (L7-Xtech, Vermon, Tours,
France). Due to its low level application programming interface (API) access, the system allows for raw data
access and an interleaved PAUS imaging mode. This interleaved mode acquires US data from several shots
after each PA data acquisition. The data acquisition (DAQ) module is combined with a fast tuning optical
parametric oscillator (OPO) laser cart (Phocus Mobile, Opotek, Carlsbad, USA) which yields 690 nm – 950 nm,
5 ns long laser pulses with a pulse repetition rate of 20 Hz and a per laser pulse power of up to 50 mJ. The
wavelength of each laser pulse can be tuned in between shots, allowing for real time multispectral acquisition
sequences. Laser fiber bundles ending in two line arrays are attached to the transducer by a 3D-printed frame
including acrylic windows for the laser output. For each experiment the entire probe was wrapped in a sterile
ultrasound probe cover and gold leaf was placed between the US transducer and the probe cover to reduce
artifacts created by light absorption in the US transducer. For live imaging and recording all APIs to the
system were integrated in the Medical Imaging Interaction Toolkit (MITK) software framework and the MITK
workbench application was used throughout the intervention to control the PAUS system, configure the image
acquisition, and show live PA and US imaging streams. During our experiments we visualized both streams
with 15–20 fps using delay and sum (DAS) beamforming for an imaging depth of 4 cm with 256 reconstructed
lines. For the initial wave experiment we imaged the wavelength sequencence (735 nm, 756 nm, 850 nm, 900 nm)
selected to distinguish Hb and HbO [44]. Because we added an estimation of THb in the cluster experiment we
instead imaged the isosbestic point of Hb and HbO at 798 nm for further reference, leading to the wavelength
sequencence (760 nm, 798 nm, 858 nm).
Image reconstruction
The raw radiofrequency (rf) PA data acquired during the experiments was matched with the laser pulse
energies recorded by a pyroelectric sensor (Ophir PE25-C, Ophir Optronics, North Andover, USA) built in
the laser system (Phocus Mobile, Opotek, Carlsbad, USA) and matched with the wavelengths of the laser
pulses measured by a spectrometer (HR2000+, Ocean Optics, Dunedin, USA). The wavelengths of the pulses
were measured independently of the imaging system to account for calibration errors. The rf PA slice was
then corrected for the corresponding pulse energies. The recorded PAUS data was already beamformed live
during the experiment to reduce the system load writing to disk. A single US slice was recorded after each PA
slice. The US image was a compounded image averaged from US data acquired at five angles, equidistant
from +10 deg to −10 deg and beamformed to 256 lines using a delay and sum (DAS) algorithm with boxcar
apodization. To convert the acquired rf PA slices into meaningful images suitable for multispectral analysis,
the slices were beamformed with a reference DAS implementation [45] using Hanning apodization to 512 lines.
B-Mode images with isotropic pixel spacing of 0.075 mm were formed with a Hilbert transform based envelope
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detection filter. US B-Mode images were formed in the same way, only adding a subsequent logarithmic
compression.
Motion compensation
The PA images obtained after beamforming are corrected for inter-frame motion introduced by breathing,
pulse or swelling (1) to enable a more stable spectral unmixing and (2) to assure that a given pixel location
corresponds to the same physical regions of interest (ROI). To correct for the inter-frame motion an optical
flow based method is employed. The optical flow of each US image relative to the first US image in the entire
recording is estimated using an algorithm proposed by Farneba¨ck [46]. The flow estimated from the US B-mode
image is then used to warp the corresponding PA B-mode image.
Experimental Data Analysis
Because of the slow propagation of SD wave fronts we averaged over ten motion corrected frames of the same
wavelength and still have the 1 s temporal resolution of IOS. Spectral unmixing of those image sequences was
then performed using a non-negative constrained linear least squares solver (scipy.optimize.nnls). In all
figures and supplemental material plots and videos one PA datapoint is averaged over ten frames and then
averaged over the ROIs. Speeds of SD wavefronts were obtained by measuring the time between the local
minima of sO2 ROI 1 and ROI 2. The positions of ROIs 1 and 2 in both experiments were chosen at 1 mm
depth and 7.5 mm apart, in the center of the reconstructed image stream. ROIs 3 and 4 were chosen deeper
and close to larger vessels to investigate the LF-VF effect which, as discussed, can only be observed there.
ROIs are otherwise representative of the entire data set as can be seen in the supplemental videos.
Animals
Protocols for all experiments were approved by the institutional animal care and use committee in Karlsruhe,
Baden-Wuerttemberg, Germany (Protocol No. 35-9185.81/G-174/16). Female German Landrace swines of 31
and 33 kg were premedicated with Midazolam (Dormicum 0.5–0.7 mg/kg) and Azaperone (Stresnil 4 mg/kg)
intramuscularly. After premedication, two venous lines were placed in the ear veins, and propofol (Disoprivan
5–7 mg/kg) was administered intravenously to facilitate the intubation. The animals were then intubated
and mechanically ventilated and the pressure controlled ventilation was adapted to a respiration rate of
12–20/min, a flow of 2.5 l O2/min, 2.0 l air/min, FiO2 35 % and volume 7–10 ml per kg. The maintenance of
anesthesia required inhalational anesthesia with isoflurane (Isosthesia 0.6—1.0 %) and intravenous midazolam
at a continuous dose of 0.5–0.7 mg/kg/h via perfusion and maintained throughout the entire experiment. If a
wakening reaction occurred, a bolus of propofol (Disoprivan 5–7 mg/kg) was administered. Temperature was
monitored with a rectal probe. A 4-Fr catheter was placed in the right femoral artery for permanent monitoring
of the mean arterial blood pressure (Raumedic AG, Helmbrechts, Germany). Capillary oxygen saturation
(SpO2) was monitored from one ear. Arterial blood gases were obtained in the animal used for the initial wave
experiment. Ringer’s solution was given intravenously over 8—12 h, to compensate for intraoperative bleeding,
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urinary output and insensible losses. The two animals used in this study were used primarily for this project.
After finishing the protocol the animal used for the cluster experiment was used for other unrelated studies.
Surgery
Animals were fixed in a stereotactic frame (Standard Stereotaxic Instruments, RWD Life Science, Shenzhen,
China) and an extensive craniotomy with excision of the dura mater was performed, to view the subarachnoidal
space bilaterally. Initially, the brain surface was immersed for 30 to 40 min in a standard lactated Ringer’s
solution with an elevated K+ concentration (7 mmol/l), as preconditioning for SD induction, as proposed by
Bowyer et al. [47] for the KCl model of SD. EcoG was performed with two strips of 5 electrodes each (Ad-tech,
Racine, Wisconsin, USA) that were placed at the lateral margins of the craniotomy below the dura mater and
above the parietal cortex. A camera for IOS imaging and its corresponding light sources were mounted above
the stereotactic frame. After preconditioning a 5–10 mm deep paraffin pool was filled over the exposed cortex,
to reduce the diffusion of the KCl stimulation. When necessary, paraffin was withdrawn and new paraffin was
added. The preparation time was 4–5 h before the KCl stimulations started. A gel pad (Aquaflex Ultrasound
Gel Pad, Parker Laboratories, Fairfield, USA) was cut in shape of the exposed brain surface and placed in the
paraffin pool. The custom designed PAUS probe (see Methods, PAUS Imaging system) was placed on top
the gel pad and fixed relative to the frame. For the initial wave experiment the gel pad and PAUS imaging
system was placed before the initial stimulation. For the cluster experiment the gel pad and system was placed
after the initial KCl stimulations and the accompanying IOS imaging was performed. With the help of live US
imaging, it was positioned to image a sagittal plane of the left hemisphere approximately 1 cm from the midline.
For the cluster experiment we waited until any residual SD from prior stimulation subsided in the ECoG
monitoring. Only then did we start recording PAUS data in a sagittal plane for 15 min as a baseline. After a
sufficient baseline recording, spreading depolarization was triggered using 2–5µl of 1 mol/l KCl solution with a
Hamilton syringe. The stimulus needle was guided using the live PAUS image streams visualized in MITK.
Monitoring
All relevant physiological parameters, such as mean arterial pressure, rectal temperature, heart rate, and
arterial oxygen saturation, were continuously monitored. A mean systolic arterial pressure of 60 to 80 mmHg,
a temperature between 36 and 37 ◦C, SaO2 > 90 %, pCO2 between 35 and 45 mmHg, pO2 > 80 mmHg were
maintained.
Electrocorticography
Electrocorticography (ECoG) recording with the subdural electrodes was perfomed in 10 active channels, using
the Powerlab 16/SP analogue/digital converter coupled with the LabChart-7 software (ADInstruments, New
South Wales, Australia) at a sampling frequency of 400 Hz. For visualization, in all figures and supplemental
material, ECoG data was post-processed in Python using a 45 Hz Butterworth low pass filter to filter alternating
current (AC) noise.
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Intrinsic optical signal imaging
intrinsic optical signal (IOS) imaging is a functional neuroimaging technique that measures cortical reflectance
changes [24]. We imaged one band at a wavelength of 564 nm (14 nm FWHM) with a charge-coupled device
(CCD) camera (Smartec GC1621M, MaxxVision GmbH, Stuttgart, Germany) which was mounted 25 cm above
the exposed cortex. Images were acquired with static illumination and 2 s CCD integration time. Changes
in tissue reflectance were registered using a method described in [24]. IOS was only used as an additional
reference to the ECoG in the animal corresponding to the cluster experiment to ensure that preconditioning
was sufficient and SDs were easily triggered.
References
1. Jens P. Dreier. The role of spreading depression, spreading depolarization and spreading ischemia in
neurological disease. Nat. Med., 17(4):439–447, April 2011.
2. Christian Dohmen, Oliver W. Sakowitz, Martin Fabricius, Bert Bosche, Thomas Reithmeier, Ralf-Ingo
Ernestus, Gerrit Brinker, Jens P. Dreier, Johannes Woitzik, Anthony J. Strong, Rudolf Graf, and
Co-Operative Study of Brain Injury Depolarisations (COSBID). Spreading depolarizations occur in
human ischemic stroke with high incidence. Ann. Neurol., 63(6):720–728, June 2008.
3. Jed A. Hartings, M. Ross Bullock, David O. Okonkwo, Lilian S. Murray, Gordon D. Murray, Martin
Fabricius, Andrew Ir Maas, Johannes Woitzik, Oliver Sakowitz, Bruce Mathern, Bob Roozenbeek,
Hester Lingsma, Jens P. Dreier, Ava M. Puccio, Lori A. Shutter, Clemens Pahl, Anthony J. Strong,
and Co-Operative Study on Brain Injury Depolarisations. Spreading depolarisations and outcome after
traumatic brain injury: a prospective observational study. Lancet Neurol, 10(12):1058–1064, December
2011.
4. Jens P. Dreier, Johannes Woitzik, Martin Fabricius, Robin Bhatia, Sebastian Major, Chistoph Drenck-
hahn, Thomas-Nicolas Lehmann, Asita Sarrafzadeh, Lisette Willumsen, Jed A. Hartings, Oliver W.
Sakowitz, Jo¨rg H. Seemann, Anja Thieme, Martin Lauritzen, and Anthony J. Strong. Delayed is-
chaemic neurological deficits after subarachnoid haemorrhage are associated with clusters of spreading
depolarizations. Brain, 129(Pt 12):3224–3237, December 2006.
5. Raimund Helbok, Mario Kofler, Alois Josef Schiefecker, Maxime Gaasch, Verena Rass, Bettina Pfausler,
Ronny Beer, and Erich Schmutzhard. Clinical Use of Cerebral Microdialysis in Patients with Aneurysmal
Subarachnoid Hemorrhage—State of the Art. Front Neurol, 8, November 2017.
6. M. Lauritzen. Cerebral blood flow in migraine and cortical spreading depression. Acta Neurol. Scand.,
Suppl., 113:1–40, 1987.
7. Nouchine Hadjikhani, Margarita Sanchez del Rio, Ona Wu, Denis Schwartz, Dick Bakker, Bruce Fischl,
Kenneth K. Kwong, F. Michael Cutrer, Bruce R. Rosen, Roger B. H. Tootell, A. Gregory Sorensen,
11/16
j4 spreading depolarization 109
and Michael A. Moskowitz. Mechanisms of migraine aura revealed by functional MRI in human visual
cortex. PNAS, 98(8):4687–4692, April 2001.
8. Aristides A. P. Leao. Spreading depression of activity in the cerebral cortex. Journal of Neurophysiology,
7(6):359–390, November 1944.
9. Cenk Ayata and Martin Lauritzen. Spreading Depression, Spreading Depolarizations, and the Cerebral
Vasculature. Physiol. Rev., 95(3):953–993, July 2015.
10. David Y. Chung, Fumiaki Oka, and Cenk Ayata. Spreading Depolarizations: A Therapeutic Target
Against Delayed Cerebral Ischemia After Subarachnoid Hemorrhage. Journal of Clinical Neurophysiology,
33(3):196–202, June 2016.
11. Johannes Woitzik, Nils Hecht, Alexandra Pinczolits, Nora Sandow, Sebastian Major, Maren K. L.
Winkler, Steffen Weber-Carstens, Christian Dohmen, Rudolf Graf, Anthony J. Strong, Jens P. Dreier,
Peter Vajkoczy, and COSBID study group. Propagation of cortical spreading depolarization in the
human cortex after malignant stroke. Neurology, 80(12):1095–1102, March 2013.
12. Takahiro Takano, Guo-Feng Tian, Weiguo Peng, Nanhong Lou, Ditte Lovatt, Anker J. Hansen, Karl A.
Kasischke, and Maiken Nedergaard. Cortical spreading depression causes and coincides with tissue
hypoxia. Nat. Neurosci., 10(6):754–762, June 2007.
13. Edgar Santos, Rena´n Sa´nchez-Porras, Oliver W. Sakowitz, Jens P. Dreier, and Markus A. Dahlem.
Heterogeneous propagation of spreading depolarizations in the lissencephalic and gyrencephalic brain. J.
Cereb. Blood Flow Metab., 37(7):2639–2643, July 2017.
14. Edgar Santos, Michael Scho¨ll, Rena´n Sa´nchez-Porras, Markus A. Dahlem, Humberto Silos, Andreas
Unterberg, Hartmut Dickhaus, and Oliver W. Sakowitz. Radial, spiral and reverberating waves of
spreading depolarization occur in the gyrencephalic brain. Neuroimage, 99:244–255, October 2014.
15. Jens P. Dreier, Martin Fabricius, Cenk Ayata, Oliver W. Sakowitz, C. William Shuttleworth, Christian
Dohmen, Rudolf Graf, Peter Vajkoczy, Raimund Helbok, Michiyasu Suzuki, Alois J. Schiefecker, Sebastian
Major, Maren Kl Winkler, Eun-Jeung Kang, Denny Milakara, Ana I. Oliveira-Ferreira, Clemens Reiffurth,
Gajanan S. Revankar, Kazutaka Sugimoto, Nora F. Dengler, Nils Hecht, Brandon Foreman, Bart Feyen,
Daniel Kondziella, Christian K. Friberg, Henning Piilgaard, Eric S. Rosenthal, M. Brandon Westover,
Anna Maslarova, Edgar Santos, Daniel Hertle, Rena´n Sa´nchez-Porras, Sharon L. Jewell, Baptiste
Balanc¸a, Johannes Platz, Jason M. Hinzman, Janos Lu¨ckl, Karl Schoknecht, Michael Scho¨ll, Christoph
Drenckhahn, Delphine Feuerstein, Nina Eriksen, Viktor Horst, Julia S. Bretz, Paul Jahnke, Michael
Scheel, Georg Bohner, Egill Rostrup, Bente Pakkenberg, Uwe Heinemann, Jan Claassen, Andrew P.
Carlson, Christina M. Kowoll, Svetlana Lublinsky, Yoash Chassidim, Ilan Shelef, Alon Friedman,
Gerrit Brinker, Michael Reiner, Sergei A. Kirov, R. David Andrew, Eszter Farkas, Erdem Gu¨resir,
Hartmut Vatter, Lee S. Chung, K. C. Brennan, Thomas Lieutaud, Stephane Marinesco, Andrew Ir Maas,
12/16
110 application
Juan Sahuquillo, Markus A. Dahlem, Frank Richter, Oscar Herreras, Martyn G. Boutelle, David O.
Okonkwo, M. Ross Bullock, Otto W. Witte, Peter Martus, Arn Mjm van den Maagdenberg, Michel D.
Ferrari, Rick M. Dijkhuizen, Lori A. Shutter, Norberto Andaluz, Andre´ P. Schulte, Brian MacVicar,
Tomas Watanabe, Johannes Woitzik, Martin Lauritzen, Anthony J. Strong, and Jed A. Hartings.
Recording, analysis, and interpretation of spreading depolarizations in neurointensive care: Review and
recommendations of the COSBID research group. J. Cereb. Blood Flow Metab., 37(5):1595–1625, May
2017.
16. Jed A. Hartings, J. Adam Wilson, Jason M. Hinzman, Sebastian Pollandt, Jens P. Dreier, Vince
DiNapoli, David M. Ficker, Lori A. Shutter, and Norberto Andaluz. Spreading depression in continuous
electroencephalography of brain trauma. Ann. Neurol., 76(5):681–694, November 2014.
17. Isamu Aiba and Jeffrey L. Noebels. Spreading depolarization in the brainstem mediates sudden
cardiorespiratory arrest in mouse SUDEP models. Science Translational Medicine, 7(282):282ra46–
282ra46, April 2015.
18. Julien Chuquet, Liad Hollender, and Esther A. Nimchinsky. High-Resolution In Vivo Imaging of the
Neurovascular Unit during Spreading Depression. J. Neurosci., 27(15):4036–4044, April 2007.
19. Timothy H. Murphy, Ping Li, Kellen E. Betts, and Richard Liu. Two-photon imaging of stroke onset
in vivo reveals that NMDA-receptor independent ischemic depolarization is the major cause of rapid
reversible damage to dendrites and spines., 2008.
20. W. Christopher Risher, Deborah Ard, Jianghe Yuan, and Sergei A. Kirov. Recurrent Spontaneous
Spreading Depolarizations Facilitate Acute Dendritic Injury in the Ischemic Penumbra. J Neurosci,
30(29):9859–9868, July 2010.
21. Phill B. Jones, Hwa Kyuong Shin, David A. Boas, Bradley T. Hyman, Michael J. Moskowitz, Cenk
Ayata, and Andrew K. Dunn. Simultaneous multispectral reflectance imaging and laser speckle flowmetry
of cerebral blood flow and oxygen metabolism in focal cerebral ischemia. JBO, JBOPFO, 13(4):044007,
July 2008.
22. Andrew K. Dunn, Hayrunnisa Bolay, Michael A. Moskowitz, and David A. Boas. Dynamic Imaging of
Cerebral Blood Flow Using Laser Speckle. J Cereb Blood Flow Metab, 21(3):195–201, March 2001.
23. Alyssa M. Ba, Michael Guiou, Nader Pouratian, Arpitha Muthialu, David E. Rex, Andrew F. Cannestra,
James W. Y. Chen, and Arthur W. Toga. Multiwavelength optical intrinsic signal imaging of cortical
spreading depression. J. Neurophysiol., 88(5):2726–2735, November 2002.
24. Edgar Santos, Michael Scho¨ll, Renan Sanchez-Porras, Modar Kentar, Berk Orakcioglu, Andreas Un-
terberg, Hartmut Dickhaus, and Oliver W. Sakowitz. Cortical spreading depression dynamics can be
studied using intrinsic optical signal imaging in gyrencephalic animal cortex. Acta Neurochir. Suppl.,
118:93–97, 2013.
13/16
j4 spreading depolarization 111
25. Martin Seule, Emanuela Keller, Andreas Unterberg, and Oliver Sakowitz. The Hemodynamic Response
of Spreading Depolarization Observed by Near Infrared Spectroscopy After Aneurysmal Subarachnoid
Hemorrhage. Neurocrit Care, 23(1):108–112, August 2015.
26. Maren K. L. Winkler, Yoash Chassidim, Svetlana Lublinsky, Gajanan S. Revankar, Sebastian Major, Eun-
Jeung Kang, Ana I. Oliveira-Ferreira, Johannes Woitzik, Nora Sandow, Michael Scheel, Alon Friedman,
and Jens P. Dreier. Impaired neurovascular coupling to ictal epileptic activity and spreading depolarization
in a patient with subarachnoid hemorrhage: Possible link to blood–brain barrier dysfunction. Epilepsia,
53(s6):22–30, 2012.
27. P. W. McCormick, M. Stewart, M. G. Goetting, M. Dujovny, G. Lewis, and J. I. Ausman. Noninvasive
cerebral optical spectroscopy for monitoring cerebral oxygen delivery and hemodynamics. Crit Care
Med, 19(1):89–97, January 1991.
28. S. Umesh Rudrapatna, Arend M. Hamming, Marieke J. H. Wermer, Annette van der Toorn, and Rick M.
Dijkhuizen. Measurement of distinctive features of cortical spreading depolarizations with different MRI
contrasts. NMR Biomed, 28(5):591–600, May 2015.
29. Junjie Yao and Lihong V. Wang. Photoacoustic brain imaging: from microscopic to macroscopic scales.
Neurophotonics, 1(1), July 2014.
30. Lihong V Wang and Song Hu. Photoacoustic tomography: in vivo imaging from organelles to organs.
science, 335(6075):1458–1462, 2012.
31. Alexander Graham Bell. Art. xxxiv.–on the production and reproduction of sound by light. American
Journal of Science (1880-1910), 20(118):305, 1880.
32. Jun Xia, Junjie Yao, and Lihong V. Wang. Photoacoustic tomography: principles and advances.
Electromagn Waves (Camb), 147:1–22, 2014.
33. Changhui Li and Lihong V. Wang. Photoacoustic tomography and sensing in biomedicine. Phys Med
Biol, 54(19):R59–R97, October 2009.
34. Adrian Taruttis and Vasilis Ntziachristos. Advances in real-time multispectral optoacoustic imaging and
its applications. Nature Photonics, 9(4):219–227, April 2015.
35. Stratis Tzoumas and Vasilis Ntziachristos. Spectral unmixing techniques for optoacoustic imaging of
tissue pathophysiology. Philos Trans A Math Phys Eng Sci, 375(2107), November 2017.
36. Stratis Tzoumas, Antonio Nunes, Ivan Olefir, Stefan Stangl, Panagiotis Symvoulidis, Sarah Glasl,
Christine Bayer, Gabriele Multhoff, and Vasilis Ntziachristos. Eigenspectra optoacoustic tomography
achieves quantitative blood oxygenation imaging deep in tissues. Nature Communications, 7:12121, June
2016.
14/16
112 application
37. Thomas Kirchner, Esther Wild, Klaus H. Maier-Hein, and Lena Maier-Hein. Freehand photoacoustic
tomography for 3d angiography using local gradient information. In Photons Plus Ultrasound: Imaging
and Sensing 2016, volume 9708, page 97083G. International Society for Optics and Photonics, March
2016.
38. Jeesu Kim, Sara Park, Yuhan Jung, Sunyeob Chang, Jinyong Park, Yumiao Zhang, Jonathan F. Lovell,
and Chulhong Kim. Programmable Real-time Clinical Photoacoustic and Ultrasound Imaging System.
Scientific Reports, 6:35137, October 2016.
39. Hellmuth Obrig, Markus Neufang, Ru¨diger Wenzel, Matthias Kohl, Jens Steinbrink, Karl Einha¨upl, and
Arno Villringer. Spontaneous Low Frequency Oscillations of Cerebral Hemodynamics and Metabolism
in Human Adults. NeuroImage, 12(6):623–639, December 2000.
40. Jens P. Dreier, Sebastian Major, Andrew Manning, Johannes Woitzik, Chistoph Drenckhahn, Jens
Steinbrink, Christos Tolias, Ana I. Oliveira-Ferreira, Martin Fabricius, Jed A. Hartings, Peter Vajkoczy,
Martin Lauritzen, Ulrich Dirnagl, Georg Bohner, and Anthony J. Strong. Cortical spreading ischaemia
is a novel process involved in ischaemic damage in patients with aneurysmal subarachnoid haemorrhage.
Brain, 132(7):1866–1881, July 2009.
41. Bruce Fischl and Anders M Dale. Measuring the thickness of the human cerebral cortex from magnetic
resonance images. Proceedings of the National Academy of Sciences, 97(20):11050–11055, 2000.
42. Martin Lauritzen, Jens Peter Dreier, Martin Fabricius, Jed A Hartings, Rudolf Graf, and Anthony John
Strong. Clinical Relevance of Cortical Spreading Depression in Neurological Disorders: Migraine,
Malignant Stroke, Subarachnoid and Intracranial Hemorrhage, and Traumatic Brain Injury. J Cereb
Blood Flow Metab, 31(1):17–35, January 2011.
43. Eric Ju¨ttler, Andreas Unterberg, Johannes Woitzik, Julian Bo¨sel, Hemasse Amiri, Oliver W Sakowitz,
Matthias Gondan, Petra Schiller, Ronald Limprecht, Steffen Luntz, et al. Hemicraniectomy in older
patients with extensive middle-cerebral-artery stroke. New England Journal of Medicine, 370(12):1091–
1100, 2014.
44. Geoffrey P Luke, Seung Yun Nam, and Stanislav Y Emelianov. Optical wavelength selection for improved
spectroscopic photoacoustic imaging. Photoacoustics, 1(2):36–42, 2013.
45. Thomas Kirchner, Franz Sattler, Janek Gro¨hl, Lena Maier-Hein, Thomas Kirchner, Franz Sattler, Janek
Gro¨hl, and Lena Maier-Hein. Signed Real-Time Delay Multiply and Sum Beamforming for Multispectral
Photoacoustic Imaging. Journal of Imaging, 4(10):121, October 2018.
46. Gunnar Farneba¨ck. Two-Frame Motion Estimation Based on Polynomial Expansion. In Josef Bigun
and Tomas Gustavsson, editors, Image Analysis, Lecture Notes in Computer Science, pages 363–370.
Springer Berlin Heidelberg, 2003.
15/16
j4 spreading depolarization 113
47. S. M. Bowyer, N. Tepley, N. Papuashvili, S. Kato, G. L. Barkley, K. M. A. Welch, and Y. C. Okada.
Analysis of MEG signals of spreading cortical depression with propagation constrained to a rectangular
cortical strip: II. Gyrencephalic swine model. Brain Research, 843(1):79–86, October 1999.
Acknowledgements
The authors would like to acknowledge support from the European Union through the ERC starting grant
COMBIOSCOPY under the New Horizon Framework Programme under grant agreement ERC-2015-StG-37960.
The authors declare no conflict of interest.
Author Contributions
T.K. conceived the study, implemented the system, designed the experiments, performed the experiments,
analyzed the data, drafted the initial manuscript; J.G. designed the experiments, performed the experiments,
analyzed the data, edited the entire manuscript; M.A.H. helped plan the experiments, performed the experiments,
edited the entire manuscript; T.A. performed the experiments, helped analyze the data, edited the entire
manuscript; A.H.-A. performed the experiments, edited the entire manuscript; E.S. conceived the study,
designed the experiments, performed the experiments, supervised the neurosurgical aspects of the work, edited
the entire manuscript; L.M.-H. conceived the study, designed the experiments, supervised the biomedical
informatics and engineering aspects of the work, edited the entire manuscript.
Supplemental Material
Supplemental Video 1
Initial wave experiment. Blood oxygenation (sO2): link to online video
Supplemental Video 2
Cluster experiment. Blood oxygenation (sO2): link to online video
Supplemental Video 3
Cluster experiment. Total Hemoglobin (THb) and low frequency vascular fluctuations (LF-VF): link to online
video
16/16
114 application
Part III
D I S C U S S I O N
This thesis investigated blood oxygenation estimations
with multispectral PAI in an interventional context. To
this end, (1) an interventional real-time imaging system
was designed and implemented based on a medical US
research system. Furthermore, (2) real-time capable image
processing methods were presented as well as approaches
for quantification of tissue absorption and blood oxygena-
tion. Finally, (3) in a series of experiments, both the system
and methods were applied to brain imaging, performing
the first high resolution tomography of spreading depo-
larization, and at the same time the first interventional
photoacoustic imaging on any gyrencephalic brain. These
three contributions and how they fit in the larger field will
be discussed in the first three Chapters of this final Part,
followed by a general Conclusion & Outlook.

1
I M A G I N G S Y S T E M
The imaging system which was presented and used throughout this
thesis is based on a medical US research system and combined with
a fast-tunable OPO laser cart. Similar systems based on medical US
hardware were developed by other groups independently from the
work in this thesis [55]. In contrast to this work, our system was inte-
grated in both real-time software and hardware, as it was designed for
interventional use. A few hardware considerations are to be accounted
for in order to make such a system usable in surgical interventions:
the hardware needs to be mobile, the probe sterile and easily held
or precisely positioned in place. For our system the handling and
positioning hardware was either 3D printed or in the case of the at-
tachment to the stereotaxic frame, specially machined. The probe
was kept sterile by plastic US transducer covers. The arguably larger
challenge is the software integration of laser system and US system
into one real-time imaging platform. The system used in this thesis
not only addresses this, but was developed open source within MITK
to better disseminate this often overlooked aspect of a PAI system to
the community.
The applicability of our specific imaging system to surgical interven-
tions was shown and will be discussed in depth later. The presented
system remains a useful research platform for such applications, given
the full access to raw data and extensive configurability and extend-
ablity of the platform – i. e. work is already in preparation to guide the
PAI imaging system robotically, based on recent implementations of
robotic US guidance in MITK [64]. For clinical translation, PA contrast
is increasingly considered as an additional contrast during medical
US imaging. The use of narrow-band linear US transducers for PAI
therefore seems sensible, but severely limits the overall signal and
image quality and even excludes applications like transcranial imaging
entirely. Another drawback of linear arrays are the increased artifacts
due to their limited view as described in Section 3.3.1. Cup or ring
shaped arrays reduce the severity of the limited view by increasing the
measurement angle. These systems are specially tailored to increase
PA image quality and therefore usually have no US imaging capability
or an associated cost in US image quality.
The continuous development of acoustic sensors as well as photonics
and laser technology will further increase imaging depth and quality,
and a move to more broadband acoustic sensors may enable PAI
systems to produce images in currently prohibitive tissues and make
the acquired signals more quantifiable.
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2
S I G N A L P R O C E S S I N G
This thesis contained classic image processing works and machine
learning-based quantification methods.
To be usable in an interventional setting, the classic image process-
ing work in this thesis mostly aimed at real-time visualization of the
acquired data. The beamforming and motion-correction contributions
achieved this, and were consequently of use in several applications.
These methods are all widely – and due to their open source imple-
mentation, easily – applicable.
The quantification work in this thesis is designed with real-time
applicability in mind and the presented methods are dramatically less
computationally expensive than state-of-the-art methods [65]. This is
mostly achieved by using machine learning approaches which can
rapidly infer estimations. The presented qPAI approaches to quan-
tify absorption directly were the first to utilize machine learning to
approach the optical inverse problem. Machine learning proved to
be very effective in silico and even much more robust to simulated
noise than previous approaches. How to modify and train a neural
network to robustly estimate tissue parameters in vivo remains an
open research question. Real labeled data is difficult to obtain in any
quantity and training even with very involved simulation data will
still leave a significant gap to reality. As closing this gap is unfeasible,
other robust domain transfer solutions must be found. This will be
the subject of future work.
A preliminary application of a quantitative method for learned
spectral decoloring instead of direct absorption estimation is shown
as part of C3. While these results look promising, they also highlight
remaining challenges when training with simulated data and warrant
further study and validation.
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3
A P P L I C AT I O N
An overarching objective, not only of this thesis, but really the field of
translational photoacoustics is the search for specific clinical applica-
tions. PA contrast has proven to be exceptionally useful and specific in
small animals but has yet to show such compelling results in clinical
applications. Multispectral photoacoustics is able to image optical
absorption contrast deeper than any other modality. Still, imaging
depth remains the limiting factor for the clinical applicability of PAI.
Translational research therefore tends to focus on superficial areas.
PA breast imaging is the most heavily investigated application [50,
59–61]. This is due to the easy accessibility of the site and the wide
use of X-ray mammography screening. Without ionizing radiation,
PAI mammography would have an immense impact on its own. The
sensitivity for mammography screenings is already high, but PAI has
an opportunity to improve on specificity and reduce avoidable biopsies.
Currently, clinical PAI trials on already diagnosed tumors often have
to exclude patients with deeper lesions, which makes standalone PAI
mammography screenings unlikely to be sensitive.
This thesis approached a very different site and investigated inter-
ventional multispectral PAI of blood oxygenation for functional brain
imaging. One of the first applications of PAI was imaging a hemody-
namic contrast in a rat brain [6]. While skull already interferes with PA
brain imaging in small animals, large animal or human skull not only
causes stronger distortions and artifacts but attenuates the acoustic
signal to a degree which makes any image reconstruction close to
impossible. However, as was shown in manuscripts C3 and J4, with
the skull removed during surgery, it is feasible to functionally image
larger brains.
Transcranial imaging remains unfeasible with this approach, as a
narrow clinical US transducer centered at around 7.5MHz is not able
to detect the lower acoustic frequency components which might be
able to penetrate the skull bone [66]. This was confirmed on a porcine
model before starting the craniotomy in an ongoing study.
Porcine brain is a medically more relevant stroke model [67] because
it is – like the human brain – gyrencephalic, meaning it expresses a
folded cortex. SD is a heavily studied phenomenon associated with a
range of diseases including stroke. It tends to follow the gyri of such
brains to a large extend. Using the system and methods developed in
this thesis, we were able to show that interventional functional imaging
of hemodynamics is possible throughout the cortex of a gyrencephalic
brain.
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4
C O N C L U S I O N & O U T L O O K
The main objective of this thesis was to investigate the applicabil-
ity of multispectral PAI for the interventional tomography of blood
oxygenation in general, and the application to imaging of the gyren-
cephalic cortex in particular. To study the technique, a hybrid US and
multispectral PAI system was designed, and implemented to be used
in interventional settings for translational research. Methodological
work on real-time capable algorithms for beamforming and motion
correction was presented including proof-of-concept application of the
methods on healthy human volunteers – imaging sO2 in superficial
vessels. Methods for qPAI were presented, and while direct quantifica-
tion techniques could only be validated in silico, preliminary in vivo
results for a novel spectral decoloring method are promising.
Both the developed system as well as some of the developed meth-
ods were applied interventionally imaging gyrencephalic brain to
study SD in depth. Our approach was able to visualize hemodynamic
information like sO2 in the entire thickness of the gyrencephalic cortex
with an unprecedented spatiotemporal resolution. This was the first
application of PAI during a neurosurgical intervention on a gyren-
cephalic brain. The study of SD with PAI will continue as translational
neurological research on a large bio-relevant model. While this is ar-
guably closer to the clinic than small animal imaging, translation of PAI
to human brain imaging remains unclear. SDs are an interesting field
of study but are not yet understood well enough to be in themselves
diagnostically relevant. Additionally, monitoring SD through skull
using PAI is not feasible so far. However, PAI could be used to monitor
SD in some stroke patients after a decompressive craniectomy – where
part of the skull is removed to allow a swelling brain to expand. This
may be an option to study the phenomenon in patients suffering from
stroke.
For other organs, further technical advances and research with the
aim of increasing imaging depth and quality is needed in order to
apply photoacoustics to monitoring perfusion or sO2. Possible ap-
plications may include monitoring organs after a transplant, or the
reliable diagnosis or staging of inflammatory diseases like inflam-
matory bowel disease where hypoxia and a change of perfusion are
disease markers [62].
If the transcranial obstacle can be overcome, non-invasive PA mon-
itoring of sO2 in the brain could be of great use in critical care. In-
creased imaging depth and quality, with improved quantification will
further enable PAI in a wide range of applications.
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