If G is a connected graph with vertex set V , then the degree distance of and d(u, v) denotes the distance between u and v. We prove the asymptotically sharp upper bound D (G) ≤ 1 4 nd(n − d) 2 + O(n 7/2 ) for graphs of order n and diameter d. As a corollary we obtain the bound D (G) ≤ 1 27 n 4 + O(n 7/2 ) for graphs of order n. This essentially proves a conjecture by Tomescu [20] .
Introduction
In this paper we are concerned with an invariant of connected graphs called the degree distance. Let G be a connected graph of order n and V (G) its vertex set. We denote the degree of a vertex w ∈ V (G) by deg w and the distance between vertices v ∈ V (G) and u ∈ V (G) by d(v, u) . Then the degree distance of G is defined as
The degree distance seems to have been considered first by Dobrynin and Kochetova [6] and practically at the same time by Gutman [7] , who used a different name for it (see below). In the mathematical literature D (G) was investigated by I. Tomescu [20] , A. I. Tomescu [21] and O. Bucicovschi and S. M. Cioabȃ [2] .
However, somewhat earlier, the same quantity was encountered in connection with certain chemical applications.
In 1989 H. P. Schultz put forward a so-called "molecular topological index ", M T I, defined as follows [15] : Let G be a (molecular) graph of order n whose vertices are labelled by v 1 , v 2 , . . . , v n . Then
where A and D = ||d(v i , v j )|| are, respectively, the adjacency and distance matrices of G , and where v = (deg v 1 , deg v 2 , . . . , deg v n ) . For chemical research on M T I see [12, 13, 14, 15, 16, 17, 18, 19] .
It is easy to show that [7] 
where
The first term on the right-hand side of (1) has received much attention in the chemical literature, where it is known as the "Zagreb index " (see [8] and the references cited therein). For mathematical research on M (G) see [4] . M (G) is related in a simple manner to the variance of the vertex degrees of G (see [1] ).
The second term on the right-hand side of (1) is the degree distance of G. In the chemical literature the name "Schultz index " was proposed for it in [7] , and was eventually accepted by most other authors (see, for instance, [5, 22] ), including the members of the Schultz family (see [19] ).
The relation between the degree distance and the Wiener index was investigated in [5, 7, 9, 10, 11, 14] . Recall that the Wiener index of a graph G is defined as
One such relation is provided by the following identity (see [7, 11] ): If T is a tree of order n, then D (T ) = 4 W (T ) − n(n − 1).
An upper bound on the degree distance
In [20] , Tomescu proved that the degree distance of a connected graph of order n cannot exceed 2 27 n 4 + O(n 3 ). He conjectured that this bound can be improved to 1 27 n 4 + O(n 3 ), and he constructed a family of graphs that attain this bound. In [2] , Bucicovschi and Cioabȃ comment that "this conjecture seems difficult at present time". Our main result implies this conjecture, except for a weakening of the O(n 3 ) error term to O(n 7/2 ).
We will make use of the following lemma (see [3] ).
Lemma 1
Let v be a vertex of eccentricity d, and let k be a real, k > 2. Let A k be the number of distance layers of v that contain only vertices of degree less than k.
Then
Theorem 1 Let G be a connected graph of order n and diameter d. Then
Proof. Let P = u 0 , u 1 , . . . , u d be a diametral path. We will find it convenient to identify P with the set of its vertices. Let C be a maximum set of disjoint pairs of vertices in V − P at distance at least 3. If {a, b} ∈ C, then we say that a and b are partners. Finally let M ⊂ V be the set of vertices that are neither in a pair of vertices in C nor on P . Let m = |M | and |C| = c.
We will make use of the following equation, observed by Tomescu [20] .
Partition the set P into two sets P 1 and P 2 , where
and P 2 = P − P 1 . Substituting √ n for k and u 0 for v in Lemma 1 yields that
We first show that, for all {a, b} ∈ C,
Since a has deg a vertices at distance 1, and no vertex has distance greater than d
. (We note that throughout the proof we will replace small additive constants by O(1) in order to keep the calculations simple. These O(1) terms will lead to higher order error terms
Now deg a + deg b ≤ n − d + 5 since a and b have no common neighbours, and each of a and b is adjacent to at most 3 vertices on P . Hence K ≤ n − d + O(1). Since the right hand side of (5) is increasing for K ≤ n − 1 2 d, we obtain (4) by substituting Let A 1 (B 1 ) be the set of vertices x in A (B) whose partner is at distance at most 9 from x, and let c 1 = |A 1 | = |B 1 |.
By the maximality of C, the distance between any two vertices of M is at most 2. We We may assume that a ∈ A. Consider a first. Since all vertices in A ∪ M are within distance 8 of a, and further c 1 vertices of B 1 are within distance 17 of a, we have
Vertex a has at most c neighbours in A ∪ B since a cannot be adjacent to a vertex in A ∪ B and its partner. Also a has at most 3 neighbours on P , and at most m 
Define the real function f by f (
, and so f (x) is increasing for x ≤ 1 2 n − 1 4 d. Now b has at most c neighbours in A ∪ B, at most 3 neighbours in P , and no neighbours in M since d(a, b) ≥ 10. Hence
Adding the two bounds yields Claim 3.
We may assume that a ∈ A. By Claim 2, each of the c + m vertices in A ∪ M is within distance 8 of a, and each vertex in B 1 is within distance 9 of some vertex of A. Hence the distance between any two vertices of A ∪ M ∪ B 1 does not exceed 26.
Hence, for each x ∈ {a, b}, D(x) ≤ (c + m + c 1 )26 + 27 + 28 + · · · + (d − 1)
Now a and b have no common neighbour, and at most 3 neighbours each on P , so
as desired. 
Now u is adjacent to at most 3 vertices of P , and to at most c vertices of A ∪ B.
Hence deg u ≤ n − d − c + O(1), and thus
From Claims 3 and 4 we obtain
Since c − c 1 ≥ 0 and n − 1 2 d − m − c ≥ 0, the right hand side of the last inequality is at most
Let f (n, d, c, c 1 ) be the above expression, without the O(n 7/2 ) term. Thus D (G) ≤ f (n, d, c, c 1 ) + O(n 7/2 ). By first replacing m in the expression of f in curly brackets by n − 2c − d − 1 and then differentiating we get
Hence f is decreasing with respect to c 1 , and so
Denote the term in curly brackets by g(c). Differentiating and simplifying yields g (c) = (n − 2d)(n − d − 2c), so g is maximised for c = 1 2 (n − d). Substituting back yields, after simplification, the theorem.
2
To see that this bound is best possible, except for the O(n 7/2 ) error term, consider the graph G n,d obtained from two disjoint complete graphs H 1 and H 2 of order As pointed out by Tomescu [20] , the graph G n,n/3 shows that, apart from the O(n 7/2 ) term, this bound is best possible.
