We consider a general class of epidemic models obtained by applying the random time changes of [5] to a collection of Poisson processes and we show the large deviation principle(LDP) for such models. We generalize to a more general situation the approach of followed by Dolgoashinnykh [3] in the case of the SIR epidemic model. Thanks to an additional assumption which is satisfied in many examples, we simplify the recent work by P. Kratz and E.Pardoux [8].
Introduction
In this paper, we are interested in a class of Poisson Models which arise in many fields such as chemical kinetics, ecological and epidemic models. It is in fact a d dimensional processes of the type
The components of the vector Z N (t) are the proportions of the population in the various compartments, and (P j ) 1≤j≤k are i.i.d. standard Poisson processes. The h j ∈ Z d denote the k distinct jump directions with jump rates β j (z) and z ∈ A, where
is the domain of the processes defined by (1).
As we shall recall below, it is plain that under mild assumptions, as N → ∞, Z N t → Y t a.s., locally uniformly for t > 0, where Y t solves the ODE
where b(z) = k j=1 β j (z)h j . In this paper we want to investigate the large deviations from this law of large numbers.
Let us now be more precise about the initial condition Z N (0) = [Nz]/N. In the models we have in mind, since each component of Z N (t) is a proportion in a population of total population size equal to N, we want Z N (t) to take its values in the set A (N ) = {z ∈ A, Nz ∈ Z d + }. In particular, we want the initial condition Z N (0) to belong to this set A (N ) . If that is not the case, some of the components of the vector Z N (t) may become negative, while jumping from a/N to (a − 1)/N, 0 < a < 1, which is not very natural. For that reason, we will use the following convention concerning the initial condition. We assume that there exists z ∈ A such that for 1 ≤ i Our goal is to show that the probability measures P N z , N > 1, satisfy a large deviation principle with a good rate function I T that we define in subsection 1.2. In other words for any G open subset of D T,A and F closed subset of D T,A we want to show the following inequalities:
lim sup
Large deviation principles is the subject of many treatises, see in particular [2] , [4] , [6] , [7] and [10] . Some of those books study large deviations for Poisson processes, like e.g. [10] . However, in this treatise it is assumed that the rates of the Poisson processes are bounded away from zero, and hence their logarithms are bounded. The case of Poisson processes with vanishing rates is studied in [11] . However their assumptions are not satisfied in our situation, as it is explained in [8] . Our result have been already established in [8] . Our argument is simpler. It is based upon an idea from [3] and forces us to add an assumption, which is satisfied in all examples we have in mind.
That additional assumption is the following. We suppose that there exists a collection of mappings Φ a : A → A, defined for each a > 0, which are such that z a = Φ a (z) satisfies for each a > 0 |z − z a | ≤ c 1 a dist(z a , ∂A) ≥ c 2 a for some 0 < κ 2 < κ 1 . We now introduce the sets defined for all a > 0 by
and R a = φ ∈ AC T,A :
hence Φ a maps A into B a . Remark 0.1. Since our domain A is convex, one can always define Φ a = z + a(z 0 − z), for some fixed z 0 ∈Å. The same construction is possible for many non necessarily convex sets, provided A is compact, and there is a point z 0 in its interior which is such that for each z ∈ ∂A, the segment joining z 0 and z does not touch any other point of the boundary ∂A. We also note that for such a choice of Φ a and A given by (2) the constants c 1 , c 1 can be defined by
where θ(z) is the most acute angle between the boundary ∂A and the vector z 0 − z and θ 0 is a angle such that for all z ∈ ∂A, θ 0 ≤ θ(z) ≤ π/2. For instance θ 0 = min 1≤ℓ≤6 θ ℓ .
Moreover for all a > 0 we define
We remark that for all a > 0, C a > 0 and lim a→0 C a = 0. We make the following assumptions 2. The β j are bounded by a positive constant σ.
3. There exist two constants λ 1 and λ 2 such that whenever z ∈ A is such that
This means in particular that there exists a 0 > 0 such that for all a < a 0 , C a ≥ e −a −ν .
Let us comment on Assumption 0.2. Assumption 0.2.1 is quite standard and ensures in particular that the ODE (8) admits a unique solution. For the compartmental epidemiological models we consider, this assumption is always true because the β j (z) are usually polynomials and A is compact. Also the assumption 0.2.2 is always true because the domain of our process is compact. Assumption 0.2.3 will follow from the fact that close to the boundary, "small" rates are increasing when we follow a direction towards the inside of the domain. Concerning the assumption 0.2.4, such an assumption is true for the models we study because the rates are usually polynomials.
For all φ, ψ ∈ D T,A we will define the distance between φ and ψ by
where |.| denotes the Euclidean norm in R d . The remainder of this paper is structured as follows. In section 1, we formulate the law of large numbers, we define a good rate function for our large deviation principle and we establish some properties that it satisfies. The second section concerns the proof of the lower bound (3) and the third one the proof of the upper bound (4). The last section of this paper states a result concerning the asymptotic behavior of the exit time from the domain of attraction of a stable point for the dynamical system (8) as well as the exponential asymptotic of its mean E z (τ N O ). For epidemic models, this exit time is the time of extinction of an endemic disease.
Somes Important Results

Law of Large Number and Change of Measure
We now prove the law of large number. Where Y z (.) is the solution of the ODE
with an initial condition z and where
Proof. By using the Lipschitz continuity of b, we have with
From the strong law of large numbers for a Poisson process, we have for all j = 1, ..., k
As we have pointwise convergence of a sequence of increasing function towards a continuous function we can use the second Dini theorem to conclude that this convergence is uniform on any compact time interval, hence for 0 ≤ v < ∞ and j = 1, ...k
As the β j are bounded by σ, it follows that
for j = 1, ..., k. By using by Gronwall's inequality stated above we have
and the result follows.
We shall need the following Girsanov theorem . Let Q equal to the random number of jumps of Z N in the interval [0, T ], τ p be the time of the p th jump for p = 1, ..., Q and define δ p (j) = 1 if the p th jump is in the direction h j , 0 otherwise. 
< ∞, which implies in particular that {z : β j (z) = 0} ⊂ {z :β j (z) = 0},
, and
Proof. As X ≥ 0, we write
This last equality comes from the fact that P(ξ T = 0) = 0 i.e. ξ
−1
T is well-defined P−almost surely.
The Rate Function
For all φ ∈ AC T,A , let A d (φ) the set of vector valued Borel measurable functions µ such that for all j = 1, ..., k, µ j t ≥ 0 and
We define the rate function
where
We assume in the definition of f (ν, ω) that for all ν > 0, log(ν/0) = ∞ and 0 log(0/0) = 0 log(0) = 0. By using the Legendre-Fenchel transform we define another rate function bỹ
We now show the equality between these two definitions of the rate function.
Lemma 1.4. For all φ ∈ AC T,A and µ ∈ A d (φ) we havẽ
Proof. Assume first that for some B ∈ B([0, T ]), with B dt > 0 such that for all t ∈ B there exists 1 ≤ j ≤ k such that µ j t > 0 and β j (φ t ) = 0 then I T (φ|µ) = ∞ and the inequality is true. We now assume that for almost all t ∈ [0, T ] and for all j ∈ 1, ..., k , µ
is a function which achieves its maximum at z = log ν β . Lemma 1.5. For all φ ∈ AC T,A ,
Proof. IfĨ T (φ) = ∞ the inequality is true. We now assume thatĨ
Then we have lim
Moreover we differentiate with respect to θ and obtain for all n
As (θ n ) n is a maximizing sequence we have for all
Thus, for almost all t ∈ [0, T ]
Where for almost all t ∈ [0, T ] and j = 1, ..., k
We deduce that
The proof of the following theorem can be found in [8] .
Theorem 1.6. I T =Ĩ T is a good rate function.
Proof. As the β j are bounded and continuous, we deduce from Lemma 4.20 in [8] that I T is lower semicontinuous with respect to Skorokhod's metric on D T,A . Therefore the level set Φ(s) = {φ ∈ D T,A :Ĩ T (φ) ≤ s} are closed and one can show that those sets are equicontinuous. We also know that A is compact and then the relatively compact subsets of C([0, T ], A) are exactly the subsets of equicontinuous functions. Thus the level sets Φ(s) are compact since they are closed and relatively compact.
The following result is a direct consequence of Lemma 4.22 in [8] Lemma 1.7. Let F a closed subset of D T,A and z ∈ A. We have
It is easy to show that for all α > 0, h(x) ≥ αx − σ exp{α} and then for all α > 0
We will now show that
which clearly implies the result since lim sup
By the convexity of f (ν, ω) in ν and because 0 ≤ µ
Moreover we have
< 0. If β j (φ t ) ≥ λ 1 then using the Lipschitz continuity of the rates β j we have
Since log(1/(1 − x)) < 2x for 0 < x < 1/2; here, we take a small enough to ensure
The last term of this inequality is either 0 or converge to 0 when a tend to 0. We deduce from, the dominated convergence theorem that
from which (11) follows, hence the result.
To show the convergence of I T (φ L |µ L ) to I T (φ|µ) we need to remark first using the convexity of f (ν, ω) in ν that we have
and therefore on the interval
for some constantC > 0. Since µ
Let ǫ > 0 be such that T /ǫ ∈ N and let the φ ǫ be the polygonal approximation of φ defined for t ∈ [ℓǫ, (ℓ + 1)ǫ) by
Lemma 1.11. For any η > 0. Let 0 < a < 1, φ ∈ R a and µ ∈ A d (φ) such that µ j t < L, j = 1, ..., k for some L > 0 and I T (φ|µ) < ∞ then there exists a η such that for all a < a η there exists an ǫ a > 0 such that for all ǫ < ǫ a the polygonal approximation φ ǫ ∈ R a/2 and
By the assumption 0.2 4, there existsã η > 0 such that for all a <ã η
The above imply that
where the second inequality follows from Jensen's inequality. Therefore
We can now choose a < min{ā η ,ã η , η/2V T } to have our result.
The next lemma states a large deviation estimate for Poisson random variables. Y n .
For any s > 0 there exist K, ǫ 0 > 0 and N 0 ∈ N such that taking g(ǫ) = K log −1 (ǫ −1 )
we have P N (Ȳ N > g(ǫ)) < exp{−sN} for all ǫ < ǫ 0 and N > N 0 .
Proof. We apply the Gramer's theorem see e.g [2] (chapter 2)
where Λ * ǫ (x) = sup λ∈R {λx − Λ ǫ (λ)} with Λ ǫ (λ) = log(E(e λY 1 ) = σǫ(e λ − 1).
This last function is convex It reaches its infimum at x = σǫ and as lim ǫ→0 g(ǫ) σǫ = +∞ there exists ǫ 1 > 0 such that g(ǫ) > σǫ for all ǫ < ǫ 1 and then
Then there exists ǫ 2 > 0 such that inf x≥g(ǫ) Λ * ǫ (x) > s for all ǫ < ǫ 2 . Taking ǫ 0 = min{ǫ 1 , ǫ 2 }, we have the lemma.
The Lower Bound
We first prove that for z ∈ A, φ ∈ D T,A , φ 0 = z and any η > 0, δ > 0 there existδ > 0 and N η,δ , such that for all y, |y − z| <δ and any N > N η,δ , we have
Where ξ T is defined by (10) . To this end, it is enough to prove (13) considering φ ∈ AC T,A because the inequality is true when I T (φ) = ∞. We apply some lemmas of the preceding section to show that it is enough to consider some suitable paths φ with the µ ∈ A d (φ).
The goal of the next lemma is to establish a crucial inequality to deduce (13).
Lemma 2.1. For z ∈ A, φ ∈ AC T,A , φ 0 = z, there exists a 0 such that for any a < a 0 , ǫ > 0 the polygonal approximation φ ǫ of φ a defined by
satisfies the following assertion:
For any µ ǫ ∈ A d (φ ǫ ) constant over the time intervals [ℓǫ, (ℓ + 1)ǫ[ and bounded above by some constant L > 0, any η > 0 and suitable small δ > 0 there exist 0 <δ < δ and N η,δ,δ ∈ N such that for all y, |y − z| <δ and any N > N η,δ,δ
Proof. Note that µ ǫ can be choose as in Lemma 1.11. We define some events B j , j = 1, ..., k for controlling the likelihood ratio. For γ > 0 let
In what follows we putβ j (Z N (t)) = µ ǫ,j t and we have on
We note here that the first inequality is true because the µ ǫ,j t is constant on the intervals [ℓǫ, (ℓ + 1)ǫ[ and the second one come from the Lipschitz continuity of the rates β j . Since the integrand is continuous, we deduce from the convergence of the Riemann sums that when ǫ is small enough we have
Then for any η > 0, there exists δ > 0 and γ > 0 such that for N large enough we have
Moreover from corollary 1.3
To conclude this proof it is enough to establish the following lemma:
Lemma 2.2. For z ∈ A, φ ∈ AC T,A , φ 0 = z, there exists a 0 such that for any a < a 0 , ǫ > 0 the polygonal approximation φ ǫ of φ a defined by (14) has the property that there existsδ > 0 such that for all y, |y − z| <δ
Proof. It is enough to prove that lim N →∞ P y ( Z N − φ ǫ T < δ) = 1 and that for all
The first limit follows from Theorem 1.1 for processes under the probability P y provided that we choose a 0 andδ < δ/2 in suitable way. We now establish that
T < δ} and we can choose ǫ small enough such that sup p |φ
Let m ℓ the number of jumps in the interval
As the rate of jumps are constant on the interval
is the number of jumps of a Poisson process P j on this interval. So it is a Poisson random variable with mean Nµ ǫ,j ℓǫ ǫ. We deduce from Chebyshev's inequality that
The number of jumps during the period time T under the probability P z is the sum of T /ǫ Poisson random variables with mean N 
We now deduce from Lemma 2.1 the next result follows the argument from in the proof of Lemma 3 in [3] . 
Proof. For δ, η > 0 let φ ∈ AC T,A , φ 0 = z such that I T (φ) < ∞ then using Lemma 1.9 we have that there exists a η > 0 such that for all a < a η there exists φ a ∈ R a such that φ − φ a T < c 1 a and I T (φ a ) ≤ I T (φ) + η/4. As I T (φ a ) < ∞ using the lemma 1.10 we deduce that there exists L > 0 and φ a,L ∈ R a/2 is such that
< L, j = 1, ..., k. Now we can deduce from Lemma 1.11 that for all ǫ > 0 the polygonal approximation
< L, j = 1, ..., k. Now we choose a such that 2c 1 a < δ/2 and we have inf y:|y−z|<δ
where we have used the lemma 2.1 at the 5 th inequality.
We finish the proof of the lower bound by the following theorem 
Proof. Note that in fact (13) and (16) are equivalent. We only have to show that (16) follows from (13). To this end let
. This implies from the inequality (13) that for all η > 0,
≥ −I − η and then lim inf 
Proof. The arguments are the same as in the proof of Corollary 5.6.15 in [2] . Let
3) it follows that for any z ∈ K, there exists a N z such that for all N > N z and y ∈ B(z,
And then 1 N log inf
As K is compact, there exits a finite sequence
It first remains to take lim inf as N → ∞ and then let η tend to 0 to have result.
The Upper Bound
For all φ ∈ D T,A , and F ⊂ D T,A we define
For z ∈ A, δ, s > 0 we define the set
We start by proving the following lemma which will be enough to conclude the upper bound.
Lemma 3.1. For z ∈ A, δ, η and s > 0 there exists N 0 ∈ N such that
We now approximate the paths Z N by smoother paths. Let ǫ > 0 be such that T /ǫ ∈ N. We construct a polygonal approximation of Z N a defined for all t ∈ [ℓǫ, (ℓ + 1)ǫ[ by
} and
We now bound P z (I T (Υ) ≥ s). For any choice µ ∈ A d (Υ) we have I T (Υ) ≤ I T (Υ|µ) and
Let µ j t , j = 1, ..., k be constant on the intervals [ℓǫ, (ℓ + 1)ǫ[ and equal to
Since Υ is piecewise linear, for t ∈]ℓǫ, (ℓ + 1)ǫ[
Then the µ j t given by (20) belong to A d (Υ). To control the change in Υ over the intervals of length ǫ define g(ǫ) = K log −1 (ǫ −1 )
where K > 0 is fixed, and define a collection of events B = {B ǫ } ǫ>0
where B ℓ ǫ = sup
We have
and using the Chebyshev inequality we have that for all 0 < α < 1
We need to show that the expectation above is appropriately small for α arbitrarily close to 1. For this we first prove the following lemma 
Proof. On B ℓ ǫ , with ǫ such that g(ǫ) < 1 and t ∈ [ℓǫ, (ℓ+1)ǫ], using the Lipshitz continuity of the rates β j we have
Then we have
As µ j t , j = 1, ..., k satisfy (20), we can write
where for example
Moreover it is easy to see that on B ℓ ǫ we have
And then
we deduce that
From (24), (25) and the convexity of f (ν, ω) in ν we deduce the inequality of lemma.
The next proposition gives us a bound for the conditionnal expectation of the right hand side of the inequality (23). 
Moreover the function v(x) = x m(1−α) exp{−2x(1 −α)} reaches its maximum at x = m/2 thus we have 
Moreover for q = − we have
If β j (Z N (ℓǫ)) < λ 1 we have using the assumptions 0.2 3 and 0.2 4
And for q = + We have β
If β j (Z N (pǫ)) < λ 1 we have using the assumptions 0.2 3 and 0.2 4
Then there exists ǫ α such that
Thus for ǫ small enough we have
Since the series above converges. We deduce from (26), (27) and (28) that
Thus, we have
The next lemma gives us a upper bound for the quantity E z exp{αNI T (Υ|µ)}1 Bǫ .
Lemma 3.4. We have the following inequality
Proof. We know that Ξ 
In the next Lemma, we give a upper bound for P z (B c ǫ ). Lemma 3.5. For any s > 0 there exists ǫ 0 > 0, N 0 ∈ N and K > 0 such that
for all ǫ < ǫ 0 and N > N 0 where g(ǫ) = K log −1 (ǫ −1 ).
Proof. For all j = 1, ..., k and ℓ = 1, ..., T /ǫ we can write
Moreover, we have
.
Using (1) 
Where Z j j = 1, ..., k are independent Poisson random variables with mean Nσǫ. Then
And it follows from lemma 1.12 that there exist a constants K > 0, ǫ 0 > 0 and N 0 ∈ N such that P z sup
For all ǫ < ǫ 0 and N > N 0 . And then
Now, we find a upper bound for
for all ǫ < ǫ α and N > N 0 .
Proof. Using (1) we write for all t ∈ [ℓǫ, (ℓ + 1)ǫ[
where the Z j are as in the proof of the last lemma. Let ǫ 1 be the maximal ǫ such that δ/2kd 2 > g(ǫ). Then we have from lemma 1.12 that for all ǫ < ǫ α = min{ǫ 0 , ǫ 1 } and
The end of the proof of the lemma 3.1 can be done by using (29), (30), (31). We have thus for all δ > 0, 0
kT ǫ exp{kNTK 1 (1 − α + h(ǫ) + 4dg(ǫ))} × exp{−αNs} + 2dT k ǫ exp{−sN}.
Here, we take 1 − α and ǫ small enough to ensure that kTK 1 (1 − α + h(ǫ) + 4dg(ǫ)) < η/4 and (1 − α)s < η/4. We also take N large enough so that kT log(2K α )/Nǫ < η/4 and log(2dkT /ǫ)/N < η/4 and we have We conclude the proof of the upper bound by the following theorem 
Proof. Show that if the inequality (32) is true then the inequality (18) is also true. To this end, we remark that for all δ and s > 0, We now assume that the inequality (18) is satisfied and we need to prove that this implies (32). To this end let F ∈ D T,A a closed set, choose η > 0 and let Proof. The arguments are the same as in the proof of Corollary 5.6.15 in [2] . Let
For η > 0 fix, let I η K := min{I K − η, η −1 }. Then from Lemma 1.7 it follows that for any z ∈ K, there exists a N z such that for all N > N z and y ∈ B(z, It first remains to take lim sup as N → ∞ and then let η tend to 0 to have result.
Time of exit from a domain
Let O the domain of attraction of a stable point of the dynamical system (8) and ∂O be the part of boundary of O that the stochastic system (1) can cross. We now give an approximate value for the exit time τ The following theorem is a consequence of the large deviation principle established above, the law of large numbers and some technical arguments. The proof could be found in Section 7 of [8] . Moreover, for all η > 0, z ∈ O and N large enough,
