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Abstract. We consider the set of all graphs on n labeled vertices with prescribed
degrees D = (d1, . . . , dn). For a wide class of tame degree sequences D we obtain
a computationally efficient asymptotic formula approximating the number of graphs
within a relative error which approaches 0 as n grows. As a corollary, we prove
that the structure of a random graph with a given tame degree sequence D is well
described by a certain maximum entropy matrix computed from D. We also establish
an asymptotic formula for the number of bipartite graphs with prescribed degrees
of vertices, or, equivalently, for the number of 0-1 matrices with prescribed row and
column sums.
1. Introduction and main results
(1.1) Graphs and their degree sequences. Let D = (d1, . . . , dn) be a vector
of positive integers and let G(D) be the set of all graphs (undirected, with no loops
or multiple edges) on the set {1, . . . , n} of vertices such that the degree of the k-th
vertex is dk for k = 1, . . . , n. Equivalently, G(D) is the set of all n × n symmetric
matrices with 0-1 entries, zero trace and row (column) sums d1, . . . , dn. We assume
that
(1.1.1) d1 + . . .+ dn ≡ 0 mod 2,
since otherwise the set G(D) is empty.
The theorem of Erdo˝s and Gallai, see, for example, Theorem 6.3.6 of [BR91],
states the necessary and sufficient conditions for the existence of a graph with the
given degree sequence. Without loss of generality, we assume that
d1 ≥ d2 ≥ . . . ≥ dn.
1991 Mathematics Subject Classification. 05A16, 05C07, 05C30, 52B55, 60F05.
Key words and phrases. graphs, degree sequences, asymptotic formulas.
The research of the first author was partially supported by NSF Grant DMS 0856640 and a
United States - Israel BSF grant 2006377.
Typeset by AMS-TEX
1
Then, the necessary and sufficient condition for G(D) to be non-empty is that
(1.1.1) holds and
(1.1.2)
k∑
i=1
di ≤ k(k − 1) +
n∑
i=k+1
min {k, di} for k = 1, . . . , n.
Our main goal is to estimate the cardinality |G(D)| of G(D). Using the obtained
estimate, we deduce a concentration result for a random graph G ∈ G(D) sampled
from the uniform probability measure on G(D).
(1.2) The maximum entropy matrix and tame degree sequences. The
following matrix plays the crucial role in our construction.
Let us consider the space R(
n
2) of vectors x =
(
ξ{j,k}
)
, where {j, k} is an un-
ordered pair of indices 1 ≤ j 6= k ≤ n. We consider the polytope P ⊂ R(n2),
P = P(D), defined by the equations∑
j: j 6=k
ξ{j,k} = dk for k = 1, . . . , n
and inequalities
0 ≤ ξ{j,k} ≤ 1.
The integer points in P(D) correspond to the labeled graphs with degree sequence
D, which we write as
G(D) = P(D) ∩ Z(n2).
We assume that P(D) is non-empty. We consider the following entropy function
on P(D):
H(x) =
∑
{j,k}
(
ξ{j,k} ln
1
ξ{j,k}
+
(
1− ξ{j,k}
)
ln
1
1− ξ{j,k}
)
for x =
(
ξ{j,k}
)
.
Since H is a strictly concave function, it attains its maximum on P at a unique
point, z =
(
ζ{j,k}
)
, z = z(D), which we call themaximum entropy matrix associated
with the degree sequence D. Matrix z can be easily calculated by interior point
methods, see [NN94].
For 0 < δ ≤ 1/2 we say that the degree sequence D is δ-tame if the polytope
P(D) is non-empty and if
δ ≤ ζ{j,k} ≤ 1− δ for all 1 ≤ j 6= k ≤ n,
where z =
(
ζ{j,k}
)
is the maximum entropy matrix associated with degree sequence
D. In Theorem 2.1 we state some sufficient conditions for a degree sequence D to
be tame.
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(1.3) Quadratic form q and related quantities. Let z =
(
ζ{j,k}
)
be the max-
imum entropy matrix associated with a tame degree sequence D. We consider the
following quadratic form q : Rn −→ R,
(1.3.1) q(t) =
1
2
∑
{j,k}
(
ζ{j,k} − ζ2{j,k}
)
(τj + τk)
2
for t = (τ1, . . . , τn) .
It is easy to see that q is positive definite for n > 2. Let us consider the Gaussian
probability measure on Rn with density proportional to e−q . We define the following
random variables f, h : Rn −→ R,
(1.3.2)
f(t) =
1
6
∑
{j,k}
ζ{j,k}
(
1− ζ{j,k}
) (
2ζ{j,k} − 1
)
(τj + τk)
3
and
h(t) =
1
24
∑
{j,k}
ζ{j,k}
(
1− ζ{j,k}
) (
6ζ2{j,k} − 6ζ{j,k} + 1
)
(τj + τk)
4
for t = (τ1, . . . , τn) .
Let
µ = E f2 and ν = Eh.
Our main result is as follows.
(1.4) Theorem. Let us fix 0 < δ < 1/2. Let D = (d1, . . . , dn) be a δ-tame degree
sequence such that d1 + . . . + dn ≡ 0 mod 2, let z =
(
ζ{j,k}
)
be the maximum
entropy matrix as defined in Section 1.2 and let the quadratic form q and values
of µ and ν be as defined in Section 1.3. Let us define an n × n symmetric matrix
Q = (ωjk) by
ωjk =ζ{j,k}
(
1− ζ{j,k}
)
for j 6= k and
ωjj =dj −
∑
k: k 6=j
ζ2{j,k} for j = 1, . . . , n.
Then Q is positive definite and the value of
(1.4.1)
2eH(z)
(2π)n/2
√
detQ
exp
{
−µ
2
+ ν
}
approximates the number of graphs |G(D)| with degree sequence D within a relative
error which approaches 0 as n −→ +∞.
More precisely, for any 0 < ǫ ≤ 1/2 the value of (1.4.1) approximates |G(D)|
within relative error ǫ provided
n ≥
(
1
ǫ
)γ(δ)
,
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where γ = γ(δ) is a positive constant.
The main term
(1.4.2)
2eH(z)
(2π)n/2
√
detQ
of formula (1.4.1) is the “Gaussian approximation” formula of [BH10], whose ap-
pearance, as is discussed in [BH10], is explained by the Local Central Limit Theo-
rem, see also the discussion below. The factor
exp
{
−µ
2
+ ν
}
is the “Edgeworth correction” factor, see [BH09b]. In the course of the proof of
Theorem 1.4, we establish a two-sided bound
γ1(δ) ≤ exp
{
−µ
2
+ ν
}
≤ γ2(δ)
for some constants γ1(δ), γ2(δ) > 0, as long as the degree sequence D remains
δ-tame.
We note that computing the expectation of a polynomial with respect to the
Gaussian probability measure is a linear algebra problem, cf. also Section 5.2.
Hence apart from computing the maximum entropy matrix z, which can be done
by interior point methods, computing the value of (1.4.1) is a linear algebra problem
which can be solved in O(n4) time in the unit cost model.
(1.5) Random graphs with prescribed degree sequences. Let us consider
the set G(D) of all labeled graphs with degree sequence D as a finite probability
space with the uniform measure. It is convenient to think of G ∈ G(D) as of a
subgraph of the complete graph Kn with the set
V =
{
1, . . . , n
}
of vertices and the set
E =
{
{j, k} : 1 ≤ j 6= k ≤ n
}
of edges.
Let us sample a graph G ∈ G(D) at random. What G is likely to look like?
As a corollary of Theorem 1.4, we prove that with overwhelming probability, for
a random graph G ∈ G(D) the number of edges of G in a given set S ⊂ E with
|S| = Ω(n2) is very close to the sum of the entries of the maximum entropy matrix
indexed by the elements of S.
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(1.6) Theorem. Let us fix numbers κ > 0 and 0 < δ ≤ 1/2. Then there exists a
number γ(κ, δ) > 0 such that the following holds.
Suppose that n ≥ γ(κ, δ) and that D = (d1, . . . , dn) is a δ-tame degree sequence
such that d1 + . . .+ dn ≡ 0 mod 2. For a set S ⊂ E, let σS(G) be the number of
edges of graph G ∈ G(D) that belong to set S and let
σS(z) =
∑
{j,k}∈S
ζ{j,k},
where z =
(
ζ{j,k}
)
is the maximum entropy matrix. Suppose that |S| ≥ δn2 and
let
ǫ = δ
lnn√
n
.
If ǫ ≤ 1 then for a uniformly chosen random graph G ∈ G(D), we have
P
{
G ∈ G(D) : (1− ǫ)σS(z) ≤ σS(G) ≤ (1 + ǫ)σS(z)
}
≥ 1− 2n−κn.
The idea of the proof is as follows. For 1 ≤ j 6= k ≤ n, let x{j,k} be independent
Bernoulli random variables such that
P
{
x{j,k} = 1
}
= ζ{j,k} and P
{
x{j,k} = 0
}
= 1− ζ{j,k}.
As is shown in [BH10], the probability mass function of the random vector X =(
x{j,k}
)
is constant on the integer points of P(D) and is equal to e−H(z) at each
G ∈ G(D), so that the vector X conditioned on G(D) is uniform. Theorem 1.4
then implies that the probability that X ∈ G(D) is not too small. On the other
hand, standard large deviation inequalities imply that the sum
∑
{j,k}∈S x{j,k} con-
centrates about the value of σS(z) =
∑
{j,k} ζ{j,k}. We supply the details of the
proof in Section 10.
In many respects random graphs G ∈ G(D) behave like random graphs on the
set {1, . . . , n} of vertices, with pairs {j, k} chosen as the edges of G independently
with probabilities ζ{j,k}, where z =
(
ζ{j,k}
)
is the maximum entropy matrix. As
is discussed in [BH10], the distribution of the multivariate Bernoulli random vec-
tor X =
(
x{j,k}
)
is the distribution of the largest entropy among all multivariate
Bernoulli random vectors constrained by
E yk = dk for k = 1, . . . , n
where
yk =
∑
j: j 6=k
x{j,k}.
We remark that we obtain the “Gaussian approximation” term (1.4.2) if we
assume that the vector of random variables Y = (y1, . . . , yn) is asymptotically
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Gaussian around its expectation (d1, . . . , dn). As it turns out, Y is not exactly
Gaussian but is not very far from it.
It looks plausible that both Theorem 1.4 and Theorem 1.6 can be extended to
degree sequences D allowing a moderate number of entries ζ{j,k} of the maximum
entropy matrix to be arbitrarily close to 1 or 0. Our proofs, however, do not seem
to allow such an extension with Theorem 4.1 being the main obstacle. Some of
our proofs (mostly in Sections 5 and 6) are similar to those of [BH09a], where we
applied the maximum entropy approach of [BH10] to count non-negative integer
matrices with prescribed row and column sums.
The paper is organized as follows.
In Section 2, we give several examples and extensions concerning our main result,
Theorem 1.4 and also discuss related work in the literature.
In Section 3, we present an integral representation for the number |G(D)| of
graphs and also describe the plan of the proof of Theorem 1.4.
The rest of the paper deals with the proofs.
2. Examples and extensions
Sometimes one can tell that a degree sequence is tame without computing the
maximum entropy matrix.
(2.1) Theorem. Let us fix real numbers 0 < α < β < 1 such that
β < 2
√
α − α, or, equivalently, (α+ β)2 < 4α.
Then there exists a real number δ = δ(α, β) > 0 and a positive integer n0 = n0(α, β)
such that any degree sequence D = (d1, . . . , dn) satisfying
α <
di
n− 1 < β for i = 1, . . . , n
is δ-tame provided n > n0.
One can choose
n0 = max
{
β
α(1− β) ,
4(β − α)
4α− (α+ β)2
}
+ 1 and
δ =
ǫ6
1 + ǫ6
where ǫ = min
{
α, α− (α+ β)
2
4
}
.
For example, degree sequences D = (d1, . . . , dn) satisfying
0.25 <
di
n− 1 < 0.74 for i = 1, . . . , n
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or
0.01 <
di
n− 1 < 0.18 for i = 1, . . . , n
or
0.81 <
di
n− 1 < 0.89 for i = 1, . . . , n
are δ-tame for some δ > 0 and all sufficiently large n.
We prove Theorem 2.1 in Section 12.
(2.2) On the boundary of δ-tameness. Let us choose rational 0 < α < β < 1
such that
(2.2.1) β = 2
√
α− α.
Clearly, β > α. Let us choose a positive integer n such that αn and βn are even
integers and let us consider the degree sequence
d1 = . . . = dk = βn and dk+1 = . . . = dn = αn for k = n
√
α
(note that k is necessarily integral). The Erdo˝s-Gallai condition (1.1.2) for k =
n
√
α, reduces to
(2.2.2) β ≤ 2√α− α − 1
n
.
In particular, (2.2.1) does not even guarantee that the polytope P(D) is non-empty.
In [JSM92] Jerrum, Sinclair and McKay discuss under what conditions an ap-
proximation formula for |G(D)| which depends “smoothly” on D may exist. They
describe the phenomenon of the number of graphs |G(D)| changing sharply when
the degree sequence D is varying only slightly around some special values ofD. This
phenomenon is apparently explained by the fact that the dimension of the polytope
P(D) may change abruptly or the polytope may disappear altogether when D lies
on the boundary of the Erdo˝s-Gallai conditions (1.1.2). Theorem 8.1 of [JSM92]
states that for
d+ = max
{
di, i = 1, . . . , n
}
and d− = min
{
di, i = 1, . . . , n
}
,
as long as
(2.2.3) (d+ − d− + 1)2 ≤ 4d− (n− d+ − 1) ,
the degree sequence D is P -stable, meaning that increasing one of the degrees di
and decreasing another by 1 does not change |G(D)| by more than a factor of n10
(this, in turn, implies that there are polynomial time randomized approximation
algorithms for computing |G(D)| and sampling a random graph G ∈ G(D)). The
condition of our Theorem 2.1 is only marginally stronger than (2.2.3).
As Sourav Chatterjee pointed out to us, Lemma 4.1 of recent [CDS11] shows
that a sequence D is δ-tame provided it lies sufficiently deep inside the polyhedron
defined by the Erdo˝s-Gallai conditions (1.1.2).
Our example shows that the bounds of Theorem 2.1 are essentially the best
possible if we take into account only the largest and the smallest degree of a vertex
of the graph.
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(2.3) Regular graphs. In [MW90] McKay and Wormald compute the asymptotic
of |G(D)| for regular graphs, where
d1 = . . . = dn = d,
and almost regular graphs, where
|di − d| < n 12+ǫ for i = 1, . . . , n
for a sufficiently small ǫ > 0; see also [McK11] for recent developments and [McK10]
for a survey. One can show that the formula of Theorem 1.4 is equivalent to the
asymptotic formula of [MW90] for regular or almost regular graphs.
In the case of regular graphs, symmetry requires that
ζ{j,k} =
d
n− 1 for all 1 ≤ j 6= k ≤ n
for the maximum entropy matrix z =
(
ζ{j,k}
)
.
(2.4) Approximations in the cut norm. The cut norm (sometimes called the
normalized cut norm) of a real m× n matrix A = (ajk) is defined by
‖A‖cut = 1
mn
max
J,K
∣∣∣∣∣∣
∑
j∈J, k∈K
ajk
∣∣∣∣∣∣ ,
where the maximum is taken over all non-empty subsets J ⊂ {1, . . . , m} and K ⊂
{1, . . . , n}. Let us choose set S in Theorem 1.6 of the form
S =
{
{j, k} : j ∈ J, k ∈ K, j 6= k
}
for some J,K ⊂ {1, . . . , n}.
We note that there are not more than 22n distinct sets S of this form. Theorem
1.6 implies that as n grows, the maximum entropy matrix z(D) approximates the
adjacency matrix of the overwhelming majority of graphs G ∈ G(D) within an error
of O
(
n−1/2 lnn
)
in the cut norm.
Shortly after the first version of this paper appeared, using a different approach,
Chatterjee, Diaconis and Sly [CDS11] described graph limits of graphs from G(D)
as n grows. A graph limit is a certain function on [0, 1]×[0, 1], viewed as an “infinite
matrix”, which naturally arises as a limit object for a Cauchy sequence in the cut
norm of adjacency matrices of graphs [LS06]. Graph limits constructed in [CDS11]
can indeed be viewed as “infinite maximum entropy matrices”.
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(2.5) Enumeration of bipartite graphs. A natural version of the problem con-
cerns enumeration of labeled bipartite graphs with a given degree sequence or, equiv-
alently, m× n matrices with 0-1 entries and prescribed row sums R = (r1, . . . , rm)
and column sums C = (c1, . . . , cn). We assume that
r1 + . . .+ rm = c1 + . . .+ cn.
A simple necessary and sufficient condition for a 0-1 matrix with prescribed row
and column sums to exist is given by the Gale-Ryser Theorem, see, for example,
Corollary 6.2.5 of [BR91].
Let us consider the polytope P(R,C) of m×n matrices x = (ξjk) defined by the
equations
n∑
k=1
ξjk = rj for j = 1, . . . , m and
m∑
j=1
ξjk = ck for k = 1, . . . , n
and inequalities
0 ≤ ξjk ≤ 1 for all j, k.
Let us compute the maximum entropy matrix z = (ζjk) as the necessarily unique
matrix z ∈ P(R,C) that maximizes
H(x) =
∑
jk
(
ξjk ln
1
ξjk
+ (1− ξjk) ln 1
1− ξjk
)
for x = (ξjk)
on P(R,C). For 0 < δ ≤ 1/2, we say that the margins (R,C) are δ-tame if
δm ≤ n and δn ≤ m
and
δ ≤ ξjk ≤ 1− δ for all j, k.
Suppose that the margins (R,C) are indeed δ-tame for some δ > 0. Let us define
a quadratic form q : Rm+n −→ R by
q(s, t) =
1
2
∑
j,k
(
ζjk − ζ2jk
)
(σj + τk)
2
for (s, t) = (σ1, . . . , σm; τ1, . . . , τn) .
(2.5.1)
Let
(2.5.2) u =

1, . . . , 1︸ ︷︷ ︸
m times
;−1, . . . ,−1︸ ︷︷ ︸
n times


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and let L = u⊥ be the orthogonal complement to u in Rm+n. Then the restriction
q|L of q onto L is strictly positive definite and we define det q|L as the product of
the non-zero eigenvalues of q. We consider the Gaussian probability measure on L
with density proportional to e−q and define random variables f, g : L −→ R by
f(s, t) =
1
6
∑
j,k
ζjk (1− ζjk) (2ζjk − 1) (σj + τk)3 and
h(s, t) =
1
24
∑
j,k
ζjk (1− ζjk)
(
6ζ2jk − 6ζjk + 1
)
(σj + τk)
4
for (s, t) = (σ1, . . . , σm; τ1, . . . , τn) .
(2.5.3)
We define
µ = E f2 and ν = Eh.
Then the number |R,C| of 0-1 matrices with row sums R and column sums C is
(2.5.4) |R,C| = e
H(z)
√
m+ n
(4π)(m+n−1)/2
√
det q|L exp
{
−µ
2
+ ν
}(
1 + o(1)
)
provided m,n −→ +∞ in such a way that the margins (R,C) remain δ-tame for
some δ > 0. We sketch the proof of (2.5.4) in Section 11.
Canfield and McKay [CM05] obtained an asymptotic formula of |R,C| when all
row sums are equal, r1 = . . . = rm and all column sums are equal, c1 = . . . = cn,
which was later extended to the case of “almost equal” row sums and “almost
equal” column sums [CGM08], see also [GM09]. The maximum entropy matrix z
was introduced in [Ba10] where a cruder asymptotic formula
ln |R,C| ≈ H(z)
was established without the δ-tameness assumption and for a wider class of enu-
meration problems, including enumeration of 0-1 matrices with prescribed row and
column sums and zeros in prescribed position. It was also shown in [Ba10] that a
random matrix 0-1 with prescribed row and column sums concentrates about the
maximum entropy matrix z.
3. An integral representation for the number of graphs
In [BH10] we proved the following general result; see Theorem 5, Lemma 11 and
formula (16) there.
(3.1) Theorem. Let P ⊂ Rp be a polyhedron defined by the system of linear
equations Ax = b, where A is a n× p matrix with columns a1, . . . , ap ∈ Zn and b ∈
Z
n is an integer vector, and inequalities 0 ≤ x ≤ 1 (the inequalities are understood
coordinate-wise). Suppose that P has a non-empty interior, that is, contains a point
x = (ξ1, . . . , ξp) such that 0 < ξj < 1 for j = 1, . . . , p.
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Then the function
H(x) =
p∑
j=1
(
ξj ln
1
ξj
+ (1− ξj) ln 1
1− ξj
)
for x = (ξ1, . . . , ξp)
attains its maximum on P at a unique point z = (ζ1, . . . , ζp) such that 0 < ζj < 1
for j = 1, . . . , p.
Let us consider the parallelepiped Π = [−π, π]n, Π ⊂ Rn. Then the number
|P ∩ {0, 1}p| of 0-1 points in P can be written as
|P ∩ {0, 1}p| = e
H(z)
(2π)n
∫
Π
e−i〈t,b〉
p∏
j=1
(
1− ζj + ζjei〈aj ,t〉
)
dt,
where 〈·, ·〉 is the standard scalar product in Rn, dt is the standard Lebesgue measure
in Rn and i =
√−1.

The idea of the proof is as follows. Let X = (x1, . . . , xp) be a random vec-
tor of independent Bernoulli random variables such that P {xj = 1} = ζj and
P {xj = 0} = 1− ζj for j = 1, . . . , p. It turns out that the probability mass func-
tion of X is constant on the set P ∩ {0, 1}p and equals e−H(z) for every 0-1 point
in P . Letting Y = AX , we obtain
|P ∩ {0, 1}p| = eH(z)P {X ∈ P} = eH(z)P {Y = b}
and the probability in question is written as the integral of the characteristic func-
tion of Y .
Since
p∑
j=1
ζjaj = b,
in a neighborhood of the origin t = 0 the integrand can be written as
(3.2)
e−i〈t,b〉
p∏
j=1
(
1− ζj + ζjei〈aj ,t〉
)
=
exp
{
− 1
2
p∑
j=1
ζj (1− ζj) 〈aj, t〉2
+
i
6
p∑
j=1
ζj (1− ζj) (2ζj − 1) 〈aj, t〉3
+
1
24
p∑
j=1
ζj (1− ζj)
(
6ζ2j − 6ζj + 1
) 〈aj, t〉4
+O

 p∑
j=1
(ζj + 1)
5 〈aj , t〉5

}.
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Note that the linear term is absent in the expansion.
We obtain the following corollary.
(3.3) Corollary. Let D = (d1, . . . , dn) be a degree sequence such that the polytope
P(D) defined in Section 1.2 has a non-empty interior and let z = (ζ{j,k}) be the
maximum entropy matrix. Let
F (t) = exp
{
−i
n∑
m=1
dmτm
} ∏
{j,k}
(
1− ζ{j,k} + ζ{j,k}ei(τj+τk)
)
for t = (τ1, . . . , τn) .
Then for the parallelepiped Π = [−π, π]n, we have
|G(D)| = e
H(z)
(2π)n
∫
Π
F (t) dt.
Proof. Follows by Theorem 3.1. 
We note that in the case of regular and almost regular graphs (see Section 2.3) the
integral of Corollary 3.3 is the same as the one evaluated by McKay and Wormald
[MW90].
(3.4) Plan of the proof of Theorem 1.4. We use the integral representation
of Corollary 3.3. Let us define subsets U ,W ⊂ Π by
U =
{
(τ1, . . . , τn) : |τj | ≤ lnn√
n
for j = 1, . . . , n
}
and
W =
{
(τ1, . . . , τn) : |τj − σjπ| ≤ lnn√
n
for some σj = ±1
and j = 1, . . . , n
}
.
We show that the integral of F (t) over Π \ (U ∪ W) is asymptotically negligible.
Namely, in Section 8 we prove that the integral∫
Π\(U∪W)
|F (t)| dt
is asymptotically negligible compared to the integral
(3.4.1)
∫
U
|F (t)| dt.
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It is easy to show that ∫
U
F (t) dt =
∫
W
F (t) dt,
provided d1 + . . .+ dn is even.
In Section 7, we evaluate
(3.4.2)
∫
U
F (t) dt.
In particular, we show that the integrals (3.4.1) and (3.4.2) have the same order of
magnitude and so the integral of F (t) outside of U ∪ W is indeed asymptotically
irrelevant.
From (3.2) one can deduce that asymptotically as n −→ +∞,
F (t) ≈ exp{−q(t) + if(t) + h(t)} for t ∈ U ,
where q is defined by (1.3.1) and f and h are defined by (1.3.2).
Let us consider the Gaussian probability measure in Rn with density proportional
to e−q. In Section 6, we prove that with respect to that measure
(3.4.3) h(t) ≈ Eh = ν almost everywhere in U .
This allows us to conclude that∫
U
exp
{−q(t) + if(t) + h(t)} dt ≈ eν ∫
U
exp
{−q(t) + if(t)} dt.
In Section 5, we prove that asymptotically, as n −→ +∞, function f is a Gaussian
random variable, so
(3.4.4)
∫
U
exp
{−q(t) + if(t)} dt ≈ ∫
Rn
exp
{−q(t) + if(t)} dt
≈ exp
{
−1
2
E f2
}∫
Rn
e−q(t) dt,
which concludes the evaluation of (3.4.2).
The crucial consideration used in proving (3.4.3) and (3.4.4) is that with respect
to the Gaussian probability measure in Rn with density proportional to e−q , the
coordinate functions τ1, . . . , τn are weakly correlated, that is,
|E τjτk| =O
(
1
n2
)
for j 6= k and
E τ2j =O
(
1
n
)
for j = 1, . . . , n.
(3.4.5)
We prove (3.4.5) in Section 4, where we essentially use the δ-tameness assumption.
(3.5) Notation. By γ, sometimes with an index or a list of parameters, we denote
a positive constant depending only on the listed parameters. The most common
appearance will be γ(δ), a positive constant depending only on the δ-tameness
constant δ.
As usual, for two functions g1 and g2, where g2 is non-negative, we write g1 =
O(g2) if |g1| ≤ γg2 and g1 = Ω(g2) if g1 ≥ γg2 for some γ > 0.
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4. Correlations
Let z =
(
ζ{j,k}
)
be the maximum entropy matrix as defined in Section 1.2. We
assume that
0 < ζ{j,k} < 1 for all j 6= k.
We define the quadratic form q : Rn −→ R by
q(t) =
1
2
∑
{j,k}
(
ζ{j,k} − ζ2{j,k}
)
(τj + τk)
2
for t = (τ1, . . . , τn) .
For n > 2 the quadratic form q is strictly positive definite. We consider the Gaussian
probability measure on Rn with density proportional to e−q . We consider a point
t = (τ1, . . . , τn) as a random vector and τ1, . . . , τn as random variables.
The main result of this section is as follows.
(4.1) Theorem. For any 0 < δ ≤ 1/2 there exists γ(δ) > 0 such that the following
holds.
Suppose that
δ ≤ ζ{j,k} ≤ 1− δ for all j 6= k.
Then
|E τjτk| ≤ γ(δ)
n2
provided j 6= k and
E τ2j ≤
γ(δ)
n
for j = 1, . . . , n.
We will often consider the following situation. Let ψ : Rn −→ R be a positive
definite quadratic form. We consider the Gaussian probability measure in Rn with
density proportional to e−ψ. For a polynomial (random variable) f : Rn −→ R we
denote by E (f ; ψ) its expectation with respect to the measure. For a subspace
L ⊂ Rn, we consider the restriction ψ|L of ψ onto L and the Gaussian probability
measure on L with density proportional to e−ψ|L. For a polynomial f : Rn −→ R,
we denote by E (f ; ψ|L) the expectation of the restriction f : L −→ R with respect
to that Gaussian probability measure on L. We will use the following standard
fact: suppose that Rn = L1 ⊕ L2 is a decomposition of Rn into the direct sum of
orthogonal subspaces such that
ψ (t1 + t2) = ψ (t1) + ψ (t2) for all t1 ∈ L1 and t2 ∈ L2,
so that the coordinates t1 ∈ L1 and t2 ∈ L2 of the point t = t1 + t2, t ∈ Rn are
independent. Let ℓ1, ℓ2 : R
n −→ R be linear functions. Then
E (ℓ1ℓ2; ψ) = E (ℓ1ℓ2; ψ|L1) + E (ℓ1ℓ2; ψ|L2) .
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Indeed, writing t = t1 + t2 with t1 ∈ L1 and t2 ∈ L2 and noting that ℓ1,2(t) =
ℓ1,2(t1) + ℓ1,2(t2), we obtain
E (ℓ1(t)ℓ2(t); ψ) =E (ℓ1(t1)ℓ2(t1); ψ) +E (ℓ1(t1)ℓ2(t2); ψ)
+E (ℓ1(t2)ℓ2(t1); ψ) + E (ℓ1(t2)ℓ2(t2); ψ)
=E (ℓ1ℓ2; ψ|L1) + 2E (ℓ1; ψ)E (ℓ2; ψ) + E (ℓ1ℓ2; ψ|L2)
=E (ℓ1ℓ2; ψ|L1) +E (ℓ1ℓ2; ψ|L2) .
We deduce Theorem 4.1 from the following result.
(4.2) Proposition. Let n > 2 and let ξ{j,k}, 1 ≤ j 6= k ≤ n be a set of numbers
such that
α ≤ ξ{j,k} ≤ β for all j, k
and some β > α > 0.
Let
σk =
∑
j: j 6=k
ξ{j,k} for k = 1, . . . , n.
Let us consider the quadratic form ψ : Rn −→ R defined by
ψ(t) =
1
2
∑
{j,k}
ξ{j,k}
(
τj√
σj
+
τk√
σk
)2
for t = (τ1, . . . , τn) ,
where the sum is taken over all unordered pairs of indices 1 ≤ j 6= k ≤ n. Then ψ is
a positive definite quadratic form and we consider the Gaussian probability measure
in Rn with density proportional to e−ψ.
Let
ǫ =
α
β
.
Then for n > 2/ǫ we have
|E τjτk| ≤ n
2
ǫ5/2(n− ǫ)(nǫ− 2)(n− 1) +
3
2ǫn
provided j 6= k and
∣∣E τ2j − 1∣∣ ≤ n2ǫ5/2(n− ǫ)(nǫ− 2)(n− 1) + 32ǫn for j = 1, . . . , n.
Proof. Clearly, ψ is positive definite. Let
v = (
√
σ1, . . . ,
√
σn) .
Then v is an eigenvector of ψ with eigenvalue 1. Indeed, the gradient of ψ at t = v
is 2v:
∂
∂τj
ψ(t)
∣∣∣
t=v
=
1√
σj
∑
k: k 6=j
2ξ{j,k} = 2
√
σj for j = 1, . . . , n.
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Let
L = v⊥ ⊂ Rn
be the orthogonal complement to v. Hence L is defined in Rn =
{
(τ1, . . . , τn)
}
by
the equation
n∑
j=1
τj
√
σj = 0.
We write
ψ(t) =
1
2
n∑
j=1
τ2j +
∑
{j,k}
ξ{j,k}√
σjσk
τjτk.
We remark that
(4.2.1) α(n− 1) ≤ σj ≤ β(n− 1) for j = 1, . . . , n.
Let
ω =
n∑
j=1
σj ≥ αn(n− 1)
and let us define the quadratic form φ : Rn −→ R by
φ(t) =
1
ω

 n∑
j=1
τj
√
σj

2 for t = (τ1, . . . , τn) .
Hence φ(t) is a form of rank 1 and v is an eigenvector of φ with eigenvalue 1.
We define a perturbation
ψ˜ = ψ − ǫ
2
2
φ for ǫ =
α
β
.
Hence ψ˜ is a positive definite quadratic form such that
ψ˜(t) = ψ(t) for all t ∈ L,
and v is an eigenvector of ψ˜ with eigenvalue 1− ǫ2/2.
Let us consider the Gaussian probability measure on Rn with density propor-
tional to e−ψ˜ . Our immediate goal is to estimate the covariances E τjτk with respect
to that measure.
Denoting by 〈·, ·〉 the standard scalar product in Rn, we can write
ψ˜(t) =
1
2
〈(I +Q)t, t〉,
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where I is the n × n identity matrix and Q = (qjk) is an n × n symmetric matrix
such that v is an eigenvector of Q with eigenvalue 1− ǫ2. We have
qjk =
ξ{j,k}√
σjσk
− ǫ2
√
σjσk
ω
for j 6= k and
qjj =− ǫ
2σj
ω
for j = 1, . . . , n.
It follows by (4.2.1) that
1
ǫ(n− 1) ≥ qjk ≥ 0 for j 6= k and
0 ≥ qjj ≥ − ǫ
n
for j = 1, . . . , n.
The covariance matrix R =
(
E τjτk; ψ˜
)
of the Gaussian measure with density
proportional to e−ψ˜ is
(I +Q)−1 =
((
1− ǫ
n
)
I +
( ǫ
n
I +Q
))−1
=
(
1− ǫ
n
)−1
(I + P )−1, where
P =
(
1− ǫ
n
)−1 ( ǫ
n
I +Q
)
.
Hence P = (pjk) is a symmetric matrix such that
(4.2.2) 0 ≤ pjk ≤
(
1− ǫ
n
)−1 1
ǫ(n− 1) for all j, k.
Furthermore, v is an eigenvector of P with eigenvalue (1− ǫ2 + ǫ/n)/(1− ǫ/n), so
(4.2.3) Pv = λv for λ =
(
1− ǫ
n
)−1 (
1− ǫ2 + ǫ
n
)
.
Let us bound the entries of a positive integer power P d =
(
p
(d)
jk
)
of P . Let
κ =
(
1− α
βn
)−1
β
α3/2(n− 1)3/2 and let y = κv, y = (η1, . . . , ηn) .
By (4.2.1) and (4.2.2), we have
(4.2.4) pjk ≤ ηj for all j, k.
Also, by (4.2.1) we have
(4.2.5) ηj ≤
(
1− ǫ
n
)−1 1
ǫ3/2(n− 1) for all j.
17
Furthermore, y is an eigenvector of P with eigenvalue λ defined by (4.2.3), and hence
y is an eigenvector of the d-th power P d =
(
p
(d)
jk
)
with eigenvalue λd. Combining
this with (4.2.4) and (4.2.5), for d ≥ 0 we obtain
p
(d+1)
jk =
n∑
m=1
p
(d)
jmpmk ≤
n∑
m=1
p
(d)
jmηm = λ
dηj ≤ λd
(
1− ǫ
n
)−1 1
ǫ3/2(n− 1) .
We note that for n > 2/ǫ we have 0 < λ < 1. Consequently, the series
(I + P )−1 = I +
+∞∑
d=1
(−1)dP d
converges absolutely and we can bound the entries of the matrix
R = (I +Q)−1 =
(
1− ǫ
n
)−1
(I + P )−1,
R = (rjk) by
|rjk| ≤
(
1− ǫ
n
)−2 1
ǫ3/2(n− 1)
1
1− λ if j 6= k and
|rjj − 1| ≤
(
1− ǫ
n
)−2 1
ǫ3/2(n− 1)
1
1− λ for j = 1, . . . , n.
We have
1
1− λ =
(
1− ǫ
n
)(
ǫ2 − 2ǫ
n
)−1
.
Since R is the covariance matrix of the Gaussian probability measure with density
proportional to e−ψ˜ , we obtain
(4.2.6)
∣∣∣E (τjτk; ψ˜)∣∣∣ ≤ n2
ǫ5/2(n− ǫ)(nǫ− 2)(n− 1) provided j 6= k and∣∣∣E (τ2j ; ψ˜)− 1∣∣∣ ≤ n2ǫ5/2(n− ǫ)(nǫ− 2)(n− 1) for j = 1, . . . , n.
Now we go back to the form ψ and the Gaussian probability measure with density
proportional to e−ψ . Since v is an eigenvector of both ψ and ψ˜, since L = u⊥ and
since ψ and ψ˜ coincide on L, for any linear functions ℓ1, ℓ2 : R
n −→ R, we have
(4.2.7)
E (ℓ1ℓ2; ψ) =E (ℓ1ℓ2; ψ|L) +E (ℓ1ℓ2; ψ| span(v))
=E
(
ℓ1ℓ2; ψ˜|L
)
+ E (ℓ1ℓ2; ψ| span(v))
=E
(
ℓ1ℓ2; ψ˜
)
− E
(
ℓ1ℓ2; ψ˜| span(v)
)
+ E (ℓ1ℓ2; ψ| span(v)) .
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We note that the gradient of the coordinate function τj restricted to span(v) is√
σj/ω. Since v is an eigenvector of ψ with eigenvalue 1 and an eigenvector of ψ˜
with eigenvalue 1− ǫ2/2, we have
E (τjτk; ψ| span(v)) =
√
σjσk
2ω
and
E
(
τjτk; ψ˜| span(v)
)
=
√
σjσk
(2− ǫ2)ω for all j, k.
By (4.2.1) we have
|E (τjτk; ψ| span(v))| ≤ 1
2ǫn
and
∣∣∣E (τjτk; ψ˜| span(v))∣∣∣ ≤ 1
ǫn
.
The proof now follows by (4.2.6) and (4.2.7). 
Now we are ready to prove Theorem 4.1.
Proof of Theorem 4.1. Let us define
ξ{j,k} = ζ{j,k} − ζ2{j,k} for all j 6= k
and let us choose α = δ − δ2 and β = 1/4 in Proposition 4.2. We define σj and ψ
as in Proposition 4.2 and consider a linear transformation
(τ1, . . . , τn) 7−→ (τ1√σ1, . . . , τn√σn) .
Then the push-forward of the Gaussian probability measure with density propor-
tional to e−q is the Gaussian probability measure with density proportional to e−ψ .
Therefore,
E (τjτk; q) =
1√
σjσk
E (τjτk; ψ) .
Since
σj ≥ δα(n− 1) for j = 1, . . . , n,
The proof follows by Proposition 4.2. 
We will need the following lemma.
(4.3) Lemma. Let q0 : R
n −→ R, n ≥ 2, be the quadratic form defined by the
formula
q0(t) =
1
2
∑
{j,k}
(τj + τk)
2
for t = (τ1, . . . , τn) .
Then the eigenspaces of q0 are as follows: the 1-dimensional eigenspace E1 with
eigenvalue n− 1 spanned by the vector u = (1, . . . , 1) and the (n− 1)-dimensional
eigenspace E2 = u
⊥ with eigenvalue (n− 2)/2.
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Proof. We have
∂
∂τk
q(t)
∣∣
t=u
= 2n− 2.
Hence the gradient of q0(t) at t = u is (2n − 2)u, so u is an eigenvector with
eigenvalue (n− 1). For t ∈ u⊥ we have τ1 + . . .+ τn = 0 and hence
∂
∂τk
q(t) =
∑
j: j 6=k
(τj + τk) = (n− 2)τk.
Therefore, the gradient of q0(t) at t ∈ u⊥ is (n−2)t, and so t is an eigenvector with
eigenvalue (n− 2)/2. 
5. The third degree term
The main result of this section is the following theorem.
(5.1) Theorem. For unordered pairs {j, k}, 1 ≤ j 6= k ≤ n, let u{j,k} be Gaussian
random variables such that
Eu{j,k} = 0 for all j, k.
Suppose further that for some θ > 0 we have
Eu2{j,k} ≤
θ
n
for all j, k
and that
∣∣Eu{j1,k1}u{j2,k2}∣∣ ≤ θn2 provided {j1, k1} ∩ {j2, k2} = ∅.
Let
U =
∑
{j,k}
u3{j,k}.
Then for some constant γ(θ) > 0 and any 0 < ǫ < 1/2 we have∣∣∣∣E exp {iU} − exp
{
−1
2
EU2
}∣∣∣∣ ≤ ǫ
provided
n ≥
(
1
ǫ
)γ(θ)
.
Furthermore,
EU2 ≤ γ(θ)
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for some γ(θ) > 0. Here i =
√−1.
We apply Theorem 5.1 in the following situation. Let q : Rn −→ R be the
quadratic form defined by (1.3.1).
Let us consider the Gaussian probability measure on Rn with density propor-
tional to e−q . We define random variables u{j,k} by
u{j,k}(t) =
3
√
1
6
ζ{j,k}
(
1− ζ{j,k}
) (
2ζ{j,k} − 1
)
(τj + τk) for t = (τ1, . . . , τn) .
Then for the function f(t) defined by (1.3.2) we have
f =
∑
{j,k}
u3{j,k}.
In this section, all implied constants in the “O” notation are absolute.
Our main tool is Wick’s formula for the expectation of the product of random
Gaussian variables.
(5.2) Wick’s formula. Let w1, . . . , wl be Gaussian random variables such that
Ew1 = . . . = Ewl = 0.
Then
E (w1 · · ·wl) =0 if l is odd and
E (w1 . . . wl) =
∑
(Ewi1wi2) · · ·
(
Ewil−1wil
)
if l = 2r is even,
where the sum is taken over all (2r)!/r!2r unordered partitions of the set of indices
{1, . . . , l} into r = l/2 pairwise disjoint unordered pairs {i1, i2} , . . . , {il−1, il}, see
for example, [Zv97]. Such a partition is called a matching of the random variables
w1, . . . , wl and we say that wi and wj are matched if they form a pair in the
matching.
In particular,
(5.2.1) Ew2r =
(2r)!
r!2r
(
Ew2
)r
for a centered Gaussian random variable w. We will also use that
(5.2.2) Ew31w
3
2 = 9
(
Ew21
) (
Ew22
)
(Ew1w2) + 6 (Ew1w2)
3
and later in Section 6 that
(5.2.3)
cov
(
w41, w
4
2
)
=E
(
w41w
4
2
)− (Ew41) (Ew42)
=72 (Ew1w2)
2 (
Ew21
) (
Ew22
)
+ 24 (Ew1w2)
4
.
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(5.3) Representing monomials by graphs. Let x{j,k} : 1 ≤ j 6= k ≤ n be
formal commuting variables. We interpret a monomial in x{j,k} as a weighted graph
as follows. Let Kn be the complete graph with vertices 1, . . . , n and edges {j, k}
for 1 ≤ j 6= k ≤ n. A weighted graph G is a set of edges {j, k} of Kn with positive
integer weights α{j,k} on them. The set of vertices of G consists of all vertices of
the edges of G. With G, we associate a monomial
mG(x) =
∏
{j,k}∈G
x
α{j,k}
{j,k} .
The weight of G is the degree of mG(x), that is,
∑
{j,k}∈G α{j,k}. We observe that
for any p there are not more than rO(r)np distinct weighted graphs G of weight 2r
on p vertices.
In what follows, given a set of random variables, we construct auxiliary Gaussian
random variables with the same matrix of covariances. This is always possible since
the matrix of covariances is positive semi-definite.
Our proof of Theorem 5.1 is based on the following combinatorial lemma.
(5.4) Lemma. For the Gaussian random variables u{j,k} of Theorem 5.1, let us
introduce auxiliary Gaussian random variables v{j,k} such that
E v{j,k} =0 for all 1 ≤ j 6= k ≤ n and
E v{j1,k1}v{j2,k2} =Eu
3
{j1,k1}u
3
{j2,k2} for all 1 ≤ j1 6= k1, j2 6= k2 ≤ n.
Given a weighted graph G of weight 2r, r > 1, let us represent it as a vertex-disjoint
union
G = G0 ∪G1,
where G0 consists of s isolated edges of weight 1 each and G1 is a graph with no
isolated edges of weight 1 (we may have s = 0 and G0 empty).
Then
(1) We have∣∣∣EmG (u3{j,k} : 1 ≤ j 6= k ≤ n)∣∣∣ , ∣∣EmG (v{j,k} : 1 ≤ j 6= k ≤ n)∣∣ ≤ rO(r)θ3rn3r+s/2
if s is even and∣∣∣EmG (u3{j,k} : 1 ≤ j 6= k ≤ n)∣∣∣ , ∣∣EmG (v{j,k} : 1 ≤ j 6= k ≤ n)∣∣ ≤ rO(r)θ3rn3r+(s+1)/2
if s is odd.
(2) If s is even and G1 is a vertex-disjoint union of r − s/2 connected com-
ponents, each consisting of a pair of edges of weight 1 sharing exactly one
common vertex, then∣∣∣EmG (u3{j,k} : 1 ≤ j 6= k ≤ n)− EmG (v{j,k} : 1 ≤ j 6= k ≤ n)∣∣∣ ≤ rO(r)θ3rn3r+s/2+1 .
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(3) If s is even and G1 is a vertex-disjoint union of r − s/2 connected com-
ponents, each consisting of a pair of edges of weight 1 sharing exactly one
common vertex, then G has precisely 3r + s/2 vertices. In all other cases,
G has strictly fewer than 3r + s/2 vertices.
Proof. If {j1, k1}∩{j2, k2} = ∅ we say that the pair of variables u{j1,k1}, u{j2,k2} and
the pair of variables v{j1,k1}, v{j2,k2} are weakly correlated. If {j1, k1}∩{j2, k2} 6= ∅
we say that the pairs of variables are strongly correlated. Pairs of variables indexed
by edges in different connected components of G are necessarily weakly correlated.
To prove Part (1) we use Wick’s formula of Section 5.2. By (5.2.2), we obtain
(5.4.1)
E
(
v{j1,k1}v{j2,k2}
)
= O
(
θ3
n4
)
if the pair v{j1,k1}, v{j2,k2}
is weakly correlated,
E
(
v{j1,k1}v{j2,k2}
)
= O
(
θ3
n3
)
if the pair v{j1,k1}, v{j2,k2}
is strongly correlated.
Since for each isolated edge {j1, k1} ∈ G0 variable v{j1,k1} has to be matched with
variable v{j2,k2} indexed by an edge {j2, k2} in a different connected component,
we conclude that every matching of the set
(5.4.2)
{
v{j,k} : {j, k} ∈ G
}
contains at least s/2 weakly correlated pairs and hence
∣∣EmG (v{j,k} : 1 ≤ j 6= k ≤ n)∣∣ ≤ rO(r)( θ3
n4
)s/2(
θ3
n3
)r−s/2
.
Moreover, if s is odd, then the number of weakly correlated pairs is at least (s+1)/2
and hence
∣∣EmG (v{j,k} : 1 ≤ j 6= k ≤ n)∣∣ ≤ rO(r)( θ3
n4
)(s+1)/2(
θ3
n3
)r−(s+1)/2
.
Similarly, since for each isolated edge {j1, k1} ∈ G0 at least one copy of the variable
u{j1,k1} has to be matched with a copy of variable u{j2,k2} indexed by an edge in a
different connected component, we conclude that every matching of the multiset
(5.4.3)
{
u{j,k}, u{j,k}, u{j,k} : {j, k} ∈ G
}
contains at least s/2 weakly correlated pairs, and hence
∣∣∣EmG (u3{j,k} : 1 ≤ j 6= k ≤ n)∣∣∣ ≤ rO(r)
(
θ
n2
)s/2(
θ
n
)3r−s/2
.
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Moreover, if s is odd, then the number of weakly correlated pairs is at least (s+1)/2
and hence∣∣∣EmG (u3{j,k} : 1 ≤ j 6= k ≤ n)∣∣∣ ≤ rO(r)
(
θ
n2
)(s+1)/2(
θ
n
)3r−(s+1)/2
.
This concludes the proof of Part (1).
To prove Part (2), let us define Σv(G) as the sum in the Wick’s formula for
EmG
(
v{j,k} : 1 ≤ j 6= k ≤ n
)
taken over all matchings of the set (5.4.2) of the
following structure: we split the edges of G into r pairs, pairing each isolated edge
with another isolated edge and pairing each edge in a connected component of G
consisting of two edges with the remaining edge in the same connected component.
Then we match every variable v{j1,k1} with the variable v{j2,k2} such that {j1, k1}
is paired with {j2, k2}. Reasoning as in the proof of Part (1), we conclude that∣∣EmG (v{j,k} : 1 ≤ j 6= k ≤ n)− Σv(G)∣∣ ≤ rO(r)θ3r
n3r+s/2+1
,
since every matching of the set (5.4.2) which is not included in Σv(G) contains at
least s/2 + 1 weakly correlated pairs.
Similarly, let us define Σu(G) as the sum in the Wick’s formula for
EmG
(
u3{j,k} : 1 ≤ j 6= k ≤ n
)
taken over all matchings of the multiset (5.4.3) of
the following structure: we split the edges of G into r pairs as above and match
every copy of variable u{j1,k1} with a copy of variable u{j2,k2} indexed by an edge in
the same pair (in particular, we may match copies of the same variable). Reasoning
as in the proof of Part (1), we conclude that∣∣∣EmG (u3{j,k} : 1 ≤ j 6= k ≤ n)− Σu(G)∣∣∣ ≤ rO(r)θ3rn3r+s/2+1 ,
since every matching of the multiset (5.4.3) which is not included in Σu(G) contains
at least s/2 + 1 weakly correlated pairs.
The proof of Part (2) follows since
Σu(G) = Σv(G)
by Wick’s formula.
To prove Part (3), we note that a connected weighted graph G of weight e
contains a spanning tree with at most e edges and hence has at most e+1 vertices.
In particular, a connected graph G of weight e contains fewer than 3e/2 vertices
unless G is an isolated edge of weight 1 or a pair of edges of weight 1 each, sharing
one common vertex. Therefore, G has at most
2s+
3
2
(2r − s) = 3r + s
2
vertices and strictly fewer vertices, unless s is even and the connected components
of G1 are pairs of edges of weight 1 each sharing one common vertex. 
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(5.5) Proof of Theorem 5.1. Let v{j,k} be Gaussian random variables defined
in Lemma 5.4 and let
V =
∑
{j,k}
v{j,k}.
Since there are O
(
n3
)
strongly correlated pairs vj1,k1 , vj2,k2 and there are O
(
n4
)
weakly correlated pairs, by (5.4.1) we have
(5.5.1) EV 2 = EU2 = O
(
θ3
)
.
Since V is a Gaussian random variable, we have
(5.5.2) E eiV = exp
{
−1
2
EV 2
}
= exp
{
−1
2
EU2
}
.
Our goal is to show that E eiV and E eiU are asymptotically equal as n −→ +∞.
By symmetry, the odd moments of U and V are 0:
(5.5.3) EUk = EV k = 0 if k > 0 is odd.
The even moments of U and V can be expressed as
EU2r =
∑
G
aGEmG
(
u3{j,k} : 1 ≤ j 6= k ≤ n
)
EV 2r =
∑
G
aGEmG
(
v{j,k} : 1 ≤ j 6= k ≤ n
)
,
where the sum is taken over all weighted graphs G of weight 2r and
1 ≤ aG ≤ (2r)!.
Let G2r be the set of weighted graphs G of weight 2r whose connected components
are an even number s of isolated edges of weight 1 and r − s/2 pairs of edges of
weight 1 sharing one common vertex. Since there are no more than rO(r)np distinct
weighted graphs of weight 2r with p vertices, by Parts (1) and (3) of Lemma 5.4,
we have∣∣∣∣∣EU2r − ∑
G∈G2r
aGEmG
(
u3{j,k} : 1 ≤ j 6= k ≤ n
)∣∣∣∣∣ ≤ r
O(r)θ3r
n
and
∣∣∣∣∣EV 2r − ∑
G∈G2r
aGEmG
(
v{j,k} : 1 ≤ j 6= k ≤ n
)∣∣∣∣∣ ≤ r
O(r)θ3r
n
.
Therefore, by Part (2) of Lemma 5.4,
(5.5.4)
∣∣EU2r − EV 2r∣∣ ≤ rO(r)θ3r
n
.
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From Taylor’s Theorem∣∣∣∣∣eix −
2r−1∑
s=0
is
xs
s!
∣∣∣∣∣ ≤ x
2r
(2r)!
for x ∈ R,
it follows that
∣∣E eiU −E eiV ∣∣ ≤ EU2r
(2r)!
+
EV 2r
(2r)!
+
2r−1∑
s=0
|EUs −EV s|
s!
.
From (5.5.1) and (5.2.1) we deduce that for a positive integer r we have
EV 2r ≤ (2r)!2
O(r)θ3r
r!
.
Therefore, by (5.5.4)
(5.5.5)
∣∣E eiU −E eiV ∣∣ ≤ 2O(r)θ3r
r!
+
rO(r)θ3r
n
.
Given 0 ≤ ǫ ≤ 1/2, one can choose a positive integer r such that
r ln r = O
(
θ2 ln
1
ǫ
)
so that the first term in the right hand side of (5.5.5) does not exceed ǫ/2. It follows
then that for all
n ≥
(
1
ǫ
)γ(θ)
we have ∣∣E eiU −E eiV ∣∣ ≤ ǫ,
and the proof follows by (5.5.2). 
6. The fourth degree term
The main result of this section is the following theorem.
(6.1) Theorem. For unordered pairs {j, k}, 1 ≤ j 6= k ≤ n, let w{j,k} be Gaussian
random variables such that
Ew{j,k} = 0 for all j, k,
and let σ{j,k} ∈ {−1, 1} be numbers.
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Suppose further that for some θ > 0 we have
Ew2{j,k} ≤
θ
n
for all j, k,
and that
∣∣Ew{j1,k1}w{j2,k2}∣∣ ≤ θn2 provided {j1, k1} ∩ {j2, k2} = ∅.
Let
W =
∑
{j,k}
σ{j,k}w4{j,k}.
Then for some constant γ(θ) > 0 we have
(1)
E |W | ≤ γ(θ);
(2)
varW ≤ γ(θ)
n
;
(3)
P
{
|W | > γ(θ)
}
≤ exp
{
−n1/5
}
provided n ≥ γ1(θ) for some constant γ1(θ) > 0.
We apply Theorem 6.1 in the following situation. Let q : Rn −→ R be the
quadratic form defined by (1.3.1). Let us consider the Gaussian probability measure
on Rn with density proportional to e−q. We define random variables w{j,k} by
w{j,k}(t) =
4
√
1
24
ζ{j,k}
(
1− ζ{j,k}
) ∣∣∣6ζ2{j,k} − 6ζ{j,k} + 1∣∣∣ (τj + τk)
for t = (τ1, . . . , τn)
and let
σ{j,k} = sign
(
6ζ2{j,k} − 6ζ{j,k} + 1
)
.
Then for the function h defined by (1.3.2), we have
h =
∑
{j,k}
σ{j,k}w4{j,k}.
While the proof of Parts (1)–(2) is done by a straightforward computation, to
prove Part (3) we need reverse Ho¨lder inequalities for polynomials with respect to
the Gaussian measure.
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(6.2) Lemma. Let p be a polynomial of degree d in random Gaussian variables
w1, . . . , wl. Then for r > 2 we have
(E |p|r)1/r ≤ rd/2 (E p2)1/2 .
Proof. This is Corollary 5 of [Du87]. 
(6.3) Proof of Theorem 6.1. All implied constants in the “O” notation below
are absolute.
By formula (5.2.1),
Ew4{j,k} = 3
(
Ew2{j,k}
)2
= O
(
θ2
n2
)
and hence
E |W | = O (θ2)
and Part (1) follows. Furthermore,
varW =
∑
{j1,k1}
{j2,k2}
σ{j1,k1}σ{j2,k2}cov
(
w4{j1,k1}, w
4
{j2,k2}
)
.
By (5.2.3) we have
cov
(
w4{j1,k1}, w
4
{j2,k2}
)
= O
(
θ4
n4
)
and, additionally,
cov
(
w4{j1,k1}, w
4
{j2,k2}
)
= O
(
θ4
n6
)
provided {j1, k1} ∩ {j2, k2} = ∅.
Therefore,
(6.3.1) varW = O
(
θ4
n
)
,
which proves Part (2).
Finally, applying Lemma 6.2 with d = 4 we deduce from (6.3.1) that for any
r > 2
E |W − EW |r ≤ r2rn−r/22O(r)θ2r.
Choosing r = n1/5, we conclude that for all sufficiently large n ≥ n0(θ) we have
E |W − EW |r ≤ exp
{
−n1/5
}
.
By Markov’s inequality, we obtain
P
{
|W − EW | > 1
}
≤ exp
{
−n1/5
}
for all sufficiently large n and the proof follows from Part (1). 
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7. Computing the integral over a neighborhood of the origin
We consider the integral ∫
Π
F (t) dt
of Corollary 3.3. Hence
F (t) = exp
{
−i
n∑
m=1
dmτm
} ∏
{j,k}
(
1− ζ{j,k} + ζ{j,k}ei(τj+τk)
)
for t = (τ1, . . . , τn) ,
where D = (d1, . . . , dn) is a given degree sequence, z =
(
ζ{j,k}
)
is the maximum
entropy matrix and Π is the parallelepiped [−π, π]n. We recall that the quadratic
form q : Rn −→ R is defined by
q(t) =
1
2
∑
{j,k}
(
ζ{j,k} − ζ2{j,k}
)
(τj + τk)
2
for t = (τ1, . . . , τn) .
In this section, we prove the following main result.
(7.1) Theorem. Let us fix a number 0 < δ ≤ 1/2 and suppose that
δ ≤ ζ{j,k} ≤ 1− δ for all j 6= k.
Let f, h : Rn −→ R be polynomials defined by (1.3.2). Let us define a neighborhood
of the origin U ⊂ Π by
U =
{
(τ1, . . . , τn) : |τk| ≤ lnn√
n
for k = 1, . . . , n
}
.
Let
Ξ =
∫
Rn
e−q(t) dt
and let us consider the Gaussian probability measure in Rn with density Ξ−1e−q.
Let
µ = E f2 and ν = Eh.
Then
(1)
Ξ ≥
(
4π
n
)n/2
;
(2)
µ, |ν|, E |h| ≤ γ(δ)
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for some constant γ(δ) > 0;
(3) For any 0 < ǫ ≤ 1/2∣∣∣∣
∫
U
|F (t)| dt− exp{ν} Ξ
∣∣∣∣ ≤ ǫ Ξ
provided
n ≥
(
1
ǫ
)γ(δ)
for some constant γ(δ) > 0;
(4) For any 0 < ǫ ≤ 1/2∣∣∣∣
∫
U
F (t) dt− exp
{
−µ
2
+ ν
}
Ξ
∣∣∣∣ ≤ ǫ Ξ
provided
n ≥
(
1
ǫ
)γ(δ)
for some γ(δ) > 0.
Proof.
In what follows, all constants implied in the “O” and “Ω” notation depend only
on the parameter δ.
Let
q0(t) =
1
2
∑
{j,k}
(τj + τk)
2
for t = (τ1, . . . , τn)
as in Lemma 4.3. Then q(t) ≤ 14q0(t) and hence
∫
Rn
e−q dt ≥
∫
Rn
e−
1
4
q0(t) dt = πn/2
√
4
n− 1
(
8
n− 2
)n−1
2
≥
(
4π
n
)n/2
,
which proves Part (1).
Let us think of the coordinate functions τj as random variables with respect to
the Gaussian probability measure with density proportional to e−q .
By Theorem 4.1, we have
(7.1.1)
|E τjτk| = O
(
1
n2
)
provided j 6= k and
E τ2j = O
(
1
n
)
for j = 1, . . . , n.
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For an unordered pair 1 ≤ j 6= k ≤ n, let us define
u{j,k} =
3
√
1
6
ζ{j,k}
(
1− ζ{j,k}
) (
2ζ{j,k} − 1
)
(τj + τk) .
Then
f =
∑
{j,k}
u3{j,k}.
Similarly, let us define
w{j,k} =
4
√
1
24
ζ{j,k}
(
1− ζ{j,k}
) ∣∣∣6ζ2{j,k} − 6ζ{j,k} + 1∣∣∣ (τj + τk) and
σ{j,k} =sign
(
6ζ2{j,k} − 6ζ{j,k} + 1
)
.
Then
h =
∑
{j,k}
σ{j,k}w4{j,k}.
By (7.1.1) the random variables u{j,k} satisfy the conditions of Theorem 5.1 and
hence the upper bound for µ = E f2 follows by Theorem 5.1. Similarly, by (7.1.1)
the random variables w{j,k} satisfy the conditions of Theorem 6.1 and hence the
upper bound for |ν| = Eh and E |h| follows by Part (1) of Theorem 6.1. This
concludes the proof of Part (2) of the theorem.
By Lemma 4.3, eigenvalues of q are Ω(n) from which it follows that
(7.1.2)
∣∣∣∣∣
∫
Rn\U
e−q(t) dt
∣∣∣∣∣ ≤ exp{−Ω (ln2 n)}Ξ.
From Theorem 5.1, we have∣∣∣∣
∫
Rn
e−q(t)+if(t) dt− exp
{
−µ
2
}
Ξ
∣∣∣∣ ≤ ǫ Ξ
provided n ≥
(
1
ǫ
)O(1)
,
which, combined with (7.1.2), results in
(7.1.3)
∣∣∣∣
∫
U
e−q(t)+if(t) dt− exp
{
−µ
2
}
Ξ
∣∣∣∣ ≤ ǫ Ξ
provided n ≥
(
1
ǫ
)O(1)
.
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By Part (2) of Theorem 6.1 and Chebyshev’s inequality, we have
(7.1.4) P
{
|h− ν| > ǫ
}
= O
(
1
ǫ2n
)
,
while by Part (3) of Theorem 6.1, we have
(7.1.5) P
{
h > γ(δ)
}
= O
(
exp
{
−n1/5
})
for some constant γ(δ) > 0. In addition,
(7.1.6) |h(t)| = O (ln4 n) for t ∈ U .
Combining (7.1.4)–(7.1.6) and Part (2) of the theorem, we deduce from (7.1.2) and
(7.1.3) that
(7.1.7)
∣∣∣∣
∫
U
e−q(t)+h(t) dt− exp {ν}Ξ
∣∣∣∣ ≤ ǫ Ξ
and∣∣∣∣
∫
U
e−q(t)+if(t)+h(t) dt− exp
{
−µ
2
+ ν
}
Ξ
∣∣∣∣ ≤ ǫ Ξ
provided n ≥
(
1
ǫ
)O(1)
.
From the Taylor series expansion, cf. (3.2), we obtain
F (t) = exp
{
−q(t) + if(t) + h(t) + ρ(t)
}
, where
|ρ(t)| = O
(
ln5 n√
n
)
for t ∈ U .
Therefore, for any ǫ > 0 we have∣∣∣|F (t)| − e−q(t)+h(t)∣∣∣ ≤ ǫ e−q(t)+h(t) and∣∣∣F (t)− e−q(t)+if(t)+h(t)∣∣∣ ≤ ǫ e−q(t)+h(t) for all t ∈ U
provided n ≥
(
1
ǫ
)O(1)
.
The proof of Parts (3) and (4) now follows from (7.1.7) and Part (2). 
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8. Bounding the integral outside of the special points
We consider the integral representation of Corollary 3.3. Our goal is to show
that the integral of F (t) for t outside of the neighborhood of the special points
(0, . . . , 0) and (±π, . . . ,±π)
is asymptotically negligible.
In this section, we prove the following main result.
(8.1) Theorem. Let us fix a number 0 < δ ≤ 1/2 and let D = (d1, . . . , dn) be a
δ-tame degree sequence. Let us define subsets U ,W ⊂ Π by
U =
{
(τ1, . . . , τn) : |τj | ≤ lnn√
n
for j = 1, . . . , n
}
and
W =
{
(τ1, . . . , τn) : |τj − σjπ| ≤ lnn√
n
for some σj = ±1
and all j = 1, . . . , n
}
.
Then for any κ > 0 ∫
Π\(U∪W)
|F (t)| dt ≤ n−κ
∫
U
|F (t)| dt
provided n > γ(δ, κ).
The plan of the proof of Theorem 8.1 is as follows: first, using some combinatorial
arguments we show that for any positive constant ǫ > 0 the integral is asymptoti-
cally negligible outside of the areas where |τj| ≤ ǫ for all j or where |τj − σjπ| ≤ ǫ
for some σj = ±1 and all j. Then we note that |F (t)| is log-concave for t in
a neighborhood of the origin and use a concentration inequality for log-concave
measures.
We introduce the following metric ρ.
(8.2) Metric ρ. Let us define a function ρ : R −→ [0, π] as follows:
ρ(x) = min
k∈Z
|x− 2πk|.
In words: ρ(x) is the distance from x to the nearest integer multiple of 2π. Clearly,
ρ(−x) = ρ(x) and ρ(x+ y) ≤ ρ(x) + ρ(y)
for all x, y ∈ R.
We will use that
(8.2.1) 1− 1
2
ρ2(x) ≤ cosx ≤ 1− 1
5
ρ2(x).
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(8.3) The absolute value of F (t). Let
α{j,k} = 2ζ{j,k}
(
1− ζ{j,k}
)
for all j 6= k.
If D is δ-tame, we have
(8.3.1) 2δ2 ≤ α{j,k} ≤ 1
2
for all j 6= k.
We have
|F (t)| =

∏
{j,k}
(
1− α{j,k} + α{j,k} cos (τj + τk)
)1/2 .
For 1 ≤ j 6= k ≤ n let us define a function of τ ∈ R,
f{j,k}(τ) =
√
1− α{j,k} + α{j,k} cos τ ,
so
(8.3.2) |F (t)| =
∏
{j,k}
f{j,k} (τj + τk) .
We note that
f{j,k}(0) = 1.
It follows by (8.2.1) and (8.3.1) that for ǫ > 0
(8.3.3)
f{j,k}(x) ≤ exp
{−γ(δ, ǫ)}f{j,k}(y)
provided ρ(x) ≥ 2ǫ and ρ(y) ≤ ǫ
for some γ(ǫ, δ) > 0. Furthermore,
d2
dτ2
ln f{j,k}(τ) = −
α{j,k}
(
α{j,k} + cos τ − α{j,k} cos τ
)
2
(
1− α{j,k} + α{j,k} cos τ
)2 .
In particular, by (8.3.1)
d2
dτ2
ln f{j,k}(τ) ≤ −δ
2
2
for − π
3
≤ τ ≤ π
3
and hence ln f{j,k} is strictly concave on the interval [−π/3, π/3]:
(8.3.4)
ln f{j,k}(x) + ln f{j,k}(y)− 2 ln f{j,k}
(
x+ y
2
)
≤ −δ
2
8
|x− y|2
for all x, y ∈ [−π/3, π/3].
In what follows, we fix a particular parameter ǫ > 0. All implied constants in
the “O” and “Ω” notation below may depend only on the parameters δ and ǫ. We
say that n is sufficiently large if n ≥ γ(δ, ǫ) for some constant γ(δ, ǫ) > 0.
Our first goal is to show that only the points t ∈ Π for which the inequality
ρ (τj + τk) ≤ ǫ holds for an overwhelming majority of pairs {j, k} contribute signif-
icantly to the integral of |F (t)| on Π.
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(8.4) Lemma. For t ∈ Π, t = (τ1, . . . , τn), and ǫ > 0 let us define a set K(t, ǫ) ⊂
{1, . . . , n} consisting of the indices k such that
ρ (τj + τk) ≤ ǫ
for more than n/2 distinct indices j. Let K(t, ǫ) = {1, . . . , n} \K(t, ǫ). Then
(1)
|F (t)| ≤ exp
{
−γ(δ)ǫ2n|K(t, ǫ)|
}
for some γ(δ) > 0;
(2)
ρ (τk1 − τk2) ≤ 2ǫ for all k1, k2 ∈ K(t, ǫ);
(3) Suppose that |K(t, ǫ)| > n/2. Then
ρ (τk1 + τk2) ≤ 3ǫ for all k1, k2 ∈ K(t, ǫ).
Proof. For every k ∈ K(t, ǫ) there are at least (n− 2)/2 distinct j 6= k for which
(8.4.1) ρ (τj + τk) > ǫ
and so by (8.2.1) we have
cos (τj + τk) ≤ 1− 1
5
ǫ2.
Since there are at least |K(t, ǫ)|(n − 2)/4 pairs {j, k} for which (8.4.1) holds, the
proof of Part (1) follows from (8.3.2) and (8.3.3).
For any k1, k2 ∈ K there is j ∈ {1, . . . , n} such that
ρ (τj + τk1) , ρ (τj + τk2) ≤ ǫ.
Therefore,
ρ (τk1 − τk2) =ρ (τj + τk1 − τk2 − τj) ≤ ρ (τj + τk1) + ρ (−τj − τk2)
=ρ (τj + τk1) + ρ (τj + τk2) ≤ 2ǫ
and Part (2) follows.
Let us choose a k1 ∈ K(t, ǫ). Since |K(t, ǫ)| > n/2, there is a j ∈ K(t, ǫ) such
that
ρ (τj + τk1) ≤ ǫ.
By Part (2), for any k2 ∈ K(t, ǫ) we have
ρ (τk1 + τk2) = ρ (−τj + τk1 + τj + τk2) ≤ ρ (τj + τk1) + ρ (−τj + τk2)
≤ 3ǫ
and Part (3) follows. 
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(8.5) Corollary. For an ǫ > 0 let us define a set V (ǫ) ⊂ Π consisting of the points
t ∈ Π such that
K(t, ǫ) ≤ ln2 n,
where K(t, ǫ) is defined in Lemma 8.4. Then∫
Π\V (ǫ)
|F (t)| dt ≤ n−n
∫
Π
|F (t)| dt
provided n ≥ γ(δ, ǫ) for some constant γ(δ, ǫ) > 0.
Proof. By Parts (1)–(3) of Theorem 7.1 we have∫
Π
|F (t)| dt ≥ Ω
(
n−n/2
)
.
The proof now follows by Part (1) of Lemma 8.4. 
Next, we show that only the points t ∈ Π such that ρ (τj + τk) ≤ ǫ for all
1 ≤ j, k ≤ n contribute substantially to the integral of |F (t)| on Π.
(8.6) Lemma. For ǫ > 0 let us define a set X(ǫ) ⊂ Π,
X(ǫ) =
{
t ∈ Π, t = (τ1, . . . , τn) : ρ (τj + τk) ≤ ǫ for all j, k
}
.
Then ∫
Π\X(ǫ)
|F (t)| dt ≤ exp{−γ1(δ, ǫ)n}∫
Π
|F (t)| dt
for all n ≥ γ2(δ, ǫ) for some constants γ1(δ, ǫ), γ2(δ, ǫ) > 0.
Proof. Let us consider the set V (ǫ/60) ⊂ Π and n large enough so that the con-
clusion of Corollary 8.5 holds, that is, the integral of |F (t)| over Π \ V (ǫ/60) is
asymptotically negligible. For a set A ⊂ {1, . . . , n} such that
|A| ≤ ln2 n,
let us define a set PA ⊂ Π (we call it a piece) such that
ρ (τj − τk) ≤ ǫ/30 and ρ (τj + τk) ≤ ǫ/20 for all j, k ∈ A.
If n is large enough, by Lemma 8.4 for every t ∈ V (ǫ/60) we can choose A = K(t, ǫ),
so we have
(8.6.1) V (ǫ/60) ⊂
⋃
A: |A|≤ln2 n
PA.
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Our next goal is to show that the integral of |F (t)| over PA \ X(ǫ) is negligible
compared to the integral of |F (t)| over PA.
Let us choose a point t ∈ PA \X(ǫ). Thus we have
ρ (τi0 + τj0) > ǫ for some i0, j0.
Let us choose any k0 ∈ A. Then
ρ (τi0 + τj0) = ρ (τi0 + τj0 + τk0 − τk0) ≤ ρ (τi0 + τk0) + ρ (τj0 − τk0) .
Hence we have either
ρ (τi0 + τk0) > ǫ/2 or ρ (τj0 − τk0) > ǫ/2.
In the first case, for every k ∈ A we have
ρ (τi0 + τk0) =ρ (τi0 + τk0 + τk − τk) ≤ ρ (τi0 + τk) + ρ (τk0 − τk)
≤ ρ (τi0 + τk) + ǫ/30,
from which
ρ (τi0 + τk) ≥ ǫ/2− ǫ/30 = 7ǫ/15.
In the second case, for every k ∈ A, we have
ρ (τj0 − τk0) =ρ (τj0 − τk0 + τk − τk) ≤ ρ (τj0 + τk) + ρ (−τk0 − τk)
=ρ (τj0 + τk) + ρ (τk0 + τk) ≤ ρ (τj0 + τk) + ǫ/20,
from which
ρ (τj0 + τk) > ǫ/2− ǫ/20 = 9ǫ/20.
In either case, for any t ∈ PA \X(ǫ), t = (τ1, . . . , τn), there exists an index i /∈ A
such that
ρ (τi + τk) > 0.45ǫ for all k ∈ A.
For i /∈ A, we define
(8.6.2) QA,i =
{
t ∈ PA : ρ (τi + τk) > 0.45ǫ for all k ∈ A
}
.
Hence
PA \X(ǫ) ⊂
⋃
i∈A
QA,i.
Given a point t ∈ PA, we obtain another point in PA if we arbitrarily change the
coordinate τi ∈ [−π, π] for i ∈ A. We obtain a fiber E ⊂ PA if we fix all other
coordinates and let τi ∈ [−π, π] vary. Geometrically, each fiber E is an interval
of length 2π. Let us construct a set I ⊂ E as follows. We choose an arbitrary
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k0 ∈ A and let τi vary in such a way that ρ (τk0 + τi) ≤ 0.05ǫ. Geometrically, I is
an interval of length 0.1ǫ or a union of two non-overlapping intervals of total length
0.1ǫ. Moreover,
ρ (τk + τi) ≤ ρ (τk0 + τi) + ρ (τk − τk0) ≤ 0.05ǫ+ 0.05ǫ = 0.1ǫ
for all k ∈ A and all τ ∈ I.
Using (8.3.2) and (8.3.3), we conclude from (8.6.2) that for any t ∈ QA,i∩E and
for any s ∈ PA ∩ I we have
|F (t)| ≤ exp{−Ω(n)}|F (s)|
provided n is large enough. Therefore,∫
E∩QA,i
|F (t)| dt ≤ exp{−Ω(n)}∫
E
|F (t)| dt
for all sufficiently large n.
Integrating over all fibers E, we establish that∫
QA,i
|F (t)| dt ≤ exp{−Ω(n)}∫
PA
|F (t)| dt
for all sufficiently large n. Since the number of different subsets A ⊂ {1, . . . , n}
with |A| ≤ ln2 n in (8.6.1) does not exceed exp{O (ln3 n)}, the proof follows. 
Next, we prove that only the points in the neighborhood of the origin or the
corners of Π contribute significantly to the integral of |F (t)| over Π.
(8.7) Lemma. For 0 < ǫ < 1, let X(ǫ) be the set defined in Lemma 8.6. Let us
define Y (ǫ), Z(ǫ) ⊂ Π by
Y (ǫ) =
{
t ∈ Π : t = (τ1, . . . , τn) , |τi| ≤ ǫ/2 for i = 1, . . . , n
}
and
Z(ǫ) =
{
t ∈ Π : t = (τ1, . . . , τn) , |τi − σiπ| ≤ ǫ/2 for some σi = ±1
and all i = 1, . . . , n
}
.
Then
X(ǫ) = Y (ǫ) ∪ Z(ǫ) and Y (ǫ) ∩ Z(ǫ) = ∅.
Moreover, ∫
Y (ǫ)
|F (t)| dt =
∫
Z(ǫ)
|F (t)| dt.
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Proof. Let us pick a point t ∈ X(ǫ). Then for each k we have ρ (2τk) ≤ ǫ and hence
either
|τk| ≤ ǫ/2 or |τk − π| ≤ ǫ/2 or |τk + π| ≤ ǫ/2.
Since ρ (τk + τj) ≤ ǫ for all k, j, we conclude that if |τk| ≤ ǫ/2 for some k then
|τk| ≤ ǫ/2 for all k. Hence X(ǫ) ⊂
(
Y (ǫ) ∪ Z(ǫ)). The inclusion (Z(ǫ) ∪ Y (ǫ)) ⊂
X(ǫ) is obvious. Since ǫ < 1, we have Y (ǫ) ∩ Z(ǫ) = ∅.
The set Z(ǫ) is a union of 2n pairwise disjoint corners, where each corner is de-
termined by a choice of the interval [−π,−π+ǫ/2] or [π−ǫ/2, π] for each coordinate
τi. The transformation
τk 7−→
{
τk + π if τk ∈ [−π,−π + ǫ/2]
τk − π if τk ∈ [π − ǫ/2, π]
is a volume-preserving transformation which maps Z(ǫ) onto X(ǫ) and does not
change the value of |F (t)|. 
Finally, we will use that |F (t)| is strictly log-concave on the set Y (1). For
Euclidean space V with the norm ‖ · ‖, a point x ∈ V and a closed set A ⊂ V we
define the distance
dist(x,A) = min
y∈A
‖x− y‖.
We will need the following concentration inequality for strictly log-concave mea-
sures.
(8.8) Theorem. Let V be Euclidean space with the norm ‖ · ‖, let B ⊂ V be a
convex body and let us consider a probability measure supported on B with density
e−u, where u : B −→ R is a function satisfying
u(x) + u(y)− 2u
(
x+ y
2
)
≥ c‖x− y‖2 for all x, y ∈ B
and some constant c > 0.
Let A ⊂ B be a closed subset such that P (A) ≥ 1/2. Then, for r ≥ 0, we have
P
{
x ∈ B : dist(x,A) ≥ r
}
≤ 2e−cr2 .
Proof. See Section 2.2 of [Le01] and Theorem 8.1 and its proof in [Ba97]. 
(8.9) Lemma. Let Y (1) ⊂ Π be the set defined by
Y (1) =
{
t ∈ Π, t = (τ1, . . . , τn) : |τi| ≤ 1
2
for i = 1, . . . , n
}
.
Let U ⊂ Π be the set
U =
{
t ∈ Π, t = (τ1, . . . , τn) : |τi| ≤ lnn√
n
for i = 1, . . . , n
}
.
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Then for any κ > 0 we have
∫
Y (1)\U
|F (t)| dt ≤ n−κ
∫
Y (1)
|F (t)| dt,
provided n ≥ γ(δ, κ) is big enough. 
Proof. Let us consider the probability measure on Y (1) with density proportional
to |F (t)|. Let us consider a map M : Rn −→ R(n2), where the coordinates of R(n2)
are indexed by unordered pairs {j, k} and
M{j,k} (τ1, . . . , τn) = τj + τk.
By Lemma 4.3,
‖M(t)‖2 ≥ (n− 2)‖t‖2 for all t ∈ Rn.
Since from Section 8.3,
ln |F (t)| = 1
2
∑
{j,k}
ln f{j,k} (τj + τk) ,
it follows by (8.3.4) that for any constant a and
u(t) = − ln |F (t)|+ a,
we have
u (t1) + u (t2)− 2u
(
t1 + t2
2
)
≥ γ(δ)n‖t1 − t2‖2 for all t1, t2 ∈ Y (1)
and some constant γ(δ) > 0. We choose a so that e−u is a probability density on
Y (1).
We apply Theorem 8.8 with c = γ(δ)n. For k = 1, . . . , n, let A−k ⊂ Y (1) be the
set of points with τk ≤ 0 and let A+k ⊂ Y (1) be the set of points with τk ≥ 0. Since
both Y (1) and the probability measure are invariant under the symmetry t 7−→ −t,
we have
P
(
A−k
)
= P
(
A+k
)
=
1
2
for k = 1, . . . , n.
Therefore, by Theorem 8.8, all but a n−κ fraction of all points in Y (1) lie within a
distance of lnn/
√
n from each of the sets A−k and A
+
k , provided n is large enough.

40
(8.10) Proof of Theorem 8.1. For 0 < ǫ < 1 let us define the set X(ǫ) as in
Lemma 8.6 and the sets Y (ǫ) and Z(ǫ) as in Lemma 8.7. In particular,
U = Y
(
2 lnn√
n
)
and W = Z
(
2 lnn√
n
)
.
By Lemma 8.6, for any κ > 0 we have∫
Π\X(1)
|F (t)| dt ≤ n−κ
∫
Π
|F (t)| dt
for all sufficiently large n, so that the integral outside of X(1) is asymptotically
negligible.
By Lemma 8.7, X(1) = Y (1) ∪ Z(1) with Y (1) ∩ Z(1) = ∅ and
(8.10.1)
∫
Y (1)
|F (t)| dt =
∫
Z(1)
|F (t)| dt and
∫
U
|F (t)| dt =
∫
W
|F (t)| dt.
By Lemma 8.9, ∫
Y (1)\U
|F (t)| dt ≤ n−κ
∫
Y (1)
|F (t)| dt
for all sufficiently large n, so that the integral over Y (1) \ U is asymptotically
negligible. By (8.10.1), the integral over Z(1)\W is asymptotically negligible. The
proof now follows. 
9. Proof of Theorem 1.4
By Corollary 3.3, we have the integral representation for the number |G(D)| of
graphs:
|G(D)| = e
H(z)
(2π)n
∫
Π
F (t) dt.
Let us define subsets U ,W ⊂ Π as in Theorem 8.1. Let us consider the transfor-
mation W −→ U ,
τk 7−→
{
τk + π if − π ≤ τk ≤ −π + lnn√n
τk − π if π − lnn√n ≤ τk ≤ π
for k = 1, . . . , n.
As in the proof of Lemma 8.7, this is a measure-preserving transformation which
maps W onto U . Since d1 + . . . + dn is even, the transformation does not change
the value of F (t) (if d1 + . . . + dn is odd, the transformation changes the sign of
F (t)). Hence
(9.1)
∫
U
F (t) dt =
∫
W
F (t) dt.
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By Theorem 7.1, the integrals of F (t) and |F (t)| over U have the same order of
magnitude, that is, ∫
U
|F (t)| dt ≤ γ(δ)
∣∣∣∣
∫
U
F (t) dt
∣∣∣∣
for some constant γ(δ) > 1. Therefore, from Theorem 8.1, the integral outside of
U ∪W is asymptotically negligible, so that for any κ > 0 and all sufficiently large
n ≥ γ(δ, κ), we have∫
Π\(U∪W)
|F (t)| dt ≤ n−κ
∣∣∣∣
∫
U
F (t) dt
∣∣∣∣ .
The proof now follows by Parts (2) and (4) of Theorem 7.1, identity (9.1) and the
formula
Ξ =
∫
Rn
e−q(t) dt =
(2π)n/2√
detQ
.

10. Proof of Theorem 1.6
The proof is very similar to that of Theorem 3 of [Ba10], which deals with a
similar situation in the case of bipartite graphs. All implicit constant in the “O”
and “Ω”-notation below may depend only on the parameter δ > 0.
For pairs 1 ≤ j 6= k ≤ n, let x{j,k} be independent Bernoulli random variables
such that
P
{
x{j,k} = 1
}
= ζ{j,k} and P
{
x{j,k} = 0
}
= 1− ζ{j,k}.
As is implied by Theorem 5 of [BH10], the probability mass function of the random
vector X =
(
x{j,k}
)
is constant on the integer points of P(D) and is equal to e−H(z)
at each G ∈ G(D).
Let us define
σS(X) =
∑
{j,k}∈S
x{j,k}.
Then
P
{
G ∈ G(D) : σS(G) ≤ (1− ǫ)σS(z)
}
=
P
{
X : σS(X) ≤ (1− ǫ)σS(z) and X ∈ G(D)
}
P
{
X : X ∈ G(D)
}
and, similarly,
P
{
G ∈ G(D) : σS(G) ≥ (1 + ǫ)σS(z)
}
=
P
{
X : σS(X) ≥ (1 + ǫ)σS(z) and X ∈ G(D)
}
P
{
X : X ∈ G(D)
}
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Applying Theorem 1.4 and Parts (1) and (2) of Theorem 7.1, we get
P
{
X : X ∈ G(D)
}
= e−H(z)|G(D)| ≥ n−O(n).
On the other hand, standard large deviation inequalities for sums of bounded in-
dependent random variables (see, for example, Corollary 5.3 of [McD89]) imply
that
P
{
X : σS(X) ≥ (1 + ǫ)σS(z)
}
≤ exp{−Ω (n ln2 n)}
and, similarly,
P
{
X : σS(X) ≤ (1− ǫ)σS(z)
}
≤ exp{−Ω (n ln2 n)}
and the proof follows. 
11. Counting bipartite graphs
Here we list some modifications needed to establish the asymptotic formula
(2.5.4). We adhere to the notation of Section 2.5.
As in Corollary 3.3, we represent the number 0-1 matrices with row sums R =
(r1, . . . , rm) and column sums C = (c1, . . . , cn) as an integral. Let us define
F (s, t) = exp

−i
m∑
j=1
rjσj − i
n∑
k=1
ckτk

 ∏
1≤j≤m
1≤k≤n
(
1− ζjk + ζjkei(σj+τk)
)
for (s, t) = (σ1, . . . , σm; τ1, . . . , τn)
and let Π ⊂ Rm+n be the parallelepiped
Π =
{
(σ1, . . . , σm; τ1, . . . τn) : −π ≤ σj , τk ≤ π
for j = 1, . . . , m; k = 1, . . . , n
}
.
Let Π0 ⊂ Π be the facet of Π defined by the equation τn = 0.
Since the constraints are not independent (the sum of all row sums is equal to
the sum of all column sums), we can drop one of the constraints and represent the
desired number |R,C| as an integral over Π0,
|R,C| = e
H(z)
(2π)m+n−1
∫
Π0
F (s, t) ds dt,
cf. Section 2 of [BH09a].
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Let U ⊂ Π be the neighborhood of the origin,
U =
{
(σ1, . . . , σm; τ1, . . . , τn) : |σj | , |τk| ≤ lnn√
n
for j = 1, . . . , m; k = 1, . . . , n
}
and let U0 be the intersection of U with the hyperplane τn = 0. We prove that the
integral ∫
Π0\U0
|F (s, t)| ds dt
is asymptotically negligible relative to the integral
(11.1)
∫
U0
|F (s, t)| ds dt.
The proof is a modification of that of Theorem 8.1 (note that here we don’t have
another set W ⊂ Π contributing large values of |F (s, t)|) and very similar to that
of Theorem 7.1 of [BH09a]. A different line of proof can be inferred from [BH09b].
Our next goal is to evaluate asymptotically as m,n −→ +∞ the integral
(11.2)
∫
U0
F (s, t) ds dt.
In particular, we need to show that (11.2) and (11.1) have about the same order of
magnitude. From (3.2), we can write the expansion
F (s, t) = exp
{−q(s, t) + if(s, t) + h(s, t)}(1 + o(1)) for (s, t) ∈ U ,
as m,n −→ +∞, where q, f and h are as defined by formulas (2.5.1) and (2.5.3)
respectively.
We note that q(s, t) is not strictly positive definite, since its kernel is spanned
by the vector u ∈ Rm+n defined by (2.5.2). However, the restriction of q onto
any hyperplane L ⊂ Rm+n which does not contain u is strictly positive definite and
allows us to define the Gaussian probability measure in L with density proportional
to e−q. It is easy to prove (see Lemma 3.1 of [BH09a]) that the expectation of any
polynomial in the sums σj + τk does not depend on the choice of L. To evaluate
(11.2), we need to show that asymptotically
E exp
{
if + h
}
= exp
{
−1
2
E f2 + Eh
}(
1 + o(1)
)
,
if we choose the hyperplane L defined by the equation τn = 0. However, since the
expectation on the left hand side does not depend on the choice of the hyperplane
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L, we can choose L in such a way that
|E τjτk| , |Eσjσk| = O
(
1
mn
)
provided j 6= k
|Eσjτk| = O
(
1
mn
)
for all j, k and
Eσ2j , E τ
2
k = O
(
1
m+ n
)
for all j, k.
(11.3)
As is shown in [BH09a] (see Theorem 3.2 there), to ensure (11.3), one has to choose
L defined by the equation
m∑
j=1
αjσj =
n∑
k=1
βkτk, where
αj =
n∑
k=1
(
ζjk − ζ2jk
)
and βk =
m∑
j=1
(
ζjk − ζ2jk
)
.
The proof then proceeds as in Theorem 1.4.
12. Proof of Theorem 2.1
In what follows, it is convenient to define the polytope P(D) ⊂ R(n2) for positive,
not necessarily integer, sequences D = (d1, . . . , dn). Recall that P(D) consists of
the vectors
(
ξ{j,k}
)
for 1 ≤ j 6= k ≤ n such that
∑
j: j 6=k
ξ{j,k} = dk for k = 1, . . . , n
and
0 ≤ ξ{j,k} ≤ 1 for 1 ≤ j 6= k ≤ n.
We say that P(D) has a non-empty interior if there is a point y ∈ P(D), y =(
η{j,k}
)
, such that
0 < η{j,k} < 1 for all 1 ≤ j 6= k ≤ n.
The following two lemmas are probably known in greater generality, but since
we are unable to provide a precise reference, we prove only the parts we need to
obtain Theorem 2.1.
(12.1) Lemma. Let D = (d1, . . . , dn) be a sequence of positive rational numbers
such that
d1 ≥ . . . ≥ dn
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and the Erdo˝s-Gallai conditions
k∑
i=1
di ≤ k(k − 1) +
n∑
i=k+1
min {k, di} for k = 1, . . . , n
are satisfied. Then the polytope P(D) is non-empty.
Proof. Let q be a positive integer such that qdi are even integer for i = 1, . . . , n.
Clearly, P(D) is non-empty if and only if the dilated polytope qP(D) is non-empty.
By Theorem 6.3.5 of [BR91] there exists an n × n symmetric non-negative integer
matrix with zero trace, row/column sums qd1, . . . , qdn and the entries not exceeding
q if and only if
k∑
i=1
qdi ≤ qk(k − 1) +
n∑
i=k+1
min {qk, qdi} k = 1, . . . , n.
Hence if the Erdo˝s-Gallai conditions are satisfied, the polytope qP(D) is non-empty,
and hence the polytope P(D) is non-empty. 
Next, we prove a sufficient condition for the polytope P(D) to have a non-empty
interior.
(12.2) Lemma. Let D = (d1, . . . , dn) be a sequence of positive integers such that
d1 ≥ . . . ≥ dn
and the strict Erdo˝s-Gallai conditions
k∑
i=1
di < k(k − 1) +
n∑
i=k+1
min {k, di} for k = 1, . . . , n
are satisfied. Then P(D) has a non-empty interior.
Proof. For a sufficiently small rational ǫ ≥ 0, let us define
di(ǫ) =
di − (n− 1)ǫ
1− 2ǫ for i = 1, . . . , n.
Clearly, di(0) = di and
d1(ǫ) ≥ . . . ≥ dn(ǫ).
For all sufficiently small ǫ > 0 we have di(ǫ) > 0 for i = 1, . . . , n and the Erdo˝s-
Gallai conditions of Lemma 12.1 are satisfied for di(ǫ). Therefore, by Lemma
12.1, the polytope Pǫ = P (Dǫ) for D =
(
d1(ǫ), . . . , dn(ǫ)
)
is non-empty. Let
x =
(
ξ{j,k}
)
, x ∈ Pǫ, be a point. Then the point y =
(
η{j,k}
)
defined by
η{j,k} = (1− 2ǫ)ξ{j,k} + ǫ for all 1 ≤ j 6= k ≤ n
is the desired interior point in P(D). 
Next, we prove that our conditions on the minimum and maximum degree ensure
that P(D) has a non-empty interior.
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(12.3) Lemma. Let us fix real numbers 0 < α < β < 1 such that
β < 2
√
α− α, or, equivalently, (α+ β)2 < 4α.
and let D = (d1, . . . , dn) be an integer sequence such that
α <
di
n− 1 < β for i = 1, . . . , n.
Then for
n > max
{
β
α(1− β) ,
4(β − α)
4α− (α+ β)2
}
+ 1
the polytope P(D) has a non-empty interior.
Proof. Without loss of generality, we assume that
d1 ≥ . . . ≥ dn.
Let us show that the strict Erdo˝s-Gallai conditions
k∑
i=1
di < k(k − 1) +
n∑
i=k+1
min {k, di} for k = 1, . . . , n
are satisfied.
We consider three different cases for k.
Suppose that k ≤ α(n− 1). Then
k∑
i=1
di < kβ(n− 1) and min {k, di} = k for all i.
Therefore,
k(k − 1) +
n∑
i=k+1
min {k, di} = k(k − 1) + k(n− k) = k(n− 1)
and the strict Erdo˝s-Gallai conditions are satisfied.
Suppose that k ≥ β(n− 1). Then
k∑
i=1
di < kβ(n− 1) and min {k, di} = di > α(n− 1).
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If k ≥ β(n−1)+1 then k(k−1) ≥ kβ(n−1) and the strict Erdo˝s-Gallai conditions
are satisfied. If β(n− 1) ≤ k ≤ β(n− 1) + 1 then
k(k − 1) +
n∑
i=k+1
min {k, di} ≥ β(n− 1)(k − 1) + α(n− 1)(n− k)
= βk(n− 1) + (n− 1)
(
α(n− k)− β
)
≥ βk(n− 1) + (n− 1)
(
α(n− 1)(1− β) − β
)
and the strict Erdo˝s-Gallai conditions are satisfied provided
n ≥ β
α(1− β) + 1.
Finally, suppose that k = γ(n− 1) for some α < γ < β. Then
k∑
i=1
di < kβ(n− 1) = γβ(n− 1)2 and min {k, di} > α(n− 1).
Therefore,
k(k − 1) +
n∑
i=k+1
min {k, di} > γ2(n− 1)2 − (γ − α)(n− 1) + (1− γ)α(n− 1)2.
The minimum value of the function
γ 7−→ γ2 + (1− γ)α− γβ
is attained at γ = (α+ β)/2 and equal to
α− (α+ β)
2
4
> 0
Therefore, the strict Erdo˝s-Gallai conditions are satisfied, provided
n >
4(β − α)
4α− (α+ β)2 + 1.
The proof now follows by Lemma 12.2. 
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(12.4) Proof of Theorem 2.1. By Lemma 12.3, the polytope P(D) contains a
point y =
(
η{j,k}
)
such that 0 < η{j,k} < 1 for all j, k. First, we show that the
maximum entropy matrix z lies in the interior of P(D), that is, 0 < ζ{j,k} < 1 for
all j, k.
We have
∂
∂ξ{j,k}
H(x) = ln
1− ξ{j,k}
ξ{j,k}
.
We note that the value of the derivative is +∞ at ξ{j,k} = 0 (we consider the right
derivative there), is −∞ at ξ{j,k} = 1 (we consider the left derivative there) and is
finite for 0 < ξ{j,k} < 1. Therefore, if for the maximum point z and some j 6= k we
have ζ{j,k} ∈ {0, 1} then for z˜ = (1− ǫ)z+ ǫy for a sufficiently small ǫ > 0, we have
z˜ ∈ P(D) and H (z˜) > H(z), which is a contradiction.
Since the maximum value of H is attained at an interior point of P(D), the
gradient of H at the maximum point is orthogonal to the affine span of P(D), that
is,
ln
1− ζ{j,k}
ζ{j,k}
= λj + λk,
or, equivalently,
(12.4.1) ζ{j,k} =
1
1 + eλj+λk
for all 1 ≤ j 6= k ≤ n
for some real λ1, . . . , λn. Without loss of generality, we assume that
(12.4.2) λ1 ≤ λj ≤ λn for all j.
From the choice of ǫ in Theorem 2.1, it follows that
(12.4.3) ǫ ≤ α and β ≤ 2√α− ǫ− α.
Our next goal is to show that
(12.4.4) λn ≤ 2 ln 1
ǫ
.
Aiming for a contradiction, suppose that
λn > 2 ln
1
ǫ
.
Then, necessarily,
λ1 < ln ǫ
since otherwise by (12.4.1) and (12.4.2) we have
ζ{j,n} =
1
1 + eλj+λn
≤ 1
1 + eλ1+λn
< ǫ
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and
dn =
∑
j: j 6=n
ζ{j,n} < ǫ(n− 1),
which by (12.4.3) contradicts the lower bound for di.
Since λ1 < ln ǫ and λn > −2 ln ǫ, we deduce from (12.4.1) that for 1 < j < n we
have
(12.4.5)
ζ{j,n} =
1
1 + eλj+λn
<
1
1 + eλn
< ǫ provided λj ≥ 0
and
ζ{1,j} =
1
1 + eλ1+λj
>
1
1 + eλ1
> 1− ǫ provided λj ≤ 0.
Denoting
τ = ζ{1,n} =
1
1 + eλ1+λn
< 1,
by (12.4.1) and (12.4.2) we obtain that for 1 < j < n we have
(12.4.6)
ζ{1,j} =
1
1 + eλ1+λj
≥ 1
1 + eλ1+λn
= τ
and
ζ{j,n} =
1
1 + eλj+λn
≤ 1
1 + eλ1+λn
= τ.
Let ∣∣{1 ≤ j < n : λj ≤ 0}∣∣ = γ(n− 1) for some 0 ≤ γ ≤ 1.
Combining (12.4.5) and (12.4.6), we obtain
β(n− 1) > d1 =
∑
j: j 6=1
ζ{1,j} =
∑
j 6=1: λj≤0
ζ{1,j} +
∑
j 6=1: λj>0
ζ{1,j}
> (1− ǫ)γ(n− 1) + (n− 1)(1− γ)τ
and
α(n− 1) < dn =
∑
j: j 6=n
ζ{j,n} =
∑
j 6=n: λj>0
ζ{j,n} +
∑
j 6=n: λj≤0
ζ{j,n}
≤ ǫ(1− γ)(n− 1) + (n− 1)γτ.
Consequently,
β > (1− ǫ)γ + (1− γ)τ and α < ǫ(1− γ) + γτ.
Therefore,
β + ǫ > γ + (1− γ)τ and α− ǫ < γτ.
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Since the function 2
√
x−x is increasing for 0 < x < 1, from (12.4.3) it follows that
γ + (1− γ)τ < 2√γτ − γτ,
or, equivalently,
γ + τ
2
<
√
γτ,
which is a contradiction.
The contradiction shows that (12.4.4) indeed holds. Then, by (12.4.2), we have
λj ≤ 2 ln 1
ǫ
for j = 1, . . . , n.
We claim now that
(12.4.7) λ1 ≥ 3 ln ǫ.
Indeed, if λ1 < 3 ln ǫ then by (12.4.1)
ζ{1,j} =
1
1 + eλ1+λj
>
1
1 + ǫ
> 1− ǫ for j = 1, . . . , n− 1
and
β(n− 1) > d1 =
∑
j: j 6=n
ζ{1,j} > (n− 1)(1− ǫ),
which contradicts (12.4.3).
Summarizing, from (12.4.4) and (12.4.7), we obtain
ǫ4
1 + ǫ4
≤ 1
1 + e2λn
≤ ζ{j,k} ≤ 1
1 + e2λ1
≤ 1
1 + ǫ6
for all j 6= k,
which completes the proof. 
Acknowledgment
The authors are grateful to Brendan McKay and Sourav Chatterjee for useful
comments.
References
[Ba97] K. Ball, An elementary introduction to modern convex geometry, Flavors of Geometry,
Mathematical Sciences Research Institute Publications 31, Cambridge Univ. Press,
Cambridge, 1997, pp. 1–58.
[Ba10] A. Barvinok, On the number of matrices and a random matrix with prescribed row and
column sums and 0-1 entries, Advances in Mathematics 224 (2010), 316–339.
[BH10] A. Barvinok and J.A. Hartigan, Maximum entropy Gaussian approximations for the
number of integer points and volumes of polytopes, Advances in Applied Mathematics
45 (2010), 252–289.
51
[BH09a] A. Barvinok and J.A. Hartigan, An asymptotic formula for the number of non-negative
integer matrices with prescribed row and column sums, preprint arXiv:0910.2477, to
appear in Transactions of the American Mathematical Society (2009).
[BH09b] A. Barvinok and J.A. Hartigan, Maximum entropy Edgeworth estimates of volumes of
polytopes, preprint arXiv:0910.2497 (2009).
[BR91] R.A. Brualdi and H.J. Ryser, Combinatorial Matrix Theory, Encyclopedia of Mathe-
matics and its Applications, vol. 39, Cambridge University Press, Cambridge, 1991.
[CGM08] E.R. Canfield, C. Greenhill and B.D. McKay, Asymptotic enumeration of dense 0-1
matrices with specified line sums, J. Combin. Theory Ser. A 115 (2008), 32–66.
[CM05] E.R. Canfield and B.D. McKay, Asymptotic enumeration of dense 0-1 matrices with
equal row sums and equal column sums, Research Paper 29, 31 pp, Electron. J. Combin.
12 (2005).
[CDS11] S. Chatterjee, P. Diaconis and A. Sly, Random graphs with a given degree sequence,
Annals of Applied Probability 21 (2011), 1400–1435.
[Du87] J. Duoandikoetxea, Reverse Ho¨lder inequalities for spherical harmonics, Proceedings
of the American Mathematical Society 101 (1987), 487–491.
[GM09] C. Greenhill and B.D. McKay, Random dense bipartite graphs and directed graphs with
specified degrees, Random Structures & Algorithms 35 (2009), 222–249.
[JSM92] M. Jerrum, A. Sinclair and B. McKay, When is a graphical sequence stable?, Random
Graphs, Vol. 2 (Poznan´, 1989), Wiley-Intersci. Publ., Wiley, New York, 1992, pp. 101–
115.
[Le01] M. Ledoux, The Concentration of Measure Phenomenon, Mathematical Surveys and
Monographs, 89, American Mathematical Society, Providence, RI.
[LS06] L. Lova´sz and B. Szegedy, Limits of dense graph sequences, J. Combin. Theory Ser. B
96 (2006), 933–957.
[McD89] C. McDiarmid, On the method of bounded differences, Surveys in combinatorics (Nor-
wich, 1989), London Math. Soc. Lecture Note Ser., 141, Cambridge Univ. Press, Cam-
bridge, 1989, pp. 148–188.
[McK10] B.D. McKay, Subgraphs of random graphs with specified degrees, Proceedings of the In-
ternational Congress of Mathematicians 2010 (ICM 2010), Hyderabad, 2010, pp. 2489–
2501.
[McK11] B.D. McKay, Subgraphs of dense random graphs with specified degrees, Combinatorics,
Probability and Computing 20 (2011), 413–433.
[MW90] B.D. McKay and N.C. Wormald, Asymptotic enumeration by degree sequence of graphs
of high degree, European J. Combin. 11 (1990), 565–580.
[NN94] Yu. Nesterov and A. Nemirovskii, Interior-Point Polynomial Algorithms in Convex
Programming, SIAM Studies in Applied Mathematics, 13, Society for Industrial and
Applied Mathematics (SIAM), Philadelphia, PA, 1994.
[Zv97] A. Zvonkin, Matrix integrals and map enumeration: an accessible introduction, Com-
binatorics and physics (Marseilles, 1995), Mathematical and Computer Modelling 26
(1997), 281–304.
Department of Mathematics, University of Michigan, Ann Arbor, MI 48109-1043,
USA
E-mail address: barvinok@umich.edu
Department of Statistics, Yale University, New Haven, CT 06520-8290
E-mail address: john.hartigan@yale.edu
52
