Abstract-Recent years have seen major innovations in cooperative wireless networks. Despite the fact that throughput gains have been achieved in packet recovery, hardly any of these technologies could effectively decode signals when the number of signal sources is greater than available antennas in each AP. Thus, conventional cooperative methods rely on adaptive scheduling for interference-free data packets. Deploying scheduling-free cooperative signal recovery requires prompt processing with low overheads. Yet potentially, the concurrent client transmissions could overwhelm any single AP, i.e., the number of concurrent transmissions are more than that of antennas. This paper presents the first step towards breaking this stalemate, by enabling symbol alignment and constellation reinforcement instead of relying on scheduling. We present POLYPHONY, a scheduling-free cooperative design, where decoding process could be coordinated without over-the-air scheduling, and coupled signals are decoded promptly after deep cooperations. We implement POLYPHONY prototype with GNURadio/USRP platform, and deploy it with a 16-node enterprise network. Particularly, we demonstrate how it manages the complex interactions with scheduling-free signal enforcement, and enables a beyond node-DoF (Degree of Freedom) decoding with AP coordinations. Furthermore, we show how the cooperative decoding process improves radio access among clients. Our results demonstrate a gain of nearly 200 percent for network throughput, which is a significant improvement for heavy contending networks.
INTRODUCTION
W ITH the emergence of enterprise wireless networks, where access points (APs) are connected with wired backbone Ethernet, a lot of works have proposed cooperative wireless network design, such as SYMPHONY [1] , JMB [2] , BigStation [3] , and MOZART [4] . Instead of improving the capacity and availability of a single AP (access point), these systems enable the cooperation among distributed stations to enhance the capability of cooperative wireless transmissions. Unfortunately, hardly any of these solutions could break the node-DoF-wall, i.e., enabling more concurrent transmissions than the number of antennas at AP.
Indeed, an inevitable stalemate exists: when concurrent clients are more than the number of antennas in one AP, legacy AP technologies could not enable cooperative signal recovery. Actually, there have been many interfered copies in nearby AP stations. The inability of interference management would eventually limit the packet level combining scheme across enterprise APs, because these proposals need decoded packets for bootstrapping [5] , [6] . Such that, the cooperative recovery systems need to schedule the network transmissions [1] , [7] , which would inevitably incur scheduling delay.
In contrast, this paper investigates a fundamentally important question: can we perform cooperative symbol recovery without adding spatial and temporal DoF? Furthermore, can such cooperative symbol recovery be performed purely by the receiving APs? A positive answer to these questions could extend the gains of beyond-DoF cooperative decoding to single or multi-antenna systems. Moreover, working without over-the-air scheduling could reduce the delay for deferred transmissions, and win more opportunities for concurrent transmissions.
Motivated by these aforementioned concerns, we investigate the following problem: whether or not a group of distributed APs can break the node-DoF-wall, when performing cooperative decoding without over-the-air scheduling or adding antennas.
With the rapid development of information technologies, lots of works are proposed to study the emerging problems, such as privacy [8] , [9] , security [10] , Internet of Thing [11] , [12] and cloud computing [13] .
In this work, we present POLYPHONY that encourages beyond node-DoF concurrent client transmissions, and could decode all their packets accordingly. Architecturally, POLYPHONY makes further attempts on network cooperation, in that, it handles the wireless access requests from multiple clients simultaneously, and utilizes the channel coefficient for cooperation.
We call this core component 'Quasi-Equalization' (QE) in our design, since equalization is generally used for mitigating multi-path effects, and treating same signal in different paths. In our design, we treat other interference signals as multi-path signals, and leverage the intrinsic randomness to mitigate interfering effects, which is conceptually similar but fundamentally different to conventional equalizations.
Furthermore, the cooperations among all the APs could improve the SINR and amplify this effects when the number of APs is large enough. We validate this scheme and show the effects accordingly in Sections 4 and 6 with up to 16 enterprise network APs. The primary challenge of our scheme is that, it requires a precise time synchronization among APs. In tackling this difficulty, we customize the OFDM design with 'shadow preamble', which is a periodical preamble tailored for accurate frequency offset tracking during packet reception. According to our evaluation in Section 6, with only 1 percent additional overhead, the frequency offset could be tamed within 1 KHz, which ensures the effectiveness of cooperative decoding as shown in Section 6. The insight is, client side data transmission could be leveraged for synchronization as a hitchhike [14] , [15] , where control messages for synchronization could be embedded in data transmission seamlessly.
We have built a prototype of POLYPHONY on open source development platform, i.e., GNURadio and USRP N210 series. We implement the basic 'Quasi-Equalization' scheme and the constellation diagram grouping schemes. The synchronization scheme is implemented and evaluated extensively. We deploy a network of 16 APs, where each AP is a single-antenna system. We evaluate the decoding ability and performance when signals received at the APs are from three different single-antenna clients.
Our results show the following inspiring and favorable observations.
In an enterprise network with many APs, and for TCP flows, the aggregate performance gain in terms of the network throughput can be up to 2Â by using POLYPHONY, when two clients are transmitting at the same time. We also evaluate the impact of synchronization on the packet decoding ratio. When three or more interference signals are overwhelming the single-antenna networks, our results show that, even when the carrier frequency offset (CFO) is up to 1 KHz, the throughput could still be as high as the 90 percent of the peak performance as it is in the perfect synchronization. POLYPHONY could effectively provide enhanced signal processing for clients, even when many APs are serving for several clients. Our results show that, for a 16-node, single-antenna AP system, the number of concurrent transmitting clients could be up to 3, and the throughput gain could still be as high as 3Â. In summary, we make the following contributions:
We propose 'Quasi-Equalization', i.e., a new concept of signal processing, which could effectively leverage the channel coefficient diversities among APs in enterprise network system, and mitigate uncoordinated interference. Thus, the node-DoF-wall could be broken, and more clients could be encouraged to transmit simultaneously for higher throughput gain. In our experimental evaluations, up to three clients can transmit simultaneously for single-antenna enterprise networks with multiple APs. POLYPHONY enables scheduling-free collaborations among APs for multi-client enterprise network system. Leveraging the 'quasi-equalization' across numerous APs, the interested signals can achieve higher SINR for successful decoding. POLYPHONY applies the 'shadow preamble' to estimate and compensate the frequency offset. Such design resides on physical layer, and could be transparent to users. Also, surprisingly, we find that, good synchronization could help reduce the network overhead, because we need fewer APs involved for cooperation when symbols across APs could be well-aligned. The rest of the paper is organized as follows. Section 2 reviews preliminaries and presents design challenges. In Section 3, we clarify the design space, and present the 'Quasi-Equalization' concept. In Section 4, we introduce every key component, along with the basic working principles. Implementation and experimental evaluation results are presented in Sections 5 and 6. In Section 7, we discuss how the system could be further improved. We review the related work in Section 8 and conclude the paper in Section 9.
PRELIMINARIES

Inter-Symbol Interference and Equalization Schemes
Inter-Symbol Interference. Inter-symbol interference (ISI) is a form of signal distortion, in which one symbol interferes with its subsequent symbols. This is an unwanted phenomenon as the previous symbols have similar effect as noise, thus making the reliable communication challenging. The sampling offset, would possibly incur large noise as the consequent signals are interfering the previous one. ISI is usually caused by multipath propagation or the inherent non-linear frequency response of a channel. The presence of ISI in the system introduces errors in the decision component at the receiver side. Therefore, in the design of the transmitting and receiving filters, the objective is to minimize the ISI effects. Generally, an equalizer is used at the receiver, applying an inverse filter to mitigate the 'multi-path effect' or 'channel distortion'. Such scheme is generally called 'Equalization'. Equalization. The purpose of equalization is to reduce intersymbol interference to allow recovery of the transmitted symbols. Consider Y k and X k is the received and transmitted symbols of subcarrier kðk ¼ 1; 2; . . . ; KÞ in frequency domain, where K is the number of subcarriers in OFDM modulation. Let H k is the channel response of subcarrier k. Then, we have
where N k is the noise at receiver. The channel response esti-
The equalization process is to find C k , and solve the prob-
The minimum mean square error (MMSE) solution to this problem is [16] 
where ðÁÞ À1 and ðÁÞ Ã is the inverse and conjugate operation respectively. Then, the recovered transmitted signalX k iŝ
Constellation Basics
A constellation diagram is a representation of modulated signals under quadrature amplitude modulation or phase-shift keying. It displays the signal in a two dimensional complex plane for each symbol under sampling schemes.
As the symbols are represented as complex numbers, they can be visualized as points on the complex plane. The real and imaginary axes are often called the In-Phase and the quadrature, say, 'I-axis' and 'Q-axis', respectively. For example, a BPSK modulation could map the signals to the 'I-Q' space with tuples, i.e., fÀ1; 0g and f1; 0g. Plotting several symbols in a scatter diagram produces the constellation diagram. The points on a constellation diagram are called constellation points.
As the signals may have been corrupted by the channel or the receiver, the receiver performs maximum likelihood detection. It selects that point on the constellation diagram, which is closest (in euclidian distance) to the previously defined constellation point. Thus it will demodulate incorrectly, if the interference is large enough to move closer to another constellation point than the one transmitted.
For the purpose of analyzing received signal quality, some types of corruption are very evident in the constellation diagram. For example: Gaussian noise shows as fuzzy constellation points, while Non-coherent single frequency interference shows as circular constellation points. Especially in our concern, the phase noise shows rotationally spreading constellation points, and the attenuation causes the corner points to move towards the center.
DESIGN PRINCIPLES
Design Space Clarification
Before we present our design, we first clarify our design space for mitigating the ambiguity.
1) The preambles of received signals should be clear.
To ensure this quality, the client side should be modified for sequential preamble transmission. One transmission needs to wait after the previous one has finished the preamble transmission. This design is typical and has been applied in many previous MIMO designs, e.g., [3] . 2) In our design, we use the single-antenna AP system with OFDM technology as an illustration. We believe single-antenna system is enough for illustrating the basic rationale, and our design could naturally be extended to APs with two or more antennas.
3) The number of APs in enterprise network is sufficient for cooperation. Typically, there are more than 20 or even more APs densely deployed in an enterprise network. Large number of APs will enrich the opportunity for 'Quasi-Equalization', and thus benefit our design. This working space is typical and applicable, because enterprise networks have been a dense deployment of access points, for increasing network overall throughput [1] , [17] . In traditional scheduling-based schemes, the packets should be sent sequentially. For three-signal multiplexing, at least three time slots are need. Although interference cancelation and signal level processing schemes could be incorporated, the fundamental limit is the need for at least one clear signal. Some advanced schemes, such as SYMPHONY [1] , could leverage the interference dependency graph, and encourage concurrent conflict-free transmissions. Thus SYM-PHONY needs two slots instead of four, say, for four concurrent transmissions. However, fundamentally, such scheme subjects to the interference relationship, i.e., the concurrent transmission opportunity in 'exposed node', and still needs more scheduling slots, i.e., adding DoF in time domain.
System Overview of POLYPHONY
As shown in Fig. 1 , comparing with traditional method, our cooperative decoding with signal restoration scheme could intentionally rotate the received mixed signals such that the targeted signal, say p 1 , is aligned. Thus, simple addition of these rotated signals from different APs will ensure the consistency of signals. The alignment could be achieved by multiplying the received signals with H À1 1 , the reverse form of the channel coefficient matrix. Thus, signal p 1 could be aligned across all the APs, while other signals are not. A key observation is that this would produce some sort of random effects, where non-targeted signals are being projected to random directions, because of the non-coherent relationship between channel coefficients among clients [3] , [18] . Such effects could improve the SINR of p 1 , as the interested signals could be improved, while the 'non-interested noises' are counteracting among themselves. Also, notably, different from interference alignment (IA) scheme, ours need not pre-coding at the client side, and alignment happens among the interested signals instead of interference [19] , [20] . Also, ours does not need the movement of the antenna to achieve additional DoF [21] .
It should be noted that the signal rotation scheme is achieved by multiplying the received signal with channel coefficient. Theoretically, signal p 1 can be aligned to any direction, due to the randomness of signal directions. In our implementation, we simply rotate p 1 to the direction same as transmitted direction by dividing the received signal by channel coefficient.
Since there is no need to defer transmission, or retransmit packets, the system could save protocol overhead significantly. Scheduling-free system enables a resilient signal level recovery to effectively leverage the receiving diversity. Inspired by this finding, we could bring a deep signal-level cooperation without incurring large network overhead.
Working Flow. The working flow of POLYPHONY is shown in Fig. 2 . The interfering and coupled signals are firstly put into the 'shadow preamble' processing module, where the preamble-symbol processing and the frequency offset tracking are included. We present this module in Sections 4.1 and 4.2. For a given interested signal, symbols on different APs are intentionally aligned in 'Quasi-Equalization' module. We present this module in Section 4.3. Slicing symbols are converged to the assigned leader APs 1 for grouping, and further being processed for decoding. We present this module in Section 4.4.
In the following sections, we will explain the aforementioned policies and our design principles in detail.
POLYPHONY
'Shadow Preamble' Design
The 'shadow preamble' design aims at dealing with the frequency offset between clients and APs, as well as that among APs in the process of 'Quasi-Equalization'. Also, 'shadow preamble' could also help improve the channel coefficient estimation accuracy. In conventional OFDM receiving, pilot subcarriers are used for phase tracking to mitigate residual frequency offset after frequency synchronization. However, for concurrent up-link transmissions, pilot subcarriers are interfered due to concurrent transmissions. Instead, we propose 'shadow preamble' to enable phase tracking to compensate frequency offset. Specifically, we calculated the phase of each shadow preamble, and interpolate the phase of data symbols with linear regression, as carrier frequency offset is stable in the duration of one frame time. The preamble structure is borrowed from typical OFDM structural design. Specifically, shadow preamble in our design is the same as LTS (Long Training Symbol) in IEEE 802.11 standard. Each shadow preamble consists of 80 samples, 64 LTS samples and 16 CP (Cyclic Prefix). The difference is two-folds. First, since there is no need to 'catch' the wireless signal during packet reception, in 'shadow preamble', we tailor the training symbols for mitigating coarse frequency offset estimation. Second, to ensure the frequency offset estimation, the clear shadow preamble reception should be guaranteed. We intentionally arrange the 'shadow preamble' for each client sequentially. As shown in Fig. 3 , at the time of 'shadow preamble' transmission, other clients are transmitting 'NULL' packets, which is done by setting zero value for each subcarrier. Shadow preambles are add-on symbols compared to standard IEEE 802.11 frame. The regular preamble is at the beginning of each frame, and we add shadow preamble periodically to the frame. One may wonder that, does such scheme need scheduling? And even further, if the symbols are not perfectly aligned, how about the processing efficiency of the 'shadow preamble'? 1. The lead AP can be temporary, and each AP can play the role of lead AP. Also the lead AP could be a server connecting to ethernet, customized for POLYPHONY decoding.
Our design is based on the fact that, when partial overlapping happens, i.e., imperfect time synchronization is concerned, the OFDM scheme could intrinsically deal with such cases, where the guard interval (GI) is applied, the ISI effects due to imperfect alignment could be effectively mitigated. We've depicted the basic working rationale in Section 2.
The consequent concern is, since the padding symbols could induce additional overhead, could such design still achieve satisfiable throughput gain? Even further, two factors constrain our design in time domain. First, the synchronization should ensure the decoding successful rate relatively high. Second, the frequency offset among clients and APs is a dominate factor for maintaining synchronization.
In our design, we carefully select the 'shadow preamble' interval in attaining the balances for frequency synchronization overhead and the throughput gain. Fortunately, in POLYPHONY design evaluations, we find that, for three-client case, the overhead could be kept within 1 percent, when the CFO is up to 1 KHz. Also, in this case, the decoding ratio could be as high as 90 percent, when QPSK modulation scheme is applied. Moreover, since at this stage, synchronization accuracy undergoes the saturation effects, improving synchronization will not help much. Even surprisingly, the good synchronization will also help to reduce the cooperative overhead. We show these favorable properties with simulation study and implemented experimental evaluations, which are shown in Section 6.
Synchronization Schemes
Timing Offset Compensation. Timing estimation consists of two main tasks: packet synchronization and symbol synchronization. For packet synchronization, the conventional schemes could use the preamble structure for packet detection, which leverages the double sliding window rationale, where the delay and correlation algorithms are applied for packet synchronization [22] .
For symbol timing, we need to find the precise moment for individual OFDM symbols start and end, which is performed by calculating the cross-correlation of the received signal R n and a known reference T k . The estimated symbol timing, say,T s is given bŷ
where L is the length of the training symbol, and ðÁÞ Ã is conjugate operation.
Though timing offset can be estimated with the value of cross correlation, which is calculated as Eq. (6). As previous description, shadow preamble is same as LTS. Thus there are many peaks in the results of cross correlation. In our design, the peak adjacent to Short Training Symbols (STS) is regarded as the beginning of a frame. The position of STS can be estimated with auto correlation, as conventional frame detection does.
Frequency Offset Compensation. Since long training symbol (LTS) consists of two consecutive repeated symbols, we use time domain approach, i.e., data-aided maximum-likelihood estimator, for frequency synchronization. The frequency offset f d is given by
where r n is the received complex baseband signal, D is the delay between the identical samples of the repeated symbols, L is the length of the training symbols, and T s is sample time.
The operation ] ½Á is used to calculate the angle of the complex values. Due to the affect of noise, there is always some residual frequency error, which leads to constellation rotation problem.
Carrier Phase Tracking. With the help of pilot subcarrier, conventional receiver can track the carrier phase while data symbols are received. However, this approach can not be used in our case, because the pilot subcarriers of different clients can interfere with each other. Since we incorporate 'shadow preamble' for synchronization, the frequency offset compensation is similar to data-aided carrier phase tracking [22] . Specifically, let P n;k and R n;k be the nth transmitted and received shadow preamble respectively. The estimated phase of nth shadow preamble isf
whereĤ k is the channel response of subcarrier k and K is the total number of subcarriers. Eqs. (7) and (8) show the estimation of carrier frequency offset and phase value as existed communication systems. The insight of shadow preamble design are three folds. First, carrier frequency offset is estimated and compensated with regular preamble, which can decrease the overhead of shadow preamble. Second, the phase difference between shadow preamble is used to estimate the residual frequency offset. Without the compensation of CFO, more shadow preamble need to be inserted to frame to ensure accurate phase tracking. Third, the phase changing of data symbols is interpolated with linear regression.
Quasi-Equalization
Basic operations. To be more accurate, let the received baseband signal of subcarrier kðk 2 ½1; KÞ at AP mðm 2 ½1; MÞ be Y m;k , where K and M is the number of subcarriers and APs respectively. Let X q;k be the interested signal qðq 2 ½1; NÞ of subcarrier k, and X r;k ðr 2 ½1; N; r 6 ¼ qÞ be the residual signals of subcarrier k from other clients, where N is the number of clients. Then we have
where H m;q;k is the channel of subcarrier k from client q to AP m, and N k is white Gaussian noise of subcarrier k. In the following equations, we omit N k for the simplicity of presentation. The phase rotation process, i.e., equalization, is done according to Eq. (5). The rotation result, say, for subcarrier k of signal q at AP m, could be given by
Note that, the rotate operation is done by multiplication of 1 jH m;q;k j 2 H Ã m;q;k . In other words, it is a kind of restitution, where the signal X q;k is rotated back to its original phase before being sent. However, the interference signals after rotation, say, X r;k ðr 2 ½1; N; r 6 ¼ qÞ, still could not be mitigated effectively by simple rotation. Hence, for all the APs in the Ethernet, the multiple copies should be grouped together for signal enhancement for X q;k , and the grouping result Y q;k is given by 
As previous works in MU-MIMO networks, the channel state information between clients and APs need to be measured accurately. CSI estimation can be achieved with shadow preamble, which is transmitted without interference. Noted that, CSI only need to be estimated at each AP, and is reported to a server over wired backbone Ethernet. The measurement and reporting overhead is quite small than that of approaches need to exchange CSI over wireless links. After CSI collection, the server could apply an optimization approach to determine which AP is used for cooperation. The overhead can be further reduced without sacrificing overall performance.
Characterizing the Randomness in QE. The major concern on the working rational of QE is the pseudo randomness of the channel coefficients from different clients to APs, and the effects of interference offset. In order to clarify the proposed scheme and verify the basic effectiveness, we set up an analytical study via theoretical model and simulation study. First, we implement Eq. (10) . The basic algorithm is executed over 1,000 times for each configuration.
In our evaluation, signals are transmitted in IEEE 802.11n standard. At the sender side, we use COTS WiFi-card as signal generator, and at the receiver side, we dumped the real trace data with USRP N210 series device. The channel coefficients are generated randomly with uniform distribution. Fig. 4a shows the SINR values for Quasi-Equalization under different modulation schemes. And Fig. 4b shows the packet decoding rate of different modulation schemes. The 64-QAM shows very low decoding ratio, which suggests the clients use lower transmission rate when interfering signals are highly coupled.
Further, as shown in Fig. 4c , we find that, there is 'marginal effect' in our scheme, where adding more APs will not result in proportional improvement for the achievable SINR.
Grouping Symbol Processing
For the signal of each client, our Quasi-Equalization scheme could improve its SINR subcarrier by subcarrier. Then, a conventional decoder can be applied to the enhanced signal. Surprisingly, we find that, improving the synchronization accuracy will also help reducing the cooperative overhead significantly. As accurate synchronization will incur lower noise between symbols from different APs, and will need fewer APs involved for decoding than ever.
And even further, we find that, well synchronized APs play important role for effective grouping, since the negative effects of unsynchronized symbols are significantly larger than that of the accuracy loss. Such observation is depicted in Section 6. Thus, we improve our scheme with less cooperation overhead, by representing the sampling value with less accuracy loss.
The grouping symbol processing is non-trivial. Similar to previous notations in Eq. (11), However, in grouping process, We need to deal with the frequency offset and timing offset in achieving higher SINR. The grouping symbolŶðtÞ is described in the following equation 2 :
The timing offset is considered, where t k d denotes the sampling time at AP k, given the ground-truth sampling time is t. Also, frequency offset is considered across APs, where f k d denotes the frequency offset of the kth AP. For the timing offset, as depicted in Sections 2.1 and 2.2, the ISI like distortion would offset the SINR gain achieved in constellation diagram grouping. In contrast to conventional 2. We intentionally omit the Gaussian noise nðtÞ for brevity ISI, in symbol grouping, the misalignments among symbols across APs are mainly due to the frequency offset among APs, which were changing over time. Even worse, the frequency offset between clients and APs could also distort the signal over time. In POLYPHONY design, as depicted in Section 4.2, the client and AP frequency offset could be successfully compensated.
IMPLEMENTATIONS
Implementation Details. We use GNURadio/USRP N210 software radio platforms with daughter board to evaluate POLYPHONY performance, because such design requires total control of wireless physical layer (e.g., OFDM subcarrier level control). However, due to the inherent unpredictable and long latency between RF frontend and hosts, pure software radio platforms such as Ettus/USRP still could not fully support precise MAC timing control. To support the synchronization, we combine multiple USRP/N210 with external reference clock. Thus we can accurately set the frequency offset with reference clock, where CFO effects could be evaluated with controllable settings.
We have built a prototype of POLYPHONY with GNURadio/USRP N200, including all components described in Section 4. As in the literature we use trace-driven approach. The real-time trace is collected using USRP/GNURadio, and then fed into POLYPHONY decoder module.
We implement the OFDM PHY layer of WiFi. The bandwidth of OFDM transmission is 20 MHz. To support the clear preamble for every transmission, our design needs a slight modification on the sender (client side). At the enterprise network side, one candidate AP could play the role of lead AP, notifying the clients with transmission request to transmit preambles one by one. Our implementation handles concurrent transmissions and 'shadow preamble' design as depicted in Section 4.
Testbed. We have built a relatively large-scale network with 16 single-antenna APs on our platform. As shown in Fig. 5 , there are 16 positions selected in the experimental zone, which is a typical office area. Our experimental settings are used for illustration. One reason for small deployment area is the limited transmission power in USRP devices. As the communication range is relatively short, our AP deployment needs to be customized and considerably set for this condition. In real network deployment, the network density could be low. The AP positions are typically selected in three modes: First, some APs are placed in a relatively open position, where 'open' means fruitful opportunities for line-of-sight communication; Second, some APs are placed in the corner of the room, which is also common in real deployment. Third, some randomly selected positions are for mimicking the casual placement, where the clients are randomly placed in this area, and distances among these clients fall into two modes: one is relatively large for ensuring the sender diversity, and the other is a relatively dense deployment for heavy contention. Each experiment is executed with at least 10 runs.
RESULTS
Experiment Setups
Basic Operations. We evaluate POLYPHONY with real trace data dumped from GNURadio/USRP platform in various aspects. First, we evaluate each part of design, making functional evaluations component by component. We show the effectiveness and correctness of our design.
We repeat the experiment randomly across multiple APs. In each case, we evaluate the key components and subfunctions of POLYPHONY, by replaying the traffic patterns. Even further, the locations of the clients are accordingly varied, and intentionally selected for illustrative spatial diversity. And all the packets are marked to label the time domain character, such that, the spatial-temporal properties and characteristics could still hold, even when USRP devices are moved to other locations.
Parameter Configurations. We set the central frequency at 2.45 GHz, and the bandwidth is 20 MHz. For the TCP traffic, the packet length is 1,500 byte, and the packet interval is 0:2 ms. For each evaluation, we run the proposed POLYPH-ONY at least ten times. And for each run, at least 100 packets are sent in the network for measurable data collection.
System Performance
The Power of Synchronization. We evaluate the effects of symbol grouping for ideal synchronized scenario. We need to evaluate the net SINR gain in QE and symbol grouping.
To show the effectiveness of 'shadow preamble' scheme, in Fig. 6 , we show the constellation diagrams when CFO is presented among clients and APs. Moreover, the 'shadow preamble' scheme also works for estimating and compensating this offset. Fig. 6a depicts the constellation diagram of raw receiving signals when CFO is presented, which could be as high as 1 KHz. When three signals are coupled, the diagram is very ambiguous. In Fig. 6b we plot the result after 'QuasiEqualization' scheme. The signals now is separated with larger distances than in Fig. 6a . As there are still interfering signals, the diagram is still in uncertain state, where signals are still disseminated around their respective central points (displaying like circles). Finally, after cooperations among APs, i.e., the signal enforcement process, as shown in Fig. 6c , the diagram could be clearly separated, where signals are centered at their original 'I-Q' points, i.e., fÀ1; 0g and f1; 0g.
Throughput Gain Without CFO. We evaluate throughput gain when there is no CFO offset, which are shown in Fig. 7 . This evaluation is to show the effectiveness of our basic modules, say, the signal rotation scheme under 'QuasiEqualization' and symbol grouping across APs. The base scenario for throughput comparison is omniscient TDMA, where the client transmits signal one by one without interference. First, we evaluate the case for 'two clients' transmissions. In this case, the interested signals could be operated in departure form the other signal, showing the effectiveness of QE module more clearly. Further, we evaluate under the case for 'three clients' transmission, which is somewhat equivalent to 'DoF þ 2' for single antenna system.
As depicted in Fig. 7a , the throughput gain could be nearly 2Â, when the number of APs involved is more than 8. BPSK and QPSK performs similarly, while 16 QAM could achieve similar performance when the number of available APs is over 12. We evaluate the 'three-client' transmission mode under BPSK and QPSK schemes, which is shown in Fig. 7b . When the number of available APs is more than 8, the throughput gain could be nearly 2:5Â, and reaches 3Â when number of APs is 16. Also, we evaluate the CDF (cumulative distribution function) of throughput gain, in comparison between 'two-client' and 'three-client' case.
Throughput Gain with CFO: Fig. 8 plots the SINR improvement and throughput gain of POLYPHONY. As shown in Fig. 8a , with the increasing number of APs, the SINR improvement could be over 10 dB, comparing with the baseline scheme without POLYPHONY. This SINR improvement is sufficient when appropriate modulation scheme is adopted. Further, we evaluate the approximate ratio of throughput gain, comparing with that without CFO. As shown in Fig. 8b , for BPSK decoding, the approximate gain could be nearly 0.8 when four APs are involved, and close to 1 when eight APs are cooperated.
It is worth noting that, the scheduling-free feature could encourage more clients transmitting together, and more importantly, it could save large amount of scheduling time. Also, note that, as depicted in Fig. 8b , when number of APs is around 16, the BPSK scheme is also performing similarly in throughput gain. We define approximate ratio as the ratio between throughput with and without 1 KHz carrier frequency offset. Approximate ratio shows the effect of shadow preamble on carrier frequency synchronization. A value close to 1 means shadow preamble can compensate the CFO completely. Although the approximate ratio is slightly lower than '8-AP' and '12-AP' cases, it performs more stable because of little error bar. When the system is working with CFO, increasing involved APs will benefit the system. Moreover, the CFO estimation of the 'shadow preamble' scheme provides sufficiently good performance with relatively low overhead. As shown in Fig. 8c , the synchronization symbols could effectively track the phase offset, which almost coincides with the linear frequency offset, where the 'shadow preamble' only occupies less than 1 percent overhead in our evaluation.
Fairness Evaluations. We evaluate the fairness among clients when packet delivery ratio is concerned. The evaluations use throughput gain as the metric, and are shown under CDF discipline. As shown in Fig. 9 , the fairness among clients is important for efficient network access to avoid 'bottle-necks'. For this concern, we show in Fig. 9a the relatively perfect fairness between these two clients. While for 'three-client' case, the fairness is not perfectly well, especially for client 1, as shown in Fig. 9b . The reason is, for three-client transmissions, the sender diversities are more than the case for 'two-client'. Thus, the unfairness in deployment also restrict the fairness among clients. We leave this concern for our future work. Moreover, there is also the workload balancing concern among APs, where the number of APs involved in processing should be evaluated, which is also a fairness concern for APs. As depicted in Fig. 9c , we show decoding ratio distribution over coordination schemes with varying number of APs. Note that, with the increasing number of APs, the decoding ratio could be increasing 'almost linearly', which demonstrates the relatively good load balancing among APs. Because adding APs will increase the network decoding performance steadily.
Impact of 'Shadow Preamble' Overhead. We evaluate throughput gain under different 'shadow preamble' overhead. We calculate the overhead of shadow preamble as the ratio between number of shadow preamble symbols and data symbols. As shown in Fig. 10a , we find that, when CFO is set to 1 KHz by reference clock, and the overhead is 1 percent, the 'shadow preamble' works well, where the throughput gain could be as high as that of the synchronized networks. However, when the CFO is 2 KHz, even if we improve the overhead to 2 percent, it could not help much. The intrinsic reason is, the 'shadow preamble' only works for CFO compensation with symbol reception. However, if the CFO is large enough to interfere between subcarriers, the 'shadow preamble' scheme will not help much. We leave this problem in our future work.
Impact of Coordination Overhead. We evaluate the coordination overhead by quantifying effects. The backbone coordination overhead is calculated as the size of data transfer over backbone to enable cooperation among APs, including the CSI from receiving APs and data symbols from selected cooperative APs. For each sampling symbols, the representation scheme could use different bit-length, which could be a fundamental factor for coordination overhead. As shown in Fig. 10b , we use for different types of symbol representation schemes, where the samplings could use 16 or 8 bitlength in BPSK and QPSK modulations. We find that, there is no significant difference among these representation schemes, which would encourage us use shorter bit-length for cooperative ethernet transmission. Further, we show in Fig. 10c the ethernet transmissions, where different number of APs are also involve for computing the overhead. As depicted in Fig. 10c, adopting 6 -bit length is good enough for decoding. For this choice, the transmission overhead in our experimental study would need 1 Gbps bandwidth for eight-AP scenario. Even for 16-AP scenario, the bandwidth is still less than 3 Gbps. For conventional enterprise network, such overhead could still be tolerable, because large amount of scheduling time and protocol overhead could be saved. We need not use 16-bit length, since there is no significant improvement, which is owing to the effectiveness of the 'shadow preamble' scheme.
DISCUSSIONS
How to Achieve Clear Preambles? In the client side design, we consider typical and practical system, where transmissions are grouped into frames. Before data transmission begins, the preambles of each client should be transmitted sequentially without interference. No collision is allowed during preamble transmission. For this design, the AP station needs to coordinate the clients for sequential pilot transmission. The sequence of pilot transmission could be predefined or being sorted in a random way [3] . The medium access control can be achieved with a scheme similar to MUSE [23] . Note that, such design also need no scheduling. Because the sequential transmission could be achieved through the priority among clients, or the MAC address, ID, etc.
Processing Delay. Different from BigStation [3] , POLY-PHONY's main target is not for real-time processing. However, there is still a need for characterizing the additional processing incurred in the system design. Basically, there are three design considerations involved in POLYPHONY when processing delay is concerned. First, POLYPHONY is executed distributively, which is a good property for distributed processing. We make further attempts for distributed processing for POLYPHONY's preprocessing. In that, we allocate the computational overload between APs and the centralized processing server. The 'Quasi-Equalization' is processed in respective AP, where the cooperative processing overhead could be significantly reduced.
AP Deployment Considerations. There are two major concerns for the feasibility of POLYPHONY. First, as more APs will benefit the system, should there be many APs in real deployment in supporting the working condition of POLYPHONY? Second, as we know, for the real Enterprise network deployment, APs are configured with different channels to avoid interference. Thus a natural question arises, i.e., are the interferences among clients severe? Moreover, will POLYPHONY still work when frequencies are diverse across different APs? For the first concern, according to our experimental results, we've found that, there is a 'marginal effect' in POLYPHONY, where adding more APs will not help much when there is enough APs. POLYPHONY performed well enough when number of APs is over 15. For the second concern, as we know, there are only three orthogonal channels available in OFDM schemes. Most of the channels are partially overlapping, which could also lead to interferences. For the partially overlapping channels, the interference cancelation scheme should be modified to achieve more accurate adjacent channel coefficient, and enhanced synchronization schemes. Such enhancement is feasible, as many designs [24] , [25] can be referred and proved to be effective. We will leave this as a future work, and make this enhancement for real deployments.
RELATED WORK
Multi-User MIMO Designs. Multi-User MIMO (MU-MIMO) technologies leverage available antennas spreading over a multitude of independent access points, and independent radio terminals. in achieving more throughput gain over the sender diversity and receiver diversity. MU-MIMO allows multiple users to transmit signals concurrently. With multiple antennas, MU-MIMO access points will jointly leverage the digital samples from all antennas together and jointly decode data for each user. Recent literatures further suggest the possibility of even larger-scale MU-MIMO systems with tens to hundreds of antennas to support a large number of concurrent users [3] , [18] , [26] , [27] , [28] , [29] . There are some efforts in building distributed MIMO systems, e.g., [30] . Moreover, the scalability is another fundamental issue for building large-scale MIMO system [31] , [32] . These aforementioned systems, however, are still tightly coupled system.
Enterprise Wireless Networks. Recent systems have also advocated to leverage the agile and intelligent frequency allocation, jointly optimizing network resources with time domain scheduling and antenna arrays for larger degree of freedom [17] , [33] . In contrast, our system proposes and enables the pseudo orthogonality for bootstrapping the decoding process, and will not need time consuming reconfiguration. FluidNet [34] proposed to design a cloud radio access network architecture with a reconfigurable backhaul. Such resilient feature mainly concerned on the resource optimization. Other reconfigurable designs have also been proposed. Software empowered schemes, such as OpenRF [35] and Odin [36] , could abstract the higher layer access capability for seamless network access, in supporting the mobile environment. Our work could be a good complement to these studies, enhancing the accessibility with innovative signal level processing.
Several proposals further leverage the scheduling capability of enterprise networks, such as SYMPHONY [1] and MOZART [4] . In contrast to SYMPHONY [1] , our system does not need predetermined sequential decoding process. Specifically, SYMPHONY requires clients in network being sensed by different APs, i.e., clients are in different conflict areas. In addition, SYMPHONY suppresses transmissions of specified clients in the following slots, which incurs additional transmission delay. The proposed POLYPHONY doesnt require different conflict area and additional transmission slots. The main advantage of SYMPHONY over POLYPHONY is less traffic overhead of wired backbone. The traffic overhead of SYMPHONY is increased with the number of concurrent clients. While, the traffic overhead of POLYPHONY could be effectively bounded by selecting cooperative APs. Trinity [37] encourages to profile the users with the mobility pattern as well as the characterized channel coherence time. However, unlike POLYPHONY, it uses historical information heavily, and will not be able to adapt to the user access dynamics.
Interference Management. Interference management schemes leverage the interference alignment and cancelation schemes [19] , [20] , and adaptively beamform the radio waves [18] , [29] for larger DOF and higher SNR. One may argue that, the proposed scheme is essentially interference alignment scheme [19] , [20] , and the successive decoding relies on the interference cancelation [38] . What is the fundamental difference comparing with the IA and IC schemes? The main difference of our scheme from IAC is the implicit interference cancelation and pseudo alignment among multiple APs. Conventional IA and IC schemes need to explicitly direct the IA or IC to the target AP, which will inevitably lead to two drawbacks. Thus, the traffics among users should be properly scheduled. Such explicitly designation will lead to possible inappropriate choice when multiple APs are presented. Once any target AP is down or heavily interfered by unexpected noise, the IA and IC schemes will inevitably fail to decode and need to be rescheduled. Moreover, IA and IC schemes require accurate pre-coding, and further modifications on the client. Such accurate pre-coding scheme requires higher synchronization accuracy, which will limit the usages for uncooperative clients.
Cooperative Packet Recovery. Cooperative packet recovery depends on the noises each AP are suffering, the majority voting policy, and dynamics in the signal strength [5] , [6] . For these proposals, the basic information should be available, when the number of coupled signals are less than available antennas in each AP. for bootstrapping and cooperative decoding, no matter symbols or soft values, Moreover, the phases of the receiving signals play more important role than signal strength, which provides with more stable diversity for cooperation.
CONCLUSION
This paper introduces POLYPHONY, the first system that enables 'beyond node-DoF' decoding for 'scheduling free' cooperations among APs in enterprise networks. It is also the first effort for building virtualized and resilient network access. Our design can incrementally scale to support more clients, and will also benefit from the increasing number of APs.
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