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We first define a transitive resolvable idempotent quasigroup (TRIQ), and show that a TRIQ
of order v exists if and only if 3 | v and v 6≡ 2(mod 4). Then we use TRIQ to present
a tripling construction for large sets of resolvable Mendelsohn triple systems LRMTS(v)s,
which improves an earlier version of tripling construction by Kang. As an application we
obtain an LRMTS(4 · 3n) for any integer n ≥ 1, which provides an infinite family of even
orders.
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1. Introduction
Let X be a v-set. AMendelsohn triple is a cyclic triple 〈x, y, z〉 based on X which consists of three ordered pairs: (x, y), (y, z)
and (z, x). AMendelsohn triple system of order v, denoted by MTS(v), is a pair (X,B)whereB is a set of Mendelsohn triples
such that each ordered pair of X occurs in exactly one Mendelsohn triple ofB. A Mendelsohn triple is also called a block of
the MTS(v).
An MTS(v) is called resolvable if its blocks can be partitioned into subsets (called parallel classes), each containing every
element of X exactly once. A resolvable MTS(v) is denoted by RMTS(v).
A large set of Mendelsohn triple systems of order v, denoted by LMTS(v), is a collection of v−2MTS(v)s based on X such
that every Mendelsohn triple of X occurs as a block in exactly one of the v − 2 MTS(v)s. An LRMTS(v) denotes an LMTS(v)
in which each MTS(v) is resolvable. The existence of LRMTS(v)s has been investigated by Kang [6], Kang and Lei [7], Kang
and Tian [8] and Xu and Kang [12]. They showed the following.
Theorem 1.1. (1) [12] There exists an LRMTS (12).
(2) [6, Corollary] There exists an LRMTS(v) for v = 69, 123, 141, 159, 7k + 2 and 3km, where k ≥ 1, m ∈ {1, 5, 7, 11,
13, 17, 25, 35, 37, 43, 55, 57, 61, 65, 67}.
(3) [8, Corollary 6] There exists an LRMTS(v) for v = 13k + 2, 25k + 2, 24k + 2 and 26k + 2 where k ≥ 0.
Some orders in this theorem come from the existence of an LKTS(v), which we define below.
A group-divisible design (briefly GDD) is a triple (X,G,B) with the following properties: (i) X is a finite set of points;
(ii) G is a partition of X into subsets called groups; (iii)B is a set of subsets of X (called blocks) such that a group and a block
contain at most one common point, and any pair of points from distinct groups occur in exactly one block. A GDD (X,G,B)
is called resolvable, denoted RGDD, if there exists a partition Γ = {P1, P2, . . . , Pr} ofB such that each part Pi (called parallel
class) is a partition of X .
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A GDD is called a transversal design if it has exactly u groups of size t and every block has size u. We denote such a GDD
by TD(u, t). A transversal design is called resolvable if it is resolvable as a GDD.
A GDD (X,G,B) is called a Steiner triple system if |X | = v and it has v groups of size 1 and every block has size 3. Such a
GDD is denoted briefly by STS(v) (X,B). A resolvable STS(v) is called a Kirkman triple system and denoted by KTS(v).
A large set of Kirkman triple systems of order v, denoted by LKTS(v), is a collection of v − 2 KTS(v)s on a v-set X such
that each triple from
(
X
3
)
occurs as a block in exactly one of the v − 2 KTS(v)s.
In a KTS(v), if we replace any block {x, y, z} by twoMendelsohn triples 〈x, y, z〉 and 〈z, y, x〉, thenwe obtain anMTS(v). It
is obvious that the existence of an LKTS(v) implies the existence of an LRMTS(v). However, this approach can provide only
odd orders of v since the existence of a KTS(v) implies v ≡ 3 (mod 6). The existence of LKTS(v)s, known as the general
Sylvester’s problem, has a long history. The recent investigation was started in 1974 by Denniston [2–5]. Some recursive
constructions were discussed in Lei [9,10], Yuan and Kang [13,14] and Zhang and Zhu [15,16]. We summarize the existence
result on LKTSs as follows.
Theorem 1.2. (1) [16] There exists an LKTS (3nm(2 · 13n1 + 1)(2 · 13n2 + 1) · · · (2 · 13nt + 1)) for n ≥ 1, m ∈ M, t ≥ 1 and
ni ≥ 1(i = 1, 2, . . . , t), where M = {1, 5, 11, 17, 25, 35, 43, 67, 91, 123} ∪ {22r+125s + 1 : r ≥ 0, s ≥ 0}.
(2) [13] There exists an LKTS(6qn + 3) for n ≥ 1 and prime power q ≡ 7(mod 12).
(3) [14] There exists an LKTS(3
∏p
i=1(2q
ri
i + 1)
∏q
j=1(4sj − 1)) for p+ q ≥ 1, ri, sj ≥ 1 and prime power qi ≡ 7(mod 12).
The main result of this paper is an improved tripling construction for LRMTS. This enables us to obtain from the known
LRMTS(12) an infinite class of an LRMTS(4 ·3n) for any n ≥ 1. In Section 2, we give a new concept called transitive resolvable
idempotent quasigroup (TRIQ) and prove that a TRIQ(v) exists if and only if 3|v and v 6≡ 2(mod 4). In Section 3, wemake use
of TRIQ(v) to present a new tripling construction, which improves an earlier tripling construction by Kang [6]. In Section 4,
we give new orders for LRMTS(v)s.
2. Definition and constructions for TRIQ
A quasigroup is a pair (X, ◦), where X is a set and (◦) is a binary operation on X such that equations a◦x = b and y◦a = b
are uniquely solvable for every pair of elements a, b in X . The order of a quasigroup (X, ◦) is the size of X . A quasigroup of
order v is called idempotent if the identity x◦ x = x holds for all x in X . An idempotent quasigroup of order v will be denoted
by IQ(v). Furthermore, an IQ(v) (X, ◦) is called (sharply) transitive if there exists a group G of order v acting transitively on
X which forms an automorphism group of (X, ◦).
Transitive IQ has been used to give a tripling construction for large sets of STSs in Teirlinck [11]. To consider the similar
problem for large sets of RMTSs, we demand that the transitive IQ must have certain property of resolvability.
Suppose that (X, ◦) is an IQ(v). Any given pair of elements x and y in X determines uniquely a product x ◦ y and then a
triad (x, y, x ◦ y). A quasigroup (X, ◦) is called resolvable if all v(v− 1) ordered pairs of distinct elements can be partitioned
into subsets Ti1 ≤ i ≤ 3(v − 1), such that every Γi = {(x, y, x ◦ y) : (x, y) ∈ Ti} is a partition of X (called parallel class). A
transitive resolvable IQ(v) is denoted by TRIQ(v). It is not difficult to see that the necessary condition for the existence of a
TRIQ(v) is v ≡ 0(mod 3).
For odd v a TRIQ(v)with an additional symmetric property has been constructed in [15],which has been used to provide a
tripling construction of LKTS(v)s. Let v = pn11 pn22 · · · pnkk and G = GF(pn11 )⊕GF(pn22 )⊕· · ·⊕GF(pnkk ). Then G is a commutative
ring of order v with identity 1. In the construction of [15], the TRIQ(v)(G, ◦) is defined by x ◦ y = 12x + 12y for all x, y ∈ G.
Such an IQ(v) is transitive with (G,+) as its automorphism group and also resolvable. Thus we have from [15, Theorem 2.3]
the following.
Theorem 2.1. There exists a TRIQ(3s) for any odd positive integer s.
We need further consider even orders v ≡ 0 (mod 6). For convenience, we also write an IQ (X, ◦) as (X,A), where
A = {(x, y, x ◦ y) : (x, y) ∈ X × X}.
Lemma 2.2. Let q be a prime power and q ≡ 1 (mod 3). If there exists a TRIQ(v), then there exists a TRIQ(qv).
Proof. Let (X,B) be a TRIQ(v) with an sharply transitive automorphism group G, whereB can be partitioned into parallel
classes P1, P2, . . . , P3(v−1). Let GF(q) be a finite field with primitive element α, where q ≡ 1 (mod 3). Let t = q−13 . We will
construct a TRIQ(qv) (X × GF(q),A), whereA consists of four parts as follows:
I = {(w,w,w) : w ∈ X × GF(q)};
Akj = {((x, αi + j), (x, αt+i + j), (x, α2t+i + j)) : x ∈ X, i = (k− 1)t, (k− 1)t + 1, . . . , kt − 1}
∪{((x, j), (y, j), (z, j)) : (x, y, z) ∈ Pk}, where j ∈ GF(q) and k = 1, 2, 3;
Bk = {((x, j), (y, j), (z, j)) : (x, y, z) ∈ Pk, j ∈ GF(q)}, where k = 4, 5, . . . , 3(v − 1);
Ci,k = {((x, αi + j), (y, αt+i + j), (z, α2t+i + j)) : j ∈ GF(q), (x, y, z) ∈ Pk},
where i = 0, 1, . . . , 3t − 1 and k = 1, 2, . . . , 3(v − 1).
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It is readily checked that (X×GF(q),A) is a TRIQ(qv)with sharply transitive automorphismgroupG×(GF(q),+). Its parallel
classes are: Akj (j ∈ GF(q), k = 1, 2, 3); Bk(k = 4, 5, . . . , 3(v − 1)); and Ci,k(i = 0, 1, · · · , 3t − 1, k = 1, 2, . . . , 3(v − 1)).
The total number of parallel classes is 3q+ 3(v − 1)− 3+ 3(v − 1)(q− 1) = 3(qv − 1). The proof is completed. 
Lemma 2.3. There is a TRIQ(24).
Proof. Let α be a primitive element in GF(8) such that α3 + α + 1 = 0. Then GF(8) = {0, 1, α, α + 1, α2, α2 + 1, α2 +
α, α2+α+ 1}. We will construct a TRIQ(24) (X,A), where X = GF(8)× Z3 andA consists of the following ordered triples:
A(x, i, j) = ((x, j), (x+ i, j+ 1), (x+ (α2 + 1)i, j+ 2)),
A′(x, i, j) = ((x, j+ 1), (x+ i, j), (x+ (α2 + 1)i, j+ 2)),
B(x, i, j) = ((x, j), (x+ i, j), (x+ (α2 + α + 1)i, j)),
where x, i ∈ GF(8) and j ∈ Z3.
It is easy to check that (X,A) is an idempotent quasigroup with sharply transitive automorphism group (GF(q),+)×Z3.
So this is a TIQ(24). Next, we give its parallel classes as follows (that is,A \ {(w,w,w) : w ∈ X} = A \ (∪(x,j)∈X B(x, 0, j))
can be partitioned into the following parallel classes):
Pi,j = {A(x, i, j) : x ∈ GF(8)}, where (i, j) ∈ (GF(8)× Z3) \ {(k, 0) : k ∈ GF(8) \ {0}};
P ′i,j = {A′(x, i, j) : x ∈ GF(8)}, where (i, j) ∈ GF(8)× Z3;
Pkx = {B(kx, k, 0), B(k(x+ α + 1), k, 0), B(k(x+ 1), k, 1), B(k(x+ α), k, 1), B(k(x+ α2 + 1), k, 2),
B(k(x+ α2 + α), k, 2), A(k(x+ α2 + 1), k, 0), A(k(x+ α2 + α), k, 0)},
where k ∈ GF(8) \ {0}, x = 0, 1, α2, α2 + 1.
Therefore, (X,A) is a TRIQ(24). This completes the proof. 
Remark. Let
A0 =
⋃
j∈Z3
(P0j ∪ P ′0j
⋃
x∈GF(8)
B(x, 0, j)).
Then it is checked thatA0 = {(x, i), (x, j), (x, i+j2 ) : i, j ∈ Z3, x ∈ GF(8)}. So,A \A0 can be partitioned into parallel classes,
which are: Pij((i, j) ∈ (GF(8)\ {0})× (Z3 \ {0})), P ′ij((i, j) ∈ (GF(8)\ {0})× Z3) and Pkx (k ∈ GF(8)\ {0}, x = 0, 1, α2, α2+1).
Lemma 2.4. There is a TRIQ(24n) for any odd integer n.
Proof. Let (GF(8) × Z3,A) be an idempotent quasigroup with sharply transitive automorphism group (GF(8),+) × Z3
described in Lemma 2.3. Let
A0 =
{
(x, i), (x, j),
(
x,
i+ j
2
)
: i, j ∈ Z3, x ∈ GF(8)
}
.
Then by the remarkA \A0 can be partitioned into parallel classes, say, As for 1 ≤ s ≤ 63. Let n = pn11 pn22 · · · pnkk be a prime
factorization and let G = GF(pn11 )⊕GF(pn22 )⊕· · ·⊕GF(pnkk ). By Theorem 2.1 there exists a TRIQ(3n)(Z3×G,B)with parallel
classes Bl for 1 ≤ l ≤ 9n − 3, where B consists of the ordered triples: ((i, x), (j, y), ( i+j2 , x+y2 )), i, j ∈ Z3, x, y ∈ G. We will
construct a TRIQ(24n) (X, T )where X = GF(8)× Z3 × G and T consists of the following ordered triples:(
(α, i), (β, j),
(
γ ,
i+ j
2
))
, where (α, β, γ ) ∈ A, i, j ∈ G.
It is easy to see that (X, T ) is an idempotent quasigroup with sharply transitive automorphism group (GF(8),+)× Z3 × G.
So, this is a TIQ(24n). Next, we give its parallel classes as follows:
Tst =
{(
(α, i), (β, i+ t),
(
γ , i+ t
2
))
: (α, β, γ ) ∈ As
}
, where 1 ≤ s ≤ 63 and t ∈ G;
Tl = {((x, i, u), (x, j, v), (x, k, w)) : ((i, u), (j, v), (k, w)) ∈ Bl, x ∈ GF(8)}, where 1 ≤ l ≤ 9n− 3.
It is checked that each Tst , 1 ≤ s ≤ 63 and t ∈ G, and each Tl, 1 ≤ l ≤ 9n − 3, is a parallel class of X . The total number of
parallel classes is 72n− 3 as desired. Therefore, (X, T ) is a TRIQ(24n). 
Lemma 2.5. There is a TRIQ(v) for any integer such that 3|v and v 6≡ 2(mod 4).
Proof. For any such integer v, v can be written as v ≡ 0, 3, 9(mod 12). When v ≡ 3, 9(mod 12), the conclusion follows by
Theorem 2.1.
When v ≡ 0(mod 12), let v = 3 · 2a · nwhere a ≥ 2 and n is odd. If a even, then 2a ≡ 1(mod 3). By Theorem 2.1, there
is a TRIQ(3n). By Lemma 2.2 there exists a TRIQ(2a · 3n), i.e., a TRIQ(v). If a is odd, then a ≥ 3 and v can be rewritten as
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v = 2a−3 · 24n. By Lemma 2.4 there exists a TRIQ(24n). Since 2a−3 ≡ 1(mod 3), by Lemma 2.2 there is a TRIQ(2a−3 · 24n)
and hence a TRIQ(v). 
In the remainder of this section, we need the concept of complete mapping in a finite group. We follow the definition in
Denes and Keedwell [1].
A complete mapping of a group (G, ·) is a bijection mapping x→ θ(x) of G upon G such that the mapping η(x) = x · θ(x)
is again a bijection mapping of G upon G.
The following existence results are stated in [1].
Lemma 2.6 ([1]). If G is an arbitrary group of order n = 4k + 2, then G has no complete mapping. If G is an abelian group of
order n 6= 4k+ 2, then G does have a complete mapping.
Let X = {0, 1, . . . , v − 1} and (X, ◦) be an idempotent quasigroup with a sharply transitive automorphism group G
written multiplicatively. It is easy to see that there is a unique g ∈ G such that g(x) = y for every pair of elements x, y in X .
Let the first row of (X, ◦) be of the following ordered triples:
(0, h(0), h∗(0)), h ∈ G.
Then h 7→ h∗ is a bijection between G, denoted byΦ . Hence, (g(0), gh(0), gh∗(0)), g, h ∈ G forms the quasigroup (X, ◦).
Then (g, gh, gh∗), g, h ∈ G is a latin square on G, which implies that
{(gh, gh∗) : g, h ∈ G} = G× G.
So, we have
{h(h∗)−1 : h ∈ G} = G. (1)
Note that the mapping Φ¯ : h 7→ (h∗)−1 is also a bijection between G. By the definition of complete mapping and formula
(1), Φ¯ is a complete mapping of G. Next we record the result as follows.
Lemma 2.7. If there exists an ITQ (v)(X, ◦) with G as a sharply transitive automorphism group, then G has a complete mapping.
Theorem 2.8. There is a TRIQ(v) if and only if 3|v and v 6≡ 2(mod 4).
Proof. The sufficiency follows from Lemma 2.5. Next we prove the necessity. If there exists a TRIQ(v) with G as a sharply
transitive automorphism group, then G has a complete mapping by Lemma 2.7. Hence v 6≡ 2(mod 4) by Lemma 2.6. Note
that 3|v is obvious. This completes the proof. 
3. A tripling construction for LRMTS
Let X = {0, 1, . . . , v − 1} and (X, ◦) be an idempotent quasigroup with sharply transitive automorphism group
G = {σ0, σ1, . . . , σv−1} of (X, ◦)writtenmultiplicatively. By Lemma 2.7G has a completemapping, say,Φ−1. Let σ ∗ = Φ(σ )
for σ ∈ G. Then, by the definition of complete mapping, we have
{σ(σ ∗)−1 : σ ∈ G} = G. (2)
Theorem 3.1. If there exist both a TRIQ(v) and an LRMTS(v), then there exists an LRMTS(3v).
Proof. Suppose (X, ◦) is a TRIQ(v) with sharply transitive automorphism group G = {σ0, σ1, . . . , σv−1}. Let (X,Bj)(1 ≤
j ≤ v − 2) be an LRMTS(v). We will construct an LRMTS(3v) on the point set Y = Z3 × X . The construction proceeds in 3
steps.
Step 1: For σi, σj ∈ G, x ∈ X , define
Bijx = {(0, x), (1, σj(x)), (2, σiσ ∗j (x))},
Pij = {Bijx : x ∈ X}
and
Ai =
⋃
σj∈G
Pij.
Then by formula (2), it is easy to show that each (Y ,Ai) (i = 0, 1, . . . , v−1) is a resolvable TD(3, v) with the parallel classes
Pij, σj ∈ G, and the v TDs form a large set of disjoint resolvable TDs.
For each i ∈ Z3, we have v−2 disjoint RMTS(v) ({i}×X,B(i)j ) for j = 1, 2, . . . , v−2, whereB(i)j = {〈(i, x), (i, y), (i, z)〉 :〈x, y, z〉 ∈ Bj}. For j = 1, 2, . . . , v − 2, define
A∗j = {〈u, v, w〉, 〈v, u, w〉 : {u, v, w} ∈ Aj},
Cj = A∗j ∪B(0)j ∪B(1)j ∪B(2)j .
It is not difficult to check that (Y ,Cj) is an RMTS(3v) for j = 1, 2, . . . , v− 2. Furthermore, these v− 2 RMTSs are obviously
disjoint.
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(The remaining two resolvable TDs,A0 andAv−1, are saved for the use in the following two steps.)
Step 2: We first make use of the block set A0. For a given k, 0 ≤ k ≤ v − 1, take P0k ∈ {P00, . . . , P0(v−1)}, define three
permutations of X , namely α(s)k (s ∈ Z3), by the rule
α
(s)
k (x) = y, if {(s, x), (s+ 1, y)} ⊆ B ∈ P0k for some block B.
By the definition of P0k, we know that
α
(0)
k = σk, α(1)k = σ0σ ∗k σ−1k , α(2)k = (σ0σ ∗k )−1 = (α(1)k α(0)k )−1.
Hence α(s)k ∈ G for all s ∈ Z3.
Next, since (X, ◦) is a TRIQ(v), for any ordered pair (x, y) ∈ X × X(x 6= y), we get an element x ◦ y in X . Furthermore,
(x, y, x ◦ y) is uniquely defined by any ordered pair in {x, y, x ◦ y}. Define
B(0)xysk = 〈(s, x), (s, y), (s+ 1, α(s)k (x ◦ y))〉
and
D
(0)
k =
(⋃
s∈Z3
⋃
(x,y)∈X×X,x6=y
B(0)xysk
)⋃
{〈u, v, w〉, 〈v, u, w〉 : {u, v, w} ∈ P0k}.
It is easy to check that (Y ,D (0)k ) is an MTS(3v).
Now we consider the resolvability of (Y ,D (0)k ). Since (X, ◦) is resolvable, by the definition, all v(v − 1) ordered pairs of
distinct elements can be partitioned into subsets Ti(1 ≤ i ≤ 3(v − 1)), such that every Γi = {(x, y, x ◦ y) : (x, y) ∈ Ti} is
a partition of X. For any given triad (x, y, x ◦ y) ∈ Γi, we get 9 points of Y , by using the three permutations defined by P0k.
They are
(0, x), (0, y), (0, x ◦ y); (1, x1), (1, y1), (1, x1 ◦ y1); (2, x2), (2, y2), (2, x2 ◦ y2),
where
x1 = α0k (x), y1 = α0k (y), x1 ◦ y1 = α0k (x ◦ y); x2 = α1k (x1), y2 = α1k (y1), x2 ◦ y2 = α1k (x1 ◦ y1).
(Actually {(0, x), (1, x1), (2, x2)}, {(0, y), (1, y1), (2, y2)}, and {(0, x ◦ y), (1, x1 ◦ y1), (2, x2 ◦ y2)} are three blocks of P0k.)
These 9 points of Y are partitioned into B(0)xy0k, B
(0)
x1y11k
and B(0)x2y22k inD
0
k . Denote
E(0)i =
⋃
(x,y)∈Ti
{B(0)xy0k, B(0)x1y11k, B(0)x2y22k}.
Then each E(0)i (1 ≤ i ≤ 3(v − 1)) is a partition of Y . Note that P0k is also a partition of Y , and
D
(0)
k =
(
3(v−1)⋃
i=1
E(0)i
)⋃
{〈u, v, w〉, 〈v, u, w〉 : {u, v, w} ∈ P0k}.
Therefore, (Y ,D (0)k ) is an RMTS(3v) (0 ≤ k ≤ v − 1). Further, these v RMTS(3v)s are disjoint.
Step 3: At last we make use of the block set Av−1. For a given k, 0 ≤ k ≤ v − 1, take Pv−1,k ∈ {Pv−1,0, . . . , Pv−1,v−1}.
Again we define three permutations of X , namely β(s)k (s ∈ Z3), by the rule
β
(s)
k (x) = y, if {(s, x), (s− 1, y)} ⊆ B ∈ Pv−1,k for some block B.
As similar procedure as in step 2, after defining
B(v−1)xysk = 〈(s, x), (s, y), (s− 1, β(s)k (x ◦ y))〉
and
D
(v−1)
k =
(⋃
s∈Z3
⋃
(x,y)∈X×X,x6=y
B(v−1)xysk
)⋃
{〈u, v, w〉, 〈v, u, w〉 : {u, v, w} ∈ Pv−1,k},
we get v disjoint MTS(3v) (Y ,D (v−1)k )(0 ≤ k ≤ v− 1). By using the resolvability of (X, ◦), we can similarly prove that each
(Y ,D (v−1)k ) for 0 ≤ k ≤ v − 1 is also an RMTS(3v), and these v RMTS(3v)s are disjoint. The details are omitted.
We obtain a total of (v − 2)+ 2v = 3v − 2 disjoint RMTS(3v), a large set. This completes the proof. 
4. New orders
An LRMTS(12) has been constructed in [12]. To bemore accessiblewe rewrite it as follows. The original LRMTS is based on
(Z5×Z2)∪{∞1,∞2}. Replace (n mod 5, n mod 2) by n for 0 ≤ n ≤ 9 and∞1,∞2 by A, B, respectively. The LRMTS(12) will
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be generated by two base RMTS(12)s C0 and D0,+2 mod 10, or equivalently under the action of the subgroup {0, 2, 4, 6, 8}.
In each RMTS, every row is a parallel class.
〈A, 5, 4〉 〈1, 7, 9〉 〈B, 0, 8〉 〈6, 2, 3〉
〈B, 2, 9〉 〈6, 0, 4〉 〈A, 7, 3〉 〈1, 5, 8〉
〈6, 7, 8〉 〈B, 5, 3〉 〈1, 2, 4〉 〈A, 0, 9〉
〈1, 0, 3〉 〈A, 2, 8〉 〈6, 5, 9〉 〈B, 7, 4〉
〈4, 5, A〉 〈1, 6, B〉 〈0, 7, 2〉 〈3, 8, 9〉
〈9, 2, B〉 〈6, 1, A〉 〈7, 0, 5〉 〈8, 3, 4〉
〈8, 7, 6〉 〈B, A, 1〉 〈2, 5, 0〉 〈9, 4, 3〉
〈3, 0, 1〉 〈A, B, 6〉 〈5, 2, 7〉 〈4, 9, 8〉
〈9, 7, 1〉 〈4, 0, 6〉 〈3, 5, B〉 〈8, 2, A〉
〈8, 0, B〉 〈3, 7, A〉 〈4, 2, 1〉 〈9, 5, 6〉
〈3, 2, 6〉 〈8, 5, 1〉 〈9, 0, A〉 〈4, 7, B〉
The base RMTS C0
〈A, 5, 8〉 〈1, 7, 3〉 〈B, 0, 4〉 〈6, 2, 9〉
〈B, 2, 3〉 〈6, 0, 8〉 〈A, 7, 9〉 〈1, 5, 4〉
〈6, 7, 4〉 〈B, 5, 9〉 〈1, 2, 8〉 〈A, 0, 3〉
〈1, 0, 9〉 〈A, 2, 4〉 〈6, 5, 3〉 〈B, 7, 8〉
〈8, 5, A〉 〈B, 6, 1〉 〈2, 7, 0〉 〈3, 4, 9〉
〈3, 2, B〉 〈A, 1, 6〉 〈5, 0, 7〉 〈8, 9, 4〉
〈4, 7, 6〉 〈1, A, B〉 〈0, 5, 2〉 〈9, 8, 3〉
〈9, 0, 1〉 〈6, B, A〉 〈7, 2, 5〉 〈4, 3, 8〉
〈3, 7, 1〉 〈8, 0, 6〉 〈9, 5, B〉 〈4, 2, A〉
〈4, 0, B〉 〈9, 7, A〉 〈8, 2, 1〉 〈3, 5, 6〉
〈9, 2, 6〉 〈4, 5, 1〉 〈3, 0, A〉 〈8, 7, B〉
The base RMTS D0
By Theorem 2.8 there exists a TRIQ(4 · 3n) for any integer n ≥ 1. Applying Theorem 3.1 with an LRMTS(12) iteratively we
get the following result.
Theorem 4.1. There exists an LRMTS(4 · 3n) for any integer n ≥ 1.
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