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The Bekman-Quarles theorem for mappings from C2 to C2
Apoloniusz Tyszka
Abstrat. Let ϕ : C2 × C2 → C, ϕ((x1, x2), (y1, y2)) = (x1 − y1)2 + (x2 − y2)2. We
say that f : C2 → C2 preserves distane d ≥ 0, if for eah X, Y ∈ C2 ϕ(X, Y ) = d2
implies ϕ(f(X), f(Y )) = d2. We prove that eah unit-distane preserving mapping
f : C2 → C2 has a form I ◦ (γ, γ), where γ : C → C is a eld homomorphism
and I : C2 → C2 is an ane mapping with orthogonal linear part. We prove an
analogous result for mappings from K
2
to K
2
, where K is a ommutative eld suh
that char(K ) 6∈ {2, 3, 5} and −1 is a square.
The lassial Bekman-Quarles theorem states that eah unit-distane preserving
mapping from Rn to Rn (n ≥ 2) is an isometry, see [1℄[5℄. Let ϕ : C2 × C2 → C,
ϕ((x1, x2), (y1, y2)) = (x1 − y1)2 + (x2 − y2)2. We say that f : C2 → C2 preserves
distane d ≥ 0, if for eah X, Y ∈ C2 ϕ(X, Y ) = d2 implies ϕ(f(X), f(Y )) = d2.
If f : C2 → C2 and for eah X, Y ∈ C2 ϕ(X, Y ) = ϕ(f(X), f(Y )), then f is an
ane mapping with orthogonal linear part; it follows from a general theorem proved
in [3, 58 ℄, see also [4, p. 30℄. The author proved in [9℄:
(1) eah unit-distane preserving mapping f : C2 → C2 satises ϕ(X, Y ) = ϕ(f(X), f(Y ))
for all X, Y ∈ C2 with rational ϕ(X, Y ).
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Theorem 1. If f : C2 → C2 preserves unit distane, f((0, 0)) = (0, 0), f((1, 0)) =
(1, 0) and f((0, 1)) = (0, 1), then there exists a eld homomorphism ρ : R → C
satisfying
(2) ∀x1, x2 ∈ C f((x1, x2)) ∈ {(ρ(Re(x1))+ ρ(Im(x1)) · i , ρ(Re(x2))+ ρ(Im(x2)) · i),
(ρ(Re(x1))−ρ(Im(x1)) · i , ρ(Re(x2))−ρ(Im(x2)) · i)}.
Proof. Obviously, g = f|R2 : R
2 → C2 preserves unit distane. The author proved
in [8℄ that suh a g has a form I ◦ (ρ, ρ), where ρ : R → C is a eld homomorphism
and I : C2 → C2 is an ane mapping with orthogonal linear part. Sine f((0, 0)) =
(0, 0), f((1, 0)) = (1, 0), f((0, 1)) = (0, 1), we onlude that f|R2 = (ρ, ρ). From this,
ondition (2) holds true if (x1, x2) ∈ R2. Assume now that (x1, x2) ∈ C2 \ R2. Let
x1 = a1 + b1 · i , x2 = a2 + b2 · i , where a1, b1, a2, b2 ∈ R, and, for example b1 6= 0.
For eah t ∈ R
ϕ((a1 + b1 · i , a2 + b2 · i), (a1 + tb2, a2 − tb1)) = (t2 − 1)(b21 + b22).
By this and (1):
(3) for eah t ∈ R with rational (t2 − 1)(b21 + b22) we have:
ϕ(f((a1 + b1 · i , a2 + b2 · i)), f((a1 + tb2, a2 − tb1))) = (t2 − 1)(b21 + b22).
Let f((a1 + b1 · i , a2 + b2 · i)) = (y1, y2). From (3) and f|R2 = (ρ, ρ) we obtain:
(4) for eah t ∈ R with rational (t2 − 1)(b21 + b22) we have:
(y1 − ρ(a1)− ρ(t)ρ(b2))2 + (y2 − ρ(a2) + ρ(t)ρ(b1))2 = (t2 − 1)(b21 + b22).
For eah t ∈ R with rational (t2 − 1)(b21 + b22) we have:
(t2 − 1)(b21 + b22) = ρ((t2 − 1)(b21 + b22)) = (ρ(t)2 − 1)(ρ(b1)2 + ρ(b2)2).
By this and (4):
(5) for eah t ∈ R with rational (t2 − 1)(b21 + b22) we have:
(y1−ρ(a1))2+(y2−ρ(a2))2+ρ(b1)2+ρ(b2)2 +2ρ(t) · (ρ(b1)(y2−ρ(a2))−ρ(b2)(y1−ρ(a1))) = 0.
There are innitely many t ∈ R with rational (t2− 1)(b21 + b22) and ρ is injetive. From
these two fats and (5), we obatin:
(6) ρ(b1)(y2 − ρ(a2))− ρ(b2)(y1 − ρ(a1)) = 0
and
(7) (y1 − ρ(a1))2 + (y2 − ρ(a2))2 + ρ(b1)2 + ρ(b2)2 = 0.
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By (6):
(8) y2 − ρ(a2) = ρ(b2)ρ(b1) · (y1 − ρ(a1)).
Applying (8) to (7) we get:
(y1 − ρ(a1))2 + ρ(b2)
2
ρ(b1)2
· (y1 − ρ(a1))2 + ρ(b1)2 + ρ(b2)2 = 0.
It gives
(
(y1 − ρ(a1))2
ρ(b1)
2 + 1
)
· (ρ(b1)2 + ρ(b2)2) = 0. Sine ρ(b1)2 + ρ(b2)2 6= 0, we get
y1 = ρ(a1) + ρ(b1) · i︸ ︷︷ ︸
case 1
or y1 = ρ(a1)− ρ(b1) · i︸ ︷︷ ︸
case 2
.
In ase 1, by (8)
y2 = ρ(a2)+
ρ(b2)
ρ(b1)
· (y1− ρ(a1)) = ρ(a2)+ ρ(b2)ρ(b1) · (ρ(a1)+ ρ(b1) · i − ρ(a1)) = ρ(a2)+ ρ(b2) · i .
In ase 2, by (8)
y2 = ρ(a2)+
ρ(b2)
ρ(b1)
· (y1− ρ(a1)) = ρ(a2)+ ρ(b2)ρ(b1) · (ρ(a1)− ρ(b1) · i − ρ(a1)) = ρ(a2)− ρ(b2) · i .
The proof is ompleted.
Let f : C2 → C2 preserves unit distane, f((0, 0)) = (0, 0), f((1, 0)) = (1, 0) and
f((0, 1)) = (0, 1). Theorem 1 provides a eld homomorphism ρ : R→ C satisfying (2).
By Theorem 1 the sets
A = {(x1, x2) ∈ C2 : f((x1, x2)) = (ρ(Re(x1))+ρ(Im(x1))·i , ρ(Re(x2))+ρ(Im(x2))·i)}
and
B = {(x1, x2) ∈ C2 : f((x1, x2)) = (ρ(Re(x1))−ρ(Im(x1))·i , ρ(Re(x2))−ρ(Im(x2))·i)}
satisfy A ∪B = C2. The mapping
C ∋ x θ−→ ρ(Re(x)) + ρ(Im(x)) · i ∈ C
is a eld homomorphism, θ extends ρ,
A = {(x1, x2) ∈ C2 : f((x1, x2)) = (θ(x1), θ(x2))}.
The mapping
C ∋ x ζ−→ ρ(Re(x))− ρ(Im(x)) · i ∈ C
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is a eld homomorphism, ζ extends ρ,
B = {(x1, x2) ∈ C2 : f((x1, x2)) = (ζ(x1), ζ(x2))}.
We would like to prove f = (θ, θ) or f = (ζ, ζ); we will prove it later in Theorem 2.
Let ψ : C2 × C2 → R, ψ((x1, x2), (y1, y2)) = Im(x1) · Im(y1) + Im(x2) · Im(y2).
Lemma 1. If x1, x2, y1, y2 ∈ C, ϕ((x1, x2), (y1, y2)) ∈ Q and ψ((x1, x2), (y1, y2)) 6= 0,
then
(9) (y1, y2) ∈ A implies (x1, x2) ∈ A
and
(10) (y1, y2) ∈ B implies (x1, x2) ∈ B .
Proof. We prove only (9), the proof of (10) follows analogially. Let ϕ((x1, x2), (y1, y2)) =
r ∈ Q. Assume, on the ontrary, that (y1, y2) ∈ A and (x1, x2) 6∈ A. Sine A∪B = C2,
(x1, x2) ∈ B . Let x1 = a1 + b1 · i , x2 = a2 + b2 · i , y1 = a˜1 + b˜1 · i , y2 = a˜2 + b˜2 · i ,
where a1, b1, a2, b2, a˜1, b˜1, a˜2, b˜2 ∈ R. By (1):
r = ϕ((x1, x2), (y1, y2)) = ϕ(f((x1, x2)), f((y1, y2))) =
(11)
(ρ(a1)− ρ(b1) · i − ρ(a˜1)− ρ(b˜1) · i)2 + (ρ(a2)− ρ(b2) · i − ρ(a˜2)− ρ(b˜2) · i)2.
Sine r ∈ Q,
r = θ(r) = θ((a1 + b1 · i − a˜1 − b˜1 · i)2 + (a2 + b2 · i − a˜2 − b˜2 · i)2) =
(12)
(ρ(a1) + ρ(b1) · i − ρ(a˜1)− ρ(b˜1) · i)2 + (ρ(a2) + ρ(b2) · i − ρ(a˜2)− ρ(b˜2) · i)2.
Subtrating (11) and (12) by sides we obtain:
2ρ(b1) · i · (2ρ(b˜1) · i − 2ρ(a1) + 2ρ(a˜1)) + 2ρ(b2) · i · (2ρ(b˜2) · i − 2ρ(a2) + 2ρ(a˜2)) = 0.
Thus
(13) − ρ(b1b˜1 + b2b˜2) = ρ(b1(a1 − a˜1) + b2(a2 − a˜2)) · i .
Squaring both sides of (13) we get:
ρ((b1b˜1 + b2b˜2)
2 + (b1(a1 − a˜1) + b2(a2 − a˜2))2) = 0,
so in partiular ψ((x1, x2), (y1, y2)) = b1b˜1 + b2b˜2 = 0, a ontradition.
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The next lemma is obvious.
Lemma 2. For eah S, T ∈ R2 there exist n ∈ {1, 2, 3, ...} and P1, ..., Pn ∈ R2 suh
that ||S − P1|| = ||P1 − P2|| = ... = ||Pn−1 − Pn|| = ||Pn − T || = 1.
Lemma 3. For eah X ∈ C2 \R2
(i , i) ∈ A implies X ∈ A
and
(i , i) ∈ B implies X ∈ B .
Proof. Let X = (a1 + b1 · i , a2 + b2 · i), where a1, b1, a2, b2 ∈ R. Sine X ∈ C2 \ R2,
b1 6= 0 or b2 6= 0. Assume that b1 6= 0, when b2 6= 0 the proof is analogous. The points
S =
(
a1 +
√
1 + b22, a2 +
√
1 + (b1 − 1)2
)
and T =
(√
2, 0
)
belong to R2. Applying
Lemma 2 we nd P1, ..., Pn ∈ R2 satisfying ||S−P1|| = ||P1−P2|| = ... = ||Pn−1−Pn|| =
||Pn − T || = 1. The points
X1 = X ,
X2 =
(
a1 +
√
1 + b22 + b1 · i , a2
)
,
X3 = S + (i , 0) =
(
a1 +
√
1 + b22 + i , a2 +
√
1 + (b1 − 1)2
)
,
X4 = P1 + (i , 0),
X5 = P2 + (i , 0),
. . . . . . . . . . .
Xn+3 = Pn + (i , 0),
Xn+4 = T + (i , 0) =
(√
2 + i , 0
)
,
Xn+5 = (i , i)
satisfy:
for eah k ∈ {2, 3, ..., n+ 5} ϕ(Xk−1, Xk) = 1,
ψ(X1, X2) = b
2
1 6= 0, ψ(X2, X3) = b1 6= 0, for eah k ∈ {4, 5, ..., n+5} ψ(Xk−1, Xk) = 1.
By Lemma 1 for eah k ∈ {2, 3, ..., n+ 5}
Xk ∈ A implies Xk−1 ∈ A
and
Xk ∈ B implies Xk−1 ∈ B .
Therefore, (i , i) = Xn+5 ∈ A implies X = X1 ∈ A, and also, (i , i) = Xn+5 ∈ B
implies X = X1 ∈ B .
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Theorem 2. If f : C2 → C2 preserves unit distane, f((0, 0)) = (0, 0), f((1, 0)) =
(1, 0) and f((0, 1)) = (0, 1), then there exists a eld homomorphism γ : C → C
satisfying f = (γ, γ).
Proof. By Lemma 3
(i , i) ∈ A implies C2 \ R2 ⊆ A
and
(i , i) ∈ B implies C2 \ R2 ⊆ B .
Obviously, R2 ⊆ A and R2 ⊆ B . Therefore,
A = C2 and f = (θ, θ), if (i , i) ∈ A,
and also,
B = C2 and f = (ζ, ζ), if (i , i) ∈ B .
As a orollary of Theorem 2 we get:
Theorem 3. Eah unit-distane preserving mapping f : C2 → C2 has a form I ◦(γ, γ),
where γ : C → C is a eld homomorphism and I : C2 → C2 is an ane mapping with
orthogonal linear part.
Proof. By (1):
1 = ϕ((0, 0), (1, 0)) = ϕ(f((0, 0)), f((1, 0))),
1 = ϕ((0, 0), (0, 1)) = ϕ(f((0, 0)), f((0, 1))),
2 = ϕ((1, 0), (0, 1)) = ϕ(f((1, 0)), f((0, 1))).
By the above equalities there exists an ane mapping J : C2 → C2 with orthogonal
linear part suh that J(f((0, 0))) = (0, 0), J(f((1, 0))) = (1, 0), J(f((0, 1))) = (0, 1).
By Theorem 2 there exists a eld homomorphism γ : C→ C satisfying J ◦ f = (γ, γ),
so f = J−1 ◦ (γ, γ).
Obviously, Theorem 3 implies (1). The author proved in [10℄:
(14) if n ≥ 2 and a ontinuous f : Cn → Cn preserves unit distane, then f has a
form I ◦ (ρ, ..., ρ), where I : Cn → Cn is an ane mapping with orthogonal linear part
and ρ : C→ C is the identity or the omplex onjugation.
The only ontinuous endomorphisms of C are the identity and the omplex onjugation,
see [6, Lemma 1, p. 356℄. Therefore, Theorem 3 implies (14) restrited to n = 2.
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Let K be a ommutative eld, char(K ) 6∈ {2, 3, 5}. Let d : K 2 ×K 2 → K denote
the Lorentz-Minkowski distane dened by d((x1, x2), (y1, y2)) = (x1 − y1) · (x2 − y2).
H. Shaeer proved in [7, Satz 1, Satz 2, Satz 3℄:
(15) if f : K 2 → K 2 preserves the Lorentz-Minkowski distane 1, f((0, 0)) = (0, 0)
and f((1, 1)) = (1, 1), then there exists a eld homomorphism σ : K → K satisfying
∀x1, x2 ∈ K f((x1, x2)) = (σ(x1), σ(x2)) or ∀x1, x2 ∈ K f((x1, x2)) = (σ(x2), σ(x1)).
Unfortunately, the proof of Satz 3 in [7℄ is ompliated, the main part of this proof was
onstruted using omputer software.
Let ϕ
K
: K 2×K 2 → K , ϕ
K
((x1, x2), (y1, y2)) = (x1−y1)2+(x2−y2)2. Theorem 4
generalizes Theorem 3.
Theorem 4. Let there exists i ∈ K suh that i2 + 1 = 0. Let f : K 2 → K 2 preserves
unit distane dened by ϕ
K
. We laim that f has a form I ◦ (σ, σ), where σ : K → K
is a eld homomorphism and I : K 2 → K 2 is an ane mapping with orthogonal linear
part.
Proof. Assume that f((0, 0)) = (0, 0). The mappings
K
2 ∋ (x1, x2) ξ−→ (x1 + i · x2, x1 − i · x2) ∈ K 2
and
K
2 ∋ (x1, x2) η−→
(
1
2
x1 +
1
2
x2, − i2x1 + i2x2
) ∈ K 2
satisfy:
η ◦ ξ = ξ ◦ η = id(K 2),
∀x1, x2, y1, y2 ∈ K ϕK ((x1, x2), (y1, y2)) = d(ξ((x1, x2)), ξ((y1, y2))),
∀x1, x2, y1, y2 ∈ K d((x1, x2), (y1, y2)) = ϕK (η((x1, x2)), η((y1, y2))).
Therefore, ξ ◦f ◦η : K 2 → K 2 preserves the Lorentz-Minkowski distane 1. Obviously,
(ξ ◦ f ◦ η)((0, 0)) = (0, 0). Let (ξ ◦ f ◦ η)((1, 1)) = (a, b) ∈ K 2. We have: 1 =
d((1, 1), (0, 0)) = d((ξ ◦ f ◦ η)((1, 1)), (ξ ◦ f ◦ η)((0, 0))) = d((a, b), (0, 0)) = a · b. Hene
b = 1
a
. For eah z ∈ K \ {0} the mapping
K
2 ∋ (x, y) λ(z)−→ (x
z
, z · y) ∈ K 2
preserves all Lorentz-Minkowski distanes, λ(1
z
) ◦ λ(z) = λ(z) ◦ λ(1
z
) = id(K 2). The
mapping λ(a) ◦ ξ ◦ f ◦ η : K 2 → K 2 preserves the Lorentz-Minkowski distane 1,
(λ(a) ◦ ξ ◦ f ◦ η)((0, 0)) = (0, 0) and (λ(a) ◦ ξ ◦ f ◦ η)((1, 1)) = (1, 1). By (15) there
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exists a eld homomorphism σ : K → K satisfying
λ(a) ◦ ξ ◦ f ◦ η = (σ, σ)︸ ︷︷ ︸
case 1
or λ(a) ◦ ξ ◦ f ◦ η = h ◦ (σ, σ)︸ ︷︷ ︸
case 2
,
where h : K 2 → K 2, h((x1, x2)) = (x2, x1).
In ase 1: f = η ◦ λ( 1
a
) ◦ (σ, σ) ◦ ξ = f1 ◦ (σ, σ), where f1 : K 2 → K 2,
f1((x1, x2)) =
((
a
2
+ 1
2a
) · x1 + (a2 − 12a) σ(i) · x2, − (a2 − 12a) i · x1 − (a2 + 12a) iσ(i) · x2).
In ase 2: f = η ◦ λ( 1
a
) ◦ h ◦ (σ, σ) ◦ ξ = f2 ◦ (σ, σ), where f2 : K 2 → K 2,
f2((x1, x2)) =
((
a
2
+ 1
2a
) · x1 − (a2 − 12a)σ(i) · x2, − (a2 − 12a) i · x1 + (a2 + 12a) iσ(i) · x2).
The mappings f1 and f2 are linear and orthogonal. The proof is ompleted.
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