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Abstract
In class-incremental learning, a model learns continuously
from a sequential data stream in which new classes occur.
Existing methods often rely on static architectures that are
manually crafted. These methods can be prone to capacity
saturation because a neural network’s ability to generalize to
new concepts is limited by its fixed capacity. To understand
how to expand a continual learner, we focus on the neural ar-
chitecture design problem in the context of class-incremental
learning: at each time step, the learner must optimize its per-
formance on all classes observed so far by selecting the most
competitive neural architecture. To tackle this problem, we
propose Continual Neural Architecture Search (CNAS): an
autoML approach that takes advantage of the sequential na-
ture of class-incremental learning to efficiently and adaptively
identify strong architectures in a continual learning setting.
We employ a task network to perform the classification task
and a reinforcement learning agent as the meta-controller for
architecture search. In addition, we apply network transfor-
mations to transfer weights from previous learning step and to
reduce the size of the architecture search space, thus saving a
large amount of computational resources. We evaluate CNAS
on the CIFAR-100 dataset under varied incremental learning
scenarios with limited computational power (1 GPU). Exper-
imental results demonstrate that CNAS outperforms architec-
tures that are optimized for the entire dataset. In addition,
CNAS is at least an order of magnitude more efficient than
naively using existing autoML methods.
Introduction
Continual learning, or lifelong learning (Parisi et al. 2019)
is the ability to acquire new knowledge while retaining pre-
viously learned experiences, and is one of the modern chal-
lenges of artificial intelligence. Various methods have been
proposed to tackle continual learning (referred to as contin-
ual learners). As seen in Table 1, some continual learners
rely on a static architecture which is manually crafted. These
methods are susceptible to the phenomenon of capacity sat-
uration (Sodhani, Chandar, and Bengio 2018), where a neu-
ral network’s ability to generalize to new concepts is limited
by its fixed capacity.
∗Canada CIFAR AI chair
In this paper, we propose to continuously adapt the neu-
ral network architecture as new data arrive and we focus on
the class-incremental learning setting. Rebuff et al. (Rebuffi
et al. 2017) introduced class-incremental learning where an
algorithm learns continuously from a sequential data stream
in which new classes occur. Motivated by designing an ex-
pandable continual learner, we aim to solve the continual ar-
chitecture design problem where at each time step of class-
incremental learning, the learner must optimize its perfor-
mance on all observed classes so far by selecting the most
competitive neural architecture.
Any continual learner faces the challenge of catastrophic
forgetting where learning new information interferes with
previously acquired knowledge (McCloskey and Cohen
1989), that is, the learner forgets how to perform old tasks
when new ones are learned. In the continual learning liter-
ature, a constraint on the storage of past data is often en-
forced such as in (Chaudhry et al. 2018) and (Rebuffi et al.
2017), and preventing catastrophic forgetting is thus one of
the main focus of existing approaches to continual learn-
ing. In contrast, we store all data that has been observed
in the past and maintain a growing dataset as more train-
ing examples become available. Catastrophic forgetting is
then addressed by rehearsing on past data. We argue that
this is a realistic setting since data storage is rarely an issue
when compared to computation time. This allows us to fully
use the available data to optimize the architecture selection,
while still being computationally efficient.
Recent techniques for automatically designing deep neu-
ral networks using reinforcement learning (RL) agents have
shown promising results. Methods such as Neural Architec-
ture Search (NAS) (Zoph and Le 2016) and Efficient Ar-
chitecture Search (EAS) (Cai et al. 2018) employ a policy
gradient approach called REINFORCE (Williams 1992), al-
lowing for high flexibility in the policy network design. EAS
further proposes to use Net2Net (Chen, Goodfellow, and
Shlens 2016) transformations to initialize sampled architec-
tures, thus achieving huge computational savings.
To address the continual architecture design problem,
we propose Continual Neural Architecture Search (CNAS).
CNAS consists of three parts: a task network for solv-
ing the classification task, a deep reinforcement learning
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Table 1: Approaches used by some recent methods to various challenges in continual learning.
Challenge CNAS RCL (Xu and Zhu 2018) DEN (Yoon et al. 2017) A-GEM (Chaudhry et al. 2018) iCaRL (Rebuffi et al. 2017)
Catastrophic forgetting knowledge rehearsal weight freezing network split episodic memory rehearsal prototype
Capacity saturation grow width, depth grow width grow width no growth no growth
Rely on task descriptors no yes yes yes no
based meta-controller for adaptively exploring the architec-
ture search space and a heuristic function for deciding when
to expand the continual learner. Each time new data arrive,
the meta-controller generates candidate architectures using
Net2Net (Chen, Goodfellow, and Shlens 2016) transforma-
tions of the current task network. The decision of whether to
expand the current architecture is based on a heuristic func-
tion of the performance of all the candidate architectures on
a held-out dataset. This process allows the network structure
to adaptively evolve in reaction to arrival of new classes or
to other changes in the data distribution.
The autonomous nature of CNAS makes it an autoML ap-
proach (Mendoza et al. 2016; Feurer et al. 2015), offering
an efficient and off-the-shelf learning system that avoids the
tedious tasks of manually selecting the correct neural archi-
tecture at each time step. As the observed dataset becomes
more complex or includes examples from multiple training
distributions, manually designing the architecture for a con-
tinual learner is not only time-consuming but also increas-
ingly difficult. Therefore, reducing human intervention is a
natural progression to develop robust and self-sufficient con-
tinual learners.
Summary of the contributions We formalize the contin-
ual architecture design problem and experimentally show
that dynamically adjusting the neural architecture of a con-
tinual learner results in stronger performance than using a
static architecture. To the best of our knowledge, our pro-
posed method CNAS is the first approach for the contin-
ual architecture design problem in class-incremental learn-
ing, as well as the first continual autoML method. Our ex-
periments on the CIFAR-100 dataset (Krizhevsky, Hinton,
and others 2009) shows that CNAS constitutes a sound
and promising approach to various class-incremental learn-
ing scenarios. In particular, CNAS automatically designs
parameter-efficient networks that outperforms those opti-
mized for the entire CIFAR-100 dataset at each time step
of the learning process. Furthermore, when compared to the
naive approach of conducting a full-scale neural architecture
search at each time step, CNAS is at least an order of magni-
tude faster than naively using alternative autoML methods.
Preliminaries: Continual Learning
In this section, we introduce the continual learning setting.
In particular, we formalize class-incremental learning and
describe how it is different from the related setting of task-
incremental learning. Then, we explain the continual archi-
tecture design problem in class-incremental learning.
Class-incremental Learning
In the class-incremental learning setting, a model learns
continuously from a sequential data stream in which new
classes occur (Rebuffi et al. 2017). At any time step, the
learner is required to perform multi-class classification for
all classes observed so far. Formally, the goal of class-
incremental learning is to learn, at each time step T , a clas-
sifier f : X → Y given the aggregation of the datasets seen
up to now (D1, D2, · · · , DT ), where each dataset
Dt = {(x1, y1), · · · , (xnt , ynt)} ⊂ X × Y.
Here,X is the input space andY ⊆ N is the set of categories.
At each time step t, new classes can be introduced into the
training data. Denoting by Yt = {yi | (xi, yi) ∈ Dt} ⊂ Y
the set of classes present in Dt, we assume that each dataset
Dt is identically and independently drawn from the distribu-
tionD|Y ∈Yt whereD is an unknown distribution overX×Y
and D|Y ∈Yt denotes that D is conditioned on labels belong-
ing to Yt. In this setting, the learning objective at time t cor-
responds to identifying an hypothesis ft that minimizes the
risk over the classes seen so far:
ft = argmin
f
E
(X,Y )∼D|Y∈Y1∪···∪Yt
L(f(X), Y ) , (1)
where L is a loss function penalizing prediction errors over
the random variables (f(X), Y ). The simplest scenario for
class-incremental learning is the one where k new classes
are introduced at each time step which we refer to as k-class
incremental learning. This is the setting that most exist-
ing literature have experimented with. In this work, we also
consider more realistic continual learning scenarios where
(a) not all training data for a particular class is available at
once (i.e., data for one class can be spread out over several
distant time steps) and (b) the number of unseen classes ar-
riving at each time step is unknown.
In accordance with the learning objective defined in
Eq. (1), a natural metric to evaluate the performance of a
model at test time is the average incremental accuracy in-
troduced in (Rebuffi et al. 2017). The average incremental
accuracy at time step t is the test accuracy of the model ft
on the part of the test data consisting only of the classes seen
up to time t:
Average Incremental Accuracy =
1
C
C∑
i=1
Ri , (2)
where C = |Y1 ∪ · · · ∪ Yt| is the total number of classes
seen until time t and Ri is the test accuracy of the model ft
on category i discriminating from C classes.
Related Work and Task-incremental Learning
Lopez-Paz and Ranzato (Lopez-Paz and others 2017) de-
fined the goal of continual learning as learning a predictor
f : X × T → Y where T refers to a set of task descriptors.
Often in experiments (Xu and Zhu 2018; Lopez-Paz and
Class-incremental
Learning
(Lopez-Paz et al. 2017)
Task-incremental
Learning
Incremental Learning
(Castro et al. 2018)
Continual Learning
(Lifelong Learning)
(Parisi et al. 2019)
(Rebuffi et al. 2017)
Figure 1: The Venn diagram of continual learning with
canonical references.
others 2017; Chaudhry et al. 2018), an image classification
dataset such as CIFAR100 (Krizhevsky, Hinton, and others
2009) or MNIST (LeCun et al. 1998a) is separated into N
tasks (each containing k categories). Therefore, the predic-
tor becomes dependent on the task descriptor to first identify
which subset of categories the sample belongs to, before per-
forming k-nary classification within the given subcategories.
Because a task descriptor ti has to be given with each feature
vector xi, we consider the related continual learning defini-
tion proposed by Lopez-Paz and Ranzato (Lopez-Paz and
others 2017) as task-incremental learning (using the same
terminology as (van de Ven and Tolias 2018)), a separate
learning paradigm from class-incremental learning. An il-
lustration of the different settings in continual learning can
be seen in Figure 1. In another work on task-incremental
learning, Xu et al. (Xu and Zhu 2018) use a reinforcement
learning agent to decide how many nodes or filters to add
to the layers of a fixed depth neural network. Since CNAS
allows to increase both the width and depth of a neural net-
work, it explores a more complex architecture space.
Continual Architecture Design
In this work, we define continual architecture search as the
setting where, at each time step t, the continual learner must
select the best neural architecture for classifying all classes
seen so far. To tackle this setting, we assume that the learner
has access to all the data up to time t. We further impose a
constraint with practical settings in mind: the initial archi-
tecture at t = 1 is selected based on the initial dataset D1
only. Continual architecture search is concerned with hyper-
parameter optimization on a growing dataset while architec-
ture search is traditionally conducted on a fixed training dis-
tribution. This difference implies that the architecture search
space is continually growing thus making exhaustive search
methods (such as grid search) intractable from a computa-
tional standpoint. In contrast, CNAS takes advantage of the
sequential nature of class-incremental learning by (i) limit-
ing the architecture search space by considering the structure
of the task network from the previous step as a starting point
and (ii) using Net2Net techniques to rapidly transfer weights
from previous step,
Continual Neural Architecture Search (CNAS)
In this section, we present our proposed method: Contin-
ual Neural Architecture Search (CNAS). At any given time
Algorithm 1: CNAS IncrementalLearn
Input: Past dataset D|Y ∈Y1∪···∪Yt−1 . New dataset
D|Y ∈Yt . Task network βt−1.
Output: New task network βt
Concatenate D|Y ∈Y1∪···∪Yt−1 with D|Y ∈Yt ;
Expand output dimension for βt−1 ;
(βt−1, vt−1)← Train βt−1 with D|Y ∈Y1∪···∪Yt ;
(β∗, Vsampled)← ArchSearch (βt−1, D|Y ∈Y1∪···∪Yt) ;
(βt)← HeuristicFunc (βt−1, β∗, vt−1, Vsampled) ;
Train βt with D|Y ∈Y1∪···∪Yt ;
Return βt ;
step t, CNAS provides a deep neural network with trained
weights that is able to classify all observed categories so
far. There are three components: a task network, a meta-
controller and a heuristic function.
The task network performs classification for all observed
classes and is implemented as a standard deep neural net-
work with convolution (CNN) (LeCun et al. 1998b), max-
pooling, dropout (Srivastava et al. 2014) and fully-connected
layers. At each time step, the number of neurons in the last
layer of the task network is equal to the number of observed
classes C, and through the softmax activation function, each
output neuron predicts the conditional probability of a cate-
gory given the input. In class-incremental learning, new neu-
rons are added to the output layer each time new categories
appear (these neurons are initialized with a zero-mean nor-
mal distribution for the weight matrix and zero for the bias
term).
The meta-controller is specialized in generating an archi-
tecture search policy to sample new candidate architectures
for the task network when new classes arrive. The controller
is implemented as a deep reinforcement learning agent. The
role of the meta-controller is only to guide the architecture
sampling process, by selecting promising architectures to
try out based on experiences gathered from previous time
steps. The selection of the best architecture out of the sam-
pled ones is based on a validation set. This can be seen as
a one-step ahead planning guided by the meta-controller to
explore good candidates.
Lastly, the heuristic function considers the validation per-
formance of all the sampled architectures and decides if an
expansion is beneficial in the current step. Preventing un-
necessary expansions will reduce the computational time in
subsequent steps as well as increasing the parameter effi-
ciency of the task network.
Training Procedure
Algorithm 1 describes the training procedure for CNAS
when a new dataset arrives. The task network is first trained
with a combined dataset of past and new examples and is
then used as the starting point for ArchSearch (Algorithm 2).
ArchSearch then outputs the validation accuracies of all the
sampled architectures and the best performing candidate
architecture. HeuristicFunc (Algorithm 3) then decides if
expanding the current task network is beneficial based on
Algorithm 2: CNAS ArchSearch
Hyper-parameter: Sample size n. Epoch limit l.
Input: Dataset D|Y ∈Y1∪···∪Yt . Current architecture
βt−1.
Output: Best performing architecture β∗. List of
validation accuracy of sampled architectures
Vsampled.
for i = 1, . . . , n do
Generate candidate architecture βˆi from RL agent ;
Initialize βˆi by weights from βt−1 using Net2Net;
Train βˆi for l epochs with D|Y ∈Y1∪···∪Yt ;
Append validation accuracy vˆi of βˆi to Vsampled ;
end
Update RL agent with all (βˆi, vˆi) pairs;
// Return the candidate architecture with best accuracy:
Let β∗ = βˆj where j = argmaxi=1,...,n{vˆi} ;
Return (β∗, Vsampled) ;
the validation performance differences between the sampled
candidate architectures and the existing architecture. When
deciding to expand, the best performing sampled architec-
ture becomes the new task network structure. If no expan-
sion is needed, no change is made to the current architecture.
This new task network is then further trained on the available
data to ensure it has converged. The number of candidate
architectures that can be sampled per time step is a hyper-
parameter of our algorithm and it controls the trade-off be-
tween computational complexity and exploration depth.
One could greedily expand the continual learner at each
time step (i.e. always set βt to β∗ in Algorithm 1). How-
ever, this can not only reduce parameter efficiency but also
potentially affect future performance. The heuristic func-
tion (HeuristicFunc, see Algorithm 3) is designed to eval-
uate the benefit of expansion based on the difference in val-
idation performance between all sampled architectures and
the existing architecture. If capacity saturation occurs, ex-
panding the architecture will likely result in performance
improvement and architecture expansion is considered nec-
essary. However, when only a small portion of expanded
structures shows gains in performance then it is likely that
these improvements are due to the randomness in network
training and architecture expansion is not required.
Net2Net Transformations
To save the computational cost of training each sampled
architecture from scratch, we use a transfer learning tech-
nique called Net2Net (Chen, Goodfellow, and Shlens 2016).
Net2Net enables a rapid transfer of information from one
neural network to another by expanding/creating fully-
connected and convolutional layers using two types of op-
erations. Net2WiderNet operations replace a given layer by
a wider one (more units for fully-connected layers or more
filters for convolutional layers) while preserving the function
computed by the network. Net2DeeperNet operations insert
a new layer that is initialized as an identity mapping be-
Algorithm 3: CNAS HeuristicFunc
Input: Current architecture βt−1. Best performing
sampled architecture β∗. Performance of current
architecture vt−1. Performance of sampled
architectures Vsampled.
Output: New task network architecture βt
// Calculate number of negative improvements:
Nnegative = |{v ∈ Vsampled | v < vt−1}|;
if Nnegative <
|Vsampled|
2 and mean(Vsampled) > vt−1
Return β∗ ; // Architecture is expanded.
else
Return βt−1 ; // No expansion.
end
tween two existing layers, thus preserving the function com-
puted by the neural network. More formally, Net2DeeperNet
replaces a layer h(i) = φ(W (i)h(i−1)) with two layers
h(i) = φ(Iφ(W (i)h(i−1))) where I is the identity matrix.
However, the last equality is true only if the activation func-
tion φ is such that φ(Iφ(v)) = φ(v) for all vectors v, which
holds for the rectified linear activation (ReLU). Therefore,
we use ReLu activation for all hidden layers.
Net2WiderNet and Net2DeeperNet operations can be ap-
plied sequentially to grow the original network in both width
and depth. In this way, any architecture that is strictly larger
than the original can be initialized to preserve the func-
tion computed by the original network. This allows CNAS
to use a trained network as a starting point for architec-
ture search and quickly initialize new larger architectures.
By using Net2Net, the capacity of the task network can be
expanded efficiently and dynamically for stronger perfor-
mance as new data become available. Further details regard-
ing Net2Net transformations are provided in the original pa-
per (Chen, Goodfellow, and Shlens 2016).
Reinforcement Learning Agent
We use the policy gradient method REINFORCE (Williams
1992) and design two independent policy networks for tak-
ing Net2WiderNet actions and Net2DeeperNet actions re-
spectively, with the simplifying assumption that they are in-
dependent.
We describe continual architecture design as an RL prob-
lem: at each step, an agent observes the current state st of
the environment and samples actions (=network transforma-
tions) at according to a stochastic policy pi(at|st). For each
sampled action, it observes a reward signal rt, which is used
along with a step size α to improve the policy for future time
steps. For computational efficiency, a fixed number of archi-
tectures is sampled at each time step using the RL agent.
The planning horizon is limited to one time step. Limiting
the horizon acts as a complexity control method (Jiang et al.
2015) and results in only optimizing for the current distribu-
tion. The REINFORCE algorithm is simplified to:
θ ← θ + αrt∇θ lnpi(at|st, θ) (3)
Input
WiderNet Actor DeeperNet Actor
Probability of each action Probability of each action
Categorical Distribution Categorical Distribution
Figure 2: Flow chart of the policy network
where θ represents the parameters of the policy networks for
Net2WiderNet and Net2DeeperNet.
The architecture search for each time step is summa-
rized in Algorithm 2. Any sampled architecture is trained
for at most l epochs using early stopping. Due to the benefit
of weight transfer through Net2Net transformations, sam-
pled architectures only require training for a low number of
epochs in practice.
Policy Networks
The policy networks for Net2WiderNet and Net2DeeperNet,
referred to as wider actor and deeper actor respectively, are
identical in design as seen in Figure 2, but trained indepen-
dently. Encoding the task network’s architecture in details
into the state st might be of little use to the RL agent as
such states are almost never repeated (since the architec-
ture is continuously expanding). Therefore, we only include
the number of convolutional layers and the number of fully-
connected layers of the task network in st (denoted byAconv
and Afc respectively). Moreover, to measure the disparity
between the current training distribution Dt and the previ-
ous one Dt−1, the difference in validation accuracy of the
task network on these two distributions is included in the
state space (denoted by Vdiff ). Lastly, the number of new
classes received by the continual learner at the current time
step is also added (denoted by Nnew).
The wider and deeper actors decide the number of
Net2WiderNet and Net2DeeperNet transformations to take
respectively, and are implemented as multilayer perceptrons.
Both the input and hidden layers have ReLU activation while
the output layer of the actor networks has a softmax ac-
tivation. The i-th output neuron corresponds to the proba-
bility of taking (i − 1) transformations and the first neuron
always represents not taking any transformations. The pre-
dicted probability is then used as input to a categorical dis-
tribution out of which actions are selected. In this way, with
the same input state space, the number of transformations
selected by the actor networks is stochastic.
Reward Design
To best decide the number of transformations needed for
each time step, we design a reward function based on the
performance of the newly transformed architecture, com-
pared to the existing one (measured with average incremen-
tal accuracy from Equation 2). We consider the difference in
validation accuracy between the original architecture and the
sampled architecture, rt = v′ − vt−1. Here rt is the reward
signal given to the agent at time step t after deciding on the
number of Net2Net transformations while v′ and vt−1 re-
spectively stands for the validation accuracy of the sampled
architecture and of the original architecture on the current
dataset after training. Therefore, any architecture that per-
forms worse than the original will provide a negative reward
signal while a better architecture will yield positive one. To
obtain better reward signals for learning, the rewards are nor-
malized into [-1,1] range within all architectures sampled at
time t. Lastly, we add an entropy term to the reward function
in order to improve policy optimization (Ahmed et al. 2019).
Experiments
We now describe our experimental setup and details regard-
ing implementation of CNAS (the code will be made pub-
licly available). We repeat each experiment three times with
different random seeds and report the standard deviation
with error bars.
Dataset We split both the training set and test set of
CIFAR-100 by class labels. The CIFAR-100 dataset contains
a total of 60,000 images across 100 classes. In our experi-
ments, each class is further split into 450 images as train-
ing set, 50 images as validation set and 100 images as test
set. When a new class is introduced, all corresponding test
data will start to be used for the calculation of average in-
cremental accuracy. In the k-class incremental learning sce-
nario, all corresponding training examples are presented as
a new class is introduced. We also test scenarios where only
a fraction of all training examples of a certain class becomes
available at a time step. The examples contained in the val-
idation set are used for architecture selection. The arrival
order of the classes is based on the default labels given by
the CIFAR-100 dataset. Each experiment starts with some
initial classes (known as the base knowledge and considered
as the dataset for time step 0).
Baselines We compare CNAS with the following base-
lines: (1) SA (Static Architecture): a continual learner with
a static architecture that is selected given the knowledge of
all 100 classes at once (i.e., optimized on the entire CIFAR-
100 dataset); (2) RAS (Random Architecture Search): a con-
tinual learner that greedily expands its architecture when-
ever the best sampled architecture has a stronger validation
performance. It uses a uniformly random architecture sam-
pling strategy; (3) RAS-HF (Random Architecture Search
with Heuristic Function): random architecture search with
the same heuristics function as CNAS (see Algorithm 3).
RAS and RAS-HF are compared with CNAS in the ablation
study. We use average incremental accuracy on the test set
as the evaluation metric.
Implementation We implement CNAS with Keras (Chol-
let and others 2015) using Tensorflow (Abadi et al. 2015)
as the backend framework. All approaches are trained using
the ADAM (Kingma and Ba 2014) optimizer with a learn-
ing rate of 10−4 and other parameters set to default values.
All training is conducted with mini-batches of size 128. The
task network is trained until convergence (with early stop-
ping) both before and after the architecture search at each
time step. Both the wider and deeper actors are implemented
               
 1 X P E H U  R I  2 E V H U Y H G  & O D V V H V
    
    
    
    
 $
 Y H
 U D
 J H
  , Q
 F U
 H P
 H Q
 W D
 O  7
 H V
 W  $
 F F
 X U
 D F
 \
 6 $
 & 1 $ 6
Figure 3: Performance of SA and CNAS in 2-class incre-
mental learning
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Figure 4: Parameter Growth Curve in 2-class incremental
learning experiment
as a multilayer perceptron with 2 hidden layers, each having
128 neurons. The learning rate of the RL agent is 0.001 and
the entropy regularization term is scaled by a factor of 0.01.
K-class Incremental Learning We compare the perfor-
mances of CNAS and SA on k-class incremental learning
experiments on CIFAR-100 for k = 2 and k = 10. For 2-
class incremental learning, CNAS samples 20 architectures
at each time step and can take at most 3 Net2WiderNet and
3 Net2DeeperNet actions. For 10-class incremental learning,
50 architectures are sampled at each time step and at most 10
Net2WiderNet and 5 Net2DeeperNet transformations can be
taken. The base knowledge is the first 10 classes and the ini-
tial architecture for CNAS is optimized for the base knowl-
edge only.
From Figure 3 and 5, we can see that CNAS outperforms
SA in terms of average incremental test accuracy. Further-
more, CNAS consistently uses less parameters than SA, as
shown in Figure 4 and 6. Due to having a smaller initial
structure, CNAS is able to generalize better than SA on the
base knowledge. As more classes are introduced, the diffi-
culty of the task increases and larger architectures are re-
quired to avoid capacity saturation. Note that there are many
steps where CNAS chooses not to expand and maintains its
architecture (see Figure s4 and 6). The heuristics function
ensures that only necessary expansions are taken.
Mixed-class Incremental Learning We introduce a more
realistic incremental learning setting where the number of
new classes as can vary at each time step and additional
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Figure 5: Performance of SA and CNAS in 10-class incre-
mental learning
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Figure 6: Parameter Growth Curve in 10-class incremental
learning experiment
training data from already seen classes can arrive at later
time steps (referred to as mixed-class incremental learning).
In this experiment, the continual learner will receive all the
training data from k unseen classes and a portion p of the
training data of either an existing class or an unseen class.
At each step, k is chosen randomly from range [1,19] and p
can be either 0.25 or 0.5. This scenario is motivated by the
use case where the number of classes introduced at each step
is unknown and data from some classes are spread-out over
different time steps. CNAS can sample up to 30 architec-
tures at each step and take a maximum of 5 Net2WiderNet
and 5 Net2DeeperNet operations. We see in Figures 7 and 8
that CNAS significantly outperforms SA while using less pa-
rameters. This is because CNAS can identify the optimal ar-
chitecture for the current training distribution and adapt its
architecture accordingly.
Ablation Study Lastly, we consider a new and difficult in-
cremental learning scenario where only half of the training
data of a class arrives at a time step. RAS contains no heuris-
tic function nor the RL meta-controller when compared to
CNAS. In comparison, RAS-HF has the heuristic function
but lacks the meta-controller. In Figures 9 shows that CNAS
has the best performance overall. In Figure 10, we see that
RAS greedily expands its architecture at the beginning and
leads to complex models that are unable to generalize well
to the task at hand. In addition, RAS leads to oversize mod-
els that become too costly to train using only 1 GPU (this
is why the curve ends earlier). This shows that the heuristic
function is important to prevent over-expansions. The RL
meta-controller is also important for CNAS as it learns to
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Figure 7: Performance of SA and CNAS in mixed-class in-
cremental learning
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Figure 8: Parameter Growth Curve in mixed-class incremen-
tal learning experiment
narrow down the architecture search space based on the cur-
rent learning paradigm. In the first time steps, RAS-HF ob-
tains performances similar to CNAS. This is because the RL
agent requires experiences to adapt its policy from uniformly
random to one that is tailored for the current incremental
learning setting. When 36 classes are learned, CNAS starts
to consistently outperform RAS-HF while having a smaller
task network. Overall, both the heuristics function and the
RL meta-controller are essential components of CNAS in
class-incremental learning settings.
Computational Time We report the average computa-
tional time on 1 GPU across 3 trials in this section. In 2-
class incremental experiment, CNAS used 93 hours and ex-
plored 900 architectures. Note that CNAS can take advan-
tage of multiple GPUs and train many sampled architectures
in parallel. In comparison, early neural architecture search
approaches such as NAS (Zoph and Le 2016) performed
architecture search on the CIFAR-10 (Krizhevsky, Hinton,
and others 2009) dataset with 800 GPUs and trained 12,800
models from random initialization. A more recent approach
such as EAS (Cai et al. 2018) also uses Net2Net techniques
for weight transfer and they use 5 GPUs for 2 days to train
450 CNNs. In this regard, CNAS is at least one order of mag-
nitude faster than naively using autoML alternatives such as
EAS and NAS.
In the ablation study experiment, CNAS used 26 hours
and sampled 315 neural architectures. Each component in
CNAS contributes to a greater computational efficiency.
Without the RL meta-controller, RAS-HF also sampled 315
architectures but used 67 hours. Without the heuristic func-
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Figure 9: Performance of SA, RAS, RAS-HF and CNAS in
the ablation study experiment
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Figure 10: Parameter Growth Curve in the ablation study
experiment
tion, RAS explored 250 architectures while using 91 hours.
Discussion
CNAS requires very few hyper-parameters to be effective.
The starting architecture of CNAS is optimized on the base
knowledge (training data at time step 0). The number of
sampled architectures as well as the maximum number of
Net2Net transformations should be selected based on the
available computational resources. Given a larger search
space and more sampled architectures, CNAS is likely to
find stronger models.
CNAS avoids greedily picking the architecture with the
best validation performance, which can quickly lead to over-
parametrized models. Indeed, the validation accuracy of any
sampled architecture is not only determined by the effec-
tiveness of the neural architecture but also affected by the
stochasticity of parameter optimization. As seen in Fig-
ure 10, the heuristic function in CNAS plays an important
role to avoid unnecessary model expansions.
Conclusion
In this paper, we presented the problem of continual archi-
tecture design in class-incremental learning. We proposed
CNAS, an efficient and economical autoML approach for
continual learning. CNAS (i) reuses trained weights through
Net2Net, (ii) implements an RL meta-controller to find the
most effective architecture transformations and (iii) uses a
heuristic function to decide when to expand the current ar-
chitecture. Various incremental learning experiments on the
CIFAR-100 dataset show that CNAS consistently outper-
forms architectures that are optimized on the entire dataset.
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