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ALGEBRAIC CYCLES AND GUSHEL–MUKAI FIVEFOLDS
ROBERT LATERVEER
ABSTRACT. We show that Gushel–Mukai fivefolds admit a multiplicative Chow–Ku¨nneth de-
composition, in the sense of Shen–Vial. As a consequence, a certain tautological subring of the
Chow ring of powers of these varieties injects into cohomology.
1. INTRODUCTION
Given a smooth projective variety Y over C, let Ai(Y ) := CH i(Y )Q denote the Chow groups
of Y (i.e. the groups of codimension i algebraic cycles on Y withQ-coefficients, modulo rational
equivalence). Intersection product defines a ring structure onA∗(Y ) =
⊕
iA
i(Y ), theChow ring
of Y [21]. In the case of K3 surfaces, this ring structure has a peculiar property:
Theorem 1.1 (Beauville–Voisin [3]). Let S be a K3 surface. The Q-subalgebra
R∗(S) :=
〈
A1(S), cj(S)
〉
⊂ A∗(S)
injects into cohomology under the cycle class map.
Inspired by the cases of K3 surfaces and abelian varieties, Beauville [2] has conjectured that
for certain special varieties, the Chow ring should admit a multiplicative splitting. To make con-
crete sense of Beauville’s elusive “splitting property conjecture”, Shen–Vial [46] have introduced
the concept of multiplicative Chow–Ku¨nneth decomposition; let us say “MCK decomposition”
for brevity.
What can one say about the class of special varieties admitting an MCK decomposition ? This
class is not yet well-understood. To give some idea: hyperelliptic curves have an MCK decom-
position [46, Example 8.16], but the very general curve of genus ≥ 3 does not have an MCK
decomposition [19, Example 2.3] (for more details, cf. subsection 2.2 below). In the present
note, we aim to enhance the understanding of this class by identifying some new members:
Theorem (=Theorem 3.4). Let Y be a Gushel–Mukai fivefold. Then Y has an MCK decomposi-
tion.
Gushel–Mukai varieties come in two flavours: ordinary and special. An ordinary Gushel–
Mukai fivefold is a smooth dimensionally transverse intersection
Y = Gr(2, 5) ∩Q ⊂ P9
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of the Grassmannian Gr(2, 5) (of 2-dimensional subspaces of a 5-dimensional vector space) and
a quadric Q (with respect to the Plu¨cker embedding); these varieties have been studied at least
since 1929 under the name of “quadratic complexes of lines” [44], [45], [42], [15, Chapter 10].
For the definition of special Gushel–Mukai fivefolds, cf. subsection 2.1 below.
To prove Theorem 3.4, we have devised a general criterion (Proposition 3.3), which we hope
may be useful in other cases. As an illustration of this criterion, we show that certain Fano va-
rieties of dimension 17 also have an MCK decomposition (Theorem 3.7). In order to show that
Gushel–Mukai fivefolds verify the criterion, we prove the following which may be of indepen-
dent interest:
Proposition (=Proposition 3.1). Let Y be a Gushel–Mukai fivefold. The cycle class map
Aj(Y ) → H2j(Y,Q)
is injective for all j 6= 3. In particular, Y has finite-dimensional motive (in the sense of [23]).
The existence of an MCK decomposition has remarkable intersection-theoretic consequences.
This is exemplified by the following corollary, which is about a certain tautological subring of
the Chow ring of powers of Y :
Corollary (=Corollary 4.1). Let Y be a Gushel–Mukai fivefold, andm ∈ N. Let
R∗(Y m) :=
〈
(pi)
∗A1(Y ), (pi)
∗A2(Y ), (pij)
∗(∆Y )
〉
⊂ A∗(Y m)
be theQ-subalgebra generated by (pullbacks of) divisors, codimension 2 cycles and the diagonal
∆Y ∈ A
5(Y ×Y ). (Here pi and pij denote the various projections from Y
m to Y resp. to Y ×Y ).
The cycle class map induces injections
R∗(Y m) →֒ H∗(Y m,Q) for allm ∈ N .
That is, Gushel–Mukai fivefolds behave like K3 surfaces (cf. Theorem 1.1) and hyperelliptic
curves (cf. Remark 4.2 below), from the point of view of intersection theory.
It seems reasonable to expect that Gushel–Mukai threefolds (and Gushel–Mukai fourfolds and
sixfolds) also have an MCK decomposition; establishing this is strictly more difficult than the
dimension 5 case (cf. Remark 3.6).
Conventions. In this note, the word variety will refer to a reduced irreducible scheme of finite
type over C. A subvariety is a (possibly reducible) reduced subscheme which is equidimensional.
All Chow groups will be with rational coefficients: we denote by Aj(Y ) the Chow group
of j-dimensional cycles on Y with Q-coefficients; for Y smooth of dimension n the notations
Aj(Y ) and A
n−j(Y ) are used interchangeably. The notationsAjhom(Y ) and A
j
AJ(Y ) will be used
to indicate the subgroup of homologically trivial (resp. Abel–Jacobi trivial) cycles.
The contravariant category of Chow motives (i.e., pure motives with respect to rational equiv-
alence as in [43], [36]) will be denotedMrat.
2. PRELIMINARIES
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2.1. Gushel–Mukai fivefolds. Gushel–Mukai varieties have been intensively studied [7], [40],
[8], [9], [10], [11], [25]. In many senses, Gushel–Mukai varieties behave like cubic hypersur-
faces; in particular, the theory of Gushel–Mukai fivefolds closely parallels that of cubic fivefolds
(for instance, both have cohomology “of curve type”).
Definition 2.1 (Debarre–Kuznetsov [8]). A Gushel–Mukai variety is a variety Y obtained as a
smooth dimensionally transverse intersection
Y = CGr(2, V5) ∩ P(W ) ∩Q ⊂ P(∧
2V5 ⊕ C) ∼= P
10 ,
where CGr(2, V5) is the cone over the GrassmannianGr(2, V5) (of 2-dimensional subspaces in a
fixed 5-dimensional vector space V5), and P(W ) and Q are a linear subspace resp. a quadric.
A Gushel–Mukai variety is called special if it contains the vertex of CGr(2, V5), and ordinary
if it is not special.
Remark 2.2. For simplicity, we restrict to smoothGushel–Mukai varieties (for the general set-up
including singularities, cf. [8]). Gushel–Mukai varieties have dimension at most 6. Examples of
Gushel–Mukai varieties are: Clifford-general curves of genus 6; Brill–Noether general polarized
K3 surfaces of degree 10 (i.e. genus 6); smooth prime Fano threefolds of degree 10 (i.e. genus
6).
It is possible to give an intrinsic characterization of Gushel–Mukai varieties [8, Theorem 2.3].
Projecting from the vertex of the cone, one finds that an ordinary Gushel–Mukai variety is
isomorphic to a smooth dimensionally transverse intersection
Y = Gr(2, V5) ∩ P(W
′) ∩Q′ ⊂ P(∧2V5) ∼= P
9 ,
withW ′ ⊂ ∧2V5 a linear subspace (isomorphic toW ) andQ
′ a quadric. A special Gushel–Mukai
variety is a double cover of a linear section of the Grassmannian.
In this note, we will be interested in Gushel–Mukai fivefolds.
Proposition 2.3. Let Y be a Gushel–Mukai fivefold.
(0) Y is a Fano variety with Picard number 1, index 3 and degree 10 (and conversely, every
smooth Fano fivefold with Picard number 1, index 3 and degree 10 is a Gushel–Mukai fivefold).
(i) Y is rational.
(ii) The Hodge diamond of Y is
1
0 0
0 1 0
0 0 0 0
0 0 2 0 0
0 0 10 10 0 0
0 0 2 0 0
0 0 0 0
0 1 0
0 0
1
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Proof. Point (0) is attributed to Mukai [7, Theorem 1.1].
(i) This is [42, p. 96] or [8, Proposition 4.2].
(ii) This is [9, Proposition 3.1] (cf. also [37, Introduction] and [16, Section 3.1]). 
Just as Gushel–Mukai fourfolds (and sixfolds) are related to double EPW sextics, Gushel–
Mukai fivefolds (and threefolds) are related to “double EPW surfaces” (a double EPW surface is
a certain double cover of the singular locus of an EPW sextic, cf. [12, Theorem 5.2] and [11]).
Theorem 2.4 (Debarre–Kuznetsov [11]). Let Y be a general Gushel–Mukai fivefold. There exists
a double EPW surface S and a canonical (correspondence-induced) isomorphism
H5(Y,Z)
∼=
−→ H1(S,Z) .
This induces an isomorphism of principally polarized abelian varieties
J 3(Y )
∼=
−→ Alb(S)
from the intermediate jacobian of Y to the Albanese variety of S.
Proof. This is [11, Theorem 1.1]. In this note, we do not need the full force of Theorem 2.4; we
only need the following, which is a key ingredient in the proof of loc. cit.:
Lemma 2.5 (Debarre–Kuznetsov [11]). Let Y be a general Gushel–Mukai fivefold, and let
F 2σ (Y ) be the smooth curve parametrizing σ-planes contained in Y . Then the universal σ-plane
P ⊂ F 2σ (Y )× Y determines a surjection
P∗ : H1(F
2
σ (Y ),Z) ։ H5(Y,Z) .
(This is [11, Lemma 5.8].) 
2.2. MCK decomposition.
Definition 2.6 (Murre [35]). Let X be a smooth projective variety of dimension n. We say that
X has a CK decomposition if there exists a decomposition of the diagonal
∆X = π
0
X + π
1
X + · · ·+ π
2n
X in A
n(X ×X) ,
such that the πiX are mutually orthogonal idempotents and (π
i
X)∗H
∗(X,Q) = H i(X,Q).
(NB: “CK decomposition” is shorthand for “Chow–Ku¨nneth decomposition”.)
Remark 2.7. The existence of a CK decomposition for any smooth projective variety is part of
Murre’s conjectures [35], [22].
Definition 2.8 (Shen–Vial [46]). Let X be a smooth projective variety of dimension n. Let
∆smX ∈ A
2n(X ×X ×X) be the class of the small diagonal
∆smX :=
{
(x, x, x) | x ∈ X
}
⊂ X ×X ×X .
An MCK decomposition is a CK decomposition {πiX} of X that is multiplicative, i.e. it satisfies
πkX ◦∆
sm
X ◦ (π
i
X × π
j
X) = 0 in A
2n(X ×X ×X) for all i+ j 6= k .
(NB: “MCK decomposition” is shorthand for “multiplicativeChow–Ku¨nneth decomposition”.)
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Remark 2.9. The small diagonal (seen as a correspondence from X × X to X) induces the
multiplication morphism
∆smX : h(X)⊗ h(X) → h(X) inMrat .
Let us assumeX has a CK decomposition
h(X) =
2n⊕
i=0
hi(X) inMrat .
By definition, this decomposition is multiplicative if for any i, j the composition
hi(X)⊗ hj(X) → h(X)⊗ h(X)
∆sm
X−−→ h(X) inMrat
factors through hi+j(X).
If X has an MCK decomposition, then setting
Ai(j)(X) := (π
2i−j
X )∗A
i(X) ,
one obtains a bigraded ring structure on the Chow ring: that is, the intersection product sends
Ai(j)(X)⊗ A
i′
(j′)(X) to A
i+i′
(j+j′)(X).
It is expected that for anyX with an MCK decomposition, one has
Ai(j)(X)
??
= 0 for j < 0 , Ai(0)(X) ∩A
i
hom(X)
??
= 0 ;
this is related to Murre’s conjectures B and D, that have been formulated for any CK decompo-
sition [35].
The property of having anMCK decomposition is restrictive, and is closely related to Beauville’s
“splitting property conjecture” [2]. To give an idea: hyperelliptic curves have an MCK decom-
position [46, Example 8.16], but the very general curve of genus ≥ 3 does not have an MCK
decomposition [19, Example 2.3]. As for surfaces: a smooth quartic in P3 has an MCK decom-
position, but a very general surface of degree ≥ 7 in P3 should not have an MCK decomposition
[19, Proposition 3.4]. For more detailed discussion, and examples of varieties with an MCK
decomposition, we refer to [46, Section 8], as well as [53], [47], [20], [28], [34], [29], [30], [19].
2.3. Trivial Chow groups. We recall a folklore result:
Lemma 2.10. LetM be a smooth projective variety. The following are equivalent:
(i) The motive ofM is of Tate type:
h(M) ∼=
⊕
1(∗) inMrat ;
(ii) The cycle class map induces an isomorphism A∗(M) ∼= H∗(M,Q) ;
(iii) A∗hom(M) = 0 ;
(iv) A∗(M) is a finite-dimensional Q-vector space;
(v) The natural map A∗(M)⊗ A∗(M)→ A∗(M ×M) is an isomorphism.
Proof. The implications (i)⇒(ii)⇒(iii)⇒(iv) are obvious. The implication (iv)⇒(i) is [24] or
[50]. The implication (i)⇒(v) follows readily from the fact that h(M ×M) = h(M) ⊗ h(M)
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and 1(ℓ) ⊗ 1(m) = 1(ℓ + m). Finally, to see that (v)⇒(iv), one notes that (v) implies the
decomposition of the diagonal
∆M =
r∑
j=1
αj × βj in A
dimM(M ×M) ,
where αj , βj ∈ A
∗(M). Letting this decomposition act on A∗(M), one finds that the identity
factors over an r-dimensional Q-vector space, and so (iv) holds. 
Definition 2.11 (Voisin [54, Section 3.1]). A smooth projective varietyM is said to have trivial
Chow groups ifM verifies any of the equivalent conditions of Lemma 2.10.
2.4. The Franchetta property.
Definition 2.12. Let Y → B be a smooth projective morphism, where Y , B are smooth quasi-
projective varieties. We say that Y → B has the Franchetta property in codimension j if the
following holds: for every Γ ∈ Aj(Y) such that the restriction Γ|Yb is homologically trivial for
the very general b ∈ B, the restriction Γ|b is zero in A
j(Yb) for all b ∈ B.
We say that Y → B has the Franchetta property if Y → B has the Franchetta property in
codimension j for all j.
This property is studied in [39], [4], [17], [18].
Definition 2.13. Given a family Y → B as above, with Y := Yb a fiber, we write
GDA
j
B(Y ) := Im
(
Aj(Y)→ Aj(Y )
)
for the subgroup of generically defined cycles. In a context where it is clear to which family we
are referring, the index B will often be suppressed from the notation.
With this notation, the Franchetta property amounts to saying that GDA∗B(Y ) injects into
cohomology, under the cycle class map.
2.5. A Franchetta-type result.
Proposition 2.14. LetM be a smooth projective variety with trivial Chow groups. LetL1, . . . , Lr →
M be very ample line bundles, and let Y → B be the universal family of smooth dimensionally
transverse complete intersections of type
Y = M ∩H1 ∩ · · · ∩Hr , Hj ∈ |Lj | .
Assume the fibers Y = Yb have H
dimY
tr (Y,Q) 6= 0. There is an inclusion
ker
(
GDAdimYB (Y × Y )→ H
2dimY (Y × Y,Q)
)
⊂
〈
(p1)
∗GDA∗B(Y ), (p2)
∗GDA∗B(Y )
〉
.
Proof. This is essentially Voisin’s “spread” result [55, Proposition 1.6] (cf. also [33, Proposition
5.1] for a reformulation of Voisin’s result). We give a proof which is somewhat different from
[55]. Let B¯ := PH0(M,L1 ⊕ · · · ⊕ Lr) (so B ⊂ B¯ is a Zariski open), and let us consider the
projection
π : Y ×B¯ Y → M ×M .
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Using the very ampleness assumption, one finds that π is a Ps-bundle over (M ×M) \∆M , and
a Pt-bundle over∆M . That is, π is what is termed a stratified projective bundle in [17]. As such,
[17, Proposition 5.2] implies the equality
(1) GDA∗B(Y × Y ) = Im
(
A∗(M ×M) → A∗(Y × Y )
)
+∆∗GDA
∗
B(Y ) ,
where ∆: Y → Y × Y is the inclusion along the diagonal. As M has trivial Chow groups,
A∗(M × M) is generated by A∗(M) ⊗ A∗(M) (Lemma 2.10). Base-point freeness of the Lj
implies that
GDA∗B(Y ) = Im
(
A∗(M)→ A∗(Y )
)
.
The equality (1) thus reduces to
GDA∗B(Y × Y ) =
〈
(p1)
∗GDA∗B(Y ), (p2)
∗GDA∗B(Y ),∆Y
〉
(where p1, p2 denote the projection from S × S to first resp. second factor). The assumption that
Y has non-zero transcendental cohomology implies that the class of ∆Y is not decomposable in
cohomology. It follows that
Im
(
GDAdimYB (Y × Y )→ H
2 dimY (Y × Y,Q)
)
=
Im
(
DecdimY (Y × Y )→ H2dimY (Y × Y,Q)
)
⊕Q[∆Y ] ,
where we use the shorthand
Decj(Y × Y ) :=
〈
(p1)
∗GDA∗B(Y ), (p2)
∗GDA∗B(Y )
〉
∩ Aj(Y × Y )
for the decomposable cycles. We now see that if Γ ∈ GDAdimY (Y × Y ) is homologically
trivial, then Γ does not involve the diagonal and so Γ ∈ DecdimY (Y × Y ). This proves the
proposition. 
Remark 2.15. Proposition 2.14 has the following consequence: if the family Y → B has the
Franchetta property, then Y ×B Y → B has the Franchetta property in codimension dim Y .
2.6. A CK decomposition.
Lemma 2.16. Let M be a smooth projective variety with trivial Chow groups. Let Y ⊂ M be
a smooth complete intersection of dimension dimY = d defined by ample line bundles. The
variety Y has a self-dual CK decomposition {πjY } with the property that
hj(Y ) := (Y, πjY , 0) = ⊕1(∗) inMrat ∀ j 6= d .
Moreover, this CK decomposition is generically defined: writing Y → B for the universal
family (of complete intersections of the type of Y ), there exist relative projectors π
j
Y ∈ A
d(Y ×B
Y) such that πjY = π
j
Y |b (where Y = Yb for b ∈ B).
Proof. This is a standard construction, one can look for instance at [41] (in case d is odd, which
will be the case in this note, the “variable motive” h(Y )var of [41, Theorem 4.4] coincides with
hd(Y )). 
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3. MAIN RESULTS
3.1. Vanishing of Ahom1 .
Proposition 3.1. Let Y be a Gushel–Mukai fivefold. Then
Aihom(Y ) = 0 ∀ i 6= 3 .
In particular, Y has finite-dimensional motive (in the sense of [23], [1]).
Proof. It is a basic fact that any smooth projective variety M with Ahom0 (M) = A
hom
1 (M) = 0
also has A2AJ(M) = A
3
AJ(M) = 0. (This “basic fact” can be proven using the Bloch–Srinivas
“decomposition of the diagonal” argument, cf. [26, Remark 1.8.1].) Since H3(Y,Q) = 0, the
inclusion A2AJ(Y ) ⊂ A
2
hom(Y ) is an equality.
Note that Y is Fano, hence rationally connected and so A0(Y ) ∼= Q. Thus, to prove the
proposition it only remains to prove that Ahom1 (Y ) = 0. To prove this vanishing, we reason
family-wise, and exploit instances of the Franchetta property.
In a first step, let us treat the case of ordinary Gushel–Mukai fivefolds. That is, we write
B ⊂ B¯ := PH0
(
Gr(2, 5),OGr(2,5)(2)
)
∼= Pr ,
where B is the Zariski open parametrizing smooth dimensionally transverse hypersurfaces Yb ⊂
Gr(2, 5). There is a universal family
Y¯ :=
{
(g, b) ∈ Gr(2, 5)× B¯
∣∣∣ g ∈ Yb
}
⊂ Gr(2, 5)× B¯ ,
and a universal family Y → B of smooth hypersurfaces.
We are in the set-up of Proposition 2.14 (with M being the Grassmannian Gr(2, 5)), and so
Proposition 2.14 gives us an inclusion
(2) ker
(
GDA5B(Y × Y )→ H
10(Y × Y,Q)
)
⊂
〈
(p1)
∗GDA∗B(Y ), (p2)
∗GDA∗B(Y )
〉
.
Let us construct an interesting cycle inGDA5B(Y ×Y ) to which we can apply (2). For general
Y = Yb, Lemma 2.5 gives us a smooth curve F := F
2
σ (Y ) and a subvariety P ⊂ F ×Y inducing
a surjection
P∗ : H
1(F,Q) ։ H5(Y,Q) .
Writing F → B for the universal family of varieties of σ-planes, the subvariety P naturally
exists relatively, i.e. P ∈ GDA3(F × Y ). Since both F and Y verify the standard conjectures,
the right-inverse to P∗ is correspondence-induced, i.e. there exists Q ∈ A
3(Y × F ) such that
(P ◦Q)∗ = id: H
5(Y,Q) → H5(Y,Q)
(This follows as in [52, Proof of Proposition 1.1]).1
1It seems likely that one can takeQ to be a multiple of the transpose of P . For this, one would need to know that
the map P∗ of Lemma 2.5 is compatible with cup-product up to a multiple; this is the point of view taken in [55] to
create the inverse correspondenceQ.
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We now involve the (generically defined) CK decomposition π
j
Y ∈ A
5(Y × Y ) given by
Lemma 2.16. The above means that for Y = Yb with b ∈ B sufficiently general, there is
vanishing
(∆Y − P ◦Q) ◦ π
5
Y = 0 in H
10(Y × Y,Q) .
Applying Voisin’s Hilbert schemes argument [54, Proposition 3.7], [56, Proposition 4.25] (cf.
also [27, Proposition 2.10] for the precise form used here), we can assume that Q is also generi-
cally defined, and hence
(∆Y − P ◦Q) ◦ π
5
Y ∈ GDA
5(Y × Y ) .
Now we learn from (2) that this cycle is decomposable, i.e,
(∆Y − P ◦Q) ◦ π
5
Y ∈
〈
(p1)
∗GDA∗(Y ), (p2)
∗GDA∗(Y )
〉
.
This is true for Y sufficiently general, but then thanks to the usual spread lemma [56, Lemma
3.2], this extends over all of B. That is, for any Y = Yb with b ∈ B we can write
(∆Y − P ◦Q) ◦ π
5
Y = γ in A
5(Y × Y ) ,
with γ ∈ A∗(Y ) ⊗ A∗(Y ). Since the πjY , j 6= 5 of Lemma 2.16 are decomposable (i.e. they are
in A∗(Y )⊗ A∗(Y )), this implies that we can write
∆Y − P ◦Q = γ
′ in A5(Y × Y ) ,
with γ′ ∈ A∗(Y ) ⊗ A∗(Y ). Being decomposable, γ′ does not act on Abel–Jacobi trivial cycles,
and so
AiAJ(Y )
Q∗
−→ Ai−2AJ (F )
P∗−→ AiAJ(Y )
is the identity. But F being a curve, the group in the middle vanishes for all i. This proves the
vanishing
A∗AJ(Y ) = 0
for ordinary Gushel–Mukai fivefolds Y . The Kimura finite-dimensionality of Y then follows
from [51, Theorem 4].
In the second step of the proof, let us extend to all (i.e. both ordinary and special) Gushel–
Mukai fivefolds. To this end, let us write Y ′ → B′ for the universal family of all Gushel–Mukai
fivefolds, where
B′ ⊂ B¯′ := PH0(CGr(2, 5),O(1)⊕O(2))
is the dense Zariski open parametrizing smooth dimensionally transverse intersections. There
exists a dense Zariski open B′ord ⊂ B
′ parametrizing the ordinary Gushel–Mukai fivefolds (this
is the locus where the section misses the summit of the cone CGr(2, V5)). This means that there
is a morphism B′ord → Bord where
Bord ⊂ B¯ := PH
0(Gr(2, 5),O(2))
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is the dense Zariski open parametrizing smooth dimensionally transverse intersections, and there
is a base change diagram
Y ′ → Y
↓ ↓
B′ord → Bord .
Thanks to the above first step, the relative projector π5Y factors over the motive of the curve
F , for each Y = Yb with b ∈ Bord. Doing the base change B
′
ord → Bord, and extending to all
of B′ using the spread lemma [56, Lemma 3.2], the same is then true for all b ∈ B′, i.e. for any
Gushel–Mukai fivefold there is a split injection
h(Y ) →֒ h(F )(−2)⊕
⊕
1(∗) inMrat ,
where F is a curve. This implies the vanishing of A4hom(Y ), and also the vanishing A
∗
AJ(Y ) = 0
for any Gushel–Mukai fivefold Y . The Kimura finite-dimensionality of Y then follows from the
forementioned [51, Theorem 4] (or directly from the fact that h(Y ) is a submotive of a sum of
twists of motives of curves). 
Remark 3.2. Combining Proposition 3.1 and the Bloch–Srinivas argument [6], one finds that
H5(Y,Q) is supported in codimension 2, i.e. the generalized Hodge conjecture is true for any
Gushel–Mukai fivefold. This improves on [37, Corollary 3.8], where the generalized Hodge
conjecture was proven for the general ordinary Gushel–Mukai fivefold.
3.2. MCK for GMfivefolds. In order to prove our main result (Theorem 3.4), we give a general
criterion for having an MCK. The criterion applies to varieties Y of odd dimension ≥ 5 that are
“of curve-type”, i.e. A∗AJ(Y ) = 0.
Proposition 3.3. Let V be a smooth projective variety of dimension 2m ≥ 6, and let Y ⊂ V be
a smooth hypersurface defined by a very ample divisor h = OV (1) on V . Assume the following
conditions hold:
(c1) V has trivial Chow groups (i.e. A∗hom(V ) = 0) and A
1(V ) = Q[h];
(c2)
Ahomi (Y ) = 0 ∀ i ≤ m− 2 ;
(c3) The cycle class map induces an injection
Im
(
Am(V )→ Am(Y )
)
→֒ H2m(Y,Q) .
Then Y has an MCK decomposition.
Proof. As so often, it helps to reason family-wise, and exploit instances of the Franchetta prop-
erty. That is, we write
B ⊂ B¯ := PH0
(
V,OV (1)
)
∼= Pr ,
where B is the Zariski open parametrizing smooth dimensionally transverse hypersurfaces Yb ⊂
V . There is a universal family
Y¯ :=
{
(v, b) ∈ V × B¯
∣∣∣ v ∈ Yb
}
⊂ V × B¯ ,
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and a universal family Y → B of smooth hypersurfaces.
The base-point-freeness of OV (1) ensures that each point in V imposes one condition on B¯,
and so
Y¯ → V
is a Pr−1-bundle. This readily gives (cf. for instance [17, Proposition 5.2]) the equality
GDA∗(Y ) := GDA∗B(Y ) = Im
(
A∗(V )→ A∗(Y )
)
.
Condition (c2), plus the Bloch–Srinivas argument [6], ensures that there exists a curve C and
a split injection of motives
(3) h(Y ) →֒ h(C)(1−m)⊕
⊕
1(∗) inMrat ,
and in particular Y = Yb has only one non-trivial Chow group:
Aihom(Y ) = 0 ∀ i 6= m .
Condition (c3) ensures that GDAm(Y ) injects into cohomology under the cycle class map, and
so Y → B has the Franchetta property.
Let us now turn to Y ×B Y . The very ampleness of OV (1) ensures that 2 different points in V
impose two independent conditions on B¯, and so
Y¯ ×B¯ Y¯ → V × V
is a Pr−2-bundle over (V ×V )\∆V , and a P
r−1-bundle over the diagonal∆V . This readily gives
(for instance, by applying [17, Proposition 5.2]) the equality
GDA∗(Y × Y ) := GDA∗B(Y × Y ) = Im
(
A∗(V × V )→ A∗(Y × Y )
)
+
∆∗ Im
(
A∗(V )→A∗(Y )
)
,
where ∆: Y →֒ Y × Y denotes the diagonal embedding. The assumption that V has trivial
Chow groups implies that the product map induces an isomorphism
A∗(V )⊗A∗(V )
∼=
−→ A∗(V × V ) .
Moreover, pushing forward along ∆ is the same as pulling back under one of the projections
pj : Y × Y → Y and intersecting with∆Y .
The above equality thus boils down to
GDA∗(Y × Y ) =
〈
(p1)
∗GDA∗(Y ), (p2)
∗GDA∗(Y ),∆Y
〉
(where we write 〈−,−〉 for the Q-algebra generated by the elements in brackets). Let us now
verify that the restriction of the cycle class map
(4) GDAi(Y × Y ) → H2i(Y × Y,Q)
is injective for all i (in other words, that Y ×B Y → B has the Franchetta property). Since the
split injection (3) is generically defined, it induces an injection
GDAi(Y × Y ) →֒ Ai+2−2m(C × C)⊕
⊕
GDA∗(Y )⊕Qs .
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In particular, for i > 2m and for i < 2m − 1 the injectivity of (4) follows from the Franchetta
property for Y → B.
It only remains to check injectivity of (4) for i = 2m and for i = 2m− 1:
For i = 2m, we observe that
(5) ∆Y · (pj)
∗(h) ∈
〈
(p1)
∗GDA∗(Y ), (p2)
∗GDA∗(Y )
〉
,
and so the injectivity of (4) for i = 2m again reduces to the Franchetta property for Y → B. The
fact (5) follows from the excess intersection formula, or alternatively one can reason as follows:
let τ : Y →֒ V denote the inclusion morphism. There is equality
∆Y · (pj)
∗(h) = tΓτ ◦ Γτ = (τ × τ)
∗(∆V ) in A
2m(Y × Y )
(where the second equality follows from Lieberman’s lemma). But V having trivial Chow
groups, the diagonal∆V is completely decomposed, i.e. ∆V ∈ A
∗(V )⊗A∗(V ). This proves (5).
Finally for i = 2m − 1, let us note that without loss of generality we may suppose that
H2m−1(Y,Q) 6= 0 (indeed, if H2m−1(Y,Q) = 0 then A∗hom(Y ) = 0 and so Y has an MCK
decomposition for trivial reasons). This means that the class of ∆Y in cohomology is linearly
independent from the decomposable cycles 〈(p1)
∗GDA∗(Y ), (p2)
∗GDA∗(Y )〉, i.e.
Im
(
GDA2m−1(Y × Y )→ H4m−2(Y × Y,Q)
)
=
Im
(〈
(p1)
∗GDA∗(Y ), (p2)
∗GDA∗(Y )
〉
→ H4m−2(Y × Y,Q)
)
+Q[∆Y ] .
The injectivity of (4) for i = 2m − 1 thus reduces to the Franchetta property for Y → B. We
have now proven that Y ×B Y → B has the Franchetta property.
To conclude, let us now establish that the CK decomposition of Lemma 2.16 is MCK. By
definition, what we need to check is that the cycle
Γijk := π
k
Y ◦∆
sm
Y ◦ (π
i
Y × π
j
Y ) ∈ A
4m−2(Y × Y × Y )
is zero for all i+ j 6= k.
Let us assume at least one of the integers i, j, k is even. In this case, there is an injection
Γijk ∈ (π
2m−1−i
Y × π
2m−1−j
Y × π
k
Y )∗A
4m−2(Y × Y × Y ) →֒
⊕
A∗(Y × Y ) ,
and this injection sends generically defined cycles to generically defined cycles. But Γijk is
generically defined and homologically trivial, and so the Franchetta property for Y ×B Y → B
gives the required vanishing Γijk = 0.
Next, let us assume i = j = k = 2m− 1. In this case, the injection of motives
h2m−1(Y ) →֒ h1(C)(1−m)
induces an injection of Chow groups
Γijk ∈ (π
2m−1
Y × π
2m−1
Y × π
2m−1
Y )∗A
4m−2(Y × Y × Y ) →֒ Am+1(C × C × C) .
But the right-hand side vanishes for dimension reasons for anym ≥ 3, and so Γijk = 0.

We are now ready to prove the main result of this note:
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Theorem 3.4. Let Y be a Gushel–Mukai fivefold. Then Y has an MCK decomposition.
Proof. First, let us treat the case of ordinary Gushel–Mukai fivefolds. We check that ordinary
Gushel–Mukai fivefolds Y verify the hypotheses of Proposition 3.3, with V being the Grass-
mannian Gr(2, 5) (embedded via the second tensor power of the Plu¨cker line bundle). Clearly
condition (c1) of Proposition 3.3 is satisfied. Condition (c2) is Proposition 3.1. Condition (c3) is
verified, because one has
dimA3(Gr(2, 5)) = 2 = dimA4(Gr(2, 5)) ,
and so by hard Lefschetz the composition
A3(Gr(2, 5)) → A3(Y ) → A4(Gr(2, 5))
is an isomorphism. It follows that ordinary Gushel–Mukai fivefolds Y have a (generically de-
fined) MCK decomposition.
Next, let us extend to all (i.e. both ordinary and special) Gushel–Mukai fivefolds. To this
end, let CGr(2, V5) be the cone over the Grassmannian as before. Let us write Y
′ → B′ for the
universal family of all Gushel–Mukai fivefolds, where
B′ ⊂ B¯′ := PH0(CGr(2, 5),O(1)⊕O(2))
is the dense Zariski open parametrizing smooth dimensionally transverse intersections. As in the
proof of Proposition 3.1 above, there is a base change diagram
Y ′ → Y
↓ ↓
B′ord → Bord .
Thanks to the above first step, we have relative projectors π
j
Y ∈ A
5(Y×BordY)which fiberwise
give an MCK decomposition. Pulling them back via the base changeB′ord → Bord and extending
over all of B′, we obtain relative projectors π
j
Y ′ ∈ A
5(Y ′ ×B′ Y
′) which for any fiber over
B′ord give an MCK decomposition. The usual spread argument [56, Lemma 3.2] then gives that
the restriction to any fiber over B′ gives an MCK decomposition, and so we conclude that any
Gushel–Mukai fivefold has a (generically defined) MCK decomposition. 
For later use, let us isolate a consequence of the above proof:
Corollary 3.5. Let Y → B be the universal family of ordinary Gushel–Mukai fivefolds. The
families Y → B and Y ×B Y → B have the Franchetta property.
Proof. As we have checked in the proof of Theorem 3.4, ordinary Gushel–Mukai fivefolds verify
the conditions of Proposition 3.3. Looking at the proof of Proposition 3.3, the result follows. 
Remark 3.6. In all likelihood, Gushel–Mukai threefolds also have an MCK decomposition.
Unfortunately, our criterion (Proposition 3.3) does not apply because of the dimension condition.
For a Gushel–Mukai threefold Y , it remains to prove the vanishing
π3Y ◦∆
sm
Y ◦ (π
3
Y × π
3
Y )
??
= 0 in A6(Y 3) ,
i.e. one would need an instance of the Franchetta property for Y 3.
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3.3. Further examples. Here is another family of Fano varieties (of dimension 17) to which
our general criterion applies:
Theorem 3.7. Let Y be a smooth hyperplane section
Y := Gr(3, 9) ∩H ⊂ P83
(relative to the Plu¨cker embedding). Then Y has an MCK decomposition.
Proof. Let us check that the conditions of Proposition 3.3 are verified. Clearly condition (c1) of
Proposition 3.3 is satisfied. Condition (c2) is [32, Corollary 4.2], where it is proven that
A
j
hom(Y ) = 0 ∀ j 6= 9 .
As for condition (c3), we observe that
dimA9(Gr(3, 9)) = 8 = dimA10(Gr(3, 9))
(this is readily checked, using for instance [13, Theorem 5.26]). By hard Lefschetz, it then
follows that the composition
A9(Gr(3, 9)) → A9(Y ) → A10(Gr(3, 9))
is an isomorphism. Since Gr(3, 9) has trivial Chow groups, this implies condition (c3). All
conditions of Proposition 3.3 are verified, and so the theorem is proven. 
Remark 3.8. Varieties Y as in Theorem 3.7 are studied in [5, Section 5.1], where they are related
to Coble cubics and abelian surfaces. As shown in loc. cit., the Hodge number h9,8(Y ) = 2, and
conjecturally there is a genus 2 curve showing up in the derived category of Y .
Remark 3.9. Other varieties to which Proposition 3.3 might perhaps apply are intersections of
3 quadrics in P2m+2 withm ≥ 3. Taking V to be the intersection of 2 quadrics in Pm+2, the only
problem consists in checking condition (c3); I have not been able to do so.
4. THE TAUTOLOGICAL RING
Corollary 4.1. Let Y be a Gushel–Mukai fivefold, andm ∈ N. Let
R∗(Y m) :=
〈
(pi)
∗A1(Y ), (pi)
∗A2(Y ), (pij)
∗(∆Y )
〉
⊂ A∗(Y m)
be the Q-subalgebra generated by (pullbacks of) divisors, codimension 2 cycles and (pullbacks
of) the diagonal∆Y ∈ A
5(Y × Y ). (Here pi and pij denote the various projections from Y
m to
Y resp. to Y × Y ). The cycle class map induces injections
R∗(Y m) →֒ H∗(Y m,Q) for allm ∈ N .
Proof. This is inspired by the analogous result for cubic hypersurfaces [18, Section 2.3], which
in turn is inspired by analogous results for hyperelliptic curves [48], [49] (cf. Remark 4.2 below)
and for K3 surfaces [57].
As in [18, Section 2.3], let us write
o :=
1
10
h5 ∈ A5(Y ) , c := c2(Q)|Y ∈ A
2(Y )
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(where Q→ Gr(2, 5) is the universal quotient bundle), and
τ := π5Y = ∆Y −
∑
j 6=5
π
j
Y ∈ A
5(Y × Y ) ,
where the π
j
Y are as above.
Moreover, for any 1 ≤ i < j ≤ m let us write
oi := (pi)
∗(o) ∈ A5(Y m) ,
hi := (pi)
∗(h) ∈ A1(Y m) ,
ci := (pi)
∗(c) ∈ A2(Y m) ,
τij := (pij)
∗(τ) ∈ A5(Y m) .
Note that (by definition) we have
R∗(Y m) =
〈
oi, hi, ci, τij
〉
⊂ A∗(Y m) .
Let us now define the Q-subalgebra
R¯∗(Y m) :=
〈
oi, hi, ci, τij
〉
⊂ H∗(Y m,Q)
(where i ranges over 1 ≤ i ≤ m, and 1 ≤ i < j ≤ m); this is the image of R∗(Y m) in cohomol-
ogy. One can prove (just as [18, Lemma 2.11] and [57, Lemma 2.3]) that the Q-algebra R¯∗(Y m)
is isomorphic to the free graded Q-algebra generated by oi, hi, ci, τij , modulo the following rela-
tions:
(6) hi · oi = ci · oi = 0, c
3
i = 0, c
2
i = λ ci · h
2
i = µ h
4
i , h
5
i = 10 oi ;
(7) τij · oi = τij · hi = τij · ci = 0, τij · τij = −20 oi · oj ;
(8) τij · τik = τjk · oi ;
(9)
∑
σ∈S21
21∏
i=1
τi,21+σ(i) = 0 .
where λ, µ ∈ Q are certain constants, and S21 denotes the symmetric group on 21 elements.
To prove Corollary 4.1, it suffices to check that all these relations are verified modulo rational
equivalence. In view of the usual spread lemma [56, Lemma 3.2], it is sufficient to check that
this is the case for ordinary Gushel–Mukai fivefolds.
The relations (6) take place in R∗(Y ) and so they follow from the Franchetta property for
Y (Corollary 3.5). The relations (7) take place in R∗(Y 2). The first and the last relations are
trivially verified, because (Y being Fano) A10(Y 2) = Q. As for the second relation of (7), this
follows from the Franchetta property for Y × Y (Corollary 3.5).
Relation (8) takes place in R∗(Y 3) and follows from the MCK decomposition. Indeed, we
have
∆smY ◦ (π
5
Y × π
5
Y ) = π
10
Y ◦∆
sm
Y ◦ (π
5
Y × π
5
Y ) in A
10(Y 3) ,
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which (using Lieberman’s lemma) translates into
(π5Y × π
5
Y ×∆Y )∗∆
sm
Y = (π
5
Y × π
5
Y × π
10
Y )∗∆
sm
Y in A
10(Y 3) ,
which means that
τ13 · τ23 = τ12 · o3 in A
10(Y 3) .
Finally, relation (9), which takes place inR∗(Y 42), is the Kimura finite-dimensionality relation
[23]:
Sym21 π5Y = 0 in H
210(Y 21 × Y 21,Q) ,
which expresses the fact that ∧21 dimH5(Y,Q) = 0. This relation is also verified modulo ra-
tional equivalence, because Y is Kimura finite-dimensional (Proposition 3.1). This ends the
proof. 
Remark 4.2. Given any curve C and an integerm ∈ N, one can define the tautological ring
R∗(Cm) :=
〈
(pi)
∗(KC), (pij)
∗(∆C)
〉
⊂ A∗(Cm)
(where pi, pij denote the various projections from C
m to C resp. C × C). Tavakol has proven
[49, Corollary 6.4] that if C is a hyperelliptic curve, the cycle class map induces injections
R∗(Cm) →֒ H∗(Cm,Q) for allm ∈ N .
On the other hand, there are many (non hyperelliptic) curves for which the tautological ring
R∗(C3) does not inject into cohomology (this is related to the non-vanishing of the Ceresa cycle,
cf. [49, Remark 4.2] and also [19, Example 2.3 and Remark 2.4]).
Acknowledgments. Thanks to Lie Fu and Charles Vial for many inspiring exchanges concerning
MCK. Thanks to Len for many beautiful drawings.
REFERENCES
[1] Y. Andre´, Motifs de dimension finie (d’apre`s S.-I. Kimura, P. O’Sullivan,...), Se´minaire Bourbaki
2003/2004, Aste´risque 299 Exp. No. 929, viii, 115–145,
[2] A. Beauville, On the splitting of the Bloch–Beilinson filtration, in: Algebraic cycles and motives (J. Nagel
and C. Peters, editors), London Math. Soc. Lecture Notes 344, Cambridge University Press 2007,
[3] A. Beauville and C. Voisin, On the Chow ring of a K3 surface, J. Alg. Geom. 13 (2004), 417—426,
[4] N. Bergeron and Z. Li, Tautological classes on moduli space of hyperka¨hler manifolds, Duke Math. J.,
arXiv:1703.04733,
[5] M. Bernardara, E. Fatighenti and L. Manivel, Nested varieties of K3 type, arXiv:1912.03144,
[6] S. Bloch and V. Srinivas, Remarks on correspondences and algebraic cycles, American Journal of Math-
ematics Vol. 105, No 5 (1983), 1235—1253,
[7] O. Debarre, Gushel–Mukai varieties, arXiv:2001.03485,
[8] O. Debarre and A. Kuznetsov, Gushel–Mukai varieties: classification and birationalities, Alg. Geometry
5 (2018), 15—76,
[9] O. Debarre and A. Kuznetsov, Gushel–Mukai varieties: linear spaces and periods, Kyoto J. Math. 59
(2019), 857—953,
[10] O. Debarre and A. Kuznetsov, Gushel–Mukai varieties: moduli, to appear in Internat. J. Math.,
[11] O. Debarre and A. Kuznetsov, Gushel–Mukai varieties: intermediate Jacobians, arXiv:2002.05620,
ALGEBRAIC CYCLES AND GUSHEL–MUKAI FIVEFOLDS 17
[12] O. Debarre and A. Kuznetsov, Double covers of quadratic degeneracy and Lagrangian intersection loci,
to appear in Math. Ann.,
[13] D. Eisenbud and J. Harris, 3264 and all that: a second course in algebraic geometry, Cambridge University
Press, Cambridge 2016,
[14] H. Diaz, The Chow ring of a cubic hypersurface, to appear in International Math. Research Notices,
[15] I. Dolgachev, Classical algebraic geometry. A modern view, Cambridge University Press, Cambridge,
2012,
[16] E. Fatighenti and G. Mongardi, A note on a Griffiths-type ring for complete intersections in Grassmanni-
ans, arXiv:1801.09586,
[17] L. Fu, R. Laterveer and Ch. Vial, The generalized Franchetta conjecture for some hyper-Ka¨hler varieties
(with an appendix joint with M. Shen), Journal Math. Pures et Applique´es (9) 130 (2019), 1—35,
[18] L. Fu, R. Laterveer and Ch. Vial, The generalized Franchetta conjecture for some hyper-Ka¨hler varieties,
II, arXiv:2002.05490,
[19] L. Fu, R. Laterveer and Ch. Vial, Multiplicative Chow–Ku¨nneth decompositions and varieties of coho-
mological K3 type, arXiv:1911.06580,
[20] L. Fu, Z. Tian and Ch. Vial, Motivic hyperka¨hler resolution conjecture for generalized Kummer varieties,
arXiv:1608.04968,
[21] W. Fulton, Intersection theory, Springer–Verlag Ergebnisse der Mathematik, Berlin Heidelberg New York
Tokyo 1984,
[22] U. Jannsen, On finite-dimensional motives and Murre’s conjecture, in: Algebraic cycles and motives (J.
Nagel and C. Peters, editors), Cambridge University Press, Cambridge 2007,
[23] S.-I. Kimura, Chow groups are finite dimensional, in some sense, Math. Ann. 331 no 1 (2005), 173—201,
[24] S.-I. Kimura, Surjectivity of the cycle map for Chow motives, in: Motives and algebraic cycles, Fields
Inst. Commun., vol. 56, Amer. Math. Soc., Providence, RI, 2009, pp. 157—165,
[25] A. Kuznetsov and A. Perry, Derived categories of Gushel–Mukai varieties, Compositio Mathematica 154
(2018), 1362—1406,
[26] R. Laterveer, Algebraic varieties with small Chow groups, JournalMath. KyotoUniv. Vol. 38 no. 4 (1998),
673—694,
[27] R. Laterveer, A family of cubic fourfolds with finite-dimensional motive, Journal of the Mathematical
Society of Japan 70 no. 4 (2018), 1453—1473,
[28] R. Laterveer, A remark on the Chow ring of Ku¨chle fourfolds of type d3, Bulletin Australian Math. Soc.
100 no. 3 (2019), 410—418,
[29] R. Laterveer, Algebraic cycles and Verra fourfolds, to appear in Tohoku Math. J.,
[30] R. Laterveer, On the Chow ring of certain Fano fourfolds, Ann. Univ. Paedagog. Crac. Stud. Math. 19
(2020), 39—52,
[31] R. Laterveer, On the Chow ring of Fano varieties of type S2, Abhandlungen Mat. Sem. Univ. Hamburg
90 (2020), 17—28,
[32] R. Laterveer, On the Chow groups of Plu¨cker hypersurfaces in Grassmannians, preprint,
[33] R. Laterveer, J. Nagel and C. Peters, On complete intersections in varieties with finite-dimensionalmotive,
Quarterly Journal of Math. 70 no. 1 (2019), 71—104,
[34] R. Laterveer and Ch. Vial, On the Chow ring of Cynk–Hulek Calabi–Yau varieties and Schreieder vari-
eties, Canadian Journal of Math. 72 no 2 (2020), 505—536,
[35] J. Murre, On a conjectural filtration on the Chow groups of an algebraic variety, parts I and II, Indag.
Math. 4 (1993), 177—201,
[36] J. Murre, J. Nagel and C. Peters, Lectures on the theory of pure motives, Amer. Math. Soc. University
Lecture Series 61, Providence 2013,
[37] J. Nagel, The generalized Hodge conjecture for the quadratic complex of lines in projective four-space,
Math. Ann. 312 (1998), 387—401,
[38] A. Negut, G. Oberdieck and Q. Yin, Motivic decompositions for the Hilbert scheme of points of a K3
surface, arXiv:1912.09320v1,
18 ROBERT LATERVEER
[39] N. Pavic, J. Shen and Q. Yin, On O’Grady’s generalized Franchetta conjecture, Int. Math. Res. Notices
(2016), 1—13,
[40] L. Pertusi, A survey on Gushel–Mukai varieties, available from http://www.mat.unimi.it/users/pertusi/,
[41] C. Peters, On a motivic interpretation of primitive, variable and fixed cohomology, Math. Nachrichten
292 no. 2 (2019), 402—408,
[42] L. Roth, Some properties of Grassmannians, Univ. Roma Ist. Naz. Alta Mat. Rend. Mat. e Appl. 5 no. 10
(1951), 96—114,
[43] T. Scholl, Classical motives, in: Motives (U. Jannsen et alii, eds.), Proceedings of Symposia in Pure
Mathematics Vol. 55 (1994), Part 1,
[44] B. Segre, Studio dei complessi quadratici di rette di S4, Atti Ist. Veneto 88 (1929), 595—649,
[45] J. Semple, On quadric representations of the lines of four-dimensional space, Proc. London Math. Soc.
30 (1930), 500—512,
[46] M. Shen and Ch. Vial, The Fourier transform for certain hyperKa¨hler fourfolds, Memoirs of the AMS
240 (2016), no.1139,
[47] M. Shen and Ch. Vial, The motive of the Hilbert cubeX [3], Forum Math. Sigma 4 (2016), 55 pp.,
[48] M. Tavakol, The tautological ring of the moduli space M rt2 , International Math. Research Notices 178
(2013),
[49] M. Tavakol, Tautological classes on the moduli space of hyperelliptic curves with rational tails, J. Pure
Applied Algebra 222 no 8 (2018), 2040—2062,
[50] Ch. Vial, Pure motives with representable Chow groups, C. R. Math. Acad. Sci. Paris 348 (2010), no.
21-22, 1191—1195,
[51] Ch. Vial, Projectors on the intermediate algebraic Jacobians, New York J. Math. 19 (2013), 793—822,
[52] Ch. Vial, Niveau and coniveau filtrations on cohomology groups and Chow groups, Proceedings of the
LMS 106(2) (2013), 410—444,
[53] Ch. Vial, On the motive of some hyperka¨hler varieties, J. Reine Angew. Math. 725 (2017), 235—247,
[54] C.Voisin,The generalized Hodge and Bloch conjectures are equivalent for general complete intersections,
Ann. Sci. Ecole Norm. Sup. 46, fascicule 3 (2013), 449—475,
[55] C. Voisin, The generalizedHodge and Bloch conjectures are equivalent for general complete intersections,
II, J. Math. Sci. Univ. Tokyo 22 (2015), 491—517,
[56] C. Voisin, Chow Rings, Decomposition of the Diagonal, and the Topology of Families, Princeton Univer-
sity Press, Princeton and Oxford, 2014,
[57] Q. Yin, Finite-dimensionality and cycles on powers of K3 surfaces, Comment. Math. Helv. 90 (2015),
503–511.
INSTITUT DE RECHERCHE MATHE´MATIQUE AVANCE´E, CNRS – UNIVERSITE´ DE STRASBOURG, 7 RUE
RENE´ DESCARTES, 67084 STRASBOURG CEDEX, FRANCE.
E-mail address: robert.laterveer@math.unistra.fr
