This paper analyzes an abstract two-level algorithm for hybridizable discontinuous Galerkin (HDG) methods in a unified fashion. We use an extended version of the Xu-Zikatanov (X-Z) identity to derive a sharp estimate of the convergence rate of the algorithm, and show that the theoretical results also apply to weak Galerkin (WG) methods. The main features of our analysis are twofold: one is that we only need the minimal regularity of the model problem; the other is that we do not require the triangulations to be quasi-uniform. Numerical experiments are provided to confirm the theoretical results.
Introduction
The Hybridizable Discontinuous Galerkin (HDG) framework, proposed in [17] (2009) for second order elliptic problems, provides a unifying strategy for hybridization of finite element methods. The unifying framework includes as particular cases hybridized versions of mixed methods [2, 7, 13] , the continuous Galerkin (CG) method [15] , and a wide class of hybridizable discontinuous Galerkin (HDG) methods. Here hybridization denotes the process to rewrite a finite element method as a hybrid version. It should be pointed that the Raviart-Thomas (RT) [32] and BrezziDouglas-Marini (BDM) mixed methods were first shown in [2, 7] to have equivalent hybridized versions, and an overview of some hybridization techniques was presented in [14] . In the so-called HDG methods following the HDG framework, the constraint of function continuity on the interelement boundaries is relaxed by introducing Lagrange multipliers defined on the the inter-element boundaries, thus allowing for piecewise-independent approximation to the potential or flux solution. By local elimination of the unknowns defined in the interior of elements, the HDG methods finally lead to symmetric and positive definite (SPD) systems where the unknowns are only the globally coupled degrees of freedom describing the Lagrange multipliers. We refer to [16, 18, 24] for the convergence analysis of several HDG methods for the second order elliptic problems.
Closely related to the HDG framework is the weak Galerkin (WG) finite element method [34, 29, 30, 31] pioneered by Wang and Ye [34] . The WG method is designed by using a weakly defined gradient operator over functions with discontinuity, and then allows the use of totally discontinuous piecewise polynomials in the finite element procedure. By introducing the discrete weak gradient as an independent variable, as shown in [23] , the WG method can be rewritten as some HDG version when the diffusion-dispersion tensor in the corresponding second order elliptic equation is a piecewise-constant matrix.
It is well-known that the design of fast solvers is a key component to numerically solving partial differential equations. For the HDG methods as well as the WG methods, so far there are only limited literature concerning this issue. In [22] (2009), Gopalakrishnan and Tang analyzed a V-cycle multigrid algorithm for two type of HDG methods for the Poisson problem with full elliptic regularity. By following the same idea, Cockburn et al. [19] (2014) presented the first convergence study of a nonnested V-cycle multigrid algorithm for one type of HDG method for diffusion equations without full elliptic regularity. Chen et al. [11] (2014) constructed two auxiliary space multigrid preconditioners for two types of WG methods for the diffusion equations. In [23] Li and Xie proposed a two-level algorithm for two types of WG methods without full elliptic regularity, and, in [25] , they analyzed an optimal BPX preconditioner for a large class of nonstandard finite element methods for the diffusion equations, including the hybridized Raviart-Thomas and BrezziDouglas-Marini mixed element methods, the hybridized discontinuous Galerkin method, the Weak Galerkin method, and the nonconforming Crouzeix-Raviart element method.
In this paper, we shall propose and analyze an abstract two-level algorithm for the SPD systems arising from the HDG methods for the following diffusion model:
where
d×d is a SPD matrix and f ∈ L 2 (Ω). In the two-level algorithm, the H 1 -conforming piecewise linear finite element space is used as the auxiliary space. The main tool of our analysis is an extended version of the Xu-Zikatanov (X-Z) identity [36] . The main features of our work are as follows:
• We only need the minimal regularity of the model problem (1.1) in the sense that the regularity estimate
holds with α ∈ [0, 1], where C Ω is a positive constant that only depends on Ω and a. Based on the convergence results of the two-level algorithm, Algorithm 1, (cf. Theorems 3.1-3.2), it is easy to show that the multigrid methods which fall into the proposed two-level algorithm framework for the HDG methods all converge. We note that the analyses in [22] and [19] require full regularity (α = 1) and α ∈ (0.5, 1], respectively.
• We only assume the grids to be conforming and shape regular. Thus, the quasi-uniform condition, which is assumed in [22, 19, 11, 23, 25] , is not required in our analysis. Therefore, based on fast solvers for the auxiliary space, our analysis can be used to design fast solvers on adaptively refined grids and completely unstructured grids.
• Our theoretic results also apply to the WG methods.
The rest of this paper is organized as follows. Section 2 introduces notations, an extended version of X-Z identity and HDG methods. Section 3 describes and analyzes the two-level algorithm. Section 4 presents some applications of the algorithm to the HDG methods as well as to the WG methods. Section 5 reports some numerical results to verify the theoretic results. Let T h be a conforming and shape regular triangulation of Ω. For each T ∈ T h , h T denotes the diameter of T with h := max T ∈T h h T . The regularity parameter of T h is defined by ρ := max T ∈T h h d T /|T |, where |T | is the d-dimensional Lebesgue measure of T . Let F h denote the set of all faces of T h .
Preliminaries

Notations
We define the mesh-dependent inner product ·, · h and the corresponding norm · h as follows:
We also need the following notations:
2)
where |µ|
and |∂T | denotes the (d-1)-dimensional Hausdorff measure of ∂T .
Throughout this paper, x y (x y) means x Cy (x Cy), where C denotes a positive constant that only depends on d, k, Ω, the regularity parameter ρ, and the coefficient matrix a.
The notation x ∼ y abbreviates x y x.
Extended version of X-Z identity
We start by introducing some abstract notations. Let V be a finite dimensional Hilbert space equipped with inner product (·, ·) and its induced norm · . Suppose A : V → V is a linear operator which is SPD with respect to (·, ·), then (·, ·) A := (A·, ·) also defines an inner product on V and we use · A to denote the corresponding norm. Let B : V → V be a linear operator with norm
Naturally, the adjoint operator
and define the symmetrization of R i by
Then we define the operator B 0 : V 0 → V 0 as follows: [36, 12, 9, 23] , we are ready to present the following extended version of X-Z identity.
Proof. The desired result can be obtained by following a similar routine to the proof of (Theorem 4.1, [23] ), which is a trivial modification of the new proof [9] of the X-Z identity.
HDG framework
We give a brief description of the HDG framework; One may refer to [17] for more details. For
d be finite dimensional spaces, α T be a nonnegative penalty function defined on ∂T , and P
Introduce the finite dimensional spaces
7)
W h := {τ ∈ [L 2 (Ω)] d : τ h | T ∈ W (T ), ∀T ∈ T h },(2.
8)
The general framework of HDG methods for the problem (1.1) reads as follows ( [17] ):
where c = a −1 , and div h is the broken div operator defined by
Introduce the following local problem:
be a bilinear form associated with the above local problem, defined by
Then the HDG model (2.10) is equivalent to the following reduced system [17] :
We note that once the Lagrangian multiplier approximation λ h is resolved, the numerical flux σ h and the potential approximation u h can be obtained in an element-by-element fashion by (2.11).
Two-level algorithm
We recall that the triangulation T h is assumed to be conforming and shape regular. In addition, we assume the regularity estimate (1.2) holds with α ∈ [0, 1]. For the sake of convenience, in the rest of this paper we shall use the notation (·, ·) to abbreviate the L 2 -inner product (·, ·) Ω .
Algorithm description
At first, we introduce the H 1 -conforming piecewise linear finite element space
We then define the prolongation operator I h : V h → M h and its adjoint operator
and define the operators
respectively,
Finally we define the operator B h : M h → M h as follows:
In view of the operators A h and B h , we present the following two-level algorithm for the system (2.13):
Main results
We first introduce the following symmetrizations of R h and R h :
Then we present some assumptions below.
where σ(R h A h ) denotes the set of all eigenvalues of R h A h , and ω is a constant with 0 < ω < 2.
Remark 3.1. Obviously, Assumption I implies
Remark 3.2. In Assumption II, when N h is given, the condition (3.11) requires that M h is sufficiently small, i.e. the operator R h is a good-enough approximation of A h −1 . Fortunately, for the H 1 -conforming linear element approximation A h , the research of the choice of R h is mature. As will be shown in Section 4 for some applications, it holds N h = 0 or N h h. In the former case, (3.11) is reduced to the constraint
In the latter case, h should be also small enough to ensure (3.11). We note that Assumption II requires implicitly the constraint (3.15).
Suppose Assumption I is true. If we choose the Richardson iteration as R h , i.e. R h = 1 λmax(A h ) I, then (3.13) holds with ω = 1, while (3.14) holds only in the case that T h is quasi-uniform. However, if we set R h to be the symmetric Gauss-Seidel iteration, then (3.13) holds with ω = 1, and (3.14) holds as long as T h is conforming and shape regular. We refer to Appendix A for a concise analysis of the symmetric Gauss-Seidel iteration.
We state the main results in two theorems below. 
Theorem 3.2. Let R h be one sweep of Gauss-Seidel iteration. Then, Under Assumptions I-II, the relation (3.16) holds with ω = 1.
We shall prove these two theorems in Section 3.3.
Remark 3.4. Since we only assume T h to be conforming and shape regular, it's important that Theorems 3.1-3.2 hold on non-quasi-uniform grids, as long as there is a proper choice of R h for the H 1 -conforming linear element approximation. We refer the reader to [4, 27, 28, 20, 3, 1, 35, 10] for the construction of R h on adaptive grids, and to [5, 6, 33, 26] for the construction on completely unstructured grids. 
Convergence analysis
For any linear operator
Then, from
which immediately implies (3.18).
On the other hand, by the definition of R h , we can get
where λ min ( R h A h ) denotes the smallest eigenvalue of R h A h . The above relation, together with the fact that, due to (3.18), R h is SPD with respect to (·, ·), yields
Finally, the desired inequality (3.19) follows immediately from (3.20) and (3.22) . This completes the proof.
Lemma 3.2. Under Assumptions I-III, the relation (3.16) holds with
Proof. The conclusion follows from the space decomposition M h = M h + I h V h and the extended version of X-Z identity (2.5).
Lemma 3.3. Under Assumptions I-III, it holds
we have
Since S h is SPD with respect to ·, · A h and the inequality
holds, the relation (3.26), together with (3.20), immediately yields the desired estimate (3.25).
From Lemmas 3.1-3.3 and Assumption III, we obtain immediately the lemma below.
Lemma 3.4. Under Assumptions I-III, the relation (3.16) holds with
To further derive (3.17), we introduce the operator P h : M h → V h with
for any λ h ∈ M h , where ω x denotes the set {T ∈ T h : x is a vertex of T }. We have the following important estimates for P h .
Lemma 3.5. For any λ h ∈ M h , it holds
Proof. For each T ∈ T h , we denote ω T := {T ′ ∈ T h : T ′ and T share a vertex} and use N (T ) to denote the set of all vertexes of T . Assume all vertexes of T are interior nodes of T h , then it holds
T1,T2∈ωx T1,T2 share a same face
Similarly, we can show by a trivial modification that (3.30) also holds in the case that there is a vertex of T that belongs to ∂Ω. As a result, the estimate (3.28) follows from
(by inverse estimate) h
(by (3.30))
On the other hand, from
which indicates (3.29) immediately.
Remark 3.5. Although similar estimates were presented in [23, 25] for quasi-uniform grids, the estimates in Lemma 3.5 are sharper in the sense that T h here is not assumed to be quasi-uniform.
Finally, we are in a position to prove Theorem 3.1. Proof of Theorem 3.1. For any λ h ∈ M h , set µ h := λ h − I h P h λ h and v h := P h λ h . Using Lemma 3.5, we have
Then Theorem 3.1 follows from Lemma 3.4 immediately.
Proof of Theorem 3.2
Let {η i : i = 1, 2, . . . , N } be the standard nodal basis for M h . We have the following space decomposition:
. . , N . Then, by the extended version of X-Z identity (2.5), we have the following lemma.
Lemma 3.6. Under the conditions of Theorem 3.2, the relation (3.16) holds with
for any v h ∈ V h and µ i ∈ span{η i } (i = 1, 2, . . . , N ) with µ h = N i=1 µ i . Proof. Define Σ i := {T : there exists one face F of T such that η i | F = 0} and ω i := ∪ T ∈Σi T . Apparently, for any given 1 i 0 N , there are at most J of {ω i }, {ω ij : j = 1, 2, . . . , J}, such that ω i0 ∩ ω ij = φ (j = 1, 2, . . . , J), where J only depends on the dimension number d and the shape regularity parameter ρ.
It is easy to verify 33) and
where we have used the estimate
which can be proved through standard scaling arguments. Consequently, the desired estimate (3.32) follows immediately from (3.33) and (3.35).
By Lemmas 3.6-3.7 and (3.19), we immediately obtain the lemma below.
Lemma 3.8. Under the conditions of Theorem 3.2, the relation (3.16) holds with
K sup
Finally, the rest of the proof of Theorem 3.2 goes exactly the same way as that of Theorem 3.1.
Applications
This section is devoted to some applications of the algorithm analysis in Section 3.2 to some existing HDG methods as well as WG methods. In the two-level algorithm, Algorithm 1, described in Section 3.1, we set the operator R h to be the symmetric Gauss-Seidel iteration or one sweep of Gauss-Seidel iteration. As shown in Remark 3.3 and Appendix A, the symmetric Gauss-Seidel iteration always satisfies Assumption III. Thus, according to Theorems 3.1-3.2, we only need to verify Assumptions I-II for the corresponding methods.
We consider the following four types of HDG methods: For any T ∈ T h , k 0,
x and α T = 0. The corresponding HDG scheme (2.10) is the hybridized RT mixed element method ( [2] ).
d (k 1) and α T = 0. The corresponding HDG method is the hybridized BDM mixed element method ( [7] ).
d and α T = O(1). The corresponding HDG method was proposed in [17] and analyzed in [18] . For the sake of simplicity, we assume for this HDG method that α T is constant on ∂T but it may take different values for different elements T .
T ). The corresponding HDG method was analyzed in [24] For these HDG methods, Assumption I has been verified in [21, 19] for Types 1-3 methods and in [24] for Type 4 method. Then it suffices to verify Assumption II.
For the diffusion-dispersion tensor a, we consider two cases: piecewise constant coefficients and variable coefficients.
Piecewise constant coefficients
In this subsection, we assume a to be a piecewise constant matrix, and, without lose of generality, we just take a to be the identity matrix, since the analysis is the same as that of the former case.
Let w ∈ P 1 (T ) and set λ = P ∂ T w in the local problem (2.11). For Types 1-2 HDG methods, it is trivial that σ λ = ∇w.
For Type 3 (k 1) and Type 4 HDG methods, we can easily obtain
Thus, by the definitions (3.2)-(3.5) and (3.9), for all the mentioned cases above we easily have Proof. For any w ∈ P 1 (T ), set λ = P ∂ T w in the local problem (2.11), then it holds
Consider an auxiliary problem as follows: for any
By (4.4), we easily obtain
and it follows
taking w h = u h − v h in (4.5) we have
i.e.
which, by recalling α T = O(1), yields (4.3) immediately.
Remark 4.1. By Theorems 3.1-3.2, it is easy to derive the convergence rate (independent of mesh size) of a V-cycle HDG multigrid in [22] , where full elliptic regularity (Ω was assumed to be convex) was required. However, our analysis does not require full regularity.
Remark 4.2. From Theorem 3.1 and Proposition 4.2, in order to the convergence of Algorithm 1, we have to require h to be small enough. This is in agreement with the theoretical result in [19] .
Suppose R h satisfies (3.15). We summarize this subsection as follows:
• For Type 1-2, Type 3 (k 1) and Type 4 HDG methods, both Theorem 3.1 and Theorem 3.2 hold with K 1 + 1
• For Type 3 (k = 0) HDG method, the mesh size h should be sufficiently small to ensure the convergence of Algorithm 1.
Variable coefficients
In this subsection, we assume a
In the analysis below, we only consider Types 1-2 and Type 3 (k 1) HDG methods, since by the technique used here, it is easy to derive similar results for other HDG methods. Following the same routines as in Section 4.1 (cf. Propositions 4.1-4.2), we only need to estimate the number
Lemma 4.1. For Types 1-2 HDG methods, it holds
Proof. For any w ∈ P 1 (T ), set λ = P ∂ T w in the local problem (2.11). Then it is easy to show
On the other hand, by (2.11) we also have
where in the last " " we have used the standard estimate
Hence it follows cσ λ − ∇w T h T σ λ T , (4.10) which implies
This estimate, together with (4.9), yields
Finally, for any v h ∈ V h , taking w = v h | T in (4.9) and (4.12) with λ = I h v h | T , from the definitions (3.2)-(3.5) and (3.9), it follows
which gives the desired estimate (4.8).
then it holds A h = A h and N h = 0. This is a trivial modification of [8] .
Next we consider Type 3 HDG method.
Theorem 4.1. For Type 3 HDG method (k 1), the estimate (4.8) holds.
Proof. Let w ∈ P 1 (T ) and set λ = P ∂ T w in the local problem (2.11). It is easy to obtain
(4.13b)
Taking τ = σ λ −c −1 ∇w, v = u λ − w and adding (4.13a) and (4.13b), we have
This relation yields
Hence it follows
cσ λ − ∇w T + α which, together with (4.9), shows
Finally, for any v h ∈ V h , taking w = v h | T in (4.9) and (4.16) with λ = I h v h | T , from the definitions (3.2)-(3.5) and (3.9), it follows
which implies (4.8).
Remark 4.4. We note that our analysis only requires the regularity estimate (1.2) with α ∈ [0, 1], while the analysis in [19] requires α ∈ (0.5, 1].
Similar to Section 4.1, we summarize this subsection as follows:
• When the tensor a is not piecewise constant but piecewise smooth, the convergence of the two-level algorithm, Algorithm 1, for the HDG methods can still be obtained, as long as the mesh size h is small enough.
Application to weak Galerkin methods
In this subsection, we shall show our analysis can also be extended to the WG methods. Unless otherwise specified, we adopt the notations introduced in section 2.
Following [34] , we introduce the weak gradient operators as follows. For any 17) and 18) where n denotes the unit outward normal vector to ∂T . The WG framework for the model problem (1.1) reads as follows( [34] 
We define the local problem as follows: for any λ ∈ L 2 (∂T ), seek (u 
Remark 4.5. Similar to the HDG methods, once λ h is resolved, u h and σ h in (4.21) can be obtained in an element-by-element fashion.
When applying the two-level algorithm, Algorithm 1, to WG methods based the model (4.23), we set the operator R h to be the symmetric Gauss-Seidel iteration or one sweep of Gauss-Seidel iteration. Similar to the HDG methods, one can easily show that the symmetric Gauss-Seidel iteration always satisfies Assumption III.
When a is a piecewise constant matrix, from the HDG-like formulation (4.21) we can see that the WG framework (4.19) is essentially equivalent to the corresponding HDG framework. As a result, the convergence of the algorithm for he WG methods is as same as that for the corresponding HDG methods.
For more general case of a, by using the same technique as in [21, 19, 24] it is easy to verify that
Then Assumptions I is obviously true for the WG methods. Following the same routines as in Section 4.2, one can derive the estimate (4.8). Therefore, similar convergence results of Algorithm 1 for HDG methods also hold for the WG methods.
Numerical results
In this section, we provide some numerical experiments in 2-dimensional case to support our theoretical analysis. We only consider Type 3 HDG method with α T = 1, ∀T ∈ T h . For more numerical results we refer to [19] .
In the first experiment, we set Ω = (−1, 1) × (0, 1) (0, 1) × (−1, 0] and define a(x, y) = diag (a(x, y), a(x, y)) with a(x, y) :=    1, −1 < x < 0, 0 < y < 1; 5, 0 < x < 1, 0 < y < 1; 10, 0 < x < 1, −1 < y < 0.
Given an initial triangulation T 0 of Ω, we produce a sequence of triangulations {T j : j = 1, 2, · · · , 5} by a simple procedure: T j+1 is obtained by connecting the midpoints of each face of T j for j = 0, 1, · · · , 4. T 0 and T 1 are presented in Figure 1 for clarity. For each T j (j = 1, 2, · · · , 5), we set T h = T j and construct R h by using the standard V-cycle multigrid method based on the triangulations {T i : i = 0, 1, · · · , j}, i.e. I − R h A h denotes the error transfer operator of one V-cycle iteration. Here we set R h and all smoothers encountered in the construction of R h to be the symmetric Gauss-Seidel method with m 0 and m 1 iterations respectively. Using the standard nodal basis for M h , we let A h be the stiffness matrix arising from the bilinear form (2.12). Suppose we are to solve A h x = b h where b h is a zero vector, and we take x 0 = (1, 1, · · · , 1) t to be the initial value, rather than the zero vector presented in Algorithm 1. We stop Algorithm 1 until the initial error, i.e.
x t 0 A h x 0 , is reduced by a factor of 10 −8 . The corresponding numerical results (the number of iterations in Algorithm 1) are presented in Table 1 .
The second experiment is a simple modification of the first one: we set R h to be one sweep of Gauss-Seidel iteration. The corresponding numerical results are presented in Table 2 . In the third experiment, we set Ω = (−1, 1) × (−1, 1) and define a(x, y) = diag(a(x, y), a(x, y)) with a(x, y) :=        1, −1 < x < 0, −1 < y < 0; 7, 0 < x < 1, −1 < y < 0; 17, 0 < x < 1, 0 < y < 1; 3, −1 < x < 0, 0 < y < 1.
We show the first two triangulations T 0 and T 1 in Figure 2 and produce a sequence of triangulations {T j : j = 0, 1, · · · , 25} in a successive way: T j+1 (j = 2, 3, · · · , 24) is obtained by refining the smallest square containing the origin in T j (in T 1 , the vertexes of the square to refine is in red color) as same as what has been done from T 0 to T 1 . T 25 is shown in Figure 3 . The difference of the two-level algorithm between this experiment and the first one is that we simply take R h = A h −1
here. The corresponding numerical results are presented in Table 3 . For the first two examples, the regularity estimate (1.2) holds with only α 0.5, which violates the regularity requirement α ∈ (0.5, 1] in [19] . For the third example, not only (1.2) holds with α 0.5, but also the triangulation is not quasi-uniform. However, for all the experiments, the numerical results are consistent with our theoretical results, which shows that our algorithm is convergent even when α is not greater than 0.5 in (1.2) and the triangulation is not quasi-uniform.
A Analysis of symmetric Gauss-Seidel iteration
Let R h be the symmetric Gauss-Seidel iteration. As stated in Remark 3.3, we can show R h satisfies Assumption III. Suppose Assumption I is true. Then by the well-known properties of Gauss-Seidel iteration, we know that (3.13) holds with ω = 1. Thus it remains to verify (3.14).
Let {η i : i = 1, 2, · · · , N } be the standard nodal basis for M h . Define P i : M h → span{η i } by
By Theorem 3 in [9] , we have
Then, by using the same technique used in the proof of Lemma 3.7, we can obtain
Denote S h := R h A h . By the definition (3.6) of R h , it holds
which yields
It is easy to verify that S h is symmetric with respect to the inner product R −1 h ·, · h . Then, from the inequality t(2t − t 2 ) −1 < 1 for all t ∈ (0, 1) (A. 5) and the fact that all the eigenvalues of S h are in (0, 1), it follows 6) which, together with (A.3), leads to the desired result (3.14).
