Front propagation for the aggregation-diffusion-reaction equation
Introduction
Reaction-diffusion equations of the form v τ = (Φ(v)) xx + f (v), x ∈ R, τ ≥ 0 (1.1) uniqueness of a global solution are shown for the perturbed equation, obtained from (1.1) by adding a regularizing term (λv t − λf (v)) xx with λ > 0. It is worth remarking that the discrete model underlying (1.1) is well-posed, 7, 15 and numerical computations show a good agreement between the information obtained in the discrete setting and the predictions derived from (1.1). We refer the reader interested in the problem of well-posedness of (1.1) to the discussion presented in Ref. 9 and to the references therein. Existence and properties of traveling wave solutions (denoted t.w.s. from now on) between the stationary states 0 and 1, for Eq. (1.1) with an aggregation-diffusion term Φ and a Fisher-KPP (monostable) reaction term f , i.e. satisfying f (v) > 0 in (0, 1), f (0) = f (1) = 0, have been analyzed by the authors in Ref. 9 . T.w.s. play a relevant role in the study of reaction-diffusion equations, since in some cases 4,8 they attract solutions whose initial datum is not too far from the wave profile. In our context of possible ill-posedness of the initial value problem for Eq. (1.1), t.w.s. are regular solutions whose profile seems in good agreement with the numerical investigations done in Ref. 13 for the perturbed dynamic. The existence of a threshold value c * was proved in Ref. 9 such that (1.1) supports t.w.s. with speed c if and only if c ≥ c * . The properties of such fronts have also been investigated. Indeed, the possible degeneracy of the diffusion-aggregation term (occurring whenΦ(0) = 0 and/orΦ(1) = 0) causes the appearance of fronts which attain the equilibria 0 and/or 1 at finite times. When c > c * the dynamics admit only classical (i.e. fronttype) t.w.s., instead, for c = c * one of the four possible types of t.w.s. illustrated in Fig. 1 appears and we refer to the following section for their definition. We underline that reaching the equilibrium 1 at a finite time is typical of diffusion-aggregation processes, since this does not occur in the case of reactiondiffusion equations (with positive diffusion), even ifΦ(1) = 0.
10 Dynamics exhibiting such phenomena are generally said to have the properties of finite speed of saturation (when the t.w.s. attains the equilibrium 1 at a finite time), and/or finite speed of propagation (when the t.w.s. reaches the equilibrium 0 at a finite time). In the context of merely diffusive processes, Gilding and Kersner 5 proved that when a right-compact profile appears (i.e. a t.w.s. of sharp type (I) or (III), see Fig. 1 ), then all the solutions v(x, τ ) of (1.1), with initial condition v(x, 0) having compact support, maintain a uniformly bounded support for all τ in a right neighborhood of 0. In other words, a population initially localized in an arbitrarily bounded region diffuses in the habitat with finite speed. Due to this property, degenerate reactiondiffusion equations are appropriate models for biological diffusion. It is open to question whether the appearance of right-compact supported t.w.s. induces the same property in aggregation processes (1.1).
The aim of this paper is to analyze front propagation when the reproduction rate satisfies the Allee effect, 13 that is when there is a critical value α of the population density such that below it the death rate is higher than the birth rate, while above it the opposite situation occurs. Formally, this means that f is a bi-stable reaction term satisfying
for some α ∈ (0, 1 
Moreover, such conditions are not sufficient since the existence of t.w.s. connecting 1 to 0 is also linked, in some sense, to the existence of heteroclinics connecting 1 to β and β to 1. This is shown in Theorem 3.1, where we also prove that the admissible wave speed is unique and we give a criterion to classify the resulting t.w.s. into one of the four types described above. As is natural, the necessary and sufficient condition stated in Theorem 3.1 has an implicit form, since it involves the wave speeds between 0 and β and between β and 1. So, in Theorem 3.2 we give some simple explicit conditions ensuring the validity or not of the necessary and sufficient condition of Theorem 3.1, and then the existence or non-existence of t.w.s. An example completes the discussion.
The main tools used for our investigation are based on upper-lower solutions and comparison techniques in the phase plane. Indeed, due to the mild regularity assumptions on the coefficients, the usual methods from dynamical systems theory cannot be applied in this context.
Preliminaries and Necessary Conditions
As usual, a t.w.s. for Eq. (1.1) is a solution having the form v(τ, x) = u(x − cτ ) for some constant c. The wave profile u is a solution of the equation
where ( ) stands for derivation with respect to the wave coordinate
As illustrated in the Introduction, our study concerns dynamics for which D(u) satisfies
for some given β ∈ (0, 1), and f ∈ C[0, 1] satisfies (1.2) with α ∈ (0, 1).
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A function u is a solution of (E) in its maximal existence interval
, and u satisfies (E) in I. We are interested in the existence of solutions of (E) satisfying the boundary conditions
We start our investigation by analyzing the properties of the possible solutions u of Eq. (E) satisfying (2.2) and (2.3).
Proposition 2.1. Let u be a solution of (E) satisfying (2.2). Then
for every τ ∈ (−∞, t)} and define the functions
which has the same sign as c, when c = 0, since u(t) > M in (−∞, T 1 ) and then D(u(t)) < 0. Hence Σ(t) is monotone for t < T 1 and lim t→−∞ Σ(u(t)) exists, being either finite or infinite. Since
we obtain the existence of lim t→−∞ |u (t)| =: 1 > 0 (possibly 1 = +∞) which is impossible since u is bounded. Therefore = 0 and the statement follows.
The case b = +∞ can be treated by means of an analogous argument.
In view of the previous proposition, if u is a solution of (E) and (2.2) such that a = −∞ (b = +∞), then the corresponding condition in (2.3) is automatically satisfied. On the other hand, if u is a solution of (E) satisfying (2.2)-(2.3) and and it is compactly supported (see Fig. 1 ). Throughout the paper (a, b) will always denote the maximal existence interval of a solution u(t) of Eq. (E).
The following result provides necessary conditions for the solvability of problem (E), (2.2)-(2.3).
Theorem 2.1. If Eq. (E) admits solutions satisfying conditions
Proof. The proof will proceed by steps. Let
Of course, u(T 1 ) = max{α, β}, u(τ
First let us prove that u (t) ≤ 0 whenever t ∈ (a, T 1 ) ∪ (T 2 , b). To this aim, assume by contradiction that u (t
we deduce the existence of a value t 0 > t * such that u (t 0 ) = 0 and u (t) > 0 in ∈ (a, T 1 ) .
By the same argument used above, it is easy to prove that if u (t 0 ) = 0 for some Step 2. If problem (E), (2.2)-(2.3) is solvable, then α < β.
Further, both z 1 and z 2 satisfy the equationż
in (α, 1) and (0, α) respectively. Multiplying by z(u) and integrating the equality
, we obtain a contradiction. Assume now, again by contradiction, α > β. By means of the same argument as previously, consider the inverse functions τ 2 ) , and the functions z 1 (u) = D(u)u (t 1 (u)), u ∈ (α, 1) and z 2 (u) = D(u)u (t 2 (u)), u ∈ (0, β). Since z 2 satisfies (2.5) in its existence interval, integrating the relation z 2 (u)ż 2 (u) = −cz 2 
and from (2.5),ż 1 (u) > −c > 0 in (α, 1), in contradiction with the boundary value z 1 (1 − ) = 0.
Step 3. If problem (E), (2.2)-(2.3) is solvable, then c > 0.
With the same argument as above consider the inverse function t 1 = t 1 (u) : (β, 1) → (τ 1 , T 1 ), and z 1 (u) = D(u)u (t 1 (u)), u ∈ (β, 1). Since z 1 (u) > 0 in (β, 1), it satisfies (2.5) in this interval, and z 1 (β + ) = z 1 (1 − ) = 0, so integrating the relatioṅ
Step 4. If u is a solution of problem (E), (2.2)-(2.3), then u (t) < 0 for every t ∈ (τ 1 , τ 2 ).
Let us consider the function z 2 (u) = D(u)u (t 2 (u)), u ∈ (0, α) defined in Step 2. We have z 2 (u) < 0 in (0, α) and z 2 (0 + ) = 0. Moreover, by (2.5) we
where h was defined in Step 1, and from (E) it follows thaṫ
Note that the same argument shows that u (t) = 0 whenever u(t) = β. Assume now, by contradiction, that
it is a proper local minimum for u, while if u(t 0 ) ∈ (α, β) then it is a proper local maximum for u. Further, u (s) = 0 for every s such that u(s) = β. Therefore
Let us now show that u(s 2 ) ∈ (α, β). To this aim, assume by contradiction that u(s 2 ) = 1. Since in (β, 1) there can only be minima for u(t), there exists an interval (s 3 , σ 3 (s 3 , σ 3 ). Let us consider the inverse function t 3 (u) : (β, 1) → (s 3 , σ 3 ) and let ζ 3 (u) := D(u)u (t 3 (u)) for u ∈ (β, 1).
We have that ζ 3 is a solution in (β, 1) of Eq. (2.5), with ζ 3 (β) = 0 since D(β) = 0, and ζ 3 (1 − ) = 0 since u (σ 3 ) = 0. So, integrating the equationζ
Since ζ 3 (u) and f (u)D(u) are both negative in (β, 1), this implies c < 0 in contradiction to Step 3; therefore u(s 2 ) ∈ (α, β). Since u (t) < 0 in (T 1 , s 1 ) and in (s 2 , τ 2 ), then there exist the inverse func- 
Aggregative Movement and Front Propagation for Bi-Stable Population Models 1359
If u(s 1 ) > 0, a pointū ∈ (u(s 1 ), u(s 2 )) ⊂ (0, β) should exist such that z 1 (ū) = z 2 (ū) < 0, but this is impossible, since (2.5) has the uniqueness property for Cauchy problems with initial data different from zero.
If u(s 1 ) = 0, then z 1 and z 2 should be two negative solutions of Eq. (2.5) in their existence intervals, (0, β) and (0, u(s 2 )) respectively, with 0 = z 2 (u(s 2 ) − ) > z 1 (u(s 2 )). So, again by the above-mentioned uniqueness property for Eq. (2.5), we deduce that
, a contradiction, and this concludes the proof of Step 4.
Step 5.
3). Since c > 0 by
Step 3, and
we immediately obtain
Existence and Non-Existence of t.w.s.
Throughout this section assume that there exist (finite or infinite) the limits
, and let us now consider the equation
Note that g(u) is a Nagumo-type reaction term in (0, β). Therefore, Similarly, putg(u) := −g (1 − u) , and consider the equation
In this case the functiong(u) is a Fisher-type reaction term and, wheng (0) < +∞ (i.e. g (1) < +∞), there exists a positive value c * 2 , 6 satisfying the estimate Proof. Again we divide the proof into several steps.
Step 1. There is a bijection between the set of solutions of problem (E), (2. 
Therefore, sinceż(β) ≥ 0 and c > 0, we getż(β) = 0 if and only ifḊ(β) = 0. Further, let us prove that the limit lim u→β z(u)/D(u) =: exists and is finite. This is immediate whenḊ(β) = 0, so consider the caseḊ(β) = 0. Given > 0, since c > 0, it is possible to find 0 < δ 1 < β − α satisfying
we can deduce that λ 2 + cλ +ġ(β) ≤ 0. Therefore, we obtain λ 2 + cλ +ġ ( Step 3. Characterization of the t.w. 
