The Josephson effect describes supercurrent flowing through a junction connecting two superconducting leads by a thin barrier 1 . This current is driven by a superconducting phase difference ϕ between the leads. Due to the chiral and time reversal symmetry of the Cooper pair tunneling process 2 the current is strictly zero when ϕ vanishes. Only if these underlying symmetries are broken the supercurrent for ϕ = 0 may be finite [3][4] [5] . This corresponds to a ground state of the junction being offset by a phase ϕ 0 . Here, for the first time, we report such ϕ 0 Josephson junction. Our realization is based on a nanowire quantum dot. We use a quantum interferometer device in order to investigate phase offsets and demonstrate that ϕ 0 can be controlled by electrostatic gating. Our results have possible far reaching implications for superconducting flux and phase defined quantum bits as well as for exploring topological superconductivity in quantum dot systems.
The process of Cooper pair tunneling through a Josephson junction (JJ) is, in general, symmetric with respect to time inversion. This has a profound consequence for the JJ current-phase relation, I(φ). In particular it imposes the condition I(-φ) = -I(φ) which in turn results in I(φ = 0) being strictly zero. The I(φ = 0)=0 condition is a consequence of the fact that for each process contributing to current flowing in one direction there is an opposite time reversed process, in which spin-up and spin-down electrons are reversed, that exactly cancels this current. However, time inversion is not the only symmetry which can protect the I(φ = 0) = 0 condition. For example, in JJs based on single domain ferromagnets, time inversion is broken but still the supercurrent is zero for φ = 0 due to chiral symmetry. This symmetry assures that the tunneling coefficient describing the electron tunneling forward is exactly the same as the one describing the tunneling backward. The two tunneling processes (forward and backward) cancel each other which again results in I(φ = 0) being strictly zero. In order to create conditions for a non-zero supercurrent to flow at φ = 0, both symmetries need to be broken. Various ways were proposed theoretically to create φ 0 -junctions, including ones based on non-centrosymmetric or multilayer ferromagnets 3, 6 , quantum point contacts 4 , topological insulators 7 , diffusive systems 8, 9 , nanowires 10, 11 and quantum dots 5, 12, 13 . In extended multi-domain ferromagnet based junctions effective built-in phase offsets were also predicted 14 and measured 15 . However no experimental demonstration of φ 0 -junction was reported until now.
In quantum dots (QDs), breaking of both symmetries can possibly be achieved by the combination of an external magnetic field and spin-orbit interaction (SOI) 5, 12, 13 . Finite Zeeman splitting between spin-up and spin-down electrons breaks the time reversal symmetry. On the other hand, breaking of the chiral symmetry is more subtle. It requires interplay between the SOI and the direction of the magnetic field and it can only occur when multiple orbitals are accessible for electron transport, see Fig. 1a . When an electron goes in and out from the QD via only one orbital (Fig. 1a , upper panel) the tunneling coefficient 2 is exactly the same for the forward and the backward tunneling direction. As a result the chiral symmetry is preserved. If, however, the electron changes orbital within the quantum dot (Fig. 1a , lower panel), an extra phase factor is acquired in the process of orbital mixing. In this case the tunneling coefficients (matrix elements) describing forward and backward tunneling processes are necessarily complex numbers with opposite phases. Since the coefficients of the two processes are different they cannot cancel each other and the chiral symmetry is broken. Although we discussed here the case of a single electron tunneling through the QD, the same argument holds for the breaking of the chiral symmetry in the tunneling of Cooper pairs (see supplementary information and Ref 5).
The device geometry is shown in Fig. 1b and Fig. 1c . A single nanowire, made of Indium Antimonide (InSb), is contacted using Niobium Titanium Nitride (NbTiN) as a superconductor to make two JJs forming a quantum interference device (SQUID). We choose InSb nanowires due to their large spin-orbit coupling and g-factors both of which are important for breaking time inversion and chiral symmetry at relatively low magnetic fields 16, 17 . Details of the wire growth and superconducting contact deposition were reported previously 18 (see also the methods section). Electrostatic gates below the wire are used to create a tunable quantum dot in the longer JJ and control the switching supercurrent of the shorter reference JJ 16 (Fig. 1c) . All measurements are performed at a base temperature of T = 20 mK in a 3-axis magnetic field where the flux through the SQUID is applied along the y direction (Fig. 1c) . Standard quantum dot characterization, while the reference junction is pinched off, is used to determine the values of the charging (E C ) and orbital (E orb ) energies as well as g-factors. Depending on the confinement details and QD occupation number we find E C = 2 -3 meV, E orb = 0.3 -1.5 meV and g = 40 -50 (Fig. 1d) . We identify small peaks around zero bias as an onset of superconductivity and estimate the induced superconducting gap in the QD to be Δ * = 20 -50 µeV (see supplementary section 2).
First we measure the SQUID response in current bias for zero in-plane magnetic field (Fig. 2) . Switching currents for the reference and quantum dot JJ, I cref and I cQD , satisfy I cref >> I cQD , ensuring that the phase drop is mainly across the QD. The measured voltage as a function of flux and bias current I bias shows oscillations with a period of B Y = 1.2 mT (Fig. 2a) corresponding to an effective area of 1.8 μm
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, which is consistent with the SQUID geometry and the penetration depth of NbTiN (λ ≈ 170 nm). Both junctions are in the phase diffusive regime such that no hysteresis is observed (Fig. 2b) . This allows probing of the phase response by applying a finite I bias = 100-500 pA close to I cref and monitoring the voltage drop across the SQUID, V, as a function of gate voltage V 2 and flux Φ, see Fig. 2c and Fig. 2d as well as supplementary information section 2.
In this QD regime, the phase of the SQUID pattern depends crucially on the dot occupation number (Fig.  2b) . For example, for V 2 ≈ -247 mV, the measured voltage oscillates as a function of Φ with a particular phase (purple colored line in Fig. 2c ). When V 2 is increased to around -240 mV the oscillations disappear and the overall voltage drops as the charge degeneracy point is reached. By increasing V 2 further, the oscillations recover with an extra π phase corresponding to the sign reversal of the supercurrent in a QD 19 (light blue line in Fig. 2c ). The change of phase by π is repeated for several consecutive charge states.
The change in phase measured for zero in-plane field occurs due to the change in the electron parity of the ground state. In a simple physical picture, for odd QD occupancy, the order of electrons forming a Cooper pair is reversed in the process of co-tunneling through a single quantum dot orbital. This results in the sign reversal of the supercurrent and the observed π shift, as previously reported in Ref.
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. Note, however, that even if the phase of the ground state is changed, I(φ =0) remains zero which is anticipated since time reversal symmetry is preserved.
Finite magnetic fields can substantially modify this simple picture in two ways. First, the QD levels split by Zeeman energy which results in different co-tunneling rates for spin-up and spin-down electrons and therefore breaks time reversal symmetry. Second, the spin split levels belonging to different orbitals move closer in energy which enables more than one orbital to contribute to the co-tunneling process. This in turn, combined with strong SOI induced orbital mixing and asymmetry in the barriers, results in the breaking of chiral symmetry (see supplementary information 1) 13 . Under these conditions one can expect shifts in the phase by an arbitrary φ 0 .
For finite in-plane magnetic fields we find regimes in which the shifts of the SQUID pattern are different from 0 or π. Instead, the shifts take non-universal values depending on the specific QD configuration and magnetic field direction and strength (Fig. 3) . Fig. 3a and Fig. 3b show an example taken close to the QD charge degeneracy point. The shift in SQUID response between the two Coulomb blockade regions is approximately 0.7π. This value is considerably different from the value π observed for the same QD regime when the in-plane field is zero (compare the data in Fig. 3a and Fig. 3b with the data in Fig. 2 ).
The measured gate tunable phase shift directly implies a finite φ 0 for at least one of the Coulomb blockade regions. Importantly, this shift cannot be explained by simple higher harmonic terms in the JJ current-phase relation which can occur in various semiconductor based junctions [20] [21] [22] [23] . Even if such terms were present, as long as I(-φ) = -I(φ) , the SQUID response would have to be symmetric around the points corresponding to integer values of the threaded flux. Since this is clearly not the case in the data shown in Fig. 3 we conclude that the I(-φ) = -I(φ) condition is violated in our QD junctions. We note that both junctions in the SQUID are nanowire based so phase shifts cannot be excluded in the reference junction as well. Hence we can only estimate relative offsets within a single junction but not the absolute value of φ 0 .
Typically, the phase of the SQUID oscillation is constant within the Coulomb blockade region and changes only at the charge degeneracy points. When the QD is strongly confined (as in Fig. 3a and Fig.  3b ) the change in phase appears as a discrete jump. In this QD regime the transport at the Coulomb peak is dominated by the resonant tunneling process and therefore can be very different compared to the transport deep in the blockaded regime. For this reason we studied the QD in a more open regime as well. Interestingly, in this open QD regime we observe a continuous change in the phase of the SQUID response as we tune with the gate G 2 across the charge degeneracy point ( Fig. 3c and Fig. 3d ). In all regimes B in-plane ≈ 50 -150 mT are required to observe the shift in the SQUID response (see supplementary information section 4). Note that these fields are still around two to four times smaller compared to the critical fields of B in-plane = 200-300 mT at which the SQUID response vanishes.
Finally, we examine the magnetic anisotropy dependence of the SQUID pattern, in order to further study the microscopic origin of the φ 0 -junction. The data showing phase shifts between neighboring charge states for various in-plane magnetic field angles is presented in Fig. 4 . Consistently, for many different QD regimes, we observe that the maximum shift of the SQUID pattern is most pronounced when an inplane field is applied orthogonal to the nanowire. Previous quantum dot experiments have identified this field orientation with the preferential spin-orbit direction B SO for quantum dots. These measurements are consistent with SOI enabled orbital mixing which predicts maximal phase φ 0 for B in-plane || B SO 5, 12, 13 . We note, however, that other mechanisms, such as flux penetrating JJ area and 4 phase dependent tunneling, could also contribute to the additional phase shifts (see supplementary information section 3 for detailed discussion).
In summary, we demonstrated a gate tunable φ 0 -Josephson junction. Results presented here imply that the breaking of the underlying symmetries can be achieved in superconductor-quantum dot structures while maintaining coherent transport of Cooper pairs. In this context, our experiment is directly related to the efforts of studying triplet superconductivity as well as in achieving topological superconducting phase in quantum dots coupled to an s-wave superconductor 13, 24, 25 . Aside from that, a gate tunable phase offset may open novel possibilities for the realization of electrically controlled flux and phase based quantum bits 26 as well as superconducting "phase" batteries and rectifiers 4, 27 . 
Methods:
The Indium Antimonide (InSb) wires used in the experiments were grown using MOVPE process. 
Breaking of the chiral symmetry in quantum dots
In one-dimensional systems in which the electron momentum is well defined, the interplay between the spin-orbit interaction (SOI) and the Zeeman splitting can create a difference between the dispersion of electrons moving forward and backward. This in turn can lead to the breaking of the chiral symmetry and, in the case of superconducting transport, to Josephson ϕ 0 -junctions [1] [2] [3] . In quantum dots (QDs) there is no well-defined momentum since the QD states are localized. Nevertheless, the combination of the SOI and the external magnetic field still creates similar conditions for breaking of the chiral symmetry as shown in Refs. [4] [5] [6] and discussed below.
Let us consider a process describing a Cooper pair tunnelling from the left to the right lead (forward tunnelling) at zero phase difference. Without SOI electrons forming the Cooper pair tunnel through the QD via a single orbital level, for example the first electron tunnels via level 1 and the second via level 2. The corresponding tunnelling coefficient (matrix element) for this process is given by (t L1 t R1 )(t L2 t R2 ). Here the t L1 and t L2 (t R1 and t R2 ) are the hybridization amplitudes between QD levels 1 and 2 with the left (right) lead. The terms in brackets correspond to tunnelling coefficients for individual electrons. Assuming that the hybridization amplitudes are real, the matrix element describing tunnelling from the right to the left (backward tunnelling) is exactly the same. Since the backward tunnelling contributes to the current flow in the opposite direction, the net resulting current vanishes. Therefore, the tunnelling via single orbitals can not add to I(φ = 0). The lowest order process which contributes to I(φ = 0) is the one in which one electron tunnels through the dot directly via a single orbital, while the other electron changes the orbital during the tunnelling process. Finite SOI enables such orbital change.
In the simplest case when two quantum dot levels contribute to Cooper pair transport and the magnetic field is orientated along the effective spin-orbit axis the Hamiltonian of the dot can be written as
Here μ is the chemical potential, E orb is the orbital energy, α parametrizes the strength of the SOI and B the Zeeman splitting, τ X,Y,Z (σ X,Y,Z ) are Pauli matrices acting in orbital (spin) space (τ 0 (σ 0 ) are identity matrices). Usually the terms describing the Zeeman splitting and the SOI are smaller in comparison to the first term in the Hamiltonian. In the presence of SOI the eigenstates of the QD are mixtures of the two orbital states. The hybridization between QD eigenstates and the left (right) lead
for spin-up electrons (with sin ε = α/E orb ). For the spin down electrons + and -signs should be inverted.
Importantly, due to orbital mixing, the coefficients describing tunnelling events become complex numbers implying that electrons crossing the junction gain a finite phase. This phase is opposite for the electrons tunnelling in the other direction. Therefore the forward and backward tunnelling coefficients are not exactly the same (the imaginary part is different) and the two tunnelling processes do not cancel each other. If Cooper pairs also acquire a finite phase during the tunnelling process, I(φ = 0) becomes finite. However, if the magnetic field is zero, since spin-up and spin-down electrons obtain the opposite phases in the tunnelling process, Cooper pairs do not gain phase even when SOI is present. For finite magnetic fields the tunnelling probabilities for the tunnelling of spin-up and spin-down electrons via different orbitals are no longer exactly the same. Only in this case can Cooper pairs obtain a finite phase.
Finally we stress that the complex tunnel coupling between superconductors always leads to finite I(φ=0). Interestingly, this follows even from Feynman's simplified description of the Josephson effect 7 . If we assume that the wave-functions describing the two superconductors are = | | and = | | , the time dependent Hamiltonian describing the superconductors on the two side of the junction can be written as
Here µ L and µ R are the chemical potentials in the two superconductors and T is the tunnel coupling. Solving this set of equations for current directly gives
When T is real current is proportional to sin (φ), with φ= φ L -φ R . However if the imaginary part is non -zero, the term ~ cos (φ) also contributes to the current and gives rise to the finite I(φ=0).
Characterization of the quantum dot junction and the nanowire based SQUID
In order to characterize the QD Josephson junction, we performed voltage and current bias measurements while the reference junction was pinched off. Depending on the exact gate configuration, the measured QD resistance varies between 40-600 kΩ and the switching currents are in the range 40-300 pA. In all measurements the sub-gap resistance is finite since the Josephson energy of the QD junction E J = Φ 0 I C / 2π ≈ 0.5-3 μeV comparable to k B T ≈ 5 μeV. The induced gap in the QD junction is of the order of 20-50 μeV (see Fig. S2 ).
When the reference junction is open we observe standard SQUID oscillations. In this regime it is even easier to resolve small supercurrents of the QD junction by simply estimating the amplitude of the flux dependent voltage oscillations. Note that the data presented in the main text is taken with the SQUID tuned to the overdamped regime. However, at low magnetic fields, the SQUID is usually underdamped (Fig. S3 ). Due to hysteresis effects, in this case, phase offsets are difficult to track in the voltage vs flux measurements when the current bias is fixed. For this reason, before each measurement we made sure that SQUID is in the overdamped regime by tuning the switching current of the reference junction via G ref . 
Establishing the origin of the shift in the SQUID pattern
Our main experimental observations can be summarized as follows: (1) The observed shift in the SQUID pattern occurs for a finite in-plane magnetic field which exact value depends on the QD configuration; (2) The shift in pattern occurs mainly for gate values at which the QD electron occupation number changes; (3) The shift is the largest when the field is orthogonal to the nanowire and almost non-existing when the field is oriented along the nanowire.
These observations are qualitatively in agreement with SOI induced orbital mixing as the origin of the φ 0 -junction. Based on (1) and (2) it is evident that QD orbital levels play a crucial role in the superconducting transport which is also in agreement with previous experiments on quantum dots [8] [9] [10] . Also, the observed anisotropy is consistent with reported SOI direction in QDs
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. In the following we discuss other effects which may also contribute to the observed shifts in the SQUID pattern. a) Gate induced changes in the effective SQUID area. Gating off a part of the wire changes the effective SQUID area which may result in additional shifts of the interference pattern. This effect is rather small in our devices. The maximal change in the area, and therefore the phase offset, would be at most few percent estimated by comparing the gated nanowire area 100nm x 100nm with the total area of the SQUID. Even if assumed that the magnetic field is enhanced in the vicinity of the nanowire junction, due to complicated field profile caused by the nearby superconductor, the change in area has to be extremely large to account for the observed shift. Also, for substantial changes in the area, the flux periodicity of the SQUID response has to change substantially. These changes were not observed in the experiment which shows periodicity of 1.2mT being independent of the gate parameters. We also note that we didn't observe any discontinuous jumps in the interference pattern while sweeping the magnetic field which rules out phase shifts due to accidental events of flux trapping in the junction.
b) Phase offsets due to flux in the quantum dot. The observed shifts in the SQUID pattern were obtained in in-plane field values of 50-100 mT. Assuming the quantum dot area to be 60nm x 60nm (corresponding to E orb = 1.5 meV), the total flux through the corresponding area would be of the order of 0.1-0.2 Φ 0 . Based on this estimate, even if the flux through the QD would fully add to the φ 0 offset, the resulting shift would be too small to explain the experimental data. Note that we verified that there is no significant modification of the field profile in the vicinity of the quantum dot by measuring values of the g-factors.
c) Additional orbital effects. Besides SOI induced orbital mixing other multi-orbital effects may contribute to the φ 0 offset. For example, the electron can acquire extra phase during the tunnelling process. In general, the matrix elements describing tunnelling in and out of different orbitals can be complex numbers corresponding to different phase factors. As shown in Ref. 5, 6 , when the tunnelling matrices describing hybridization to the left and the right lead are complex and contribute to additional phase offsets, a finite magnetic field will result in I(φ =0) ≠ 0 . Also in a simple physical picture various energy differences, due to for example different g-factors in different orbitals, combined with a finite escape time from the quantum dot may result in phase factors and produce φ 0 shift. Although these effects may indeed contribute, they are to the large degree linear in magnetic field strength in contrast to the experimental data. For this reason, we can rule out these effects as the main contribution of the observed shifts. Fig. 4 . Here the 0-π transition was not observed strongly suggesting that multiple orbitals are contributing to the transport. In this very different regime compared to the data discussed in the main text the φ 0 shifts are still the largest when the external in-plane field (B in-plane = 100mT) is oriented orthogonal to the nanowire. 
Additional data

