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ABSTRACT
The absorption spectra of metal-centered phthalocyanines (MPc’s) have been in-
vestigated since the early 1960’s. With improved experimental techniques to charac-
terize this class of molecules the band assignments have advanced. The characteri-
zation remains difficult with historic disagreements. A new push for characterization
came with a wave of interest in using these molecules for absorption/donor molecules
in organic photovoltaics. The use of zinc phthalocyanine (ZnPc) became of particular
interest, in addition to novel research being done for azaporphyrin analogs of ZnPc.
A theoretical approach is taken to research the excited states of these molecules
using time-dependent density functional theory (TDDFT). Most theoretical results
for the first excited state in ZnPc are in only limited agreement with experiment
(errors near 0.1 eV or higher). This research investigates ZnPc and 10 additional
porphyrin analogs. Excited-state properties are predicted for 8 of these molecules
using ab initio computational methods and symmetry breaking for accurate time-
dependent self-consistent optimization. Franck–Condon analysis is used to predict
the Q-band absorption spectra for all 8 of these molecules. This is the first time
that Franck–Condon analysis has been reported in absolute units for any of these
molecules. The first excited-state energy for ZnPc is found to be the closest to exper-
iment thus far using a range-separated meta-GGA hybrid functional. The theoretical
results are used to find a trend in the novel design of new porphyrin analog molecules.
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Chapter 1
INTRODUCTION
1.1 Motivation
There is a need for new and innovative approaches to research organic and small
molecule-based solar cells to improve efficiency. Solar cells based on organic mate-
rials have been gaining much attention in major part due to their low cost, relative
ease of materials synthesis, and inherent flexibility [1]. While there is concern over
the total cost of the life-to-death cycle, organic photovoltaics (OPVs) have consid-
erable potential for fulfilling a particular niche in today’s need for renewable energy
sources [2].
There are many facets to examine in making these organic solar cells more effi-
cient and producible in the mass market. Some of the major issues that need to be
researched involve the investigation of alternative clear conducting oxides and mak-
ing sure the work functions of such variants are beneficial. Another major focus of
researchers is to investigate possible alternatives to fullerenes. They are used in or-
ganic solar cells as electron acceptors due to their large electron affinity, but there is
a high cost of production in chemical labs. Lastly, the investigation into the donor
layer of these solar cells is currently being carried out in order to obtain the highest
possible absorption and efficiency. The donor layer is comprised of molecules with
large conjugated systems, as they absorb photons, charge transfer is promoted to the
highest occupied molecular orbital (HOMO) of the donor. This charge favors “rolling
off” to the lowest unoccupied molecular orbital (LUMO) of the acceptor. This donor
molecules will be the focus of this purely theoretical research for absorption. The
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theoretical approach helps to screen potential HOMO LUMO characteristics that are
advantageous for donor molecules to collect charge.
Every piece of information that is researched and assembled can help when deal-
ing with slight changes in the power conversion efficiency (PCE), first described by
Shockley [3], defined as:
η =
JscVocFF
Pin
. (1.1)
Research into increasing solar PCE focuses on one of the three variables in the nu-
merator of Eq. 1.1, whether the research is on short-circuit current density (Jsc),
open-circuit voltage (Voc), or the fill factor (FF ). When it comes to OPV’s, there is
a unique opportunity for using novel materials in designing the donors, acceptors, or
the donor-acceptor interface, to help produce a higher exciton diffusion efficiency [4].
Exciton diffusion length (EL) or efficiency is the ability for the exciton to carry the
charge to the donor-acceptor interface where it can be collected. This has been a
major obstacle in organic heterojunction design because the diffusion length is many
times shorter than the bulk of the materials. Device design has significantly improved
on this topic [5, 6]. Any combination of these factors can ultimately determine a big-
ger FF (squareness of the IV curve) and in turn a larger efficiency. This research,
however, has focused on a class of porphyrin donor materials, because of their po-
tential to provide highly conjugated molecules, high absorption peaks in the UV-vis,
and shifted absorption spectra.
The motivation arose from the idea that one could use computational density
functional theory (DFT) to provide insight and detailed quantitative information
with electronic structure calculations to help investigate the UV-vis spectrum. The
UV-vis pushing into the low end of the IR is the part of the spectrum where the
wavelength of light can have the most absorption. This research serves as a road map
for others to take these predictions to a higher level in the future, and in turn move
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into a realm where one can take an idea of a structural change and predict if it will be
a viable research endeavor. All of the methodology had already existed that is used
in this research, but these methods had never been used on this class of molecules in
such an in-depth investigation for their absorption in the UV-vis spectrum.
Investigation into the absorption spectra requires the calculation of the excited
states of these molecules. There was a large amount of computational power needed
not only to explore the electronic structure with DFT, but to take a step further and
explore excited states with time-dependent density functional theory (TDDFT) along
with the Franck–Condon (FC) analysis. This provided a way to theoretically produce
an absorption spectrum and compare the theory to experimental work being done at
Arizona State University by Li et al. [7]. A major impetus in the motivation was the
access to the absorption spectra for many of these molecules investigated provided by
Dr. Li’s group and the best theoretical research is done when researchers can work
with experimentalists.
The focus of this research first investigates zinc phthalocyanine (ZnPc), it is al-
ready a well-characterized molecule, so it can be used to benchmark our methods,
prior to making predictions on other zinc-centered porphyrin molecules. The major
obstacle in trying to describe a random system of atoms in a molecule, or a random
set of molecules, occurs because they do not have rigid periodic conditions. Most
crystal structures can be described with ab initio methods by using plane wave (PW)
solutions, as one would investigate a semi-conductor (for instance). It becomes essen-
tial to consider how best to solve the many-body problem for molecules, while also
being able to run calculations for excited states. Density functional theory appears
to be a reliable method for solutions to this many-body problem. When it comes
to molecules, one has to employ gaussian type orbitals (GTO’s) instead of a PW
solution. The methodology is benchmarked and developed to describe ZnPc, in or-
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der to predict ground-state properties, excited-state geometries, and the absorption
spectrum. Once we determine the optimal methodology (basis sets and exchange-
correlation functionals), one can use the same theory and methods to investigate
the zinc porphyrin analogs; in fact the methods can then be applied to any metal
phthalocyanine (MPc).
1.2 Background of OPV’s
To understand the subtlety in the research of absorption in OPV’s, one needs to
understand the sum of the parts. The left side of Fig. 1.1 is a diagram of an organic
solar cell under illumination. A diagram of charge transport between the highest
occupied molecular orbital (HOMO) level and the lowest unoccupied molecular orbital
(LUMO) level in the device, can be seen on the right side of Fig. 1.1. The anode
layer is composed most commonly of indium tin oxide (ITO); this oxide is usually
deposited on either glass or plastic. This piece is then used as the base for the donor
layer deposition, which in this case is metal phthalocyanines, the major focus of this
research. The donor layer gets exposed to sunlight, and electrons in the HOMO
level are excited to the lowest LUMO level; these are called excitons. These excitons
then move to the acceptor layer, composed of fullerenes (C60) in this example, where
the charge can be collected at the cathode. The crux of this research will focus on
alternative azaporphyrin analogs of the metal phthalocyanines in order to increase the
knowledge base of the absorption spectrum of the organic solar cell, so that ultimately
new molecules with improved absorption can be developed.
The most historically significant research in this discipline came out in 1948, when
Eley introduced these molecules for use in organic semiconductors [8]. Metal-centered
phthalocyanines (MPcs) were first introduced in a laminate in 1958, but it would
take until 1986 for the first report of a two-layer organic photovoltaic cell [9, 1]. The
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Figure 1.1: Organic Heterojunction Solar Cell Diagram (Left) and Charge Transport
(Right) Under Illumination.
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research in this paper focuses on ZnPc, which has generated much attention as a
highly efficient donor material since the first organic photovoltaic cell was reported
in 1986 using CuPc with a 1% efficiency [1]. Ever since Tang published his work on a
1% efficient single heterojunction OPV using copper phthalocyanines (CuPcs) back
in 1986, MPcs have remained over 25 years at the forefront of research for organic
solar cells [1]. Metal phthalocyanines have been experimentally tested against other
small molecules that work as donors in organic photovoltaic devices, and they have
proved time and time again to be very efficient for charge transport due to the unique
pi-pi∗ excitations [10, 11]. In addition, experimental work alongside theoretical studies
have been published to compare the viable MPcs with each other, and this research
has suggested ZnPc to have the highest power conversion efficiency (PCE) [11].
The single heterojunction (HJ) did not evolve drastically until 2003 when there
was a solution-based multiple heterojunction OPV with a solar PCE of np = 2.55%.
In addition, there was a solar power conversion efficiency of np = 3.6% in vapor
phase deposition [12]. While solution-based organic solar cells are the most sought
after for a roll-to-roll process, the vapor deposition process would be another cost
efficient process in mass production. Power conversion jumped to 5% by 2005 using
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a combination of a bulk heterojunction and a planar heterojunction mixed layer of
donor and acceptor materials [5]. The research continues to the present day with
efficiencies reaching 6% by researching the device structure, open circuit voltage, and
taking a look at how the molecules themselves can be manipulated [13, 4, 14, 6,
15]. This research focuses on the donor/absorption layer using ZnPc and porphyrin
analogs. This kind of detailed look into the highest occupied molecular orbitals
(HOMO) and lowest unoccupied molecular orbitals (LUMO) serves as a guide to find
an alternative in the porphyrin macrocycle molecule that might have the properties
of strong intermolecular interactions, because it is a planar molecule. In addition to
the planarity, there has been evidence that the addition of steric bulk may play a part
in reducing recombination in OPVs [10, 15]. These results can lead to the design of
more efficient donor molecules for OPVs.
However, it is important to note that the industry is not just looking for an
“organic solar cell”: the industry is looking for low cost, efficiency, and ease of mass
production. While OPVs are still a viable option, the research has struggled to find
PCE greater than 8% [16]. Meanwhile, in the last few years, an organic-inorganic
hybrid cell using perovskite pigments has already reached above 15% efficiency [17].
These halogen-salt based donor materials have been found to possess extraordinary
absorption properties. The new hybrid cell is a solution-based process photovoltaic
which has been a process used for years in OPVs as well. The new hybrid photovoltaics
have shifted the focus of research in the last few years, especially with promising
results for providing a way to mass produce photovoltaic cells (PCs) with a roll-to-
roll process. This does not mean that this current investigation of MPcs is out of date.
MPcs along with benzo and azaporphyrin analogs will continue to be researched for
many purposes, especially organic electronics including the use in chemical sensors,
photodynamic therapy, optics, bioelectronics, molecular optoelectronic gates, and
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molecular neural networks, along with OPVs [18, 19, 20, 21]. The ability to synthesize
and make theoretical predictions will greatly help MPcs continue to be a mainstay in
organic electronics for many years to come. Although the majority of their commercial
use is still the use in textile dyes, their unique photoresponse and stability will keep
these molecules at the forefront of such technologies as organic light emitters and
biosensors used for multiple medical treatments. An important example of this is the
treatment of cancer by photodynamic therapy, using the interaction between light
and a photosensitizing agent to initiate apoptosis of cancer cells [22].
One has to beg the question, why would MPc’s, organometallics or any molecular
form cause such a difficult problem to characterize with computational methods?
There exists the ability to fully characterize the UV-vis spectrum for small molecules
already. It is the nature of this class of molecule themselves that they have to stack
in order to have charge transport in the pi-system for intermolecular interaction [10].
Most of the molecules used are big and symmetric. This can make the calculation
easier using symmetry, but can make the calculation very difficult if the symmetry
ends up broken in the excitation. Most of the publications on donor molecules show
only a few orbital calculations, because predicting the HOMO and LUMO levels are
vital to the research [10]. In a rare occasion one might see a TDDFT single point
energy calculation published, but this does not pinpoint each excitation correctly. It
is a “quick and dirty” calculation and this leads to the desire for a more rigorous
quantitative ability to theoretically characterize a class of symmetric molecules such
as ZnPc and porphyrin analogs. The metal center creates another hurdle because it is
difficult for DFT to use the same exchange correlation for not only the organic outer
macrocycle but the inner metal center as well. These hurdles inspired the goal of the
thesis described in the next section.
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1.3 Goal of Thesis
The aspiration at the onset of this research was to characterize the absorption of
donor molecules, since this holds the key to tailoring and designing potential mate-
rials and molecules for donors in an organic photovoltaic cell. The ability to predict
the UV-vis spectrum and see where there could be excitation peaks where one might
not expect is a big advantage when experimentalists are vetting several materials for
donor design. An additional benefit in predicting a molecule with a combination of
broad absorption and sharp peaks, in addition to vibrationally coupled states, is the
fact that they may all assist in the absorption, but all of them do not necessarily
show up in an experimental spectral analysis. This research evolved from the be-
ginning into a method of tackling a subset of molecules rather than predict a large
number of molecules with these stated properties. From the outset of this research it
was clear that this was a much more difficult theoretical materials problem to solve
than simply surveying potential donor molecules. Simply using the most up to date
tools in computational chemistry and DFT was not adequate to solve the absorp-
tion spectra for this class of molecules. This required a step by step process to find
the lowest energy for the ground-state, excited-state, and the time-dependent (TD)
frequencies. The very first results from the time-dependent vibrational analysis or
Franck–Condon (FC) analysis were so encouraging compared to the magnetic circu-
lar dichroism (MCD) theory that had been traditionally used, that the endeavor was
truly worthwhile. This thesis will serve as a road map for others to use these DFT
tools and FC analysis to make accurate excited-state calculations and absorption
predictions of novel molecules in the future.
This project used a combination of density functional theory (DFT) methods,
time-dependent density functional theory (TDDFT) and Franck–Condon (FC) anal-
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ysis. The DFT method/functional used for the ground-state molecular orbitals was
a hybrid of a generalized gradient approximation (GGA) and local density approxi-
mation (LDA) functionals with a fixed-exchange correlation. The DFT and TDDFT
method/functional used for the excited states was a meta-hybrid with a separated
range exchange correlation that incorporated a much larger percent of Hartree–Fock
exchange. The major goal in regards to the theoretical work was to achieve UV-vis
spectra that would predict spectra close to experiment, and this was done by using
the FC analysis. The majority of the research has been done using the Gaussian 09
program, while finding the most accurate and cost-effective basis set for all the com-
putational work [23]. The vast majority of this computational work has been done on
the NSF Teragrid (XSEDE), SDSC Appro Linux Cluster (Trestles), while a few of the
screening methods or benchmarking were carried out on the ASU high-performance
computer center (HPC).
Starting with ZnPc, which has a well documented observed absorption spectrum,
this present research finds possible azaporphyrin analogs with a planar macrocyclic
structure. These are analyzed as candidates for phenyl additions as possible novel
combinations of properties, and the theoretical results of the phenyl additions are
then compared to experimental results provided by Dr. Jian Li’s group at ASU. The
only experimental data that were used besides ZnPc were the azaporphyrins with
the phenyl additions; therefore the first goal was to look at the six truncated non-
phenylated molecules in Fig. 1.2 first. Calculating the addition of the phenyl rings
from the beginning would have required too many atoms for the system to get a
successful calculation convergence. The screening of the molecules using the first six
planar molecules would take less time and give insight into which molecules would be
worth a longer calculation. Thus far we have referred to these molecules as planar,
non-planar or with phenyl additions, but there is a large degree of symmetry or
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lack of symmetry to consider in the planar molecules. In order to accomplish these
calculations there are varying degrees of symmetry due to the meso nitrogen positions
to consider as seen in Fig. 1.2.
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Figure 1.2: From Top Left to Bottom Right, in Order of Increasing Nitrogens:
ZnTBP, ZnTBMAP, ZnTBcisDAP, ZnTBtransDAP, ZnTBTrAP, and ZnPc.
The first goal is to theoretically characterize ZnPc (seen in Fig. 1.2) as com-
pared to known experimental results for bond lengths, bond angles, and molec-
ular orbitals (MO’s) in the ground-state. This is done by benchmarking several
methods and basis sets for DFT. The second goal is to benchmark methods to
produce excited-state properties for ZnPc, such as the lowest energy absorption
edge (or Q-band edge) using TDDFT and the absorption spectra using Franck-
Condon (FC) analysis. This step would also require finding a sufficient basis set
for both levels of calculations. The third goal is to optimize the geometry and
find all ground-state properties for the specific zinc-centered molecules in Fig. 1.2
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in addition to the ZnPc: zinc tetrabenzoporphyrin (ZnTBP), zinc tetrabenzomono-
azaporphyrin (ZnTBMAP), zinc tetrabenzocisdiazaporphyrin (ZnTBcisDAP), zinc
tetrabenzotransdiazaporphyrin (ZnTBtransDAP), and zinc tetrabenzotriazaporphyrin
(ZnTBTrAP). The fourth goal was to investigate all the excited-state solutions and
absorption spectra from the molecules in Fig. 1.2. Two of these six molecules, ZnPc
and ZnTBP, have been studied more often, along with porphyrin hybrids that obey
a D4h symmetry like them [24, 25, 26]. The other four macrocyclic hybrids have not
garnered as much attention. A recent study was published by Mack et al. in which
these molecules, using copper as the metal center, are synthesized and investigated
using Magnetic Circular Dichroism (MCD) theory [27]. However, little research has
been presented using the Franck–Condon analysis for predicting absorption.
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Figure 1.3: From Top Left to Bottom Right: ZnTPTBP, ZnTrPTBMAP, ZnDP-
TBcisDAP, ZnDPTBtransDAP, ZnMPTBTrAP, and ZnPc
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The fifth goal is to take the results from all the molecules in Fig. 1.2 and examine
the ground-state properties for possible phenyl additions to all of these porphyrin-
analog molecules. The zinc-centered phenylated molecules to investigate further con-
sisted of zinc tetraphenyltetrabenzoporphyrin (ZnTPTBP), zinc monophenyltetra-
benzotriazaporphyrin (ZnMPTBTrAP), zinc diphenyltetrabenzotransdiazaporphyrin
(ZnDPTBtransDAP), zinc diphenyltetrabenzocisdiazaporphyrin (ZnDPTBcisDAP)
and zinc triphenyltetrabenzomonoazaporphyrin (ZnTrPTBMAP), as seen in Fig. 1.3.
The last or sixth goal is to take molecules with promising combinations of HOMO
and LUMO levels as well as the ground-state geometries in order to consider pro-
ceeding with more time-dependent (TD) calculations. This last step would provide
comparisons of some of the phenylated to non-phenylated analogs. Since we have the
experimental spectra results for the phenylated molecules, we can compare them to
the results for both pairs. This is done for two reasons: to identify how close these
molecules come in their predictions, using the planar C-H bond assumption, to the
results for their respective phenylated pairs. If this assumption is valid, it could save
countless computational hours. The other reason as stated in Sec. 1.2, is that there
could be a design advantage to find properties similar to ZnPc as a donor molecule
while being able to add the steric bulk to the molecule.
These goals will be carried out in very close order in this thesis as stated in the
previous couple of paragraphs. Chapter 2 will provide a detailed literature review
for zinc phthalocyanines and theoretical absorption techniques that have been used.
Chapter 3 will give an overview of all the theory, mathematical background, and
most of the methodology needed to do the calculations and predictions for follow-
ing chapters. Chapter 4 covers all the benchmarking for ground-state and excited-
state calculations using ZnPc as the archetype for the rest of the molecules to be
investigated, in addition to finishing up the required methodology. Chapter 5 will
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provide ground-state, excited-state, and absorption results for the rest of the planar
hybrid molecules in Fig. 1.2 based on the same methodology in the previous chapter.
Chapter 6 will investigate ground state results in Fig. 1.3, and from the information
predicted find promising molecules to run the excited-state or TD calculations, tak-
ing into consideration the addition of many more atoms. Chapter 6 will also discuss
the comparison found in the between Chapters 5 and 6, along with comparisons to
experimental spectra. Chapter 7 will draw conclusions about the methodology and
the predicted results.
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Chapter 2
LITERATURE REVIEW
2.1 Discovery of Metal Phthalocyanines
MPc’s were first discovered in 1928 in Scotland by workers at Grangemouth works
of Messrs. Scottish Dyes Ltd. Upon preparations of phthalimide from phthalic anhy-
dride and ammonia in containers made from iron, there was a dark blue color that
became insoluble in the molten amide. This came to be known as ferrous phthalo-
cyanine [28, 29]. As this was considered such a novel discovery, the substance was
given to Professor J. F. Thorpe and the research committee of the Dyestuffs Group
of Imperial Chemical Industries, Ltd. Since then, there have been numerous stud-
ies, patents, and theoretical predictions about a wide variety of possible applications
with a large series of different metal center phthalocyanines (Pc’s), due to their high
thermal and chemical stability.
First used as a dye because of their incredible absorption properties, MPc’s were
first studied by Linstead and coworkers at Imperial College in the early 1930’s. They
were advised by Dr. J. F. Thorpe and chemicals were provided by Imperial Chemical
Industries, Ltd. [30, 29]. By 1934 Linstead and co-workers rapidly published a long
series of investigations on phthalocyanines. One immediate discovery was that the
inner macrocycle had the form of a porphyrin. In the sixth publication of this series
Dent, Linstead, and Lowe identified the structure of these Pc’s, which they observed
to be closely related to the magnesium compounds found in chlorophyll reported
by Willstatter and Stoll [30, 31]. In 1936 Barrett, Dent, and Linstead published
their research on over twenty possible metal centers, including zinc [32]. Although
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the research for the synthesis was near its entirety in 1937, the patent was delayed
by WWII until the 1950’s. This work spanned over two decades producing over
20 published parts in the Journal of Chemical Society starting with part one in
1934. This group of molecules has since been investigated for a range of purposes
such as biologic, photosynthetic, photoresponsive, optical, and electronic applications
including photovoltaics [18, 19, 20, 21, 8, 1].
2.2 Spectral Background of Porphyrins and Phthalocyanines
Analogous to the work done by Linstead and co-workers there were another two
decades of work done on porphyrins and phthalocyanines starting in the early 1960’s
by Gouterman and co-workers. Gouterman started to outline the absorption pi-pi
transitions in the visible spectrum, giving the initial Q- and B-band assignments [33].
He continued to provide an explanation about how the symmetry plays a role in the
absorption, and described the dipole transitions in the x and y direction as equiv-
alent [33]. He also describes the 0-0 transition as the edge of the Q-band with the
highest intensity where there can be certain bands separated from these intense bands
that will have vibrational peaks. Another interesting speculation that Gouterman
made in his future work section of this first paper was the comparison to chlorophyll.
Gouterman pointed to an earlier publication by Fernandez and Becker, where an n-pi
transition is found in the luminesence of chlorophyll [34]. They attribute this finding
to carbonyl subtituents, and consider that such states may contribute to photosynthe-
sis [33]. Gouterman posed the idea that these state could be found in the porphryrins
or metal phthalocyanines as well, since they use these same carbonyl groups. Over the
years since that key connection in his discussion, some experimentalists and theorists
have continued to publish evidence of such a transition while others have reported
the absence of the transition. The UV spectra of metal phthalocyanines and metal
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tetrabenzoporphyrins were first given spectral assignments by Edwards, Gouterman,
and co-workers [35, 36]. These earlier band assignments were based on the Gouter-
man four-orbital model, a product of a series of investigations by Gouterman and
co-workers [37, 35, 36].
This model was considered simplistic by Gouterman himself, but is still used as
the basis of spectral assignments to this day. The brief explanation is that there are
four orbitals on the inner porphyrin cyclic structure. They are used to describe tran-
sitions in the UV-vis range between a top filled orbital and a lowest empty orbital,
the same as the HOMO and LUMO levels described today. He describes the lowest
empty orbitals as 1 and 2, referring to the degenerate or nearly degenerate cases in
porphyrins, substituted porphyrins, reduced porphyrins, and benzoporphyrins (TBP’s
and Pc’s) [37]. Gouterman explains this as a purely qualitative interpretation based
on the perturbations of the unsubstituted porphryin excited states. Interestingly this
was the first place there is published work on the spectra of porphryin analogs. The
primary nomenclature used at that time for the placement of the nitrogens in the
azaporphryins were monoazaporphryin (MAP), triazaporphyrin (TrAP), adjacentdi-
azaporphyrin (ADJDAP) now known as cis, and oppositediazaporphyrin (OPPDAP)
now known as trans [38]. In 1965 Weiss, Kobayashi, and Gouterman show the four
orbital theory in greater detail with a combination of hand calculations done by
Kobayashi that were followed up by the new computing power by Pariser-Parr-Pople
to calculate a self-consistent-field (SCF) model that indeed corroborated his work [37].
This was a watershed moment, as many researchers followed using different experi-
mental and theoretical approaches to characterize porphyrins and phthalocyanines.
The first rigorous experimental structure investigations of ZnPc were published by
Scheidt and Dow on the bond lengths, bond angles, and ligand structure in 1977 [39].
These results are still used as the standard for experimental or computational com-
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parisons. There were several studies that raised questions and agreements on the
four orbital model and transition assignments made, including one that found a n-pi∗
transition in the Q band using an Ar matrix for the spectral analysis by VanCott
et al. [40]. Prior to this, Nyokong and Stillman concluded that this transition does
not exist [41]. Then in the mid 90’s Mack and Stillman found this elusive transition
in the spectral data for ZnPc(−2) at cryogenic temperatures using magnetic circular
dichroism (MCD) spectral results. Briefly speaking, MCD measurements are done
sometimes alongside or instead of a UV spectrometer. MCD uses a magnet up to a
few tesla, and measures the dipole transitions via magnetic moments in a material.
The results show A and B Faraday terms that can be used with deconvolution anal-
ysis to produce an absorption spectrum. MCD theory is used in combination with
the spectroscopy in order to do the deconvolution analysis. This requires one to take
the dipole results and fit them to a spectrum according to the magnitude of the A
to B transition. MCD sometimes has the ability to predict z-polarized states which
translate to symmetry forbidden absorption states. An example of this would be the
discovery of the n-pi∗ transition. As already mentioned, the analysis of these states
have been under debate for years.
Even though there has been a back and forth in agreement on the additional
assignments in the first four bands, Gouterman and Edwards made a key observation
in 1970. They alluded to the fact that the Q band, in particular, would be subject
to Franck–Condon vibrational displacement and pointed to an earlier publication by
Gouterman and Fulton where the shape of the higher energy bands were believed
to take on much more peculiar shapes, especially at the investigated temperature
of 0 K [42, 43, 44, 45]. Many believe that while the four orbital model is a simple
model, the framework is generally still reliable for the major transitions. Now there
is the capability to take the Franck–Condon vibrational displacement into account
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theoretically in addition to TDDFT; neither was available at the time Gouterman
and co-workers made these observations.
2.3 Background of Absorption Theory on ZnPc
Absorption spectra of metal phthalocyanines and porphyrins began with Gouter-
man and Edwards as stated in Sec. 2.2. These spectral assignments were made with
various spectrometers, spectrophotometers, and spectrographs [35]. To this day the
spectrometer is still commonly used to measure absorption in materials. The exper-
imental results used in the current research by Li et al. were taken in a diode array
spectrometer [7], but by the mid 1980’s there was a new method for experimental
absorption. This was magnetic circular dichroism (MCD), considered by some in
the field to be superior because this method had the ability to analyze information
about the ground state magnetic properties and perform selection rules that comple-
mented the absorption spectroscopies [46]. Several studies came out between 1987
and 1995 studying the MCD spectra of ZnPc, ZnTBP and many other porphyrin
analogs [41, 40, 47]. Often absorption results would be published with both methods,
to see if one was better, or to complement each other. Much of the disagreement
about assignments in the first four bands of ZnPc came out of this work.
In spite of the first hand calculations leading to the first computer calculations
of a self consistent field model taking place in 1965 [37], it would be years before
anyone could calculate excitations or actual absorption in any molecules. These first
theoretical models were based on models of Hartree–Fock, Kohn–Sham, as well as
Pople [48, 49, 50]. These models were developing density functional theory and the
self consistent orbital model, which led to many theoretical predictions about ground
state properties such as bond lengths, bond angles, and molecular orbitals. The time-
dependent density functional would not be developed until 1982–1984 when the theory
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was developed by more than one research group nearly at the same time [51, 52].
Time-dependent density functional theory (TDDFT) would allow the calculations of
excited states and the ability to probe the absorption spectrum theoretically.
Not until 2001 were excited states for ZnPc published. The first TDDFT study of
ZnPc by Ricarrdi et al. used a local density approximation (ALDA) in combination
with a statistical average of different orbital potentials (SAOP) for the exchange
correlation potential to solve for the time-dependent density [25]. The result in the Q
band for the 0-0 transition was very accurate at 1.96 eV [25]. It was surprising that
they found an energy this low at the time; no other publications for TDDFT came
close for years: most fell above 2 eV, and many still do to this day. This is because
TDDFT has a history of not being extremely accurate: all the energies are usually
blue-shifted and then become hard to resolve for higher energies, because there are
more states to resolve and they are again shifted. What Ricarrdi et al. did that was
significant was to separate and change the exchange correlation energy. Within the
same year, there was another publication by Nguyen and Pachter who investigated
the Q through M bands of ZnP, ZnTAP, ZnTBP, ZnPc using TDDFT with Becke’s
three parameter hybrid functional (B3LYP) [24, 53].
Since the time of these first publications, it has become more and more clear just
how dependent the accuracy of excited state energies are on both the the percentage
of Hartree–Fock (HF) exchange and on the individual model of exchange used. In the
past many have separated or isolated the metal center of the metal phthalocyanines,
and then used a core potential or taken an estimate of the center separately [25, 24].
This was even more apparent by 2007 when Nemykin et al. published several results for
ZnPc using several different exchange correlation energies with TDDFT, as well as a
polarized continuum model (PCM-TDDFT) [54]. This work not only presented results
for several degrees of Hartree–Fock exchange energy, but it produced results that
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compared well with MCD experiment and MCD theory based on fitting parameters.
While there is extensive work published by Stillman, Mack, Kobayashi, and co-workers
in the MCD measurement and theory, there is still room to further characterize these
complex spectra with any techniques that can be reliably used [47, 55, 27].
Following these publications, there were two evolving ideas for a new ab initio
method being published. This time the theory was for MCD. Ziegler and co-workers
based their work in TDDFT to find the perturbational calculations of actual A, B,
and C terms found in MCD [56]. Neese and co-workers claimed a more rigorous
approach, starting from a semi-empirical context and extending this into an ab initio
method for MCD [46]. However, Ziegler and co-workers present results on ZnPc that
are very encouraging with the former method in 2007, with an excitation energy for
the 0-0 Q-band transition of 1.94 eV [57].
There exists a history of competing ideas about the most accurate way to exper-
imentally measure and characterize the absorption spectra of these metal-centered
porphyrins. In ab initio absorption theory, there also exists a disagreement on the
kind of calculation to use in order to characterize the UV-vis spectrum correctly.
There appear to be two dominant directions. One uses a combination of vibrationally
resolved vertical excitations, vibrational circular dichroism, time-dependent density
functional theory (TDDFT) and even Franck–Condon analysis. The other uses mag-
netic circular dichroism (MCD), theoretical fitting for the deconvolution analysis of
MCD, as well as a newer ab initio method for purely theoretical MCD predictions.
This current research employs techniques and theoretical framework from the for-
mer, using density functional theory (DFT), vertical excitation energies found using
TDDFT while incorporating the Franck–Condon analysis to further characterize each
spectrum. There has been a minimal amount of computational work to describe these
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spectra using FC analysis. In addition, the energies become increasingly difficult to
resolve as they approach the B band and higher as Gou et al. noted [26].
The two closest pieces of work in recent publications to this current research were
both published in 2012. One was a study done using time dependent theory and
Franck–Condon analysis for ZnPc and ZnTBP. While this publication was illuminat-
ing, it was only able to address the Q-band. Although Guo et al. reported a TD
energy for the Q-band 0-0 transition at 2.08 eV, the vibrational modes are plotted
with the 0-0 transition starting at 0, and there appear to be arbitrary units for the
intensity. The other recently published work was from Mack, Kobayashi, and co-
workers, who report six of the same structures that are investigated in this current
research, except using copper instead of zinc. This publication shows evidence of the
synthesis, MCD spectroscopy, and TDDFT for all of these CuPc, CuTBP, and four
azaporphyrin analogs. While this is very close to this present research, and shows a
series of very good spectra for characterization, the TDDFT calculations compared
poorly with experiment. The predicted Q-bands were all blue-shifted nearly 100 nm
from experiment.
The theoretical history for the characterization of ZnPc has made some very good
progress with researchers such as Ricarrdi et al. [25], Nguyen and Pachter [24], Ne-
mykin et al. [54], Ziegler [57], and Gou et al. [26]. The fact remains that theoretical
predictions of the lowest-energy Q-band edge do not appear to fall below 1.9 eV,
but experimentally this is consistently found to be the case. It is hard to say if the
prior work took the degenerate symmetry as a given, and therefore did not take into
account that the Zn-N bond could lead to a decreased symmetry with the Zn pulled
outside the plane, as was speculated by experimentalists in the past [39]. Past theo-
retical results not only lacked sufficient accuracy, but also the ability to predict the
UV-vis spectrum. There is an additional obvious hurdle considering the number of
21
atoms: it is important to realize that symmetry can be used to our advantage in
some molecules, but in other molecules restricting the symmetry can lead to false
convergence. There has also been minimal prior work in symmetry breaking and
Franck-Condon analysis. The smallest amount of theoretical work was in the zinc-
centered azapophyrin analogs; indeed, for these it was difficult to find much prior
experimental work. Therefore, the work presented in this thesis has no experimental
spectra for the non-phenylated azaporphyrin analog molecules in Fig. 1.2; the exper-
imental data comes from experimental work on ZnPc and ZnTBP. Addressing all of
these issues forms the core of this thesis.
2.4 Summary
There has long been agreement in the experimental characterization of ZnPc, Zn-
TBP, and many other porphyrin analogs that conform to the same D4h symmetry.
The disagreements over the first four band assignments are interesting because if
symmetry forbidden transitions can be found, it provides more insight into the char-
acterization of these molecules. While there is progress in ab initio methods over the
last 50 years, the most reliable direction is TDDFT if it is used in a rigorous manner
and not a quick tool used in a black box. The theoretical work in this investigation
utilizes density functional theory (DFT), time-dependent density functional theory
(TDDFT), and Frank–Condon (FC) analysis in order to further investigate the tran-
sition states of these molecules. The need to accurately characterize the excited states
in ZnPc and ZnTBP has existed for a long time [40].
This research implements the use of symmetry breaking in some of the excited
states of these molecules where using TDDFT alone is not sufficient. There are
several excited states that resulted in imaginary frequencies upon time-dependent
(TD) frequency convergence using only TDDFT in the planar molecule. This outcome
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actually gives us much needed information. Each of the negative frequency cases
indicates a saddle point instead of the true lowest energy state on that potential
energy surface. Breaking the symmetry in these cases allows the molecule to converge
in a non-planar form if needed and leads to the true minimum. This research gives
us the ability to see these vibrational displacements and the ability to predict the
Q band closer to experiment with TDDFT. Any excited states higher than the mid
B-band energy range still remain difficult and very costly to resolve. This is due
to the necessity to converge on each excited state separately instead of taking a
quick time-dependent energy calculation of the whole spectrum which contains an
increasing number of excited states with increasing energy. Based on the history, the
research endeavors that are promising in this current research include improvements
in the accuracy of TD predictions, not just with hybrid functional methods, but with
range-separated hybrids, as well as a rigorous investigation using FC analysis.
23
Chapter 3
THEORY AND METHODOLOGY
3.1 Definitions for Theory
In this chapter we discuss the mathematics and historical theoretical foundations
behind each technique relevant to the computational solutions. Each section gives a
description of a distinct segment of the math and theory (essentially, following the
historical development of the field), and it should be understood as a background for
the development of the following section. There are many definitions and variables,
so we begin with a few basics, in order to minimize potential sources of confusion.
◦ Definition: A function f(x) takes a variable x to a number.
◦ Definition: A functional G[f ] takes a function to a number. In general, a
functional G[f ], where f(x) is a function, is sometimes described as “a function
of a function,” and the rule of assignment is also commonly referred to as
mapping.
◦ There are many definitions of operators; in general, it is just a mathematical
rule that Aˆ “operates” (acts on) some wave function. The operator can map
one vector space to another vector space, or take one function space to another,
where every function is mapped to another function. A functional in real space
or complex space can also be described as an operator, Aˆ : B → C.
◦ An example of an operator appears in the expectation value in quantum me-
chanics 〈Ψ|Hˆ|Ψ〉, which is considered a functional of the wavefunction Ψ, and
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takes the operator Hˆ to a functional. Alternately, |Ψ〉 is a vector in a Hilbert
space upon which the operator Hˆ acts.
◦ Solutions to Euler–Lagrange equations are extremals of the action, under small
changes away from these solutions, the action remains invariant. In most cases
within the context of this thesis, they are subject to constraints, which are
generally implemented by minimizing G[f ] augmented by the addition of a
Lagrange multiplier.
◦ We will use bold lowercase symbols, such as r, to denote vectors.
◦ We will use a bold uppercase symbol, such as X, to denote a matrix.
3.2 The Many-Body Problem Leads to the Theory of a Density Functional
The primary theory to be used in this thesis is based on density functional theory
(DFT). This chapter discusses how the quantum-mechanical many-body problem
evolved into a theory using a density functional to explain the total energy of a
many-body system. We then focus on several theories used in this research that
originate with DFT, while providing a springboard for other applications to probe
the electronic structure and characterize systems of many atoms.
The background starts with the time-independent Schro¨dinger equation (SE) for
an N -electron atomic or molecular system. In the Born-Oppenheimer nonrelativistic
approximation, we have
Hˆψ = Eψ, (3.1)
where E is the electronic energy, ψ(x1, x2, ..., xn) is the electronic wave function, and
Hˆ is the Hamiltonian operator for a many-body system:
Hˆ =
N∑
i=1
(
−1
2
∇2i
)
+
N∑
i=1
v(ri) +
N∑
i<j
1
rij
. (3.2)
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Here
v(ri) =
∑
a
Zα
riα
(3.3)
is the external potential acting on electron i, due to nuclear charges Zα [58]. Alter-
natively, we can write Equation (3.2) in a more compact form:
Hˆ = Tˆ + Vˆext + Vˆee, (3.4)
where Tˆ =
∑N
i=1
(−1
2
∇2i
)
is the kinetic energy, Vˆext = Vˆne =
∑N
i=1 v(ri) is the external
potential or attraction energy of the nuclei acting on electron i, and Vˆee =
∑N
i<j
1
rij
is the electron-electron repulsion energy. Technically speaking, the (omitted) last
piece to this equation is the classical nucleus-nucleus repulsion energy Vnn. It is not
necessary to include this part of the equation, since Vnn is independent of the electron
wavefunction, formally equal to
Vnn =
∑
α<β
ZαZβ
Rαβ
, (3.5)
where W = E + Vnn can be added in at the end after solving for the energy. In
reality, these equations are very difficult to solve in any straightforward way due
to the correlated motion of particles. Thus far all the terms in the Hamiltonian
are pairwise attraction or repulsion terms. The “correlation” term, referring to the
interdependence of all the particles, comes up many times in the next few sections.
The correlation energy includes the effects of the electron-electron Coulomb repulsion
on the wave function.
The first assumption is the Born–Oppenheimer approximation, which treats the
nuclei as if they are stationary and only the electrons are free to move, so that one
needs to consider only an electron density. This assumption also gives us a way to
define a potential energy surface (PES), where the PES is defined by evaluating E over
all nuclear coordinates [59]. The PES represents the potential V (r1, · · · , rN) in a 3N -
dimensional space, V (r1, · · · , rN) =
∑N
i=1 v(ri) for a 3-dimensional potential v(r), and
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v has isosurfaces (2D in a 3D space). The next step is to use the variational principle,
which provides a method to approximate the ground-state energy and wavefunction.
We can obtain them by minimizing the functional
E[Ψ] =
〈Ψ|Hˆ|Ψ〉
〈Ψ|Ψ〉 , (3.6)
where expectation values of Hˆ necessarily give an energy greater or equal to the
ground-state energy, E[Ψ] ≥ E0, and the wavefunction Ψ˜0 is a numerical approxima-
tion expected to have a high degree of overlap with the true ground-state Ψ0. We can
now say that the state Ψ is an extremum of the functional E[Ψ], and the SE Eq. (3.1)
is replaced by the variational principle:
δE[Ψ] = 0 . (3.7)
We want to restate Eq. (3.7) to assure that the final Ψ is minimized. We begin with
extremizing 〈Ψ|Hˆ|Ψ〉 subject to the constraint 〈Ψ|Ψ〉 = 1, which is of course the
constraint that the wavefunction Ψ is properly normalized. We can now choose the
quantity that must be made stationary to be [〈Ψ|Hˆ|Ψ〉 −E〈Ψ|Ψ〉], with E being the
Lagrange multiplier:
δ[〈Ψ|Hˆ|Ψ〉 − E〈Ψ|Ψ〉] = 0 . (3.8)
While the variational method works well as a framework for approximating the
ground-state energy, the situation gets a bit trickier with excited states. In excited-
state solutions, we must develop a variant of the calculation such that we can solve
for E˜1 (the approximation to the first excited state energy eigenvalue), which has the
minimum energy among all states orthogonal to the ground state E0. The tricky part
of this process is to find wave functions that are orthogonal with the ground-state
wave-function. In other words, if the Ψ˜1 so obtained is not orthogonal to the true
ground-state Ψ0, then we cannot know if E˜1 is truly the energy of the first excited
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state and lies above E0. This basic idea is important to this research, which has a
heavy focus on excited-state solutions. The takeaway point here is that, if we have a
system of N electrons and a given nuclear potential v(r), Eq. (3.8) defines a way to
go from N and v(r) to the ground-state energy E[N, v], so that we can say that E is
a functional of N and v(r) [58].
The next steps to understanding the development of DFT are the Hartree–Fock
approximation and Slater (1951) determinants. The Hartree–Fock approximation is
used to obtain the orthonormal orbitals that minimize Equation (3.6), and uses the
determinant of the orthonormal matrix of orbitals to find ΨHF , where 〈ΨHF |ΨHF 〉 = 1
and
EHF = 〈ΨHF |Hˆ|ΨHF 〉 =
N∑
i=1
Hi +
1
2
N∑
i,j=1
(Jij −Kij) . (3.9)
Where Jij are the one-particle Hamiltonians and Kij are the exchange integrals for
the N electrons. This method was not able to make accurate predictions for the wave
functions until Slater imposed antisymmetrization conditions to find the product of
N wave functions, where both spatial orbitals and spin functions were taken into
account. The up and down spin states were originally referred to as α and β, but can
be seen here absorbed into a more general notation explicitly antisymmetrized in the
Hartree–Fock matrix:
ΨHF =
1√
N !
∣∣∣∣∣∣∣∣∣∣∣∣∣
ψ1(r1) ψ2(r1) · · · ψN(r1)
ψ1(r2) ψ2(r2) · · · ψN(r2)
...
...
...
ψ1(rN) ψ2(rN) · · · ψN(rN)
∣∣∣∣∣∣∣∣∣∣∣∣∣
=
1√
N !
det |ψ1ψ2ψ3 · · ·ψN |. (3.10)
The orbital representation for the determinantal wavefunction for the closed-shell
method has an even number of electrons in the restricted Hartree-Fock method (RHF).
Let us make the restriction that N is even where the N orbitals ψ are taken to
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comprise N/2 orbitals that can be explicitly expressed with the spatial spin orbitals
φk(r)α(s) and φk(r)β(s)
ΨHF =
1√
N !
∣∣∣∣∣∣∣∣∣∣∣∣∣
φ1(r1)α(s1) φ2(r1)β(s1) · · · φN/2(r1)β(s1)
φ1(r2)α(s2) φ2(r2)β(s2) · · · φN/2(r2)β(s2)
...
...
...
φ1(rN)α(sN) φ2(rN)β(sN) · · · φN/2(rN)β(sN)
∣∣∣∣∣∣∣∣∣∣∣∣∣
. (3.11)
The next improvement on the Hartree–Fock approximation is the correlation en-
ergy defined as the difference between the exact energy and the Hartree–Fock limit:
Ecorr = E0 − EHF . The correlation energy must be negative since the Hartree-Fock
energy is an upper bound to the exact energy [60]. We can then say Vee(r) is the repre-
sents the Coulombic interaction and use the exact energy for EHF . The Hartree–Fock
equation can then be expressed for each orbital indexed by k as
HˆF (φ)
HF
k = ε
HF
k φ
HF
k
=
[
− 1
2
∇2 + Vext(r) + Vee(r)
−
N∑
i
∫
φHF∗i (x2)Pˆ12φ
HF∗
i (x2)
|r2 − r1| dx2
]
φHFk (x)
= εHFk φ
HF
k (x) . (3.12)
Here εHFk is the HF energy associated with orbital φ
HK
k , not to be confused with the
HF exact exchange energy that is the upper bound to the correlation energy given as
the “Fock term” in the last term of Eq. (3.12). The energies εHFi are approximate ion-
ization energies found by the whole Hamiltonian and the HF energy correction. While
the HF approximations are a strong concept and exact exchange energy becomes very
important in further examinations of excited states, the fact remains that there are
limitations to the ground state energies found with the HF method. Most important
is the one-electron nature of the Fock operator, in addition to the inevitable chemical
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flaw that would occur with increased number of electrons to solve for the energy of
the system. This ground work did lead to important improvements, which includes
the correlation effects of the system.
3.3 Electron Density
Starting with the Schro¨dinger equation and taking 〈Ψ|Ψ〉 = 1, we use the wave
function variational principle to set the first variation to zero, δ{〈Ψ|Hˆ|Ψ〉/〈Ψ|Ψ〉} = 0.
The wave function and ground-state eigenvalues are found by minimization, and the
normalization condition can be incorporated by using Lagrange multipliers on the
unconstrained variation in Eq. 3.8. We can recover the Schro¨dinger equation (3.1)
since δΨ is an arbitrary variation [61]. The electron density is defined as the number
of electrons in a unit volume in an electronic system including the sum over the spin
σ. For a given state the electron density is:
ρ(rσ) = N
∑
σ2,··· ,σN
∫ ∣∣Ψ(rσ, r2σ2, r3σ3, · · · , rNσN)∣∣2 dr2, dr3 · · · drN . (3.13)
Here σN is the spin coordinate and ρ(r) is a function of x, y, and z that integrates to
the total number of electrons [61]: ∫
ρ(r)dr = N . (3.14)
Electron densities have gained a great deal of attention and have been the focus
for research for many in computational theory for decades now. The idea of electron
density ρ(r) had been around since the 1920’s due to the development of the Thomas–
Fermi method. While this approach was crude in treating the electron density, it was
effective in descriptions of inhomogeneous systems. These ideas were put into a
rigorous proof by P. Hohenberg and W. Kohn in 1964 [62]. In the first two sections
of “Inhomogeneous Electron Gas”, they study the ground state of an interacting
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electron gas in an external potential v(r) in Eq. (3.2). They prove that there exists
a functional F [ρ(r)] of the electron density that is independent of v(r). This looks
a bit counterintuitive at first, but in brief, what they did was to say: yes, there
is an external potential that is a function of v(r), but it can be shown that this
can be added in as a constant in time since the external potential (not restricted to
only a Coulomb potential) is ‘nearly’ fixed compared to the moving electrons. With
help from constraints formed by Levy, we can state v(r) (within a constraint) is a
unique functional of ρ(r). Now v(r) fixes the Hamiltonian Hˆ in Eq. (3.2). In turn
the many-body ground state is a unique functional of ρ(r), and is a pure state that
can be represented by the potential (v-representable). In this case Hˆ includes no
interactions between electrons, and the Hamiltonian has the form [62, 58]:
Hˆ = Tˆ +
N∑
i
v(ri) . (3.15)
The proof was carried out using a dummy variable v′(r), and ultimately by showing
that this can be treated as a constant in time to be added in later in order to deal
with the electron-electron (Coulombic) interaction. Therefore, the proof is carried
out with the statement: Ψ is a functional of ρ(r), and in turn, so are the kinetic and
interaction energy. Let
F [ρ(r)] ≡ 〈Ψ|T + Vee|Ψ〉, (3.16)
for any number of particles and any external potential [62]. In the Hamiltonian for
the N -electron system, that part of the potential energy due to the external field v(r)
is a functional of density and can be expressed as [58]
F [ρ(r)] =
〈
Ψ
∣∣∣∣Tˆ + Vˆee + N∑
i
v(ri)
∣∣∣∣Ψ〉 . (3.17)
The clever piece from the Hohenberg–Kohn (HK) theorem is to define a density as
v-representable if the density is in the form of Eq. (3.2) and there is an antisymmetric
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ground-state wave function. Then there is some external potential that is not nec-
essarily Coulombic, and not necessarily v-representable. Then the theorem can be
restated as a fact that there is a one-to-one mapping between the ground state wave
functions and the v-representable electron densities. One can say FHK [ρ0] = F [ρ0],
so we can write FHK [ρ] as
FHK [ρ0] = 〈Ψ0|Tˆ + Vˆee|Ψ0〉 = min′
Ψ
〈Ψ|Tˆ + Vˆee|Ψ〉 , (3.18)
where the prime on min′ indicates that the minimum is to be taken over all wave
functions Ψ consistent with density ρ as given by Eq. (3.13).
From this step Levy’s constrained-search formalization is a better description of
Eq. (3.18). He takes the minimum expectation value of 〈Tˆ + Vˆee〉, then uses a vari-
ational method that searches in the space of the trial wave functions that only give
the density ρ0(r) instead of searching for the minimum of Eq. (3.2) (which is un-
constrained), because it includes the whole N -particle Hilbert space. In the new
constrained search there is no longer a need for ρ0 to be identified as long as it comes
from an antisymmetric wave function [61]. He then separates the minimization into
two pieces,
min′
Ψ
〈Ψ|Hˆ|Ψ〉 = min′
Ψ
〈Ψ|Tˆ + Vˆee|Ψ〉+
∫
v(r)p(r) dr . (3.19)
Using the fact that all the wave functions that yield ρ(r) also produce the same 〈Vˆext〉,
we can define a universal functional,
F [ρ] = min′
Ψ
〈Ψ|Tˆ + Vˆee|Ψ〉 = 〈Ψminρ |Tˆ + Vˆee|Ψminρ 〉 . (3.20)
Now we minimize for all N -electron densities ρ(r),
E = min′
Ψ
Ev[ρ] = min
′
Ψ
{
F [ρ] +
∫
v(r)p(r) dr
}
, (3.21)
where v(r) is held fixed for minimization and the resulting density is the ground-state
density. We can then deal with the constraint of fixed N with the introduction of a
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Lagrange multiplier µ:
δ
{
F [ρ] +
∫
v(r)ρ(r)dr− µ
∫
ρ(r)
}
= 0 , (3.22)
which is equivalent to the Euler equation,
µ = v(r) +
δF [ρ]
δρ(r)
. (3.23)
Equation (3.23) shows that the external potential v(r) is uniquely determined by
the ground-state, or by any one of them in the degenerate case. In the original
Hohenberg–Kohn theorem there was the problem that degeneracy was not allowed in
the ground state; this limitation is now lifted [61].
In 1965, following the formalism development by Hohenberg–Kohn, the treatment
of electron density gets a new approach by Kohn–Sham. The new approach uses the
properties of a homogeneous gas in order to study inhomogeneous systems theoret-
ically [49]. In doing so, it obtains a set of self-consistent equations that include the
exchange and correlation effects of the electron potential. The equations that they
derive are analogous to the Hartree and Hartree–Fock equations. This was another
innovative turn in the DFT history that is used today; many publications refer to
DFT work in terms of the Kohn–Sham equations that are used. In brief, one has a
ground-state energy obtained through an energy functional:
E[ρ] = F [ρ] +
∫
v(r)p(r) dr . (3.24)
The ground-state electron density minimizes E[ρ] and in turn satisfies the Euler
equation in Eq. (3.23), where µ is the Lagrange multiplier introduced to minimize
with the constraint of fixed N in Eq. (3.14). For what is sometimes referred to as
“fictitious” non-interacting electrons, Vˆee vanishes, with minimization of the kinetic
energy Ts(ρ) for some external potential vs(r) such that
Ts[ρ] = min
′
Ψ→ρ
〈Ψ|Tˆ |Ψ〉 = 〈Φminρ |Tˆ |Φminρ 〉 . (3.25)
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The Euler equation becomes:
δTs
δρ(r)
+ vs(r) = µ . (3.26)
The Kohn-Sham (KS) potential vs(r) is a functional of ρ(r) [61]. If there are dif-
ferences between the chemical potentials for interacting and non-interacting systems
(µ, µs) then they can be absorbed into vs(r) by equating the two Euler equations for
a given density,
δTs
δρ(r)
+ vs(r) = µ = v(r) +
δF [ρ]
δρ(r)
. (3.27)
Now we have assumed that ρ(r) is both interacting and non-interacting v-representable.
We then define the exchange-correlation energy Exc(ρ) by
F [ρ] = Ts(ρ) + Vext(ρ) + Exc(ρ) (3.28)
and
Exc(ρ) =
∫
ρ(r)εxc(ρ(r)) dr. (3.29)
The crux of the theory rests on the assumption that Eq. (3.29) accurately represents
the exchange and correlation effects of a system, and that is approximated from the
theory of a homogenous electron gas [49].
Analogous to the Hartree–Fock equation (Eq. 3.12) the εKSk is the energy associ-
ated with the KS orbitals. The full Kohn–Sham single particle equation represented
by the KS orbitals is
Hˆeff φ
KS
k = ε
KS
k + φ
KS
k =
[
−1
2
∇2 + Vext(r) + Vee(r) + Vxc(r)
]
φKSk (x) = ε
KS
k φ
KS
k (x).
(3.30)
The Exc(ρ) can be expressed as the sum of two separate pieces, the exchange and
correlation terms
Exc(r) = εx(r) + εc(r). (3.31)
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Simply put εx is the exchange energy density per particle, and εc is the correlation
energy density. We have already described the correlation energy in Sec. 3.2, as the
interdependence of all the particles. The exact exchange is sometimes referred to as
the HF exchange energy or an exact energy based on a local potential; the Dirac
exchange energy (in the next section) is an example of this. In the case where there is
a local density approximation (LDA) both can be solved for at a point where there is
a homogenous electron gas of the exact density of that point. If there is a generalized
gradient correction, then there are corrections in the function due to the density
inhomogeneities [63].
3.4 Functionals
The Kohn-Sham equations are orbital-dependent in nature. Kohn and Sham in-
troduce single-electron orbitals so that the kinetic energy could be computed with
good accuracy. This allows us to consider the exchange-correlation energy as a sep-
arate energy, which gives a small correction. This for the most part works well since
the kinetic energy is typically large compared to Exc(ρ). This is especially true when
dealing with a local and semi-local approximation, but the down side is that there in
fact are orbitals, making the equations more complex by accounting for the orbitals.
If there were a way to accurately describe Ts directly in terms of ρ, then one could
use the Euler equation directly for ρ(r). The local density approximation (LDA) is
used in this scenario with a local approximation to reality and does not include any
gradient nor any other terms. The LDA is used when there is only a requirement on
ρ that it be single-valued at every position, as in the homogenous electron gas. In
fact, if we use an exact local potential there are a few energies that are already well
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known. We first describe the ELDAxc (ρ) as follows,
ELDAxc (ρ) =
∫
ρ(r)εxc(ρ) dr . (3.32)
The exchange part is already known from the famous exchange energy formula of
Dirac (1930), where
εx(ρ) = −Cxρ(r) 13 . (3.33)
This looks like a method that Slater developed in 1951 called the Xα method. He
wanted to approximate the non-local Fock operator with a simple local operator.
Slater used the idea of the uniform electron gas and made a correction that developed
into the Hartree-Fock-Slater equation, which is also known as Xα. The corrected
potential, vxα(r) is:
vxα(r) = −3
2
α
{
3
pi
ρ(r)
} 1
3
. (3.34)
The α parameter was first set to 1 by Slater in the exchange potential, then to 2
3
by Ga´spa´r, Kohn, and Sham in the exchange energy. This value is now considered a
parameter dependent on the atoms in the system. The LDA method did well with
inorganics and solids, but there was need for improvement when looking at large
changes in electron density and strongly correlated systems such as molecules. The
Exc was not only supposed to account for the differences in quantum and classical
systems in the electron-electron repulsion, but it was also supposed to account for
the differences in the kinetic energy of the “fictitious” non-interacting system and
the real system. The next big improvement came with the local spin density (LSD)
approximation, that some refer to as the “hole” of a possible physical system. The
term “hole” generally stands for noninteracting electrons and is used in reference to
the need for a correction in the approximation. If we consider
ELSDxc [ρ↑, ρ↓] =
∫
ρ(r)εxc (ρ↑(r), ρ↓(r)) dr (3.35)
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we have an idea of what the hole would integrate to. Due to the spin there is a
limitation. The LSD exchange would have to integrate to 1 in order to represent a
real interacting system. If we then incorporate spin, then we have a way to include a
more accurate picture. Here we use two analogous pieces of nomenclature, spin up ↑
is the same as the spatial representation of the spin, α in the orbital representation
of the HF closed shell matrix in Eq. 3.11. It follows for spin down ↓ and the β spin
spatial representation; the ↑↓ are just used for clarity here.
This is easy to conceptualize if one considers just the exchange part where
Ex = Ex↑+ Ex↓ < 0 . (3.36)
Now there is a check in place for a spin-polarized system. Physically the explanation
is simple. In DFT there is an initial guess for the density, then the Kohn–Sham
secular equations are constructed. Next the density matrix from the KS molecular
orbitals are constructed and in the new density there is a check for spin built into the
iteration. If the new density matrix is significantly different then the opposite spin is
replaced and the KS equations are reconstructed. If the density matrix is sufficiently
similar, it leads to electronic convergence. This convergence leads to the ability to
construct molecular orbitals or geometry optimization [59].
The local spin-density approximation (LSDA), or LSD, was the most popular
localized approximation in early studies, based on the Kohn–Sham formalism. LSDA,
as indicated by the name, only depends on the local spin density, so the approximation
is based on the kinetic energy of the electron density (homogenous electron system).
There were two problems with LSDA: it did not address known inhomogeneity or
gradient corrections in the Exc near the hole of the electron, nor did it satisfy any
scaling for the highly dense correlations [61]. Following the development of LSDA
came the general gradient approximation (GGA), which depends on the gradient of
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the local spin density, and attempts to improve on these limitations. Depending on
the specific electron density, GGA is not necessarily a better approximation than
LDA, but when investigating large molecules such as in this research, GGA tends
to give better approximations. The downside is the fact that there are many GGA
methods to investigate in order to find one that works well for a particular case. In
the case of LDA, there is just one.
The GGA started with the idea of a gradient expansion to compensate for the
hole of the electron, and was based on the LSD constraints. It has been developed
by many over the years, but Perdew and Wang coined the term “GGA.” Briefly, the
idea starts with
EGGAxc (ρ↑, ρ↓) =
∫
f(ρ↑, ρ↓,∇ρ↑,∇ρ↓) dr . (3.37)
Unlike LSD, which has an exact εxc(ρ↑, ρ↓) or unique input where ρ↑ and ρ↓ can
be constant, there is instead an approximation based on the gradient expansions
developed. In the approximation the exchange energy is weighted more heavily than
is the correlation energy to correct the exchange hole in the approximation here
EGGAx (ρ↑, ρ↓) = −
3
4
(
3
pi
) 1
3
∫
ρ(r)
4
3F (s)dr . (3.38)
The enhancement factor F (s) was further developed to include correlation effects so
F (s) → F (rs, ζ, s). The correlation effects are corrected by the rs dependence, the
spin polarization (ζ), and inhomogeneity or non-locality (s). Another development
has been the Meta-GGA or M-GGA, which in addition to the GGA description, also
depends on local-spin kinetic energy density.
There are two last functionals to mention. One has become very popular, and is
called a hybrid functional or a meta-hybrid if it uses a M-GGA. The meta-GGA has
an extra spin corrected kinetic energy piece used in Eq. (3.37). These hybrids are
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simply defined as
Ehybridxc = E
GGA
xc + a
[
Eexactx − EGGAx
]
(3.39)
where the Eexactx is the exact exchange energy or Fock integral, equivalent to the last
term in Eq. 3.12, seen here written for the KS orbitals,
Eexactx = −
∑
σ=↑,↓
1
4
∫
d3rd3r′
|∑occupk ψ∗kσ(r)ψkσ(r′)|2
|r′ − r| , (3.40)
a is known as the mixing parameter, and a = 1 recovers the old model, but most
often in chemistry a = 1
4
. The B3LYP functional,
EB3LYPxc = (1− a)ELSDAx + aEHFx + b4EBx + (1− c)ELSDAc + cELYPc (3.41)
for instance, uses three parameters [59, 64]. This functional is used in this current
research for all the molecular orbital calculations.
For all the ground state and time dependent calculations, the functional used in
this current research is a newer functional called a ranged-separated hybrid, specif-
ically a range-separated hybrid meta-GGA exchange. In this method the Coulomb
operator is partitioned into long and short range parts. In addition there are different
treatments for the long-range and short-range operators, and X becomes a function
of the electron-electron separation [65]. There are a few of these methods out now
like HSE03, CAM-B3LYP, LC-ωPBE, ωB97X, and M11 [65]. The last was developed
by the Truhlar group as part of the Minnesota functionals. They predicted that large
HF exchange should help the performance in the electron-electron separation and im-
provement over global hybrids for charge transport in TDDFT. The exact exchange
formula has a range of 42.8% HF exchange at short range and 100% at long range as
seen here:
EM11xc =
(
X
100
)
EHFx +
(
1− X
100
)
(ELR−HFx + E
SR−M11
x ) + E
M11
c . (3.42)
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These functionals are highly dependent on the orbitals that are constructed and
the basis sets that are chosen to calculate these more complex hybrid GGA func-
tionals. The next section will try to explain this dependence and the basics of basis
sets.
3.5 Orbital Dependence and Basis Sets
Before reading to far into this section on orbitals and basis sets, let’s make some
ground rules! No matter whether you are solving the KS equation or the HF equation,
both require orbitals. This gets people confused and is sometimes explained in the
wrong way.
1. In order to solve an equation that requires orbitals one needs basis functions.
2. An equation that is solved self-consistently constructs an operator from the
solutions and is identical to the one that defines solutions.
3. Solutions are expanded in some set of basis functions defined as
ψi(rˆ) =
∑
j
cijφj(rˆ) . (3.43)
This construct is referred to as a linear combination of atomic orbitals (LCAO).
Common choices for basis functions are analytical atom-centered orbitals like Slater or
Gaussian type orbitals, numerical atom-centered orbitals, augmented wave-functions,
or delocalized plane-wave functions (PW). This is where confusion sets in. Let us
say M basis functions φ have units of probability density, not the square root of
probability density as orbitals do. The coefficients cij are found by a least-square
fitting to the density that is determined by the orbitals (N). The number of Kohn–
Sham atomic orbitals (KS AO) are determined by M ×N2. In the case of Hartree–
Fock orbitals, the matrix elements require integrals over N4 orbitals. This is evident
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in the HF matrix with spatial spin correction Eq. (3.11). In addition, if this were
solid state and symmetric, then one could use plane waves (PW), since it is easier
and more accurate to impose orthogonality conditions. Additionally, one can impose
boundaries.
A great advantage to using LCAO’s and solving for molecular orbitals is the
ability to take advantage of these orbital configurations. Such an example that is
especially relevant in this research is the Janak extension of the Kohn–Sham theory
that provides a way to evaluate the frontier orbitals through a Fukui function. The
equations for the calculation of these frontier orbitals are
f+(r) = |φLUMO(r)|2 +
N∑
i=1
∂
∂N
|φi(r)|2 , (3.44)
f−(r) = |φHOMO(r)|2 +
N−1∑
i=1
∂
∂N
|φi(r)|2 . (3.45)
The spatial orbitals are shown here for a neutral system where f− 6= f+. The f+
refers to the addition to the lowest unoccupied molecular orbitals (LUMO) and f−
refers to the subtraction from the highest occupied molecular orbital (HOMO) [58].
This becomes central to the ground-state work done on orbitals in the zinc-centered
molecules investigated in this current research.
By “basis set,” we mean a set of basis functions that occupy a spatial configuration,
which can be unlimited in number. If we used an unlimited number of functions to
calculate our many-body problem, it would take an infinite amount of time. There has
to be a balance between enough functions to accurately calculate a given problem and
a truncated set for the calculations to run efficiently. As discussed in the previous
section, the basis functions can be made up of anything, but there are particular
favorites that have been proven to work for different atoms, molecules, and solids.
We have already discussed the advantage to using the LCAO approach. In this case
there are really two functions that have been developed to work, STO’s and GTO’s.
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Let us return to our definition of a basis set in Eq. (3.43). This time we will say
that it has a number M of functions in the sum and that j = 1, 2, . . . ,M . This is the
linear expansion of the Kohn–Sham orbitals. Gaussian type orbitals (GTO), which
are used in this research, require more symmetric conditions. The GTO and STO
can be distinguished by their exponents,
φSF (ζ, r −R) =
(
ζ3
pi
) 1
2
e−ζ|r−R| , (3.46)
φGF (α, r −R) =
(
2α
pi
) 3
4
e−α|r−R|
2
. (3.47)
The Gaussian function is used in most cases where there is a large r, since the Gaussian
function decays much faster at large r than a Slater function, even though the Slater
function has a more advantageous radial shape. This becomes an issue if one has an
integral that spans three to four separate nuclei; it quickly becomes a time-consuming
SCF calculation. One advantage to the GTO’s as described already is that we can
take a linear combination of them as in Eq. (3.48):
S12 =
∫
φ∗1(r)φ2(r) . (3.48)
The two localized orbitals φ1 and φ2 can form two linear combinations: symmet-
ric and antisymmetric such that we have two delocalized molecular orbitals. The
symmetric combination leads to a bonding orbital or gerade symmetry and is sym-
metric with respect to inversion about the point centered between the two nuclei [60].
The antisymmetric combination leads to a non-bonding molecular orbital ungerade.
The overlap produces contracted Gaussian functions made up of primitive Gaussian
functions.
What exactly do we mean by contracted? If we have four-center integrals involving
GTO’s, they can always be reduced to two-center integrals. However, if one has four-
center integrals using STO’s, there will still be four integrals. STO’s become very
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expensive and impractical with anything but small light atoms, where it can be very
accurate. We will skip the contraction mathematics here, but this is easily found in
a number of books [60, 59].
What we want to focus on here is how the contracted/primitive basis set is deter-
mined for a given number of atoms. What is the difference between a split basis set,
and how do we use this information when considering benchmarking for cost, time,
and accuracy? The best way to explain this is through a classic example of a Pople
split-basis set.
Given the basis set ‘3-21G’, the 3 is a core function or a contracted set of three
primitive functions, while the 2 and the 1 are considered valence functions. The 2 is
a contracted primitive function and the 1 is a contracted primitive function. Each
core has one basis function per orbital and each valence has two basis functions per
orbital. The ‘G’ in 3-21G is a Gaussian primitive, not contracted. How do we find
the number of basis functions and primitives? Let us use 3-21G for NH3 in Table 3.1.
Let us take a look at a couple more basis sets that are commonly used. The 6-
311G(d,p) basis set, for example, has polarization. The 6-311 basis set is often referred
to as the triple zeta basis set for the 3 sizes of s and p valence functions. There is an
older nomenclature for (d,p) where d and p are referred to as * and ** respectively
(this nomenclature can sometimes still be found). The d gives polarization via an
extra d-function to all heavy atoms, and the p gives a polarization to all hydrogens
via an extra p-function. The last distinction would be a basis set that has a diffuse
functional. This was investigated in the current research benchmarking, 6-31+G(d),
where the + adds a larger p function to the heavy atoms, and ++ adds an additional
larger s function to the light atoms.
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Table 3.1: Split Basis Set Example
Atom Orbital Basis Functions Primitives
N 1s 1 3
2s 2 2+1
2px 2 2+1
2py 2 2+1
2pz 2 2+1
Each H 1s 2 2+1
1s 2 2+1
1s 2 2+1
Total 15 24
The most common basis set is 6-31G(d), for a wide range of atoms. However, we
cannot rely on a commonly used basis set as a default. We must take into consider-
ation the make-up of the atoms in the calculation. We make a few educated guesses
on basis sets, for example taking into consideration polarization and valence hydro-
gens. We then finish the decision on the best basis set for cost, time, and accuracy
by benchmarking several potential basis sets and comparing the results. Lastly, it is
important to point out that a basis set made up of GTO’s or STO’s are continuous by
the nature of the function. Plane wave basis sets form a complete set. This may seem
counterintuitive at first, as plane waves continue forever. The plane wave within the
boundaries and orthogonality conditions make a complete set to solve the functional
with. We can think about it like a grid, where Gaussian functions will never be com-
plete in a grid. They will be continuous by the nature of the function itself. This is
neither good nor bad; the basis set that is chosen has to be chosen in a context that
makes sense with the electron density we are trying to solve.
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3.6 Vibrational Analysis
The frequency calculation can tell us numerous properties of interest in molecules.
One can obtain the vibrational modes in the IR for instance. The vibrations of all
the normal modes can be calculated as well as vibrational circular dichroism. The
molecule has to be solved for the vibrational, rotational, and translational parts of the
frequency and this can be done classically with partition functions, but in particular
we want to separate these solutions. Vibrational properties are calculated from the
second order derivatives of the energy with respect to their nuclear coordinates, so
the accuracy depends heavily on the accuracy of the optimization of the molecule.
The harmonic oscillator solutions are used in most cases, and there need to be 3N
degrees of freedom for the rotational part, where N is the number of atoms. We will
start with the basic potential for the 3-dimensional harmonic oscillator in Cartesian
coordinates:
V (r) =
1
2
mω2xx
2 +
1
2
mω2yy
2 +
1
2
mω2zz
2 . (3.49)
Here we allow for a different frequency ωi in each spatial direction i. Most significantly,
the potential is the additive sum of components depending only upon one coordinate
each, which allows the 3-dimensional SE to be separated into three 1-dimensional
SE’s. For example, for the x component the SE reads
− ~
2
2m
d2X(x)
dx2
+
1
2
mω2xx
2X(x) = ExX(x) , (3.50)
and similarly for the y and z equations, with eigenfunctions (eigenvalues) Y (y) and
Z(z) (Ey and Ez), respectively. The full energy eigenvalues E and eigenfunctions ψ
are then indexed by three nonnegative integers, nx, ny, and nz:
Enx,ny ,nz = Enx + Eny + Enz =
(
nx +
1
2
)
~ωx +
(
ny +
1
2
)
~ωy +
(
nz +
1
2
)
~ωz ,
(3.51)
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and
ψnx,ny ,nz(x, y, z) = Xnx(x)Yny(y)Znz(z) . (3.52)
The solutions for ψn(x) are well known as Hermite polynomials times Gaussian func-
tions, such as
ψn(x) =
(
1√
snn!
(mωx
pi~
) 1
4
)(
e−
mωxx
2
2~
)(
Hn
(√
mωx
~
x
))
, n = 0, 1, 2, . . . .
(3.53)
We will discuss more about how to calculate these complicated solutions when there
are multiple nuclei in Sec 3.8. Since this research has been done entirely in the
Gaussian 09 program (in atomic units) it is important for us to know how Gaussian
09 calculates the frequency, not just how we interpret frequency in general [23]. If
we consider a PES of a molecule we know that the solutions we care about are all
the parabolic minima which include not only the minimum, but the local minima and
saddle points. We also know that this requires a second derivative from the stationary
first derivative which is zero. Every detail of how Gaussian computes the frequency,
is explained by Joseph Ochterski [66]. For now we will give the basics, starting with
the Cartesian coordinates (cc).
To calculate frequency requires a Hessian (matrix). The Hessian matrix fcc holds
the second partial derivatives of the potential V with respect to the displacements of
the atoms in Cartesian coordinates (cc) at equilibrium:
fccij =
(
∂2V
∂ξi∂ξj
)
0
. (3.54)
This a 3N × 3N matrix where N= number of atoms and ξ1, ξ2, ξ3, · · · ξ3N are used for
the displacements in Cartesian coordinates. Next the mass weight in the Hessian for
all 3 principal Cartesian coordinates (cc) gives q:
fMWij =
fccij√
mimj
=
(
∂2V
∂qi∂qj
)
0
(3.55)
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where, q1 =
√
m1ξ1 =
√
m14x1, q2 = √m1ξ2 = √m14y1, . . ., forming the mass
weighted cartesian coordinates q. Using the center of mass, the principal axes of iner-
tia have to be determined using an inertia tensor (I) transformation yielding principal
moments (I′). The matrix 3×3 matrix X is made up of normalized eigenvectors of I.
These are then used to find the rotational and translation vectors:
I′ = X†IX (3.56)
The next step is to generate a transformation D from the mass weighted Cartesian
coordinates into a set of 3N coordinates, while separating the rotational and transla-
tional parts. New internal coordinates s are then found by using D to transform the
Cartesian coordinates q, where the rotational and translational parts are separated
out and we are left with only the normal modes of the frequency
s = Dq . (3.57)
This gives Gaussian the essential framework to calculate the frequencies and in turn
the wave numbers, with eigenvalues λi. At this point the actual frequencies get
calculated, the eigenvalues are already there, and the units have to be converted to
wavenumbers of cm−1 by νi = ν˜ic, giving
ν˜i =
√
λi
4pi2c2
. (3.58)
3.7 From the Full CI to Time-Dependent Density Functional Theory
This current research being done into the donor layer of the organic solar cell fo-
cuses on absorption, so in order to predict absorption we need to be able to investigate
excited-state solutions. The first excited-state solutions that emerge from electronic
structure calculations come from evaluating either the full configuration interaction
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(CI) space in the Hartree–Fock matrix, or pieces of the CI (possibly excluding some
of the full CI in order to just get a single excited state), a method known as CI sin-
gles [67, 60]. Here we merely explain the full CI and why it does not suit the purpose
of this research, but it is an important piece of computational history that leads to
time-dependent solutions.
The full CI is by definition the matrix of dimensions M × N where M is the
number of occupied orbitals in which excitations are possible, and N is the number
of virtual orbitals for which excitations are allowed. Even though in theory this is
considered an exact solution of the excited states, it is very computationally limited
for a couple of reasons. First, the matrix can be too large and expensive to evaluate
for large molecules: just consider all the orbitals that must be added and all the
possible excited states appearing with every orbital that is added. This matrix quickly
becomes very expensive for a computer to diagonalize. Most importantly, it can be
inaccurate depending on the observable under consideration [59]. That is if we are
trying to calculate the true ground state, and it ends up shifted (i.e., a small error),
then the rest of the orbitals carry this error and the rest of the excited states become
difficult to resolve. Since this research is on large molecules like MPc’s, which in
some cases are not perfectly symmetric, then the logical approach is to use time-
dependent density functional theory (TDDFT). The methods used today, with the
right basis set, can be very accurate in accounting for dipole interactions, electron-
electron interactions, and a whole gamut of issues that have evolved with the higher
development of computational chemistry.
The time-independent density functional theory (TDDFT) is merely an extension
of the Hohenberg-Kohn-Sham theory. TDDFT was a logical development, because of
the necessity to investigate excited state solutions. Historically, the idea of TDDFT
was introduced back in 1974 by Ying and then again 1978 by Peukert [58]. While
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Peukert’s was probably considered the first contribution to the time-dependent theory,
he was not able to produce the mapping from v(r, t)→ ρ(r, t). As described earlier,
the v-representable density is uniquely determined, and has a one-to-one mapping
which is invertible. This would have led to the time-dependent Hohenberg and Kohn
theory, but it took a few years before the correct formalism was finally developed [58].
The idea finally developed into a formalism, independently by both Barolotti in 1981–
1982 and Deb and Ghosh in 1982 [58, 52]. Both approaches produce a periodic
dependence on time for the external potential v(r, t), which produces a steady-state
solution for Ψ(r, t),Φ(r, t), and ρ(r, t). Deb and Ghosh use a periodic dependence in
the potential and a variational method that produces the solution periodic in time,
with a quasi energy E corresponding to the steady-state Hamiltonian. [68]. Bartolotti
uses a minimum for TD ground state using a fixed static part (the nuclei) and a small
TD perturbation, instead of the rapid motion of the electrons treating the TD case
as adiabatic, with the same constraints as in the Kohn–Sham picture. Unfortunately,
both solutions are for specific cases: the former uses a function with polarizability
and the latter starts with a polar decomposition of the Schro¨dinger solution. Both
have a phase factor they cannot get rid of. Bartolotti was slightly more successful
because he was able to use single particle solutions to regain the Kohn–Sham orbitals.
Finally, the formalism was completed with a paper by Runge and Gross in 1984 [51].
They found the mapping of ρ(r, t) → v(r, t) while removing the periodic boundary
constraints, and staying in the same vein as Hohenberg–Kohn–Sham. Since this is a
method that can cause confusion (specifically with other theoretical approaches such
as the full CI or MCD theory), we will take the time to explain the four Theorems.
Let’s first start with a couple of well-known ideas about energy in quantum mechan-
ics. Take the time-dependent Schro¨dinger equation using atomic units, where only the
potential energy in the Hamiltonian is time dependent [51]. Note that the Tˆ operator
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in the Hamiltonian is spatially dependent, but not time-dependent; in particular, it
is the operator whose eigenvalues are the energies of a free particle, which of course
do not change in time. On the other hand, the potential operator Vˆ can have a time
dependence. To be explicit, we start with the time-dependent Schro¨dinger equation,
i
∂Ψ(r, t)
∂t
= Hˆ(r, t)Ψ(r, t) , Φ(t0) ≡ Φ0 , (3.59)
with general solutions, using the quasi energy E , of the form
Ψ(r, t) = Φ(r, t)e−iEt . (3.60)
The Hamiltonian operator for DFT,
Hˆ = Tˆ + Vˆne(t) + Wˆ , (3.61)
was already described in Eq. (3.2), whereW is some spin-independent particle-particle
interaction already described as Vˆee.
To sum up the idea behind the formalism of the Runge–Gross theorems for
TDDFT, we only need to utilize the above statements about the general proper-
ties of time-dependence in Eqs. (3.59)–(3.61). Now let’s say we have a single-particle
time-dependent potential v(r, t) that can be expanded in a Taylor series in t; then
it is possible to calculate the density functional n(r, t) uniquely. If v(r, t) contains a
solely time-dependent additive piece, it disappears as soon as a spatial derivative is
taken, which occurs during the inversion that produces the density functional. The
proof that such a map exists uses the continuity equation:
∇ · J = −∂ρ
∂t
(3.62)
The current density, in turn, can be related to spatial derivatives of v(r, t). We
can obtain a Kohn–Sham v-representable density functional by using the least-action
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principle: we can substitute in the exchange-correlation functional into the effective
potential, and then take a time derivative of the action to recover the single-particle
orbitals fulfilling the time-dependent SE. Here we lay out the theorems explicitly,
based on the Runge–Gross formalism. We try to stay close to their original nomen-
clature using n instead of ρ beginning with Theorem 1.
Theorem 1. For every single-particle potential v(r, t) which can be expanded
into a Taylor series around t = t0, there is a map G : v(r, t) → n(r, t) defined by
solving the time-dependent Schro¨dinger equation, and that map can be inverted up
to an additive TD functional in the potential.
Let v(r, t) and v′(r, t) be two potentials which differ, such that v(r, t)− v′(r, t) 6=
c(t), keeping in mind that the potentials are identical at t = t0. Since the potentials
can be expanded around t0 in a Taylor series there exists a non-negative integer k
such that
∂k
∂tk
[v(r, t)− v′(r, t)]t=t0 6= c (constant in space). (3.63)
We only needs to prove that the densities n(n, t) and n′(n, t) corresponding to v(r, t)
and v′(r, t) are different if Eq. (3.63) is fulfilled by k ≥ 0. Considering wave functions
that evolved from a fixed initial state Φ0 we just need to show the corresponding
current densities j(r, t) and j′(r, t) are different. The best way to investigate this is
by using the equation of motion,
i
d
dt
〈
Φ(t)
∣∣∣Oˆ(t)∣∣∣Φ(t)〉 = 〈Φ(t)∣∣∣∣i ∂∂tOˆ + [Oˆ(t), Hˆ(t)]
∣∣∣∣Φ(t)〉 . (3.64)
From this we obtain
i
∂j(r, t)
∂t
=
〈
Φ(t)
∣∣∣ [ˆj(r), Hˆ(t)] ∣∣∣Φ(t)〉 , (3.65)
and hence,
i
∂
∂t
[ j(r, t)− j′(r, t) ] |t=t0 = in(r, t0)∇ [v(r, t0)− v′(r, t0)] . (3.66)
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We find that j(r, t) and j′(r, t) become different infinitesimally later than t0 if the
potentials differ at t = t0 and Eq. (3.63) holds for k = 0. The corresponding densities
can be considered with the continuity equation:
∂
∂t
[n(r, t)− n′(r, t)] = −∇ · [ j(r, t)− j′(r, t) ] . (3.67)
We differentiate with respect to time (k+ 1) times to obtain the following expression:
∂k+2
∂tk+2
[n(r, t)− n′(r, t)]
∣∣∣∣
t=t0
= −∇ ·
[
n(r, t0)∇
{
∂k
∂tk
[v(r, t)− v′(r, t)]
∣∣∣∣
t=t0
}]
. (3.68)
Theorem 2. There exists a 3-component density functional P[n](r, t) that de-
pends parametrically on (r, t) such that the exact particle and current densities can
be determined from a set of hydrodynamical equations:
∂n(r, t)
∂t
= −∇ · j(r, t) , (3.69)
∂j(r, t)
∂t
= −P[n](r, t) . (3.70)
Since the exact particle and current density always satisfies Eq. (3.70) we prove
Eq. (3.70) by Theorem 1 if the potential is found from the density with an ad-
ditive TD function C(t) that fixes the wave function within a TD phase factor
Φ(t) = e−iEtΨ[n](t), where C(t) = 0 is chosen for Ψ[n](t). Now by inserting into
Eq. (3.65), Eq. (3.70) falls out if P is chosen to be
P[n](r, t) = −i
〈
Ψ[n](t)
∣∣∣ [ˆj(r), Hˆ(t)] ∣∣∣Ψ[n]〉 . (3.71)
Theorem 3. The action integral can be represented as a functional of the density,
where the exact density can be computed from the Euler–Lagrange equation. By the
least-action principle, one can say there is a functional of the density A[n] defined
with a potential v(r, t) such that no additive time-dependent function can be split,
A[n] = B[n]−
∫ t1
t0
dt
∫
n(r, t)v(r, t) d3r (3.72)
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where B[n] is a functional of the density, i.e., it has the same n(r, t) for all external
potentials v(r, t). A[n] has a stationary point at the exact density of the system and
can be computed from the Euler equation,
δA
δn
(r, t) = 0 . (3.73)
This admittedly is all pretty straightforward and can be found in the paper by Runge
and Gross [51]. The link in Theorem 3 is a simple but important connection they
make in the proof. They state that while the wave function Ψ(t) is fixed by the
density only within a TD phase factor, the matrix element,〈
Φ(t)
∣∣∣i ∂
∂t
− Tˆ − Wˆ − Vˆ (t)
∣∣∣Φ(t)〉 (3.74)
is unique since the function C(t) contained in the potential Vˆ (t) is precisely cancelled
by the time derivative in the phase E(t) = C(t). Therefore using the least action
principle a unique functional of the density can be written as Eq (3.72) if B[n] is
chosen as
B[n] =
∫ t1
t0
dt
〈
Ψ[n](t)
∣∣∣i ∂
∂t
− Tˆ − Wˆ
∣∣∣Ψ[n](t)〉 . (3.75)
It follows that since B is universal and stationary for the exact TD SE solution,
then the corresponding density functional must be for the exact TD density of the
system, hence getting rid of the phase factor. They take this one step further and
define another S[n] function in order to derive the Kohn–Sham formalism by first
separating the kinetic energy term in the definition of S[n] [51]. They take Wˆ and
Wˆ ′ and derive an analogous stationary case for the non-interacting particles to arrive
at an exchange-correlation part of the action.
Theorem 4. The exact time-dependent density of the system can be computed
from
n(r, t) =
∑
φ∗j(r, t)φj(r, t), (3.76)
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similar to the constraint in Eq. (3.14) ,
N∑
i=1
|φi|2 = ρ 〈φi|φj〉 = δij (3.77)
where the single-particle orbitals φj(r, t) satisfy the time-dependent SE(
i
∂
∂t
+
1
2
∇2
)
φj(r, t) = veff [r, t;n(r, t)]φj(r, t) , (3.78)
with an effective one-particle potential:
veff [r, t;n(r, t)] = v(r, t) +
∫
d3r′n(r′, t)w(r′, r′′) +
δAxc
δn(r, t)
. (3.79)
The proof that follows in the paper by Gross and Runge uses the Euler equation for
a system of independent particles in an effective potential, and results in a formalism
for time-dependent systems comparable to the Hohenberg–Kohn–Sham theory with
a couple of caveats. One is the emphasis on the fact that all the functionals derived
for time-dependence have to remain defined only for v-representable densities. In
addition the emphasis on the invertibility of the map G˜ : (Φ0, v(r)→ ρ(r, t) requires
the densities to correspond to stationary states.
While DFT can provide a very accurate approximation of the ground-state en-
ergy, as well as extremely accurate frequency calculations in the IR, it cannot provide
excited-state solutions. With the advantage of obtaining very accurate ground-state
solutions, these can be used as the basis for TDDFT to find accurate excited-state
solutions in the UV-vis spectrum. In terms of time and cost, the TD frequencies
are the longest running calculations of this entire research. The math behind these
calculations is done numerically. Let us consider that the potential energy surface
(PES) is now time-dependent, so there are time steps at every point. The shape of
the harmonic potential will be very different from one point to another on this “PES
map.” Once each excited state is correctly converged on, a time-dependent frequency
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calculation is then carried out. These calculations are not trivial, as they require
computing second derivatives of the energy obtained by numerical differentiation of
the analytic first derivatives in 2(3)N iterations for the degrees of freedom on the
PES and two steps in each positive and negative direction. The results of these calcu-
lations either produce non-negative normal modes for the frequency or can produce
imaginary frequencies. Either outcome actually gives us important information. Each
of the imaginary frequency cases indicates a saddle point or local minimum, instead
of the true lowest energy state on that PES. The molecule has to be re-optimized by
breaking the symmetry along the particular frequency mode in the negative region
that is the most likely to have the largest displacement. This allows the molecule to
take on a non-planar form for the optimization, which is required for several of the
excited states in this research.
3.8 Franck–Condon Theory
If we can obtain a good approximation for TD frequencies from the excited states,
we can use these calculations to employ Franck-Condon theory. In many excited-state
solutions that get published, researchers will take a quick TD energy calculation of a
system of atoms. This approach will get them in the “ball park” for the excited state
solutions for the UV-vis spectra, needed to predict absorption and emission properties.
What we have described in the last part of Sec. 3.7, is a way to numerically solve
for the excited-state frequencies. We already had very good accuracy for the ground
state, so now we can take the difference. We can use the overlap between the ground-
state frequencies and the excited-state frequencies and actually produce a UV-vis
spectrum that is continuous around the excited-state of interest. In this research we
investigate how accurate the FC analysis can be in a class of molecules that have
minimal FC work published.
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In order to calculate the Franck Condon (FC) integrals correctly, the most impor-
tant first step is to make sure the time-dependent frequency converges correctly. The
FC analysis can produce an absorption spectrum by using the vibrational data from
the ground-state and excited-state frequencies. The ground-state geometry and fre-
quency has to be correct along with their corresponding excited-state geometries and
frequencies. This has been noted in many historical explanations of Franck–Condon
factors [69, 70, 71]. The exception occurs in cases with no overlap or not enough
overlap integrals between the initial (ground) and the final (excited) states. The FC
principle evolved out of the method by Franck to estimate vibrational electronic in-
tensities for transitions in diatomic molecules [72, 43]. Condon soon developed an
expansion of this idea with a way to calculate probability amplitudes for electronic
vibrational transitions, given by the Condon overlap integral:
C(n′, n′′) = 〈Ψn′|Ψn′′〉 =
∫
ψn′(r)ψn′′(r) dr . (3.80)
The original formalism only considered a harmonic oscillator solution. Let r represent
the nuclear interdistance, n′ the vibrational quantum number of the excited state, and
n′′ the quantum number of the ground state. The goal of this method is to convert
the full transition amplitudes into wavefunction overlaps of the form of Eq. (3.80).
This method further assumes the ability to separate the electronic, rotational and
vibrational parts of the wave functions. In this solution, the transition probabilities
are proportional to the square of the vibrational overlap integrals C between the
final and initial state [70]. The overlap integrals are considered the Franck–Condon
factors. While originally applied to diatomic molecules, the theory was first considered
for polyatomic molecules by Herzberg and Teller [73]. In addition to the numerous
difficulties in solving the polyatomic case, an anharmonic solution became needed as
well.
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Such a solution is essential for accurate calculations of potential energy surfaces
for the ground and excited states, which in turn allow for accurate vertical excitation
information, as well as ab intio excitation energies, oscillator strengths, and vibra-
tional frequencies for the ground and excited states. Performing such first-principles
calculations is challenging because each excited state needs to be optimized sepa-
rately, which can result in mode mixing first described by Duschinsky in 1937. This
was at a time when there were obviously no computers to work with, meaning there
was an even greater need to find ways to calculate several vibrational overlaps relative
to several nuclei [69].
Condon’s overlap integral Eq. (3.80) treats the transition dipole moment as con-
stant, because it does not address the possible change of geometry in the excited
state. This was the issue that Duschinsky warned would cause mode mixing, and he
was right. For a computational program to correctly calculate any dipole-forbidden
transitions or weakly-allowed transitions in order to get a more accurate picture of the
spectrum, the mathematics based on the FC theory it uses becomes much more com-
plex. Several approaches in literature give in-depth discussions [74, 75, 76, 71, 77].
The basic idea is that the constant for absorption is produced by the absorption
equation [78]:
σabs(ω) =
4pi2ω
3
∑
f
|〈Ψi|µ|Ψf〉|2δ(Ef − Ei − ~ω). (3.81)
This profile is often referred to as the stick absorption, and will be seen in many
TDDFT results with a single vertical line on the spectrum. Often it is fitted with
a Gaussian broadening formula, but it is not the same as the absorption spectrum
that is calculated with the FC overlap. The molecular initial and final wave functions
are Ψi and Ψf respectively, the electric dipole moment is represented by µˆ, and the
intensity of the absorption is governed by the 〈Ψi|µˆ|Ψf〉 integral.
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By applying the Born-Oppenheimer approximation, both of these wave functions
can be written as a product of their nuclear and electronic wave functions:
〈Ψi|µˆ|Ψf〉 = 〈ψnψe|µˆ|ψ′eψ′n〉. (3.82)
Now the full dipole moment µ can be separated into an electronic part and a
nuclear part, which splits Eq. (3.82) into two terms, but due to the orthogonality
conditions of the electronic wave functions, this transition dipole moment only de-
pends on the nuclear part. The latter can be expressed in the form of the final and
initial dipole moment µif :
〈Ψi|µˆ|Ψf〉 = 〈ψn|µˆif |ψ′n〉 . (3.83)
As stated above, several issues must still be accounted for, such as the polyatomic
issue in reference to the coordinate system as well as how to solve for the solutions,
the weak or possible dipole-forbidden transitions, and the issue of the vibrational
and rotational nuclear motion. Here, only the harmonic solution is presented, but
the entire solution is calculable, and is presented by Barone et al. in full [74]. Many
approaches over the years have been introduced to surmount these computational
hurdles.
First one recognizes that the dipole transition can use a Taylor series expansion,
where |Q′〉 and |Q〉 are the mass weighted coordinate space of final and initial states
respectively. Here, Q′0 is the geometry of the final electronic state and N is the
number of normal modes:
µif(Q
′) ∼= µif(Q′0) +
1
2
N∑
k=1
∂µif
∂Q′k
Q′k
+
1
2
N∑
k=1
N∑
l=1
(
∂2µif
∂Q′k∂Q
′
l
)
0
Q′kQ
′
l + . . . . (3.84)
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Using a harmonic approximation to represent the initial and final states as eigenstates
of the N -dimensional harmonic oscillator by defining |ψn〉 = |ν〉 and |ψ′n〉 = |ν ′〉,
〈Ψi |µ|Ψf〉 = µif(Q′0)〈ν |ν ′〉+
N∑
k=1
(
∂µif
∂Q′k
)
0
〈ν |Q′k| ν ′〉
+
1
2
N∑
k=1
N∑
l=1
(
∂2µif
∂Q′k∂Q
′
l
)
0
〈ν |Q′kQ′l| ν ′〉. (3.85)
Once we are at this point, we have to back up a bit. The issue still remains, how to
solve for the Franck–Condon integrals or their absolute squares, the Franck–Condon
Factors (FCF). The first solution introduced by Hutchisson was initially for a diatomic
molecule, which as one can imagine is much easier in the sense that we only have a
linear transition. He first recognized that the solution to the wave equation for the
linear oscillator was in the form of Gaussians times Hermite polynomials. Hutchisson
introduced the method of a generating function for the Hermite polynomial,
n′=∞∑
n′=0
H ′n(η)
n′!
sn
′
= e−s
2+2sη (3.86)
and the lower state function
n′′=∞∑
n′′=0
Hn′′(αη + δ)
n′′!
tn
′′
= e−t
2+2t(αη+δ) . (3.87)
These polynomials could be explicitly calculated, but this can be cumbersome to
use if there are N degrees of freedom, and one would still need to transform the
coordinates from Cartesian to normal coordinates due to the displacement of the
equilibrium positions of nuclei, bond lengths, and bond angles which can be done
using the Duschinsky transformation to obtain a common coordinate set,
Q′ = SQ+ d′ . (3.88)
The next development came from Doktorov, and made it possible to look at N de-
grees of freedom and multiple atomic coordinates, which includes the Duschinsky
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transformation. He found a way to express the Franck–Condon intensities 〈ν ′|ν〉 us-
ing coherent states first explained by Glauber [79]. The final and initial vibrational
states respectively are |ν ′〉 and |ν〉, representations of multidimensional harmonic os-
cillator eigenstates. Using these coherent states, Glauber was able to separate the
dynamical variable in a field of different modes, so that the quantum states of the
modes were independent of each other [79]. The coherent state overlap integral was
found using |ν ′〉 and Q′ as
〈γ ′|α〉 = e− 12α†α− 12γ†γ
∑
v,v′
〈v′|v〉
[
N∏
k=1
αvkk (γ
∗
k)
v′k√
vk!(v′k)!
]
. (3.89)
Here, α represents the complex valued N -dimensional coherent state variable,
and γ is the coherent state corresponding to the harmonic oscillator states |ν ′〉. Dok-
torov then introduced a 2N -dimensional complex vector and compare the coherent
state overlap results from Eq. (3.89). He found a generating function for the Franck–
Condon integrals. Directly related to the generalized Hermite polynomials, he was
able to find recurrence relations to determine the FC integrals. This improvement is
the basis of what most FC investigations use to this day. Later, several mode-specific
anharmonic scaling factors for final and initial states were taken into account for the
possible anharmonic cases. Using computer programs such as Gaussian (which is
being used in this research), the excited-state Hessian can be computed by numer-
ical derivatives of the analytical gradient. The program can also take the second
derivatives of the transition dipole with the correct optimizations, ground-state and
excited-state frequencies in order to calculate all the pieces required for the FC factors.
In some cases, after the calculation of the time-dependent frequency, the solution
produces imaginary frequency solutions, which indicates that the optimization for
that excited state did not find the true minimum on the PES. One must then employ
symmetry breaking to find the true minimum, and in turn the correct minimum on
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the PES, in order for the FC analysis to calculate the correct transition. Lastly, the
intensity In is calculated by summing over all possible final states, where
Intot =
∑
ν′
|〈ν |µif(Q′)| ν ′〉|2 =
∑
ρ=x,y,z
〈ν ∣∣µ2if ρ(Q′)∣∣ ν〉. (3.90)
3.9 Summary
We have now reviewed all the mathematical theory and the context in which
these calculations have been used historically, leading us into the current calcula-
tions done for this research. We use every section just reviewed, covering everything
from the many-body Hamiltonian in Eq. (3.2), the Hartree–Fock Eq. (3.12), to the
Hohenberg–Kohn–Sham formalism with Equations (3.18) and (3.30). The exchange
and correlation methodology is heavily discussed in Sec. 3.4 since the excited-state
results are highly subject to the exchange energy. The same section gives equations
for the two primary functionals used in Equations (3.41) and (3.42). There are equa-
tions to describe how the LUMO and HOMO orbitals are found in equations (3.44)
and (3.45). In light of the heavy dependence on accurate frequency calculations for
ground-state and excited-state solutions, we start with the basic potential for the
3-dimensional harmonic oscillator in Sec. 3.6. Because of the requirements of Franck–
Condon analysis we finish the explanation for polyatomic systems such as ours in
Sec. 3.8. The time-dependent DFT is covered in four theorems described in Sec. 3.7.
In the next chapter we will put all of this methodology to work as one section builds
upon the next for the benchmarking and results of ZnPc.
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Chapter 4
ZINC PHTHALOCYANINE: ARCHETYPE
4.1 Benchmarking the Ground-State
Benchmarking means to screen or vet all possible choices that go into a calculation.
Since we are embarking on lengthy calculations seeking a wide range of properties,
we want to test several algorithms for accuracy and efficiency. The first decision that
we have to make in beginning these calculations is to pick the methodology that best
suits the molecule or in our case the class of molecules. Since zinc phthalocyanine
(ZnPc) will be used in both sets of molecules under study, and all the rest of the
molecules are zinc centered porphyrin analogs, then the obvious choice is to use ZnPc
as the molecule to benchmark for all the calculations. Another important point to
consider is the fact that ZnPc has been experimentally characterized many times,
and we will have access to experimental results for the absorption of this molecule as
well. Therefore, there are already ample amounts of data on this molecule to compare
theory with experiment. In this way we can benchmark the best method, functional,
and basis set for all the calculations required for our end result of a Franck–Condon
(FC) analysis for the absorption spectrum. In general, the best place to start is to
benchmark bond lengths, bond angles, and HOMO LUMO energies.
We assign atom position labels to the ZnPc molecule as in Figure 4.1. Technically
speaking the N1 is the nitrogen meso position. The N2 is the nitrogen pyrrole position.
The C1 is the carbon alpha position, the C2 is the beta position. The positions we will
be most concerned with will be the nitrogen meso position which will change with
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Figure 4.1: ZnPc Position Assignments
future analog molecules, and the nitrogen pyrrole position due to the direct bond
with the center zinc atom.
We choose a “middle of the road” basis set, 6-31+g(d), to benchmark the various
functionals for this research. This particular basis set is initially picked as one that
falls between an extensive one such as a triple zeta 6-311+g(d,p) and 6-31g on the
lower end of primitive functions available. We do not need to look into basis sets with
contracted 3 primitives for the core, since the zinc requires more than 6 contracted
Gaussian functions for the core. We are interested in ground state accuracy, but we
have to keep in mind that we will be investigating molecular orbitals and excited
states. B3LYP appears in several publications for phthalocyanines [24, 54]. We will
want to consider B3LYP and other functionals that will work for organometallics and
research newer methods specifically for TDDFT. We will benchmark all our findings
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for the ground state for B3LYP [80], M06, M062X[81], PBE1PBE (PBE0)[82], and
M11[65]. The results can be seen in Table 4.1.
Table 4.1: ZnPc Benchmarks for Bond Lengths (A˚) and Bond Angles (deg). Us-
ing 6-31+g(d), Comparing B3LYP, M06, M062x, PBE0, and M11 Methods with
Experiment.
Position B3LYP M06 M062X PBE0 M11 Experiment1
Zn − N2 2.000 1.988 2.000 1.988 1.996 1.980
N1 − C1 1.331 1.327 1.328 1.326 1.326 1.333
N2 − C1 1.373 1.368 1.365 1.366 1.364 1.366
C1 − C2 1.462 1.455 1.463 1.457 1.466 1.450
C2 − C3 1.397 1.392 1.393 1.393 1.393 1.393
C3 − C4 1.396 1.391 1.391 1.392 1.391 1.389
N1 − C1 − N2 127.4 127.5 127.6 127.5 127.6 127.9
Zn − N2 − C1 125.2 125.2 125.0 125.2 125.0 124.9
N1 − C1 − C2 124.0 123.8 123.9 123.7 123.9 123.1
N2 − C1 − C2 108.6 108.7 108.5 108.7 108.5 109.0
C1 − C2 − C3 132.4 132.3 132.3 132.4 132.2 131.6
C2 − C3 − C4 117.8 117.6 117.5 117.7 117.4 117.0
Mean Absolute Error 0.516% 0.322% 0.396% 0.342% 0.398%
1Scheidt and Dow [39].
Most of the results in Table 4.1 give very accurate bond lengths and bond angles.
The mean absolute error (MAE) from all the methods are small, with M06 having
the smallest. The inclination is to stick with the B3LYP, since it has already been
published to work for zinc phthalocyanines [24, 54]. The next test is to benchmark
for molecular orbitals, since these will be part of the ground state calculations; results
are in Table 4.2.
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Table 4.2: ZnPc Benchmarks for Molecular Orbitals (MO’s) in eV’s. Using 6-31g(d),
Comparing B3LYP, M06, M062x, PBE0, and M11 with Experiment.
MO (eV) B3LYP M06 M062X PBE0 M11 Experiment
LUMO (eV) −3.07 −2.95 −2.52 −2.98 −1.79
HOMO (eV) −5.23 −5.32 −5.95 −5.35 −6.69
GAP (eV) 2.19 2.37 3.43 2.37 4.90
GAP (eV) 1.88 1, 1.92 2,1.94 3
1Gas phase [35]. 2Ar matrix [40]. 3Edge-to-edge charge transport [83].
The results of Tables 4.1 and 4.2 lead us to conclude that B3LYP might be the best
functional to use for the ground-state molecular orbital energies. No matter which
functional we choose, the HOMO LUMO gap differ from experiment significantly. The
LUMO state is not done self-consistently. In reality there is more than one HOMO
state that contributes to the LUMO state. The HOMO LUMO gap is a very crude
approximation to experiment. In addition, the experimental value can be a crude
estimate as well. The experimental values can include optical gaps, charge transport
gaps, an edge-to edge gap, and the first excited state approximation. The first two
experimental numbers in Table 4.2 correspond to the first excited state energy, and
the last experimental value corresponds to an edge-to-edge measurement. The latter
edge-to-edge transport gap can be described as the upper edge of the HOMO and
the lower edge of the LUMO deduced from UPS and IPES measurements[83]. All of
these experimental values give an idea about the energy range. The important point in
comparing the gap results for the different functionals is to recognize how drastically
overestimated some functionals can be compared to other functionals. Because each
mode can have an arbitrary additive constant, only differences between energy levels
are physically meaningful. We then want to consider time, accuracy, and efficiency.
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The next benchmarking we do for the ground state is for the basis set. From
our initial calculations and knowledge of basis sets, we know the full triple zeta basis
set would be too time consuming and costly with as many atoms as we will have in
each molecule. Since we have benchmarked with 6-31+g(d) so far we will consider
benchmarking it against one without the diffuse function, so in Table 4.3 we look
at the bond angles, bond lengths and computational time for an optimization plus
frequency calculation.
Table 4.3: ZnPc Optimized Bond Lengths (A˚) and Bond Angles (deg) Using B3LYP.
Comparing 6-31g(d) and 6-31+g(d) Basis Sets with Experiment.
Position 6-31g(d) 6-31+g(d) Experiment1 MO Experiment
Zn − N2 1.990 2.000 1.980
N1 − C1 1.330 1.331 1.333
N2 − C1 1.373 1.373 1.366
C1 − C2 1.461 1.462 1.450
C2 − C3 1.395 1.397 1.393
C3 − C4 1.394 1.396 1.389
N1 − C1 − N2 127.5 127.4 127.9
Zn − N2 − C1 125.3 125.2 124.9
N1 − C1 − C2 123.7 124.0 123.1
N2 − C1 − C2 108.8 108.6 109.0
C1 − C2 − C3 132.4 132.4 131.6
C2 − C3 − C4 117.8 117.8 117.0
MO GAP 2.19 eV 2.16 eV 1.88 eV2, 1.92 eV3, 1.94eV4
Time 4 hr 38 m 40 hr 41 m
1Scheidt and Dow [39]. 2Gas phase [35]. 3Ar matrix [40]. 4Edge-to-edge charge
transport [83].
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There is now evidence that the 6-31g(d) basis set is a much better basis set for
cost and efficiency. A computational time of 4 hours compared to 40 hours is a
meaningful difference. This makes sense if we think about why there could be such
a difference. The extra diffuse primitive function works on the valence electrons and
is linearly dependent on the rest of the calculations. This is especially relevant if one
considers that ZnPc has 16 hydrogens. The improvements in cost and efficiency are
worth the 0.03 eV difference in the HOMO LUMO gap. This suggests that for future
calculations on other molecules the accuracy gained by using 6-31+g(d) is not worth
the additional computational cost.
4.2 Molecular Orbital Results
The first results we want to take a look at are the molecular orbital (MO) energies
shown in Fig. 4.2. The MO energies are graphed as energy levels in eV’s. The
separation between the HOMO and the LUMO) is called the HOMO LUMO gap or
just the gap. This is where we gauge our future calculations by looking at the very
crude approximation of the HOMO LUMO gap. We will be looking for a small gap
and in the case of ZnPc the gap should be shifted below those of most porphyrin
analogs. The pi-pi∗ orbitals are the most common orbitals for charge transport in
MPc’s and the porphyrin analogs under investigation in this research. The energy
levels that are charted to the right in Fig. 4.2 are degenerate energies. These will
show up side by side in the next two chapters.
The molecular orbitals as seen in Fig. 4.3 show the LUMO and the LUMO +1
positions are degenerate, with orientations along the x-axis or y-axis as expected. The
most interesting orbitals are those that fit the “four orbital” model as described by
Gouterman [38]. The first one is found in the HOMO position (e in Fig. 4.3), which
gives the highest transitional electronic energy to the LUMO levels. The HOMO –
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Figure 4.2: ZnPc Molecular Orbital Energies in eV. The Levels to the Right Show
Degenerate Energies.
5 position is where the next of the “four orbitals” is found which gives the second
largest transitional energy to the LUMO level. It is unusual to find the orbitals of
the four orbital model as low in energy as HOMO –5 (j in Fig. 4.3), but this has been
observed before for ZnPc, whereas for other porphyrins this can commonly be found
in the HOMO –1 orbital level.
4.3 Ground-State Results for Optimization
The next results we look at are for the electronic structure in the ground state.
This includes the geometry optimization and the ground-state frequencies. We use
the M11 functional here for reasons that become clear in the next section (4.4). In
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(a) LUMO +3 (b) LUMO +2 (c) LUMO +1 (d) LUMO
(e) HOMO (f) HOMO -1 (g) HOMO -2 (h) HOMO -3
(i) HOMO -4 (j) HOMO -5
Figure 4.3: ZnPc Molecular Orbitals.
Fig. 4.4 we see the front view and a side view of the optimized molecule. We clearly
see that this has a D4h symmetry, but even the smallest change in the geometry
can change this symmetry position for the ground state. In this research we use the
Gaussview program to our advantage to check the symmetry[23]. This is done by
enabling the point group symmetry option to check the symmetry of the molecule.
We find that this molecule does indeed have a D4h symmetry. This feature is heavily
used in the next two chapters as well, but we explain it here for clarity. Anytime we
need to know the symmetry we enable the point group option and check every time.
Keep in mind the symmetry will be checked with this method when there are any
claims of symmetry to a molecule.
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Figure 4.4: ZnPc Optimized in 6-31g(d) Basis Set and M11. Front View on the Left
and Side Planar View on the Right.
The next step is to take our optimized ZnPc molecule and run a frequency cal-
culation on it. This will provide frequency information that is needed for the rest
of our calculations. Most importantly we have to have a correct convergence on the
frequency calculation for the last step of the FC analysis. In order for the Franck–
Condon analysis to work it needs correct overlap integrals between the ground-state
vibrational energy and the excited-state vibrational energy.
Table 4.4: ZnPc Frequencies in the Ground State Using M11 and 6-31g(d).
Mode Frequency (cm−1) Infrared ()
1 10.73 0.8162
2 22.20 0.0000
3 60.86 0.0000
4 62.75 0.0000
5 65.40 15.8869
6 111.27 0.0000
7 116.12 14.2825
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The first thing to be done is to check the frequencies at the ground state. We only
need to check the first few in Table 4.10. The frequencies can be found in the same
section as the IR prediction calculated in wavelength against the molar absorption ().
If imaginary frequencies show up then there is a false convergence. These imaginary
frequencies can show up in the output file as “negative”, but they are really imaginary,
nonphysical solutions.
4.4 Time-Dependent Benchmarking
After the ground-state DFT benchmarking has been done with productive results,
we now have to consider the time-dependent benchmarking for excited states. In the
B3LYP method, 20% of the total exchange energy is due to the HF exchange term,
and the rest is due to other standard exchange models. B3LYP has been used for other
time-dependent studies. However, these studies have excited-state results that differ
from experiment by nearly 0.1 eV [24, 26]. There has been research done on ZnPc that
proves the percentage of exchange energy that is due to Hartree–Fock exchange has
a significant impact on the excitation energy [54]. As part of any benchmarking we
take prior research into account, but we need to research all the newest methods along
with data that prove this variation in exchange energy is significant. Six methods are
found to be interesting to benchmark including the B3LYP, which has been already
used in publications. These methods are listed in Table 4.5, with two of them falling
into a newer category as range-separated GGA hybrids. This method is an exchange-
correlation hybrid functional where there is an interelectronic operator divided into
two separate long-range and short-range parts. The GGA nature continues as a
non-local functional, but there are two different treatments for the long-range and
short-range exchange-correlation energy [65]. An example of this is the CAM-B3LYP
functional. A meta-GGA range-separated method can be employed as well, such as
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the M11 functional. Since these molecules are organometallic with a metal center and
organic macrocycle, it seems like a wise decision to benchmark this separated range
method as an option. The M11 exchange-correlation can be seen in Eq 3.42.
Table 4.5: Excited-State Energy ZnPc TDDFT Benchmarking of 6 Different Meth-
ods Comparing 6-31g(d) and 6-31+g(d) Basis Sets with Observed Excited States at
the Q-band Edge and the B-band Edge.
Method 6-31g(d) 6-31+g(d) Expermental1
B3LYP 2.09 eV 2.05 eV 1.88 eV
3.38 eV 3.35 eV 3.80 eV
PBE0 2.13 eV 2.10 eV 1.88 eV
3.55 eV 3.52 eV 3.80 eV
CAM-B3LYP 2.07 eV 2.03 eV 1.88 eV
4.02 eV 3.97 eV 3.80 eV
M062X 2.14 eV 2.10 eV 1.88 eV
3.97 eV 3.97 eV 3.80 eV
M06 2.04 eV 2.00 eV 1.88 eV
3.51 eV 3.46 eV 3.80 eV
M11 2.01 eV 1.96 eV 1.88 eV
4.27 eV 4.22 eV 3.80 eV
1Experimental data from Gouterman and Edwards [35].
Since the excitation energy is what we are ultimately trying to improve upon,
we benchmark both basis sets. As we see in Table 4.5, the basis set 6-31+g(d)
gives better results: a difference in 0.04 eV –0.05 eV, but we still have to consider
the possible computational time of these calculations. The method that comes the
closest to the first excited state (the Q-band 0-0 transition) was the M11 method.
The M11 is part of a family called the Minnesota functionals, several of which were
developed for time-dependent work. The separated-range is a method that has been
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tried before by researchers just by the natural development of new ideas, such as the
work done where the metal center was actually treated separately or using a frozen
core. One important item to recognize is whether the energy for the B-band edge
(the second row for each functional in Table 4.5) is overestimated or underestimated.
If the energy is underestimated, then once we look for the root of the excited state,
the excited state geometry may change to a further minimum (lower energy), so
these functionals would be a bad choice since a further minimum would stray further
from the experimental energy. Even though this research goes forward with the M11
method, it is important to leave the door open for other possible functionals in future
work, especially considering the overestimation in the B-band.
For this reason, we start the TD research with the 6-31+g(d) basis set and the
M062X method as a compromise functional, but not surprisingly we find the extra
diffuse function generates a calculation that is too computationally costly. During
the time-dependent frequency calculations the second degenerate excited state in the
B-band did not converge: the calculation just kept running. At this point we have to
consider doing all the calculations in a more efficient 6-31g(d) basis set. We consider
the separated-range method M11. In addition to keeping the basis set consistent
throughout the ground-state and excited-state calculation, it is necessary to have the
same functional method for both.
Even though the ground-state benchmarks led us to use the B3LYP method, we
now have to optimize the molecule for geometry and frequency in the M11 method
using the 6-31g(d) basis set throughout. However, we need to go back and benchmark
the M11 method for ground-state properties just as we did in Table 4.3. In Table 4.6
we see there is minimal difference between the M11 and experiment. There is again
a big difference in the computational time between the basis sets in Table 4.6, as is
expected. This is necessary benchmarking since we are looking for the Franck–Condon
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Table 4.6: M11 Functional Used for ZnPc Optimized Bond Lengths (A˚) and Bond
Angles (deg). Comparing 6-31g(d) and 6-31+g(d) Basis sets with Experiment.
Position 6-31g(d) 6-31+g(d) Experiment1
Zn − N2 1.988 1.996 1.980
N1 − C1 1.325 1.326 1.333
N2 − C1 1.364 1.364 1.366
C1 − C2 1.465 1.466 1.450
C2 − C3 1.392 1.393 1.393
C3 − C4 1.390 1.391 1.389
N1 − C1 − N2 127.7 127.6 127.9
Zn − N2 − C1 125.2 125.0 124.9
N1 − C1 − C2 123.7 123.9 123.1
N2 − C1 − C2 108.7 108.5 109.0
C1 − C2 − C3 132.2 132.2 131.6
C2 − C3 − C4 117.4 117.4 117.0
Mean Absolute Error 0.357% 0.398%
Time 5 hrs 19 min 100 hrs 23 min
1Scheidt and Dow [39].
analysis in the end result, and in order to have the correct overlaps between the ground
state and excited state, the calculations have to be done in the same functional and
basis set. This is ultimately why we show the geometry optimization results with
the M11 method in the previous section 4.3. We have already benchmarked the
functional along with all the functionals. Although the research begins with B3LYP
and it is clear that the MO’s are better to screen with B3LYP, we have to optimize
at the ground state with M11. This consistency is a necessary requirement for the
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TDDFT frequency and the ground-state DFT frequency in order for the Franck–
Condon analysis to work.
4.5 Time-Dependent Energy and Optimization
The excited state has to be converged upon in order to fix in space the station-
ary point in order to determine the energy minima of the excited state about which
the molecule vibrates. In order to characterize that frequency the method must con-
verge on each excited-state root and optimize that state. Once the optimization and
frequencies are completed with the new M11 method we move on to the TD opti-
mization. The initial TD optimization takes the given geometry and produces a set
of excitation energies with oscillator strengths for as many states as we request. The
oscillator strength is a dimensionless quality that is used to define UV-vis intensities
quantitatively, defined as
fi =
8pi2ν˜imec
3he2
Di . (4.1)
Here fi corresponds to the electronic excitation strength corresponding to the elec-
tronic excitation of interest, ν˜i is its corresponding excitation energy in wave numbers,
and Di is the corresponding dipole strength in esu
2 cm2. Some may only be virtual
states, meaning they show up because there is a probability that a state could be
occupied in that energy, but if there is not an oscillation strength to go with the state
it does not exist as a physical state. We take a look at the first 18 states of ZnPc
with M11 as an example in Table 4.7. This gives an idea of what we see in the output
file, but for the rest of the molecules investigated we do not need to show this step.
The big picture here is to provide a “road map” to iterate to self-consistency.
As can be seen in Table 4.7, states 1 and 2 are degenerate. We are looking for the
lowest excited states to use for convergence in the UV-vis range. We want to choose
the first excited state as the “root” of the first excited state in the Q-band, despite
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Table 4.7: Time-Dependent Energy for the First 18 States of ZnPc.
Excited State Energy (eV) Wavelength (nm) Oscillator Strength (f)
1 2.014 615.56 0.4961
2 2.014 615.56 0.4961
3 3.886 319.08 0.0000
4 3.886 319.08 0.0000
5 4.225 293.42 0.0000
6 4.244 292.12 0.0000
7 4.252 291.59 0.0000
8 4.269 290.44 0.0000
9 4.269 290.44 0.0000
10 4.275 289.99 0.3313
11 4.2755 289.99 0.3313
12 4.451 278.58 0.7716
13 4.451 278.58 0.7716
14 4.5622 271.76 0.0000
15 4.586 270.20 0.0074
16 4.671 265.43 0.0000
17 4.730 262.15 0.0000
18 4.766 260.15 0.0000
the degeneracy. The Q-band range is generally 1.49 eV–2.23 eV and the B-band
range is generally 2.85 eV–4.09 eV [18]. The B band in Table 4.7 actually starts at
4.27 eV, which is very high, and we know that experimentally this is not true, but
there are no other energies to choose for roots between excited states 3–9. Notice
the small oscillator strength of state 15; an oscillator strength this small may not be
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worth considering as part of the solution of the major transitions. In this case we
can choose state 10 as the “root” of the B band, keeping in mind that this energy
will really need to move below 4.13 eV once the root TD optimization is done, to be
considered for the B band.
DFT$ground$
state$op0mized$
structure$
TDDFT$energy$
for$first$25$
excited$states$
Op0mize$each$
excited=state$for$
the$Q$and$B$bands$
using$a$smaller$
range$
Run$op0mized$
excited=state$for$
TD$frequency$
If$Yes,$then$change$
structure$along$nega0ve$
frequency$mode,$check$
symmetry,$and$start$
again$with$TDDFT$step$$
If$No,$then$
done$
Any$nega0ve$
frequencies?$
Yes$$$$$$$$$$$No$
Figure 4.5: Flow Chart for TDDFT Geometry and Frequency Optimization.
For the first root we can choose the degenerate excited state 1, and choose the
number of states for a range using the rule that the range is at least the root +2.
This is just a rule that has been tried and tested, so if we are looking for excited state
one we will want to choose N number of states to be at least 3 for an optimal range
for self-consistent convergence. In this calculation a range of 8 states are chosen for
root 1. This calculation would work fine with only 5–6 states as the range. The result
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converges and gives an energy of 1.884 eV with an oscillator strength of 0.5326. Here
we show the results of this iteration in Table 4.8. Notice how all the energies and
oscillator strengths change from Table 4.7. The only energy we are concerned with
here is that of excited state 1. If this were a higher excited state then we would make
sure the root has not moved to another state by mode mixing.
Table 4.8: Time-Dependent Energy for the First 8 States of ZnPc, Convergence for
Root 1.
Excited State Energy (eV) Wavelength (nm) Oscillator Strength
1 1.884 658.11 0.5326
2 2.105 589.04 0.4460
3 3.698 335.30 0.0000
4 4.030 307.68 0.0000
5 4.040 306.90 0.0000
6 4.113 301.44 0.1362
7 4.171 297.23 0.0000
8 4.216 294.08 0.0000
The second root chosen to represent the B band is the degenerate root 10 in
Table 4.7, with a range of 18 states as seen in Table 4.9. We need to keep in mind
that this energy will be lower as the root converges to self consistency. The idea
for choosing this range is to pick a state (18) where the oscillation strength is 0, in
order to prevent too much mode mixing, but looking at Table 4.7, the choice of state
14 would also be sufficient for the requirements. The result converges to 4.105 eV
with a 1.128 oscillator strength, and it jumps to state 8 instead of state 10. The
mode mixing is clear in Table 4.9; it is fine that the state moved, but we have to
make sure we keep track of where the state has moved to. In general there are two
ways to do this. One is through the symmetry state we get from just the TD energy
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Table 4.9: Time-Dependent Energy for the First 18 States of ZnPc, Converged on
Root 10.
Excited State Energy (eV) Wavelength (nm) Oscillator Strength
1 1.814 683.45 0.5641
2 2.195 564.80 0.3843
3 3.471 357.21 0.0000
4 3.636 340.98 0.0000
5 3.723 333.01 0.0132
6 3.977 311.75 0.0000
7 4.086 303.44 0.0000
8 4.105 302.07 1.1279
9 4.169 297.37 0.0000
10 4.411 281.09 0.0000
11 4.412 281.05 0.0054
12 4.414 280.88 0.4414
13 4.447 278.80 0.0000
14 4.490 276.14 0.0000
15 4.551 272.46 0.4849
16 4.570 271.33 0.0000
17 4.645 266.91 0.0000
18 4.706 263.47 0.0000
calculation, since it should keep the same symmetry assignment. The other is just
using general reasoning about the oscillator strength and how far it is from the root
that was converged on. The output file only has one other state in the B-band range
for an oscillator strength of 0.0132, so we conclude this is more than likely not the
state we are looking for. This is in general a large range to have to use, and it is
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desirable to pick a shorter range when possible for future work in other molecules. A
shorter range helps to identify the state we are looking for since it is a narrower range
to decipher. Most of this initial range selection will not be described in the results
for the next two chapters; the purpose here is to understand the methodology steps.
Next we want to run time-dependent frequency calculations on our successfully
optimized root. There is still a chance that the optimization has a false convergence.
This can happen especially if we have fixed the geometry, for instance, if the symmetry
point group from ground state was D4h. This may turn out to be correct for the
excited state.
4.6 Time-Dependent Frequencies
The only way to know for sure that our TDDFT geometry has converged to the
correct geometry for the specific chosen root is to run the TDDFT frequency. We have
to obtain the TDDFT frequencies in order to do the Franck–Condon analysis, but it
is unfortunate that we do not know if the geometry is correct until this calculation
runs to completion, because the calculation is a very long one.
The TD numerical frequency calculation is done by analytic TD gradient calcu-
lations at geometries obtained by displacing one Cartesian coordinate at a time, in
order to compute the derivatives by finite differences. For N atoms there are 2×3×N
TD gradient calculations (two displacements per Cartesian coordinate, forward and
backward displacements), unless the molecule has symmetry, in which case the pro-
gram will identify the displacements that are equivalent by symmetry and significantly
reduce the number of TD gradient calculations that need to be done. In the ZnPc
case with D4h symmetry, the high degree of symmetry will work to our advantage in
this way and shorten the calculation by more than a factor of 2.
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Unfortunately, the geometry turns out to be incorrect for both of the excited
state roots and we obtain imaginary frequencies. The results of the frequency cal-
culation can be found in the output file, but the Gaussview program can also show
the frequencies as well. In addition, we have to resolve these imaginary frequencies.
Not only will the Gaussview program show the imaginary frequency modes, it will
let us displace the geometry along the imaginary frequency modes. The imaginary
frequencies do not occur in every TD optimization, but in this molecule it happens in
both roots under investigation. It is important to keep in mind this gives us valuable
information. The excited state cannot be assumed to have the same symmetry or
geometry as the ground state. This also makes sense in that experimentalists had
already hypothesized that the Zn–N bonds in the center of the molecule may not pro-
vide room to stay in a planar position [39]. We now look at the imaginary frequencies
to see if this is the result, or if it has a different geometry result.
In a geometry optimization, the procedure will converge to a stationary point,
i.e., a point on the potential energy surface where the gradient (first derivative of
the energy with respect to nuclear displacements) is zero (or below a convergence
threshold). Stationary points can be minima but saddle points are also stationary
points. The difference between them is in the second derivatives of the energy with
respect to nuclear displacements. In minima, all the eigenvalues of the second deriva-
tive matrix are positive. In a first order saddle point, there is one negative eigenvalue.
In a second order saddle point, there are two negative eigenvalues, etc. We find that
either in Gaussview or the output file there are negative eigenvalues in both the first
and second excited states of interest. Here we show a similar frequency table as in
Sec. 4.3, but this is for the first excited state using the time-dependent frequency
calculation with the ground-state geometry as already described.
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Table 4.10: ZnPc TD Frequencies for the First Excited State Using M11 and 6-
31g(d).
Mode Frequency (cm−1) Infrared ()
1 −20.31 2.7574
2 13.81 0.0002
3 52.27 0.0010
4 54.17 0.0029
5 54.62 14.5084
6 61.93 0.0000
7 100.55 0.2400
The imaginary frequencies are proportional to the square root of the eigenvalues
of the second derivative matrix, and tell us which kind of stationary point we have.
The result for root 1 has one negative eigenvalue and the result for root 10 has 5
negative eigenvalues. In root 1, we can look at displacement along the first negative
mode, but in root 10 we have to choose one out of the five. Two factors go into this
decision. First is the negative vibrational mode that has the largest amplitude and
the second is the symmetry of the system under consideration. The latter requires
the ability to understand the D4h hierarchy and all the possible symmetries that are
contained in D4h. This is important not only for choosing a mode to displace, but
also to understand what symmetry the mode ends up at once it has been displaced.
This leads us to symmetry breaking.
It is not known if the optimized excited state is a saddle or the true minimum until
the TD frequency shows a negative eigenvalue result. It is at this time that the process
moves to trying to break the symmetry along the corresponding eigenvector mode and
find a lower energy state. Symmetry breaking is a requirement for finding the true
minimum of the PES of a molecule such as ZnPc. There will be further discussion
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about symmetry and symmetry breaking, so in order to see all the possibilities that
we can break to, there is a chart in Appendix A that can be referred to in this chapter
as well as the upcoming two chapters.
4.7 Symmetry Breaking
The imaginary frequencies that show up after the TD frequency run explained in
Sec. 4.6 give us an idea about which mode to pick to break symmetry. For excited
state 1, we pick the only imaginary frequency that appears. In the second excited state
(root 10), we choose the mode with the most negative eigenvalue (mode 1). By looking
at all the negative eigenvalues we can see if there are drastically different symmetries.
This is done to see if there exists a mode with a combination of symmetries in our D4h
tree of point groups shown in Appendix A. Once we make the displacement within
the same Gaussview window we can pick how much to displace the mode, but after
trial and error, the range 0.14 A˚ to 0.26 A˚ appears to yield positive frequencies. We
then look at the symmetry group that the displacement moves the molecule to. This
is done by enabling the point group symmetry as described in Sec. 4.3 as a “test”
for the molecule. It is wise to break the symmetry while identifying the possible
symmetry subgroups we could use for convergence. This becomes important because
if any symmetry can still be used, even if it is a lower point group, it can cut the time
of the calculation in half (for example).
For the first excited state we end up breaking the symmetry to a C4v symmetry.
Then a time dependent energy job is run to obtain the symmetry state assignments.
This is not the same as point group symmetry, but the symmetry states are found
using the character tables of a particular point group. For instance, the point group
symmetry of ZnPc at the ground state of D4h tells us that the assignment is 1A1g,
and we use group theory and the character tables of the point group to confirm any
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symmetry states that the Gaussian program gives us, so for the first excited state
it gives us 1B2, and we confirm that this is correct. We look up the symmetry on
the appropriate character table to find that the D4h symmetry would give B states
in the excited state from the ground state of 1A1g. In fact since we started with a
degenerate state we should find a doublet representation of 1B2 and 1B1, which we
see in Table 4.11. This becomes increasingly important when the symmetry is broken
even further and in some cases Gaussian does not automatically give us a symmetry
state. The most important check we have to make after running the TD energy for
the symmetry-broken state is to make sure the new energy is lower for the state of
interest. The original TD energy was 2.01 eV and now we have 1.99 eV, so it is lower.
Remember we are trying to get the lowest energy on that PES. We now start the TD
optimization over again, and then the TD frequency all over again.
Figure 4.6: ZnPc Geometry with C4v Symmetry on the Left, and the Convergence
of the TD Optimization on the Right.
Here in Fig. 4.6 we see the C4v symmetry on the left and now there is confirmation
that the Zinc center does stick out of the plane for the first excited state, as long
as the TD frequency converges without any imaginary frequencies. On the left of
Fig. 4.6 we see that the energy has a smooth decrease in energy as it converges in the
optimization. This time the geometry does converge in the TD frequency run without
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any imaginary frequencies. We go through these same steps for the second excited
state or state 10 in our original TD energy run. In most cases like this we can break
the symmetry and it will converge using that symmetry. We can force this to happen
by enabling the point group symmetry. In the case of ZnPc, we do not want to force
the symmetry so it ends up converging to C2v. This result does make physical sense
because according to the character tables for the original D4h symmetry there is a
doublet representation, but we broke the symmetry to C4v, which does not have a
doublet representation. The result of C2v does have a doublet representation, and we
will see that our degenerate state splits. The result of a C4v symmetry was found for
the Q-band excited state, which was predicted by Scheidt and Dow based on the Zn-N
bond distances, where the Zn center could stick out of the plane [39]. This conclusion
was reported by two additional groups in the 1990’s based on the idea that this
could be observed in a deoxygenated state, in addition to possible Jahn-Teller (JT)
splitting [84, 85]. Even though the JT effect is usually described as a slowly varying
process, i.e., a non-adiabatic process, we use an adiabatic approximation. Our results
find that despite this limitation, we still find a splitting of the degeneracy.
The second excited state is a bit more complicated and requires several attempts to
break the symmetry for convergence without a negative eignevalue result. In addition
the root ends up moving from excited state 10 → 8 → 4 → 3, with quite a bit of
mode mixing between roots 3 and 4. The result is that the degenerate excited state
splits into the third and fourth excited states. These excited states end up quite far
apart in energy from each other as can be seen in Table 4.11 for the B band. In the
initial benchmarking the energy was predicted at nearly 1 eV higher (Table 4.7 than
the end result after the TD optimization of the second degenerate excited state of
ZnPc, and the result was found with a C2 symmetry for the lowest energy.
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4.8 ZnPc Excited-State Results
The optimization results are very successful: the lowest excited energy state for
the Q-band 0–0, pi∗-pi∗ transition converges to 1.88 eV (659 nm). This is consistent
with gas phase experimental results (1.88 eV) which would be closest to our results
in vacuum. The result shows a split in the degenerate state in the first excited state
while converging on the excited state solution. Further proof lies in the fact that
there is still a doublet representation of the state assignment with the two B states
in the Q band, as can be seen in Table 4.11 [86].
Table 4.11: Calculated Excitation Energies Using M11 and 6-31g(d) Basis Set Com-
pared to Experiment. Symmetry of Molecule is Given for Ground State and Broken
Symmetry (if Required) for Excited States, Broken Symmetry→ Converged Symme-
try is also Given.
State TDDFT Energy f Assignment Sym. Expt.
ZnPc
1A1g Ground state D4h
1B2 1.88 eV (659 nm) 0.5318 Q (pi-pi∗) C4v→C2v 1.88 eV1
1.89 eV2
1.86 eV3
1B1 2.10 eV (590 nm) 0.4449 Q (pi-pi∗) C4v→C2v 2.07 eV1
2.07 eV3
1A 3.29 eV (377 nm) 0.0960 B (pi-pi∗) C2→C2 3.80 eV1
3.71 eV2
3.63 eV3
2A 3.82 eV (324 nm) 0.0922 B (pi-pi∗) C2→C2 3.74 eV2
1Gas phase [35]. 2Ar matrix [40]. 3Present work in THF solution.
The B band appears to have limited agreement with experiment at first, but one
has to consider that the B band is a broad range. There is the possibility that the
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two excited states found in the B band may not have been degenerate, and the two
energies do fall under the broad absorption band of the B band. In fact, these two
states come very close to the energies that Nyokong et al. found in the B band of ZnPc
in cyanide at 3.21 eV (386 nm) and 3.75 eV (331 nm) [41]. The present calculation
finds two states at 3.29 eV (377 nm) and 3.82 eV (324 nm) [86]. Once the symmetry
is broken to C2, both of these energies are found as A states in Table 4.11, but one
would expect a B state as a representation of the original doublet state. This may be
further proof that they are not degenerate in their excited states.
4.9 ZnPc TDDFT and FC Results
Now that we have converged on the lowest excited state in the Q band and the
lowest excited state in the B band, we can run the Franck-Condon analysis using
the ground-state optimization and frequencies, with each excited state optimization
and frequency of interest. The results provide a spectrum of peaks that are fitted
with a Gaussian broadening at a value of 135 cm−1 HWHM. The important states
for this spectrum will be the lowest state of each band. Otherwise, additional states
in a narrow band will blue shift in the FC analysis: the lowest state of each band
will envelop the whole band. If we were predicting an absorption band that was
more continuous over the UV-vis range then we would use each excited state with a
sufficient oscillator strength. The results from the analysis can be seen here in the
FC results [86].
The FC and TDDFT results can be seen in Fig. 4.7. The experimental data are
taken in THF solution, so there is a slight blue shift in our results calculated in vacuum
compared to the experimental value [86]. The Franck–Condon analysis produced a
very accurate spectrum in the Q band: the 0-0, 0-1, 0-2 transitions are visible in the
Q band as well as vibrational satellite transitions. These transitions on the blue end
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Figure 4.7: ZnPc Franck–Condon Results for the Q Band with TDDFT “Stick
Absorption” Results.
of the Q band could be a result of electronically forbidden but vibronically coupled
transitions. In this case they would be n-pi∗ transitions. The existence of these
transitions has long been disputed. The FC analysis does not produce much of a
spectral analysis in the B-band. This was partially because the FC analysis was only
able to progress to 70% of the overlap integrals.
There are four possible reasons for an outcome of no spectra or unreliable spectra.
The first could have to do with the M11 functional used which creates a large energy
shift from the ground state to the excited state in the B band. The second could have
to do with a numerical limitation of using a Cartesian coordinate system instead of an
internal coordinate system, which creates larger shifts in the PES. The third is that
there could exist a double well or in the case of the B band possible multiple wells. In
this case, there is an energy range in which the spectra can be reliable. The spectra
can be reliable up to an error between the barrier (where the symmetry breaking
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starts) and the minimum (where there is convergence of positive frequencies). In the
case of the Q band this energy has a difference of 0.00046 eV, which translates to
0.17 nm, so this can be considered reliable. For the B band, the energy difference
between the barrier and the converged minimum is 1.11 eV, which translates to about
95 nm. If we look at the graph for the B band in Fig. 4.7, the difference in the FC
progression and the TDDFT energy at 377 nm, is roughly 77 nm. This is a reasonable
explanation. The last reason, which was not found to be true in ZnPc, is that no
spectrum is produced because the geometries of the ground and excited states are
remarkably similar.
4.10 Summary
For ZnPc there are two primary degenerate states in the spectrum. The lowest
TD energy state (or first excited state) is optimized at 1.884 eV energy in vacuum,
but the TD frequency converges with imaginary frequencies. The symmetry is bro-
ken to C4v along the highest imaginary frequency mode, the TD optimization gives
a 1.8816 eV result, and the TD frequency converges without any imaginary frequen-
cies. This result of 1.88 eV is exactly the same as the gas phase, as can be seen
in Table 4.11. This is the first time that theoretical computational work has come
so close to the experimental first excited state for ZnPc. This results in the true
minimum on the potential energy surface (PES) for the Q band, and produces a suc-
cessful Franck–Condon analysis, as can be seen in the Q band of Fig. 4.7. In the first
degenerate excited state ends up splitting as the TD optimization converges. The
second excited state of the Q band only slightly splits, now with a different energy
and oscillator strength, when it was previously the same as the first. In the first and
second excited states find a doublet representation of 1B2 and 1B1, respectively, as
expected originating from a degeneracy in D4h symmetry. The spectrum appears to
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have the 0-0, 1-0 and 2-0 transitions as well as vibrational satellite transitions that
could be an indication of a n-pi∗ transition. However, only the minima of the excited
TD states are reported in Table 4.11, not the possible transitions that came out when
calculating the Franck–Condon spectrum shown in Fig. 4.7. The second degenerate
excited state happens in the B band and has a TD energy of 3.723 eV initially, but
the TD frequency does not converge without imaginary frequencies. The symmetry
is broken along the first imaginary frequency mode to a C2 symmetry after several
attempts at higher symmetry groups such as D2h and C2h. This state converges with
no imaginary frequencies at 3.29 eV. The Franck–Condon analysis only progresses to
70% in the B band. The results from the Q band are extremely fruitful, but the B
band only produces a small fraction of a spectrum in comparison. The second excited
state would have ended up at 3.82 eV, but this is a bit harder to account for since the
FC analysis cannot resolve the spectrum and the separated energy is so large. If there
is a double well or multiple wells, the difference between the barrier and the minimum
is possibly responsible for the unreliable spectrum in the B band. Even though there
is a small amount of overlap in the B-band, the rest of the results in Fig. 4.7 and
Table 4.11 are encouraging enough to move forward on the rest of the azaporphyrin
molecules, where there are minimal experimental data for comparison. While the
methodology is rigorous, the outcome can be checked to be physically possible. The
B-band cannot be confirmed to be reliable, so we instead focus on calculating the
TDDFT energies in this region.
There is only one other published work on Franck-Condon spectra for the Q-band
in ZnPc by Guo et al. [26]. This publication reports intensity in arbitrary units, while
the spectrum produced in this current research is directly compared to experiment
and is in absolute units of molar absorption. This group also reports their TDDFT
excited state calculation to be 2.05 eV, which is much higher than the present results.
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It is also a higher value than previously published work for TDDFT including the very
first published TDDFT work for ZnPc [25, 54]. There has been no Franck–Condon
analysis for this molecule published in units of energy. The only reported analysis is
in frequency wave numbers that start at an arbitrary 0-0 transition. In addition, there
are no publications on breaking the symmetry of this molecule in the excited state
after it had been speculated by several experimentalists as discussed in this chapter.
Lastly, this result in the Q band has been presented with experimental MCD spectra:
it just has not been reported in a theoretical framework. There are some limitations
to the calculation as far as an adiabatic transition and resolution using a harmonic
approximation for a potential energy surface that could have a double well or multiple
small wells, but there is obviously a good approximation in spite of any limitations.
Ultimately the proof lies in the results where the spectral energy and shape is reported
as the closest to experiment for the first time.
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Chapter 5
PLANAR PORPHYRIN ANALOGS
5.1 Molecular Orbital Results
In this section we show all the molecular orbital (MO) energy levels as calculated
using B3LYP and all the relevant molecular orbitals that contribute to the Q-band
major and minor transitions, i.e., the HOMO→ LUMO and the HOMO –1→ LUMO
respectively. ZnPc is the exception to the rest of the porphyrin analog molecules
investigated, because the HOMO –5 level is responsible for the minor transition (where
the four orbital model is found). The reason we are using B3LYP for these MO levels
is that the benchmarking shows B3LYP has better agreement for the HOMO LUMO
gap shown in Fig. 4.2, than does the M11 method. As stated in Chapter 4, the
HOMO LUMO gap uses the ground-state orbitals as a rough approximation of the
1st excited state.
We see the MO levels in Fig. 5.1. These orbitals and orbital energy levels serve
merely as a guide for how to move forward with molecules of interest. Here we see
that the HOMO LUMO gap decreases with number of nitrogens in the macrocycle
between no nitrogens in ZnTBP to all nitrogens in ZnPc. The ZnPc shift that is
lower than the rest of the molecules can be attributed (in part) to the contribution
of the HOMO –5 level of a2u. We can compare the HOMO LUMO gap energies in
Fig. 5.1 to each other, but we must not be too critical of these energies as directly
compared to experiment, as there is not a one to one comparison. In experiment
there is a transition energy responsible for promoting an exciton from the HOMO to
the LUMO. The computation of a HOMO LUMO gap is a crude estimate compared
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Figure 5.1: Molecular Orbital Energy Levels for ZnTBP, ZnTBMAP, ZnTBtrans-
DAP, ZnTBcisDAP, ZnTBTrAP as Compared to ZnPc.
with experiment. In reality the charge transfer contributing to the Q or B band is a
combination of charge transfers from multiple HOMO to LUMO levels.
We predict that the charge distribution of these orbitals will be close to the MO
levels in Fig. 5.1. The levels for ZnPc and ZnTBP are labeled with general assign-
ments: eg, a1u, and a2u according to the Gouterman’s four orbital model [38]. The
rest of these molecules do not have further assignments due to the degrees of different
symmetry in the molecule. For example, Gouterman describes the trans as “opp”
and cis as “adj” and their assignments are referred to as either symmetric or anti-
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symmetric. Next we look at the orbitals to see that all of these azaporphyrin analogs
do have this four orbital description in the HOMO and HOMO –1 levels.
(a) LUMO +1 (b) LUMO (c) HOMO (d) HOMO –1
Figure 5.2: ZnTBP Molecular Orbitals, Purple is Positive Diffuse Charge and Blue
is Negative Diffuse Charge.
(a) LUMO +1 (b) LUMO (c) HOMO (d) HOMO –1
Figure 5.3: ZnTBMAP Molecular Orbitals, Purple is Positive Diffuse Charge and
Blue is Negative Diffuse Charge.
(a) LUMO +1 (b) LUMO (c) HOMO (d) HOMO –1
Figure 5.4: ZnTBcisDAP Molecular Orbitals, Purple is Positive Diffuse Charge and
Blue is Negative Diffuse Charge.
Starting with Fig. 5.2, there is a clear picture in Fig. 5.2d of the four orbital model,
unlike ZnPc in the previous chapter, where the four orbital model was not found until
94
(a) LUMO +1 (b) LUMO (c) HOMO (d) HOMO –1
Figure 5.5: ZnTBtransDAP Molecular Orbitals, Purple is Positive Diffuse Charge
and Blue is Negative Diffuse Charge.
(a) LUMO +1 (b) LUMO (c) HOMO (d) HOMO –1
Figure 5.6: ZnTBTrAP Molecular Orbitals, Purple is Positive Diffuse Charge and
Blue is Negative Diffuse Charge.
HOMO –5. There are clearly four orbitals in the inner macrocycle for the HOMO
level: they sit among the nitrogen pyrrole, carbon alpha and carbon meso positions.
In the HOMO –1 level the four orbitals sit over the meso position. These orbitals can
be seen in the rest of the azaporphyrin analogs as well. In Fig. 5.6, the four orbitals
are more distorted in ZnTBTrAP, due to the high degree of asymmetry in addition
to the three nitrogens in the meso position, than in the rest of the azaporphyrin
molecules. Nevertheless, the four orbitals are there and do contribute the second
highest amount of charge transfer to the LUMO.
95
5.2 Ground-State Results for Optimization
In the previous section we used B3LYP for the initial calculations of the ground
state molecular orbitals of the non-optimized molecule. In this section we decided to
switch to M11 because of the time-dependent results found in Table 4.5 for bench-
marking. In the ground-state optimization we have to emphasize that these calcula-
tions were done with the M11 method and 6-31g(d), in order to keep the calculations
consistent with the ground and excited states. Using M11 we optimize the geomet-
ric structure, but without the need to break symmetry in the ground state. The
optimization benchmarks are shown in Table 4.6 for ZnPc, and there is little differ-
ence in the bond lengths and bond angles for these geometries shown here at the
ground-state. The benchmark of ZnPc can be considered a reliable comparison to
our porphyrin analogs, since MPc’s have a history of being synthesized with sets of
porphyrin hybrid molecules similar to those we are looking at [87, 88, 27]. Here we
see the ground-state optimized structure for zinc tetrabenzoporphyrin (ZnTBP) in
Fig. 5.7, we can see the D4h symmetry on the left with the planar view on the right.
Figure 5.7: ZnTBP Ground-State Optimization to D4h, the Front View is on the
Left and the Planar View is on the Right.
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Figure 5.8: ZnTBMAP Ground-State Optimization to C2v, the Front View is on
the Left and the Planar View is on the Right.
Figure 5.9: ZnTBcisDAP Ground-State Optimization to C2v, the Front View is on
the Left and the Planar View is on the Right.
In Figs. 5.8–5.11 we see that the rest of the azaporphyrin analog molecules all
stay planar in the ground state with varying degrees of lower symmetry than those
of ZnPc or ZnTBP. The ground-state optimized structure for zinc tetrabenzomono-
azaporphyrin (ZnTBMAP) in Fig. 5.8 shows the C2v symmetry. The ground-state
optimized structure for zinc tetrabenzocisdiazaporphyrin (ZnTBcisDAP) in Fig. 5.9
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Figure 5.10: ZnTBtransDAP Ground-State Optimization to D2h, the Front View
is on the Left and the Planar View is on the Right.
Figure 5.11: ZnTBTrAP Ground-State Optimization to C2v, the Front View is on
the Left and the Planar View is on the Right.
shows the C2v symmetry. The ground-state optimized structure for zinc tetraben-
zotransdiazaporphyrin (ZnTBtransDAP) in Fig. 5.10 shows the D2h symmetry. The
ground-state zinc tetrabenzotriazaporphyrin (ZnTBTrAP) in Fig. 5.11 shows the C2v
symmetry.
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5.3 ZnTBP Excited-State Results Using TDDFT and FC
The results for ZnTBP are more straightforward than those for ZnPc: there are
again two primary excited states in the visible spectrum, both degenerate. This time,
however, the time-dependent optimization and TDDFT frequency calculation does
not require symmetry breaking. This makes physical sense, as there is a larger cen-
tral skeleton “hole” in the middle where the zinc atom fits. The C–C bond length
in the meso position is shorter than the C–N bond and requires less physical space,
lending more space to the “hole” as first described by Scheidt and Dow [39]. The
time-dependent state optimizes at 2.06 eV and does converge in the TD frequency
run in the original D4h symmetry with no imaginary frequencies. This produces a
Franck–Condon absorption peak at 2.06 eV. The second degenerate excited state has
a TD optimization at 3.645 eV. This excited state does not show any evidence of
JT splitting. The TD frequency calculation converges without any negative eigen-
values. The excited state energy for the B-band is approximated much higher than
experiment, as can be seen in Table 5.1. The results of ZnPc and ZnTBP bring us
to further conclude that the B-band will not produce a reliable spectrum using the
M11 functional, so we focus on the Q band FC analysis and include the excited state
energies found from TDDFT.
The results for ZnTBP in Table 5.1 show the excited states for both degenerate
states in the spectrum. The Franck–Condon results can be seen in Fig. 5.12, along
with the TDDFT “stick absorption” results. The results from ZnTBP raise a question
about whether the argument for the third reason for an unreliable spectrum is valid.
Since we did not have to break symmetry for this result, there should be no concern
over a double well to resolve the excited state spectrum. The results are again very
close to experiment in the Q band according to Table 5.1, but the B-band energy has
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Table 5.1: Calculated Excitation Energies Using M11 and 6-31g(d) Basis Set Com-
pared to Experiment. Symmetry of Molecule is Given for Ground State and Broken
Symmetry (if Required) for Excited States, Broken Symmetry→ Converged Symme-
try is also Given.
State TDDFT Energy f Assignment Sym. Expt.
ZnTBP
1A1g Ground state D4h
1Eu 2.06 eV (601 nm) 0.2550 Q (pi-pi∗) D4h 2.06 eV1
2.02 eV2
2Eu 3.56 eV (348 nm) 1.475 B (pi-pi∗) D4h 3.18 eV1
3.06 eV2
1Supersonic He jet expansion; see Ref. [89]. 2Ar matrix. See Ref. [90].
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Figure 5.12: ZnTBP Franck–Condon Results with TDDFT “Stick Absorption” Re-
sults. . .
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been overestimated. In addition the intensity of absorption is extremely overestimated
in the B band. We should not see any of these spectra over 3 in absorption strength
(intensity), and the FC results show this intensity to reach over 7. However, the
results are very close in the Q band. Going forward with the analysis of the results,
we should consider all four possibilities, but it is probably safe to conclude that the
M11 functional could not account for a closer approximation in the B band. In
addition, since the B-band results cannot be entirely trusted, we choose not to show
any FC spectral analysis that may be the result in this end of the spectrum. We can
be confident that the results appear to be working in the Q band.
5.4 ZnTBMAP Excited-State Results Using TDDFT and FC
In zinc tetrabenzomonoazaporphyrin (ZnTBMAP) there are four excited states to
consider. The first and second lie in the Q-band and their TD optimizations converges
at 2.05 eV and 2.13 eV respectively. Neither excited state is degenerate, and they both
converge in the original ground state symmetry of C2v in the TD frequency calculation
without imaginary frequencies. The third excited state falls into the B-band range and
has a TD optimization at 3.65 eV, but the TD frequency converges with imaginary
frequencies. The symmetry is broken along the largest negative eigenvalue mode
to C1 in order to get a TD optimization of 3.59 eV. The TD frequency calculation
converges without imaginary frequencies to produce a Frank–Condon spectrum. The
fourth excited state has a TD energy of 3.77 eV, but the TD frequency calculation
produces imaginary frequencies. The symmetry is broken along the highest negative
eigenvalue mode to C2 and the TD optimization ends up at 3.69 eV. The following TD
frequency calculation converges without imaginary frequencies, and a Franck–Condon
spectrum is produced.
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Table 5.2: Calculated Excitation Energies Using M11 and 6-31g(d) Basis Set Com-
pared to Experiment. Symmetry of Molecule is Given for Ground State and Broken
Symmetry (if Required) for Excited States, Broken Symmetry→ Converged Symme-
try is also Given.
State TDDFT Energy f Assignment Sym. Expt.
ZnTBMAP
1A1 Ground state C2v
1B2 2.05 eV (605 nm) 0.3684 Q (pi-pi∗) C2v –
1A1 2.13 eV (582 nm) 0.2507 Q (pi-pi∗) C2v –
1A 3.59 eV (345 nm) 1.294 B (pi-pi∗) C2 –
1B 3.69 eV (336 nm) 1.017 B (pi-pi∗) C2 –
We see the results for ZnTBMAP in Table 5.2 for the excited states for all four
excitations in the Q and B bands in the spectrum. The FC spectrum along with the
TDDFT results can be seen in Fig 5.13. As described in Sec. 4.9, even though we have
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Figure 5.13: ZnTBMAP Franck–Condon Results with TDDFT “Stick Absorption”
Results.
102
converged on four excited states we only need the lowest excited state energy for the Q
band and the lowest excited state energy for the B band. We do not have experimental
results to compare to the azaporphyrin analogs, but based on the results of ZnPc and
ZnTBP, the Q band gives us no reason to think it is not a reliable prediction. For
one, the TDDFT convergence in the Q band does not require symmetry breaking,
so there is no need to worry about the difference of energy between a barrier and a
minimum in the PES. The B band result however, looks like it could overestimate the
energy, but since we do not have experimental evidence we can only assume that there
could be an overestimation in the excited state energies for the B bands. Since there
is symmetry breaking (due to one imaginary frequency) in the B band we take the
total energy difference as described in Sec. 4.9 for the excited state used to produce
the spectrum. The total energy difference between the barrier and the converged
minimum is 0.0058 eV, which is less than 2 nm of a differential. The argument we
make here is that even though this can produce multiple minima in the PES, the
barrier is still small enough to make a local harmonic approximation. Keep in mind
that we are dealing with meta-stable states. If we had experimental data and there
were a large energy shift, it would be more probable that it would be due to the M11
functional’s approximations for the B band. We are left with no reason to doubt the
FC Q-band results, and therefore focus only on these in Fig. 5.13.
5.5 ZnTBcisDAP Excited-State Results Using TDDFT and FC
In zinc tetrabenzocisdiazaporphyrin (ZnTBcisDAP) there are again four separate
excited states to converge upon in the Q and B bands. This molecule starts at C2v
in the ground state. The first two excited states in the Q band converge with the
ground state geometry of C2v. The next two excited states converge with imaginary
frequencies, which require symmetry breaking. The third excited state (the first
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excited state in the B band), initially converges with one large imaginary frequency
and appears to oscillate in the nitrogen pyrrole position with two along each axis
moving in and out of the plane. The displacement is made by 0.26 A˚ along this first
imaginary mode. The symmetry breaks to C1 and does converge without a negative
eigenvalue. In the fourth excited state there is definitely evidence of mode mixing
between root 4 and root 5. After the symmetry is broken by 0.24 A˚ there appears to be
a successful convergence at 3.84 eV. Unfortunately, after several attempts, the time-
dependent frequency calculation did not converge. While there is some uncertainty
in the prediction, we report the TD optimization convergence in Table 5.3 with a
footnote on the reliability.
Table 5.3: Calculated Excitation Energies Using M11 and 6-31g(d) Basis Set Com-
pared to Experiment. Symmetry of Molecule is Given for Ground State and Broken
Symmetry (if Required) for Excited States, Broken Symmetry→ Converged Symme-
try is also Given.
State TDDFT Energy f Assignment Sym. Expt.
ZnTBcisDAP
1A1 Ground state C2v
1A1 2.03 eV (612 nm) 0.4184 Q (pi-pi∗) C2v –
1B2 2.17 eV (572 nm) 0.2919 Q (pi-pi∗) C2v –
1B 3.52 eV (352 nm) 0.6420 B (pi-pi∗) C1 –
1A 3.84 eV (323 nm)1 0.7056 B (pi-pi∗) C1 –
1Did not fully converge according to the methodology.
We see the TDDFT and FC results for ZnTBcisDAP in Fig. 5.14. The excited
states for all four excitations in the Q and B bands are plotted in the spectrum. The
result in the Q band is reliable in that there is no need to break symmetry. The B band
does not get resolution. There are several possible reasons why in this case: the total
energy difference between the barrier and the minimum at the third excited state is
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Figure 5.14: ZnTBcisDAP Franck–Condon Results with TDDFT “Stick Absorp-
tion” Results.
0.1022 eV. This amounts to a 30 nm difference, but since there is no spectrum at all,
this argument does not really apply. This could be a situation where the geometry of
the ground state is very close to the geometry of the excited state. Even though they
have different point group symmetries this is still a possibility. More than likely, there
is too much of an energy shift once the symmetry is broken in the excited state making
the matrix much too diffuse to compute accurately. However, we can still conclude
that the TDDFT energy for the third excited state is a decent approximation within
the limitations of the M11 functional.
5.6 ZnTBtransDAP Excited-State Results Using TDDFT and FC
In zinc tetrabenzotransdiazaporphyrin (ZnTBtransDAP), there are four separate
excited states, again two in the Q band and two in the B band. The first two excited
states converge using the ground state geometry. The lowest energy excited state at
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1.94 eV is used for the Franck–Condon spectrum for the Q band. The second excited
state of 2.12 eV falls in the range of the first excited state spectrum, so there is no
need for two spectra to be produced by the FC analysis. The B band converges in
the third excited state to an imaginary frequency requiring symmetry breaking to run
the TD frequency calculation again. The displacement is 0.26 A˚ and the symmetry
breaks to C2. The fourth excited state converges with an imaginary frequency as well,
and the displacement along the negative mode is displaced by 0.24 A˚. The root starts
at 5, but ends up at 4 indicating there is some mode mixing. The symmetry is broken
twice, once at a C2v symmetry, but still converges with one imaginary frequency. The
fourth excited state does end up converging after a displacement of 0.24 A˚ along the
imaginary mode, and converges to a C1 symmetry.
Table 5.4: Calculated Excitation Energies Using M11 and 6-31g(d) Basis Set Com-
pared to Experiment. Symmetry of Molecule is Given for Ground State and Broken
Symmetry (if Required) for Excited States, Broken Symmetry→ Converged Symme-
try is also Given.
State TDDFT Energy f Assignment Sym. Expt.
ZnTBtransDAP
1Ag Ground state D2h
1B3u 1.94 eV (640 nm) 0.4742 Q (pi-pi∗) D2h –
1B2u 2.12 eV (584 nm) 0.2722 Q (pi-pi∗) D2h –
1B 3.49 eV (355 nm) 0.8643 B (pi-pi∗) C2 –
1A 3.73 eV (333 nm) 0.6223 B (pi-pi∗) C1 –
We see the TDDFT and FC results for ZnTBtransDAP in Fig. 5.15. The excited
states for all four excitations in the Q and B bands are plotted in the spectrum.
The spectrum does look good in the Q band. We try to resolve both spectra for
the third and fourth excited states in the B band. The third excited state has a
barrier and minimum energy difference of 0.0826 eV, which is nearly 25 nm with FC
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Figure 5.15: ZnTBtransDAP Franck–Condon Results with TDDFT “Stick Absorp-
tion” Results.
overlap progression of 80%. The 4th excited state has an energy difference between
the barrier and the minimum of 0.0925 eV which is about 27 nm with FC overlap
progression of 83%. Both of these excited states produce a FC spectrum, but since
we do not trust these to be reliable only the TDDFT results are shown in Fig. 5.15
for the B band.
5.7 ZnTBTrAP Excited-State Results Using TDDFT and FC
The results for zinc tetrabenzotriazaporphyrin (ZnTBTrAP) are shown in Ta-
ble 5.5 for the excited states. There are four excitations again, two in the Q band and
two in the B band. The first excited state converges with one imaginary frequency.
The imaginary mode is displaced and the symmetry breaks to a C1 symmetry. The
first excited state converges to 1.94 eV. The second excited state converges with the
ground state geometry with C2v symmetry. The second excited state is at 2.07 eV
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(598 nm). These both produce FC spectra, but the second FC spectra is shifted
90 nm away from the its TDDFT energy, which is a non-physical solution. This is
why we stick to the methodology of using only the first excitation energy of each
band edge to produce the FC analysis, so in this case that edge is the 0-0 transition
at 1.94 eV. We do need to consider the possible window of error between the barrier
and the minimum on the PES. The total energy difference in the first excited state
between the first imaginary frequency and the positive frequency result after symme-
try breaking comes to 0.0041 eV which amounts to about 1.27 nm. Again, even if
there are multiple minima in the PES, the energy difference of the barrier is so small
that we can still use a harmonic approximation here.
Table 5.5: Calculated Excitation Energies Using M11 and 6-31g(d) Basis Set Com-
pared to Experiment. Symmetry of Molecule is Given for Ground State and Broken
Symmetry (if Required) for Excited States, Broken Symmetry→ Converged Symme-
try is also Given.
State TDDFT Energy f Assignment Sym. Expt.
ZnTBTrAP
1A1 Ground state C2v
1A 1.94 eV (640 nm) 0.4944 Q (pi-pi∗) C1 –
1B2 2.07 eV (598 nm) 0.4663 Q (pi-pi∗) C2v –
2A 3.43 eV (361 nm) 0.3024 B (pi-pi∗) C1 –
3A 3.86 eV (321 nm) 0.2939 B (pi-pi∗) C1 –
We see the TDDFT and FC results for ZnTBTrAP in Fig. 5.16. The excited states
for all four excitations in the Q and B bands are plotted in the spectrum. There is
a successful FC spectrum produced in the Q band, but neither the third nor fourth
excited state has any resolution. The third excited state converges with mode mixing
between root 4 and root 3. The outcome is finally a displacement of 0.28 A˚ with a
symmetry of C1 for convergence. The energy difference between the barrier and the
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Figure 5.16: ZnTBTrAP Franck–Condon Results with TDDFT “Stick Absorption”
Results.
minimum is 0.241 eV, about 67 nm. The fourth excited state includes mode mixing:
the excited state starts at state 6, and moves to state 4. There is a difference between
the barrier and minimum of 0.321 eV, which translates to about 86 nm. Both B bands
have a large energy shift upon convergence. They also have large energy differences
after symmetry breaking, which could account for there being no spectral FC results.
Since we do converge in the B-band with no negative frequencies, we show the TD
optimization results in Fig. 5.16.
5.8 Summary
We conclude that among the azaporphyrin analogs investigated, there are two
molecules of significant interest to investigate further with phenyl additions in place
of the C-H bond. From Fig. 5.1, there are clearly two molecules that come close
to the HOMO LUMO gap of ZnPc. These two molecules are the ZnTBtransDAP
109
and the ZnTBTrAP, which have a gap of 2.19 eV and 2.20 eV respectively, and
compare well to ZnPc’s 2.19 eV predicted gap. Since ZnPc is already well known
for its solar absorption and PCE due in part to its true HOMO LUMO gap, it’s
predicted ground state gap of 2.19 eV can be used for screening and comparison. The
idea is to find molecules that would be good candidates for phenyl additions in place
of the missing nitrogen meso position. In this chapter we have addressed several
possible reasons why there is not a Franck–Condon spectrum that was produced in
the B band. One possible concern is the issue of a double well in the PES once the
symmetry is broken. The concern here is whether the harmonic approximation even
with anharmonic corrections is good enough to resolve the spectra. At the same time
there is evidence this may not be a concern, and the spectra can be considered reliable
in at least the Q band. This evidence comes from the fact that there is no symmetry
breaking in ZnTBP, the Q band came extremely close to experiment, but the B band
is still overestimated in energy. This points to the functional itself rather than the
methodology. Often a functional will have an overall shift in the results, but due to
the nature of the range separation in M11, this could produce an excellent agreement
with experiment in the Q band while shifting the excited states in the higher energy
region. This shift appears to happen in an energy range that is not constant, meaning
we cannot say there is any consistent shift in energy in this region compared to the
experimental data we have from ZnPc or ZnTBP.
There is an emerging trend with the change in structure between these zinc-
centered porphyrin analogs. There is an increase of the Q-band 0-0 transition energy
and a decrease in the HOMO LUMO gap due to increasing nitrogen’s in the meso
position and symmetry of the molecule. There is also an increase in the intensity
in the Q band absorption from ZnTBP (no meso nitrogens) to ZnPc (four meso
nitrogens). At the same time as the TDDFT Q-band intensities are increasing, the
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TDDFT B-band intensities get smaller again with increasing nitrogens in the inner
macro-cycle. Since the ZnTBtrans DAP molecule with two symmetric nitrogens in
the meso position has a higher intensity in the Q-band than the ZnTBTrAP molecule
which has 3 nitrogens in the meso position, we can also conclude that this symmetry
helps increase the absorption and efficiency of these molecules.
The two molecules that are of interest to study further, ZnTBtransDAP and
ZnTBTrAP, have another encouraging prediction that concerns the TDDFT Q-band
edge where they both converge. The lowest excited state for each of these molecules
occur at 640 nm, not quite as red shifted as ZnPc which occurs at 659 nm, but these
results are still red shifted from the rest of this class of azaporphyrin analogs. In the
next chapter we will investigate all the phenylated azaporphyrins in the ground state.
There is one question about the phenyl additions that an optimization of the ground
state will answer. The ideal combination that we want to look for is a decrease in
the HOMO LUMO gap as well as a ground state where the phenyl addition is at
its lowest energy state when orthogonal to the macrocyclic structure. This insures
minimal pi–pi∗ conjugation that might interfere with the ability of the orbitals to have
the best charge transfer. The ground state optimization will give us information on
this issue. In Chapter 6 we will look at all of the ground states, and draw conclusions
from this chapter along with Chapter 4 about what molecules might be candidates
to calculate the TDDFT frequencies, whose calculations will be very long because of
the addition of another 10 or more atoms. In addition we will have little symmetry
to use to our advantage, if any at all, so the calculations will have to be run with no
symmetry.
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Chapter 6
NON-PLANAR PHENYLATED PORPHYRIN ANALOGS
6.1 Molecular Orbitals Results
In this section and the rest of the chapter we investigate the same structures of
the five porphyrin analogs, but with phenyl rings in place of the C-H meso positions.
The order of the results will be similar. Keep in mind we know that it is not possible
to run the TDDFT frequency for all of the phenylated molecules: because of the
increased number of atoms there would be trouble converging in addition to quickly
becoming very expensive. The goal is to glean structures from the last chapter and
the molecular orbitals of this chapter to see what molecules might be worth the cost
of computational time. We show all the molecular orbital (MO) energy levels as
calculated using B3LYP and all the relevant molecular orbitals that contribute to the
Q-band major and minor transitions, i.e., the HOMO → LUMO and the HOMO –1
→ LUMO respectively. As stated in the last two chapters, ZnPc is the exception
to the rest of the porphyrin analog molecules investigated, because the HOMO –5
level is responsible for the minor transition (where the four orbital model is found).
The reason we are using B3LYP for these MO levels is that the benchmarking shows
the HOMO LUMO gap calculated with B3LYP has best agreement with a range of
the experimental 1st excited state and the edge-to-edge HOMO LUMO gap shown
in Fig. 4.2, especially when compared with the M11 method. We keep in mind that
the ground state is traditionally looked at for band assignments in all the bands —Q,
B, N, L, etc.— instead of excited state self-consistent models for the several excited
states within all the bands.
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Figure 6.1: Molecular Orbital Energy Levels for ZnTPTBP, ZnTrPTBMAP,
ZnDPTBtransDAP, ZnDPTBcisDAP, ZnMPTBTrAP as Compared to ZnPc.
If we first look at Fig. 6.1 the results provide some interesting results for the MO
levels and the HOMO LUMO gap. We find that the HOMO LUMO gaps in Fig. 5.1
are larger than those found here in Fig. 6.1 by approximately 0.02 eV to 0.08 eV. This
result is relevant for solar cells and any organic electronics application since we are
generally looking for a small HOMO LUMO gap and for the LUMO level to decrease in
order to help in the charge transport from donor to acceptor. The two molecules that
become immediately interesting are ZnDPTBtransDAP and ZnMPTBTrAP, which
have the a slightly smaller gap than ZnPc. By looking at the absorption results of
Chapter 5, we know the non-phenylated versions of these molecules have more red
shifted Q-band peaks than the rest of the porphyrin analogs. This provides another
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piece of information that suggests these two molecules as possible candidates for
further investigation. Next we want to take a look at the MO’s to make sure we find
the four orbital model as described in the last two chapters. In addition we can see
if the isosurface charge distribution is distorted by the phenyl rings.
(a) LUMO +1 (b) LUMO (c) HOMO (d) HOMO –1
Figure 6.2: ZnTPTBP Molecular Orbitals, Purple is Positive Diffuse Charge and
Green is Negative Diffuse Charge.
(a) LUMO +1 (b) LUMO (c) HOMO (d) HOMO –1
Figure 6.3: ZnTrPTBMAP Molecular Orbitals, Purple is Positive Diffuse Charge
and Green is Negative Diffuse Charge.
(a) LUMO +1 (b) LUMO (c) HOMO (d) HOMO –1
Figure 6.4: ZnDPTBcisDAP Molecular Orbitals, Purple is Positive Diffuse Charge
and Green is Negative Diffuse Charge.
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(a) LUMO +1 (b) LUMO (c) HOMO (d) HOMO –1
Figure 6.5: ZnDPTBtransDAP Molecular Orbitals, Purple is Positive Diffuse
Charge and Green is Negative Diffuse Charge.
(a) LUMO +1 (b) LUMO (c) HOMO (d) HOMO –1
Figure 6.6: ZnMPTBTrAP Molecular Orbitals, Purple is Positive Diffuse Charge
and Green is Negative Diffuse Charge.
Looking at Figs. 6.2, we see all the HOMO and HOMO –1 orbitals have the
four orbital model as described by Gouterman. Among those orbitals that promote
excitation and charge transport, the HOMO –1 orbital contributes the second largest
amount of charge. The same is true for Figs. 6.3–6.6. By comparing ZnTPTBP,
ZnTrPTBMAP, and ZnDPTBcisDAP we observe that as the number of phenyl rings
increases so does the amount of pi-pi∗ conjugation. This also brings up the question
whether these phenyl rings stay orthogonal to the inner macrocycle or if the optimized
state produces this conjugation.
6.2 Ground-State Results for Optimization
In the ground state optimization these molecules are optimized with the M11
functional, using the same methodology as Chapters 4 and 5. This is done in case
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there are molecules that end up as candidates for a time-dependent calculation. We
want the same functional and basis set of 6-31g(d) used for the ground and excited
state calculations. When the ZnTPTBP molecule is optimized with the phenyl rings
orthogonal to the macrocycle, the result is several imaginary frequencies in the ground
state, which means the geometry is too rigid and creates a metastable state. The
symmetry is then broken and the result can be seen in Fig. 6.7 where it is obvious
from the side view that there is a saddle shape to the inner macrocycle structure.
Figure 6.7: ZnTPTBP Ground-State Optimization to C1, the Front View is on the
Left and the Non-Planar View is on the Right.
Again, we see in Fig. 6.8 that the optimization of ZnTrPTBMAP creates buckling
and a saddle shape of the molecule from the right side view. The original optimization
has two imaginary frequencies leading to the need for a break in the symmetry. The
new structure is calculated for the ground state and converges to a C1 symmetry.
Interestingly, the molecules in Figs. 6.7 and 6.8 have a near S4 symmetry. There is no
conclusive evidence that this works to our advantage for any particular application,
but is interesting nonetheless.
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Figure 6.8: ZnTrPTBMAP Ground-State Optimization to C1, the Front View is on
the Left and the Non-Planar View is on the Right.
The ZnDPTBcisDAP molecule is a bit different in the optimization from the two
previous described molecules. Using M11, and disabling symmetry, the result is one
imaginary frequency. After displacement along this imaginary mode, the calculation
converges in Fig. 6.9. It is important to find the lowest energy state to make sure the
convergence is correct. As we see in Fig. 6.9 the lowest energy ground state is a more
buckled structure. The optimization is definitely reduced to a C1 subgroup of the Cs
symmetry.
In Figure 6.10 the ZnDPTBtransDAP molecule starts as a D2h and ends up op-
timizing to a C2v symmetry, leaving quite a bit of symmetry intact. The result, as
can be seen on the right side of the figure, is that the inner macrocycle stays essen-
tially planar with the phenyl rings staying orthogonal to the inner plane. We verify
this is true by taking the dihedral angle between 2 carbons in the inner macrocycle
connected to two carbons in the phenyl ring and find a 90◦ angle. This makes an
interesting case for the molecules we are looking at since we can conclude there would
be little pi-pi∗ conjugation to interfere with the results found in the ZnTBtransDAP
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Figure 6.9: ZnDPTBcisDAP Ground-State Optimization to C1,the Front View is
on the Left and the Non-Planar View is on the Right.
molecule. By looking at the molecular orbitals in Fig. 6.5, we see this looks to be the
case as well. In addition if we return to Fig. 6.1 we see that this molecule has the
Figure 6.10: ZnDPTBtransDAP Ground-State Optimization to C2v, the Front View
is on the Left and the Planar with Orthogonal Phenyls View is on the Right.
smallest HOMO LUMO gap. Given the higher degree of symmetry, and the result of
the low energy Q-band of its non-phenylated sister, we conclude that this molecule is
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of interest to run the long calculation for the excited state properties as well as the
FC analysis.
The last molecule to investigate is ZnMPTBTrAP as can be seen in Fig. 6.11.
This molecule starts with a C2v symmetry and ends with a C2v symmetry. As we see,
the phenyl ring stays exactly orthogonal to the inner macrocycle ring. This is checked
by taking the dihedral angle between 2 carbons in the inner macrocycle connected to
two carbons in the phenyl ring and finding a 90◦ angle.
Figure 6.11: ZnMPTBTrAP Ground-State Optimization to C2v, the Front View is
on the Left and the Planar with Orthogonal Phenyl View is on the Right.
We use these ground state results, the HOMO LUMO gaps, and the 0-0 Q-band
transition energies from the last chapter to conclude that the two molecules of most
interest are ZnMPTBTrAP and ZnDPTBtransDAP. In order to investigate the ex-
cited states and especially the FC analysis we decide that the lengthy calculation,
which is due to the TDDFT frequencies, will be worth the cost and time.
The two latter molecules of this section are now calculated with TDDFT: zinc
monophenyltetrabenzotriazaporphyrin (ZnMPTBTrAP) and zinc diphenyltetraben-
zotransdiazaporphyrin (ZnDPTBtransDAP). The spectroscopic results from the syn-
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thesis of ZnMPTBTrAP and ZnDPTBtransDAP are then compared to their theoret-
ical models in the next two sections.
6.3 ZnMPTBTrAP Excited-State Results Using TDDFT and FC
The first molecule we look at for a self consistent TDDFT calculation and opti-
mization is zinc monophenyltetrabenzotriazaporphyrin (ZnMPTBTrAP). The ground
state stays in the C2v, but the time dependent geometry optimization loses most of
the symmetry to a C1 symmetry. The long TDDFT frequency run for the first excited
state in the Q-band ran for 11193 cpu hours, so on 32 processors it took over 14 days.
Table 6.1: Calculated Excitation Energies Using M11 and 6-31g(d) Basis Set. Sym-
metry for Ground State, Broken Symmetry and Converged Symmetry is Given.
State TDDFT Energy f Assign. Symm. Expt.
ZnMPTBTrAP
1A1 Ground state C2v
1A 1.93 eV (642 nm) 0.5115 Q (pi-pi∗) C1 1.85 eV1
2A 2.12 eV (586 nm) 0.3463 Q (pi-pi∗) C1 1.92 eV1
Q 2.04 eV1
3A 3.40 eV (364 nm) 0.4617 B (pi-pi∗) C1 2.81 eV1
4A 3.55 eV (349 nm) 0.6613 B (pi-pi∗) C1 3.25 eV1
1Present work in THF.
The agreement with experiment is good, but not quite as good as what we cal-
culated for ZnPc. The first excited state has a difference of 0.08 eV and the second
excited state has a difference of 0.2 eV (which is considered high for an absorption
spectrum). From Table 6.1 we see that both the B-band optimized TDDFT states
are overestimated compared to experiment. This is again a trend with the M11
functional.
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Figure 6.12: ZnMPTBTrAP Franck–Condon Results with TDDFT “Stick Absorp-
tion” Results.
The FC spectrum that is produced in the Q band can be seen in Fig. 6.12. This
is somewhat inaccurate in the sense that the spectrum has a vibrational transition
between the two peaks, so the FC analysis looks as if it has a poor agreement with the
experimental spectrum. The two tallest peaks in the Q band should be red-shifted
and closer together. The trend in this molecule is somewhat different from that of
the rest of the porphyrin analogs because there are clearly two sharp and somewhat
tall peaks in the Q-band. Having two strong excitations in the Q band could be a
great advantage for absorption. Upon inspection of the graph in Fig. 6.12, we see
that the excitation values for the B band do not look as bad as they do in Table 6.1.
Both values sit just blue shifted from the middle of a very broad band. In addition to
having the sharp peaks in the Q-band, the broad band in the B-band is also helpful
for absorption. We can safely predict that this molecule will probably work very well
for absorption and charge transport.
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6.4 ZnTBtransDAP Excited-State Results Using TDDFT and FC
The second molecule we look at is zinc diphenyltetrabenzotransdiazaporphyrin
(ZnDPTBtransDAP) for a self consistent TDDFT optimization. The length of time
for the TDDFT frequency calculation was 20290 cpu hours, so on 32 processors it
took over 26 days. The addition of one extra phenyl in this case begins to be too
costly for this kind of calculation. This is especially true because the molecule lost
most of its original symmetry in the TD optimization, so there is no symmetry to
take advantage of, which produces a very costly result.
Table 6.2: Calculated Excitation Energies Using M11 and 6-31g(d) Basis Set. Sym-
metry for Ground State, Broken Symmetry and Converged Symmetry is Given.
State TDDFT Energy f Assign. Symm. Expt.
ZnDPTBtransDAP
1Ag Ground state D2h → C2v
1A 1.90 eV (650 nm) 0.5196 Q (pi-pi∗) C1 1.85 eV1
2A 2.12 eV (586 nm) 0.2408 Q (pi-pi∗) C1 1.96 eV1
Q 2.06 eV1
1B 3.35 eV (370 nm) 0.9145 B (pi-pi∗) C1 2.89 eV1
2B 3.56 eV (348 nm) 1.1359 B (pi-pi∗) C1 3.82 eV1
1Present work in THF.
The excited states in this molecule for the Q-band come a bit closer to the exper-
imental value. A 0.05 eV difference between the calculated first excited state and the
experimental value falls into a range considered to be an acceptable error. Generally,
in the first excited state we do not want to fall outside of 0.05 eV if possible. The
second excited state in the Q-band has about a 0.16 eV difference from the experi-
mental value. This is not so bad for the second excited state because it still falls into
the range of the Q band and does not pick up any high peak in this region. The two
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excited states for the B-band in this particular case fall into a broad range between
the experimental values of 2.89 eV and 3.82 eV. The calculated values are blue shifted
from the two major peaks as we can see in the graph in Fig. 6.13.
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Figure 6.13: ZnDPTBtransDAP Franck–Condon Results with TDDFT “Stick Ab-
sorption” Results.
Here in Fig. 6.13, we observe that the Q-band peak is overestimated in the FC
analysis, but there does seem to be a profile in the 0-1 and 0-2 transition area that
is similar. The small peak that appears on the blue end of the Q-band region can
probably be attributed to a vibrationally coupled transition state. In the B-band
region, we see the opposite of what we might have expected. If there had been a
very broad band here then these two excitation energies would have a better fit.
Nonetheless, there are two strong excitation peaks in the B-band as predicted in the
calculations. The peaks are blue shifted and while some of that shift can be due to
the comparison in THF solution, that should only account for a 20 nm–30 nm shift.
Here we see results of at least a 50 nm shift. Taken as a whole these are still in
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excellent agreement with experiment, and this molecule has possibly the strongest
evidence that it would have a high PCE in an organic solar cell donor or other
organic electronic donor application. We surmise from Chapter 2 that this molecule
will reduce the recombination rate due to the added steric bulk, and will have the
lowest HOMO LUMO gap at the ground state among all the screened molecules.
6.5 Results of Phenylated Molecules Compared to Their Non-Phenylated Pairs.
The spectroscopic results from the synthesis of ZnMPTBTrAP and ZnDPTB-
transDAP are now compared to their theoretical models and the models for their
non-phenylated pairs, ZnTBTrAP and ZnTBtransDAP. We look at the results in
Figs. 6.14 and 6.15 for two major reasons. First, we find evidence that makes the
phenylated model more advantageous over the nonphenylated pair for absorption
and charge transport. Second, we see how different the model is with or without the
phenyl addition. One major purpose of this investigation is to determine whether the
C-H bond is a good approximation, saving anywhere between 4,000 and 18,000 hours
of computer time per calculation.
In Fig. 6.14 there is a remarkably similar shape in the computational spectra.
Even though this shape is not exactly like the experimental shape, the two theoretical
models are very similar. An odd result in the comparison is that ZnTBTrAP is shifted
slightly to the right or red shifted from the ZnMPTBTrAP molecule. This is not what
we see in the excitation energies in their Tables 5.5 and 6.1 where the result of the
first excited state of ZnTBTrAP is 1.94 eV and that of ZnMPTBTrAP is 1.93 eV.
In comparison the FC analysis looks as if the Q-band peak in ZnTBTrAP is shifted
nearly 15 nm from ZnMPTBTrAP. According to the table values we would expect
these two peaks to be shifted in opposite directions. Regardless, the theoretical
models show the ZnMPTBTrAP peaks of the Q band and the peaks of the B band
124
300 350 400 450 500 550 600 650 700
0.0
0.5
1.0
1.5
2.0
2.5
3.0
In
te
ns
ity
 (
x1
05
cm
-1
L/
m
ol
)
Wavelength (nm)
 ZnMPTBTrAP Spectra in THF Solution
 ZnTBTrAP Franck-Condon 
 ZnTBTrAP TDDFT Energy
 ZnMPTBTrAP Franck-Condon
 ZnMPTBTrAP TDDFT Energy
Figure 6.14: ZnMPTBTrAP (Blue) ZnTBTrAP (Red Dotted) Franck–Condon Re-
sults with TDDFT “Stick Absorption” Results.
having a smaller optical gap, which is what we also expect to see based on the HOMO
LUMO gap. This gives us a piece of information about the charge transport since all
these gaps are different but related to each other as discussed in the molecular orbital
benchmarking. Keep in mind that the phenyl ring is orthogonal to the rest of the
inner macrocycle, reducing any pi-pi∗ conjugation, but it is safe to say that the C-H
bond is a good approximation for the phenyl ring in this scenario.
In Fig. 6.15 there is a bit more of an alteration between the spectral shapes in
the Q bands. In ZnTBtransDAP there is a slightly better definition in the 0-1 and
0-2 transitions for the Q band than in ZnDPTBtransDAP. There is again a blue
shift in the FC spectrum for the Q band for ZnDPTBtransDAP from ZnTBtrans-
DAP compared to their excitation energies in Tables 5.4 and 6.2. The difference in the
theoretical first excited state for the pair is 0.04 eV, which translates to a 10 nm shift.
But the spectra in Fig. 6.15 are very close together. The optical gap is closer with
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Figure 6.15: ZnDPTBtransDAP (Blue) and ZnTBtransDAP (Red Dotted) Franck–
Condon Results with TDDFT “Stick Absorption” Results.
the phenyl additions, just as for ZnMPTBTrAP. Since this molecule has the smallest
HOMO LUMO gap among all of the molecules investigated, and there appears to
be strong absorption peaks in the Q and B bands as well as a broad tail in the B
band, this makes an excellent candidate for use in organic solar cells and organic
electronics for absorption of light and charge transport. With the addition of two
phenyl rings instead of one, we also predict a smaller recombination rate, although
this theory would have to be tested in an organic photovoltaic device to be sure.
Lastly, the evidence is clear that even though the model does not fit the experimental
data perfectly it is a good approximation. The two theoretical models compared to
each other make a strong case for using just the C-H bonds instead of the additional
phenyl rings. We will discuss how we can make the correction in the summary.
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6.6 Summary
In this chapter we have seen that there is a definite correlation between the pres-
ence of phenyl rings in a molecule and the orthogonality to the inner macrocycle
for the suitability of molecules as candidates for further investigation. We find the
phenyl analogs that have a buckled shape in the ground state to be not suitable as
candidates. We know that the added steric bulk will work for reduction of recombi-
nation in the organic solar cell device, and we see that the phenyl addition plays an
important part in the HOMO LUMO gap as well as the absorption peaks in the Q
band and B band. There was no need for symmetry breaking in the optimization of
the excited states since very little symmetry was used in the calculations, so we did
not have to be concerned about a difference in the barrier and the minimum of the
PES of the excited state. There appears to be good agreement with a local harmonic
approximation for the FC results. We find that both of these molecules make excel-
lent candidates for use in organic solar cell absorption as well as any other organic
electronics that need a good charge transport.
Possibly the most interesting point is the savings on the computational time if
the C-H bond can be used instead of the phenyl addition. Since we already know
experimental evidence exists for the support of the steric bulk, the only thing that
needs to be accounted for in support of the charge transport and the optical gap is
the HOMO LUMO gap. We can easily do this with a ground state calculation and
see that there is a reduction in the HOMO LUMO gap, but as discussed in Chapters
4 and especially 5 what we really need to take into account is the difference in the
HOMO and LUMO after there has been a self-consistent time-dependent optimization
on the molecule. These values will give us a better approximation for the HOMO
LUMO gap and we can apply this difference to the spectrum. In the case where we
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are looking for a 0.05 eV accuracy in the excited state we may have an improved gap
of 0.2 eV which tells us that the addition of the phenyl is possibly going to lower the
LUMO level and improve the charge transport. Doing this calculation is much less
costly than using over 20,000 hours on one excited-state frequency calculation.
As stated in the previous chapter there is definitely a correlation between the num-
ber of nitrogens siting in the azaporhyrin position and the symmetry of the structure.
Both increased symmetry and increased nitrogen atoms in the azaporphyrin position
with the steric bulk of the orthogonal phenyl rings appear to increase the absorption
and charge transport in the theoretical model.
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Chapter 7
CONCLUSION
7.1 Summary
This research has included a theoretical investigation into ZnPc, ZnTBP, and
azaporphyrin analogs for properties of excited states and absorption spectra. These
molecules are candidates for absorption in the UV-vis spectra in organic photovoltaics
and organic electronic devices. These investigations were done with DFT, TDDFT
and Franck–Condon analysis. Ground state HOMO and LUMO orbital levels were
used as a general guide for screening the charge transport in the molecules. The
framework used was in a Cartesian coordinate system to investigate the PES of these
molecules. Symmetry breaking was implemented in some of the excited-state geome-
tries where the ground-state geometry did not represent a physical solution to the
excited state. All the time-dependent calculations were done with a range-separated
meta-hybrid GGA functional M11.
Prior work on this subject includes one publication using Franck–Condon calcula-
tions on ZnPc and ZnTBP, but the results were in arbitrary units and the calculated
TDDFT energies were too high [26]. In addition, similar azaporphyrin molecules have
been investigated by such historic icons of the field as Martin Gouterman. There is a
research group in Japan that has produced these “hybrid” molecules, as they refer to
them, and do extensive MCD spectroscopy, but they have a Cu center [27]. Most of
the molecules I have investigated are hard to synthesize, difficult to characterize, and
even more difficult to make a theoretical prediction for. There was also novel work
done here at Arizona State University by Dr. Jian Li’s group to investigate these
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porphyrin analogs with phenyl replacements to the aza meso position. Minimal work
had been produced to look theoretically at any of these porphyrin analogs to ZnPc.
The methodology was described in great detail in Chapter 3. It was then bench-
marked and applied to ZnPc in Chapter 4 with very good agreement with experiment
for structures and spectra. The next set of molecules investigated in Chapter 5 were
planar porphyrin analogs to ZnPc. All of these molecules turned out to be stable in
the ground state and some were meta-stable in the excited states. Two of these —
ZnTBtransDAP and ZnTBTrAP— were promising because they have HOMO LUMO
gaps similar to those of ZnPc. After completing the TDDFT and FC analysis on the
entire set of molecules, these two molecules stood out as having the most red shifted
Q band among all the molecules studied, and had high intensity peaks of absorption.
Chapter 6 included the investigation of the non-planar porphyrin analogs to ZnPc.
Some of these molecules were found to be meta-stable in the ground state, including
ZnTPTBP, ZnTrPTBMAP, and ZnDPTBcisDAP. These can be seen in Chapter
6 where the ground state geometry had to have the symmetry broken in order for
the calculation to converge without imaginary frequencies. This had already been
seen by enforcing symmetry conditions in the excited state of the planar porphyrin
analogs, but this was unusual to see in the ground state itself. The geometry had a
saddle or buckled shape in the lowest energy position as seen in Sec. 6.2. The HOMO
LUMO gaps were decreased in the two molecules that were stable in the ground state
ZnDPTBtransDAP and ZnMPTBP. This surprising result was in addition to the
speculation that the steric bulk may reduce recombination. When these molecules
were calculated for the entire TDDFT optimization, frequency, and FC analysis, they
showed a slight red-shift in the first excited state in the Q band while simultaneously
becoming slightly blue-shifted compared to their non-phenylated sister molecules in
the UV-vis spectra.
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7.2 Highlights and Discussion
There have been many “firsts” in this research that need to be explicitly pointed
out because these results can be very subtle when merely looking at a theoretically
produced graph. First and foremost these calculated spectra are in absolute units:
nothing has been rescaled or resized to fit into a picture for better or worse. This is
the first time that the Franck–Condon results have been produced in absolute units
for this set of molecules. This is the first time that the symmetry breaking has been
reported to align with experimental suspicions. This is the first time there have been
predictions of Q bands for all these azaporphyrin analogs. This is the first theoretical
investigation of using phenyl additions in the meso position instead of the C-H bond.
Most of the azaporphyrin analogs had very good results and ultimately it may take
years to know if the findings align with experiment, since most of them do not have
experimental data.
Despite the limitations of using Cartesian coordinates or an adiabatic transition
instead of a vertical transition (meaning it is difficult to account for any slowly varying
process) there is still excellent agreement with experiment for the Q band. In both
ZnPc and ZnTBP the TDDFT result for the first excited state in the Q band is
exactly the same as the experimental results for gas phase. Since these calculations
are done in vacuum, gas phase is the closest comparison. This is the closest anyone
has published to the correct 0-0 transition for ZnPc. In spite of experimentalists
reporting the change in symmetry in the excited state several times in the last several
decades, this is the first time that a theoretical prediction proved the original D4h
symmetry to be meta-stable in the excited state. In addition this is the first time the
correct symmetry has been used to optimize the molecule for self consistency using
TDDFT.
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While there is published work that argues for and against using Cartesian coor-
dinates, there is an advantage to using internal coordinates. A good example is the
breaking of symmetry so that the zinc centered atom can come out of the plane. With
internal coordinates this takes much less change in the coordinate system, and the-
oretically gives better Franck–Condon spectral results. Even though this coordinate
system is not available in Gaussian ’09, in which all this work was done, future work
could include writing an internal coordinate program to transfer the output of the
Cartesian coordinates into internal coordinates. Or if Gaussian ends up implementing
an internal coordinate system, these calculations would be an interesting case study
to see how much the results might improve. This would be part of future work.
7.3 Future Work
Future work on this class of molecules includes using the trend found in these
calculations for improving charge transport in organic electronics or absorption in
organic solar cells. With increasing nitrogens in the azaporphyrin (meso) position
and increasing symmetry of the nitrogens in the azaporphyrin (meso) position there
are stronger absorption spectra in the Q bands and smaller HOMO LUMO gaps.
This is pretty obvious from looking at the low intensity on ZnTBP (no nitrogens in
the meso position) in the Q-band, and the intensity appears to increase slowly within
the planar porphyrin analogs to a much higher intensity in ZnPc (four nitrogens in
the meso position). Even though the HOMO LUMO gap is used as a guide to screen
potential molecules, I discuss the importance of understanding that calculations of
HOMO LUMO gaps are only estimates. These numbers are also highly dependent on
the functional and basis set used.
Additional future work could include investigations into the absorption of Naph-
thalocyanine prepared under different acidic conditions. If using a metal center such
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as zinc, the same approach will be taken with symmetry breaking, but since there are
several more atoms this could be an expensive endeavor.
There was obviously some success in the Q-band 0-0 transition using the M11
functional, but the B band was poorly approximated. Future work would include
benchmarking a series of global-hybrid meta-GGA’s, range-separated hybrid GGA’s
and meta-hybrid GGA’s such as ωB97 and LC-BLYP [91]. It is a good idea to keep
up to date on any new functionals that may have promise in TDDFT calculations
such as the new doubly hybrid B2PLYP [92]. The CAM-B3LYP and LC-BLYP
functionals are worth investigating and benchmarking first to see if they hold a balance
of performance in the Q and B bands.
Now that I have summarized this work and given some ideas about directions to
take this research in the future, I would like to end with an analogy. A group of
researchers studied chlorophyll using a range-separated hybrid TDDFT method and
a Franck–Condon analysis over 7 years ago. In particular one of these researchers
argued against the idea of using Cartesian coordinates in calculating Franck–Condon
spectra, yet their research was done in Cartesian coordinates. The research concluded
that they did not find the correct band assignments: their calculations did not match
the known assignments. This changed in a publication in 2013, after digging a bit
deeper with over 20 different combinations of chlorophyll variants and solution envi-
ronments, in addition to new characterization techniques [93]. They found that the
band assignments they calculated were correct in the first place. The research pre-
sented in this dissertation is not proposing that it is the final answer to the Q-band
assignments for these molecules; I am simply providing a set of strong evidence. For
several of these molecules, this is only a theoretical starting point that no one has
investigated further. My hope is that someday there will be further spectroscopy on
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these molecules and more predictions into the vibrational assignments in the bands,
and that these results are used when that research evolves.
It is important to remember that this is a process and as a process it continues.
I have given a very detailed explanation of how to use TDDFT correctly, how to
interpret molecular orbitals with more critical reasoning, and why work using Franck–
Condon theory still has some obstacles. There is proof in this research that this
analysis is a powerful tool when used with the right combination of functionals, basis
sets, and intuition on optimization in excited state environments. One can use these
tools to screen molecules for absorption and charge transport. It takes computational
time, but by applying these tools correctly there is a way to save on this cost without
sacrificing accuracy.
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APPENDIX A
SYMMETRY AND GROUP THEORY OF THE D4H PORPHYRIN SYSTEM
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The full group theory involved in the symmetry of molecules is beyond the scope of
this thesis. The following charts and tables are given as an examples of the symmetry
required for the symmetry breaking in this research. In Fig. A.1 we see the D4h group
and all the possible sub-groups.
DD
4h	  
D4h	  
D2h	   C4v	   C4h	   D4	   D2d	  
C2v	   C2h	   D2	   C4	   S4	  
Cs	   Ci	   C2	  
C1	  
Figure A.1: All Possible Subgroups When Breaking the Symmetry of D4h.
If there was a molecule that resulted in more than one imaginary frequency the
goal was to break symmetry along the mode that might use more than one subgroup.
This reduced the possibility of having to calculate the TDDFT frequency all over
again.
We use irreducible representations of a higher point group converging to a lower
point group. The example we use here will be ZnPc where the symmetry was broken
to a C4v along the imaginary mode from the original ground state D4h. We could have
used a combination of the character tables and product tables as given in Table A.1.
The situation gets more complicated upon the calculation convergence where it con-
verged to C2v. In this case we look at Table A.2 to see that we should have a doublet
representation for what was originally a degenerate state of Eg in Fig. A.2. We can
run a quick energy calculation on the output file to see what the state assignments
are to confirm the deduction. We find that both the first two excited states have B
representations just as deduced in Table A.2.
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This document is provided by the Chemical Portal www.webqc.org
Character table for D4h point group
E 2C4 (z) C2 2C'2 2C''2 i 2S4 σh 2σv 2σd linears,rotations quadratic
A1g 1 1 1 1 1 1 1 1 1 1 x2+y2, z2
A2g 1 1 1 -1 -1 1 1 1 -1 -1 Rz
B1g 1 -1 1 1 -1 1 -1 1 1 -1 x2-y2
B2g 1 -1 1 -1 1 1 -1 1 -1 1 xy
Eg 2 0 -2 0 0 2 0 -2 0 0 (Rx, Ry) (xz, yz)
A1u 1 1 1 1 1 -1 -1 -1 -1 -1
A2u 1 1 1 -1 -1 -1 -1 -1 1 1 z
B1u 1 -1 1 1 -1 -1 1 -1 -1 1
B2u 1 -1 1 -1 1 -1 1 -1 1 -1
Eu 2 0 -2 0 0 -2 0 2 0 0 (x, y)
You may print and redistribute verbatim copies of this document.
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Figure A.2: Character Table for D4h. www.webqc.orgThis document is provided by the Chemical Portal www.webqc.org
Product table for D4h point group
 A1g A2g B1g B2g Eg A1u A2u B1u B2u Eu
A1g A1g A2g B1g B2g Eg A1u A2u B1u B2u Eu
A2g A2g A1g B2g B1g Eg A2u A1u B2u B1u Eu
B1g B1g B2g A1g A2g Eg B1u B2u A1u A2u Eu
B2g B2g B1g A2g A1g Eg B2u B1u A2u A1u Eu
Eg Eg Eg Eg Eg A1g+A2g+B1g+B2g Eu Eu Eu Eu A1u+A2u+B1u+B2u
A1u A1u A2u B1u B2u Eu A1g A2g B1g B2g Eg
A2u A2u A1u B2u B1u Eu A2g A1g B2g B1g Eg
B1u B1u B2u A1u A2u Eu B1g B2g A1g A2g Eg
B2u B2u B1u A2u A1u Eu B2g B1g A2g A1g Eg
Eu Eu Eu Eu Eu A1u+A2u+B1u+B2u Eg Eg Eg Eg A1g+A2g+B1g+B2g
You may print and redistribute verbatim copies of this document.
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Figure A.3: Product Table for D4h. www.webqc.org
Table A.1: Reduction of Irreducible Representations of D4h to Those of its C4v
Subgroup Upon Symmetry Breaking.
D4h rep. C4v rep. D4h rep. C4v rep.
A1g → A1 A1u → A2
A2g → A2 A2u → A1
B1g → B1 B1u → B2
B2g → B2 B2u → B1
Eg → E Eu → E
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Table A.2: Reduction of Irreducible Representations of D4h to Those of its C2v
Subgroup Upon Symmetry Breaking.
D4h rep. C2v rep. D4h rep. C2v rep.
A1g → A1 A1u → A2
A2g → A2 A2u → A1
B1g → A1 B1u → A2
B2g → A2 B2u → A1
Eg → B1 +B2 Eu → B1 +B2
This document is provided by the Chemical Portal www.webqc.org
Character table for C4v point group
E 2C4 (z) C2 2σv 2σd linear,rotations quadratic
A1 1 1 1 1 1 z x2+y2, z2
A2 1 1 1 -1 -1 Rz
B1 1 -1 1 1 -1 x2-y2
B2 1 -1 1 -1 1 xy
E 2 0 -2 0 0 (x, y) (Rx, Ry) (xz, yz)
You may print and redistribute verbatim copies of this document.
Character table for c4v point group http://www.webqc.org/printable-symmetrypointgroup-ct-c4v.html
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This document is provided by the Chemical Portal www.webqc.org
Product table for C4v point group
 A1 A2 B1 B2 E
A1 A1 A2 B1 B2 E
A2 A2 A1 B2 B1 E
B1 B1 B2 A1 A2 E
B2 B2 B1 A2 A1 E
E E E E E A1+A2+B1+B2
You may print and redistribute verbatim copies of this document.
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Figure A.4: Character and Product Table for C4v. www.webqc.org
Table A.3: Reduction of Irreducible Representations of C4v to Those of its C2v
Subgroup Upon Symmetry Breaking.
C4v rep. C2v rep. C4v rep. C2v rep.
A1 → A1 B1 → A1
A2 → A2 B2 → A2
E → B1 +B2
This document is provided by the Chemical Portal www.webqc.org
Character table for C2v point group
E C2 (z) σv(xz) σv(yz) linear,rotations quadratic
A1 1 1 1 1 z x2, y2, z2
A2 1 1 -1 -1 Rz xy
B1 1 -1 1 -1 x, Ry xz
B2 1 -1 -1 1 y, Rx yz
You may print and redistribute verbatim copies of this document.
Character table for c2v point group http://www.webqc.org/printable-symmetrypointgroup-ct-c2v.html
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This document is provided by the Chemical Portal www.webqc.org
Product table for C2v point group
 A1 A2 B1 B2
A1 A1 A2 B1 B2
A2 A2 A1 B2 B1
B1 B1 B2 A1 A2
B2 B2 B1 A2 A1
You may print and redistribute verbatim copies of this document.
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Figure A.5: Character and Product Table for C2v. www.webqc.org
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