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Unterprogramme zur Lösung neutronenphysikalischer Probleme 
mit Hilfe der Monte-Carlo-Methode 
Im Rahmen der Arbeiten zur Aufstellung eines allgemeinen Monte-Carlo-Codes für 
reaktorphysikalische Untersuchungen enthält dieser Bericht in zwei in sich abge- 
schlossenen Teilen die Beschreibungen der verwendeten Hilfsprogramme. 
Teil A: Realisierung von Verteilungen des Neutronentransports für Monte- 
Carlo-Aufgaben 
Teil B: Wirkungsquerschnitte für Monte-Carlo-Aufgaben 
Am Anfang jedes Teiles befindet sich ein Inhaltverzeichnis und eine Zusammenfassung 
des Inhalts und am Ende ein Literaturverzeichnis. 

A. Realisierung von Verteilungen des Neutronentransports für Monte-Carlo-Aufgaben 
Z u s a m m e n f a a s u n g  
Zur Behandlung des Neutronentransports ' 12) m i t  H i l f e  de r  Monte-Carlo- 
Methode 3)4)5)i2) werden St ichproben e i n e r  Reihe von (durch den In t e -  
g ra lke rn  d e f i n i e r t e n )  Verteilungen benöt ig t .  
I n  de r  vorliegenden Arbeit  werden Verfahren zur  Rea l i s ie rung  a l l e r  
für den Neutronentransport  wicht igen Verteilungen O)" ) gegeben. 
Die angegebenen Methoden s i n d  a l l e  i m  Hinblick auf e ine dezimal 
a rbe i tende  Rechenmaschine ausgenählt  . 
Zum besseren  Verständnis werden zunächst e in ige  allgemeine Aussagen 
über  d i e  Rea l i s ie rung  e x p l i z i t  gegebener Verte i lungen gemacht. 
I n h a l t  
1 Sampling explizft gegebener Verteilungen 
1.1 Die Zufallszahlen als Realisierung der Gleiahverteilung 
1.2 Realisierung beliebiger, eindimensionaler Verteilungen 
1.3 Transformationsmethode 
1.4 Re jectionverfahren 
1.5 Realisierung mehrdimensionaler Verteilungen 
2 Realisierung der Verteilungen des Neutronentransports 
2.1 f (r) = 2,O 5 r I1 [~leichverteilun~ zwischen 0 und 1 ) 
2.7 ~(i,k) = Pik, 0 S i  5 n i ,  0 q j n (~weidimensionale, - - 3  
diskrete ~erteilung) 
n 
2.9 fn(x) = L X'( -7 j x  *+I (anisotrope ~treuverteilun~) v=o 
2.10 f(x/y) X g(y) Xe -h -, 0 X - y (inelas tisches ~treus~ektrum) 
-Bx 
2.11 f ( x )  = A e sin h m, 0 01 X < a(~~alts~ektnim) 
1. Samplinp e x p l i z i t  gegebener Verteilungen 
Wir haben zu k lä ren ,  wie Zahlen xv m i t  den Wahrscheinlichkeiten 
f  (xv)dxv z u f ä l l i g  ausgewählt werden, d.h. w i r  suchen e ine  Stichprobe 
X V = 1 ,  . . . , N e i n e r  Verte i lung,  deren Dichte f ( x )  e x p l i z i t  ge- 
V '  
geben i s t .  
1 .I Die Zufal lszahlen a l s  Rea l i s i e rung  der  Gle ichver te i lung  
Um Stichproben b e l i e b i g e r  Verte i lungen zu bekommen, werden m i r  min- 
destens  e ine Ver te i lung  f inden müssen, aus der  w i r  d i r e k t  (n i ch t  durch 
~ m r e c h n u n ~ )  z u f ä l l i g e  Zahlen bekommen können. Wir werden s p ä t e r  ze i -  
gen, daß w i r  m i t  e i n e r  e inzigen solchen Grundverteilung auskommen, 
a l s o  jede be l i eb ige  Stichprobe a l l e i n  durch Umrechnung der  Stichprobe 
d i e s e r  Grundverteilung bekommen können. Als Grundverteilung verwen- 
de t  man d i e  G l e i c h ~ e r t e i l u n ~ ~ ) ~ ) ~ ) ~ ) ~ )  zwischen 0 und 71 
f ( r ) = l , F ( r ) = r  f ü r 0 c ; r o . l  - 
f ( r )  = 0 ,  ~ ( r )  = 0 f ü r  r 0 
f ( r )  = 0, ~ ( r )  - I f ü r  1 .= r 
Die z u f ä l l i g  aus d i e s e r  Gle ichver te i lung  gewählten Zahlen nennen rir 
Zufa l l szah len  Rv. 
P r i n z i p i e l l  i s t  es  möglich, s i c h  Zufa l l ssah len  m i t  Hi l fe  technischer  
Verfahren (z.B.  rad ioakt ive  ~ t r a h l u n ~ )  zu verschaffen,  jedoch schei-  
t e r n  a l l e  d iese  Verfahren an de r  Unzulänglichkeit  der  Technik. 
J.v. Neumann u.a. haben daher i t e r a t i v e  Verfahren 5)6)9)72)  ent- 
wicke l t ,  d i e  s n a l y t i s c h  "hinreichend" z u f ä l l i g e  Zufa l l szah len  l i e -  
f e r n .  M i t  hinreichend z u f ä l l i g  i s t  gemeint, daß s i e  e i n e r  Reihe, dem 
Verwendungszweck angepaßten s t a t i s t i s c h e n  Tes ts  genügen. Diese Tes t s  
müssen zeigen, daß d i e  Zufal lszahlen e r s t ens  n ich t  voneinander un- 
2 2 
abhängig s ind  (ZR asymptotisch normal, = v e r t e i l t  wie (N) i I 
u.a.) und zweitens aus de r  r i c h t i g e n  Ver te i lung  s i n d  (z.B. r i c h t i -  
1  1 
ge Wiedergabe der  Momente, Mit te lwert  - -, 2 .  Moment = - u.a.). 2 3 
I n  Wirkl ichkei t  s ind d ie  auf d iese  ana ly t i sche  \-/eise gebi ldeten Zu- 
f a l l s z a h l e n  t r i v i a l e r w e i s e  n ich t  z u f ä l l i g ,  s i e  heißen daher auch 
Pseudozufallszahlen.  W i r  erwähnen h i e r  nur e i n  i n  der Praxis  bewähr- 
tes verfahren3), das auch wir vernenden. 
19  R i  = 3 .R;-l (mcd 10") 
Dieses Verfahren ist für Rechenmaschinen mit dezimaler Datenverarbei- 
tung brauchbar, liefert etwa 5 *1 o8 Zufallszahlen und ist periodisch. 
Bei der Verwendung der Zufallszahlen werden die beiden letzten Zif- 
fern, die starke Korrelation zeigen, weggelassen. 
1.2 Realisierung beliebiger. eindimensionaler Yerteilun~en~)~) 
1.3 Transformationsmethode 
Sei eine zufällige Variable9)10)11) einer Verteilung, deren Dichte 
f ( x )  und deren Verteilungsfunktion ~ ( x )  ist. 
7 - T(j) sei eine monoton nicht fallende Funktion. 
Gesucht ist die Verteilung von 7, deren Dichte mit g(y) und deren 
Verteilungsfunktion mit ~(y) bezeichnet sei. Da ~(f) = P ~ T ( x )  = y 
dann und nur dann gilt, wennf - q X ist, ist P( L X ) =  ~ ( 1 s ~ ) .  d.h. F(X) = 
~ ( y )  mit y = ~(x). 
Also ist die gewünschte Verteilungsfunktion von rl : 
G(Y) = G(T(x)) = ~ ( x ) ,  G(Y) = ~(T-'(y)j, Y = ~(x), T(X) = @X)} 
Die zugehörige Dichte ist 
Wenn X zufällig mit der Wahrscheinlichkeit f (xi) dxi gewählt wurde, i 
ist also yi = T(xi) zufällig mit der liahrscheinlichkeit g(yi)d.yI 
Hieraus folgt die wichtige Anwendung. 
Es sei möglich, ein X mit der VIahrscheinlichkeit f(xi)dri auszu- i 
wählen. Gegeben sei eine Verteilungsfunktion G(Y) ( zugehörige Dichte 
g(y)), von der wir eine Stichprobe suchen. 
M i t  T( J) = G ( J )  = i s t  yi = G-lk(xi))  m i t  d e r  Wahrscheinlioh- 
k e i t  g(yi) dyi ausgewählt. 
Sind d i e  xi = Ri Zufal lszahlen,  d.h. ~ ( x )  = X zwischen 0 und 1 ,  
s o  i s t  
yi = G - ' ( R ~ ) .  
Das Auswählen von z u f ä l l i g e n  Zahlen aus e i n e r  be l ieb igen  Ver te i lung  
~ ( y )  kann durch das Auflösen d e r  Gleichung 
G ( Y )  = R 
gemacht werden, wenn R e ine  Zufa l l szah l  i s t .  
Ein i n  der  Praxis  zu verwendendes Be i sp i e l  i s t  d i e  Real is ierung de r  
d i sk re t en  Verte i lung:  Gesucht i s t  o m i t  de r  Wahrscheinlichkeit  Pv. 
Man erkennt s o f o r t  das technische Verfahren. 
V-1 
E s  i s t  e ine  Zufa l l szah l  m i t  L P zu vergleichen 
p=o P 
P = T ,  wenn C P T Rx C P . 
p=o  P - p=o P 
Die Grenzen der  Transformationsmethode l i egen  auf der  Hand. 
Das Bilden von G-1 (B)  füh r t  häu f ig  zu sehr  rechenaufwendigen Ver- 
fahren,  so  daß man nach anderen Methoden Ausschau h a l t e n  muß. 
Se i  h ( ~ , ~ )  e ine \~ahrscheinlichkeiksdichte (d .ha auf 1 normiert und 
1 0 ) ,  deren Real is ierungen bekannt s ind ,  d.h. w i r  "könnentt xi, yi - 
aus h(x,  auswählen. a l  ( X )  a2(x)  s e i e n  n i l l k ü r l i c h e  Funktionen. 
Die Wahrscheinlichkeit ,  e i n  X auszuwählen und e i n  yi i m  Bereich i 
a l (x i )  ( yi i a 2 ( x i )  ZU e rha l t en ,  i s t  
Die Wahrscheinlichkeit ,  e i n  xi zwischen -@und + @ b e i  gle ichbleiben-  
de r  Auswahl f ü r  yi zu bekommen, i s t  
ta 
W = /f'(x)dx 
-00 
Wir de f in i e ren  den folgenden Prozess: 
Wähle xi, yi aus h(x,y) 
Prüfe a, (Xi) Yi 5 a 2 ( 4  
Wenn d i e  Ungleichung e r f ü l l t  i s t ,  sagen w i r ,  de r  Prozess habe n i ch t  
versag t .  W i s t  d ie  Wahrscheinlichkeit ,  deß b e i  einem Versuch der  
Prozess n i ch t  ve r sag t ,  während ff (xi) d i e  Wahrscteinl ichkei t  f ü r  
X i s t  und dafür ,  daß der  Prozess n ich t  versag t .  i 
1 - f * ( )  = f(xi)dxi i s t  a l s o  nach dem Mul t ip l ika t ionssa t z  d i e  
W 
Wahrscheinliahkeit  f ü r  xi, unabhängig von d e r  Zahl der  versagenden 
Prozesse (normier te  ~ e r t  eilung-) , W nennt man auch den Wirkungsgrad 
des Prozesses ,  Die h i e r  beschriebene A r t ,  Ver te i lungen zu r e a l i s i e -  
ren,  h e i ß t  Re ject ionverfshren,  da w i r  z u f ä l l i g e  Punkte xi, yi nur 
u n t e r  bestimmten Bedingungen auswählen. 
Technisch l ä u f t  a l s o  der  Reject ionprozess  
Wähle (xi, yi) aus h(x ,y)  
Priifn a, (xi) 5 yi < a2(xi) 
Wenn d i e  Ungleichung n i ch t  e r f i i l l t  i s t ,  beginne von vorn. 
Wenn d i e  Ungleichung e r f ü l l t  i s t ,  i s t  xi aus de r  Verte i lung 
a,(x) 
f ( x )  = L  W f h(x,y)dy. 
a, (4 
Verallgemeinerungen, m i t  dreidimensionalen vorgegebenen Verteilungen 
z . B . ,  s i n d  l e i c h t  erkennbar, wir werden s i e  zum T e i l  s p ä t e r  an Bei- 
s p i e l e n  kennenlernen. 
1.5 R e a l f s i e r u n ~  mehrdimensionaler V e r t e i l u n ~ e n  
W i r  wollen noch kurz d ie  mehrdimensionalen Verteilungen behandeln. 
a) ~ f o y r n g t @ ~ s ~ e t h ~ d ~  
Gesucht i s t  e i n  xi, yi aus ~ ( x , y )  m i t  Hilfe von Zufal lszahlen.  
Aus diesen Gleichungen ist xi und y i zu bestimmen nach der oben 
beschriebenen Transformationsmethode. 
Da xi aus F(X) und y aus ~(y/x) bei vorgegebenen xi gewählt i 
ist, ist xi , yi aus G(yl/xi) *F(X~) = G(xi,yb) nach dem Multipli- 
kationssatz gewählt. 
Man verwendet, ganz analog der Verallgemeinerung der Transforma- 
tionsmethode für ~(x) und G(~/X~) zwei Rejectionprozesse. Auch 
Verallgemeinerungen in der Art, daß gleichzeitig xi und y i aus- 
gewählt sind, kann man sich leicht überlegen. Da sie für uns hier 
aber wenig Interessantes bieten, wollen wir sie nicht weiter be- 
handeln , 
2, Realisierung der Verteilun~en des Neutronentransports 
Die im folgenden definierten Wahrscheinlichkeitsdichten sind in allen 
nicht ausdrücklich vermerkten Intervallen 0 zu setzen. 
2.1 f (r) = 1, 0 5 r 2 1  (~leichverteilung zwischen 0 und 1 ) ' I  
Die Zahlen aus dieser Verteilung nennen wir Zufallszahlen und be- 
zeichnen sie mit Ri. Nach Abschnitt 1.1 ist 
RA = 1 
'9 [moa 1 0 ' ~ )  R i  = 3 .Rim1 
R~ = 10-'O Ril 
319 = 1~62261467 
Das technische Verfahren zur Produktion einer Zufallszahl ist sehr 
einfach. Man multipliziere die 10-stellige Festkommazahl Rial mit 
319. Die untere Hälfte des 20-stslligen Produkts ist die neue Zu- 
fallszahl, wenn das Dezimalkomma vor der 10e Stelle angenommen wird, 
1 1 2.2 f ( v , w )  = - . 2, 0 g $P L 2r, -1 4 W L +1 (isotrope Winkelverteilung 
2 T 
Gesucht s i n d  z u f ä l l i g e  Zahlen 13 1 u = cos Y s i n  9 
V = s i n  s i n  3 
W = c o s 9 ,  
wenn Y und cos Q g l e i c h v e r t e i l t  s ind .  
Da n i c h t  $P', sondern cos vund s i n f l e n ö t i g t  werden, geben w i r  e i n  Verfahren, 
% 
das e s  g e s t a t t e t ,  cos 50 und s i n  v d i r e k t  zu wählen, wenn v g l e i c h v e r t e i l t  ist. 
W i r  betrachten zu fä l l i ge ,  g l e i c h v e r t e i l t e  Punkte (x,y) i m  E inhe i t sk re i s .  
Die Vorzeichen von X und y geben den Quadranten an und 
1 
s i n d  m i t  d e r  _Wahrscheinlichkeit  - plus oder minus. 
2 
Die Punkte (x ,y)  de f in i e ren  einen g l e i c h v e r t e i l t e n  Winkel Y ,  (vgl .  Abb.), 
da d i e  Wahrscheinlichkeit ,  einen Punkt (x ,y )  aus dem Kreissektor  d y z u  
wählen, von unabhängig ist.  Es i s t  
Y =  + i / n  
R2 
s i n  = 2 
-J= 
2 
Zahl d e r  Punkte i m  Kreis  _) X. 1 
2 
= W  
Zahl de r  Punkte 
2 
Der Wirkungsgrad ist: W = f w 0 . 7 9  
m = cos  'l? gewinnen w i r  m i t  de r  Transformationsmethodz 
Zer Auswahl e ines  i s c t ropen  Richtungsvektors (u ,v ,  n) kann a l s o  3.2- 
folgegde Prozess verwendet verden, 
1 . Wähle zwei Buf a l l s z a h l e n  R, und R2.  
2 2. Prüfe, ~b R~ + R~ 5 1  i s t .  T 
2 2a. Wenn R, + > 1 ,  beginne wieder m i t  1. 
2 
2 2 2b, Wenn R + R 2  1, wähle R,. 
1 2 
n = 2 R  - 1  3 
A .  f 5 . t  E i l f e  e i n e r  ZuCal1sr;ahl R Sestimme man 2 i e  'Jorzsich-.n von 
!- 
U v.ndv (z.B. Z i f f e i  vol.iF. > 5 S u  = - 1 ~ 1 1 :  Z!-ff?: "79'1 P 
4 - 4 
< 5 /L' = f l u l "  
Z i f f ez  2 -Ton R Z 5 4 1 1 7  = - I v ( ,  Z i f f e r  2 von RS .i 5 S v  = + ( V ( ) :  
4 - 4 5 .  Tn - * i t t e l  werden zur  Auswahl e ines  Vektors ( u , v , n )  57 + 2 5 4.5 
Zutzl luzehlen benö t ig t ,  
Nach der  Transformationsmethode i s t  
2 ~ ( x )  = X = R1 X = D a  h:'.e7 e i n s  Wurzel zu ziehon i s t ,  gebec 
w i r  e i n  ~ e ~ e c t ! - o n ~ ~ e r f a h ~ e - ? )  Z?O 
Wenn R vn?. R Zufal lszahlen s ind ,  i s t  d i e  Wahrs cheinl ichkc! i tsdichte  
1 2 
f ü r  R 1in.l R 2  C R 1  
1 
I tl 1 / 
T = f (R,) dR1 = -- 3 , h -  f ü r  50 '$ a l l e r  Zufsl lszai l -on g i l t  2- 5 P-,. 2 ' I- 
Wir können den Wirkungsgrad W auf 1 erhöhen, wenn wir bedenken, daß auch 
Die Wahrscheinlichkeitsdichte einer Variablen X, die entweder gleich R1, 
wenn R;! 6 R1 oder gleich R2 ist, wenn R1 & R2 ist. 
Das technische Verfahren für die Verteilung f (X) = 2xJ O L  - X - LI, das 
an die Stelle des Ziehens einer Wurzel tritt, ist also: 
1. Man wähle die größere von 2 Zufallszahlen. 
-X 2.4 f (X) = e , O L  x L  - (E~ponentialverteilun~) 
Die Transformationsmethode erfordert hier das Bilden einer In-Funktion, so 
dal3 wieder ein Rejectionsverfahren3) angegeben werden soll, das einfacher ist. 
Wir betrachten Ketten von Zufallszahlen, für die gilt 
R o z  R,? % 2 .2Ri,22 Ri-l I RiJ i 2 1 
und fragen nach der Wahrscheinlichkeit für Ketten mit bestimmten Ro und i. 
o dRi dRi-l dJ3i-2- .dR 3 dR;? dR 
0 0 0 
i -1 
ist nach den Überlegungen des Abschnittes 1.4 die Wahrscheinlichkeit für ein R 
oJ 
das in einer Kette der Lange i auftritt. 
Die Wahrscheinlichkeitsdichte für ein Ro bei beliebigem, ungeradem i ist 
al -Ro 
f *(R0, i ungerade) = E fW(RoJ 2icl) = e O & R o  f l  
i=1 
1 
eal 1  - e-I i s t  der  Wirkungsgrad, n = J f * ( ~ ~ ,  i ungerade) d~~ = -= 
e 
3 
d.h. d i e  Wahrscheinlichkeit ,  daß e ine  Kette e i n  ungerades i h a t ,  Die 
Wahrscheinlichkeit ,  daß e r s t  d i e  n+l - t e  Kette e i n  ungerades i h a t ,  
n  e-1 e-n i s t  (1-W) W=  Die Wahrsche in l lchke i t sd ich te ,  daß d ie  n+l - t e  
e  
Kette e i n  ungerades i und e i n  bestimmtes Ro h a t ,  i s t  
Die Wahrsche in l ichke i t sd ich te ,  e i n  X - n+R zu bekommen, m b e i  n  d i e  
0 
Zahl der Ketten m i t  geradem i und R d ie  e r s t e  Zufa l l szah l  der  e r s t e n  
0 
Kette m i t  ungeradem i i s t ,  i s t  a l s o  f ( x )  = e-X 0 j x  CW. 
Für e i n  be l i eb iges  Ro i s t  d e r  Erwartungswert von i, d.h. die  m i t t l e r e  
I m  Mi t t e l  e n t h a l t  a l s o  e ine Ket te  e  Zufal lszahlen.  
Zur Rea l i s ie rung  der Exponentialfunktion kann somit der  folgende 
Prozess benutzt  werden: 
1. Wähle zwei Zufal lszahlen Ro und R1, s e t z e  i = l ,  n=O 
2. Prüfe  R i _ l  2 Ri 
2a. Wenn Ri ,?& Ri ,  e r s e t zn  i durch i+l, r ~ ä h l ?  e ine  neue Zufal ls-  
zah l  R und beginne wieder m i t  2 a  
i 
2b. Wenn R < Ri, prüfe ,  ob i ungerade 
i-1 - 
2ba. Wenn i gerade i s t ,  e r s e t z e  c durch n+1 und beginne m i t  1 . 
2bb. Vienn i ungerade i s t ,  i s t  X = n+R die  gewünschte Zahl. 
0 
e 3. Für e i n  X s i nd  i m  Mi t t e l  - *e 4.3 Zufal lszahlen zu berech- e- 1  
nen, 
Wenn y wie g(y)  und z  wie h ( z )  v e r t e i l t  s i nd ,  i s t  
X = y+z wie f ( x )  = g(t)  h(x- t )  d t  v e r t e i l t 9 ) ,  denn d ie  Wahrsohein- - 
l i c h k e i t  f ü r  e i n  bestimmtes X i s t  d ie  Summe a l l e r  \a~ahrscheinl ichkei-  
t en ,  y-t  aus g(y)  und z  = X-t aus h ( z )  zu wählen, so  daß s+y = t + 
+ (X-t) = X i s t .  
-Y - z Setzen wir in unserem ~all)) g(y) = e , a ( Y t h(z) = e , 
-X O S  z <Qo, so wird f(x) = xe für X - y+z, Damit haben wir als tech- 
nisches Verfahren : 
1. Wähle 2 zufällige Zahlen y und z aus der Exponentialverteilung 2.4 
2. X = y + z ist die gewünschte Zahl 
2e2 % 8.6 Zufallszahlen benötigt. 3. Im Mittel werden e-l 
Wählen wir X und y zufällig aus der Exponentialverteilung 2.4, so 
1 
ist die Wahrscheinlichkeitsdichte für ein bestimmtes X und y 1  :(x-1) 
2 
- \ 
gegeben durch 3 1 
f(x) - f*(x)  mit a = 7 **(X) dx =g (~irlcun~sgrsd) ist dann die 
0 i 
Dichte für X unter der Bedingung, da8 y ) 2 (X-1 ) ist. 
Somit gilt der Praaess : 
1. Wähle x und y aus der Exponentialverteilung 2.4 
2 
2. Prüfe (X-I) 5 2y 
2a. Wenn (X-1 )' > 2y, beginne wieder mit 1 
2 
2b. Wenn (X-1 ) 5 2y, ist X die gewünschte Zahl. 
2 
j. Im Mittel sind X 11.3 Zufallszahlen zur Berechnung eines e-1 
Wertes nötig, 
2.7 ~(i,k) = Pik,  O( 5 5  ni, 0 C j 3 n (~weidimensionale, diskrete 
~ e r t  e ilung) 
Nach der Tranßformationsmethode wird k aus 
M i t  diesem k wird i aus 
i-1 f P 
Z ~ ( p / k )  5 R2 ( I: ~ ( p / k ) ,  ~ ( ~ / k )  - berechnet.  
p=O p=o Pk 
k  i s t  a l s o  wie Pk und i n i e  ~ ( i / k )  v e r t e i l t .  i und k  s i n d  dann nach 
dem M u l t i p l i k a t i o n s s a t s  wie pk*?(i /k)  = Pik v e r t e i l t .  
i und k kännen a l s o  wie f o l g t  gewählt werden: 
1. W a l e  zwei Zufa l l szah len  R1 und R 2  
2. Bestimme k aus L Py ( B l  L PV, P V =  L Piy 
f = O  'J-0 i -0  
i - I  i 
3. Bestimme i aus  I: ~ ( ~ / k )  - < R2 5 L ~ ( p / k ) ,  ~ ( p / k )  = k 
~ " 0  Pk 
f ( x )  i s t  d i e  Ver te i lung  e i n e r  Var iablen x = x12 + X 2 + x32, wobei 2  
Xi  9 X 2 >  X3 normal (2.6) v e r t e i l t  s ind .  
X 
2 
Z - - - - 
Wenn X wie# e  v e r t e i l t  i s t ,  i s t  xl v i e  G L- e 2 
1 2 
v e r t e i l t  ( ~ r a n s f o r m a t i o n  x = z ) .  
I/Z 
Y = Xi + X 2  i s t  dann wie das Fa l t ungc in t eg ra l  ( s i e h e  2.5) 
y =2z m i t  z z u f ä l l i g  aus e-' (2.4) i s t  genau s o  v e r t e i l t  wie 
x + X 2 ,  wobei x 2 1 '  X2 normal (2.6) v e r t e i l t  s ind .  I Z 
I - 
Das Fa l t ungc in t eg ra l  von e-*und e e r g i b t  f ( X ) .  2fi V2 
Z 
Damit kann de r  folgende Prozess z u r  Rea l i s ie rung  d e r z  3  -Verte i lung 
benutz t  werden. 
1 .  Wähle y aus der  Exponent ia lver te i lung  2.4 und z aus der  Normal- 
v e r t e i i u n g  2.6 
2. X =?y + z2  b e s i t z t  d i e  gewünschte Ver te i lung  - 
2 
J. Irn M i t t e l  werden zur  Berechnung e ine s  X-Viertes e  -1 ( 2 @  + l ) n  
15.6 Zufa l l szah len  b e n ö t i g t ,  
W i r  geben e i n  Verfahren an, das f ü r  be l ieb ige  Verteilungen brauchbar 13) 
i s t ,  deren absolu te  Maxima nahe b e i  I  l iegen. 
Wenn M - M a x  ( fn(x) )  is t ,  i s t  wegen 
1 
f i ( x )  = dy das folgende Verfahren gegeben : 
1. Wähle X g l e i c h v e r t e i l t  zwischen -1 und +1 ( X  = 2 R, - 1 ,  R, = ZU- 
f  a l l s z a h l )  und eine Zufa l l szahl  y  = R2. 
2. Riife f,(x)> M*y I s t .  
2a. Wenn fn(x) T Mty Ist, beginne wieder m i t  1 .  
2b. Wenn fn (x )  2 Mty i s t ,  i s t  X die gewünschte Zahl. 
I  3. Der Wirkungsgrad i s t  M, d.h. i m  Mi t t e l  s ind  2 M  Zufallszahlen zur 
Berechnung eines %-Wertes nöt ig .  
2.10 f(x/y) = ~ ( y )  XB -hm , 0 X ( y ( ~ n e l a s t i s c h e s  Ctreuspektrum 14)15)\  
'h = / dr,  h = Konstante, y Z 0 gegeben. 
M i t  s = -h f(x/y)  über i n  
n 
Wählt man e i n  a auf ä l l i g  aus der  Vertei lung 2x (2+3) und e i n  s aus 
xe-X (2.5), so i s t  d i e  Wahrscheinlichkeitsdichte, e i n  z = -s und 
" zu e r h a l t e n  V 2 - -  
h G  
Damit kann X b e i  gegebenen y wie f o l g t  produzier t  werden: 
I .  Wähle V z u f ä l l i g  aus der  Ver te i lung  2x (2.3) und s aus der  gefa l -  
t e t e n  Exponent ia lver te i lung 2.5 
9 2. Prüfe  hv ,> - 6'. 
beginne wieder m i t  1. 2a. Wenn hv - W '  n 
s L i s t  X - y - - > 0 d ie  gesuchte Zahl. 2b. Wenn hv 2 - W' h2 - 
3. Es s ind  i m  M i t t e l  M [ + 21 Z- Zufal iszahlen 
h2 h2 
1 2 I  
f ü r  e i n  X nöt ig .  T%7 y fi ir  y 9 1 ,  (7 Z $(Y 3/2) 
g  Y g  Y 
f ü r  y  « 1. 
2.1 1  f ( x )  - A e-Bx s inh  G, .O % X  < ( ~ p a l t s p e k t r u m  1 6 ) )  
00 
' = / f ( x )  0 dx 
G 
7
e @, B , C - Konstante 
M i t  der  Transformation y2 = Cx wird f ( x )  i n  
B 2  - - 
2A 
P(Y) = C Y @  C Y s i n h  y ,  0 5 y (CW überführt .  
I s t  z wie e-" v e r t e i l t  (2.4), so i s t  
C B 2  - -  - -  
. { [ # X - f 1 2  s z r [ # Y - f 1 2 + 2 Y J - e  B e  C Y (e2Y - I )  
I s t  außerdem y wie (2.5) v e r t e i l t ,  so i s t  
C B 2  - -  - -  
gX(y)  = 2y e B e  
C Y 





l i c  2 -  
W - (g*(y)  dy = a e  B = @ ($1 e i s t  der Wirkungsgrad, d-h. 2 
d i e  Wahrscheinlichkeit  m i t  einem Zahlenpaar (Y, z )  e i n  brauchbares y  
zu finden. 
I r 
g(y)  = g i s t  dann n i ede r  d i e  Verte i lung von y u n t e r  der  Bedin- 
gung, daß das Zahlenpaar (y ,z )  d ie  g e s t e l l t e n  Voraussetzungen e r f ü l l t .  
Aus f ( x )  kann e i n  X z u f ä l l i g  wie f o l g t  berechnet werden: 
1 Wähle z aus der Exponentialvertef lung (2.4) und y aus der gefal- 
teten Exponentialverteilung (2.5) 
2a. Wenn die Ungleichung 2 nicht gilt, beginne wieder mit 1. 
1 2  
2b. Wenn die Ungleichung 2 gilt, ist X = - y der gewünschte Wert. 2 
2 3 / 2  (6) dB Zufallszahlen für einen *-Wert 3 Im Mittel sind e-l W 
B 
zu berechnen. In praktischen Fallen (C 3 0.5) sind das im Mittel 
etwa 23 Zufallszahlen. 
Analog zum Rejectionverfahren der Gaußverteilung (2.6) gilt das fol- 
gende Verfahren: 
Sei y wie emY und x wie xe-X verteilt. 
W 
Der Fiirkungsgrad n = ( P (X) dx = 26-1 . 
Damit gilt: o 
1. Wähle X aus der gefalteten Exponentialverteilung (2.5). 
2. Wiihle y aus der Exponent ialverteilung (2.4) , 
2 3. Prüfe (X-2) i4y. 
3a. Wenn (X-2)* ) 4y, beginne wieder mit 1. 
36. Wenn (X-212 < 4y, ist X die gewünschte Zahl. 
2 
4. Im Mittel sind le X 17.5 Zufallszahlen zu berechnen. e-1 2 
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B. Wirkungsquerschnitte für Monte-Carlo-Aufgaben 
Zur Lösung der Beutronentransportgleichung mit Hilfe der Monte-Carlo- 
hlethode 1)9)'0)werden die Wirkungsquerschnitte als stetige Funktion 
der Neutronenenergie benötigt. 
Die vorliegende Arbeit gibt ein Schema zur Lösung der gestellten Auf- 
gabe an. 
Auf der Grundlage dieses Berichts ist ein IBM-7070-Programm geschrie- 
ben, das bei Vorgabe der Neutronenenergie, der Temperatur des Materials 
3 und einer Liste von Isotopen uad deren Dichten (~tome/cm ) die makrosko- 
pischen Querschnitte (cm- ' ) Einfang, elastische Streuung, inelastische 
Streuung, Spaltung, n-2n-Reaktion, total für jedes angegebene Isotop be- 
rechnet. Bestandteile des Programmes sind die Kerndaten wie Resonanzpa- 
rameter, Atomgewicht usw. 
In Energiebereichen, in denen die thermische Bewegung der Kerne eine 
Rolle spielt, werden die über ein Maxwellspektrum der Kerngeschwindig- 
keiten gemittelten Querschnitte angegeben. 
Die in Gebiet der statistischen Resonanzen (~bschn. 7.2) berechneten 
Querschnitte sind (im statistischen Sinne) zufällige Zahlen ?I). 
In den Energiebereichen, in denen nur Neßwerte der Querschnitte vorlie- 
gen, werden Polynome verwendet. 
I n h a l t  
1. Einfang, thermische Spaltung, elastische Streuung 
1.1 Kontinuierliches Gebiet 
1.2 Statistisches Resonanzgebiet 
1.2.1 Mittlere Niveauabstände und Resonanzbreiten 
1.2.2 Die statistischen Verteilungen der Niveauabstände, 
Resonanzenergien und Resonanzbreiten 
1.2.3 Zufällige Auswahl der zwei zur Neutronenenergie be- 
nachbarten Resonanzen 
1 .2.4 Berechnung der Wirkungsquerschnitte 
1.3  Aufgelöstes Resonanzgebiet 
1 .3.1 Berechnung der Resonanzantei le 
1.3.2 Berechnung der Doppler-Line-Shape-Funktionen+ u n d x  
2. Inelastische Streuung 
3 Anisotrope Streuung 
4 Schnellspaltung 
5 n-2n-Reakt ionen 
1, Einfang, thermische Spaltung, elastische Streuung 
1 . I  Kontinuierliches Gebiet 
Dieses Gebiet liegt (wenn es vorhanden ist) am oberen Ende der Energie- 
skala und umfaßt in praktischen Fällen Energien von einigen keV und grö- 
ßere, Die Wirkungsquerschnitte sind durch Polynome gegeben, und zwar im 
Bereich Ek,l 6 E f Ek durch 
J k 
jk , wobei E die Neutro- G". (E) = 5 a, 
nenenergie ist, die Koeffizienten atk aus Kießwerten bestimmt sind und 
j = C (capture), f (fission) und e (elastic scattering) ist. 
Die thermische Bewegung der Kerne wird vernachlässigt. 
1.2 Statistisches Resonanzgebiet 
Dieser Bereich, dessen obere Grenze mit der unteren des kontinuierlichen 
Gebietes übereinstimmt, zeichnet sich dadurch aus, daß die Breit-Wigner- 
Formel 2, zur Berechnung der Querschnitte herangezogen wird. Es sind j a -  
doch nur Erwartungswerte und statistische Verteilungen der Resonanzpara- 
meter bekannt, so daß eine zufällige Auswahl von Kernparametern gemäß den 
zugehörigen Verteilungen ) zu erfolgen hat. Nachdem diese Kernparameter 
gefunden sind, werden mit ihhen wie im Falle der aufgelösten Resonanzen 
mit der Breit-Wigner-Formel die Querschnitte berechnet. 
1.2.1 Mittlere Niveauabstände und Resonanzbreiten 
1. Der mittlere Niveauabstand zweier J-Resonanzen ist 314) 
<T=  4 (cist ein schwach von der Kernsorte abhängender ~arameter) 
(J = Kernspin des ~ompoundkerns) 
Tabelle 1 am Ende dieses Abschnittes enthält die Funktion 3 in Ab- 
J 
hängigkeit von J. 
,- 
Do,  a und 6 a ind  vorgegebene Kernpilrameter 
dist  i m  wesent l ichen d i e  m i t t l e r e  Bindungsenergie e i n e s  Nukleons. 
S i e  i s t  in unserem F a l l e  (schwere ~ e r n e )  ungefähr  5 MeV. In  prak- 
E. 
t i s c h e n  F ä l l e n  ist Eo&200 kell .  so daß -T 0.04 stets g i l t .  
M i t  einem r e l a t i v e n  Feh l e r  L 1 1 om5 kann daher 
C 
+ - -  D' g e s e t z t  werden. 
- 62 
Bedenkt man, daß a c. 0.62 Al/' M ~ v - '  ( ~ = ~ t o m g e n i c h t ) ,  so ist i n  
unserem F a l l e  2 5 0 . 2 .  Daher i s t  m i t  einem maximalen Feh l e r  L 8-10 -5 
( de r  m i t t l e r e  Feh l e r  i s t  wesen t l i ch  k l e i n e r )  




- X4 + 3x2 +9 f ,  R = vorgegebene Kernparaaeter  
m = Neutronenmasse 
1 = Bahndrehirnpulsquantenzahl  




i f = i i o  b iEo bi = vorgegebene Kernparameter 
4. Die mittlere Strahlungsbreite ist definiert durch die ~onstanter 
Y 
Tabelle 1 
1.2.2. Die statistischen Verteilungen der Niveauabstände, Resonanz- 
energien und Resonanzbreiten 
1. Die Wahrscheinlichkeitsdichte der Abstände zweier J-Resonanzen 
ist gegeben durch 
i3, 2 
,-- 2 
2 11 D~ I 5 
Diese Dichte geht mit y = in die Verteilung 2 Y e - 4 
m 2 
über. henn eine Resonanzenergie E. gegeben ist, ist also f ( ~ ~ )  
die V i a h r s c h e i n l i c h k e i t s d i c h t e ,  an Punkte E. 2 DJ eine weitere 
Resonanz anzutreffen. 
2. Für Resonanzenergien Eo7' ist die Lage einer ersten J-Resonanz 
gleichverteilt. (~ie benachbarten Resonanzen sind dann wieder mit 
der Dichte f(DJ) gegeben.) 
CI 
Sei E. = Z D(')+ 1 die Lage der P-ten J-Resonanz, wenn lo die 
v = l  0 
( V  1 
Lage der ersten (aufgelösten) Resonanz ist und die D wie f (DJ) ver- J 





Bezeichnet man f + g = f(.t) g(Eo-t) dt, so iat jD 
s, 
g@(~~) = f + f + ... + f (p-~akteren) die Verteilung der p-ten 
Resonanz (wir wissen, da0 für hinreichend grof3e p g ( E )  eine 
Ci 
Normalverteilung ist, eine Feststellung, die jedoch hier nicht 
weiter interessiert.) 
,X 
h ( ~ ~ )  = Z gp(~o) ist dann offensichtlich die Wahrscheinlichkeits- 
P" 1 
dichte, daD irgendeine J-Resonanz in E liegt, d. h. die gesuchte 
0 
Wahraoheinlichkeitsdichte. Durch Faltung dieser Gleichung mit f 
b 
wird f + h = C g ( ~ 0 ) :  Die Subtraktion beider Gleichungen ~ " 2  CI 
liefert, wenn das Faltungsintegral f + h ausgeschrieben wird, 
E 




i0 Für E 17 BJ i6.t f (E~) 1 und f ( E ~ )  dEoz 1,  so daß in diesem 
J 
0 
Falle die Integralgleichung genau die Lösung h ( ~ ~ )  = const . hat, 
was zu beweiaen war. 
Wir können also für das Auswählen der Resonanzenergie einer J- 
Resonanz die Gleichverteilurig annehmen, wenn der statistische 
Resonanzbereich bei einer Energie wesentlich größer als b beginnt, J 
was praktisch immer der Fall ist. Die zu dieser ersten J-Resonanz 
benachbarten Resonanzen müssen aber wie f(ll ) verteilt werden. 
J 
3. In einem Bereich der Breite 35 liegt praktisch mit Sicherheit J 
eine J-Resonanz, da P(D~ T 3fiJ) 1- 10-3 ist. 
4. Zwischen den Energien zweier (benachbarter) Resonanzen mit 
verschiedenen J möge keine statistische Abhängigkeit beetehen. 
I nlJ 5 .  WIJ = ist die Wahrscheinlichkeit, daß mit einem " "n1J 1 J  
1-Neutron ein 3-Compoundkern entsteht, denn es ist 
- rlJ = hlJ, wobei AIJ die Zerfallskonstante ist, d .  h. die 
Wahrscheinlichkeit, daß ein J-Kern unter Abgabe einee 1-Heutrons 
zerfällt. Die Restverteilung von 1 
ist also die Wahrscheinlichkeit, daß ein 1-Neutron eine Reaktion aus- 
führt, 
6. y = '"'J besitzt eine 42 -Verteilung n " ), n vorgegeben , F n l ~  
Pf - besitzt eine X -Verteilung 7 . y =   n ' ' ) ,!„orgegeben If 
9. Zwischen den Resonanzbreiten verschiedener Reaktionen besteht 
keine Korrelation. 
1.2.3 Zufällige Auswahl der Parameter der zwei eur Neutronenenergie 
benachbarten Resonanzen 
Wie im Falle der aufgelösten Resonanzen (1.3 1 wird der Wirkungs- 
querschnitt an der Stelle der Neutronenenergie E als Summe der 
Anteile hinreichend vieler Resonanzen mit Hilfe der Breit-Wigner- 
Formel ermittelt. Die dafür benötigten Parameter können nach den 
' 1 )  Ergebnissen der beiden letzten Abschnitte zufällig gewählt werden . 
Für  d i e  p r ak t i s che  Durchführung nehmen w i r  an, da13 a l l e  von der Re- 
Fi 
sonanzenergie  schwach abhängigen Funktionen (DJ, i U. a. ) i n  den 
b e t r a a h t e t e n  I n t e r v a l l e n  kons tan t  s ind.  Außerdem s o l l e n  nur Neutronen 
m i t  Bahndrehimpulsen l c  2  e x i s t i e r e n ,  
Die gesuchten Resonanzparameter können dann wie f o l g t  e r m i t t e l t  
werden. ( ~ i e  i n  Klammern g e s e t z t e n  Z i f f e rnpaa re  (m,n) geben den 
Unte rabschn i t t  des Kap i t e l s  1.2.  m an ,  i n  dem d i e  benö t i g t en  Formeln 
zu f i nden  s i nd  . ) 
1. Berechnung von H(U) m i t  U = E +.{ (E = ~ e u t r o n e n e n e r g i e )  ( 1 . 1 )  
2. Berechnung von W ~ ( E )  f ü r  1 = 0,1 ,2  (2.5) 
3 .  Z u f ä l l i g e  Auswahl zweier  1-Werte l,, l2 aus  d e r  Ver te i lung  
W1 (2.5) 
Nach d e r  Transformationsmethode ' I )  i s t  
1 = 0, wenn R s  W 
0 
( R  = ~ u f a l l s z a h l )  
1 = 1 ,  wennw - R : w  + W  
0 ' 1 0 
1 = 2 ,  wenn weder 1 = 0 noch 1 = 1  i s t  
- - -L 
4. Berechnung von BJ(E) = H(U) D; und D' = D. . D:
J 
5 .  Berechnung d e r  zu r  Neutronenenergie benachbarten Resonanzen 
(2 )  ( 1 )  & 
E o ~  
= E  - D  
0 J J 
R = Zufa l l s zah l  1 1 >  
-4 -4 % 1  
D z u f ä l l i g  aus D . f ( ~ ~ )  . zJ
J J 
f ( D ~ )  = Niveaubre i t enver te i lung  (2.1) 
d 
M i t  D = 2  . OJ . y geh t  d i e se  Ve r t e i l ung  über  i n  
J 3 d? 
v-2 2 -b 
3 t9-T Y e - . Diese t r a n s f o r m i e r t e  Ve r t e i l ung  ist analog 
d e r  i n  Abschn. 2.12 ) gegebenen zu r e a l i s i e r e n  
6 .  Durchführung de r  S c h n i t t e  4. und 5. f ü r  a l l e  J mit 
1 1 
o L J  - 1 - -  t J  L J + 1 + - ,  1 F M " "  (l,, 12) 2 2 
J = Kernspin 
7. Ermi t t lung  de r  beiden Resonanzen, deren Resonanzenergien 
J2 J2 
EI c E ,  E2 SE minimalen Abstand zu E b e s i t z e n  
1 1 
und deren Quantenzahlen der  Bedingung 0 L I - l,, - 5 L JI> i I + I,,+ - 2
( V  = 1 , 2 )  genügen. 
8. Z u f ä l l i g e  Auswahl de r  Neutronenbrei ten  f ü r  d i e  i n  7 .  gefundenen (2 .6)  
Resonanzen (1  -2) 
2 
Si, z u f ä l l i g  aus d e r  xn- Ver t e i l ung  ) ( n  gegeben) 
9 .  Zufä l l i ge  Auswahl de r  S p a l t b r e i t e n  f ü r  d i e  i n  7. 
gefundenen Resonanzen 
2 
y, z u f ä l l i g  aus  d e r  Xn - Ver te i lung  (n  gegeben) 
10. Berechnung d e r  S t r a h l u n g s b r e i t e  
Für beide  i n  7. gefundenen Resonanzen i s t  
11. Berechnung de r  Q u e r s c h n i t t s a n t e i l e  
J 1 7  ,-I 7 
M i t  den j e t z t  bekannten Größen E , n ,  . f, ! ,,, J ,  1 f ü r  j e  e i n e  
l i n k s  und r e c h t s  der  Neutronenenergie l iegenden Resonanz können 
d i e  Q u e r s c h n i t t s a n t e i l e  wie i m  F a l l e  d e r  au fge lö s t en  Resonanzen 
berechnet  werden. W i r  v e r z i c h t e n  daher  an d i e s e r  S t e l l e  auf d i e  
For t führung d e r  Berechnungsmethode und verweisen auf den folgenden 
Abschni t t  1.3. 
12. Ersetzen der Resonanaenergien El 
J 7 
und E2 
J2 durch die benach- 
barten Res onanzenergien 
J 1 J 2 
D~ D2 zufällig aus f (D~), d. h. 
1 1  > 
C) 
D - 1 y 5 mit y zufällig aus 5 y e - i 
J 
J 
1 3 .  Wiederholung der Schritte 7 .  - 12., bis die neu hinzukommenden 
Anteile vernachlässigbare Beiträge zu den Querschnitten liefern. 
1.3 Aufgelöstes Resonanzgebiet 
An das statistische Resonanzgebiet (1.2) schließt sich mit fallender 
Energie das Gebiet der aufgelösten Resonanzen. Dieser Bereich ist 
dadurch definiert, daß die Breit-Wigner-Formel zur Berechnung der 
Wirkungsquerschnitte herangezogen wird. Die Resonanzparameter an der 
Stelle der Resonanzenergie Eo, 7 = Strahlungsbreite,rn = Neutronen- 
Y 
breite, rf = Spaltbreite, J = Spin des Conpoundkerns, 1 = Bahndreh- 
impuls des Neutrons, sind für jede Resonanz explizit (als ~eßwerte) 
vorgegeben. Der gesamte Querschnitt ist gegeben durch 
= Anteile von Resonanzen, deren Maximum unterhalb von E liezt 
il 
- Anteile von Resonanzen, deren Maximum oberhalb von E liegt 
i2 
Die Summe ist über alle in der Nähe von E liegenden Resonanzen zu 
erstrecken, die einen nicht vernachlässigbaren Beitrag zum Gesamt- 
ergebnis liefern. 

%(E') = Z G' = Potentialstreuquerschnitt 
1 P 
J, N = Besselfunktionen 1. und 2. Art. Die Resonanzparameter hängen 
innerhalb einer Resonanz von der Relativenergie E' ab,- (E~) =T. 
J J 
(j = C ,  e, f) sind die früher vielfach erwähnten Resonanzparameter 
(vorzugeben im Falle aufgelöste* Resonanzen, zufällig auszuwählen im 
Falle statistischer ~esonanzverteilungen). Wegen des Auftretens scharfer 
und hoher Resonanzen kann die Kerngeschmindigkeit U nicht gegen die 
Neutronengeschwindigkeit V vernachlässigt werden (~op~lereffekt), 
d. h. es kann nicht E' = E (Neutronenenergie im ~aborsystem) gesetzt 
werden. Die Bewegung der Kerne wird wie folgt berücksichtigt. 
Wir nehmen an, daß die thermische Bewegung der Kerne sich wie eine 
Maxmellverteilung verhält. 
M idL 
M ) ?/' e - 2kT B(u) - ( 2 kT , wobei M die Kernmasse und kT 
die Temperatur des Materials in Energieeinheiten ist. 
Die Reaktionrate f.(~) (j = C, e, f) für Neutronen, die mit der 
J 
m 2 Energie E = 2 p auf ein Target geschossen werden, dessen Kerne 
eine Geschwindigkeitsverteilung ;(U) besitzen, ist 
= N jjj ;(U) / p - U ! 6" ( !p - ui ) n(p) du, wobei j 
1 / - - I  
!P - U ;  =i2 ist. N = Zahl der Kerne pro cm3, n(~) = Neutronen- m - 
zahldichte, Zj(~) ist also der (effektive) Sirkungsquerschnitt, der, 
multipliziert mit dem Neutronenfluß bei ruhenden Kernen, die richtige 
Reaktionsrate liefert. Die Definitionsgleichung des effektiven mikro- 
skopischen Querschnittes ?- für Reaktionen j von Neutronen der Energie 
3 
E und Atomkernen, d i e  e i n e  Maxwell-Geschmindigkeitsverteilu~ der 
Temperatur T ze igen ,  ist 
(wir haben hier e i n  B e i s p i e l  f ü r  e inen  Monte Car lo  Prozess  m i t  
E r r a r t u n g s r e r t e n  ') ij $(E) i s t  de r  Erwer tungsre r t  d e r  Stoßdiohte 
f ü r  Neutronen d e r  Energie  E e i ne s  Problems, bei dem d i e  Kerne e i n e  
Maxwell-Geschwindigkeitsverteilung b e s i t z e n ,  Ans t a t t  d i e s e n  Erwar- 
tungswert  mit H i l f e  des random-walk-Prozesses e r s t  zu produzieren 
(eahä tzen)  . ( d i e  ents tehende S toßd ich te  hängt i n  diesem F a l l  von 
der Energie  dee Neutrons und des Kerne a b ) ,  geben w i r  i h n  vo r ,  
wodurch a i o h  d i e  Feh le r  i n  be l i eb igen  Schätzungen 2 um Funktionen 
d e r  Varianz e i n e r  Maxwellvertei lung v e r k l e i n e r n  müesen. 
Der random walk von Neutronen m i t  bewegten Kernen kann a l s o  durch 
Modif iz ierung de r  Que r schn i t t e  auf e inen  Prozesa m i t  ruhenden 
Kernen r e d u z i e r t  werden.) 
M i t  den Bezeichnungen de r  S e i t e n  11/12 f o l g t  : 
kT 5 0,5 g i l t  m i t  einem r e l a t i v e n  Feh l e r  L 10 Für - -4 2BE 
kT 1- Für - <<1 und  G 1 f o l g t  naherungswei~e  
AE 





6 = (7 I = .-F. s i n  2d1 
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2  Für X* ;:O g i l t  näherungsneise ( n a t ü r l i c h e  ~ i n i e n b r e i t e )  
do C z t d, z - a r c t g  z , d2 = z - a r c t g  z = k  8 
3- 
2  2 -;2 s i n  z  - z cos Z) 2 (3 - z  ) s i n  z - 3zcos z. s i n  6, = 2  , s i n  d2 = - 
1 + z  , 4 +  3 a 2  + 9  
Der gesamte Q u e r s c h n i t t  e r g i b t  s i c h  durch Aufsummieren de r  Que r schn i t t s -  
a n t e i l e  h inre ichend v i e l e r ,  i n  de r  Nähe de r  Neutronenenergie l i egende r  
Reeonanzen. 
1 . 3 . 2  Berechnung de r  Doppler-Line-Shape-Funkt ionen q u n d  X 
E s  wird e i n  von Adler und Naliboff  7, a u s g e a r b e i t e t e s  Verfahren ve r -  
wendet. Die i n  d e n y -  und X- f i n k t i o n e n  au f t r e t enden  Exponent i a l -  
funk t ionen  werden durch r a t i o n e l l e  Funktionen approximier t .  Die en t -  
s tehenden I n t e g r a l e  können durch komplexe I n t e g r a t i o n  ( ~ e s i d u e n s a t z )  
au sge füh r t  werden. 
Nach Has t ings  g i l t  näherungsweise 
2 
Der a b s o l u t e  Feh l e r  b e t r ä g t  maximal etwa 0.02 % und i s t  pe r i od i s ch  
als Funktion von z .  
Transformier t  man i n  d e r  P- und 2 - h n k t i o n  d i e  I n t e g r a t i o n s v a r i a b l e  
m i t  z = Y, s o  wird 
0 
q ( z )  = 1 + (X - 0 r .  z ) 2  
Die Auswertung der  I n t e g r a l e  e r f o l g t  m i t  H i l f e  des Residuensatzes ,  
wobei d e r  In tegrat ionsweg durch e inen  H a l b k r e i ~  ( ~ a d i u s a - 0 )  i n  d e r  
oberen komplexen Halbebene gesch lossen  wird. Die I n t e g r a l e  über  d i e sen  
Halbkreis  verschwinden, s o  daß d i e  gesuchten I n t e g r a l e  a l s o  g l e i c h  
de r  Suinme de r  p o s i t i v e n ,  2 - 1 . i  - fachen Residuen de r  Po l e  d e r  oberen 
Halbebene s i n d ,  
Die i n t e r e s s i e r e n d e n  N u l l s t e l l e n  des Nenners s i n d  gegeben durch 
Es g i l t  
Zer leg t  m a n p u n d x i n  Real- und Imag inä r t e i l ,  s o  u i i rd  
Aus der  Tatsache Irn ((i ) = Im (X) = 0 f o l g t  J 
Re (P6) 5 R .  Re ( C . )  + I .  I m  ( C . )  
U = J J J J 
2 
( P ~ )  + Im ( ~ 6 ) )  j=1 R~ + Ij 2 J 
Zur  Abkürzung wurde g e s e t z t  
I. = Re (P'.) I m  ( q . )  + R~ ( q . )  J J J J J 1 6 j f 5  
2. I n e l a s t i s c h e  Streuung 
Der t o t a l e  i n e l a s t i s c h e  S t r euque r schn i t t  is t  durch Polynome i n  de r  Form 
gegeben. 
E is t  d i e  Anregungsenergie i m  Schwerpunktsystern f ü r  das e r s t e  i n e l a s t i s c h e  Niveau. n  
F a l l s  d i s k r e t e  S t reuniveaus  vorl iegen,  is t  d e r  Quer schn i t t  f& jedes e inze lne  Niveau L' 
r n i t d e m E n e r g i e v c r l u s t E  ( i r n C S ) e b e n f a l l s  d u r c h e i n P o l y n o m d e f i n i e r t .  
n V  
3. Anisotrope Streuung 
Der anisotrope Streuquerschnitt (E, p)  kann als Entwicklung nach Kugel- 
funktionen P V ( p)  dargestellt werden' ). ( p = Streuwinkelcosinus im CS). 
Die Energieabhängigkeit von? wird durch eine Trepperifunktion angenähert 
Avk sind vorgegeben als Kernparameter. 
4. Schnellspaltung 
Wenn nur in den beiden Resonanzbereichen keine Spaltung vorhanden ist, wird 
6 wie irn Falle des kontinuierlichen Bereiches durch Pblynorne gegeben. Die f 
untere Energiegrenze ist jedoch hier durch die Schwellenenergie der Schnell- 
Spaltung gegeben. 
5. n - 2n - Reaktionen 
G 2n 
wird (analog den Querschnitten für inelastische Streuung an diskreten 
Niveaus) durch ein Polyncm definiert. 
Unterhalb der Schwelle Q . A+l 
A 
(Q = Schwellenenergie im CS) ist 6 2n = 0. 
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