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Toegang tot audiovisuele collecties wordt van oudsher verkregen door de onderdelen te 
ontsluiten	d.w.z.	door	er	beschrijvende	gegevens	aan	toe	te	voegen	zoals	samenvattingen,	
shotlists	en	trefwoorden.	Via	deze	gegevens	kan	kennis	genomen	worden	van	de	inhoud	van	








die op een bepaald moment zijn omgezet in digitale files en de producties die altijd al 




apart én als eenheid worden benaderd. Deze modulaire structuur maakt materialen 
manipuleerbaar en makkelijk uit te wisselen. Door het koppelen van systemen kunnen 
digitale objecten moeiteloos worden overgenomen in een andere omgeving. Audiovisuele 




Digitalisering en connectiviteit hebben grote gevolgen voor de manier waarop audiovisuele 
collecties ontsloten gaan worden i.c. voor het tot stand komen van de toegang tot deze 
materialen. In de digitale netwerkcultuur zal de toegang vanuit meerdere locaties tegelijk 
worden	gecreëerd.	Het		beschrijven	van	materialen	blijft	daarbij	niet	voorbehouden	aan	de	
professionals:	zowel	de	producenten	als	de	consumenten	van	digitaal	beeld	en	geluid	gaan	
een substantieel deel van de gegevens aanleveren. De modulaire structuur van digitale 
files biedt vervolgens mogelijkheden voor het automatisch analyseren van hun inhoud door 




toegankelijk maken van institutionele audiovisuele collecties in kaart gebracht. Vragen die 











72 BeelD en geluiD ontsluiten
2.1  De BeschriJving als representatie
Audiovisueel	materiaal	is	opgebouwd	uit	informatie	die	wordt	overgebracht	door	beeld	
en	geluid.	Het	is	lastig	om	dit	materiaal	zijn	eigen	index	te	laten	vormen,	zoals	dat	wel	kan	
met tekstuele documenten. Dit komt omdat beeld en geluid niet bestaat uit eenduidige 
symbolische	eenheden	zoals	woorden,	die	kunnen	worden	gebruikt	als	directe	toegang	
tot	de	inhoud.	Bovendien	zijn	audiovisuele	documenten	samengesteld	uit	sequentiële	en	
temporale objecten: ze zijn time-based. Dit alles maakt een snel en synthetisch begrip van 
de	inhoud	problematisch.	Om	te	kunnen	weten	wat	er	op	de	film,	de	tape	of	in	de	file	staat	
moet een audiovisuele productie beschreven worden. Een beschrijving biedt een gebruiker 
de mogelijkheid zich een idee te vormen van de structuur en de ‘verhaallijn’ van een 
programma zonder	dat	hij/zij	het	programma	daadwerkelijk	in	zijn	geheel	hoeft	te	bekijken	
of	te	beluisteren.	De	beschrijvingen	kunnen	bij	wijze	van	shotlist	in	tijd	gelijk	oplopen	(time-








een gecompliceerde taak. Een beschrijving moet voldoende kenmerken bevatten om een 


















8waar het programma over gaat en de meest karakteristieke elementen moeten worden 
geselecteerd en vastgelegd. Een zekere mate van subjectiviteit is hierbij onvermijdelijk. Er 
is	immers	sprake	van	selectie	(wat	zijn	hoofd-	en	bijzaken	en	ga	ik	die	in	mijn	beschrijving	
allemaal noemen?) en interpretatie (duiding van de onderwerpen en het aangeven van de 
context	waarin	e.e.a.	zich	afspeelt).	Richtlijnen	voor	dit	selectie-	en	interpretatieproces	zijn	







Professionele documentalisten werkzaam bij een audiovisueel archief viewen en beluisteren audiovisuele  producties. 





en de interviewgedeelten chronologisch weergegeven en zo nodig getimed. Ook stilistische 
en	compositie-elementen	(montage,	shottype,	cameraposities,	muziek	en	effecten)	horen	





e.d. vergroten de onmiddellijke herkenbaarheid van bepaalde beelden.
 





Programma : Studio RKK Ziel & Co
Informatiecontent
Wekelijkse uitzending waarin presentator Wilfred Kemp spreekt met een hoofdgast 
over spirituele en religieuze thema’s op een voor hem of haar belangrijke locatie. Deze 
aflevering: Imca Marina op Ameland. 
Productie: KRO. Uitgezonden: 27 oktober 2004. Tijdsduur: 25’13” 
Audiovisuele content
Kemp laat zich door zangeres Imca Marina rondleiden in haar authentieke huis in Nes. 
Samen bezoeken ze achtereenvolgens het dorpscentrum, het katholieke kerkje, het 
kerkhof, het strand en natuurgebied Het Oerd. Al wandelend wordt gesproken over het 
leven op Ameland, Marina’s scheiding en haar belangstelling voor theosofie. Als 
afsluiting declameert Imca Marina een van haar eigen gedichten. 
Stockshots
00:06:14 - 00:07:02 Algemene beelden historisch dorpscentrum Nes. 
00:19:08 - 00:19:19 Mediumshots vuurtoren in de avond en overdag. 
00:21:22 - 00:21:59 Jutters op het strand aan het begin van de dag; 
 shots opkomende zon.
Fig. 1. Een voorbeeld van een catalogusbeschrijving waarin onderscheid is aangebracht tussen informatiecontent, 







apart benoemd en uitgebreid getimed en beschreven.





catalogiseerprincipes biedt doorgaans een eerste houvast. 
Allereerst is er de drempel van het detail (‘seuil de finesse’). Dit principe houdt in dat niet 






















nieuwsbulletin met meerdere reportages en studiogesprekken is nu eenmaal meer te zeggen 















































een	term	die	uitdrukt	dat	het	gaat	om	informatie	over	digitale bronnen die uitwisselbaar zijn in 
een netwerk. 
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Een deel van deze metadata wordt onwillekeurig gegenereerd. De computersystemen 
waarin	materiaal	wordt	gedigitaliseerd,	opgeslagen	of	bewerkt,	creëren	immers	automatisch	
gegevens	zoals	datum,	grootte	en	versie	van	een	document.	In	veel	gevallen	gaat	het	echter	
om metadata die heel doelbewust worden gemaakt. Zo leggen steeds meer makers en 
producenten	maar	ook	gebruikers	van	audiovisuele	materialen	zélf	beschrijvende	gegevens	
vast	in	centrale	of	eigen	systemen.	Daarnaast	worden	er	softwaretoepassingen	ontwikkeld	





3 BeschriJven in De workflow 








van de catalogusbeschrijving. 
Momenteel maken de meeste audiovisuele catalogi en collecties deel uit van een digitaal 
netwerk.	Dat	kan	een	grote,	complexe	netwerkomgeving	zijn	zoals	het	archief	van	een	





De productie en distributie van veel audiovisuele materialen verloopt meer en meer 
server-based. Steeds vaker is er sprake van een ‘tapeloze’ omgeving die de complete 
productieketen	omvat:	van	preproductie	via	productie	en	acquisitie,	tot	postproductie,	
publicatie en archivering. Door het linken van alle systemen en subsystemen waarbinnen 
digitale content tot stand komt worden de onderdelen van het productieproces verbonden. 
De	koppeling	tussen	individuele	units	vormt	een	digitale	workflow.	Materialen	en	

















3.2 meDia asset management 
Tijdens de productieprocessen worden er door de diverse systemen automatisch metadata 
gegenereerd.	Zo	levert	het	creëren	van	digitale	items	identificatiegegevens,	formatinformatie	
en	tijdcodes	op.	Een	digitale	camera	registreert	locatie,	tijdcode	en	weersgesteldheid	tijdens	







deze metadata en de content waarop ze betrekking hebben centraal worden opgeslagen. 
praktiJkvoorBeelD 
Digitale workflow op het meDia park
op het media park draait sinds een aantal jaren De Digitale voorziening (DDv),  
een gezamenlijke digitale infrastructuur tussen de publieke omroepen, 
technicolor en Beeld en geluid. DDv vormt de eerste stap op weg naar 
een volledig geïntegreerd productie-, uitzendings- en archiveringsproces. 
Binnen DDv wordt het geproduceerde omroepmateriaal 10 dagen vóór en 
15 dagen na uitzending opgeslagen. De bijbehorende metadata worden 
door de programmamakers, technici en productiemedewerkers ingevoerd 
in een gemeenschappelijke database. naast centrale opslag is De Digitale 
voorziening ook een ‘verkeersplein’, geschikt voor het versturen en ontvangen 
van video in uitzendkwaliteit tussen alle aangesloten partijen. audiovisuele 
content kan via DDv makkelijk en snel worden gevonden en bekeken. De 
gegevensafhandeling is verbeterd, waardoor ook de betrouwbaarheid van het 
uitzendproces is vergroot. via DDv kunnen omroepen hun programma’s niet 
alleen op de traditionele manier uitzenden, maar ook als interactieve tv en via 
mobiele communicatie en (breedband)internet. Dit alles is hoogstbevorderlijk 
voor het hergebruik van audiovisuele content. voor DDv is een gezamenlijke 
metadatalijst samengesteld van ca. 150 velden. Deze velden worden tijdens de 
verschillende productiestadia ingevuld. De metadata zijn zodanig gedefinieerd 
dat ze na creatie automatisch immix, de archiefcatalogus van Beeld en geluid, 
kunnen binnen stromen. Documentalisten van de afdeling mediadocumentatie 
corrigeren en verrijken de gegevens zo nodig. De content zelf wordt na 
publicatie opgeslagen in het Digitale archief. Door de digitale workflow kan 
Beeld en geluid – ten opzichte van het analoge tijdperk – een veelvoud van 
radio- en televisieprogramma’s in zijn collecties opnemen.
www.dedigitalevoorziening.nl
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Fig. 2. De aangesloten systemen, processen en organisaties in De Digitale Voorziening.  
Bron: Video & Audio Report
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de processen soepel te laten verlopen zijn regels en protocollen nodig die interoperabiliteit 
en	compatibiliteit	garanderen	tussen	alle	verspreide	systemen,	files	en	databases.	De	
content	–	of	het	nu	gaat	om	een	hele	serie	programma’s	of	om	een	enkele	clip	–	moet	door	




BeschriJven voor exploitatie 
Binnen roos (stichting regionale omroep overleg en samenwerking), de 
overkoepelende organisatie van de nederlandse regionale omroepen, is 
een gezamenlijk metadatamodel ontwikkeld waarin audiovisuele content 
wordt beschreven om te kunnen worden verspreid naar afnemers en 
distributieplatforms. een cruciale rol spelen de metadata die het materiaal 
moeten identificeren om het automatisch naar het juiste kanaal of doelgroep te 
kunnen laten versturen, zoals formele en inhoudelijke trefwoorden, rubrieken 
en mediacategorieën. De metadata worden op vier manieren gegenereerd: 
handmatig door verslaggevers en programmamakers en automatisch door 
camera’s en geluidsrecorders op het moment van opname en acquisitie. 
ook software voor de analyse van beeld en geluid produceert beschrijvende 
metadata. ten slotte worden bestaande metadata in de productieomgeving, 
zoals gegevens in newsroomsystemen en draaiboekapplicaties, hergebruikt. 
De documentalisten in het archief toetsen de uiteindelijke beschrijvingen 
en stellen deze eventueel bij. het roos-metadatamodel kent verschillende 
varianten waaronder een archiveringsmodel waarin alle voorkomende gegevens 
zijn opgenomen, die bovendien per omroep kunnen verschillen. een andere 
variant vormt het wat compactere uitwisselingsmodel. De verwachting is dat 
deze doordachte metadatastructuur, gecombineerd met een goed opgebouwde 
digitale workflow – zonder veel personele inspanning – nieuwe kansen creëert 




enD-to-enDmoDel als sleutel tot integratie 
De BBc onderscheidt drie verschillende benaderingen van content en meta data-
management. in het media Data exchange project ligt de nadruk op het beheers-
baar maken van het digitaal geproduceerde BBc-radio- en -televisiemateriaal 
zelf. speciale labels gearrangeerd in een organisatiebreed model m oeten alle 
verspreid opgeslagen digitale shots, items, geluid, tekst, stills en graphics (de zgn. 
mediaobjecten) terugvindbaar maken. invoer geschiedt uniform. een initiatief dat 
de systeemverbindingen op een andere manier gebruikt is het BBc Digital media 
asset management centre project. hierbij worden digitale archiefcatalogi (muziek, 
beeld en geluid) gelinkt aan de systemen die managementinformatie verschaffen 
over conserverings- en overschrijfprojecten. geïntegreerd zoeken kan via een 
webbrowser op het BBc-intranet. Zoeken en vinden was ook het voornaamste 
doel waarmee BBc-journalisten het geavanceerde electronic news production 
system (enps) hebben ontwikkeld. Dit systeem verschaft snel en overzichtelijk 
toegang tot allerlei interne en externe multimediale bronnen. centrale rol in al deze 
metadatakoppelingen speelt het standard media exchange framework (smeftm), 
een (meta)datamodel dat is ontwikkeld om het managen van de media-assets als 
een end-to-endproces door te kunnen voeren. het smef Data model biedt een 
set definities voor alle metadata-elementen in productie, distributie en archivering 
en de relaties daartussen. Dit allesomvattende model moet de sleutel zijn tot de 
uiteindelijke integratie en harmonisatie van alle systemen in alle BBc-afdelingen en 
-locaties. smef kan als referentiemodel gratis worden gedownload. 
www.bbc.co.uk/guidelines/smef/
Fig. 3. Een model van de integrale productie, distributie en opslag van content en metadata bij de BBC.
Bron: Richard Hopper, BBC
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door een gemeenschappelijke datastructuur waarin alle metadata zijn opgenomen die te pas 
komen	bij	het	maken,	publiceren	en	archiveren.	Er	wordt	ook	in	aangegeven	op	welk	moment	
in	het	proces	metadata	kunnen	of	moeten	worden	toegevoegd,	verwijderd	en/of	gemuteerd.	
























beheren van audiovisuele materialen zo eigenlijk een beetje lijken op recordmanagement,	
met	zijn	nadruk	op	de	levensloop	en	de	organische	groei	van	documenten,	en	zijn	
onderscheid tussen courante en niet-courante materialen. 








Een digitaal omroepproductienetwerk kan worden gezien als een continuüm met twee 
transitionele domeinen: het domein van de media assets,	i.c.	de	dynamische	objecten	
die worden gecontroleerd door het MAM-systeem en vooral een directe operationele 





3.4 De organische BeschriJving
Het	zal	duidelijk	zijn	dat	een	geïntegreerde	productie-	en	archiefomgeving	voor	zowel	de	
inhoud	als	de	totstandkoming	van	de	beschrijving	van	materialen	belangrijke	gevolgen	heeft.	








































Fig. 4. De levenscyclus van metadata in het digitale productieproces: in elke fase worden er gegevens toegevoegd, 






is voltooid. Deze gegevens worden gaandeweg uitgebreid en gemuteerd om uiteindelijk 
terecht	te	komen	in	een	centraal	of	gedistribueerd	virtueel	(archief)systeem.	Na	uitzending	of	
publicatie	houdt	het	documenteren	niet	op:	door	hergebruik	van	fragmenten	en	programma’s	
in nieuwe publicaties zullen aan de oorspronkelijke beschrijving steeds weer andere 
gegevens	worden	toegevoegd.	In	de	digitale	productie-	en	archiefomgeving	verandert	de	
beschrijving	van	‘af	en	gesloten’	naar	‘open	en	dynamisch’.	Ze	kan	niet	langer	worden	gezien	
als statisch eindproduct. 




het archief van de Zweedse publieke omroeporganisatie svt is nauw 
betrokken bij de opzet van het ‘coordination system’ dat een groot aantal 
bestaande eilandsystemen binnen de omroep aan elkaar koppelt tot één groot 
productienetwerk. De bestaande catalogusinformatie over de svt-programma’s 
en -items is opnieuw gestructureerd en de beschrijving van digitale content 
verloopt nu volgens een organisatiebreed format en een uniforme terminologie. 
het archief heeft het informatieontwerp mede bepaald en kreeg de algehele 
supervisie over de regelgeving en de kwaliteit van de metadata. hiertoe is 
een set criteria ontwikkeld waaraan alle gegevens die worden gecreëerd en 
gemuteerd door deelnemers aan het productieproces moeten voldoen. als grote 
inspiratiebron fungeerde het gedachtegoed van Diane hillmann zoals verwoord 
in het hoofdstuk ‘the continuum of metadata Quality’ in haar werk Metadata 
in Practice. De criteria zijn achtereenvolgens: compleetheid: het programma 
wordt zo gedetailleerd mogelijk beschreven als het budget toelaat; precisie: 
metadata moeten accuraat, correct en feitelijk zijn; herkomst: levenscyclus van 
de metadata (i.c. alle mutaties en aanvullingen) moet zijn gedocumenteerd; 
conform aan gebruikersverwachtingen: een zoekinterface met voor gebruikers 
nuttige metadatavelden; logische consistentie en coherentie: consequent 
gebruik van metadata in verschillende productiesystemen; promptheid: 
metadata moeten op tijd geleverd worden en tijdig worden aangepast aan 
iedere update van de content; en toegankelijkheid: alle gebruikersgroepen 
moeten toegang hebben tot het archiefsysteem zonder extra kosten.
Diane i. hillmann/elaine l. westbrooks, Metadata in Practice
chicago american library association 2004, 285 p., isBn 08389 08829 












wordt uitgevoerd. In de digitale netwerkomgeving zijn het dan ook niet langer alleen de 
professionele	documentalisten	van	het	archief	die	zich	hiermee	bezighouden.	Dit	betekent	
















Fig. 5. In een paar jaar tijd zullen de professionele beschrijvingen van nieuwsitems geheel zijn vervangen door de 
metadata die worden gegenereerd tijdens het productieproces: dit geldt althans bij de Zweedse omroep SVT.
Bron: SVT
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die de basis vormen waarop zij verder werken. Dit betekent dat er veel controle- en 




























met instructies voor het uitvoeren van bepaalde taken door een computer. De technologie 
is gebaseerd op machinaal leren (machine learning),	een	onderzoeksveld	binnen	de	
kunstmatige intelligentie. Methodes voor machinaal leren kunnen  gecontroleerd zijn 
of	ongecontroleerd.	In	het	eerst	geval	krijgt	het	algoritme	voorbeelden	van	invoer	en	
bijbehorende uitvoer. Op basis van deze voorbeelden leert het hoe de eigenschappen van de 
invoer	bepalend	zijn	voor	de	uitvoer	en	kan	het	zelf	voor	nieuwe	invoer	zelfstandig	de	juiste	
uitvoer	produceren.	Bij	het	ongecontroleerd	leren	ontdekt	het	algoritme	zelf	een	structuur	in	
de gegeven invoer. Dit kan bijvoorbeeld door de invoer te verdelen in groepen van kenmerken 
die op elkaar lijken door ze te clusteren en te classificeren.
Een aantal van de automatische technieken baseert zich uitsluitend op de inhoud van een 
















‘huid’ wordt herkend kan automatisch worden geconcludeerd dat er mensen in beeld zijn. 
Ziet	de	computer	de	textuur	van	trottoirtegels,	dan	wordt	aangegeven	dat	het	een	opname	
betreft	in	de	gebouwde	omgeving.	Low-levelkenmerken	kunnen	ook	direct (d.w.z. niet via 
trefwoorden	of	andere	metadata)	worden	gebruikt	voor	puur	visueel	zoeken,	het	zgn.	query 
by image. 
4.2  BeelD-, auDio- en tekstanalyse 
Videoanalyse gebeurt in drie stappen: het segmenteren van de beelden (ook wel parsing 
genoemd),	het	classificeren	en/of	clusteren	van	de	kenmerken	en	het	samenvatten	
Fig. 6. Visualisatie van de onderlinge afhankelijkheid tussen contentanalyse-tools. Welke lagere kenmerken vormen de 
basis voor de detectie van de high-level features met meer semantische informatie?
Bron: PrestoSpace
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vocabulaire. Audio en video hebben een groot aantal kenmerken gemeen. Low-level-
kenmerken	in	de	audio	worden	dus	ook	bij	video	gebruikt	voor	segmentatie,	clustering	
en patroonherkenning (query by example, sound spotting). Tijdelijke veranderingen in het 
geluidsspoor kunnen gemakkelijk gemeten worden. Dat geldt ook voor stiltes en pauzes. En 
harde	geluiden	in	een	film	of	televisieprogramma	impliceren	doorgaans	een	verhoging	van	de	







indicatie van een verandering in de semantische inhoud. De tekstuele elementen hebben 
een link naar de temporele structuur van de video en kunnen dus worden omgezet naar 
een	tijdcode-index	die	kan	worden	gebruikt	bij	het	zoeken.	Nadat	de	teksten	en	grafische	
vormen door het systeem zijn gedetecteerd wordt een optical character recognition	(OCR)-
toepassing ingezet waarna ze als doorzoekbare full text aan de content worden toegevoegd. 
Het	is	mogelijk	om	deze	teksten	te	koppelen	aan	thesauri	of	andere	gecontroleerde	
woordsystemen.	Als	er	een	vertaalfunctionaliteit	is	ingebouwd	kan	dat	ook	in	een	andere	
taal (cross-language retrieval). Met behulp van taaltechnologie kunnen ook geassocieerde 
teksten in de netwerkomgeving worden geanalyseerd wanneer die eenmaal zijn getraceerd en 
gekoppeld	aan	het	te	ontsluiten	materiaal.	Contextinformatie	rond	de	video-	of	audioproductie	
(zoals	websites,	persberichten,	recensies,	logboeken,	presentatieteksten)	kan	aldus	worden	
gebruikt als input voor de uiteindelijke ‘beschrijving’ van een audiovisueel product. 
26
4.2.1 gecomBineerDe technieken 
Door low- en mid-levelkenmerken in video en audio te combineren kunnen sommige genres 




de opgenomen gebeurtenis. In het algemeen geldt dat vooral bij genres met een duidelijke 
relatie	tussen	de	low-level	features	(kleur,	beweging,	achtergrond)	en	de	inhoud,	de	
resultaten	van	classificatie	goed	genoeg	zijn	om	in	de	praktijk	toe	te	passen.	Genredetectie	
lijkt daarom vooral perspectieven te bieden voor (televisie)programma’s met eenvoudig 
herkenbare	formats,	zoals	nieuwsbulletins	en	weerberichten,	sommige	sportprogramma’s	en	
andere	uitzendingen	met	een	vaste	opbouw	(shows,	quizzen	e.d.).	




camera ook bijna altijd de beweging van de bal en is er veel dynamiek in de audio (stem-
volume	commentator	en	gejuich,	applaus	en	boegeroep	van	het	publiek).	Als	al	deze	kennis	
wordt	gecombineerd,	kan	worden	gedetecteerd	wanneer	er	een	goal	wordt	gescoord	of	een	
andere significante actie plaatsvindt. In speelfilms en dramaproducties zijn er groepen te 











in (bewegend) beeld en geluid van de semantisch meest belangrijke momenten van een 
programma. Middels het zgn. skimmen kan de essentie van de visuele inhoud in een 
fractie	van	de	normale	speelduur	worden	overgebracht.	Gecombineerde	taal-,	audio-	en	
beeldherkenningstechnieken	genereren	hierbij	een	synopsis	van	het	origineel,	in	feite	





statistisch het relatieve belang van elk stukje content uitgerekend. Levendige (en dus 
veelzeggende,	informatieve)	scènes	worden	eruit	gelicht	aan	de	hand	van	optische	analyse	
Fig. 8. Automatisch gegenereerde contextinformatie: onderdeel van het  zoekresultaat is een kaart van het 






selectie van het materiaal voor de samenvatting. Er moet rekening worden gehouden met het 












intrinsieke beeldkenmerken van bepaalde shots te vergelijken met de fingerprints zoals die 

















Deze kennis wordt inzichtelijk gemaakt door middel van geavanceerde grafische 












lev manovich, schrijver, denker en hoogleraar op het gebied nieuwe media, 
digitale cultuur en visuele kunsten is oprichter van het software studies initiative, 
verbonden aan de universiteit van californië in san Diego. in dit laboratorium 
worden computergebaseerde technieken ingezet voor datamining: kwantitatieve 
analyse en interactieve visualisatie van culturele digitale data. men werkt in dit 
researchdomein – door lev manovich inmiddels ‘cultural analytics’ gedoopt – 
met eigentijdse (online)artefacten van de visuele en media cultuur zoals video, 
audio, games, visuele kunst, mediadesign, film, animaties, foto’s etc. om trends 
en ontwikkelingen aan te kunnen tonen over langere tijds pannen richt de analyse 
zich op omvangrijke datasets: hele verzamelingen of substantiële delen daarvan. 
het is daarbij noodzakelijk dat de te analyseren onderdelen op de een of andere 
manier samenhangen en een bepaalde homogeniteit vertonen, zoals bijvoorbeeld 
bij meer exemplaren van één genre het geval is. meting van de visuele structuur  
van audiovisuele content gebeurt op basis van een aantal formele low- level-
kenmerken zoals bijvoorbeeld kleurdistributie, shotwissels, montage, snelheid 
en camerabeweging. men combineert deze kenmerken met metadata over het 
materiaal die hetzij handmatig, hetzij automatisch zijn gecreëerd . De resultaten 
worden weergegeven in indrukwekkende grafische visualisaties. in het software 
studies lab wordt momenteel – als onderdeel van een pilot met Beeld en geluid 
– kwantitatief onderzoek gedaan naar vormkenmerken van leaders en stationcalls 
van nederlandse omroepen in de periode 1960-1980.
lab.softwarestudies.com/
Fig. 9. Resultaat van datamining toegepast op een collectie speelfilms geproduceerd in drie verschillende landen 




collecties en catalogi etc.





sociale wetenschappers en het algemeen publiek. Met andere woorden: doelgroepen die 
geïnteresseerd	zijn	in	de	(langetermijn)ontwikkelingen	en	effecten	van	vorm	en/of	inhoud	
van	televisie,	film	en	internet.	
4.3 het semantisch weB
Een heel ander type research richt zich op het ontwikkelen van methoden en technieken 
die gebruik kunnen maken van beschrijvende metadata die al aanwezig zijn op het web. 
Hier	gaat	het	opnieuw	niet	om	de	analyse	van	beeld	en	geluid	binnen	één	programma	of	
groep	programma’s.	Doel	is	het	creëren	van	uniforme	toegang	tot	meerdere	collecties:	
semantische interoperabiliteit. Interoperabiliteit is het vermogen om vanuit verschillende 
invalshoeken	te	communiceren,	waarbij	de	partijen	blijven	uitgaan	van	hun	eigen	systemen.	
Technische	interoperabiliteit	gaat	over	het	koppelen	van	informatiesystemen;	over	interfaces	
en andere technische standaarden. Semantische interoperabiliteit richt zich op het geven van 
een gedeelde betekenis	aan	de	uit	te	wisselen	gegevens.	Informatie	in	een	netwerk	wordt	
daarbij op zo’n manier gerepresenteerd dat niet alleen mensen maar ook computers haar 
kunnen	verwerken,	linken	en	interpreteren.	Het	zgn.	semantisch web	is	een	initiatief	van	de	
standaardenorganisatie W3C dat erop gericht is om het world wide web uit te breiden met deze 
technologie.	Het	concept	gaat	ervan	uit	dat	alle	informatie	(personen,	plaatsen,	objecten,	zaken	
en	gebeurtenissen)	op	het	web	op	een	betekenisvolle	manier	geïdentificeerd	kan	worden.	
De gegevens zijn daarbij uitbreidbaar zonder dat ze aan de bron veranderen. Op deze manier 
kunnen	verschillende	gemeenschappen	onafhankelijk	van	elkaar	gegevens	uitwisselen.	






bestanden moeten computers ook de betekenis van woorden en begrippen kunnen begrijpen. 
Hiervoor	is	RDF	(Resource	Description	Framework)	ontwikkeld.	RDF	voegt	eigenschappen	
toe	aan	de	termen.	Een	voorbeeld:	een	maker	is	een	persoon,	een	productie	heeft	een	
maker en een productie kan worden gepubliceerd. De volgende stap naar semantische 
interoperabiliteit bestaat uit het modelleren van de termen en hun eigenschappen in een 








kennis te destilleren uit bestaande gegevens en die als zoekresultaat aan te bieden. 
Voortbouwend	op	bovenstaand	voorbeeld	kunnen	de	termen	‘programma’,	‘onderwerp’,	








Wanneer het intelligent redeneren wordt gecombineerd met taaltechnologie kunnen 
Fig. 10. Semantische interoperabiliteit: gegevens over objecten uit verspreide collecties zijn benaderbaar via één 










omgezet naar een beschrijving in de eigen catalogus van een instelling. 




producties wordt hierdoor niet alleen meer bepaald door selectie en (subjectieve) 
praktiJkvoorBeelD 
semantisch annoteren 
Doel van het researchproject choice (charting the information landscape 
using context information) – uitgevoerd bij Beeld en geluid door het max 
planck instituut, de vu en telematica – was het kunnen doen van behulpzame 
suggesties voor trefwoorden aan documentalisten tijdens het catalogiseren. 
De trefwoordsuggesties worden met behulp van natural language processing 
(nlp) en semantische webtechnieken ontleend aan bestaande contextuele 
tekstbronnen over radio- en televisieprogramma’s zoals websites, 
onlinetelevisiegidsen, recensies en kijkcijferonderzoek. De methode werkt 
als volgt: algoritme no. 1 detecteert die segmenten van contextdocumenten in 
de netwerkomgeving die mogelijk relevante termen zouden kunnen bevatten 
over een bepaalde te beschrijven productie. Deze termen worden gelinkt aan 
de trefwoorden in de gemeenschappelijke thesaurus audiovisuele archieven 
(gtaa). algoritme no. 2 gebruikt vervolgens de relaties tussen de gevonden 
trefwoorden om semantische clusters te maken, deze te wegen en de meest 
centrale termen als suggestie te presenteren aan de documentalist. Deze 
kiest op basis van deze automatisch gegenereerde, semantische annotatie 
de juiste thesaurusterm. in het project werd gekozen voor een testset van 
nieuws- en actualiteitenprogramma’s en documentaires. Dit omdat er juist 
rond dit soort programma’s veel digitale contextbronnen voorhanden zijn in de 
netwerkomgeving. experimenten met de choice-methode hebben inmiddels 
uitgewezen dat ongeveer de helft van de eerste 10 suggesties een goede is. 






shottypen. Vanwege de tijdrovendheid werd juist dit type gegevens allang niet meer 
handmatig gegenereerd. Deze techniek kan dus van belang zijn bij het ontsluiten van 
sommige typen stockshots. Er worden daarbij ook nog eens  low- en mid-levelelementen 
geïndexeerd	die	feitelijk	nooit	beschreven	werden,	zoals	kleur,	textuur,	(camera)beweging,	










De multimoDale aanpak 
munch (multimedia analysis for cultural heritage) is een researchproject van 
de uva, de vu en Beeld en geluid dat zich richt op de automatische analyse van 
digitale bewegende beelden. er is gekozen voor een multimodale benadering: 
aangestuurd door een ontologie worden beeldeigenschappen geanalyseerd 
samen met de (geschreven en gesproken) taal die dat beeld beschrijft. hiertoe is 
een multimediathesaurus gebouwd. Deze bestaat uit een set high-leveldetectoren 
in een onderlinge structuur. met deze detectoren kunnen automatisch beeld-
concepten worden opgespoord, zoals ‘opstijgende vliegtuigen’, ‘george 
Bush sr.’ of ‘de amerikaanse vlag’. De detectoren worden getraind door de 
automatische methode te combineren met handmatig beschreven beelden uit 
het televisienieuws. Dit lexicon is verrijkt met semantische beschrijvingen en 
structuur, verkregen vanuit het onlinewoordbestand wordnet. ook de termen 
en relaties binnen de gemeenschappelijke thesaurus audiovisuele archieven 
(gtaa) van Beeld en geluid en het filmmuseum worden ingezet. om het zoeken 
in transcripten van het gesproken woord te verbeteren experimenteert munch 
met het gebruik van taaltechnologie. men werkt daarbij aan het probleem van 
de temporele mismatch tussen het noemen van objecten in spraak en hun 
verschijning in beeld. er is een oplossing gevonden door de spraak die hoort bij 
shots vóór en na het shot met het betreffende object mee te nemen in de analyse. 
Deze shots worden gewogen: hoe verder weg van het ‘hoofdshot’, hoe lager het 
gewicht. het betrekken van de spraak in de naburige shots verbetert  







veel soorten algoritmen nodig zijn. Modellen die worden ontwikkeld voor de televisiebeelden 
van	nu	kunnen	immers	niet	straffeloos	worden	toegepast	op	historisch	materiaal.	Film-	en	






tijdsperiodes. Filmanalytisch en mediahistorisch onderzoek kunnen van deze mogelijkheden 
enorm profiteren. Datamining vormt daarbij een mogelijk antwoord op de toenemende 
digitale	productie,	of	het	nu	gaat	om	digital born-materiaal	of	om	gedigitaliseerde	objecten,	
om	collecties	van	archieven	of	om	voortbrengselen	van	privépersonen.	Zonder	de	hulp	van	
kwantitatieve technieken zijn deze gigantische heterogene hoeveelheden immers niet meer 
in kaart te brengen. 
Een groeiende rol is er ook voor de semantisch-webtechnieken. Op het niveau van 


































Fig. 11. Het detecteren van één bepaald concept (in dit geval het concept ‘outdoor’ ofwel buiten) en voorbeelden  
van andere concepten die momenteel automatisch kunnen worden gegenereerd. Er wordt hierbij gebruikgemaakt  




5 De geBruiker BeschriJft
5.1 van consument naar proDucent
Eerder is beschreven hoe deelnemers aan een audiovisueel (omroep)productieproces langs 
een	digitale	workflow	metadata	invoeren	over	de	programma’s	waar	ze	aan	werken.	Er	is	
ook uiteengezet welke kenmerken van beeld en geluid op een automatische manier kunnen 
worden	geëxtraheerd	om	te	worden	omgezet	in	beschrijvende	informatie.	Er	is	nog	een	derde	




gebruikers. Deze groepen veranderen in de netwerkomgeving van rol. Van consument worden 
ze	producent,	in	dit	geval	van	beschrijvende	metadata.
5.1.1 expertBeschriJvingen
Audiovisueel materiaal kan op veel manieren worden gebruikt en hergebruikt. In de 
beschrijving	van	professionele	documentalisten	wordt	daar	zoveel	mogelijk	rekening	mee	
gehouden.	Allereerst	is	er	de	algemene	informatie	over	de	inhoud	en	makers	van	een	
programma die moet worden opgetekend. Vervolgens worden die delen van een programma 
beschreven,	die	mogelijk	geschikt	zijn	voor	hergebruik	in	een	productiecontext.	Maar	dit	
zijn	niet	de	enige	invalshoeken	vanwaaruit	fragmenten	en	programma’s	kunnen	worden	
Fig. 12. Voorbeeld van een ‘expertbeschrijving’ van een audiovisueel fragment. In het project Teleblik van Beeld 
en Geluid worden vorm en inhoud van de beschrijving op professioneel-didactische wijze toegesneden op de 
informatiebehoeften van scholieren. www.teleblik.nl/
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ontsloten. Zo is er inmiddels de niet meer weg te denken inzet van audiovisueel materiaal 
voor onderwijsdoeleinden waarbij beeld en geluid dient om lesprogramma’s te illustreren. 
Audiovisueel materiaal is ook steeds meer object geworden van cultuurwetenschappelijk en 
mediahistorisch onderzoek. 
Voor het maken van beschrijvingen voor dit soort doeleinden zoeken collectiehouders vaak 
domeindeskundigen aan. Deze beschrijven het materiaal vanuit de optiek van specifieke 
doelgroepen,	i.c.	vanuit	vooronderstellingen	over	de	wijze	van	raadpleging	en	hergebruik.	De	
trefwoorden	die	worden	toegekend	zijn	dan	bijvoorbeeld	gerelateerd	aan	onderwijscurricula	




gaat het dus niet in de eerst plaats om het maken van een neutrale beschrijving van de 
informatiecontent	en	de	audiovisuele	content	zoals	dat	wordt	gedaan	ten	behoeve	van	




peer-to-peer netwerken wordt het verzamelde materiaal van deze privépersonen verbonden 
aan	grote	culturele	instituten.	De	kennis	die	deze	groep	heeft	over	de	inhoud	van	bepaalde	








Surowiecki,	auteur	van	het	boek	The Wisdom of Crowds. Surowiecki meent dat de kwaliteit 
van	informatie	die	door	miljoenen	mensen	wordt	opgeschreven,	gecontroleerd	en	
herschreven	zich	zonder	meer	kan	meten	met	de	inhoud	van	de	Encyclopaedia	Britannica.	






















maar de uiteindelijke selectie en de vorm waarin de gegevens eventueel deel gaan uitmaken 
van	de	‘officiële’	catalogus,	blijft	strak	geregisseerd	door	de	professionals.	
Fig. 13. Aan de oproep om informatie over een bepaalde historische foto is door meerdere gebruikers gevolg 

















Inmiddels wordt social tagging meer en meer ingezet bij de ontsluiting van bestaande 
culturele	collecties	zoals	die	van	archieven,	musea	en	bibliotheken.	Zo	laat	Steve	Museum	uit	
praktiJkvoorBeelD 
wisDom of the groningse crowDs 
het poparchief groningen is een voorbeeld van crowdsourcing door een bestaand 
audiovisueel archief: gava/rhc groninger archieven, dat daarmee als een van 
de eerste regionale archiefinstanties ervaring opdeed met dit fenomeen. De 
website heeft een autonome uitstraling maar wordt door gava/rhc groninger 
archieven in technische zin ondersteund, d.w.z. dat gebruikgemaakt wordt van 
dezelfde digitale infrastructuur. ook in organisatorisch opzicht zijn er nauwe 
banden: gava/rhc groninger archieven biedt het poparchief een fysiek 
onderkomen en is verantwoordelijk voor de financiering. inmiddels bestaat het 
poparchief uit een omvangrijke, gestructureerde verzameling materiaal over 
de lokale muziekcultuur van weleer, maar er is ook informatie te vinden over 
hedendaagse muzikanten en poppodia uit stad en provincie. De collectie wordt 
regelmatig uitgebreid door de hulp van liefhebbers, experts en popmuzikanten. 
Deze leveren hun bijdragen aan via e-mail of een formulier. controle en eind-
redactie is in handen van professionals. er is een redactie gevormd van tien 
redacteuren die de bijdragen verwerken onder leiding van een eindredacteur. 
De redacteuren vertegenwoordigen ieder een genre. gebruikers kunnen ook 
fysiek materiaal deponeren, dat op vakkundige wijze wordt opgeslagen in de 
archiefdepots. De koppeling van een website aan een officiële archiefinstantie 
biedt gebruikers het gevoel van veiligheid en betrouwbaarheid waar het gaat om de 
verwerking van hun gegevens en materialen. voor gava/rhc groninger archieven 
vormt het poparchief een manier om haar collecties uit te breiden met het 








de achtergrond en onderwerpen en details van het schilderij. Voor audiovisueel materiaal 
lopen	er	inmiddels	ook	initiatieven.	Zo	heeft	de	BBC	een	audio	tagging	project	opgezet	waarbij	
gebruikers	radiofragmenten	kunnen	afspelen	om	daar	vervolgens	hun	eigen,	vrije	trefwoorden	
aan	toe	te	kennen.	Beeld	en	Geluid	lanceerde	samen	met	de	KRO	het	video labeling game 
Waisda? waarbij deelnemers historische items kunnen taggen. 




Fig. 14. De BBC deed ervaring op met het online laten taggen van radiofragmenten door luisteraars. 













van de tags. Moeten documentalisten en catalogiseerders de tags standaard corrigeren 
en	classificeren,	zoals	ze	dat	ook	doen	met	andere	extern	geproduceerde	metadata?	Of	
kunnen	ze	vertrouwen	op	een	autonoom	proces	zonder	centrale	richtlijnen,	waarbij	tags	van	
gebruikers zonder meer kunnen worden gebruikt als volwaardige zoekingangen? 
praktiJkvoorBeelD 
peer-to-peer in BraBant
van de foto’s van Bob van Brunschot tot de filmcollectie van de Zuidelijke 
land- en tuinbouworganisatie: het is allemaal te vinden op de film- en foto-
bank noord-Brabant, een beeldbank met historische films en foto’s van noord-
Brabant, ontwikkeld door de afdeling Beeld en geluid van de Brabant-collectie. 
De publiekskant van de film- en fotobank is toegankelijk voor iedereen. De 
beheeromgeving is alleen bestemd voor personen en organisaties die historisch 
film- en/of fotomateriaal over Brabant beheren. Deelname aan de beeld bank is 
gratis. onder de participerende collectiehouders vallen archieven, heemkunde-
kringen, gilden, harmonieën en andere institutionele beheerders van cultuur-
historische beelden. medewerkers van de Brabant-collectie, onderdeel van 
de bibliotheek van de universiteit van tilburg, beheren de film- en fotobank 
en zien toe op het goed functioneren. ook kan men bij hen terecht voor aan-
melding, informatie en advies. De fysieke collecties blijven waar ze al waren: 
bij de rechtmatige eigenaar of beheerder. in de onlinebeheeromgeving kunnen 
collectiehouders hun gedigitaliseerde films en foto’s zelf uploaden, beheren en 
beschrijven. er is een op Dublin core gebaseerd beschrijvingsformat ontwikkeld 
waarin formele en inhoudelijke gegevens kunnen worden ingevoerd. collectie-
houders die meedoen aan de beeldbank beslissen zelf of, en in hoeverre, hun 
content online wordt getoond. gebruikers op hun beurt kunnen het materiaal 
voorzien van eigen gegevens en commentaar. De collectiebeheerder van de 
desbetreffende film of foto beslist hoe met dit commentaar om te gaan. Deze 
film- en fotobank vormt een unieke combinatie van crowdsourcing, expert-
beschrijvingen en social tagging, samengebracht in een peer-to-peer netwerk 
dat wordt gefaciliteerd vanuit een professioneel audiovisueel archief.
www.filmenfotobank-nb.nl/
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Deze vraag raakt direct aan het debat tussen de voorstanders van het vrije social tagging en 
de representanten van de strakkere lijn zoals dat nog in volle hevigheid wordt gevoerd op 
web-	en	andere	platforms.	Voor	de	eerste	groep	–	informatieprofessionals	die	voornamelijk	
afkomstig	zijn	uit	de	wereld	van	de	bibliotheken	en	de	papieren	archieven	–	is	het	volledig		















taking pictures to the puBlic
in oktober 2008 zette het nationaal archief samen met spaarnestad 800 foto’s 
op flickr. het publiek kon de foto’s taggen en van commentaar voorzien. in zes  
maanden tijd werden de foto’s meer dan een miljoen keer bekeken door mensen  
over de hele wereld. er werden 6852 tags toegekend en 1916 commentaren 
achtergelaten. flickr bleek een uitstekend middel voor het vergroten van het 
publieksbereik. Zo steeg het aantal pageviews op de eigen na-beeldbank in 
deze periode van 200.000 naar 300.000 pageviews per maand. De bedoeling van 
de pilot was allereerst: onderzoeken of de zoekfunctionaliteit verbeterd kan 
worden met behulp van gebruikerstags. in een vervolgonderzoek zal het zoek-
resultaat dan ook worden vergeleken met dat van ‘professionele’ trefwoorden. 
een andere vraag ging over de mogelijkheid van verrijking van kennis rondom 
fotocollecties door eindgebruikers. het bleek dat uiteindelijk maar 3% van alle 
comments is toegevoegd aan de eigen beeldbanken van het na en spaarnestad, 
wat neerkomt op het aanpassen van 23 records. slechts een klein deel van de 
comments bevat namelijk relevante gegevens over locatie, datum en personen 
op de foto’s, i.c. feitelijke informatie waarvan de juistheid gecheckt kon worden. 
conclusie van de pilot is dat gebruikers op het punt van kennisverrijking niet 
kunnen worden ingezet als vervanging van professionele archivarissen en 
ervaren vrijwilligers. De door gebruikers ingevoerde tags zullen echter naar 
verwachting wél gaan bijdragen aan het verbeteren van de doorzoekbaarheid, 











eenstemmigheid over de tags.
5.3 social taggen en De auDiovisuele BeschriJving 
Wat betekent dit debat tussen de traditionele catalogiseerders en free tagging-adepten 
voor het ontsluiten van audiovisueel materiaal? Allereerst valt op dat veel socialtagging-
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Basale, sociale en luie taggers
het telematica instituut heeft een researchproject afgerond naar taggedrag. 
men wilde vaststellen of het vooraf voorstellen van bepaalde termen het 
tagging proces zou versnellen. ook werd nagegaan of social tags geschikt zijn 
als autonome zoekingang. De proeftaggers werden opgedeeld in 3 groepen 
die elk 150 clips moesten taggen: de Basic taggers die hun tags zelf moesten 
bedenken, de social taggers die suggesties kregen aangeboden gebaseerd op 
de tags die andere taggers hadden toegevoegd en de lazy taggers, die ook nog 
eens de originele metadata van de professionals als suggestie ontvingen. Bij het 
invoeren van tags bleek dat veel social tags onderling werden overgenomen, iets 
dat de kwaliteit van de tags zou kunnen aantonen. De groep social taggers had 
daarbij het laagste aantal unieke tags. tags van de lazy taggers beïnvloedden 
derhalve de social taggers, die daarmee indirect ook de professionele metadata 
overnamen. andere bevinding was dat taggers die suggesties ontvingen in 
het algemeen niet sneller werkten. en ondanks de suggesties bedachten 
de social taggers en de lazy taggers nog steeds een hoop tags zelf (i.c. 
57% overgenomen versus 43% eigen tags). echter, de suggesties zorgden 
wél voor meer consistentie in de set tags. een belangrijke conclusie t.a.v. 
het zoeken was dat gebruikte zoektermen zeer vaak correspondeerden met 
social tags. conclusie: social tags sluiten kennelijk aan bij de belevingswereld 
van gebruikers en zullen dan ook in bepaalde gevallen beter werken dan 
professionele metadata. aanbeveling van het video tagging-project: er is 
vervolgonderzoek nodig naar manieren om gebruikers te motiveren, want het is 
















Audiovisuele archieven hebben een eigen beschrijvingstraditie. Allereerst moet de 
beschrijving hier dienen als substituut van het audiovisuele document dat immers niet 
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taggen als spelletJe
Beeld en geluid lanceerde in 2009 in samenwerking net de kro het video 
labeling game waisda? internetgebruikers taggen hierbij spelenderwijs 
polygoon fragmenten en afleveringen van de tv-programma’s Boer zoekt vrouw, 
Memories en Spoorloos. spelplezier en competitiedrang moeten voldoen 
als motivatie om deel te nemen. Doel van de pilot is om de meerwaarde van 
gebruikersannotaties te bepalen bij het ontsluiten van audiovisueel materiaal. 
via deze vorm van serious gaming wordt ook geëxperimenteerd met een 
nieuw soort publieksdienst als basis voor een mogelijk verdienmodel. op de 
waisda?-site kiest de gebruiker een van de 2000 video’s en vult hij de woorden 
in die omschrijven wat er te zien en te horen is. er kunnen punten worden 
verdiend wanneer een andere gebruiker bij dezelfde clip exact dezelfde term 
invoert. De bedenkers van waisda? gaan dus uit van het consensusprincipe: 
hoe meer mensen dezelfde tag gebruiken, hoe groter de kans dat het gaat 
om een correcte, zinvolle term. er wordt in waisda? samengewerkt met de 
vu die onderzoekt of en hoe gesproken woord in de video’s de keuze van 
de tags beïnvloedt. Dit gebeurt o.m. door de toegekende tags te matchen 
met woorden in de teletekstondertitels en de spraak-naar-teksttranscripten. 
ook wordt bekeken of de kwaliteit van de tags verbeterd wordt door het 
aanbieden van gecontroleerde woordsystemen, zoals wordnet en de gtaa 
(gemeenschappelijke thesaurus audiovisuele archieven).
in de tweede fase van waisda? wordt een koppeling gemaakt tussen de 
gebruikerstags, automatisch gegenereerde metadata en professionele 












clipgerichte werkwijze van social taggers. 
Het	creëren	van	metadata	op	shot-	en	clipniveau	is	zeer	arbeidsintensief.	De	immer	
toenemende vloed aan binnenstromend materiaal belet veel collectiehouders al hun 














Fig. 15.  Startscherm van het serieuze taggingspel Waisda?.
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6 De trenDs en hun gevolgen 
6.1 nut en nooDZaak
De	vernieuwingen	zoals	hierboven	beschreven	hebben	grote	economische,	culturele	en	
maatschappelijke voordelen. Deze voordelen hangen samen met een sterk verbeterde 




uitzending	of	publicatie	te	benaderen.	Door	het	write once read/edit many-principe worden er 
minder	invoerfouten	gemaakt.	
Met	behulp	van	automatische	indexeersoftware	kan	véél	meer	materiaal	in	elk	geval	op	
een minimaal ontsluitingsniveau (transcripten en visuele low-levelkenmerken) worden 
teruggevonden. Dat is een niet te onderschatten verbetering in iedere audiovisuele 
productieomgeving zoals nu al blijkt bij organisaties als CNN waar dagelijks met deze 
toepassingen	wordt	gewerkt.	Het	indexeren	van	beelden	waarvan	het	begrip	van	de	context	
niet	op	de	eerste	plaats	staat	(i.c.	de	audiovisuele	content,	in	het	bijzonder	de	stockshots)	
zal op niet al te lange termijn waarschijnlijk grotendeels automatisch verlopen. Automatisch 
indexeren	van	beeld	en	geluid	creëert	daarbij	ingangen	die	tegemoetkomen	aan	nieuwe	
vragen van een nieuw onlinepubliek. 
Het	betrekken	van	gebruikers	kan	helpen	bij	het	ontsluiten	van	grote	hoeveelheden	digitale	
data.	Door	het	inzetten	van	experts,	crowdsourcing	en	social	tagging	wordt	gebruikgemaakt	
van kennis die elders bestaat. Dit bespaart kosten omdat de documentalist zijn research 
niet	zelf	hoeft	te	doen	en	het	materiaal	veelal	niet	meer	hoeft	te	bekijken	of	te	beluisteren.	
Gebruikersinput	kan	er	ook	toe	bijdragen	dat	een	collectiehouder	zijn	waren	beter	kan	
toesnijden op gebruikers. Profiling- en recommendation-technieken analyseren alle impliciete 









taggen.	Social	tagging	leidt	aldus	tot	gebruikersengagement,	extra	exposure én nieuwe 
zoekingangen. 
Door deze ontwikkelingen kunnen audiovisuele archieven hun bereik vergroten en hun 
services verbeteren. Dit legitimeert hun bestaansrecht en versterkt hun culturele en 
maatschappelijke rol. De coherentie tussen gebruikers van de collecties onderling wordt  ook 













classificaties en thesauri en tussen objecten en gebruikers. Door uit deze verbanden 
intelligente	conclusies	te	trekken	komt	de	context	van	een	programma	of	fragment	naar	de	
oppervlakte. Machinaal leren kan worden toegepast wanneer de automatische analyse van 
gegevens wordt gekoppeld aan interactie met de gebruiker. Er kan dan worden geleerd van 
de vragen die de gebruiker stelt en van de patronen in diens zoekgedrag. Elke zoekactie 
levert	zo	weer	nieuwe	kennis	op,	die	weer	kan	worden	gebruikt	voor	het	genereren	van	
nieuwe zoekresultaten. 
Steeds meer gebruikers creëren vanuit hun luie stoel zelf metadata: het beschrijven van audiovisuele content is niet 
langer voorbehouden aan de  professionele documentalist. 
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De	traditionele,	manuele	inhoudsbeschrijving	van	de	documentalist	is	ongetwijfeld	nog	steeds	
het meest precies en doelmatig. De reden voor het gebruik van de nieuwe middelen ligt dan 





verwacht. Centrale vraag die direct opdoemt: waar laten deze ontwikkelingen op termijn de 
professionele	archivaris	en	documentalist?	
6.2 een nieuwe focus voor De professional 




komt nu ook naar binnen,	in	de	vorm	van	productiemetadata,	automatisch	gegenereerde	
gegevens	en	gebruikerstags.	Hiermee	zijn	documentalisten	niet	langer	van	begin	tot	eind	
verantwoordelijk voor het tot stand brengen van beschrijvende gegevens. Deze ontwikkeling 
noopt tot het anders gaan inzetten van hun traditionele kennis en vaardigheden. 
Documentalisten	blijven	echter	verantwoordelijk	voor	een	aantal	essentiële	keuzen	waar	het	
gaat	om	het	niveau	en	de	kwaliteit	van	de	toegang.	De	relevantie	van	alle	extern	gecreëerde	




een gecompliceerde taak die vooralsnog alleen kan worden verricht vanuit een combinatie 
van	kennisdomeinen:	begrip	van	de	structuur	van	audiovisuele	materialen,	knowhow op het 
gebied van ordening en classificatie met vooral: kennis van de vormen van (her)gebruik van 
programma’s,	fragmenten	en	collecties	en	inzicht	in	de	diverse	gebruikersgroepen	en	hun	
zoekgedrag.	Op	basis	van	deze	specifieke		vakinhoudelijke	en	contextuele	kennis	kan	(en	
vooralsnog: moet) manueel worden ingegrepen waar nodig. Door de metadata die binnenkomen 
te screenen en zinvol in te passen behoudt de documentalist zijn bepalende invloed op de wijze 
waarop	informatie	over	een	programma	of	fragment	uiteindelijk	weer	‘naar	buiten’	gaat.	
 























al ruim tien jaar lopen er grote en kleine researchprojecten tussen academische 
en technische partijen en archieven, audiovisueel of anderszins. op europees 
niveau is er het programma information society technologies (ist) voor de 
ontwikkeling van nieuwe producten en diensten in het voordeel van culturele 
verscheidenheid. op nationaal niveau worden binnen de programma’s 
multimedian en catch geavanceerde technologieën bedacht voor het 
ontsluiten, presenteren en aan elkaar koppelen van nederlands erfgoed. Doel 
van al deze initiatieven is het vergroten van de bijdrage van de memory institutes 
aan de zgn. cultuureconomie. Belangrijk middel is steeds weer de realisatie van 
geïntegreerde, (semi)automatische toegang tot grote hoeveelheden content, het 
liefst zowel crossmediaal als multilinguaal. partners binnen deze projecten zijn 
universiteiten en researchinstituten, technische en commerciële bedrijven en 
collectiebeheerders. Deze laatste groep levert vooral de inzichten en ervaring 
op het gebied van het ontsluiten en beschikbaar stellen. projectmedewerkers 
zijn veelal (oud-)documentalisten en archivarissen. hun praktische kennis 
blijkt hier onmisbaar. hoe anders moeten de hoogtechnologische prototypes 
worden gekoppeld aan requirements van de eindgebruikers? en hoe – zonder 
deze inbreng – maken de projectresultaten ooit kans daadwerkelijk te worden 
geïmplementeerd? actief bijdragen aan innovatieve projecten betekent voor 
medewerkers van archieven dat nieuwe kennis moet worden opgedaan van 
informatietechnologie. ook moeten deze projectmedewerkers in staat zijn hun 
praktijkervaring op het gebied van hergebruik, zoekgedrag en catalogisering 
te vertalen naar een researchomgeving en vice versa. communicatieve 
vaardigheden zijn in zo’n proces heel belangrijk. De resultaten van innovatieve 
projecten zijn immers niet meteen zichtbaar, terwijl de noodzakelijke personele 
en dus financiële inspanning van de eigen organisatie wél moet worden 







productieomgeving anders wellicht verloren zou gaan. 
6.2.2 waarDeoorDelen 
Automatisch	indexeren	is	quick maar vooralsnog dirty. De techniek is op dit moment nog 
geen	serieuze	vervanging	van	de	professionele,	manueel	gegenereerde	counterpart met 
zijn	precisie	en	zijn	onderscheiden	semantische	niveaus.	De	tools	voor	beeld-,	spraak-	en	




producties ten behoeve van bepaald gebruik. Waardeoordelen zijn nuttig om te midden van 




Bij de BBc zijn zgn. mediamanagers werkzaam, vaak als lid van het team dat 
verantwoordelijk is voor de productie van een bepaald radio- of televisie-
programma of van een serie. hun werk bestaat uit het toezien op de ordentelijke 
creatie, mutatie en opslag van metadata. Deze mediamanagers – veelal oud-
documentalisten van de afdeling information & archives van de BBc – zijn ooit 
begonnen zonder definitieve functieomschrijving. Bij het opzetten van het 
digitale productieproces een aantal jaren geleden, was er al wel de behoefte aan 
professioneel metadatabeheer, maar nog geen zicht op het hoe en wat, waar 
en wanneer van dit beheer. inmiddels is de functie helemaal ingeburgerd. een 
mediamanager bij de BBc moet allereerst beschikken over de vaardigheden van 
een documentalist en dus vertrouwd zijn met richtlijnen en regels als basis van 
informatiesystemen. maar de vereisten zijn ruimer: hij of zij moet ook kennis 
hebben van de complete productieworkflow en van de verschillende systemen 
voor bijvoorbeeld het ingesten, het editen en het publiceren van content. 
veel van het werk bestaat uit dingen uitleggen aan en uit het onderhandelen 
met medewerkers van productieafdelingen. Dit om een zo goed mogelijke 
organisatie brede metadata-invoer te garanderen. mediamanagers dienen dus 
ook te kunnen optreden als trainer. hiervoor zijn communicatieskills belangrijk. 
Deze skills komen ook van pas bij het uitleggen waar een mediamanager niet 
voor is: het oplossen van computerproblemen bijvoorbeeld. mediamanagers 
vormen bovenal de zo belangrijke verbinding tussen de productie en het archief 
en daarmee tussen het dynamische dagelijkse uitzendproces en de voorwaarden 
voor langetermijnbewaring van de BBc-programma’s.
www.bbc.co.uk/guidelines/dq/contents/archives.shtml
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wisselen en zijn dus moeilijk in algoritmen om te zetten. Dit soort manuele toevoegingen door 
de documentalist kan zorgen voor de noodzakelijke ‘subjectiviteit’ in een beschrijving: de 
resultaten	van	automatisch	indexeren	alléén	zijn	feitelijk	nog	te	‘objectief’.	
Een belangrijke nieuwe taak voor audiovisuele documentalisten is het aanleveren van 
kennis	uit	de	praktijk	bij	de	ontwikkeling	van	de	softwaretoepassingen	voor	automatische	
indexering.	Documentalisten	hebben	een	manier	van	werken	ontwikkeld	die	is	gebaseerd	op	
veel ervaring met catalogisering ten behoeve van meerdere typen gebruik. Door samen te 
Vanuit hun praktische kennis kunnen documentalisten en archivarissen actief bijdragen aan researchprojecten op  




het institut national de l’audiovisuel (ina), het nationale audiovisuele archief 
van frankrijk, herbergt miljoenen uren materiaal van franse producenten, waar-
onder veel omroepen. een substantieel deel daarvan is intussen gedigitaliseerd. 
talloze nieuwe programma’s stromen dagelijks in digitale vorm het archief 
binnen. het catalogiseren van dit materiaal wordt inmiddels niet meer gedaan 
door de ina-documentalisten maar door de producenten zelf. hun metadata 
worden direct geïmporteerd in de archiefdatabase. Documentalisten verrichten 
nu vooral redactioneel werk en zijn actiever geworden in de klantenservice. een 
belangrijke nieuwe taak heet: thématisation. hierbij wordt het historisch en 
actueel archiefmateriaal opgedeeld in hiërarchisch gestructureerde collecties 
die op de ina-website beschikbaar worden gesteld. De onderwerpen zijn gerang-
schikt naar thema, (actueel) event en publieke persoonlijkheid en kunnen worden 
benaderd via beschrijvingen en bewegende beelden. oud en nieuw ina-materiaal 
kan zo door gebruikers in gecontextualiseerde vorm worden geraadpleegd. 
Documentalisten zijn verantwoordelijk voor de selectie en de structurering van 
de thema’s. Ze zijn ook betrokken bij de publicatie. De nieuwe redactionele 
taken vereisen veel kennis van de inhoud van de collecties. Deze kennis is ook 
belangrijk bij het ondersteunen van klanten tijdens het zoek proces, een andere 
nieuwe focus van documentalisten. gedetailleerde kennis van de collecties vormt 
tenslotte de basis voor gemotiveerde keuzen in conserveringsprojecten. voor 
het opbouwen, delen en verrijken van deze kennis onder documentalisten wordt 
binnen ina een bewust beleid gevoerd. ‘thématisation’ van de ina-collecties 
heeft inmiddels geleid tot een sterk verhoogd gebruik van archiefmateriaal.  
inatheque.ina.fr/
www.ina.fr/
Fig. 16. Thema Mei 1968, 
onderdeel van de historische online 




specificaties en een belangrijke rol spelen in het testen en valideren van de nieuwe tools. 








en onderwerpen aan te bieden die buiten het bereik liggen van de individuele deelnemers. 
Aanpassing	van	de	eigen	professionele	systemen	ten	behoeve	van	communicatie	met	de	
buitenwereld	kan	gebruikers	een	veilige	en	betrouwbare	structuur	bieden,	waarin	professionals	










metadata. Door folksonomy op deze wijze te paren aan taxonomie,	voegen	professionals	de	
















in de ontsluiting. Metadatacreatie wordt een gemeenschappelijke activiteit waarbij de 
catalogus	als	statische	verzameling	gecontroleerde	gegevens	transformeert	tot	een	proces,	
een	‘open	source’	die	vanaf	meerdere	plekken	wordt	gevoed	en	gebruikt.	De	van	oudsher	









nu al op grote schaal kunnen worden toegepast: steeds meer materiaal wordt zonder 
verband	aangeboden.	Er	ontstaat	een	informatiewereld	waarin	een	groot	deel	van	de	
materialen	en	documenten	los	in	de	digitale	ruimte	zweeft,	zonder	onderlinge	relaties.	Zo	
werken deelnemers aan een digitaal productieproces gezamenlijk aan een grote verzameling 
losse	mediaobjecten,	fragmenten,	teksten	en	clips	waarvan	veel	nog	niet	is	ingepast	in	
een	programma,	serie	of	collectie	–	en	dat	ook	nooit	zal	worden.	Automatische	annotatie	












relatie tussen vorm en inhoud van een audiovisueel document. Tegelijk garandeert dit 
onderscheid meervoudig (her)gebruik. Onlinegebruikers en deelnemers aan een digitaal 
productieproces	kunnen	echter	niet	zomaar	wat	professionele	documentalisten	kunnen.	En	





Toegang tot audiovisuele collecties wordt in de netwerkcultuur op meerdere manieren 
bewerkstelligd.	De	kwaliteit	van	de	toegang,	ofwel	de	aangeboden	metadata,	loopt	daarbij		
uiteen: van tags die direct zijn aangebracht door gebruikers via automatische annotaties door 
computers	naar	beschrijvingen	die	zijn	gemaakt	dan	wel	gecontroleerd	door	professionals.	
Die	laatste	categorie	kenmerkt	zich	nog	altijd	door	de	grootste	nauwkeurigheid,	
betrouwbaarheid	en	consistentie.	Dit	soort	waarden	zal	in	het	digitale	informatietijdperk	
alleen	nog	maar	in	belang	toenemen.	Het	is	daarom	te	overwegen	om	–	te	midden	van	
alle	andere	metadata	op	het	netwerk	–	beschrijvende	gegevens	die	zijn	gescreend door 
een	documentalist	of	een	andere	informatieprofessional	standaard	te	voorzien	van	een	
kwaliteitsmerk. 
Hilversum,	september	2009
Annemieke	de	Jong
Nederlands	Instituut	voor	Beeld	en	Geluid
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