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Abstract
Derivative-free—or zeroth-order—optimization
(DFO) has gained recent attention for its abil-
ity to solve problems in a variety of applica-
tion areas, including machine learning, particu-
larly involving objectives which are stochastic
and/or expensive to compute. In this work, we
develop a novel model-based DFO method for
solving nonlinear least-squares problems. We im-
prove on state-of-the-art DFO by performing di-
mensionality reduction in the observational space
using sketching methods, avoiding the construc-
tion of a full local model. Our approach has
a per-iteration computational cost which is lin-
ear in problem dimension in a big data regime,
and numerical evidence demonstrates that, com-
pared to existing software, it has dramatically im-
proved runtime performance on overdetermined
least-squares problems.
1. Introduction
Derivative-free optimization (DFO), or zeroth order opti-
mization, refers to optimization when no gradient infor-
mation for the objective (and/or constraints) is available
(Larson et al., 2019), such as when the objective is stochas-
tic and/or computationally expensive. This type of problem
arises across a broad range of application areas (Conn et al.,
2009; Audet & Hare, 2017), but has attracted particular
recent attention in the learning community for problems
such as black-box attacks (Chen et al., 2017; Ughi et al.,
2019), hyperparameter tuning (Ghanbari & Scheinberg,
2017; Lakhmiri et al., 2020) and reinforcement learning
(Mania et al., 2018; Choromanski et al., 2019). A cur-
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rent deficiency of DFO methods is their performance
on large-scale problems, which is critical to their util-
ity in machine learning; there have been several re-
cent works aimed at improving the scalability of DFO
(Bergou et al., 2019; Roberts, 2019; Porcelli & Toint, 2020;
Cristofari & Rinaldi, 2020).
Here, we consider ‘model-based’ DFO methods for large-
scale nonlinear least-squares problems (Zhang et al., 2010;
Wild, 2017; Cartis & Roberts, 2019), an important problem
class in machine learning (Cai et al., 2019). Specifically,
we improve the scalability of DFO methods for nonlinear
least-squares problems in the ‘big data’ regime (i.e. fitting
to many observations). We do this by using sketching tech-
niques from randomized numerical linear algebra to avoid
ever constructing a full local model, yielding an algorithm
with: (1) a per-iteration computational cost with linear de-
pendence on dimension in the big data regime, compared
to a quadratic dependence for existing methods; and (2)
an order-of-magnitude lower runtime compared to state-of-
the-art software, while yielding comparable objective re-
ductions in low-accuracy regimes for large-scale problems.
Sketching techniques have attracted substantial attention
for large-scale linear algebra problems such as linear least-
squares and low-rank approximation (Halko et al., 2011;
Mahoney, 2011; Woodruff, 2014). However, despite suc-
cess in the linear least-squares setting (Dahiya et al., 2018),
to our knowledge they have not been used specifically for
nonlinear least-squares problems in a DFO context. We
note that similar techniques have been applied to derivative-
based nonlinear least-squares (Ergen et al., 2019), BFGS
(Gower et al., 2016), Newton’s method (Gower et al., 2019;
Roosta-Khorasani & Mahoney, 2019; Berahas et al., 2020)
and SAGA (Gower et al., 2020). We also note that (ran-
domized) gradient sampling methods for DFO model con-
struction were analyzed in (Berahas et al., 2019).
2. DFO for Nonlinear Least-Squares
In this section we outline a model-based DFO method for
nonlinear least-squares problems, a class of methods well-
suited to exploiting problem structure and with strong prac-
tical performance. Our problem here is
min
x∈Rd
f(x) :=
1
2
‖r(x)‖22 =
1
2
n∑
i=1
ri(x)
2, (1)
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where r(x) := [r1(x), . . . , rn(x)]
T : Rd → Rn, for
n ≥ d. Motivated by the classical Gauss-Newton method
(Nocedal & Wright, 2006), at iteration k we build a linear
model for r(x) which we hope is accurate close to our iter-
ate xk:
r(xk + s) ≈Mk(s) := r(xk) + Jks, (2)
where Jk ∈ R
n×d. To find Jk, we maintain a collection of
points {y0 := xk, y1, . . . , yd} ⊂ R
d and require that Mk
interpolate r at these points (i.e. (2) holds with equality).
We thus find Jk by requiringMk(yt − xk) = r(yt) for all
t = 0, . . . , d which yields the linear system


(y1 − xk)
T
...
(yd − xk)
T

 JTk =


(r(y1)− r(xk))
T
...
(r(yd)− r(xk))
T

 . (3)
Our linear model (2) naturally gives a local convex
quadratic model for the objective, mk(s) ≈ f(xk + s),
given by
mk(s) :=
1
2
‖Mk(s)‖
2
2 = ck + g
T
k
s+
1
2
sTHks, (4)
where ck := f(xk), gk := J
T
k
r(xk) and Hk := J
T
k
Jk.
Provided the interpolation points have good geometry (they
are close enough to xk and the linear system in (3) is well-
conditioned), we can guarantee thatmk is a comparably ac-
curate approximation for f as the corresponding derivative-
based model (Cartis & Roberts, 2019, Lemma 3.3).
This approximation can then be implemented inside a trust-
region framework (Conn et al., 2000), with appropriate up-
dating of the interpolation set, to yield a globally con-
vergent algorithm (Cartis & Roberts, 2019). The software
DFO-LS (Cartis et al., 2019) is an implementation of this
approach.
2.1. Scalability of existing methods
In general, model-based DFO methods are best suited to
small-scale problems (i.e. d, n small). An issue impact-
ing their success at scale is the cost of solving the d × d
system (3) (with n right-hand sides). To illustrate this, we
run DFO-LS on the generalized Rosenbrock function inRd
(with n = 2d), defined by
r2i−1(x) := 10(xi+1−x
2
i ) and r2i(x) := xi− 1, (5)
where i = 1, . . . , d, for a budget of 3(d + 1) objective
evaluations and d ∈ [50, 1000]. In Figure 1 we show the
total runtime of DFO-LS split by the different parts of the
algorithm. As the underlying problem dimension increases,
the dominant runtime costs of DFO-LS are: solving the
interpolation system (3), and evaluating gk andHk (4).
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Figure 1. Runtime of DFO-LS v1.2.1 split by task for the d-
dimensional generalized Rosenbrock function. The tasks ‘inter-
polation linear system solve’ and ‘quadratic model construction’
refer to solving (3) and forming gk and Hk (4), respectively.
We can quantify the cost of these two steps. Firstly, solving
(3) requires factorizing a d×dmatrix and backsolving with
n right-hand sides, for total cost O(d3 + nd2) flops. In
addition, constructing gk and Hk via standard dense linear
algebra requiresO(nd+ nd2) = O(nd2) flops.
Our proposal here is to reduce these costs by the use of
sketching techniques from randomized numerical linear al-
gebra for model construction. This corresponds to dimen-
sionality reduction in n, so is particularly useful in the big
data regime n≫ d, when r is overdetermined.
3. Sketching for Linear Least-Squares
Sketching is a dimensionality reduction technique that has
become a popular tool in numerical linear algebra, includ-
ing for solving the linear least-squares problem
min
x∈Rd
‖Ax− b‖22, (6)
where A ∈ Rn×d is a full rank matrix with n ≫ d. The
idea is to select a random ‘sketching matrix’ S ∈ Rm×n
withm≪ n and instead solve the smallerm× d problem
min
x∈Rd
‖S(Ax− b)‖22 = ‖(SA)x− (Sb)‖
2
2. (7)
If the distribution for S is chosen well andm is sufficiently
large, the minimizer of (7) is close to the minimizer of (6)
with high probability. For example, if S is a hashing ma-
trix (see below) andm ∼ d2/ǫ then solving (7) gives an ǫ-
accurate minimizer of (6) with probability 0.99 (Woodruff,
2014, Theorem 2.16). In this casem is independent of n.
Several choices for S have been proposed, such as
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Gaussian matrices (Sarlo´s, 2006), subsampling matrices
(where each row of S is a randomly-chosen coordinate
vector in Rn) (Drineas et al., 2006) and hashing matri-
ces (where each column of S has a small number of
randomly-chosen nonzero entries, with random value ±1)
(Clarkson & Woodruff, 2017). These methods vary in their
requirements onm and the cost of constructing SA and Sb.
4. Sketching in DFO for Nonlinear
Least-Squares
We now present our sketching-based DFO algorithm for
(1). Motivated by (7), we replace ‖Mk(s)‖
2
2 in (4) with
‖SkMk(s)‖
2
2 for some sketching matrix Sk ∈ R
m×n (re-
sampled for each k). We achieve this by solving the re-
duced interpolation system (c.f. (3))


(y1 − xk)
T
...
(yd − xk)
T

 (SkJk)T =


(r(y1)− r(xk))
T
...
(r(yd)− r(xk))
T


︸ ︷︷ ︸
=:Rk
STk , (8)
to find the sketched model Jacobian (SkJk) ∈ R
m×d. Our
new quadratic model for f (c.f. (4)) is
m˜k(s) :=
1
2
‖Skr(xk)+SkJks‖
2
2 = c˜k + g˜
T
k s+
1
2
sT H˜ks,
(9)
where c˜k :=
1
2
‖Skr(xk)‖
2
2, g˜k := (SkJk)
TSkr(xk) and
H˜k := (SkJk)
T (SkJk). We note that the Jacobian Jk and
model Mk are never constructed; we only ever explicitly
form (SkJk) and m˜k. This model is used inside a trust
region method, presented in Algorithm 1. Details on up-
dating the interpolation set can be found in (Cartis et al.,
2019).
4.1. Per-iteration computational work of Algorithm 1
The cost of solving the sketched system (8) is O(d3) to
factorize the matrix plus O(md2) to solve with m right-
hand sides. Then we have to form g˜k and H˜k, with cost
O(md +md2) = O(md2).1 This reduces the cost of con-
structing SkJk and m˜k so it now depends onm≪ n, how-
ever we still need to formRkS
T
k
to solve (8). Regardless of
our choice of Sk, we first form the matrixRk ∈ R
d×n, with
cost O(nd). Since Rk is typically dense, we have costs:
• If Sk is Gaussian, O(mn) to form Sk andO(mnd) to
compute RkS
T
k
;
• If Sk is formed by sampling, then RkS
T
k
is a sample
ofm columns from Rk, so generating Sk costs O(m)
and computingRkS
T
k
requires no flops;
1We never form c˜k as it does not affect the step sk or ρk (10).
Algorithm 1 Model-based DFO for (1) with Sketching
1: Input: r : Rd → Rn, x0 ∈ R
d, 0 < ∆0 < ∆max,
0 < η1 < η2 < 1 and 0 < γdec < 1 < γinc.
2: Evaluate r at x0 and an arbitrary interpolation set.
3: for k = 0, 1, . . . do
4: Find SkJk by solving (8) and build m˜k (9)
5: Approximately solve the trust-region subproblem
mins∈Rd m˜k(s) s.t. ‖s‖2 ≤ ∆k to get a step sk.
6: Evaluate r(xk + sk) and calculate
ρk :=
f(xk)− f(xk + sk)
m˜k(0)− m˜k(sk)
. (10)
7: Set xk+1 = xk + sk if ρk ≥ η1, else xk+1 = xk.
8: Set ∆k+1 = min(γinc∆k,∆max) if ρk ≥ η2,
∆k+1 = ∆k if ρk ∈ [η1, η2), or ∆k+1 = γdec∆k
otherwise.
9: Update the interpolation set to include xk + sk and
ensure the set has sufficiently good geometry.
10: end for
• If Sk is formed by hashing with s nonzeros per col-
umn, then forming Sk costs O(sn) to generate the
nonzero indices and values, and building RkS
T
k
costs
O(d · nnz(Sk)) = O(snd). Typically we have s = 1
or 2.
That is, the cost of computingRkS
T
k
isO(nd) for sampling
and hashing or O(mnd) for Gaussian sketching. Similarly,
forming Skr(xk) takesO(m) flops for sampling,O(n) for
hashing or O(mn) for Gaussian sketching.
All together, the full cost of forming m˜k (9) is O(d
3 +
md2+nd) flops for sampling and hashing orO(d3+md2+
mnd) for Gaussian sketching, compared to O(nd2) flops
for constructing the non-sketched model mk (4). In our
experiments, we use m = O(d), so the sketching cost be-
comesO(d3+nd) for sampling and hashing orO(d3+nd2)
for Gaussian sketching, where again n ≥ d. The costs of
all other algorithm components are unaffected by the use of
sketching, but, as shown in Figure 1, these are not the domi-
nant costs in practice, nor are they dominant asymptotically
(Roberts, 2019, Table 7.1).
Hence the computational cost is always linear in the data
dimension n, but, in the big data regime (n ≫ d), Algo-
rithm 1 with sampling/hashing has linear cost in d, rather
than quadratic without sketching (i.e. O(nd) rather than
O(nd2)). Thus we expect Algorithm 1 to have faster run-
time than not using sketching, and this to be most signifi-
cant for large d (provided the ratio n/d≫ 1 remains fixed).
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5. Numerical Results
To test Algorithm 1, we modify DFO-LS to use the three
sketching variants described above. We compare these
with the original DFO-LS with by testing on two overde-
termined and large-scale CUTEst problems (Gould et al.,
2015). DFO-LS was shown to have strong performance
compared to other solvers in (Cartis et al., 2019). All prob-
lems are run for a maximum of 2(d + 1) objective evalua-
tions2 and a runtime of 4 hours. Below, we plot the best ob-
jective value achieved after a given runtime for each variant
(averaging 10 independent runs for the sketching variants).
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Figure 2. Objective decrease vs. runtime for problem DMN15103.
Comparing different sketch types, all withm = d.
First, in Figure 2 we compare the objective reduction by
runtime of the different sketching methods, all withm = d,
for problem DMN15103 (d = 99, n = 4643). Overall,
we find that all sketching variants decrease the objective
faster than the original (no sketching) version of DFO-LS
and reach the same objective value. Of the different vari-
ants, hashing with s = 2 achieves the fastest objective de-
crease. Hashing with s = 1, sampling and Gaussian sketch-
ing achieve very similar results.
We now consider a larger problem, MNISTS0 (d = 494,
n = 60000), corresponding to training a logistic classifier
for zero digits in MNIST (Boyd & Vandenberghe, 2018).
In Figure 3 we compare the objective decrease by runtime
for different sketch types (using m = d). The ‘no sketch’
variant used the full runtime, and all sketching variants ter-
minated on the evaluation budget. Here, ‘no sketching’
achieves the lowest objective value, followed by Gaussian
sketching and hashing, but all sketching variants have run-
time at least one order of magnitude lower. That is, we gain
2Comparable to 2 Jacobian evaluations using finite differ-
ences.
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Figure 3. Objective decrease vs. runtime for problem MNIST0.
Comparing different sketch types, all withm = d.
dramatically on runtime with a small loss of robustness.
This small loss of robustness can be addressed by choosing
a largerm. In Figure 4 we show the results of hashing with
s = 1 for different choices of m. For all m, we still gain
an order-of-magnitude runtime decrease, but we also reach
a comparable (or better) objective value than the original
DFO-LS form ≥ 5d, in this low-accuracy regime.
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Figure 4. Objective decrease vs. runtime for problem MNIST0.
Comparing different values ofm for hashing with s = 1.
6. Conclusions and Future Work
We propose using sketching to reduce the model construc-
tion cost—the dominant computational cost—of a DFO al-
gorithm for nonlinear least-squares problems. With sparse
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sketches, this reduces the per-iteration computational cost
with n residuals and dimension d from O(nd2) to O(nd)
in the big data regime (n ≫ d). On large-scale prob-
lems, we get the same objective decrease as state-of-
the-art software in the low-accuracy regime, but with an
order-of-magnitude runtime decrease. Directions for fu-
ture work include applying Algorithm 1 to training deep
neural networks, developing convergence theory, and us-
ing sketched residuals to measure progress (10), similar
to (Cartis & Scheinberg, 2018). More detailed experiments
would help to select the sketch size m and type (including
varying m between iterations, which may aid in the high-
accuracy regime).
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