A sharp upper bound for the relative error of the determinant of an M-matrix in terms of the relative errors of the matrix entries is given. It improves and completes a bound derived by Jungong and Jiang in 2].
Here denotes the Perron root of the nonnegative matrix D ?1 N. We consider perturbations A of A with small relative errors > 0, i.e. j Aj jAj = (D + N):
Here we have used the notation jBj for the matrix with the entries jb ij j if B = (b ij ). (7) while for n odd
The bounds are sharp.
Proof
The proof of Theorem 1 will be an easy consequence of the following two results which, though serving mainly as lemmata for Theorem 1, are interesting in themselves and hence are also addressed as Theorems. 
holds. This bound is sharp for all n.
Lower bounds are provided by 
The bound is sharp for all n.
We start with the proof of Theorem 2. satisfying the following properties: n i=1 x i = 0; jx i j ; i = 1; : : : ; n and with any x i also x i is an entry of the vector. We claim now that the maximum of f over the set M is given by the right hand side of (9) and (10) holds. From this we get that at most one entry of the maximizing vector is in (? ; ). The only possibility is that for even n = 2k we have k entries and k entries ? , while for n = 2k + 1 odd we have one entry 0 and k entries and ? resp. Inserting this in (14) we get (9) and (10). 
satis es (10) with equality for odd n, while A = I n ? diag(C; : : : ; C)
is an even dimensional A satisfying (9). This nishes the proof of Theorem 2.
The most easy proof of Theorem 3 can be given by applying Theorem 2 to the matrix A ? F instead of A. By the assumption on we have that A ? F is an M-matrix. Observe that then A + F has to be replaced by If we combine this with our results on the determinants and use the wellknown relation A ?1 = (det(A)) ?1 adj(A), we get an improvement of the relative bound (4) for the inverse of an M-matrix. We refrain from elaborating this point, as it is described already in 2].
