Summary: In a matched observational study, a sensitivity analysis asks how the conclusions of the study would change if the matching had failed to adjust for an unobserved covariate with particular attributes. A 'simultaneous' sensitivity analysis characterizes the unobserved covariate u in terms of two sensitivity parameters which relate u to treatment and to response.
Introduction
In an observational study of treatment e¤ects, subjects are not randomly assigned to treatment or control, as would happen in a randomized trial (Cochran 1965) . In consequence, di¤ering outcomes after treatment may not be e¤ects caused by the treatment, and may instead re ‡ect some form of bias in treatment assignment. Recorded di¤erences in pretreatment covariates may often be removed by adjustments, for instance, by matching, but there is invariably concern that some important covariate was not measured, and hence not controlled by the adjustments. A sensitivity analysis asks: What would this unobserved covariate have to be like in order to alter the conclusions of the study? For various discussions of sensitivity analysis, see Corn…eld, et al. (1959) , Rosenbaum and Rubin (1983) , Rosenbaum (1987) , Gastwirth (1992) , Imbens (2003) , Diprete and Gangl (2004) , and Wang and Krieger (2006) .
In the current paper, we extend a method of sensitivity analysis for matched pairs proposed by Gastwirth, Krieger and Rosenbaum (1998) to the case of matching with sets larger than pairs. The proposed model and methodology are discussed in §2, and an example is developed in detail in §3. Unlike our previous work, we restrict attention to a binary unobserved covariate u, and in §4, some limited results and a conjecture are given concerning a covariate that is not binary.
Model and Methodology

Full Matching and Matching with Multiple Controls
There are I matched sets, i = 1; : : : ; I, matched for observed covariates, x, and within set i there are n i 2 subjects, j = 1; : : : ; n i , and N = P n i subjects in total. If the j th subject in set i received the treatment, write Z ij = 1; otherwise this subject received the control, and we write Z ij = 0. Write m i = P n i j=1 Z ij for the number of treated subjects in matched set i. In a full matching, each set contains either one treated subject and n i 1 controls or n i 1 treated subjects and one control, so m i = 1 or m i = n i 1 for each i. In pair matching, n i = 2 and m i = 1 for i = 1; : : : ; I. In matching with multiple controls, n i 2 and m i = 1 for i = 1; : : : ; I. In matching with a …xed number of controls, m i = 1 and n i is the same for all i, while in matching with variable controls, n i varies with i. For instance, one of the studies of aspirin as a cause of Reyes syndrome in children was matched with multiple controls (Hurwitz, et al. 1985) .
There is a sense in which full matching is the optimal form of strati…cation on covariates, speci…cally in making subjects in the same stratum as comparable as possible. It is possible to show that, under very mild conditions: (i) among all divisions of treated and control subjects into strata containing at least one treated subject and one control, there is a full matching which minimizes the average distance between treated and control subjects in the same stratum, and (ii) for continuous covariates, with probability one, a strati…cation that minimizes the average distance within strata is necessarily a full matching; see Rosenbaum (1991) . Intuitively, if a strati…cation is not a full matching, if min (m i ; n i m i ) > 1 for some i, then stratum i can be subdivided without increasing the average distance within strata, and in the continuous case, there is a subdivision which decreases the average distance except on a set of probability zero. An optimal full matching may be found using algorithms for minimum cost ‡ow in a network (Rosenbaum 1991 , Hansen and Klopfer 2006 ), and Hansen (2007 has implemented the algorithm in the optmatch package of the R statistical package (R Development Core Team 2007). Hansen (2004) discusses an example of full matching. Full matching is particularly useful when there are certain covariate values such that most subjects are treated and other covariate values such that most subjects are controls.
When there are comparatively few treated subjects and many potential controls, matching with multiple controls (m i = 1, n i 2) can have greater e¢ ciency than pair matching Table 1 : Variance Multiplier for a Treated-Minus-Average Control Matched Set Di¤erence When Matching with n i 1 Controls. With 2 controls rather than matched pairs, the reduction in variance is the same as that obtained by using in…nitely many controls rather than 2 controls. n i 1 1 2 4 10 1 1 + 1 n i 1 2 1.5 1.25 1.1 1
. Under the simple model associated with a paired t-test, with additive pair e¤ects, a constant treatment e¤ect, and independent errors with constant variance 2 , the treated-minus-average-control di¤erence in pair i has variance 2 1 + 1 n i 1 . Table 1 shows the multiplier for n i 1 = 1, 2, 4, 10, and 1 controls matched to a treated subject.
Clearly, there is large gain from using two controls rather than matched pairs, a meaningful gain from using four controls rather than two, but the returns to additional controls diminish quickly after that. Smith (1997) presents a detailed discussion of the choice of n i in an example of matching with a …xed number of controls; see also Haviland, et al. (2008) for another example. Ming and Rosenbaum (2000) show that matching with a variable number of controls can remove substantially more bias than matching with a …xed number of controls. For an example of matching with a variable number of controls, together with detailed e¢ ciency results, see Haviland et al. (2007) .
Each subject ij has two potential responses, (r T ij ; r Cij ), where subject (i; j) would exhibit response r T ij under treatment (Z ij = 1) or response r Cij under control (Z ij = 0), and the e¤ect caused by the treatment, r T ij r Cij , is not observed for any subject; see Neyman (1923) and Rubin (1974) . The response actually observed from (i; j) is the response under the treatment (i; j) actually received, namely R ij = Z ij r T ij +(1 Z ij ) r Cij . Fisher's (1935) sharp null hypothesis of no treatment e¤ect asserts H 0 : r T ij r Cij = 0, 8ij.
The treatment has a constant e¤ect if r T ij r Cij = , 8ij, in which case R ij = Z ij +r Cij .
If there is a test for no e¤ect, then the hypothesis H 0 : r T ij r Cij = 0 , 8ij, is tested by computing, from the data and the null hypothesis, the adjusted responses, R ij 0 Z ij , which equal r Cij if the hypothesis is true, and testing for no e¤ect on these adjusted responses; by inversion, this yields a con…dence interval for a constant e¤ect . In complete generality, a hypothesis about treatment e¤ects is H 0 : r T ij r Cij = 0ij , 8ij, where 0 = ( 011 ; : : : ; 0I;n I )
T is a speci…ed N -dimensional vector. This general hypothesis H 0 is tested by computing adjusted responses, R ij 0ij Z ij , which equal r Cij if the hypothesis is true, and testing for no e¤ect on these adjusted responses. In this way, any hypothesis about treatment e¤ects may be converted into a test of no e¤ect. The general hypothesis, H 0 , may be inverted to yield con…dence intervals for attributable e¤ects which summarize the plausible values 0 ; see Rosenbaum (2002 Rosenbaum ( ,2003 . In light of these considerations, our discussion focuses on tests of the null hypothesis of no treatment e¤ect, H 0 : r T ij r Cij = 0, 8ij, because tests of other hypotheses and con…dence intervals are immediately available once this problem is solved.
In the discussion here, we assume that matching has controlled the observed covariates x ij , so that x varies between but not within matched sets, x ij = x ik for 8i; j; k. Our concern is with an attribute or binary covariate, u ij , u ij = 0 or u ij = 1, which was not observed and hence not controlled by matching, so that possibly u ij 6 = u ik for j 6 = k. 
Model in the Population Before Matching
In the population before matching, the model states that distinct subjects are mutually independent, that
where A j j B C is Dawid's (1979) notation for conditional independence of A and B
given C,
and
where i , , and are unknown numbers, i ( ) is an unknown function, and i (u ij ) is a normalizing constant ensuring that (3) integrates to one,
In (2) and (3), i and i ( ) vary with i to re ‡ect the covariates x ij that are controlled in forming matched set i, where x ij = x ik . The sensitivity parameters and determine the strength of the relationship between the unobserved covariate u ij and, respectively, the treatment assignment Z ij and response under control, r Cij . Condition (1) says that u ij is the relevant unobserved covariate, in the sense that treatment Z ij and response under control r Cij are dependent only because of their dependence on u ij . Because i and i (r)
are not resticted in any way, (2) and (3) are models only in specifying the form of the relationship between u ij and Z ij and between u ij and r Cij ; that is, if u ij were irrelevant, in the sense that = = 0, then (2) and (3) would permit any possible relationship between the matching characteristics x ij and Z ij and between x ij and r Cij . Motivation for a focus on binary u ij is provided by Wang and Krieger (2006) .
Permutation Distributions in the Matched Sample
From the population model (1)- (3), matched samples are constructed by sampling in such a way that x ij = x ik for 8i; j; k with m i = P n i j=1 Z ij …xed. Write X for the matrix with N rows containing the x T ij . Because attention is restricted to full matching, in the discussion here, it is always the case that m i = 1 or m i = n i 1 for i = 1; : : : ; I. Write m = (m 1 ; : : : ; m I ) T .
Let n i is the set of the n i ! permutation matrices of size n i n i ; that is, n i contains matrices i of size n i n i in which each row and column contains a single 1 and n i 1 zeros. Then i r Ci permutes the n i responses to control within matched set i. Let be the set containing the n 1 ! : : : n I ! block diagonal N N matrices whose i th diagonal block i is in n i for i = 1; : : : ; I, so a matrix 2 permutes acts on r C through r C to permute responses within the I matched sets. Write jAj for the number of elements in a …nite set A, so j n i j = n i !.
For a vector w i of dimension n i , let Orb (w i ) = f i w : 2 n i g, and for a vector w of dimension N , let Orb (w) = f w : 2 g. If the coordinates of r Ci were all di¤erent, then jOrb (r Ci )j = n i !, but jOrb (r Ci )j would be smaller if some coordinates were tied. Also, because m i = 1 or m i = n i 1, the coordinates of Z i are always tied in such a way that jOrb (Z i )j = n i . Notice that m alone determines Orb (Z). Write r Ci(j) for the order statistics of the r Cij within matched set i, so r Ci(1) r Ci(n i ) for i = 1; : : : ; I, and write ! r Ci = r Ci(1) ; r Ci(2) ; : : : ; r Ci(n i ) for the n i -dimensional vector, i = 1; : : : ; I, and ! r C = r C1(1) ; r C1(2) ; : : : ; r CI(n I ) T = ! r T C1 ; : : : ; ! r T CI T for the N -dimensional vector.
Notice that ! r C determines Orb (r C ).
Using (1)-(3)
so for any function t (Z; r C ),
; (5) where (E) = 1 if the event E occurs and (E) = 0 otherwise.
Let U be the set of possible values of u. Because u ij = 0 or u ij = 1, there are jUj = 2 N possible values of u; however, it is not necessary to consider all of these. Because of the sum over all z 2 Orb (Z) and r 2 Orb ! r C , the value of (5) is unchanged by replacing u by u for 2 . In light of this, it su¢ ces to consider the n i + 1 possible values of u i with u i1 u i2 u i;n i .
We are particularly interested in statistics of the form t (Z; r C ) = Z T q where q = q (r C ; m) with the invariance property q (r C ; m) = q ( r C ; m) for 2 . For instance, this invariance property holds with: (i) q (r C ; m) = r C , (ii) q ij (r C ; m) equal to the rank of r Cij among r Ci1 ; : : : ; r C;n i , and (iii) q ij (r C ; m) equal to the rank of the aligned response,
, among all N aligned responses. In matched set i, for k = 0; : : : ; n i , de…ne e u k = (0; 0; : : : ; 0; 1; 1; : : : ; 1) T as the vector with k zeros followed by n i k ones,
with r di¤ering from ! r C only in set i, r = 2 6 6 6 6 6 6 6 6 6 6 6 6 4 ! r C1
. . .
! r CI
Also, let i max = max k2f0;1;:::;kg ik
By Proposition 1 in Gastwirth, J. L., Krieger, A. M. and Rosenbaum, P. R. (2000),
in the sense that the di¤erence between the two sides of (6) tends to zero as I ! 1 for the well behaved statistics t (Z; r C ) = Z T q.
An Observational Study of the E¤ect of Military Service on Smoking
Background
Several studies have found that among U.S. men, military veterans smoke more than nonveterans (Bray, Marsden and Peterson, 1991; Feigelman, 1994; Kroutil, Bray and Marsden, 1994; Klevens, Giovino, Peddicord, Nelson, Mowery and Grummer-Strawn, 1995; McKinney, McIntire, Carmody and Joseph, 1997 
Data
The WLS began its data collection with high school seniors in 1957 in Wisconsin. The respondents have been followed up to the present day with periodic surveys. For two of the many empirical studies based on the WLS, see Singer, Ry¤, Carr and Magee (1998) and Warren, Sheridan and Hauser (2002).
We de…ne veteran status using the question asked in 1975, "Have you ever been in the military"? We remove all men for whom the answer to the veteran status question is missing and also remove men who served in the military but were reserves. Our outcome is pack years smoked based on data from the 1992-1993 survey (when respondents were approximately 53 years old). Speci…cally, pack years is de…ned as the multiplication of the answers to the following two questions asked in 1992-1993: (1) For how many years did/have you smoked regularly; and (2) About how many packs did/do you usually smoke per day now. We remove all men for whom some of the information needed to compute pack years is missing. This leaves 1273 veterans and 1320 nonveterans.
The mean pack years for veterans is 20:6 and for nonveterans is 15:9. A two sample t-test of the null hypothesis that veterans and nonveterans'have the same mean pack years gives a p-value of < 0:0001 and a 95% con…dence interval for the mean di¤erence between veterans and nonveterans is (2:7; 6:7). 
Matching
We use full matching to control for di¤erences on the measured confounders between veterans and nonveterans. There was missing data on some of the measured confounders. We include missing data indicators (edfa57qmis, edmo57qmis, sesp57mis and hsrankqmis) as additional covariates for these confounders with missing data. By including missing data indicators as variables in the matching, we balance both the observed data and missingness among the treatment and control groups as suggested by Rosenbaum and Rubin (1984) .
We estimated the propensity score for being a veteran by logistic regression of veteran status on the measured confounders and the missing data indicators. ing. Because we are also including the missing data indicators in the logistic regression, this mean substitution does not a¤ect the propensity scores. We do not include observations with missing values of a covariate when assessing balance on the covariate. We use propensity caliper matching by constructing a distance using the Mahalanobis distance on the ranks of the variables (the measured confounders and the missing data indicators) and then adding a large penalty if the di¤erence in logit propensity score between two units is greater than 0.2 standard deviations of the logit propensity score. We carried out the full matching using Hansen's (2004) optmatch package. The third column of Table 3 compares the standardized biases of the logit propensity score for no matching, a full matching and several full matchings with restrictions on the number of units in each stratum. The second column of Table 3 reports a measure of the e¤ective sample size in matched pairs for each matching (the sum of the harmonic means of the treated and control units in each stratum).
For a good balance between the e¤ective sample size in matched pairs and control of bias, we will use the full matching with a maximum of 4 units in each stratum henceforth.
The structure of this matching is that it contains 62 strata with 3 veterans and 1 nonveteran, 68 strata with 2 veterans and 1 nonveteran, 793 matched pairs, 77 strata with 1 veteran and 2 nonveterans and 81 strata wtih 1 veteran and 3 nonveterans. The matching approximately balances all of the covariates. Table 4 : Standardized biases before matching and after matching.
standardized biases before matching. After matching, the absolute standardized bias is less than or equal to 0:02 for all of the covariates.
The matched data set is available at http://www.stat.wharton.upenn.edu/ dsmall. The entire Wisconsin Longitudinal Study is available at http://www.ssc.wisc.edu/wlsresearch/.
Sensitivity Analysis
Using the full matching described in the above section, an aligned rank test of the null hypothesis that military service does not cause an increase in pack years smoked gives a p-value of 0:00004. This test is valid if treatment assignment is randomized within sets.
To investigate the impact of an unmeasured covariate, we carry out a simultaneous sensitivity analysis that examines the impact of speci…ed associations between the unmeasured covariate and becoming a veteran and the unmeasured covariate and the outcome. We use the following approach to make the sensitivity parameter interpretable. We replace the data with the aligned ranks of the data divided by half the maximum of these ranks and then let q be the identity function. In other words, we take each observation minus the mean in its stratum, rank these residuals, let r C be the ranked residuals divided by half of the maximum of the ranks and let q(r C ) = r C . To interpret the sensitivity parameter , consider two observations in the same stratum, one treated and one control, for which one has aligned rank equal to the …rst quartile of the aligned ranks and the other has aligned rank equal to the third quartile of the aligned ranks, and for which one has unobserved covariate u ij equal to 1 and the other has unobserved covariate u ij equal to 0. Then the odds that the observation with the higher unobserved covariate also has the higher aligned rank (and hence the higher response) is at least exp( ) = 1= and at most exp( ) = .
The maximum p-values for various combinations of the sensitivity parameters and are shown in Table 5 . If either the treatment is unrelated to the unobserved covariate, 4 Binary versus bounded u: results for n i = 3 and a conjecture
In previous work, the unobserved covariate u was not binary, u 2 f0; 1g, but rather bounded, u 2 [0; 1], and an explicit argument showed that the extreme u was either 0 or 1. In contrast, in the current paper, we assume u is binary, rather than assuming u 2 [0; 1] and deducing that the bounds are provided by binary u. The current section shows this to be the case when there are three units in a matched set: the extreme u 2 [0; 1] is always 0 or 1. We are not, so far, able to show this in general, but we conjecture it is true in general. For somewhat related discussion, see Wang and Krieger (2006) .
In this section we consider mathematical issues relating to the dual sensitivity analysis considered in other sections. For ease of exposition, we consider three individuals per stratum. One of the three individuals receives the treatment and the other two the control.
The values for the unobserved covariate for the three individuals are 0, x, and 1. The three responses in this stratum are denoted by R 1 < R 2 < R 3 . We can assume that R 1 = 0, without loss of generality.
The unobserved covariate a¤ects both the probabilities that the three individuals receive the three responses and simulatenously a¤ects which of the three individuals receives the treatment. Speci…cally, the probability that individual i receives the treatment is:
where = e for some > 0. There are six permutations for the probabilities that the individuals receive each of the three responses. Consider P i 1 ;i 2 ;i 3 which denotes the probability that individuals 1,2, and 3 receive responses R i 1 , R i 2 and R i 3 respectively where (i 1 ; i 2 ; i 3 ) represents a permutation of the integers 1,2, and 3. Let i = e R i , where > 0. Then these six probabilities are:
where p T = P 123 + P 132 + P 213 + P 231 + P 312 + P 132 .
We want to determine the behavior of test statistics as a function of the value of x.
To this end, we …rst consider the probability that the treated person receives the largest response. The probability that each of the individuals receives the largest response is, P 1 (x; 2 ; 3 ) = P 312 + P 321 P 2 (x; 2 ; 3 ) = P 132 + P 231 P 3 (x; 2 ; 3 ) = P 123 + P 213 :
Since the argument …xes the values of 2 and 3 , the speci…cation of these parameters is omitted in the exposition that follows (i.e., we denote P i (x; 2 ; 3 ) as P i (x)).
To maximize the probability that the treated individual receives the treatment is equivalent to maximizing
Theorem 1 The function g(x; ) is maximized when x is either 0 or 1.
Proof. This turns out to be a nontrivial calculus problem since g(x; ) is not convex. We begin with a few preliminaries: i) Since Q 1 (x; 1) = Q 2 (x; 1) = Q 3 (x; 1) = 1 3 and P 1 (x) + P 2 (x) + P 3 (x) = 1, it follows that g(x; 1) = 1 3 for all x. ii) Let
It turns out from the de…nition of Q i (x; ) (notably, Q 3 (x; )=Q 1 (x; ) = and Q 1 (x; ) + Q 2 (x; ) + Q 3 (x; ) = 1) that 1 (x; ) = 2 (x; ) = 3 (x; ) (x; ). Hence,
It su¢ ces to show that v(x; ) = (x; )g(1; ) + (1 (x; ))g(0; ) g(x; ) 0:
Hence it is su¢ cient to show that
We …rst consider i). Since Q 2 (1; ) = Q 3 (1; ) = Q 1 (1; ), the left-hand side can be written as
The last inequality follows because P 1 (x) is a decreasing function of x as is shown in the Appendix.
Similarly for ii) Q 1 (0; ) = Q 2 (0; ) = Q 3 (0; ), the left-hand side can be written as Q 1 (0; )f(1 P 3 (0)) + P 3 (0) (1 P 3 (x)) P 3 (x))g = Q 1 (0; )( 1)(P 3 (0) P 3 (x)) 0:
The last inequality follows because P 3 (x) is a decreasing function of x as is shown in the Appendix.
A similar argument will show that the probability that the treated subject receives either R 2 or R 3 occurs when x = 0 or x = 1. Even if the P-value were optimized by a binary covariate, the issue of …nding whether x = 0 or x = 1 for each individual grows exponentially with the number of strata. The following example illustrates the complication.
Example
Consider the formulation above with R 1 = 0, R 2 = 2 and R 3 = 2:2. Also let = = 2 so that = e 2 , 2 = e 4 and 3 = e 4:4 . Then i) if x = 0, the probabilities the treated person receives R 1 , R 2 and R 3 are respectively .1115, .3776, .5109.
ii) if x=1, the probabilities the treated person receives R 1 , R 2 and R 3 are respectively .0754, .4611, .4635.
This setup …rst shows that the value of x that maximizes the P-value might be 0 or 1 (depending on the critical value). In this example, if we want to maximize the probability that the treated person receives a response exceeding 2, then x = 0 provides the maximum.
On the other hand if we want to maximize the probability that the treated person receives a response that is at least 2, then x = 1 provides the maximum.
More importantly, this example shows that the problem is not separable when there is more than one strata. Consider two strata each with the same values of R i as above.
Consider the sensitivity analysis that requires maximizing P (Sum of the responses 4:2). 
Summary
We have considered a simultaneous, two parameter sensitivity analysis for general forms of matching, including matching with multiple controls and full matching. The method extends ideas in Gastwirth, Krieger and Rosenbaum (1998) for matched pairs. Results were illustrated in a study of the e¤ects of military service on smoking habits.
Appendix: Details of a Proof
In this appendix we show that P 1 (x) and P 3 (x) are decreasing functions of x. Let 
