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Abstract
In this paper we prove that the intersections of the levels of the
dimension filtration on Voevodsky’s motivic complexes over a field k
with the levels of the slice one are "as small as possible", i.e., that
Obj d≤mDM
eff
−,R ∩ObjDM
eff
−,R(i) = Obj d≤m−iDM
eff
−,R(i) (for m, i ≥ 0
and R being any coefficient ring in which the exponential characteristic
of k invertible). This statement is applied to prove that a conjecture
of J. Ayoub is equivalent to a certain orthogonality assumption. We
also establish a vast generalization of our intersection result to relative
motivic categories (that are required to fulfil a certain list of "axioms").
In the process we prove several new properties of relative motives and
of the so-called Chow weight structures for them, and define a new
modification of Gabber’s dimension functions.
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Introduction
The slice and the dimension filtrations for (various versions of) Voevodsky
motives are quite well-known (and easy to define); yet our understanding
of motives of dimension at most m is quite limited already for m = 2.
In the current paper we compute the intersection of Obj d≤mDM
eff
−,R with
ObjDMeff−,R(i); here m, i ≥ 0 and R is any coefficient ring in which the
characteristic of the base field is invertible if it is positive. Note that this in-
tersection certainly contains Obj d≤m−iDM
eff
−,R(i) (this class is zero if m < i),
and we prove that this inclusion is actually an equality; this result is com-
pletely new. We also prove a vast "relative motivic" generalization of this
intersection statement. We use our result (for motives with rational coeffi-
cients over a field) to prove that Conjecture 4.22 of [Ayo15] is equivalent to
several other assumptions.
Now we describe our results in more detail. Our first object of study
is the category DMeffR of (unbounded) R-linear motivic complexes over a
perfect field k (for R as above). The category d≤mDM
eff
R is the local-
izing subcategory of DMeffR generated by the motives of (smooth projec-
tive) varieties of dimension at most m. For any i ≥ 0 this subcategory
certainly contains d≤m−iDM
eff
R (i) = d≤m−iDM
eff
R 〈i〉; here 〈i〉 denotes the
tensor product by the ith power of the Lefschetz motif R〈1〉 and we set
d≤jDM
eff
R = {0} if j < 0. The question is whether the intersection of
Obj d≤mDM
eff
R with ObjDM
eff
R (i) (the ith level of the slice filtration for
DMeffR ) equals Obj d≤m−iDM
eff
R (i).
The starting point of our arguments is that these categories are endowed
with so-called Chow weight structures (that are closely related to Chow
weight structures introduced in [Bon10] and [Bon11]). Combing this ob-
servation with the results of [Bon15] we prove that all Chow-bounded be-
low elements (i.e., those whose "weights" are bounded from below; here we
use the homological convention for the "numeration of weights") of Obj d≤m
DMeffR ∩ObjDM
eff
R (i) belong Obj d≤m−iDM
eff
R (i). Moreover, all elements
of Obj d≤mDM
eff
R ∩ ObjDM
eff
R (i) become right Chow-weight degenerate in
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the Verdier quotient DMeffR /d≤m−iDM
eff
R (i) (i.e., "their weights are in-
finitely small" in this localization). We use the latter statement to prove
that Obj d≤mDM
eff
−,R ∩ObjDM
eff
−,R(i) = Obj d≤m−iDM
eff
−,R(i); here DM
eff
−,R is
the R-linear version of the category of bounded above motivic complexes (so,
this is the category that was originally considered by Voevodsky in [Voe00]
and [MVW06, §14], whereas the wholeDMeffR was only introduced in [BeV08]
and [Deg11]).
Next we recall that in [Ayo15] J. Ayoub has introduced several interesting
conjectures relating the "slice functors" with the dimension filtration (for
R being a Q-algebra). In particular, his Conjecture 4.22 states that the
functor HomDMeff
R
(R〈1〉,−) sends Obj d≤mDM
eff
R into Obj d≤m−1DM
eff
R
for any m ≥ 0. Our results easily yield that this statement is fulfilled
whenever the right adjoint ν≥1 ∼= HomDMeff
R
(R〈1〉,−)〈1〉 to the embedding
DMeffR (1)→ DM
eff
R sends Obj d≤mDM
eff
R into itself (see Proposition 2.2.1
for a more general formulation). We also prove that both of these conjectures
are equivalent to the non-existence of non-zero morphisms from DM effgm,R(1)
into d≤mDM
eff
gm,R in the localization DM
eff
gm,R/d≤m−1DM
eff
gm,R (so, in this as-
sumption it suffices to consider compact motives only).
We also establish a vast "relative motivic" generalization of the afore-
mentioned intersection calculation. So, we consider a motivic triangulated
functor D from the category of essentially finite type B-schemes into the
2-category of (compactly generated) triangulated categories, where B is a
Noetherian separated excellent scheme of finite Krull dimension. Following
Definition 2.2.1 of [BoD17] we define a certain "clever" slice filtration on
D(B) (in the terms of the corresponding Borel-Moore objects and dimension
functions; this definition is also related to [Pel13, §2]). We also define a
certain dimension filtration on D(B) using somewhat similar methods. Un-
der certain restrictions on D these subcategories of D(B) are endowed with
certain Chow weight structures; these weight structures are compatible with
the Chow weight structure on the whole D(B) (whose particular cases were
considered in [BoI15], [Bon14], and [Heb11]). Under the additional assump-
tion of homotopy compatibility of D (defined following [BoD17, §3.2]) we are
able to prove a statement on intersections of the levels of our filtrations that
precisely generalizes the aforementioned result over a field. These results
can be applied to two distinct versions of relative Voevodsky motives (to the
Beilinson motives introduced in [CiD12] and to the cdh-motives of [CiD15])
as well as to certain categories of MGl-modules.
Now we describe the original motivation of the author to study these fil-
tration questions. It comes from the paper [BoS14] that was dedicated to
various criteria ensuring that an object M of DM effgm,R belongs to a given
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level of a certain filtration on motives (including dimension, slice, weight,
and connectivity filtrations).1 This motivated the author to study the "in-
teraction" between these filtrations, and it turned out that weight structures
yield convenient general methods for questions of this sort.
Let us now describe the contents of the paper. Some more information
of this sort can be found at the beginnings of sections.
In §1 we recall some basics on triangulated categories and weight struc-
tures on them (along with introducing some notation). This section contains
just a few new results, and those are closely related to [Bon15].
In §2 we prove the aforementioned statements on motives over a field.
In §3 we study motivic triangulated categories satisfying certain condi-
tions. Similarly to [BoD17], one of our main tools is a certain (co)niveau
spectral sequence for the cohomology of Borel-Moore objects. It allows us to
reduce quite interesting vanishing statements to the corresponding vanish-
ing of "motivic cohomology" over fields. We obtain that our subcategories
of D(B) are endowed with certain Chow weight structures whenever D sat-
isfies the Chow-compatibility condition of §3.3 (along with a long list of
"structural" properties). Under the assumption that D is also homotopy-
compatible we obtain that the intersection result of §2 carries over to this
relative context. Moreover, in this section we introduce certain new types of
dimension functions essentially generalizing Gabber’s ones.
The author is deeply grateful to prof. J. Ayoub for an interesting discus-
sion of his conjectures, and to the referee for his helpful remarks.
1 Weight structures and "compactly purely gen-
erated" intersections
This section is mostly dedicated to recollections; still most of the results of
§1.3 are new.
In §1.1 we introduce some notation and conventions for (mostly, trian-
gulated) categories; we also recall some basics on compactly generated cate-
gories.
In §1.2 we recall some basics on weight structures.
In §1.3 we relate weight structures to localizations and prove a new result
on "intersections of purely compactly generated subcategories" (this is the
basic abstract result of this paper).
1The criteria were formulated in terms of the new Chow-weight homology and coho-
mology theories. These statements vastly generalize the well-known decomposition of the
diagonal results.
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1.1 Notation and basics (on compactly generated cate-
gories)
Assume that C is an additive category and X, Y ∈ ObjC.
• For a category C and X, Y ∈ ObjC we will write C(X, Y ) for the set
of morphisms from X into Y in C.
• For a category C ′ we will write C ′ ⊂ C if C ′ is a full subcategory of C.
• We will say that X is a retract of Y if idX can be factored through Y .2
• Let H be an additive subcategory of C. Then H is said to be Karoubi-
closed in C if it contains all retracts of its objects in C. The full
subcategory KarC(H) of C (here "Kar" is for Karoubi) whose objects
are all C-retracts of objects H will be called the Karoubi-closure of H
in C.
• The Karoubi envelope Kar(H) (no lower index) of an additive category
H is the category of “formal images” of idempotents in H . So, its
objects are the pairs (A, p) for A ∈ ObjH, p ∈ H(A,A), p2 = p, and
the morphisms are given by the formula
Kar(H)((X, p), (X ′, p′)) = {f ∈ B(X,X ′) : p′ ◦ f = f ◦ p = f}.
The correspondence A 7→ (A, idA) (for A ∈ ObjH) fully embeds H into
Kar(H). Besides, Kar(H) is Karoubian, i.e., any idempotent morphism
in it yields a direct sum decomposition.
• C below will always denote some triangulated category; usually it will
be endowed with a weight structure w.
• For any A,B,C ∈ ObjC we will say that C is an extension of B by A
if there exists a distinguished triangle A→ C → B → A[1].
• A class B ⊂ ObjC is said to be extension-closed if it is closed with
respect to extensions and contains 0. The smallest extension-closed
subclass of ObjC containing a given D ⊂ ObjC is called the extension-
closure of D.
• We will call the smallest Karoubi-closed extension-closed subclass of
ObjC containing a given D ⊂ ObjC the envelope of D.
2If C is triangulated then X is a retract of Y if and only if X is its direct summand.
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• Given a class D of objects of C we will write 〈D〉 for the smallest full
Karoubi-closed triangulated subcategory of C containing D. We will
also call 〈D〉 the triangulated category densely generated by D.
• For X, Y ∈ ObjC we will write X ⊥ Y if C(X, Y ) = {0}. For D,E ⊂
ObjC we write D ⊥ E if X ⊥ Y for all X ∈ D, Y ∈ E; sometimes we
will also say that D is (left) orthogonal to E.
• Given D ⊂ ObjC we will write D⊥ for the class
{Y ∈ ObjC : X ⊥ Y ∀X ∈ D}.
Dually, ⊥D is the class {Y ∈ ObjC : Y ⊥ X ∀X ∈ D}.
We will need the following simple properties of Verdier localizations.
Lemma 1.1.1. Let E ⊂ D ⊂ C be triangulated categories, M ∈ ObjC.
Assume that the Verdier quotient C ′ = C/E exists; denote the localization
functor C → C/E by pi (and recall that it is identical on objects). Then the
following statements are valid.
1. The localization D′ = D/E exists also, and the restriction of pi to D
gives a full embedding of D/E into C ′.
2. If ObjE ⊥ M then for any N ∈ ObjC the map C(N,M) →
C ′(pi(N), pi(M)) is a bijection.
3. Assume that a right adjoint F to the embedding D → C exists. Then
F also yields a (well-defined) functor C ′ → D′ that is right adjoint to the
embedding D′ → C ′ given by assertion 1. In particular, we have pi(F (M)) =
0 if and only if pi(ObjD) ⊥ pi(M).
Proof. 1,2. Obvious from the description of morphisms in Verdier localiza-
tions (see §2.1 of [Nee01] for the latter).
3. The first part of the assertion is given by Lemma 9.1.5 of ibid.; to
obtain its second part one should just apply the definition of a right adjoint
functor.
Now let us assume till the end of this subsection that C is a triangulated
category closed with respect to (small) coproducts.3
We recall a few notions related to this setting.
We will call a subcategory D ⊂ C the localizing subcategory generated by
some D ⊂ ObjD (or say that D generates D as a localizing subcategory of
3Recall that any triangulated category satisfying this condition is Karoubian; see
Proposition 1.6.8 of [Nee01].
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C) if D is the smallest full strict triangulated subcategory of C that is closed
with respect to coproducts and contains D.
Moreover, we will call the smallest strict subclass of ObjC that it closed
with respect to (small) coproducts, extensions, the shift [1], and contains D
the pre-aisle generated by D (this terminology was essentially introduced in
[TLS03]).
An object M of C is said to be compact if the functor C(M,−) commutes
with all small coproducts. We will say that C is compactly generated if its
full (triangulated) subcategory Cc of compact objects is essentially small and
ObjCc generates C as its own localizing subcategory.
For a compactly generated C and H ⊂ Cc will say that C is compactly
generated by H if ObjH generates C as its own localizing subcategory (also).
Recall that the latter condition is fulfilled if and only if Cc is densely gener-
ated by ObjH ; see Lemma 4.4.5 of [Nee01].
The following well-known lemma will be applied several times throughout
the paper.
Lemma 1.1.2. Let D be a set of compact objects of C.
Then for D being the localizing subcategory generated by D the following
statements are valid.
1. The Verdier quotient category C ′ = C/D exists (i.e., its hom-classes
are sets); it is closed with respect to coproducts.
2. The localization functor pi : C → C ′ respects coproducts and converts
compact objects into compact ones.
3. The restriction of pi to the triangulated subcategory Cc ⊂ C of compact
objects of C gives a full embedding of Cc/〈D〉 into C ′.
4. If some class C ⊂ ObjC generates C as its own localizing subcategory
then pi(C) generates C ′ as its own localizing subcategory.
Proof. Assertions 1–3 easily follow from the results of [Nee01] (cf. Proposi-
tion 4.3.1.3(III.1–2) of [BoS16a] for a closely related statement).
Indeed, Theorem 8.3.3 of [Nee01] implies thatD satisfies the Brown repre-
sentability condition (see Definition 8.2.1 of ibid.). Hence Proposition 9.1.19
of ibid. yields the existence of C ′. Moreover, pi respects coproducts according
to Corollary 3.2.11 of ibid. The restriction of pi to Cc is a full embedding
according to Corollary 4.4.2 of ibid.
To finish the proof of assertion 2 it remains to verify that pi(M) is compact
in C ′ for any compact object M of C. We fix M ; denote by D′ the localizing
subcategory of C generated by D∪{M}. Then the embedding D′ → C (also)
possesses a right adjoint F according to Theorem 8.4.4 of ibid. Obviously,
ObjD′⊥ is closed with respect to C-coproducts (cf. Proposition 1.2.6(III) of
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[Bon16a]); hence F respects coproducts according to Proposition 1.3.4(4) of
ibid. Next, there is an embedding functor i : D′/D → C ′ that possesses a
right adjoint F ′ according to Lemma 1.1.1(1,3). F ′ respects coproducts also
(here we invoke Corollary 3.2.11 of [Nee01] once again). Thus i respects the
compactness of objects (obvious from the adjunction of i with F ′). Lastly,
the localization l : D′ → D′/D respects the compactness of objects according
to Theorem 4.4.9 of ibid.; thus pi(M) = i ◦ l(M) is compact indeed.
Assertions 4 is obvious since pi respects coproducts (see assertion 2).
1.2 Weight structures: reminder
Definition 1.2.1. I. A pair of subclasses Cw≤0, Cw≥0 ⊂ ObjC will be said
to define a weight structure w for a triangulated category C if they satisfy
the following conditions.
(i) Cw≤0 and Cw≤0 are Karoubi-closed in C.
(ii) Semi-invariance with respect to translations.
Cw≤0 ⊂ Cw≤0[1], Cw≥0[1] ⊂ Cw≥0.
(iii) Orthogonality.
Cw≤0 ⊥ Cw≥0[1].
(iv) Weight decompositions.
For any M ∈ ObjC there exists a distinguished triangle
X →M → Y→X [1] (1.2.1)
such that X ∈ Cw≤0, Y ∈ Cw≥0[1].
We will also need the following definitions.
Definition 1.2.2. Let i, j ∈ Z.
1. The full subcategory Hw ⊂ C whose object class is Cw=0 = Cw≥0 ∩
Cw≤0 is called the heart of w.
2. Cw≥i (resp. Cw≤i, Cw=i) will denote the class Cw≥0[i] (resp. Cw≤0[i],
Cw=0[i]).
We will call ∪i∈ZCw≥i the class of w-bounded below objects.
3. The class Cw≥i ∩ Cw≤j will be denoted by C [i,j] (so, it equals {0} if
i > j).
Cb ⊂ C will be the category whose object class is the class ∪i,j∈ZC [i,j]
of w-bounded objects.
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4. We will call elements of ∩i∈ZCw≤i right w-degenerate ones.
w will be called left non-degenerate if ∩l∈ZCw≥l = {0}.
5. Let C and C ′ be triangulated categories endowed with weight structures
w and w′, respectively; let F : C → C ′ be an exact functor.
F is said to be right weight-exact (with respect to (w,w′)) if it maps
Cw≥0 into C
′
w′≥0. We will say that F is weight-exact if it is also left
weight-exact, i.e., if F (Cw≤0) ⊂ C
′
w′≥0.
6. Let H be a full additive subcategory of a triangulated category C.
We will say that H is negative (in C) if ObjH ⊥ (∪i>0Obj(H [i])).
7. We will say that a weight structure w is generated by a class P ⊂ ObjC
whenever Cw≥0 = (∪i>0P[−i])
⊥.
Remark 1.2.3. 1. A simple example of a weight structure comes from the
stupid filtration on the homotopy categoryK(B) of cohomological complexes
for an arbitrary additive category B; see Remark 1.2.3(1) of [BoS16b] for
more detail.
2. In the current paper we use the “homological convention” for weight
structures; it was also used [Bon13], [BoS14], [Bon15], [BoS16a], and [BoS16b],
whereas in [Bon10] the “cohomological convention” was used. In the latter
convention the roles of Cw≤0 and Cw≥0 are interchanged, i.e., one considers
Cw≤0 = Cw≥0 and C
w≥0 = Cw≤0.
4
Besides, in [Bon10] both "halves" of w were required to be additive. Yet
this additional restriction is easily seen to follow from the remaining axioms;
see Remark 1.2.3(4) of [BoS16b].
3. The orthogonality axiom (iii) in Definition 1.2.1 immediately yields
that Hw is negative in C. We will formulate a certain converse to this
statement below.
Let us recall some basic properties of weight structures.
Proposition 1.2.4. Let C be a triangulated category endowed with a weight
structure w. Then the following statements are valid.
1. Cw≥0 = (Cw≤−1)
⊥ and Cw≤−1 =
⊥Cw≥0.
2. For any i ≤ j ∈ Z the class C [i,j] equals the extension-closure of
∪i≤m≤jCw=m.
Moreover, Cb equals the subcategory of C densely generated by Cw=0.
4Recall also that D. Pauksztello has introduced weight structures independently in
[Pau08]; he called them co-t-structures.
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3. LetM ∈ Cw≤0, N ∈ Cw≥0, and fix some weight decompositionsX1[1]→M [1]
f [1]
→
Y1[1] and X2
g
→ N → Y of M [1] and N , respectively. Then Y1, X2 ∈
Cw=0 and any morphism from M into N can be presented as g ◦ h ◦ f
for some h ∈ C(Y1, X2).
4. Assume that w is generated by a class P ⊂ ObjC; let w′ be a weight
structure on a triangulated category C ′, and let F : C ⇆ C ′ : G be
an adjoint pair of exact functors. Then the following conditions are
equivalent:
(i) F is left weight-exact.
(ii) F (P) ⊂ C ′w′≤0.
(iii) G is right weight-exact.
5. There is at most one weight structure wP generated by a given P ⊂
ObjC, and P ⊂ CwP≤0 if wP exists.
6. If F : C → C ′ is a weight-exact embedding, where C ′ is a triangulated
category endowed with a weight structure w′, then an object M of C
belongs to Cw≤0 (resp. to Cw≥0) if and only if F (M) ∈ C
′
w′≤0 (resp.
F (M) ∈ C ′w′≥0).
Proof. The first two assertions were established in [Bon10] (yet pay attention
to Remark 1.2.3(2)!). Assertion 3 is precisely Proposition 1.2.3(9) of [Bon15]
(and easily follows from the results of [Bon10] also).
Assertion 4 easily follows from assertion 1; see Remark 2.1.5(3) of [Bon16a]
for more detail.
Assertion 5 follows from assertion 1 easily also; cf. Remark 2.1.5(1) of
ibid.
The "only if" part of assertion 6 is just the definition of the weight-
exactness of F . The "if" part follows immediately from assertion 1.
Since in the current paper we are mostly interested in "large" motivic
categories, we describe certain properties of weight structures in compactly
generated triangulated categories.5 We start with a formulation of this sort
that will be sufficient for §2.
5Weight structures described in Proposition 1.2.5(1) were called strongly ℵ0-generated
ones in Remark 4.4.4(1) of [Bon16a]. Moreover, this weight structure w is said to be
class-generated by H in [BoS17].
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Proposition 1.2.5. Assume that C is compactly generated by its full negative
additive subcategory H.
1. Then C possesses a (unique) weight structure w generated by ObjH.
Moreover, w is left non-degenerate, whereas Hw equals the Karoubi-closure
of the category of all coproducts of objects of H (in C).
Furthermore, Cw≥0 equals the pre-aisle C+ generated by ObjH.
2. Assume that a couple (C ′, H ′) satisfies our assumptions on (C,H)
also. Then any exact functor F : C ′ → C that respects coproducts and sends
ObjH ′ into ObjH is weight-exact with respect to the weight structure w′
generated by ObjH ′ and w.
Proof. 1. w exists according to Theorem 4.5.2(I) of [Bon10] (cf. also the
proof of [Bon10, Theorem 4.3.2(III)] where the corresponding description of
Cw≥0 is written down explicitly; weight structures of this type are treated in
more detail in [BoS17]). w is easily seen to be left non-degenerate; this fact
follows from (the categorical dual to) Corollary 5.4.1(8) of [Bon16a]. Hw is
calculated in Theorem 4.5.2(II.1) of [Bon10].
Next, Proposition 1.2.4(1) implies that Cw≥0 is closed with respect to
extensions and [1]; it is closed with respect to coproducts since objects of
H are compact. Thus Cw≥0 contains C+, and the converse inclusion easily
follows from Theorem 4.3.2(V.1) of ibid. combined with Proposition 1.2.4(2).
2. The left weight-exactness of F follows from Proposition 1.2.4(4). Its
right weight-exactness is immediate from (the "furthermore" part of) the
previous assertion.
In order to treat the general setting of §3 we will also need the following
statement.
Proposition 1.2.6. Let Cc be a triangulated category. Assume that cer-
tain C−, C+ ⊂ ObjC
c satisfy the axioms (ii) and (iii) of a weight structure
(for (Cw≤0, Cw≥0)). Let H be a full negative subcategory of C
c that densely
generates it and such that for any N ∈ ObjC the following conditions are
fulfilled:
(i) for any i ∈ Z there exists a distinguished triangle X → N [i] →
Y [1] such that X belongs to the envelope Ccwc≤0 of C− and Y belongs to the
envelope Ccwc≥0 of C+;
(ii) There exist i1 and i2 ∈ Z such that N [i1] ∈ C
c
wc≤0 and N [i2] ∈ C
c
wc≥0.
Then the following statements are valid.
1. Ccwc≤0 and C
c
wc≥0 yield a bounded weight structure for C
c.
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2. Assume in addition that C is a triangulated category that contains Cc
and is compactly generated by it. Then H = Hwc (along with C) satisfies all
the conditions of the previous proposition.
Proof. 1. Immediate from Theorem 2.1.1(II) of [BoS16b].
2. Hwc is negative in Cc ⊂ C by Remark 1.2.3(3). Next, Cwc=0 densely
generates C by Proposition 1.2.4(2); thus it compactly generates C.
1.3 On intersections of "purely compactly generated"
subcategories
We call a category A
B
the factor of an additive category A by its full additive
subcategory B ifObj
(
A
B
)
= ObjA and (A
B
)(X, Y ) = A(X, Y )/(
∑
Z∈ObjB A(Z, Y )◦
A(X,Z)).
Proposition 1.3.1. I. Let D be a triangulated subcategory of C; suppose that
w induces a weight structure wD on D (i.e., ObjD∩Cw≤0 and ObjD∩Cw≥0
give a weight structure for D). Assume that the Verdier quotient of C by D
exists and denote by pi the localization functor C → C/D.
Then the following statements are valid.
1. w induces a weight structure on C/D, i.e., the C/D-Karoubi-closures
of pi(Cw≤0) and pi(Cw≥0) give a weight structure wC/D on C/D (and so, pi is
weight-exact with respect to w and wC/D).
2. The heart HwC/D of wC/D is the Karoubi-closure of (the natural image
of) Hw
HwD
in C/D. In particular, for any M0, N0 ∈ Cw=0 the homomorphism
C(M0, N0)→ C/D(pi(M0), pi(N0)) is surjective.
3. For any M ∈ Cw≤0 and N ∈ Cw≥0 the homomorphism C(M,N) →
C/D(pi(M), pi(N)) is surjective.
II. Assume that C, H ⊂ C, F : C ′ → C, and H ′ ⊂ C are as in Proposi-
tion 1.2.5; assume that the category D = C ′ is a full subcategory of C.
1. Then the weight structure w on C given by Proposition 1.2.5(1) re-
stricts to D.
2. The localization C/D exists and is closed with respect to coproducts,
the localization functor pi : C → C/D respects coproducts, and pi(ObjH)
compactly generates C/D.
3. The corresponding category pi(H) ⊂ C/D is negative in C/D, and
the weight structure wC/D given by assertion I.1 coincides with the weight
structure w′ on C/D generated by pi(ObjH).6
6The existence of the latter weight structure is guaranteed by Proposition 1.2.5(1)
provided that pi(H) is negative.
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Proof. I. Assertions 1 and 2 are contained in Proposition 8.1.1 of [Bon10].
Assertion 3 is an easy consequence of the ("in particular" part of the)
previous assertion combined with Proposition 1.2.4(3).
II.1. Proposition 1.2.5(1) gives a weight structure on D and part 2 of
that proposition ensures that this weight structure is a restriction of w.
2. Immediate from Lemma 1.1.2(1,2,4).
3. According to assertion I.1, pi(ObjH) is contained in the heart of wC/D;
hence it is negative (in C/D; see Remark 1.2.3(3)). Next, pi is weight-exact
with respect to (w,w′) according to Proposition 1.2.5(2). Applying Proposi-
tion 1.2.4(1) to w′ we easily obtain that w′ = wC/D.
Now we combine this statement with a result from [Bon15].
Proposition 1.3.2. Let C and H be as in Proposition 1.2.5(1); let H1, H2,
and H3 be full additive subcategories of H. Denote by C i the localizing subcat-
egories of C generated by H i (for i = 1, 2, 3) and assume that any morphism
from (an object of) H1 into H2 vanishes in the Verdier quotient C
′ of C by
C3.
7
Then all elements of ObjC1∩ObjC2 become right degenerate in C
′ (with
respect to the weight structure w′ given by Proposition 1.3.1(I.1)).
Moreover, w-bounded below elements of ObjC1∩ObjC2 belong to ObjC3.
Proof. Denote the localization functor C → C ′ by pi, and denote the weight
structures on C1 and C2 generated by ObjH1 and ObjH2, respectively
(see Proposition 1.2.5(1)) by w1 and w2. According to Remark 3.1.6(1) of
[Bon15], to prove our assertions it suffices to verify that the functor pi kills
all C-morphisms from C1,w1=0 into C2,w2=0. Since pi respects coproducts (see
Lemma 1.1.2(2)), it remains to recall that pi kills all C-morphisms from H1
into H2.
Remark 1.3.3. 1. It certainly suffices to assume that any morphism from an
object ofH1 intoH2 factors through some object of C3 (instead of being killed
by pi). Actually, these two vanishing conditions are equivalent according to
Proposition 1.3.1(I.2).
2. Instead of checking these vanishing conditions it certainly suffices to
verify that pi kills all morphisms from the corresponding C1,wc≤0 into C2,wc≥0
(see Proposition 1.2.6). Moreover, Proposition 1.3.1(I.3) yields that both of
these conditions are equivalent to pi(C1,wc≤0) ⊥ pi(C2,wc≥0).
7Note that this quotient exists according to Lemma 1.1.2(1).
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2 Intersecting motivic filtrations and a conjec-
ture of Ayoub
In this section we intersect the levels of the slice filtration on motives over a
perfect field k with that of the dimension filtration.
In §2.1 we study the intersection of the levels of slice filtration with the
dimension one.
In §2.2 we relate our results to Conjecture 4.22 of [Ayo15] to obtain several
assumptions equivalent to it (we actually prove a more general result of this
sort).
In §2.3 we prove that our results yield a complete calculation of the
intersections in question in the subcategory DMeff−,R ⊂ DM
eff
R of homo-
topy t-structure bounded above motivic complexes (that was considered in
[MVW06] and in [Voe00]).
2.1 Intersecting the dimension and the slice filtrations
on unbounded motivic complexes
We start with some preliminaries and notation for motivic complexes.
In this section k will denote a fixed perfect base field of characteristic p,
and we set Z[1
p
] = Z if p = 0.
The set of smooth projective varieties over k will be denoted by SmPrVar.
• For R being a fixed unital commutative Z[1
p
]-algebra we consider the
R-linear motivic categories DM effgm,R ⊂ DM
eff
R .
8 So, DMeffR is the
category of unbounded R-motivic complexes over k (see Proposition
1.3.1 of [BoK17]). It is closed with respect to small coproducts (and so,
Karoubian); it is compactly generated by its triangulated subcategory
DM effgm,R of effective geometric motives. Moreover, DM
eff
gm,R is densely
generated by the R-linear motivesMR(SmPrVar) (easy from Theorem
2.2.1(1) of [Bon11]; cf. the proof of [BoK17, Theorem 2.1.2]); hence
the set MR(SmPrVar) compactly generates DM
eff
R also.
8In some papers on the subject (in particular, in [Deg11, §4]) only the case R = Z is
considered; one can easily pass to the case R = Z[ 1
p
] or R being a localization of Z[ 1
p
]
(say, R = Q) using the more-or-less standard "localization of coefficients" techniques (cf.
Proposition 5.6.2 of [Bon16a]). The reader may certainly restrict himself to these cases
(that are quite interesting and non-trivial for themselves). One can also reduce our results
for an arbitrary R to that for the case R = Z[ 1
p
]; yet this requires some work on the
properties of the "forgetful" functor DM effR → DM
eff
Z[ 1
p
]
. So we prefer to treat the case
of a general R; the most detailed account on DM effR in this setting is (probably) [BeV08,
§6] (cf. also [CiD15], [MVW06], and [BoK17]).
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• MR(SmPrVar) is a negative subcategory ofDM
eff
R (according to Corol-
lary 6.7.3 of [BeV08]; cf. also Theorem 5.23 of [Deg08]), and the
Karoubian envelope ofMR(SmPrVar) is the category Chow
eff
R of effec-
tive R-linear Chow motives that is also negative in DMeffR . We will use
the symbol wChow to denote the weight structure on DM
eff
R generated
by ChoweffR (see Proposition 1.2.5(1)).
• We also introduce the following notation: R〈1〉 will denote the R-linear
Lefschetz object; so, it equals R(1)[2] in the notation of [Voe00]. For
i ≥ 0 andM ∈ ObjDMeffR we will writeM〈i〉 for the objectM⊗DMeff
R
(R〈1〉)⊗i.
Recall that the functor −〈i〉 = − ⊗DMeff
R
R〈i〉 is a full embedding of
DMeffR into itself; thus the essential image DM
eff
R (i) = DM
eff
R 〈i〉 of
this functor is a full subcategory ofDMeffR that is equivalent toDM
eff
R .
• Note thatR〈i〉 is a retract ofMR(Pi) (for any i ≥ 0); thus Chow
eff
R 〈i〉 ⊂
ChoweffR .
• Now we define two filtrations for DMeffR . The so-called slice (or the
effectivity) filtration on DMeffR is given by DM
eff
R (i) for i ≥ 0.
• For m ∈ Z we will write d≤mDM
eff
R for the localizing subcategory
of DMeffR generated by {MR(X)} for X running through smooth k-
varieties of dimension at most m (so, this category is zero for m < 0).
We note that d≤mDM
eff
R is compactly generated by {MR(P )} for P
running through smooth projective k-varieties of dimension ≤ m (see
Remark 2.2.3 of [BoS14]).
Now we are able to prove the first motivic result of this paper.
Theorem 2.1.1. For any i,m ≥ 0 any element of ObjDMeffR (i)∩Obj d≤mDM
eff
R
becomes right weight-degenerate (with respect to the weight structure provided
by Proposition 1.3.1) in the localization DMeffR /d≤m−iDM
eff
R (i).
Moreover, any wChow-bounded below element of ObjDM
eff
R 〈i〉∩Obj d≤mDM
eff
R
belongs to Obj d≤m−iDM
eff
R 〈i〉.
Proof. The proof is an easy application of Proposition 1.3.2. We take C =
DMeffR , H = Chow
eff
R , H1 ⊂ H being the category of motives of smooth
projective varieties of dimension at most m, H2 = Chow
eff
R 〈i〉; H3 is the
category of motives of smooth projective varieties of dimension at most m− i
twisted by 〈i〉 (note that H contains H i for i = 1, 2, 3).
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By the virtue of the aforementioned proposition (cf. also Remark 1.3.3),
it suffices to verify that any morphism from H1 into H2 factors through H3.
The latter fact is precisely Proposition 2.2.6(2) of [BoS14].9
Remark 2.1.2. 1. Since R〈i〉 is a retract of MR(Pi), we obviously have
H3 ⊂ H2 and H3 ⊂ H1. Hence our theorem describes completely the class
of wChow-bounded below elements of ObjDM
eff
R (i) ∩Obj d≤mDM
eff
R .
2. Recall that any compact object of DMeffR is wChow-bounded; hence
one can apply the "moreover" part of our proposition to the calculation of
ObjDM effgm,R(i) ∩Obj d≤mDM
eff
gm,R.
The latter calculation has found important applications in [BoS14]. For
this reason we explain how to avoid using (Remark 3.1.6(1) of) [Bon15] in
its proof (however, our argument is rather similar to that in loc. cit.). So,
we verify under the assumptions of Proposition 1.3.2 that any w-bounded
object of ObjC1 ∩ObjC2 belongs to ObjC3.
This argument relies on the theory of weight complexes as introduced in §3
of [Bon10] (whereas in §2.2 of [Bon16a] some parts of the theory were exposed
more carefully). We recall that to any object M of C ′ (for C ′ = C/C3) there
is associated its weight complex t(M) ∈ ObjK(Hw′); t(M) is well-defined
up to homotopy equivalence. The definition of t(−) easily implies that for
i = 1 or 2 and M ∈ pi(ObjC i) the complex t(M) is homotopy equivalent to
a complex whose terms belong to pi(C iwi=0). Since pi(C1w1=0) ⊥ pi(C2w2=0)
(see Remark 1.3.3), for any N ∈ ObjC1 ∩ ObjC2 the morphism idt(pi(N)) is
zero in K(Hw′). Applying Theorem 3.3.1(V) of [Bon10] we conclude that
pi(N) = 0.
3. Note that in our theorem one cannot replace DMeffR ⊂ DMR by the
corresponding version of the motivic stable homotopy category SH(k) (say,
for R equal to Z or to Z[S−1] for S being a set of primes; then one can define
the R-linear version of SH(k) as a certain localization). One of the rea-
sons for this is that there is no Chow weight structure on SHc(k) ⊂ SH(k)
(and on SHc(k)[S−1] if 2 /∈ S; see Remark 3.1.2 of [Bon16b] and Remark
6.3.1(3) of [Bon13]). Moreover, even the "compact version" of Theorem
2.1.1 does not carry over to the SH(k)-setting. There probably exist plenty
of examples illustrating the latter statement. Here we will only note that
for k being any formally real field the corresponding category d≤1SHeff(k)
contains a non-zero compact infinitely effective object (i.e., an element of
∩i≥0 ObjSH
eff(k)(i)). Indeed, for the object C constructed in Remark
2.1.2(3) of [Bon16b] we surely have C(1) ∈ Obj d≤1SHeff(k) and C 6= 0
9Moreover, in the case char k = 0 the proof of [GoG13, Lemma 3] generalizes to give
this statement immediately.
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in SHeff(k)[S−1] unless 3 ∈ S (and 3 may be replaced by any other odd
prime here). Yet the associated motif Mk(C) of C is zero by loc. cit.; hence
C is infinitely effective in SHeff(k) by Theorem 3.1.1 of ibid.
2.2 An application to a conjecture of J. Ayoub
We recall some basics on "slice" functors.
For any i ≥ 0 the right adjoint to the functor −〈i〉 : DMeffR → DM
eff
R can
certainly be described as HomDMeff
R
(R〈i〉,−); this functor respects small co-
products. Next, the composition ν≥i = 〈i〉 ◦HomDMeff
R
(R〈i〉,−) : DMeffR →
DMeffR equals the composition of the embedding DM
eff
R 〈i〉 → DM
eff
R with
the right adjoint to it.
Now we establish some new properties of the slice functors.
Proposition 2.2.1. Fix i,m ≥ 0 (along with R). Then the following state-
ments are valid.
I. ν≥i is right wChow-exact.
II. The following conditions are equivalent.
1. ν≥i sends d≤mDM
eff
R into itself.
2. HomDMeff
R
(R〈i〉,−) sends d≤mDM
eff
R into d≤m−iDM
eff
R .
3. ObjDMeffR 〈i〉 becomes orthogonal to Obj d≤mDM
eff
R in the localiza-
tion DMeffR /d≤m−iDM
eff
R 〈i〉.
4. For any smooth projective P,Q/k and n ∈ Z with dimQ ≤ m the
image of MR(P )〈i〉 in DM
eff
R /d≤m−iDM
eff
R 〈i〉 is orthogonal to (the image
of) MR(Q)[n].
5. For any P,Q, n as above the image ofMR(P )〈i〉 in DM
eff
gm,R/d≤m−iDM
eff
gm,R〈i〉
is orthogonal to (the image of) MR(Q)[n].
Proof. I. Recall that ChoweffR 〈i〉 ⊂ Chow
eff
R (see §2.1); hence the twist
functor −〈i〉 : DMeffR → DM
eff
R is weight-exact according to Proposition
1.2.5(2). Applying Proposition 1.2.4(4) to the adjunction−〈i〉 ⊣ HomDMeff
R
(R〈i〉,−)
we obtain that HomDMeff
R
(R〈i〉,−) is right wChow-exact. It remains to note
that the composition of right weight-exact functors is right weight-exact also.
II. Condition II.2 implies condition II.1 due to the weight-exactness of
−〈i〉 : DMeffR → DM
eff
R ; cf. the proof of assertion I.
Next, recall that d≤mDM
eff
R is generated by {MR(P )} for P running
through smooth projective k-varieties of dimension ≤ m, as a localizing
subcategory of DMeffR . Hence to verify the converse implication it suffices
to check whether condition II.1 implies that HomDMeff
R
(R〈i〉,MR(P )) ∈
d≤m−iDM
eff
R if P is smooth projective of dimension at most m. Now,
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ν≥i(MR(P )) ∈ DM
eff
R wChow≥0 according to assertion I. It remains to apply
(the "moreover" part of) Theorem 2.1.1.
So, the first two conditions are equivalent to the assumption that
ν≥i(d≤mDM
eff
R ) ⊂ d≤m−iDM
eff
R 〈i〉. The latter assertion is equivalent to
condition II.3 by Lemma 1.1.1(3).
Next, Lemma 1.1.2(2) allows us to verify the orthogonality in condition
II.3 only for the images pi(MR(P )) and pi(MR(Q)〈i〉[n]) for P,Q, and n as in
condition II.4. Hence condition II.3 is equivalent to II.4 by Lemma 1.1.2(3).
This (part of the) lemma also implies that condition II.4 is equivalent to
condition II.5.
Remark 2.2.2. Note that in the case where R is a Q-algebra and i = 1 our
condition II.2 is exactly Conjecture 4.22 of [Ayo15]. Certainly (for any fixed
R) if we consider this condition for all m ≥ 0 then the case i = 1 of it implies
all the other cases. Recall also that certain cases of our condition II.2 were
verified in Proposition 4.25 of ibid.
2.3 Computing intersections inside Voevodsky’s DM eff−,R
Now we extend the "moreover" part Theorem 2.1.1 to a wider class of objects.
We start from a few remarks.
Remark 2.3.1. 1. The problem with our arguments is that weight structures
do not say much on (right) weight-degenerate objects. Note here that non-
zero right wChow-degenerate objects in DM
eff
R do exist (at least) whenever
k is a big enough field and R is not a torsion ring (see Remark 2.3.5(3) of
[Bon15] that relies on Lemma 2.4 of [Ayo15]).
We also note that this Ayoub’s motif belongs to DMeffR
thom≤0 (see below),
is infinitely effective (i.e., belongs to ObjDMeffR (r) for all r ≥ 0), and its
Betti realization vanishes (as proved in loc. cit.).
The author suspects that all wChow-degenerate objects of DM
eff
R are in-
finitely effective.
2. Starting from the first motivic papers of Voevodsky one of the main
tools of working with motivic complexes was the so-called homotopy t-structure
thom. Actually, instead of the unbounded category DM
eff
R he essentially con-
sidered (see §14 of [MVW06]; the case R = Z was treated in [Voe00]) its
thom-bounded above subcategory DM
eff
−,R whose objects are ∪i∈ZDM
eff
R
thom≤i
(so, we use the cohomological convention for t-structures here; cf. [Bon10,
§4.1] or [Bon15, §1.4] for more detail on it). Thus the intersection result that
we will prove below is completely satisfactory from this older point of view.
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Now we recall a description of thom that will be convenient for our pur-
poses. According to Theorem 2.4.3 and Example 2.3.5(1) of [BoD17] (where
the assumptions on R are the same as in this paper, but the convention for
t-structures is the homological one), DMeffR
thom≤0 is the pre-aisle generated
by ∪i≥0ObjChow
eff
R 〈i〉[−i]. Certainly, DM
eff
R
thom≥0 can be recovered from
DMeffR
thom≤0 using the orthogonality condition (still we will not use this fact
below).
We will need the following very useful lemma.
Lemma 2.3.2. For anym ≥ 0 we have ObjDMeffR (m+1) ⊥ Obj d≤mDM
eff
R .
Proof. In the case where R is a Q-algebra this statement is essentially con-
tained in Proposition 4.25 of [Ayo15]. Moreover, most of the arguments used
in the proof of loc. cit. can be easily carried over to the case of a general
(Z[1
p
]-algebra) R; this yields a reduction of our assertion to the case m = 0.
In the latter case the assertion is quite simple; one can easily deduce it from
the vanishing of higher Chow groups of negative codimensions for any smooth
variety (see Corollary 6.1 of [BeV08]).
Now we are able to prove the following version of Theorem 2.1.1.
Proposition 2.3.3. For any i,m ≥ 0 the class ObjDMeff−,R〈i〉∩Obj d≤mDM
eff
R
equals (ObjDMeff−,R ∩Obj d≤m−iDM
eff
R )〈i〉.
Proof. Certainly, if N〈i〉 ∈ ObjDMeff−,R for N ∈ ObjDM
eff
R then N is
thom-bounded above also (an easy well-known fact; cf. [BoD17, Corollary
3.3.7(3)]). Thus it suffices to prove that anyM ∈ DMeffR
thom≤0∩ObjDMeffR 〈i〉∩
Obj d≤mDM
eff
R belongs to Obj d≤m−iDM
eff
R 〈i〉.
Now we apply Lemma 1.1.1(2). We take C = DMeffR , E = DM
eff
R 〈m+
1〉, C ′ = C/E. By Lemma 2.3.2, ObjE ⊥ Obj d≤mDM
eff
R . Hence the
localization functor pi : C → C ′ restricts to a full embedding of d≤mDM
eff
R
into C ′. Since d≤m−iDM
eff
R 〈i〉 ⊂ d≤mDM
eff
R , it suffices to verify that pi(M)
belongs to pi(Obj d≤m−iDM
eff
R 〈i〉).
Now, the description of DMeffR
thom≤0 given in Remark 2.3.1(2) yields that
pi(M) belongs to the pre-aisle generated by ∪0≤i≤mpi(ObjChow
eff
R )〈i〉[−i].
Thus pi(M) is bounded below with respect to the weight structure for C ′ gen-
erated by pi(ObjChoweffR ) (see Proposition 1.3.1(II)). Hence the imageM
′ of
pi(M) in the localization C ′/pi(d≤m−iDM
eff
R )〈i〉)
10 is also bounded below with
respect to the corresponding weight structure provided by Proposition 1.3.1
10Actually, M ′ is just M considered as an object of C′/pi(d≤m−iDM
eff
R 〈i〉).
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(here we apply parts II.(2–3) of the proposition). On the other hand, M ′ is
also right wChow-degenerate since the image ofM in C/(d≤m−iDM
eff
R 〈i〉) is so
by Theorem 2.1.1 (here we invoke Proposition 1.3.1(II.3) once again). Thus
M ′ ⊥ M ′ by the orthogonality axiom of weight structures; hence M ′ = 0.
Therefore pi(M) does belong to pi(d≤m−iDM
eff
R 〈i〉).
Remark 2.3.4. 1. Formally (the formulation of) our proposition "depends
on DMeffR " since it treats intersections of certain localizing subcategories of
DMeffR with ObjDM
eff
−,R. However, the natural DM
eff
−,R-version of our result
(stated in terms the corresponding "localizing" classes of objects in DMeff−,R;
those are closed only with respect to those coproducts that exist in DMeff−,R)
is also true. Indeed, for any j ≥ 0 there exists an (exact) right adjoint to the
embeddings d≤jDM
eff
R → DM
eff
R (see Lemma 1.1.2(1)). Since this functor
also respects coproducts (see part 2 of the lemma), it suffices to check that
it restricts to an endofunctor of DMeff−,R. The latter assertion was mentioned
in the beginning of [Voe00, §3.4] (in the case R = Z that does not differ from
the general one in this matter); respectively, it can also be easily established
using the methods of the proof of [BoD17, Corollary 3.7].
2. Note that the Chow weight structure on DMeffR can be restricted to
DMeff−,R (since the arguments of [Bon10, §7.1] carry over to our more general
setting without any problems). Yet the author was not able to apply this
fact for the purposes of the current paper.
3. The main subject of [BoK17] is an interesting candidate for the Chow
weight structure on DMeffR that is defined independently from the assump-
tion that p is invertible in R. It is proven that this weight structure satisfies
several important properties of wChow (in particular, it coincides with wChow
whenever R is a Z[1
p
]-algebra). Yet it is not clear whether this weight struc-
ture may be restricted to the subcategories d≤mDM
eff
R (unless it coincides
with wChow); so the methods of the current paper cannot be used for the
study of ObjDMeffR 〈i〉 ∩Obj d≤mDM
eff
R in this greater generality.
3 A generalization to motives over general base
schemes
This section is dedicated to the study of certain versions of the slice and
the dimension filtrations for motives over a base. Our methods work for all
motivic categories satisfying a certain list of axioms; we also describe three
series of examples satisfying them.
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In §3.1 we (essentially) generalize Gabber’s notion of a dimension func-
tion; this allows to apply the results of this section to motives over any
Noetherian separated excellent scheme of finite Krull dimension.
In §3.2 we describe some of the axioms on motivic categories that are
necessary to define our filtrations.
In §3.3 we recall (from [BoD17]) some properties of (co)niveau spectral
sequences that converge to the cohomology of Borel-Moore objects. They en-
able us to relate certain vanishing properties of the "D-motivic cohomology"
of fields to more general ortogonality statements; we obtain quite interesting
vanishing statements this way.
In §3.4 we prove that the levels of our filtrations are endowed with certain
Chow weight structures. This enables us to "intersect two types of filtrations"
and obtain the corresponding analogue of Theorem 2.1.1. We also mention
three (series of) examples of motivic categories satisfying our assumptions.
3.1 On generalized dimension functions
Since we want our results to be valid for a wide range of schemes, we will
need a certain “substitute” of the Krull dimension function dim(−).11 So
we need certain dimension functions that are somewhat more general than
Gabber’s ones (as introduced in §XIV of [ILO14] and applied to motives in
[BoD17]). So we "axiomatize a little" the construction described in §3.1 of
[BoL16] (cf. also §4 of [BoS16b]). Recall that a localization of a scheme of
finite type over some base X is said to be essentially of finite type over X.
Definition 3.1.1. Let B be a Noetherian separated excellent scheme of finite
Krull dimension.
1. Throughout this section we will say that a scheme is a B-scheme only
if it is separated and of essentially of finite type over B. The class of B-
schemes will be denoted by G = G(B). All the morphisms mentioned
below will be separated B-morphisms; we will use the symbol G to
denote the corresponding category of schemes.
We will call the spectra of fields that are essentially of finite type over
B just B-fields.
2. Let δB be a function from the set B of Zariski points of B into non-
negative integers that satisfies the following condition: if b ∈ B and a
point b′ ∈ B belongs to its closure then δ(b) ≥ δ(b′) + codimb b′.
11The reason is that we want some notion of dimension that would satisfy the following
property: if U is open dense in X then its “dimension” should equal the “dimension” of X .
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Then we extend δB to B-fields as follows: for a B-field y and b being
its image in B we set δ(y) = δB(y) = δB(b) + tr. deg. k(y)/k(b), where
k(y) and k(b) are the corresponding fields.
3. For Y being an B-scheme we define δ(Y ) as the maximum over points
of Y of δ(y); we will sometimes call δ(Y ) (resp. δ(y)) the δ-dimension
of Y (resp. of y).
4. Denote by Bk the irreducible components of B. Then for any Bk0 ∈
{Bk} and a Zariski point b ∈ Bk0 we set δk0(b) = − codimBk0 b.
Now we describe the main properties of δ and its relation to {δk}.
Proposition 3.1.2. Let X and U be B-schemes, c > 0. Then the following
statements are valid.
1. For Bk running through irreducible components of B take a set of in-
tegers ck satisfying the condition ck ≥ dimBk (for all k). Then in
Definition 3.1.1(2) one can take δB : B → N defined as follows: δB(b)
is the minimum of ck + δ
k(b) for all k such that b ∈ Bk.
2. If x and x′ are points of X and x′ belongs to the the closure of x then
δ(x) ≥ δ(x′) + codimx x
′.
3. δ(X) equals the maximum of the δ-dimensions of generic points of X.
In particular, it is a finite integer. Moreover, δ(X) ≥ dimX.
4. δ(U) ≤ δ(X) + d whenever there exists a B-morphism u : U → X
generically of dimension at most d. Moreover, we have an equality
here whenever d = 0 and u is dominant, and a strict inequality if the
image of u is nowhere dense.
5. Furthermore, if U ⊂ X and any irreducible component of U is of codi-
mension at least c in some irreducible component of X (containing it)
then δ(U) ≤ δ(X)− c.
Proof. 1. Obvious.
2. We choose a connected component B0 of B such that x (and so also x′)
lies over it; we can certainly assume thatX lies over B0 also. Now, δ0 yields a
dimension function on B0 in the sense of [ILO14, Definition XIV.2.1.10]. We
can "extend" it to X using Corollary 2.5.2 of ibid.; so we have δ0(x) = δ0(b)+
tr. deg. k(x)/k(b) and δ0(x′) = δ0(b′) + tr. deg. k(x′)/k(b′) for b and b′ being
the images in B0 of x and x′, respectively. By the definition of a dimension
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function, we have δ0(x) − δ0(x′) ≥ codimx x′. Combining this equality with
the definition of δ (including δ(b) ≥ δ(b′) + codimb b′ = δ(b′) + δ0(b)− δ0(b′))
we get the result.
3–5. Assertion 2 certainly implies that δ(X) equals the maximum of
the δ-dimensions of generic points of X. Moreover, combining this assertion
with the non-negativity of δ we immediately obtain that δ(X) ≥ dimX. So
assertion 3 is proved. Along with the definition of (the "extended version"
of) δ and with assertion 2 this assertion easily implies assertion 4. Assertion
5 easily follows from assertion 2 also.
Remark 3.1.3. 1. If B is of finite type over a field or over SpecZ then one
can take δ(Y ) = dimY for any Y that is of finite type over B. Thus the
reader satisfied with this restricted setting may replace the δ-dimensions of
all finite type B-schemes in this section by their Krull dimensions.
2. Another special case is the one of a "true" (Gabber’s) dimension
function, i.e., of the one for which the inequality in Proposition 3.1.2(2)
becomes an equality. We do not treat functions of this type in detail since
their existence imposes a certain restriction on B. However, for some of
the arguments below we will need the following function on the points of
a B-scheme X all of whose connected components are irreducible: δ′(x) =
dimX − codimX x for all x ∈ X .
3.2 On relative motives and filtrations for them
In this section we will demonstrate that our methods can be applied to various
relative motivic categories (i.e., to motives D(B) over the base scheme B as
above). We will not specify the choice of B and of the motivic category D
here (except in Remark 3.4.3(1) below). Instead we will only describe those
properties of (B,D) that we need and give references to other ones (mostly
to [CiD12]; most of the definitions we need may also be found in [BoD17]
and [BoL16]).
Similarly to the previous section, our main tool is the existence of a certain
Chow weight structure for D(B). Note that the in case where D is a certain
version of the Voevodsky’s motives functor the corresponding Chow weight
structures were treated in detail in [Heb11], [Bon14], and [BoI15] (cf. also
[BoL16]). In these papers one can find concise lists of (the corresponding
versions of) the properties of D that we will need below along with some
analogues of the arguments that we will apply in the current section.
From now on we will assume that D is a motivic triangulated category
(see Definition 2.4.45 of [CiD12]). So we fix some B as above and assume
that D(S) is defined whenever S ∈ G. In particular, this means that D is a
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2-functor from the category G (see Definition 3.1.1(1)) into the 2-category of
tensor triangulated categories that are closed with respect to small coprod-
ucts. Moreover, we will assume that D is oriented (see Remark 13.2.2 and
Example 12.2.3(3) of ibid.). For any S ∈ G we will write 1S for the (tensor)
unit object of D(S).
For convenience, we note that any scheme that is of finite type (and
separated) over a B-scheme belongs to G itself by the well-known properties
of "continuity" of the set of schemes of finite type over a base; yet we will
not actually need the general case of this statement below.
To define our filtrations on a subcategory D of D(B) we start from defin-
ing Borel-Moore objects following [BoD17]. If f : Y → S is a finite type
separated morphism of B-schemes then we set MBMS (Y ) = f!(1Y ).
Now we describe our filtrations. Instead of the "usual" Tate (or "Lef-
schetz") twists −(i) it will be somewhat more convenient for us (similarly to
the previous section) to consider −〈i〉 = −(i)[2i] for i ∈ Z. Recall also that
twists "commute with" all the functors of the type g∗, g∗, g!, and g!.
Denote by D the "δ-effective subcategory" of D(B) that we define fol-
lowing Definition 2.2.1 of [BoD17] (that is closely related to the classes of
morphisms Bn and other constructions from §2 of [Pel13]). So, D is the
localizing subcategory of D(B) generated by MBMB (Y )〈δ(Y )〉 for Y running
through all separated finite type B-schemes. Note that D〈i〉 ⊂ D for any
i ≥ 0 (cf. Remark 2.1.2(1)).
Next, for m ∈ Z we define δ≤mD as the localizing subcategory of D ⊂
D(B) generated by MBMB (Y )〈δ(Y )〉 for Y running through all separated
finite type B-schemes such that δ(Y ) ≤ m.
Remark 3.2.1. As we will explain below, one can take D = DMR(−) for B
being the spectrum of any perfect field (of characteristic invertible in R). If
we also take δ being the Krull dimension for all schemes of finite type over
B (see Remark 3.1.3(1)) then D = DMeffR and the filtrations defined in this
section are exactly the ones described in §2.1; this is an easy consequence of
Corollary 2.3.11 of [BoD17].
Now we introduce some more restrictions on D(−). Essentially follow-
ing [BoD17] and Definition 1.3.16 of [CiD12], we require D to be compactly
generated by its Tate twists, i.e., D(S) should be compactly generated by
MBMS (Y )〈i〉 for Y running through all separated finite type S-schemes and
i ∈ Z whenever S ∈ G.
We will assume that D satisfies the following absolute purity property:
if i : Z → X is a closed embedding of regular G-schemes everywhere of
codimension c then the object i!(1X) is isomorphic to 1Z〈−c〉 (yet we don’t
have to assume the existence of canonical isomorphisms of this sort).
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Remark 3.2.2. 1. Recall that under our assumptions this isomorphism implies
the existence of a distinguished triangle
z∗RZ〈−c〉 → x∗RX → u∗RU (3.2.1)
if U = X \ Z, x : X → S is a separated morphism, S ∈ G, and u, z are the
corresponding composition morphisms. Certainly, if α is a regular stratifi-
cation of a regular scheme X (i.e., it is a presentation of X as ∪Xαl , where
Xαl , 1 ≤ l ≤ n, are pairwise disjoint locally closed regular subschemes of
X and each Xαl is open in ∪i≥lX
α
i )
12 and all Xαl are connected then these
triangles yield that for any B-morphism g : X → S the object g∗(1X) be-
longs to the envelope of gαl∗1Xαl 〈c
α
l 〉, where c
α
l are the corresponding ("local")
codimensions.
2. Since j! = j∗ if j is an open embedding, we actually have i!(1X) ∼=
1Z〈−c〉 for i being an arbitrary embedding of regular schemes (everywhere)
of codimension c.
So (regular; yet cf. Remark 3.3.2 below) B-schemes can be "decomposed
into pieces" in certain cohomological statements. In order to "pass to points
of schemes" we will also require D to fulfil the continuity property (see §4.3
of [CiD12]) that we will now define.
It will be sufficient for our purposes to apply Definition 4.3.2 of loc. cit.
directly, i.e., for a B-scheme X being the (inverse) limit of an affine filtering
projective system of schemes Xβ for β ∈ B and N ∈ ObjD(Xβ0) for certain
β0 ∈ B we need the morphism group from 1X into j∗β0N to be isomorphic to
lim
−→β≥β0
D(Xβ)(1Xβ , j
∗
ββ0
(N)), where jββ0 : Xβ → Xβ0 and jβ0 : X → Xβ are
the corresponding transition morphisms.
3.3 Some additional orthogonality assumptions and their
consequences
We recall some of the properties of Borel-Moore objects.
Proposition 3.3.1. Assume that X ∈ G, Y is a (separated) finite type X-
scheme, and i : Z ⊂ Y is a closed embedding. Then the following statements
are valid.
1. Denote by j : U → Y the complementary open embedding. Then there
exists a distinguished triangle MBMX (U)→M
BM
X (Y )→M
BM
X (Z).
2. If Z is the reduced scheme associated to Y thenMBMX (Y )
∼=MBMX (Z).
3. If g : X ′ → X is a separated morphism of B-schemes then we have
g∗MBMX (Y )
∼=MBMX′ (X
′ ×X Y ).
12This somewhat weak notion of a stratification was used in some previous papers of
the author.
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Proof. Assertions 1 and 3 are contained in §1.3.8 of [BoD17].
Assertion 2 can be deduced from assertion 3; it is also an immediate
consequence of Proposition 2.3.6(1) of [CiD12].
Remark 3.3.2. Part 1 of the proposition certainly yields that the object
MBMS (X) belongs to the envelope of M
BM
S (X
α
l ) whenever α is a (not nec-
essarily regular) stratification of a B-scheme X (cf. Remark 3.2.2(1)) and
g : X → S finite type G-morphism.
Along with part 2 of the proposition this observation immediately yields
that for any S ∈ G the category D(S) is compactly generated byMBMS (Y )〈i〉
for i ∈ Z and Y running through all separated finite type regular S-schemes
(only). Moreover, similar results hold for the categories D and δ≤mD de-
scribed in §3.2.
In some of the arguments below we will also apply certain (co)niveau
spectral sequences for the cohomology MBMS (X). So now we "translate"
the corresponding facts from [BoD17] into cohomological notation and make
some computations in the case where X is regular.
Proposition 3.3.3. Let S ∈ G, x : X → S be a finite type (separated)
morphism. Then for m ∈ Z and a cohomological functor H : D(S) → Ab
we define HmBM,S(X) as H(M
BM
S (X)[−m]); for F being a Zariski point of
X we define HmBM,S(F ) as lim−→
H(MBMS (Fi)[−m]), where we choose affine
subschemes Fi of X so that F is their (filtered inverse) limit, the connecting
morphisms ji1i2 : Fi1 → Fi2 are open dense embeddings; the corresponding
morphisms in the direct limit are induced by the counits of the adjunctions
ji1i2,! ⊣ j
∗
i1i2
13.
Then the following statements are valid.
1. There exists a convergent coniveau (or niveau) spectral sequence T with
Epq1 =
⊕
F∈X p H
p+q
BM,S(F ), where X
p is the the set of those points of X such
that δ(X)− δ(F ) = p; this spectral sequence converges to Ep+q∞ = H
p+q
BM,S(X).
The induced filtration F jH∗ of H∗BM,S(X) is the δ-coniveau one, i.e.,
F jH∗ (for a fixed j ≥ 0) equals ∪Ker(H∗BM,S(X) → H
∗
BM,S(U
α
j )) for U
α
j
running through all open subschemes such that δ(X)− δ(X \ Uαj ) ≥ j.
2. Assume that X is regular and that H is the functor represented by
y∗QY 〈r〉 for some r ∈ Z and y : Y → X being a finite type separated mor-
phism. Then for this spectral sequence T we have
Epq1
∼=
⊕
F∈X p
D(F )(1F , j
∗
Fx
!y∗(1Y )〈r − cF 〉[p+ q]),
13 Recall that it was shown in ibid. that lim
−→
H(MBMS (Fi)[−m]) does not depend on the
choice of Fi.
26
where jF : F → X are the corresponding pro-embeddings, cF is the codimen-
sion of F in X.
Moreover, if the connected components of X are irreducible then in both
of these statements one can use the function δ′ (see Remark 3.1.3(2)) instead
of δ.
Proof. 1. The "δ′-version" of assertion is immediate from the results of
[BoD17, §3.1.4], and the "δ-version" is just slightly different from it; so the
corresponding the corresponding arguments of loc. cit. yield its proof with-
out any difficulty.
2. We will prove the "δ-version" of this assertion; the proof of the δ′-
version is quite the same.
Fix some F ∈ X p and denote the (pro)-embeddings Fi → X (resp.
F → X) by ji (resp. by jF ). Then applying the corresponding proper-
ties of oriented motivic categories we obtain that the direct summand of Epq1
corresponding to F is isomorphic to
lim
−→i∈I
D(S)(x!ji!1Fi, y∗(1Y )〈r〉[p+ q])
∼= lim−→i∈I
D(X)(ji!1Fi , x
!y∗(1Y )〈r〉[p+ q])
∼= lim−→i∈I
D(Fi)(1Fi, j
!
ix
!y∗〈r〉[p+ q])) ∼= lim−→i∈I
D(Fi)(1Fi, j
∗
i x
!y∗1Y 〈r − cF 〉[p+ q])
∼= D(F )(1F , j
∗
Fx
!y∗(1Y )〈r − cF 〉[p+ q]);
the last isomorphism in this chain is given by the continuity property.
Now we introduce two more restrictions on D.
Definition 3.3.4. 1. We will say that D is homotopically compatible (cf.
Proposition 3.2.13 of [BoD17]) if for any B-field F and r, u ∈ Z we have
1F ⊥ 1F 〈r〉[u] whenever r + u > 0.
2. We will say that D is Chow-compatible if 1F ⊥ 1F 〈r〉[u] whenever
F, r, u are as above and u > 0.
Note that the groups D(F )(1S,1S〈r〉[u]) for S ∈ G are certain "D-
versions" of motivic (co)homology groups of S.
Theorem 3.3.5. Let X,S, Y,H, r be as in Proposition 3.3.3(2).
I. Assume that D is Chow-compatible. Then the following statements are
valid.
1. 1S ⊥ 1S〈r〉[u] whenever u > 0 and S is regular.
2. Assume that Y is regular. Then HuBM,S(X) = 0 if u < 0.
II. Assume that D is homotopy compatible and X is connected. Then the
following assertions are valid.
1. 1S ⊥ 1S〈r〉[u] whenever u > t−r and S is a regular B-scheme of Krull
dimension at most t.
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2. For the spectral sequence T given by Proposition 3.3.3(2) (i.e., we
consider the corresponding H) we have Epq1 = {0} whenever q > δ(Y )− r −
δ(X).
3. Any D(S)-morphism from MBMS (X) into y∗QY 〈r〉 can be factored
through MBMS (Z) where Z is a closed subscheme of X such that δ(Z) ≤
δ(Y )− r.
Proof. I. 1. We apply Proposition 3.3.3(2) in the case X = Y = S (one
can apply either its "main version" or the "δ′-version" here). We have Epq1 ∼=⊕
F∈X p D(F )(1F , j
∗
F (1S)〈r−cF 〉[p+q]) =
⊕
F∈X p D(F )(1F ,1F 〈r−cF 〉[p+q]);
thus Epq1 vanishes whenever p+q > 0 and so H
p+q
BM,S(S) = D(F )(1F ,1F 〈r〉[p+
q]) = 0 in this case.
2. We apply Proposition 3.3.3 once again. It certainly suffices to verify
for the corresponding spectral sequence T that Epq1 = {0} whenever p +
q > 0. So we fix F ∈ X p and prove for e = r − cF that H
p+q
BM,S(F )
∼=
D(F )(1F , j
∗
Fx
!y∗(1Y )〈e〉[u]) = {0} if u > 0.
Now we make certain reduction steps. Firstly, X may be replaced by
any its subscheme containing F ; so we may assume that X is (regular and)
quasi-projective over S and F is its generic point.
Consider a factorization of x as X
f
→ S ′
h
→ S where h is smooth of dimen-
sion d, f is an embedding, S ′ is connected, and consider the corresponding
diagram
Z
fY−−−→ Y ′
hY−−−→ YyzX
yy′
yy
X
f
−−−→ S ′
h
−−−→ S
(the upper row is the base change of the lower one to Y ). Then we have
x!y∗(1Y )〈e〉 = f
!h!y∗QY 〈e〉 ∼= f
!y′∗h
!
YQY 〈e〉
∼= f !y′∗QY ′〈e + d〉. Hence below
we may assume x is an embedding (since we can replace S by S ′ and e by e+d
in our calculation). Besides, the isomorphism x!y∗ ∼= zX∗z!Y for zY = hY ◦ fY
yields that the group in question is zero if Y lies over S \X (considered as
a set).
Next, Remark 3.2.2 yields that it suffices to verify the statement for Y
replaced by the components of some its regular connected stratification. Now,
we can choose a stratification of this sort such that each Y αl lies either over
X or over S \X. Therefore it suffices to verify our assertion in the case where
y factors through x. Moreover, since x!x∗ is the identity functor on D(X) (in
this case), we may also assume that X = S (and S is regular and connected).
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Consider the following Cartesian square:
Y0
j0Y
−−−→ Yyy0
yy
X0
j0
−−−→ S
We have j∗0y∗(1Y ) ∼= y0∗j
∗
0Y (1Y ) (see Proposition 4.3.14 of [CiD12]); hence
this object is isomorphic to y0∗1Y0 . Hence the adjunction y
∗
0 ⊣ y0∗ yields that
the group in question is isomorphic to D(Y0)(1Y0 ,1Y0〈e〉[u]) (for the "new"
value of e that differs from the "old" one by d). Now, Y0 is regular (being
a pro-open pro-subscheme of Y that is regular). Thus it remains to apply
assertion I.1 to Y0.
Alternatively, this assertion may be reduced from the previous one using
the (somewhat similar) arguments of §1.3 of [BoI15].
II.1. One can easily prove this assertion by an argument that is rather
similar to that of assertion I.1; however, one should use the "δ′-version" of
this argument here.
2. We argue similarly to the proof of assertion I.2. So we fix F ∈ X of
δ-codimension p; we should check the vanishing of
Hp+qBM,S(F )
∼= D(F )(1F , j
∗
Fx
!y∗(1Y )〈r − cF 〉[p+ q])
if q > δ(Y )− r − δ(X).
Now we make the same reduction steps as above; the main difference is
that we should keep track of the data that changes during our reduction
steps. When we replace X by its connected subscheme X ′ whose generic
point is F then we have δ(X ′) = δ(F ) = δ(X)− p, whereas "the new" value
q′ of q is greater by p than the "old q"; cF and p become 0. Since cF < p (see
Proposition 3.1.2(2)), this change is fine for our vanishing assertion, i.e., the
"new" vanishing statement implies the "old" one.
In the next reduction step we replace Y by Y ′ and replace r by r+d. Now,
δ(Y ′) ≤ δ(Y ) + d (we have an equality if hY is dominant; see Proposition
3.1.2(4)). Once again, it follows that if we will prove the vanishing in question
for the "new" (Y, r) then we would also obtain our vanishing statement for
the "old pair".
In the next step we replace Y by its subscheme (lying over X ⊂ S). Since
this does not increase the value of δ(Y ) (and does not change q, r, and δ(X)),
the "new" vanishing statement implies the "old" one once again.
Now, the last step expresses the group in question as D(Y0)(1Y0 ,1Y0〈r〉[q])
(recall that p = cF = 0). Now, δ(F ) = δ(X0) and δ(Y0) = δ(Y ) (see
Proposition 3.1.2(4)); since Y0 if a finite type F -scheme it follows that its
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Krull dimension is at most δ(Y )− δ(X). Thus it remains to apply assertion
II.1 to Y0.
3. A morphism m of this sort is exactly an element of H0BM,S(X) for H as
in Proposition 3.3.3(2). By Proposition 3.3.1(1) we reduce the assertion to
the fact that m is supported in δ-codimension at least δ(X) + r− δ(Y ) (i.e.,
at some closed Z ⊂ X such that δ(Z) ≤ δ(Y ) − r). The latter statement
is immediate from the previous assertion along with the description of the
filtration corresponding to T (see Proposition 3.3.3(1)).
Remark 3.3.6. Part II.3 of our theorem is essentially (see Remark 3.4.3(1)
below) a vast generalization of Proposition 2.2.6(2) of [BoS14]. The argu-
ments used in our proof are quite distinct from that used for the proof of loc.
cit. (and do not depend on ibid.).
3.4 The Chow weight structures on our (sub)categories
and on their intersections
Now we describe some more additional assumptions on D.
We fix a set of primes S and assume that all the elements of P \ S are
invertible on B (so, the characteristics of all the residue fields of B as well as
of arbitrary B-schemes belong to S ∪ {0}).14 Furthermore, for Λ = Z[S−1]
we suppose (in this section) that all the values of D(−) are Λ-linear (triangu-
lated) categories. We also assume that D(−) satisfies the following splitting
property: if g : F ′ → F is a finite morphism of B-fields of degree d then the
unit morphism u : 1F → g∗g∗(1F ) ∼= g∗(1F ′) "splits up to a power of d" i.e.
there exists q ∈ D(F )(g∗g∗(1F ),1F ) such that q◦u = di id1F (for some i ≥ 0).
Following [BoL16] (cf. also §6.2 of [CiD16]), we recall that the aforemen-
tioned assumptions on D imply the following important statements.
Proposition 3.4.1. Let g : Y → X be a finite type (separated) G-morphism.
Then the following statements are valid.
1. The functors g∗, g∗, g
!, and g! respect the compactness of objects
2. Let δ(Y ) = d, n ∈ Z, −d − 1 ≤ n < d. Then there exist finite type
morphisms uj : Uj → X for −d ≤ j ≤ d such that U
m
j are regular, δ(Uj) ≤ d−
|j|, and f∗(1Y ) belongs to the D(X)-envelope of {M
BM
X (Uj)〈−max(j, 0)〉[j] :
j ≤ n} ∪ {uj∗(1Uj)〈−max(j, 0)〉[j] : j > n}.
Proof. 1. We reduce this statement to assertion 2 using (in particular) certain
arguments of Cisinski and Déglise.
14This is certainly a vacuous restriction in the case S = P.
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Firstly, since D(S) is compactly generated by twisted Borel-Moore objects
of finite type S-schemes for any S ∈ G, its subcategory of compact objects
is densely generated by these objects (see §1.1). Since g! sends Borel-Moore
objects into Borel-Moore ones, it does respect the compactness of objects.
Next, Proposition 3.3.1(2) yields that g∗ respects the compactness of objects
also.
Now, the arguments used in the proof of Theorem 6.4 of [CiD15] reduce
the remaining parts of our assertion to the fact that g∗(1Y ) is compact. Hence
it suffices to apply assertion 2 in the case n = d.
2. In the case where δ is the function introduced in [BoL16, §3.1] this
statement is immediate from Theorem 3.4.2 of ibid. Moreover, the arguments
of ibid. can be easily combined with our somewhat more general description
of δ.
Now we prove the main result of this section.
Theorem 3.4.2. I. Assume that D is Chow-compatible; let D ⊂ D(B) be
the category defined in §3.2. Then the method described in Proposition 1.2.6
yields the following weight structures (here we start with the subcategory of
compact objects using this proposition and then extend this weight structure
to the "big" categories using Proposition 1.2.5).
1. For C = D〈i〉 (see §3.2; i ≥ 0) one can take C− = {M
BM
B (Y )〈δ(Y ) +
i〉[−s]} and C+ = {y∗(1Y )〈δ(Y ) + i〉[s]} for y : Y → B running through all
separated finite type morphisms with regular domain and s ≥ 0 (note that all
these objects are compact by Proposition 3.4.1(1)).
2. C = δ≤mD one can take C− = {M
BM
B (Y )〈δ(Y )〉[−s]} and C+ =
{y∗(1Y )〈δ(Y )〉[s]} for y : Y → B running through separated finite type mor-
phisms with regular domain and δ(Y ) ≤ m, and s ≥ 0.
We will call these weight structures Chow ones.
II. Assume moreover that D is homotopy compatible. Then for any i,m ≥
0 any wD-bounded below element of Obj δ≤mD∩D〈i〉 belongs to Obj δ≤m−iD〈i〉.
Proof. I. The orthogonality assumptions we need (certainly, it suffices to
check the one for assertion I.1) are given by Theorem 3.3.5(I.2). Now we
take H consisting of Borel-Moore motives of regular finite type B-schemes;
we twist them by 〈δ(Y )+i〉 for the proof of assertion I.1, whereas for assertion
I.2 we take MBMB (Y )〈δ(Y )〉 for δ(Y ) ≤ m. These choices of H densely
generate the corresponding Cc according to Remark 3.3.2.
The existence of the corresponding pre-weight decompositions along with
the boundedness condition is given by Proposition 3.4.1(2).
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II. We apply Proposition 1.3.2 along with Remark 1.3.3(2) for C1 =
δ≤mD, C2 = D〈i〉, andC3 = δ≤m−i〈i〉D. So, we should check that pi(C1,wc≤0) ⊥
pi(C2,wc≥0). It certainly suffices to verify this statement for the dense genera-
tors of C1,wc≤0 andC2,wc≥0, i.e., forM
BM
B (Y1)〈δ(Y1)〉[−s1] and y2∗1Y2〈δ(Y2)〉[s2],
where yj : Yi → B (i = 1, 2) are separated finite type morphisms, s1, s2 ≥ 0,
and δ(Y2) ≤ m. Now, combining Theorem 3.3.5(II.3) with Proposition
1.3.1(I.3) we obtain this statement for s1 = s2 = 0, whereas for c1 + c2 > 0
this orthogonality is a consequence of the orthogonality property of the Chow
weight structure for D.
Remark 3.4.3. 1. The main subjects studied in [BoD17] were motivic cate-
gories satisfying all our assertions except (possibly) the Chow-compatibility
one.15 Moreover, Proposition 3.4.1 makes the assumption (Resol) of [BoD17,
§2.4.1] superfluous (at least, for our purposes). Thus we obtain three exam-
ples of our statement; cf. Example 1.3.1 of ibid. The first two of them were
studied in [Bon14] (see also [Heb11]) and in [BoD17], respectively.
(i) For any Noetherian separated excellent scheme B of finite Krull di-
mension one can consider the categories of Beilinson motives over B-schemes;
recall that Beilinson motives are certain Voevodsky motives with rational co-
efficients that were considered in detail in [CiD12].
(ii) For any (Noetherian separated excellent finite dimensional) scheme
B of characteristic p and any Z[1
p
]-algebra R (recall that we set Z[1
p
] = Z if
p = 0) one can consider R-linear cdh-motives over B-schemes (this is another
version of Voevodsky motives).
(iii) For any B as in (ii) and any set of primes S containing p (and
Λ = Z[S−1]) one can consider the Λ-linear version of the categories DMGl(−),
where the latter are the (stable) homotopy categories of the categoriesMGl−Mod
of motivic spectra (i.e., we consider "Quillen models" for SH(−)) endowed
with the structure of (strict left) modules over the Voevodsky’s spectraMGl−.
Note here that the Chow-compatibility property is a statement over fields;
so it is well-known for examples (i) and (ii), and follows from Theorem 8.5
of [Hoy15] for example (iii).
2. Yet the condition (Resol) (that ensures the "abundance" of regular
proper S-schemes for any S ∈ G) certainly simplifies the consideration of
15Actually, some of the categories considered in ibid. were not oriented. The orientabil-
ity condition does not seem really necessary for the arguments of this section at least
provided that the splitting condition is available (though it allows us not to mention the
corresponding Thom objects in our formulae); yet the author chose to impose it since
he does not know of any Chow-compatible examples that are not orientable; cf. Remark
2.1.2(3).
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motivic categories. So, if we assume that B is of finite type over a scheme of
dimension at most 3 (in the examples described above) then Theorem 3.4.2
can be proved similarly to Theorem 2.1.1 (and so, using Proposition 1.2.5
instead of 1.2.6); cf. the discussion of Chow motives over a base in §2.3 of
[BoI15].
3. Certainly, taking C− = {M
BM
B (Y )〈i〉[−s]} and C+ = {y∗(1Y )〈i〉[s]}
for y : Y → B running through all separated finite type morphisms with
regular domain and i ∈ Z one obtains (similarly to part I of the theorem)
a certain (Chow) weight structure on the whole D(B); the embedding D →
D(B) is weight-exact (see Proposition 1.2.5(2)).
It is easily seen that this weight structure on D(B) coincides with the
corresponding Chow weight structure that can be constructed for any D
satisfying our assumptions using the methods of (§2 of) ibid. In particular,
an object of D is wD-bounded below whenever it is wChow-bounded below in
D(B) (see Proposition 1.2.4(6)).
Moreover, one certainly has no need to treat δ when constructing wChow
on the whole D(B).
4. Since the objects MBMB (Y )〈i〉 (for y : Y → B running through all
separated finite type morphisms with regular domain and i ∈ Z) densely
generate D(B), any compact object in this category is wChow-bounded below.
5. Moreover, for all of the motivic categories described above one can
prove a certain relative version of Proposition 2.3.3. Note firstly that the δ-
homotopy t-structure was defined in [BoD17] using a natural generalization
of the description of thom given in Remark 2.3.1(2). Thus the proof of our
Proposition 2.3.3 can be easily generalized to this context provided that a
certain relative version of Lemma 2.3.2 is available. It appears to be no
problem to deduce some statement of this sort from the case where the base
is a field using Proposition 3.3.3. Moreover, if our motivic categories are
stable under purely inseparable extensions of fields (which is certainly the
case for our examples) then can assume this base field to be perfect; thus one
can apply Lemma 2.3.2 itself for examples (i) and (ii), whereas the arguments
(from the proof of Proposition 4.25) of [Ayo15] appear to work without any
problem for example (iii).
Furthermore, this argument can certainly be "axiomatized".
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