ABSTRACT Motor imagery-based electroencephalogram brain-computer interface (BCI) performance suffers from huge variations within and across subjects. This is due to different spatial and temporal characteristics among the subjects. To address these variabilities, a large number of labeled subject specific training trials are collected to calibrate systems for new subjects. This results in long calibration time that limits the BCI usage in practice. One major challenge in the development of brain computer interface is to reduce calibration time or completely eliminate it. The existing approaches rise up to this challenge by incorporating inter-subject and intra-subject variations through covariance matrices from other subject's training trials. Current approaches use covariance matrices but do not consider the geometry of the covariance matrices, which lies in the space of symmetric positive definite matrices. This inevitably limits their performance. We focus on reducing calibration time by introducing a Riemannian approach. However, in Riemannian approach the performance degrades in small sample scenario as the dimensionality of covariance matrices is large in comparison to the number of trials. To overcome this limitation, we proposed a new framework that transforms covariance matrices into a lower dimension through spatial filter regularized by data from other subjects. The efficacy of the proposed approach was validated on the small sample scenario dataset IVa from BCI competition III. The proposed approach has achieved 87.21% mean accuracy and 0.74 mean kappa on dataset IVa. The proposed method outperforms the conventional method and other existing studies on dataset IVa. To ensure the robustness of the proposed method we evaluated on dataset IIIa from BCI competition III and dataset IIa from BCI competition IV. The proposed method has achieved mean accuracy 90.93% and 80.98% on dataset IIIa and dataset IIa, respectively.
I. INTRODUCTION
The electroencephalogram (EEG) based brain computer interface (BCI) translates neural activity in the brain into commands to control external devices [1] . Motor imagery (MI) is a BCI paradigm where neural activity is generated at the sensorimotor cortex due to the kinaesthetic imagination of a body part (left/right hand) movement [2] . This neural response varies spatially and temporally across the subjects even for the same motor imagery task [3] , [4] . Therefore, for every new subject calibration, trials are collected to understand their neural response pattern to different motor imagery tasks.
The standard approach to do this, first captures temporal and spatial characteristics of a subject in each MI calibration
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trial with high spatial and temporal resolution. It is done with a multi-channel electrodes system with a high sampling rate. This also results in a high-dimensional EEG signal. Second, through different signal processing techniques, discriminative features from high-dimensional EEG trials are obtained that are fed into machine learning algorithms for MI classification [5] .
One of the most effective techniques for feature extraction in motor imagery are common spatial pattern (CSP) filters. CSP aims to determine optimal spatial filters that discriminate two MI task classes [6] . For this, CSP uses sample covariance matrices (SCM) of EEG trials as it encode the spatial information of neural responses to the MI task. Although good performance can be achieved with CSP [7] and deep learning based approaches [8] , [9] but it requires a large number of subject specific calibration trial sessions. These calibration sessions are very time consuming and not so user-friendly [10] . Thus, it is highly desirable to reduce or remove the calibration entirely.
In the case of a small EEG calibration trials set, these covariance matrices poorly estimate MI and therefore lead to poor performance of CSP. To address this, Lu et al. [11] suggested subject to subject transfer approach (RCSP) that uses information from other subjects involved in similar motor imagery tasks to construct a spatial covariance matrix for the target subject. In the same vein, Dai et al. [12] (TKCSP) also used transfer learning approach to learn domain invariant CSP features from source and target subjects. Both these approaches uses data from other subjects. Unlike the above method, Arvaneh et al. [13] proposed (SSCSP) a method that does not require data from other subjects to obtain CSP features rather this approach emphasize more on those regions that have high variances between MI imagery classes, and attenuates the regions with low variances. Similarly, Park and Chung [14] have also focused on those channels that belong to the region that contributes to extracting diverse CSP features and obtaining high accuracy compared to standard CSP. In the same vein, Lotte and Guan [15] extended conventional CSP method by adding prior information of EEG channels. Their approach emphasizes the fact that neighboring channels measure similar brain signals thus have a similar contribution in the spatial filter. Lotte et al. proposed Spatial regularized CSP (SRCSP) aims at regularizing the CSP objective function by penalizing filters which are not spatially smooth, that is for neighboring electrodes which have very different weights.
The performance of the spatial filter depends upon the subject specific frequency band. To address this problem, Ang et al. [6] proposed filter bank CSP (FBCSP) obtains features from multiple bandpass filters and spatial filters then employs a feature selection algorithm to select discriminative CSP features for classification. Belwafi et al. [16] (WOLA-CSP) choose subject specific frequency by analyzing state of the subject before and during MI task. Park and Lee [17] extended the filter bank algorithm with regularization techniques (SBRCSP). They used information from other subjects trials to regularized CSP features from each filter bank and then employed feature selection algorithm to extract most discriminative CSP features. Combination of filter bank and regularization significantly improve performance of CSP technique in small sample setting. Selim et al. [18] extended CSP approach (CSP/AM-BA-SVM) by finding the optimal time interval for each subject to extract CSP features. Furthermore, they used bio-inspired optimization algorithm (bat algorithm) for feature selection and classifier optimization to boost classification accuracy. Even though it improved performance of CSP algorithm, it takes a very long time to optimize the classifier in the calibration phase. Zhang et al. [4] , proposed (TGCSP) a method which simultaneously optimizes filter bands and time window within CSP to further boost classification accuracy of MI EEG.
Unfortunately, all the approaches discussed above extract CSP features (log variance) from sample covariance matrices (SCM) into a vector in the Euclidean space. Furthermore, pattern recognition and dissimilarity metrics between features are built only for vectors in Euclidean space. Thus, these approaches fail to notice a very distinctive characteristic of data: their structure (geometry), or more specific, the manifold space and the interrelation across the manifold space [19] .
Data treatment based on the concept of manifolds have been proved to be more effective and adopted in many applications. Barachant et al. [20] , proposed a method named minimum distance to Riemannian mean (MDRM) that uses geometric properties of the covariance matrix as the EEG descriptor and adopts the Riemannian distance to discriminate among them. The Riemannian distance follows congruence invariance [21] , meaning it remains unchanged under linear invertible transformation. MDRM performance is better than the conventional CSP method, but starts deteriorating as the size of covariance matrices increase (i.e. large number of EEG channels). Usually, the dimensionalities of covariance matrices in BCI applications are large in proportion to the number of trials and therefore, MDRM algorithms encounter the curse of dimensionality problem [22] .
To address this issue, Horev et al. [23] proposed an adaptation of PCA to the space of SPD matrices, which extends the standard definition from Euclidean to Riemannian geometries, preserves more data variance and also maps to a lower-dimensional SPD manifold. Harandi et al. [24] learned mapping that maximizes the geodesic distances between inter-class samples and simultaneously minimizes the distances between intra-class samples. This was done via optimization on Grassmann manifolds. This algorithm tries to preserve the local structure of the data by preserving the distance to the local means by considering the geometry of SPD matrices and providing an implicit mapping. In addition it applies the supervised information for embedding to lower-dimensional space. Furthermore, Davoudi et al. [22] extended Harandi's work, proposed another dimensionality reduction algorithm for the manifold of SPD matrices which preserves the local structure of data by preserving the distance to the local mean (DPLM). This algorithm can work in a supervised (sDPLM) or unsupervised (uDPLM) manner and projects a high-dimensional SPD manifold to a lower-dimensional one.
From our literature review, we found that CSP is good spatial filtering algorithm which transforms the sample covariance matrices (SCM) of EEG trials into lower dimension and promotes the variance between two motor imagery classes. However, it requires a large number of subject specific calibration trial sessions. A promising technique for reducing or eliminate these calibration session is transfer learning (TL) [10] .
Transfer learning is a practice of using data recorded in one task to increase the performance in another, related task (for a comprehensive review, see [25] ). For transfer learning, there is a prior assumption that there exists some shared structure between source and target tasks. The aim is to learn some representation of this structure so in the future similar tasks can be solved easily.
In the context of BCIs, transfer learning become more important as EEG signals are non-stationary, and so in a way every trial can be considered as a new task. The challenge is determining how to transfer some kind of knowledge between different trials. Looking at the literature, transfer learning can be done in two general ways. First way is to find some structure in how the decision rules differ between different sessions or subjects. This is known as rule adaptation based transfer learning technique. Second way, attempts to find some structure in the data that is invariant across data sets, this is known as domain adaptation technique. BCI literature exclusively dominated by domain adaptation based transfer learning approaches. Many transfer learning approaches are tried with CSP, largely based on assumption that there exists a set of linear filters that are invariant across either subjects or sessions. Since covariance matrices are used in CSP, whereas the target domain does not have enough labeled samples to reliably estimate them, a direction to incorporate TL into CSP is to utilize the source domain covariance matrices to obtain regularized covariance matrix for each class(left/right), which is used to find an invariant subspace on which to project the data of new subjects [26] .
In this paper, we propose a method that uses the best of both Euclidean and Riemannian approaches. We used subject to subject transfer properties of Euclidean approach [11] to obtain spatial filter under small sample scenario that reduces the dimension of covariance matrices for Riemannian geometry based classification. We used Riemannian distance as a pattern recognition metric as it follows congruence invariance i.e. it is invariant to linear invertible transformation.
The rest of the paper is organized as follows. In section II, we discuss the space of the sample covariance matrices (SCM) and the MDRM classification approach in the Riemannian space. Section III presents our proposed classification approach (Regularized MDRM). Section IV, describes the dataset as well as the experiment. In section V, the results of our experiments are discussed and compared to existing studies. Section VI draws the conclusions regarding our proposed method.
II. GEOMETRY OF SCM MATRICES
A. DATA MODEL Motor imagery BCI systems work in two phases, namely, calibration and feedback. During calibration, subjects were given visual cues to perform a motor imagery task. The acquired high-dimensional signal during calibration phase is then divided into trials based on the cues. These trials are processed through signal processing techniques [5] to extract features for the training classifier. This trained classifier is then used in the feedback phase to classify different motor imagery tasks of the user that are generated randomly by the user without any cue. A filtered single EEG trial X i as shown in Figure 1 is a matrix of size N × T where N is the number of Channels and T the number of sampled time points which depend on the sampling frequency of the acquisition device. From this single trial X i , the sample covariance matrix C i is calculated as follows:
where tr(.) denotes the trace operator of the matrix, and the superscript T denotes the transpose of the matrix. Covariance matrices encode spatial information of the trial and lie in the symmetric positive definite (SPD) space.
B. NOTATION
An n × n square matrix C lies in the symmetric positive definite SPD(n) matrices space, if C = C T , u T Cu > 0 and ∀u = 0. Equivalently, SPD matrices have the following properties: 1) ∀C ∈ SPD(n), eigenvalues are positive i.e. λ(C) > 0 2) ∀C ∈ SPD(n), C −1 ∈ SPD(n) i.e. SPD matrices are invertible SPD matrices lie on a Riemannian manifold. Therefore all the operations and properties of the Riemannian manifold are applicable to SPD matrices.
C. RIEMANNIAN NATURAL MANIFOLD
A Riemannian Manifold is defined as a topological space [19] where each point x's derivative lies in a Euclidean tangent vector space T (N ) as shown in Figure 2 .
A matrix (point) C i is projected to tangent space T (N ) using logarithmic mapping Log C (C i ) as
where log(.) is logarithm of SPD matrix and C R(N ) is a reference point where the tangent plane is mapped. Similarly, exponential mapping Exp C (S i ) is used to project back tangent vector S i from tangent space T (N ) to manifold R(N ). It is given by
where exp(.) is exponential of SPD matrix. 
1) RIEMANNIAN DISTANCE
Riemannian Distance is defined as a shortest (called geodesic for curved spaces) and unique path connecting two points C1 and C2 in the Riemannian manifold R(N ). It is given by
where λ i 's are the positive eigenvalues of C
and . F is the Frobenius norm of the matrix. As shown in Equation (5),
possesses congruence invariance property [21] that means Riemannian metric is invariant to any linear invertible transformation.
where A is an invertible matrix. The Riemannian distance between two matrix in manifold R(N ) can be approximated in tangent space T (N ) by approximating the distance between projected tangent vectors through a reference point C. To obtain a good approximation of the Riemannian (geodesic) distance, reference point C needs to be close to two points in the manifold R(N ). Usually, the Riemannian Mean R is the most suitable choice for the reference point.
2) RIEMANNIAN MEAN (CHOICE OF REFERENCE POINT)
The Riemannian mean is a unique point in the manifold R(N ) that gives better local approximation of the manifold when it is mapped to the tangent space [2] . It minimizes the sum of squared Riemannian distances. It is also referred as the geometric mean of SPD matrices and is given by
The mean of N SPD matrices such as EEG trials covariance matrices keeps shifting due to the non-stationarity of EEG signals. Therefore, it needs to be iteratively computed whenever any new trials are collected. The computation of the Riemannian mean R goes through the following steps until it converges. Firstly, covariance matrices are projected in the tangent space using a Riemannian log map as mentioned in equation (2) . Secondly, the tangent space of Riemannian manifold is Euclidean, therefore arithmetic mean T can be easily computed. The arithmetic mean T is a point C which minimizes the sum of squared Euclidian distances T d between projected SPD matrices and is given by
Finally, the arithmetic mean is projected back to the manifold using exponential mapping as mentioned in equation (3). Algorithm 1 presents the pseudo code of Riemannian mean computation. Chebbi and Moakher [27] provide a detail discourse on the computation of Riemannian mean.
Algorithm 1 Mean of SPD matrices
Input:
The estimated mean P µ ∈ SPD(n) 1 Compute the sample covariance matrices (SCM) P i ∈ SPD(n) of training trials by Eq. (1) 2 Map each covariance matrices to its tangent space
MDRM is a classification technique that utilizes the Riemannian mean of each class and its Riemannian distance to covariance matrix of the new trial to anticipate a label for it. The framework of MDRM is shown in Figure 1 . During this approach, the Riemannian mean is determined for each class utilizing its labelled training trials, then the Riemannian distance of each class is obtained with respect to new trial's covariance matrix. The class mean, which is nearest to new trial's covariance, becomes its label.
where C µ is the Riemannian mean of Class ϕ, C x is the covariance matrix of the new trial and pred(C x ) is the prediction of its class label. Algorithm 2 is the pseudo code of the MDRM classification [28] . The MDRM approach is not robust to noise [22] , therefore, some filtering over SPD matrices is required. Barachant et al. [28] suggested Geodesic filtered MDM (FGMDM) approach which computes set of filters by applying a supervised Fisher geodesic discriminant analysis (FGDA) to the tangent (Euclidean) space projection of covariance matrices. The obtained filters are applied through Geodesic filtering approach [28] over SPD matrices. This filtering operation do not change any dimension of the SPD matrices. Finally, the filtered SPD matrices are used for MDRM classification. 
Algorithm 2 MDRM Clasifer
The class label (ϕ * ) for target test data set 1 Compute the sample covariance matrices (SCM) C i of target subject training trials by Eq. (1) 2 Computer Riemannian mean of class 1 using algorithm (1) C π1 = R (C i ) with i|ω = 1 3 Computer Riemannian mean of class 2 using algorithm (1) C π2 = R (C i ) with i|ω = 2 4 Compute the sample covariance matrices (SCM) C test i of target subject test trial by Eq. (1)
III. METHODOLOGY
The conceptual framework of our proposed methodology is shown in Figure 3 and the high level pseudocode is described in algorithm 3.
A sample covariance matrix P for a single trial X i ∈ R N ×T can be obtained using equation (1) and its size is N × N . The sample covariance matrix for each class can be obtain by taking the sum of sample covariance matrices for M trials that belong to it. It is calculated as follows:
where M is the total trial number of each class, and m is the index of the trial (m ≤ M ). ϕ denotes the class index, and we consider only two classes (ϕ ∈ {1, 2}) in this paper. The generic covariance matrixĜ ϕ for regularization is calculated using the EEG collected for the other subjects as follows:
whereM is the number of trials in class ϕ from the other subjects. Based on generic learning,Ĝ ϕ reduces the variance in calculating the regularized covariance matrix. In addition, it provides more stable results [11] . In equation (10) ,Ĝ ϕ is calculated using EEG samples from other subjects excluding the target subject. In equation (11),Ĉ ϕ (β) is calculated using covariance matrices of target subjects training samples as well as other subjects training samples covariance matrices.
where β is the first regularization parameter that controls the variance of the estimated covariance. As the final regularization process, the regularized covariance matrixR ϕ (β, γ ) for each class can be obtained as follows:
where γ is the second regularized parameter, that reduces bias caused by small samples. Like CSP, the mixed covariance matrixR(β, γ ) is calculated using each class regularized covariance matrix. Then, eigenvalue decomposition is performed as follows:
whereR(β, γ ) is symmetric, U is the eigenvector matrix and is the diagonal matrix with its element arranged in Algorithm 3 Pseudo-Code for Approach Input: Target subject's train data set (11), (12), (13), (15), (16), (17) a descending order. The whitening transformation matrix Q ∈ R N ×N is computed using equation (14) and covariance matrices of each class is transformed using equation (15)
Transformed covariance matrices satisfy
where I ∈ R N ×N is an identity matrix. Therefore, eigen-decomposition is performed as shown in equation (17) .
Equation (17) shows both transformed covariance matrices S 0 and S 1 share the same eigenvectors (U s ) and associated eigenvalues (D 0 )) in reverse order [29] . We construct the projection matrix W p ∈ R N ×N using equation (18) 
The EEG signal trial is transformed with W spatial made from the first and last k columns of W p corresponding to k largest and smallest eigenvalues of S 0 (orS 1 ) by using equation (19) 
where Z i ∈ R 2k×T is transformed signal corresponding to X i . Sample covariance matrices C train i of filtered EEG trials Z i from the target's training set are calculated using equation (1). These SCMs C train i are used to obtain FGDA filter for geodesic filtering by using an algorithm as mentioned in [28] . 
IV. DATA AND EXPERIMENTS
In order to evaluate the performance of the proposed algorithm in small sample setting, we used the EEG data set IVa from BCI competition III. To ensure the robustness of our method, we evaluated it over two other public benchmark data sets from BCI competitions with a different number of EEG channels. A summary of the three datasets is given in Table 1 .
TABLE 1. Summary of dataset IVa, dataset IIIa and dataset IIa from BCI competitions (BCIC).
1) DATA SET IVA, BCI COMPETITION III [30] This dataset contains an EEG signals recorded using 118 channels from five healthy subjects (''aa'', ''al'', ''av'', ''aw'' and ''ay''). This data set contain EEG signals of binary (right hand and foot) motor imagery tasks from each of the VOLUME 7, 2019 five subjects. There are a total 280 trials per subject, among which 140 trials belong to each class. Furthermore, trials are divided into uneven training and testing sets for each subject as shown in Table 1 .
2) DATA SET IIIA, BCI COMPETITION III [30] This dataset comprises of 60 channels EEG signals from three subjects (''k3b'', ''k6b'' and ''l1b'') who performed multi-class (right hand, left hand, tongue and foot) motor imagery (MI) tasks. EEG signals in data set IIIa was sampled at 250 Hz rate with Notchfilter on between frequency 1 and 50 Hz. Subjects ''k6b'' and ''l1b'' have the same number of trials (i.e. 60 trials/MI task) for each MI task but subject ''k3b'' has more trials/MI task ( 90 trials/MI task). In this study, we are using trials only from the left and right hand MI task. The trials from the left/right hand task are divided equally into training and testing set for each subject as shown in Table 1 .
3) DATA SET IIA, BCI COMPETITION IV [31] The BCI competition IV dataset IIa comprised of EEG data from nine subjects, namely (A01 − A09) that perform four types of motor imagery tasks. From the four classes, we considered only two classes (left and right hand) in this study. During the tasks, EEG signals are recorded and sampled at the rate of 250 Hz using 22 EEG and 3 EOG channels. Only EEG channels are selected for this study. All subjects performed two sessions, one for training and the other for evaluation. The total number of trials per session are 288, with 72 trials per class. As we are considering a binary problem. Both sessions are therefore comprised of only 144 trials.
A. EXPERIMENTAL SETUP
This study was carried out using a Windows 10 computer with specification Intel(R) Core i5 − 6500 CPU @3.20 GHz with 8 GB RAM. All the methods (CSP, R-CSP and MDRM) including the proposed algorithm, were designed and tested in Matlab R2018a.
The work comprised of six steps. Firstly, for the dataset mentioned above, we used a time segment from 0.5 second to 2.5 seconds after the visual cue instructing subjects for the MI task. Therefore, each trial of data set IVa, data set IIIa and data set IIa contains 200, 500 and 500 sample points respectively. Secondly, through fifth order Butterworth bandpass filter each trial of all datasets is filtered in frequency range 7 − 30Hz [32] . Thirdly, for each subject three pairs of regularized spatial filters are learnt from the first and last rows using regularization parameters β, γ ∈ [0, 0.1, . . . , 1] and training data available from other subjects. In the fourth step, the signal is projected using a learned regularized spatial filter; this step reduces the dimensionality of the signal. In the fifth step, we computed covariance matrices for each trial in the projected space to obtain FGDA filters and Riemannian mean for each MI class. Lastly, both training and testing trials covariance matrices were filtered through FGDA filter and finally the label is assigned to each test trial based on its covariance matrices minimum distance from the respective Riemannian mean of MI classes. For CSP, RCSP and MDRM, we used the same time-segment, filter order and frequency band as described for the proposed method
B. EVALUATION METRICS
In order to evaluate the performance of the proposed method (RMDRM), we used classification accuracy and kappa coefficient as evaluation metrics. In binary classification case, accuracy can be calculated as described in equation (20) .
where TP is the number of positive samples (class1) correctly identified, TN is the number of negative samples (class2) correctly identified, FP is the number of negative cases incorrectly identified, and FN is the number of positive cases incorrectly identified. Kappa coefficient compares the accuracy of the system to the accuracy of a random system. it is defined as
where random accuracy is given by random Accuracy
V. RESULTS AND DISCUSSION
We evaluated the performance of the proposed approach (R-MDRM) on the three datasets, and compared it with conventional CSP, MDM and RCSP methods result as well as benchmark results reported in literature.
A. DATASET IVA, BCI COMPETITION III Table 2 shows the classification accuracy of all conventional methods and proposed method (R-MDRM) on dataset IVa. We have highlighted the highest accuracy for each subject. Table 3 shows regularization parameters used in R-MDRM classification for all subjects belonging to different datasets. As shown in Table 2 , the R-MDRM method improves the mean classification accuracy by 20.93%, 10.65%, and 23.96% compared to CSP, RCSP and MDRM methods respectively. In addition, R-MDRM shows the highest accuracy for all subjects in dataset IVa. As shown in Table 2 , ''al'' showed 100% accuracy with parameters β, γ = 0. This makes sense as ''al'' had sufficient training data, therefore, shows low dependence on covariance matrices from other subject's trials. Interestingly, subject ''aw'' classification accuracy does not improve with covariance matrices from other subjects as shown in Figure 4 . Figure 4 shows the classification accuracy values of all subjects according to the number of training trials per class used from other subjects to regularize the class covariance matrix. Subjects ''al'' and ''aw'' have shown low dependence on other subject's trials and thus reach their maximum accuracy independent from value of M as shown in Figure 4 . In the case of M = 10, our proposed method achieves the mean accuracy of 80.08% which is higher than all the conventional methods. For M = 140 per class, our method achieves a mean accuracy of 83.83%. At M = 140, subjects ''ay'' and ''av'' achieves 72.96% and 84.13% respectively.
With more trials (M > 140) from other subjects, performance of R-MDRM further improves for subjects ''aa'', ''ay'' and ''av''. Subject ''av'' achieved 75.51% accuracy with the β = 0.8 and γ = 0.3 whereas subject ''ay'' achieved 91.26% classification accuracy with 28 training trials and parameters β, γ = 0.1. Figure 5 shows R-MDRM classification accuracy for subject ''aa'' according to different β and γ parameter values. Subject ''aa'' achieved the highest accuracy at β = 1 and γ = 0.3. This shows that using geometrical properties of covariance matrices, along with subject to subject transfer helps in improving the performance.
With 28 training instances subject ''ay'' had shown huge improvement compared to conventional and state of the art methods, so we have visualized the effect of spatial filters obtained through transfer learning on covariance matrices of test trials from subject ''ay'' in Figure 6 . Spatially filtering done through filters obtained by transfer learning maximizes the variance between two MI classes in comparison to ordinary filter obtained by CSP algorithm and therefore improved the classification accuracy. Figure 7 shows electrode weights of spatial filters obtained for subject ''av'' and ''ay''. In general, these plots show that filters obtained through normal CSP algorithm appears messy, with large weights on various unexpected brain regions from a neurophysiological point of view. On the contrary, spatial filters obtained through transfer learning are generally smoother and physiologically more relevant, with strong weights over the motor cortex areas, as expected from the literature [33] . This suggests that transfer learning algorithms lead to filters that are neurophysiologically more plausible and as such more interpretable.
As shown in Table 2 , RCSP has shown good performance in comparison to CSP and MDRM in small sample situations. In particular, for subject ''av'' and ''ay'' case where training trials were limited to 84 and 28 instances. For ''aa'', ''al'' and ''aw'', RCSP has shown the same performance as CSP. MDRM was the worst performing method on dataset IVa, as shown in Table 2 . The reason behind this is high dimensional covariance matrices resulting from use of 118 electrodes to record EEG signals. End results is 118 × 118 covariance matrix per trial for classification.
As shown in Table 4 , our method outperformed the existing studies in the literature. Belwafi et al. [16] proposed weighted overlap-add (WOLA) algorithm for dynamic filtering of EEG-signals under filter bank based CSP(FBCSP) method. Their results were lower than the proposed approach by 19.92%. Arvaneh et al. [13] implemented ''Spatially Sparsed CSP'' (SSCSP). They extracted CSP features by emphasizing more on those brain regions that had high variances between MI imagery classes. They achieved 73.50% classification accuracy, which is less than proposed approach by 13.71%. In the same vein, Lotte and Guan [15] penalized CSP objective function through prior information of EEG channels to obtain smooth filters for MI classification. They achieved 78.63% accuracy, which is less than proposed approach by 8.58%. Selim et al. [35] used LDA classifier over root mean square (RMS) features to achieve 78.77% accuracy that is 8.44% lower than proposed approach.
Dai et al. [12] also proposed a transfer learning based CSP approach that learned a domain-invariant kernel by directly matching distributions of source and target subjects respectively. Like our proposed approach, they also employed all 118 EEG electrodes to achieve 82.69% classification accuracy, which is less than our approach by 8.04%. In the same vein, Park and Lee [17] employed transfer learning through regularizing CSP features obtained through filter bank by using other subjects training trials. Their results were less than the proposed approach by 4.52%. She et al. [36] employed CSP approach to filter raw EEG signals and used Fisher discrimination to obtain sparse coding coefficients from the filtered data. Theses discriminative coefficients feed to extreme learning machine (ELM) to achieve 80.68% classification accuracy. They even increased the hidden layers in ELM and achieve classification accuracy 79.33%, which less than proposed approach by 7.88%.
Park and Chung [14] extracted CSP features under small sample scenario by using set of local channels region. They selected useful CSP features from the local channel region by using eigenvalue disparity score in conjunction with support vector machine (SVM)to classify selected local channel features. They obtained 84.46% accuracy, which is less than the proposed approach by 2.75%.
Selim et al. [18] extracted CSP features through subject specific time interval and used hybrid bio-inspired (bat) algorithms for feature selection and classifier optimization. They obtained 85% classification accuracy, which is less than the proposed approach by 2.21%. Even though it obtains good accuracy, this approach requires classifier optimization that takes a very long time. Singh et al. [37] used spatially regularized filter to reduce dimensionality of covariance matrices and employed Riemannian distance as pattern recognition metric to obtain 86.13% which is slightly (1.08%) less than our proposed approach. Park et al. [38] extracted regularized CSP features from filter bank then selected useful features based on mutual information for ensemble based classification. They obtained 86.23% classification accuracy, which is less than the proposed approach by is 0.98%.
Lastly, we compared our method with the existing Riemannian manifold based method used for small sample setting in literature. Table 5 shows that our method gave the highest kappa values for all the subjects except ''aa'' and ''av'', where supervised dimensionality reduction technique (sDPLM) [22] and spatially regularized MDRM shows better performance respectively. As data set IVa represents a small sample setting, results obtained on it signifies that R-MDRM is suitable for small sample scenarios. 
B. DATASET IIIA, BCI COMPETITION III
Dataset IIIa is also good test environment for proposed approach as it also have limited training samples and high EEG signals dimensionality. Table 6 reports the results of conventional methods and proposed method on dataset IIIa. On an average, R-MDRM has outperformed the CSP, RCSP and MDRM methods by 6.85%, 11.3%, and 8.71% respectively. Our proposed method achieved the highest accuracy for subject ''k6b'' and ''l1b''. Subject ''l1b'' achieves 100% accuracy with regularization parameters β, γ = 0. When β, γ parameters are zero, it indicates that corresponding filter is obtained using normal CSP method (no regularization), thus shown low dependence on other subjects. Subject ''k6b'' shows huge improvement compared to conventional methods as shown in Table 6 . Therefore, we obtained the scalp plot of subject ''k6b'' to visualize the effect of transfer learning on filter quality. As shown in figure 8 filter obtained through transfer learning based algorithm have strong weights over the motor cortex areas in contrast to filter obtained through normal CSP. Table 7 presents the classification accuracy of our proposed approach in comparison with other existing state of the art methods in the literature. As shown in Table 7 , our proposed approach on average improves performance by 3.3%, 3.39%, 5.3%, 6.68%, 7.97% and 9.82% in comparison with TGCSP, FDDL-ELM, H-ELM, WOLA-CSP, Horev's MDRM and SRCSP respectively. Our approach outperformed other subjects in case of subjects ''k6b'' and ''l1b''. Subject ''k6b'' shown better performance under optimized filter band and time window as discussed in paper [4] .
C. DATASET IIA, BCI COMPETITION IV
Dataset IIa has sufficient training trails per subjects and EEG signals are low dimensional (22 channels) as shown in Table 1 . It is a good test environment to check for the robustness of our proposed approach under low dimensional and sufficient training samples. Table 8 presents the results of standard methods and R-MDRM on dataset IIa. R-MDRM improved average classification accuracy by 2.97%, 5.98%, and 1.53% in comparison with CSP, RCSP and MDRM respectively. As all subjects have sufficient data therefore most of them (''A01'', ''A02'', ''A06'', ''A07'' and ''A09'') have shown no dependence on other subjects covariance matrices as shown by regularization parameters in Table 3 . Similarly, due to sufficient training samples, subjects ''A03'' and ''A08'' shown no dependence on parameter γ that reduces bias in small sample situation as γ = 0 according to Table 3 . R-MDRM achieved highest accuracy for subjects ''A02'', ''A03'', ''A07'' and ''A08'' as shown in Table 8 . MDRM performs better than CSP and RCSP in dataset IIa due to low dimensional EEG signal. For subjects ''A01'', ''A04'' and ''A05'' MDRM outperforms all the methods as shown in Table 8 . Table 9 reports the comparison of R-MDRM with existing methods in literature on dataset IIa under binary classification (left/right). In case of 4 subjects R-MDRM performed better compared to other methods as shown in Table 9 where as for subjects ''A04'', ''A08'' and ''A09'', Gaur et al. [40] VOLUME 7, 2019 method outperforms R-MDRM by 3.25%, 0.49% and 1.55% respectively. Similar to our method, the subject specific multivariate empirical mode decomposition (SS-MEMD) [40] uses Riemannian geometry to classify features obtained through Euclidean method. subject ''A05'' and ''A07'' performance increase under the deep learning method proposed by Wang et al. [41] . Overall R-MDRM improved average accuracy by 1.05%, 2.13%, 2.2%, 4.51%, 7.14%, 6.06% and 8.8% in comparison with SS-MEMDBF, WOLA-CSP, SRCSP, AX-LSTM, TLCSP 1 , TLCSP 2 , and FDBN respectively as shown in Table 9 .
VI. CONCLUSION
We proposed a Symmetric positive definite (SPD) matrices based motor imagery classification method that not only is suitable for small sample setting, but also reduces the dimensionality of SPD matrices. This method incorporates inter and intra-subject variabilities through generic learning based regularization technique to obtain spatial filter. This spatial filter is used to maximize the variance between two motor imagery task in small sample setting. The proposed method takes advantage of geometrical properties of covariance matrices in Riemannian Manifold to improve classification accuracy. We compared our method with conventional method and existing studies over all three datasets from BCI competition. Our method outperforms the conventional methods and other methods in literature in small sample setting. Moreover, R-MDRM has shown better performance on other datasets in comparison with existing state of the art.
