Abstract. We explore some integrals associated with the Riesz function and establish relations to other functions from number theory that have appeared in the literature. We also comment on properties of these functions.
Introduction
A now well-known criterion for the Riemann hypothesis was offered by Riesz [10] (see also [12, pg.382] and [14] ), who stated that, a necessary and sufficient condition for the Riemann hypothesis is Throughout this paper µ(n) will denote the Möbius function [12] , andṘ(x) will denote the Riesz series on the left side of (1.1). In [2, 3] Bartz gave an explicit formula for Merten's function [12, pg.372, Theorem 14 .27] n≤x µ(n) without the assumption of the Riemann hypothesis, and subsequently described the analytic character of two functions defined when there are no multiple zeros (non-trivial) of the Riemann zeta function. One of these functions is defined by
Bartz further offers that [2, Theorem 2] , this function can be continued analytically to a meromorphic function on the whole complex plane, and satisfies the functional
(Here the bar designates the complex conjugate.) In the next section we will offer a criteria for the Riemann hypothesis for a Laplace transform involving
main integrals
An explicit formula (which is known [11] ) for the Riesz function that will become central in this section is given by x > 0
To see this formula, one may apply the Residue theorem (using a positively oriented circle of radius
after noting simple poles at the complex zeros of the Riemann zeta function, ρ = 1 2 + iγ, γ ∈ R, the trivial zeros at z = −2j, j ∈ N, and the zeros of the gamma function at z = 2i + 2, i ∈ N 0 . Further, using the formula [1]
for positive integers n, we may write the series on the far right hand side of (2.1)
The series (2.2) might be realized as a Fourier cosine integral in the following way.
First, note that
and that
Consequently, by uniform convergence, we may write the series in (2.2) as
We may also use (2.3) to write this as 
We now turn our attention to a useful study on Fourier integrals employed by
Csordas [4] . The following definition, along with applicable theorems, was used there (see also that papers' references) to determine the nature of the zeros and other properties of the function represented by the Fourier cosine integral
These type of results had its beginnings with that of Pólya [9] .
Definition 2.2 A function k : R → R is said to be an 'admissible kernel,' if it
Some interesting properties are known about f (x) when k(t) satisfies Definition 2.2 [4] . Namely, by the Riemann-Lebesgue Lemma, f (x) → 0 as |x| → ∞. Additionally,
is then an entire function of order 2+ǫ 1+ǫ < 2.
We may observe that we may make the the change of variables in (2.4) with t replaced by t/ √ x to get that (2.7)
still represents the series in (2.2). However, our k(t) function here is odd and subsequently it is not the case that the function f (x) represented by our integral can have only real zeros. Our k(t) implies that our f (x) has infinitely many non-real zeros, and finitely many real zeros. To see this, we need only observe that if we let s(t) = n≥1 nµ(n)e −(nt) 2 , then s(t) > 0 when t > 0, s(t) = s(−t), and s ′ (t) < 0 when t > 0. Comparing these properties with the work of Csordas [4] gives our claim. In fact, it was already shown in Rieszs' study [10] thatṘ(x) has infinitely many imaginary zeros using a different approach. See also [13] for more properties on the zeros of the Riesz function.
Remarks on a recent generalization
Recently, Dixit et. al. [5, 6 ] studied a more general series than a function considered by Hardy and Littlewood, with a similar condition to (1.1). Their function is given by (3.1)
They offer the condition that the Riemann hypothesis implies P z (y) = O z,ǫ (y
as y → ∞ for all ǫ > 0. We offer some more comments on P z (y) herein. It is well-known [7] that (for y > 0 and ℜ(β) > 0) Put β = n 2 , and α = 1/n, where n ∈ N. Then sum over µ(n)/n to get, by uniform convergence,
−n 2 y 2 cos(2ny) cos(yt)dy.
We need to check that the function
is an admissible kernel according to Definition 2.2. The condition (ii) thatk(t) > 0 for t ∈ R, can not be met for all t ∈ R. For example, in consideringk(t) partial sums, we see that t = π/2 gives
which is < 0. Subsequently (ii) only holds for a subset of R. If instead we choose α = i/n, initially in our computations from (3.3), we find that applying our same analysis leads to an admissible kernel for the function P iz ′ (y), z ′ ∈ R, which implies it would have only real zeros if z ′ ∈ R.
Riesz [10] noted that |Ṙ(x)| < |x|e |x| , since x ∈ R, and henceṘ(x) has order one.
Recall the Hermite polynomials are generated by
and the Hermite numbers are H n := H n (0). 
More on the Riesz Criterion and other possible directions
We make some further comments on Theorem 2.1 and offer some possible further directions. First if we first note that the series on the far right hand side of (2.1) is
, we may write
This, together with Riesz criterion (1.1), tells us that proving w(x) = x 1 4 +ǫ , ǫ > 0, would imply the Riemann Hypothesis. This is equivalent to the observation that
A possible direction for further research would be to consider the following integral, which we produce from some observations. We start with Riesz's integral [10] (4.4)
Now if we assume a suitable test function T (x) has a Mellin transformT (s), which exists in the region
.
So we may write (4.6)
If we choose our test function to be the dirac delta function T (t) = δ(t − a) and choosing c = 1 2 + ǫ, we can obtain the Riesz condition after noting that Littlewood [8, pg.161] showed that a criterion for the Riemann Hypothesis is that n≥1 µ(n)n function T ǫ1 (t) whose limit is lim ǫ1→0 T ǫ1 (t) = T (t) = δ(t − a), and estimating the integral in (4.6) involving T ǫ1 (t) may lead to improvements or new criteria.
