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1. INTRODUCTION 
Let H(q) = - d*/d~’ + q(x) be the Hill’s operator with a periodic 
potential q of period one. Consider the following inverse problem. Find all 
potentials q(x) with the same periodic spectrum as a given potential p(x). 
Two explicit solutions are known. For finite-gap potentials, Its and Matveev 
[6]. give an explicit formula in terms of theta functions. Their solution was 
generalized by McKean and Trubowitz [lo] to infinite-gap potentials. Finkel 
et al. [5] give a second formula which expresses q in terms of the base 
potential p, the Dirichlet eigenfunctions of p and the Floquet solutions of p. 
The formula involves no algebraic geometry. 
In this paper we represent finite-gap potentials q as rational functions of 
the base potential p and the derivatives ofp. The representation makes use of 
the Finkel-Isaacson-Trubowitz (FIT) formula. 
2. THE FORWARD PROBLEM 
We begin by fixing notation and describing the forward periodic problem. 
Afterwards we discuss the FIT formula and our new results. 
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The forward periodic problem consists of finding the eigenvalues of the 
following two problems: 
Hf=Af Hf=3?f 
f(O) =f(l> (14 and f(O) = -f(l) (lb) 
f’(O) =f’(l) f’(0) = -f’( 1). 
The eigenfunctions of (la) are periodic, i.e., f(x + 1) =f(x), and those of 
(lb) are antiperiodic, i.e.,f(x + 1) = -f(x). We list the eigenvalues of (la) 
and (lb) together in increasing order 
&l(4) < M) G l,(q) < Uq) G Us) ‘** (2) 
where A,(q) is a periodic eigenvalue, and L,,(q) and I,,-,(q) are periodic 
eigenvalues when IZ is even, and antiperiodic when n is odd, n > 1. 
Since both the periodic and antiperiodic eigenfunctions are periodic of 
period two we call the combined eigenvalues the periodic spectrum. 
Introduce the functions JJ,(X, 1, q) and y2(x, A, q) as the solutions to 
satisfying initial conditions 
Y,(O) = 13 Y:(o) = 0 
Y*(O) = 0, y;(o) = 1. 
The discriminant is given by 
The roots of d’(A) - 4 give the periodic spectrum. In fact 
A@,,)=2 and d&“-l) =A@,,) = 2(-l)“. 
If il Zn--l = &*, then a double eigenvalue occurs. In this case, 4*(L) - 4 has a 
double zero. Also, by the Hadamard factorization theorem, 
The symbol n,,, denotes the product over the positive integers greater 
than 1. 
DEFINITION. A finite-gap potential is a potential having only a finite 
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number of simple eigenvalues, all of the other eigenvalues are double. The 
gaps are the open intervals (&,+ i, A,,). 
One can show easily that 4*(A) - 4 > 0 in the gaps. 
The Floquet multipliers and the corresponding Floquet solutions are given 
by 
(4) 
and 
f*(x,A,q)=y,(x,A,q)+ m*(~)o(I.l)y,(x,rl,q). (5) 
2 ) 
Note thatf,(x + l,n) = m,@)f+( x ) , so that if 1 is in the periodic spectrum, 
f* is an eigenfunction of (la) or (lb), provided it is well defined. 
The Dirichlet problem consists of finding the eigenvalues of 
Hy=Ay 
y(0) = y(1) = 0. 
The Dirichlet eigenvalues p,, , n > 1, are roots of y2( 1, A) and they interlace 
the periodic spectrum as follows: 
Hence a double periodic or antiperiodic eigenvalue always coicides with a 
Dirichlet eigenvalue. The normalized Dirichlet eigenfunction corresponding 
to ,u, is given by 
Note that g,(x + 1) = &(I, iu,,) g,(x). 
At a Dirichlet eigenvalue ,LL,, the Floquet multipliers are equal to y,(l,Q 
and y;(l,,~J. If ,u, lies in the closure of a nontrivial gap [A2n-1, A,,] the 
Floquet solution which multiplies like y;(l, cl,,) has a pole at ,un since 
y2( 1,~~) = 0. However, if p,, is at a double periodic or antiperiodic eigen- 
value both Floquet solutions are well defined. 
By the Hadamard factorization theorem one can show that 
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One final piece of notation; we list the simple periodic spectrum in 
increasing order as follows: 
and let ,uT be the Dirichlet eigenvalue in the jth nontrivial gap. Similarly, let 
g/” be the corresponding normalized Dirichlet eigenfunction. 
3. THE INVERSE PROBLEM AND THE FIT FORMULA 
Let Cy [0, l] be the space of infinitely differentiable functions of period 1. 
Suppose p is in Cl” [0, 11, and let L(p) be the isospectral manifold of p, i.e., 
the set of all potentials q in Cy [0, 1 ] with the same periodic spectrum as p. 
Thus 
UP) = (4 E cyK4 l]Mq) = A,(p), n 2 0). 
Lax [7] showed that L(p) is a g-dimensional torus, where g is the number of 
nonzero gaps. By the Hadamard factorization theorem 6’(i) - 4 can be 
recovered from the A,, n > 0. Therefore for all q in L(p), A@, q) = A@, p), 
for all L E Cc. 
The following theorem, due to Borg, can be used to construct coordinates 
for L(p). 
THEOREM 1. Let q E C” [0, 11. Then the map 
4 -+ k(s), ~;(L~u,(q)) n > 1) is one-to-one. 
For a proof see [3]. 
At a Dirichlet eigenvalue p,(q), 
and 
y (1 ~ 
1 3 n 
) = NPJ + %l(q) mxv 
2 (7) 
where o, E {+, -}, so u, specifies the sign of the square root. Hence 
~r(l,p,,) = mo,bn). Therefore, the mapping 
4 + (P&I), n 2 1) 
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is one-to-one, where 
Pn(4) = O&l(q), c,(q) &YU?)) - 4) * 
We emphasize that the sign of the square root in pn(q) is the same as in the 
expression (7). 
Since d2(J) - 4 is fixed for all q 
A 2,-1 = A,, we have p,(q) = I, and 
We may use as coordinates for L(p) 
at a double eigenvalue 
= 0 for all q in L(p). 
where 
The only information one needs to specify pi(q) for q EL(p) is pi(q) and 
a:(q). However, if pi(q) coincides with A&-, or Ai,, then A’(,uE) - 4 = 0, so 
that the specification of 0: is superfluous. This reflects the fact that the 
numbers ny], 12 = I, 2 ,..., 2g, are branch poins of the Riemann surface of 
genus g, defined by dw. Also, each pi(q) is a point on the Riemann 
surface, which is often called a divisor. 
Let S, = [pi,-,, W X {+, -}, where (A:,- 1, +) is identified with 
(A&-, , -), and (12&, +) is identified with (A!,, -). The S, is topologically a 
circle, and by (6), p:(q) can be thought of as a coordinate of a point on the 
circle S,. Therefore, the mapping q + (p:(q) n = I,..., g) is a one-to-one 
mapping of L(p) into a g-dimensional torus. McKean and Trubowitz [9] 
show that this mapping is actually onto, so that L(p) is homeomorphic to a 
g-dimensional torus, where g is the number of nonzero gaps. 
The torus can be explicitly realized by means of the Finkel-Isaacson- 
Trubowitz formula. This is the content of the following. 
THEOREM 2. Let p E Cm[O, I]. (pi, Si) E [Jii-l(p), n$(p)] X {+, -}, 
and St = (c+, si e A (coi) - 4), i = l,..., n, n <g. Set 
where 
505/55/2-8 
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and W denotes the usual Wronskian. Then q(x, 6,) &,..., @,) is the unique 
point in L(p) with 
p;(q) = pi, I” l<i<n PXP), n<i<g. (9) 
When g = co, then q(x,j, ,...,&,) converges uniformly in Cy, as n + 00, to a 
potential in L(p) with coordinates pi i > 1. In particular, L(p) is 
homeomorphic to a g-dimensional torus, where g is the number of nonzero 
gaps. 
Remarks. 1. Let q(x) = q(x,dl,...,j,). Formula (8) moves n divisors 
p!(p) to Pi = py(fj), i = l,..., n, leaving the other divisors fixed, as can be seen 
from (9). Hence the formula moves the corresponding Dirichlet eigenvalues 
from p:(p) t0 pUp(q’) = Wi, i = l,..., n. leaving the remaining eigenvalues fixed. 
The sign of the square root occurring in the expression for y,(l, &j), & 
agrees with the sign of the square root in Pi, i = l,..., n; the remaining signs 
stay the same as that of the base potential p(x). 
Suppose for some j < n we want to keep pj equal to p;(p). Then we have 
the option of omitting the term& g; from the Wronskian in (8). 
2. If wi=&‘(p) and J;: =fs,( x, o,,p) has a pole, then the right-hand 
side of (8) is defined by a limit. This case occurs when we wish to switch the 
sign of the square root in pp while keeping &’ fixed. 
Using the differential equation H(p) y = Ay, the Wronskian can be written 
in the form 
Now we simplify the above Wronskian obtained in [5] even further. This 
will aid us in obtaining an explicit representation of the isospectral manifold. 
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Evaluation of Wronskians 
For convenience of notation, let us set 
0 
$j=Pj 
a2j- 1 = wj 
h,=g,O> 
and 
h,-, =A j = l,..., n. 
For the present, assume wj # ,uy , j = l,..., n. We compute W, dW/dx, and 
d2W/dx2 to obtain (d2/dx2) log W. By rearranging rows of the matrix in 
Eq. (10) we see that 
h, h, . * . h 2n 
a,4 a2h2 . . . aZnhZn 
afh, azh, *.. 4nh2n 
w= (+w I)/2 a:-‘h, a:-’ h, 
4 4 
a,h; a,h; 
a2h’ 1 1 a2h’ 2 2 
n-1 . . . a,, 2n h 
. . . h’ 2n 
. . . 
aznh6, 
. . . 
d,hl, 
n-1 . . . 
a2n 2n h’ 
(11) 
Taking the Laplace expansion of the matrix about the first n rows we are 
left with 
W=C (-lY’ltj’+““inhj,hj,... hj,hj~,,hj~+, *** hjlnVj,jl...jn 
P 
’ vin+dn+2.. ,hn 
where the sum taken over all permutations p = (jr,..., j,, jnt, ,..., j,,) such 
th,at j, < j, < a-.<j,, and j,,+, <j,+, < -a-< j2,,, and where Vi,i2...im is the 
van der Monde determinant 
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1 1 . . . 1 
ai, 
a. . . . 
‘2 OLi, 
4, 
af, . . . afm = 
n 
(m>k>j>l) 
(ai, - ai). 
a?-' a?-' . . . 
'I 12 
a!-' 
*WI 
One uses again the fact H/z, = aihi to evaluate dW/dx in terms of 
derivatives of order less than 2. By rearranging rows one obtains 
Here, we sum over all permutations v = (jr ,..., j,, r, jn+ 2 ,..., j,,) such that 
j, <j, < -..<j,,+r andj,,, < .-- <j,,. Similarly 
d2W -e-=x (-l~,+j,+...+j,hjlhj2 . . . hj,hjn+,hjn+;- h;2n 
P 
’ vjd2. ’ .in vi,+dn+2. * ..hn 
* [(ajn+l + Qj,,, + *** + aj,,) - (aj, + aj2 + ***+ aj,)l- 
The sum of the ais arises from evaluating determinants of the form 
1 1 **. 1 
n-2 
aj, n-2 olJ.2 . . . a’fp2 3. 
n 
a.il 
n aj, .a. a;n 
These determinants are equal to 
vj,j2.. .j, ' 2 CZjk. 
k=l 
Before evaluating (d2/dx2) log W we make the following 
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DEFINITION. Let q E CF[O.l] and I E C. Set 
x+ or x- is defined continuously at points A = ,g, j = l,..., g, where f+(x, 1) 
or f-(x, A) has a pole. In fact, we have the 
LEMMA 1. Let (T E { +, -}, and suppose f,(x, A) has a pole at ,u;, then 
x,(x, P;> = (dldx) log g,“(x). 
Proof. 
!iyQ x,(x, A) = lim Y*(L n)Yl(-% A> + km -Y,(L J))YXXY A> 
+J 1-9 Y*(L~)Y,(X,~) + (rn,(~)-Y,(l,1))Y*(X,L) 
= $ log ;(x) 
where we used 1’Hospital’s rule to obtain the second equality, if ,$’ = A;-, or 
&=n$. I 
From our calculations on the Wronskians, Lemma 1 and the FIT formula, 
we find that we have proved the following theorem: 
THEOREM 3. Letp E Cy[O, 11 (mj,sj) E [nii-,(p),Ji,(p)] X {+, -} and 
ii = (wi, s,\/d*(q) - 4), i = l,..., n, n < g. Let 
Xi = & l”gf,,(x, wi) when i odd 
Xi = $ log gPCx) when i even. 
Set 
4(x, fi19 i&Y.., fin) =p(x) + 2 Wz -WY W3, nQg 
1 
where 
W~=~(-l~‘+jZ+“‘+jnXjn+,Xjn+Z”‘XjlnVj,j *... jnVjn+Jn+Z...jZn 
0 
W*=~(-1y’L+j2+“‘+jnt’Xjn+2Xjn+~“’Xj2nVjJ2...jn+,Vjn+2...j2n 
1 
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a, = w, when i odd 
a,=p; when i is even. 
Then q(xl,i4, a *,..., fi,) is the unique point in L(p) with 
Remarks. 1. Note that 
& W= Wj fi hi j= 1, 2, 3. 
i=l 
2. When xj has a pole for some j, so do W,, W, and W,. However, 
(Wz - W, W,)/ Wf is pole free. 
4. REPRESENTATION OF FINITE-GAP POTENTIALS 
It may seem that little has been gained by using xi in Theorem 3 instead of 
h and h’. In fact, in the finite-gap case, this is the step which allows us to 
represent every potential in the isospectral manifold L(p) in terms of rational 
functions in p and the derivatives of p. It turns out that, in the finite-gap 
case, x*(x, A) is a rational function of p and its derivatives. To see this, note 
first that x+ satisfies the Riccati equation 
(12) 
Postulate the asymptotic series 
m x,(x) 
’ = ik + n;l (2k)” (13) 
where k2 = I, and the f sign of x is left ambiguous. Assume that L is not in 
a gap. Substitute (13) back into the Riccati equation to obtain x,(x) as a 
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polynomial in p and its derivatives. Consult Table I for the first nine terms. 
Now note that for all 1 
where the sign in dm is the same as that in f+ , and WY;, f-) = 
f+ y- -f 1 f- . For I real and not in the gaps 
f+(x, A) =f-(xv A), 
so that from (14) 
&iyqz 
2i*mX= y*(l,I)f+(x,I)f-(x,1) * 
The square root has again the same sign as the square root in x. Now we 
need the following lemma: 
LEMMA 2. Let q E CF[O, l] and let q’(x) =4(x + t). Then 
y,(l, 44’) =Yz(L 4 s(x))f+(t, 4 &))f-(4 4 q(x)), 
so that 
Y,(L 1, q)f+(t)f-(t) = fi “$); A 
i=l 
where ,ui(t) is the ith Dirichlet eigenvalue of qt. 
TABLE I 
(16) 
x, = -ip 
x*=P’ 
x3 = i[ p” -p’] 
x4 = 4pp’ - p” 
,y, = i[5prz + 6pp” -pt4’ - 2p3] 
x6 = -[ 18p’p” + 8pp”’ -p”’ - 16~‘~‘) 
x7 = i[-19p”Z - 28~‘~“’ - 10~~‘~’ +pc6’ + 30p”pz + 50ppf2 - 5p4] 
x8 = -[-68~“~“’ - 40~‘~‘~’ +p”’ + 48~‘~” + 216~~‘~” - 12~~“’ 
+ 60(~‘)~ - 64p’p’] 
x9 = i[69p”* + 1 10pffp(4’ + 5~lp’p(~’ -p@’ - 392pp’p” - 7op*p(4’ 
- 442~“~” - 266ppn2 + 14~~‘~’ + 40p”p3 + 350p2p’2 - 14p5] 
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ProoJ Let Y(x, q) be the fundamental matrix for Z-Z(q), such that 
Y(0) = Z. Z is the 2 X 2 identity matrix. 
Then Y(x, 1, q’) = Y(x + t, A, q) Y-‘(t, 1, q), so that 
Y(l, A, qt) = Y(t) Y(1) Y-i(t)lq. 
Multiplication of matrices gives the relationship 
The right-hand side is just y2( 1,1, q)f+(x, A, q)f-(x, A, q) as can be seen 
from Eq. (5). 
The last statement follows directly from the Hadamard factorization 
theorem. 1 
Hence from Eq. (16) we obtain for g < co 
2i lm x = 2 d-r-L @ - 9 
r-E= 1 ol%> - 1) 
(17) 
so that 
(18) 
i=l 
The symmetric functions o](x) of ~~(x),~~(x),...,~~(x) are given by the 
relationship 
fi @j”(x)-A)= (-l)g(3L+J,(x)Izg-1+ u2(x)P-2 a**+ (-l)P a,(x)). (19) 
j=l 
By using the asymptotics for x in the right side of (18), and using (19), we 
obtain the well-known trace formulas. The trace formulas express crj(x) as 
polynomials in p and derivatives of p. The first three are given in Table II. 
These trace formulas have been derived before by Dubrovin et al. [4], Birnir 
[2] and others. This leads to 
LEMMA 3. Let p be a finite-gap potential with g nonzero gaps. The 
symmetric functions oj(x), i = l,..., g, and n;= 1 (,u~(O) - A)f+ (x, A)f-(x, A) 
can be written as polynomials in p and its derivatives. In fact 
= (-l)P (A” - a,(x) r2g-’ + u*(x) Ag-* . . * + (-l)P ug(x)). (20) 
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TABLE II 
Let p be a finite-gap otential with g nonzero gaps. 
1 
Proof: The first statement follows from the preceding statements. 
Equation (20) follows from (16) and (19). m 
LEMMA 4. Let p be in CF [0, 11. Then for all complex 1 
x (x 1 p) = * h/mF + WX)Y*U9 af+(xT n)f-(xv 2) . @Ia) 
f 7 ’ 
?Jm J>f+k n)f-(xT A) 
If p is a finite-gap potential with g nonzero gaps. 
Proof: Note that -dw/y,(l, A) = Wdf, ,f-), where the square 
root sign is the same as that off, . The rest follows from combining (3) and 
LemmaZ 1 
The next result, whose proof is now transparent, is important enough to be 
stated as a theorem. 
THEOREM 4. Let p be a finite-gap potential with g nonzero gaps. Then 
xk is a rational function in p and its derivatives. In fact 
x =~i\/~~~o(~-n~)+f(d/dr)[(-l)g(~g-u~(x)ng-1+..~+(-l)gag(x))] 
f (-l)g(La,(x)P-1 + **a+ (-l)“ug)) 
WC) 
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Now we come to the main result: 
THEOREM 5. Let p be a finite-gap potential with g nonzero gaps. Then 
every potential q on L(p) can be explicitly written as a rational function of p 
and its derivatives. The potential q whose coordinates are 6, ,..., $, is given 
by the formulas in Eq. (12). xi is given by Theorem 4 explicitly in terms of p 
and its derivatives. 
Proof. The only outstanding point is when the first coordinate of some Iij 
is chosen to be p;(p). But this can be handled as a limiting of 1 approaching 
p;(P). I 
COROLLARY 1. Consider the Korteweg-de Vries equation q1 = 6qq, - 
4 xxx with periodic initial data q(x, 0) = p(x). If p is a Jnite-gap potential then 
the solution is a rational function of p and its derivatives, whose coeficients 
depend on time. 
Proof KdV is well known to be a flow on L(p). 1 
The following corollary can be found in part in McKean and van 
Moerbeke [8] and Dubrovin et al. [4]. 
COROLLARY 2. Let p be in CF [ 0, 1 ] then 
f&, 1,~) = df+@, W(x7 4 exp 
i 
*&iqp x 
2Y*(k A) I 0 f+(x',&x'J~ * i 
Hence if p is a finite-gap potential, f +(x, il,p) can be written in terms of p, 
derivatives of p, and an exponential of a quadrature of p and its derivatives. 
Proof: Equation (22) follows from exponentiating (21a). The second 
statement follows from exponentiating (21b). If J is in a gap then the integral 
is taken in the principal value sense. 
The following corollary may be found in Airault et al. [ 11. 
COROLLARY 3. Let p be a finite-gap potential. If some q E L(p) is 
elliptic, then every potential in L(p) is also elliptic. 
5. ONE-GAP POTENTIALS, AN EXAMPLE 
Let /r be the Weierstrass b-function with real period 1, imaginary period w 
and elliptic invariants e, < e, < e,. The potential 2/2(x + 42) is a one-gap 
potential with simple periodic spectrum Aj = - ej, j = 0, 1, 2, and eigen- 
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functions A(x) = d/2(x + w/2) - e,. Since /z(w/2) = e,, f2(x) is also a 
Dirichlet eigenfunction. Note that L(2/r(x + w/2)) is a onedimensional torus 
and translation is an isospectral flow, so that L(2/z(x + o/2)) = {2/2(x + 
t + w/2)) t E I?}. These facts may be found in McKean and 
van Moerbeke [8]. We want to obtain this characterization of 
Wh(x + 42)) using our methods. Using the first trace formula in Table II 
and recalling that e, + e, + e2 = 0 we have 
Hence 
2/z(t + 42) = -2&(t). (23) 
&2F(x t t t 42)) = (-/qt + w/2), -/I’@ + w/2)). (24) 
We now use our formulas to construct the potential with the coordinates 
(-fz(t t w/2), -/z’(t t w/2)). We shall use well-known classical identities 
among /r functions to verify directly that the potential constructed is in fact 
2/1(x + t + 42). Let 
Wx) = wx •t 42) - 2 -$ W&(x9 Pm g1(x)>. 
With self-evident notation, we see from Eq. (21~) that 
fi’(x + 42) - p(t t o/2) 
xf= 2(/2(x + w/2) - /z(t + w/2)) (254 
P'(x + 42) 
xg = 2(/1(x t w/2) - e,) (25b) 
where we have used the fact that /z(w/2) = e2 and /z’(w/2) = 0. We can use 
Theorem 3 to express r,~ rationally in terms of 2/r(x + 42) and its 
derivatives, but for the purpose of verifying that u(x) = /z(x + t t w/2) we 
use the following trick: 
W(f g) = & P’(x + 42) _ P’(x + 42) - b’(t + 42) 
2 L /2(x + w/2) - e2 p(x + 4) - fi(t  w/2) I a 
Hence 
u(x) = /2(x t o/2) - AIf- log fg dx2 2 
--$log 
[ 
h’(x + 49 _ fi’(x + qq -/I’@ + w/2) 
F(x + 42) - e2 /2(x + o/2) - jz(t + w/2) I * (26) 
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Note that (d/&c) logfg = xf + xp. Let C(z) be such that -C(z) = b(z) and 4 is 
odd. Note that [(z + w) = C(z) + 24w/2). Integrating the expression for V 
with respect o x gives 
V(x) = - JX v(x) dx = +qx + 42) + Xf + xs 
+&log 
[ 
b’(x + 42) 
p(x + 42) - e2 - 
F’(x+42)-F’(t+G) *(27) 
/4x + 42) - I# + 42) 1 
Now we use the addition law 
C(u + b) = c-(a) + C(b) + + (28) 
to conclude that 
and 
1 
[ 
b’(x + 42) F’(x + 42) -/I’@ + 42) 
z /2(x+42)-e,- P(x + 42) - F(t + 42) 1 = ((x +w) - &o/2) - gx + t + w) + C(t + 42) 
= C(x) - gx + t) + C(t + 42) - C(4) 
xf + xg = C(X) + C(X + 4 + 3~~42) - 25(x + 42) - c(t + 42). 
Next note that 
C(x + 42) + $ log w.L g) 
= gx + 42) + [C(X) + 63~ + 4 + 3~42) 
- x-(x + w/2) - C(t + @)I 
C’(x) - C’(x + 4 
+ t;(x) - gx + t) + C(t + 42) - m@) 
= r(x) + ((x + t) + 3&10/2) - C(x + 42) - &t + w/2) 
C(x) - C’(x + 4 
+ C(x) - C(x + t) + C(f + 4) - CW2) * 
Also 
(29) 
t;(x) + Qx + t) + 3&o/2) - & + 42) - r(t + W/2) 
= C(x) + &o/2) + 6xX + 0 + mJ/2) 
- ((x + w/2) - C(t + 42) + @J/2) 
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= [(x + w/2) - i!- b’(x) 
1 jz’(x+t> 
2 It(X)-% 
+[(x+t+c+)-- 
2 /2(x + t) - e2 
- gx + 42) - C(t + 42) + &42) 
= gx + t + 42) - + (,yy* + ,G’+“rf”,,) 
- 2gt + o-42) + 2&42)* 
So from (29) we get 
4x + 42) + -g 1% w.L g> 
= C(x + t + o/2) - C(t + 42) + &42) 
-’ F’(x) 
( 
h’(x + 0 
2 /2(x)-e* + /z(x+t)-e, ) 
C’(x) - C’(x + t) 
+ C(x) - qx + t) + C(t + 42) - C(42) * (30) 
Notice that 
1 
( 
F’(x) It/(x + t> 
7 /2(x)--e, + /z(x+t)-e2 ) 
= + F’W[F(x + 0 - 4 + F’@ + WW - 4 
VW-4@(x++-e,) * (31) 
We borrow the following identity that is found in Whittaker and Watson 
[ll]: 
WWJ - WNWJ - Wd)uw3> - WI>>) 
- F’WAW*) - W,)) + P’VNw3) -WI>) + ~‘W&lw,) - FWJ) * 
Set U, =x U, = -(x + t) and U, = -o/2. Combine (3 1) and (32) to get 
1 
[ 
h’(x) It/(x + t) 
Z /2(x)-e* + /z(x+t)-e, 1 
F(x +t) -F(x) = C(x) - C(x + 0 + 40 +42) - &4) 
C’(x + 0 -C’(x) 
= - C(x) - C(x + t) + gt + w/2) - C(w)/2) * 
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Upon using this last expression in (30) we obtain 
24(x + w/2) + -g log W(f, g) = r(X + t + 42) - W + 42) + 4W2)9 
so that differentiating ives 
v(x) =/2(x + t + o/2) 
which is what we wanted to show. 
Remark. Conversely, if we combine the fact that L(2fi(x + w/2)) = 
{2/2(x + t -t 42)) t E R } with the FIT formula (8) to obtain 
h(x + t + 42) = b(x + 42) --g w.L,(x~ Pm gdx)) 
we can go backwards to get another derivation of identity (32). 
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