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RAMIFICATION OF COMPATIBLE SYSTEMS ON CURVES AND INDEPENDENCE
OF ℓ
CHRIS HALL
Abstract. We show that certain ramification invariants associated to a compatible system of ℓ-adic sheaves
on a curve are independent of ℓ.
1. Introduction
Let p be a prime, Fq/Fp be a finite extension, and C/Fq be a proper smooth geometrically connected
curve. Let Z ⊂ C be a finite subset, U = C r Z be the open complement, and j : U → C be the natural
inclusion. Let η¯ be a geometric generic point of U and π1(U) = π1(U, η¯) be the etale fundamental group. For
each closed point c ∈ C, let I(c) ⊆ D(c) ⊆ π1(U) be an inertia and decomposition subgroups, P (c) ⊆ I(c)
be the p-Sylow subgroup, and Frc ∈ D(c) be an element mapping to the geometric Frobenius element in
D(c)/I(c).
Let E/Q be a number field, ZE be its ring of integers, and Λ be a set of non-zero primes λ ⊂ ZE not
dividing p. For each λ ∈ Λ, let Fλ be a lisse sheaf on U of Eλ-modules, let Vλ be the geometric generic fiber
Fλ,η¯, and let FΛ = {Fλ}λ∈Λ be the corresponding family of sheaves. For each closed point c ∈ C, let
L(T,Fλ,c) = det(1 − T Fru|V
I(c)
λ ).
We say that FΛ is (E,Λ)-compatible iff for every closed point u ∈ U , the coefficients of L(T,Fλ,c) all lie in
E and are independent of λ.
For each z ∈ Z, let SwanPolygonz(Fλ), SwanVerticesz(Fλ), and Swanz(Fλ) be the Swan polygon, its
set of vertices, and the Swan conductor respectively of Vλ as an Eλ[I(z)]-module. We call these the Swan
invariants of Fλ about z and recall their definitions in §2. Our first theorem is the following:
Theorem 1.1. Let Fq be a finite field, C/Fq be a proper smooth geometrically connected curve, and U ⊆ C
be a dense Zariski open subset over Fq. Let E/Q be a number field, Λ be a set of non-zero primes λ ⊂ ZE
not dividing q, and FΛ = {Fλ}λ∈Λ be an (E,Λ)-compatible system of lisse sheaves on U . Then the following
hold, for each z ∈ C r U :
(i) Swanz(Fλ) is independent of λ;
(ii) SwanVerticesz(Fλ) is independent of λ, and thus so is SwanPolygonz(Fλ).
Of course, independence of λ is an assertion about each pair of primes λ, λ′ ∈ Λ, so there is no loss of generality
in supposing Λ is finite. Moreover, given SwanVerticesz(Fλ), one can easily determine Swanz(Fλ), hence
Theorem 1.1 is equivalent to the following theorem when C = P1:
Theorem 1.2. Suppose that the hypotheses of Theorem 1.1 hold, that Λ is finite, and that C = P1. Then
SwanVerticesz(Fλ) is independent of λ, for each z ∈ C r U .
An initial step in our proof of Theorem 1.1 is to show that one can reduce to the case C = P1, hence these two
theorems are equivalent. While knowing Swanz(Fλ) is usually not enough to determine SwanVerticesz(Fλ),
we show that nonetheless the following theorem implies both of the previous theorems:
Theorem 1.3. Suppose that the hypotheses of Theorem 1.2 hold. Then Swanz(Fλ) is independent of λ, for
each z ∈ P1 r U .
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For the proofs of these theorems, see §4.
Given an integer w, we say that Fλ is pointwise pure of weight w iff for every closed point u ∈ U , each
zero α ∈ E¯λ of L(T
deg(u),Fλ,u) lies in E¯ ⊂ E¯λ and satisfies |ι(α)|
2 = (1/q)w for every field embedding
ι : E¯ → C. We say that an (E,Λ)-compatible system FΛ is pointwise pure of weight w iff some (hence every)
Fλ is pointwise pure of weight w.
Let z ∈ Z be a point and z¯ → z be a geometric point. Let Fλ,z¯ be the Eλ-module (j∗Fλ)z¯ and rankz(Fλ)
be its Eλ-dimension. For each positive integer e, let unipotentMultiplicitye,z(Vλ) be the largest non-negative
integer m such that some Eλ[I(z)]-submodule of Vλ is isomorphic to Unip(e)
⊕m, and let
unipotentBlocksz(Fλ) = { (e,m) : m = unipotentMultiplicitye,z(Vλ) and m > 0 }
be the set describing the structure of the maximal Eλ[I(z)]-submodule of Vλ where I(z) acts unipotently.
Finally, let
dropz(Fλ) := rankEλ(Fλ)− rankz(Fλ), condz(Fλ) := dropz(Fλ) + Swanz(Fλ),
and observe that if Swanz(Fλ) and rankz(Fλ) are independent of λ, then so are dropz(Fλ) and condz(Fλ).
We call these (and the Swan invariants) the ramification invariants of Fλ about z.
Theorem 1.4. Suppose that the hypotheses of Theorem 1.1 hold and that FΛ is pointwise pure of weight w.
Then, for each z ∈ C r U , the following hold:
(ii) rankz(Fλ) is independent of λ, and thus so are dropz(Fλ) and condz(Fλ);
(iii) unipotentBlocksz(Fλ) is independent of λ.
See §5 for a proof.
As a corollary of Theorem 1.4 we obtain the following result which is also an immediate corollary of [1,
th. 9.8] and [4, Appendix]:
Corollary 1.5. Under the hypotheses of Theorem 1.4, the truth of each of the following assertions is inde-
pendent of λ:
(i) Fλ has local tame monodromy about z;
(ii) Fλ has local unipotent monodromy about z.
(iii) Fλ has local trivial monodromy about z.
Indeed, (i) (resp. (iii)) holds if and only if Swanz(Fλ) = 0 (resp. dropz(Fλ) = 0). Moreover, (ii) holds if and
only if
∑
(e,m)∈unipotentBlocksz(Fλ)
em = dim(Vλ).
Suppose now that each Fλ is a lisse sheaf of Eλ[G]-modules on U for some common finite group G. We
define the notion of an (E[G],Λ)-compatible system FΛ and prove the following theorem in §6:
Theorem 1.6. Let Fq be a finite field, C/Fq be a proper smooth geometrically connected curve, and j : U → C
be the inclusion of a dense Zariski open subset over Fq. Let E/Q be a number field, G be a finite group, Λ
be a set of non-zero primes λ ⊂ ZE not dividing q, and FΛ = {Fλ}λ∈Λ be a system of lisse sheaves on U .
If FΛ is (E[G],Λ)-compatible and pure of weight w, then j∗FΛ is (E[G],Λ)-compatible.
One can regard this as an equivariant version of Theorem 1.4, and we prove it by reducing to the latter.
1.1. Acknowledgements. We gratefully acknowledge Nick Katz for explaining how to show (a` la Deligne)
that Swanz(Fλ) and condz(Fλ) are independent of λ, for suggesting we investigate whether or not Swan
polygons are independent of λ, and for comments on early drafts.
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2. Swan conductors and polygons
Suppose the hypotheses of Theorem 1.1 hold, and fix z in Z = C r U . Recall I(z) ⊆ π1(U) is an inertia
group and is defined up to conjugation.
2.1. Single modules. Let I(z)(r) be the subgroup indexed by the r ≥ 0 in the upper-numbering filtration
on I(z) (cf. [5, 1.0]) and P (z) ⊆ I(z) be the p-Sylow group. Then I(z) = I(z)(0) and I(z) ⊃ P (z) ⊃ I(z)(r) ⊃
I(z)(s) for 0 < r < s.
Let Mλ be a non-zero finite-dimensional Eλ[I(z)]-module. As shown in [5, 1.1], there is a unique decom-
position Mλ = ⊕x≥0Mλ(x) where the submodules Mλ(x) ⊆Mλ satisfy
(1) Mλ(0) = M
P (z)
λ , (Mλ(x))
I(z)(r) =
{
0 x ≥ r
Mλ(x) r > x.
This decomposition is the break decomposition of Mλ, and the breaks 0 ≤ β1 < · · · < βm of Mλ (also called
slopes) are defined to be the x ≥ 0 satisfying Mλ(x) 6= 0 (cf. [5, 1.2]).
Lemma 2.1. Let Nλ be a one-dimensional Eλ[I(z)]-module with break y 6= x. If Mλ = Mλ(x), then
max{x, y} is the unique break of Mλ ⊗Eλ Nλ.
Proof. If r > x, then (1) implies I(z)(r) acts trivially on Mλ = Mλ(x), so
(Mλ ⊗Eλ Nλ)
I(z)(r) = Mλ ⊗Eλ N
I(z)(r)
λ =
{
Mλ ⊗Eλ 0 x < r ≤ y
Mλ ⊗Eλ Nλ r > x and r > y.
Similarly, if r > y, then I(z)(r) acts trivially on and Nλ = Nλ(y)
(Mλ ⊗Eλ Nλ)
I(z)(r) = M
I(z)(r)
λ ⊗Eλ Nλ =
{
0⊗Eλ Nλ y < r ≤ x
Mλ ⊗Eλ Nλ r > x and r > y.
Therefore,
(Mλ ⊗Eλ Nλ)
I(z)(r) =
{
0 r ≤ x or r ≤ y
Mλ ⊗Eλ Nλ r > x and r > y,
and in particular, r = max{x, y} is the unique break of Mλ ⊗Eλ Nλ as claimed. 
The multiplicities µ1,λ, . . . , µm,λ ≥ 1 of Mλ are the positive integers µi,λ = dimEλ(Mλ(βi)).
Lemma 2.2. If d = dim(Mλ), then β1, . . . , βm are non-negative and lie in
1
d!Z.
Proof. The product βiµi,λ is a non-negative integer for each i (cf. [5, 1.9]), and 1 ≤ βi ≤ dimEλ(Mλ), so
d!βi ∈ Z. 
For each r ≥ 0, we define the partial Swan conductor of Mλ to be the finite sum
Swanz,≥r(Mλ) =
∑
βi≥r
βiµi,λ.
It is the usual Swan conductor Swanz(Mλ) when r = 0.
Lemma 2.3. Let Nλ be a one-dimensional Eλ[I(z)]-module with break y. If 1 ≤ i < m and if βi < y < βi+1,
then
Swanz(Mλ ⊗Nλ) = y(µ1,λ + · · ·+ µi,λ) + Swanz,≥y(Mλ).
Proof. Since y is not a break ofMλ, Lemma 2.1 implies that max{y, βj} is the unique break ofMλ(βj)⊗EλNλ
for j = 1, . . . ,m. Therefore the breaks and respective multiplicities of Mλ ⊗Eλ Nλ are y, βi+1, . . . , βm and
µ1,λ + · · ·+ µi, µi+1,λ, . . . , µm,λ, and hence
Swanz(Mλ ⊗Eλ Nλ) = y(µ1,λ + · · ·+ µi,λ) + βi+1µi+1,λ + · · ·+ βmµm,λ
as claimed. 
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Corollary 2.4. Let Nλ,1, Nλ,2 be one-dimensional Eλ[I(z)]-modules with respective breaks y1, y2. If 1 ≤ i <
m and if βi < y1 ≤ y2 < βi+1, then
Swanz(Mλ ⊗Nλ,2)− Swanz(Mλ ⊗Nλ,1) = (y2 − y1)(µ1,λ + · · ·+ µi,λ).
Proof. The hypotheses on y1, y2 imply that
Swanz,≥y1(Mλ ⊗Eλ Nλ,1) = Swanz,≥y2(Mλ ⊗Eλ Nλ,2),
and thus the corollary follows from Lemma 2.3. 
Let SwanPolygonz(Mλ) be the Swan polygon of Mλ (see [5, 1.2] or [4, pg. 213]). It is the finite polygon
in R2 whose vertices are
SwanVerticesz(Fλ) =

 (xj , yj) : 0 ≤ j ≤ m, xj =
∑
i≤j
µi,λ, yj =
∑
i≤j
βiµi,λ


and whose edges join (xj , yj) to (xj+1, yj+1) for 0 ≤ j < m.
2.2. Compatible systems. Suppose that Λ is finite. Let FΛ be an (E,Λ)-compatible system of sheaves on
C of common generic rank r. Let z ∈ C be a closed point and Mλ = Fλ,η¯ regarded as an Eλ[I(z)]-module,
and let
Swanz,≥x(Fλ) := Swanz,≥x(Mλ) for x ≥ 0, Swanz(Fλ) := Swanz(Fλ)
be the partial and usual Swan conductors. Finally, let
SwanPolygonz(Fλ) := SwanPolygonz(Mλ), SwanVerticesz(Fλ) := SwanVerticesz(Mλ)
be the respective Swan polygon and vertices.
Let β1, β2, . . . , βm be the increasing sequence of breaks which occur in at least one of Mλ, and let
µi,λ := dimEλ(Mλ(βi)).
Lemma 2.5. β1, β2, . . . , βm ∈
1
r!Z≥0.
Proof. Follows from Lemma 2.2. 
Therefore one can always satisfy the hypotheses of the following lemma.
Lemma 2.6. If s1, s2, . . . , s2m is a sequence in R satisfying βi < s2i−1 < s2i < βi+1 for 1 ≤ i < m, then
the following are equivalent:
(i) µi,λ is independent of λ for 1 ≤ i ≤ m;
(ii) Swanz,≥sj (Fλ) is independent of λ for 1 ≤ j ≤ 2m;
(iii) SwanPolygonz(Fλ) is independent of λ;
(iv) SwanVerticesz(Fλ) is independent of λ.
Proof. First, Corollary 2.4 implies that
Swanz,≥s2i(Fλ)− Swanz,≥s2i−1(Fλ) = (s2i − s2i−1)(µ1,λ + · · ·+ µi,λ) for 1 ≤ i ≤ m
so (i) and (ii) are equivalent. Second,
SwanVerticesz(Fλ) =



 ∑
1≤i≤j
µi,λ,
∑
1≤i≤j
βiµi,λ

 : 0 ≤ j ≤ m

 ,
hence (i) and (iii) are equivalent. Finally, the Swan polygon determines and is completely determined by its
vertices, hence (iii) and (iv) are equivalent. 
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2.3. Relating Swan polygons and conductors. Throughout this section we suppose that C = P1 and
that Λ is finite. Let n be a positive integer which is not divisible by the characteristic of k, and let [n] : P1 → P1
be the nth power map.
Lemma 2.7.
Swanz,≥x([n]
∗Fλ) =
{
Swan[n](z),≥x(Fλ) z 6= 0,∞
n · Swan[n](z),≥x/n(Fλ) otherwise
Proof. On one hand, if z 6= 0,∞, then [n] is unramified over [n](z). Moreover, the corresponding breaks and
multiplicities of [n]∗Fλ at z coincide with those of Fλ at [n](z), and thus
Swanz,≥x([n]
∗Fλ) = Swan[n](z),≥x(Fλ).
On the other hand, if z = 0 (resp. z =∞), then [n](z) = 0 (resp. [n](z) =∞) and [n] is totally and tamely
ramified over [n](z) since n is coprime to p. Moreover, the breaks of [n]∗Fλ at z are the products of each of
the breaks β1, . . . , βm of Fλ at [n](z) with n and the corresponding multiplicities µ1, . . . , µm are unchanged
(see [4, pg. 217]), and thus
n · Swan[n](z),≥x/n(Fλ) = n ·
∑
βi≥x/n
βi · µi,λ =
∑
nβi≥x
nβi · µi,λ = Swanz,≥x([n]
∗Fλ)
as claimed. 
Corollary 2.8. The following are equivalent for all z ∈ Z:
(i) SwanPolygonz(Fλ) is independent of λ;
(ii) Swanz,≥x(Fλ) is independent of λ for all x ≥ 0;
(iii) Swanz,≥x([n]
∗Fλ) is independent of λ for all x ≥ 0;
(iv) SwanPolygonz([n]
∗Fλ) is independent of λ.
Proof. One one hand, the Swan polygon is completely determined by the partial Swan conductors for all
x ≥ 0, hence (i) and (ii) are equivalent and (iii) and (iv) are equivalent. On the other hand, Lemma 2.7
implies that (i) and (iv) are equivalent. 
Recall that each Fλ has generic rank r, that β1, β2, . . . , βm is the increasing sequence of breaks occurring
in at least one Mλ, and that µi,λ = dimEλ(Mλ(βi)).
Lemma 2.9. Suppose that z ∈ P1(Fq) and that E ⊇ Q(ζp). Let n be an integer satisfying n > 3r! and
s0, s1, s2, . . . be the sequence of integers given by
sj =


0 if j = 0
⌊1 + nβi⌋ if j = 2i− 1 < 2m and i ∈ Z>0
⌊2 + nβi⌋ if j = 2i < 2m+ 1 and i ∈ Z>0
.
Let z ∈ Z and Y = {z}, and, for 0 ≤ j ≤ 2m, let T sj ,Λ be the (E,Λ)-compatible system of sheaves in
Lemma 3.4. Then the following are equivalent:
(i) SwanPolygonz(Fλ) and SwanVerticesz(Fλ) are independent of λ;
(ii) SwanPolygonz([n]
∗Fλ) and SwanVerticesz([n]
∗Fλ) are independent of λ.
(iii) µi,λ and Swanz,≥sj ([n]
∗Fλ) are independent of λ for 0 < i < m+ 1 and 0 < j < 2m+ 1;
(iv) Swanz([n]
∗Fλ ⊗Eλ T sj ,λ) is independent of λ for 0 ≤ j < 2m+ 1.
Proof. Corollary 2.8 implies that (i) and (ii) are equivalent. The hypotheses that n > 3r! implies
nβi < s2i−1 < s2i < nβi+1 for 0 < i < m,
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so Lemma 2.6 implies that (ii) and (iii) are equivalent. Finally, T s0,λ = T 0,λ is the constant sheaf Eλ for
each λ ∈ Λ, and thus Lemma 2.3 implies
Swanz([n]
∗Fλ ⊗Eλ T sj ,λ) =


nβ1µ1,λ + Swanz,≥s1([n]
∗Fλ) if j = 0
sj(µ1,λ + · · ·+ µi,λ) + Swanz,≥sj+1([n]
∗Fλ) if 0 < j < 2m
sj(µ1,λ + · · ·+ µm−1,λ) + nβmµm,λ if j = 2m <∞.
The left side is independent of λ if and only the right side is, hence (iii) and (iv) are equivalent. 
3. Reductions and Constructions
In this section we present reductions which allow us to strengthen the hypotheses of Theorem 1.1, The-
orem 1.2, and Theorem 1.3 respectively, e.g., that Fq and E are ‘sufficiently large’ and U is ‘sufficiently
small.’
3.1. Field extensions and shrinking U . The following lemma allows us to reduce to the case where Fq
and E are ‘sufficiently large’ and U is a ‘sufficiently small’ dense Zariski open subset of C.
Lemma 3.1. Let E′/E be a finite extension and Λ′ be the primes λ′ of E′ lying over primes in Λ. Then
any of Theorem 1.1, Theorem 1.2, and Theorem 1.3 respectively holds if and only if it holds after any of the
following operations:
(i) replace Fq by a finite extension Fqn ;
(ii) replace (E,Λ) by (E′,Λ′);
(iii) replace U by a dense open subset U ′.
Proof. The ramification invariants are geometric so do not change if we replace Fq by a finite extension Fqn ,
so (i) holds. Nor do they change if we replace Eλ by a finite extension E
′
λ′ , so (ii) hold. If U
′ ⊆ U is a dense
Zariski open subset and if z ∈ U r U ′, then
rankz(Fλ) = rankEλ(Fλ), dropz(Fλ) = Swanz(Fλ) = condz(Fλ) = 0
while
SwanVerticesz(Fλ) = { (0, 0), (0, r) }, unipotentBlocksz(Fλ) = { (r, 1) }
for r = rankEλ(Fλ). In particular, all of these are independent of λ, so (iii) holds. The final assertion
about being able to restriction to Λ′′ is clear since independence of λ is established individually for each pair
λ, λ′ ∈ Λ. 
3.2. Reducing to C = P1. The next two lemmas imply that, up to replacing Fq by a finite extension Fqn
(e.g., so that Z ⊆ C(Fqn)), we may assume C = P
1 without loss of generality:
Lemma 3.2. Suppose that f : C → P1 is a finite morphism satisfying f−1(f(Z)) ⊆ C(Fq) and |f
−1(f(Z))| =
deg(f)|Z|, and let δ = (deg(f)− 1)rank(Fλ). Then the following hold, for each z ∈ Z:
(i) {f∗Fλ}λ∈Λ is an (E,Λ)-compatible system of lisse sheaves on a dense open subset V ⊆ f(U);
(ii) rankz(Fλ) = rankf(z)(f∗Fλ)− δ and dropz(Fλ) = dropf(z)(f∗Fλ);
(iii) Swanz(Fλ) = Swanf(z)(f∗Fλ) and condz(Fλ) = condf(z)(f∗Fλ);
(iv) the vertices SwanPolygonf(z)(f∗Fλ) and SwanPolygonz(Fλ) satisfy
SwanVerticesf(z)(f∗Fλ) = { (x+ δ, y) : (x, y) ∈ SwanVerticesz(Fλ) } ∪ { (0, 0) };
(v) if m1 = δ and me = 0 for e > 1, then
unipotentBlocksf(z)(f∗Fλ) = { (e,m+me) : (e,m) ∈ unipotentBlocksz(Fλ) } .
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Proof. Let V ⊆ f(U) be a dense Zariski open subset over which f is e´tale. Let y ∈ P1 be a closed point and
let x vary over f−1(y). Let D(x) ⊆ D(y) ⊂ π1(V ) be the inclusion of the decomposition groups of x, y. Let
x¯→ x be a geometric point and Iu¯ be the induced Eλ[D(y)]-module Iu¯ = Ind
D(y)
D(x)(Fλ,x¯), and observe that
(f∗Fλ)v¯ = ⊕f(u)=v I u¯
deg(u)/ deg(v)
since f is finite (cf. [7, II.3.5]).
Suppose first that y = v is in V and thus x = u is in U . Then I(u) and I(v) are trivial in π1(V ) since
f is e´tale over V . In particular, tr(Frv | Iu¯) is independent of λ since tr(Fru | Fλ,u¯) is independent of λ.
Therefore tr(Frv | (f∗Fλ)v¯) is independent of λ and (i) holds.
Now suppose that y is in f(Z) and that x = z. The condition that |f−1(f(Z))| = deg(f)|Z| implies
that f is also e´tale over Z and that the restriction of f to Z is injective. In particular, since Z ⊆ C(Fq)
by hypothesis, Fλ,z¯ is a summand of (f∗Fλ)v¯. Moreover, there are deg(f) − 1 other summands I u¯ since
f−1(f(Z)) ⊆ C(Fq), and each of them is unramified. Therefore
dimEλ(I u¯) = rank(Fλ), dropx(Fλ) = Swanx(Fλ) = condx(Fλ) = 0 for x ∈ f
−1(y)r {z}
and hence (ii) and (iii) hold. Finally, these summands contribute a horizontal segment from (0, 0) to (δ, 0)
to SwanPolygonf(z)(f∗Fλ) and shift all the vertices of SwanPolygonz(Fλ) to the right by δ, hence (iv)
holds. 
The next lemma yields a function f which can be used in the previous lemma:
Lemma 3.3. Up to replacing Fq by a finite extension Fqn , there exists a finite morphism f : C → P
1 such
that |f−1(f(Z))| = deg(f) deg(Z) and f(Z) ⊆ Gm.
Proof. Extend Fq so that (C r Z)(Fq) contains a point ∞. Let d ∈ Z>0 satisfy d ≥ 6g + 3 and p ∤ d and let
D be the divisor d∞. Apply [6, th. 2.2.4] if p > 2 or [6, th. 2.4.4] if p = 2 to construct f : C → P1 over F¯q
such that |f−1(f(Z))| = deg(f) deg(Z). Replace f with its composition by a general automorphism of P1
over F¯q so that f(Z) ⊆ Gm, and extend Fq so that f is defined over Fq. 
3.3. Artin-Schreier sheaves. Suppose that C = P1.
Lemma 3.4. Suppose that E ⊇ Q(ζp) and that Y ( P
1(Fq). For each integer s ∈ Z≥0 coprime to p, there
exists an (E,Λ)-compatible system T s,Λ of rank-one lisse sheaves on P
1 r Y such that the following hold:
(i) Swany(T s,λ) = s for every λ ∈ Λ and y ∈ Y ;
(ii) if s = 0, then T 0,λ is the constant sheaf Eλ for each λ ∈ Λ.
Proof. If s = 0, then constant sheaves T 0,λ = Eλ clearly have the desired property, so suppose s is positive.
There exists a function f : P1 → P1 which has polar divisor sY . For example, if Y ⊆ A1 and if g ∈ Fq[x] is
a square-free polynomial with zero set Y , then one can take f = gs. Otherwise, if∞ ∈ Y and a ∈ P1(Fq)rY ,
then one can construct a function P1 → P1 with polar divisor (Y ∪ {a}) r {∞} and precompose with any
Mo¨bius transformation which swaps a and ∞. Either way, f is tamely ramified over∞ since s is coprime to
p.
Let ψ : F×p → E
× be a non-trivial additive character. For each λ, let Lψ(x),λ be the Artin–Schreier sheaf
corresponding to ψ with coefficients in Eλ. It is lisse on A
1 and satisfies Swan∞(Lψ(x),λ) = 1, hence the
pullback T s,λ = f
∗Lψ(x),λ is lisse on P
1r Y and satisfies Swany(T s,λ) = s for every y ∈ Y since f is tamely
ramified over ∞. Moreover, the system {Lψ(x),λ}λ∈Λ is (E,Λ)-compatible by construction, hence so is the
pullback system T s,Λ = {T s,λ}λ∈Λ. Compare [4, pg. 217]. 
4. Proof of Theorem 1.1
In this section we proof the implications
Theorem 1.3 ⇒ Theorem 1.2 ⇒ Theorem 1.1
and then we prove Theorem 1.3.
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4.1. Theorem 1.3 implies Theorem 1.2. Suppose that C = P1 and that Λ is finite. By Lemma 3.1, we
may replace Fq and E by finite extensions and suppose without loss of generality that Z ⊆ C(Fq) and that
E ⊇ Q(ζp). Then Theorem 1.3 implies that the equivalent conditions of Lemma 2.9 hold, for each z ∈ Z,
and hence it implies Theorem 1.2 as claimed.
4.2. Theorem 1.2 implies Theorem 1.1. By Lemma 3.1, we may replace Fq by a finite extension and
suppose without loss of generality that Z ⊆ C(Fq) and that there is a morphism f : C → P
1 satisfying the
hypotheses of Lemma 3.2. Therefore, up to replacing FΛ by f∗FΛ and U by a dense Zariski open V ⊆ f(U),
we may suppose without loss of generality that C = P1. Since it suffices to prove Theorem 1.1 for each finite
subset Λ′ ⊆ Λ, Theorem 1.2 implies it as claimed.
4.3. Proof Theorem 1.3. Suppose that C = P1 and that Λ is finite. Once again, by Lemma 3.1, we may
replace Fq and E by finite extensions and suppose without loss of generality that Z ⊆ C(Fq) and that
E ⊇ Q(ζp).
Let z ∈ Z and Y = Z r {z}. The Euler-Poincare formula for the Euler characteristic of a lisse Eλ-sheaf
Gλ on U is given by
(2) χ(U,Gλ) = rankEλ(Gλ) · χ(U,Eλ)− Swanz(Gλ)− Σy∈Y Swany(Gλ)
since Y ⊂ Z ⊆ C(Fq) (cf. [5, 2.3.1]). Moreover, the Euler characteristic χ(U,Gλ) is independent of λ if Gλ
is part of a compatible system GΛ since it it is the negative of the degree of
L(T,Gλ) =
∏
u∈U
det (1− T Fru | Gλ,η¯)
−1
and all terms on the right are independent of λ.
Let s be any positive integer which is coprime to p and which exceeds Swany(Fλ) for every y ∈ Y and
λ ∈ Λ, and let T s,Λ be the (E,Λ)-compatible system of Lemma 3.4. Then Lemma 2.1 implies that
Swanz(Fλ ⊗ T s,λ) = Swanz(Fλ), Swany(Fλ ⊗ T s,λ) = r · Swany(T s,λ) for y ∈ Y
where r = rankEλ(Fλ). Applying (2) with Gλ = Fλ ⊗ T s,λ and rearranging terms yields
Swanz(Fλ) = r · χ(U,Eλ)− χ(U,Fλ ⊗ T s,λ)− r · s · |Y |,
and in particular, everything on the right is independent of λ, so Swanz(Fλ) is also independent of λ as
claimed.
5. Proof of Theorem 1.4
Let FΛ be an (E,Λ)-compatible system of lisse sheaves on U of common rank r, and suppose it is pointwise
pure of weight w. Let
L(T, j∗Fλ) =
∏
c∈C
L(T deg(c),Fλ,c)
−1
where c varies over the closed points of C.
Theorem 5.1. Suppose the hypotheses of Theorem 1.4 hold. Then, for each z ∈ Z, the Euler factor
L(T,Fλ,z) lies in E[T ] and is independent of λ, and thus so are rankz(Fλ), dropz(Fλ), and condz(Fλ).
Proof. Using Deligne’s theorem, Katz showed that L(T,Fλ,z) lies in E[T ] and is independent of λ (see [4,
Appendix]). Since
rankz(Fλ) = deg(L(T,Fλ,z) = r − dropz(Fλ),
it follows immediately that rankz(Fλ) and dropz(Fλ) are independent of λ. Moreover,
condz(Fλ) = rankz(Fλ) + Swanz(Fλ)
is independent of λ by Theorem 1.1. 
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It remains to show that unipotentBlocksz(Fλ) is independent of λ. By Lemma 3.1, we may suppose
without loss of generality that Z ⊆ C(Fq). Let z ∈ Z, and consider a factorization
L(T,Fλ,z) =
r∏
i=1
(T − αz,i)
over E¯. For each field embedding ι : E¯ → C and integer s, let
weightMultiplicityι,s,z(Fλ) =
∣∣{ i : |ι(αi)|2 = (1/q)s }∣∣ ,
and let
weightsι,z(Fλ) = { (e,m) : m = weightMultiplicityw+e−1,z(Fλ) and m > 0 }.
If dropz(Fλ) = 0, that is, if Fλ is lisse over U ∪ {z}, then one can show that
weightMultiplicityι,s,z(Fλ) =
{
r s = w
0 s 6= w
since deg(z) = 1. The following proposition deals with the general case:
Proposition 5.2. weightsι,z(Fλ) = unipotentBlocksz(Fλ).
Proof. Follows from [2, 1.16.2–3 and 1.8.4] (cf. [5, 7.0.7]). 
In particular, not only is weightsι,z(Fλ) independent of ι, it is independent of λ by Theorem 5.1. Therefore
unipotentBlocksz(Fλ) is independent of λ as claimed.
6. (E[G],Λ)-compatible Sytems
Let G be a finite group, E/Q be a number field, and Λ be a finite set of non-zero primes λ ⊂ ZE not
dividing q. Let C/Fq be a proper smooth geometrically connected curve and U ⊆ C be a dense Zariski open
subset. For each λ ∈ Λ, let Fλ be a lisse sheaf on U of Eλ[G]-modules and Vλ be the geometric generic fiber
Fλ,η¯.
Given a dense Zariski open subset X ⊆ C defined over Fq, we say that the system FΛ = {Fλ}λ∈Λ is
(E[G],Λ)-compatible on X (resp. weakly (E[G],Λ)-compatible) iff for every closed point x ∈ X, every integer
m ≥ 0 (resp. m = 0), and every element g ∈ G, the trace
tr
(
g · Frmx |V
I(x)
λ
)
lies in E and is independent of λ.
We say that FΛ is (pointwise) pure of weight w on U iff every Fλ is pointwise pure of weight w as a lisse
Eλ-sheaf on U .
Theorem 6.1. Let Fq be a finite field, C/Fq be a proper smooth geometrically connected curve, and j : U → C
be the inclusion of a dense Zariski open subset over Fq. Let E/Q be a number field, G be a finite group, Λ
be a set of non-zero primes λ ⊂ ZE not dividing q, and FΛ = {Fλ}λ∈Λ be a system of lisse sheaves on U .
Then the following hold:
(i) If FΛ is weakly (E[G],Λ)-compatible on U , then j∗FΛ is weakly (E[G],Λ)-compatible on C.
(ii) If FΛ is (E[G],Λ)-compatible and pure of weight w on U , then j∗FΛ is (E[G],Λ)-compatible on C.
If G acts trivially on each Vλ (e.g., if is the trivial group), then FΛ is (E[G],Λ)-compatible if and only if it
is (E,Λ)-compatible, in which case the theorem follows from Theorem 5.1. The proof of Theorem 6.1, which
uses Theorem 1.4, will occupy the remainder of the section.
Let FGλ ⊆ Fλ be the Eλ[G]-subsheaf of G-invariants; it is the lisse Eλ-sheaf on U whose geometric generic
fiber is V Gλ .
Lemma 6.2. If FΛ is (E[G],Λ)-compatible on U , then so is {F
G
λ }λ∈Λ.
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Proof. Let π ∈ EndEλ(Fλ,η¯) be the idempotent
1
|G|
∑
h∈G h. It is projection onto V
G
λ and
tr(g · Frmu | V
G
λ ) = tr(g · Fr
m
u · π | Vλ) =
1
|G|
∑
h∈G
tr(gh · Frmu |Fλ,η¯)
for each integer m ≥ 0 and element g ∈ G. In particular, the last term of the display is independent of λ if
FΛ is (E[G],Λ)-compatible on U , thus so is the first. 
Let M be a finite-dimensional E[G]-module and Mλ be the constant sheaf M ⊗E Eλ on U .
Lemma 6.3. If FΛ is (E[G],Λ)-compatible on U , then so is {Mλ ⊗Eλ Fλ }λ∈Λ.
Proof. The right side of the identity
tr(g · Frmu |Mλ ⊗Eλ Fλ) = tr(g|Mλ) · tr(g · Fr
m
u |Fλ)
is independent of λ if FΛ is (E[G],Λ)-compatible, thus so is the left. 
LetM∨ be the E-dual ofM as E[G]-module,M∨λ be the constant sheafM
∨⊗EEλ on U , andH(Mλ,Fλ) =
(M∨λ ⊗Eλ Fλ)
G.
Lemma 6.4. Suppose FΛ is (E[G],Λ)-compatible on U . Then the following hold:
(i) {H(Mλ,Fλ) }λ∈Λ is (E[G],Λ)-compatible on U ;
(ii) if Fλ is pure of weight w, then so is H(Mλ,Fλ).
Proof. Lemma 6.2 and Lemma 6.3 imply (i). The sheaf M∨λ is pure of weight 0. Therefore the sheaf
M∨λ ⊗Eλ Fλ and the subsheaf H(Mλ,Fλ) are pure of weight w, so (ii) holds. 
Extend E so that every simple E[G]-module is absolutely simple. Let Z = C rU , and for each z ∈ Z, let
z¯ → z be a geometric point.
Lemma 6.5. If M is simple, then its multiplicity in V
I(z)
λ equals rankz(H(Mλ,Fλ)) for each z ∈ Z.
Proof. We have the identities
(j∗H(Mλ,Fλ))z¯ = ((j∗(M
∨
λ ⊗Eλ Fλ))
G)
I(z)
η¯ = ((j∗(M
∨
λ ⊗Eλ Fλ))
I(z)
η¯ )
G = (M∨ ⊗E Eλ ⊗Eλ j∗(Fλ)z¯)
G
since the actions of G and I(z) commute and I(z) acts trivially onM∨λ . The last term equals HomEλ[G](M⊗E
Eλ, j∗(Fλ)z¯), and its Eλ-dimension is the desired multiplicity since M is absolutely simple. 
Let M1,M2, . . . be the (isomorphism classes of) simple E[G]-modules and τ i : G→ E be the character of
Mi.
Lemma 6.6. The following hold, for each z ∈ Z:
(i) if FΛ is pure, then the multiplicity mi of Mi,λ =Mi ⊗E Eλ in j∗(Fλ)z¯ is independent of λ;
(ii) if g ∈ G, then tr(g | j∗(Fλ)z¯) =
∑
imi · τ i(g) and thus is independent of λ.
Proof. Lemma 6.5 and Theorem 1.4 imply mi = rankz(H(Mi,λ,Fλ)) is independent of λ if FΛ is pure, so
(i) holds. Moreover, j∗(Fλ)z¯ = ⊕iM
⊕mi
i,λ by definition, so (ii) holds. 
In particular, Lemma 6.6.ii implies Theorem 6.1.i.
Let K ⊆ G be a conjugacy class and δ : G→ {0, 1} be its characteristic function.
Lemma 6.7. There exist a1, a2, . . . ∈ E satisfying δ =
∑
i aiτ i.
Proof. The τ i form an E-basis of the space of characters G→ E, and δ lies in that space. 
Therefore, if k ∈ K and z ∈ Z, then
|K| · tr(k−1 · Frmz | j∗(Fλ)z¯) = Σg δ(g
−1) · tr(g · Frmz | j∗(Fλ)z¯)
= Σi,g ai · τ i(g
−1) · tr(g · Frmz | j∗(Fλ)z¯)
= |G| · Σi ai · tr(Fr
m
z | H(Mi,λ,Fλ)z¯)
Compare [3, pg. 171] for the last identity. In particular, Lemma 6.4.2 and Theorem 1.4 imply the last
expression is independent of λ, hence Theorem 6.1.ii holds.
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