A theorem of Giesy and James states that c 0 is finitely representable in James' quasireflexive Banach space J 2 . We extend this theorem to the p th quasi-reflexive James space J p for each p ∈ (1, ∞). As an application, we obtain a new closed ideal of operators on J p , namely the closure of the set of operators that factor through the complemented subspace
Introduction
As outlined in the abstract, we shall prove that c 0 is finitely representable in the p th quasireflexive James space J p for each p ∈ (1, ∞) and then show how this result gives rise to a new closed ideal of operators on J p . In order to make these statements precise, let us introduce some notation and terminology.
We denote by N 0 and N the sets of non-negative and positive integers, respectively. Following Giesy and James [5] , we index sequences by N 0 and write x(n) for the n th element of the sequence x, where n ∈ N 0 . For a non-empty subset A of N 0 , we write A = {n 1 < n 2 < · · · < n k } (or A = {n 1 < n 2 < · · · } if A is infinite) to indicate that {n 1 , n 2 , . . . , n k } is the increasing ordering of A.
Let K = R or K = C be the scalar field, and let p ∈ (1, ∞). For a scalar sequence x and a finite subset A = {n 1 < n 2 < · · · < n k+1 } of N 0 of cardinality at least two, we define
for convenience, we let ν p (x, A) = 0 whenever A ⊆ N 0 is empty or a singleton. Then x(n j ) − x(n j+1 ) p 1 p : k ∈ N, n 1 , . . . , n k+1 ∈ N 0 , n 1 < · · · < n k+1 defines a complete norm on the subspace J p := x ∈ c 0 : x Jp < ∞ , which we call the p th James space. The sequence (e m ) ∞ m=0 , where e m ∈ K N 0 is given by e m (n) = 1 if m = n 0 otherwise (n ∈ N 0 ), forms a shrinking Schauder basis for J p . More importantly, J p is quasi-reflexive in the sense that the canonical image of J p in its bidual has codimension one. This result, as well as the definition of J p , is due to James [6] in the case p = 2; Edelstein and Mityagin [4] appear to have been the first to observe that it carries over to arbitrary p ∈ (1, ∞).
A Banach space X is finitely representable in a Banach space Y if, for each finitedimensional subspace F of X and each ε > 0, there is an operator T : F → Y such that
We shall in fact only consider finite representability of c 0 , in which case it suffices to establish (1.1) for the finite-dimensional subspaces F = ℓ n ∞ , where n ∈ N. Although not required, let us mention the Maurey-Pisier theorem that c 0 is finitely representable in a Banach space Y if and only if Y fails to have finite cotype (e.g., see [2, Theorem 14.1] ). This result shows in particular that finite representability of c 0 is an isomorphic invariant, despite the obvious dependence on the choice of norm in (1.1).
Giesy and James [5] proved that c 0 is finitely representable in J 2 . Our first main result, to be proved in Section 2, extends this result to arbitrary p ∈ (1, ∞).
To explain how this result leads to a new closed ideal of operators on J p , we require some more notation. For p ∈ [1, ∞) and a family (X j ) j∈J of Banach spaces, we write j∈J X j p for the direct sum of the X j 's in the sense of ℓ p ; that is,
We shall only apply this notation in two cases, namely
where J (n) p denotes the subspace of J p spanned by the first n + 1 basis vectors e 0 , e 1 , . . . , e n .
Our interest in these spaces stems from the two facts that (i) J p contains a complemented subspace isomorphic to J (∞) p ; and (ii) Theorem 1.1 implies that J (∞) p contains a complemented subspace isomorphic to G p (for p = 2, this has already been observed by Casazza, Lin and Lohman [1, Theorem 13(i)] using the original Giesy-James theorem), and this subspace gives rise to a new closed ideal of operators on J p , as we shall now outline.
For Banach spaces X and Y , let
be the set of operators on X which factor through Y . This defines a two-sided algebraic ideal of the Banach algebra B(X) of bounded operators on X, provided that Y contains a complemented subspace isomorphic to Y ⊕ Y (which will always be the case in this paper), and hence its norm-closure, denoted by G Y (X), is a closed ideal of B(X). Edelstein and Mityagin [4] made the easy, but fundamental, observation that the quasireflexivity of J p for p ∈ (1, ∞) implies that the ideal W (J p ) of weakly compact operators has codimension one in B(J p ), hence is a maximal ideal. Loy and Willis [11, Open Problems 2.8] formally raised the problem of determining the structure of the lattice of closed ideals of B(J 2 ), having themselves proved that
, where S (J 2 ) and E (J 2 ) denote the ideals of strictly singular and inessential operators, respectively (see [11, Theorem 2.7] and the text preceding it). Saksman and Tylli [13, Remark 3.9] improved the latter result by showing that K (J 2 ) = S (J 2 ), while the third author [9, 10] generalized these results to arbitrary p ∈ (1, ∞) and, more importantly, complemented them by showing that the lattice of closed ideals in B(J p ) has the following structure:
where V (J p ) is the ideal of completely continuous operators, the vertical lines indicate proper set-theoretic inclusion, and further closed ideals may be found only at the dotted line. In particular, W (J p ) is the unique maximal ideal of B(J p ).
The second main result of this paper, which we shall prove in Section 3, states that B(J p ) contains at least one other closed ideal than those listed above.
Theorem.
For each p ∈ (1, ∞), the operator ideal G Gp (J p ) lies strictly between G ℓp (J p ) and W (J p ), where G p is the Banach space given by (1.2) .
Hence the lattice of closed ideals in B(J p ) has at least six distinct elements, namely
2 Proof of Theorem 1.1
Throughout this section, we fix a number p ∈ (1, ∞). Our aim is to prove Theorem 1.1 by modifying the proof of Giesy and James [5] . The general scheme of the proof is the same, but at several points, identities that are simple in the case p = 2 have to be replaced with estimations applying to other p. We follow their notation as far as possible. We show that there is a near-isometric embedding of ℓ K ∞ for each K ∈ N in the real case. It then follows easily, by standard techniques, that there is at least an isomorphic embedding in the complex case.
Spiky vectors play a central role in the proof. As in [5, p. 65] , let
so that z 2k is a unit vector with spikes in its initial k odd coordinates. The other key ingredient is the "stretch" operator T n : J p → J p which, for n ∈ N and x ∈ J p , is given by (T n x)(kn) = x(k) whenever k ∈ N 0 and by linear interpolation in between these points. One can easily check that T n is linear and isometric.
We use the notation [j, k] for the set of integers n such that j n k.
By an inductive process, we construct, for each K ∈ N, a set of K stretched spiky vectors with the parameters chosen suitably, and show that these vectors are equivalent to the usual basis of ℓ 
where ϕ(m, n) → 0 as n → ∞ with m fixed.
We show next how Theorem 1.1 follows, and then return to the proof of Lemma 2.1.
Proof of Theorem 1.1. With ε > 0 and K ∈ N given, we construct vectors
for all choices of δ 1 , . . . , δ K ∈ {−1, 1}. We then deduce equivalence with the usual basis of ℓ K ∞ as follows.
By convexity, we have
Thirdly, for all choices of δ 1 , . . . , δ k ∈ {−1, 1} and with y
and y
By (2.4) and (2.5), we then obtain y
p , from which the desired conclusion follows.
To start, take x
(1) 1 = z 2 and n 1 = γ 1 = 1. Suppose now that stage k − 1 has been completed. For a certain even integer n k to be chosen, define
. . , δ k ∈ {−1, 1} be given. We may assume that δ k = 1. Apply Lemma 2.1 with
hence (2.2) implies that (2.4) is satisfied with
We choose n k large enough to ensure that γ k 1 + εk/K. By (2.3),
Since ε k = 3ε k−1 , to ensure (2.5), we choose n k also to satisfy
Because of the dependence of ϕ(m, n) on m, it is not possible to take n k equal to the same value n for each k, as in [5] for the case p = 2. We shall actually see later that ϕ(m, n) only depends on m when p > 2.
Outline of proof of Lemma 2.1. Write y = T n x and z = γ 1/p z 2mn , so that w = y + z. Clearly, y and z are both supported on the integer interval [0, 2mn − 1]. Also, from the definitions, we have |z(j) − z(j + 1)| = (γ/2mn) 1/p and
The bulk of the work is the proof of (2.3). Since w is supported on the integer interval [0, 2mn − 1], we can find a set A = {a 1 < a 2 < · · · < a k+1 }, with a 1 = 0 and a k+1 = 2mn, such that w Jp = ν p (w, A). The aim is to show that the whole interval acts as a reasonable substitute for this set A. This will be accomplished by four steps, summarized as follows:
where ρ 1 , ρ 2 and ρ 3 are error terms which will emerge from the proofs.
Step 1 moves from w = y + z to y and z separately, and step 4 reverses this. Working with y and z separately, step 2 adjoins multiples of n to A, and step 3 adjoins all intervening integers. Because of the concepts involved, we present these four steps in the order 1, 4, 3, 2. ✷
Proof. With no loss of generality, we may assume that a b. Writing b/a = t, we see that the stated inequality is equivalent to (1 + t)
p is convex and t = (1 − t).0 + t.1, we have
t, which of course implies the required inequality. ✷ 2.4 Remark. The estimation in Lemma 2.3 is quite adequate for our purposes. In fact, the best constant on the right-hand side of the inequality is p for 2 p 3, and 2 p−1 − 1 otherwise [7] .
Step 1: Proof of (2.6), with
(2.10)
Multiplying these upper bounds on s by 2 p , we conclude that (2.6) is satisfied with ρ 1 given by (2.10). ✷
Step 4: Proof of (2.9), with ρ 3 = γ/n p−1 . Letting
we can write
Our claim is that this quantity is at least −γ/n p−1 . 
By convexity of the function t → t p , we have
Remark. Equation (2.11) shows that s k = 0 for p = 2, and in fact one can prove that s k 0 whenever p 2, thus rendering the error term ρ 3 superfluous for such p.
We now come to Step 3, which is really the heart of the method, and it is the one where it is essential to work with ν p ( · , · ) p rather than ν p ( · , · ) itself. We shall adjoin all integers to the set A ∪ ([0, 2mn] ∩ nN 0 ) . This has the effect of reducing ν p (y, · ) p , but the reduction is more than offset by an increase in ν p (z, · ) p .
2.6 Lemma. Suppose that t 1. Then t p − t (t − 1)(t + 1) p−1 .
Proof. For 1 < p 2, we have t
, which is stronger than the stated inequality. For p 2, we use the convexity of the function t → t p−1 . Since
we have t
which is again stronger than the stated inequality. ✷
Step 3: Proof of (2.8). Let B = A ∪ ([0, 2mn] ∩ nN 0 ). Our aim is to prove that
, where
and ∆ j (z) is defined similarly. Hence it suffices to prove that
By the choice of B, b j and b j+1 both belong to an interval of the form [kn, (k + 1)n] for some k ∈ N. As in the proof of Step 4, this implies that
where
1/p , and z(b j ) − z(b j+1 ) equals 0 if ℓ j is even and c if ℓ j is odd, thus in both cases ∆ j (z) (ℓ j − 1)c p . Now if ℓ j n − 1, we find
0, as required. Otherwise ℓ j = n, which is assumed even, so that ∆ j (z) = nc p , and
Finally, we reach
Step 2 where multiples of n are adjoined to the set A. We require two lemmas, the first of which describes the effect on ν p ( · , A) p of substituting new end points in A, while the second considers the effect of filling in gaps in A. 
Proof. We consider only the case where the first set of inequalities in (2.12) is satisfied; the other case is similar. We replace the end points of B one at a time. Let
, and both are non-negative, so
A similar argument with r :
Adding these two inequalities, we conclude that
from which our statement follows. and max E j = m j+1 for each j (so E j is between C j ∪ D j and C j+1 ∪ D j+1 ), and let
Proof. Clearly, we have
which together with the corresponding formula for ν p v, ℓ j=1 (C j ∪ E j ) p gives the result.
✷
Step 2: Proof of (2.7), with ρ 2 = 2ε. Let N = [0, 2mn] ∩ nN 0 . The effect on z of adjoining elements to the set A = {a 1 < · · · < a k+1 } is easily seen. Let ℓ i = a i+1 − a i for 1 i k.
As in the proof of Step 3 above, z(
We shall now prove the corresponding inequality for y, just with an error term added on the right-hand side. Recall that a 1 = 0 and a k+1 = 2mn. Note that if there is some b ∈ N such that a i < b < a i+1 for some i and either
Hence we may adjoin any such points b to the set A, thereby increasing ν p (y, A) without changing A ∪ N; we still use the notation A = {a 1 < · · · < a k+1 } for the augmented set. Let the intervals [a i , a i+1 ] (1 i k) that contain at least one multiple of n be relabelled
) and ordered increasingly; that is, 
(2.14)
(Note that the augmentation of the set A carried out in the previous paragraph ensures that y satisfies the hypothesis (2.12).) We now seek to invoke Lemma 2.8 with the sets {c j , c and letting E h = E h+1 = {2mn}, we can apply Lemma 2.8 for even and odd indices j separately. We observe that C j ∪ E j = [c j , c j+2 ] ∩ nN 0 for 0 j h − 1, so j∈Γr (C j ∪ E j ) = N for r ∈ {0, 1}, where Γ 0 and Γ 1 denote the sets of even and odd integers in [0, h + 1], respectively. Thus Lemma 2.8 gives
Jp . Hence the sum in (2.15) is no greater than ε, so adding the two cases (r = 0 and r = 1) and using (2.13) and (2.14), we conclude that
Completion of the proof of Lemma 2.1. With the four steps completed, it is clear that Lemma 2.1 holds with
Note that m does not appear in the case p 2, and that p − 2 + 1/p > 0, so in both cases ϕ(m, n) → 0 as n → ∞ with m fixed. ✷ (ii) Y contains a complemented subspace isomorphic to Z;
with equality if and only if
is clear, as is the equality of these two sets in the case where Z ∼ = Y . Conversely, suppose that G Z (X) = G Y (X), and let P be a projection on X with P (X) ∼ = Y . Clearly P factors through Y , so P belongs to G Z (X) by the assumption. It then follows from standard results that Z contains a complemented subspace isomorphic to Y (e.g., see [9, Propostion 3.4 and Lemma 3.6(ii)] for details), and therefore Y and ZIt is easy to verify that, for Banach spaces E and F of the same finite dimension, we have uc(E) d BM (E, F ) uc(F ). A Banach space X has local unconditional structure (or l.u.st. for short) with constant at most C if each finite-dimensional subspace of X is contained in some larger finitedimensional subspace F of X with uc(F ) C.
A Banach space with an unconditional basis has l.u.st. This applies in particular to G p . On the other hand, Johnson and Tzafriri [8, Corollary 2] have shown that no quasi-reflexive Banach space has l.u.st. We shall use this result to prove that J (∞) p does not have l.u.st. We begin with a generalization of the above-mentioned fact that every Banach space with an unconditional basis has l.u.st. This result is probably well-known to specialists, but as we have been unable to locate a reference, we include a proof. Then X has l.u.st. with constant at most C + δ for each δ > 0.
Proof. Take ε ∈ (0, 1 2 ) such that C/(1−2ε) < C +δ, and let E be a k-dimensional subspace of X for some k ∈ N. Approximation of each vector of an Auerbach basis for E shows that, for each η > 0, there is M ∈ N 0 such that
where P m denotes the m th basis projection associated with (b n ) n∈N 0 . Applying this conclusion with η > 0 chosen such that
we obtain by Remark 3.3 that the operator U : x → P M x, E → P M (E), is an isomorphism with U 1 + η and U −1
(1 − η) −1 . Since U(E) = P M (E) ⊆ span{b 0 , b 1 , . . . , b M } ⊆ F M and dim U(E) = k, we can find a projection Q on F M such that Q(F M ) = U(E) and Q √ k by the Kadec-Snobar theorem (e.g., see [2, Theorem 4 .18]). The operator T : x → x − Qx + U −1 Qx, F M → X, then satisfies
