Abstract. The main problem considered in this paper is the approximation of a trigonometric polynomial by a trigonometric polynomial with a prescribed number of harmonics. The method proposed here gives an opportunity to consider approximation in different spaces, among them the space of continuous functions, the space of functions with uniformly convergent Fourier series, and the space of continuous analytic functions. Applications are given to approximation of the Sobolev classes by trigonometric polynomials with prescribed number of harmonics, and to the widths of the Sobolev classes.
Introduction
Let X be a Banach space of functions defined on the cube T n = (−π, π] n and 2π-periodic in each variable. For k = (k 1 , ..., k n ) ∈ Z n , let x = (x 1 , ..., x n ) ∈ R n , (x, k) = k 1 x 1 + ... + k n x n , and let T (θ m ; x) = k∈θm c k e i(k,x) be a trigonometric polynomial with the spectrum from the set θ m of finite cardinality m.
Let
be the degree of best approximation of f by polynomials with m harmonics. The quantity e m (f ; L 2 ) originally appeared in a paper by S. B. Stechkin [St] , who used it in the criterion for absolute convergence of orthogonal series. This characteristic has become popular after Ismagilov's excellent paper [Is] , in which he found nontrivial estimates for e m (|x|; L ∞ ) and gave interesting and important applications to the widths of Sobolev classes. The Ismagilov method was developed in a series of papers by V. Maiorov (see, for example, [Mr1] , [Mr2] , [Mr3] ). The probabilistic method for constructing approximating polynomials was proposed by Y. Makovoz [Mk] and the author [Be1] . This paper is organized as follows. First we obtain an estimate in the space C(T) of continuous functions of one variable and describe the method in all details. In the subsequent sections the method is used in other situations: the space U of uniformly convergent Fourier series, the space C A of continuous analytic functions, and the space C(T n ) of continuous functions of n real variables. The proofs in these sections are less detailed, and often only necessary differences are pointed out.
Applications are given in the concluding section. As usual C s denotes an absolute constant.
Approximation in the space C(T)
Let T N be a trigonometric polynomial of degree at most N , namely,
Theorem 1. For every 2 ≤ p < ∞ and 1 ≤ M ≤ 2N there exists a trigonometric polynomial T (θ M ; x) with number of harmonics at most M , such that
The proof is based on the following lemmas.
Lemma 1. Let V 2N (f ; x) be the de la Vallée-Poussin means of the function f . Then
This lemma is well known. Its proof may be found, for example, in [Z] . We note only that V 2N (f ) is a trigonometric polynomial of degree ≤ 2N and for every trigonometric polynomial
We denote by · ψ the norm of the Orlicz space generated by the function ψ(u) = e u 2 − 1 (see, for example, [Z] 
In the space L q (2 < q < ∞) such an inequality was proved in [Be2] , [Mk] . The proof proposed in [Bo] is based on Khinchin's inequality and can be used in this situation with minimal changes. For the sake of completeness we shall give the proof later. 
For the proof, it is sufficient to truncate the polynomial T N at level λ and apply the de la Vallée-Poussin operator to both sides of the equality (see Lemma 1). 
This can be derived from the original proof given in [Be1] , as well as from the corresponding statement for the space L q (2 < q < ∞) (see [Be2] , [Mk] , [Bo] ), if the order of growth C q ∼ √ q in Khinchin's inequality is taken into account.
Proof of Theorem 1. First let p = 2. Denote N/M = R and consider the iterated sequence
The sequence {a k (N, M )} converges to x 0 , the largest root of the equation x = R log x. This can be easily seen from Figure 1 . The x 0 can be estimated by R log R < x 0 < 2R log R. We will prove that there is a number α such that for every k and 1 ≤ M ≤ αN there exists a trigonometric polynomial
Then after a finite number of steps we will obtain the desired estimate.
For k = 1 the estimate (1.6) is given in Lemma 4. Assume that (1.6) holds for k for all N ; we now prove it for k + 1. According to Lemma 2, there exists a polynomial T (θ M ; x) such that
, for a parameter λ yet to be prescribed. Using our assumption for k, we approximate the polynomial
From (1.3) and (1.4) we obtain
).
Set λ = 1/2 log a k (N, 2M ). Then the right-hand side can be rewritten in the form
(1.7)
, we need only prove that the expression in parentheses does not exceed an absolute constant C 6 . To this end we show that for every k
Assume that (1.8) holds for k − 1. Then, according the definition for k
Therefore if N ≥ 2M e 2 , then there exists an absolute constant C 7 such that
We can take C 6 > C 2 C 3 and bound M < αN in such a way that the expression in the parentheses in (1.7) does not exceed C 6 . An odd M is treated similarly. The theorem is proved for all M and N such that M ≤ αN . For M satisfying αN < M ≤ 2N the conclusion of the theorem follows from the above.
The proof of the theorem in the case 2 < p < ∞ is based on the following decomposition lemma, analogous to Lemma 3. 
Now we can prove the theorem for 2 < p < ∞. By the above, there exists a polynomial T (θ M ; x) such that
Therefore by (1.9) we have
Putting λ = N/M log (N/M + 1), we obtain the desired result.
Remark 1. As one can see from the proof, the interval where the spectrum of the approximating polynomial is located is doubled on every step. But the actual support of the spectrum is contained in the segment [−2N, 2N ] . This follows from Lemma 1.
Remark 2. If T N is the Dirichlet kernel
then estimate (1.1) can be derived immediately from [G1] or [Sp] . A more accurate estimate of the approximation of kernel (1.10) is proved in [Mr2] .
Remark 3. This method of approximation can be used in every space where statements similar to Lemmas 1-4 are valid.
Proof of Lemma 2. Suppose that T N 2 = 1, fix N/M ∼ 2 k , and write
where { m j } −N ≤j≤N,1≤m≤k are ±1, the signs to be specified. Denoting (1.11) by φ( , x), we deduce from the definition of norm in the Orlicz space [Kr] and Khinchin's inequality that
The Hölder inequality and integration with respect to 1 , ...,
and if we let
Now (1.12) and (1.13) allow us to choose the signs m j so that
Using the homogeneity of the norm, we conclude the proof of the lemma.
Approximation in the norm of uniform convergence
Let U be the Banach space of continuous functions defined on T with the norm 
Proof. By Lemma 3, T N can be represented in the form
We put now t = λ 1/3 and µ = λ 2/3 . By the uniform boundedness of the operators of partial sums in the space U , the lemma follows. 
The proof is analogous to that of Lemma 4. Now the proof of Theorem 2 follows as Theorem 1. We consider first the case p = 2. The iterative sequence (R = N/M )
converges to x 0 the largest root of the equation x = R log 3 x which can be estimated by R log 3 R < x 0 < 2R log 3 R. After a finite number of steps, the desired result is achieved.
Let 2 < p < ∞. The following result can be proved by the same method as in [Ki2] Lemma 8. Let λ > 0 and 2 < p < ∞. Then every polynomial T N can be represented as a sum of two polynomials
Using this lemma and the already-proved result for p = 2, we obtain the assertion of the theorem.
Remark 4. Theorem 2 gives a better estimate than Lemma 7 only for M close to N.
Remark 5. The essential part of the proof is the decomposition obtained in Lemma 6, the proof of which is based on Carleson's famous theorem about convergence almost everywhere of the Fourier series for functions in L 2 . It would be interesting to give another proof independent of this deep result.
Approximation of analytic polynomials in the space H ∞ Let us consider an analytic polynomial, i.e. (3.1) and estimate its best approximation by analytic polynomials with M harmonics. Note that we cannot use Theorem 1 because the polynomial in Theorem 1 is not analytic. It happens that for an analytic polynomial T N , the approximating polynomial in Theorem 2 is analytic. However Theorem 2 yields a worse estimate of the approximation. 
We begin with the case p = 2. The main lemma to be proved is the decomposition lemma.
Lemma 9. Let λ > 0 be given. Every analytic polynomial can be represented as the sum of two analytic polynomials,
Proof. We follow [Ki1] and assume without loss of generality that T N ψ = 1. We truncate T N by multiplying it by an analytic function τ (
where H is the Hilbert transform and α(x) = max(1, For the second term we have
Since the Hilbert transform is bounded in L 2 , it follows that
which we have already estimated. Now T N = τT N + (1 − τ)T N ≡ f 1 + f 2 , where f 1 and f 2 are analytic functions. We apply the de la Vallée-Poussin operator and Lemma 1, and the proof follows. Now the theorem for p = 2 can be proved by the method of Theorem 1. We omit the details.
Since for 2 < p < ∞ every analytic polynomial can be decomposed as T N = T [Ki2] ), it is sufficient to apply the statement for p = 2 and choose an optimal λ.
