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Tracking Message Spread in Mobile
Delay Tolerant Networks
Manoj Panda, Arshad Ali, Tijani Chahed and Eitan Altman
Abstract—We consider a Delay Tolerant Network under two
message forwarding schemes – a non-replicative direct delivery
scheme and a replicative epidemic routing scheme. Our objective
is to track the degree of spread of a message in the network.
Such estimation can be used for on-line control of message
dissemination. With a homogeneous mobility model with pairwise
i.i.d. exponential inter-meeting times, we rigorously derive the
system dynamic and measurement equations for optimal tracking
by a Kalman filter. Moreover, we provide a framework for
tracking a large class of processes that can be modeled as density-
dependent Markov chains. We also apply the same filter with a
heterogeneous mobility, where the aggregate inter-meeting times
exhibit a power law with exponential tail as in real-world mobility
traces, and show that the performance of the filter is compa-
rable to that with homogeneous mobility. Through customized
simulations, we demonstrate the trade-offs and provide several
insightful observations on how the number of observers impacts
the filter performance.
Index Terms—disruption tolerant networks; intermittent con-
nectivity; non-replicative and replicative dissemination; epidemic
routing; linear estimation; Kalman filtering
I. INTRODUCTION
Delay Tolerant Networks (DTNs) are a class of networks
characterized by intermittent connectivity and relatively long
delays caused by frequent link disruptions [1]. A prime
example of DTNs is a sparse Mobile Ad hoc NETwork
(MANET) in which two nodes can communicate only when
they come within the radio range of each other owing to their
mobility [2]. Several other examples of DTNs exist including
sparse Vehicular Ad hoc NETworks (VANETs) [3], Inter-
Planetary Networks (IPNs) [4], Pocket Switched Networks
(PSNs) [5], Airborne Networks (ANs) [6], Mobile Social
Networks (MSNs) [7], UnderWater Networks (UWNs) [8] and
networks for developing regions [9].
Several methods have been proposed in the literature for
data dissemination in such mobile DTNs, e.g., direct delivery
[10], two-hop routing [10], epidemic routing [11], probabilistic
routing [12], single copy forwarding [13], and spray-and-wait
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routing [14]. However, there exists a trade-off between the
delivery delay and the usage of network resources; reduction
of delivery delay requires more resources such as buffer space
and/or transmit power. In direct delivery, for instance, the
source waits until it meets with the end destination(s) and
directly delivers the message(s) to the end destination(s), and
thus, incurs the maximum delivery delay. Epidemic routing,
on the other hand, amounts to flooding of the message(s) to
(possibly) all nodes in the network and results in the minimum
delivery delay. In terms of the usage of network resources,
direct delivery (resp. epidemic routing) uses the minimum
(resp. maximum) number of transmissions.
In recent years, a novel framework has evolved to address
the above trade-off [15], [16], [17], [18], [19]. The idea is to
first develop a deterministic fluid-limit model of the network
evolution under an appropriate form of open-loop control,
which provides the state trajectory, and then apply optimal
control theory to derive the optimal control trajectory. The
same framework has also been applied for optimal containment
of and recovery from malware [20], [21], [22]. Fluid-limit
models, sometimes referred to as mean-field models,1 have
also been applied to several other networking contexts [23],
[24], and [25].
The need for developing a deterministic fluid-limit model
arises due to the fact that there exist a large number of nodes
in the network, and hence, it is practically impossible to
work with an exact stochastic model. The simplicity of the
fluid-limit models, however, comes at the price of losing the
information about the randomness in the system. A better
approach is to work with a diffusion model, which provides
a compromise between a deterministic fluid-limit model and
an exact stochastic model. A diffusion model approximates
(in a certain sense) the randomness in the original stochastic
process, often called the process noise, in terms of Brownian
motions that are often easier to work with than the original
stochastic process. Diffusion models have been applied in
the context of P2P networks [26], [27], [28], [29], [30] and
multicasting [31].
In almost all of the above applications, one can obtain some
kind of feedback on the degree of spread of messages or
malware or content, etc., possibly, after some delay and/or with
corruption by some observation noise. One might be able to
specify the feedback or observation process by some function
of the random state trajectory and the observation noise. The
availability of diffusion models for the system dynamics and
1Mean-field models are fluid-limit models where the scaling is performed
w.r.t. the number of agents/entities.
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that for the observation process can facilitate the application
of stochastic optimal control theory with feedback to control
specific realizations or sample paths in the same way as the
availability of a fluid model for the system dynamics facilitates
the application of optimal control theory for deterministic
open-loop control.
In fact, for linear-quadratic-Gaussian (LQG) problems, that
is, if the system and observation equations are linear and the
optimization objective is quadratic (w.r.t. the state and control
variables), and the system and observation noise are Gaussian,
then the solution to the stochastic control problem can be
obtained by estimating the state by Kalman filtering [32] and
applying it to the corresponding deterministic optimal control
problem. This is called the separation principle [33].
Motivation: The above discussion provides the motivation
for this work. Instead of applying a deterministic control
approach based on fluid models, which is prevalent in the
existing literature on dissemination control in DTNs [15], [16],
[17], [18], [19], we apply a stochastic framework based on
diffusion models and the feedback provided by measurements.
Moreover, our object of interst is a specific realization of the
spreading process rather than the average trajectory described
by the fluid model. Note that a specific realization can deviate
significantly from the average trajectory (see Figs. 2 and 3),
and tracking the specific realization rather than the average
trajectory is imperative in such cases.
Motivated by the separation principle, we focus on the
tracking of a specific realization of the spreading process by
Kalman filtering (which is the first step for LQG stochastic
control problems). In general, this tracking problem can be
formulated as a Bayesian filtering problem, where the filtering
equations could be non-linear. However, by deriving diffusion
approximations for the spreading and observation processes,
we could formulate it as a Kalman filtering problem where the
filtering equations are linear and can be efficiently solved.
Consensus algorithms [34], [35] may also be applied for
tracking of the degree of message spreading. However, to be
able to track a transient process, as in our case, the averaging
must happen at a time scale exponentially faster than the time
scale at which the process itself changes [36]. Hence, even
though consensus algorithms could be useful in a completely
distributed setting, we adopt the Kalman filtering approach in
our case, where the observations collected by network nodes
are processed by a central entity.
Methods of Spreading and Measurements: We track (over
time) the degree of spread of a message in a mobile DTN
for the cases of direct delivery and epidemic routing using
Kalman filtering. We assume that there are several observer
nodes in the network that, upon meeting with user nodes, count
the number of nodes having the message. Our approach is to
keep the counting process anonymous (i.e., user identity is not
revealed to the observers) and light-weight (i.e., the history
of meetings with specific users are not maintained) so that
a sufficiently large number of (possibly, third-party) observers
can be employed for tracking purpose in order to achieve high
accuracy.
Mobility Models: The key quantities that characterize the
mobility pattern and significantly impact the performance in
DTNs are the inter-meeting times of node pairs [37]. In [38],
[39], the authors provide simulation results to show that,
for random waypoint mobility models such as the random
direction and random walk mobility models, the inter-meeting
times for individual node pairs are well-approximated by
i.i.d. exponential random variables.
In [40], [41] and [42], the authors thoroughly examine real-
world mobility traces collected in several different network
scenarios such as WiFi, vehicular GPS, GSM and Bluetooth.
It is concluded that the inter-meeting times for individual
node pairs are exponentially distributed [40], [41], but the
inter-meeting time aggregated over all node pairs is given
by a power law with exponential tail [42]. This dichotomy
was recently resolved in [43], where it was shown that if the
inter-meeting times for individual node pairs are exponentially
distributed with asymmetric rates and the asymmetric rates are
drawn from a Pareto distribution, then the inter-meeting time
aggregated over all node pairs is given by a power law with
exponential tail.
Motivated by the above findings in [37], [38], [39], [40],
[41], [42] and [43], we consider the following two cases:
• A homogeneous mobility model with i.i.d. exponentially
distributed pairwise inter-meeting times, and
• A heterogeneous mobility model with exponentially dis-
tributed pairwise inter-meeting times, where the pairwise
rates are drawn from a Pareto distribution.
The homogeneous and heterogeneous mobility models are
described in detail in Sec. II-A.
Our Contributions: A major contribution of this paper
lies in formulating the tracking of a specific realization of
the random message spreading process in DTNs as a Kalman
filtering problem. The tracking performance of a Kalman
filter, however, is only as good as the equations that are used
for representing the system dynamics and the measurements.
Often, these two equations are assumed to be known in that
the system and measurement matrices, and the auto- and
cross-correlation matrices of the process and observation noise
sequences are assumed to be known. In reality, assigning
appropriate values to those matrices such that they closely
represent the actual system and measurements is a non-trivial
task. Moreover, using incorrect values make the Kalman filter
estimates to deviate significantly from the true realization of
the process.
1. The main contribution of the paper is a rigorous derivation
of the system dynamic equation and of the measurement
equation for direct delivery and epidemic routing under a
homogeneous mobility model (Sec. III, IV and V).
For the case of homogeneous mobility (see Sec. II-A), we
model the process representing the number of nodes having the
message as a density-dependent Markov chain (see Definition
1 in Appendix A). We also characterize the measurement
process as a doubly stochastic Poisson process [44]. We
derive the diffusion approximations both for the spreading
and the observation processes, and obtain the system dynamic
and measurement equations by (a) sampling the diffusion
approximations at time instants given by a strictly increasing
sequence, and (b) obtaining recursive relations. The foregoing
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method ensures that
2. The system dynamic and measurement equations derived
under homogeneous mobility are closely related to the actual
spreading and measurement process, respectively, and the
auto- and cross-correlations of the system and measurement
noise sequences are accurately determined.
For the case of heterogeneous mobility (see Sec. II-A), the
system dynamic and measurement equations are obtained by
using “equivalent symmetric rates” that are expected values
of the Pareto distributed heterogeneous rate parameters (see
Sec. VI). We show that
3. The performance of the filter with heterogeneous mobility
is comparable to that with homogeneous mobility.
We evaluate the performance of the filter in terms of the
accuracy in detecting certain level-crossing times, i.e., the
times when the actual spreading process and the Kalman
estimation cross certain levels. This is motivated by the simple
control objective where spreading is stopped as soon as a
certain fraction (or percentage) of users have received the
message. We show that,
4. In some cases, one may be able to trade off between ‘the
mean detection delay’ and ‘the probability of early detection’
by varying the number of observers, but, in certain other cases,
the number of observers have no significant impact.
We propose a specific minimization objective by combin-
ing detection delay and early detection, and provide several
insightful observations (see O1-O8 in Sec. VII-B).
This paper differs from our earlier work [45] as follows.
In [45], the diffusion approximation for the spreading process
are obtained by casting it as a ‘number in the queue’ process.
In this paper, we have extended the analysis to include the
case of epidemic routing in a unified way by modeling the
spreading process as a density-dependent Markov chain. Thus,
the analysis (Sec. III-IV) and filtering equations (Sec. V) are
significantly generalized and can be applied to a large class
of dissemination methods. We also provide a better way of
evaluating the tracking performance exhibiting natural trade-
offs, and touch upon the issue of choosing the number of
observers for optimal performance. Moreover, we also provide
a method for tracking under heterogeneous mobility (Sec. VI).
Outline: The remainder of the paper is organized as follows.
In Sec. II, we describe our network setting and mobility
models. In Sec. III, we provide Markovian characterization
of the spreading and observation processes under homoge-
neous mobility. In Sec. IV, we derive approximations for the
spreading and observation processes. In Sec. V, we obtain the
discrete time Kalman filter using the diffusion approximations
obtained in Sec. IV. The method of equivalent symmetric rates
for the case of heterogeneous mobility is described in Sec. VI.
Simulation results and discussions with insights are provided
in Sec. VII. Sec. VIII concludes the paper. Some notation,
definitions and key results from the literature and the proof of
a theorem are provided in the appendices.
II. NETWORK SETTING AND ASSUMPTIONS
We consider a DTN consisting of S0 sources, N0 users,






Fig. 1. A DTN consisting of sources, observers and users.
and the observers are static, and are connected by a high-
speed backbone network (see Remark 1 below on mobile
sources and observers). One can think of the static sources
and observers as base stations (BSs) and/or WiFi access points
(APs), and the users as mobile terminals (MTs) and/or vehicles
with on-board wireless devices. The number of BSs and/or
APs and the number of users often remain constant for a
long period of time2 as compared to the duration of message
dissemination, and hence, are taken to be constants. Fig. 1
depicts such a DTN, which represents a sparse deployment
of BSs with a sparse population of MTs. We are interested
in tracking the dissemination of non-time-critical messages
such as advertisements and/or informations issued by the local
government in public interest.
Two nodes are said to “meet” when they come within the
communication range of each other (due to the mobility of
one or both of the nodes). The mobility model is described
in Sec. II-A. We track the degree of spread of one given
message. At time t = 0, the message is only available at the
S0 sources. When a user meets with a source, the user gets
a copy of the message with probability pS (if the user does
not already have the message). The probability 1−pS models
the link-layer error for source-user communication. Depending
on whether users also spread copies of the message to other
users, we study two basic paradigms of message forwarding,
namely, direct delivery [10] and epidemic routing [11]. In
direct delivery, only the sources spread the message to the
users. In epidemic routing, when a user j, which has the
message, meets with another user j′, which does not have the
message, user j′ gets a copy of the message with probability
pU , where 1 − pU models the link-layer error for user-user
communication.
Clearly, to be able to control the rate of spreading, the
sources need to continuously know the number of users that
have already received the message. However, in reality, a
source will not be able to know the exact number of users
that have already received the message. This could be due to
one of the following reasons:
2The number of BSs and APs typically changes when new BSs/APs are
added or old ones removed. Similarly, the number of users changes due to
new subscriptions and attrition of existing customers.
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(i) The source keeps transmitting a broadcast message, and
a user receives the message (with probability pS), but no
acknowledgment (ACK) is sent by the user because the
message is a broadcast.
(ii) The source transmits a unicast message upon meeting
with a user, which receives the message (with probability pS)
and sends an ACK, but the source does not receive the ACK
(probably, because the user has already moved out of the range
of the source).
(iii) In the case of epidemic routing, the users also spread the
message to other users, and the sources cannot count such
forwarding events.
Since the sources do not know the exact number of users
that have already received the message, they take the help of
external observers (see Remark 2). At each contact with a user,
an observer simply increments a counter if the user is found
to have the message. The observers send their observations
(counts) to a central entity using the high-speed backbone
network. The sum of the observers’ counts is used as the
measurement.
We assume that the contact duration of an observer and
a user is long enough for the observer to know exactly
whether the user has (or does not have) the message. This
is a reasonable assumption since it only requires the exchange
of two short control packets.
An observer does not (need to) know the identity of a user
that it meets with, and does not (need to) keep the history of
its meetings with specific users. Hence, one copy at one user
might be counted multiple times by the observer(s). However,
this anonymous and light-weight counting scheme allows one
to take the help of a large number of third-party observers.
Remark 1. Our analysis methodology would still apply: (i)
to mobile sources, if the observers can distinguish between a
source and a user, and (ii) to mobile observers, if they can
send their counts to the central entity with negligible delay,
e.g., by network-bridging [46].
Remark 2. A source can also act as an observer (and vice
versa). However, the source-user meetings must be indepen-
dent of the observer-user meetings.3 Thus, a node should not
act as a source and an observer at the same time, i.e., a node
should not give a copy as a source of the message to a user
and count the copy as an observer at the same time. A static
node can act as a source or an observer for a certain fraction
of time.
A. Mobility Models
Motivated by the findings in [38], [39], [37], [40], [41],
[42] and [43] (see Sec. I), we consider a homogenous and a
heterogeneous mobility model. In both mobility models, the
inter-meeting times of a source-user pair (i, j), an observer-
user pair (k, l) and a user-user pair (m,n) are exponentially




In the homogeneous case, we have βS,i,j = βS for every
source-user pair (i, j), βH,k,l = βH for every observer-user
3This is a technical requirement so that Theorem B.2 can be applied.
pair (k, l) and βU,m,n = βU for every user-user pair (m,n),
where βS , βH and βU are constants. The symmetric rate
parameters βS , βH and βU can be obtained from real-world
traces (see, for example, [47]).
In the heterogeneous case, for every source-user pair (i, j),
βS,i,j is drawn (or sampled) from the same Pareto distributed
random variable βS,Pareto. Thus, in this case, the inter-
meeting times for different source-user pairs are neither in-
dependent nor identically distributed. The Cumulative Distri-
bution Function (CDF) of the Pareto distributed rate parameter
βS,Pareto is given by





where xmin,S and αS are the scale and shape parameters,
respectively. Similarly, for every observer-user pair (k, l),
βH,k,l is drawn from the same Pareto distributed random
variable βH,Pareto, and for every user-user pair (m,n), βU,m,n
is drawn from the same Pareto distributed random variable
βU,Pareto, where the CDFs of βH,Pareto and βU,Pareto are
given by










Note that with both mobility models, the observer-user inter-
meeting times are independent of the source-user as well as
of the user-user inter-meeting times.
III. CHARACTERIZATION OF THE PROCESSES
WITH HOMOGENEOUS MOBILITY
Let X(t) denote the number of users that have the message
at time t. Note that X(t) does not include the sources. Thus,
X(0) = 0. Let Y (t) denote the total count of all the observers
up to time t, with Y (0) := 0. Henceforth, we shall refer to
{X(t), t ≥ 0} as “the spreading process” and to {Y (t), t ≥ 0}
as “the observation process” or “the measurement process”.
From the network and mobility models described in Sec. II,
it is clear that, with homogeneous mobility, the process
{X(t), t ≥ 0} is a continuous time Markov chain (CTMC)
with state space S = {0, 1, . . . , N0} and transition rate matrix
Q = [q(X,X ′)]X,X′∈S given by
Direct Delivery:
q(X,X + l) =





 (pSβSS0 + pUβUX) (N0 −X), if l = +1,− (pSβSS0 + pUβUX) (N0 −X), if l = 0,
0, otherwise.
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Given the spreading process {X(t)}, the observation pro-
cess {Y (t)} is a doubly-stochastic Poisson process4 with
(stochastic) intensity function βHH0X(t), i.e.,








where {PH(t), t ≥ 0} denotes a unit rate Poisson process
which is independent of {X(t)}. The independence can be
understood by noting that the process {PH(βHH0t)} repre-
sents the total number of observer-user meetings up to time
t, which is independent of source-user and user-user meetings
that determine {X(t)}.
IV. FLUID AND DIFFUSION APPROXIMATIONS
WITH HOMOGENEOUS MOBILITY
We obtain the fluid and diffusion approximations for the
spreading process {X(t)} with homogeneous mobility by
invoking limit theorems for density-dependent Markov chains
[48, Chapter 8], [49, Chapter 11] (see Appendix A for defini-
tion and main results). Since the observation process {Y (t)}
is driven by the spreading process {X(t)} (see Eqn. (4)),
the fluid and diffusion approximations for {Y (t)} are related
to that of {X(t)} and we obtain them by the Continuous
Mapping Approach (see Appendix B).
A. Construction of a Family of Density-Dependent Markov
Chains Related to the Spreading Process
We construct a family of density-dependent Markov chains
related to the spreading process {X(t)} as follows. Consider
a sequence of networks, indexed by N = 1, 2, . . . , where the
N -th network represents a DTN with N mobile users, S(N)
static sources and H(N) static observers with homogeneous
mobility. For the N -th network, let the source-user, observer-
user and user-user inter-meeting times be independent and ex-
ponentially distributed random variables with means 1/β(N)S ,
1/β
(N)
H , and 1/β
(N)
U , respectively. Let, at t = 0, the message
be only available at the S(N) sources. Let X(N)(t) represent
the number of users that have the message at time t, with
X(N)(0) = 0. Let Y (N)(t) represent the total count of all
the observers up to time t, with Y (N)(0) := 0. Let the link-
layer errors for source-user and user-user communications be
modeled by the probabilities 1− pS and 1− pU , respectively.
Clearly, the network corresponding to N = N0 represents
our DTN of interest containing N0 mobile users as described
in Sec. II. Thus, we have S(N0) = S0, H(N0) = H0,
X(N0)(t) = X(t), Y (N0)(t) = Y (t), β(N0)S = βS , and so
on.
Next, we show that, under appropriate conditions, the
sequence of processes {X(N)(t), t ≥ 0}, N = 1, 2, . . . ,
represents a family of density-dependent Markov chains (see
Definition 1 in Appendix A).
4A homogeneous Poisson process over time is characterized by a “constant”
or time-independent intensity. A non-homogeneous Poisson process is char-
acterized by an intensity function which is a deterministic function of time.
A doubly-stochastic Poisson process has an intensity function which is itself
a stochastic process [44, Chapter II].
1) Direct Delivery: Consider the sequence of Markov
chains {X(N)(t)}, N = 1, 2, . . . , in the case of direct delivery,
where {X(N)(t)} has state space S(N) = {0, 1, . . . , N} and











(N)(N −X), if l = +1,
−pSβ(N)S S(N)(N −X), if l = 0,
0, otherwise.
The only positive transition rate of {X(N)(t)}, which is
associated with a jump of +1, can be rewritten as










We stipulate that, for all N ,
Nβ
(N)
S = N0βS =: λ
′










(N) = pSβSS0 = pSλ
′
Ss0 =: λS , a constant.
Then the transition rate associated with a jump of +1 can be
written in a density-dependent form as







f+1(u) = λS(1− u). (5)
Remark 3. The above scaling amounts to saying that, in the
sequence of networks indexed by N , the total rate at which
a source meets with all users remains a constant and that the
ratio of the number of sources to the number of users remains
a constant. This happens, for example, when the number of
nodes in the network is increased by increasing the area of the
network, but keeping the node density, average node velocity
and communication radius for each type of nodes unchanged.
2) Epidemic Routing: Consider the sequence of Markov
chains {X(N)(t)}, N = 1, 2, . . . , in the case of epidemic rout-
ing, where {X(N)(t)} has state space S(N) = {0, 1, . . . , N}



























(N −X), if l = 0,
0, otherwise.
The only positive transition rate of {X(N)(t)}, which is















As before, we stipulate that, for all N ,
Nβ
(N)
S = N0βS =: λ
′




U = N0βU =: λ
′










(N) = pSβSS0 = pSλ
′
Ss0 =: λS , a constant, and
pUNβ
(N)
U = pUN0βU = pUλ
′
U =: λU , a constant.
The above scaling can be interpreted similarly as before (see
Remark 3). The transition rate associated with a jump of +1,
can then be written in a density-dependent form as







f+1(u) = (λS + λUu) (1− u). (6)






and applying Theorem A.1 in Appendix A, we observe that, as
N →∞, the sequence of processes {x(N)(t)}, N = 1, 2, . . . ,




= FS(x(t)), 0 ≤ t <∞, (8)
with initial condition x(0) = 0, where FS(u) denotes the
drift function corresponding to the spreading process {X(t)}.
Since there is only one positive transition rate of {X(N)(t)},
which is associated with a jump of +1, we have (see (A.1) in
Appendix A)
FS(u) = f+1(u), (9)
where f+1(u) for direct delivery and epidemic routing are
given by (5) and (6), respectively. Solving (8) with initial
condition x(0) = 0, we obtain x(t) (see Table I).
The deterministic fluid approximation for the process
{X(t)} is given by
X(t) = X(N0)(t) = N0x
(N0)(t) ≈ N0x(t). (10)
The fluid approximation N0x(t) provides a first-order approx-
imation for the spreading process {X(t)} and represents its










where x(N)(t) is given by (7), and x(t) is given in Table I,
and observe that v(N)x (0) = 0 for all N since x(N)(0) =
x(0) = 0. Then, applying Theorem A.2 in Appendix A, we
observe that, as N →∞, the sequence of processes {v(N)x (t)},













EXPRESSIONS FOR x(t), FS(u), F ′S(u), y(t), Φ(t) AND Φ̃(t).
DIRECT DELIVERY
FS(u) = λS(1− u)⇒ F ′S(u) = −λS








, 0 ≤ t <∞




, 0 ≤ t <∞
EPIDEMIC ROUTING
FS(u) = (λS + λUu)(1− u)⇒ F ′S(u) = −λS + λU − 2λUu
x(t) = 1− λU+λS
λU+λSe
(λU+λS)t


























, 0 ≤ t <∞
with vx(0) = 0, where {BS(t)} is a standard Brownian motion
and F ′S(u) :=
dFS(u)
du represents the derivative of the drift
function FS(u) and is given in Table I.
To solve (12), we consider the equivalent (in distribution)






then solve it with initial condition vx(0) = 0, and obtain (see







where Φ(t) is the solution to the ODE
dΦ(t)
dt
= F ′S(x(t))Φ(t), Φ(0) = 1.
The function Φ(t) is given in Table I.
The diffusion approximation for the spreading process
{X(t)} is given by








The diffusion approximation N0x(t) +
√
N0vx(t) provides a
second-order approximation for the spreading process {X(t)}
in that the randomness in {X(t)} is approximated in terms of
a Brownian motion {BS(t)}. The larger the value of N0 the
better the approximation.
C. Approximation for the Observation Process
Recall that the Poisson process {PH(t)} counts the number
of observer-user meetings and is given by (4). Since Y (N)(t)
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denotes the total observer count in the N -th network, we write


















where we stipulate that, for all N ≥ 1,
Nβ
(N)
H = N0βH =: λ
′










(N) = βHH0 = λ
′
Hh0 =: λH , a constant.
The above scaling amounts to saying that, in the sequence of
networks indexed by N , the total rate at which an observer
meets with all users remains a constant and that the ratio of
the number of observers to the number of users remains a
constant. The scaling can be interpreted similarly as before
(see Remark 3).
Next, using the continuous mapping approach (see Ap-
pendix B), we obtain an approximation for the observation
process {Y (t)} in terms of the approximations for the spread-
















We have the following important result, which we prove in
Appendix C.
Theorem 1. As N →∞, the sequence of processes {v(N)y (t)},
N = 1, 2, . . . , converges in distribution to the process {vy(t)},
where



















Φ(u)du and {BH(t)} is a standard Brow-
nian motion that is independent of {BS(t)}.
Proof: See Appendix C.
The diffusion approximation for the observation process
{Y (t)} is given by








Remark 4. Notice that (i) the randomness in the Poisson
process {PH(t)} is approximated in terms of the Brownian
motion {BH(t)}, and (ii) the diffusion approximation for the
observation process {Y (t)} depends on the randomness in the
spreading process (through {BS(t)}) as well as that in the
cellection of measurements at observer-user meetings (through
{BH(t)}).
TABLE II
EXPRESSIONS FOR αk , γk , γ′k , E[w
2
k], E[wknk] AND E[n
2
k] IN CASE OF
DIRECT DELIVERY.
αk = e









































V. DISCRETE TIME KALMAN FILTERING
WITH HOMOGENEOUS MOBILITY
In this Section, we derive the discrete time equations for
Kalman filtering. To that end, we sample the fluctuation pro-
cesses {vx(t)} and {vy(t)} at discrete time instants given by
a strictly increasing sequence {Tk, k ≥ 0}, with T0 = 0. Any
strictly increasing sequence 0 < T1 < T2 < · · · < Tk < · · · ,
may be considered, but the following two possibilities are
natural:
1) Constant Intervals: In this case, Tk = kT , for some
constant T > 0.
2) Triggered by Observations: In this case, the estimates
are updated at observer-user meetings.
Defining
vx,k := vx(Tk), k = 0, 1, 2, . . . ,
we obtain the system dynamic equation from (14) as












vy,k := vy(Tk), k = 0, 1, 2, . . . ,
we obtain from (20) the measurement equation as:


















EXPRESSIONS FOR αk , γk , γ′k , E[w
2
k], E[wknk] AND E[n
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− 1)(Tk+1 − Tk) + (λS)
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[log(λU + λSEk+1)− log(λU + λSEk)]− λHλU λS(Tk+1 − Tk)












we obtain, rk+1 = rk + n1,k, sk+1 = sk + n2,k and
zk+1 = zk + nk. (27)
Notice that, for all i 6= j, wi and wj depend on the value
of the Brownian motion {BS(t)} over non-overlapping time
intervals. Thus, the process noise sequence {wk} is white.
However, the measurement noise sequence {zk} = {rk+sk} is
sequentially correlated [51] because the increment sequences
{n1,k} = {rk+1 − rk} and {n2,k} = {sk+1 − sk} are white.
Thus, we adopt the measurement differencing approach [51],
[32]. Defining
v′y,k := vy,k − vy,k−1, for all k ≥ 1, (28)
with vy(0) = 0, the modified measurement equation becomes
v′y,k+1 = vy,k+1 − vy,k
= γk+1vx,k+1 + zk+1 − γkvx,k − zk
= γk+1(αkvx,k + wk) + zk+1 − γkvx,k − zk
= γ′kvx,k + z
′
k , (29)
where γ′k = γk+1αk − γk and z′k = γk+1wk + nk.
The process noise sequence {wk} and the modified mea-
surement noise sequence {z′k} are white with
wk ∼ N (0, Qk), and z′k ∼ N (0, Rk),




modified measurement noise is correlated with the process
noise. The modified measurement noise z′l is correlated with
the process noise wk if and only if l = k. We define
E[wkz
′
l] := Ckδkl, where δkl denotes the Kronecker delta
function which is equal to 1 if k = l, and equal to 0 otherwise.










k] + 2γk+1E[wknk] + E[n
2
k]. (31)
The expressions for αk, γk, γ′k, E[w
2
k], E[wknk] and E[n
2
k]
in case of direct delivery and epidemic routing have been
summarized in Tables II and III, respectively.
A. The Filtering Algorithm
Let v̂+x,k denote the Kalman estimate of vx,k at time k after
taking into account k measurements up to vy,k, i.e.,
v̂+x,k = E[vx,k|vy,1, . . . , vy,k].
Let P+k denote the corresponding error covariance, i.e.,








where Ŷ (Tk) and y(Tk) denote the actual measurement (i.e.,
observers’ total count) and the value of y(t), respectively, at
time Tk. Defining
v̂′y,k := v̂y,k − v̂y,k−1,
we apply Kalman filtering with sequentially correlated mea-
surement noise as follows:
Step 1: Start with v̂+x,0 = 0, P
+
0 = 0 and vy(0) = 0 (so that
v′y,k can be computed for k ≥ 1 upon the availability of the
measurement vy,k for k ≥ 1).
Step 2: For k ≥ 1, apply the measurement v̂′y,k to compute
v̂+x,k and P
+



































We obtain the estimates for the process as









x,k provides an estimate of the fluctuation of the
process about its mean, at time Tk.
9















Fig. 2. Value of Kalman filtering as compared to deterministic average
fluid path for homogeneous mobility and S0 = H0 = 1, N0 = 50,
βS = 0.002, βU = 0.0002, βH = 0.2.
VI. HETEROGENEOUS MOBILITY
For the case of heterogeneous mobility, first we obtain
“equivalent symmetric rates” for source-user, observer-user
and user-user meetings, denoted by β̃S , β̃H and β̃U , re-
spectively. The equivalent symmetric rates β̃S , β̃H and β̃U
are, essentially, the expected values of the corresponding
Pareto distributed rate parameters βS,Pareto, βH,Pareto and
βU,Pareto (recall the heterogeneous mobility model described
in Sec. II-A). Then, we obtain the system dynamic and mea-
surement equations by applying the framework of Sec. III-V
for homogeneous mobility, but using the equivalent symmetric
rates β̃S , β̃H and β̃U .
To evaluate the performance of the filter for the case
of heterogeneous mobility, however, we schedule the actual
node meetings in simulations (see Sec. VII) according to
the heterogeneous mobility model described in Sec. II-A.
Thus, with heterogeneous mobility, the system dynamic and
measurement equations are not as accurate representations of
the actual system and mesurements as that with homogeneous
mobility, and the performance of the filter may be expected to
degrade. However, we show that the performance of the filter
for the case of heterogeneous mobility is comparable to that
for the case of homogeneous mobility (see Sec. VII).
VII. PERFORMANCE OF THE FILTER
We developed a customized simulator in MATLAB to
simulate the DTN setting described in Sec. II. The sum
count of all the observers is used as the measurement and
is continuously fed to a central entity where Kalman filtering
is performed (recall our assumption in Sec. II that the sources
and the observers are static and are connected by a high-
speed backbone network). The Kalman filter tracks the process
{X(t)} triggered by observations.
First we provide the rationale behind tracking a specific
realization by using observations instead of just using the
detrministic average trajectory, which is the fluid path given by
N0x(t) (see Table I). Fig. 2 compares the actual realization,
the deterministic fluid path and the Kalman estimation for



















Fig. 3. Value of Kalman filtering as compared to deterministic average
fluid path for homogeneous mobility and S0 = H0 = 1, N0 = 50,
βS = 0.002, βU = 0.0002, βH = 0.002.
homogeneous mobility and S0 = H0 = 1, N0 = 50,
βS = 0.002, βU = 0.0002, βH = 0.2. We observe that the
specific realizations can indeed be different from the deter-
ministic average trajectory, and the observations pertaining
to a specific realizations provide valuable information for
tracking. If the specific realizations are too different from
the average trajectory, then the observations must be taken
at higher frequency. For example, as shown in Fig. 3, a lower
rate of observations with βH = 0.002 results in worse tracking
performance. However, thanks to the fluid path, the overall
shape of the Kalman filter’s estimated trajectory is largely
maintained as in the true realization.
In summary, the deterministic average trajectory guides
the tracking algorithm between two consecutive observation
instants and the observation provide corrections about this
deterministic average fluid path.
Next, we quantify the performance of our filter. We obtain
results with S0 = 1 source, N0 = 50 users and H0 =
1, 2, 3, 4, 5, 10, 15, 30, 50 observers. Our results are averaged
over 1000 simulation runs. In the simulator, we schedule the
meetings between every pair of nodes according to expo-
nentially distributed inter-meeting times with an appropriate
rate. For the case of homogeneous mobility, all source-user
meetings occur at the same rate βS , all user-user meetings
occur at the same rate βU , and all observer-user meetings
occur at the same rate βH , with βS = βU = βH = 0.002.
For the case of heterogeneous mobility, for every pair of
nodes, we first sample the rate parameter from an appropriate
Pareto distribution (as described below) and then schedule
their meetings according to exponentially distributed inter-
meeting times with the sampled rate.
To be able to compare the performance of the filter for
homogeneous and heterogeneous mobilities, we choose the
scale parameters of the Pareto distributed rate parameters for
the heterogeneous case in such a way that their expected
values are equal to the corresponding symmetric rates for the
homogeneous case. Thus, we set
αU
αU − 1
xmin,U = βU , (32)
10






































Fig. 4. Trade-off between mean detection delay and probability of
early detection for epidemic routing with homogeneous mobility.
where xmin,U and αU denote the scale and shape parameters
of βU,Pareto (see Eqn. (3)), and similarly for source-user
and obser-user meeting rates. We make sure that the Pareto
distributions have finite variances, which requires that the
shape parameter of the Pareto distributions be larger than
2. In particular, we take αS = αH = αU = 2.5.
A. Performance Metrics
We evaluate the performance of the Kalman filter in terms
of the accuracy in detecting certain level-crossing times, i.e.,
the times when the actual spreading process and the Kalman
estimation cross certain levels. This is motivated by the simple
control objective where spreading is stopped as soon as a
certain fraction (or percentage) of users have received the
message. We consider the target levels L = 15, 25, 50, 75, 90.
Let TL denote the time when L% of the users actually
receive the message (in the simulation). Let T̂H0L denote
the time when the Kalman filter concludes that L% of the
nodes have received the message, where the superscript H0
emphasizes the dependence on the number of observers, H0.
Note that the Kalman estimates can cross a level from below
and from above multiple times, but we note the time when
the level is crossed from below for the first time. We study the
performance of the filter in terms of the following performance
measures:
Late Detection. If T̂H0L > TL, then the Kalman filter detects
the level-crossing later than when it actually happens. The
mean detection delay, DH0L , is defined by
DH0L = E
[





Also, due to late detection, more than L% of users receive the
message by time T̂H0L . Then, the mean percentage of extra
users that receive the message up to Kalman detection time
T̂H0L is defined by
eH0L = E
[





where X(T̂H0L ) denotes the number of users that actually
receive the message up to Kalman detection time T̂H0L . We



























































Fig. 5. Mean percentage of “extra users receiving the message”
eH0L and “missed users” m
H0
L for direct delivery with homogeneous
mobility.

























































Fig. 6. Mean percentage of “extra users receiving the message”
eH0L and “missed users” m
H0
L for direct delivery with heterogeneous
mobility.
obtain DH0L and e
H0
L by averaging over all those simulation
runs in which T̂H0L > TL holds.
Early Detection. If T̂H0L < TL, then the Kalman filter wrongly
concludes a level-crossing before it actually happens. Then, the
probability of early detection, pH0ED, is defined by
pH0ED,L = P (T̂
H0
L < TL).
We obtain pH0ED,L as the fraction of simulation runs in which
T̂H0L < TL holds. Also, due to early detection, less than L% of
users have actually received the message by time T̂H0L . Then,
the mean percentage of users that are missed due to the early
detection is defined by
mH0L = E
[





We obtain mH0L by averaging over all those simulation runs
in which T̂H0L < TL holds.
Remark 5. The case T̂H0L = TL occurs with zero probability,
and hence, is ignored.
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Fig. 7. Mean percentage of “extra users receiving the message” eH0L
and “missed users” mH0L for epidemic routing with homogeneous
mobility.
























































Fig. 8. Mean percentage of “extra users receiving the message” eH0L
and “missed users” mH0L for epidemic routing with heterogeneous
mobility.
B. Results and Observations
Figure 4 depicts the trade-off between the mean detection
delay and the probability of early detection for epidemic
routing with homogeneous mobility. In Figure 4, results for
different target levels have been plotted in different colors
and line styles. For each level L, the corresponding polyline
starts at the point (DH0L , p
H0
ED,L) corresponding to H0 = 1.
The start points are marked with small circles. Then, for each
level L, the corresponding polyline connects to the points
(DH0L , p
H0
ED,L) corresponding to H0 = 2, 3, 4, 5, 10, 15, 30,
50, in that order. Referring Figure 4, we observe that
O1. There exists a trade-off between the mean detection delay
and the probability of early detection. The trade-off is that an
increase in the number of observers results in a decrease in
the mean detection delay, but the probability of early detection
also increases.
However, the trade-off exhibited in Figure 4 may not always
exist. For example, we have observed that
O2. With heterogeneous mobility, the number of observers
has no significance for higher target levels L = 75 and 90,



































Fig. 9. Distance from the origin for direct delivery with homogeneous
mobility.




































Fig. 10. Distance from the origin for direct delivery with heteroge-
neous mobility.
and less significance for L = 50 (plots not shown here due
to space constraints, but Figures 6 and 8 shown later provide
some evidence to this fact).
If the trade-off exists, one might be able to choose an ap-
propriate number of observers, H0, to minimize any weighted
combination of DH0L and p
H0
ED,L. Next, we consider a specific
way of combining detection delay and early detection. In
Figures 5-8, we show how the number of observers affect
the percentage of “extra” and “missed” users. In these plots,
we say that a point (eH0L ,m
H0
L ) on the polyline for level L
corresponds to an optimal number of observers if its euclidean
distance from the origin is less than (or equal to) that of all
other points on that polyline. In Figures 9-12, we show how
the euclidean distance from the origin,
√
(eH0L )
2 + (mH0L )
2,
varies with the number of observers. Referring to Figures 5-
12, we make the following observations:
O3. The maximum mean percentage of missed users, mH0L ,
lies between 6-12%. The maximum mean percentage of extra
users receiving the message, eH0L , lies between 9-25%. This
worst-case performance can be improved by choosing an
appropriate number of observers.
O4. For direct delivery with homogeneous mobility, increasing
12





































Fig. 11. Distance from the origin for epidemic routing with homo-
geneous mobility.

































Fig. 12. Distance from the origin for epidemic routing with hetero-
geneous mobility.
the number of observers results in better performance. In prac-
tice, one may choose H0 = 10 observers because the marginal
improvement above and beyond H0 = 10 is negligible.
O5. For direct delivery with heterogeneous mobility, increas-
ing the number of observers results in better performance only
up to H0 = 5 for L = 15 (resp. H0 = 4 for L = 25). In other
cases, choosing an appropriate value of H0 is difficult due to
highly non-monotonic behaviour of the “distance” metric with
H0. In practice, it is desirable to use the minimum number of
observers, i.e., H0 = 1.
O6. For epidemic routing, H0 = 30 appears to be a good
level-independent choice except for the level L = 90. For
L = 90, using more than H0 = 15 observers could, in fact,
be detrimental.
O7. The appropriate number of observers for epidemic routing,
in general, is larger than that for direct delivery because the
rate of spreading for epidemic routing is faster than for direct
delivery due to spreading by users.
O8. With heterogeneous mobility, the percentage of missed
nodes, mH0L , at a high target level L = 75 or 90, and with
large H0, is higher than that with homogeneous mobility.
Indeed, with heterogeneous mobility, some node pairs have
much larger (resp. smaller) meeting rates than the average rate.
Attainment of a high target level is delayed due to the slower
paths, but observations become biased due to the faster paths.
The heterogeneity of observer-user meeting rates increases
with H0. This explains the higher value of mH0L at higher
target levels and with larger H0.
VIII. CONCLUSION
In this paper, we have tackled the problem of tracking the
degree of message spread in DTNs under direct delivery and
epidemic routing. In addition to providing a solid analytical
framework, we also provided insightful observations validated
with simulations. Several processes of interest in computer and
communication networks can be modeled as density-dependent
Markov chains. Our most important contribution is that we
provide a framework for designing Kalman filters to track such
processes.
We have accounted for the delay and noise in collect-
ing measurements by individual observers, but ignored the
potential delay and noise in combining the measurements
from all the observers by assuming the existence of a high-
speed backbone. Extension to the case in which combining
the measurements from mobile observers is also governed by
mobility can possibly be tackled by applying the continuous
mapping approach once more.
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APPENDIX A
DENSITY-DEPENDENT MARKOV CHAINS
In this appendix, we recall the definition of and two limit
theorems for the so-called density dependent Markov chains
[48], [49]. First, we fix some notation. The set of integers
(resp. real numbers) is denoted by Z (resp. R). The space of
d-dimensional vectors with integer (resp. real) components is
denoted by Zd (resp. Rd). The absolute value of a scalar b is
denoted by |b|. The euclidean norm of a vector z is denoted by
‖z‖. The transpose of a vector z (resp. a matrix G) is denoted
by zT (resp. GT ).
Consider a one-parameter family of continuous time Markov
chains {Z(n)(t), t ≥ 0}, indexed by n = 1, 2, . . . , where
{Z(n)(t)} has state space S(n) ⊂ Zd and transition rate matrix
Q(n) = [q(n)(Z,Z ′)]Z,Z′∈S(n) .
Definition 1 ([48], [49]). The family of Markov chains
{Z(n)(t), t ≥ 0}, n = 1, 2, . . . , is called density-dependent
if there exist a subset R of Rd and continuous functions fl,
l ∈ Zd, with fl : R → R, such that





, l 6= 0.
In practice, instead of considering all possible l ∈ Zd, one
only needs to consider a much smaller set L, where
L = {l ∈ Zd : l 6= 0, q(n)(Z,Z + l) 6= 0 for some Z ∈ S(n)},
that is, one considers only those values of l ∈ Zd that
correspond to the transitions that can actually occur in the
Markov chain with positive rate. For all l /∈ L, one can set
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fl identically equal to zero. Henceforth, we only consider
transitions with positive rates.




lfl(u), u ∈ R. (A.1)
Note that F (u) = (F1(u), . . . , Fd(u))T is a d-dimensional
column vector of functions, because l is a d-dimensional
column vector. Define the Jacobian matrix of F by





, . . . , ∂Fi(u)∂ud
)
denotes the gradient
of the function Fi, and u = (u1, . . . , ud).
Defining the density process {z(n)(t)} by z(n)(t) :=
Z(n)(t)
n , we recall the Functional Strong Law of Large Num-
bers (FSLLN) for density-dependent Markov chains (see [49,
Chapter 11, Theorem 2.1]).
Theorem A.1 (Ethier & Kurtz [49]). Suppose that for each





and there exists MK > 0 such that






z(t) = z0 +
∫ t
0
F (z(u))du, t ≥ 0. (A.3)





‖z(n)(s)− z(s)‖ = 0,
almost surely.
Remark 6. Theorem A.1 says that, when the drift function F (·)
is uniformly bounded and Lipschitz continuous over compact
subsets of R, then, as n → ∞, the density process {z(n)}
converges uniformly over compact subsets to a deterministic
function z(·), almost surely, to a process {z(t)} given by (A.3).




where {z(n)(t)} is the density process and {z(t)} is its
deterministic limit given by (A.3), we recall the Functional
Central Limit Theorem (FCLT) for density-dependent Markov
chains (see [49, Chapter 11, Theorem 2.3]).
Theorem A.2 (Ethier & Kurtz [49]). Suppose that for each









v(n)z (0) = vz0 ,
where vz0 is a constant. Then, as n→∞, {v
(n)
z (·)} converges
in distribution to vz(·), where vz(·) is the solution to the
stochastic integral equation












where {Bl(·)}, l ∈ L, are independent standard Brownian
motions (each corresponding to a transition with positive rate)
and z(t) is given by (A.3).
APPENDIX B
CONTINUOUS MAPPING APPROACH
The continuous mapping approach exploits previously es-
tablished stochastic-process limits and the Continuous Map-
ping Theorem to obtain new stochastic-process limits [52].
We recall a particular version of the Continuous Mapping
Theorem (CMT) which specifies the conditions under which
convergence is preserved for composition plus addition. First,
we define some notation.
The identity mapping is denoted by ι. The empty set is
denoted by ∅. The composition of two functions f and g is
denoted by f ◦ g. The set of discontinuities of a function g is
denoted by Disc(g). Let (E,m) denote a metric space with
metric m. The space of functions φ : [0,∞) → E that are
continuous are denoted by CE [0,∞). The space of functions
φ : [0,∞)→ E that are right-continuous and have left limits
are denoted by DE [0,∞). We are particularly interested in the
case E = Rd, and use the simple notation Cd (resp. Dd) to
denote CRd [0,∞) (resp. DRd [0,∞)). The subset of functions
in C1 that are nondecreasing (resp. strictly increasing) is
denoted by C1↑ (resp. C1↑↑). The subset of functions in D1
that are nondecreasing (resp. strictly increasing) is denoted
by D1↑ (resp. D1↑↑). The cartesian product of two spaces S
and S′ is denoted by S × S′. Convergence in distribution is
denoted by⇒. A stochastic process can be viewed as a random
element in a suitable space. The joint convergence in distribu-
tion of the sequence of random elements {(z(n)a , z(n)b , z
(n)
c )},







c )⇒ (za, zb, zc).
Next, we recall the particular version of CMT that we shall
apply in Appendix C (see [52, Theorem 13.3.1]).
Theorem B.1 (Whitt [52]). Let ψ1, ψ3 and ψ
(n)
1 , n ≥ 1, be
random elements of Dd; let ψ2, ψ(n)2 and ψ
(n)
3 , n ≥ 1, be
random elements of D1↑; and let cn ∈ Rd for n ≥ 1. If(
ψ
(n)








⇒ (ψ1, ψ2, ψ3)
in Dd × D1↑ × Dd, and ψ2 ∈ C1↑↑ and









3 ⇒ ψ1 ◦ ψ2 + ψ3 in Dd.
When applying Theorem B.1 in Appendix C, we shall
establish the requirement of joint convergence in distribution
by invoking independence (Theorem B.2) and convergence in
distribution to a deterministic limit for one of the components
of the joint random elements (Theorem B.3). Theorems B.2
and B.3 are from [52, Theorem 11.4.4] and [52, Theorem
11.4.5], respectively.
Theorem B.2 (Whitt [52]). Let, ∀n ≥ 1, ψ(n)1 and ψ
(n)
2
be independent random elements of separable metric spaces
(S′,m′) and (S′′,m′′), respectively. Then there is joint con-
vergence in distribution (ψ(n)1 , ψ
(n)
2 ) ⇒ (ψ1, ψ2) in S′ × S′′
if and only if ψ(n)1 ⇒ ψ1 in S′ and ψ
(n)
2 ⇒ ψ2 in S′′.
Theorem B.3 (Whitt [52]). Suppose that ψ(n)1 ⇒ ψ1 in a
separable metric space S′ and ψ(n)2 ⇒ ψ2 in a separable









PROOF OF THEOREM 1
We observe that v(N)y (t) can be rewritten as





where φ(N)1 (t) =
PH(Nt)√
N




x(N)(t) is given by (7), and cN =
√
N .
By the FCLT for Poisson processes, under CLT-type scaling,
a sequence of scaled Poisson processes converges to a standard
Brownian motion as the scaling parameter goes to infinity.
Thus, as N →∞, we have
(φ
(N)




where {BH(t)} is a standard Brownian motion that approx-
imates the randomness in observer-user meetings, and is
independent of {BS(t)} (which approximates the randomness
in source-user and user-user meetings).















where v(N)x (t) and vx(t) are given by (11) and (12), respec-
tively. Recalling the independence of {PH(t)} and {X(t)},
we observe that, for all N ≥ 1, {φ(N)1 (t)} and {φ
(N)
2 (t)}
are independent processes. Then, applying Theorem B.2 (see
Appendix B), we obtain, as N →∞,((
φ
(N)















Next, we observe that, x(N)(t) → x(t), almost surely,
implies that x(N)(t) ⇒ x(t), since almost sure convergence
implies convergence in distribution. Then, by continuous map-




Observing that y(t) is a deterministic function, we apply
Theorem B.3 (see Appendix B), to conclude that((
φ
(N)

















Finally, observing that y(t) is strictly increasing and con-
tinuous, we apply Theorem B.1 (see Appendix B), and obtain
(20).
