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УМНОЖ ЕНИЕ СУММИРУЕМЫХ ДВОЙНЫ Х РЯДОВ
И. Г Кулль
Кафедра математического анализа
Введение
Исследованием условий сходимости или суммируемости ряда- 
произведения, полученного в результате умножения кратных 
рядов, занимались многие математики, в том числе Флорэнс 
М. Мэарс [14], Л. Чезари [4, 5], И. М. Шеффер [22], X. И. Га­
мильтон [10], JI. Шметтерер [20, 21], и советский математик 
В. Г Челидзе [30]. В работах указанных авторов доказывается 
около 20 теорем об умножении кратных (в том числе особенно 
двойных) рядов, где ряд-произведение составлялось, главным об­
разом, по правилу Коши.1 Однако следует отметить, что в этих ра­
ботах рассматривалось почти исключительно умножение сходящих­
ся рядов.2 Суммируемость (методами Рисса, Абеля и арифметиче­
ских средних) ряда-произведения изучалась в немногих случаях. 
При доказательстве вышеупомянутых теорем об умножении рядов 
пользовались методами математического анализа и теории функ­
ций, которые существенно зависели от рассматриваемых методов 
суммирования. Лишь в статье Гамильтона [10] использован бо­
лее общий метод линейных преобразований для изучения умно­
жения сходящихся кратных рядов. Однако результаты, получен­
ные при помощи метода линейных преобразований, непосред­
ственно трудно применимы, если рассматриваемые методы сум­
мирования имеют сколько-нибудь сложную форму. От этих недо­
статков свободен т. н. метод билинейных преобразований.
Целью настоящей работы является разработка метода били­
нейных преобразований и применение его к исследованию про­
блемы умножения суммируемых двойных рядов.3 По этому методу 
проблема умножения рядов сводится к билинейному преобразо­
ванию классов последовательностей, которое должно удовлетво­
рить определенным условиям. Из этих условий получаем данные, 
нужные для суммируемости ряда-произведения.
1 Исключениями являются работы Мэарс [14] и Шметтерера [21], где 
применялись соответственно правила умножения Дирихле и Лорана.
2 Об умножении суммируемых двойных рядов известна только одна 
теорема Мэарс ([14], стр. 708, теорема XV).
3 Методом билинейных преобразований пользовались П. А. Фроли [7] 
и А. Алексевич [1] для исследования умножения простых рядов.
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Соответственно избранному в настоящей работе методу в пер­
вой главе изучаем полилинейные операторы. В этой главе обоб­
щаем теорему Хана-Банаха-Штейнгауза, которая является основ­
ной для вывода условий линейных и билинейных преобразований 
классов двойных последовательностей.
Во второй главе изучаются методы суммирования Вороного- 
Нерлунда, Чезаро и взвешенных средних Рисса для двойных ря­
дов, главным образом включение этих методов. Оказывается, что 
используя включение рассматриваемых в данной проблеме мето­
дов суммирования, можно упростить систему условий для сумми­
руемости ряда-произведения.
Третья глава посвящена изучению условий суммируемости 
ряда-произведения, где ряды-сомножители суммируемы при по­
мощи методов Вороного-Нерлунда, Чезаро или взвешенных сред­
них Рисса. Ряд-произведение составляется (кроме последнего 
параграфа) по правилу Коши. В последнем параграфе дается 
анализ правил умножения для двойных рядов. Полученные в этом 
случае теоремы можно рассматривать как обобщения результатов 
Алексевича [1].
I. Полилинейные операторы 
§ 1. Основные понятия и формулы
Оператор z =  f(x 1 , я*), значения которого г принадлежат 
банахову пространству Z и аргументы х соответственно банахо­
вым пространствам Xt (г = 1 , к), называется полилинейным 
(или ^-линейным), если для любых х{ х{'ъXi выполнены сле­
дующие условия:4
1° оператор ^-аддитивен, т. е. аддитивен относительно каж­
дого переменного:
f(x 1 , , , хк) = f ( x , , х{ хк) -f
+  / (* 1 , Xi" , хк);
2° оператор ^-однороден, т. е. однороден относительно каж­
дого переменного:
f(x i, , Xxiy xk) = t f ( x lt  Xi Хъ),
где Я — произвольное комплексное число.
Из 1° (или 2°) следует, что
f(x 1 , , Bi хк) =  0,
где 0 i — нулевой элемент Xif и 0  — нулевой элемент Z.
Полилинейный оператор f (xi , хк) называется непрерыв­
ным в точке (xi°, , х,к° ) , если для любого е >  0 найдется такое 
д >  0, что из неравенства | Xi — х? | <  д следует неравенство
II f(x 1 хк) — f(x 1°, Хк°) II < £ .
4 В дальнейшем условие « t = l ,  k» приписывать не будем.
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Полилинейный оператор называется непрерывным во всем 
пространстве Х\ X  X  (или просто непрерывным), если он 
непрерывен в каждой точке пространства Х\ X  X
Полилинейный оператор f(xx , , хк) называется ограничен­
ным, если существует такая постоянная М, то имеет место не­
равенство
II /(*, дс*)|| <  М II Xl II I! хк II (1)
ДЛЯ любого Xi 6 Xi.
Нормой 11/11 полилинейного оператора f(x i x&) назы­
вается нижняя грань чисел М, удовлетворяющих соотношению (1) 
Норму полилинейного оператора можно вычислить по формуле
II f II =  s и р li /(*, , , хк) ||. (2)
II xi\\ =  1
Доказательство формулы (2) аналогично доказательству соответ­
ственной формулы в случае оператора одного переменного.6
Справедлива следующая
Т е о р е м а  I. Для непрерывности полилинейного оператора 
необходима и достаточна его ограниченность.7
Доказательство необходимости аналогично доказательству в 
случае оператора одной переменной.8
Для доказательства достаточности пользуемся неравенством
II /(* 1 , ,x k) — f(x 1°, хк°) II <
<  Ц / ( * 1  — * 1°, * 2  Хк) II +  || f(xi° Х2 —  Х2° Х3 , , **) 1 +
4 “ '~f* II , Хк-1°, Х к —  Х к° )  ||
и применяем формулу (1).
Можно доказать, что из непрерывности полилинейного опера­
тора в одной точке пространства Х\ X  X  Хк следует его не­
прерывность.
§ 2. Двойные последовательности полилинейных операторов
Определяем следующие классы двойных последовательностей 
х =  {£тп}, где Ьпп (m, п =  0, 1, .) принадлежат некоторому 
банахову пространству X: с — класс сходящихся последователь* 
ностей (предел lim gmn существует); rnc — класс ограниченно схо- 
т, я ->оо
дящихся последовательностей (х е с и | £тп || =-0(1 )); г — класс 
регулярно сходящихся последовательностей (х е с , пределы 
Hrnt-mn (л =  0, 1, ) и \\т£тп (tn — 0, 1, ) существуют); 
т-> оо л->-эо
5 Так обозначаем топологическое произведение пространств Х\, ,Х к.
6 Колмогоров, Фомин [26], стр. 120.
7 Бурбаки [3], стр. 47.
* Люстерник, Соболев [27], стр. 136.
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1 — класс абсолютно сходящихся последовательностей
(^ 11 £тп | <  о о ) ; С; — класс стесненно сходящихся последова­
тельностей (соотношение lim £тп =  U (х) имеет место, если
т, /2->оо
1 tn
у  —  при любом фиксированном Я >  1) 9
Пусть заданы функции <р(т) >  pi >  0, у{п) >  ^  >  0 и 
%(т,п) ^  >  0, которые неограниченно возрастают при т ^ о о  
или п ->■ оо. Введем следующие классы двойных последователь­
ностей: czу ( х 6 с, lim ® ( « = 0 ,1 ,  .) ,lim  -^-  =  0 (т  =
т-^оору ’ о )
€
=  0,1, .)); (х е с , существуют пределы lim (п = 0,1,...)
и lim ^ р - (т  =  0, 1, ...)) и с™ (х е с , sup-— (« =  0,1, ...)
^  т <p w ) * '
и sup -11- 7- ' < о о  (т  =  0, 1, ..)). 
n v гр(п) ^  п
Кроме того, пусть с*, ссу и с™ классы двойных последователь­
ностей, отличающиеся соответственно от классов cz^ и 
только тем, что в них ф (т ) и у(п) заменены функцией 
х (т , п) 10
Вышеприведенные классы назовем классами сходимости. 
Наконец, определяем следующие классы двойных последова­
тельностей (т. н. классы ограниченности): ш — класс ограни­
ченных последовательностей (|| %тп | =  О (1), т , п — 0,1, .);
m — класс ультимативно ограниченных последовательностей 
(|| gmn | =  0 (1 ), если т , п >  N(x))\ гпя — класс стесненно огра­
ниченных последовательностей (|| £тп || — О (1), если у  < Я , 
при любом фиксированном Я >  1); (л:€Ш, sup ^~^у  < о о
(п =  0, 1,...), sup (т  =  0,1, ...)); Ш™ (Л6Ш,
< о о ( я  =  0,1, •), s u p ^ 4 ) < ° °  (Л1 =  0,1. •))•
9 Если индексы и пределы суммирования не указаны, то суммирование 
происходит по всем целочисленным значениям индексов от 0 до с».
2 £ |ц 2 £ (П 2
10 Классы с ^ ,  с £(рхр» сх> сх и су назовем классами Челидзе; ifip
и с впервые рассмотрены в работе Челидзе [29].
Соотношения между вышеуказанными классами представим 
следующей схемой
где, например, 1->-г означает 1 С  г.
Скажем, что двойная последовательность полилинейных опе­
раторов
{Zmn} тп (-^1 Хк) } (3)
сходится во всем пространстве Х\ X  Х ^  в смысле а (где а 
означает один из классов сходимости), если для любой л^еXi 
двойная последовательность {zmn} принадлежит классу а.
Скажем, что двойная последовательность (3) сходится во всем 
пространстве Xi X  X  %к в смысле а к полилинейному оператору 
f{x 1 , , хк), если для любой xt е Xt имеют место соотношения 
{zmn}6 а и
lim fmn {xx , , хк) =  f (xi , , хк)
т ,  п ос
(где в случае а =  с; стремление m и п к бесконечности ограни­
чивается неравен ством -^-<  Я при любом фиксированном
А > 1 )
Скажем, что ^двойная последовательность (3) ограничена во 
всем пространстве Х\ X  X  Хк в смысле /? (где /? означает один 
из классов ограниченности), если для любой xte Xi имеет место 
соотношение {zmn} е /?.
Легко видно, что взаимоотношения между понятиями сходи­
мости в смысле а и ограниченности в смысле двойной последо­
вательности (3) во всем пространстве Х\ X  X  Хк можно оха­
рактеризовать при помощи приведенной схемы.
Имеет место следующая
Т е о р е м а  II. Для того, чтобы двойная последовательность 
непрерывных полилинейных операторов (3) была ограниченной 
во всем пространстве Х\ X  X  Хк в смысле /? (где /3 означает 
один из классов ограниченности), необходимо и достаточно, чтобы
{|| fmn ||) G /?. (4)
Д о к а з а т е л ь с т в о .  Достаточность условия (4) в ы т е к а е т  
из соотношения
|| Z mn |j =  || fmn (*1  , Xjc) || ^  || fmn || || X\ || || X k ||.
Для доказательства необходимости условия (4) предполагаем 
сначала, что множество норм
\\fmn(xi, , хк) II, т , пеГ , (5)
значений операторов (где Г  означает совокупность индексов вида
1 ftl
т , п =  0, 1, , или m, п >  N, или — — <  А) не ограничено ни
на каком произведении Si X  X  замкнутых сфер, где 5, с  Х {. 
Поэтому найдутся оператор fm ji^m \ , пкеГ) и точка ^ !б5, такие, 
что
| /«.л, (JC11, -^Ä1) || >  1- * (6)
В силу непрерывности оператора fm ni неравенство (6) выполняет­
ся на некоторой произведении S i1 X  X  S*1 замкнутых сфер, где 
•Sj1 {Xi} гj1) а  S{. На S i1 X  X  множество (5) опять не огра­
ничено. Поэтому найдутся оператор fm2„2 {т.2 п2е Г )  и точка
л:,-2 6 S*1 такие, что
\\fm2„2 (xi2 , , л:*2) || >  2.
Таким образом, получаем последовательность замкнутых вложен­
ных сфер {Sip)p , где можем предполагать lim r f  =  0. Тогда суще-
_  _  р->оо
ствует точка X ibSf {р — 1, 2, .), в которой
II fmpnp {Xl хк) II > р  (т р, пр еГ ). (7)
При этом можем предполагать, что в случае Г =  {т, N) и 
Г  =  { у  <; у  <! /} индексы т р и пр вместе с р стремятся к бес­
конечности. Действительно, если, например, индексы т р нельзя 
выбирать стремящимися к бесконечности, то т р <  М (р  =  1, 2, .). 
Но взяв тогда в первом случае N' >  М, можем утверждать огра­
ниченность множества (5) на некотором произведении замкнутых 
сфер. Во втором случае из неравенств т р <  М (р =  1, 2, .) вы­
текает, что по меньшей мере один из операторов/ трПр(р =  1, 2, .) 
не является непрерывным.
Учитывая всё сказанное, видим, что неравенство (7) противо­
речит предположению об ограниченности последовательности (3)
полилинейных операторов во всем пространстве I i  X  X  X* 
в смысле /?.
Предположим теперь, что множество (5) ограничено на неко­
тором произведении Si X  X  $к замкнутых сфер, т. е.
||.//ял (^-1 j > х к ) | ®
если х/е8{(хр, п). Для произвольного х {е Xi элемент х ’{ при­
надлежит сфере Si(xP, ri), где
ге
Xi =  Щ +  Xi°, щ =  ТГ— Г, Xi.
Далее получаем
fmn{ai , , а к) = ^ f mn(xi" Хк" ) ,  (8)
где х{' суть х{ или — xf. В сумме правой части равенства (8) 
2к слагаемых. Все слагаемые ограничены:
II fmn{x ” , хк") II <  К, т , пе Г, 
ибо х^, xf>eSi(Xi°, rt) Следовательно,
II fmn(ai a*)||<M' т ,п е Г ,
и
,**)|| <  ~r^-- I! х х | ||x*|| IU , | ||jc*||, 
r \ • rk
m,ne Г
Учитывая определение нормы, полилинейного оператора, полу­
чаем, что | fmn || <  М, если т , п еГ
Отмечаем, что в случае ограниченности в смысле шя величины 
К, М ' и М могут зависеть от Я; в случае ограниченности в смысле 
или нужно повторить приведенные рассуждения, кроме 
того, для простых последовательностей полилинейных операторов
f fm n (xu . . . , x k) 1 Г fm n  (*1.••• . \
1 <р ( т ) im  ’ I хр (П) ) п ’
или соответственно
Г/тл (*!»•• • * £  \  f f m n ( * l>1
/ / я ’ i У ( т ,  П) )пI Х(т >п) ’ т 1 Х >п
Этим теорема II полностью доказана.
Основным для вывода условий линейных и билинейных пре­
образований классов двойных последовательностей является сле­
дующее обобщение теоремы Хана-Банаха-Штейнгауза: 11
Т е о р е м а  III. Для того, чтобы двойная последователь­
ность (3) непрерывных полилинейных операторов сходилась во 
всем пространстве Х\ X  X  Хк в смысле а, необходимо и доста­
точно, чтобы
1° ш, если а =  г, ШС;
2° сходимость последовательности (3) в смысле а имело место 
на множестве Ri X  X  Rk, где — основное множество про­
странства
Д о к а з а т е л ь с т в о .  Необходимость условия 1° вытекает 
из схемы (на стр. 7) и теоремы II, необходимость условия 2° 
очевидна.
Д о с т а т о ч н о с т ь .  Пусть xt — любой элемент простран­
ства Xi и л:,-0- — линейная комбинация элементов основного мно­
жества пространства Х{. Последнюю можно составить так, чтобы 
J| Xi — Хг° II <  а, где д — произвольное фиксированное положи­
тельное число.
Применяем неравенство:
т™, если
ш, если 
шя, если
если
|| fmn{Xi , , Хк) fm’n' {Х\ , , Хк) | ^
^  | fmrir^ X 1 , Xjc— i , Х]с Х]Р) || —|—
+  || fmn{x 1 Xk- 2  , Xk-i —  Хк-1°, Хк°) || +
~Ь • +  II fmn(x 1°, , Хк°) — fm 'n ' ( * 1°, , Хк°) || -|- -|- 
+  || fm 'n ' (X i  , Х ь - 1 , X j ? — X k)\\.
На основе условия 1° найдется число М ^>  0 такое, что 
1) \\U\\<M, если т , п =  0, 1, ; а =  г, тс;
рп’»
3) || fmn || ^  М, если у  <! <; Я (здесь М может зависеть от Я), 
а =  С;
11 Хан [8], стр. 9, теорема III; Банах [2], стр. 79, теорема 3.
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Обозначим max (|| xt ||, || xP ||) =  h. Тогда получим
i
|| fmn^Xi Xk) jm'n' (X\ Xk) | ^
<  II fmn(xi°, , XjP) — fm’n' (*1° Xk°) || -f 2kMhk~{Õ,
если индексы m, n и m n '  удовлетворяют, соответственно смыслу 
сходимости, условиям 1), 2) и 3) в приведенном перечислении.
На основе 2° если индексы т , п, т ', п', кроме того, доста­
точно большие, то
|| fmn{xi°, , Хк°) fт'п' (*1°, , -^ ä°)|| <С -4- 1 ’
где £ — как угодно малое положительное число. Если
 ^ ^ _____ е______
(26 +  1 ) M h k~ l
ТО ..-г!5!1-“
| fmn (-^1 | , Хк) fm’n' (-^1 > » Xjc) | £•
В случае сходимости в смысле г нужно доказать еще суще­
ствование пределов
lim fmn (хх хк) и lim fmn {хх , , хк)
т  ->оо п-^ -со
ДЛЯ любой ТОЧКИ Xi 6 Xi.
В случае сходимости в смысле или нужно доказать 
существование пределов
1- fтп^х 1» > Kk) 1- fтп(хl> > xk)
lim ---- - --Г— lim -------- .---  (9)
у (т,п) ’  ^ у (т.п.) у ’ш->-оо Л ' ’ ' п->~со '
или соответственно
Нш ,-ап(Х' ’:  lim (Ю)
т + со п +  оо V-(n)
для любой точки Xi&Xi. Все это можно показать аналогично только 
что приведенному рассуждению.
В случае сходимости в смысле или нужно доказать
равенство пределов (9) или соответственно (10) нулевому эле­
менту 0. Это следует из неравенства типа
1 fтп {Хх , , Хк) | ^  1 fmn (Х\ , , Х]с-х , Хк —  Х]Р) 1 т-(—
+  || fmn (Х\ , Xjc- 2  Х к-\ —  Х к-\°, Xfc°) || -f- -f-
+  || fm n (x  1°, , Х к°)  | | <  || f mn {X i° , Х к°)  || +  M k h k~[õ.
Этим можно считать теорему III доказанной.
Имеет место следующая
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Т е о р е м а  IV Если двойная последовательность (3) непре­
рывных полилинейных операторов сходится во всем пространстве 
A”i X  X  Хк в некотором смысле а, то предельный оператор 
f(x  1 Хк) является непрерывным полилинейным оператором
во всем пространстве Х\ X  X  Хк.
Доказательство теоремы IV аналогично доказательству соот­
ветственной теоремы для простой последовательности операто­
ров.12
Проследив теперь доказательство теоремы III, легко убедить­
ся, что верна следующая
Т е о р е м а  V Для того, чтобы двойная последователь­
ность (3) непрерывных полилинейных операторов сходилась во 
всем пространстве Х\ X  • X  Х к в смысле а  к непрерывному по­
лилинейному оператору f(X\ хк), необходимо и достаточно, 
чтобы
1° выполнялось условие 1° теоремы III;
2° сходимость последовательности (3) в смысле а к непре­
рывному полилинейному оператору f(x i , хк) имела место на 
множестве X  X  Rk, где Ri — основное множество простран­
ства Х^
§ 3. Линейные преобразования классов двойных последовательностей
Начиная с этого параграфа мы рассматриваем классы двой­
ных последовательностей комплексных чисел, сохраняя при этом 
прежние их обозначения.
Пусть заданы любые два класса а и двойных последователь­
ностей. Возникает вопрос: какие условия необходимы и доста­
точны для матрицы А =  (Отпш) {tn, п, k, I — 0, 1, .), элементы 
которой — комплексные числа, чтобы при любом х =  {£и)еа было 
х' =  {£'«„> с/?, где
£ тп == £  О'тпЮ. ^kl {?П, П == 0, 1, .) ( 11)
k,l
Эти условия, для краткости, назовем точными условиями для ли­
нейного преобразования а /?.
При этом разумеется, что двойной ряд (11) при любыхх е а 
и т , п =  0, 1, сходится (т. е. преобразованная последователь­
ность {£'w„} существует). Так как последовательности х е а  при 
любых фиксированных т и п  должно соответствовать комплекс­
ное число £'тп, то линейное преобразование (11) можно рассмат­
ривать как двойную последовательность функционалов
fmn (■%) —: 2 ;  Škl {t7l, tl -— 0 ,1 , .) , (12)
k,l
12 Хан [8], стр. 8, теорема II.
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где функционалы (12) определены в классе а. Очевидно, для 
того, чтобы при любом лгеа было х'е/2, необходимо и достаточно, 
чтобы последовательность функционалов (12) при любом хеа  
принадлежала классу /?. Требуемые точные условия для линейных 
преобразований а-^/3 (исключением является случай а ^  1, 
/3 =  1) можно получить при помощи теорем II и III.
В дальнейшем рассматриваем только те линейные преобразо­
вания классов сходимости, которыми позднее воспользуемся в 
рассмотрении умножения рядов. Отметим, что линейные преоб­
разования классов т с  и г изучены в работе Гамильтона [9] и в 
его совместной работе с Хиллом [11] (в последней работе при 
помощи методов функционального анализа) Результаты для 
этих классов мы приводим здесь в целях полноты изложения. 
Преобразования класса абсолютно сходящихся двойных последо­
вательностей рассмотрены в работе Мэарс [19] (при помощи 
классических методов), но в форме (36).13 Отметим, что преобра­
зование 1 -> 1 для простых рядов рассмотрено методами функцио­
нального анализа в работах Сунучи [23] и Кноппа-Лоренца [12].
Преобразования с*^ и ся изучены в работе Челид­
зе [29] при помощи классических методов.14
1. О п р е д е л е н и я  н о р м ы  в к л а с с а х  д в о йн ых  
п о с л е д о в а т е л ь н о с т е й
В классах тс, г и 1 определяем норму элемента х =  {£тп} со­
ответственно
в т с  и г: || х | =sup | £тп |, (13)
т,п
в 1: ll* ll =  ^ l f - | .  ('4)
В случае преобразования классов Челидзе мы должны рассмат­
ривать подклассы с*^(тг), с*у (г), с ^ (г ) , с* (г;, с ; (г), с™ (г)
(которые сокращенно обозначаем с ^ ( 'г )  и с^(г), причем здесь
и в дальнейшем д означает z, с или т ) , определяя их следующим 
образом:
13 В [19] Мэарс называет последовательность {Umn} абсолютно сходя­
щейся, если <  о о .Umn ^ т —\,п U т,п—\ “Ь ^ т —\,п—1 
u В определении класса у Челидзе [29] I  фиксирован.
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Õ б 
х£Суц (г), если х е с ^  и имеет место соотношение
SUp | £тп | <\ оо', 0  5)
т ,  г  +  1
Õ $ 
х е с  (т), если х е с у и имеет место соотношение (15).
(5 (5
Очевидно, что имеют место равенства U
3 <5 õ $
U сх(г) =  с%. Норму в классах с(рц (т) и с^(т) определяем те­
перь следующими формулами
в с?  (гг):||*|| =  т а х  (шах —) j , sup  Ü ^ d
** т ,п<г m >^  <р{т) ’
я < т
SUp f e Р  SUPm < т  ^  ' / w , n > r + l  ( 16 )
-(-1
B (r) ; | л: | =  max (sup \r~~, sup ||«„|). (17) 
т , п > т / Л т ’ п) m , n >  r - j-1
Нетрудно убедиться, что классы mc, г, 1, c j^  (г) и (т) с
нормами соответственно (13), (13), (14), (16) и (17) превра­
щаются в банаховы пространства.
2. О с н о в н ы е  м н о ж е с т в а  в п р о с т р а н с т в а х  
д в о йн ы х  п о с л е д о в а т е л ь н о с т е й
s
Определяем следующие двойные последовательности:
еы (к, 1 =  0,1, .), еш=  <С>, где Ä  =  ес™ и v =  1'
и ^  10, в остальных случаях;
вк (k =  0, 1, .) <*={£**}; 
е1 (1 =  0, 1, .), е1 =  { £ р ;
е> е =  Щ1Ь
_  &k(k =  0, 1, .), eÄ= { £ * v}, где ^ „ = 0 ,  если и
— любая последовательность из чисел 1 и 0.
ё1 (1 =  0,1, .), & =  (|Д>, где £ Д = 0 , если v ^ l  и 
<*„!> — любая последовательность из чисел 1 и 0.
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Основные множества изучаемых пространств следующие (ин­
дексы k и / имеют все неотрицательные целочисленные значения*
если не указано противное)
\
r — eki_, б]с, е1, е; 
шс — ек, ё1 е;
1 — вы;
с^ ( * )  и с* (г) — ек1,ёк {k =  r +  1, . ) , ё ' ( /  =  т + 1 ,  . ) , * ? ;  
cipy(r) ета 6fc(^ =  T + l ,  .), ё1 (/ =  т -f- 1, .), ek\p{v)—  
=  ^ kfivW W  {k =  0t \, %),
^ V ( ^ )  =  (/ =  0, 1,  т), e;
(т) в*(^ =  т+ 1, .). e7 (/ =  r -f- 1, .),
e > W  =  {?*yv;W> (Ä& 0,1, t),
ё1<р{/л) =  {£Д.<рО*)} (/ =  0 ,1,  , т), e;
(т) —  eki ёк (k — x -)- 1, ■ ), ё1 (/ =  т +  1, .),
»0 =  (£ ,» ')}  (& =  0, 1, , t),
е7я(/*. 0 =  {£ ilvX W )>  (/ =  0,1, r), e; 
с” (гг)— ё*(Л =  т + i, .). e'(/ =  r - f  1, .)
ё*х№> v) =  {TkftvX(k’ v)} (£ =  0,1, r),
^ (y “, 0 =<-ŠMlx(f*> 1)У (1 =  0,1, r), e.
3. Т о ч н ы е  у с л о в и я  для  с у щ е с т в о в а н и я  
п р е о б р а з о в а н н о й  п о с л е д о в а т е л ь н о с т и
Точные условия для существования {£'тп} в случае преобразо­
ваний пространств двойных последовательностей — следующие:
для т с  и г — атпк11 <* оо (т, п =  0. 1, .), at
k, i
для 1 — sup I атпШ I <  оо (т, п =  0, 1, .),
А, I
для (г) — ai и
(ргр ' '
ф {k) | ttmnkl | 00 (^ , ^ =  0, 1, \ I = ’ 0, 1, , т),
а4(*>
I а тпы к  ОО (т , п =  0, 1, ; k => 0, 1, , т);
i
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для с6 (т) — ai и 
/
^ % { k ,  I) | Отты | <  оо  (m , п =  0, 1, ; / =  0, 1, т)
* а5(тг)
J ?  %{k, I) | Отпы | <  оо  (т , п =  0, 1, ; k ■=> 0, 1, т)
i
4. Н о р м а  ф у н к ц и о н а л о в
Норма функционалов (12) выражается следующими форму­
лами:
В т с  ИЛИ Г \\fmn | == | ttmnkl | {tn, П =  0,1, •). (18)
к,1
В 1 II fmn | :=: S U p I  CLmnkl I ( т ,  / 2 = 0 ,  1, ) ,  (1 9 )
1 1 k,l ' 1
Т оо, г
в Счгр (v) — \ frnn | =  У (Ä) v  (f) I Ф (k) | I +
к, Ь=0 \ i b , l= z  + 1.0
г, оо оо
Н- |ö m/z£/| +  | Я>и/7/г/‘[ (/W, Я =  0, 1 , .), (20)
оо
6
в cz (r )~||/'««||==:^ ^ ( ^ /)| ^ ft/|- f ^ |fl««A/| (т,п =  0,\,...). (21) 
*.1 > г *Л=т +1
Сравнивая пункты 3 и 4, видим, что существование {£'wn} во
всем пространстве mc, г, 1, с° (г) или (г) и непрерывностьI6 ИЛИ
<РЧ> X
функционалов в тех же пространствах — эквивалентные понятия.
5. У с л о в и я  для  х'еШ;
Легко можно получить из формул (18), (19), (20) и (21) точ­
ные условия для хг£ т х. Например, в случае преобразования про-
/ чстранств с ^ (т) получаем следующие точные условия:
| атпМ | <  М  (Я) {т, п)х, c t
k,i
J j ? ср (k) | amnki | -< M t (Я) ((т ,п)х, 1 =  0 ,1 ,.. ,т),
к С4(г)
^  у  (/) | атпы | <  M kr (Я) {{т, п)к, k — 0,\ 
i
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/ ча в случае преобразования пространств (т) получаем следую­
щие точные условия: Ci и
У  %{к,1)\атпы\<М"{1) {{т, n )h  / =  О, 1, , г),
* с5(г-)
^  *(&, /) | | <  М к'"(Х) ( (т, я )я, k =  0, 1, г);
i
где символом (т , я) я обозначаем значения индексов т  и п в пре­
делах <  Я при любом фиксированном Я >  I .15
6. О б  э л е м е н т а х  ёк и ё1 о с н о в н о г о  м н о ж е с т в а
Требуя сходимость, например, в смысле с, на основном мно­
жестве пространства тс, получаем для последовательности ёк 
следующее условие:
lirn fmn (ek) =  lim У  amnki =  l k (G), (22)
m,nj^oo
leG
где G — произвольное подмножество множества неотрицатель­
ных целых чисел, упорядоченных по их величинам. Так как усло­
вие (22) трудно применять, то целесообразно преобразовать его 
в более удобную форму. Именно, учитывая
2  I Опты I <  м к, если m ,n ^ N ,  
i
условие (22) эквивалентно следующему:
lim 10-mnki Q-fci I === 0 {Jz =  0,1 ), d4 (L)
т ,п  х)
I
где aki =  lim атпы ( М  =  0, 1, .) 16
т ,п ^ о о
Можно показать, что d4 (II) влечет равенство
lim У  amnki =  Y a kl (23)
т,п^,оо ^  ^
leG 1еО
при любом множестве G неотрицательных целых чисел.
15 Условия ai, а4(г) и as(t) вытекают из условий соответственно ci, с4(т) 
и с5(т); если же класс ся понимать как в [29], то условия аь а4(т) и as(r) 
самостоятельны.
16 Хилл и Гамильтон [П], стр. 156— 157. См. также Харди [28], стр. 
66—69, и Хан [8], стр. 13— 16.
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Аналогичным образом можно поступить и в случае сходимости 
в смыслах тс, г и сх
7 П р и м е р
Найдем точные условия для линейного преобразования 
с*_^ся Для этого найдем прежде точные условия для преобра­
зования с* (,г ) ^ с я. Для существования Ц'тп) и ограниченности 
в смысле m я точные условия суть Ci и С б (т ) .  И з  сходимости в 
смысле с на основном множестве пространства с^(т) получаем 
(учитывая пункт 6) условия:
lim Q'mnki=z cl\
(m,n) д ^ о о  kJ
чаем из условий cb d3, Cs(r) и d4(:r), где последние два должны 
выполняться при любом т.
8. О б о з н а ч е н и я  у с л о в и й для  ли н е йн ых  
п р е о б р а з о в а н и й
а 1 J£\amnki\<°° {т,п  =  0,1, .); 
k ,i
32 Q-mnkl — 0, еСЛИ k Cmnl (^ 2> fly I — 0,1, .) ,
CLmnkl= о, если I >  С'тпк (т , п, k =  0,1, .); 
а3 sup | cimnki [ <  оо (т , п =  0,1, .);
lim у \ атпы — \\татпы\ =  0 (/ =  г + 1 , )
(тв\~ Л-V-N
и d*W
Так как с* =  Uc*(r), то точные условия для с*-*Сд полу-
к,1
а 4 \атпы\<со (т , п, I =  0, 1, .),
к
^ W ) \ amnki\<  оо (m, п, k =  0, 1, .);
18
^5 | &mnkl j oo (m, ti, 1 =  0,1, .),
k
| amnM\ <  oo (m, n, k =  0, 1, .);
i
k i I I ^  M  (m , я > Л 0 ;  
k,i
b2 =  0, если m ,n ,k^>  Ct (/ =  0, 1, .), 
dmnki =  0, если m, n, l >  C*' (& =  0, 1, .);
Ьз SUp | CLmnkl | M  (Ш, /2 ^  A )^ ’, 
ktl
Ci | &тпЫ | M  (Ш, tl =  0 ,1 ,  .) \
k,l 
^2 Q-mnki== 0, если k Cl (tn, tl, l =  0,1, .), 
dmnki =  0, если / >  Ск' (m, n, k =  0, 1, .); 
c3 sup |a mnk i| M  (m, я  =  0, 1, .); 
k,i 
^4 ф {& ) | &mnkl | A l i ( X )  ((/7Z,/Z)p , 1 = 0 ,  1, .), 
k
£  W )  I “ тпы | <  Mk1 (Я) {{т,п)х , k — 0, 1, .); 
i
Сб ^ Я ( а д | я * т А / | <  W ^ A )  ((/Я,/|)Л, / =  0, 1, .)•
k
X(k,l) | amnki | MkUI(Я) ((/w,/z) ,^ & =  0, 1, .);
i
lim o^ mnki== dki (k, l =  0,1, ; 
m,n-¥ oo
d2 lim Y a w ,  =  at (/ =  0, 1, .),
m,n-*oo
k
lim ümnki== & k (k === 0, 1, .);
m,n -у oo
i 
d3 lim  ü m n k l== ö ;
m,n -*> oo
A,/
h  lim
m,n -*■ oo m,n —* oo
m,n
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j Clmnkl 1 Q-mnkl | — 0 (/ 0, 1, .) ,
^  т.п. ■со
Ä
lim | Gmnki — lim cimnki | == 0 (k 0, 1, .),
m,n -+ oo  ^ ' m ,n-*c o
Hm Clmnkl — CLnkl (л, k , / 0, 1, .) , 
m-+ oo
lim Clmnkl —• Cl}mkl ( t t l ,  k , l  0, 1, .) ,
n со
fg lim Clmnkl —  ö /г/ (/1, / 0, 1, .) ,
m -*■ со ■”
k
lim d m n k i= =  ( t i ,  k  =  0, 1, .),
m -*o o  l
lim у  amnW =  fl“ I (m, / =  0, 1, .).
n-*-00 ' 
k
J ?  Clmnkl =  a™ k ( m ,  k  =  0 , 1 ,  • ) ;
i
f3 lim У а м и =  й! ( л =  0,1, .), 
m ~*'co kj
lim V  dmnki =  a lm (m =  0, 1, .); 
n_>00 Ä,/
f4 lim V | a w /  — lim awz| =  0 (n, 1 =  0, 1, .),
/я -► oo m -► oo
k
| Clmnkl Hm Clmnkl | == 0 (л, k  7 0, 1, .) , 
m->oo
l
lim | cim nki lim cim nki | === 0 ( t r i ,  l =  0, 1, .),
n ->-CO n-^-OG
k
lim V  lim =  0 (m, Ä =  0, 1,
я-> о о  /z->- oo
g (&,/ =  o, 1, .);
lim
n-*- oo
lim
m -> co
/
b^3  У ,  j ttmnkl lim (Imnkl | = = '0  ( /  =  0 , 1, .)
im  fi\ л -s^ -n r  ■ / ^  ~\ _____ 7(/” ,«);. >oc ~
lim У  */>(/) I Лилы — l>m flW/| =  0 (& =  0, 1, .); 
{m,n)x*->00  ^ (/и, oo
% (k , L) | Clmnkl lim йтпы | =  0  ( /  =  0 , 1, . ) ,  
( О Т , ( / П , Л ) Я->оо
lim x(k,/)|ümnki Hm #от„д>/| =  0 (k =  0, 1, .).
9. П е р е ч е н ь  т о ч н ы х  у с л о в и й для  лине йных  
п р е о б р а з о в а н и й ,  п р и м е н я е м ы х  в д а н но й
р а б о т е  1 7
17 Точные Уровня для преобразований 1) — 9) приведены в работах
[9] и [1!]. Вывод точного условия для 1-► I аналогичен выводу в случае 
простых рядов. J
2) с т с
3) с->г
4) т с  с
5) т с  т с
6) т с  г
8) г ^ - т с
10) !Vc
11) 1 т с
12) 1->г
13) 1^-1
с-> с ai 32 , b 1 , Ьг с!з, d4 ;
Ci C2 , d3, сЦ ;
c i , с2 d3 d4, f3 f4;
ai , bi d3, d4;
Ci d3 d4 ;
Ci , d3 , d4 f3 f4 ;
ai , bi , di d2, d3 ;
Ci , di , d2, d3 ;
ci , d, , d2, d3, f| , f2, f3 ;
a3 , b3 di ; 
c3 di ;
c3, di , fj ; 
g ;
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14) т с  ->• С; : ai
15) г->ся ai
16) 1->еЛ а3
17) ^  СЯ ai
18) <^рЦ) ai
19) C“v Ч ai
20) ai
21) at
22) ся ai
i Ci C4 0 з , d4; 
t Ci , C4 , de, . hi ;
i , Ci , C4 , d3 Ь з ; 
 , Э5, C i, C5 , d3 d4;
, a5 , ci , c5 d3 d4 h.2 ;
 , a5 , Ci , C5 d3 h4 ; 
где буквы, отмеченные черточкой, означают, что данное условие 
должно выполняться, если у  -С ~  ^  А при любом фиксированном
Я >  1; притом пределы не должны зависеть от Я, но величины М 
могут зависеть от Я.
Отметим, что условия ai , а 4 и as вытекают из условий соот­
ветственно Ci , с4 и Сб Если же класс с ; определить как в работе
[29], то условия ai , а 4 и as самостоятельны.
Отметим, наконец, что точные условия для преобразований
6 „ 6
СЯМОЖНО ВЫВОДИТЬ ИЗ ТОЧНЫХ условии ДЛЯ С£->- ся если взять
в последнем случае %{k, I) =  cp(k) ц>(Г).
10. Ф о р м у л ы  для  в ы ч и с л е н и я  п р е д е л а  
п р е о б р а з о в а н н о й  п о с л е д о в а т е л ь н о с т и
На основе теоремы V можем получить формулы для вычисле­
ния предела U' — lim £ тп преобразованной последовательности
т,п->~ оо
{£'«»}.
<$ S
При преобразовании пространств тс, с ^ ( г ) ,  с^(т) и клас-
0 S
сов с, Суу, Су получаем соотношение
U' =  aU + £  akl ~  U)» (24)
k.i
где U =  lim £тп.
т,п-+ оо
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{/' =  a t / + 2 > i ( Š «  —  U,! — Ul +  U) +  ^ a k'(U k' — U) +  
*•' * (25)
l
где £ / /= l im £ fc/ (/ =  0,1, ) « U'* =  lim £*/ (6 =  0,1, .).
k-+co /-♦oo
При преобразовании пространства 1 получаем соотношение
U' =  J £ a klŠkl. (26)
k,i
Для доказательства соотношений (24), (25) и (26) нужно по­
казать их справедливость на основном множестве соответствую­
щих пространств. При доказательстве формулы (24) учитываем 
соотношение типа (23). В случае класса с нужно поступить иначе 
(см. напр. Гамильтон [9] стр. 49).
Чтобы имело место соотношение
U' =  U, (27)
в случае формулы (24) необходимы и достаточны условия 
а =  1, aki =  0 (&, / =  0, 1, .); 
в случае формулы (25) необходимы и достаточны условия 
а =  1, ак1 =  0 [k, /== 0, 1, .). 
сц= 0  (/ =  0, 1, .), ак' =  0 (k =  0, 1, .);
а в случае формулы (26), где U =  У необходимы и доста­
точны условия
ам =  1 (k, I =  0, 1, . . ) .
Достаточность этих условий очевидна, необходимость же про­
веряется непосредственно.
§ 4. Билинейные преобразования классов двойных последовательностей
Пусть заданы любые классы а, и у двойных последователь­
ностей. Условия, при которых матрица
А =  (ümnklst) (т , П, k , l , s , t =  0, 1, .)
преобразует любые последовательности х =  {£w„}ea и у =  {г)тп}ер 
в последовательность z =  {£,/т}еу, где
fmn (х>у) == Šmn == CLmnklst^ klVst (ШУП =  0, 1, . .), (28) 
k,l,s,t
назовем условиями для билинейного преобразования +
При преобразовании пространства г получаем соотношение
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Норма функционалов (28) в пространствах гпс X »  и г X  1 
выражается формулой
\\fmn\\= sup У \amnkist\ (т ,п  =  0,1, .) , (29)
s,t
k,l
а в пространстве 1 X  1 формулой
||Утя|| — SU p  \ dmnklst\ (ГП, П =  0,1, .)
k, l,s,t
В пространствах mc X  т с > т с  X  г, г X  г» а также в йростран- 
ствах * 4  xpi (гг) X  (г), и сд/л (г) X  с 6/г (t) можем найти лишь
верхнюю границу нормы функционалов (28). которая будет со­
ответственно
Ct-mnklst | (т , п — 0, 1, .). (30)
г со,г т, оо оо
i l m  < ( 2  v A № i(D +  ž < ? A k ) +  2 > . ( / ) +  2 J )
k ,i= o  k ,i— т+о,1 ä , /= o ,t  + i * ,/= т + 1
Т ОО,Т т,оо оо
( ^  ^  Vs(5)-h +  2 ! )  \йтпкШ\
S , t  —  О 5 . ^  =  Т + 1 , 0  5 , ^ = 0 , Т +  1 S , t  —  T  - j - 1
(m, п — 0, 1, .). (31)
оо оо
||/тл||-< ( ( М )  +  Ž ) ( I  X i  ( s ’ t )  “ h  I )  | ümnklst |
* ,/>т  *,г=г+1 $,f> т j,/=t-(-i
(m, я =  0, 1, .). (32)
Приведем доказательство формулы (29) Обозначим
SU R J £ |  a tnnklst\ =  Л1 /ЯП •
*,/
Взяв последовательности х — {$тп)етс и * /=  fymjGl, получаем
| fm n  (•*-> ?/) | | Q-mnklst^kl |j \Vst К
Ä,/
< И  ž ( 2  | dmnklst | j j 1 M  mn | X  j] | 1) ||, 
s,t k,l
и, следовательно,
k,l
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fmn(-X) £st) — Q-mnklstŠkl 
k,l
следует, что
||./wm||^  SUp | Clmnklst Škl == | Q-mnklst | (•$, ^ = 1>0, .) -
W = 1  V  M
Что касается соотношений (30), (31) и (32), то в некоторых 
случаях можно знак неравенства отбросить. Например, в случае, 
если
Г ämnki, если s =  т  — k и
&mnklst== "j t : Н /, (^3)
[ 0, в остальных случаях.
Тогда, например, в случае (30)
т,п
J ?  &mknlst ŠklVst —  CLmnkl^klt]m — k,n — l i  
k,l,s,t k,l — 0
и при r)st= l  (s,t =  0,1, .), £ki= sgn йтпы получаем
m,n
f m n ( x * f в) ==  \(lmnkl\ == J / ?  \&mnklst\ 
k,l — 0 k,l,s,t
В дальнейшем (кроме последнего параграфа III главы) рас­
сматриваем треугольные билинейные преобразования, т. е. преоб­
разования, элементы матрицы которых удовлетворяют условию
dmnklst ==  0  ,
если выполняется хотя бы одно из неравенств: k >  т , s ^  т ,
I >  п или t^> п.
Вывод условий для билинейных преобразований аналогичен: 
выводу условий для линейных преобразований. Отдельные усло­
вия билинейных преобразований обозначим аналогичным образом 
как для линейных преобразований. Так, например, условие d3r
означает: lim \’amnkist =  ast(s,t =  0 ,1 ,...), что можно понимать
т,п->оо
k,l
как соединение условий d3 и di , где d3 применено к индексам 
т , п, k и /, а di применено к индексам т , п, s и t.
Условия для билинейных преобразований рассматриваемых 
нами классов двойных последовательностей следующие:
1) ш с Х  1-^тс : с 1 з , d3i d4i ;
2) г X  1 т с  : ci3, dn , d2i , d3! ;
3) 1 X  1 : c33 dii ;
С другой стороны, из соотношения
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4) mc X  1 г Ci3 , dei d4i ?3I f 41 5
5) r X l - ^ r Cl3 di 1 , d2i d3i fll ?2i b i ;
6) I X l - ^ r C33 , d„ f 11 ;
7) 1 х  1-^ 1 gg; 18
8) т с  X  П1С т с Сц d33 , d34 , d43 d44
9) т с  X  г т с Сц d3i > d32 , d33 d4i d42. d43 ;
10) г Х г - > т с Сц , d„ , di2 dl3 , d21 d22 , d23 , d3i
d32 , d33 у
И ) т с  X  т с  г Cli d33 d34 , d43 d44, 3^3 » 3^4 , f43 , f 44
12) т с  X  г г Cli > d3i , d32 , d33 d4i , d42 , d« f31
13)
f32 , 3^3 , f « ,  f42 f43;
г Х г ^ г Cil dn di 2 , d n , d2i , d22 , d23 , d3i
d32 d33 » fll , f 12 f 13 2^1 , f22 f 23 bi
f 32 , ^зз;
14) С<рхр X  Сфхр ->■ Cli , Cl4 C41 , c44 d33 , d34, d43 d44 у
15) ргр (^р\р СА C i l C l  4 , C41 c44 d33 , d34 , d43 d44
d3hi dühi h d3 , hid4 hn ;
16) С х С ^ с , Сц C i  4 C41 c44, d33, dsh3 h3d3 Ьзз
17) CZ X C Z ^ CA C l  1 , Cl5 C51 C55 d33 , d34, d43 d44 У
18) 4 X c > q Cl 1 C15 , C51 C55 d33 d34 , d43 , d44
d3h2 d4h2, h2d3 , h2d4 Ьгг;
19) с; х с > с л : Ci 1 , C15 C51 C55 d33, d3h4, h4d3, h44
20) с ; , ,  X  т с  ^  с, : Cli , C41 d33 d34 d43 d44;
21) с ^ Х т с - > с , Cil C41 d33, d34 , d43 d44, hid3 , hid4
22) с " , ! ,  X  т с  ^  с, : C i l  , С41 d33, d34 h3d3 , h3d4 ; *■4
23) c j x m c ^ c i  : C l i C 5 1 d33 d34 , d43 , d44 ,
24) с ' х  т с  - >  с, : C i l  , C 1 5  , d33 d34 d43 d44, h2d3, hžd4
25) с "  X  т с  с; Cil , С51 d33 d34 h4d3 h4d4
Условия для билинейных преобразований 1)—7) точные, для 
остальных преобразований 8)—25) достаточные. Именно, остается
открытым вопрос о необходимости условий Сц Си d44 d44
f44 > Ci4 , C4 1 , C1 5 , C51 , c44 , C5 5 , h3d4 h4d4, Изз и h44 в каждом от­
дельном случае.
Можно показать, что в частном случае, если матрица били­
нейного преобразования выражается в виде (33), приведенные 
условия для преобразований 8)—25) являются точными.
18 Вывод точного условия для 1X 1 • аналогичен выводу точного 
условия для 1->1 в случае простых рядов (Кноп, Лоренц [12], теорема 1).
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Для вычисления предела lim£™n =  W преобразованной после-
т,п->оо
довательности {£тп} можем применять те же формулы (24), (25) 
и (26), как в случае линейного преобразования, только с тем раз­
личием, что величины а , аы аг и ак нужно понимать иначе, а 
именно
г vl lim У а тпкш\+ У  l lim У  атпшА (Vst — V), 
\т>п-> ° о ~  j  /
а  =
если р =  с, т с , или с " ;
V / lim У  атпыЛ +
4- У  ( amnkis\ —  Vt-\- v)-\-
+  У /  lim y aOTnftJ ( ^ / - V 0  +
,  Vl, /
(34)
+  У  ( lim у  amnkis\ (Vt — V), если 0 =  г ; 
\т,п-+ою^^ I
t  \ ’ »>,5 /
у /  lim если 0 =  1 ;
S , t  ' v  /
где V =  l i m ^ ,  Kf =  lim ^ f (Г = 0 , 1, .) и К/ =  lim (s =
s,t-> OO 5 -► oc t-юо
=  0,1, .); /г и v означают непересекающиеся множества с эле­
ментами k,l, такие, что juUv={k,l}. Например, если / * = Ш ,  
тогда v =  {/}; если tu =  {k, /}, тогда г — пустое множество. 
Чтобы имело место соотношение
W = U V , (35)
в случае а = с ,  т с , с<* ,^ с£ необходимо и достаточно выполнение 
равенств
a = V ,  a ki =  0 (6 ,1 =  0, 1, .), 
в случае а =  г нужно дополнительно требовать
di =  0 (/ =  0, 1, . ) , а к' =  0 (£ =  0, 1,  .), 
в случае а =  1 необходимо и достаточно
aH= V ( k , l  =  0,1, .)
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II. О методах суммирования двойных рядов 
§ 1. Основные понятия и формулы
Скажем, что ряд икг суммируем методом Л =  (amnki) в смы­
сле а (коротко Л«-суммируем) к сумме U', если преобразованная 
методом А последовательность {U'mn}
принадлежит классу а ( а ^ 1 ) ,
| Amn U  тп | <\ ( ö  — ' 1) ,
ч.
И
lim U тп — U >
т,п->-оо 
((/я ,л );.->-оо)
где
U ’mn =  J ? a mnkl U k t ( m , n  =  0 , 1 ,  . ) . 19 (3 6 )  
k,l
Если А =  (атпкг) является единичной матрицей Е, то говорим, 
что ряд ^  икх сходится в смысле а или Е а -суммируем.
Скажем, что метод А включает метод В в смысле (а, /?), если 
каждый Вр -суммируемый ряд 2иы является также Аа -суммируе­
мым; обозначим это
Вр C i4 K или й с Л  (3, а).
Если при включении B pC iA a имеет место равенство сумм 
А | им | =  В | ^  им | ,
то говорим, что метод А включает метод В в смысле (а, /?) и ме­
тоды совместны в этом смысле. Включение с совместностью в 
смысле (а, /?) обозначим
Вр с Аа или В с !  (/?, а)-
В дальнейшем рассматриваем только треугольные методы 
суммирования, т. е. такие, при которых
cimnki =  0, если к >  т  или / >  п.
19 Здесь и в дальнейшем, для любых чисел иы (к, 1 — 0, 1, . . . ) опреде-
т,п
ляем Umn — У им (т , п — 0, 1,. .). Разность J  тп атп определяется равенст- 
а,7 ^  о
вом Д тп отп /1 т /1 п отп, где / iт ат ат ат —\
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Обратным методом А~х (определенный матрицей (a'mnki) ) для 
метода А назовем метод, -преобразующий последовательность 
{и'ш) в последовательность {Umn}, т. е.
Uтп —  ^  O-mnkl U kl (JU, П =  0 ,  1, •) (37)
k,l
•Как известно, для треугольного метода А существует обратный 
Л-1 тогда и только тогда, если атптп ^ 0  (т , п =  0,1, .). Отме­
тим, что при треугольных методах матрица обратного метода А~1 
является обратной матрицей метода А.
Для треугольных методов имеет место следующая
Т е о р е м а  VI. Для того, чтобы имело место соотношение
необходимо и достаточно, чтобы матрица АВ~1 удовлетворяла 
условиям для преобразования ->■ а. Для совместности методов 
Л и В в смысле (а, /?), необходимо и достаточно, кроме того
АВ~1 { 2  Ukl }= 2  йы
§ 2. Метод Вороного-Нерлунда (WN\ ак1)
Рассматривая метод Вороного-Нерлунда для двойных рядов 
в форме (36), определяем элементы его матрицы следующим об­
разом:
&mnkl — <
0, в остальных случаях; 
где {акг} произвольная последовательность, такая что Атп =
171 у П
=  ^ а кг^ :О  (т , /г =  0, 1, .). Для существования обратного 
k,l — о
метода (WN\ акг)~{ необходимо и достаточно, чтобы а00 ^  0. Это 
условие выполнено, ибо «оо =  ^оо ^  0.
Приумножении рядов рассматриваем также методы (WN; Ьы), 
(WN\ cki) и (WN\ dki), где и {Ьы} произвольны,
т, п
Стп == &т—к, п—Фы И d.mn =  С тп (/К, tl == 0,1, .) 
к, 1—0
При рассмотрении умножения рядов существенно выяснить, 
при каких условиях методы (WN\ ск1) и (WN\ dki) выключают 
методы (WN; aki) и (WN; Ьы) в смысле (а, /5). Обозначив мат­
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рицы названных методов соответственно буквами С, D, А и В, вы­
числяем элементы матриц Q =  СА~] R =  CB~X, Q =  DA 1 и 
R=>DB~1 которые в форме (36) имеют следующий вид:
m a . - * , _ еслик < т и  1< П '
в остальных случаях;
Qmnkl —  \ С тп 
10,
а
Гmnkl —
0,
т  k, п— 1_Л   ^ е с л и  ^  ^  m  и / ^  /2) 
тп
в остальных случаях;
^k l^m  — к, п — 1
Я mnkl —  \ D mn 
10,
Ат  - k, n - l^ k l
Гmnkl —
.0,
D ,
, если k <  т  и / <  п, 
в остальных случаях;
, если к <  т  и I <  п, 
в остальных случаях.
Для включения рассматриваемых методов Вороного-Нерлунда
в смысле (а, /?), необходимо и достаточно, чтобы матрицы Q,
R, Q и R  удовлетворяли условиям для линейного преобразования 
/? а.
Найдем, например, необходимые и достаточные условия для
(WN\ ak[)mc с  (W N ; cÄ/)mc. Матрица (qmnja) должна, по тео­
реме VI, удовлетворить условиям Ci d3 и d4 Из Ci получаем
т, п
1° ^\ Aklbm-k, n- l\ <M \Стп\ (т , п =  0,1, .). 
k, 1 =  0
т, п
k, 1 — 0
Условие d3 всегда выполнено, ибо ^ g w i =  1. Из d4 получаем
=о
=  0 (/ =  0,1, •),2е lim 2 !
т,п +
Аи. ^ т  — А, n — l П 1 гf*ki ст „тп
Pkl
lim 2
т, п ОО 1 =  0 
Ь
Аы
m — k, n — l
Pkl =  0 (А =  0,1, .),
где рм =  lim
m ,n j^ .  OO
m — k, n — l
~c
Для (WN; аы) mc ^  (WN; c ki) mc необходимо и достаточно, 
кроме Г  и 2°, чтобы р ы =  0  (k, I =  0, 1, .).
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§ 3. Метод Чезаро (С; а, Ь)
Метод Чезаро для двойных рядов определяется в форме (36) 
следующим образом:
где а, b >  — 1.
Отметим, что при a — b =  1 получаем метод арифметических 
средних, а при а =  Ь =  0 — метод сходимости Е.
Обратный метод (С; а, Ь)~х в форме (37) выражается матри­
цей с элементами:
Для исследования включения методов Чезаро (С; а , Ь) и 
(С; с, d ) нужно найти матрицу Р =  (С; а, Ь) (С; с, d)~x Эле­
менты матрицы Р следующие:
Нетрудно проверить, что если порядки методов удовлетворяют 
условиям а, Ь, с, d >  — 1, а >  с, b >  о?, то включение
имеет место в смыслах (тс, т с), (г, г), (1, 1) и (тс, ся), но не 
в смыслах (с, с) и (тс, г)
Определяем функции
Теперь можем исследовать включение методов Чезари в смыс-
pmnkl —
если k < m
в остальных случаях.
(С; с, d) с  (С; а, Ъ) (38)
(39)
б б
лах ( с ^  , ся) и (с^ , ся) (<S =  z, с, т ) Оказывается, что при-
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а, b, с, d >  0, а >  с, b >  d  имеет место соотношение (38) в смы­
слах ( с ^ ,  сА) и (с6у, с ; ) (д = z ,  с, ш).
Нетрудно также проверить, что во всех рассмотренных здесь 
случаях методы Чезаро совместны.
Наконец отметим, что метод Вороного-Нерлунда (WN; ры).
где
Р «  =  Г + Р ‘ ) ( ' + ; ^ 1) ( * . / = 0 , 1 ,  •)
является методом Чезаро (С; а, Ь).
§ 4. Метод взвешенных средних Рисса (R\ akl).
Рассматривая метод взвешенных средних Рисса для двойных 
рядов в форме (36), определяем элементы матрицы следующим 
образом:
a f
CLmnkl —  1
kl , если k <  т  и I <  п,Д
тп
0, в остальных случаях;
где {акг} произвольная последовательность, такая, что Атп =
т , п
=  йы ^  0 (т у п =  0, 1, .).
к, 1 =  0
Элементы матрицы обратного метода, в форме (37), следую­
щие:
CLmnkl — <
A kl
(— \)т+п-ь—1—— } если k =  т  или k — m — 1 и
а
I =  п или / =  п — 1,
0, в остальных случаях.
Элементы матрицы Р =  (pmnja) = С  (R; акг)~1 следующие:
'mnklл л С*
Ptnnkl -- A k l^k l
kl
где С =  (стпы) произвольная треугольная матрица.20
Найдем, например, необходимые и достаточные условия для 
(R ; аы)Т - Сс. Матрица [ртпы) должна, по теореме VI, удовле­
творить условиям b i , d i , d2 и d3. Из bi получаем
m, п
i“ 2
к, 1= 0
Аылы-а^-
ki
<  М (tn, n ^ N )
г0 Разность d kiaki определяется равенством ^ ^ a kl — //kJ takl, где J kak =  
=  a k~~ a k + v
Из di получаем
2° lim Л н- ^ i-  = p hl(k ,l =  0, 1, .)■
m, п о О kl
Из d2 получаем
т
3* lim  у л ы _ Ц , ^  =  р , (/ =  0 ,1 , •),
т , п  -*■ ос 
’ /г=0
Cmnkl
Akl -1*/
т.п.-* оо
Из d3 получаем
т , п т ,п
Cmnkl i; „  Cmnkl
---- — _ 111П >  -----
#/г/ //; ^k l
lim У 4 4  — р.' (^ =  0,1, •)
^  аы
1-0
m ,n -*c o   ^ m . n ^ o o
k,l — о k ,l—0
m, n
— lim V  cmnki =  c. 
m>n -+2kj=()
Для (/?; afcZ)r с  Cc необходимо и достаточно, кроме Г —4° 
чтобы ры =  0 (k,l =  0, 1, .), pi =  0 (/ =  0, 1, .), Рк =  0 (k =  
=  0, 1, .) и с =  1.
III. Умножение двойных рядов
§ 1. Умножение рядов по правилу Коши. Рассмотрение умножения при 
помощи метода билинейных преобразований
В настоящей работе (кроме § 5 настоящей главы) рассмат­
риваем умножение двойных рядов по правилу Коши, по которому
ряд-произведение^до,лп двух р я д о в и ^ & ю  определяется
формулой
т , п
W mn =  J ^ U m - k . n - i V k 1 (m, /2 =  0, 1, .) (40)
k,l =  о
Исходя из формулы (40), получаем следующее выражение для 
частичных сумм ряда-произведения:
т , п
W m n =  2  U m - k .ti- 1 Vm (m, n =  0, 1, .). (41)
k , l- 0
При помощи билинейного преобразования (41) можем изучать 
проблемы умножения сходящихся рядов. Рассматривая соотноше­
ние (41) как линейное преобразование, легко вывести отсюда
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теоремы Шеффера [22] и Гамильтона [10] в случае двойных 
рядов.
При умножении суммируемых рядов, предполагая, что ряд- 
произведение JjT wmn С у -суммируем, получаем
т, п i,j
W mn =  2  2 /  CmniJ U i ~ P J  ~ qVp4 ^m ' П =  0 ’ 1 ’ ^  ^
i , j = 0 p ,q= 0
где { F J  6 y.
Предполагая Aa -суммируемость ряда 2ukh Bp -суммируемость 
ряда 2va, и применяя обратные методы А~х (в виде преобразо­
вания последовательности в последовательность) и В-1 (в виде 
преобразования последовательности в ряд), получаем
U ij  —  2  a ijkl ^ kl (*» j  =  0» 1, •)
k,l =  0
и (43)
Р-Ч
vpq =  2  ^pqst (P> Q —  1, ■)»
s,t=  о
где Ш'ы) £ а и {V'st} 6 /?.
Применяя формулы (43), находим
т,п ,т,п
Wmn =  £  hmnUst ° k ,Vs, (m, Л =  0, 1, .), (44)
k,l,s,t= 0
где '
т — k,n — l
W —  
mnklst
2  ( I  Cmnij ai_ pj _ q< kl \ bpqst если & -j- s <  m
p,q—s,t i,j=p + k,q-\-1 И / -j- t ^  tl,
0, в остальных случаях. (45)
При изучении умножения рядов применяем еще следующие 
билинейные преобразования:
т, п, т,п
=  Z  h^ s , u > s ,  ( " * .» =  0,1, .), (46)
k,ljS,t= 0
И
т ,п, т.п.
W'mn =  X h'’n ^ > UUV“  ("*. « =  °- 1, •)• (47)
k ,l,s ,t=0
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Элементы матриц билинейных преобразований (46) и (47) 
можно получить из формулы (45), если заменить: а) в случае
(46) bpqst на fipqst, т- е- на соответствующий элемент матрицы пре­
образования ряда в ряд; б) в случае (47), кроме замены а) еще 
Cmnki и а'тпкг соответственно на утпш и а'тПкг, т. е. на соответ­
ствующие элементы матриц преобразований ряда в ряд.
При умножении рядов главной нашей целью является решить 
следующую проблему: п ри  к а к и х  у с л о в и я х  р я д  п р о  
и з в е д е н и е  2w mn я в л я е т с я  С у с у м м и р у е м ы м ,  
е с ли  р я д  2ик\ Аа с у м м и р у е м  и р я д  2ик\Вр- с у м  
м и р у е м.
Ясно, что при условиях, наложенных на рядах 2иы и 2иы,
Су -суммируемость ряда-произведения равносильно тому, чтобы
матрица (/&Vnfcj5t) (i — 1,2 или 3) удовлетворяла условиям били­
нейного преобразования а Х ^ у .
При умножении рядов полезно воспользоваться обстоятель­
ством: если ряды 2иы, 2 vki и Zw mn соответственно А а В/з-, и 
Су-суммируемы, то при Аа -суммируемости последовательности е 
должно выполняться соотношение В рЯС у , а при Вр  -суммируе­
мости последовательности е — соотношение Аа с С у. Это можно 
заключить из формулы (41).
Для вычисления суммы ряда-произведения применяем фор­
мулы (24), (25), (26) и (34). На основе этих формул можем 
дать необходимые и достаточные условия для выполнения соот­
ношения
§ 2. Умножение рядов, суммируемых методом Вороного-Нерлунда21
Предполагая, что ряд 2итп (WN; атп)и-суммируем, ряд
2vmn (WN; bmn) р-суммируем, и ряд-произведение 2 тп (WN; hmn)y- 
суммируем, получаем при hmn=  dmn (т ,п  =  0,1, .)
C{Zwmn) — A{2tiki} B{2Vki)• (48)
Qmnkl, если s =  tn — k И t =  tl — l 
0, в остальных случаях;
(49)
а в случае hmn=  стп \т, я =  О, 1, .)
hmnklst ==
А В
(— 1 )m - k - s + n - i- t j если 5  =  /я — k, s =  m — k — 1
mn
и t — n — l, t ■= tl —  / —  1,
(50)
О, в остальных случаях;
gmnki, если s <  m — £ — 1 и / <  я — / — 1, 
AkfhBm-bn-i ) если s <  m — А -  1 и t =  n — l,
^  mn
^kl^l^m—k, n—l h и { 1 1•--- ^------, если s =  m — k и t ^  n — l — 1,
^ mn
kl m k, n /  ^ ecJIH s — m — £ И t =  Я - /, (51)
Cmn
0, в остальных случаях.
1. Рассмотрим, например, при каких условиях ряд-произведе­
ние Zwmn является (WN\ dmn)mc -суммируемым при любых 2итП) 
(WN\ атп)то, -суммируемом, и Zvmn, (WN ; bmn)mc -суммируемом. 
Матрица (49) должна тогда удовлетворить условиям Сц , d33, 
d34 d43 и d44 С другой стороны, учитывая включение 
(WN; атп)тс С  (WN- dmn)mc и (WN; Ьтп)тс С  {WNV dmn)mc, мат­
рицы Q и R должны удовлетворить условиям Ci , d3 и d4
mfn
Условие сц требует | ЯтпЫ | <  М  (ГП, Я =  0, 1, .) И ВЫПОЛ-
М-0
нено, так как Q удовлетворяет условию Сь условие d33 требует
ту п
2  Ятпы =  Я и выполнено, так как Q удовлетворяет уело-
т,п->со
ky 1—0
т
вию d3; условие d34 требует lim V  \гтШ — Гы\ =  0 (/ =  0, 1, .)
т ,п->оо
k=0
п
и lim У  \гтпм гм| =  0 (£ =  0,1, .) и выполнено, так как У?
т, п -»оо
1-0
удовлетворяет условию d4; аналогично найдем, что условие d43 
выполнено, так как Q удовлетворяет условию d4 ; условие d44 
требует lim qmn,m—k,i =  0 (£, / =  0, 1, ) и lim qmnkn_ l= =0
(£,/ =  0,1, .) и выполнено, так как Q удовлетворяет усло­
вию d4, ибо из d4 следуют lim {qmn,m-k,i — ?W_ M ) =  0 (£,/ =
т,п-+ио ’
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=  0,1, .), 'im =  0 ( * , / =  0,1, •), а в силу
/и, п _ * с о
lim qm-k, i =  0 и lim qk n_ t =  0 (k, / =  0,1, •) также усло-
т-> оо п ~>оо
вие d44.
Следовательно, условия (WW; üw)mc Ц  (WW; dm„)mc и 
(WW; 6 mn) тс - (W^ A^ , dmn) тс необходимы и достаточны для 
(№W; dm7l)mz суммируемости ряда-произведения при данных пред­
положениях. Отметим, что здесь матрица (49) имеет форму (33). 
и условия Сц , d33 d34 d43 и d44 необходимы и достаточны для 
преобразования mc X  т с  т .с-
Рассуждая аналогичным образом и в других случаях, полу­
чаем следующую теорему:
Т е о р е м а  1. Ряд-произведение Zw mn (WN; dmn)y-сумми­
руем при любых 2итп (WN; атп)а-суммируемом, и Svmn, 
(WN; 6тга)^-суммируемом, в точности тогда, если
1° (WN; атп)а С  (WN; dmn)y,
2° (WN; bmn)^ С  (WN; dmn)y,
притом, в случае а =  /? =  г, нужно требовать дополнительно су­
ществование пределов
3  H m  Qmnk,n—l И H m  (Jmn,m—k,l ( k ,  l  =  0 , 1, . ) . 22 
m, ri-^ -co oo
Чтобы имело место соотношение (48), необходима и доста­
точна совместность методов в условиях 1° и 2° а в случае а =  
=  =  г нужно дополнительно требовать равенство нулю преде­
лов в условии 3°
2. Для формулировки последующих теорем нам нужны сле­
дующие условия:
п—/— 1 т —s—1
2  I Ат—s,l AlBs, п-l | ~Ь ^  \Ak,n—tAkBm—fi,t\-\- 
1=0 k=0 
-f I Am-s,n-tBst\<Af I Cmn I (m, n >  N. s, t — 0, 1, ); (52)
n—t—1 m—s— 1
| ^ m— / Al Bs<n—[ | —)— % T | A k ,n —t Ak B m - k, t | —\~
tt  (53)
~h | Afn—s, n—/ Вst | A/l | Cmn | (tn, n, s, t =  0, 1, .),
22 Теорема 1 является обобщением теоремы Мэарс ([15], теорема 2) 
для простых рядов. Здесь и в дальнейшем у означает суммируемость в 
смысле с, т с  или г; а и — в смысле т с или г.
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*m—5—1
lim
m, rt - >  oo \ ft_ 0  
fl—t—1
( 2  -qmM +  ) =  hu Ш  =  0- 1 • ■)■
( M = 0 , u  );
\ l-rO ’
Hm A"- !!^ JŽ±-!=L _  о (/, s =  0, 1, .),
/и, л oo mn
lim  ( * . f =  0, I, .);
m,n->-ao mn
m—s—1
lim ( 2 ? » .«  +  "-■) - hn„ (n, l.s  =  0,1, •),
n—t— 1
lim ( ^ ?»»« +  \ =  Ая*  (m, k. t =  0, 1, .),
/i-voc\ /=0 /
/И—J—1
(54)
(55)
(56)
U m  i y A ^  b B r n - k , n ~ L  +  Л  f  =  ^  ( / t >  s  =  Q >  1 1 } >
/я->оо \Ä=0 ^  mn J
n—t—1
l im  ( ^ ы ^ ± _ п - 1  +  ^ . „ - A - м  \ __ h ’mkt (m , k , t  =  0 ,1 ,  .);
n-*oo\l=Q Cmn b mn J
l im ^  =  0 (* ,/ =  0,1, .).
т-ь-со mn
Hm Am~k’ n~~ =  0 ( * , /  =  0 , 1 ,  .).
Я^-ОО tnn
Т е о р е м а  2. Ряд-произведение 2^a»«* (WW; cwn)  ^-сумми­
руем при любых Sumn, (WN; amn)mc -суммируемом, и Eümn, 
(WN; bmn)\-суммируемом, в точности тогда, если
1° (WN; amn)тс (WN; стп)^, 
2° (WN; bmn) i С  (WN; стп) jr,
3° выполнены условия (55), и, кроме того, при £ =  с — (52), 
а при ; =  т с  — (53) .23
23 Теоремы 2—4 являются обобщениями теоремы 1 Мэарс [14]. Здесь 
и в дальнейшем £ означает суммируемость в смысле с или тс.
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Т е о р е м а  3. Ряд-произведение 2w mn (WN; стп)  ^-сумми­
руем при любых Ztimn, (WN; атп)т -суммируемом, и 2 vmn, 
(WN; bmn)\-суммируемом, в точности тогда, если
1° (WN; атп)т С  (WN; стп)5 ,
2° {WN; bmn)xC .(W N ; Стл) ^
3° выполнены условия (54), и, кроме того, при £ =  с — (52), 
а при £ =  т с  — (53).
Т е о р е м а  4. Ряд-произведение 2wmn (WN; стп)г -сумми­
руем при любых 2итп, (WN; атП)а -суммируемом, и Zvmn, 
(WN; bmn) i-суммируемом, в точности тогда, если
1° (WN; атп) а С  (WN; Стп) г »
2° (WN; bmn)i С  (WN; стп)г,
3° выполнены условия (53), и, кроме того, при а =  т с  — 
(55) и (57), а при а =  г — (54) и (56).
В частном случае, если (WN; bmn) является методом сходи­
мости Е, получаем следующую теорему:
Т е о р е м а  5. Ряд-произведение 2w mn (WN; атп)у-сумми­
руем при любых 2итп, (WN; атп) а -суммируемом, и 2 v mn, абсо­
лютно сходящемся, в точности тогда, если
1 а с у ,
2° Ех c (W W ; атп)у.
Далее, если (WN; атп) является методом сходимости, полу­
чаем следующую теорему:
Т е о р е м а  6. Ряд-произведение 2wm п (WN; Ьтп) у -сумми­
руем при любых 2итп, сходящемся в смысле а, и 2 vmn, 
(WN; bmn)\-суммируемом, в точности тогда, если
Еа ^ (W N ;  bmn)y.
Чтобы имело место равенство (48) в случае теорем 2—6, не­
обходимо и достаточно выполнение соотношений
1° (WN; атп)а с  (WN; стп)у ,
2° (WN; M i c ( W ;  стп)у.
3° в условии (54) (в тех теоремах, где оно встречается) 
Ай = 0 (/,s =  0, 1, .) иА ,в = 0  (£ ,/ =  0,1, .)
3. Если требуем (,WN; стп)у -суммируемость ряда-произведе­
ния 2w mn, при неабсолютной суммируемости рядов 2итп и 
Ivmn соответственно методами (WN; атп) и (WN; Ьтп), то ока­
зывается, что условия Ьц и Сц выполнены лишь в исключитель­
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ных случаях. Умножение рядов рассматриваем в таком случае в 
предположении, что
т , п
2 bm-k,n-lVkl <М\Ьтп\ (т , /2 =  0, 1, .) , (58)
к, 1=0
которое гарантирует ультимативную ограниченность (соотв. огра­
ниченность) последовательности {W'mn}, если Q удовлетворяет 
условию bi (соотв. Ci).
Применяя условия dn — fu  к матрице (50) и учитывая вклю­
чение (WN; amn)a C (W N ; стп)уъ (WN; bmn),9 C1(WN; cmn)r . по­
лучаем теоремы 7— 10.24 Отметим, при этом, что второе соотно­
шение включения в общем случае не является здесь необходимым.
В теоремах 7— 10 фигурируют следующие условия:
(^кАт — к,д ^  1^ к,п — д __^
т , п > -  оо 
lim
/71, / Z - >  ОО
lim
т ,п -> ~  оо
т ,п  с о
lim
т , /2-> о о
lim
т , л->-оо
с
° т п
( ^ i A k,n — i) ( ^ k  В т - k j )
с
^ т п
A k ,n— 1— t] ^ k ^ m  — k,l
=  0г
^ т п
^ m  — k-- e , l^  i^ k ,n  — l
=  0г
^ т п
А к ,n — l— T]Bm — k — S,l
п
с
° т п
—  и
A m — k- 1 ^ k ,n  — 1 — Tj
=  0
kl
kl
( k , l  =  0, 1,
(Ä, / =  О, 1,
(60)
(61)
lim
m  oo
hnki (tiy k, l — 0, 1, .)
um  — ~* ,n 1 =  h lmki ( m , k ,  / =  0, 1, .);
tl oo
(62)
lim hnki ( t i , k , l  =  0 , 1 ,  ) :
m^-oo ~mn
^iB^n — l ,111 . u , „ - 
— ^ ---- =  hmki ( m , k , l  —  0 ,1 ,lim
« -> - oo
(63)
24 Теоремы 7— 10 являются обобщениями теоремы 3 Мэарс [14]
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lim -J— V  AkiAkBm- ktt — hlnit, если t =  n — / — rj 
m^°°  k=o (« ,/ =  0,1, , 4  =  0,1),
lim г— У] Akid iB Sin-i — hmks, если s =  m — k — £
n + c o ^ m n ^  (m,k =  0, 1, £ =  0,1).
Т е о р е м а  7 Ряд-произведение (E?W; cmn) ^  -сумми­
руем при любых 2 u mn (WN; aw)mc -суммируемом, и 
(WW; bmn)mc -суммируемом и удовлетворяющем ограничению (58), 
если
1° ( W W ;  а тп) т с  — (WN; стп) ^
2° (WN; bmn) тс С (WN; стп) ? ,
3° выполняется условие (61).
Т е о р е м а  8. Ряд-произведение 2w mn(WN; стп)^ -сумми­
руем при любых 2итп, (WN; атп) тс -суммируемом, и Svmn> 
(WN; bmn)г -суммируемом и удовлетворяющем ограничению (58), 
если
1° (WN; атп) т с  — (WN; Стп ) £ ,
2° (WN; Ьтп)г с  (WN; стп])g,
3° выполняется условие (60).
Т е о р е м а  9. Ряд-произведение Zwmn (WN; стп)^ -сумми­
руем при любых 2 и тп, ( W N ; а тп)г  -суммируемом/ и Z v mn> 
(WN; bmn) г -суммируемом и удовлетворяющем ограничению (58) * 
если
1° (WN; атп)Т с  (WN; cmn)v
2° (WN; bmn)T с  (WN; cmn) ^
3° выполняется условие (59)
Т е о р е м а  10. Ряд-произведение Zwmn (WN; cmn) г -сумми­
руем при любых 2 u mn, (WN; amn) r -суммируемом, и 2 vmnr 
(WN; bmn) r -суммируемом и удовлетворяющем ограничению (58), 
если
1? (WN; dmn ) r  с  (WN; cmn) r,
2° (WN; bmn) r с  (WN; cmn)T,
3° выполняются условия (59), (62), (63) и (64).
Чтобы имело место соотношение (48) в случае теорем 7— 10, 
необходима и достаточна совместность методов в условиях 1° и 
2d, и кроме того, если а =•/?>?= г нужно дополнительно требовать 
равенство нулю пределов в условии (59).
(64)
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4. Далее рассматриваем умножение рядов в случае, когда 
ряды-сомножители суммируемы соответственно (WN ; amn)%i и 
(WN; Ьтп)х2> где *, =  C*lV>J или , х2 =  с ^ 2 или с^(<5 =  z, с, ш ); 
относительно ряда-произведения требуем (WW; dmn) -сум­
мируемость в смысле ся
В теоремах 11— 14 фигурируют следующие условия:
<f \ ( tn  £ )  1^ 2 ( t l  / )  | Qmn,m — k,l | M k l  (^ )>  ( £ ,  /  =  0 ,1 ,  ,
Vl (« — /) (p2 (m - k )\ q mnk,„ ^ \ ^ M h iW , (т,п\У, (65)
Xi{m — k ,l) Xi(k ,n  — l) (* ,/ =  0,1, ,
z , (k, n - l )  хг(т  — k ,l) | qmnk,n-,\<  Ж“'«(А), (m, л)л); (65')
lim go, (m —  k) qmn,m—k,i =  0,
{m,n)x-,co
lim (n  / )  qmnk,n—i == 0, ( £ ,  l  =  0, 1, . ) ;  (66)
(m,n)}-+ oo
Hni / i  (/И £ , /) qmn,m — k,l —  0,
(/Я, л)я->оо
lim l x(k,n — l)qmnktn_ l =  0, (£, / =  0,1, .); (66')
(/л,я )я -»оо
lim Qpg ( ^  £) qmnk,n—i — 0,
( m, n)j -> oo
lim (ti fy qmn,m—k , i=z 0, (k* l  0 , 1, .) , (67)
( т , л ) я ->оо
lim X^(tti £» 0  q mnk,n—i == 0,
->oo
lim X2 (k,n — l)qmn,m- k ,i=  0, (£ ,/ =  0,1, .); (67')
(/И , я )Я - >  O O
lim 4>i(n — l)(p2(m — k)qmnk,n-i =  hki,
lim g>i(m — k)xjj2(n~-L)qmn<m_ ktl= h [kh (£ ,/ =  0,1 .);
{m,n))-+oo
lim ^ ( £ , n  — l)x2(tn —  £ , / ) q mnk ,n - i  =  Ä « ,  ^
(т,/г)Л->°о (68')
lim ^  (m — k ,l)x2(k,n —  l)qmn>m_ kj  =  hlkl, / =  0, 1, .);
(m,«);-*-oo
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lim y l (n — l)(p2{m — k)qmnk,n-i =  Of 
(m,n)i~>oo (69)
lim (pi (m — к)гр2(п — /)qmn<m—k,i =  0, (£ ,/ =  0,1, .); 
(m,n)x-+ oo
lim Xi (£>n — 1)ъ (т  — 0 qmnk,n-i =  0,
(m,n)i-+oo (69')
lim —  2 '(k,n —  l ) q mn,m-k,i =  0, ( 6 , / =  0 ,1 ,  .)
(m,n)k-*co
Т е о р е м а  11. Ряд-произведение 2 Wmn (WN; dmn) -суммируем 
в смысле сяпри любых У]итп, (WN; атП) -суммируемом в смысле
<£iVi (соотв. с^ ), и ^ f « n ,  {WN; bmn) -суммируемом в смысле
(соотв. с*2) , в точности тогда, если
1° (WN; атп) £  (WN; dmn) в смысле (с* lV>1, ся) (соотв. 
( с гХ1, с я)),
2° (WN; Ьтп) 9  (WN; dmn) в смысле (c*2V,g, ся) (соотв. 
(с* ( , <*)),
3° выполняется условие (65) (соотв. (65’)).
Т е о р е м а  12. Ряд-произведение 2 Wmn (WN; dmn) -суммируем 
в смысле ся при любых2 Umn> (WN; ОтП)-суммируемом в смысле
c*iV>i (соотв. с^ ) . и 2  v™n> W N ; bmn) -суммируемом в смысле 
(соотв. с®2), в точности тогда, если ,
1° (WN; атп) £ (W N ; dmn) в смысле ( с ^ ,  ся) (соотв.
( c^i ’ с я))>
2° (WN; Ьтп) £ (W N ; dmn) в смысле (c*aVV ся) (соотв.
(CL’
3° выполняются условия (66), (67) и (68) (соотв. (66'), (67') 
и (68'))
Т е о р е м а  13. Ряд-произведение 2 Wmn (WN; dmn) -сумми­
руем в смысле ся при любых2 Umn' (WN; атп) -суммируемом в
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смысле с”  (соотв. с” ), и (WN-, Ь„)-суммируемом в смы-
еле с™„, (соотв. с“ ), в точности тогда, если
1° (WN; атп) £ (W N ; dmn) в смысле (c” iVV ся) (соотв.
(с“ , ся)),
2° (ТО ; 6mn) £ (W N ; dmn) в смысле (c™2VV с ; ) соотв.
(с”  , сЛ)),
3° выполняется условие (69) (соотв. (69')).
Т е о р е м а  14. Ряд-произведение 2 Wmn (W N ;d mn)- сумми­
руем в смысле С; при любых (WN- dmn) -суммируемом
, и У^Утп, (WN: ^ „ ) тс-суммируемом,
в точности тогда, если
Г  (WN; атп) £ (W N ; dmn) в смысле (жь ся),
2° (WW; bmn) £  (№7V; А?дая) в смысле (тс, сД
причем в случае ^  =  с® iVi и и, =  нужно дополнительно тре­
бовать выполнение условия (66) (соотв. (66')).
Чтобы имело место соотношение (48) в случае теорем 11 — 14, 
необходима и достаточна совместность методов в условиях Г  и 2°’
§ 3. Умножение рядов, суммируемых методом Чезаро
Из результатов, полученных при умножении рядов, суммируе­
мых методом Вороного-Нерлунда, можем вывести в частном слу­
чае и соответствующие теоремы для метода Чезаро.
Пусть ряды-сомножители J ^ u mn и У  утп суммируемы метода*
соответственно (С а, Ь) и (С; с, d ) . Тогда в случае hu =  
-- с* (/г, / =  0,1, .) получаем Н =  (С; а -j-с, b-j-d), а в случае 
hki — dki (К I =  0, 1, .) получаем Н =  (С, а +  с-\-\,Ь +  d +  \).
Выяснив, при каких значениях параметров а, Ь, с и d выпол­
нены условия включения методов (1° и 2°) и дополнительные 
условия, фигурирующие в теоремах для метода Вороного-Нер- 
лунда, получаем следующие теоремы:
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Т е о р е м а  15. Если ряд ^ и тп (С; а, 6)а-суммируем и ряд
2 Vmn ( ^ ’ с» d)„-суммируем, то ряд-произведение У  wm„ является 
(С; öt —(— с —}— 1, b -(- d -f- 1)а -суммируемым, где а, b, с, d ^ > — 1.
Т е о р е м а  16. Если р я д ^и „ ,п (С; а, ^-суммируем и ряд
2 Vmn (С> с> ^-суммируем, то ряд-произведение У ш тп является 
(С; а -j- с, b -f- d )^.-суммируемым, где а, Ь, с, d ^  0 я $ означает 
суммируемость в смысле тс, г или 1.
Т е о р е м а  17 Если ря л 2 итп {С; а, 6)к-суммируем и ряд
S Утп (С; с, с?)а-суммируем и (С; с — 1, d — 1)-ограничен, то
ряд-произведение У 1 w.mn является (С; а -)- с, b -(- ^)а-суммируе- 
мым, где а, b >  0 и с, d >  О.25
Т е о р е м а  18. Если ряд (С, а , Ь) -суммируем в
смысле (соотв. ссу) и ряд (С'> с’ -суммируем в
смысле с ^  (соотв. с р ,  то ряд-произведение ^  wmn является
(С; а-\-с~\-\, b -f- d -|- 1) -суммируемым в смысле с ; где 
а, Ь, с, d >  0 и функции ср (т ), гр(п) и х(т , п) определены форму­
лами (39) 26
Т е о р е м а  19. Если ряд 2итп (С; а, Ь) -суммируем в смыс­
ле с” (соотв. с” ) и ряд 2vmn (С; с, d) -суммируем в смысле 
с™  ^ (соотв. с™), то ряд-произведение 2w mn является (С; а -f с -(- 
-(-1, b -\- d -f- 1)-суммируемым в смысле ся, где а, Ь, с, dy> О и 
функции <р(т), у>(п) и %(т,п) определены формулами (39)
25 Теоремы 15, 16 и 17 являются обобщениями известных теорем.Чезаро 
(Харди [28], теорема 164), Фекете-Когбетлианца ([6], теоремы 1° и 2°; [13], 
теоремы IV и V) и Белинфанта ([16], введение) для умножения простых 
рядов. Случай 1 X  I — I в теореме 16 получен непосредственно, учитывая
факторизуемость матрицы билинейного преобразования (hmnklst =  hmks h'nlt\
m,n,k,l,s,t — 0,1, .) и теорему V Когбетлианца [13] или теорему III 
Мэарс [16]. Теорема III Чезари [4, 5] вытекает из теоремы 16 как частный 
случай.
26 Из этой теоремы можно вывести теорему I Чезари [4, 5] и теорему 6 
Челидзе [30].
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Т е о р е м а  20. Если ряд 1итп (С; а, Ь) -суммируем в смысле 
с”у (соотв. с™) и ряд 2vmn (С; с, d )mc -суммируем, то ряд-произ­
ведение Zwmn является (С; а -j- с +  1, b-\- d-\-\) -суммируемым 
в смысле ся, где а, Ъ >  0 и с, d >  — 1 и функции <р(т), у  (л) и 
х (т ,п ) определены формулами (39).
Отметим, что в случае теорем 15—20 имеет место соотноше­
ние (48).
§ 4. Умножение рядов, суммируемых методом взвешенных средних Рисса
В настоящем параграфе рассматриваем умножение рядов, где 
один ряд-сомножитель 2итп суммируем методом Рисса (R\ атп)у 
другой ряд-сомножитель Zvmn сходится (абсолютно, ограниченно 
или регулярно), ряд-произведение 2w mn пусть будет суммируе­
мым треугольным методом С == (стпш) 27
Элементы матриц билинейных преобразований (44) и (46) 
следующие:
и 1 ___ Л Л ^ S t cm n , k  +  s , l  +  t
“ m n k l s t  —  A k l ^ k l  : ~
U 1 __  Л Л Cm n , k  +  s, l + t
” m n k ls t  —  A k l  & k l  :
l kl
kl
(70)
(71)
Рассмотрим сначала случаи, соответствующие билинейному 
преобразованию (71). Приведем перечень нужных условий:
m — s, n — t
X 7 л л cmn,k-\-s,l +  t
Л  ЛЫ Л kl ----„ ■^  аы
г, 1 =
-s ,n ■
2
k,  0 
m — ,  — t
< M  (m, n >  N;s, / =  0, 1, .); (72)
k, 1 =  0
Л л mn, k +  s, 14- tы А k i-- —r — — </W (m , n ,s ,t  =  0, 1, .); (73)
m—s
m,n^co k = 0  
n—t
(74)
lim 2 J  Ли A i Cmn’ “ _+s' 1+J - =  И'ш (k, s ,t =  0,1, .);
m, n oo f_  0 kl
27 Некоторые теоремы умножения простых рядов, суммируемых методом 
взвешенных средних Рисса, даны в работе Кангро [24] (теоремы 21, 22 и 23 
стр. 183— 186).
46
m—s
lim 2 A ki A k i
т ,  оо k=0
n—t
lim 2 A k i Aki
т,п оо
1=0
где
hkist  = lim A k i
m,n  ->-oo
m—s
lim У  A k l Akl
т ->■ оо k= 0
n—t
lim 2 А ы А ы
п-^ -со
1=0
m—s
Пт 2 A k i Aki
оо
k=0
n—t
lim 2 A k i Aki
00 1=0
где
h n k is t== lim Aki Аы
m-$ oo
hmklst  — lim A ki Aki
Iklst
4 ls t
=  0 (/, s, < =  0,1, .). 
=  0 (A ,M = 0 ,1 ,  .),
' mn, k + s, l + i
(k , l,s ,t  =  0,1, •); (75)
c mn, k + s, l + t
Inklst
hmklst
=  0 (n ,l ,s ,t  =  0,1, .), 
=  0 (m ,k ,s ,t =  0,1, .),
00
' mn, k + s, l + t 
a kl
Т е о р е м а  21. Ряд-произведение 2w mn -суммируем при 
любых 2 u mn, (R-, amn)mc -суммируемом, и 2vmn, абсолютно схо­
дящемся, в точности тогда, если 
1° (R\ С1тп)тс — Е\ С
2° выполняются условия (72) и (75) — в случае £ =  с; (73) 
и (75) — в случае £ — т с -
Т е о р е м а  22. Ряд-произведение 2wmn С^ -суммируем при
любых 2итп, (R', ат„)г-суммируемом, и 2 v mn, абсолютно схо­
дящемся, в точности тогда, если
1 (R J CLmn) г Е\ с
2° выполняются условия (72) и (74) — в случае £ =  с; (73) 
и (74) — в случае £ =  тс.
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Т е о р е м а  23. Ряд-произведение 2w mn Сг -суммируем при 
любых S u mn, (R', Omnjmc-суммируемом, и абсолютно сходя­
щемся, в точности, тогда если 
1° (R', С1тп)тс — С г , Е\ ^  С г  *
2° выполняются условия (73), (75) и (77).
Т е о р е м а  24. Ряд-произведение 2w mn Сг -суммируем при 
любых 2итп (R\ атп)г -суммируемом, и 2 vmn, абсолютно схо­
дящемся, в точности тогда, если
1° (R\ а тп)г ~ Сг 1 Е\ *=.СГ,
2° выполняются условия (73). (74) и (76).
Приведем перечень условий в случае билинейного' преобра­
зования (70):
т ,  п, т % п
2
Л, U s, t- О 
т , п, т , п
1
к, I, s, 1— 0
A k l A kl
^  s tc тп, k +  s, I  +  t 
аШ
(78)
/4 р
Л А ' st тп, k +  s, I +  t 
Kl Akl
m,n~}oo k— 0
n—t
kl
<  M  (m, n ^N )\
(m, л = о ,1 , .); 4 (79) 
hist (/, s, t =  0,1, .),
lim Z A>*AuJs,Cm"'* + s-l+— =  hks, (к, s ,t =  0, 1, .); (80)
, « ■ - > 0 0  , _ n kl
=  0 (/,5, < =  0,1, .),
1-0 
m — s
lim ^
00 f t= 0  
n — t
lim У
m,n^ oo l =  Q
/4 n
л i st  ^mn, k + s, l + t
Лkl Akl----- -------
kl
1'Jklst
где
» Л Л s t с тп, k +  s, l -\- t
Я ы Д ы ------- _------------- quist
am
qhu t=  lim A u A u ( k ,  t, s, t =  0,1, .); (81)
. m,n-$  o o  a kl
lim
m
2 A k i Аы
n-^co
k =  0
lim 2 А ы  Aki
Л~> 00
k =  0
^ t cmnk, l + t
— Яш
^ s  С mn, k -\- s, l 
a kl
tfkls
= 0 (/, t =  0,1, .), 
=  0 (/, s =  0,l, .),
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n — t
lim 2
m,n-$ 00
1 =  0 *kl
—  qkit
lim 2
m.n-^co 1 =  0
y4 s*
Л л ^  s mn, k +  s, lkl A k l-----------
lkl
Cjkls
=  0 (k,t =  0, 1, .),
0 (*, s =  0,l, .), (82)
где
qkU=  Hm Au Akl -*-тп*' l ±± (k ,l ,t* =  0,1, .),
m,n-$ oo kl
Qkis— А-ыДы s mn^ k+ s' 1 (k, l, s =  0,1, .);
m, «->oo *fcl
lim У  Аы Аы -- mnf ' 1 —  =  hu (t, t, =  0,1, .),
.«->00 , . akl 
к— 0
m — s
lim 2 ! 4 4 ^ ^  =  i „ ( l , s  =  0 ,l1 .),
"-*°°fe=o kl
n — t
lim 2  А ы JtCm\* ' 1 —  =  hkt ( M  =  0,1, .),
ti - ^  лл
nt
hks(k,s =  0,1, .);
”/Ct
lim
"•»* /=o (=o
ra — £ m — l
lim ^  ^
«■»°°/ = o e=o
m — s n — t
lim 2  2
m,n~^cc
m.n-^ co 1 =  0
lim 2 ^ « Л |  -s"mn-к + s’ 
m,n-$oo
(83)
1 =  0 
n n —l
m.n-^oo
д  д  ^ s t  c mn, k + s, l +  t
m,n-ž oo
--
m,n-}oo
А Аы ^ st °mn' k S’ * t qkist
k = 0  t = 0  
m m — k
=  0 (£ ,s  =  01, .),
S
=  0 (&, / =  0,1, .), 
=  0 (/, 5 =  0,1, .),
lim 2  2
m,n-$cc
k = 0  s = 0
// p
л л st mn, k + s, l  + t
Akl Akl----- -------
lkl
qklst
4 TRÜ toim. nr. 62
— o (/,/1=0,1, .) ;
(84)
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L
lim Ащ Ащ
m-J> oo ,
k = 0  
n — t
d s t  cmn, k + s, l + t 
a kl
lim 2  Akt А 
^ ° °  1 =  0
m — s
lim J J
^  st c mn, k + s, l + t
kl
m-$ oo
k = 0  
n — t
4**c.Л л —st mn, k + s, l + tЫ Akl.--------------
l kl
=  hnist (n , l ,s , t  =  0,1, .). 
hmkst (m, k, s, t =  0,1, - - •); (85) 
' (Jakist =  0 (n , /, 5 , t =  0,1, .),
lim 2  Alcl ЛкХ St mn'n + S~ + 1 ~~ Qmkist =  о (tn, k, s, t =  0,1, .), 
— — аы I
(86)
n->00
где
q„k,st =  lim АыАы ^ !ls b ± ± ld ± l k , l ,s , t  =  0,1, .),
m-ž oo kl
Я „ъ ш =  l l m Л ЫА „  i  +  »■ ‘ + '  (OT> k> i ' Sj  =  0Д|
n ->oo AZ
m
J+C,
m-žoo
Л А — t mnk, l + tkl Akl --- -----
kl
Qnklt
lim 2  I Аы Аы
1-ŽOO , - I k — I
n — t
lim 2
' s mn, k 4- s, l tr
Qnkls
kl
=  0 ( « , / , /  =  0,1, .) , 
=  0 (n, /,5 =  0,1, .),
n-ž 00
/ =  0
л a ^ t c mnk, l + t
Akl Akl ----1----- <?mkU j = °  ( m , k J  =  0 ,1 , .)
lim £
Л->00
где
z=a
О * =  0 (m, k ,s  =  0,1, .),
Ч ‘„ Ш =  i i m  А а А ы  - — ~T '  —  ( « .  А . < =  0 , 1 ,  . ) ,
оо
?Iw s =  lim  Л в („_ k , l , s  =  0,1, .) .
oo u fcZ
Qmklt A kl A kl
/f tCt mnk, l + t
n-*zО
(m, k, /, / =  0,1, .),
С
?»w, =  lim Aadu -JLJnibJL+Jkl (m> А, /, лг =  0,1, .); (87)
n oo a *Z
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lim У  А а Лы JjL < ^d± ±  =  (п, l, t =  0,1, •),
4=o и
m —s
Hm Z ^ » ' J- ~ ± ± jA ==h,ls (n ,l,s  =  0,l, .), 
m->0° * = 0
00 ; = o
a kl
J t с mnk, l + t —  h
а к1
cmn, k +  S, l ____
Hm =  (m,k,s =  0,\, ); (88)
n->oo / = 0 aki
m m — k
1 ; X 1 X 1 | я л ^  s tc mn, k + s, l + t „
lim j ? ,  \AkiAki  ~ Qnkist
m •-> 00 , n n 1 kl
k —0 s — 0
n n — l
y i  .C  , . . . .
=  0 (tn, k, s =  0,1, •),
=  0 (/г, /, / =  0,1, .);
lim 2  2 :  АаА/ « е^ ^ ‘-Л±±-ЧтШ1
Я - *  ОС
1 =  0 <=0
(89)
Теоремы получаем следующие:
‘ Т е о р е м а  25. Ряд-произведение Sw mn С- -суммируем при
любых 2итп (R\ а„т)тс-суммируемом, и 2 vmn, ограниченно схо­
дящемся, если
1° (R; а тп)тс £ С £> £ mc g C g,
2° выполняются условия (78) и (84) — в случае £ =  с; (79) 
и (84) — в случае £ - тс. •
Т е о р е м а  26. Ряд-произведение Züi'nm С^-суммируем при
любых 2итп, (R\ CLmn)тс -суммируемом, и 2 v mn, регулярно схо­
дящемся, если
1° (R\ атп)тс Я С-, Ег с  Cs>
2° выполняются условия (78). (81) и (82) — в случае £ =  с; 
(79), (81) и (82) — в случае с =  тс.
Т е о р е м а  27 Ряд-произведение 2w mn С--суммируем при
любых 2итп, (R\ атп)г -суммируемом, и 2 v mn, регулярно сходя­
щемся, если
1° (R; а,пп)г с С ; , Ет с  С-,
2° выполняются условия (78), (80) и (83) — в случае £ =  с; 
(79), (80) и (83) — в случае £ — тс.
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Т е о р е м а  28. Ряд-произведение 2w mn Сг -суммируем при 
любых 2итп, (R', атп)тс -суммируемом, и 2 vmn, ограниченно схо­
дящемся, если
1 °  (R', Clnvn) ТПС ^  Сг. Ещс ^  Сг ;
2° выполняются условия (79), (84) и (89).
Т е о р е м а  29. Ряд-произведение 2w mn Сг -суммируем при 
любых 2 u mn , (R ; атп)тс -суммируемом, и 2 v mn регулярно схо­
дящемся, если
1° (R; ат„)шс с  Сг. Ег с  Сг,
2° выполняются условия (79). (81), (82). (86) и (87).
Т е о р е м а  30. Ряд-произведение 2w mn С г-суммируем при 
любых 2итп, (R; атп) г-суммируемом, и 2 v mn, регулярно сходя­
щемся, если
1° (R; О г С С Г) Ег С  Сг,
2° выполняются условия (79), (80), (83), (85) и (88).^
Для выполнения соотношения (48) в случае теорем 21—30 
необходима и достаточна совместность методов, приведенных в 
пункте 1°, и кроме того, в случае теорем 22 и 24 равенство нулю 
пределов в условии (74), а в случае теорем 27 и 30 — равенство 
нулю пределов в условиях (80) и (83)
§ 5. Свойства правил умножения
В настоящем параграфе покажем, что метод билинейных пре­
образований применим также к исследованию свойств правил 
умножения двойных рядов.
Правило умножения можем представить при помощи т. н. мат­
рицы О =  (сотпкы) правила умножения, определяя частичную 
сумму ряда-произведения формулой
= =  ® mnklst Ukl Vst =  0,1, . )
k,l,s,t
Здесь мы рассматриваем такие правила умножения, где при 
фиксированных k, I, s, t найдутся числа М  и N, такие что
J 1, если т  >  М  и N.
№mnklst == | л
1 0, в остальных случаях;
и, кроме того
tämnkUt == 0, (90)
если выполняется хотя бы одно из неравенств: k >  М,тп I >  Nmn, 
s > M '  mn, t^> N'mn Такое определение правил умножения соот­
ветствует правилу группировки в двойной ряд членов UjaVst по­
лученных при почленном перемножении рядов 2ик1 и 2 vst
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Например, правило умножения Коши определяется так 
( 1, если и l-\- t ^  п,
(Отпкы \ о, в остальных случаях.
Скажем, что правило умножения С2 совершенно в смысле а, 
если из сходимости рядов-сомножителей в смысле а следует схо­
димость ряда-произведения в смысле а, и имеет место соотноше­
ние (35)
Скажем, что правило умножения О обладает свойством MU  
в смысле а, если при любых 2итп и 2 vmn, сходящихся соответ1 
ственно в смыслах а(а^\)  и 1, ряд-произведение 2w mn сходится 
в смысле а, и имеет место соотношение (35)
Аналогично свойству MU  определяется свойство MV  в смы­
сле а, которое отличается от MU  лишь тем, что в нем места рядов 
2итп и 2 vmn обменены.
Если свойства MU  и MV выполнены одновременно в смысле 
а, то скажем, что имеет место свойство Мертенса в смысле а.
Применяя условия билинейных преобразований, получаем сле­
дующие теоремы:28
Т е о р е м а  31. Для того, чтобы правило умножения П обла­
дало свойством Мертенса в смысле тс, необходимо и достаточно 
выполнение условий:
1° 2  i tomnkist | <  м  (т, пу s, t =  0, 1, .), (91)
k,i
lim ! Aki (ümnkist |== 0 (/, s, t =  0, 1, .),
т, п ->оо
к
lim | Лki o)mnkist | == 0 (k, s, t =  0, 1, .), (92)
т,п->- °о
I
(для свойства MU  в смысле т с);
2° 2\Ast(0mnkist\^M' (m,n ,k , l  =  0,1, .), (91')
s,t
lim | Ast (ümnkist | =: 0 (k, /, t =  0,1, .),
m,n oc
s
lim у  I Ast Cdmnktst! =  о (k, l ,s =  0,1, .), (92')
m, и->oo t
(для свойства MV  в смысле mc).
28 Условия для билинейных преобразований, полученные в первой главе, 
щействительны не только в случае треугольных матриц, но и в случае матриц, 
удовлетворяющих условию (90).
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Т е о р е м а  32. Для того, чтобы правило умножения О обла­
дало свойством Мертенса в смысле г, необходимо и достаточно 
выполнение условий (91) (для свойства MU  в смысле г) и (91 ) 
(для свойства MV  в смысле г).
Отметим, что в случае правила умножения Коши условия 
(91), (9Г ), (92) и (92') выполнены.
Т е о р е м а  33. Для того, чтобы правило умножения О было 
совершенно в смысле тс, необходимо и достаточно выполнение 
условий:
1° ряд-произведение должен иметь ограниченные частичные 
суммы при любых Иитп и 2vmn ограниченно сходящихся,
lim | А ki cOmnkloo | — О (I 0» 1 ? •)
7 ^  СО
k
Hm | A kl О)mnkloo j == 0 (^ :== 0,1, .)
i
I ^rnnoost I := 0 (  ^== 0» 1 1 )lim 
m,n ^
lim У ,  [ A st ^rnnoost | — 0 (S — 0,1, .) , 
m,/z -> oo "
3° lim Y  Y\ A kiA st(öm nk is t\  =  ü  (k,s =  0,1, .), 
m,n -> 00 "  ~
lim У  У  j AkiAstComnkist\ =  0 (fc, f =  0, 1, •),
m, n oo ^
l s
lira | Aki ^ st^mnkist \ == 0 (/, s =  0, 1, .),
m,n->- 00 ^  ^
k t
lira [ Aki Ast(Omnkist \ 0 (/, t =  0, 1, .)
/77, П OO
k s
Т е о р е м а  34. Для того, чтобы правило умножения О было 
совершенно в смысле г, необходимо и достаточно выполнение 
условия:
ряд-произведение должен иметь ограниченные частичные 
суммы при любых 2 и тп и S v mn , регулярно сходящихся.
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KAHEKORDSETE SUMMEERUVATE RIDADE 
KORRUTAMINE
I. Kull
R e s ü m e e
Operaatorit
z =  f (x 1 , , xk) (1)
nimetame polülineaarseks, kui see on aditiivne ja homogeenne iga 
muutuja suhtes. Operaatori (1) väärtused z ja muutujad x* kuu­
lugu seejuures vastavalt Banachi ruumi Z ja X  (/ =  1, ,k)•
I peatükis vaatleme polülineaarsete operaatorite kahekordseid 
jadasid
{fmn (-^1 , X k) ) mn• (2 )
Töös defineeritakse kahekordsete jadade klassid
ja antakse tingimused jada (2) kuulumiseks, mingisse klassi (3) 
iga fikseeritud x teX i(i =  1 , , k) puhul (teoreemid II ja III). 
Teoreemi III alusel tuletatakse ka tarvilikud ja piisavad tingimused 
järgmisteks lineaarteisendusteks: l->c, l->mc, l->r, 1-^1, шс-^ся, 
г - ^ с я ,  l -^ся, с’ -^ся ,  с ' ^ с я ,  с™->ся.
Sama teoreemi alusel tuletatakse ka bilineaarteisenduste 
m c X I ^  mc, r X I - >  mc, I X  1 ^  mc, mc X  • ^  r , r X l ^ r ,
tarvilikud ja piisavad tingimused, kuna bilineaarteisenduste 
mc X  mc mc, 111 с X  r -> mc, r X r >  mc, mc X  mc r,
с сipip > ’
in (3)
jaoks saam e p iisavad  tingim used, m is erijuhu l (valem  (33) k äes­
olevas >töös) osutuvad aga  sam uti tarvilikeks.
Teoreemi V alusel saam e leida ka seosed teisendatud jad a  ja  te i­
sendatavate jadade p iirväärtuste vahel.
II peatükis defineeritakse kahekordse rea Л а-summeeruvus (а 
tähistab m ingit koonduvate jadade k lassi loetelust (3 ) , m illesse 
peab kuuluma menetluse A abil teisendatud jad a ) ja  uuritakse see­
järe l summeerim ismenetluste sisalduvust n ing kooskõla mõttes 
(a, /?) Voronoi-Nörlundi (WN; aki) , Cesäro (С; а, b) ja  R iesz’i 
kaalutatud keskmiste m enetluste (R; акг) korral.
III peatükis vaadeldakse järgm ist probleemi: kui rida 2 и кг on 
Л а-summeeruv summaks U’ ja  rida S v ki on B/?-summeeruv sum­
maks V\ s iis  m illiste l tingim ustel on nende ridade Cauchy-korru- 
tisrida 2 w ki Cy-summeeruv summaks W’ n ing m illiste l tingim us­
tel kehtib seos
W’ =  U’ V’
Püstitatud probleem lahendatakse selliselt, et ridade korruta­
mist vaadeldakse bilineaarteisendusena. B ilineaarteisenduse 
tingim ustest saam egi tingimused korrutisrea Cy-sum- 
meeruvuseks. Arvestades summeerim ismenetluste Aa, C y  ja  Bp, 
C y  sisalduvust kui tarvilikku tingim ust, osutub võim alikuks liht­
sustada tingim uste kompleksi korrutisrea Cy -summeeruvuseks.
Töös on tõestatud 30 teoreemi Voronoi-Nörlundi, Cesäro ja 
Riesz’i m enetlusega summeeruvate kahekordsete ridade korruta­
mise kohta. Tõestatud teoreemid üld istavad ühekordsete ridade v a l­
las tuntud Cesäro ( [2 8 ] , . teoreem 164), Fekete-Kogbetliantz’i 
( [6] ,  teoreemid 1° ja  2°; [13 ], teoreemid IV ja  V ). Belinfante’i 
([1 6 ], sissejuhatus) ja  Florence M. M ears’i ( [1 5 ], teoreemid 1„
2 ja  3) tulem usi. Käesolevas töös esitatud teoreemidest saam e tu le­
tada ka juba olem asolevaid teoreeme kahekordsete ridade korruta­
mise kohta (C esari [4, 5 ], teoreemid I ja  III; Sheffer [2 2 ], teoreem 
1; Tšelidze [3 0 ], teoreem 6 ).
V iim ases paragrahv is uuritakse kahekordsete ridade korrutis- 
definitsioonide omadusi ja  tõestatakse 4 teoreemi, mida võib v a a ­
delda kui A lexiew icz’i [1 ] teoreemi 1 ü ldistusi.
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MULTIPLICATION OF DOUBLE SUMMABLE SERIES
I. Kull
is named polyliriear if it is additive and homogeneous w ith repect 
to each argum ent. The values z, and the argum ents xž of the ope- 
rator (1) belong to Banach spaces Z and Xi(i =  \, , k) res- 
pectively.
In Chapter I are considered double sequences
of polylinear operators.
In the present paper we define c lasses of double sequences
and give the conditions that sequence (2 ) belongs to any class 
of (3) for each fixed x&Xi (/ =  1, . ,  k) (theorems II and III). 
On the basis of theorem III we get the necessary and sufficient 
conditions for the follow ing linear transform ations: 1 -> c, l->m c,
On the basis of the same theorem we also get the necessary 
and sufficient conditions for the b ilinear transform ations mc X  
!> m c ,  г X  I >  mc, 1 X 1 ^  mc, mc X  1 ^  г г X  * г> 1 X • r> 
1 X  1 1; w hereas for the b ilin ear transform ations 
mc X  mc ^  mc, mc X  r ^  mc, r X r >  mc, mc X  mc r mc X
S u m m а г у
An operator
z =  f(xu ,x k) (1)
(2)
i z с ic, tn C r  \ Cl с с  с
с‘
m
(3)
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we get the sufficient conditions, which in the special case (for- 
m ula (33) in the present paper) have also proved necessary.
On the bas is  of theorem V we get the form ulas b ind ing the 
lim its of transform ed and transform able sequences.
In Chapter II we define Л а-sum m ability of a double series 
(ia denotes any class of convergent double sequences in the enu- 
meration (3 ), where must belong the sequence transformed by the 
method A) and thereafter study the inclusion and consistency of 
the methods of sum m ability of Voronoy-Nörlund (WN; aja), Cesäro 
(C; a, b), and Riesz (R; aki)
In Chapter III we consider the föllowing problem: if the series 
2 и кг is Л а-summable to the sum U\ and the series 2 v k is B^-sum- 
mable to the sum V\ then in what conditions the Cauchy-product 
2 w ki of these two series is Cy-summable to the sum W’ and in 
what conditions holds the formula-
W  =  U' V’
This problem is solved in such a manner that the m ultiplication 
of the two series is regarded as a b ilinear transformation. From 
the conditions of the bilinear transformation we get the
conditions-for Cy -sum m ability of the product-series. Taking into 
account the inclusion of the methods Ar<, CY, and Bp, Cy, as а 
necessary condition, it is possible to sim plify the set of conditions 
for Cv-summability of the product-series.
In the present paper 30 theorems are proved for the m ultip li­
cation of the double series summable by the methods of Voronoy- 
Nörlund, Cesäro and Riesz. The theorems mentioned here gene- 
ralise the known theorems of Cesäro ( [2 8 ] , theorem 164), Fekete- 
Kogbetliantz ( [ 6] , theorems 1° and 2°; [1 3 ], theorems IV and V) 
Belinfante ( [1 6 ] , introduction) and Florence M. M ears ([1 5 ], theo­
rems 1, 2, and 3) for the ordinary series. From the theorems which 
have been proved in the present paper one can deduce earlier theo­
rems on the m ultiplication of double series (C esari [4, 5 ] , theo­
rems I and III; Sheffer [2 2 ], theorem 1; Celidze [30 ], theorem 6 ).
In the last paragraph the author studies the qualities of the 
definitions of the m ultiplication of double series. We prove here 4 
theorems, which generalise theorem 1 of A lexiewicz [1 ]
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ТЕОРЕМЫ О СРЕДНЕМ ЗНАЧЕНИИ ДЛ Я ДВОЙНЫХ
Рядов
Э. Г Реймерс
Кафедра геометрии
Введение
В работах [4 ] , [5 ] , [ 6 ] Юркат и Пейеримхофф создали тео­
рию теорем о среднем значении для обычных числовых рядов и 
дали ее многие применения. В настоящей статье теория теорем о 
среднем значении обобщается на двойные ряды (§ 4). Одновре­
менно обобщается (при помощи понятия отрезка последователь­
ности) понятие совершенности методов суммирования (§ 2 ) и по­
нятие сходимости по отрезкам (§ 3 ), что позволяет более обще 
исследовать свойства методов суммирования, удовлетворяющих 
теоремам о среднем значении (§ 5 ). Полученные результаты при­
меняются для изучения включений методов суммирования (§ 6).
1. Обозначения и основные понятия
Мы будем рассматривать следующие классы двойных после­
довательностей 1 л: =  {Х(лу}: b — класс ограниченных последова­
тельностей (если | с — класс сходящихся последова­
тельностей (сущ ествует lim хцу— !;), Ъс — класс ограниченно
[AV-^ CO
сходящихся последовательностей (х£с и xeb), гс — класс регу­
лярно сходящихся последовательностей (jtec и существуют 
lim х — x v и lim ^ — х )2, а — класс абсолютно сходящихся
(Л ->• со СО
1 Если пределы изменения индексов не указаны , то они имеют все цело­
численные значения от 0 до
2 В дальнейшем всегда будем в случае последовательности { у ^ ы  
применять обозначения У и =  Hm y „ v и y v — lim y.tv .
OO ц-+ 00
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последовательностей 3 (2 1 j Л ^ х  v | <  oo) и классы к нулю схо­
дящихся последовательностей Ьсп (хе Ьс и 1 =  0 ) , геп (хегс и 
£ =  0), гп (хегс и £ =  x v — х и =  0) , ап (хеа и £ =  0) и а т  (хеа  
и хе гп)
В дальнейшем для удобства будем буквой а обозначать один 
из классов Ьс, Ьсп, гс, гсп, гп, а, ап и а т ;  буквой /? один из клас­
сов Ьс, Ъсп, гс, гсп и гп; буквой у один из классов а, ап и а т ;  
буквой г один из классов гс, гсп и т .
Определим понятие суммируемости ряда /
( 1 - 1 )
[XV
Пусть * =  {-V> = и*/j .  Мы скажем, что ряд (1 .1 ) а-сумми-
kl=о
руем треугольным методом А ==>(атпцу) к сумме А(х), если после­
довательность {Атп(х)}еа, где
т п
А т п (х) =  I  ttmnfjiv X/xv,
и если lim А тп(х) =  А(х) Множество всех последовательностей
а-суммируемых методом А обозначим через аА. аА называем 
полем суммирования метода А. Ряд (1. 1 ) называем Л-ограни- 
ченным, если {Атп(х)}еЬ. Множество Л-ограниченных последова­
тельностей обозначим через ЬА. Метод Л будем называть ревер­
сивным относительно класса а, если для любого {Атп(х)}еа соот­
ветствует одна и только одна хеаА. Нормальный метод всегда 
реверсивен.
Пусть Л нормальный, метод суммирования. В классах /?Л для 
последовательности х определим норму
||л;||= sup | Ацр(х) | п  2)
и в классах уА
ii* ii= 2 7 i v m * m - (•• 3>
При таком нормировании эти классы превращаются в Б/С-про- 
странства.4 Если Л единичный метод суммирования, то отсюда
00
3 Здесь и в дальнейшем означает > b vx v —  x v— xv—\ и ^/xvxluv =
t*v- о
Д,1 ^ v x(iv) — &V
4 Т. e. в пространства Банаха, где имеет место сходимость по коорди­
натам.
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следует как  частный случай, что классы /5 и у являю тся В/С-про- 
странствами.
В пространствах аА  мы будем рассматривать следующие спе­
циальные последовательности: euv — последовательность, эле­
менты которой нули за исключением элемента с индексами jn, v, 
который равен 1 ; еи — последовательность, где только /л-ная 
строка отлична от нуля и состоит из чисел 1 ; ev — последова­
тельность, где только r -ный столбец отличен от нуля и состоит из 
чисел 1 ; ёп ■— последовательность, элементы которой равны нулюг
за исключением /л-ной строки, где 0 и 1 находятся в произволь­
ном расположении; ёи — последовательность, элементы которой 
равны нулю за исключением г-ного столбца, где 0 и 1 находятся 
в произвольном расположении: е — последовательность, элементы 
которой равны 1 .
Мы скажем , что множество G лежит плотно в аА,  если для 
любого е^> 0 и хваА  найдется такой элемент gsG, что 
II х — ё  II <С £- Множество Е  с, аА  называется основным множе­
ством пространства аА,  если линейные комбинации всех элемен­
тов из Е  леж ат плотно в аА.
В пространствах а основное множество составляют следующие 
последовательности (случаи 1 ) —5) доказали Хилл и Хамильтон 
в [3 ] ) :  1 ) в Ьс: е^, ev и е; 2) в bcn: e^v, ёц и ev ; 3) в гс\ 
V ’ ev  е* и 4) в гсп. е^, и е*'; 5) в гп: е^,; 6) в а: е ^
V  ev и е- 7) в ап: е^ , ец и ev ; 8) в агп: е ^ .
Пусть fmn(x) — линейные непрерывные функционалы с нор­
мами ||/дап||. Тогда имеет место следующее обобщение известной 
теоремы Банаха .5
Л е м м а  1. 1. Д ля того, чтобы последовательность {fm„ (х )} 
сходилась всюду в пространстве аА к  заданному линейному не­
прерывному функционалу f(x). необходимо и достаточно, чтобы
1° последовательность {\\fmn\\} была ограничена;
2° сходимость имела место на основном множестве простран­
ства аА.
Из сходимости последовательности функционалов Атп(х) на 
основных множествах пространств а получаем следующие условия:
(<2) Пгп dmnfxv === 0  ;
тп-^> оо
(b) lim cimriiiv =  0 , lim amnjiv =  0 ;
т-Ь  со п-^со
5 См. теорему III в статье И. К улля в настоящем выпуске, где дано 
дальнейшее обобщение этой теоремы.
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(с)
lim
oo
O-mnfAV —
1 , если V =  tl,
0, если v <Cti,
1 , если ju =  m,
О, если [л<^т\
m n
(d) lim У й гар  =  0 , lim У  a mniXV =  0 ,
Ц — 0 
n
l i m  ClmnpLV —
n-žcc ^  v = o
f^  — 0 
mn
mn-} 00
>'=0
(e) lim У А и Л/иу =  1 ,
/П« X/ИГ = 0.
(0  lim V  f amn/iV 1= 0 , lim У  | amriiuv \ =  0
m n oo m n-$  ao
/г = 0 v=0
Ниже нужны будут такж е условия
00
( g )  \ Л  т п  a mn{u v  \ < С  ° ° >
т п =О
со kl
(Ä) 4^/ИЯ С1тпЦУ> j М ,
т п = 0 /iiV — O 
тп
(О У, | ü m n tiv  I <с Ж
flV — O
В пространствах аА будем рассматривать линейные непрерыв­
ные функционалы следующего вида:
1) ЬсА: fx =  аА (х) +  I  ttfiV Af.iv (* ) , где Q-fiv I <  оо
и Il/Il =  М ^  I afiv!;
2) ЬспА: то же самое, что в ЬсА, где а =  0;
3) rcA-.e fx =  aA(x) +  +  ^ Г а М *  (*) +
и II f II =  М ~Ь | ^ |  +  ^  \ aV I +  J } ?  I a !*-v I >
См. [2 ] , стр. 328 и 329.
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4 ) rctiA: то ж е самое, что в гсА, где а = 0 ;
5 ) т А : то ж е самое, что в ЬспА;
6 ) у А: fx — ^  о-цу А (iv Afiv (х) , где \a^ v\ М
и ||fll =  sup|a I
В пространствах гА и любой линейный непрерывный функцио­
нал представляется в таком виде. В пространствах ЬсА и ЬспА 
любой линейный непрерывный функционал не представляется со­
ответственно в виде 1 ) и 2 ).
2. Совершенные методы суммирования
Понятие совершенности метода суммирования определяем при
помощи отрезков последовательности. Отрезок ga =  ig^v) в про­
странстве аА мы определяем как  линейную комбинацию элемен­
тов основного множества пространства а. Например, в гсА имеем
ko h kolo
grc =  g e - { - J ? 2 £VeV 6fZV
[л= о v = 0  f i v = 0
где g , gfi, gv и gfjtv произвольные числа: в aA ga =  grc, в rcnA 
g rcn =  grc, где g  =  0, и т. д. При пользовании отрезками нужно 
знать, при каких условиях ga^aA. Если А удовлетворяет усло­
виям
1° (Ь), (с), (е ), Ш, то gbc s bcA\
2° (* ) . (с), (/), то gbcn 6 ЬспА
3° (а ) . (Ь), (с ), (d), (е). то g rc 6 rcA\
4° (° ) . (Ь), (с), (d), то grcn 6 rcnA
5° И , (b), то g m 6 rnA\
6° И , (Ь), (с ), (d), {е), (h), то g a aA\
7° (а ) . (Ь), (с), (d), (h), то g a n 6 anA;
89 (а ) . (Ь), (g ) то gam 6 arnA
В дальнейшем для удобства ga£aA будет означать, что соот­
ветствующие условия, указанные на левой стороне, выполняются. 
Например, grnernA означает, что А удовлетворяет условиям 
(а) и (Ь). Если нужно указать, что в отрезке g a линейная комби-
Ыо
нация оканчивается при индексах k0 /0, мы пишем g a .
€4
О п р е д е л е н и е  2. 1. Мы называем нормальный метод А 
а-совершенным, если g aeaA, и если для любого хеаА и лю­
бого £ 0 можно найти такой отрезок g  , что
II* —  ё  II < е - (2 - 1)
Если выполняется (2. 1), то отрезки g a леж ат плотно в аА. 
Пусть Е  основное множество пространства а. Отрезок g a является 
линейной комбинацией элементов из Е,  поэтому имеет место 
Л е м м а  2. 1. Нормальный метод А ,  если g a£aA, тогда и 
только тогда а-совершенный, когда множество Е  является основ­
ным множеством пространства аА.
Л е м м а  2 .2 . Нормальный метод А ,  если g a£aA, тогда и 
только тогда а-совершенный, когда для любого в аА  линейного 
непрерывного функционала f , удовлетворяющего условию fx0 =  О 
при всех х0еЕ ,  заключается fx =  0 при всех хе  аА.
Лемма 2. 2 следует непосредственно из леммы 2. 1 (см. Б а­
нах [I ] , стр. 58, теорема 7).
3. Сходимость по отрезкам в поле суммирования
ы
Определим понятие отрезка х а для последовательности хеаА 
следующим образом:
ki k i 
1° если хе ЬсА, то хьс =  А (х) е 4 - у +  z -f-
kl k i '
-f- 2  (x t*v — V^ v — z^v — A(x )) env •>
/UV — Q
причем
к k k' n(k) k 
У =  \Ур»} — 2  (а:) — A{x)) (e^)v ,
/UV =  0
l l Ш{1)' 1 l 
z =  {Zfiv} =  2  (Ät*v W  ~  A ^ VЬ  ’ 
fJ.v = 0
k l
где (Bfi)v и (ev)[x последовательности соответственно типа ёц и 
õv, в которых расположение чисел 0 и 1 зависит от индексов k, v 
и /, fx, соответственно, и оно такое, что каждый член последова-
h I
тельностей у и z состоит только из одного элемента A^v (я) — 
— Л (х) ;
ki м
2° если х е ЬспА, то хЬсп =  хЬс, где А (х) =  0;
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kl __
3° если xe rcA, то xTC =  A (x )e -1- ^  {А[л (x) — А (* ))  е/л +
fl=о
l kl 
+ У  (Av ( x ) ~  А (Л)) ev + 2  (•*> — Ap (■*) — A ” (•*) + Л W) ew ;
v  =  0 fiV — O
kl kl
4° если x  6 rcnA, то Xrcn == %rc» где А (x) 0,
ki ki
5° если x ern A ,  то x rn = x rc, где A (x) =  А ц (х )=  Av (x) =  0;
ki ki
6° если x e aA, то xa =  xrc;
А/ Ä/
7° если л: 6 аяЛ , то хап =  я гсп;
ki ki 
8° если * 6 а т А ,  ТО -Хат =  r^/z
kl
По определению отрезок х а для х является частным случаем
м
общего отрезка g «B  аА, поэтому х аеаА будет означать, что метод
А удовлетворяет тем ж е условиям, что и при gaSaA.
Мы скажем , что в пространстве аА имеет место сходимость по
ki
отрезкам (сокращенно СО), если для всех xe aA lim х а =  х по
k l- }  ОО
норме,7 и слабая сходимость по отрезкам (ССО ), если при любом 
линейном непрерывном функционале f, определенном в аА, вы-
ki
полняется равенство lim  f.xa =  fx для всех хеаА.7 Поскольку 
k l- }  00
в ЬсА и ЬспА общий вид линейного непрерывного функционала не 
известен, то ниже в этих пространствах определение ССО бу­
дем понимать только относительно класса функционалов, опреде­
ленных выше для этих пространств.
Следует отметить, что из СО всегда заключается ССО, по­
лг ki
скольку |fx — fxa| < \\f\\ \\х — ха\\. В пространствах а всегда имеет
ы
место СО, а отсюда и ССО, так  как  при любом s >  0 \\х — х а | <
<  е, если только k, I достаточно большие.
ы
Т е о р е м а  3 .1 . Пусть метод А нормален. Если х аеаА и в 
аА имеет место ССО, то метод А а-совершенный.
7 В случае пространства Ь сА  и Ь сп А  предполагается еще, что существуют-
k 1_
последовательности { e ^ ) v  и { e v )^  приводящие к указанному равенству.
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Д о к а з а т е л ь с т в о .  Если функционал f такой, что fx0 =  О
т  ki
для всех х 0 е Е, то такж е fxa =  0 и fx =  lim fxa =  0, и утвержде-
k l-+  с о
ние следует из леммы 2. 2. Из-за того, что мы ограничили поня­
тие ССО в пространствах ЬсА и ЬспА, следует отметить, что клас­
сы функционалов, определенных выше для этих пространств, со­
держат все функционалы, используемые в лемме 2. 2. Это легко 
установить из факта, что в пространстве Ьс и Ьсп всегда имеет 
место СО, позволяющее получить некоторое выражение для лю­
бого линейного непрерывного функционала соответственно в Ьс 
и Ьсп.
ы
Т е о р е м а  3 .2 . Если А нормальный метод и х^е /?Л, то в 
рА имеет место ССО тогда и только тогда, когда
ы
\\*р\\< Ш ,  <З Л )
где К(х) величина, зависящ ая от х, и норма определяется по фор­
муле ( 1 . 2).
Д о к а з а т е л ь с т в о .  Сравнивая виды линейных непрерыв­
ных функционалов в пространствах /L4 и /3, видим, что нужно по- 
ы
казать, что {Атп(хр)} при &,/->оо слабо сходится к [Л  тп (* )}  в 
пространстве /?.
Введем следующие, условия для последовательности хы =  
= { * « } •
sup I Хтп I < К', (3. 2 )
тя  = 0,1,...
Нш Хщп ~ %тп> (3. 3)
kl-$ 00
lim (\\mxkmn) =  \\mxmn, lim (lirn х„„) =  lim х тп\ (3 .4 )
kl-$ оо oo oo kl-boo п-ъ oo n-^oo
lim { \ \ т х кт п )  =  \ \ ш х т п . (3-5)
kl-^oo mn-}cc mn-bcc
Аналогично, как  при обычных последовательностях, можно по­
лучить следующие необходимые и достаточные условия для сла­
бой СХОДИМОСТИ Xia =  {xmn} к х — {хтп}:в
1° Ьс: (3 .2 ) , (3 .3 ) , (3 .5 ) ;
2° Ьсп: (3 .2 ) . (3 .3 ) ;
3° гс: (3 .2 ) , (3 .3 ) , (3 .4 ) , (3 .5 ) ;
4° гсп\ (3 .2 ) , (3 .3 ) , (3 .4 ) ;
5° гп: (3 .2 ) , (3 .3 ) .
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Д ля ССО в 0А (3. 2) дает необходимое и достаточное условие, 
так как  остальные всегда выполнены. Например, в случае гсА 
выполнение условий (3 .3 ) , (3 .4 ) , (3 .5 )  следует из разложения
ы
Атп (Хгс) =  2  (х№ — Äf* № — AV (* ) +  А +
/xv =  0
kn ml
+ 2  amn[iv (А(л (х) — А (х)) - f  2  amntuv (Av (я )  — А (л:)) -(-
[xv — О {XV= 0
тп
-J- ^  Clmnfxv А(х\  (3.6)
[XV =  0
П р и м е ч а н и е  3 .2 . В теореме 3 .2  вместо условия (3.1) 
можно взять условие
ki
\А.тп(хр)\ </С||*||. (3.7)
Это следует из того, что в (5А имеет место сходимость по коорди-
ki
натам, поэтому в /?А x^v и AUv(x) ,  а отсюда и Атп(хр) в /М 
являются линейными непрерывными функционалами. Учитывая 
(3. 1), мы получаем (3 .7 )
Т е о р е м а  3. 3. Если в ДД имеет место ССО, то такж е СО, 
Д о к а з а т е л ь с т в о .  Согласно теореме 3. 1 А /^-совершен-
kolo
ный метод. Тогда для любого хеftA существует такой отрезок^ ,
что \\х — <  е/(К-\- 1), где константа К из условия (3 .7).
ki ы
Ввиду (3. 7) || Хр || < К || х || и при k =  kQ, l =  /<> имеем || х — ^||< 
м
< 11* — £>11 +  11^ — £>11 < ( ^ +  Щ *  — £> Н < £- Следовательно, 
ы ы k
х р -*х  по норме. Если =  Ьс, то в Хр последовательности (õ^v
i
и (ev)fx берем те же, что и в gp. Аналогично при =  Ьсп.
П р и м е ч а н и е  3. 3. Из теоремы 3. 3 видно, что если в (1А
ы
имеет место ССО, то отрезки Хр леж ат плотно в ftA, и в опреде­
лении ^-совершенности метода А можно взять gp =  Xo при k > kQ 
и I >  /о
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k l
Т е о р е м а  3. 4. Если А нормальный метод и х уеуА, то в у А 
имеет место СО тогда и только тогда, когда
ы м
l i r n  ( ) I ^ mn A-mti {.Xy) | — 0 .  (3. 8)
kl-} 00 n n mn= 0 mn= 0
kl
Доказательство заключается из lim \ \ху— x | =  0 (где норма
k l-}  OO
kl kl
определяется по формуле (1 .3 ) ) ,  и равенства x y — (xy — л:) +  x.
4. Теоремы о среднем значении для двойных рядов
Определим для треугольного метода А — (amnfiv) следующие
оценки (где л: =  ix^v) произвольная последовательность и 
/С =• const.): 
ki
2  a rnnfiv Xfiv
fiV = 0
00 kl k l
[ 2  I Amn GmnltvXjuy [ < 1  K  \ Ak'l'  (-У) 1 ( 4  2 )
mn= 0 mn=Q /uv—Q
mn
2/  I G-rnn/j-vX/jv | К 2/  I Ä(*vA(jiv (oc )|, (4-3)
[IV =  0 =  0
В случае оценок (4. 1) и (4 .2 ) полагаем, что существуют такие 
числа k' и /', что соответствующее неравенство выполняется. Най­
дем достаточные условия для того, чтобы метод А удовлетворял 
оценкам (4 .1 ) , (4 .2 ) или (4 .3 ) .
Л е м м а  4 .1 . Если треугольный метод А =  (атпцу) удовле­
творяет условиям .8
1° акщ, ^ О, (0 < i 0 0 < / < п ) ,
a kl[XV
2. (0 < / л < к < т ,
^  4 Wv К ат 1  аыы 0 < « - < / <  я),
то выполняется оценка (4. 1)
Символы разности имеют следующее значение: 
иа !Л а [Л Д|М-)-1> ^UVa[XV — & ya jxv) ~
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Лемма доказывается аналогично, как  при обычных последо­
вательностях.9
Л е м м а  4 . 2. Если треугольный метод А =  (атп/иг) удовле­
творяет оценке (4. 1) и условию 10
то выполняется оценка (4. 2)
Лемма доказывается при помощи преобразования Абеля-
Харди, беря CLmnfiV =  ——— dktfxv •
kl/xv
Л е м м а  4. 3. Если треугольный метод А =  (amn(*v) удовле­
творяет условиям
1 Атп | CLmn^ iv | =  | Amn^ mnfxv | >
2 Ащ | dmnfXn | — | AmClmniin | >
3  А п | Q-mnmV | —  | А п Qmnmv | ,
то выполняется оценка (4 .3 ) с /С > 1.
Д о к а з а т е л ь с т в о .  Мы можем написать
ki ki
\тп=.О О' (tv=zO
kl k—1, 1—1
Akl \a kluvX fxv  I —  I ClkiklXkl\ - f*  ^  A kl I Clk—\, l—1, fxvX u v
[ I V — Q 
k—1
[IV=0
—  2  ^ k I a k—\, l/ x iX fil I —  2  d l  | Q-k, l—l,k v X k v  I =  I CLklklXkl I
k -\ , l—1 k—1
2  I Aiükj—i,kvXkv | <  | Aki Akl(* )  |.
Поэтому
mn mn kl mn
S Iamnkl Xkl I — 2  ^ kl [ CLkl^ iv X/xv | | AkiAki(x)
9 C m . [7 ] , Теорема 5.
10 В последней предполагается, что
алтпцг
a kl[iv
=  0, если выполняется хотя
бы одно из неравенств fi^>k и v^>l.
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Леммы 4. 1, 4. 2 и 4. 3 мы называем теоремами о среднем зна­
чении (сокращенно ТСЗ). Обычно такое ж е название присваи­
вается и оценкам (4 .1 ) , (4 .2 ) и (4 .3 ) .
Д ля факторизирующих треугольных методов А, т. е. для таких 
методов А — (Omnfiv), при которых cimn(iv =  amfla'n[,, условия лемм
4 . 1, 4. 2 и 4. 3 упрощаются. Мы имеем в этом случае следующее.
Если А удовлетворяет условиям
то выполняется оценка (4. 1)
Если А удовлетворяет оценке (4. 1) и условиям
00 k 00 I
2 2 А т й ^ < n , 2 2 1  Л ° nVA n A v  ——
m=k-f-1 0 a kH n = l+ l v=o a lV
где — 0, —,l,+1 =  О, то Л удовлетворяет оценке (4. 2 ). 
a k k + i a l l + l
Если А удовлетворяет условиям
А™ I а т(л\ =  I Д т а т(л I > А п | CLnV | =  \And nV |,
то выполняется оценка (4. 3) с К ^  1.
Для оценок (4. 1 ) , (4 .2 ) и (4 .3 ) можно получить такж е не­
обходимые условия. Пусть х =  е(гу, тогда из (4. 1) получаем
| cimniiv I <  К I a ki(Xv I (0 <  (Л <  k  <  т , 0 <  v <  / <  п ) , (4. 4) 
и из (4. 2)
00 kl
( 2 - 2 ) 1  Дтп ümn(MV | ^  К  | CLklfiV \ (0 ^  /л ^  k, 0 ^  V ^  /) (4. 5)
тп—0 тп=О
При х =  в из (4. 3) получаем
тп тп
У  | CLmnfiV | К  У  1 Д ц у А [х у ( ё )  |. (4 .6 )
tuv= о [XV—о
Поскольку мы требуем выполнения оценок (4 .1 ) , (4 .2 ) и (4 .3 ) 
при любых последовательностях х, то условия (4 .4 ) , (4 .5 ) и 
(4 .6 ) необходимы соответственно для оценок (4. 1), (4. 2) и (4. 3)
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4v IjV
a n l+ l  
Я / /J_ 1
Методы суммирования, удовлетворяющие теоремам о среднем 
значении, обладают рядом интересных свойств. Ниже мы изла­
гаем наиболее важные из них.
Т е о р е м а  5 .1 . Пусть А нормальный метод, удовлетворяет 
ы
условию (г) 11 ихрерА. В пространстве имеет место ССО тогда 
и только тогда, когда А удовлетворяет оценке (4. 1).
Д о к а з а т е л ь с т в о .  Нужно показать, что условие (3. 1) и 
оценка (4. 1) эквивалентны. Пользуясь разложениями вида (3. 6)
ы
видно, что из (4. 1) следует (3. 1). С другой стороны ^  атп у^Хцу
/uv=0
линейный непрерывный функционал в /L4, поэтому 
ы
dmnfxvXuv К.mnkl SUp | Afiv (* ) |. (5. 1)
(A.V- 0,1, . . ,/J.v=0
Изменим те элементы x^v, которые не содержатся в левой части 
(5. 1) так, чтобы было A^v (х) =  0, если ju >  k или v >  I или оба. 
Тогда для этой последовательности %efiA условие (3. 1) будет 
ki
2 атп/*уХрг ^  К(х) и> учитывая (5. 1), получаем
о
оценку (4. 1).
П р и м е ч а н и е  5. 1 . Сравнивая теоремы 3. 1 и 5. 1 , видим,
ki
что если А удовлетворяет оценке (4. 1), условию (/) и xpefIA, 
то А ^-совершенный метод суммирования.11
Т е о р е м а  5 .2 . Если нормальный метод А удовлетворяет
ki
оценке (4. 1 ) , условию (г) 11 и х ‘гегА, то для любого хегА имеем 12 
ki
1 ° lim Атп{хг) =  А (х )  равн. отн. k,l\ 
тп-$ оо
2 ° lim Атп{хг) = \ Аяп(х ) Равн- отн- k> если п < Ь  
т-ъоо [ А(х) равн. отн. k, если п >  /;
3" lim Атп(хЛ =  \ Л » W  Равн- отн. I если т  <  k\ 
п-+ оо равн. отн. /, если m >  &.
Д о к а з а т е л ь с т в о .  Из примечания 5. 1 следует, что А 
r -совершенный метод, следовательно, для любого х е г А  можно
5. Свойства методов суммирования, удовлетворяющих ТСЗ
иметь вид sup
mri—0,1,..
11 В случае гпА условие (i) можно опустить.
12 Сокращение «равн. отн.» читать к ак  «равномерно относительно».
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найти такой отрезок g r е г  А ,  что \\х— g r W ^ e / K ,  где К  взят из 
формулы (3. 7 ). Рассматривая g r как  обычную двойную после­
довательность в г  А ,  составим отрезок g r , тогда из (3. 7) следует, 
что
того что g r Отрезок) равномерная при т ,  п о о  относительно 
k, I, при т  ->• о о  относительно k и при п о о  относительно /, то
Согласно примечанию 3. 3 можно взять g r =  хг . Пользуясь раз­
ложениями вида (3. 6) и условием (5. 2 ), легко доказать и равен­
ство пределов 1°—3°
Т е о р е м а  5 .3 . Если нормальный метод А  удовлетворяет 
оценке (4 .2 ) и условиям (а ) , (b) , ( g ) .  то для любого х е т А  
имеем
следует, что А  удовлетворяет такж е оценке (4. 1). Пустьхе/тгЛ- 
Согласно примечанию 5. 1 А  /тг-совершенный метод. Поэтому 
существует такой отрезок gm е гпА, что
Разделив левую часть неравенства на две части, видим, что член 
с gm при k, I ->■ оо стремится к  нулю, что и доказывает теорему.
П р и м е ч а н и е  5. 3. Сравнивая теоремы 5. 3 и 3. 4 видим, 
что если А удовлетворяет оценке (4 .2 ) и условиям (а), (b), (g), 
то в а т А  имеет место СО и по теореме 3. 1 метод А тогда агп- 
совершенный.
ы
ki ki
A m n { x r) —  A m n { g r ) \ < K \ \ x  —  g r \ \ < e .  (5. 2)
Так как \A mn (gr)} ег,и сходимость этой последовательности (из-за
то же самое ввиду условия (5. 2 ) выполняется
ko 1о
00 kl kl
litti f \ | Дтп &mn[AV Xfxv | — 0.
Д о к а з а т е л ь с т в о .  Из равенства
oo kl kl
mn=0 mn=0 (J.v*=.Q
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1 ° lim
т п -}  со
2 ° lim
m-> оо
3° lim
п-*со *
Т е о р е м а  5. 4. Если метод А агп-совершенный и удовлетво­
ряет оценке (4. 3 ) , то при любом хеа тА  имеем
> У  | Оmnfiv X ftv  I —  о  .
/av-О
Д о к а з а т е л ь с т в о .  Существует такой отрезок garn е атА ,  
что || х — gam || <  е. Можем написать
т п  т п  т п
2  I a m n ( i V  X f i V  | • <  2  I a m n [ * v  ( x ^ v  —  g а ™ )  | +  I a m n ( x v g a ™  \ .
(гг—о (AV=О (JLV=О
В правой части из-за оценки (4. 3) первый член меньше, чем Кг, 
а  второй из-за условий (а), (b) стремится к нулю при т ,  я->оо, 
т  о о  или п ->■ о о , что и доказывает теорему.
6. Теоремы о включении
При помощи теорем о среднем значении, т. е. (4 .1 ) , (4 .2 ), 
(4. 3) можно получить достаточные условия для включения мето­
дов суммирования. Мы скажем , что В включает метод А в смысле 
а-суммируемости, если аВ'Э аА. Аналогично определяется вклю­
чение при разных полях суммирования.
Ниже мы применяем следующие условия:
т —\,п—1
2
(ЛГ=0 
п—1
J/XV
mnfxv
mnfiv
< jW,
т -  1
2\
О
Ли
тп/лп
а mnfin
< м ,
2
v=o
Av т п т У
mnmV
N [ {(ImufJLV y^- 0 )  J
(6. 1)
mnfJ-v
mnfxv
<  M (dmnftv^ 0, tu <  m, v ^ r i ) , (6. 2)
Т е о р е м а  6 . 1. Если для нормального метода А, удовлетво­
ряющего оценке (4. 1) и условию (г) , 11 и треугольного В выпол­
няется условие (6 . 1 ) , то
1° ЬВ^ЬА,
2 ° при gpGfiA и gpefiB такж е fiB 2
74
Д о к а з а т е л ь с т в о .  Пусть x e b A .  Мы можем написать
т п
Вщп ( -*0  =  У *  —'тп ^ . ClmnyLv X[xv •
^  а__mnfxv
[xv= о
Применяя преобразование Абеля-Харди в правой части равенства,
f,IV
получаем из-за условия (6 .1 ) , что |5от„(л:)|<;4Л1 шах V ö m„i/Xy
о  <  и , V <  т,п ^ ^ //=0
Поскольку А удовлетворяет оценке (4 .1 ) , то |5ww(x )| <  
</С шах | Apv(x) |, откуда получаем | Втп(х) | < К | * |Ц. Если
[XV <  т,п
хеЬА, то такж е хеЬВ, что доказывает 1° Д окажем  2° Согласно 
примечанию 5. 1 А /^-совершенный метод, то для каждого xeftA  
существует такой отрезок g^efiA, что | Втп (л;) — Втп (gp) |<
<К\\х — gp\\A <£.По предположению gpe ftB,тогда такж е хе[1В. 
Введем следующие равенства:
lim Втп(х) =  А (х)  (6 .3 )
т п-^ о о
lim Bmn{x) =  A n(x), lim Втп{х) =  Ат {х). (6 .4 )
т - >  оо п-> оо
Т е о р е м а  6.2 . Пусть для нормального метода А, удовле­
творяющего оценке (4. 1) и условию (г) , 11 и треугольного В вы ­
полняется условие (6 . 1). Если А и В удовлетворяют еще усло­
виям
1° (b), (с ), (е), (f ) , то ЬсВ 2  ЬсА и (6 .3 )
2° (Ь), (с ), (f), то ЬспВ ’Э.ЬспА;
3° (а ) , (b), (с ), (d) , (е), то г с В ^ гс А  и (6 .3 ) , (6 .4 ) ;
4° (а ) , (b) , (с ), (d), то rcnB^L rcnA и (6 .4 ) ;
5° (а), (b) , то гпВ 3  rtiA.
Д о к а з а т е л ь с т в о .  Выполнение включения следует из 
теоремы 6 . 1 . Докажем справедливость равенств (6 .3 ) и (6 .4 ) . 
В предыдущей теореме мы доказали, что \Bmn(x) | <Л'||л:|| для 
любого х  е /?Д, значит в ftA последовательность линейных непре­
рывных функционалов {Bmn(x)} ограничена. Поэтому ввиду 
леммы 1 .1  нужно показать, что (6 .3 ) и (6 .4 ) выполняются на 
основном множестве пространства fiA. Из-за примечания 5. 1 
и леммы 2. 1 основным множеством в (ЗА является основное мно­
жество пространства /?. Легко проверить, что на основном мно­
жестве пространства /5 равенства (6 . 3) и (6 . 4) выполняются.
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Т е о р е м а  6 .3 . Пусть нормальный метод А удовлетворяет 
оценкам (4. 2) и (4. 3) Пусть В — треугольный метод, удовле­
творяющий условию (6 .2 ) . Если еще выполняются условия
1° (а), (b), (с), (d), (е), (/г) для А и (с) (d ), {е) для В,
то гЬВ 3  clA  и  (6 .3 ) (6 .4 ) ;
2° (а), (Ь), (с ), (d), (h) для А и (с), (d), для В,
то гспВ^апА  и (6 .4 ) ;
3° (а), (b), (g ) для А, то т В ^ а т А .
Д о к а з а т е л ь с т в о .  Мы можем написать при произволь­
ном ;с, что
Втп{х) |<  У
/ял т п
Ь
[ IV  — О
mnfJLV
т п/xv
Clmnpiv Xu.v | М- | üm n fiv X/xv
fJ.V—0
Согласно примечанию 5 .3  А a m -совершенный метод. Если 
х е а тА ,  то доказательство случая 3° следует из теоремы 5. 4.
Пусть х' — 2  А/л (х ) ец -f- 2  Av (л:) ev. Если хеапА, то (х — х') 
e aт А  и случай 2° сводится к уж е доказанному случаю 3° Ана­
логично поступаем в случае 1° Из-за (4 .3 ) , (h) , и (6 .2 ) А и В 
удовлетворяют (г).
Заключение
Применение полученных результатов при конкретных методах 
суммирования не представляет затруднений, если известно, при 
каких условиях эти методы удовлетворяют ТСЗ. Поэтому мы огра­
ничимся здесь только указанием таких условий. Метод средних 
Рисса А, определенный последовательностью {а (причем
17. П
amn/iv =  a^v1 J ?  ci/iv,13 если ^  < m и г < я  и amn,uv =  0 при осталь-
fjLV— Q
ных индексах) удовлетворяет оценкам (4. 1), (4 .2 ) и (4 .3 ) тогда 
и только тогда, когда выполняются соответственно условия (4. 4), 
(4 .5 ) и (4 .6 ) Метод Чезаро C(a,fi) удовлетворяет оценкам 
(4. 1), (4. 2) и (4. 3 ), когда 0 < а < 1 и 0 < ^ < 1 .  Метод Воро­
ного—Нерлунда удовлетворяет оценкам при очень узких усло­
виях, которые получаются из лемм 4. 1, 4. 2 и 4. 3.
т п
1ВЗдесь ^  =  А т п ^  0. Если также а ^ ^ О ,  то А нормален.
/ i v -  о
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KESKVÄÄRTUSTEOREEMID KAHEKORDSETE RIDADE
JAOKS
E. Reimers
Re s ü me e
Töödes [4 ] , [5 ], [ 6] ra ja s id  Ju rk a t ja  Peyerim hoff keskväär­
tusteoreem ide teooria h ar ilike  ridade jaoks ja  andsid  tem a mitme­
suguseid  rakendusi. K äesolevas a rt ik lis  la ien d atakse  keskväär­
tusteoreem ide teooria kahekordsetele ridadele.
Tähistam e tähega a ühte kahekordsete koonduvate jad ade klas­
sidest bc, bcn, rc, rcn, rn, a, an ja  arn, m is on defineeritud parag­
rahvis 1, n ing süm boliga aA  nende jadade hulka, m ille  Л -teisen- 
did (A  on neljad im ensionaalne m aatriks) kuuluvad k lass i a. Klasse 
a j a  aA  (kui A on norm aalne) võib vaadelda kui BK-ruume. Parag­
rahvis 2 defineerime lõike ga  ruum is aA  kui ruumi a põhihulga ele­
mentide lineaarse kombinatsiooni. Konkretiseerides lineaarse kom-
ki
binatsiooni kordajad, defineeritakse p aragrahv is  3 lõ ige %a jadale 
%GaA. Selline lõike definitsioon lubab ü ld istada summeerimis- 
menetluse perfektsuse ja  jad a  lõikekoonduvuse mõistet. Paragrah­
vis 3 antakseg i tarvilikud ja  p iisavad tingim used lõikekoonduvu- 
seks ruumis aA  (teoreemid 3.2 ja  3 .4).
P arag rah v is  4 annam e 3 keskväärtusteoreem i kahekordsete 
ridade jaoks (hinnangud (4 .1), (4.2) ja  (4 .3 )) ja  tingim used nende 
kehtivuseks (lemmad 4.1, 4.2 ja  4.3)
P aragrahv is  5 uurime keskväärtusteoreem e rahuldavate menet­
luste omadusi. N äidatakse, et sellised  menetlused on perfektsed ja 
nende sum m eerim isväljas leiab aset lõikekoonduvus.
P aragrahv is  6 rakendam e keskväärtusteoreem e summeerimisme- 
netluste sisa lduvuse uurim isel.
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MEAN VALUE THEOREMS FOR DOUBLE SERIES
E. Reimers
S u m m а г у
In papers [4 ] , [5 ] , [6 ] , Ju rka t and Peyerimhoff have created  
the theory of the mean va lue theorems for the sim ple series and 
given various app lications of it. In the present artic le , the theory 
of the mean va lue theorems has been extended to the double 
series.
Let us denote by letter a one of the c lasses of the convergent 
double series bc, bcn, rc, rcn, rn, a, an, arn defined in paragraph
1, and by symbol aA  the set of these sequences the Л-transforma- 
tions of which belong to the c lass а (A  is four-dimensional m at- 
rix ). The classes a and aA  (if A  is norm al) m ay be considered a s  
Б/С-spaces. In paragraph 2, we define the section ga  in the space 
aA as a linear combination of the elements of the fundamental set 
of the space a. By concretizing the coefficients in the linear com- 
ы
bination, the section ia  for the sequence %$aA has been defined 
in paragraph 3. Such a definition of the section allows to gene- 
ralize the concept of the perfect sum m ability method and the sec- 
tion-convergence of the sequence. In paragraph  3, the n ecessary  
and sufficient conditions w ill be given for the section-convergence 
in the space aA  (theorems 3.2 and 3 .4).
In paragraph 4, three mean value theorems have been given 
for double series (estimations (4 .1), (4.2) and (4 .3 )) as w ell 
as the conditions for their va lid ity  (lem m as 4 1 ,4  2 and 4 3)
In paragraph 5, we investigate the properties of the methods 
satisfying the mean value theorems. It is shown that those meth­
ods are perfect, and in their sum m ability field the section-conver­
gence takes place.
In paragraph 6 , we use the mean value theorems for the inves- 
tigation of the inclusion of the sum m ability methods.
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О СХОДИМОСТИ ИТЕРАЦИОННЫХ МЕТОДОВ
Ю. Я. Каазик
Кафедра геометрии
§ 1. Введение
В настоящей статье рассматриваются некоторые вопросы при­
ближенного решения нелинейного операторного уравнения
Р ( х ) =  0, (1)
г д е  у =  Р(х) оператор из банахова пространства £ в нормиро­
ванное пространство 2).
Известны многие итерационные методы приближенного реше­
ния уравнения ( 1 ) , в которых некоторое начальное приближение 
х0 точного решения х* предполагается известным, и последующие 
приближения Xi, х2 , даются рекуррентными формулами вида
/.jXji+i — Xn+i Хц ■— G jrпР (Хп) (д  — 0, 1, .) , (2)
где Гп=  [Р'(хп)]~х, а Gn некоторый линейный оператор, состав­
ленный из операторов Е, ГпР" (хп) , , ГпР {к)(хп) (Е — единич­
ный оператор в пространстве k — фиксированное натуральное 
число) и элемента ГпР(хп)
Так, например, при
Gn =  — Е
получается метод Ньютона, впервые рассмотренный Л. В. К ан  
т о р о в и ч е м  в [4 ]. При
Gn= -  ( E - R n)~\
где Rn =-^-ГпР" (хп) ГпР (хп) - получается т. н. метод касательных 
гипербол [5 ], при
Gn =  (Е Rn) 
метод касательных парабол [ 6] , при
Gn =  — (E — 2Rn)~\(E — Rn)
метод, рассмотренный в [9 ], и при
О» =  — <Я — i  rj>" (xn)(E — R.) ~'ГпР (ж.) +
+  -i- ГпР'" ( л [ Р „ Р  (*») ]*>-•
метод, рассмотренный в [7 ],
Исследовано такж е несколько итерационных методов вида
Ахк =  хк — х0 =  Vkr 0P(x0) ( £ = 1 , 2 ,  .), (3)
где Vk линейный оператор, составленный из операторов Е, 
Г0Р"(хо), , Г0Р (к)(х0) и элемента Г0Р(х0). Так, в [1 ] рас­
смотрен метод, при котором
и
V„ =  -  [  Е +  2  J  ГоРМ  (х<,)Ацн Ахы  1 ~ 1 
/= 2
и в [8], методы, при которых
k
V„ =  -  [  Е +  2  J  v « >  (*о) Ах{-_ 1 ]  - 1
/=1
И
к 
УкГ0Р (х0) =  — Г0Р (*0) — 2  7Г Г°р(1) ^°) Л хк- 1
7=2
В настоящей статье излагается общая схема исследования 
итерационных методов типа (2 ) и (3) в случае аналитического 
оператора Р. Идея такого исследования дана автором в [2 ].
§ 2. Основная теорема
Если оператор Р аналитичен на множестве, которое содержит 
все элементы последовательности {хп}, и существуют обратные 
операторы’ Гп, то можно ввести обозначения
II Г„Р(х„) | <  || 1  Г„Р</> (х.) | <  Апн1~'
(п =  О, 1 , ; / =  2 , 3, .)
В [2] доказывается, что если оператор Gn имеет такой вид, 
что выполнены условия:
а) оценку
II G»|| <  дп =  6(rjn  , А п  , Н я)
6 TRÜ toim.  пг.  62 0 1
можно найти в таком виде, что
<5п+1 <  дп ; (4)
б) можно найти оценку 
к
2  j  ГпР^(x„)Ax{+t | < Р Л % , (5)
/= О
где
Нп == НпЬпЦп » 
так, что выполняется неравенство
а й+1 /* + 1 < an l knik+1). (6)
где
ап=  (1 — <7n) (1 — ^»)3
0  М 2 ~ М  qn — Яп
tk_^ С 1 ~ М  + АА» ik
то имеет место следующая
Т е о р е м а  1. Пусть выполнены условия:
1° существует обратный оператор Г0 ;
2° оператор Р аналитичен в сфере
| | ^ -х „ | | < — % 1+г,; (7)
1 “О'О
3° величины г]о, Л0 и #о удовлетворяют неравенствам
й» < 1 - / т т г 0’ (8>
Тогда уравнение (1) имеет в сфере (7) решение х*, к  которому 
сходится полученная из (2) последовательность {хп} со'скоростью
п , (k + \ )n — 1 л
V ! <н*+Т) О)1 — ДсЛ
Из этой теоремы легко получаются теоремы сходимости кон­
кретных итерационных методов. Д ля этого нужно лишь в каждом 
случае проверить, удовлетворяет ли соответствующий оператор 
Gn условиям 'а) и б) Примеры такой проверки приведем ниже, 
остановившись прежде всего на другом применении теоремы 1.
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§ 3. Построение итерационных методов
Приведенную теорему можно применить для построения новых 
итерационных методов порядка k -f- 1 (т. е. методов, сходящихся 
со скоростью (9 )) Д ля этого нужно оператор итерирования Gn 
выбрать удовлетворяющим условиям а) и б)
В условиях а) и б) непосредственно на строение оператора 
Gn налагается лишь требование, что норму (5) можно оценить 
величиной порядка h*r}n Поэтому естественно выбрать новые
операторы итерирования удовлетворяющие этому требованию, 
и тогда лишь проверить, выполнены ли остальные требования 
условий а) и б)
Для практического проведения такого выбора целесообразно 
уточнить введенные обозначения. Именно, пишем итерационные 
методы вместо (2 ) в виде
k
ЛкХп+1 =  И{Г„Р (хп) , (10)
i=i
где Ui линейные операторы, составленные из операторов Е, 
ГпР"(хп), , ГпР^Цхп) и элемента ГпР(хп), нормы которых 
можно оценить величинами порядка h l~2 Нп8п
Тогда
k
ГпРУ) (хп) АкХ*п_|_1 =  ГпР (Хп) -\- АкХп+ 1  -{-
(П )
+  2 j/ n P < -n (x n) 2  (и,Г„Р(хп))“< .(Ukr„(x„)fk .
} ~ 2 « 1  +  - - +  « й = У
Отсюда видно, что для получения оценки нормы суммы (5) в 
требуемом виде достаточно, чтобы выражение ГпР(хп) ~\-Лкхп+\:
1° содержало с обратным знаком те члены из суммы ( 1 1 ) , в 
которых
k
У  (i — 1)сц<С k — j  1,
г — 1
2° не содержало больше членов, норма которых не оцени­
вается величиной порядка h*.
Тем самым мы получили способ конструирования итерацион­
ных методов типа (10) с порядком сходимости k-\-\. Д ля этого 
нужно лишь выбрать ГпР(хп) +  Akxn+i в требуемом виде.
При k =  1 имеется только один такой выбор:
Г п Р ( Х п )  “I-  А \ Х п + \  —  О,
откуда
А \ Х п + \  = =  Г п Р  ( Х п ) •
Таким образом, метод Ньютона является единственным ите­
рационным методом второго порядка, который можно построить 
указанным путем. Поэтому естественно предположить, что неза­
висимо от значения k или произведенного выбора, имеем
U i =  —  Е .
В последующих примерах нужно учесть, что хп всегда озна­
чает приближение, полученное из формулы ( 10) при ф и к с и р о 
в а н н о м  значении k.
П р и м е р  1. Если выбрать
k
ГпР (хп) -f- AkXn+i =  — (хп) Ak~i+\Xn+\ АкХп\\, ( 12)
j =2
где
k—i
Ak-iXn+\ =  2  пР(хп),
1 = 1
то получается метод
k
Ак.Хп+1 — ГпР ^  (Хп) Ак-j+iXn+i ГпР(Хп),
/=2 (13)
где элементы Ak-iX„+i , , A2xn+i последовательно выражаются 
той ж е формулой (13), а А1хп+1 =  — ГпР(хп) При k =  2 из (13) 
получается метод, рассмотренный в [ 5 ] , и при k =  3 метод, рас­
смотренный в [7 ].
П р и м е р  2. Выбор
к
ГпР(хп) -{- Алх „ + 1  =  — 2  ~^ГпР {)) (Xn)Ak-\X>n
7 — 2
дает метод
к
J kx!l+l =  — Г пР(хп) — 2 j \ fnP{i)(xn)Ak-ix{ + 1. (14)
7 =  2
При k =  2 отсюда получается метод, рассмотренный в [ 6].
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Пр и м е р 3. Если выбрать
k
ГпР (хп) +  AkXn+i =  —  2  т г ГпРи) (х п) А к - \ Х ^ Х АкХп+ 1 ,
/=2
то получим метод
k
АкХп+i =  — ^ЕН~ пР(}) (хп) Ак-1 х{~1 \ j  ГпР(хп), (15)
/=2
который при k = 2  такж е дает метод, рассмотренный в [ 5 ]. 
П р и м е р  4. Выбор
ГпР (хп) -f- А]сХп+1 =•
k
~  ГпРУ} (хп) Ак-1-^ 4Hh 1 [j^ JcXn+l — (У — 1 )А]<^ \Хп+\\
j=2
дает метод
и
АкХп+i =  —  Е  +  2  и 1 ] у  Г пР Ы  ( * » ) 4 a - i* £ + } 1  ГГ пР (х п) —
/=2
к
~ ž 4 r  fnPii) (х”)Л*-1Х'п+ 1 ]  , (16)
;=2
содержащий, при k =  2, метод, рассмотренный в [9].
П р и м е р  5. Если при k =  2 выбрать
ГпР (хп) -f- АгХп+i = -----2  ГпР" {хп) [ (ГпР (хп) ) 2 -f-
-f- аГпР"(хп) и 2ГпР(хп)-\,
где а вещественное число, то получается класс итерационных ме­
тодов
А2хп+1 = -  (£  +  а/ ?,)-1[ Я +  ( а +  l )R n] r nP(xn) (17)
Формулу (17) можно назвать общим видом простых итера­
ционных методов со второй производной. При а =  — 1, а =  0 и 
° — 2 из нее получаются методы, рассмотренные соответственно 
в [51, [6] и [9 ].
Ограничимся этими примерами, хотя нетрудно увидеть, что 
подобное построение итерационных методов может быть неогра­
ниченно продолжено.
Полную проверку выполненности условий а) и б) проведем, 
в качестве примера, только в случае метода (13). Д ля других по­
строенных методов ограничимся приведением результатов.
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§ 4. Сходимость метода (13)
а) Введем обозначения
|| ДтХп+1 || ^  &тпЦп >
|| ЛщХп+1 —  Л т -lX n+ l || ^  £т-1 ,п У]п
и выберем
&тп — — 1,/z ~I-  — 1, п •
Используя выбор (12 ), получим
Л т ^ п +1 z j  т —\Хп+\ —
от
=  - [ £  +  2  yj Г пР^^ (Хп) Д т —Z+l^n+l ^1»г— \Хп+1 J  
j= 2
• £ ~ i Г п Р Ы  ( - ^ n ) ^ l l ^ n + l  А т - 2  Xn+ i/ lm -lX 2 _^l - f -
m — 1
+2; yj Г п Р ^  (Хп) Ат-4±\Хп+\ Л m—\Xn+\ (Am—lXn+l --- Д -it-lXn+l)  ^>
/=2
откуда
|| Л т Х п \  1 т^тг— l^n+1 II ^  
m i
1 “  ^  ^ Г /^ “ 1 ‘,« - / + 1 , л ” - ‘,« - 1 , п ,^ “ 1
7 —2
от— 1
^  ^ n  ^m— — 1 , л ( £от — 2 ,л “^ * ' - - Ь е от— j,n)v*n
+  ----------------------------------------------------------- ---i от
1 “  ^Л J t  1 O^T—/ + 1,Л” * О^Т— \,п^ п 1
У— 2
/и от—1
—  —  \,п^п
_  / =  2______________________________________ У =  2________________________________
от
1 -  Л ^ Г ' ^ - я - м - ^ - м - г Г 1
У —2
=== £m — \,nVri‘
Следовательно
О^ТЛ -—  д щ — 1, Л "j-  О^Т — 1, л =  
от — 1
1 — Л  2 ^ ^ r l6m-},n"’öm-2,n1/tTl
____________ j —2______________________________А
/л и т  — 1 ,л*
1 —  ^ л ^  Я л ~ 1<Уо т - / + 1 , л " ^ о т - 1 , л ^ _ 1  
У =  2
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Повторное применение этого равенства дает (учитывая, что 
<5m =  1 )
õkn =  y ~~ " ; -
1 — Ап£Шп 16k_ j+ ln ...õk_ ln rjJn 
j= 2
Пределом возрастающей последовательности (<Wfc является 
наименьший положительный корень дп уравнения
со
<5=1 + А „ д  J g  (Н„дчп)1~'
j= 2
Если выполнено условие
НпЦп Н-  2 V  АпНпг\п ^  1, (18)
то
. _  1 + Н пПа-  / ( 1  - H nVny - 4 A nHnVn 
2Нпг,п( \ + А „ )
Так как  бы < дп и вычисление величины дп значительно проще, 
чем величины дкп, то норму поправки ЛлХп+1 будем в дальнейшем 
оценивать величиной дп.
Если в условии (18) отбросить знак равенства, т. е. если требо­
вать, чтобы было
Нпг]п +  2\/ АпНпГ)п<  1 , (19)
то из этого неравенства (при п =  0) легко вытекает выполнен­
ность неравенства (8).
Нам нужно еще доказать, что справедливости неравенства 
(19) можно требовать лишь при п =  0. Д ля этого покажем, что 
если неравенство (19) выполнено при каком-нибудь индексе п, 
то оно выполнено и при индексе п -\- 1. Действительно, учитывая 
данные в [ 2] равенства
Ал ге+1 =  ( 1_ ^ ) ( 1 _ Лл)2
Нп+1 =  1 _  hn
7]п+1 =  ап1кг)и,
получим
Hn+lVjn+l -f- 2 V An+iHn+lfjn+l =  Нп7]п( 1 — (Jn) (1 — hn)2lnk -\- 
I 2 \/ AnHnf]nlkn ^  Hn7jn -j-  2 л/ АпНпГ)п 1- 
Наконец, докажем еще неравенство (4 )
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При д =  0 левая часть уравнения
оо
< 5 = 1 +  A n+ id  п+1 õ rjn + i)’ 1 (20)
/= 2
меньше правой части. Но при д =  дп
1 -}- Ап+\Ьп Л ?  (Н n+lÕnT)n+l) i 1 ---
7 = 2
ОО
“ 1 ^ п - а л а - н л ' * ^  \ 1
А п 6п V  I Н п 6пПпа п 1к„ \ ’  1
0 - ^ )  (1 - ^ = 2  
°° Ä ' 2 °°
=  1 -j- A n õ n l n h n  2  ( i  __^  1 “Ь A n õ n h n  2 /  h n  =  дп ,
/=2 ' 7 = 2
т. е. левая часть уравнения (20) не меньше правой. Следова­
тельно наименьший положительный корень <5n+i уравнения (20) 
не больше, чем дп.
б) Используя еще раз выбор (12 ), получим 
к
2  ~J\  ^п^ (П ^кХ’п + 1 =
7 =  0
k j —1 
=  ■уу Г n P ^  (-^и) ‘ ( А к х п+1 Alc- iXn+\) Ak—i+lXn+l • ■ • Дк%п+1 ,
} =  2 j = l  
откуда
Ä k j —1
2 : j  ^ ( i > < л - 2 1 A»_ 1 2 : (^ ä— /, /г - j-  • • --{-£k—\,n)rln> 
j = О У =  2 i =  l
Найдем теперь оценки величин em- i ,n
&т — \,п ==
m — 1 тп — 2
___________________________________________ 7 =  2__________________________i= m —j_______ /
/И ^
1 —  А п S HJn ~ ' 6 m - j + \ , n - - - 6 m - l , n Tl}n ~ l
7 = 2
/и—1 m — 2
A n õ n S h n ~ l J £ e i n  =  A n b \ h n ~ x ■+"
j  =  2 l= m —j  
m — 2 m — 1 m — 2
+ a a  2 >  2 1  ^
■ , n ■ , z =  1 j  =  m — I z= l
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Повторное применение этого неравенства (учитывая, что 
£in ^  Л»Sn^ hn) дает
■ 2 . m — 1 г т  — 2
где
1,л h n f n
f =  i i 
^  1 —  h.
Так как  hnfn <  1, то
£k—i,n Н" - • • +  £k—l ,п Л пбпкп ^  ( h n fn У  1 П П \П_  h Hf
k — 1 . Л  h k — i fk — i — >
2 , .  j? \ l — 1 /  A n 6n h n h
l — k — i
2  j  rj>u> ( * . ) 2 2  * г ' Я - <
«2 r2
^л ^ л^ л
7 - 1
7 = 0 /=2 /=1
&2jfluk k — 2 
л  и n rin ^  f i
^  J ^ h J n f Z Jn'
i = 0
Следовательно
о о А — 2
р" ( 1 - V » ) a 2 ^
1 =  0
k - 2
*Уп (i -  к )  2  fn + W n  О -  v » ) :
i =  0/* ____________ ___________________ hk =
л / ,  ( i - o 2W _ v ; - 1 - A * - 1) - ( i - v „ ) 2^ _ t
Так как
Qn+i ^  <7n 
hn+\ ^  ln k (1 — Qn) (1 — h n ) 2h n  ^  h ji
hn+\fn+i <  h nf n l kn <  h n fn  ,
89>
то
1 1 /, ( l — * '!+ i)S ( * « + W + i *»+■)_____
Я А и _______(* — ^-l-l-^  + l) 2 ^* + 1_______ <-
- Л „ + 1 0 „ + 1 А„+1  ( i _ ?(, + l ) ( i _ A „ + l ) ( l _ A „ + 1 /„+ 1 )a <
< л , ш - (1 — ?„) (1 — Л„) (1 — Л„/„)2
=  а /*(*+»п rt
Таким образом неравенство (6) доказано, и имеет место 
Т е о р е м а  2. Пусть выполнены условия:
1° существует обратный оператор Г0 , причем || Г0Я(лсь)|| < % 
2° оператор Р аналитичен в сфере (7 ), причем 
J_
У!-^ГоР^(хо) < Л 0Я 0/ - 1 (/ =  2 ,3 , .) ;
3° величины г)о, А0 и Н0 удовлетворяют неравенствам
Н0Г10 +  2 V/ 1
2 uk- 1
l kn — Aoöoho
(1 -  ^o)2 W -1/ ? - 1 -  hkQ~l) -  (1 -  Ä0/э)2
(1-<7o)2(1 -A 0) * ( 1 -V o ) 2 < 1,
где
<50
1 4- Я0?70 — > (^1 — Яр^р)2 — AAqHqtjq
(1 + ^o)
h =  HqÖqyiq
/ » = 1 + Т = °
(21)
A0
Тогда уравнение (1) имеет в сфере (7) решение х* к кото­
рому сходится полученная из (13) последовательность {хп} со ско­
ростью (9 ).
§ 5. Сходимость других построенных в § 3 методов
Проверка выполненности условий а) и б) в случае методов 
(14) и (15) протекает почти так  же, как  это показано в предыду­
щем параграфе. Поэтому приведем только результаты.
Т е о р е м а  3. Пусть выполнены условия:
1° существует обратный оператор Г0 , причем |[ ГоЯ(*о)|| <
90
2° оператор Р аналитичен в сфере (7 ). причем
1
„ГоРиЦхо)Л
3° величины щ , Л0 и Н0 удовлетворяют неравенствам
НйЩ -f- 2 V  AoHorjo 1
/* -  А Л h 0  — й») g* — — У°) ^  ,
0 “  одо 0 (1 -  д о ) 2 (1 -  А»)* (<7о -  *о) ^  ’
где <50 определено равенством (2 1 )
Тогда уравнение (1) имеет в сфере (7) решение х*, к  кото­
рому сходится полученная из (14) последовательность {хп} со 
скоростью (9)
Т е о р е м а  4. Пусть выполнены условия:
1° существует обратный оператор Г0 , причем | Г0Р(*о) | < уо, 
2° оператор Р аналитичен в сфере (7 ), причем
< Л 0Я „/-' (/ =  2 ,3 , .) ;
3° величины rjo Л0 и Я 0 удовлетворяют неравенствам
/q — Ло^ О^ О
Нощ -j- 2 V  1
(1 -  А0) gk0hk0 — (1 -  goh0) Ар < 1,(1 — о^)2 Cl -  А0)4(£оА0—Аи)
где <50 определено равенством (2 1 ) и
а _ ^ 0^ 0
(1 — А0)2 -
Тогда уравнение (1) имеет в сфере (7) решение х*, к кото­
рому сходится полученная их (15) последовательность {хп} со ско­
ростью (9).
Из-за технических трудностей теорему сходимости метода (16) 
для любого k доказать не удалось.
Проверка выполненности условий а) и б) в случае методов 
'(17) особой трудности не представляет (хотя она протекает не­
сколько иначе, чем в предыдущих сл уч аях ). Поэтому ограничимся 
и здесь приведением результата (который улучш ает соответствую­
щую теорему в статье [3 ] ) .
Т е о р е м а  5. Пусть выполнены условия:
1° существует обратный оператор Г0 , причем | ГоР(хо) | < rjо;
2° оператор Р аналитичен в сфере
причем
< Л 0Я 0| - ' (/ =  2 ,3 , .) ;
3° величины rjo, Ао и Н0 удовлетворяют неравенствам
|а| А0Ног)о <  1 ,
, 2 __/ ,2  A i2 [ 1 2 +  се | -  ( 1 2«  +  « 2 | — \ )А  ,Яр??о] ,
«о — п0 бо‘ (1-до)Ч1-ь<>У>(1-\«\АоНочо)* г  
I______АрдрК2____  ^  1
(1 _^о)2(1 - Л 0)4
Тогда уравнение (1) имеет в сфере (22) решение л:*, к кото­
рому сходится полученная из (17) последовательность {хп} со ско­
ростью
Несмотря на то, что теорема 5 доказана для целого класса 
итерационных методов, полученные из нее условия и оценки схо­
димости конкретных методов не хуж е, чем условия и оценки в ра­
нее известных теоремах для тех ж е методов.
§ 6. Методы с изменяющимся оператором итерирования
Если в методах типа (3) положить
(т. е. если первую поправку найти методом Ньютона), то для их 
построения можно использовать методы типа ( 10)
В методах (10) индекс k считается фиксированным и итери­
рование проводится по индексу п. Фиксируем теперь индекс п 
(взяв п =  0) и проводим итерирование по индексу к. Если вместо 
ЛкХ\ писать Ахк , то (10) принимает (при п =  0) вид
Vx =  - E
k
(23)
т. е. можно положить
k
V >  =  2 U "
i= 1
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Таким образом каждый класс методов типа (10) дает один 
метод типа (3 ). Так, например, из (13) получается метод 
к
Axk =  — ^ E - \ - ^ j r o P (i)(xo)^xk-i+l zlXfc-ij 1 Г0Р(х0), (24) 
/=2
рассмотренный в [ 1] .  Из (14) и (15) получаются методы, рас­
смотренные в [8].
Если метод (23) построен вышеуказанным путем, и теорема 
сходимости соответствующего метода типа ( 10) доказана, то из 
нее легко получается теорема сходимости метода (23). Действи­
тельно, взяв в (9) п — 1, получим
II** — **11 <  <25>1 “0'0
Следовательно, полученная из (23) последовательность {л:*} 
сходится к решению х* уравнения (1) со скоростью (25), если при 
каждом k выполнены условия теоремы 1 и
lim 10к =  0.
Ä-^ OO
В случае теорем 2, 3 и 4 последнее условие выполняется, и 
теоремы сходимости соответствующих методов с изменяющимся 
оператором итерирования можно сразу выписать. Например, из 
теоремы 2 получается
Т е о р е м а  6 . Пусть выполнены условия:
Г  существует обратный оператор Г0 , причем Ц Г0Р(*о)|| <
2° оператор Р аналитичен в сфере
I U - atoI K - ^ " — , (26)1 «о
причем < А0Н’о- '  (/ =  2, 3, . .) ;
3° величины r jo , А 0 я  # «  удовлетворяют неравенствам
Н-  2 V A qHqyiq 1
\ , х и  (1 —*о)а (Д,,*— '/о*-1 — До*—1) +  (1 — />0г0) а 1 1 ■ 
( 1 _ 9 j ) 3 ( I _ Ao ) 1 ( 1  _ Ло/о |2maxk
где $o и /о определены в теореме 2 .
Тогда уравнение (1) имеет в сфере(26) решение х*, к кото­
рому сходится полученная из (24) последовательность {хк} со ско­
ростью (25).
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§ 7. Непосредственное доказательство сходимости метода (24)
В статье [1 ] да,но непосредственное доказательство сходимости 
метода (24). В заключение покажем, как  данное в § 4 доказатель­
ство теоремы 2 может быть применено к непосредственному дока­
зательству сходимости метода (24)
Т е о р е м а  7. Пусть выполнены условия 1:
1° существует обратный оператор Г0 , причем || ГоЯ(*о)|| ^
2° оператор Р аналитичен в сфере
|| х — х0 | < дощ , (27)
причем уг Г0р ('> (*о) ^ .A qHq’ 1 (/ =  2 ,3 , .) ;
3° величины т]о, А0 и Н0 удовлетворяют неравенству
НОЩ -J- 2 V A qHqY]q 1.
Тогда уравнение (1) имеет в сфере (27) решение х* к кото­
рому сходится полученная из (24) последовательность {xÄ} со ско­
ростью
| х* — хк \ ^  ^o^q/zq /о__  ^ ^28)
1 — V o
где до , h0 и /о определены в теореме 2 .
Д о к а з а т е л ь с т в о .  Если опять ввести обозначения
II Ахк— Ахк-  1 || < £/е_ 1,0 0^
| Ахк || ^  дког]о =  дк- ьо>7о вк- i,o*7o>
то совершенно так  же, как  в § 4, получим, что
<5*0 = -----------*------------- ---------------------------<  ö„
* Л  2 ^  1 дk—j + 1 , 0 dk —1,0 rtJ0 j= 0
И
А  /-/  ^—  1 л Ä —  1л 0"0 1^0 ’ ’ * k—1,0*70 ,е л - 1,0 — ---------------- 1--------------------------------------------- h
1 А0 ^ H J0 ^k—j+],n---^k—1,0^ 0 1 
j=2
k — 1
А о Щ  ^k-j+l,0---6k—l,ov() +  — /,о)j =2
k
1 A-Q J L  Sk _  j-sr i Q - . . 6 k _  10 Vq
j = 2
1 В этом (и в предыдущ ем) параграф е индекс 0 при всех числах и опе­
раторе Г0 необязателен. Индекс не пропущен в целях сохранения аналогии 
с первыми параграфами.
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%Если учесть, что <5ю =  1, то из последнего равенства получим
k — 2
£k —1,0 ^  A o ö o h ^ - 1 ---- j-_ j- ^  У
i=r~
Так как  непосредственно нетрудно найти, что сю < A oõoho , то- 
повторное применение последнего неравенства дает
<  До<ЗоА0*/оЛ_1
(в § 4 мы дали для £*о несколько более грубую оценку в целях 
простоты выражения для 10к).
Теперь
|| ХкЧ —  Хк || ^  || Xk+i —  XhH-l || - j-  ~\~ \\ х к+1 —  х к || ^
^  £fcfr-l>0^0 Ч -  еЙ0*?0 ^  Aoõohofjoi (hofo)k+,~2 -|- (hofo)k~l ]i
^  A)^ oAofe/ofe 1у?о
^  1 -  Л0/0
Отсюда видим, что существует х* =  lim  хк и имеет место не- 
равенство (28).
То, что х* является решением уравнения (1 ), доказывается 
совершенно так же, как  в [ 1] .
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ITERATSIOONIMEETODITE KOONDUMISEST
U. Kaasik 
R e s ü m e e
A rtiklis vaadeldakse operaatorvõrrandi
P ( x ) =  0 ( 1)
'(kus P on analüütiline operaator Banachi ruum ist lineaarsesse 
norm eeritud ruumi) lahendam ist iteratsioonimeetoditega
/jXn+i == Xn+1 xn — СИГnP (Xn) (ti ==; 0, 1, .) , (2)
kus x0 on antud alglähend, Гя =  [Я '(я » )]-1 ja  Gn tähendab line­
aa rse t operaatorit, mis on moodustatud operaatoritest E,YnP"(xn), 
.,ГnP {k) (Xn) (k on fikseeritud n atu raa la rv ) ja  elemendist TnP(xn). 
Töös [2 ] on antud põhiteoreem valem ist (2) saadud jada {*„} 
koondumise kohta võrrandi ( 1 ) lahendiks x*
Käesolevas artik lis näidatakse kõigepealt selle teoreemi raken­
dam ist uute iteratsioonimeetodite konstrueerim iseks n ing tuleta­
takse näidetena viis k lassi iteratsioonimeetodeid.
Konstrueeritud iteratsioonimeetodite koonduvusteoreemide järel­
dam ist põhiteoreemist dem onstreeritakse ü k s ik a s ja lise lt meetodi 
k
AitXn+\ =z —I-  yj- ГпРМ  (Хп) Дк—j+\Xn+\ . Дк— l^n+l"| Г n.P (%n) (3)
j  = 2
puhul.
Lõpuks näidatakse, kuidas konstrueeritud meetoditest ja  nende 
koonduvusteoreemidest võib saada nn. muutuva iteratsioonioperaa- 
to riga iteratsioonimeetodeid ja  nende koonduvusteoreeme. Näitena 
tuuakse artik lis  valem ist (3) saadav  meetod
/IXjc —  Xk X0 —
k
=  — E у  yj- ГoP(J) (x0) Axit-j+i Axj^i j  ГqP (xo) (4) 
/=2
j a  se lle  koonduvusteoreem. A ntakse ka meetodi (4) koonduvusteo- 
reemi vahetu tõestus.
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ÜBER DIE KONVERGENZ VON ITERATIONSMETHODEN
U. Kaasik
Z u s a m m e n f  a s s u n g
Es sei P(x ) ein analytischer Operator, der den Banachschen 
Raum in den linearen normierten Raum abbildet. Es werden für 
die Gleichung
P(x) =  0 (1)
die Iterationsmethoden
Axn+i =  xn+i — xn =  Gnr nP [Xn) (n =  0, 1 , .) (2)
betrachtet, wo xQ die A nfangsnäherung, Гп =  (хта) 3_1 und Gn 
ein linearer Operator ist, der von den Operatoren Е,ГпР" (*„), 
Гя/>(|с) [Хп) (k ist eine fixierte positive ganze Zahl) und von dem 
Element TnP{xn) zusam m engestellt ist.
Der Hauptsatz für die Konvergenz durch die Formel (2) ange- 
gebene Folge {xn} (zur Lösung von G leichung (1) )  ist in [2 ] 
bewiesen.
In vorliegender Arbeit w ird die Anwendung dieses Theorems 
für das Konstruieren neuer Iterationsmethoden angezeigt. Es w er­
den ais Beispiele fünf Klassen solcher Methoden hergeleitet.
Die Sätze über hinreichende Bedingungen zur Konvergenz 
neuer Methoden werden nur für die Methode
k
АкХп+l == — " l - ~J\ P n P ^  (Xn) Ah-j+lXn+l Гп Р  (Xn)
j = 2
vollständig gebracht, für die anderen Methoden sind nur die End- 
resultate gegeben.
Endlich wird gezeigt, w ie man aus diesen Methoden und aus 
ihren Konvergenzbedingungen Iterationsmethoden m it sogenann- 
ten veränderlichen Iterationsoperatoren und ihre Konvergenzbedin-
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gungen herleiten kann. Ais Beispiele werden von der Formel (3) 
abgeleitete Methode
Axk =  xk — x0 =
k
=  - [ Е  +  2 ± Г 0риЦХ<1)Лх k-j+1 Ахь-х j  ГqP  (xo) (4)
j  = 2
und ihre Konvergenzbedingungen angegeben. Es w ird auch ein 
unm itte lbarer Beweis für das Konvergenztheorem der Methode
(4) gebracht.
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ОБ ОДНОМ МЕТОДЕ ПРИБЛИЖЕННОГО РЕШЕНИЯ 
НЕЛИНЕЙНЫХ ОПЕРАТОРНЫХ УРАВНЕНИЙ
Ю. Я. Каазик и Э. Э. Тамме
Кафедра геометрии
§ 1. Построение и сходимость одного класса итерационных
процессов
В настоящей статье рассматривается метод приближенного 
решения таких нелинейных операторных уравнений, для которых 
удается найти все производные соответствующего оператора в 
точке начального приближения. Этот метод состоит в примене­
нии итерационных процессов с изменяющимися операторами ите­
рирования. Некоторые такие процессы исследованы в [3 ] и [4 ] 
(для несколько более узкого случая)
Пусть дано начальное приближение х0 решения уравнения
где Р — аналитический оператор (в некоторой окрестности точ­
ки х0) из банахова пространства 36 в линейное пространство 3).
Если существует обратный оператор Г0 =  [P '(x 0) ] r 1 то в силу 
аналитичности оператора Р уравнение (1) можно заменить на 
(эквивалентное ему в окрестности точки Хо) уравнение
i=  2
где Ах — х — х0 Д ля нахождения приближенных решений 
Х\, х2 , уравнения (2) положим
Р ( Х ) =  О, (1)
оо
ГоР(хо) +  Ах +  £]гГ<>РиЧхо)Ах' =  0, (2)
Ах 1 =  xi — х0 =  — Г0Р (х0) , 
Лхк =  хк — х0 =  — Г0Р (х0) —
k
(3)
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где Fkl (Ax) — Axak_ i+X ... J x “_ 2Ax@_x [учАхк— (у* 1М*Ам]е£' 
(cm. [2]) и числа a, f3, yt выбраны так, чтобы было
а =  /0 =  1, 0 < 7t < 2  (4i)
или
а =  0, (3— i — 1, 0 ^  /г ^  г. (42)
Решив уравнение (3) относительно Ахк , получим
А
Ахк =  -  ГЕ +  £ | Т 0Р т  (х0)Ах%_,+ , . . .  J x « _ ,  А 1
1 =  2 
к
[/У>(*„) - 2 j n z l r 0PW(x0)A x-_ l+ l...A x“_ 2 АХР+} ] ,
(5)
где мы допустили, что соответствующий обратный оператор су­
ществует при любом k.
Из итерационных процессов (5 ), по-видимому, наибольший 
практический интерес представляют те, которые получаются при
а =  /? =  1 , у* =  1 ; а =  0, /3 =  i — 1, у{ =  1 ; а =  0 , [3 =  i — 1, 
Уг =  0 или а =  0, /3 =  i — 1, у{=  i, т. е. процессы 
k
Axk =  - [ E  +  2 ^ r op{i) Ы А х м и  Axk-i^ 1Г0Р (х 0) ; (6)
г =  2
k
Ахк =  -  [  Е +  Г„РЮ (х„) Ах'к~\ Т~ 1 Г0Р (*„); (7)
г =  2
к
Ахк =  — Г0Р(х) ~ 2 ] \ ГърХ1)(хь)л х1к-\'’ (8)
г =  2
к
Ахк =  — [  Е 4- ^ j7 = ^ !Г оР(i) (*о) ^ 4 "  \ ] _  1 |V 0Р  (*0) —
г =  2
к
2 1-=±Г  (9)
г =  2
В силу необходимого и достаточного условия аналитичности 
оператора Р можно найти такие оценки
|| ГоР(хо) | < f l0 , fli =  — 1, ||^A)P(/)(*  ) | (Ю)
(/ =  2 ,3 , .)•
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что в некоторой окрестности точки (5 =  0 существует функция
оо
я ( д ) = 2 а^  ( П )
г = 0
В обозначениях (10) и (11) имеет место следующая 
Т е о р е м а .  Пусть выполнены условия:
1° Существует обратный оператор Г0 
2° Уравнение
л(< 5)= 0  ( 12)
имеет неравные положительные корни 1
3° Оператор Р аналитичен в сфере
II Х — Х0 II < д*, (13)
где 6* наименьший положительный корень уравнения ( 12).
Тогда уравнение (1) имеет в сфере (13) решение х*, к  кото­
рому сходится полученная из (5) последовательность {хк} со ско­
ростью
II X* — хк II < д* — дк , (14)
где дк суть приближенные решения уравнения ( 12) ,  полученные 
по той ж е формуле (5 ), исходя из начального приближения <50 =  0. 
Д о к а з а т е л ь с т в о .  Введем обозначения
|| Ахк | ^  Õjc , || ЛХк AXjc- 1 || ^  Ejc- 1
и выберем
дк =  <5fc-i £ä-i (15)
Для k > 2 из (3) получим
k
Ахк — Ахк-\ =  — 2 ~К (л'°) х ) Н~
1=2
к —  1
+  S i r r °PW{Xo)F‘^  {Ах)'
г = 2
откуда
к
Ах, -  Axic-i =  - Г £ + 2 ' ^ о Р ,,) (х„)Ах%_1+1...  А г “_ 2 ZU£ _ ,]_1
1=2
[  1  Г„ж*) (х0) АХ“ . йх«_г А х ( ^  +
Ä - 1
+  S l T  Г«Р"(х<,)Ах1_1+1...Лх«к_ , 0 ? + Ч А х ) \
/=2
1 Больше двух  положительных корней уравнение (12), очевидно, иметь 
не может.
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где
GP+1 (Ах) =  (1 — п)Ах“_ ( Ах£“ « (zJATfc-i — ^ fc -2) +
+  AXk-i (Axf_ j — Лл:“_ . ) 6 £ £ + 1
Нетрудно проверить, что если а, fi и yt удовлетворяют усло­
вию (4 i) или (42) , то (в силу выбора (15 ))
| 0£ + * (Ах)\\ <  G&+1 («) =  (1 -  у . ) * ? - , С /  (*»-> -  < М  +
Следовательно, можем выбрать
I! Axjc  ^ i
1 — У у ;а ,ба . . .6 а бР1 k — i+\ k — 2 k—l
i —  2
Подставив это в равенство (15), получим
4(1 -  : i U, - A - 0  = ÖA_ , d  -* = 2 1
-  -  Д >  “ 1 ) 1 • • • 4 - 1 ^ 1  +i = 2  i = 2
i—2
Повторное применение этого рекуррентного соотношения (с 
учетом, что <3i =  а0) дает
й* = -------- '-=^ —к---------------------------------------- - (16)
1 -  Д / А - J ? - , ■+,••• rf“_ 2  <»f_l
г =  2
Таким образом, оценки <5* вычисляются как  приближенные ре­
шения уравнения (12) по формуле (5 ), исходя из начального 
приближения <50 =  0.
По условию (15) последовательность {д*} монотонно возра­
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стает. Так как  б х = а о ^ д * ,  то, пользуясь формулой (16), не­
трудно индуктивно доказать, что при всех k
дк < д *
Следовательно существует lim  <5* и, переходя в (16) к  пре-
k ->00
делу, получим
lim  дк =  д*,
Л ->оо
т. е. lim  <5* является решением уравнения ( 12).
Ä~> 00
Так как  д* наименьший положительный простой корень урав­
нения ( 12) ,  то в силу непрерывности л'(д*) <  0. Следовательно
i  <  J  1а,(,5*)м  < *?(»*) +  1 <  1 .
1 = 2 ^  i=  2
Из этого неравенства вытекает существование нужного нам 
обратного оператора (при всех k) и такая  оценка его нормы, 
какую мы использовали при нахождении е^ -х
Теперь нетрудно доказать, что последовательность {хк} схо­
дится к решению уравнения (1) со скоростью (14). Действи­
тельно,
II Хк±р Х к || ^  || Хк^р —  X fc+ p-i || -| - -| - || Xjtf-x —  Х к || ^
<  £к+р-Х -|- -j-  £к == дк+р — дк ,
и таким образом (в силу полноты пространства £) существует
х* =  lim хк Переход в последнем неравенстве к пределу (р ->■ оо) 
к- ->00
дает (14).
Учитывая аналитичность оператора Р в сфере (13) и равен­
ство (3 ), получим
к
Р (хк) =  Р' (Д о) { £  i  ПРО (х0) [Ax‘h -  F‘b(Ax)) +
1 =  2
ОО
+  2  7Г Г°Р(1) (х°) Лх‘к )
i=k + 1
Если а, р и yi удовлетворяют условию (4 i) или (42). то не­
трудно проверить, что
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Следовательно
00 k
i i Р ( х к )  и <  1 1 Р ' ы  п { 2 ‘ч * к - 2 а ‘р « { д ч =
г=2 i=2
ОО
=  II Р ' ( х о) II {  2  а ‘ б к  _  д к  +  0 0  ) =  II Р ' ( Х о )  II ^  0
1 = 2
при k оо. Таким образом /
lim  Р(хл) =  P (lim  xÄ) =  P(x*) =  0,
/г->oo А •-> oo
и наша теорема доказана.
Сделаем еще несколько замечаний по доказанной теореме.
З а м е ч а н и е  1. Пользуясь методом сжатых отображений, 
можно доказать, что в условиях теоремы решение х* уравнения 
(1) является единственным в сфере (13). Таким образом эта тео­
рема применима такж е для доказательства существования и 
единственности решения уравнения ( 1 ).
З а м е ч а н и е  2. Если в (14) заменить дк на меньшее число 
I! Ахк ||, то получим
II х* — хк\ < д* — II Лхк \\.
Эта оценка обычно значительно более грубая, чем (14), но ее 
можно иногда использовать в тех случаях, когда норму ЦАх*|| 
не трудно определить.
З а м е ч а н и е  3. Из теоремы видим, что одновременно с 
уравнением (1) для получения оценки погрешности (14) придется 
тем ж е методом (5) решить вещественное уравнение (12). Осо­
бенно простой алгоритм для решения уравнения ( 12) получается 
в случае процесса (6) (см. напр. [5 ],):
k
где D0=  1, £>к =  ^  (— а 0) м о Л -*  (Л: =  1,2 , .)
i=-1
З а м е ч а н и е  4. В практических применениях мы обычно 
находим и используем не точные значения Лхк , а их некоторые
приближения Лхк. Пусть оценки этой погрешности суть 
| Лхк — Ах,к | < ( £ = 1 , 2 ,  .)
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Из доказательства теоремы нетрудно убедиться, что оцен­
ка (14) верна и для полученных приближений хк =  х0 +  Ахк , если
II ЛХ\ || ^  0 0  и  II А х к —  ЛХ]с-\ || -|- д'к &к- 1 ^  õk  —  <3fc-l
З а м е ч а н и е  5. В работах [3 ] и [4]. итерационные про­
цессы вида (5) рассматривались в предположении, что удается 
найти оценки ( 10) в виде
II Г0Р(х0) || <  п , | 1г„Р< ') (*„) | < АН‘~> (! =  2, 3, .)
В этом случае имеем (для | ö \ <С j j  )
/вч s , АН62 п - { \ + Н П) 6  +  Н ( \ + А ) Р  
=17 — rn  = ----------------1=Н6---------------
Условие 2° нашей теоремы выражается теперь неравенством:
и для õ* получим 
<5*:
Hrj -}- 2 V  АНг) 1
\-\-Нп ~ У  (1 — Нп)± — ЛАНщ 
2Н(\+А)
З а м е ч а н и е  6 . Обозначив дк для процесса (6) через бк 
и для процесса (7) через дк", нетрудно показать, что дк < дк\ 
т. е. д* — дк" < <5* — дк . Поэтому оценки, полученные для про­
цесса (6) (см. напр. [4 ] )  применимы такж е для процесса (7 ). 
Можно еще отметить, что эти процессы имеют практически оди­
наковую скорость сходимости.
§ 2. Некоторые применения построенных итерационных процессов
Рассмотрим теперь применение процессов (5) для приближен­
ного решения систем уравнений, интегральных и обыкновенных 
дифференциальных уравнений. Много общего с этими случаями 
имеет приближенное решение дифференциальных уравнений с ча­
стными производными и систем дифференциальных уравнений.
1. Р е ш е н и е  с и с т е м  у р а в н е н и й .  Систему нелиней­
ных уравнений
1 ,£п) = 0  ( / = 1 , . . , л )
можно рассматривать как  операторное уравнение ( 1 ) , где 
* = ( £ 1 , , £п) и Р(х) =  (щ (х ) , . ,и п{х)). Оператор Р ана- 
литичен в некоторой области /г-мерного векторного простран­
ства £, если в этой области аналитичны все функции щ(х). Диф­
ференциалы оператора Р выражаются формулами
P (k> (x)Axi Axk= ( d kUi, ,d kun) ( 6 = 1 ,2 ,  .),
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Д ля практических вычислений можно указать  довольно про­
стые правила, если учесть, что производную Pw (x) 
(6 = 1, 2 , .) . к ак  линейный оператор из пространства в £) 
(см. [2] )  можно представить матрицей
и элемент Axi Ахке£к — вектором, который получается от ум­
ножения векторов Ах\ , , Ахк по правилу, аналогичному пра­
вилу умножения линейных форм п переменных. При этом надо 
согласовать порядок компонентов вектора Лх\ Ахк и элемен­
тов строк матрицы P (jc)(x ).
Так как  для общей системы подробные выкладки громоздки, 
мы остановимся на системе двух уравнений с двум я неизвест­
ными. Пусть дана система уравнений
Тогда производные оператора Р можно представить матри­
цами
Определим умножение векторов формулой
(ai , а2 у , 0i) =
=  (ai/?i , ai/?2 -j- 02^1 , ai/?3 ct2^ 2 аз/?1 > , &i$j)
{i, j =  2,3, .) , умножение матрицы с вектором формулой
ГДе dbm — сi,m+j—\OLj, и умножение матриц обычным образом.
Введем обозначения
,, 1 öi+М & .Ц )) ____ l___ dl+kv (с0, щ)
lk (i-\ -k)\ ' d g S r f  ’ lk (* +  *Л d g d rf
/= i
Тогда выражение -^Г 0Р (А) (x0)Axi Ахк является произведением,
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причем соблюден закон ассоциативности. Заметим еще, что в рас­
сматриваемом случае
р  __  1 I või —и oi
0 & V—v io и\о
где D =
Wio Uq\ 
üoi
Если определить нормы в И и соответственно равенствами 
\\х\\ =  т а х  [\£\, p\rj\) и \\у\\ =  т а х  (\<р\, q\y>\),
где х =  (£, г)), у =  (<р, \р) и р, q >  0, то нужные нам оценки ( 10) 
можно найти следующим образом:
II г 0Р(хо) II =  II Axi II =  т а х  (| A£i |, р \ Arji |),
1 1  D
II II =  f õ [  т а х  (I ^ o i  | —  | Woi |, р  | У ю  | +  —  | Uio j ) , 
k k 
jr I M  | < тах ( ^  у  (*) | uM, , |, q £  у  (*) К-/, ,| j
/=-0 г =  0
Более точную оценку получаем, если аналогично последней 
формуле-оцениваем норму ^  \\Г0Р^к) (x0) ||. В таком случае оценки
не зависят от выбора нормы в пространстве 3).
Оценка (14) дает
|| X * —  Х к II =  т а х  (I £* — g k |, р | r j*  — щ  |) <  <5* —  д к,
где х* =  (£*, rj*).
П р и м е р  1. В случае системы
/ — 2£3 — +  10 =  0 
U 4 — 8*7 - и  =  0,
начального приближения лго =  (—2 , 2) и р =  1,1 мажорантное 
уравнение ( 12) имеет вид
д(<3) =  0,0258 — (5 +  1,62<52 +  0,60д3 +  0,067д4 =  0.
Результаты вычислений следующие 1:
Процесс k h nk Оценка (14)
Действительная
погрешность
1 — 1,9743 2,0221 1,2 10- 3 1,1 10- 3
2 — 1,973529 2,021156 6,7 10“ 5 00 о
1 Сл
(Ь)
3 — 1,97352060 2,02116718 3,7 10- 6 0,2 10~6
4 — 1,973520515 2,021167040 2,1 10~7 о о ю о
1
1 Первые приближения совпадают у  всех рассматриваемых процессов; 
вторые — у процессов (6) и (7).
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Процесс k Vk Оценка (14)
Действительная
погрешность
(7) 3 — 1,97352080 2,02116743 3,5 10“ '6 0,5 • 10“ 6
2 — 1,973540 2,021147 1 ,2 - 10~4
|
1огоо
(8) 3 — 1,9735217 2,0211686 1,1 Ю“ 5 0,2 • 10~5
4 — 1,97352056 2,02116701 1,1 10“ 6 0,05 • 10~6
(9)
2 — 1,9735154 2,0211642 1 ,6 - 10~ 5 0,6 ■ 10“ 5
3 — 1,973520533 2,021167051
ОО1ооп? 1 ,9 - 10“ 8
2. Р е ш е н и е  и н т е г р а л ь н ы х  у р а в н е н и й .  Нели­
нейное интегральное уравнение
ь
J  К (s, t, x(s), x(t) ) dt =  0,
а
где К — непрерывная функция своих аргументов и аналитическая 
по x(s) и x(t), можно рассматривать как  уравнение (1 ), взяв
ь
Р(х) =  J K (s ,t ,x (s ) ,  x(t))  dt.
а
Дифференциалы этого оператора выражаю тся в виде
ь
Р<кЦх)Ах 1 Ахк=  J dkx{s) x(t)K(s, t, x(s), x(t)) dt,
а
если только последнее выражение является непрерывным k-m- 
нейным оператором в пространстве X.
Выбрав £ =  3) =  С [а, b] , получим необходимые оценки сле­
дующим образом:
||ГоР(*о) || =  т а х  \Ах\ (s) |,
se [а, b]
Ь
||PW (x0) | ^  т ах f  
se [а, b] J  
а
Доказанная теорема гарантирует в этом случае равномерную 
сходимость приближений xk(s) к решению jic*(s) со скоростью
т а х  \х* (s) — xk(s) | < д* — дк.
se [а, Ь]
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2  (i) (5> t,xo(s),x0(t))\dt
i =  О
П р и м е р  2. Решим интегральное уравнение
1
Р(х) =  J t arctg [л:(5) +  x(t)]dt  — 0,55 — 0,01 s =  0, 
о
взяв в качестве начального приближения лг0($) =  1.
Здесь
1
Pw (x0)Axk =  arctgW 2 J t[Ax(s) -f- Ax(t)]kdt
о
и в качестве мажорантного уравнения (12) можем взять 
л (д) =  0,0513 — <5 +  2,4<52 -J- 1,76<33 +  1,152<54 +  0,63(55 +
, 1,25 (0,9rf)6 _ п 
+  1 — Ü.9J ~
Для оценки погрешности | х * — х*\\ по формуле (14) полу­
чаем: *
Процесс
k
(6) (7) (8) (9)
1 0,0092 0,0092 0,0092 6,0092
2 0,0020 0,0020 0,0029 0,00081
3 0,00044 0,00040 0,0009 0,00003
Процесс (6) дает следующие первые приближения: 
хх (5) =  0,9488 -{- 0,1 s,
x2(s) =  0,94908 + 0,0972 ls  + 0,00383s2 + 0,00016s3, 
x3(s) =  0,94911 +  0,09720s - f  0,00381s2 - f  0,00017s3
3. Р е ш е н и е  о б ы к н о в е н н ы х  д и ф ф е р е н ц и а л ь  
н ы х  у р а в н е н и й .  Пусть на отрезке se [af b] надо решить диф­
ференциальное уравнение
f(s,x ,x',  x(n) ) = 0  
при граничных условиях
Ut(x) =  0 (г = 1 ,2 ,  , /г),
(17)
(18)
и —1
где Ui(x) =  ^  [аухУЦа) +  РцхМ(Ь) J. 
j - о
В этой общей граничной задаче содержится (если все /?# =  0) 
и задача Коши.
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В качестве пространства £ выберем множество функций, 
п раз непрерывно дифференцируемых на отрезке [а, b] и удо­
влетворяющих граничным условиям (18) Норму определим ра­
венством
где pi >  0. Определим в этом пространстве оператор
Р(х) = f ( s ,  х, х' , х (п));
тогда рассматриваемая граничная задача принимает вид опера­
торного уравнения (1) Предполагая, что f аналитическая функ­
ция от х,х', , я (п), получим дифференциалы оператора Р в 
виде
если только последнее выражение является непрерывным ^-ли­
нейным оператором из Зс в %) =  С[а, Ь].
Обозначив функцию Грина граничной задачи Р'(х0)Ах =  0 
через можем оценить
Из доказанной теоремы вытекает равномерная сходимость 
последовательности приближений xk(s) и их производных (до 
порядка п) к  решению a:*(s) и его производным со скоростью
П р и м е р  3. Решим на отрезке [0,1] дифференциальное 
уравнение
|| х | =  т а х  pi | xW (s) |, (19)
se [а, b]
0 <i<n
PW (x)Axx Axk =  dkx<x',...,x(n)f,
ГоР(хо) || =  т а х  pi \ А х ^  (s) |,
se [а, Ь] 
0 < i < ti
ь
0  < i < п а
i, +  ... + in =  k
se [а, b] 
0 < i<  п
т а х  pi | **(0-(s) — xW (5) | < õ* — <5*.
x'2 — (x — s ) 3 — 1 — 0, ls  =  0
с начальным условием x (0 ) =  0.
Д ля начального приближения x0(s) =  s:
P(x0) =  — 0,ls, P'(x0)Ax =  2Ax'(s),
P" (x0) Ax2 =  2Ax'2 (5) и P"' (xQ) Ax3 =  — 6Ax3 (s ) .
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Выбрав в (19) p o  =  1, р\ =  0,8, можем взять
л (й) =  0,04 — Ь +  0,782<52 +  0,5<53 
и из (14) получаем следующие оценки погрешностей:
Процесс
k
(6) (7) (8) (9)
1 j*. о 1 с
о СО1о
1,4 10_ 3 1,4 • 10_  3
2 ОО со О 1 с
л
ОО СО о 1 С
Л
1,3- 10“ 4 4 ,0 -1 0 “  5
3 4,1 10“ 6 3,0 • 10_ 6 8,3 • 10_ 6 1 ,6 -1 0 ” ®
Три первые приближения по формуле (6) будут:
Х\ (5) =  5 +  0,025s2,
x2(s) =  3 s — 80//2 (1 +  0,025s),
x,(s) =  l , 5 s - f  0,0125s2 — I0ln{\ +  0,05s) ( + 2  10-6).
Если дифференциальное уравнение (17) имеет вид
П
2  qi{s)xW -f- g (s, х, , л:(т>) =  0 ( т  <  п) (20)
г =  1
и существует функция Грина G(s, t) уравнения
П
2  qi(s)xW =  0
г=1
при граничных условиях (18), то граничную задачу {(20), (18)} 
можно заменить равносильным ей интегро-дифференциальным 
уравнением
ь
Р(х) = x ( s )  - f  J  G {s,t)g(t,x(t) , xW (t))d t  =  0. (21)
а
Применение процессов (5) к  уравнению (21) дает те же при­
ближения, что и применение этих процессов к задаче {(20) (18)} 
(если, конечно, начальное приближение jk0(s) п раз непрерывно 
дифференцируемо и удовлетворяет граничным условиям- (18)) 
Но в случае уравнения (21) можем применить нашу теорему, 
если за 36 выбрать множество т  раз непрерывно дифференцируе­
мых функций и определить норму равенством (19) (заменив там 
п на т )  В случае т  =  0 полагаем £ =  3) =  С[а, Ь].
В некоторых типах задач можно для норм указать простые 
оценки, которые не содержат функцию Грина r ( s , t ) Например, 
преобразовав граничную задачу
х" +  g (s> х) =  0, х(а) =  х(Ь) = 0
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в  форму (21), можем для нее дать оценки (10) в.виде 
| Г0Р(хо) || =  т а х  | Axx{s) |,
se [а, Ь]
i K o P w w  н < ( * .* « ( * ) ) |.
g
«ели только М =  т а х  | gx'{s, * o (s ) ) | <С _a i •
se[a,b] K )
П р и м е р  4. Д ля граничной задачи (см. [1 ])  
х"  —  j X 3 —  s =  0, jc(0) = * ( 1 )  = 0
с  начальным приближением Xo(s) =  0 получим 
л(<5) =  0,0643 — (5 -|- 0 ,0417<33.
Так как  в данном случае Р"(х0) = 0 ,  то при всех процессах
(5) первые и вторые приближения совпадают. Процесс (8) дает 
следующие приближения:
* i( s )  = x 2(s) = { s ( s 2 -  1),
* 8 ($) =
=  (s2 -  1) Г 1 +  99^20 (84S® -  30IS6 +  35954 -  10352 “  103) ] '
Из формулы (14) видим, что на отрезке 56 [0,1]
|jc*(s) — xi (5)| < 1 ,2  10_6 и | х* ( s ) — x3(s )| < 5 ,8  10-11
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ÜHEST MITTELINEAARSETE OPERAATORVÕRRANDITE 
LIGIKAUDSE LAHENDAMISE MEETODIST
U. Kaasik ja  E. Tamme
Re s ü me e
Olgu P{x) analüütiline operaator Banachi ruum ist lineaarsesse 
ruumi. Käesolevas töös vaadeldakse võrrandi
P ( x ) =  0 (1)
lahendam ist iteratsioon iprotsessidega
=  * * - * „  =  -  уЕ+2Ц Г<рм(Х')АхГ‘_ ,+ 1. . Л х « _ ^ _ ^  ‘
1=1
k
■ [  W  (*„) -  2  r °pm (*o) ]  (2)
f=2
( * o  on a lg lähend  ja  Г 0 =  [ P ' ( a : o ) ] _ 1 ) ,  kus kas a  =  /? =  1 ja  
0 < yi < 2 või а =  0, fi =  i — 1 ja  0 <  yt < i.
Operaatori P analüütilisuse tõttu eksisteerib selline ana lüü ti­
line funktsioon
ЛГ
i= 0
et || Г0Р0(х0) || < a0, a x =  — 1 ja-Jj-Ц Г0P (i)(*o) |] <  =  2,3, .) .
Tõestatakse järgm ine t e o r e e m .  Kui:
1° eksisteerib pöördoperaator Г0;
2° võrrand
n ( d ) = 0  (3)
omab mittevõrdseid positiivseid lahendeid;
3° operaator P on analüü tiline sfääris
|| *  — || < 6*, (4)
kus d* on võrrandi (3) vähim  positiivne lahend;
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siis võrrand (1) omab sfääris  (4) a in sa lahendi л:*, m illeks koondub 
valem ist (2) arvutatud jad a  {xk} k iiru sega
|| x* — xk || < d* — õk,
kus dk on võrrandi (3) läh islahendid, m is on arvutatud sam a vale­
m iga (2 ), lähtudes alg lahend ist <50 =  0.
Töö teises p arag rah v is  n ä id atak se  meetodi rakendam ist võr­
randsüsteem ide, in tegraa l- ja  d iferentsiaalvõrrandite lahendamisel.
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OBER EINE METHODE ZUR ANGENÄHERTEN LÖSUNG 
NICHTLINEAREN OPERATORGLEICHUNGEN
Ü. Kaasik und E. Tamme
Z u s a m m e n f a s s u n g
Es sei P(x) ein analytischer Operator, der einen Banachschen 
Raum in einen linearen Raum abbildet. In der vorliegenden Arbeit 
werden für die Gleichung
P ( x ) =  0 (1)
die Iterationsverfahren
k
Ахк =  xk — x0 =  —1 £ +  Г (*0) Ax%_i+ l. . .Ах “_ 2ДхР_Х~'
1 =  2 *
k
[ r oP(x0) - 2 Z i Z l r 0P ^ ( x 0)Ax‘‘_ l+1 (2)
/=2 -*
{x0 ist die Anfangsnäherung und Г0 =  [P '(x0) ] “! ) betrachtet, wo 
entweder а =  fi =  1 und 0 ^  yi ^  2 oder а =  0, =  i — 1 und 
0 < yt <  /.
Da P ein analytischer Operator ist, gibt es eine solche ana- 
lytische Funktion
oo
71 w  — 2  üiõi’
i=. 0
dass
II r oP(xo) || < a0, cii =  — 1 und
i| |  Г„Р«>(х0) || < öi ( i =  2, 3, .)•
Es wird der folgende Satz bewiesen.
1° Г0 sei vorhanden;
2° die Gleichung
я(д) =  0 (3)
habe ungleiche positive Lösungen;
3° der Operator P sei ana lytisch  im Gebiet
II *  — *0 II < õ* (4)
wo ö* die kleinste positive Lösung der Gleichung (3) ist.
Dann besitzt die G leichung (1) im Gebiet (4) die einzige 
Lösung x* gegen  die die aus der Formel (2) berechnete Folge 
{Xki mit der Schnelligkeit
|| ** — **'|| < 6* — õk
konvergiert, wo õk die aus derselben Formel (2) berechneten Nähe- 
rungslösungen der G leichung (3) sind (Anfangsnäherung <5o =  0).
In § 2 werden die Anwendungen der Methode zur Auflösung 
der G leichungssysteme, Integral- und D ifferentialgleichungen bet- 
rachtet.
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МИНИМАЛЬНЫЕ л  МЕРНЫЕ ПОВЕРХНОСТИ, ИМЕЮЩИЕ 
В КАЖДОЙ ТОЧКЕ ( п — 1 ) -МЕРНОЕ АСИМПТОТИЧЕСКОЕ
НАПРАВЛЕНИЕ
Ю. Г. Лумисте
Кафедра геометрии
Введение
1. Рассматриваются я-мерные поверхности Vn в iV-мерном 
эвклидовом пространстве R n Д л я  и х  изучения применяются 
метод подвижного репера и исчисление внешних дифференциаль­
ных форм [1, 3 ].
Инфинитезимальное перемещение подвижного репера Ш , е7} 
(/, К, = 1 ,  , N) определяется формулами
öfM =  Cö7€/, ^
dei =  cüiKex,
в которых формы со1, (OjK удовлетворяют т. н. уравнениям инва­
риантности метрики
dglK == glKU>IL +  glL<OKL, (2)
где giK =  (е/. С/с) — метрический тензор пространства Rn , и т. н. 
структурным уравнениям
D cü^ I coKcük1],
D co iK =  [cojl (õl k ] . 1 '
В дальнейшем часто применяется т. н. ортонормированный 
репер, в котором giK =  д1К, и уравнения (2) принимают вид
cö/* +  cö* 7 =  0. (2 ')
2. Поверхность Vn в пространстве Rn определяется заданием
её точки М как  функции от п параметров.
Подвижной репер присоединяется к точке М поверхности Vn 
так, чтобы векторы еа (а, b. , =  1, , п) лежали в касатель­
ной плоскости к Vn в точке М (т. е. в плоскости точек М +  dM) 
Тогда dNi =  ct)aea, и
О )«= 0 (а,/?, = / i + l ,  ,N ) (4)
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0 ) а  =  ÄabCOb, Л%Ь =  Л ь а '  №
и дальше
dA ab  =  A cbCOa -f- Л асСОь —  ЛаьЫ р  -(- А аЪс (Ос, (6)
где Лаьс — симметричны по нижним индексам.
Плоскость, натянутая на точку М и векторы еаь — Ааь^а, инва­
риантно связана с поверхностью Vn и называется её первой нор­
мальной плоскостью в точке М. Если она имеет размерность
пи ni ^  П(П<2 ~1 ;» т0 можно п\ векторов репера (ах, Ьх, =
— п-\- 1, п-\-п\) выбрать лежащими на ней. Тогда Аа1 = 0  
(ai , Pi, =  п-\- 1, ,N) ,  и из (6)
A ab(Oal =  Аа1с(йс (7)
Плоскость, натянутая на касательную плоскость и первую нор­
мальную плоскость поверхности Vn в точке М, называется пер­
вой соприкасающейся плоскостью поверхности Vn в этой точке. 
Она является плоскостью точек М -f- dМ -|- d2fA.
3. Поверхность Vn в пространстве /?n называется минималь­
ной, если вариация объёма каждой её области, ограниченной 
замкнутой ( п — 1 )-мерной подповерхностью, равна нулю при 
закреплённой границе. Известная теорема Липшица [2 ] утверж­
дает, что это определение равносильно требованию равенства 
нулю т. н. вектора средней кривизны
g°bAZ,е « , =  0 (8)
во всех точках поверхности.
4. Любые р линейно независимые векторы определяют на­
правление (р-мерное) в точке М: плоскость, натянутую на точку 
М, и эти векторы.
Д ва одномерных направления в касательной плоскости по­
верхности Vn в точке М, определяемые векторами еа и е* , назы­
ваются сопряжёнными, если они обладают взаимно тем свой­
ством, что при смещении точки М в одном направлении другое 
направление инфинитезимально не выходит из касательной пло­
скости поверхности Vn в точке М. Д ля этого необходимо и доста­
точно, чтобы
Ааь =  0 (а, b — фикс.). (9)
Направление (р-мерное) в .касательной плоскости поверхно­
сти Vn называется асимптотическим, если любые два его одно­
мерных направления сопряжены.
Продолжением системы (4) получается
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Подповерхность Vp поверхности Vn называется асимптотиче­
ской, если её касательная плоскость в каждой её точке имеет 
асимптотическое направление. Легко доказывается, что подпо­
верхность Vp является асимптотической тогда и только тогда, 
если её первая соприкасающаяся плоскость в любой её точке со­
держится в касательной плоскости поверхности Vn в этой точке. 
В частности, любая плоская подповерхность данной поверхности 
является асимптотической.
Число параметров, от которых зависит касательная плоскость 
поверхности Vn , называется рангом поверхности [31. Поверх­
ность Vn имеет ранг г тогда и только тогда, если она расслаи­
вается на r -параметрическое семейство (п — г)-мерных плоских 
образующих, причём касательная плоскость поверхности Vn 
остается неизменной при любом смещении точки касания внутри 
плоской образующей.
5. В настоящей работе рассматриваются /г-мерные минималь­
ные поверхности Vn имеющие в каждой своей точке (п — /)- 
мерное асимптотическое направление. Д аётся их классификация, 
охватывающая все основные случаи, и характеризуется строение 
поверхности в каждом отдельном случае.
Работа выполнена при кафедре дифференциальной геометрии 
Московского государственного университета под руководством 
доц. А. М. Васильева, которому автор выражает свою искрен­
нюю благодарность.
§ 1. Минимальная поверхность Vn с полем асимптотических 
направлений A n- h не являющаяся гиперповерхностью
1. Поверхность Vn в пространстве Rn называется поверхно­
стью с полем асимптотических направлений А п-\ (с полем А п~i ) .  
если она имеет в каждой точке одно (п — 1 )-мерное асимптоти­
ческое направление А п-\ Репер к точке М такой поверхности 
присоединяется так, чтобы векторы ег- (/, /, = 2 ,  , п) ле­
жали в асимптотическом направлении А п-\
Тогда, в силу (9 ),
, 4 1==0 (10)
Если поверхность Vn , кроме того, является минимальной, то 
имеет место (8 ), из которого, в силу ортогональности репера и 
(10), следует, что
о ,  ( i i )
т. е. направление в касательной плоскости, ортогональное к А п-\ , 
также является асимптотическим.
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Т е о р е м а  1. Минимальная поверхность Vn с полем асимп­
тотических направлений Ап-\ лежит в своей первой соприкасаю­
щейся плоскости, размерность которой не превышает 2п — 1.
Д о к а з а т е л ь с т в о .  Из (7) следует, в силу (10), (11) и
линейной независимости т. н. главных форм со1, что АЦс =  0, и 
так как  матрица \\Ла'ь \ (в которой значениям а х соответствуют 
строки, а сочетаниям (а, Ь) — столбцы) имеет полный ранг, то 
ю*1 =  0 . Теперь из формул (1 ). (4 ), (5) следует, что векторы
dM, d2М, d n+ni+1 М выражаю тся через п +  п\ векторов 
еа , eöv и, следовательно, меж ду ними имеет место линейная 
зависимость. Радиус-вектор точки М поверхности Vn является, 
таким образом, решением линейного однородного дифференци­
ального уравнения, и выражается, следовательно, в виде суммы 
постоянного вектора и линейной комбинации п-\- щ постоянных 
векторов, т. е. поверхность лежит в некоторой (п +  п^)-мерной 
плоскости, которая естественно совпадает с её первой соприкаса­
ющейся плоскостью.
Так как  из векторов е аь на которые натянута первая нор- 
.мальная плоскость поверхности, отличны от нуля только еи , то 
Щ < п — 1 и п -f- щ < 2п — 1.
2. Т е о р е м а  2.1 Если минимальная поверхность Vn с полем 
А п-\ не является гиперповерхностью, то она существует с произ­
волом постоянных и расслаивается на однопараметрическое се­
мейство ооxRn-\ ( п — 1) -мерных плоских образующих Rn-\. При 
n\<Cn — 2 она является цилиндром, построенным на минималь­
ной поверхности Vm с семейством ooxRm-\, лежащей в плоскости 
Rm+mi, причем образующие цилиндра ортогональны к плоскости 
Rrn+mi* Относительно m и Ш\ возможны два случая: (а) m =  
=  П\ 1, =  m — 1; (b) т  =  П\ -\- 2,гп\ '= m — 2.
Д о к а з а т е л ь с т в о .  Если минимальная поверхность Vn с 
полем А п- 1 не является гиперповерхностью, то, в силу теоремы 1, 
П\ >  1. Среди векторов ей имеются, следовательно, по крайней 
мере два линейно независимых. Векторы е* можно перенумеро­
вать так, чтобы линейно независимыми были t\p (р, q =  2, , 
п\ /) Пусть
____________  CiTt =  срл £\р (л, q =  П\ +  2, ,п )
1 Результаты  теоремы 2 допускаю т следующие обобщения: Если п-мер- 
ная поверхность с полем (я  — /) -мерных асимптотических направлений в 
проективном пространстве имеет соприкасающуюся плоскость размерности 
п +  п х , ri\ >  2, то она расслаивается на однопараметрическое семейство 
(п — 1)  -мерных плоских образующих. Если n\<Cn  — 1, то поверхность имеет 
неполный ранг п\ +  1 и обладает в каж дой  точке ещё вторым (п — щ) -мер­
ным асимптотическим направлением. Поверхность расслаивается на второе 
семейство (п — щ )  -мерных асимптотических подповерхностей тогда и только 
тогда, когда она является конусом с (п — П\—  2) -мерной «вершиной».
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,e „ - g e ,  +  g e P, (12)
ТО
e m =  +
Преобразование (12) можно выбрать так, чтобы после него 
векторы e j;. были попарно линейно независимы. Действительно,.
векторы ел можно выбрать последовательно, причем на каж дом  
шаге исключается только конечное число направлений в касатель­
ной плоскости, уравнения которых выражают коллинеарность
соответствующего вектора е 17Г с каждым предыдущим.
Из (6) и (10) следует
«  +  Л ‘ ‘ (о? +  Л °‘ со1 +  Л *  со* =  0 ,  (13)
и отсюда
c o ^ r k ^  +  r W ,  (14)
< Г А  +  Л “ г!* +  ^  =  0 ,  (15)
Гп +  Г '' +  А щ =  0 <>6)
Если выписать равенство (15) при i =  j  и вычесть из него поч­
ленно равенство, которое получается из (15), если заменить в нём 
индексы / и k, и взять опять i =  /, то получается
< ( 2 Г £ - Г > , > - Л * Г А = 0 .  (1 7 )
Отсюда заменой индексов i и k получается
A u r L ~  Ä°lk(2 r li - r l k) =  0. (18)
Репер по вышеуказанному может быть выбран так, чтобы век­
торы eif и e ifc при любых фиксированных i и k, i ф  k были линей­
но независимы. Тогда из (17) и (18) следует, что Г)к =  Г * .=
=  Ги — Г1к — 0 , т. е.
й),д =  а,-0)г (19)
Продолжение системы (19) приводит к уравнениям
dai =  а j со ii - f  (Ли, у — а id j) он’ - f  atcо1, (20).
где
Л . , V =  (*•■'. e v ). ( 2 1 )
ai
Если совершить преобразование репера
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Из (6) и (11) следует, в силу (2 ') и (19), что
ЛТи = 0  (22)
и, следовательно
dAax\ =  Л *  0) / -  Л?;. <  -  {Л*\ а; +  А «  at)аУ (23)
Если продифференцировать внешним образом уравнения (23) 
и подставить (20), то получаются внешние квадратичные уравне­
ния, большинство членов которых взаимно сокращаются. Оста­
ются только
(л “; « , + л “; « ;) [(01йу] =  о,
и отсюда, в случае неплоской поверхности,
(Н =  0. (24)
Теперь система пфаффовых уравнений (4 ), (5) (с учётом (10) 
и (11) ) ,  (19 ), (20) и (23) оказывается вполне интегрируемой, 
т. е. рассматриваемая поверхность Уп существует с произволом 
постоянных.
Уравнение to1 =  0 такж е является, в силу (19), вполне инте­
грируемым, и поверхность Vn расслаивается, следовательно, на 
•однопараметрическое семейство ( п — / )-мерных подповерхностей. 
Так как, в силу (10) и (19),
dei =  Wi’ej (modaj 1) ,
то эти подповерхности являю тся плоскостями. Поверхность Vn 
расслаивается, таким образом, на семейство оо1^ - !
Преобразование (12) можно, с другой стороны, выбрать так,
чтобы векторы ел лежали в (п — ti\ — 1 )-мерном направлении
хр -f- х 71 срж =  0.
Тогда е 17Г =  0, и, если вернуться к  старым обозначениям,
л : ; = о .  (25)
Из (6) и (24) следует теперь, в силу (10), (11) и (22), что
А\р(оп -\- Л 1пр<яр -f- Л 1пдбо9 =  0 . (26)
Если подставить (25) в (16), то получается Л ^ о =  0, А 1Л0 = 
= —А а^рап . Уравнения (26) можно писать, следовательно, в виде
—  ал сор) =  0
и отсюда
ыРж =  апа)Р (27)
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Формулы инфинитезимального перемещения репера пишутся 
теперь в виде
d M  =  со1 ех -f- cõp zp +  ш7Гея ,
det =  — w 1 J T  арер — ш1 J j?  ап +  лТРсор ев1,
р п
dep =  ap(o'et + « )?е, — ш', ^ в я ея -( -Л ^й> 1е„1, (28)
Ж
de* =  а ж К  е 1 +  ft" ’ep) +  ®£е<> >
* « . -------л « ;а , ,* ,  -  и ‘ 2 :  л ; ;е „  +  < е » . ,
Р
а система сор =  0 является вполне интегрируемой- Поверхность 
]/п расслаивается, следовательно, на семейство ( п  —  П\) -мерных 
асимптотических подповерхностей Vп~пх Подповерхность Vn-nx 
пересекается с образующей Rn- 1 по некоторой (п — П\ — ^ -м е р ­
ной подповерхности, касательная плоскость которой натянута на 
векторы ея . Так как, в силу (28*)
den =  a)Qn tQ(modoil, сор), 
то эта подповерхность является плоскостью R n-n  1- 1 .
Из того, что по формулам (28) d ^  =  0, dep =  a>qpeq 
(mod cd1 а>р) , следует, что при смещении точки М на плоскости 
Rn-щ- 1  касательные плоскости как  всей поверхности Vn , так и 
асимптотической подповерхности Vn_ni, остаются неизменными. 
Следовательно, Vn—nx имеет ранг 1, а Уп имеет ранг ri\ -f- 1.
Система со71 = 0  такж е является, в силу (19) и (27), вполне 
интегрируемой и определяет семейство подповерхностей Vm+i, 
ортогональных к образующим R п—?1г—1 -
В дальнейшем оказывается полезным вектор а =  ап ел
я
Так как из (20), (24) и (27) следует
dan =  ae col  — anaea>e ’ (29>
то, в силу (29), (284) и (2 ') ,
</а =  — ъал сол -|- (а, а) (a)l e t +  сорер),
т. е. вектор а инвариантно связан с точкой М поверхности Vn
[а) Пусть а =  0, т. е. а п =  0. В этом случае при помощи (28) 
нетрудно проверить, что имеет место случай (а) теоремы 2.
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(b) Пусть a=t=0. В этом случае можно репер выбрать так, 
чтобы вектор е И1+2 был коллинеарен с вектором а. Тогда
ал =  О {л, e =  /Zi +  3, п), 
и из (29) следует
conJ+ 2 =  0, d a ni+ 2 =  — (а П1+2 )2о)п'+2 (30)ТС
Формулы (282- 4) пишутся теперь в виде
de1 =  — со1 2  аРеР ~~aö)1 +  ЛТР еа'» 
р
dep =  ap(o'l e l +  со$ед — сора  -f- А ах1рсо' ев1, (31)
d eni+2 = f lni+2(w , e 1 +  ü)^ep) ,
а 'е ^ = (в ? е - .
7t ^
Система со1 =  cop =  соП1+2 =  0 является вполне интегрируемой 
и определяет семейство подповерхностей, которые, в силу (314)
являются плоскими образующими /?И_ П1_ 2. Система (оп =  0 
такж е является вполне интегрируемой и определяет семейство 
подповерхностей Vni+2 , ортогональных к образующим Р П_П1_2, 
При помощи (31) и (285) нетрудно теперь проверить, что имеет 
место случай (Ъ) теоремы 2 .
З а м е ч а н и е  1: Из доказательства теоремы 2 явствует, 
что минимальная поверхность У п с семейством оо1^ - !  при 
П\ =  п — 2 (случай (Ь) ) имеет семейство прямолинейных обра­
зующих с направлением вектора еп , при смещении вдоль кото­
рых касательная плоскость к У п остается неизменной. Так как, 
в силу (302) и (З13),
d ( M - J - e „ )  =  0 ,
ип
то все прямолинейные образующие проходят через точку Р =  
=  М — — ел , которая остается неподвижной при любом смещении
а п
точки М  на поверхности У п
З а м е ч а н и е  2 : Теорему 2 нельзя распространить на ми­
нимальные гиперповерхности У п с полем А п-\ Но если уже за­
ранее требовать, чтобы минимальная гиперповерхность обладала 
семейством оо1^ - !  (т. е. имело место (1 9 )) , то для таких поверх­
ностей все остальные утверждения теоремы 2 оказываются вер­
ными. В доказательстве теоремы нужно просто считать ti\ =  \. 
В случаях (а) и (b) мы имеем тогда дело (а) с прямым геликой- 
дом в Я з, и ( 6 ) с минимальной Уз с оо’^ 2 в R 4
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§ 2. О движениях  в R n+m оставляющих инвариантной 
минимальную поверхность Vn с семейством oolR n~i
1. В силу теоремы 2 и замечания 2 исследование свойств ми­
нимальной поверхности Vn с полем асимптотических направле­
ний Ап- 1 в случае, когда Vn не является гиперповерхностью, и 
минимальной гиперповерхности с семейством oolRn-i сводится к 
исследованию двух случаев:
(a) минимальная Vn с семейством <x>xRn-\ в Rin-\ ,
(b) минимальная Vn с семейством оо1^ - !  в Rin-ч
Их исследование естественно начинать с рассмотрения орто­
гональных траекторий семейства оо1^ - !  О казывается, что они 
являются кривыми с постоянными кривизнами. Чтобы это пока­
зать, нужно в случае ортогональных траекторий рассматривать 
формулы Френе [2 ]
dM. — i0 ds, 
d\o =  x\\\ds,
d\\ =  — (^iio — )ds,
d\2 =  — (?<2*i — X3h)ds, (32)
d\f --  УСт^г—1 j
где s — длина дуги, i0 — единичный касательный вектор,
(д =  1, , г) — единичный вектор по @-той нормали, а — £-тая 
кривизна кривой.
Так как, в силу (19), Doj' =  [ ] ,  Dco1 =  [ а ^  со1], то си­
стема аУ =  0 (i =  2, п) и уравнение со1 =  0 являются вполне 
интегрируемыми и их левые части можно, следовательно [1 ], 
представить в виде
oji =  a/du’, со1 =  а du{ (33)
Из (ЗЗг) следует, что Dcol =  [dlnaco1], т. е. [d ln a— ocjco1', coJ] =  
—■ 0. Отсюда получается, что dlna выражается только через dul
и dw, т. е. а =  а(и}, W) . Если обозначить s =  f  a (u l, u‘)du\ то
а,1 <= ds — aidu1. (34)
Ортогональная траектория семейства оо1^ - !  определяется 
теперь уравнениями и1 =  const. Если символ дифференцирова­
ния при и' =  const. обозначить через д, то, в силу (33) и (34)
(5М =  е^5 ,
т. е. s является длиной дуги, а ei — вектором i0 в формулах 
Френе для ортогональной траектории.
В дальнейшем нужно случаи (а) и (b) рассматривать от­
дельно.
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<5ej =  — õs 2  а&  »
i
то в формуле (322)
xiii =  — 2 a& (35)
i
Если выбрать е2 =  i i , то х\ = — а2 , ау =  0 ( i '=  3, ,п). 
Здесь к\ не может равняться нулю тождественно, так  как  в этом 
случае из (20) и (24) следовало бы противоречие
Ац, i/=  (e i e i ; ) =  0.
Из (20) и (24) следует теперь, что
3 X 1 = 0 , eol (б) =  0)2 (<5) =  0 (36)
Так как
<5е2 =  — —j— Ci2<5s,
то в формуле (З23)
^2^2 == ®12» т. е. =  Л 12, 12 •
Здесь х2 т*— 0, так как  е ^ ^ О  (i =  2, , п)
Из (21) и (23) следует, что 
dA\it у  =  A\kt у (x)ik A\it ik<x>jk {2Лцг у (ik~\- Aik, ijüi-\- Ant iküj)cok, (37) 
и отсюда, в силу (362) , следует Зх2 =  0.
Так как, в силу (23) и (285)
d tu — ejj(x>iJ {^ ncij^ ijü i~ \ -A nt\jti)(õj— со1 2  Ant ijQj, (38)
/TO
x2õ\2 =  3ei2 =  — (x22 i. +  2  ^i2- V  e/') • 
Следовательно, в формуле (324)
X2X3h — — 2  ^ 12> V'e/' *
/'
Здесь исключительным является случай, когда A X2, ij> =  0 
(]' =  3, п) , т. е. когда х$ =  =  =  х2п- 2 =  0 и ортого­
нальные траектории являю тся винтовыми линиями в трехмерных 
плоскостях.
В общем случае можно выбрать e3 =  i3. Тогда
=  А 12<, з , А]2, у" — 0 (/-" =  4, , п ) .
Из (37) следует теперь, что
дхг =  0 , C0j" (3) =  со'з (3) = 0 .  (39)
(а) Так как
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Так как  <5е3 =  e3i<5s, то в формуле (32s)
^4*4 —  е 13 4 “ х 3*2
Отсюда
Я42 =  ^ 1з, 13-j- 2 —^ 12,13 -|- х32 =  vli3, 13 — И32 *2
и из (37) следует, в силу (39), что дхА =  0.
В общем случае можно этот процесс продолжать до тех пор,, 
пока число векторов i0 , i i , равно размерности пространства 
2п — 1. В исключительных случаях, когда xQ =  0 (^ =  2 а + 1 ,  
,2 п — 2 ), ортогональные траектории леж ат в нечетномерных 
плоскостях, размерности которых меньше 2п — 1. Во всех слу­
чаях получается, что кривизны ортогональной траектории по­
стоянны.
(6) В случае (b) равенство (35) пишется в виде 
x\h =  — ^ a pt p —  ant n {р =  2 , , п —  1), 
р
где еп — единичный вектор, направленный по той прямолиней­
ной образующей поверхности Vn , при смещении вдоль которой 
касательная плоскость к Vn остается неизменной (см. замеча­
ние 1).
Если выбрать е2 коллинеарным с вектором x\\i 4- апеп, то 
получается
Х\\\ — — &2^ 2 — О-п^ п , == &2^  4 - ^п^  ^ ’
аРг =  0 (р ' =  3, , п - 1). (40)
Из (20) и (24) следует, в силу (27), что
да2 =  дап =  0 , сйР’ (<5) =  со2 (< 3)= 0. (41)
Следовательно, дщ =  0. Из (4 0 i), в силу (31 1,3) и (411),
Х\6\\ =  - &2 (^ 2®1 4“ ^ 12) &S - tiös =  - (xi io 4- ^ 2^ 12) <5s.
Следовательно, в формуле (З23)
Х\Х2\2 =  — а2^ 12 , Т. е. Х^х.22 =  fl22 Л\2, 12 . (42)
Из (37) и (41) следует, что дх2 =  0.
Здесь является исключительным случай, когда а2 =  0, т. е. 
когда х2 =  0 и ортогональные траектории являются окружно­
стями.
Из (42). в силу (38) и (40 i),
Х\Х2д\ 2 =  — J^-Al2, 12 (х\\\ 4 “ CLn^n) — &2 -'4-12, lp '  £р' j  >
Р '
где левая часть по формуле (324) равна
-XlX22h 4- 1^^ 2?<3*3
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Если выбрать е3 в плоскости векторов i3, ел , то, в силу (422) 
и (402),
^1«2^3*3 =  0 2Х\Х22 *1 --- ап Л\2, 1 2 4 “ ^2-^12, 13в3 , (43)
Л 2
гд е о 2 =  - ^ ,  а J . 12, ljo" =  0 (/?" =  4 , п — 1). 
а2
Отсюда, в силу (37),
^^12,13 =  0 , соР" (õ) =  соз ((5) =  0 ,
и следовательно дхз =  0.
Из (43) явствует, что если х2 =1= 0, то и3 Ф  0. Если продиффе­
ренцировать (43) при W =  const и воспользоваться формулами 
(35б), (422) , получается
xix2xsx4h =  xix2 (%32 — о2х22) h  +  Ci2 Л\2, 1зС13
Здесь исключительным является случай, когда х32 =  о2я22, 
Л и, 13 =  0, т. е. когда х4 =  0, и ортогональные траектории лежат 
в четырёхмерных плоскостях.
В общем случае ф  0, <3%4 =  0 и процесс можно продолжить. 
Здесь ортогональные траектории всегда являются кривыми с по­
стоянными кривизнами в чётномерных пространствах.
2. О казывается, что поверхность Vn в обоих случаях (а) и
(Ь) переходит в себя при движениях некоторой однопараметри­
ческой группы движений, и что ортогональные траектории семей­
ства ооxR n-\ являются при этом траекториями точек образующей 
~Rn-l
Эту группу движений можно характеризовать при помощи 
точек, прямых, двумерных направлений и т. д., которые остаются 
инвариантными при её движениях. При её изучении следует от­
нести поверхность к  такому реперу, в котором ан’ {б) = 0 .  Это 
окаж ется всегда возможным, так  как  сначала можно, в силу (33i),
перейти в голономный репер {М, е/}, в котором а>' =  йи\ и сле­
довательно Wi> =  Г1кЫик, а затем совершить любое преобразова­
ние е/'=/?/е/, где <5/V =  0. Новый репер не обязан быть ортого­
нальным, но всегда имеют место g n  =  1, g u =  g lai =  giai=Q, 
и их дифференциальные следствия.
Инфинитезимальное вращение направления вектора х =  х!ъ ,
д х1 =  0, при смещении вдоль ортогональной траектории опреде­
ляется формулой
<5х =  yõs,
где у  =  +  е,и) , д (у, у ) =  0.
Следовательно, условие, при котором направление вектора 
описывает двумерное направление при смещении вдоль ортого­
нальной траектории, имеет вид
õy =  XxSs
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и, в силу того, что
<5у =  —  ^(g^OiOfijt +  g’k Au , Xjtk) õs, 
пишется в виде системы
С<4у +  &gij)xl =  0 , (44)
где
A i j  —  A \ ,i 1 j  +  CLiCLj. (45)
Существование и число искомых направлений зависит от 
свойств уравнения
Det | А0 +  Xga | =  0. (46)
Его решения являются собственными числами симметрической 
матрицы, т. е. они вещественны и в общем случае различны.
Таким образом, в общем случае на образующей в каждой 
точке М имеются п — 1 искомых направлений.
Пусть единичные векторы репера ег направлены в этих на­
правлениях. Тогда решением системы (44) при Х =  Хк являются 
х* =  дк\ т. е. А щ +  Xkg[kj <= 0.
Если здесь совершить альтернацию по индексам k и /, полу­
чается
(Хк — Xj)g\jcf= 0.
В общем случае отсюда следует, что g^ =  0 при k Ф  /, и сле­
довательно, А^ =  0 (k Ф  /), А кк<= —Хк, т. е
A\k, 1/ =  cLjcüj (k Ф  /), А цг 1/ =  — (di2 -j- Xi) . (47)
Если продифференцировать (471) при помощи формул (37), 
(20) и (24), то получается после сокращений
( h  — Xj) (ojJ =  0 (k Ф  /).
В общем случае отсюда следует, что cojJ ■= 0 , и
d e k == ( ü k ^ i  e i*) со1
т. е. двумерные направления, которые описываются векторами, 
определяемыми из системы (44), остаются инвариантными при 
любом смещении на поверхности Vn>
Эти двумерные направления называются направляющими ли­
стами поверхности Vn. Они натянуты на векторы
е* , cik i^ ~Ь ei£ (48)
и поэтому, в силу (4 7 i), вполне ортогональны меж ду собой.
3. В случае (Ь) оказалось (см. замечание 1), что точка Р = 
=  М — еп остается неподвижной при любом смещении на по­
верхности Уп. Если смещение производится вдоль ортогональной 
траектории, то, в силу Ьап =  0, точка Р  остается неподвижной 
и по отношению к подвижному ортонормированному реперу.
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Следовательно, такое смещение является поворотом в про­
странстве R2n- 2  вокруг точки Р.
Так как, в силу (4б2),
S<pik =  | de* | =  V | А* [ ös, где <5 V I Я* | ■= 0, (49)
то стационарные углы [4 ] поворота на направляющих листах 
являются линейными функциями от параметра s.
В исключительном случае, когда ар =  0 , из (20 )и (24) сле­
дует, что
— an2coP-{-Aip;iqCõ^  =  0 ,
т. е. ,Ш:
-A\p,\p——Cln') A\p^\q =  0  ( р ф ^ ) .
Теперь
Apq = :  О (Р  4 “ *7)> Арр Ctt?j Лрп =z О ,  Апп > g ij —— Öij)
и уравнение (46) имеет один (п — / )-кратный корень А =  —апп> 
который обращает в нуль элементы матрицы системы (44). Сле­
довательно, в этом случае любое направление в образующей опи­
сывает двумерное направление при смещении вдоль ортогональ­
ной траектории, т. е. это смещение является паратактическим по­
воротом [4 ] вокруг точки Р
Вообще, в случаях, когда уравнение (45) имеет кратные кор­
ни, при смещении вдоль ортогональной траектории в некоторых 
четномерных инвариантных направлениях совершается, в силу 
(48), паратактический поворот. Они соответствуют случаям, когда 
ортогональные траектории леж ат в плоскостях, размерности ко­
торых меньше размерности пространства.
В случае (а) оказывается, что если х1 являю тся решением 
системы
Atfxi -j- £Li == 9, (50)
то точка P =  M-j-Jc'e/ описывает прямую при смещении на Vn 
вдоль ортогональной образующей. Действительно, в силу Зя1 =  0, 
6Р p<5s, ,где
Р =  e t -f- лг'еп, (51)
и следовательно
др =  —  õs 2  Г (1 +  xiai) ai +  xi А м, у\е/ — 0 1 
j
в силу (45) и (50).
О казывается, что матрица ЦЛ^ Ц системы (50) является всегда 
неособой. Действительно, если воспользоваться репером, постро-
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енньш при рассмотрении ортогональных траекторий, то матри­
ца | A\it i7-1| принимает вид
9
О Акр, ] хр <Р, V> =  Q +  1, п
где
О
О
О
2 , 2 
К2д- 1 "Г
В общем случае q =  п и i/|| =  \\Кц\\.
В силу того, что А цлу =  (ец,еу) где ей — линейно независи­
мые векторы, матрица | А у  у | является неособой. Следова­
тельно, матрица \\Ац\\, которая, в силу (45), получается из нее 
заменой элемента х22 в левом верхнем углу элементом к 2 -{- у. 2, 
также является неособой.
Система (50) определяет, таким образом, единственную точ­
ку Р Пусть вершина репера помещена в эту точку. Тогда щ =  0, 
и из (20) следует, в силу Det \Ауу\ ф  0, что оУ>=0. Следователь­
но, точка Р является вполне фиксированной точкой на образую­
щей. Она называется горловой точкой образующей. Прямая, со­
стоящая из горловых точек, называется осью поверхности Vn 
Так как  вектор (51), в силу (49), ортогонален к векторам (48), 
то ось поверхности ортогональна ко всем направляющим листам 
поверхности.
Из того, что д | р | =  0, следует, что смещение вдоль ортогональ­
ной траектории на поверхности Vn является винтовым движе­
нием [4 ] в пространстве Rin-i
В итоге получается следующая теорема.
Т е о р е м а  3. Минимальная поверхность Vn с семейством 
ooxRn-\ в пространстве Rn+ni ripu п\ п — 2 допускает однопа­
раметрическую группу движений пространства Rn+m, которые 
оставляют ее инвариантой. При щ =  п — 1 эта группа является 
группой винтовых движений с неподвижной прямой, при п\ =  
=  п — 2 она является группой поворотов вокруг неподвижной 
точки. При П\ п — 2, когда Vn является цилиндром (см. теоре­
ма 2 и замечание 2), к этим движениям прибавляются соответ­
ствующие переносы и. отражения.
Эта теорема обобщает известный результат, по которому един­
ственными минимальными линейчатыми поверхностями V2 в R3
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являются прямые геликойды. Рассмотренные в ней поверхности 
в случае ri\ =  п — / называются д-геликойдами; они обладают 
рядом замечательных свойств [4 ] .
§ 3. Минимальная гиперповерхность Vn с полем асимптотических
направлений А п-\
1. В случае гиперповерхности Vn одномерные асимптотиче­
ские направления образуют в каждой точке М ( п — /)-мерный 
асимптотический конус второго порядка
А аЬхахь =  0 (52)
Если гиперповерхность имеет в точке М асимптотическое на­
правление А п- 1 то асимптотический конус (52) имеет ( п — /)- 
мерную плоскую образующую и распадается, следовательно, на 
два ( п — /J-мерные направления А п-\ и А'п-\. Если бы направ­
ления А п~ 1 и А'п- 1 совпадали, то, при выборе вектора ei ортонор- 
мированного репера ортогонально к  ним, имели бы место
Aij =  Au =  Q (/,/’ =  2, , п)
и условие минимальности (8) было бы для неплоских поверхно­
стей противоречивым. Следовательно, в случае минимальной 
гиперповерхности направления А п-\ и А'п~\ не совпадают.
Т е о р е м а  4. Минимальная гиперповерхность Vn имеет поле 
асимптотических направлений А п-\ тогда и только тогда, когда 
её ранг равен двум?  Она существует в этом случае с произволом 
2 ( п — 1) функций одного аргумента.
Д о к а з а т е л ь с т в о :  Пусть векторы репера е х и е2 лежат, 
соответственно, в направлениях А п-\ и А п~\ ортогонально к их 
пересечению Ля- 2 , и пусть векторы е г (/, / =  3, , п) лежат в 
направлении А п- 2  Тогда
A t j =  Ац А<22 А 21 Ау =  0 , (53)
g l i = g U =  g2i =  Я2' =  0-
Из условия минимальности (8) следует теперь для неплоских 
поверхностей, что
g l2 =  gi2 =  0.
Репер можно теперь выбрать ортонормированным.
2 Этот результат имеет более общий характер  и является  справедливым 
и для гиперповерхностей с полем (п — 1 )-мерных асимптотических направ­
лений в (п +  1) -мерном проективном пространстве (если исключить поверх­
ности ранга 1).
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Из (6) следует, в силу (53), что
Шг1 =  CLiOO1 — bi(ü2 
a>i2 =  b i ü i 1 - f -  d i c o 2
1 (54)
00 \ =  ЯсО1 -)- flüi2 -}- у  biO)1
d lti V | A \2 | =  Ясо2 — jua>1 ---- щсо1.
Внешнее дифференцирование уравнений (54) даёт следую­
щую систему ковариантов
[zlajco1] — [zlöjco2] =  О 
[АЬгСО^  +  [Ащоу1] =  О 
[^Я со1] + ! [ ^ :+ veo1, со2] + у  [zj^ico1] =  0 ✓
[АХ — ясо1, со2] — 2[^/гсо! ] — [Adico'] =  О,
где
Ащ =  d d i  —  d jco i' +  ( a ^  j  —  b ib j)  oj’
Abi =  dbi — bjüij ~J-  (CLibj “j- CLjbi) ü)i
A l =  dk —f~ (Xdi -j—^ f b^i) coJ
Aju =  d j u ( j u d i — -L- Xbi) со1 (56)
x =  £  atbt.
Если развернуть систему ковариантов по лемме Картана, то 
получается
Adi =  а гсо! 4~ А<^2 
Abi =  —  j3i(DX -f- а{С02
JA =  о со1 -(“ 00,2---- ^
А/и =  (о — г) со1 4~ (* — {?) <*>2 4“ 4* ociOj'.
(57)
Следовательно, произвол общего интегрального элемента 
определяется N =  2 ( n — 1) произвольными коэффициентами. 
При определении характеров системы получается, что S\ =  
=  2 (п — 1), Si =  0, т. е. число Картана равно Q =  2 ( n — 1) и 
Q =  N Рассматриваемая система находится в инволюции [1 ] , 
и её решение определяется с произволом 2 (п — 1) функций 
одного аргумента.
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Так как, в силу (54), Dw{ =  0, Da>2 =  О (mod oj\ <х> ) , то си­
стема а)1 =  со2 =  0 является вполне интегрируемой и определяет 
семейство (п — 2 ) -мерных подповерхностей. Из
det =  у£ ;со г'е2, ^е2 =  — у  dei^coiiejim odco^co2)
следует, что эти подповерхности являю тся плоскостями Rn~2 и 
касательная плоскость к Vn остается неизменной при любом сме­
щении точки касания внутри Rn- 2 т. е. поверхность Vn имеет 
ранг 2.
Обратно, если поверхность Vn имеет ранг 2, и векторы ег 
(i =  3, , п) леж ат в плоской образующей, то
Ац — A 2i =  Ау — О 
и асимптотический кЬнус (52) имеет уравнение
A i  С*1) 2 +  2А 12х 'х 2 +  А 22(х2)2 =  О
то есть распадается на два ( я —< 1) -мерные направления.
2. При помощи коэффициентов а г- и Ьг в уравнениях (54) 
можно построить два вектора в плоской образующей Rn - 2
а =  ^  а& и b =  Jj?
i i
О казывается, что, в силу (54—56) и (2 ') . da. и db выражаются 
только через главные формы со1 а»2 со', т. е. векторы а и b инва­
риантно связаны с точкой поверхности.
Т е о р е м а  5. Минимальная гиперповерхность Vn с полем 
А п- 1 является
1) При a^zfiO, b^z£:0, a^ £ b  или
a) — поверхностью Vn, образованной из касательных плоско­
стей некоторой поверхности Vn - 2 ранга 2 , являющейся минималь­
ной тогда и только тогда, если а  J_ Ь, или
b) — цилиндром, построенным на минимальной поверхности 
V4 ранга 2  в R5, плоские образующие которой проходят через 
неподвижную точку Р причем образующие цилиндра ортого­
нальны к R5 ;
2) при а Ф  0, а\\Ь — цилиндром построенным на минималь­
ной поверхности Уз ранга 2  в Rit причем образующие цилиндра 
ортогональны к R4; если здесь 6  =  0 , то V3 является конусом;
3) при а  =  0 (тогда и b =  0) — цилиндром, построенным на 
минимальной поверхности V2 в R 3, причем образующие цилиндра 
ортогональны к R3.
Расслоение поверхности Vn на семейства ( п —11 ) -мерных 
асимптотических подповерхностей имеет место только в случаях, 
когда b =  0 .
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Д о к а з а т е л ь с т в о :  1) Ортонормированный репер в об­
разующей Rn-2 можно выбрать так, чтобы ез был коллинеарен с 
вектором Ь, а е4 леж ал в плоскости векторов а и Ь.
Тогда
Ь4 =  Ьр =  ар =  0 (р, <7 =  5, ,п ) ,  (58)
т. е. а  =  а 3е3 -f- а 4е4, b =  Ь3е3, а4 ф  О, Ъ3 ф  0.
Из (54)
tog1 =  а3ш1 — b3co2t а>41 — сор1 =  0,
co32 =  b3(ol -f- a3o)2, co42 =  а4ш2, cop2 =  0,
(59)
(60)
а из (56) и (57)
da3 — £Z4co34 -J- (ö32 — b32) a)3 -f- ö3ö4cü4 =  азсо1 -j- /?3co2 
afa4 — a 3co34 +  M 0^ 3 +  а 4а>4) =  сца)1 +  fino2 
— a3(x)pz — а4сор4 =  арш1 '- j- j3poo2 
db3 —|— 2a3b3co3 -|- a 4ö3co4 =  — /^ эсо1 "I-  oc3co2 
— 63co43 -(- аф 3осР =  — /^co1 -J- a 4eo2
--- b30)p3 =  ---fipCÜ^  -f- apoj2
Оказывается, что плоскость Rn- 4 , натянутая на точку
Р =  М — - е 4 и векторы еР, инфинитезимально не выходит из о4
плоской образующей при любом смещении точки М на поверх­
ности Vn Действительно, из (59) и (60) следует, что
! dP =  0 3е3 -f- 0 4е4 +  в рер,
где
аф3 ^ ’ * —  аф з
1 1
s = - ^ a ,
0 4  =  Ц ( 0 1 4 -  О ш 2 ,  «  =  Л ( а 4  +  | 1 А ) ,  f  =  — ^ а 4 )t/о ил и*
(61)
d& p —  СОр3е3 —j— £Üp4e 4 —f- COp^Qq.
Плоскость i?n- 4 описывает некоторую поверхность, размер­
ность которой зависит от ранга системы форм &д, 0 4, Ор. Этот 
ранг, очевидно, зависит только от определителя
A =  sv — ut =  — (а42 +  $ *).
а) Пусть Л ф  0. Тогда точка Р описывает некоторую поверх­
ность Vn- 2  Очевидно, что Vn-2  имеет ранг 2, и что Vn образо­
вана из касательных плоскости поверхности Vn~2
Векторы репера е3, е4, еР являются касательными, а векторы 
®i. е2, е — нормальными к поверхности W 2.
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Дифференциалы касательных векторов имеют следующие нор­
мальные компоненты:
: (язсо1 — Ьзсо2) ех -f- (Ьзш1 -{- 03CÜ2) е2 , 
rfe4 : 0С4С01 e t -j- а 4со2е2,
: 0 .
Следовательно, для поверхности Уп- 2
^ 33@3 +  ^ 3 4 0 4 =  a 3CÖ1--- Ь 8 (0 2 , Л 3 3  03 - f-  Л 3 4  04 =  £3 о)1 ф  ö 3cd2,
Л4зв3 +  ^44в4 =  а4 <а1 > Л « 0 8+ Л 4 4 0 * = й ! , Ю 2, <62)
-Л-Зр = = л\р =  л\р =  Apq =  Apq = 0 .
Из (61) со1 = ^ - (^ 0 3 — ^04) , (о2 =  ^- ( —и 0 3 -{-s04). Если под­
ставить эти результаты в (62), получаются, в частности, равенства 
^зз =  {abv  ф  Ъъи) , Лзз =  (6 3^  -  а3и),
 ^1 1 . j2 1
-/I44 , -Л.44 ---
Условие минимальности (8 ) поверхности Уп- 2 приводит теперь 
к системе
2афз04 -)- (Ьд2 — а,42 — а 32) а 4 =  0
2 а 36 3а 4 — (Ö32 — а 42 — а 32) =  0 .
Отсюда, в силу а 42 ф  /?42 Ф  0 , следует а3 =  6 32 — а 42 =  0, т. е. 
векторы а и b действительно ортогональны. Остается заметить 
что условие Ьд2 — а 42 =  0 является следствием из условия а 3 =  0. 
Это легко получается из уравнений (6 0 1,5 ) в силу того, что
со43 -|- а>з4 =  0 .
Ь) Пусть Л =  0, т. е. 
Из (60г,5) следует
0.4 =  04 — 0.
d ( i )  =  0)4 (63)
со43 =  а 4со3 (64)
При внешней дифференцировании уравнения (63) получается
[шршр4] =  0 .
Если сюда подставить выражение сор4 из (60з,б), получается
а3ар — Ьфр =  0 
Ь30Ср ф  С13§р =  0 .
Так как  Ь3 ф  0 ,то отсюда
ар ' Рр с= ^ •
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Следовательно, из (60з,б)
(Ор^  (л)р^  — 0 •
Теперь
dP =  (Dptp, dep =  ü)pqeq, (65)
а остальные формулы инфинитезимального перемещения пишутся 
в виде
dM =  o>1ei -J- о>3е2 +  &>3ез 4~ <ы4е4 4~ <*>рер 
d t i =  a)jC2 — (йзсо1 — з^^ >2)Сз — а 4а»1е4 Ai2ft)2era+i 
de2 - — a>\z\ — (b3a)1 +  azw2) e3 — a 4co2e4 -j- A^aHen+i 
de.3 =  (Озш1 — b3u>2) t i -f- (^зш1 a 3co2)e 2 — a 4to3e4 
de4 =  ^ (c o ^ i -)- o>2e2 -)- <w3e3) 
den+i =  — Ai2 (cü2ei -f- wle2) .
Семейство подповерхностей, определяемое вполне интегрируе­
мой системой to1 =  со2 — to3 =  со4 = 0 , состоит, в силу (6 6 i) и 
(652) , из параллельных плоскостей Rn- 4 , т. е. поверхность Vn 
является цилиндром. Любая подповерхность семейства, опреде­
ляемого вполне интегрируемой системой, является, в силу (6 6 ) ,  
поверхностью Va в Rs на которой система со1 =  со2 <= 0 выде­
ляет семейство плоских образующей, вдоль которых касательная 
плоскость поверхности У4 остается неизменной. Из (65) следует,
что точка Р =  М — е4 в плоской образующей остается непод­
вижной при любом смещении на поверхности V\.
2 ) Ортонормированный репер в образующей Rn- 2  можно вы­
брать так, чтобы е3 был коллинеарен к а||Ь. Тогда, кроме (58), 
ещё
Ü4 =  0 т. е. о)4Х =со42 =  0 (67)
и из (бОг.б), (603>б) следует, что
а 3а4 — &з/?4 =  0 , 03ар — Ьфр =  0 ,
^за4 4 ~ ^з^4 =  0 , Ьзар Clzfip =  0 
Отсюда, в силу аз ф  0, а4 =  /?4=  ар =  /?р =  0 и следовательно,
со43 =  сор3 =  0
Формулы инфинитезимального перемещения репера прини­
мают вид
de\ =  a>i2e2 — (азсо1 — 6зсо2)ез 4 " -^ -12 ct>2en+i
с/е2 =  — coi2ei — (Ьзо)1 +  а3(о2)ез +  А 12а>хеп+\
de.3 =  (азсо1 — Ьзсо2)е\ 4~ (^з^ 1 4~ Язсо2)е 2
den+i =  — y li2 (co26 i 4 “ tt>*e2) (6 8 )
(Op4 Cp
p
dep — C0p4 4- (OpQ Gq.
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Система со1 =  со2 =  со3 =  0 является вполне интегрируемои и 
•определяет семейство подповерхностей, которые, в силу (öö), яв­
ляются плоскими образующими Rn- з Система со 
такж е является вполне интегрируемой и определяет семейство 
подповерхностей Vз в плоскости R t , ортогональной к  Rn-з • При 
помощи (6 8 ) нетрудно проверить, что имеет место случаи 2 ) тео­
ремы 5. „ Л 
Если b =  0, тогда кроме (58) и (67) еще о3 0, а3 р3 О,
и точка Р =  М— - е 3 остается неподвижной при любом смещении
а3
точки М на поверхности Уз
3) В этом случае в (60i) fl3 =  04 =  0 и, следовательно, 63 =  О, 
т. е. b =  0. Тогда
toj1 =  coj2 =  0 (i, j  =  3, , п)
и формулы инфинитезимального перемещения репера принимают 
вид
d&i - 0)162 “I-  A12co2e„+i 
dt2 =  — со2е i -j- A^co^n+i 
dti =  co{'e;- 
^era+i =  — Л12 (co2ei -(- £0^ 2) .
Справедливость утверждения теоремы 5 в этом случае оче­
видна.
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OMA IGAS PUNKTIS (n—^ -M Õ Õ T M E L I S T  ASÜMPTOOTI-  
LIST SIHTI OMAVAD n-MÕÕTMELISED MINIMAALPINNAD
Ü. Lumiste
Re s ü me e
Vaadeldakse iV-mõõtrAelises euk le id ilises ruum is se llise id  
л -mõõtmelisi m inim aalpindu, m ille ig as  punktis leidub vähem alt 
üks (n — 1) -mõõtmeline asümtootiline siht. Antakse nende pindade 
kõiki põhijuhte haarav  k lassifikatsioon n ing iseloom ustatakse 
pinna geom eetrilist eh itust üksikutel juhtudel.
Põhilised tulem used võib kokku võtta jä rgm ise lt.
Vaadeldav pind osutub
I juhul, kui ta ei ole hüperpind, kas
a) pinnaks (2n — / )-mõõtmelises ruumis, mis moodustatakse 
(n— /)-mõõtmelise tasandi poolt sellises pidevas kruviliikum ises, 
mille te lg  lõikab m oodustajat ris ti ( я -mõõtmeline heliko id), või
b) pinnaks (2n — 2) -mõõtmelises ruumis, mis moodustatakse 
(ti— /)-mõõtmelise tasandi poolt pidevas pöörlem isliikum ises 
ümber tasandi kindla punkti, või
c) silindriks, m ille juhtpinnaks on üks m ainitud pindadest n ing 
mille moodustajad on risti juhtpinda s isa ld ava tasan d iga ;
II juhul, kui ta on hüperpind, kas
a) pinnaks, mis moodustatakse teatava kaheparam eetrilist puu- 
tujatasandite parve omava (n — 2) -mõõtmelise pinna puutuja- 
tasandite poolt, või
b) silindriks, m ille juhtpinnaks on selline neljamõõtmeline mini- 
maalpind kaheparam eetrilise puutu jatasandite parvega viiemõõtme- 
lises tasandis, m ille kahemõõtmelised tasand ilised  moodustajad 
lõikuvad ühes punktis; silindri moodustajad on siin juures risti juh t­
pinda sisaldava tasan d iga ; või
c) silindriks, m ille juhtpinnaks on kolmemõõtmeline m inim aal- 
pind kaheparam eetrilise puutu jatasandite parvega neljamõõtmelises 
tasandis ning m ille moodustajad on risti juhtpinda s isa ld ava ta san ­
diga, või
d) silindriks, m ille juhtpinnaks on harilik  kahemõõtmeline mini- 
maalpind kolmemõõtmelises tasand is n ing m ille moodustajad on 
risti juhtpinda sisa ldava tasand iga.
139
DIE /г-DIMENSIONALEN MINIMALFLÄCHEN MIT EINER 
( n - 1 ) - DIMENSIONALEN ASYMTOTISCHEN RICHTUNG IN
JEDEM PUNKTE
Ü. Lum iste
Z u s a m m e j i f a s s u n g
In der Arbeit werden im Af-dimensionalen euklidischen Raum 
diejenigen я -dimensionalen M inim alflächen behandelt, die in jedem 
Punkte w enigstens eine (n — 1 ) -dimensionale asymtotische Rich- 
tung besitzen. Es w ird die K lassifikation dieser Flächen gegeben 
und die geometrischen Eigenschaften der Fläche in einzelnen 
Fällen  untersucht.
Die H auptergebnisse lassen  sich folgenderweise zusammen- 
fassen: e
Die betrachtete Fläche ist
I im Faile, wenn sie keine Hyperfläche ist, entweder
a) die Fläche in dem (2 n — /)-dimensionalen Raum, welche 
von der (n — /)-dim ensionalen Ebene erzeugt w ird bei stetiger 
Schraubung, deren Schraubenachse die Erzeugende senkrecht 
trifft («-dim ensionale Schraubenfläche), oder
b) die Fläche in dem (2n — 2) -dimensionalen Raum, welche 
von der (n — / )-dimensionalen Ebene erzeugt w ird bei stetiger 
Drehung um einen festen Punkt der Ebene, oder
c) der Zylinder in dem Af-dimensionalen Raum (N <^2n — 2), 
dessen Leitfläche eine von den oberwähnten Flächen ist und des- 
sen Erzeugende die die Leitfläche enthaltende Ebene senkrecht 
treffen;
II im Faile, wenn sie eine Hyperfläche ist, entweder
a) die Fläche, welche von den Tagentialebenen einer (n — 2)- 
dim ensionalen F läche mit zw eiparam etriger Schar von Tagential­
ebenen erzeugt w ird, oder
b) der Zylinder, dessen Leitfläche eine derartige vierdimensio- 
nale M inim alfläche mit zw eiparam etriger Schar von Tagentialebe­
nen in der fünfdim ensionaler Ebene ist, deren zweidimensionale 
ebene Erzeugenden einen festen Punkt durchgehen; hierbei treffen
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die Erzeugenden des Zylinders die die Leitfläche enthaltende 
Ebene senkrecht; oder
c) der Zylinder, dessen Leitfläche eine dreidim ensionale M ini- 
malfläche mit zweiparam etriger Schar von Tagentialflächen in der 
vierdimensionaler Ebene ist und dessen Erzeugenden die die L eit­
fläche enthaltende Ebene senkrecht treffen, oder
d) der Zylinder, dessen Leitfläche eine gewöhnliche, zweidi- 
mensionale M inim alfläche in der dreidim ensionaler Ebene ist und 
dessen Erzeugende die die Leitfläche enthaltende Ebene senkrecht 
treffen.
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О ВЛИЯНИИ НАЧАЛЬНОЙ к р и в и з н ы  и  э к с ц е н т р и ч ­
н о г о  НАГРУЖЕНИЯ НА ПРОГИБЫ СЖАТОГО СТЕРЖНЯ 
ЗА ПРЕДЕЛОМ УПРУГОСТИ
Доц., канд. физ.-мат. наук Ю. Р. Лепик
Кафедра теоретической механики
В последнее время появился ряд работ, в которых рассмат­
ривается равновесие сжатых упруго-пластических стержней при 
малой начальной кривизне или при внецентренно приложенной 
нагрузке. Все эти работы можно разделить на две группы. К пер­
вой группе относятся работы о равновесии более гибких стерж­
ней, где соответствующий идеальный (т. е. прямой) стержень по­
теряет устойчивость при упругих деформациях; эту задачу можно 
в настоящее время считать — по крайней мере в главных чер­
тах — решенной (см., например, работы [1 ] , [2 ] , [ 3 ] ) .  Ко второй 
группе принадлежат работы о равновесии стержней настолько 
малой гибкости, что потеря устойчивости соответствующего иде­
ального стержня происходит за пределом упругости. Этот вопрос 
был предметом исследования многих зарубежных авторов (см. 
работы [4 ], [5 ] , [6 ] , [ 7 ] ) ,  однако, во всех этих работах исходят 
из тех или других упрощающих предположений (допуская, на­
пример, что начальная форма стержня является синусоидом, пре­
небрегая влиянием зоны разгрузки или ограничивая идеализиро­
ванными моделями стержня) Вследствие этого все эти решения 
являются только приблизительными, точность которых нам не­
известна.
В настоящей работе сделана попытка решить задачу о равно­
весии стержней малой гибкости в точной постановке. При этом 
допускается, кто гибкость стержнГя и эксцентрицитет приложения 
нагрузки настолько малы, что в стержне не возникает зон пла­
стических деформаций от растяжения. Материал пластинки счи­
тается несжимаемым; ограничивается случаем линейного упроч­
нения материала. Д ается метод решения поставленной задачи, 
который позволяет учитывать и влияние зоны разгрузки-
§ 1. П о с т а н о в к а  з а д а ч и  и о с н о в н ы е  с о о т н о  
ш е н и я. Рассмотрим сжатый продольной силой стержень, се­
чение которого обладает двумя осями симметрии. Концы стержня
142
будем считать свободно опертыми. Допустим, что сжимающая 
сила Р приложена с некоторым эксцентрицитетом а ; эту величину 
мы будем считать положительной, если точка приложения 
силы Р находится на отрицательной стороне оси z (фиг. 1). Пусть 
стержень имеет небольшой начальный прогиб, который обозна­
чим символом Wh, дополнительный прогиб, возникающий при 
изгибании стержня, обозначим символом wg Будем ограничи­
ваться только случаем малых прогибов, считая при этом, что-
( l& f  €  1 (здесь w =  wb +  а )'
Обозначим символами е й  а величины относительного укоро­
чения и сжимающего напряжения в элементе стержня. Если под 
символом е понимать величину относительного укорочения при 
z =  0, то на основании гипотезы плоских сечений можем напи­
сать, что
d2w„
е = £ + -г ^ Г  <L 1 >
Деформация в рассматриваемой точке стержня может проис­
ходить упруго или пластически. В случае упругих деформаций 
очевидно
/ d2w„ \
a =  Ee =  E (s +  z ^ f )  (1 .2 )
Пластические деформации можно разделить на активные и 
пассивные. Д ля случая линейного упрочнения материала (фиг. 2) 
имеем в зоне активных пластических деформаций соотношение
G"(os — напряжение на пределе текучести, Я =  1 — ^ — параметр 
упрочнения):
/ d2ttV \o =  b s +  E ( 1 - Я ) ( £ +  2 - ^ )  (1. 3)
Аналогичное соотношение для зоны пассивных пластических 
деформаций (для зоны разгрузки), можно получить только тогда,
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если значения относительного укорочения и сжимающего напря­
жения, при которых началась разгрузка, известны.
Обозначим эти величины символами о и ё. Теперь на основа­
нии фиг. 2 (отрезок 3) уж е легко найдём, что
dlw.I a-  „\ j
=  £ (£ +  2 ^ г ) - (1.4)
С развитием разгрузки в стержне могут возникать вторичные 
пластические деформации, т. е. пластические деформации от 
растяжения (отрезок 4 на фиг. 2 ). Так как  этот случай в настоя­
щей работе не рассматривается, то мы здесь и формулу для вы­
числения напряжения о при вторичных пластических деформа­
циях выписывать не будем.
Сжимающая сила Р  и изгибающий момент М в стержне вы­
числяются по формулам (h — высота, b(z) — ширина рассмат­
риваемого сечения):
+  Л/г +  hk
р =  [  ot 
•J- h U
rb(z)dz\ М =  — j *  ob(z)zdz.
- hU
(1.5)
Пусть будет zq =  Zq(x) уравнением кривой, разделяющей 
зоны упругих и пассивных пластических деформаций; Z\ =  Zi{x)- 
уравнением кривой, разделяющей зоны активных и пассивных 
пластических деформаций. Допустим еще для конкретности, что 
на всех этапах нагружения выполняется условие wg -j- wH -j-
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—j- а 0; в таком случае возникновение зон пластических дефор­
маций начинается у  края z =  — Л/2.
Вычисляем интегралы (1 .5 ) . применяя при этом соотношения 
(1 .2 ) — ( 1. 4) .  Если ввести ещё обозначения
B i=  J '  b(z)zi~ldz (/ = 1 , 2, 3)
- hk
AP =  Y ^ J  f  (õ — os) b (z) dz\ A M = y z zj J ( ä  — os) b (z) zdz (1 .6 )
то мы находим (F — площадь сечения, / — момент инерции):
d2wa
P =  E(F — ХВх)е — EXB2—J -  - f  X0sB x — AP
№wa (1*7)
M =  E W 2e — E(I — W s) — bosB2 +  AM.
В дальнейшем целесообразно перейти к  следующим безраз­
мерным величинам
 ^ , 2 * 2  * 2  * 2а1 = 1 — Р * ; =  z* =  T z; а*  =  т ;
— ^(f). £7*— 2 р. 1* --- I 2 \3 1 . R-* — ( J L V • ( 1 8 )
~ b (0)’ ~~ hb( 0) ’ ~ \ h l  b( 0)’ г V Л / 6(0)» V '
еЛг
b(0 { VA / й( /г )*
п * Р/2 z/Я/2 J M I 2
4EI ’ Р ~  4EI ’ т ~  2EIh > ^  Л2
Теперь можем формулы (1 .7), если учесть еще условие 
М =  Рг^ =  P(ayff -f~ +  а ) , переписать в виде
_ [_ (/ ? *  —  Я Б !* ) б  - ( -  X ju B i*  —  № 2* w g* "  =  / * ( Р *  -{ - р )
/2 (1 .9 )
—  Я 5 2*£ — Я/еВ2* — (/* — ХВ3*) =  /* (P*w * — т )
Здесь и в дальнейшем штрихами обозначены производные 
по £. S
Элиминируя из зависимостей (1. 9)  величину е, приходим к 
уравнению
wg*" =  — /*<£>! (z i*) (P*w* — т )  — Ф2 (z i*) [/* (Р* -(-/?) — А*/7* ] ,
( 1. 10)
10 TRÜ toim. nr. 62 J 4 5
где обозначено
А  ____________ F* -  ХВ?_________
i ' Zi ' — (/* — АЯ3*) (F* — ЬВу*) — А2Я2*2
Фг (^1*) =  _  Я£3*)(/Г* _  _  Я2£2*2 (1-11)
Следует отметить, что уравнение (1. 10) выведено для случая, 
когда в стержне имеются зоны пассивных пластических дефор­
маций (тогда в рассматриваемой точке выполняется условие 
Zo >  Zi). При тех значениях координаты £, где z0 <С зона раз­
грузки не возникает; в этом случае поправочные члены р и т  
равняются нулю и в формулах (1. 6)  — (1. 11)  следует заменить 
символ Z\ на Zq (здесь Zo граница упругих и пластических зон).
§ 2. О п р е д е л е н и е  з о н ы  р а з г р у з к и .  Уравнение 
(1 .10 ) может быть интегрировано только в случае, когда зависи­
мость Zi*<=Zi*(£) известна, т. е. когда распределение зоны раз­
грузки уж е найдено. Дадим метод для определения искомой функ­
ции 2 1* =  2 i* (| ).
На границе активных и пассивных пластических деформаций 
всегда выполняется условие
Ье \z*=z * =  <5е — z-fõwg*” =  0. (2.1)
Варьируя зависимости (1. 9)  и имея в виду, что* 
õBi* =  b* ( гх *) дгг*
дР  =  —  я  7 ^ 2  b* (* i* )  (е —  е*) \z*=z* b z f
д т  =  — 1  b* (z^) (е — es) \^=z * zt* ö z f ,
находим
— k\ dwg*" '= I*öP*
— k2 6wg*" =  I* (w*õP* -f- P*öwg* ).
Здесь обозначено
ki =  (F* — № i*)zi* +  W 2*
k-2 =  №2*Zi* -{-/* —
1 öw *
Введем еще вспомогательную величину f  =  у* ~~^ р* 
можем переписать систему (2. 2) в виде
I*P*v ■ ■— w*. ki
* П оскольку в данном случае речь идёт о действительных вариациях 
деформационного состояния, то величины ё и о варьированию не подлежат.
(2 . 2)
(2.3); 
Теперь
(2 .4 )
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Решая эту систему и элиминируя из решения величину v, 
находим нужную нам величину z 1*
Здесь следует принять во внимание, что уравнения (2. 4)  
имеют смысл только при дР* 0, так  как  в противном случае 
было бы v оо. Докажем , что если dwg* ^  0, то и должно быть 
ÕP*?z£0. Доказательство можно провести от противного. Допу­
стим, что при öWg*y-0 вариация SP* равняется нулю. Из пер­
вого уравнения системы (2. 2)  следует, что в этом случае &i =  0; 
следовательно zx* =  const и k2 =  const (т. е. эти величины не 
зависят от координаты £). Второе уравнение системы (2. 2) по­
лучает теперь вид
т * р *
dw9*"'+ 4 r  õw°* =  0 - (2. 5)
Решаем дифференциальное уравнение (2.5) при граничных 
условиях
ÖWg* |^-i =  ÕWg*" |§ = i =  õwg*' || = 0 =  0.
Тривиальное решение Swg* =  0 очевидно не представляет инте-
1*Р* п 2реса; нетривиальное решение возможно только при —т—  =  -т- -
2 ^
Нетрудно видеть, что полученное значение для величины Р* даёт 
критическую нагрузку прямого стержня по Энгессеру-Кармана. 
Так как у реальных стержней эта критическая нагрузка не до­
стигается, то и наше утверждение, что при dwg* ^  0 не может 
быть дР* =  0, доказано.
Из полученного результата можно сделать еще один важный
1 ÕW*
вывод. Так как  всегда 6Р*^± 0, то и величина v =  не
может стать бесконечной; следовательно диаграмма (Р* w*) 
не имеет вертикальное касательное. Это означает, что если в 
стержне не возникли зоны вторичных пластических деформаций, 
то приложенная к нему нагрузка всегда меньше максимальной 
(т. е. критической нагрузки второго рода)
§ 3. А н а л и з  о т д е л ь н ы х  с т а д и й  р а в н о в е с и я .  
Очевидно, что с ростом сжимающей силы Р  изменяется и рас­
пределение зон упругих и пластических деформаций в стержне. 
При этом представляется целесообразным разделить этот про­
цесс на отдельные стадии, анализ которых дается ниже.
I с т а д и я .  Здесь деформации происходят упруго во всем
стержне. В этом случае Я= 0 ; Ф, = —■; Ф2 — 0 и уравнение (1. 10)
получает вид (здесь а2 =  Р * ):
w *"  +  а2 wg* == — a2{wH* -f- а*) (3. 1)
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Если ввести обозначение
I
е(£) =  I w H* (у) sin [а(£  — vj)]drj, (3.2)
о
то решение уравнения (3. 1), удовлетворяющее граничным усло­
виям wg* =  0 при £ '=  1 и w *' =  0 при £ =  0, можно предста­
вить в виде
В рассматриваемой стадии во всех точках стержня должно 
быть выполнено неравенство е <  es , которое в силу формул
(1. 1) ,  ( 1. 8)  и ( 1. 9)  получает вид
Учитывая, что возникновение пластических деформаций на­
чинается при z* =  — 1 и вычисляя величину wg*" из уравнения
( 3. 1) ,  можем условие (3. 4)  заменить более простым требова­
нием
которое определяет предел применения формулы (3 .3 ) .
II с т а д и я .  Эта стадия характеризуется тем, что в средней 
части стержня возникла зона пластических деформаций, которая, 
однако, не простирается до концов £ =  + 1  (фиг. За ) .  В этой 
стадии с увеличением нагрузки зона пластических дефбрмадий 
постепенно расширяется, вследствие чего зона разгрузки возник­
нуть не может. На основании последнего обстоятельства в фор­
муле (1. 10) придется заменить величину Z\* на z0*; учитывая 
ещё, что р =  т  =  0, находим
wg*" =  — I*P*w *<P\(zq*) — (I*P* — juF*)<P2(zo*). (3.6)
На границе упругих и пластических деформаций z =  г0 вы­
полняется условие e =  es , которое в силу (1. 1) и (1. 8)  получает 
вид
Вычисляя величину е из первого уравнения системы (1 .9), 
можем соотношения (3 .6 ) — (3 .7 ) представить в окончательной 
форме
lL p *  +  z* wg*" <  JU. (3. 4)
P * [y *  +  w * ) < f r (3.5)
1 C I *//
-jp Z^ W9 — И'- (3. 7)
I * P *  —  u f *
/г,*
k<* /*р*хм*
J T  =  j * p * _ (3.8)
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Здесь под символами kx* и k2* следует понимать выражения, 
определенные формулами ( 2. 3) ,  если только в этих формулах 
заменить везде величину z\* на z0*
Решая систему (3. 8 ), можем определить величины wg* и z0* 
как функции от координаты £ для упруго-пластической области. 
При чисто-упругих деформациях остается в силе уравнение 
(3. 1). На границе упругих и упруго-пластических областей дол­
жны быть выполнены условия непрерывности относительно без­
размерного прогиба wg* и ее первой производной.
Рассмотрим прочие условия, которые должны быть выполнены 
относительно величин доД z0* и Р* во второй стадии. Здесь 
можно указать два из таких условий. Во-первых, в стержне не 
должно быть зон пластических деформации от растяжения. В 
аналитической форме это требование можно написать в виде 
неравенства *
— es<^e \z* - i =  e-\r -~- w ?*"
которое — если вычислить величину s из уравнений (1. 9)  — 
можно переписать еще и в форме
-  (F* — W  +  ХВ2*) wg*" <  I*P* +  ju(F* — 2XBi*) (3. 9)
Условие (3. 9) будем называть условием односторонней пластич­
ности.
Ко второму условию приходим на основании следующих со­
ображений. Вторая стадия характеризуется тем, что область 
упруго-пластических деформаций не распространяется до конца 
стержня, а заканчивается в некоторой точке l i  <  1. Д ля край­
него случая, когда f i =  1 и z0* =  — 1, из второго уравнения си­
стемы (3. 8) находим, что
k *  /* / * р * а*
Т* ~  ~~ Т* i*p* — pF*
Отсюда приходим к выводу, что во второй стадии должно 
быть
P * < ,* +  l*F* <3' 10>
III с т а д и я .  Здесь область упруго-пластических деформа­
ций распространяется на весь стержень (фиг 3 б, в, д ) . Кроме 
того предположим, что гибкость стержня настолько мала, что 
условие односторонней пластичности (3. 9) остается выполненным 
и в третьей стадии.
* Д ля коэффициента у, смысл которого вы текает из фиг. 2, выбрано 
здесь и в дальнейшем значение у -  2.
149
Прежде чем приступить к анализу рассматриваемой стадии, 
выведем некоторые свойства величин k\*(zQ*) и &2*(zo*). Для 
этого будем исходить из формулы
k * =  [7г* _  XBl* (Zo*) ] Zo* +  х в 2* (Zo*)
и дифференцируем ее по z0*; сделав это, получаем, что
i^ iL  =  F* — XBi >  0;
d z 0* ^
функция &i*(z0* ), следовательно, является монотонно возрастаю­
щей. Учитывая еще обстоятельство, что k\* (— 1) =  — F* О
Рис. 3.
и ki* (-j- 1) =  F* ( 1 — Я) >  0, приходим к  выводу, что внутри 
промежутка — 1 <  z0* <  -{- 1 найдется некоторое значение
Zo* =  z0*, при котором k\* =  0. Таким ж е образом можно дока­
зать, что функция k2*(zo*) является в промежутке — 1 
<  1 монотонно убывающей; при этом всегда k2* >  0 (т. е. 
функция k2* не имеет при — 1 <  z0* <[ -f- 1 нулевых точек). Из
%
вышеуказанного следует еще, что отношение является в про-«1
межутке — 1 <С Zo* <С 1 монотонно убывающей функцией.
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После этих предварительных замечаний переходим к изучению 
третьей стадии. Рассмотрим сначала случай, когда I*P* — juF* <[ 
< 0 . Так как  wg* -f- wH* -f- а* >  0, то из (3. 8) следует, что 
k *  (z0*) <С 0, следовательно, во всех точках пластинки выпол­
няется условие z0* <  20*. Если идти от центра стержня к  концам, 
то величина wg* -f- wH* -f- а* убывает. Так как  ki* < 0 ,  то из вто­
рого уравнения системы (3.8) следует, что при этом величина от- 
k *
ношения должна увеличиваться; но это в свою очередь равно-
сильно убыванию величины z0* Итак, мы приходим к заключению, 
что при 1*Р* — juF* <  0 кривая разделения упругих и пластиче­
ских зон z0* =  Zo*(£) всегда является относительно оси z вогну­
той. Рассмотренную нами подстадию будем в дальнейшем обо­
значать символом IIIi (фиг. 3 б).
Таким ж е образом можно показать, что если f*P* — juF* у> 0, 
то кривая žo*<=Zo*(£) оказывается относительно оси z выпуклой 
(подстадия 1П2, фиг. 3 д ) .
Переход от подстадии Il l i  к  Ш 2 происходит при l*P*  =  juF* 
В этом случае из второго уравнения системы (3.8) следует, что
&i*=^0; следовательно, z0* =  z0* и мы приходим к случаю, у к а ­
занному на фиг. 3 в.
Отметим еще, что величина Р* =  J-^ - является той безраз­
мерной нагрузкой, при которой в стержне появились бы пластиче­
ские деформации, если стержень был бы прямым и оставался бы 
таким в процессе нагружения.
Задача о равновесии стержня при Р * = -^ ~ -  решается осо­
бенно просто. Так как  в этом случае z0* =  const, то и величины 
Ф\ и Ф2 являются постоянными и уравнение (1.10) принимает вид 
(здесь а*2 =  1*Р*Ф\):
wg*" +  a*-wg* =  — а*2 (wH* -f~ а*)- (3. 11)
Нетрудно видеть, что уравнение (3. 11) совпадает с уравне­
нием (3. 1), если заменить символ а на а* Следовательно, и ре­
шение уравнения (3. 11) можно представить в виде зависимостей
(3.2) и (3 .3 ) , заменяя только а -> а*
Докажем теперь, что в подстадии Il l i  не может возникать 
зона разгрузки. Действительно, так  как  с увеличением нагрузки
п • 1 ÖW *
г*  увеличивается и прогиб w9*, то должно быть v =j*~gp*^> 0.
Учитывая условие wg* -)- wH* -(- а* 0, из второго уравнения
системы (2. 4)  находим, что следовательно и k\ 0.
/г j
Раньше мы показали, что k\* 0, если только /*Р* — juF* 0.
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Так как  величины k\ и k\* являются монотонно возрастающими 
функциями относительно их аргументов, то из обстоятельства 
k\ k\* следует Z\*^>Zo*, что и требовалось доказать.
Можно еще доказать, что зоны разгрузки не могут возникать 
и вблизи концов £ =  +  1. Это доказывается от противного сле­
дующим образом. Если у  края 1 = 1  было бы возможно умень­
шение нагрузки, то в начальном моменте разгружения должно
быть z0* =  Z\* или 4 1 =  4 4  Учитывая, что wg* =  w *  =  v =  0
к i к 1
при £ = 1 ,  и з -(2 .4 ) и (3 .8 ) находим, что
*  р * / * а* 
а  ~  [*Р*  — /xF*
Это условие может быть выполнено только при а* =  0; но в 
этом случае из второго уравнения следовало бы, что k2 =  0. По­
следнее урловие введет нас в противоречие, так  как  мы доказы­
вали, что функция &2 нулевых точек не имеет. Из этого противо- 
воречия можно освободиться только предполагая, что все пла­
стические деформации в сечении £ =  1 являются активными.
Рассмотрим, в каких пределах может изменяться величина 
Р*, чтобы стержень находился в третьей стадии. В предельном 
случае, когда концы стержня деформируются чисто-пластически, 
k0* I*имеем Zo* =  1 и при £ = 1 .  Из второго уравнения
uF*
системы (3 .8 ) находим, что Р* < Y* — a*F* • Учитывая еще усло­
вие (3. 10), видим, что в третьей стадии должны быть выполнены 
неравенства
р * ^  (Q 10\
/* _|_ a*F*  /*__a*F*  '
Интересно отметить, что третья стадия равновесия имеет фак­
тически место только при внецентренно сжатых стержнях (т. е.
u F *при а * ^ 0 ) ;  если а* =  0, то при нагрузке Р* = J -pr~ стержень 
сразу переходит из второй стадии в четвертую.
IV с т а д и я .  В этой стадии вблизи стержня имеются об­
ласти чисто-пластических деформаций; условие односторонней 
пластичности (3. 9) остается выполненным (фиг. 3 г ) . Равновесие 
стержня в четвертой стадии описывается следующими уравне­
ниями: в области упруго-пластических деформаций — уравне­
нием (1. 10) ;  в области чисто-пластических деформаций — урав­
нением
Щ*” +  =  — Р2 (wh* +  а*), где . (3. 13)
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В четвертой стадии, вообще говоря, нужно учитывать и влия­
ние разгрузки. Д ля определения границы зоны разгрузки Z\* =  
=  zi*(i)  следует в области упруго-пластических деформаций ре­
шить уравнение (2. 4) ,  а в области чисто-пластических деформа­
ций уравнение *
^  +  (3. 14)
Подробности, связанные с решением уравнений (1. 10), ( 2. 4)  
и (3. 13) — (3. 14), рассмотрим в § 4 настоящей работы.
V с т а д и я .  Здесь у  концов стержня деформации происходят 
чисто-пластически, но в средней части появляются зоны вторич­
ных пластических деформаций (фиг. 3 е ) . Так как  после возник­
новения этих зон сопротивление стержня к  изгибу резко умень­
шается, то, по нашему мнению, эта стадия практического значе­
ния не имеет. Учитывая еще обстоятельство, что решение задачи 
о равновесии стержня в пятой стадии связано с довольно боль­
шими и неудобными вычислениями, мы в настоящей работе эту 
стадию подробнее рассматривать не будем.
§ 4. М е т о д  р е ш е н и я  п о с т а в л е н н о й  з а д а ч и .  
З а к л ю ч и т е л ь н ы е  з а м е ч а н и я .  Дифференциальные 
уравнения (1. 10). ( 2. 4)  и (3 .8 ) , выведенные в § 1—3 настоящей 
работы, могут быть интегрированы только численно или графи­
ческим методом ** Так как  при этом наибольшие затруднения 
возникают при IV стадии, то рассмотрим этот случай поближе.
В четвертой стадии в стержне могут возникать следующие три 
области:
а) Область упруго-пластических деформаций с зоной раз­
грузки (допустим, что эта область распространяется от центра 
стержня до некоторой координаты £ = £ ! )
б) Область упруго-пластических деформаций без зоны раз­
грузки (от £ =  ii  до некоторого значения £ =  £2) .
в) Область чисто-пластических деформаций (от £ — £г до 
£ = 1 ) .
Одна из возможных схем для решения задачи в рассматри­
ваемой стадии состоит из следующих шагов:
1) Разрешаем поставленную задачу вначале без учета зоны 
разгрузки. Д ля этого следует решить систему (3 .8 ) при 
0 <  £ <  £2 и уравнение (3. 13) при £2 <  £ <С 1- В точке £ =  £г- 
должны быть выполнены условия непрерывности для wg* и wg*'. 
Этот шаг дает нам величины wg* и Zo* в первом приближении.
* Уравнение (3. 14) получено варьированием соотношения (3. 13).
** Исключением здесь является только система (3 .8 ) при w *  — О 
где решение может быть дано и в замкнутом виде.
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2) Определяем зону разгрузки. Д ля этого нужно при Z\* 1 
решить систему ( 2 . 4) ;  в остальных точках — уравнение (3. 14). 
В точке где Z\* =  1, должны быть удовлетворены условия не­
прерывности относительно величин v и v' Таким образом нахо­
дим величины Z\* (£) и |i в первом приближении.
3) Вычисляем поправочные коэффициенты р и т ;  это можно 
сделать методом, указанным в работе [8 ] . Учитывая обстоятель­
ство, что при z* =  z0* должен быть ё =  es , можем теперь найти 
и второе приближение для величины z0*
4) Определяем величины wg* и £2 во втором приближении. 
Считая величину Zi*(£) известной из 2 ш ага нашей схемы, ре­
шаем для промежутка 0 < £ < £ i  систему ( 1 . 10) ;  в промежут­
ках <  £ <  £2 и £2 <С £ <С 1 следует решить соответственно 
уравнениям (3. 8) и (3. 13). В точках £х и £2 должны быть выпол­
нены условия непрерывности для wg* и wg*'
Эту схему можно продолжать, пока требуемая точность не 
будет достигнута. Наконец, следует еще проверить, выполнено 
ли условие односторонней пластичности (3 .9 ) .
Сходимость указанного метода явствует из следующего чис­
ленного примера. Вычисления были проведены при /л =  0,2; 
Я =  0,5; о* =  0,1; wH* ^  0; Р* =  1,09. Интегрирование диффе­
ренциальных уравнений (1. 10)  ( 2. 4)  и (3 .8 ) производилось гра­
фическим путем, причем значения величин wg* и v в середине 
стержня были найдены методом проб. Проведя вычисления в 
случае прямоугольного сечения, в первом приближении мы полу­
чили следующие результаты (символами и0, w0* Zoo* z l0* обозна­
чены значения величин v, wg*, z0*, Z\* в середине стержня):
W o * =  0,53; Оо =  2,6; £х =  0,87; £2 =  0,96; z00* =  0,37; z10* =  0,30. 
Второе приближение дает
Wo* 0,48; Oo =  2, l ;  fi  =  0,89; £2 =  0,95; z00* =  0,45; z 10* = 0,32.
Вычисляя еще третье приближение, получаем для относительного 
прогиба опять значение w0* =  0,48; следовательно, точность вто­
рого приближения можно считать вполне достаточной. Поправоч­
ные члены р и т  в рассматриваемом случае малы (наибольшие 
значения этих поправок в середине стержня имеют величины 
р =  0,003 и т — 0,001) и влияния на вычисленные выше вели­
чины не оказывают.
Д ля случая Я =  0,5; ju =  0,2; =  0 составлены еще кривые 
«прогиб-нагрузка» (фиг. 4 ) ; здесь вычисления были проведены 
при двух значениях эксцентрицитета а* = 0 ,1  и а* =  0,3. Пунк­
тирная линия соответствует решениям, найденным без учета влия­
ния зоны разгрузки; римские цифры обозначают отдельные ста­
дии равновесия, рассмотренные в § 3 настоящей работы. Симво­
лом  Р0 обозначена касательно-модульная нагрузка для прямого 
стержня; буквой А намечены те состояния равновесия, при кото­
рых начинается возникновение зон вторичных пластических де­
формаций.
Наконец, можно сделать еще следующие общие выводы:
1) Если начальный прогиб стержня или эксцентрицитет при­
ложения нагрузки не слишком малы, то влиянием зоны раз­
грузки можно пренебрегать.
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Рис. 4.
2) Метод, указанный в настоящей работе, принципиально 
применим и в случае прямого стержня, однако при этом вычисле­
ния в значительной мере усложняются, так  как  уж е нельзя игно­
рировать влияние поправочных членов р и т .  Поэтому в случае 
прямого стержня более удобным оказывается метод, который дан 
в работе [8 ].
3) По мнению автора, в случае стержней малой гибкости для 
максимальной нагрузки было бы целесообразно взять ту на­
грузку, при которой появляются первые пластические деформации 
от растяжения.
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ЮО
ALGKÕVERUSE JA  EKSTSENTRILISE KOORMAMISE 
MÕJUST E LASTI LIS -P  LASTI LI STE SURUTUD VARRASTE
LÄBIPAINETELE
U. Lepik
R e s ü me e
Viimasel a ja l on ilmunud rida töid, m illedes käsitletakse suru­
tud elastilis-p lastiliste  varraste tasakaaluprobleem i juhul, kus v a r­
ras omab väikest algkõverust või kus koormus on rakendatud ekst­
sentriliselt. Peaaegu kõigis neis töödes tuuakse sisse teatud eeldu­
sed, mis peavad lihtsustam a püstitatud ülesande lahendam ist (n ä i­
teks oletatakse, et läbipaindunud varda kuju võib aproksimeerida 
siinuskõveraga; jäe tak se  arvesse võtm ata koormuse lan guse p iir­
kond vardas; m õningatel juhtudel asendatakse reaalsed  vardad 
idealiseeritud m udelitega jn e .).
Käesolevas töös lahendatakse püstitatud ü lesanne ilm a n iisugu ­
seid lisatingim usi kasutam ata. Antakse üldine arvutusskeem , m ille 
puhul võetakse arvesse ka koormuse languse piirkonna mõju.
Kõik käeso levas töös antud valem id on tu letatud  eeldusel, et 
varda nõtkus on niivõrd väike, et läbipaindunud vardas ei või tek­
kida p lastilisi deformatsioone venitusest (suurem a nõtkusega v a r­
raste juhtu on ammendavalt käsitletud m onograafias [3 ] ) .
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ÜBER DEN EIN FLU SS  DER AN FANGSKRÜMMUNG UND 
EXZENTRISCHEN BELASTUNG A U F DIE DURCHBIEGUN- 
GEN E L ASTISCH -P LA STICH E R DRUCKSTÄBE
Ü. Lepik
Z u s a m m e n f a s s u n g
In der letzten Zeit sind mehrere Arbeiten erschienen, in denen 
das Gleichgewichtsproblem elastisch-p lastischer Druckstäbe behan- 
delt w ird für den Fail, dass der Stab eine kleine Anfangskrüm- 
mung hat oder dass die B elastung exzentrisch angesetzt ist. Bei- 
nahe bei allen diesen Arbeiten werden gew isse Voraussetzungen 
eingeführt, die das Lösen der gestellten Aufgabe erleichtern sollen 
(z. B. es w ird angenommen, dass die Form des durchgebogenen 
Stabes einer Sinuskurve angenähert werden kann; es w ird das 
E ntlastungsgebiet im Stabe nicht berücksichtigt; in manchen Fäl- 
len werden reale Stäbe durch idealis ierte M odelle ersetzt usw .).
In der vorliegenden Arbeit w ird die geste llte Aufgabe ohne 
solche Zusatzbedingungen gelöst. Es w ird ein allgem eines Rech- 
nungsschem a gegeben, bei dem auch der Einfluss des Entlastungs- 
gebiets in Betracht gezogen wird.
A lle Formeln der vorliegenden Arbeit sind unter der Vorausset- 
zung abgeleitet, dass die Schlankheit des Stabes so gering  ist, dass 
im durchgebogenen Stabe p lastische Deformationen von Dehnung 
nicht entstehen können (der F ail der Stäbe mit grösserer Schlank­
heit ist schon ausführlich in der M onographie [3 ] behandelt 
worden.
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О ПОТЕРЕ УСТОЙЧИВОСТИ УПРУГО-ПЛАСТИЧЕСКИХ 
СТЕРЖНЕЙ С РАЗЛИЧНЫМ СПОСОБОМ ЗАКРЕПЛЕНИЯ
КОНЦОВ
Э. А. Йыги
Кафедра теоретической механики
В работе [1 ] А. Пфлюгер рассматривает продольный изгиб 
стержня с свободно опертыми концами, исходя из концепции 
Шенли-Работнова [2, 3 ] , согласно которой сжимающая сила из­
меняется в процессе продольного изгиба.
В настоящей работе рассматривается потеря устойчивости 
стержней с различным способом закрепления концов, исходя из 
концепции Шенли-Работнова-Пфлюгера.
1. О б а  к о н ц а  з а ж а т ы . ’
Пусть прямой стержень, сечение которого имеет две оси сим­
метрии, будет сж ат центральной силой Р. Координатные оси 
возьмем в соответствии с фиг. 1.
Обозначим относительное укорочение стержня буквой е, на­
пряжение буквой о, и эти величины в критическом состоянии 
соответственно через во и о0.
В случае линейного упрочнения материала (А =  1 -----
=  const) при активных пластических деформациях
о =  оо Е (1 — Я) (е — е0) , (1)
а в зоне разгрузки
о =  оо Е(е — во). (2)
Пусть Zo — Zq(x, у) будет уравнением поверхности, разделяю ­
щей зоны активных и пассивных пластических деформаций, s — 
относительное укорочение срединного слоя (z =  0 ), w — прогиб 
d2w
И пусть X =  ;
Варьируя условие плоских сечений
£ •'==, Е -f- Zx, (3)
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получим
Символом h и b{z) обозначим высоту и ширину рассматривае­
мого сечения.
£--- £о — 0. (4)
Допустим, что зоны разгрузки возникают на концах и в сере­
дине стержня (фиг. 1). Используя формулы (1) — (4) ,  выразим 
растягивающее усилие в I области в виде
го
Т = — f  odF — — j  [ö0+ £ ( l — Я) (z — Z o)x]6(z)d ’z —
Fo h
~  ~2
h
+ T
—  j  [oo +  E(Z — zQ)x']b(z)dz  =  —  o0F q +  XESix +
ZO
-f- Ezq (Fq —  XFi ) x,
160
где Fq — площадь сечения, F\ =  J '  b (z )d z u S \ '=  J  zb(z)dz.
h h 
~~2 ~ ¥
Изгибающий момент
M => — Ex(I0 — XI i) — EXzqS ix,
z0
где /о — момент инерции сечения, а /1 =■ J  z2b (z) dz.
Учтем условия равновесия
Т ■= — Р; М =  Pw  — М0 (5)
и обозначим значения Р  и Т в критическом состоянии через Ро 
и То, а через АР разность Р  — Р 0 
Подставляя в полученную систему
Е (F0 — XF\) Zok +  EXSne +  АР =  0 '
Е (/о — Х1\)% -(- EXS\Zok -j- Pw — Мо ■=' О 
модуль Кармана
К( =  £ [ 1 + - г (zoS,-/ ,)] ( (= 1 ,2 ) ,  (6)'О
найдем после упрощения
w _ K ^ P h >_______1________ ,М о
W —  Р Е  z0 (F0 — X F -(- ASt ' Р (7)
Е zo (Fo — ^ i )  +  ^ ’i
Используя безразмерные величины
2 w о 2 2 2/\-
, * __ ____ . . & __ 1 _______  *■. F * _________ —
~  /z ’ S l  ’ 1 b (О) h
4S ; 8/. 2 //p/2c * ____ L_. /.*___L_ • л р * __
г &(0)/z2 ’ 1 b(0)ä“ ’ Eb(0)h* v }
n . 2PP . , ,  .  4Л„Р . ■ 1
* KhMWhb ’ ■‘ K10 F h i n \h i >  U 1 -r.Eb (0) * Eb (0) /г4 » г zö* (/=•„* — А/7/*) +  ASf
(/ =  0,1,2)
и z0* =  2£ — 1 (£ — относительная толщина пластического сл о я), 
можно систему (7) переписать в виде
* =  f/P* М1_
р* /Г О р*
(9)
w*" =  — AP*L\
Здесь и в дальнейшем штрихами обозначены производные по £.
Умножим части второго уравнения соответственно на w*'d^ =
— dw* и проинтегрируем результат. Пусть в середине стержня,
где -^г='0> £ — Со- Тогда, введя еще обозначения
получаем
Ф ( С ) = ~ 1
1
Ф((  о ) = -  J
5о
=  - АР* j / W  [ 0 ( f o ) _ 0 ( f ) ] .
Сравнивая результат с первым уравнением системы (9 ), на­
ходим, что
__  S
I =  [-Ц- V P ( t o ) - 4 > ( ( )  +  f  z f  v ^ ( f o )  —Ф(С) d c ] ■
?0
Пусть при £ =  1 будет £ =  Тогда
1 1 Щ =1  г ф (м - ф 1Г)+  
l
+  /  %  V ~ & W = W ) d t ]
£o
(10)
В III области
T =  — oqFо -f- Ezq (Fo — XF2) л -j- EXS2>t 
M =  — EXS2Zo>c — E (I0 — XI2) (11)
где
+ 1  +A . *
T 2 T  2 ^ 2
F2 =  j  b (z) dz; S 2 =  J  zb (z) dz; I2 =  J" z2b (z) dz.
Систему (11) можно в силу (5) и (6) написать в виде
j p k 2i0 1 . м 0
Р  Е z0 (F0 — XF2) +  Я52 Р  
J P  1
Е 2о (^ о 2 ) "Ь ^ 2
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Переходя к  безразмерным величинам (8) и принимая во вни­
мание соотношение
Zo* =  1 — 2£ <  0, находим, что *
* J P *  K%L2 , * . М п* /ю\
Ш +  ~рГ <12)
w*" =  — AP*L2
Пусть на концах стержня £ =  £0' Используя обозначения
1
ф , ( о = - /
ц
1
Ф , ( С о ' ) = -  J  I * 4 r № ) d ( ,
?о'
получим аналогично с предыдущим, что
(13)
+ J  т^ у/флю- фля de]
5о'
Во II области, области чисто-пластических деформаций,
Fо = ’ F1 =  F2 ; 5 i =  S 2 =  0; 1 1 =  I2 =  /о и 
£ (1 — Я) /о% -Рш — Mq =  0.
В безразмерных величинах решение уравнения
*tt I Р* * M f Л7W’  Ч-------------- ---------------------  =  О
(1 — А) /0* п _  iw .*  и
будет иметь вид
*
и>* =  А sin k£-\- В  cos k£ 4 “ *р|"
где
р*
k? (1 -Я )/ 0*
Удовлетворим условие непрерывности упруго-пластических и 
чисто-пластических деформаций. При £ =  l i
А (Л cos k(i — В sin &£,) = — V 2 ~ДР* У % [Ф (С о )  — <*>(1)]
А sin k(, +  В cos ki, =  ^й г /0* ( * & )
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И При $ —  Š2
%(А coskb — Bsinkb) =  — Л Р * у Г^ -[Ф\{£о') — #i ( l ) ]
А sin ki-2 +  В cos k%2 — (^2£~)^=1
Обозначая
D,c= \J 2(1 — Х)[Ф\ (£</) — Ф 1 (1) ] 
D =  \/ 2 (1 — Я) [Ф  (fõ) — Ф (1) ]
<р ==• к%2 — Ы\
после упрощений получаем условие непрерывности в виде 
(^)s=1 cos Ч> -  D sin  ср =  (^)5=1
(^1 = 1 cos * + Dl sin 9 = (^ i)5=i
(14)
Величину Р0* определим, предполагая, что потеря устойчивости 
происходит при чисто-пластических деформациях. Учет гранич­
ных условий
J при х =  0: w* =  0, w*' =  0
I при х =  I: w* =■ 0, w*' - 0,
приводит к  величине критической силы
Р 0* =  л 21о* (1 — Я).
Поскольку на концах стержня w* =  0, то из первого уравнения 
системы (12)
М0* =  — AP*h*  Й Й
' Е '?=&>' 
и из первого уравнения системы (9)
«• = ^ 'о *Р ¥ Ч ^ Ц ,] (15)
Уравнения (10 ), (13), (14) и (15) определяют продольный 
изгиб стержня, оба конца которого заж аты .
В качестве примера рассмотрим продольный изгиб стержня 
с прямоугольным сечением. Вычисления проведены численно, вы­
бирая Со и Со' так> чтобы условие непрерывности было выполнено.
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В I области
F0* =  2 ;  / » * = -§ - ;  Л *  =  2 f ;  S ,*  =  2 f ( f —  1 ) ;  /,* =
=  i f ( 8 f 2 - 1 2 f  +  6 ) ;
I  = _______ J________ . _  1 +  Я (2g3 -  3g=) .
1 2(—^  + 2 $ - 1 ) ’ £■ 2(—X? + 2$—l ) ’
Ф (C) =  —~  3g +  3g2 ~  ^ 3- _______ L- ф п \ __q
2(Я^2 - 2 ? + 1 ) 2  2 ( 1 - Я ) ’ U.
Рис. 2.
Рис. 3.
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В III области
F2* =  Fi*; 12* =  h*; S 2* = 2 C ( 1 - C ) ;  L2 =
1
2 (A£2 — 2£ +  1)
;(/>,(£) = ф ( £ ) ;  Ф ,(1 ) = 0 .
Результаты вычисления при значениях Я =  0,5 и Я =  0,9 даны 
в виде графиков на фиг. 2—3. Из вычислений следует, что выше­
указанный метод можно, применять при значениях £i <  0,5.
2. Н и ж н и й  к о н е ц  с т е р ж н я  з а ж а т ,  в е р х н и й  
м о ж е т  п е р е м е щ а т ь с я ,  но  н е  м о ж е т  п о в о р а ч и
в а т ь с я.
Допустим, что зона разгрузки возникает в обоих концах 
стержня. Пусть f — стрелка прогиба верхнего свободного конца, 
т  —реактивный момент верхнего конца. Используя частично фор­
мулы (8) и
можно задачу свести к  предшествующей. Стрела прогиба равна 
прогибу середины вдвое удлиненного зажатого стержня.
%
3. Н и ж н и й  к о н е ц  с т е р ж н я  з а ж а т ,  в е р х н и й
с в о б о д е н .
Допустим, что зона разгрузки возникает у  зажатого конца. 
Используя безразмерные величины (8) и (16), задача может 
быть сведена к системе
8 J P 1 2
Eb(0)h*>
(16)р * _ ОГ1~ ^
ЕЬ (0) АЗ; т  "
16 ml'1 
Eb (0)AS
1 —
К2Ц
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В случае прямоугольного сечения £0 =  £о', так  что 
l / Щ  = _ № М
' Е 7е=&> ' Е к=ы
и стрела прогиба получается равной прогибу середины стержня, 
вдвое удлиненного и свободно опертого.
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E L A STILIS -P L A STILISTE  VARRASTE S T A B I I L S U S E  KAO 
JU H TE  E L A S T S U S P IIR I  ÜLETAM ISEL
E. Jõg i
R e s ü me e
1952. a. töös [ l j  lahendas A. P f  l ü g e  г vab a lt toetatud elas- 
t ilis -p la s t ilise  varda stab iilsu se  kao probleemi, läh tudes Shanley 
kontseptsioonist [2 ].
K äesolevas töös on autor seadnud endale ü lesandeks lahen­
dada sam a probleem varras te  k inn itusv iis ide  m õningatel erijuh­
tudel. V arda k inn itusv iis idest on käsitle tud  kolme: 1° mõlemad 
otsad on k inn itatud jä ig a lt , 2° üks ots on k inn itatud  jä ig a lt , teine 
ots võib lib iseda, kuid m itte pöörduda, 3° üks ots on kinnitatud 
jä ig a lt , teine vaba. J ä ig a lt  k inn itatud  ristkü likuku ju lise  ristlõi- 
kega varda juhu kohta saadud tulem used on esita tud  graafikutena 
(vt. joon. 2—3).
ÜBER EINIGE FÄLLE DER KNICKUNG EL ASTISCH-PLAS-  
T ISCHER STÄBE BEI ÜBERSCHREITUNG DER ELASTIZI-
TÄTSGRENZE
E. Jõg i
Z u s a m m e n f a s s u n g
Das Problem der Knickung fre igestü tzter elastisch-p lastischer 
Stäbe wurde von A. P f l ü g e r  [ l j  bei Z ugrundelegung der Kon- 
zeption F S h а n 1 e y ’s [2 ] im Jah re  1952 gelöst.
In vorliegender Arbeit ist dieses Problem für e in ige spezielle 
F ä lle  der E inspannung des S tabes gelöst und zw ar: 1° für den 
F a il, dass der Stab  an beiden Enden fest eingeklem m t ist, 2° für 
den F a il, dass das eine Ende fest eingeklem m t ist, das zweite aber 
frei g le iten  kann ohne D rehmöglichkeit, 3° für den F a il, dass das 
eine Ende eingeklem m t ist, das zweite frei bew eglich ist. Die Rech- 
nungsresu lta te  für den F a il 1° bei V oraussetzung rechteckigen 
Querschnitts sind in F ig . 2 und 3 d argeste llt .
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к  ТЕОРИИ ОПТИЧЕСКИХ СВОЙСТВ МНОГОСЛОЙНЫХ
ПОКРЫТИЙ
Доц., канд. физ.-мат. наук П. Г Кард
Кафедра теоретической физики
§ 1. В работе [1 ] автор настоящей статьи предложил теорию 
оптических свойств многослойных диэлектрических покрытий, ос­
нованную на матричном методе Фрау [2 ] и Сухановского [3 ] , [4 ] .
„  1 r NЭта теория дает правила написания выражении для —  и —  ,
a N “N
где гм — амплитудный коэффициент отражения от jV -слойного 
покрытия при нормальном падении, а d,N — амплитудный коэффи­
циент пропускания. С другой стороны, для теории многослойных 
покрытий, а такж е для практических расчетов важное значение 
имеют формулы Власова [5 ] , на основании которых такж е можно 
написать выражения для коэффициентов отражения и пропуска­
ния света данным покрытием, что сделано в общем виде Лиси­
цей [6 ]. До сих пор оба названных метода — матричный метод 
и метод рекуррентных формул Власова — рассматривались не­
зависимо друг от друга. Различны такж е их основы: матричный 
метод исходит из граничных условий для векторов поля на пло­
скостях раздела сред, а основой метода Власова является рас­
смотрение многократного отражения и преломления падающего 
луча (плоской волны) по образцу обычного рассмотрения пло­
скопараллельной пластинки. Поэтому представляется интересным 
с теоретической (и отчасти с практической) точки зрения найти 
непосредственный контакт между обеими теориями. Цель настоя­
щей статьи и состоит в том, чтобы показать связь меж ду этими 
методами. Оказывается целесообразным исходить для этого из 
нашей теории [1 ] ; путем простых преобразований эта теория при­
водится к такому виду, что связь с теорией Власова становится 
очевидной. Вместе с тем мы получим новые формулы, по существу 
тождественные с формулами Лисицы, но имеющие гораздо более 
простую структуру и некоторые полезные особенности.
§ 2. Мы начнем наше изложение с краткого обзора тео­
рии [1 ]; при этом мы сделаем в ней, по сравнению с первоначаль­
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ной формой, ряд небольших, но существенных изменений и до­
полнений.
Обозначим через пт , hm ( т =  1, 2, N) показатель прелом­
ления и толщину m-ого слоя (нумерация слоев идет по направ­
лению падения света), через п0 , riN+\ показатели преломления 
исходной и конечной сред, через k волновое число в вакууме; да­
лее, пусть
щ а ) (1)
и
0 ( « ) = ( “ ) (2)
Тогда матрица
F — G(vn)M(o.n)G(v jv_i)/W(a;v_i) G (u i)M (а\) G (v0) , (3 )
тде
От == ktlmhm (4)
И
^ = т 1п^ ‘ - <5>z m
определяет амплитудные коэффициенты отражения и пропускания 
(при нормальном падении) следующим образом:
^ -  =  ^ 2 !  =  Ъ  1 (6)
a N a N
Однако, вычисление F непосредственно по (3) громоздко. По­
этому, как  показано в [1 ] , нужно привести F к! виду:
F = S nS n—\ 5 25 хО(и о), (7)
где
S m =  cos ат Е ~\~i sin ат G (2um) ; (8)
здесь Е есть единичная матрица,
^ ( « ) - ( = ä : s s )  (9 )
и
um =  vm -)- vm+i -f- Vn — -õ~ 1п (10)
В  форме (7) для F легко получается выражение, имеющее про­
стую структуру и могущее быть сразу написано по определенным 
правилам без фактического выполнения матричных произведений 
в каждом отдельном случае. В самом деле, поскольку матрицы
170
S m состоят к аж д ая  из двух членов, то после выполнения всех 
матричных произведений в (7) получится 2дг-членное выражение 
вида:
F =  ^  i sin ak i sin ak i sin ak cos at cos cos a>i
с _  _  _
G(2uks)G(2uks_ i ) G(2ukl)G(u0), ( 11 )
где суммирование распространяется на все комбинации индексов 
k\,...ks, h,  ^ In-s из 1, 2, N, причем положено ks >^ 
>  ks- 1  >  >  k\ Д алее, в силу формул
G(h2) G(mi) =  G(w2 — щ) 1 
G (u2) G (ui) =  G (u2 — Mi) I
матричное произведение в (11) заменяется одной матрицей G 
или G:
G{2uk )G(2uk ) G(2uk )G(uo) =
S S—1 1
(
G(2iiks — 2Uks —1-----  — 2и* ио), если s чётно (13)
G(2ük — 2ük 4-----  ~h 2iik — Uo), если s нечётно
s s—1 1
Следовательно,
F =  "л / sin a* i sin ak i sin ak cos a t cos at cos а/
^  1 2 s  1 2 N—s
(-), C (14) 
G(2uks — 2u,ks_ i 4-----  — ( i t  1)* 2iikx 4- (dz l ) 5 Wo),
+
где G =  G. Здесь оказывается целесообразным выразить аргу- 
(-)*
мент матрицы G через v 0 , V \ , v n . Не останавливаясь более 
на подробностях, сформулируем окончательные правила написа-
1 r Nния формул для -т— и — —  Они таковы:
a N  N
1. -г-  и — ~  2^-членны.
d N  d N
2. Каждый член в -j— и — содержит N 4 - 1 множителей;
a N  “ N
из них N множителей являются одной из 2N комбинаций из N ко­
синусов и /-кратных синусов величин ат с разным индексами 
(1 ,2 ,  N).
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3. (N -f- 1) ый множитель есть гиперболический косинус
4. Если первые N множителей в данном члене написаны в
члены такж е написаны в порядке возрастания индексов, каж ­
дая  перемена знака соответствует синусу в числе первых N мно­
жителей, а каж дое сохранение знака — косинусу. Например, 
если при jV =  5 первые 5 множителей в каком-либо члене суть
— i sinai s ina2 cosa3 s ina4 co sa s , то последний множитель будет 
ch (üq — vi v2 -\- v3 — v4 — v5) .
В работе [1 ] оговаривается, что данная теория применима 
только при условии действительности всех показателей прелом­
ления, т. е. только для диэлектрического покрытия. На самом же 
деле, все наши формулы имеют силу и в общем случае; однако, 
в случае комплексности некоторых (или даж е всех, кроме По) 
показателей преломления величины ат и vm будут, вообще говоря, 
такж е комплексными; но все формулы и выведенные из них пра­
вила сохранят* в точности ту ж е форму. Разница будет, конечно, 
в том, что в случае диэлектрического покрытия мнимая единица i
Л 1будет входить в -г— и — —  только через множители i sina™
a N  a N
а в общем случае она появится такж е в самих ат  и vm
§ 3. Приступим теперь к преобразованию формул предыду­
щего параграфа. Произведём в формулах (1) — (3) следующее 
унитарное преобразование:
Тдг
) или гиперболический синус ( в — -т—) от аргумента вида“л/
порядке возрастания индексов, то в аргументе
(15)
(16)
Вычисляя, находим из (1) — (3 ):
(17)
(18)
(19)F' =  M{iVN)G(iaN) M(/z/J)G(m1)/W(^0).
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Положив на время
а 0 =  а ЛЧ_1 =  0, (2 0 )
перепишем (19) в виде:
F' =  G(iaN+i)M(ivN)G(iaN)M(ivN~i)
G (ia i) M (ivо) G(iaо)
С другой стороны, написав (3) в виде:
F  =  G{vN+x)M{aN+x)G{vN)M(aN)
G (v i) М (a i) G (vо)
(21)
(22)
Vn+ i =  0, (23)
находим, что F' в (21) имеет структуру, аналогичную структуре 
F в (22). Именно, F' получается из F путем замены:
vm iam т  =• 0, 1, N +  1 \ /9 4 ч
ат iv т- i , т  =  1, 2, A f - f l . j  '  '
Следовательно, поскольку F имеет эквивалентную форму (7 ), 
то и F' может быть преобразовано к  такому ж е виду; только vm 
и ат  следует везде заменить согласно (24). Таким образом, учи­
тывая такж е (10), находим:
F =  Р NP дг_1 Р \PqG ( i (ao -f- ai a w-}-i ) )  з (25)
где
Рщ — chü/W Е — shü,w G (2 i(am-\-i “j- am-\-2 ün+i ) )  (26)
получается из Sm+i путем замены (24) Теперь мы должны пе­
рейти обратно от F' к  F Обозначим
T~'PmT =  Qm, (27)
так что
Qm =  chvm Е -j- s\\.vm M (2 (am+\ -]- am+2 4~ °w-|-i) ) ,  (28)
где
m  =  t f o )  (2 9 )
Далее, имеем:
T~l G( ia)T  =  M (a ) . (30)
Следовательно,
F =  QnQn—\ QiQoM(ao +  a i +  aN+\)- (31)
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Теперь существенно, что матрицы М и М удовлетворяют соот­
ношениям, совершенно аналогичным (12 ):
= М  (/?2 — Р\) I /32\
М{р2) М { ^ ) = М  (р2 — Pi). *
Вместе с тем формулы (28) и (31) вполне сходны с формулами 
(8) и (7 ). Поэтому мы можем написать и здесь общую формулу, 
подобную (14), и сформулировать затем соответствующие прави­
ла. Именно, легко видеть из (28), (31) и (32), что, если обозна­
чить cho или sho через xhv, то
F =  J£xhv0xhv\ xhvNM (a0±  сц dt а2 ±  ±  «лгН- «лч-0 +
с+ _
—{-^7xhx/0 xh^i xhvNM (— а0 ±  ai ±  а2 ±  — алг+алч-i), 
^  (33)
где У  берется по всем 2N комбинациям shu и chv с чётным чис- 
с+
лом гиперболических синусов, берется по всем 2N комбина-
с—
циям с нечетным числом гиперболических синусов; знаки же чле­
нов аргументов матриц М и М определяются правилом: каждому 
гиперболическому синусу (в порядке возрастания индексов) со­
ответствует перемена знака, а каж дому гиперболическому коси- 
нусу — сохранение знака.
Из формулы (33) легко получаются выражения для -j— и —  Л
aN <
Согласно (6 ), (1) и (29) имеем:
JL
d\r
- j - =  У  xhvoxhv\ . .  xh ^ e x p  [/(а0 +  «1 ±  «2 ±
N с+ (34)
±  “Н алн-О]
—  I H L = J £ x h v 0x h v i  xhz^exp[/(— а о ± а ! ± а 2±  ..
ÜN ^  _u _L м ( 3 5 >±  aN -f- алг+0]. v 7
или
с+
Заметим теперь, что если в каком-либо члене сумм JT
изменим знаки ai , а2 , «дг на обратные, и одновременно за­
меним shüo^ chz^ o и shi/yv то получим другой член той 
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суммы; объединяя попарно такие члены и опуская ао и ajv+ь 
(см. (2 0 )) , находим:
■j- — yxh v txh vz  .. xhvN-ixb(vjv-\-v0)cos(a1± a a± . . .  ± a N)-\- 
N c+
-f-JT xhv1xhv2 .. xhvx-ixh(vN— v 0)ism(ai ±.a2±i .. ± a N); (36) 
c+
_!JL =  J£ x h v vx\\v2 xh^AT_ixh(z/Ar-(-^o)cos(— a i — a-2± ± a ^ )-{ -
dN c~
jrx\\V{x\w2 . . x h ^ - ix h (ü iv —ü0)/sin(— aL ± a 2± . . .  ± a N). (37) 
c—
В этих формулах C+ по-прежнему обозначает комбинации с чет­
ным числом гиперболических синусов, а С~ — комбинации с не­
четным числом гиперболических синусов; знаки а2 , а з , адг 
определяются по тому ж е правилу: каждой перемене знака соот­
ветствует гиперболический синус среди первых N — 1 множите­
лей, а каж дому сохранению знака — гиперболический косинус.
Вместо формул (36) и (37) удобнее пользоваться для написа-
о 1 r Nния выражении -г- и — -г— следующими правилами:
ün  N
1. -г-  и — ~  2ЛГ-членны.
d N  d N
2. В каждом члене N +  1 множителей.
3. Первые N — 1 множителей являю тся одной из комбинаций 
гиперболических синусов и косинусов от Vi , v2 , vn- i  с раз­
ными индексами.
4. N-ый множитель есть ch(üjv +  üo) или sh (uw + üo ) таким 
образом, что общее число гиперболических синусов в каждом
1 r Nчлене -т- четное, а в каждом члене — -г-  — нечетное.
aN a N
5. (N -j- 1) -ый множитель есть в членах с vn +  уо косинус, 
а в членах с vn — /-кратный синус от аргументов вида
N 1 N r Nai bm&m в —т— , и вида — а\ У е тат  в — — ; е2 , £з ем
т=2 a N  r ^ 2 d N
равны +  1 или — 1 таким образом, что каждой перемене знака 
соответствует по порядку гиперболический синус среди первых 
N — 1 множителей, а каждому сохранению знака — гиперболи­
ческий косинус.
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1 /*Например, и — напишутся так:
= . chüi cho2 ch (о3 +  üo) cos (a i +  a2 +  аз) +аг
-f- shüi sho2 ch (o 3 +  o0) cos (a i — a 2 +  a3) +
-j- chüi sho2 sh (o 3 4 ~ Oo) cos (ai +  a 2 — a3) +
-j- shüi cho2 sh (o 3 -j- Oo) COS (ai — a 2 — a3 ) +  (38) 
-j- ichoi cho2 ch (o 3 — Oo) sin (ai +  a2 +  a 3) +
-j- ishoi sho2 ch (o 3 — Oo)#sin (a i — a2 -j- a3) -f- 
-f- ichvi sho2 sh (o 3 — Oo) sin (a i +  a2 — a3) -j-.
-j- ishoi cho2 sh (o3 — Oo) sin (a i — a2 —: a3) ;
-----r-j~ — chüi cho2 sh (o3 +  üo) cos (— a\ — a2 — a3) +
W3
+  shüi sho2 sh (o 3 +  Oo) COS (— a\ +  a2 — a3) +
-j- choi sho2 ch (03 -j- Oo) cos (— a\ — a2 +  аз) +
-j- shoi cho2 ch (o3 -j- Vo) cos (— a\ -f- a2 -j- a3) -j- (39) 
- j -  /choi cho2 sh (o3 —  Oo) sin ( —  a\ —  a2 —  a3) -f -  
-f- ishoi sho2 sh (o3 — o0) sin (— a\ +  a2 — a3) -j- 
-j- ichoi sho2 ch (o3 —  Oo) sin ( —  a\ —  a2 +  a3) -f- 
- j -  /shoi cho2 ch (o3 —  Oo) sin ( —  ai - f -  a2 - j -  а з) •
Полученные нами формулы, такж е как  и формулы, выведен­
ные в § 2 этой статьи, применимы одинаковым образом как для 
диэлектрических покрытий, так  и в случае комплексных показа­
телей преломления. В первом случае величины vm и ат действи­
тельны, во втором случае — вообще говоря комплексны.
Изложенная теория применима такж е в случае косого падения 
света, а не только при нормальном падении, как  мы предпола­
гали до сих пор. Таким образом, весьма важный случай полного 
отражения (реального или «снятого») тоже включается в теорию. 
К ак показано в работе [7 ], введение «эффективных» значений 
показателей преломления и толщин слоев сводит случай косого 
падения к случаю нормального падения. На языке нашей теории 
это означает, что величины а,„г и vm будут иметь вместо (4) и (5) 
следующие значения:
ат — knmhm cos д т  (40)
и
и 1 . 8Ш2ай 
X V 1 =  T r l n -2 s i n 2 #  , J ’
, , .  (41) 
2 lnT Ü ^ '  |
тде &т есть угол преломления (или падения) в m-ой среде, а | 
и _]_ указываю т параллельность или перпендикулярность элек­
трического вектора плоскости падения.
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К ак вытекает из (5) и (41), если обозначить через ат  и Ьт 
амплитудные коэффициенты отражения и пропускания на границе 
между т -ой и (т  -\- 1)-ой средами, то
s h v m =  — -j— ,
c h v m =
(42)
и отсюда еще
sh (vN ±  v Q) =
c h ( ^ ±  щ) = bnbО UN
(43)
Подставляя эти выражения в формулы, получаемые по нашим 
правилам (например, в (38) и (3 9 )) , будем иметь формулы, близ­
кие к формулам Лисицы [6 ]. А так  как  формулы Лисицы осно­
ваны непосредственно на рекуррентных формулах Власова, то 
наше преобразование (15) осуществляет действительно связь 
между матричным методом и методом Власова.
С точки зрения практики прямых численных расчетов наши 
новые формулы не дают ничего более того, что содержится уж е 
в формулах Власова или Лисицы. Однако, формулы с гиперболи­
ческими синусами и косинусами, в которых не сделана замена 
(42) — (43), имеют благодаря своей простой симметричной струк­
туре самостоятельный интерес. Они могут быть использованы для 
получения общих теоретических соотношений безотносительно к 
конкретным численным данным. Эти вопросы выходят за рамки 
настоящей статьи и мы здесь их рассматривать не будем.
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MITM EKIHILISTE KATETE OPTILISTE OMADUSTE 
TEOORIAST
P. Kard
R e s ü m e e
M itm ekih iliste katete teoorias on seni kasu ta tud  peamiselt 
kaht meetodit: D. C.-Frau [2 ] ja  V V- Suhhanovski [3 ] , [4 ] maat- 
riksm eetodit ja  A. G. V lassovi [5 ] rekurrentsete va lem ite mee­
todit. K äesolevas töös on leitud seos mõlema meetodi vahel. Läh­
tekohaks on võetud autori teooria [1 ] , m is põhineb maatriksmee-
1 r Ntodil ja  m is annab lih tsad  reeg lid  - r -  ja  — -j— av a ld is te  üleskir-
a N  a N
ju tam iseks kõ igi keskkondade m urdum isnä ita ja te , kihtide pak­
suste ja  langem isnurga funktsioonidena. rN tähendab siin N-kihi- 
lise  katte am plituudset peegeldum iskoefitsien ti ja  dN amplituud- 
set läb ilaskvuse koefitsienti. L ih tsa u n itaa rse  te isenduse abil tei­
sendatakse need valem id  uude ku jusse, m is on vahetu lt tuletatav 
ka V lassovi rekurrentsetest va lem itest. Form uleeritakse uued 
reeg lid  nende uute valem ite ü lesk irju tam iseks lih tsa l ja  sümmeet­
r ilise l ku ju l. Kogu teooria on esita tud  kõ ige ü ld isem al v iis il, mis 
sisa ldab  neelavate keskkondade juhtu kui ka tä ie liku  peegeldu­
m ise (tõelise või n ä ilise ) juhtu .
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ON THE THEORY OF OPTICAL PROPERTIES OF MULTI-
LAYER COATINGS
P. Kard 
S u m m a r y
Two principal methods have hitherto been used in the theory 
of m ultilayer coatings: the m atrix method of D. C.-Frau [2 ] and 
V. V Sukhanovsky [3 ] , [4 ] , and the recurrent method of 
A. G. V lasov [5],. In this paper the connection between both m eth­
ods is found proceeding from the author’s own theory [ l j  based 
on the m atrix  method. This theory gives sim ple ru les for w ritin g
1  ^Nthe expressions for —  and — —  as functions of refractive
dN ä N
indices of a ll m edia, of th icknesses of laye rs  and of the an g le  of 
incidence. Here rn denotes the am plitude reflectance and dN the 
amplitude transm ittance of ЛЛ-layer coating. By means of a simple 
unitary transform ation these form ulae are transform ed into new 
ones, which can im m ediately be deduced from V lasov ’s recurrent
formulae as well. New rules for w ritin g  the new formulae for - J -
r ÜN
and — in a sim ple and sym m etricai form are given. The whole
N
theory is form ulated in a most gen era l m anner inc lud ing the case 
of absorbing m edia and of (ac tu a l or frustrated) total reflection.
МЕТОД РАСЧЕТА ДИ ЭЛЕ КТРИ ЧЕ СКИ Х  ПОКРЫТИЙ 
С НЕПРЕРЫВНО ИЗМЕНЯЮЩИМСЯ ПОКАЗАТЕЛЕМ 
ПРЕЛОМЛЕНИЯ (СЛУЧАЙ НОРМАЛЬНОГО ПАДЕНИЯ
СВЕТА)*
Канд. физ.-мат. наук К. К. Ребане
Кафедра теоретической физики
Теоретическое исследование многослойных покрытий, начатое 
А. Г Власовым [1J ,  получило в последние годы дальнейшее раз­
витие, особенно в работах В. В. Сухановского [2 ] и П. Г Кар­
да [3 ] . В работах последних авторов используется идея продол­
жения светового поля с помощью граничных условий из одного 
слоя в другой и матричные методы расчета.1 Аналогичный под­
ход использовался нами [4 ] , а такж е в [5], для исследования 
уравнения Шредингера в задачах зонной теории твердого тела.
В данной заметке методы, развитые в [4, 5 ] , применяются для 
расчета диэлектрических покрытий. Несколько более общий под­
ход позволяет включить в рассмотрение и слои с непрерывно из­
меняющимся показателем преломления. Выбор частных решений 
согласно условиям § 2 формула (3) представляется нам весьма 
целесообразным, позволяющим существенно упростить матричные 
выкладки. Возможно, что некоторые расчеты, а такж е исследо­
вание некоторых общих свойств многослойных покрытий, более 
удобно проводить на основе формул данной заметки. Некоторые 
примеры их применения имеются в §§ 4 и 5.
§ 1. Постановка задачи
Имеется изотропная диэлектрическая среда с показателем 
преломления п(х) и с постоянной магнитной восприимчивостью
* Н астоящ ая работа была доложена на научной сессии Тартуского 
государственного университета 25-го ноября 1956 г.
1 Насколько нам известно, впервые предложил и использовал такой 
подход к  проблеме многослойного покрытия ст. научный сотрудник Ленин­
градского государственного университета Ю. Н. Д емков. В 1949 г. им был 
сконструирован специальный прибор, механизирующий процесс графического 
нахождения коэффициентов отражения и пропускания многослойных покры­
тий.
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fi{x) =  const. =  1 (будем пользоваться гауссовой системой еди­
ниц). На промежутке Х\ ^  х xn п(х) является произвольной 
кусочно-непрерывной функцией х; вне этого промежутка среда 
однородна: при х  < Х\ п(х) =  nv =  const., при x ^ x N п(х) =  
=  пр =  const. (рис. 1). В направлении оси х распространяется 
плоская и плоско поляризованная монохроматическая световая 
волна. Задача заключается в нахождении количества световой 
энергии прошедшего через участок неоднородности п(х) («по­
крытие»), и отраженного от него.
Рис 1. Общий вид функции п (х ) . П оказана одна 
из возможностей деления покрытия на слои.
§ 2. Основное матричное соотношение
Исходим из уравнений М аксвелла, в которых положим:
i =  0, q =  О, В =  #, D =  е(х)Е, е(х) =  п2(х) (1)
Пусть координатная ось г  лежит в плоскости поляризации, 
так что Ех =  Еу =  О, Ez =  Еъ (х) .
Обычные преобразования приведут систему уравнений М акс­
велла к волновому уравнению нижеследующего вида:
^  +  кЦх)Е =  0, (2)
где k2(x) = & 02п2(х) (k0 — волновое число в пустоте) E ~ E z -
Сделаем два замечания относительно уравнения (2 ).
1. Оно математически тождественно с уравнением Шрединге- 
ра, описывающим движение электрона в одномерном потенциаль­
ном поле. Величине k2(x) соответствует k2(я) =  ( Е — V (х))2 m/h2 
где Е — собственное значение энергии электрона, V {х) —' опе­
ратор потенциальной энергии.
Как уравнение Шредингера, уравнение (2) подвергалось по­
дробному исследованию, в особенности в связи с зонной теорией 
твердого тела. Ряд полученных результатов можно перенести в 
теорию покрытий. Например, нахождению зонного спектра элек­
трона соответствует определение зон частот света, пропускаемых
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или отражаемых данным покрытием при бесконечном увеличении 
числа слоев (см. §§ 4 и 5).
2. Общеизвестные математические свойства уравнения (2), 
используемые в дальнейшем, таковы:
а) общее решение (2) выражается через линейную комбина­
цию двух линейно независимых решений.
б) определитель Вронского для уравнения (2) — величина 
постоянная.
Переходим к выводу основного матричного соотношения.
Разделим ось х произвольно на конечное число N -f- 1 проме­
жутков (слоев). Пронумеруем слои начиная от нулевой до N. 
Промежуток номера k простирается от координаты хк до хк -{-\ 
(рис. 1).
В каждом слое можно найти, хотя бы путем численного инте­
грирования, два линейно независимых решения уравнения (2). 
Частное решение, фиксированное начальными условиями в ка­
ком-нибудь из слоев, однозначно определено для всей оси х. Это 
следует из наличия двух условий сшивания решения на границе 
между слоями: в точках хк необходимо требовать непрерывность 
решения и его первой производной. Первое условие — непрерыв­
ность решения Е (х ) — следует непосредственно из требования 
непрерывности тангенциальной составляющей вектора Е, второе 
условие — непрерывность первой производной — является след­
ствием требования непрерывности тангенциальной составляющей
магнитного вектора Н.
Итак, имея линейные независимые частные решения для всех 
слоев, можно на их основе построить путем последовательного 
продолжения решения из одного слоя в другой желаемое реше­
ние для всей оси л:.
Целесообразно определить базисные решения для &-того слоя
E\,k(x — Xk) и E2,k{x — Xk) нижеследующими начальными усло­
виями:
E\,k (0) =  1 £ 2t*(0) =  0 ( )
E'hk( 0 ) = 0  E'2tk(0) =  l U
Общее решение в слое номера k имеет вид:
Е(х ) = a kEi,k(x — x k)-\-bkE2rk(x — x k), (4)
где ак Ьк — произвольные коэффициенты.
Пусть в точке Хо (рис. 1) определены коэффициенты а0 Ь0 и 
тем самым зафиксировано частное решение
E (x) =  a0Eii0{x)-{~ Ь0 Е 2<0{х ) (5)
х0 х <  x t
Коэффициенты а\ Ь\ слоя номер 1 однозначно определяются 
из условий непрерывности решения Е (х) и*его первой производ­
182
ной Е'(х) в точке х х Благодаря выбору линейно независимых 
решений Е\,н и E2,k согласно (3 ), связь меж ду а\ Ь\ и а0 Ь0 удобно 
записывается в матричном виде:
(*:)'. (6)
где £(0) матрица с элементами:
си =  Еио (xi — х 0) c(i2 =  Е2,о (л?1 — л:0)
С2\ =  Е' 1,0 (хг — х 0) С(22 =  Е\о (х1 — х 0) ^
Аналогично Ьч связаны с, а\ Ь\ и т. д. В итоге связь между 
коэффициентами а0 Ь0 и ün bN дается матричным соотношением
( М  =  HN-2) -с( 1)^ (0) |«о) s  £<«) (“<>) , (8)
где элементы матрицы cW являются значениями частных реше­
ний ЕitÄ, E2,k и их первых производных на правой границе &-того 
слоя и определены формулами (7 ), где индексы слоев ноль и 1 
заменены соответственно на k и k-\-\.
Изучение связи меж ду коэффициентами а0 Ь0 и aN Ьк сводится 
тем самым к изучению матричного произведения (8 ):
С(АГ)=С(ЛГ-1)г(ЛГ-2) с(1)£(0) (9)
Все матричные элементы в (9) вещественны, т. к. вещественны 
коэффициенты уравнения (2) и начальные условия (3)
Сделаем еще два замечания относительно свойств матриц c(k).
1. Если k2(x) в слое номера k является четной функцией от­
носительно середины слоя, то диагональные элементы с равны 
между собой [5 ] :
с{$  =  с{3  (10)
2. Из независимости определителя Вронского от х и из (3) 
следует
det 1. (11а)
Отсюда в свою очередь:
det CW =  det det (<N~V det c<°> = 1  (116)
§ 3. Отражение плоской волны
В § 2 было получено выражение связи электромагнитного поля 
перед покрытием с полем за ним в достаточно общем случае. Вы­
делим теперь интересующие нас поля — плоские волны. Коэффи­
циенты отражения и пропускания для покрытия выражаются
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через амплитуды падающей, отраженной и прошедшей волн.,Най­
дем связь м еж ду этими амплитудами.
В пределах нулевой ячейки (и дальше левее) показатель пре­
ломления постоянный. Решения уравнения (2 ), удовлетворяю­
щие начальным условиям (3 ), таковы:
E\to =  cos kvx, Е2,о — sin kvx ,  (12)
где kv =  k (я ) =  const. и имеет смысл обычного волнового числа 
плоской волны в однородной среде с показателем преломле­
ния nv .
Пусть волна падает с л е в а  на покрытие. Тогда мы имеем 
справа от покрытия (где п = п р) такое ж е общее решение:
Ь n
E (x)  =  anco$kp (x — *#) +  -£- sin (л: — x N). (13)
X ^  X n Р
Но справа от покрытия мы должны иметь только прошедшую 
волну, т. е. плоскую волну, распространяющуюся вправо:
zr/ \ r> - ikP ( * - X N )  /1ЛЧE(x) =  G0e (14)
x > x N
Из условия равенства (13) и (14) определяются коэффи­
циенты aN и Ьм'
ün=^Gq, Ьм== ikp G0. (15)
Тем самым определены согласно (8) и коэффициенты а0 и Ь0, 
фиксирующие поле перед покрытием:
G j=ÄW,($> <16>
где для обратной матрицы введено обозначение (C(N))_1 = В ^ '
Поле перед покрытием представим в виде падающей и отра­
женной плоских волн:
E(x) =  A Ne~lkv* +  BNe il,x (17)
x * C x t
Из (13), (16) и (17) мы получаем д л я  АдiBn вы
An =  т °0 [МУ* +  ^  е№ + 1 -  крв\У
BN= Y ° o  ^  4 ?  -  i +  *„S(12) ]
ражения:
(18)
Энергетические коэффициенты отражения R и пропускания 
(прозрачность) D выражаю тся формулами:
£ о т р 1 = |Вд112 /п р ош . _ п р  | 0 „ Р
/ пад. | ^ я |2 1 паД- nv \An р  '  '
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Удобный для расчета вид принимает формула для отношения 
Зная алги используя связь R D  =  1, уж е нетрудно вы­
числить R и D.
Из (18) и (19) мы имеем окончательную расчетную формулу 
для CW*
Из формулы (20) хорошо видно, что величина cw для дан­
ного покрытия не зависит от того, с какой стороны, слева или 
справа, падает свет на покрытие.2
Ясно, что основная трудность в расчете сложных покрытий
заключается в вычислении матричных элементов С№ Но целе­
сообразное деление покрытия на слои позволяет в некоторых слу­
чаях существенно облегчить эту задачу.
§ 4. Примеры
1. Проиллюстрируем метод на примере многослойного «пе­
риодического» покрытия, зависимость п(х) для которого приве­
дена на рис. 2.
Рис. 2. п (х ) в случае простейшего периодиче­
ского покрытия.
Такое покрытие можно делить на одинаковые слои, причем 
п(х) в каждом слое четная функция х  относительно середины 
слоя. Вычислим матрицу сW  для такого покрытия. Матрицы £<*>
2 При падении света справа на покрытие следует в формуле (20) поме­
нять местами k v kp и заменить 0 £ р  на элементы обратной матрицы При
этом с № = в № ,  =  В $  = - ф  4 ?  =  - ^
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для внутренних слоев одинаковы и равны матрице с, которую 
можно выразить в виде произведения следующих трех матриц [4 ]:
 ^ cos ksa — sin ksa \ l  coskmb sinkmb W  cos k2a — sinksa
—^ kss'mks cosksa J  \ — km sin kmb coskmbJ\  — ks sinksa cosksa^
(21)
Вспомним, ЧТО Д ЛЯ симметричного СЛОЯ С ц = С 2 2  Если 
;| сп | < 1 , то результат вычисления с по формуле (21) можно 
выразить в ви де3:
/ 1 • \
(22)
Возможность такой записи следует из (10) и (11) Если же 
;! с 1 1 1 > 1, то
i  =  ± i ^ y  7 sh' L š  (23)
\/? sh у  ch у J
Непосредственным перемножением можно убедиться в том, 
что для возведения а или b в п-ную степень следует увеличить 
•аргумент в п раз. Д ля äN мы имеем таким образом:
C<"> =  d " = (  cosN;' 7 51пМ  (24)
\—/9sinNy cos Ny /
Аналогичную формулу можно получить для =  bN
Д ля aN мы имеем в первом случае (| си | <  1):
ан= т [(t+Э  cos2^ +  ( * $ ; + kjp] si"2^ - 2] <25>
.и во втором случае (| cn 1 ^ 1 ) :
■=T [ ( ž + r)ch2 ^ + ( й ; + Щ sh2 ^  • - 2] <26>
Из формул (25) и (26) видно, что если один слой «периоди­
ческого» покрытия характеризуется матрицей типа b (формула 
(2 3 )) , то при N оо отражается полностью весь падающий на него 
свет рассматриваемой частоты. Покрытие, которому соответствует 
матрица типа а (ф-ла (22 )) при N оо пропускает некоторую 
долю света, причем для периодически повторяющихся значений
aN-
3 В виде (22) или (23) можно записать матрицы для любых симмет­
ричных слоев. Поэтому дальнейшее относится т акж е  к  таким покрытиям, 
которые можно делить на одинаковые симметричные слои.
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N отражение от покрытия приблизительно такое же, как  от одного 
слоя.
Рис. 3. п(х) для покрытия с линейно изменяющимся пока­
зателем  преломления. Д л я  указанных на рисунке числен­
ных значений nv, « 1, пр и для различных толщин слоя d 
проведен расчет, результаты  которого приведены на рис. 4.
2. Рассмотрим покрытие с линейно изменяющимся показате­
лем преломления (рис. 3) Уравнение (2) сводится в этом случае 
к обобщенному уравнению Эйри с показателем 2. Решения Е\ и
для покрытия с линейно изменяющимся п оказа­
телем преломления (см. рис. 3 ). Здесь — R и 
D — энергетические коэффициенты отражения и
2 nd
пропускания, а (л =  — -------- толщина слоя, вы ра­
женная через длину волны света в пустоте. Р ас ­
чет проведен для различных (л при фиксирован­
ных показателях преломления:nv =  1 ,0 ; пр — 1 ,5;
п2 — 1,3. Д ля сравнения приведена а(/л) для слу­
чая, когда м еж ду однородными средами с nv =  
=  1,0 и =  1,5 имеется однородный слой тол­
щины d с показателем преломления я  = 1 ,3  
(кривая 2 ) .
187
E2 , удовлетворяющие начальным условиям (3 ), можно построить, 
например, с помощью табулированных функций U\(s, 2 ) , U2(s,2) 
[6 ]. Соответствующее вычисление для различных толщин слоя d 
были проведены дипломантом ТГУ О. Кеербергом и их резуль­
таты приводятся на рис. 4.
§  5. К использованию аналогии с задачами зонной теории
твердого тела
а) В зонной теории математическое исследование уравне­
ния (2) сводилось прежде всего к изучению устойчивости его 
решений в зависимости от величины Е и функции V (х) Для не­
которых частных видов V(х) построены диаграммы устойчивости 
решений [7 ,8 ] .  Из этих диаграмм, а такж е из общих исследова­
ний устойчивости решений уравнения (2 ), можно делать выводы 
и о некоторых свойствах периодических покрытий и свойствах 
матрицы с. При этом заданию Е и V (х) соответствует задание
Х0 =  ~^ и п(х). Таи на диаграммах устойчивости можно указатьR о
точки и линии, где Следует ожидать экстремальные свойства а 
(например, а =  0 для покрытия из одного слоя) или при заданном 
п(х) определить интервалы длин волн (которые могут быть и 
весьма узкими), свет 'из которых хорошо проходит через данное 
покрытие или сильно отражается от него (монохроматоры).
б) Используя соответствующую теорему, доказанную для 
уравнения Шредингера в виде (2) [4 ], можно для отражающего 
покрытия указать простые требования, которым должны удовле­
творять используемые слои для того, чтобы каждый следующий 
слой усиливал отражение.
в) В связи с релеевским рассеянием света в кристаллах пред­
ставляет интерес отражение от покрытия с синусоидальным п(х) 
при большом числе периодов (слоев).
В этом случае k2(x) =  k02 sin2x =  k02 1( 1 — cos2x) и уравне­
ние (2) есть хорошо изученное уравнение М атье [8].. Из диаграм­
мы устойчивости решения для уравнения М атье следует, что при 
отражении полихроматического света от такого покрытия возни­
кают отражения всех порядков, т. е. при уменьшении длины рас­
сматриваемой монохроматической волны мы проходим последова­
тельно через такие участки Aoi , Х0 2 , , где имеет место сильное, 
а при оо-полное отражение света. Длина волны A3+i каждого 
следующего промежутка в спектре отражения приблизительно в
два раза меньше предыдущего As+i
Если считать, что вышесказанное распространяется такж е на 
случай косого падения света и при рассмотрении релеевского рас­
сеяния оставаться в рамках наглядной приближенной трактовки
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явления как  отражения от синусоидальной дифракционной ре­
шетки, созданной в кристалле тепловым возбуждением упругой 
волны подходящей длины и подходящего направления (см. напри­
мер [9 ])  то следует заключить, что в спектре релеевского рассея­
ния должны присутствовать, кроме обычных, еще некоторые ли­
нии. Отклонения их частот от частоты падающего света составляют
приблизительно } где Асо — изменение частоты
для основных рассеянных линий. Интенсивность этих линий 
быстро убывает по мере увеличения п.
Д ля того, чтобы считать последний вывод окончательным, 
требуется рассмотрение на основе более строгой теории релеев­
ского рассеяния.
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PIDEVALT M UUTUVA MURD UM ISNÄITAJAGA KATETE 
ARVUTUSMEETOD (V A L G U SE  NORMAALSE LANGEMISE
J U H T )
K. Rebane
R e s ü m e e
Töödes [4 ,5 ] ühemõõtmelise Schrödingeri võ rrand i uurim iseks 
kasu tatud  meetodi a lu se l on antud meetod p idevalt m uutuva mur- 
d u m isn ä ita jaga  d ie lek trilis te  katete peegeldum isvõim e ja  läbi- 
laskvuse arvutam iseks. On arvutatud  lin e aa rse lt m uutuva mur- 
d u m isn ä ita jaga  kate kattek ih i m itm esuguste paksuste puhul 
(joon. 4 ). K asutades ana loog iat tahke keha tsooniteooriaga on 
uuritud v a lg u se  peegeldum ist s in u so id aa lse lt m uutuva murdu- 
m isn ä ita jag a  keskkonnalt — ü lesannet, m is on seotud Rayleigh' 
hajum isega krista llides.
Meetodi rakendam isel m itm ekih iliste le katetele on saadud 
valem id, m ille kuju on sobiv katete ü ld iste  om aduste uurim iseks. 
On toodud näiteid  nende va lem ite kasutam isvõ im alustest.
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METHOD OF COMPUTATION OF DIELECTRIC COATINGS 
WITH CONTINUOUS REFRACTION INDEX 
(THE CASE OF NORMAL INCIDENCE)
K. Rebane
S u m m а г у
On the basis of the method used in [4 ,5 ] to in vestigate  Schrö- 
dinger’s one-dim ensional equation a method is evolved for e a l-  
culating reflection and transm ission coefficients of d ielectric coat- 
ings w ith continuous refraetive index. A eoating w ith lin ear vari- 
able refraetion index for various thicknesses of the layer is com- 
puted. M ak ing  use of the an a lo gy  w ith the solid state  zone theory, 
the reflection from a medium with sinusoidal refraetion index, 
i. e. the problem concerned w ith the R ayle igh  dispersion of ligh t 
in crysta l, is investigated .
Applied to m u ltilayer coatings, th is method g ives the formu- 
lae in a convenient form for the investigation  of some of the gene- 
ral properties of the coatings. Exam ples are given of the use o f 
these formulae.
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A M PLITUUDFILTRITE J A  DIAFRAGMADE M Õ JU ST  
DIFRAKTSIOONPILDILE.  I *
L. Tuvikene
T eoreetilise füüsika kateeder
Optiliste riistade teoorias kui ka praktikas on täh tsa l kohal 
difraktsioonefekti varieerim ise võim alused eesm ärg iga 1) nõrgen­
dada fooni difraktsioonpildis (d iafrageerunud v a lg u st) , kahanda­
des kõrvalmaksimume, või 2) vähendada tsen traa lse maksimumi 
u latust ja  seega suurendada optilise r iis ta  lahutusvõim et pildi kes­
kel.
Selleks et varieerida am plituudijaotust (in tensiivsust) kujuti­
ses (d ifrak tsioonp ild is), on tarv is  m uuta am plituud ijao tust opti­
lise  süsteem i s isenem isavas, s. t. m õjuda kas lan geva  valguse 
am plituud ile  või faas ile  või m õlem atele ko rraga. V astava id  vahen­
deid nim etatakse kas am plituudfiltriteks (need on teatava läbi- 
laskvuse jao tusega ekraanid) või faasiekraan ideks (tekitavad tea­
tavad  faasijao tused  avas) või ü ld juhul am plituud-faasiekraan ideks. 
P eale nende võim aluste tuleb m ärkida difraktsioonefekti varieeri­
m ise vahendina veel ühtlase läb ilaskvusega ava äärejoone kuju 
varieerim ist, s. o. d iafragm a kuju varieerim ist.
M is puutub optilises kujutises kõrvalm aksim um ide kahanda­
m ise probleemi (apodisatsiooni probleemi) \ s iis  on seda püütud 
lahendada rea autorite, nagu  Boughon, Dossier', Jacquinot’, Lans- 
raux ’ jt. poolt ([1,], [2 ] , [3 ] , [4 ] , [5 ] , [6 ] , kes töötasid pidevalt 
muutuva läb ilaskvusejao tusega am plituudfiltritega; nad said  mit­
m esuguseid tulem usi nii arvutusm eetodite väljatöötam ise osas kui 
ka konkreetsete filtrite vä ljaarvu tam ise l.
Hoopis vähem leidub tsen traa lse  maksimumi kokkusurumise 
eesm ärgil teostatud uurim usi. Nendest võiks m ärkida Osterbergi 
ja  W ilkinsi töid [7, 8 ], kes kasu tasid  am plituudfiltreid, ning 
M oseri ja  Schmidti töid [9 ] , kus rakendatakse spetsiaa lset faasi- 
ekraan i tsen traalse maksimumi lõhestam iseks.
* Ette kantud Tartu R iik liku  Ülikooli teadusliku l sessioon il 25. nov. 1956.
1 K õrvalm aksim um ide kahandam ise protsessi n im etavad  p ran tslased  apodi- 
satsioon iks.
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Huvi pakub ka katkeva läb ilaskvusejaotusega am plituudfiltrite 
arvutamine, mis ongi käesoleva töö üheks ülesandeks. Arvutatakse 
kaks k lassi «-komponendilisi am plituudfiltreid üm m arguse ava 
jaoks: I k lass — /г-komponendilised am plituudfiltrid esimese ja 
teise kõrvalm aksim umi kahandam iseks, ja  II k lass — /г-kompo­
nendilised am plituudfiltrid tsen traalse maksimumi kokkusurumi­
seks.
Käesoleva töö teises osas püstitatakse m ittelineaarne integ- 
raalvõrrand ühtlase läb ilaskvusega ava äärejoone arvutam iseks 
fokaaltasandis etteantud am plituudijaotuse korral ja  antakse prob­
leemi lahendam iseks kaks meetodit. Töös on arvutatud läbi mõned 
ka praktilisest seisukohast huvipakkuvad näited.
Töö kolmandas osas uuritakse muutuva läb ilaskvuse-jao tusega 
ava (etteantud äärejoonega) vastavuse küsim ust konstantse läb i­
laskvusejaotusega avale (vastavalt te istsuguse äärejoonega)
Meetodit, mida rakendatakse töö I ja  II osas, võiks nim etada 
etteantud am plituudijaotuse meetodiks. Selle  meetodi kohaselt võe­
takse ette sobiv am plituudijaotus fokaaltasandis ja  arvutatakse 
vastav amplituudfilter (töö I osas) või ava äärejoon (töö II o sas).
I. я-komponendiline amplituudfilter ümmarguse ava jaoks
a) Läbipaistm atusse ekraani on tehtud üm m argune ava r a a ­
diusega а =  1, mis on jao tatud n osaks n — 1 kontsentrilise r in g ig a  
raad iu steg aab a2, a3, an- x ja  an =  a =  1. Täh istam e a0 =  0. 
Iga rõngas, mis jääb  kahe teineteisele järgn eva kontsentrilise r in g ­
joone vahele, olgu konstantse neeldum iskordajaga (vast. läb ilask- 
vuskordajaga) Nii saam egi /г-komponendilise am plituudfiltri amp- 
lituudsete läb ilaskvusko rdajatega cx, c2, cu cn- 1, cn,
cn+\ =  0 (ekraan il) (vt. joonis 1)
Langegu ta sa la in e  am plituudiga 1 se lle le  am plituudfiltrile , s iis 
saame vahetult am plituudfiltri taga  katkeva am plituudijaotuse, 
mis on iseloomustatud suurustega cu c2, c3, ., cn. Superponee- 
rime amplituudfiltrit läbinud tasa la in e erineva am plituudiga kom­
ponendid:
m ille tulem usena saam e fokaaltasand il am plituudijaotuse
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kus /0, on nu llindat ja  esim est jä rk u  B esseli funktsioonid, q on
2жava m ingi punkti kaugus ava tsen trist, v =  ka, k = - y ,  Я on kasu­
ta tava  v a lgu se  lainep ikkus, a  tähendab tsen traalsüm m eetrilise  jao­
tuse korral fokaaltasandis difraktsioonpildi punkti kaugust pildi 
tsentrist.
Seam e endale ülesandeks kõrvaldada f iltr iga  va lgus ühtlase 
läb ilaskv usega  ava difraktsioonpild is r in g ide lt (tsoonidest), mis 
on iseloomustatud param eetri v etteantud väärtu stega v\, v2, vs 
vn- 1- Konstantide cu c2 , , cn~\ m ääram iseks cn funktsioonina saa­
dakse s iis  jä rgm in e n — 1 võ rrand iga  lineaarhom ogeenne süsteem:
u(v  i) =  0
u{vn- ,) =  0
Raadiused öi, a 2 , , an-\ loetakse etteantuiks.
b) Vaatlem e am plituudfiltri karakteristiku id  seoses filtri mõjuga 
difraktsioonpild ile. A m plituudfiltri mõju üh tlase läb ilaskvusega
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ava difraktsioonpild i in tensiivsuse jao tuse le iseloomustab apodi- 
satsioonifunktsioon
K (v )  =  /o {v)lfo{0) П31
kus I0(v) on in tensiivsuse jaotus difraktsioonpildis ühtlase läb ilask ­
vusega ava korral (nn. apodiseerim ata jao tu s), /0(0 ) on vastav  
intensiivsus fookuses, I(v) on süsteem ist (1.2)  arvutatud ampli- 
tuudfiltriga sam as avas tekitatud intensiivsuse jao tus, nn. apodi- 
seeritud jao tus, ja  / (0 ) on in tensiivsus fookuses filtr i puhul. Nen­
des punktides, kus apodisatsioon teostatud, on K (v)  >  1.
Teiseks am plituudfiltri mõju karakteristikuks on nn. suhteline 
dispersioonikordaj а
D v , v„
D v , v = n ------> ( 1 . 4 ) 21’ 2 D o^ ig  4 '
kus
V 2
J  I0(v)vdv
Do(V,v2) =  —
J  Iq(v)vdv  
0
esitab difraktsioonpildi tsooni (ü\, v2) d ifrageerunud energ ia  suhet 
avast väljunud kogu energiasse ühtlase läb ilaskvusega ava korral 
ja
v2
J l  (v ) vdv
nf
D v, v2 —— 00
J  / (v)vdv
0
tähendab sam a filtreeritud ava puhul.
Samuti on olulise tähtsusega kogu am plituudfiltri energeetiline 
läb ilaskvuse kordaja t, mõõdetud ühtlase läb ilaskvusega  ava suh­
tes, s. o.
oo
J 1 0(v)vdv
t  =  --------------- ( 1 .5 )2C/O v '
f  f(v)vdv
0
2 Antud valem id D0, D, x jaoks kehtivad ringsüm m eetriliste  jao tu ste  kor­
ral.
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ning apodiseeritud ja  apodiseerim ata in tensiivsuste suhe “7^ (0)* 
fookuse jaoks.
Tabelid 1 ja  2 sisa ldavad  arvu lisi andmeid süsteem i (1 .2)  alu­
sel arvutatud konkreetsete kahe-, kolme- ja  neljakomponendiliste 
am plituudfiltrite kohta eeldusel, et komponentide pindalad on 
võrdsed.
T a b e l  1
I ja  II kõrvalm aksim um i kahandavate  filtr ite  karak teristikud .
(I ja  II kõrvalm aksim um  asuvad üh tlaselt läb ila skva  üm m arguse ava difrakt- 
sioonpild is kohtadel üi =  5,14; i>2 =  8,42)
tl V с X / (0 )
/o(0 ) Лад
2 =  5,14 4
c2
=  1,00 
=  0,63 0,70 0,66 0,557 0,285
3
^2
=  5,14 
=  8,42
4
4
4
=  1,00 
=  0,34 
=  0,42
0,44 0,34 0,137 1,295
4
«1
®2
«8
=  5,14 
=  7,00 
=  8,42
4
C2
C'6
Ci
=  1,00 
=  0,64 
=  0,17 
=  0,53
0,43 0,33 0,009 1,615
T a b e l  2
T sen traa lset m aksim um i kokkusuruvate f iltr ite  karakteristikud . 
(Ü htlaselt läb ilaskva üm m arguse ava d ifraktsioonpild i tsen traa lse  maksimumi 
poollaius asub vahem ikus 0 < ;^ -< Э ,8 )
V с X /( 0)
/o(0 )
^2,4
II CO о ct =  0,15 c2 =  l  ,00 0,51 0,33 0,359
Vj =  3,0 
v 2 =  3,8
ct — 0,49 
c2 =  — 0,98 
c3 =  1,00
0,73 0,03 0,0041
v v =  2,0 
v2 =  3,0 
v3 =  3,8
Ci — — 0,23 
c2 =  0,82 
c3 =  — 1,00 
ci  =  0,42
0,47 1,5 • 10~5 0,0001
^4,оэ
3,621
6,018
10,110
Nagu nähtub esitatud tabelitest, kahaneb D£9, D r24 kompo­
nentide arvu kasvuga nii tabelis 1 kui ka tabelis 2 antud filtrite 
puhul, m is on kooskõlas ka apodisatsioonifunktsiooni K{v)  kä iguga. 
Nii on neljakom ponendilise f iltr ig a  võ im alik  k ü lla ld ase lt valgus- 
energ iast puhastada tsoone 5—9, 2—4. Teiselt poolt aga  ilmneb 
komponentide arvu kasvuga energia ülekandum ine tsentraalsest
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tsoonist difraktsioonipildi äärele , mis on eriti m ärgatav  tsen traa l­
set maksimumi kokkusuruvate filtrite puhul (vt. tabel 2) S e lle ­
tõttu ka fookuses intensiivsus tunduvalt kahaneb, m ida enam tsent­
raa lset maksimumi kokku suruda n ing mida laiem at tsooni ümber 
tsentraalse maksimumi puhastada. Seejuures tuleb m ärkida, et 
tsentraalset maksimumi kokkusurunud filtrid ei oma ainult neela­
vaid komponente, vaid  ka n võrra faasi m uutvaid komponente.
Tabelis 1 esitatud filtrid  on autori poolt valm istatud, kasutades 
vaakuum aurustam ise meetodit. E ksperim entaalne uurimus 
nimetatud filtrite  kohta ava ld atakse hiljem .
2. Ühtlase läbilaskvusega ava äärejoone arvutamine integ- 
raalvõrrandi abil, kui amplituudijaotus on ette antud fokaal- 
tasandil
Difraktsiooniteoorias tuntud Kirchhoffi lig ikaudset valem it 
([10] lk. 154) võib esitada fokaaltasand i jaoks jä rgm ise lt:
+a V2(Š)
J e ika^  j  eikP - ’id,1 =  ut,(ka, kfi), (2.1)
~a *li(Š)
kus Š, 1] on ava punkti C artesiuse ris tko o rd in aad id ,^  (£), щ(£) m ää­
ravad ühtlase läb ilaskvusega ava äärejoone kuju, a, on difrakt- 
sioonpildi punkti ko o rd inaad id3, u0(ka, k(5) on am plituudijaotus
2л
fokaaltasandil, k =  — , Я on kasu tatava va lguse lainepikkus.
Tähistame ka =  v, k f l= w .  Kui rj\ =  — цч — — »?o(£), 
siis valem (2. 1) kujuneb järgm iseks:
>W ^ ( i , i e, ^ = | oo (0[ w) (2 la )
— а
Seost (2. la )  võib vaadelda kui m ittelineaarset integraalvor- 
randit ühtlase läb ilaskvusega ava äärejeone щ (£) arvutam iseks, 
kui on ette antud fokaaltasandi m õnesuguses lõikes w =  const. amp­
lituudijaotus u0(v, w)
Vaatame järgnevas võrrandi (2. la )  lahendamismeetodeid.
a) Tähistame võrrandis (2. la )
s£ l ^ o (g ) )  = W {£ , w) ( 2 . 2 )
ja  defineerime uue funktsiooni 'Fo järgm ise lt:
3 Kirchhoffi valem is a, esitavad  täpsem alt ava  tsen trist fokaaltasand i 
punkti v iiva raadiusvektori sihikoosinusi.
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V o(f, ®) =  J  ^  ®) , k u i  - e < f <  +  " (2-3) 
l  0, kui U | > a .
S iis  avaldub võrrand (2. la )  kujul
+  OO
' F o d , ^ )  e It,sd£ = 4 -  Uq (v , w ). (2. lb )
/■ 2
— oo
S iit leiam e Fourier’ transform atsiooni rakendades
+ С/Э
Чго (^и >)=^ j  y « o ( o ,  w) e ~ lvšdv-  (2.4)
— oo
Äärejoone kuju m äärab seega (2. 2) põhjal järgm ine seos:
yo(š) =  ^ r arcsin [w ЧУ^ , w)~\, (2.5)
kus 4^0(£, w) on antud võrdusega ( 2 . 4 ) .
N ä i t e i d :
1° Am plituudijaotus fokaaltasandil on antud funktsiooniga
. . . s in fu  a )  sin < w - b )  /Пu „ ( a , w ) =  4 — — ------(2.6)
(a, b on konstandid) M äärata  vastav  ^o(£)- 
V alem ist (2. 4)
f s j n i w b !  ^ i  _ a < ^ <  +  a
t  0, kui 111 >  a.
S iis  valem ist (2. 5) järgneb
^o(l) =  arcsin  [s in  (w b) ] =  b.
Tähendab, et jao tus (2 .6 ) on saadud ristkü likuku ju lise avaga. 
2° On antud fokaaltasand il am plituudijaotus
ч о  J x{c iV w -  - M 2) (C> 7 \
üq(v, w ) =  2na • —— Ц.1)
У wz -j- V1
(ci =  const.) Leida vastav  yo(i)- 
V alem ist (2. 4)
V o d ,  ®) = 2 w
(а г — Г*)/4 • M ® '/ * * - ! 2) ,  k u i ( £ ) 0
0 kui ( ^ ) > a .
Asetades selle avald ise pärast lih tsustam ist valem isse (2. 5 ), saame
yo(£) =  V a 2 —  i 2,
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s. о. antud am plituudijaotus vastab ring iku ju lise le  avale raad iu ­
sega a.
3° On antud fokaaltasandis am plituudijaotus
(2.8)*
mille kõrvalmaksimumid on enam a lla  viidud kui jaotuse (2 .7 ) 
omad. Leida rjo(£).
Rakendades antud w0-le transform atsiooni (2 4 ), saam e rjo(i) 
arvutamiseks järgm ise  valem i
sin О  ??o(f)] =
=  w  Wod, w) -
9 - - w  1/2(a2 — ^ -)3/4 J»/a( w - V a 2 — |2), k u i(g )< a
(2 .9 ,
0 kui (I) >  а
Valem ist (2 .9 ) on näha, et rjo(i) sõltub o>-st, s. t. difraktsioon- 
pildis tehtud lõike w — const. asukohast, m illes am plituudijaotus 
on ette antud.
Kui w =  0, s iis vastav  rjo(Š)w=o=^ (а2 — £2) 3/2> (2. 9i)
kui w =  1, siis vastav  rjo( )^ w=\ =  arcsin  |^ ~ ( a ?  — g2) J 3/2{w-
(2 .92)
jne.
Peale selle on щ ü ld iselt mitmene.
4° Olgu am plituudijaotus ette antud difraktsioonipildi tsen traa l­
ses lõikes w =  0 kujul
Jjip)uQ{ v ) =  2J t - b j -----
v li
kus Ji on г'-ndam at järku  Besseli funktsioon, bi-d on kordajad , m il­
lised määrame tingim ustest
u0(v =  о) =  2n «oo (amplituud fookuses) 
u0(v =  Ui) =  2л ux 
и0(и =  и2) = 2 л  u2 
Leida vastav r)o(Š)w=o- 
Võtame konkreetselt
J ^  =  br ^  +  b2 - ^  +  b3- ' ^  (2. 10)
4 A m plituudijaotus (2 . 8 ) , kui а = 1, on rea liseer itav  ka am plituudfilt- 
riga , m ille läb ilaskvusejao tus С =  1 — — 77- (vt. töö 3. osa, lk. 207).
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ja
u0 (v  =  о) =  2 л  Uoo
u0 (v  =  2 ) = 0  ( 2 . 1 1 )
= 3) = o.
V astavalt tingim ustele (2.11)  kujunevad kordajad avaldises 
(2. 10) järgm isteks:
bx =  106,6335 uoo\ b2 =  — 1133,4870 u00; 63 =  4297,0550 m0o- 
Rakendades nüüd w0-le transform atsiooni (2 .4, ) ,  saam e
о (£) w = 0 Щ (£)w=0
ja
i?o (f)»= o =  [106,6335(1 — f 2)'" — 377,8200(1 — f 2)" ’ +  
+  286,4703(1 — f 2)'* ]-и,», kui — 1 < £ <  +  ! .  (2.12)
Kui võrdlusaluseks võtta üm m arguse ava (raad iusega a = l )
(
J   ^ (X)^  \
1 ^  |, m ille tsentraalse maksi­
mumi poollaius ulatub 0 — 3,8, s iis  punktid v =  2, и =  3 langevad 
tsen traalse maksimumi piirkonda ja  tingim ustest (2. 11) teine ning 
kolmas tähendavad tsen traalse maksimumi kokkusurumist suunas 
w =  0. S e lleks on ta rv is  arvu tada n iisugune äärejoon rjo{Š).w=o, 
mis kulgeks ringjoonega (raad ius a>= 1) p iiratud piirkonna sees. 
V iim ase teostam iseks tuleb va lid a  v a stav a lt u00 ette. r]o{š)w=o käik 
juhul Uqq =  0,0094 on antud joonisel 3 ja  v astav  am plituudijaotus 
joonisel 2.
Võrdluseks arvutam e vastava f i l t r i 5 kasutam isel ümmarguses
5 V astav  filter kujutab  endast kolmekomponendilist filtrit amplituudsete 
läb ilaskvusko rda ja tega  c{ =  0,397; c2 =  — 1,00; c3 =  0,660, mis võim aldab kõr­
v a ld ad a  v a lgu se  ring ide lt v =  2; v =  3.
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avas raad iu sega  1 saadud  am plituudijaotuse u(ft) (või intensiivsuse 
jaotuse I ^ ) .  Selgub, et 22,5, kus №a)(o) tähendab inten­
siivsust fookuses, kui äärejooneks on щ (vt. valem  (2. 12) ja  joo­
nis 3 ).
Saadud tulem uste põhjal võib öelda, et on olemas kahesuguseid 
am plituudijaotusi: 1) am plituudijaotused (näit. jaotused (2 .6 ) ja  
(2 . 7 ) ) ,  m ille le vastavad  ühtlase läb ilaskvusega ava äärejooned ei 
sõltu difraktsioonpild i koordinaadist w, 2) am plituudijaotused
(näit. jaotused (2 .8 ) ja  ( 2 . 10 ) ) ,  m illele vastavad  ühtlase läb i­
laskvusega ava äärejooned sõltuvad difraktsioonpildi koordinaa­
dist w.
Kui etteantud am plituudijaotuse kuju on selline, et täpne Fou- 
rier’ transformatsioon valem is (2 .4)  ei ole praktiliselt teostatav, 
siis võib ikka läbi v iia  lig ikaudse transform atsioon i6.
b) Integraalvõrrandi
+ о
J ^ U ^ o m eiv idi  =  ^ o{VtW) (2. i a )
— а
lahendamine lineariseerim ism eetodil.
6 Т р а н т е р  К- Д ж . Интегральные преобразования в математической 
физике. М., (1956), lk. 156.
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Lisam e võrrandi (2. la )  vasaku le poolele liikm e +  wrj0(£) —
— w r]o(Š) ja  k irju tam e võrrandi ( 2 . 1a )  ku ju l:
+ а + а
j r]o (£) elvŠ d$p J  -Ш W^^Vo d| =  у  ü0 (v, w ) . (2.14)
— а — а
Otsime lahendit щ ku ju l:
qo (£,p) =  F0 (£) +  pFi № +  P2F2 (£) +  P3^  (£) +  (2 15)
kus p on param eeter, m ille hiljem  võtame võrdseks 1 -ga; siis võr­
rand (2.14)  saab  identseks võrrandiga (2 la )  ja  r]o(Š,p) läheb üle 
võrrandi (2 la )  lahendiks щ{£). Ka ettevõetav amplituudijaotus 
u0(v, w, p) peab olema es ita tav  arendusena param eetri p astmete 
jä rg i:
| w 0 ( W )  =  U00(ü,W )  -{ -  pÜQi (v,w) + p 2u02{v,w)
+  p3U03(v,w) - f  , (2 16)
kusjuures u0 (v , w, p) läheb üle etteantud u0(v, o ;)-ks, kui p ^  1.
Asetame arendused (2 15) ja  (2 16) võrrandisse (2 14) ning 
võrreldes ühe ja  sam a p astme kordajaid , saam e võrrandi (2 14) 
asemel järgm ise võrrandite süsteem i:
+ a
J  F0 (š)eivšdš =  u00 (v, w)
— а
+  a +a
— а —а
-\-a -j-a
J  F2(š)ewŠdŠ-{- j  F ,[cos(w  F0) — 1] elv^dl =  u02 (v, w)
— а —а
+  a + a
/
— а
Fs(b)elvšdŠ-{- I [F2\Qos{w-F[) —  \] —  'l^ ^-s\n{W 'FQ^ ewšdŠ=
=  «оз (v,w)
Süsteem  (2 17) on rekurentne lineaarsete integraalvõrrandite 
süsteem funktsioonide Fi(£) m ääram iseks. Nendes integraalvõr- 
randites tuleb w vaadelda param eetrina, kuna ta ei esine in tegraal­
võrrandite tuum as elv$-s, s. t. nende võrrandite lahendamine 
nõuab, et oleks ette antud am plituudijao tus lõikes w =  const. Kui
w =  0, s iis  voib näidata, et süsteemi (2 17) kõikide võrrandite 
(peale esim ese) vasaku tes pooltes teised in tegrand id  saavad  n u lli­
deks.
Peale  selle kui am plituudijaotus on sobivalt ette valitud , tuleb 
anda arendus u0 (v,w,p).  Seda arendust võib võtta lõpm ata m itme­
sel ku ju l, sest se lle  arenduse püstitam iseks on ainult üks tin ­
gimus lim  u0 (v,w,p)  =  uo(ü,w) Nendest u0(v,w,p)  arenduse eri- 
p -> 1
nevatest ku judest pakuvad er ilist huvi need, m is lubavad süstee­
mile (2 17) le ida lahendeid võ im alikult kergesti. E riti o lu line on, et 
süsteemi (2 17) esim ese võrrandi parem pool, s. o. w00 oleks või­
m alikult lihtne. Süsteem i (2 17) võrrandite lahendam ine laseb  
tavalise lt end taandada Fourierv transformatsioonidele, kaasa 
arvatud lig ikaudne transformatsioon.
Näiteid:
1° F o kaaltasand il on am plituudijaotus ette antud kujul
, v . sin w s inü 1Г1.
и „ (о ,ш )=  4 — ------ (2 18)
M äärata vastav  äärejoon rj0(i) süsteem ist (2 17).
Olgu
^ u „ ( v ,w ,p ) = u m(v,w) ]  J
и0г= 0  kui 0 J
Defineerides funktsiooni
. _j  Fo(£) kui — a<C^<\ +  a
0 kui Ш > а
saame süsteem i (2 17) esim esest võrrandist, Fourier’ transfor­
matsiooni kasutades
-f- c/o sin w kui (£) <  1w
0 k u i g ) > l ,
seega
^ o ( l ) = s^ ,  kui - K K  +  1,
s. t. Fo(i) on konstantne £ suhtes.
Nüüd võib leida süsteemi (2 17) teisest võrrandist
k u i  - K K + l ,
ja  kolmandast võrrandist
F2 (,£) == F i F i . cos (oy F0),
siis
i?otf) = F 0 +  Fi +  f 2 +
20$
Teeme kindlaks, kas antud juhul ??o(£) sõltub до-st. Selleks
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•arvutame rjo(£) w =  0 juures ja  »yo(l) näiteks w v äärtu se  w = - ^ ~
juures (ü ld iselt w  väärtuse juures, m is palju  ei erineks väärtusest 
w =  0, et tag ad a  k iirem at koonduvust):
w = 0 ,  rjo(£) =  F0(w =  0) •= 1, Fi (w =  0 ) ; F2{w =  0) =  0,
40(f) =  0,9 +  0,08 +  0,019 + 1,00.
Toodud arvutuste põhjal võib oletada, et äärejoon, m is vastab 
jao tuse le  (2 18), on ristkü lik  (ruut) rj0(£) =  1 n ing ei sõltu lõi­
kest w.
2° A m plituudijaotus on antud ku ju l:
J i(Y  *2 + w2)u0(v, w) =  4 sin w  sm v
w v 2 jv
Esitam e
u0 (v.w,p) 2- sin до s in uw V p  • Jt-
У  v2 _|_ W2 
j^(Y u2-f- w2)
(2 20)
Y  V* -(- w2 
A rvutada süsteem ist (2 17) rj0.
Arvutustulemused on koondatud tabelisse 3. rjo(£)w = ^  aval­
dises on piirdutud nelja esimese liikm ega F0, F b F2t F3 (mis on 
arvutatud süsteem ist (2 17)) .  Võrdluseks on antud tulemused, 
m is on arvutatud meetodil a) /vt. valem id (2 4 ) , (2 5)/.
T a b e l  3
£ =  0 | =  0,25 £ =  0,5 £ =  0,75 £ = 1 ,0
Па
Arvutatud 
süsteem ist 
(2 .1 7 ) 
meetodil b)
2,0000 1,9683 1,8660 1,6615 1,0000 
2,1230 2,0871 1,9711 1,7385 0,9999
Arvutatud 
valem itest 
.(2. 4), (2.5) 
(m eetodil a)
2,2195 2,1744 2,0332 1,7671 1,0000
Tabelist 3 selgub, et erinevates lõigetes w =  const. ettevõe­
tud am plituudijaotustele (2 20) vastavad  erineva ku juga ühtlase 
läb ila skv usega  ava äärejooned rjo(g,w) Erinevused tulemustes, mis
on saadud meetodil b) ja  meetodil a) lõike w =  -y jaoks, vähene­
vad, kui meetodil b) arvutada щ avald ises rohkem liikm eid kui 4.
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Kui ag a  lõ ige w =  const. erineb vähem nu llis t kui -J-, s iis  võib
О
ka г]о avald ises väiksem a liikmete arvuga kui 4 saada paremat 
kokkulangem ist meetodil a) saadud tulem ustega.
3. Mittekonstantse Iäbilaskvusejaotusega ava vastavuse uuri­
mine konstantse läbilaskvusega avale
Ühelt poolt võib am plituudijaotust fokaaltasandil esitada kujul
+ e »72(£)
ul ( v ,w ) =  f  f  el (vš + w • ч) dšdr) . (3 .1)
S iin  on varieeritavak s ava äärejoon [rj\, щ]- 
Teiselt poolt sam a am plituudijaotus
+  a  & 2 ( Š )
ih(v,w)= J  J  C&rftjW + ^ dŠdtj, (3 2)
M f)
kus varieeritavaks on ava läb ilaskvuse jaotusfunktsioon С (£,?]). 
Nõuame, et
u, (v,w) =  u2(v, w) (3 3)
kehtiks ig a  v, w korral.
Arvestades võrdusi (3 1) ja  (3 2) võib võrdust (3 3) es i­
tada kujul
MÖ
С (§, v) eiwri drj =  J -  [eiw ' % (£) — eiw' ^  Ф ] . (3.4)J w' " ' iw
M£)
Saadud võrrand (3 4) on autori arvates aluseks kahesuguste 
■difraktsiooniteooria ülesannete lahendam isele. Need on:
I. Ette on antud kujuga [6i (£) ,  62(£)] ava läb ilaskvusejaotu- 
sega C(£,rj), m äärata vastava konstantse läb ilaskvusega ava ääre­
joone kuju [j?i(£ ), rj2 (£)h- Selle ülesande lahendam ine viib võr­
randis (3 4) oleva in tegraa li arvutam isele ja  siis rj2, rj\ av a ld a­
misele.
II. Eelmise pöõrdülesanne. On teada konstantse läb ilaskvu- 
sejao tusega ava äärejoone kuju [>?i(£), rj2 (1 )]»  leida vastava ava 
[^i(£)> ^2(£)] läb ilaskvuse jaotusfunktsioon С (Š,r)). See ülesanne 
kujutab m atem aatiliselt endast võrrandi (3 4) kui integraalvõr- 
randi lahendam ist C(£,rj) suhtes.
V õrrand iga (3 4) on sam aväärne järgm in e võrrandsüsteem :
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ь а
СЦ, у) cos(w 7j)dt]= — J sin o  f}2 Ü)] — sin|> r\\ (£)]
*" ' ( 3 .5a)
b2 (3.5)
J*  C(H, rj) sin(ay rj)drj =  — ^ jc o s| >  чу2(I) 1 — cos|>
b, ( 3 .5b)
mis on saadud võrrandis (3. 4) reaalosa ja  im aginaarosa eralda­
mise teel.
Kui äärejoon [_7)\, ?)2] osutub süm m eetriliseks £-telje suhtes, siis
7] i =  — r)2 =  — i?o(£) ja  süsteem (3. 5) taandub järgm iseks
b2
f  C(f ,  n) co s (w v)dv =  2 - Sinl'? -^ <Jil (3 .6 a )
»i (3 .6 )
b2
/ C(£, 7)) sin (w 7))d7) =  0 
J  ( 3 .6b)
bi
ja  kui on tegu I liik i ü lesandega, tuleb rjo(š) m äärata  süsteemi 
(3.6)  esim esest võrrandist (3 . 6a ) .
Võib näidata, et tarv ilik  ja  p iisav selleks, et ava äärejoon 
[ ^ i ( l ) ,  t)2(£)] oleks tsentraalsüm m eetriliselt paigutatud alguse suh­
tes, on see, kui ühtlase läb ilaskvusega ava äärejoonele vastav 
C(£, 7)) koos (bh 62)-g a  rahuldab jä rg m is i ting im usi:
C ( - Š t - t ) ) = C ( Š , 7 ) ) f bx =  - b 2 ja  M - D  =  M f ) .  (3- 7)7
S iis  on in teg raa l (3 6b) võrdne nul l i ga ja  võ rrand ist (3 6a) tuleb
7]0(f) v ä lja  tsentraalsüm m eetrilisena.
I l i i k i  ü l e s a n n e t e  n ä i t e i d :
1° Ü m m arguses avas, s. t. — b\ =  b2 =  \/1 — £2 on antud kons­
tantne läb ilaskvusejaotus C(£, tj) =  1. Leida vastav  [t)\ tj2].
Ei ole raske näha, et tingim used (3. 7) on rahuldatud ja  integ­
raa l (3 .6b ) on 0 n ing võrrand ( 3 . 6a )  tsentraalsüm m eetrilise ^o(f) 
m ääram iseks võtab kuju
Y i  —  § a
/
, , 2 • sin (w Y l  — š2) 2 - sin [w ^  (£)]
1 cos(ffi> rj) dr) =  —  —w w
Y
7 Nende ta rv ilike  ja  p iisava te  ting im uste näitam iseks on kasu tatud  võr­
randeid ( 3 . 5 ) ,  võttes ette С (£, ??)) kuju l ^ ( ^ - f  C2 (//) ja  kuju l C1 (| )-C 2(»?)-
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siit
>/0(s£) =  V 1 — I2,
seega  ig a  w korral üks ja  seesam a.
2° Üm margune ava (b2 =  — bi =  V 1 — £2) läb ilaskvusejaotu- 
sega C($,rj) =  1 — £2 — rf, s. t. selle am plituudfiltri võrdse läb i­
laskvusega kohad moodustavad kontsentrilised ringid . Leida vastav
Ui (£) ,  4 2 (Š)].
Kontroll näitab , et nõuded (3. 7) on rahuldatud. Seega otsitav 
lyu Ц2] peab olema tsentraalsüm m eetriline, s. о. r\2 =  — Щ —
— yo(£)- Võrrand (3 . 6a)  у0(£) m ääram iseks kujuneb:
sin [w • j]Q (g)] _  Q J sin Q  • j / 1 — j - ) __Y\ — cos < w  ^ g,
W | W3 W- f
Saadud võrdusest (3. 8) on näha, et ig a le  lõ ikele w =  const. 
vastab  oma rjo(£, w). Seejuures lõ ikele w =  0 vastab  üks äärejoone 
yo(£) kuju, lõikele w ^ O  vastab rohkem kui üks щ (vt. tabel 4 ).
A rvutades v iim ase võrduse (3.8)  p iirväärtuse , kui до-^0, 
saam e lõikele w =  0 v astava  ava äärejoone kujuks
4„(f, to =  0) =  - | ( l  — f2)"' (3 .9 )
See tulem us (3. 8) [k a a sa  arvatud  ( 3 . 9 ) ]  on sam a, m is me 
saim e eespool [va lem  ( 2 . 9 ) ]  etteantud am plituudijaotuse
h Y v 2+  w-) korral. S iit järgneb , et viim ati m ärgitud am plituudi­ta -|- w2
jaotus on realiseeritav  nii am plituudfiltriga, m ille läb ilaskvusejao- 
tus on 1 — £2 — rj2, kui ka ühtlase läb ilaskvusega ava äärejoonega, 
mis on antud võrdusega (3. 8)
T a b e l  4
£ =  0 £ =  0,25 s 0,5 1 =  0,75 £ =  1,0
w — 0 0,6667 0,6047 0,4420 0,019 0,0000
Щ (£. w) 0,6463 0,5826 0,4130 0,1857 0,0000
w =  1 2,4955 2,5590 2,7284 2,9556 7t
6,9295 6,8658 6,6962 6,4689 2 71
Et ig a le  w-\e vastab  oma äärejoon rjo(š, w), s iis arvutam e ш-de
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vahem ikule (— w0, +  w0) v astava  keskm ise äärejoone kuju 
Vo (£> w f Wtt) Se lleks avaldam e võrdusest (3. 8) rjo, s. o.
A naloog ilise lt arendam e ka x3, x5,
siis
are sin x =  a {w -f- ( « i 3 — a3) w3 -}- (a5 — 3öi2 a3 ~f a f )  • w b -f- 
-\- ( —  a 7 - j -  3 d\ a 32 —  5 a i 4 a 3 - f -  # i 7 )  W 7 - j -  ,
kus
T)0 (š, w ) (Wo) =  a x - f  (ö j3 — a3) ^  +  (a5 — 3öi2 a3 - f  a i5) ^  - f
rjo(£, w) are sin -Уз/2( w l / l —
Arendame
• / I  i 1 *3 i 1 3 x5 .aicsin{A:} =  A:-|-T - 3 + y .T -y  +
kus
x  =  2 w • ] / y (1 - J 3/2 (w V  1 — |2)
=  2
=  --- ö3 ДО3 -j- «5 ДО5 ---
n ing
+  (— a 7 +  3öi a 32 — 5 a i4 a 3 +  a !7) (3#iO)
Olgu o»o =  0 ,l , s iis  v astav  keskmine äärejoone kuju 
Vo (£, W)(wo) =  0,66667 (1 — 12)3/2 +  0,00066 (1 — £2)9/2
— 0,00022(1 — gA? ‘ + r
erineb vähe äärejoone kujust, mis vastab tsen traalse le  lõikele w =  0 .
Saadud tulem uste tõttu pakub huvi arvutada järgm ised  am pli- 
tuudijaotused:
a) Olgu ühtlase läb ilaskvusega ava äärejoone kujuks »?o(£) =
=  1(1 — Š2f'2 [vt. valem  (3 . 9 ) ] .  Nõuame, et ta  oleks üks ja  see­
sama ig a  loike w =  const. jaoks, s iis  am plituud
l 2
/ sin [w- -5- (1 — £2)3/2]------------ W----------- ^  >
0
mis laseb end taandada arenduseks Besseli funktsioonide järg i* 
s. 0 .
u'(v,w) =-±]/ ^ { г ( % ) ( | ) ” ' ■■/,(*)-(■§•)* Г(П/2) ^ ( | ) “ 5
Л И  +  ( 4 ) 4 Г ( ,7Л ) ^ ( | Г ‘ - Л ( « ) -  } ( 3 . 1 1 )
b)01gu ühtlase läb ilaskvusega ava äärejoone kujuks ??o(£), mis 
on m ääratud võrdusega (3 . 8 ) ,  s. t. on iga  lõike w — const. korrat 
erinev, siis am plituudijaotus u" m ääratakse valem iga
1
u" {v, w) =  8 j  p M r c  / l - ž 2) _  / 1  — gacos(w / l - s 2)j  givšdg
0
= ‘/8 УЦг(ьк){^ )~2М^-^ГСк)-т^ )~ 3 Л(®) +
+  щ ' 7' ( 7 2) w4 ( | f 4 - Л ( ® ) - -  } ( 3 . 1 2 )
Kuna и" arvutam isel ig a le  lõikele w =  const. vastav  ava kuju- 
funktsioon peab andma sam asuguse am plituudijaotuse selles lõi­
kes kui sellele äärejoonele vastav  am plituudfilter läb ilaskvusega 
С =  1 — £2 — i f  (üm m arguses avas raad iusega a<= 1). s. o. am pli­
tuudijaotuse
/ \ 4 Л (V л - w2)u{v, w) =  -~у/лГ (512 7Г7- - Ц . . ; ,
IV v + w \
\ 2 /
u(v, w) =  u"(v, w ).
siis
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On ilmne, et loike ау =  0 jaoks kehtib u'(v, w =  0 ) — 
=  u" (v, w =  0 ), kuna aga  lõ igete w 0 jaoks on u' — u" nullist 
erinev
c) Olgu ava äärejoone kujuks
t]o(š, w)(m> =  0,6667(1 — i 2)s,2-h [0,0658(1 — 2^)®/, —
— 0,0222(1 — p)*i*]w o2,
m is vastab  kü lla ld ase  täp su sega wq— 10_1 [vt. valem  (3. 10)].
A rvestam e am plituudi arvutam isel, et r)o{Š, w)№°) oleks üks 
j a  seesam a iga  lõike w =  const. jaoks, s iis
l ______
„<»> (V, w ) =  4 f  e‘ ^ d l  =
0
=  u°(v, w ) A u ( v ,  w), (3.13)
-kus iP on lõikele w =  0 vastava äärejoonega m ääratud amplituu­
dijao tus, m is on sam aväärne u'(v, w) (vt. valem  (3. 11)) ;  Au on 
am plituudiparandus, mis arvestab väikesele o>0-le vastava kesk­
m ise äärejoone erinevust sellest äärejoonest, mis vastab lõikele 
w =  0, s. o.
ä u ( v , w ) =  2 {[0,0658 - —
- 0 ,0 2 2 2  r (V 2)(-|-)_ 3 .y 3 ( ® ) ] -
2 >_я (S. 14)
[0,1316 Г(и/2)(^.) -Js (v ) -
-0 ,0 4 4 4  r ( 'V 2) ( | ) - 6  Л (® )]+  J
3° V aatam e jä lle  sedasam a am plituudfiltrit läbilaskvusega 
€  =  1 — i 2 — r f  üm m arguses avas, m ille raad ius on aga nüüd
\/2, s. t. b\ =  — b2 =  — V 2 —£2. S iis  on selle filtri С käik ringis 
raad iu sega a = l  positiivsel poolel, ag a  tsoonis, mis jääb  ring­
joonte a =  1 ja  а =  \/2 vahele, on negatiivse l poolel, s. t. peale 
neeldum ise muudab see filter nimetatud tsoonis faasi vastupidiseks. 
A rvutam e nüüd selle le filtrile antud avas vastava ühtlase läbilask- 
vuse jao tusega ava äärejoone kuju [^ b ^2]-
Tsentraalsüm m eetrilisuse tingim used (3.7)  on täidetud ja  rjo 
tuleb võrrandi ( 3 . 6a) põhjal arvutada võrdusest
sin [w ?7o(£ )]__c\___мл sin lw V 2 ~ -T 4
ja  siit s iis lõikele w =  0 vastav äärejoone kuju avaldub:
Vo (D (^ o )  =  (1 -  Я  V 2 -  i 2 -  з (2 —  Г  Г
mis on keerulisem kui ülesandes 2° kus b\ =  —b2 =  — V 1 — I2- 
Täiesti analoogiliselt saaduga avaldub ka äärejoone kuju ^ o (l) , 
s iis kui antud am plituudfilter asetada avasse b\ =  —b2 =
=  — v/(0,5)2 — £2, mi l le u latuses faasim uutust ei esine. S iit jä r e l­
dub, et j?o (£) kuj u ei saa °Ua eriti seotud faasi m uutusega ava u la ­
tuses, vaid sellega kas am plituudfiltri neeldumine läheb üle ava 
äärele (läbipaistm atule seinale) pidevalt või hüppega.
4° Am plituudfilter iäb ilaskvusko rda jaga C =  1 — £2 — on 
asetatud ristkülikukuju lisse avasse b\ =  —b2 =  — l. Nüüd ei ole 
ava äärejoon para llee ln e am plituudfiltri sam aläb ilaskvusjoon tega .
Et otsitava äärejoone [rji,?^] tsentraalsüm m eetrilisuse t in g i­
mused (3 7) on täidetud, siis rj0(£) m ääram iseks saam e võrrandi
ümmargusse avasse raad iusega  a =  l, s iis  b\ =  —b2 — V I — £2- 
Leida vastav [*71,^2]-
Tsentraalsüm m eetrilisuse tingim used (3 7) on rahuldatud ja
sin [u>-4d(Ž)]
w • Sin W.
Lõikele w =  0 vastav äärejoon kujuneb
rjo(£){w^o)= (1 — I2) — \ (vt. joonis 4 ).
5° Am plituudfilter läb ilaskvusega С =  e rt2, ‘^ + /2) on asetatud
Joon. 4.
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tsentraalsüm m eetriline щ (£) võrrandi (3 6a) põhjal le itakse võr- 
dusest
Et vaadeldav am plituudfilter omab mõtet ka n. õ. lõpmata suu­
res avas (lõpmatuses on läb ilaskvus 0) s iis  arvutam e vastava 
t]o(Š) võrrandist (3 6a) ,  saam e
V iim asest selgub, et ka n. ö. puht am plituudfiltri mõju (ilma 
lõplikus kauguses oleva ääreta) on rea liseeritav  (antud juhul) 
vastavaku ju lise  ava ääreefektina.
6° On antud /2-komponendiline am plituudfilter ümmarguses 
avas raad iu sega 1 (vt. 1. osa) Leida vastav  rj0.
Lähtume «-komponendilise am plituudfiltriga üm m arguses avas 
raad iusega а =  1 tekitatud fokaalsest am plituudijaotusest kujul
Rakendades v iim ase le vordusele Fourier’ transform atsiooni 
saam e arvutam iseks järgm ised eeskirjad :
sin 1 w iy0 (g)]
w
e ~  n2 š 2 | y \  +
Äärejoone ava ld is  lõike w =  0 jaoks kujuneb
W-
2  sin [w ^n(c i]  _  Y ji  '
w n
+  {c2 — c9)-a .
J w
—l
sin [w ?o (g )le ^ l d &
<to I ^
( a i < a 2<  _<Ая_ 1 < а „  =  1).
sin [w ^ (g ) ]  
w
+  (?2---^3) '
sin [ w - Y — §2]
“h cn •
sinw Y  1 - g 3
w
( | Š K « i )
(c r ' sin [w -V a^ -p ]  . , S i n w l ^ l  — ga
v 2 3) w  Г I n ' wW
(|ь&| < 0 2;
sin wY^  — £2 ’ ~w
( Ш < 1 )
Kokkuvõttes võib öelda: 1 ) iga le  am plituudfiltrile teatavakuju- 
lises avas vastab konstantse läb ilaskvusega ava, aga  vastava lt 
teistsuguse äärejoonega rj0(|); 2 ) rj0{£) on seotud difraktsioon- 
pidi param eetriga w ü ld ise lt nii, et d ifraktsioonpild i ig a le  lõikele 
w =  constl. vastab  oma rjo(Š, w)\ 3) w) kuju sõltub o lu liselt
antud am plituudfiltri korral sellest, kas see am plituudfilter on avas, 
mille äärejoon on parallee lne am plituudfiltri sam aläbilaskvusjoon- 
tega või mitte. Sam uti sõltub 170 (£) kuju sellest, kas am plituud­
filtri neeldumine läheb üle ava äärele (läb ipaistm atu le seinale) 
pidevalt või hüppega.
Kui osutub tõestatuks ka eksperim entaalselt kokkuvõtte punk­
tis 1 väidetu, s iis  omab see jä rg m is t p raktilist väärtu st: a) tehni­
liselt raskem ini teostatava am plituudfiltri valm istam ist võib asen­
dada vastavaku ju lise 770 (£) d iafragm a valm istam isega, mis annab 
vähemalt ühes lõikes sam asuguse am plituudijaotuse (vast. inten­
siivsuse jao tuse) kui vastav  am plituudfilter teatavas avas; b) punk­
tis a nimetatud d iafragm asid  võib kasutada eeskätt kahe punkti- 
kujulise objekti parem aks eraldam iseks pildi tsentraalses osas või 
väljaspool seda.
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ДЕЙСТВИЕ АМПИТУДНЫХ ФИЛЬТРОВ И Д И А Ф Р А ГМ  НА 
Д ИФРАКЦИОННУЮ  КАРТИНУ. I
J l .  М. Тувикене
Ре зю м е
Как в теории оптических приборов, так  и в их практическом 
использовании важное место занимает возможность варьиро­
вания дифракционных эффектов. Цель этого варьирования двоя­
кая : 1) ослабить фон в дифракционной картине, снижая побочные 
максимумы, или 2) уменьшить ширину центрального максимума 
и увеличить тем самым разрешающую способность оптического 
прибора.
1. Д ля достижения вышеуказанной цели в первой части на­
стоящей работы вычислены характеристики многокомпонентных 
амплитудных фильтров 1 в случае круглого отверстия. Д ля этого 
формулой (1.1) 2 задано распределение амплитуды u(v)  в фо­
кальной плоскости, и из уравнения (1.2) определяются амплитуд­
ные коэффициенты пропускания компонентов фильтра С\, с2 ,
Си-i как  функции сп. Уравнения (1.2) требуют гашения света в 
дифракционной картине на окружностях, определяемых значе­
ниями v =  V i, v2 , vn-1 Результаты расчета 2-, 3-, 4-компо­
нентных фильтров с равными площадями компонентов собраны в 
таблицах 1 и 2 (стр. 196). В таблицах т (см. формулу (1.5) озна­
чает энергетический коэффициент пропускания всего амплитуд­
ного фильтра по отношению к отверстию с равномерным пропу­
сканием; DrVuV2 (см. формулу (1.4)) означает т. н. относитель­
ный дисперсионный коэффициент; I(v)  =  u(v)-u*(v)  есть распре­
1 Многокомпонентные амплитудные фильтры суть амплитудные фильтры 
с прерывным распределением пропускания, об употреблении которых автор 
до сих пор не нашел данных в литературе. Имеющиеся в литературе (см. 
(1 ), (2 ), (3 ), (4 ), (5 ), (6) , (7 ), (8 ))  методы вычисления амплитудных фильт­
ров относятся к фильтрам с непрерывным распределением пропускания.
2 Формула (1.1) предполагает, что во входной зрачок оптического при­
бора с радиусом а =  1 помещен n -компонентный фильтр с амплитудными 
коэффициентами пропускания С\ Сг сп и радиусами линий раздела ком­
понентов а,\ а2 , . а п =  а — 1 .
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деление интенсивности, если отверстие закрыто амплитудным 
фильтром; Iq(v) = J-^ p  (распределение интенсивности в дифрак­
ционной картине при круглом отверстии с радиусом .а =  1 и с 
равномерным пропусканием). Отметим, что в I0(v) I и II побочные 
максимумы занимают места V/= 5,14, z///=8,42 и половина 
ширины центрального максимума находится в и-промежутке 
между 0—3,8. В таблице 1 даны характеристики фильтров, по­
давляющих I и II побочные м аксим ум ы 3. В таблице 2 даны ха­
рактеристики фильтров, сужающих центральный максимум. Как
видно из приведенных таблиц, D£, 4 уменьшаются с воз­
растанием числа компонент. Таким образом, с помощью четырех­
компонентного фильтра возможно в достаточной мере погасить 
*свет на рассматриваемых зонах 5—9, 2—4. С другой стороны, 
с увеличением числа компонентов обнаруживается переход энер­
гии из центральной зоны на край дифракционного изображения, 
заметный в особенности при применении фильтров, сужающих 
центральный максимум. В результате, чем больше сужается цент- 
/ральный максимум, тем меньше становится интенсивность света 
в фокусе. При этом надо отметить, что фильтры, сужающие цент­
ральный максимум, имеют наряду с только поглощающими ком­
понентами такж е компоненты, изменяющие фазу на п.
2. Во второй части работы формулируется нелинейное инте­
гральное уравнение (2.1а) для вычисления контура отверстия 
г)о(£) (формы диафрагмы) с равномерным пропусканием, если 
задано распределение амплитуды u0(v ,w )  на фокальной плоско­
сти. Д ля решения уравнения (2.1а) найдены два метода а) и б). 
Метод а) сводит решение уравнения непосредственно к преобра­
зованию Фурье (см. формулу (2.4) 4 с последующим определением 
контура уо(£) по формуле (2 .5). Метод б) сводит нелинейные 
уравнения (2.1а) к  решению системы рекуррентных линейных ин­
тегральных уравнений (т. е. к  вычислению функций F0 , F i , 
F2 , .). Чтобы свести данное уравнение (2.1а) к  системе 
(2.17), рассматривается уравнение (2 .14), решение которого 
имеется в виде rjo(£,w,p) (2 .15), где р — параметр; вместо за ­
данного распределения амплитуды рассматривается функция 
Uo(v,w,p) в виде (2.16) При р ^ - 1 уравнение (2.14) совпадает 
с уравнением (2 .1а), а решение т]0(£,р) переходит в решение
г]о(£) уравнения (2.1а) и u0{v ,w ,p )  переходит в заданное рас­
пределение амплитуды u0(v,w)
Среди полученных результатов следует отметить как  имеющие
3 Эти фильтры изготовлены методом испарения в вакуум е . Экспери­
ментальное исследование их будет опубликовано впоследствии.
4 Если вид заданного распределения амплитуды таков, что точное пре­
образование Фурье в формуле (2.4) невозможно, то приближенное преобразо­
вание все-таки возможно, если апроксимировать распределение амплитуды 
в виде ломанной линии.
14* 215 *
/
практическое значение следующее: 1) Контур щ соответствую­
щий распределению амплитуды (2.8) (побочные максимумы ко­
торого подавлены сильнее, чем у распределения (2.7) ) ,  может 
быть найден из формулы (2.9) и зависит очевидно от координаты 
дифракционного изображения w\ 2) распределению амплитуды 
(2 .10), заданному в сечении w =  0 вместе с условиями (2.11) 
сужения центрального максимума соответствует rjo{£)w=o по 
формуле (2.12) 5 (см. рис. 2 и 3) Оба метода приводят к одина­
ковым результатам. См., например, в таблице 3 результаты вы­
числения двум я методами контура, соответствующего распреде­
лению амплитуды в сечении (из системы (2.17) вычислены
первые четыре члена для выражения rj3(£)w=IL) . На основании
8
полученных результатов можно сказать, что заданные распреде- 
ления амплитуды можно разделить на две группы: 1) распреде­
ление амплитуды (см. (2 .6 ), (2.7) и др .), которым соответствуют 
контуры отверстия с равномерным пропусканием, не зависящие 
от координаты w дифракционной картины; 2) распределения 
амплитуды (см. (2 .8), (2.10) и др .), которым соответствуют кон­
туры отверстия с равномерным пропусканием, зависящие от коор­
динаты w дифракционной картины.
3. В третьей части работы исследуется соответствие отверстия 
с фильтром (для заданного контура) отверстию без фильтра (со­
ответственно для другого контура) Здесь под соответствием от­
верстий друг другу подразумевается условие одинаковости их 
дифракционных картин. Д ля выполнения этого исследования вы­
ведено уравнение (3.4) 6, и тождественная ему система уравнений 
(3.5) Уравнение (3.4) (или уравнения (3 .5 )) является основой 
решения задач теории дифракции двух родов в зависимости от 
того, дано ли [fri(£), 62(Ш  вместе с распределением пропуска­
ния С (|, rj) и ищется соответствующая функция формы отвер­
стия [rji (£), щ(£) ] с равномерным пропускания, или наоборот.
В работе показано: необходимое и достаточное условие для 
того, чтобы контур отверстия (£), уг(£) ] был центральносим­
метричен относительно начала, состоит в том, чтобы функция 
C(£,Tj) вместе с [Ь\(£),Ь2(£)], соответствующие контуру с рав­
5 Расчет соответствующего 3-компонентного фильтра для круглого от­
верстия (т. е. учитывая условия (2 .II ))  сж ати я центрального максимума оди­
наково во всех направлениях, дает значение интенсивности в фокусе в —'22 
раза меньше той интенсивности в фокусе, которая получается с помощью от­
верстия с равномерным пропусканием формы Vo{Š)w=o (см - формулы 
(2 .12 )) (если Uoo= 0,0094, то кривая f]o^)W- 0  находится внутри единич­
ного кр уга ).
6 Обозначения в формулах (3 .4), (3 .5 ): С  (g, rj) — распределение про­
пускания отверстия, имеющего форму [61(£), b2(g)]; [»?i(|), — контур 
отверстия с равномерным пропусканием.
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номерным пропусканием, удовлетворяли условиям (3. 7) Цент­
ральносимметричная функция т] 1 =  — у]2 =  — определяется 
тогда из уравнения ( 3 . 6а ) .
Вычисления в пунктах 1°—6° показывают, что 1) каж дому 
амплитудному фильтру в отверстии определенной формы соот­
ветствует отверстие с постоянным пропусканием, но с иным кон­
туром 2) rjo связан с параметром w дифракционного изображе­
ния в общехм случае так, что каждому сечению w =  конст. соот­
ветствует своя 7]0 ( i , w) .  Тогда имеет смысл вычислить средний
контур щ (I, w f Wa), который соответствует интервалу (— w0, +  ^о) 
значений w (см. в задаче 2° на стр. 207 амплитудный фильтр с 
пропусканием С(£, ^) =  1 — |2 — тр помещен в круглом отвер­
стии b2 =  — b\ =  V  1 — £2; соответствующая ^0( l ,  w )(Wo) дана в 
формуле (3 . 10) ;  3) rjo(Š,w) существенно зависит при данном 
амплитудном фильтре от того находится ли амплитудный фильтр 
в таком отверстии, контур которого параллелен линиям одинако­
вого пропускания амплитудного фильтра, или нет. Вид т]0 зависит 
также от того, изменяется ли поглощение амплитудного фильтра 
на краю отверстия (при переходе на непрозрачную стенку) не­
прерывно или скачком.
Если будет экспериментально доказано утверждение 1) пункта, 
то это будет иметь следующее практическое значение: а) техни­
чески трудное изготовление амплитудных фильтров можно зам е­
нить изготовлением диафрагмы соответствующей формы tjo , ко­
торая даст По крайней мере в одном сечении такое ж е распреде­
ление амплитуды (соответ. распределение интенсивности), как  
амплитудный фильтр в данном отверстии; б) указанные в пункте
а) диафрагмы можно использовать прежде всего для лучшего 
разделения двух точечных объектов в центральной части изобра­
жения или вне ее.
Настоящая работа была доложена на научной сессии Тарту­
ского гос. университета 25-го ноября 1956 г.
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ÜBER DIE WIRKUNG DER AM PLITUDENFILTER UND 
DIAFRAGMEN AUF DAS BEUGUNGSBILD.  I
L. Tuvikene
Z u s a m m e n f a s s u n g
Sowohl in der Theorie der optischen Instrumente, a is  auch bei 
der praktischen Anwendung derselben, steht an w ichtiger Stelle 
die M öglichkeit des V ariierens des Beugungseffektes zu zweierlei 
Zwecken:
a) um im Beugungsbild die Nebenmaxima beliebigen Grades 
herunterzudrücken;
b) um das Hauptmaximum bis zur gewünschten Breite zusam- 
menzuziehen und damit das Auflösungsvermögen zu vergrössern.
Zur Erreichung dieser Ziele wurden berechnet:
1) Amplitudenfilter mit 2-, 3-, 4-Komponenten für eine Kreis- 
förm ige Öffnung, die C harakteristiken  der F ilter sind in den Tabel- 
len 1 und 2 gegeben;
2) die Randkurven e in iger Öffnungen mit g le ichm ässiger Ver- 
te ilung der D urchlässigkeit (D iafragm en) aus einer nichtlinearen 
Integralg leichung (2 l a ) .
In beiden Fällen  sind passende Amplitudenverteilungen auf 
der Brennebene vorgenommen.
Es wird nachgewiesen, dass ein vorgegebener Amplitudenfilter 
bei einer Öffnung mit vorgegebener Randkurve mindestens auf 
einer Geraden der Brennebene dieselbe Amplitudenverteilung 
besitzt w ie ein entsprechend gew äh ltes D iafragm a.
Vorgetragen während der w issenschaftlichen Session der Staat- 
lichen U niversität zu Tartu am 25. Nov. 1956.
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О СОДЕРЖАНИИ ВАНАДИЯ В ГОРЮЧИХ СЛАНЦАХ 
ЭСТОНСКОЙ ССР
Ю. JI. Хал дна
Кафедра аналитической химии
Ванадий редко образует крупные самостоятельные месторож­
дения, хотя его содержание в земной коре значительно превы­
шает содержание меди, цинка, свинца и ряда других элементов, 
скопления которых в промышленных концентрациях широко рас­
пространены в природе. Отсутствие самостоятельных месторож­
дений является следствием резко выраженной тенденции к рас­
сеянию, в результате чего ванадий чаще встречается в качестве 
примеси в различных минералах и горных породах, в том числе 
и в породах осадочного происхождения. Работами многих иссле­
дователей установлены основные геохимические особенности 
скопления ванадия в осадочных породах [1] :
а) При выветривании изверженных пород большая часть в а ­
надия остается связанной с мелкодисперсными продуктами вы­
ветривания. По Иосту, эта связь носит адсорбционный харак­
тер [1J и является достаточно прочной в условиях гумидного 
климата.
Некоторое повышение содержания ванадия в продуктах вы­
ветривания констатируется и в аридных условиях. Повидимому, 
этот процесс идет параллельно с разложением алюмосиликатов; 
образовавшиеся латериты обогащены ванадием;
б) другой путь накопления ванадия в осадочных породах свя­
зан с осаждением ванадия из содержащих его разведенных рас­
творов. Такие растворы могут образоваться при выветривании 
изверженных пород и от воздействия грунтовых вод на латериты. 
Осаждение ванадия из растворов базируется, с одной стороны, 
на малой растворимости сульфида ванадия и, с другой стороны, 
на способности ванадия довольно легко менять свою валентность 
под действием восстановителей или окислителей. Высокие кон­
центрации ванадия отмечаются только там, где ванадий осаж­
дался из растворов. По-видимому, таким путем в восстановитель­
ной среде ванадий накопился и в некоторых органических отло­
жениях (в битумах, асфальтитах, нефти и возможно — иногда 
в горючих сланцах).
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В литературе имеются указания на скопление ванадия в го­
рючих сланцах Швеции, Шотландии и Средней Азии [1, 2]. 
В связи с этим на кафедре аналитической химии Тартуского го­
сударственного университета была проведена работа по изучению 
распространения ванадия в горючих сланцах Эстонской ССР. 
Изучались следующие вопросы:
1. Распределение ванадия по стратиграфическим горизонтам 
отдельных месторождений.
2. Распределение ванадия между основными компонентами 
в составе горючих сланцев республики.
3. Возможность накопления ванадия в продуктах перера­
ботки горючих сланцев.
Количественное определение ванадия производилось по мето­
дике акад. А. П. Виноградова [3 ], дополненной рядом авторов 
[4, 5 ,6 ] . Примененная методика количественного определения 
ванадия основывается на образовании желтого фосфорноволь- 
фрамованадиевого комплекса. Колориметрирование производи­
лось на фотоэлектрическом колориметре ФЭК-3 с синим свето­
фильтром. Предельная чувствительность метода была примерно
1 10-3 %V, относительная ошибка до + 5 0 %  (см. такж е [5] ) .
Пробы горючих сланцев были любезно предоставлены нам 
кафедрой органической химии Таллинского Политехнического 
Института. Анализируемый материал взят из шахт Убья и Кютте- 
Йыуд [7 ].
Перед анализом пробы подвергались озолению на воздухе при 
температуре 700 -ь- 800° С. 0,9 г полученной золы сплавлялось 
в платиновом тигле с 4,7 г Na2C 0 3. Сплав выщелачивался 50 мл 
горячей воды и нерастворившийся осадок отделялся от раствора 
фильтрованием. Бумажный фильтр предварительно подвергался 
пятикратной промывке горячим 10%-м раствором Na2C 0 3 для 
удаления растворяющихся органических красящих веществ [5]. 
Ванадий определялся в фильтрате указанным выше колориметри­
ческим методом [4 ].
Результаты анализов показывают, что содержание ванадия в 
горючих сланцах Эстонской ССР несколько ниже среднего содер­
жания его в земной коре (кларк ванадия 0,02); в распределении 
по стратиграфическим горизонтам существенного обогащения 
среди анализированных слоев не обнаружено.
Горючие сланцы Эстонской ССР состоят из трех основных 
компонентов: из органической части (кероген), из карбонатной 
части и из силикатной (терригенной) части. Д ля выяснения во­
проса о том, с каким из этих компонентов связан ванадий, из­
ученные пробы сланцев были подвергнуты разделению на сла­
гающие их компоненты по следующей методике: проба была из­
мельчена на куски диаметром около 5 мм и выдержана 24 часа 
под слоем этилового эфира. После отгонки эфира кероген был 
отделен в распределительной воронке с помощью 20%-ого рас­
твора CdS0 4  (d =  1.22) Осадок, состоящий из карбонатной и тер-
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ригенной части, обрабатывался 10%-м раствором НС1. При этом 
карбонатная часть растворялась. В полученных разделенных 
таким образом компонентах ванадий определялся вышеупомяну­
тым колориметрическим методом.
Т а б л и ц а  № 1 .
Стратиграфический горизонт 10 3 % V на воздушносухой сланец
Ш а х т а  К ю т т е - Й ы у д
А 2,5
ВА' 3,3
В 2,2
С 2,2
DC 2,5
D 3,2
ED 2,3
G 1,8
Н 3,6
битуминозная прослойка 9 см
выше слоя Н 2,1
Ш а х т а  У б ь я
D 3,2
ED 1,9
Е 1,7
FE 1,6
V 2,5
GF 1,7
Т а б л и ц а  № 2.
Название объекта 
анализа
Содержание 
ванадия в дан­
ном компоненте 
10~3% V
Содержание 
данного компо­
нента в горю­
чем сланце
%
Количество V, свя­
занное е данным 
компонентом в мг 
на 100 г воздушно­
сухого горючего 
сланца
Горючий сланец из соля А (ш ахта Кивиыли)
1. Зола при сжигании 6.0 60,0 3.6
2. Кероген 1.6 24.5 0.4
3. Карбонатная часть — 35.2 —
4. Терригенная часть 7.5 40.3 3.0
Горючий сланец из соля D (шахта Кивиыли)
1 . Зола при сжигании 4.4 59.0 2.6
2. Кероген 1.3 23.2 0.3
3. Карбонатная часть — 40,5 —
4. Терригенная часть 6.9 36,3 2.5
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Из приведенных в таблице № 2 данных видно, что ванадии в 
горючих сланцах Эстонской ССР в основном связан с терриген- 
ной частью.
Присутствие ванадия в керогене сомнительно, хотя анализы 
и показали содержание его в нем порядка 1,5 10' -з% (10 ч - :  20% 
от всего количества ванадия, содержащегося в горючих сланцах). 
.Данный способ разделения на компоненты не позволяет получить 
кероген в достаточно чистом виде; обогащенная органикой фрак­
ция содержала иногда до 25% минеральных веществ (золы), чем 
вероятно и обусловлено установленное нами содержание ванадия 
в керогене. В карбонатной части сланца обнаружены только 
следы ванадия (до 10~4 %V)
Сравнивая содержание ванадия в терригенной составляющей 
горючих сланцев со средним содержанием его в глинах и в гли­
нистых сланцах [1] ,  необходимо отметить близость численных 
значений в том и в другом случае. Это дает основание сделать 
вывод, что: а) практически весь ванадий, содержащийся в горю­
чих сланцах Эстонской ССР содержится в терригенной состав­
ляющей, состоящей из различных продуктов выветривания из­
верженных пород; б) в условиях образования горючих сланцев 
Эстонской ССР осаждение ванадия из растворов не играло суще­
ственной роли.
Возможность накопления ванадия в продуктах переработки 
горючих сланцев была проверена рядом анализов, проведенных 
•спектральным методом с помощью спектрографа ИСП-22. При 
этом получены следующие результаты:
Т а б л и ц а  № 3.
1 . Зола смолы из барилет (газовый завод в Кохтла-
Ярве) — до5 -10 - 3 ^  V
2. Зола тяжелой фракции смолы (ген. цех № 5 в
Кохтла-Ярве) — следы V
3. Сажа при сжигании горючих сланцев или смолы — не обнаружено V
(иногда следы - V)
4. Летучая зола из ТЭЦ-2 в Кохтла-Ярве — следы V
Ограниченное число проведенных анализов и характер взятия 
проб, не расчитанных специально для геохимических исследова­
ний по ванадию, не позволяют охарактеризовать всей толщи оса­
дочных образований республики. По отношению к сланцевой 
толще двух обследованных месторождений могут быть сделаны 
следующие предварительные выводы:
1. В изученных пробах горючего сланца Эстонской ССР со­
держание ванадия оказалось низким — до 0.005%V на воздушно­
сухую пробу.
2. В обоих исследованных месторождениях ванадий распре­
деляется более или менее равномерно по всем изученным страти­
графическим горизонтам.
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3. В горючих сланцах Эстонской ССР ванадий связан пре­
имущественно с терригенным компонентом, где его содержание 
близко к среднему в глинах и прочих продуктах выветривания 
изверженных пород.
4. При скоплении органической массы и. последующем фор­
мировании горючих сланцев Эстонской ССР существенного осаж ­
дения ванадия из растворов очевидно не происходило, поскольку 
достаточно глубокое разложение являющейся носителем ванадия 
терригенной части не имело места.
5. При сжигании или коксовании горючих сланцев большая 
часть ванадия удерживается в золе или в коксе. В других продук­
тах переработки существенного накопления ванадия не обна­
ружено.
За любезное предоставление проб горючих сланцев автор вы­
ражает благодарность заведующему кафедрой органической хи­
мии Таллинского Политехнического Института тов. X. Р а у д  
с е п п у; за оказанную помощь при выполнении анализов — глу­
бокую благодарность работникам кафедры аналитической химии 
Тартуского государственного университета Тов. Эвальду П е д  а к, 
А. К и й с л е р  и Т. П ы л ь д е р .
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VANAADIUMI LEVIKUST EESTI NSV PÕLEVKIVIS
Ü. Haldna
R e s ü m e e
P aljud  kivimid,  sea lh u lgas  ka settekivim id, s i sa ldavad vä ikes­
tes hulkades vanaadium i. Vanaadium i geokeem ias on tuntud kaks 
teineteisest erinevat teed selle elemendi kogunem iseks settekivi­
mitesse. Esimene neist seisneb selles, et vanaadium  kantakse sette­
kivim isse terrigeense m aterja liga , mis on tekkinud väikesi vanaa- 
diumihulki s isa ldavate tardkivim ite porsumisel. Teiseks teeks, 
mil le kaudu vanaadium  satub settekivim itesse, on selle elemendi 
väljasadestum ine tema lah jadest lahustest.
K irjanduse andmetel leidub vanaadiumi  Rootsi, Soti ja  Kesk- 
A asia põlevkivides. Käesolevas töös on esitatud m õningaid and­
meid vanaadium i leidumise kohta Eesti NSV põlevkivis. V anaa­
diumi kvan titatiivseks m ääram iseks kasu ta ti kolorim eetrilist 
meetodit, mil le alused on antud А. P. V inogradovi poolt. Nimeta­
tud meetod põhineb kollase fosfor-volfram-vanaadiumkompleksi 
tekkim isel. Analüüsides kasutati põlevkivi proove Kohtla-Järve ja  
Ubja kaevandustest. Vanaadium i m ääram isel üksikutes strati- 
g raafilistes  kihtides selgus, et vanaadium i hulk analüüsitud proo­
vides oli (1,6—f-3,6) 10-1% V arvestatu lt õhukuivale põlevkivile.
Töö teises osas l agundat i  põlevkivi etüüleetri ja  10% --lise HC1 
abil oma põhikoostisosadeks (kerogeen, terrigeenne ja  karbonaatne 
o sa). Edasi selgus, et p raktiliselt kogu põlevkivis leiduv vanaa­
dium on seotud terrigeense komponendiga, mis lubab oletada, et 
põlevkivi tekkeprotsessi k ä igu s ei ole toimunud m ärgatavat 
vanaadiumi  sadenem ist lahustest.
Töös on jä lg itu d  vanaadium i saatust põlevkivi utm isel ja  põle­
tam isel. Saadud andmetest järe ld ati, et põlevkivi utm isel ja  põle­
tam isel suurem osa vanaadiumi  jääb  põlevkivi koksi või tuha 
sisse.
Teostatud analüüside väikese arvu tõttu ei saa käesolevas töös 
saavutatud tulem uste alusel teha lõplikke järe ldusi kogu Eesti NSV 
põlevkivivarude ulatuses.
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ÜBER DIE VERBREITUNG DES VANADIUM 
IM ÖLSCHIEFE R DER E S S R
U. Haldna
Z u s a m m e n f a s s u n g
Das vorliegende Schreiben enthält ein ige A nalysenergebnisse 
iiber das Vanadiumvorkommen in estländischen Ölschiefer. Der 
Vanadium gehalt wurde durch die verbesserte kolorimetrische M et­
hode von А. P Vinogradov erm ittelt. Die analysierten  Proben 
entstammen den Schachten K ohtla-Järve und Ubja. Die Bestimm- 
ungen des Vanadium s in einzelnen stratigraphišchen Schichten 
ergaben einen Vanadium gehalti von etwa (l,6-=-3,6) 10~3% V, 
gerechnet auf die lufttrockene Probe. Es wurde festgeste llt, daB 
Vanadium hauptsächlich mit dem terrigenen Bestandteil der 
Ölschiefer verbunden ist. D araus ersieht man leicht, dafi fast die 
ganze in Ölschiefer vorhandene Vanadium m enge bei der Verbren- 
nung oder Verkohlung der Ölschiefer mit den m ineralischen Rück- 
ständen verbunden bleibt.
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