Browsing activities are an important source of information to build profiles of the user interests and personalize the humancomputer interaction during information seeking tasks. Visited pages are easily collectible, e.g., from browsers' histories and toolbars, or desktop search tools, and they often contain documents related to the current user needs. Nevertheless, menus, advertisements or pages that cover multiple topics affect negatively the advantages of an implicit feedback technique that exploits these data to build and keep updated user profiles. This work describes a technique to collect text relevant to the current needs from sequences of pages visited by the user. The evaluation shows how it outperforms other techniques that consider the whole page contents. We also introduce an improvement based on machine learning techniques that is currently under evaluation.
INTRODUCTION
Internet users have the opportunity to access digital libraries or other large collections of hypertext information such as the Web. Traditional Information Retrieval (IR) systems allow users to quickly sift through the documents by means of given keywords. Nevertheless, users need time to realize that their knowledge is not sufficient for their tasks, to formalize clear queries to submit to search tools and to access particular documents. The time spent for these activities is sometimes longer than the time to find out and comprehend the concepts related to their current needs. Moreover, many users are not able to accurately formulate their needs into valid search expressions. Sometimes information needs are vague or users are not familiar with the retrieval process or the system's interface. Relevance feedback (RF) techniques have been introduced to allow users to explicitly suggest what information is relevant and help the systems to build a better representation of their needs. Nevertheless, RF requires additional time during the seeking process. The burden on the users is still high and the benefits are not always clear compared with other approaches [11] . Implicit Feedback techniques [7] passively monitor the user behavior gathering usage data to build a profile of the user needs (see Fig.1 ). Users do not have to explicitly indicate which documents are relevant. Typical sources of usage data are: viewed or edited documents, query histories, emails, purchased items, annotations, etc.. Browsing/query histories in particular have been considered in some personalized search systems, e.g., [10, 11] . Search engines' toolbars and desktop search tools can easily access that information, which has proven to be very useful to disambiguate query terms and personalize the search results. In spite of this, implicit feedback suffers from important drawbacks. Many Web pages contain various information that is not related to the topic they are concerned, e.g., navigation menu, advertisements, contact information, copyrights. Furthermore, some Web pages cover multiple topics that are not necessarily related one another. Analyzing the semantic content structure of Web pages to identify the real content related to the user needs can undoubtedly improve the performance of personalized systems.
In this paper, we introduce an algorithm that, given single a browsing session extracts the textual content from Web pages and processes it in order to find information related to the user's current needs. This information can be exploited by user modeling systems in order to improve the internal representation of the users' interests, knowledge Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. and goals. An evaluation of the algorithm is to be found in Sect.5. Section 4 introduces an improvement of the proposed algorithm considering machine learning techniques.
RELATED WORKS
As far as our knowledge, the problem of filtering Web page content to draw relevant information for user modeling is still to be addressed. Some Information Extraction prototypes analyze the structure of sets of pages downloaded from a given Web site in order to find repeated patterns and retrieve data to store in data bases [8] . VIPS performs visual analysis of Web page structures in order to improve query expansion [2] . Other techniques focus to page segmentation to filter out advertisements or adapt content to mobile devices, e.g., [1] .
EXPLOITING BROWSING HISTORIES
The approach to analyze browsing sessions is based on the notion of Information scent developed in the context of Information foraging theory [9] , which has been already used in different domains [4] . It analyzes text snippets associated to links, i.e., proximal cues, which users use to decide whether to access the distal content, that is, the page at the other end of the link. Formally, the Information scent is the imperfect, subjective perception of the value or cost of the information sources obtained from proximal cues. We assume that if users select a particular link, they are expressing a particular interest that corresponds with their perception of the information source pointed by the link. Because this perception depends on the link's anchor, this text can be considered related to the current user needs, which are governing the browsing activity. Collecting this information during a browsing session might be valuable for adapting the user profile in a personalized search or recommending system. Nevertheless, anchor text is usually vague and imprecise to recognize user needs, especially if it consists only of a few words or even worse these words are for surfing support, e.g., "full story", "page 2", "link" (see also the IBM Web site analysis of the most frequent terms in anchor text, and titles [5] ). Large IR search systems, such as Google, are able to collect several anchors from incoming links sifting through a corpus of billions of pages. Browsing sessions most of the times do not provide this breadth.
For these reasons the proposed algorithm does not ignore anchor text but this information is extended with further text that can be retrieved from the current browsing sessions, such as the current page and the page pointed by the link that the user has selected. The outcome of this expanding process can be exploited to build user profiles. The basic steps are summarized as follow:
A T ← anchor text of the selected link T T ← title of the page pointed by the link C T ← context of the selected link {where context is the text in the link's html element}
{where text returns the text contained in a DOM node, and the function s(S1,S2) draws the textual similarity between the two strings S1 and S2}
At the beginning, we collect the available text most likely related to the main topic of the page pointed by the selected link, i.e., the anchor text of the link, the title of the pointed page and the context of the selected link in the current page. For this latter information, we analyze the DOM view of the HTML page, i.e., the tree structure of HTML elements. Web pages are usually structured in logic parts, such as menu, advertising, copyrights, etc., defined by a physical organization of the HTML tags, most of the times based on <TABLE> and <P> tags. This organization is useful to recognize text related to the link, that is, its context. For instance, Fig.2 shows how the content of the paragraph that contains a link is very helpful to summarize the content of the pointed page (i.e., copyright violation). If we have a look at the physical organization of the page, we discover how these paragraphs are enclosed in <P>...</P> tags. Generalizing the procedure and considering further tags, such as HR, UL, OL, LI, we are able to split pages in units whose boundaries are arranged by HTML tags, and the text of the deepest unit that contains the link is set as its context.
Once the context of the link has been drawn, we perform a search through the content of the current page to find correlated information. The search covers the set L of all the where the weighting scheme is based on the term frequency measure. An evaluation of the proposed technique is presented in Sect.5.
ENHANCE THE PROPOSED ALGORITHM
We are currently working on an improvement of the proposed algorithm that takes into consideration learning techniques to exploit previous outcomes in order to improve the accuracy of the output. Many Web sites are based on layout templates that organize the Web page content. In many cases, such as News Web sites, most of the pages are based on a few templates. As stated by Cai et al. [2] , a link from page p 1 to page p 2 frequently suggests that there might be some relationship between some certain part of p 1 and some part of p 2 . If we are able to identify and measure this relationship, further content related to the choice of a particular link can be collected analyzing the pointed pages.
In order to group pages with the same or similar DOM representation, i.e., sharing the same template, we define a similarity measure based on the number of differences between the two DOM trees drawn by the Chawathe's algorithm [3] . The measure corresponds to the number of edit operations, i.e., insertions, deletions and updates, to transform one tree and make it identical to a second. When the number of operations does not exceed a given threshold, the two pages share the same layout template. By means of a cluster analysis, we are able to sort different browsed pages by their templates. For each cluster we build a centroid tree merging all the DOM trees. If a browsed page is similar to a given centroid, it is included in the cluster and the related centroid is updated. Otherwise, a new cluster is created. To improve the similarity measure of two pages, we take also into consideration the frequency of html tags. The more frequent they are, the more important they weight when the similarity measure is drawn.
We extended the previous algorithm considering similarities between two blocks (i.e., a part of the Web page delimited by HTML tags used to make the layout) contained in two different pages. When the user visits one page, we collect the textual description as described in the previous section. Afterwards we compare this description with the content of the page pointed by the selected link (by means of the same similarity measure and algorithm previously defined). If we find a block j with similar content, we record the tuple <c(p i ), c(p j ), id i , id j >, where p i and p j are two contiguous pages in the browsing session. Given a page p, the function c(p) returns its cluster. id i is the id of the block that contains the selected link, and id j is the block of the pointed page j that contains text related to the textual description of the user needs. Considering page clusters allows us to generalize the relationship of similarity between two blocks to any pair of pages that share the template of p i and p j respectively.
The occurrence n of one tuple is a measure of the relatedness of two blocks, but it is to be seen also as a measure of reliability of the textual comparison between two blocks. If we have found a content similarity between two blocks id 1 and id 2 several times, that is, we have a high number of occurrences of <c(p i ), c(p j ), id i , id j >, we can assign a higher level of importance to the textual comparison and therefore to the text collected from the pointed page. For instance, given two pages p i and p j , two different blocks id 1 and id 2 , and the related texts S1 and S2, the new similarity measure between them is:
where n is the occurrences of <c(p i ), c(p j ), id i , id j > normalized by N, that is, the times we compared the two blocks id i and id j considering also the cases we have not found any textual similarity. The obtained result correspond to the weight we assign to the text S2 that is included as output of the algorithm. While the approach described in Sect.3 is suitable for any sequence of pages, in order to estimate n for the proposed learning technique, the user has to browse several sequences of pages p i →p j characterized by sharing the same pairs of templates <c(p i ), c(p j )>.
EVALUATION
The evaluation of the algorithm described in Sect.3 is based on sequences of browser's histories collected from different users. We removed not interesting Web sites, e.g., Web mail services or Intranet hosts, and sequences related to casual behaviors. Finally, we assigned a brief textual description of the information needs for each subsequence. Afterwards, a person outside of our research group chose a subset of the extracted sequences. After a preliminary evaluation, we set the similarity threshold to 0.65, the only parameter of the algorithm. Given a browsing subsequence of pages, our goal is to analyze the affinity between the output of the proposed algorithm and the textual description related to the user needs. The comparison is based on the cosine rule between the output of the algorithm and the user needs. As benchmark, the whole content of the pages in the subsequence has been considered and compared with the user needs. This approach is usually employed by traditional user models to extract usage data from browsing activities. Figure 3 shows the results of the evaluation for 14 subsessions composed of two pages and 33 subsessions of three pages. The proposed algorithm outperforms the traditional approach in most of the cases. In other words, the proposed algorithm is able to filter out information that is not related to the needs that guide the user during the browsing activity. The average affinity for all the subsessions is summarized in Fig.4 .
CONCLUSIONS
The proposed implicit feedback technique extracts information related to the current user needs. The better performance compared to traditional approaches which consider the whole content of pages suggests how user models can take advantage of this technique improving their performance. We provide an evaluation of the proposed algorithm without the learning technique described in Sect.4.
We are currently analyzing longer browsing sessions, characterized by having many pages from the same Web sites. In this way, it is possible to collect enough information to represent clusters of Web pages with similar templates and provide measures of relatedness between html blocks. Moreover, we will include in the evaluation different approaches to extract information from Web pages, e.g., advertisement removal techniques.
