The 1998 annual cycle and 1991-98 summer simulations of Greenland ice sheet surface climate are made with the 0.5Њ-horizontal resolution HIRHAM regional climate model of the Arctic. The model output is compared with meteorological and energy balance observations from 15 Greenland Climate Network automatic weather stations. The model reproduces the monthly average surface climate parameters, to a large extent within model and observational uncertainty. However, certain systematic model biases were identified, caused in particular by inaccurate GTOPO30 elevation data over Greenland, 180 m lower on average, with errors as large as Ϫ840 m over 50-km grid cells. The resulting warm biases enhance a negative albedo bias, which in turn leads to positive net shortwave radiation biases. Surface sensible and latent heat fluxes are overestimated, apparently due to model warm bias and 100% greater than observed wind speeds. Interannual variability in temperature and albedo are smaller in the model than in the observations, while the opposite is evident for incoming shortwave radiation and wind speed. Annual maps and total mass fluxes of precipitation and evaporation are compared with results from other studies. Based on the results of a multiparameter comparison, solid recommendations for improved regional models of ice sheet climate are made.
Introduction

a. General motivation
Regional models have the potential to be used as smart interpolators, yielding useful data for a wide range of times and locations not supported by in situ observations. This is particularly the case for the polar regions, where observation sites are fewer. As regional climate model precision and accuracy are enhanced, they become valuable tools for glaciological research. A prime application in glaciology is to investigate continental ice sheet mass balance changes. Determining ice sheet climate is important because major changes in ice sheet dimensions affect climate and sea level throughout the world. Global climate models have been used to estimate parameters or changes in Greenland ice sheet mass balance (Ohmura et al. 1996; Thompson and Pollard 1997; Ohmura et al. 1999 ). However, confidence can be taken in the results of climate change experiments only if the model produces a good simulation of the present climate (Walsh et al. 2002) . The horizontal resolution of the global models is still relatively coarse, therefore the technique of nested limitedarea (or regional) climate models (RCMs) is a promising way to provide finer-scale climate information. Additionally, the RCMs give insights into the atmospheric processes that are responsible for the distribution and variability of the regional climate.
Evaluation of regional models is on the one hand a prerequisite before they can be used for the proposed glaciological application, but on the other hand it is important because it should yield recommendations for model development. The application and validation of a RCM over the Greenland ice sheet, with its homogeneous surface and extreme meteorological conditions, is a very good ''laboratory'' for testing the model parameterizations.
Much recent work has gone into the validation of RCM simulations over the Greenland ice sheet (Bromwich et al. 2001a; Klein et al. 2001; Cassano et al. 2001) and of observational data analyses (Hanna and Valdes 2001) . Their results indicate the importance of accurate representation of momentum exchange in the surface boundary, surface albedo, cloud-radiation interactions, and model topography. Elevation errors have been linked with inaccuracies in precipitation fields over Greenland (Bromwich et al. 2001b ). The RCM used in this study is called HIRHAM and is state of the art, well validated, and widely used for various climate applications (Dethloff et al. 1996; Christensen et al. 1998; Haugen et al. 1999; van Lipzig et al. 1999; Christensen and Kuhry 2000; Pan et al. 2000; Rinke et al. 2000) . The acronym HIRHAM comes from the combination of HIRLAM and ECHAM4, indicating that HIRHAM was built from the dynamics of HIRLAM (High Resolution Limited Area Model), used in Scandinavian countries for weather forecasts and from the physical parameterizations of ECHAM4, the global circulation model from the Max Planck Institute for Meteorology in Hamburg which has its roots in the European Centre for MediumRange Weather Forecasts (ECMWF) model.
Our aim during the comparison of HIRHAM-simulated Greenland surface climate with data collected by a network of automatic weather stations is to answer a basic question that may offer insight into model performance. The primary questions is: Is there a consistent model bias over the annual cycle and/or interannually? Physically meaningful reasons for model biases are discussed and, if possible, model development recommendations are made.
b. The Greenland ice sheet
The Greenland ice sheet is by far the largest orographic feature in the Arctic and is huge compared with other glaciers in the world, except Antarctica. Greenland is 82% covered by a single ice sheet, 1.736 ϫ 10 6 km 2 in area. The ice sheet assumes the form of a dome rising to an elevation of 3255 m (Bamber et al. 2001 ; Fig. 1 ). Greenland is situated in the path of atmospheric planetary wave circulation and due to its high elevation greatly influences Northern Hemisphere atmospheric circulation (Barry and Kiladis 1982) . A global circulation model sensitivity study in which the Greenland orography is doubled, halved, and removed, indicates the importance of the Greenland orography in anchoring planetary circulation (Kristjánsson and McInnes 1999) , particularly the location of the Icelandic low, the North Atlantic's dominant storm center. Recent results indicate that Greenland's contribution to sea level change was substantially greater than Antarctica during the last climatic optimum, about 125 kyr before present (Cuffey and Marshall 2000) . The current contribution of Greenland ice sheet mass balance to sea level change is unknown, but is expected to be on the order of the current observed sea level change (Reeh 1999) . Understanding the influence of the Greenland ice sheet on hemispheric-scale climate is pivotal in the context of abrupt climate change, potentially influenced by anthropogenic forcing. Thus, the accurate representation of Greenland in climate simulations is of crucial importance in climatology.
Data and simulations
a. Observational data
The primary observational dataset used in this study is collected by a network of automatic weather stations (AWS) distributed widely over the surface of the Greenland ice sheet (Fig. 1) . As of June 2000, this Greenland Climate Network (GC-Net) consisted of 20 AWSs (Steffen et al. 1996; Steffen and Box 2001) . See these references for station coordinates. Beginning in 1995, one to five AWS were installed during successive annual expeditions, while older sites were maintained. Data from the 15 GC-Net sites shown in Fig. 1 (Ohmura et al. 1991 (Ohmura et al. , 1992 and maintained by K. Steffen (2001, personal Statistical procedures are applied to the hourly GCNet time series in effort to remove occasional spurious data values . The data that are rejected by these filters represent less than 5% of the total data volume. Quality control is refined by iterations consisting of human inspection followed by a set of algorithms tuned until all obviously spurious data are removed. Missing data are interpolated linearly if within a prescribed autocorrelation threshold. Monthly and annual means are analyzed, not hourly data. Thus, the effect of occasional persistent spurious data values is greatly minimized.
Seven measured parameters are compared with the HIRHAM model output. These are temperature; wind speed and direction; incoming and reflected solar irradiance; net radiation flux over visible and infrared wavelengths; and station barometric pressure (Table 1) . Parameters derived from the direct measurements are 2-m air temperature, albedo, net infrared flux, and turbulent fluxes. Further description of observational data is given in the following.
1) TWO-METER AIR TEMPERATURE
Temperature at a constant height of 2 m is calculated using the observed monthly mean temperature at two levels, instrument heights, and linear interpolation. Instrument heights are calculated using the initial instrument height upon installation and subsequent surface height change measured by acoustic height sensors. Instrument height error has been checked during site revisits to be within 5 cm. The median heights of GCNet temperature sensors were 1.4 and 2.6 m, respectively. Absolute uncertainty of monthly mean 2-m temperature is within 1 K.
2) TEN-METER WIND SPEED AND DIRECTION
A logarithmic wind profile is fit through the observations to estimate 10-m wind speeds for comparison with HIRHAM 10-m winds. In cases when data from only one measurement level are available, a logarithmic profile is assumed with a roughness length value of 0.5 mm. No stability correction is applied to the 10-m wind data, as stability effects should be implicit in the wind speed profile measurements. The uncertainty in the AWS wind speed and wind direction observations are approximately 0.1 m s Ϫ1 and 10Њ, respectively. Wind direction data are expressed in degrees from the north. Thus, 90Њ represents an easterly wind.
3) SHORTWAVE RADIATION DATA
The GC-Net sites employ a LI-COR 200SZ photoelectric diode to measure incoming and reflected solar radiation in the 400-1100-nm wavelength range. The peak response of this pyranometer occurs at 950 nm. LI-COR reflected shortwave (SW) radiation measurements over snow exhibit a positive bias of about 4%. This positive bias in GC-Net reflected shortwave is corrected in this study by applying an offset of Ϫ4% to reflected radiation data based on clear-sky calibrations with Eppley Precision Spectral Pyranometer observations at Swiss Camp. At some sites in 1998 (Tunu-N, NGRIP, NASA-E, and Humboldt), springtime frost on shortwave sensors leads to spuriously low incoming shortwave values. March 1998 monthly means are omitted from these sites. Additionally, April 1998 data are removed for NASA-E. Shortwave radiation data uncertainty generally increases with increasing zenith angle. Instrument level has also been observed to drift. Combining these uncertainties, the absolute shortwave radiation observation uncertainty is within 10% for monthly means.
GC-Net net radiation observations are made by the Radiation and Energy Balance Systems (REBS) Q*7 instrument. REBS measurements on GC-Net AWS are not ventilated. However, unless ventilated, REBS measurements have been found to be susceptible to large errors, particularly in winter, for sites above 1200 m due to frost growth within and on the radiometer domes. Wintertime net radiation measurements for high-elevation sites indicate values very near zero, while negative values are expected. Domeless Kipp and Zonen NR-Lite net radiometers have been installed at Swiss Camp and Summit in 1999. Monthly average net radiation data from Summit in winter are now significantly lower. However, at this stage in the quality control and correction phase of data processing, only net radiation records from Swiss Camp and JAR 1 are believed to be reliable throughout the year. Thus, the net radiation comparison in this study is limited to these two lowelevation sites. Uncertainty for these data are believed to be within 15% for monthly means.
5) TURBULENT HEAT FLUXES
Turbulent heat fluxes of sensible (Q H ) and latent heat (Q E ) are important components of the surface energy balance. The value Q H indicates the convective exchange of heat between the surface and atmosphere. The value Q E indicates the magnitude of sublimation or evaporation and the associated latent heat exchange from water vapor phase changes. The values Q H and Q E are available from both HIRHAM output and from aerodynamic profile calculations applied to the in situ GCNet data. In situ Q H is calculated based on the GC-Net vertical temperature profile data following the procedure in Steffen and deMaria (1996) . The value Q E is calculated and validated in comparison with eddy correlation and snow lysimeters after Box and Steffen (2001) . The sign convention followed is with reference to the surface. Thus, negative Q E (Q H ) indicates of net water vapor (heat) deposition from the atmosphere to the surface, respectively.
b. Model description
The model employed in this study is called HIRHAM and has been applied to a variety of Arctic climate studies (recently, Dethloff et al. 2001 Dethloff et al. , 2002 Rinke et al. 1999a Rinke et al. ,b, 2000 Rinke and Dethloff 2000; Christensen and Kuhry 2000; Dorn et al. 2000; Kiilsholm et al. 2002, manuscript submitted to Geophys. Res. Lett.) . The integration domain used in the present study covers the whole Arctic basin north of 60ЊN with 110 ϫ 100 grid points and a horizontal resolution of 0.5Њ. The vertical discretization consists of 19 irregularly spaced levels in hybrid sigma-p coordinates from the surface up to 10 hPa with five vertical layers in the lowest 1500 m. Besides the surface, the lowest model level is about 30 m. The model is forced at the lateral boundaries using temperature, wind, humidity, and surface pressure (updated every 6 h) and at the lower boundary using sea surface temperature and sea ice fraction (updated daily) provided from observational analyses from the European Centre for Medium-Range Weather Forecasts. HIRHAM uses the physical parameterization package of the general circulation model ECHAM4 (Roeckner et al. 1996) which includes radiation, convection, clouds, land surface processes, planetary boundary layer (PBL) processes, horizontal diffusion, and gravity wave drag. Short-and longwave radiative fluxes are calculated using the model-predicted cloud water content. The importance of calculating radiative fluxes in this manner, for atmospheric simulations over Greenland, was illustrated by Bromwich et al. (2001a) . Detailed descriptions of the HIRHAM model setup have been given in DKRZ (1992), Roeckner et al. (1996) , and Christensen et al. (1996) . Some other aspects are described in more detail here, because of their importance to this study.
1) GREENLAND TOPOGRAPHY AND TOPOGRAPHIC
BIASES
HIRHAM incorporates the GTOPO30 30 arc-second elevation data produced by the U.S. Geological Survey's Earth Resources Observation Systems (EROS) Data Center (Gesch 1994; Gesch and Larson 1996) into the 0.5Њ HIRHAM Arctic domain. There are 724 HIRHAM grid cells covering Greenland. When compared to a new, ''fully validated'' digital elevation model for Greenland (Ekholm 1996; Bamber et al. 2001) , GTOPO30 data contain deviations of up to Ϫ840 m over 0.5Њ-average HIRHAM grid cells (Fig. 2a) . The mean elevation of Greenland (including mountains) in the Ekholm data is 1830 m. The GTOPO30 average is 181 m smaller. Comparison between individual station elevations measured with differential Global Positioning System (GPS) and 0.5Њ HIRHAM grid cell values also indicate differences exceeding 100 m in a few cases, even when compared with HIRHAM grid cells based on the Ekholm data (Table 2) , underscoring the problem of subgrid-scale comparisons, even over a relatively smooth surface, such as the Greenland ice sheet. Largest biases between the Ekholm data and GPS observations occur, in the steep undulating low-elevation portion of the ice sheet. Ekholm biases in the HIRHAM grid are within 20 m over the higher parts of the ice sheet, when compared to point GPS measurements. Table 2 compares the uninterpolated 1-km Ekholm elevation data to the GPS AWS elevation data. The last two columns indicate the amount of elevation error introduced by the use of a coarser model resolution. As a result of the complications imposed by elevation errors and the importance of accurately simulating the relatively small area low elevations of the ice sheet, where summertime melting Ekholm) , and (b) HIRHAM temperature difference due to GTOPO30 bias. occurs, the present study became somewhat focused on the influence of elevation errors on surface climate parameters.
FIG. 2. (a) GTOPO30 elevation bias (GTOPO30 minus
2) ELEVATION-BASED MODEL CORRECTIONS
Model elevation errors introduce significant temperature and pressure biases not due to physical model error. Elevation bias is taken as the difference between model grid elevation, interpolated to the AWS position using the surrounding four grid points, and differential GPS measurements at AWS sites (Table 2) . In an effort to reduce biases in the comparison of temperature between the model and observations, the GC-Net observed monthly mean ''slope lapse-rate'' in temperature is used to adjust model temperature data to the corresponding AWS elevation. The slope lapse-rate is represented by linear regression between GC-Net monthly mean and elevation (e.g., Steffen and Box 2001) . Explained variance for this regression on monthly mean data exceeds 95%. Elevation-based corrections to model temperatures have been made in other studies when model and observation site elevations are significantly different (e.g., Thompson and Pollard 1997; Krinner and Genthon B O X A N D R I N K E 1999). Here, the lapse-rate in temperature is set to vary monthly, for example, 5.0ЊC km Ϫ1 June-July, peaking at 9.4ЊC km Ϫ1 in November after Steffen and Box (2001) . The correction to model surface pressure is made using the hypsometric equation as in . The vertical temperature structure for the pressure correction is estimated using HIRHAM temperature data.
3) SURFACE ALBEDO HIRHAM albedo is in two shortwave wavelength intervals (0.25-0.68 and 0.68-4.0 m). Over snow-free land areas, annual-mean background albedo (A sb ) is specified from satellite data (Hagemann et al. 1999) . In snow covered areas the surface albedo (A surf ) is modified according to
where A s is the snow albedo, S n is the simulated snow depth (in water equivalents), and S n,crit ϭ 0.01 m is a critical snow depth. For S n k S n,crit , the surface albedo approaches the albedo of snow. The albedo of snow and ice surfaces (A s ) itself is a function of surface type, surface temperature (T s ), and fractional forest area. For land ice surfaces, the following holds according to Robock (1980) : For a melting surface (T s ϭ 0ЊC), the albedo remains fixed at a value of 60%. For a cold surface (T s Ͻ Ϫ10ЊC), the albedo is fixed to a value of 80%. Otherwise, the albedo is a prescribed function of T s : A s ϭ 0.6 Ϫ 0.02 T s ; T s in ЊC.
4) PBL AND SURFACE FLUXES
Model atmospheric PBL parameterizations provide the physical link between the atmosphere and the surface for exchanges of heat, moisture, and momentum. These are modulated by surface buoyant stability. Thus, accurate descriptions of the vertical energy and momentum exchanges and temperature structure are crucial (Dethloff et al. 2001) . In HIRHAM, the turbulent fluxes at the surface are calculated from the Monin-Obukhov similarity theory with second-order, turbulent kinetic energy closure (Brinkop and Roeckner 1995) . The same approach is used to diagnose near-surface variables (2-m temperature, 10-m wind). The turbulent fluxes at the surface are calculated according to the bulk transfer relation. The transfer coefficients differ for momentum and heat/water vapor and depend among other things on the surface roughness length z 0 . Over land, z 0 is specified as a function of the subgrid-scale orography and vegetation. Not only the surface elements, but also small-scale orographic features affect the turbulent exchange. To take the effect of these eddies on the turbulent exchange into account, an effective roughness length is introduced that is derived from the variance of the scale-scale orography. So, z 0 is the sum of the surface value for snow (1 mm) and the effective z 0 . Van Lipzig et al. (1999) showed that there are unrealistic large values of z 0 at the steep edges of ice sheets.
5) MODEL UNCERTAINTY
RCMs constitute complex dynamical systems characterized by substantial nonlinearity. Therefore, a single simulation represents only one realization of the atmospheric conditions and has an implicit uncertainty based on model noise alone originating from internal nonlinear processes (e.g., Noguer et al. 1998; Giorgi and Bi 2000; de Elía et al. 2002) . This simulation uncertainty is caused by uncertainties in initial and boundary conditions, model parameterizations, and numerical sensitivity. Recent work has focused on gauging this uncertainty in HIRHAM. On the basis of January and July ensemble runs, Rinke and Dethloff (2000) estimated up to 4 hPa for the monthly averaged mean sea level pressure noise due to uncertainty in initial conditions. This internal noise for monthly mean 2 m air temperatures is up to 3 K, and 30 W m Ϫ2 for the net shortwave radiation. The model sensitivity concerning the physical parameterizations has been estimated on the basis of many simulations and sensitivity experiments (Rinke et al. 1997 Rinke and Dethloff 2000; Dethloff et al. 2001 ). This sensitivity is of about the same order of magnitude as the internal model noise. Therefore, there are really rather loose bounds for this comparison to be taken into account when conclusions about biases are made.
Methods
The 1998 annual cycle and the summer melt period, May through August, 1991-98, are considered. Comparisons are made between monthly averages from the HIRHAM model and GC-Net in situ observations on the Greenland ice sheet. HIRHAM monthly means are calculated from 6-h output. GC-Net monthly means are based on hourly observations. For the interannual comparison, only quantities with at least an 8-yr-long data record have been used. Percent biases shown in this study are calculated as model minus observations divided by the observations, thus removing the effect of seasonally varying magnitudes. The standard deviation is calculated from interannual comparisons to help quantify the model skill in simulating interannual variability in multiyear simulations. HIRHAM variance is gauged as the standard deviation of 6-h samples from the monthly average. GC-Net variance is gauged similarly, with the hourly data. Comparisons between model grid points and station points are made by linear interpolation of the model data to the station position using the four surrounding model grid points. In the case of two observational sites located near the coast, (JAR1 and Swiss Camp), one of four surrounding grid points is over land. During summer, the land point has, for example, a much lower surface albedo. This problem illustrates the difficulty in simulating the narrow (and steep) ablation zone of the Greenland ice sheet with a fixed horizontal model domain. Sensitivity simulations with the accurate Ekholm data were made to solidify conclusions about the effect of inaccurate GTOPO30 Greenland elevation data in HIR-HAM. Results are shown as the difference in a given climate parameter with old and new elevation data.
Results and discussion
a. Two-meter temperature
Before the elevation-based correction, temperature biases were strongly positive-2-5 K. After the lapse-rate correction, the monthly average annual cycle in 2-m air temperature corresponds well with observations (Fig.  3 ). The extremely low winter temperatures in central Greenland and the decrease of the annual-cycle amplitude from the central to the near-coastal sites is well reproduced. Temperature biases seem to depend on the station's elevation. The seasonal cycle of temperature is therefore shown for high-elevation sites (NGRIP, Summit, Saddle, South Dome), nine intermediate-elevation sites, and low-elevation sites (JAR1, Swiss Camp) (Fig.  3) . The model reproduces high-elevation site temperature observations for all months within the measurement variance and model uncertainties. Seven-twelfths of ensemble monthly biases are lower than 1 K. Nevertheless, there is up to 3.6 K monthly warm bias at intermediate sites, particularly in the transition into and out of winter, that is, November and February. Opposite, however, to the general warm bias at intermediate-elevation sites is a pronounced winter cool bias (Ϫ5 to Ϫ2 K) at lowelevation sites. Comparison statistics are given in Table  3 . The temperature biases are also thought to result partly from deficiencies in the simulation of the boundary layer, that is, surface fluxes and temperature profile. This hypothesis is supported by Dethloff et al. (2001) . Still, there is the need to further adapt the model specifically to the extreme polar conditions. The PBL is often too shallow for the present vertical-model layering to resolve. Based on HIRHAM simulations over Antarctica, van Lipzig et al. (1999) showed the strong influence of the boundary layer resolution on the accuracy of nearsurface temperature.
Year-to-year variability in HIRHAM closely resembles the observations at Swiss Camp and Summit (Fig.  4) , although with smaller amplitude, as indicated by the magnitude of the multiyear standard deviations in Table  4 . At Summit, representative of high-elevation sites, the results are within the observational and model uncertainties. At Swiss Camp, representative of low-elevation sites, the model indicates the warm bias detected in summer 1998 is consistent over all 8 yr. At both sites, the correlation is worst in July. The smaller-amplitude interannual variability could be linked with the fact that the model undersamples relative to the AWS observations, that is, monthly means based on 6-hourly output as opposed to hourly output in the case of the AWS observations.
b. Surface pressure
A HIRHAM positive pressure bias is consistently observed at AWS sites (Fig. 5) , due to the rather consistent negative elevation bias. The hydrostatic correction greatly reduces the bias, yet does not altogether eliminate the bias since the large positive monthly biases of 15 hPa at only two stations (South Dome, NASA-E) have a large elevation bias of 300 m. Thus, the hydrostatic correction may be inadequate, bringing into question the vertical temperature structure of the layer over which the correction is made. An uncertainty in the stations' elevation of 20 m introduces an uncertainty of 2 hPa. An uncertainty of the temperature of 10 K introduces an uncertainty of 1 hPa. Looking at individual stations where little model elevation bias exists, there 
VOLUME 16 J O U R N A L O F C L I M A T E FIG. 4. Comparison of interannual temperature variations between HIRHAM and GC-Net observations for Swiss Camp and Summit
(May-Aug, 1991-98). The central lines are bounded by one standard deviation lines. is often a small negative pressure bias. This would indicate a slightly too intense cyclonic activity, that is, either the number of cyclones are larger or individual cyclones are deeper, as found in many other RCMs (e.g., Jones et al. 1995) . Other reasons for the pressure offsets are unclear. Besides the model pressure biases (see comparison statistics in Table 3 and Fig. 5 ), there is a good representation of month-to-month variability.
c. Ten-meter wind speed and direction
In comparison with the observations, model 10-m wind speeds are on average 20% to 100% too high, annually and interannually (Tables 3 and 4 ). During winter, this bias is greatest, with some 150% wind speed biases, at low-elevation sites. As with the observations, the model simulates an annual cycle in wind speed with maximum values in winter and minimum values in summer (Fig. 6) . The capturing of the annual cycle in wind speed leads to high annual-cycle correlation values ( Table 3 ). Yet, these high correlation values are spurious given that the correlation of interannual values is very low (Table 4 ).
It appears that the surface friction effects are not adequately accounted for in the model, despite the fact that modeled surface roughness lengths are on the order of those used in observation-based wind profile and turbulent heat flux calculations, that is, 10 Ϫ4 m. There is a basic problem arising from the difficulty of accurately interpolating the lowest model-level winds from a height of 30 to 10 m under statically stable conditions. In these conditions, wind speed and direction can change markedly over a height of 20 m. The only adequate solution to this problem is to use a finer vertical resolution near the surface to attempt to resolve the details of the nearsurface wind profile.
Positive biases of 10Њ to 30Њ in wind direction are evident from the comparison (Fig. 6 ). For example, modeled wind directions are more southerly for west Greenland sites. This could contribute further to the model warm bias, through warm air advection. As, the model wind speeds are significantly greater than in the observations, the cause of the wind direction bias is thought to be the result of too-large Coriolis turning in the model. The Coriolis effect is proportional to wind speed and latitude. Largest deviations are found in north and east Greenland. The predominantly easterly wind direction at South Dome does not occur in the model. The near-surface winds are influenced by the local (subgrid) topography. Furthermore, the position of the lowest model levels is somewhat limited for examination of surface air meteorological parameters. This excessive cross-slope turning reflects an overly weak turbulent drag in the model force balance for winds, possibly due to the coarse vertical resolution near the surface. The HIRHAM 10-m wind directions are probably more indicative of the 30-m level than of a katabatic layer. Wind directions aloft would be turned more parallel to the cross-slope direction than at 10 m for katabatic flow. The lacking turbulent drag in the model could also be due to problems with the model PBL parameterizations. Figure 7 shows the 1998 seasonal cycles of incoming and reflected solar radiation and surface albedo. In comparison with the observations, there is a consistent negative bias in modeled incoming shortwave radiation flux both for the annual cycle and interannually (Tables 3  and 4 ). Interannual variability is overestimated by the model in 3 of 4 months, but not by a large margin. Monthly mean negative biases at individual stations are between 16% and 44% for the 1998 annual cycle and between 20% and 80% interannually. In summer, this corresponds to a monthly mean underestimate of 60 to 80 W m Ϫ2 . A negative bias in incoming shortwave radiation is maintained by the model for four-fifths of the sites compared in all 4 summer months. Apparently, there are biases in either the clear-sky fluxes, clouds, and/or cloud-radiation interactions. The rates of these processes on the bias cannot be clarified here without detailed cloud measurements.
d. Solar radiation fluxes and surface albedo
HIRHAM albedos are consistently lower than GCNet values for the annual cycle and interannually. On the annual average, the albedo is underestimated by between 0.01 and 0.13. Rmse errors of monthly data are between 0.05 and 0.14. Largest albedo biases are found at intermediate-elevation sites due to a positive temperature bias caused in part by the negative elevation bias and the weaker than expected temperature inversions. Model interannual variability in albedo is smaller in the observations (Table 4 ). The negative bias in albedo is maintained for all years, except extreme melt years, such as 1995 at Swiss Camp. The negative bias in modeled surface albedo may contribute to the negative bias in incoming solar radiation since multiple scattering is taken into account by the model. It seems that the albedo parameterization does not correspond well with the albedo over Greenland. The parameterization gives too low albedo values for surface temperatures near the freezing point as also found by van Lipzig et al. (1999) . The reflected solar radiation in the model is too low for at least two reasons: too-low surface albedo and negatively biased incoming solar radiation. 
e. Net radiation
At the present stage of quality control and observational data correction, net radiometer accuracy is thought to be sufficient only at low-elevation sites. Therefore, the comparison considers Swiss Camp and JAR1 data only. At these two sites, modeled net radiation is too low in winter and too great in summer (Fig.  8 , Table 5 ). The negative bias in incoming shortwave radiation and albedo leads to the positive bias in the net radiation in summer months. The summer positive bias would be even greater if the incoming shortwave radiation were not also negatively biased. The summer bias at Swiss Camp and JAR1 is also strongly influenced by the low albedo present over the adjacent land grid value used in interpolation to these station coordinates. We did not attempt to remove this particular bias given complications to interpolate to the station location and to illustrate the problem in resolving the narrow ablation zone, even with a relatively high-resolution regional climate model. Summertime modeled net longwave radiation corresponds fairly well with the measurements (Ϫ5 W m Ϫ2 averaged bias), not shown. In winter, modeled net longwave radiation is up to 25 W m Ϫ2 more negative than observed. The negative winter bias is thought to be the result of too warm surface temperature and the apparent underestimation of cloud amount.
f. Sensible and latent heat fluxes
Sensible heat fluxes (Q H ) calculated from GC-Net data and output from HIRHAM both indicate that the atmosphere loses heat to the surface throughout the year, particularly in winter (Fig. 8) . Surface heating from the atmosphere is due to the vertical temperature gradient directed toward the surface by the temperature inversion. In summer, however, GC-Net calculations indicate that the atmosphere may gain a small amount of heat from the surface. HIRHAM Q H does not indicate this summer surface heating by the atmosphere. Unstable conditions over snow in summer have been observed in other experiments (e.g., Cullen and Steffen 2001) , apparently due to the slow response of snowpack temperature to sensible heating. HIRHAM treatment of the ice sheet surface includes too great snowpack thermal diffusivity (van Lipzig et al. 1999) . HIRHAM Q H is overestimated, by 20 W m Ϫ2 in winter and about 5 W m Ϫ2 in summer (Fig. 8 , Table 5 ). Larger than observed Q H would also result from warmer than observed nearsurface air temperatures and too great wind speeds. However, this is not clear, given that the HIRHAM inversion strength is probably not as large as in reality (Dethloff et al. 2002) .
The annual cycle of HIRHAM and GC-Net bulk latent heat flux (Q E ) are equivalent (Fig. 8) , indicating the tendency for water vapor mass loss from the surface in summer and near-zero flux in winter or even some water vapor deposition. Differences between HIRHAM and GC-Net values are Ͻ5 W m Ϫ2 in all monthly average cases. This bias is, however, not insignificant because monthly average Q E values are less than 20 W m Ϫ2 . It should also be noted that more accurate methods, that is, nonbulk methods, applied to GC-Net data indicate larger negative Q E in winter . Bulk methods, which assume surface saturation with respect to water vapor, yield negative Q E only in cases of extreme temperature inversion. Negative bulk Q E values tend to be too small , particularly at high-elevation sites. It has been noted in earlier studies that deposition is underestimated in the VOLUME 16 
g. Sensitivity concerning the used Greenland topography
After the bulk of this work was done, it became possible to make HIRHAM simulations with the accurate Ekholm Greenland elevation data. Therefore, for a sensitivity test, the 1998 annual cycle has been rerun using these new elevation data. Results from these simulations are provided as a basis to quantify the sensitivity of ice sheet climate simulations to large elevation biases. As seen from the elevation bias between the old (GTO-PO30) and new (Ekholm) topography data (Fig. 2a , Table 2), one can expect improvements, particularly at high-and intermediate-elevation sites. Figure 2b shows the changes in the simulated summer (June-August 1998) and winter (December 1997-February 1998) 2-m temperatures over Greenland due to the different topographic datasets. As expected, the pattern in the temperature differences is strong when correlated with the elevation bias pattern, and shows that the temperatures are decreased by up to 3 K using the accurate elevation dataset. Figure 9 shows the temperature differences, HIRHAM with GTOPO30 elevation data minus HIR-HAM with Ekholm elevation data, averaged over station sites in similar elevation regions. In fact, a marked improvement, that is, reduction in the warm bias is observed at high-and intermediate-elevation sites, where there was formerly a large elevation bias to correct. Surface air temperatures become cooler, and are closer to the observations. Given that the agreement is better and that smaller lapse-rate corrections are needed, including accurate elevation data greatly enhanced our confidence in HIRHAM simulations of Greenland's surface climate, as many of the monthly mean temperatures are within 1Њ-2ЊC of the observations.
Given that albedo is parameterized in terms of temperature, sensitivity experiment albedos are somewhat smaller, although still too low by 0.04 in spring and up to 0.08 in midsummer. In the sensitivity run, where hyposmetric pressure corrections are less than 1-2 hPa, a smaller but consistent negative pressure bias is observed. The overestimated wind speed and apparently lacking surface drag in the model PBL become the most important remaining issues for HIRHAM model development.
h. Model results in context of Greenland ice sheet mass balance
Through validation, the HIRHAM model may be used to help quantify Greenland ice sheet mass balance variability. To provide a foundation for future mass balance studies using regional climate simulations, the present model representation of ice sheet energy and mass balance parameters is assessed for two full-year simulations, 1990 and 1998. Simulated annual-mean temperature distributions are presented in Fig. 10 . According to data in Fig. 4 , 1998 is a relatively warm year. As in Steffen and Box (2001) and the HIRHAM map, the Ϫ20ЊC isotherm is much less pronounced in southern Greenland as compared to the temperature map for 1951-60 in Ohmura (1987) . Compared to 1998 , 1990 southwest coast, but colder in the interior. Regional variability is usually largely explained by circulation variability (Chen et al. 1997) . HIRHAM annual precipitation maps closely resemble those in Ohmura et al. (1999) and Bromwich et al. (2001b;  Fig. 11 ). The spatial distribution of precipitation rate includes the precise and well known regional maximum in northwest Greenland, adjacent to Melville Bay, associated with Baffin Bay cyclone activity (Ohmura and Reeh 1991) . Similarly, the regional precipitation minimum in the widest strip of land surrounding Sondrestrøm Fjord is represented in HIRHAM output. Maximum HIRHAM precipitation values in southeast Greenland (1500 mm yr Ϫ1 ) compare closely with values in previous studies. The precipitation minimum at South Dome is consistent with the Ohmura et al. map. The most obvious difference between these distributions of precipitation is at the precipitation minimum in central and northern Greenland. HIRHAM precipitation is 50% lower in central and northeast Greenland in 1998. Better agreement with the Ohmura et al. maps is observed for 1990. Expected large interannual variability is observed between 1990 and 1998 HIRHAM precipitation distributions. Comparing the precipitation map in the 2 yr, the general patterns persist, although interannual differences are large.
The precipitation (P) map indicates lower values in central and northern Greenland as compared to Ohmura et al. (1999) . But, compared with new estimates of the annual accumulation distribution over Greenland deduced from ice core parameters (Dethloff et al. 2002; Jung-Rothenhäusler et al. 2001 , manuscript submitted to J. Glaciol.) the smaller accumulation in HIRHAM seems to be realistic.
The totals for precipitation, evaporation (E), and P Ϫ E are made using the ice sheet area specified in Houghton et al. (2001) , that is, 1.36 ϫ 10 6 km 2 . HIR-HAM precipitation is between 9% and 50% smaller than in Ohmura et al. (1999; Table 6 ). Evaporation is between 8% and 36% smaller than in Ohmura et al. (1999) and Box and Steffen (2001) . However, the agreement is within the uncertainty limits of the latter in situ method, reminding us of the need for increased accuracy of in situ methods. HIRHAM produces more evaporation in the warmer year (1998), consistent with the results from bulk formulations . This is to be expected for bulk formulations, which are shown to underestimate water vapor deposition (van den Broeke 1997), while more accurate two-level in situ methods indicate that an offsetting increase in deposition rates may be expected given warmer conditions .
Conclusions
A series of meaningful conclusions are drawn about HIRHAM model performance in comparison with data B O X A N D R I N K E from a network of 15 automatic weather stations distributed widely over the Greenland ice sheet. Systematic biases are identified based on comparisons for the 1998 annual cycle and for May-August simulations spanning 1991-98. A series of biases stem from an average Ϫ180-m elevation bias in the GTOPO30 elevation data over Greenland. When the ice sheet elevation is simulated to be lower than in reality, surface air temperatures are warmer than observed. Other biases arise from the temperature bias. Albedo, which is parameterized in terms of temperature, becomes negatively biased. Negatively biased surface albedo leads to greater than observed net shortwave flux and, as a result, an inaccuracy in the radiation and energy balance. Negative elevation bias leads to a positive surface pressure bias. In a sensitivity run it is clearly shown that the surface climate variables improve by using the more accurate Ekholm Greenland elevation data. The positive surface pressure bias and positive near-surface temperature bias are decreased. Consequently, the albedo and surface radiative and turbulent fluxes are slightly improved. Other biases, seemingly unrelated to elevation bias were also identified. Incoming shortwave irradiance is 20%-60% less than in the observations, implying that modeled cloud amount is probably too high. However, this bias may be due to other model errors besides an overprediction of cloud amount. Unfortunately, for this study there are no observational cloud data available for ice sheet locations that coincide with the model period. Surface turbulent heat fluxes are greater in the model than in the observations. Overestimated sensible heat fluxes are caused, in part, by the model warm bias, and too great wind speeds. The overestimated wind speed and apparently lacking surface drag in the model PBL become the most important remaining issues for HIRHAM model development.
Another basic problem became clear when comparing accurate station elevations with a relatively coarse regional model grid. Even over a relatively smooth surface such as the Greenland ice sheet, the existence of undulations, particularly in the relatively steep lower elevations, will make it impossible, in most cases, for the elevations of point measurements to match with a relatively coarse grid. Therefore, even the use of an accurate elevation dataset over model resolution exceeding the undulation scale, there will be some disagreement between the model and observations that is not caused by physical model error, but the difference in elevation from a specific point and an average area. Therefore, it must be kept in mind that the envelope of uncertainty in a comparison between station observations and a regional model is bound not only by model and observational error, but in spatial sampling by the model and observations. In this context, it comes as little surprise that there is better model performance at high elevations where the topography is flat.
Based on the results of these comparisons, the following model improvements are recommended as requirements for any regional climate simulation of Greenland: (i) the use of an accurate ice sheet topographic dataset; (ii) accurate albedo parameterization, (iii) more realistic surface-layer model, including the thermal conductivity for snow/firn; (iv) accurate PBL momentum exchange.
During monthly or 1-yr-long simulations as in this study, random errors are not averaged out. Therefore, future work will involve multiannual, ensemble simulations, including further validation with in situ observations. Within this framework, the presented comparison demonstrates that the HIRHAM regional climate model can be a useful tool for ice sheet mass balance studies and ice core interpretation.
