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ABSTRACT
Selectivity estimation aims at estimating the number of database
objects that satisfy a selection criterion. Answering this problem ac-
curately and efficiently is essential to applications, such as density
estimation, outlier detection, query optimization, and data integra-
tion. The estimation problem is especially challenging for large-
scale high-dimensional data due to the curse of dimensionality, the
need to make the estimator consistent (i.e., the selectivity is non-
decreasing w.r.t. the threshold), and the large variance of selectivity
across different queries. We propose a new deep learning-based
model that learns a query dependent piece-wise linear function as the
estimator. We design a novel model architecture so that the model
is flexible to fit any selection criterion. To improve the accuracy
for large datasets, we propose to divide the dataset into multiple
disjoint partitions and build a local model on each of them. We
perform experiments on real datasets and show that the proposed
model guarantees the consistency and significantly outperforms
state-of-the-art models in terms of both accuracy and efficiency.
1 INTRODUCTION
In this paper, we consider the following selectivity estimation prob-
lem for high-dimensional data: given a query object x, a distance
functiond and a distance threshold t , estimate the number of objects
os in a database that satisfy d(x, o) ≤ t . It is an essential procedure
in many applications. For example, it enables us to estimate key dis-
tributional statistics, such as local density [36] and outlierness [4],
which are key to density estimation in statistics and density-based
outlier detection in data mining. It is also known as the cardinality
estimation problem in the database area. Accurate estimation helps
to find an optimal query execution plan in databases dealing with
high-dimensional data [15]. For example, hands-off entity matching
systems [8] extract paths from random forests and take each path
(a conjunction of similarity predicates over multiple attributes) as
a blocking rule, and efficient blocking can be achieved if we find a
good query execution plan.
Selectivity estimation for large-scale high-dimensional data is
still an open problem due to the following factors: (i) Curse of di-
mensionality. Many methods that work well on low-dimensional
data, such as histograms [17], are intractable when we seek an
optimal solution, and they significantly lose accuracy with the in-
crease of dimensionality. (ii) Consistency requirement. Given a query
object x, selectivity is non-decreasing with respect to the thresh-
old t . Users may want the estimated selectivity to be consistent
and interpretable in applications such as density estimation. This
requirement rules out many existing methods. (iii) Large variance
of selectivity. The selectivity varies across queries and may differ
by several orders of magnitude. A good estimator is supposed to
predict accurately for both small and large selectivity values.
To address the above challenges, we propose a novel deep learning-
based architecture that guarantees consistency. We holistically ap-
proximate the selectivity curve using a continuous piece-wise linear
function, consisting of control points that are learned from training
data. This function family is flexible in the sense that it can fit
the selectivity curve of any input query object closely – e.g., us-
ing more control points for the part of the curve where selectivity
changes rapidly. Together with a robust loss function, we are able
to alleviate the impact of large variance across different queries.
To improve the accuracy of estimation on large-scale datasets, we
propose a partition-based method to divide the database into mul-
tiple disjoint partitions and learn a local model on each of them.
To ensure consistency, we achieve the monotonicity of estimated
selectivity by converting the problem to standard neural network
prediction tasks, rather than imposing additional limitations (such
as restricting weights to be non-negative [7] or limiting to multi-
linear functions [9]). To handle the high dimensionality, we incor-
porate an autoencoder that learns the latent representation of the
query object with respect to the whole data distribution. The query
object and its latent representation also generate a query-dependent
control point model, further improving the quality of the fit to the
selectivity curve of the query object. In addition, since update may
exists in the database, we propose a incremental learning method
to cope with this issue.
We perform experiments on three large-scale real datasets. The
experimental results demonstrate that our method outperforms
various state-of-the-art models. The improvement of accuracy is
significant (by up to 11 times reduction in mean square error) and
consistent with respect to datasets, distance functions, and error
metrics. The experiments also show that our method competitive
in estimation speed and robust against update in the database.
The rest of the paper is organized as follows. Section 2 reviews
related work. Section 3 introduces preliminaries. Section 4 sum-
marizes our observations and ideas. Section 5 presents our model
design. Section 6 discuss piece-wise linear functions and the differ-
ence between our model and other monotonic methods. We report
experimental results in Section 7. Section 8 concludes the paper.
2 RELATEDWORK
Traditional Methods. Selectivity estimation has been extensively
studied in database systems, where prevalent approaches are based
on histograms [17], sampling [37, 39], or sketches [6]. However,
few of them are applicable to high-dimensional data due to the
curse of dimensionality.Wu et al. [38] substantially improved the
sample complexity by using LSH as a means to perform important
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sampling and get an improved, unbiased estimate of selectivity. This
approach is heavily tied to a handful of distance or similarity func-
tions that have known LSH functions. Kernel density estimation
(KDE) [15, 24] has been proposed to handle selectivity estimation
in metric space. Mattig et al. [24] alleviated the curse of dimen-
sionality by focusing on the distribution in metric space. However,
strong assumptions are usually imposed on the kernel function (e.g.,
only diagonal covariance matrix for Gaussian kernels), and one
kernel function may be inadequate to model complex distributions
in high-dimensional data.
Ordinary Regression Models. Selectivity estimation can be formal-
ized as an ordinary regression problem with query and threshold
as input features, if the consistent requirement is not enforced. Tra-
ditional learning-based regression models, such as support vector
regression, random forest, and XGBoost [5], are difficult to be used
for high dimensionality. A recent trend is to use deep learning-
based regression models. Vanilla deep regression [21, 32, 33] learns
good representations of input patterns. Mixture of expert model
(MoE) [29] has a sparsely-gated mixture-of-experts layer that as-
signs data to proper experts (models) which lead to better general-
ization. Recursive model index (RMI) [20] is a highly flexible model
that can perform regression and can be used to replace the tradi-
tional B-tree index in relational databases. Deep learning models
have also been used to learn the best join order [22] join size [19],
and the selectivity of complex query [23, 31] (just to name a few rep-
resentative studies). Deep reinforcement learning has been adopted
to learn good query plans [26]. Most of the above regression meth-
ods (except some tree-based models, e.g., XGBoost and LightGBM)
do not guarantee consistency (monotonicity).
Monotonic Models. Isotonic regression [14, 30] fits a free-form
monotonic curve to a set of training data. As it is non-parametric,
it is not clear how to adapt it to our selectivity estimation problem
where the output is only partially monotonic in its input. Min-
MaxNet [7] is a monotonic neural network that designs a min-max
layer to ensure monotonicity. Training is typically slow as only
a small part of the network gets non-zero gradient during back
propagation, and its accuracy is not satisfactory [40]. Lattice re-
gression [9, 11, 13, 40] uses (multi-linearly) interpolated look-up
table to solve low-dimensional regression problems. By enforcing
some constraints on its parameter values, it can guarantee mono-
tonicity. To accommodate high dimensional inputs, Fard et al. [9]
proposed to build an ensemble of lattice using subsets of input
features. The choice of the ensembles is determined either heuristi-
cally or randomly. To further increase the modelling power, deep
lattice network (DLN) [40] was proposed to interlace non-linear cal-
ibration layers and ensemble of lattice layers. Besides, UMNN [35]
is an autoregressive flow model which adopts Clenshaw-Curtis
quadrature to achieve monotonicity.
3 PRELIMINARIES
3.1 Definitions and Notations
Definition 1 (Selectivity Estimation for High Dimensional
Data). Given a database of multi-dimensional vectorsD = { oi }ni=1,
a distance function d(·, ·), a scalar threshold t , and a query object x,
estimate its selectivity in the database, i.e., |{ o | d(x, o) ≤ t , o ∈ D }|.
While we assume d is a distance function, it is easy to extend it
to consider d as a similarity function: we only need to change ≤ to
≥ in the above definition. In the rest of the paper, when describing
our method, we focus on the case when d is a distance function;
while we evaluate both distance functions (Euclidean distance) and
similarity functions (cosine) in our experiments.
We can view the selectivity (i.e., the ground truth label) y of a
query object x and a threshold t as generated by a function y =
f (x, t ,D). We call f the value function. Our goal is to estimate
f (x, tD) using another function fˆ (x, tD).
One unique requirement of our problem is that the estimator fˆ
needs to be consistent: fˆ is consistent if and only if it ismonotonically
increasing in the threshold t ; i.e., fˆ (x, t ′,D) ≥ fˆ (x, t ,D) iff. t ′ ≥ t .
4 OBSERVATIONSAND IDEAS
4.1 Observations
When |D| is large, it is hard to estimate f directly. One of the main
challenges is that f may be non-smooth. In the worst case, f is not
sufficiently smooth with respect to both input parameters.
• For any y, there exists a database D of n objects and a query
(x, t) such that f (x, t ,D) = 0 and f (x + y, t ,D) = n.
• For any ϵ > 0, There exists a databaseD of n objects and a query
(x, t) such that f (x, t ,D) = 0 and f (x, t + ϵ,D) = n.
This means any model that directly approximates f is hard.
Our idea to mitigate this issue is to reducen: instead of estimating
one function f , we estimate many functions, such that their output
range is mostly a small fraction of n. More specifically, we adopt
the following two partitioning methods.
ThresholdPartitioning. Given any increasing sequence [0, t1, . . . , tL+1]
such that tj > ti for i < j, and tL+1 = t , t0 = 0. We define
δtj = tj − tj−1, and дj (x,δtj ,D) = f (x, tj ,D)− f (x, tj−1,D). Then
f (x, t ,D) = ∑L+1i=1 дi (x,δti ,D).
Data Partitioning. We partition the database D into K disjoint
parts, we denote the value function defined on the i-th part as fi .
We have the following observation:
Observation 1. Given a query (x, t), and database D is parti-
tioned to disjointD1, . . . ,DK , then the final selectivity value will be
f (x, t ,D) = ∑Ki=1 fi (x, t ,Di ).
In our proposed solution in the next section, we present a model
that not only combines both partitioning schemes but also makes
the partitions adaptive on the query object and the database. The
proposed model guarantees consistency, i.e., the learned function
is monotonic in the threshold, and provides flexibility, i.e., our
method is better than previous methods (such as lattice regression)
in modelling complex monotonic functions and closely fitting the
selectivity curve of any input query.
5 SELECTIVITY ESTIMATOR
5.1 Threshold Partitioning
Our idea is to approximate f using a regression model fˆ , which is
a continuous piece-wise linear function (denoted by fˆ (x, t ,D;Θ))
with L + 2 control (interpolation) points, where L is the number
2
of control points and 2 refers to the two ends. The parameters in
fˆ (x, t ,D;Θ) are dependent on x.
Let τi denote an control point and pi denote the estimated se-
lectivity for a query object x and a threshold τi . We consider the
family of continuous piece-wise linear function parameterized by
Θ
def
= { (τi ,pi ) }L+1i=0 .
fˆ (x, t ,D;Θ) =
L+1∑
i=1
1Jt ∈ [τi−1,τi )K · дi (x, t), (1)
where дi (x, t) = pi−1 + t − τi−1
τi − τi−1 · (pi − pi−1).
We assume the maximum threshold we support is tmax . To cover
all t ∈ [0, tmax], we require τ0 = 0 and τL+1 = tmax. Therefore, we
need to learn L τi values and L + 2 pi values in Θ . We have the
following lemma 1.
Lemma 1. Given pi ≥ pi−1 for ∀i, 1 ≤ i ≤ L + 1, fˆ (x, t ,D;Θ) is
monotonically increasing with respect to t .
Estimation Loss. We use the expected loss between f and fˆ :
Jest( fˆ ) =
∑
((x,t ),y)∈Ttrain
ℓ(f (x, t ,D), fˆ (x, t ,D)). (2)
where ℓ(y, yˆ) is a loss function between the actual selectivity y
and the current estimate yˆ. We choose the Huber loss [16] applied
to the logarithmic values of y and yˆ. To prevent numeric errors,
we also pad the input by a small constant ϵ . Therefore, let r def=
loд(y + ϵ) − loд(yˆ + ϵ). Then
ℓ(y, yˆ) =
{
r 2
2 , if |r | ≤ δ ;
δ (|r | − δ2 ) , otherwise.
δ is set to 1.345, the standard recommended value [10]. The reason
for designing such a loss function is that the selectivity may differ
by several orders of magnitude for different queries. If we use the
ℓ2 loss, it encourages the model to fit large selectivities well, and
if we use ℓ1 loss, it pays more attention to small selectivities. To
achieve more robust prediction, we reduce the value range by the
logarithm together with the Huber loss.
5.2 Query Dependent Control Points
Generation
We need to construct a model to learn the parameters of the model,
i.e., L τi values, and L + 2 pi values, all in a query dependent way.
We learn them separately based on a common enhanced input.
We also learn the non-negative increments between consecutive
parameters (e.g., τi s and pi ) to ensure that they are non-decreasing.
In the following, we explain the learning of τi s and pi s, followed
by the overall network architecture.
Generating τi . Our idea is to learn the increments between τi s.
Specifically,
τi (x) =
i−1∑
j=0
Δτ (x)[j],
whereΔτ (x) = Norml2 (д(τ )(x)) · tmax .
1Please see Appendix A for proof.
Norml2 is a normalized squared function and defined as
Norml2 (t) = [
t21 +
ϵ
d
tTt + ϵ
, . . . ,
t2d +
ϵ
d
tTt + ϵ
],
where ϵ is a small constant value (to avoid dividing by zero), and
d is the dimensionality of t. The generated model takes x as input
and output L distinct threshold points between (0, tmax). д(τ ) is
implemented by an independent neural network. Then we have a
𝜏 vector 𝜏 = [0;τ1;τ2; . . . ;τL ; tmax ].
One may consider using Softmax(t), which is widely used as
multi-classification and (self-)attention mechanism. We choose
Norml2 rather than Softmax(t) for the following reasons: First, due
to the exponential function in Softmax(t), a small change of tmight
lead to large variations of the output. Second, Softmax aims to high-
light important parts rather than partitioning t, while our goal is to
rationally partition the range [0,τmax ] into several segments such
that the piece-wise linear function can fit well.
Generating pi . We generate L + 2 pi values in a similar fashion,
using another neural network to implement д(p).
pi (x) =
i∑
j=0
Δp (x)[j],
whereΔp (x) = ReLU(д(p)(x))
Then we have a p vector p = [p0;p1; . . . ;pL+1]. Here, we learn
(L+1) incremental predictions (pi −pi−1) by д(p) instead of directly
learning (L + 2) pi s. In doing so, we do not have to enforce a con-
straint pi−1 ≤ pi for 1 ≤ i ≤ L + 1 in the learning process, and thus
the learned model can better fit the selectivity curve.
Network Architecture. We illustrate the network architecture of
our model in Figure 1.
x
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Figure 1: Network architecture.
The input x is first transformed to
[ x
zx
]
, where zx is a latent
representation of x obtained by an autoencoder (AE) on the entire
dataset. The use of the AE encourages the model to exploit latent
data and query distributions in learning piece-wise linear function,
and this helps the model generalize to query objects outside the
training data. To learn the latent distributions of D, we pretrain
the AE on all the objects in D, and then continue to train the AE
with the queries in the training data.
The enhanced input
[ x
zx
]
is fed into two independent neural
networks: a feed-forward network (FFN) and a model M (will be
introduced later). Two transformations, denoted by S operators in
Figure 1, are needed to separately convert the network output of
3
Figure 2: Data partition by cover tree.
FFN and the output of modelM to the 𝜏 and p vectors, respectively.
They require tmax and a special matrixMpsum which, once multi-
plied on the right to a vector, perform prefix sum operation on the
vector.
Mpsum =

1 0 . . . 0
1 1 . . . 0
...
...
...
...
1 1 . . . 1

.
The output of these networks, together with the threshold t are
fed into the operator (denoted by
∑∗) to compute the output of the
piece-wise linear function, i.e., the final selectivity estimation.
Design of ModelM . To achieve better performance, we learn p
using an encoder-decoder model. In the encoder, a large FFN is
used to generate (L + 2) embeddings:
[h0, h1, . . . , hL+1] = FFN([x, zx]), (3)
where hi s are high dimensional representations. Here we adopt the
(L + 2) embeddings, i.e., h0, . . . , hL+1, to represent the latent infor-
mation of p. In the decoder, we adopt (L+ 2) linear transformations
with ReLU activation function:
ki = ReLU(wTi hi + bi ).
Then we have p = [k0, . . . ,∑L+1i=0 ki ].
The final loss is a linear combination of the estimation loss (Equa-
tion (2)) and the loss of the AE for the training data (denoted by
JAE):
J ( fˆ ) = Jest( fˆ ) + λ · JAE. (4)
5.3 Data Partitioning
To improve the accuracy of estimation on large-scale datasets, we
divide the database into multiple disjoint partitions with approx-
imately the same size, and build a local model on each of them.
Let fˆ (i) denote each local model. We define a global model as
fˆ ∗ = ∑i fˆ (i). The final selectivity estimation is fˆ ∗(x, t ,D).
We have considered several design choices and propose the fol-
lowing configuration that achieves the best empirical performance:
(i) partitions obtained by a well-designed partition strategy (in-
troduced later); and (ii) adopting the structure in Figure 1 that all
local models share the same transformed input representation, i.e.,[ x
zx
]
, but each has its own neural networks to learn the control
parameters.
Partitioning Method. We utilize the cover tree data structure [18]
to partition D into several parts. A partition ratio r is predefined
such that cover tree will not expand its nodes if the number of data
inside is smaller than r |D|. Given a query (x, t), the valid region is
the circles that intersect the circle with x as center and t as radius. In
Figure 2, x and t form the red circle range, and data are partitioned
into 6 regions. The valid region of (x, t) is the green circles that
intersect the red circle. Albeit imposing constraint, cover tree might
still generate too many ball regions, i.e., leaf nodes, which lead
to large number of parameters of the model and the difficulty of
training. Reducing the number of ball regions is necessary. To solve
that, we adopt a merging strategy as follows. First, we still partition
D intoK ′ regions using cover tree. Second, we cluster these regions
into K (K ′ ≤ K) clusters D1, . . . ,DK using the following greedy
strategy: K ′ regions are sorted in the decreasing order according
to the number of their contained data. We begin with K empty
clusters. Then we scan each region and assign it into the cluster
with the smallest size. All regions that belong to one cluster are
merged into one large region Third, we generate an indicator fc :
(x, t) → {0, 1}K , such that fc (x, t)[i] = 1 if the query (x, t) has
intersection with cluster Di . Then we insert the indicator into our
model:
fˆ ∗(x, t ,D) =
K∑
i=0
fc (x, t)[i] · fˆ (i)(x, t ,Di ).
In the applications of selectivity estimation, metric based distance
functions (e.g., Euclidean distance) that support triangle inequality
are often utilized. Cosine distance can be equivalently converted to
Euclidean distance for unit vectors: cos(u, v) = 1 − ∥u,v∥22 for unit
vectors u and v. So cover tree still works. For distance functions that
do not support triangle inequality, we adopt random partitioning
instead of cover tree, and modify fc as fc : (x, t) → 1K .
Training Procedure. We have several choices on how to train the
models from multiple partitions. The default is to directly train the
global model fˆ ∗, with the advantage that no extra work is needed.
The other choice is to train each local model independently, using
the selectivity computed on the local partition as the training label.
We propose yet another choice: we pretrain the local models for T
epochs, and then train them jointly. In the joint training stage, we
use the following loss function:
Jjoint = Jest( fˆ (∗)) + β ·
∑
i
Jest( fˆ (i)) + λ · JAE.
fc (·, ·)s of all (x, t) are precomputed before training.
5.4 DealingWith Updates
When the dataset D is updated with insertion or deletion, we first
check whether our model fˆ (x, t ,D) is necessary to update. In other
words, when minor updates occur and fˆ (x, t ,D) is still accurate
enough, we ignore them. To check the accuracy of fˆ (x, t ,D), we
update the labels of all validation data, and re-test themean absolute
error (MAE) of fˆ (x, t ,D). If the difference between the original
MAE and the new one is no larger than a predefined threshold
δU , we do not update our model. Otherwise, we adopt incremental
learning as follows. First, we update all the labels (ground truth)
in the training and the validation data to reflect the update in the
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Figure3:ComparisonofusingDLNandourmodel (bothwith
8 control points) toy = f (t) = 110 exp(t) for t ∈ [0, 10].
database. Second, we continue training our model with the updated
training data until the validation error (MAE) does not increase in
3 consecutive epochs. Here the training does not start from scratch
but from the current model, and we incrementally train our model
with all the training data to prevent catastrophic forgetting.
6 DISCUSSION
6.1 Generality of Piece-wise Linear Functions
Piece-wise linear functions arewell explored to fit a one-dimensional
curve [27]. With enough control points, we can find an optimal
set of piece-wise linear functions to fit a one-dimensional curve.
The idea of piece-wise linear function is that a small range of input
X is highly likely to be linear with output Y . We fully utilize its
advantage. For each specific x, f is only related with t , and can be
treated as a one-dimensional curve. To distinguish different x, we
design a deep learning architecture to learn good control points
and increments. Our model not only inherits the good performance
of piece-wise linear function, but also handles different x in the
high dimension.
6.2 Comparison with Lattice Regression
The lattice regression models are the latest deep learning architec-
tures for monotonic regression. Therefore, we provide a comparison
between ours and them applied to selectivity estimation problems.
In order to perform an analytical comparison, we make the follow-
ing simplification. (i) We assume that x is fixed so it does not affect
the estimation. (ii) We consider a shallow version of DLN: It con-
sists of one layer of calibrator, followed by a layer of a single lattice.
With the above simplification, the DLN model can be analytically
represented as:
fˆDLN(t) = h(д(t ;w);θ0,θ1), where
д : t ∈ [0, tmax] 7→ z ∈ [0, 1],
h(z;θ0,θ1) = (1 − z)θ0 + zθ1.
Note that lattice regression degenerates to fitting a linear in-
terpolation in a latent space (i.e., z). There is little learning for
the function h, as its two parameters θ0 and θ1 are determined
by the minimum and maximum selectivity values in the training
data. Thus, the workhorse of the model is to learn the non-linear
mapping of д. This has two inherent limitations:
• The non-linear mapping on t is independent of x (even though
we do not model x here). Even in the full-fledged DLNmodel, the
calibration is performed on each input dimension independently.
We found that query-dependent fitting of the value function is
critical in our problem, as it significantly improves the perfor-
mance in our empirical evaluation (See Section 7.4).
• The calibrator also uses piece-wise linear functions with K con-
trol parameters equivalent to our (τi ,pi )Ki=1. However, τi s are
equally spaced between 0 and tmax, and only pi s are learnable.
This design is not flexible enough for many value functions, e.g.,
if the function values change rapidly within a small interval, the
calibrator won’t adaptively allocate more control points within
this area.
This effect is best illustrated by a simple example. We use both
models with the 8 control points to learn the function y = f (t) =
1
10 exp(t), for t ∈ [0, 10]2. The training data are 80 (ti , f (ti )) pairs
where ti s are randomly sampled within [0, 10]. We plot both
models’ estimation curves, and their learned control points in
Figure 3. Note that the y-axis for the control points for DLN is
on the right side of Figure 3(a). We can easily see that: (i) The
calibrator virtually determines the estimation as h() degenerates
to a simple scaling. (ii) The calibrator’s control points are evenly
spaced in t , while our model learns to place more controls points
in the “interesting area”, i.e., where y values change rapidly. This
effect will be even more pronounced if we consider the fact that
the interesting area varies depending on the query x. (iii) As a
result, our model approximates the value function much better
than DLN.
The full-fledged DLN model is too complex to analyze analyti-
cally, so we only study it in our empirical evaluation. However, we
believe that the above inherent limitations still remain.
6.3 Comparison with Clenshaw-Curtis
Quadrature
Clenshaw-Curtis quadrature is able to approximate the integral∫ τmax
0 дˆ(x, t ,D)dt , where дˆ =
∂fˆ (x,t,D)
∂t in our problem.UMNN [35]
is the latest work that adopts the idea to solve the autoregressive
flow problem, and use a neural network to model дˆ. In Clenshaw-
Curtis scheme [25], the cosine transform of дˆ(cosθ ) is adopted and
the discrete finite cosine transform is sampled at equidistant points
θ = π sN , where s = 1, . . . ,N , and N is the number of sample points.
Compared with our model, it adopts the same integral approxima-
tion for different queries, i.e., x, and ignores that integral points
should depend on x. Instead, our model fully considers this issue,
and is more flexible and robust.
7 EVALUATIONS
7.1 Experimental settings
Datasets. We use three embedding datasets 3.
• fasttext is a pretrained word embedding dataset consisting of 1
million 300-dimensional vectors [1]. We evaluate both cosine and
Euclidean (l2) distances on it as the vectors are not normalized,
and denote them as fasttext-cos and fasttext-l2, respectively.
2This function has a similar shape with the actual value functions we observed in the
experiments (see Figure 4).
3Please see Appendix B for detailed setup, such as data preparation, model settings, and
environment.
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• face is a collection of face embeddings from the face image
dataset [2, 12]. We extract 2 million random face images, and
obtain their 128-dimensional embedding vectors using the pre-
trained faceNetmodel [28]. We only evaluate cosine distance and
dub the setting face-cos, as the vectors are already normalized
and selectivity estimation based on Euclidean distance can be
reduced to an equivalent estimation problem based on cosine
distance.
• YouTube is a collection of video records and consists of 0.35
million normalized vectors with 1770 dimension [3]. We only
evaluated cosine distance and dub the setting YouTube-cos be-
cause its vectors are normalized.
Models. We compare our model with six state-of-the-art models,
covering a variety of approaches.
• KDE [24] is based on adaptive Kernel density estimation. It only
works for metric distance functions. To use KDE with cosine dis-
tance, we normalize the dataset to unit vectors and run KDEwith
Euclidean distance due to the transferability between Euclidean
and cosine distance.
• LightGBM [34] is based on gradient boosting tree and it supports
monotonic regression. Here to fair comparison, we compare with
the standard LightGBM and LightGBM-m with monotonic con-
straint. XGBoost [5] has the same mechanism with LightGBM,
so we do not compare it.
• LSH [38] is based on importance sampling using locality sensi-
tive hashing that substantially reduces the number of samples
required. It only works for the cosine distance due to the use of
the SimHash technique. We did not perform the Euclidean dis-
tance to cosine conversion as its performance is not competitive.
• Ordinary regression based on deep learning models. We relax the
consistency constraint and consider the following deep learning
models: DNN is a vanilla feed-forward network.MoE [29] is a
wide Mixture of Expert model with sparse activation. RMI [20] is
a hierarchical Mixture of Expert model that achieved competitive
performance on many traditional database tasks.
• Lattice regression-basedmodels:We adopt the latestmodelDLN [40]
in this category.
• Clenshaw-Curtis quadrature-based model: We adopt the latest
model UMNN [35] in this category.
• Our model is dubbed SelNet. We also evaluated two ablated
model from SelNet.
• SelNet-ct is SelNet without partitioning.
• SelNet-ad-ct is SelNet-ct without the query dependent control
point feature. We disable this feature by feeding a constant
vector into the FFN that generates 𝜏 .
Metrics. We evaluate Mean Squared Error (MSE), Mean Absolute
Error (MAE), and Mean Absolute Percentage Error (MAPE) (see
Appendix B.3 for definitions) on both Tvalid and Ttest .
7.2 Comparison with State-of-the-art Methods
We report the accuracies of all the methods on the three datasets
and two distance settings in Table 1–4.
It is clear that our model, SelNet, robustly and significantly out-
performs existing models. It achieves substantial error reduction
against the best of the nine state-of-the-art methods, in all three
Model MSE (×10
5) MAE (×102) MAPE
Tvalid Ttest Tvalid Ttest Tvalid Ttest
LSH * 70.03 71.45 12.28 13.17 1.38 1.40
KDE * 64.13 64.22 11.71 11.72 1.03 1.01
LightGBM 133.22 130.07 8.44 8.47 0.98 0.97
LightGBM-m 157.25 160.11 9.02 9.08 0.92 0.91
DNN 46.52 46.61 10.23 10.26 0.92 0.93
MoE 57.40 79.83 7.16 7.17 1.35 1.37
RMI 26.73 24.87 8.28 8.25 0.98 0.96
DLN * 56.22 58.57 10.66 10.54 1.07 1.06
UMNN * 23.22 24.69 6.67 6.71 1.21 1.22
SelNet * 4.95 5.08 2.95 2.96 0.63 0.61
Table 1: Accuracy on fasttext-cos. Note that only models
marked with a * guarantee consistency.
Model MSE (×10
5) MAE (×102) MAPE
Tvalid Ttest Tvalid Ttest Tvalid Ttest
KDE * 24.34 31.40 7.25 8.33 1.51 1.74
LightGBM 164.91 98.77 10.20 9.56 1.25 1.04
LightGBM-m 171.46 101.22 10.13 9.84 1.22 1.20
DNN 46.22 63.54 10.24 11.25 1.28 1.33
MoE 558.56 725.74 8.08 8.31 1.16 1.22
RMI 39.12 40.16 9.19 9.22 1.22 1.24
DLN * 76.04 77.50 11.53 11.56 1.52 1.53
UMNN * 43.11 43.04 8.90 8.89 1.36 1.35
SelNet * 7.65 7.87 3.51 3.56 0.75 0.76
Table 2: Accuracy on fasttext-l2.
Model MSE (×10
5) MAE (×102) MAPE
Tvalid Ttest Tvalid Ttest Tvalid Ttest
LSH * 277.82 277.35 24.44 25.36 1.25 1.28
KDE * 179.76 182.34 19.65 19.76 0.99 1.01
LightGBM 108.57 101.29 9.76 9.51 0.46 0.45
LightGBM-m 112.44 114.62 10.43 10.46 0.48 0.49
DNN 196.56 110.77 20.05 17.14 0.87 0.89
MoE 15.66 21.25 4.27 4.32 0.29 0.30
RMI 30.72 31.05 7.22 7.24 0.56 0.57
DLN * 126.85 112.36 18.34 18.02 0.98 0.97
UMNN * 16.32 16.75 4.68 4.70 0.38 0.36
SelNet * 5.03 4.96 2.46 2.43 0.22 0.23
Table 3: Accuracy on face-cos.
error metrics on all the settings: the improvement is 2.9–5.2 times
reduction in MSE, 1.4–2.4 times reduction in MAE, and 1.4–1.7
times reduction inMAPE.
Among the nine existing methods, the winner really depends on
the dataset, the distance function, and the error metric used. For
example, MoE performs exceptionally well on face-cos, but it is
the worst model on fasttext-l2 in terms of MSE. UMNN wins on
fasttext-cos. Even if we fix an error metric, e.g., MSE, KDE wins on
fasttext-l2, but far from the winner on the other two settings. These
results indicate the challenge of predicting the selectivity accurately
and the possible robustness issues with all existing models.
If we only consider models that guarantee consistency (i.e., model
names with a * in the tables), the improvement of SelNet is more
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Model MSE (×10
4) MAE (×102) MAPE
Tvalid Ttest Tvalid Ttest Tvalid Ttest
LSH * 30.25 28.54 1.85 1.83 0.78 0.76
KDE * 28.76 29.25 1.89 1.90 0.74 0.70
LightGBM 39.50 40.11 1.99 2.00 0.51 0.52
LightGBM-m 43.83 54.26 2.12 2.19 0.64 0.65
DNN 25.90 27.76 1.71 1.77 0.49 0.51
MoE 16.13 15.78 1.60 1.59 0.54 0.53
RMI 15.90 17.71 1.58 1.62 0.56 0.55
DLN * 29.25 29.37 1.91 1.92 0.70 0.69
UMNN * 19.04 20.57 1.64 1.69 0.50 0.49
SelNet * 7.21 7.23 1.12 1.13 0.38 0.36
Table 4: Accuracy on YouTube-cos.
LSH * KDE * LightGBM LightGBM-m * DNN
100 100 86.34 100 78.22
MoE RMI DLN * UMNN * SelNet *
94.82 90.48 100 100 100
Table 5: Empirical monotonicity (%) on face-cos.
obvious: the improvement is 2.9–6.3 times reduction inMSE, 1.4–3.2
times reduction inMAE, and 1.7–1.9 times reduction inMAPE.
We examine each category of models. We start with the sampling-
based method. KDE works better than LSH on all settings. In fact,
its performance even outperforms some deep learning regression
based methods (e.g., in fasttext-l2). One possible reason is that it
focuses on the metric space and escapes the curse of dimensionality.
For tree-based models, LightGBM and LightGBM-m do not per-
form well. The reason is that they do not learn t well. One inter-
esting observation is that LightGBM-m cannot beat LightGBM in
most cases. This indicates that the monotonic constraint, albeit
better interpretability, sometimes decreases the performance of
regression.
Among the deep learning-based models (including lattice re-
gression and Clenshaw-Curtis quadrature based models), MoE and
UMNN slightly outperform others in most cases. For example, in
fasttext-cos and fasttext-l2 datasets, theirMAEs are 1.16 and 1.14
times smaller than the best of deep regression models. MoE fails to
learn data with large selectivities. In Table 2, itsMSE is very large,
while its MAE and MAPE are relatively small, which indicates that
errors of large selectivities pull up the overallMSE value.
UMNN cannot beat SelNet, e.g., 2.8-5.5 times largerMSE than
SelNet, because it does not adopt the query dependent integral
and partition strategy. The performance of lattice regression-based
model, DLN, is mediocre, even compared with other categories.
We believe that the main reason is its inherent limitation to model
complex regression problems as in its original design, it considers
a narrow class of multi-dimensional monotonic functions, while
in our problem the distance function is a one-dimensional (i.e., t )
monotonic function.
7.3 Consistency Test
We compute the empirical monotonicity measure [7] and show the
results in Table 5. The measure is the percentage of estimated pairs
that violate the monotonicity, averaged over 200 queries. For each
Dataset Model MSE (×10
4) MAE (×102) MAPE
Tvalid Ttest Tvalid Ttest Tvalid Ttest
fasttext-cos
SelNet 4.95 5.08 2.95 2.96 0.63 0.61
SelNet-ct 5.79 5.83 3.12 3.11 0.65 0.63
SelNet-ad-ct 14.92 14.79 5.22 5.18 1.23 1.22
fasttext-l2
SelNet 7.65 7.87 3.51 3.56 0.75 0.76
SelNet-ct 13.21 12.63 4.33 4.37 0.82 0.81
SelNet-ad-ct 39.77 39.59 8.77 8.72 2.93 2.90
face-cos
SelNet 5.03 4.96 2.46 2.43 0.22 0.23
SelNet-ct 5.38 5.31 2.81 2.92 0.23 0.24
SelNet-ad-ct 16.87 16.02 4.71 4.65 0.38 0.37
YouTube-cos
SelNet 7.21 7.23 1.12 1.13 0.38 0.36
SelNet-ct 9.04 9.07 1.22 1.20 0.41 0.39
SelNet-ad-ct 15.27 16.54 1.57 1.59 0.52 0.53
Table 6: Ablation Study
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Figure 4: Control points on fasttext-cos.
query, we sampled 100 thresholds, which form
(100
2
)
pairs. A low
score indicates more inconsistent estimates. As expected, models
without consistency guarantee cannot produce 100% monotonicity.
7.4 Ablation Study
SelNet-ct v.s. SelNet. The main difference between the two mod-
els is whether cover tree partition is used. Tables 6 show that the
cover tree partition strategy improves the performance. The im-
provement is especially significant on fasttext-l2, achieving 1.7x
and 1.4x reduction inMSE andMAE. This is because the ground
truth label values on each model are reduced; this makes it easier to
fit our piece-wise linear function with the same number of control
parameters, as the value function is less steep.
SelNet-ct v.s. SelNet-ad-ct. The main difference between the two
models is whether control parameters (𝜏 ) are dependent on the
query x or not. Table 6 show that this feature has a significant
impact on the performance across all settings and all error metrics.
For example, on fasttext-cos, errors (incl.MSE,MAE, andMAPE)
of SelNet-ct are nearly 2 times smaller than those of SelNet-ad-ct.
Similar results can also be found on fasttext-l2 and face-cos. This
is because SelNet-ct can use different piece-wise linear functions
to approximate the value function for different query objects, as
compared with the piece-wise linear functions with the same set of
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Model face-cos fasttext-cos fasttext-l2 YouTube-cos
LSH * 1.34 3.65 - 4.95
KDE * 0.85 0.98 0.99 1.13
LightGBM 0.18 0.29 0.28 0.52
LightGBM-m 0.19 0.28 0.28 0.50
DNN 0.03 0.07 0.07 0.16
MoE 0.28 0.39 0.38 0.57
RMI 0.32 0.41 0.40 0.61
DLN * 0.65 0.81 0.83 1.22
UMNN * 0.24 0.37 0.39 0.52
SelNet * 0.20 0.34 0.35 0.51
SelNet-ct * 0.10 0.17 0.16 0.28
SelNet-ad-ct * 0.11 0.16 0.18 0.29
Table 7: Average estimation time (milliseconds).
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Figure 5: Data update.
τ values in SelNet-ad-ct. To illustrate this point further, we plot the
control parameters learned by both models for two random queries
in Figure 4.We can see that SelNet-ad-ct used the same set of τ values
for both queries (i.e., only the x-coordinate of the controls points).
This is obviously not ideal as a good approximation should devote
more points to the thresholds such that the selectivity changes
rapidly, and yet such threshold intervals vary from query to query.
As a result, SelNet-ad-ct fails to fit the ground truth curve closely
especially for quickly changing selectivity values, and results in
larger errors across all three metrics.
7.5 Estimation Time
Table 7 shows the estimate time on the testing data. Our model can
predict very fast compared with other approaches. Compared with
DB approaches, i.e., LSH andKDE, ourmodels have faster prediction
time, e.g., at least 2.8 times faster than the best of DB approaches.
Among ML models, DNN is the fastest due to its simple model
structure. Our models become the runner-up, and their speeds are
faster than RMI,MoE DLN and UMNN.
7.6 Evaluation of Data Update
We generate a stream of 100 update operations, each with an inser-
tion or deletion of 5 records on face-cos and fasttext-cos. Figure 5
plots MSE and MAPE changes on a sequence of update operations.
The result indicates that incremental learning (Section 5.4) is able to
handle updated data. Besides, SelNet only needs 1.5 – 2.0 minutes to
perform incremental learning for each update on the two datasets,
showcasing its ability to cope with updates.
Error Metric Number of Control Points10 50 90 130
MSE (×105) 13.06 7.65 7.93 10.47
MAE (×102) 4.85 3.51 3.56 3.92
MAPE 0.87 0.75 0.76 0.79
Table 8: Errors v.s. number of control points on fasttext-l2.
Error Metric Partition Size1 3 6 9
MSE (×105) 13.21 7.65 6.82 6.75
MAE (×102) 4.33 3.51 3.36 3.11
MAPE 0.82 0.75 0.77 0.74
Est. Time (ms) 0.16 0.36 0.79 1.24
Table 9: Errors v.s. partition size on fasttext-l2.
Method CT (3) RP (3) KM (3)
MSE (×105) 7.87 8.02 9.14
MAE (×102) 3.56 3.57 3.64
MAPE 0.76 0.78 0.79
Table 10: Errors v.s. partitioningmethods on fasttext-l2.
7.7 Evaluation of Hyper-parameters
Themain hyper-parameters in ourmodels are the number of control
points L and partition size K in the cover tree partitioning. Due
to the space limitation, we do not show the effect of other hyper-
parameters. We make experiments in the validation data as follows.
The number of control points is related with the final performance.
A small value leads to underfitting towards the curve of thresholds
for one specific query, while a large value increases the learning
difficulty. Here we fine-tuned L and found that a value of 50 (Table 8)
achieves relatively good performance.
We compare SelNet with 1 (equivalent to SelNet-ct), 3, 6, and 9
partitions of fasttext-l2 in Table 9. The experimental results show
that the improvement is small after the partition size reaches a
certain value, 6 in fasttext-l2. This indicates that a small partition
number suffices to achieve good performance. Furthermore, as the
partition size increases, estimation time increases. Hence, we use 3
partitions by default in SelNet.
7.8 Evaluation of PartitioningMethods
We compare cover tree partition (CT) with random partition (RP)
and k-means partition (KM) in Table 10. KM has the largest errors
because it involves imbalance among partitions. CT is slightly better
than RP.
7.9 Performance on Thresholds Generated by
Beta Distribution
The default training (and validation and test) data generation fol-
lows the same way as [24] since such generation method better
simulates the realistic workload. Here we consider another type of
generation method, where the queries are still randomly sampled
from the database, but the thresholds are sampled from a designated
distribution. To this end, we use the beta distribution with param-
eter α = 3 and β = 2.5 for cosine distance. The parameters are
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Model MSE (×10
8) MAE (×103) MAPE
Tvalid Ttest Tvalid Ttest Tvalid Ttest
LSH * 74.79 69.88 14.55 14.42 1.37 1.35
KDE * 69.53 69.18 14.00 13.90 0.99 1.01
LightGBM 57.44 59.28 12.42 12.48 0.77 0.73
LightGBM-m 68.86 70.11 13.87 13.92 0.74 0.76
DNN 36.10 36.04 10.04 10.03 0.87 0.89
MoE 12.39 11.64 4.33 4.25 1.26 1.20
RMI 20.17 20.23 6.36 6.37 0.65 0.69
DLN * 48.26 47.89 11.50 11.39 1.11 1.13
UMNN * 6.20 6.09 3.58 3.54 0.55 0.52
SelNet * 1.62 1.64 1.74 1.73 0.38 0.38
Table 11: Accuracy on fasttext-cos (thresholds follows the
beta distribution B(3, 2.5)).
chosen such that the selectivities of many queries changes rapidly
within the high probability region of the threshold distribution.
The results are shown in Table 11. Compared with the default
training data, all models perform worse, as the range of selectivity
values in this workload is larger. Compared with other approaches,
SelNet have significant improvement. For example, SelNet has
nearly 3.9 times smallerMSE value and 2.1 timesMAE when com-
pared with the best previous models (UMNN). Hence, our proposed
model demonstrate robustness against training data changes.
8 CONCLUSION
In this paper, we tackle the selectivity estimation problem for high-
dimensional data using a novel deep learning architecture. Our
method is based on learning query dependent, monotonic contin-
uous piece-wise linear functions. This provides the flexibility of
our model to approximate complex functions while still guaran-
teeing the consistency of estimation. Our extensive experiments
demonstrate that the proposed model outperforms previous state-
of-the-art methods significantly across a range of settings including
datasets, distance functions, and error metrics.
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A PROOFOF LEMMA 1
Proof. Assume t ∈ [τi−1,τi ), then t+ϵ is in [τi−1,τi ) or [τi ,τi+1).
In the first case, fˆ (x,τ +ϵ ;Θ)− fˆ (x,τ ;Θ) = ϵτi−τi−1 ·(pi −pi−1) ≥ 0.
In the second case, fˆ (x,τ ;Θ) ≤ pi and fˆ (x,τ + ϵ ;Θ) ≥ pi . Thus,
fˆ (x, t ;Θ) is monotonically increasing w.r.t. t . □
B EXPERIMENT SETUP
B.1 Data Preparation
We randomly sample 0.25 million unique vectors as queries from
the dataset D. In order to generate more representative thresholds
for each vector, we follow the approach in [24]: we generate a
geometric sequence of w selectivity values in the range [1, |D |100 ],
and calculate their corresponding thresholds. The resulting data are
randomly split 80:10:10 according to queries into training (Ttrain ),
validation (Tvalid ) and test data (Ttest ). This ensures that none of
the test queries and their thresholds has been seen by the model
during the training or validation. We usew = 40.
B.2 Model Settings
Hyperparameter and training settings are given below.
• DNN is a vanilla FFN with four hidden layers of sizes 512, 512,
512, and 256.
• MoE consists of 30 expert models, each an FFN with three hidden
layers of sizes 512, 512, and 512. We used top-3 experts for the
prediction.
• RMI has three levels, with 1, 4, and 8 models, respectively. Each
model is a FFN with four hidden layers with sizes 512, 512, 512,
and 256.
• DLN is an architecture of six layers: calibrators, linear embedding,
calibrators, ensemble of lattices, calibrators, and linear embed-
ding.
• UMNN is a FFN with four hidden layers of sizes 512, 512, 512
and 256 to implement the derivative. ∂f (x,t,D)∂t . f (x, t ,D) is com-
puted by Clenshaw-Curtis quadrature with learned derivatives.
• SelNet: We use an FFN with two hidden layers to estimate 𝜏 , and
an FFN in Equation 3 with four hidden layers to estimate p. The
encoder and decoder of AE are implemented with an FFN with
three hidden layers. For face-cos and YouTube-cos datasets, the
sizes of the first three (two if not enough) hidden layers of the
three FFNs are 512, and the sizes of all other hidden layers are
256. For fasttext-cos and fasttext-l2, the sizes of the first hidden
layer of the three FFNs are 1024, and the others remain the same.
The number of control parameters L is 50. The (default) partition
size is 3. The learning rates of face-cos, fasttext-cos, fasttext-l2
and YouTube-cos are 0.00003, 0.00002, 0.00002 and 0.00003. |hi |
(0 ≤ i ≤ L + 1) in model M is 100, and the batch size is 512 for all
datasets. We train all models in 1500 epochs, and select the ones
with the smallest validation errors. For the training with data
partitioning, we use T = 300 and β = 0.1 in our experiments.
For LSH and KDE, we use 2,000 samples to keep the estimation
cost reasonable. For all the other models, we train them with the
same Huber loss on the logarithm of the ground truth and predic-
tion; all hyper-parameters are fine-tuned according to the validation
set. DNN, MoE and RMI cannot directly handle the threshold t .
We learn a non-linear transformation of t into anm dimensional
embedding vector, i.e., t = ReLU(wt). Then we concatenate it with
x as the input to these models.
B.3 EvaluationMetric
We evaluate Mean Squared Error (MSE), Mean Absolute Error
(MAE), and Mean Absolute Percentage Error (MAPE). They are
defined as:
MSE =
1
m
m∑
i=1
(yˆi − yi )2,
MAE =
1
m
m∑
i=1
|yˆi − yi |,
MAPE =
1
m
m∑
i=1
yˆi − yiyi
,
where yi is the ground truth value and yˆi is the estimated value.
B.4 Environment
The experiments were carried out on a server with a Intel Xeon
E5-2640 @2.40GHz CPU and 256GB RAM running Ubuntu 16.04.4
LTS. Non-deep models were implemented in C++. Deep models
were implemented in python and Tensorflow.
Source codes and datasets are available at https://github.com/
yaoshuwang/SelNet-Estimation.
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