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Abstract
The logic MMSNP is a restricted fragment of existential second-order
logic which allows to express many interesting queries in graph theory and
finite model theory. The logic was introduced by Feder and Vardi who
showed that every MMSNP sentence is computationally equivalent to a
finite-domain constraint satisfaction problem (CSP); the involved proba-
bilistic reductions were derandomized by Kun using explicit constructions
of expander structures. We present a new proof of the reduction to finite-
domain CSPs which does not rely on the results of Kun. This new proof
allows us to obtain a stronger statement and to verify the more general
Bodirsky-Pinsker dichotomy conjecture for CSPs in MMSNP. Our ap-
proach uses the fact that every MMSNP sentence describes a finite union
of CSPs for countably infinite ω-categorical structures; moreover, by a re-
cent result of Hubicˇka and Nesˇetrˇil, these structures can be expanded to
homogeneous structures with finite relational signature and the Ramsey
property. This allows us to use the universal-algebraic approach to study
the computational complexity of MMSNP.
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1 Introduction
Monotone Monadic SNP (MMSNP) is a fragment of monadic existential second-
order logic whose sentences describe problems of the form “given a structure A, is
there a colouring of the elements of A that avoids some fixed family of forbidden
patterns?” Examples of such problems are the classical k-colourability problem
for graphs (where the forbidden patterns are edges whose endpoints have the
same colour), or the problem of colouring the vertices of a graph so as to avoid
monochromatic triangles (Figure 1).
MMSNP has been introduced by Feder and Vardi [26], whose motivation
was to find fragments of existential second-order logic that exhibit a complexity
dichotomy between P and NP-complete. They proved that every problem de-
scribed by an MMSNP sentence is equivalent under polynomial-time randomised
reductions to a constraint satisfaction problem (CSP) over a finite domain, and
conjectured that every finite-domain CSP is in P or NP-complete. Kun [34]
later improved the result by derandomising the equivalence, thus showing that
MMSNP exhibits a complexity dichotomy if and only if the Feder-Vardi di-
chotomy conjecture holds. Recently, Bulatov [20] and Zhuk [40] independently
proved that the dichotomy conjecture indeed holds. Both authors establish a
stronger form of the dichotomy, the so-called tractability conjecture, which gives
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a characterisation of the finite-domain CSPs that are solvable in polynomial
time (assuming P is not NP). This characterisation is phrased in the language
of universal algebra and is moreover decidable.
The universal algebraic approach can also be used to study constraint sat-
isfaction problems over infinite templates B, at least if the structure B is ω-
categorical. If B can even be expanded to a finitely bounded homogeneous
structure, then there exists a generalisation of the tractability conjecture for
finite-domain CSPs; see e.g. [4, 3, 1, 14]. Dalmau and Bodirsky [11] showed
that every problem in MMSNP is a finite union of constraint satisfaction prob-
lems for ω-categorical structures. These structures can be expanded to finitely
bounded homogeneous structures so that they fall into the scope of the men-
tioned infinite-domain tractability conjecture. It is easy to see that in order to
prove the MMSNP dichotomy, it suffices to prove the dichotomy for those MM-
SNP problems that are CSPs (see Section 2.3). This poses the question whether
the complexity of MMSNP can be studied directly using the universal-algebraic
approach, rather than the reduction of Kun which involves a complicated con-
struction of expander structures. In particular, even though we now have a
complexity dichotomy for MMSNP, it was hitherto unknown whether the CSPs
in MMSNP satisfy the infinite-domain tractability conjecture.
The main result of this paper is the confirmation of the infinite-domain
tractability conjecture for CSPs in MMSNP. As a by-product, we obtain a new
proof of the complexity dichotomy for MMSNP that does not rely on the results
of Kun. To the best of our knowledge, this is the first-time that the universal-
algebraic approach provides a classification for a class of computational problems
that has been studied in the literature before1, and which has been introduced
without having the universal-algebraic approach in mind. We also solve an open
question by Lutz and Wolter [35]. Informally, we prove that the existential
second-order predicates of an MMSNP sentence can be added to the original
(first-order) signature of the sentence without increasing the complexity of the
corresponding problem; we refer the reader to Section 5 for a formal statement.
Overview
Section 2 introduces MMSNP, CSPs, and how they relate. The choice of the
template for a CSP in MMSNP is of course not unique, and the right choice of
the infinite structures to work with in our analysis is one of the central topics
in this article. In fact, there are differences between the infinite structures we
work with on three levels:
1https://complexityzoo.uwaterloo.ca/Complexity_Zoo:M#mmsnp.
Figure 1: The No-monochromatic-triangle problem: the input is a finite graph
G, and the question is whether there exists a colouring of the vertices of G with
two colours that avoids monochromatic triangles.
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1. In certain proofs it is necessary to work with an expansion of the structure
having a larger relational signature. We might expand the structure with
unary relations that correspond to the monadic predicates of the MMSNP
sentence. But we also need larger (first-order) expansions that make the
structure homogeneous (see Section 2.2.4), or Ramsey (Section 4.1; this
expansion is by a linear order which is not first-order definable). We fi-
nally also work with templates for MMSNP sentences where each monadic
predicate extends a unary input predicate, called precoloured (Section 5),
solving an open problem from [35].
2. Even when we stick with the signature of our MMSNP sentence, the tem-
plate is of course not unique. There always exists the up to isomorphism
unique model-complete core template, but this is in many situations not
the most appropriate template to work with; one of the reasons is, roughly
speaking, that we sometimes need to work with injective polymorphisms
with certain properties and that the model-complete core template might
not have such polymorphisms.
3. There is a third level of difficulties: not only do we care about the tem-
plates, but we also care about the description of the template. Different
MMSNP τ -sentences might describe the same CSP. Which ω-categorical
template we construct for an MMSNP sentence Φ might not only depend
on the CSP that is described by Φ, but also on the sentence Φ. Here
we solve a problem that the last and first author have been discussing
since 2005: we show that if Φ is even in strong normal form (a concept
from [37] that strengthens the MMSNP normal form introduced by Feder
and Vardi [26, 38]), then the ω-categorical τ -structure that we obtain for
Φ is already the model-complete core template (Theorem 63).
One outcome of these investigations is the reduction of the classification to the
precoloured situation, where the template also contains the monadic predicates
of the MMSNP sentence in the input signature. The real classification work is
then done in Section 6, and uses the following strategy:
1. Using the infinite-to-finite reduction from [14], we show that a CSP in
MMSNP is in P if the corresponding template has a canonical polymor-
phism that behaves on the orbits of the template as a Siggers operation.
2. In order to prove that this is the only way to obtain polynomial-time
tractability, we want to show that the absence of such a canonical poly-
morphism is equivalent to the existence of a uniformly continuous clonoid
homomorphism to the clone of projections, which is known to entail NP-
hardness [3]. We construct this map by first defining a clonoid homomor-
phism from the clone of canonical polymorphisms of the template to the
clone of projections, followed by extending this map to the whole polymor-
phism clone (similarly as in [14]). For this, two ingredients are necessary.
3. The first one is the fact that every polymorphism of the template locally
interpolates a canonical operation. This requires proving that the template
under consideration has an ω-categorical Ramsey expansion, which follows
from recent results of Hubicˇka and Nesˇetrˇil [31].
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4. The second ingredient is the fact that every polymorphism of our template
canonises in essentially one way. We obtain this through an analysis of
the binary symmetric relations that are preserved by the polymorphisms
of the template.
This presentation of the strategy oversimplifies certain aspects, and we have to
defer a more precise discussion to Section 6.
2 MMSNP and CSPs
We first formally introduce the logic MMSNP (Section 2.1). Our main result is
not only the new proof of the dichotomy for MMSNP, but also the proof that
the Bodirsky-Pinsker dichotomy conjecture holds for all CSPs in MMSNP; the
dichotomy for all of MMSNP follows from this result. So we have to introduce
CSPs, too, which will be done in Section 2.2. We then explain the connection
between MMSNP and infinite-domain CSPs: first we syntactically characterise
those MMSNP sentences that describe CSPs, by introducing the logic connected
MMSNP, and then we show that the dichotomy for MMSNP and the dichotomy
for connected MMSNP are equivalent (Section 2.3). In Section 2.4, we revisit
the result of Dalmau and Bodirsky [11] that every connected MMSNP sentence
is the CSP for an ω-categorical template.
2.1 MMSNP
Let τ be a relational signature (we also refer to τ as the input signature). SNP
is a syntactically restricted fragment of existential second order logic. A sen-
tence in SNP is of the form ∃P1, . . . , Pn. φ where P1, . . . , Pn are predicates (i.e.,
relation symbols) and φ is a universal first-order-sentence over the signature
τ ∪ {P1, . . . , Pn}. Monotone Monadic SNP without inequality, MMSNP, is the
popular restriction thereof which consists of sentences Φ of the form
∃P1, . . . , Pn ∀x¯
∧
i
¬
(
αi ∧ βi
)
,
where P1, . . . , Pn are monadic (i.e., unary) relation symbols not in τ , where x¯
is a tuple of first-order variables, and for every negated conjunct:
• αi consists of a conjunction of atomic formulas involving relation symbols
from τ and variables from x¯; and
• βi consists of a conjunction of atomic formulas or negated atomic formulas
involving relation symbols from P1, . . . , Pn and variables from x¯.
Notice that the equality symbol is not allowed in MMSNP sentences.
Every MMSNP τ -sentence describes a computational problem: the input
consists of a finite τ -structure A, and the question is whether A |= Φ, i.e.,
whether the sentence Φ is true in A. We sometimes identify MMSNP with the
class of all computational problems described by MMSNP sentences.
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2.2 Constraint Satisfaction Problems
Let A and B be two structures with the same relational signature τ . A homo-
morphism from A to B is a map from A (the domain of A) to B (the domain
of B) that preserves all relations. An embedding is a homomorphism which is
additionally injective and also preserves the complements of all relations; in this
case we write A →֒ B. For a relational τ -structure B we write
• Age(B) for the class of all finite τ -structures that embed into B;
• CSP(B) for the class of all finite τ -structures that homomorphically map
into B.
For example, CSP(K3) is the 3-colouring problem: the signature τ := {E} is
the signature of graphs, and K3 := ({0, 1, 2};E) denotes the clique with three
vertices, i.e., EB := {0, 1, 2}3 \ {(0, 0), (1, 1), (2, 2)}.
Let F be a class of finite relational τ -structures. We write
• Forbind(F) for the class of all finite τ -structures that do not embed a
structure from F ;
• Forbhom(F) stands for the class of all finite τ -structures A such that no
structure in F homomorphically maps to A.
A relational structure B is called finitely bounded if it has a finite signature
τ and there exists a finite set of finite τ -structures F (the bounds) such that
Age(B) = Forbind(F).
2.2.1 Logic perspective
We present the classical terminology to pass from structures to formulas and
vice versa. Let A be a τ -structure. Then the canonical query of A is the formula
whose variables are the elements of A, and which is a conjunction that contains
for every R ∈ τ a conjunct R(a1, . . . , an) if and only if (a1, . . . , an) ∈ RA.
A primitive positive τ-formula (also known as conjunctive query in database
theory) is a formula that can be constructed from atomic formulas using con-
junction ∧ and existential quantification ∃; in other words, it is a first-order
formula without using disjunction ∨, negation ¬, or universal quantification ∀.
By renaming the existentially quantified variables and pulling out the existen-
tial quantifiers, it is straightforward to rewrite primitive positive formulas into
unnested formulas of the form
∃x1, . . . , xn (ψ1 ∧ · · · ∧ ψn)
where ψ1, . . . , ψn are atomic τ -formulas, i.e., they are of the form R(y1, . . . , yn)
or of the form y = y′ where the variables might be from {x1, . . . , xn}; otherwise
they are called free. We write φ(z1, . . . , zn) if the free variables of φ are contained
in {z1, . . . , zn}. A formula without free variables is called a sentence.
Let φ be a primitive positive τ -formula without conjuncts of the form y = y′
and written in the unnested form presented above. Then the canonical database
of φ is the τ -structure A whose elements are the variables of φ, and such that
for every R ∈ τ we have (a1, . . . , an) ∈ RA if and only if R(a1, . . . , an) is a
conjunct of φ. We will apply the notion of canonical database also to primitive
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positive formulas in general, by first rewriting them into unnested form and
then applying the definition above. Since the rewriting might require that some
of the existentially quantified variables are renamed, the resulting canonical
database is not uniquely defined; but since we usually consider structures up to
isomorphism, this should not cause confusions. Also note that the information
which variable is existentially quantified and which variable is free is lost in
the passage from a primitive positive formula to the canonical database. The
following is straightforward and well-known.
Proposition 1 (See, e.g., [23]). Let A and B be two structures. The following
are equivalent.
• A has a homomorphism to B.
• B |= ∃a¯.φ where φ is the canonical query for A and a¯ lists all the elements
of A.
2.2.2 PP-constructions
We say that two structures A and B with the same signature are homomor-
phically equivalent if there is a homomorphism from A to B and vice versa. A
pp-power of B is a structure with domain Bd, for d ∈ N, whose k-ary relations
are primitive positive definable when viewed as dk-ary relations over B. Let C
be a class of structures. We write
• He(C) for the class of all structures that are homomorphically equivalent
to structures in C.
• Ppp(C) for the class of all structures obtained from structures in C by
taking pp-powers.
A structure C is said to have a pp-construction over B if it can be obtained
from {B} by repeated applications of He and Ppp.
Lemma 2 ([3]). Let B be a relational structure with a finite relational signature.
Then the structures with a pp-construction over B are precisely the structures in
He(Ppp({B})). If C ∈ He(Ppp({B})) then there is a polynomial-time reduction
from CSP(C) to CSP(B).
2.2.3 The finite-domain dichotomy theorem
We will use an important result from universal-algebra, Theorem 3 below; each
of the equivalent items in this theorem will be used later in this article.
A polymorphism of a structureB is a homomorphism fromBk (a finite direct
power of B) to B. For every i, j ∈ N, i ≤ k, the projection πki : B
k → B given
by πki (x1, . . . , xk) := xi is a polymorphism. The set of all polymorphisms ofB is
denoted by Pol(B); this set forms a function clone, i.e., it is a set of operations
on the set B that is closed under composition and contains the projections. A
map ξ : B → C between two clones B and C that preserves the arities is called
a clone homomorphism if ξ(f(g1, . . . , gn)) = ξ(f)(ξ(g1), . . . , ξ(gn)) for all n-ary
operations f ∈ B and all k-ary operations g1, . . . , gn ∈ B. We write P for the
clone of projections on the set {0, 1}.
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A set C of functions is called a clonoid if for every f ∈ C of arity k, ev-
ery l ≤ k, and every σ : {1, . . . , k} → {1, . . . , l}, the function (x1, . . . , xl) 7→
f(xσ(1), . . . , xσ(k)) is in C . Clearly, clones are clonoids. A map ξ : B → C
between two clonoids B and C that preserves the arities is called a clonoid ho-
momorphism if ξ(f(πki1 , . . . , π
k
in
)) = ξ(f)(πki1 , . . . , π
k
in
) for all n-ary operations
f ∈ B, k ∈ N, and i1, . . . , in ≤ k.
Theorem 3 ([2, 22, 3]). Let B be a finite structure. Then the following are
equivalent.
1. He(Ppp(B)) contains K3.
2. B has no polymorphism s of arity 6 which is Siggers, i.e., satisfies
∀x, y, z. f(x, y, x, z, y, z)) = f(y, x, z, x, z, y) .
3. B has no polymorphism f of arity k ≥ 2 which is cyclic, i.e., satisfies
∀x1, . . . , xk. f(x1, . . . , xk) = f(x2, . . . , xk, x1) .
4. There exists a clonoid homomorphism from Pol(B) to P.
It is known that if a finite structure B satisfies the equivalent items from
Theorem 3, then CSP(B) is NP-hard [22]. Otherwise, we have the following
recent result.
Theorem 4 (Finite-domain tractability theorem [20, 40]). Let B be a finite
structure with finite relational signature which does not satisfy the equivalent
conditions from Theorem 3. Then CSP(B) is in P.
2.2.4 Countable categoricity
Connected MMSNP sentences describe CSPs of countable structures that satisfy
a strong property from model theory: ω-categoricity. A countably infinite struc-
ture B is called ω-categorical if all countable models of the first-order theory of
B are isomorphic.
An endomorphism of B is a homomorphism from B to B. The set of all
endomorphisms of B, denoted by End(B), is a transformation monoid with re-
spect to composition ◦. An automorphism of B is a bijective endomorphisms
e of B such that e−1 is also an endomorphism of B. The set of all automor-
phisms of B, denoted by Aut(B), forms a permutation group with respect to
composition.
A structure B is called homogeneous if every isomorphism between finite
substructures of B can be extended to an automorphism of B. Homogeneous
structures with finite relational signature are ω-categorical; this is a straightfor-
ward consequence of Theorem 5 below. A permutation group G on a countably
infinite set B is called oligomorphic if for every n ≥ 1 there are finitely many
orbits of n-tuples on Bn (with respect to the componentwise action of G on Bn;
this is often left implicit in the following).
Theorem 5. A countable structure B is ω-categorical if and only if G :=
Aut(B) is oligomorphic. In an ω-categorical structure, the orbits of the compo-
nentwise action of G on Bn are first-order definable in B.
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A finite or countably infinite ω-categorical structure B is called a core if
all endomorphisms of B are embeddings, and it is called model-complete if all
embeddings of B into B preserve all first-order formulas.
Theorem 6 ([7]). Every ω-categorical structure B is homomorphically equiva-
lent to a model-complete core C, which is up to isomorphism unique, ω-categorical,
and embeds into B.
The set of all maps from B → B carries a natural topology, the topology of
pointwise convergence, which is the product topology on BB where B is taken
to be discrete. We write S for the closure of S with respect to this topology. It
is well-known (see e.g. Proposition 3.4.8 in [8]) that a subset S of BB is closed
if and only if S = End(B) for a structure B on B.
Proposition 7 ([7]). For a countable ω-categorical structure B, the following
are equivalent.
• B is a model-complete core;
• the orbits of tuples of the componentwise action of Aut(B) are primitive
positive definable in B;
• End(B) = Aut(B).
If B is an ω-categorical model-complete core, then adding a unary singleton
relation to B does not change the computational complexity of CSP(B). When
C is a class of relational structures, then C(C) is the class of all structures that
can be obtained from a model-complete core in C by adding a singleton unary
relation. It is known (from [3]) that C(C) ⊆ He(Ppp(C)).
We also equip the set of all operations of finite arity on the set B with a
topology such that the polymorphism clones of relational structures with domain
B are precisely the closed subsets. The following result holds for all TODO
Theorem 8 ([4]). Let B be an ω-categorical model-complete core. Then either
• B has an expansion C by finitely many unary singleton relations such that
Pol(C) has a continuous clone homomorphism to P, or
• B has no pseudo-Siggers polymorphism, i.e., a 6-ary polymorphism s and
unary polymorphisms e1 and e2 which satisfy
∀x, y, z. e1(f(x, y, x, z, y, z)) = e2(f(y, x, z, x, z, y)).
A map ξ from a set of operations B on a set B to a set of operations C on a
set C is uniformly continuous2 if and only if for all n ≥ 1 and all finite C′ ⊆ C
there exists a finite B′ ⊆ B such that whenever two n-ary functions f, g ∈ B
agree on B′, then ξ(f) and ξ(g) agree on C′. In contrast to Theorem 8, the
following theorem does not require that B is a model-complete core (and this
is one of the key points why this result becomes important later).
Theorem 9 ([3]). Let B be an ω-categorical structure. Then the following are
equivalent.
2There is indeed a natural uniformity on the set of all operations on a set B that induces
the topology that we have introduced earlier; but we do not need this further and refer to [3].
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• He(Ppp(B)) contains K3.
• Pol(B) has a uniformly continuous clonoid homomorphism to P.
If these conditions apply, then CSP(B) is NP-hard.
For an ω-categorical model-complete core B the conditions in Theorem 8
imply the conditions in Theorem 9, but the converse is false in general (see
Theorem 1.6 in [3]). We will also need the following consequence of results
from [3].
Proposition 10. Let B and C at most countable ω-categorical structures with
a homomorphism from B to C. Then there is a uniformly continuous clonoid
homomorphism from Pol(B) to Pol(C).
Proof. In this proof, we use the terminology from [3], without repeating all the
definitions here. Let B and C be the polymorphism clones of B and C, respec-
tively. By Proposition 4.6 (iv) in [3], we have that C ∈ ER(B). Let h1 : B → C
and h2 : C → B be so that the reflection of B by those functions is contained in
C . The map ξ that sends f ∈ B to (x1, . . . , xn) 7→ h1(f(h2(x1), . . . , h2(xn))) ∈
C is a clonoid homomorphism (by Proposition 5.3 (iii); this is also straightfor-
ward to see) and clearly uniformly continuous: for any finite C′ ⊆ C, if two
n-ary functions f, g ∈ B agree on h2(C′) ⊆ B, then ξ(f) and ξ(g) agree on
C′.
2.2.5 The infinite-domain dichotomy conjecture
There are ω-categorical model-complete cores B (even homogeneous digraphs)
that do not satisfy the conditions from Theorem 9 but CSP(B) is even undecid-
able [16]. So to generalise the finite-domain tractability theorem we consider a
subclass of the class of all ω-categorical structures, namely structures that are
homogeneous and finitely bounded. More generally, we also consider first-order
reducts of such structures, i.e., structures B with the same domain as a homo-
geneous finitely bounded structure C such that all relations of B are first-order
definable over C. For such structures, Bodirsky and Pinsker conjectured the
following pendant to the finite-domain tractability conjecture.
Conjecture 11 (Infinite-domain tractability conjecture; see e.g. [18]). Let B
be a first-order reduct of a finitely bounded homogeneous structure with finite
relational signature. If the conditions in Theorem 8 apply then CSP(B) is in P.
For first-order reducts of homogeneous structures with finite signature it has
been shown in [1] that the items in Theorem 8 are equivalent to the items in
Theorem 9 (as in the finite).
Theorem 12 (Corollary 1.8 in [1]). Let B be a first-order reduct of a ho-
mogeneous structure with finite relational signature. Then the following are
equivalent.
• There is an expansion C of the model-complete core of B by finitely many
unary singleton relations such that Pol(C) has a continuous clone homo-
morphism to P.
• Pol(B) has a uniformly continuous clonoid homomorphism to P.
It is an open problem whether the uniform continuity requirement can be
dropped in this theorem.
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2.3 Connected MMSNP
A primitive positive formula φ with at least one variable is called connected if
the conjuncts of φ cannot be partitioned into two non-empty sets of conjuncts
with disjoint sets of variables, and disconnected otherwise. Note that a prim-
itive positive formula φ without equality conjuncts is connected if and only if
the Gaifman graph3 of the canonical database of φ is connected in the graph
theoretic sense. A connected primitive positive formula is called biconnected if
the conjuncts of φ cannot be partitioned into two non-empty sets of conjuncts
that only share one common variable. Note that formulas with only one variable
might not be biconnected, e.g., the formula R1(x) ∧ R2(x) is not biconnected.
An MMSNP τ -sentence Φ is called connected (or biconnected) if for each con-
junct ¬(α∧β) of Φ where α is a conjunction of τ -formulas and β is a conjunction
of unary formulas, the formula α is connected (or biconnected, respectively).
Proposition 13 (implicit in [26]; see also Section 6 of [38]). Let Φ be an MM-
SNP sentence. Then Φ is logically equivalent to a finite disjunction of connected
MMSNP sentences; these connected MMSNP sentences can be effectively com-
puted from Φ.
Proof. Let P1, . . . , Pk be the existential monadic predicates in Φ, and let τ be
the input signature of Φ. Suppose that Φ has a conjunct ¬(α ∧ β) where α is a
disconnected conjunction of atomic τ -formulas and β contains unary predicates
only. Suppose that α is equivalent to α1 ∨ α2 for non-empty formulas α1 and
α2. Let Φ1 be the MMSNP sentence obtained from Φ by replacing α by α1,
and let Φ2 be the MMSNP sentence obtained from Φ by replacing α by α2. It
is then straightforward to check that every finite (τ ∪ {P1, . . . , Pk})-structure
A we have that A satisfies the first-order part of Φ if and only if A satisfies
the first-order part of Φ1 or the first-order part of Φ2. Iterating this process
for each disconnected clause of φ, we eventually arrive at a finite disjunction of
connected MMSNP sentences.
It is well-known that complexity classification for MMSNP can be reduced
to complexity classification for connected MMSNP; we add the simple proof for
the convenience of the reader.
Proposition 14. Let Φ be an MMSNP τ-sentence which is logically equivalent
to Φ1∨· · ·∨Φk for connected MMSNP τ-sentences Φ1, . . . ,Φk where k is smallest
possible. Then Φ is in P if each of Φ1, . . . ,Φn is in P. If one of the Φi is NP-
hard, then so is Φ.
Proof. If each Φi can be decided in polynomial time by an algorithm Ai, then it
is clear that Φ can be solved in polynomial time by running all of the algorithms
A1, . . . , Ak on the input, and accepting if one of the algorithms accepts.
Otherwise, if one of the Φi describes an NP-complete problem, then Φi can
be reduced to Φ as follows. Since k was chosen to be minimal, there exists a
τ -structure B such that B satisfies Φi, but does not satisfy Φj for all j ≤ n
that are distinct from i, since otherwise we could have removed Φi from the
disjunction Φ1 ∨ · · · ∨Φk without affecting the equivalence of the disjunction to
3The Gaifman graph of a relational structure A is the undirected graph with vertex set
A which contains an edge between u, v ∈ A if and only if u and v both appear in a tuple
contained in a relation of A.
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Φ. We claim that A ⊎B satisfies Φ if and only if A satisfies Φi. First suppose
that A satisfies Φi. SinceB also satisfies Φi by choice ofB, and since Φi is closed
under disjoint unions, we have that A ⊎B satisfies Φi as well. The statement
follows since Φi is a disjunct of Φ.
For the opposite direction, suppose that A ⊎ B satisfies Φ. Since B does
not satisfy Φj for all j distinct from i, A ⊎B does not satisfy Φj as well, by
monotonicity of Φj. Hence, A ⊎B must satisfy Φi. By monotonicity of Φi, it
follows that A satisfies Φi. Since A ⊎B is for fixed B clearly computable from
A in linear time this concludes our reduction from Φi to Φ.
Proposition 15 (Corollary 1.4.15 in [9]). An MMSNP sentence Φ describes a
CSP if and only if Φ is logically equivalent to a connected MMSNP sentence.
2.4 Templates for connected MMSNP sentences
In this section we first revisit the fact that every connected MMSNP sentence
describes a CSP of an ω-categorical structure [11]. The proof uses a theorem
due to Cherlin, Shelah, and Shi, stated for graphs in [24]; Theorem 16 below
is formulated for general relational structures. Another proof of the theorem of
Cherlin, Shelah, and Shi has been given by Hubicˇka and Nesˇetrˇil [29].
A structure B does not have algebraicity if for all first-order formulas φ with
free variables x0, x1, . . . , xn, and all elements a1, . . . , an of B the set
{x | B |= φ(x, a1, . . . , an)}
is either infinite or contained in {a1, . . . , an}; otherwise, we say that the struc-
ture has algebraicity. It is well-known that a homogeneous structure A has no
algebraicity if and only if its age has strong amalgamation, i.e., if for any two
finite substructures B1 and B2 of A there exists a substructure C of A and em-
beddings e1 : B1 →֒ C and e2 : B2 →֒ C such that |B1 ∩B2| = |e1(B1)∩ e2(B2)|.
Theorem 16 (Theorem 4 in [24]). Let F be a finite set of finite connected τ-
structures. Then there exists a countable model-complete τ-structure BindF such
that Age(BindF ) = Forb
hom(F). The structureBindF is up to isomorphism unique,
ω-categorical, and without algebraicity.
Let Φ be a connected MMSNP τ -sentence. Let σ be the existentially quan-
tified unary relation symbols in Φ, and let σ¯ be the signature that contains a
relation symbol P¯ for every relation symbol P ∈ σ. We write |Φ| for the max-
imal number of variables in the clauses of Φ. For every P ∈ σ, add the clause
¬(P (x) ∧ P¯ (x)) to Φ. Let Φ′ be the formula obtained from Φ by replacing each
occurrence of ¬P (y) in Φ by P¯ (y). Then the obstruction set for Φ is the set F
of all finite connected (τ ∪ σ ∪ σ¯)-structures A such that
• A = {1, . . . , k} for k ≤ |Φ|;
• for every u ∈ A either P (u) or P¯ (u) holds;
• A falsifies a clause of Φ′.
Note that F satisfies the conditions from Theorem 16.
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Definition 17. Let Φ be an MMSNP sentence, and F the obstruction set for
Φ. Then BΦ denotes the substructure induced in B
ind
F by all the elements x
such that P (x) ∨ P¯ (x) for all P ∈ σ.
Let τ be a subset of the signature of A; then the τ -reduct of A is the τ -
structure obtained from A by dropping all relations that are not in τ , and
denoted by Aτ . Note that reducts of ω-categorical structures are ω-categorical,
and hence the structure BτΦ is ω-categorical for all Φ.
Theorem 18 ([11]). Let Φ be an MMSNP τ-sentence. Then a finite τ-structure
A satisfies Φ if and only if A homomorphically maps to BτΦ.
2.5 Statement of the main result
The main result of this article is the proof of the infinite-domain tractability
conjecture (Conjecture 11) for CSPs in MMSNP. We actually show a stronger
formulation than the conjecture since we also provide a characterisation of the
polynomial-time tractable cases using pseudo-Siggers polymorphisms (which
does not follow from Theorem 8 since the structures under consideration need
not be model-complete cores).
Combined with Proposition 13 we obtain the following theorem for MMSNP
in general.
Theorem 19. Let Φ be an MMSNP τ-sentence. Then Φ is logically equivalent
to a finite disjunction Φ1 ∨ · · · ∨ Φk of connected MMSNP sentences; for each
i ≤ k there exists an ω-categorical structure Bi such that Φi describes CSP(Bi),
and either
• Pol(Bi) has a uniformly continuous clonoid homomorphism to P, for
some i ∈ {1, . . . , k}, and Φ is NP-complete.
• Pol(Bi) contains a pseudo-Siggers polymorphism, for each i ∈ {1, . . . , k},
and Φ is in P.
In particular, every problem in MMSNP is in P or NP-complete.
3 Normal Forms
We recall and adapt a normal form for MMSNP sentences that was initially
proposed by Feder and Vardi in [25, 26] and later extended in [38]. The normal
form has been invented by Feder and Vardi to show that for every connected
MMSNP sentence Φ there is a polynomial-time equivalent finite-domain CSP.
In their proof, the reduction from an MMSNP sentence to the corresponding
finite-domain CSP is straightforward, but the reduction from the finite-domain
CSP to Φ is tricky: it uses the fact that hard finite-domain CSPs are already
hard when restricted to high-girth instances. The fact that MMSNP sentences
in normal form are biconnected is then the key to reduce high-girth instances to
the problem described by Φ.
In our work, the purpose of the normal form is the reduction of the classifi-
cation problem to MMSNP sentences that are precoloured in a sense that will
be made precise in Section 5, which is later important to apply the universal-
algebraic approach. Moreover, we describe a new strong normal form that is
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based on recolourings introduced by Madelaine [36]. Recolourings have been ap-
plied by Madelaine to study the computational problem whether one MMSNP
sentence implies another. In our context, the importance of strong normal forms
is that the templates that we construct for MMSNP sentences in strong normal
form, expanded with the inequality relation 6=, are model-complete cores (The-
orem 63). Let us mention that in order to get this result, the biconnectivity of
the MMSNP sentences in normal form is essential (e.g, the proof of Theorem 63
uses Corollary 36, which uses Lemma 34, which uses Lemma 25, which crucially
uses biconnectivity of Φ).
3.1 The normal form for MMSNP
Every connected MMSNP sentence can be rewritten to a connected MMSNP
sentence of a very particular shape, and this shape will be crucial for the results
that we prove in the following sections.
Definition 20 (originates from [26]; also see [38]). Let Φ be an MMSNP sen-
tence where M1, . . . ,Mn, for n ≥ 1, are the existentially quantified predicates
(also called the colours in the following). Then Φ is said to be in normal form
if it is connected and
1. (Every vertex has a colour) the first conjunct of Φ is
¬
(
¬M1(x) ∧ · · · ∧ ¬Mn(x)
)
;
2. (Every vertex has at most one colour) Φ contains the conjunct
¬
(
Mi(x) ∧Mj(x)
)
for all distinct i, j ∈ {1, . . . , n};
3. (Clauses are fully coloured) for each conjunct ¬φ of Φ except the first,
and for each variable x that appears in φ, there is an i ≤ n such that φ
has a literal of the form Mi(x);
4. (Clauses are biconnected) if a conjunct ¬φ of Φ is not of the form as
described in item 1 and 2, the formula φ is biconnected;
5. (Small clauses are explicit) any (τ ∪ {M1, . . . ,Mn})-structure A with at
most k elements satisfies the first-order part of Φ if A satisfies all conjuncts
of Φ with at most k variables.
Note that when Φ is in normal form then in all conjuncts ¬φ of Φ except for
the first we can drop conjuncts where predicates appear negatively in φ; hence,
we assume henceforth that φ is a conjunction of atomic formulas. We illustrate
item 4 and item 5 in this definition with the following examples.
Example 21. Let Φ be the connected MMSNP sentence
∀a, b, c, d, e.¬
(
E(a, b) ∧E(b, c) ∧ E(c, d) ∧ E(d, e) ∧E(e, a)
)
which is in fact a first-order formula. The canonical database of
E(x1, x2) ∧ E(x2, x3) ∧ E(x3, x4) ∧ E(x4, x3) ∧ E(x3, x1)
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has only four elements, does not satisfy Φ, but the only conjunct of Φ has five
elements. So this is an example that satisfies all items except item 5 in the
definition of normal forms.
However, Φ is logically equivalent to the following MMSNP formula, and it
can be checked that this formula is in normal form.
∃M1∀x0, . . . , x4
(
¬(¬M1(x0))∧¬(
∧
0≤i≤4
M1(xi) ∧E(xi, xi+1mod5))
∧¬(
∧
0≤i≤2
M1(xi) ∧E(xi, xi+1mod3))
∧¬(M1(x0) ∧ E(x0, x0))
)
.
Adding clauses to an MMSNP sentence to obtain an equivalent sentence that
satisfies item 5 can make a biconnected sentence not biconnected, as we see in
the following example.
Example 22. Let Φ be the following biconnected MMSNP sentence.
∀a, b, c, d.¬
(
E(a, b) ∧ E(b, d) ∧ E(a, c) ∧E(c, d)
)
Note that Φ does not satisfy item 5 (it has implicit small clauses) and in fact is
equivalent to
∀a, b, d.¬
(
E(a, b) ∧ E(b, d)
)
which is not biconnected.
Lemma 23. Every connected MMSNP sentence Φ is equivalent to an MMSNP
sentence Ψ in normal form, and Ψ can be computed from Φ.
Proof. We transform Φ in several steps (their order is important).
1: Biconnected clauses. Suppose that Φ contains a conjunct ¬φ such that
φ is not biconnected, i.e., φ can be written as φ1(x, y¯) ∧ φ2(x, z¯) for tuples
of variables y¯ and z¯ with disjoint sets of variables, and where φ1 and φ2 are
conjunctions of atomic formulas. Then we introduce a new existentially quan-
tified predicate P , and replace ¬φ by ¬(φ1(x, y¯) ∧P (x)) ∧¬(φ2(x, z¯) ∧ ¬P (x)).
Repeating this step, we can establish item 4 in the definition of normal forms.
2: Making implicit small clauses explicit. Let ¬φ(x1, . . . , xn) be a con-
junct of Φ that is not the first conjunct. Let x be a variable that does not
appear among x1, . . . , xn, and consider the formula φ(y1, . . . , yn) where yi is
either xi or x, and suppose that yi = yj = x for at least two different i, j ≤
n. If φ(y1, . . . , yn) is biconnected, then add ¬φ(y1, . . . , yn) to Φ. Otherwise,
φ(y1, . . . , yn) can be written as φ1(x, z¯1) ∧ φ2(x, z¯2). We then apply the pro-
cedure from step 1 with the formula ¬φ(y1, . . . , yn). In this way we can pro-
duce an equivalent MMSNP sentence that still satisfies item 4 (biconnected
clauses). When we repeat this in all possible ways the procedure eventu-
ally terminates, and we claim that the resulting sentence Ψ satisfies addi-
tionally item 5. To see this, let A be a (τ ∪ {M1, . . . ,Mn})-structure with
at most k elements which does not satisfy some conjunct ¬φ of Φ. Pick the
conjunct ¬φ from Φ with the least number of variables and this property.
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Then there are a1, . . . , al ∈ A such that A satisfies φ(a1, . . . , al). If l ≤ k,
we are done. Otherwise, there must be i, j ≤ l such that ai = aj . If the
conjunct ¬φ(y1, . . . , xi−1, x, xi+1, . . . , xj−1, x, xj+1, . . . , yl) is biconnected, it has
been added to Φ, and it has less variables than φ, a contradiction. Otherwise,
our procedure did split the conjunct, and inductively we see that a clause that
it not satisfied by A and has less variables than φ has been added to Φ.
3: Predicates as colours. Next, we want to ensure the property that Φ
contains for each pair of distinct existentially quantified monadic predicates
Mi,Mj the negated conjunct
¬
(
Mi(x) ∧Mj(x)
)
,
and when M1, . . . ,Mc are all the existentially quantified predicates, then Φ
contains the negated conjunct
¬
(
¬M1(x) ∧ · · · ∧ ¬Mc(x)
)
.
We may transform every MMNSP sentence into an equivalent MMSNP sen-
tence of this form, via the addition of further monadic predicates (2n predicates
starting from n monadic predicates). If n = 0 then Φ was a first-order for-
mula; in this case, to have a unified treatment of all cases, we introduce a single
existentially quantified predicate M1, too.
4: Fully coloured clauses. Finally, if ¬φ is a conjunct of Φ and x a variable
from φ such that x does not appear in any literal of the form Mi(x) in φ, then
we replace ¬φ by the conjuncts
¬(φ ∧M1(x)) ∧ · · · ∧ ¬(φ ∧Mn(x)).
We do this for all conjuncts of Φ and all such variables, and obtain an MMSNP
sentence that finally satisfies all the items from the definition of normal forms.
Example 24. We revisit an MMSNP sentence from Example 22,
∀a, b, c.¬
(
E(a, b) ∧ E(b, c)
)
.
An equivalent MMSNP sentence Ψ in normal form is
∃M1,M2 ∀x, y
(
¬(¬M1(x) ∧ ¬M2(x))
∧¬(M1(x) ∧M2(x))
∧¬(M1(x) ∧R(x, x))
∧¬(M2(x) ∧ E(x, x))
∧¬(M1(x) ∧M1(y) ∧E(x, y))
∧¬(M2(x) ∧M2(y) ∧E(x, y))
∧¬(M2(x) ∧M1(y) ∧E(x, y)
)
.
The following lemma states a key property that we have achieved with our
normal form (in particular, we use the biconnectivity assumption).
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Lemma 25. Let φ be the first-order part of an MMSNP τ-sentence in normal
form with color set σ and let ψ1(x, y¯) and ψ2(x, z¯) be two conjunctions of atomic
(τ ∪ σ)-formulas such that
• y¯ and z¯ are vectors of disjoint sets of variables;
• the canonical databases of ψ1 and of ψ2 satisfy φ;
• the canonical database A of ψ1(x, y¯) ∧ ψ2(x, z¯) does not satisfy φ.
Then ψ1 must contain a literal Mi(x) and ψ2 must contain a literal Mj(x) for
distinct colours Mi and Mj of φ.
Proof. First observe that all vertices of A must be coloured since all vertices
of the canonical databases of ψ1 and of ψ2 are coloured (because they satisfy
φ). Therefore, since A does not satisfy φ, there is a conjunct ¬φ′ of φ and
a1, . . . , al ∈ A such that A |= φ′(a1, . . . , al). Pick the conjunct such that l is
minimal. Since both the canonical database of ψ1 and of ψ2 satisfy φ, not all of
a1, . . . , al can lie in the canonical database of ψ1, or in the canonical database
of ψ2. If φ
′ is of the form Mi(x)∧Mj(x) for i 6= j then we are done. Otherwise,
since φ′ is biconnected, there are i, j ≤ n such that ai = aj = x. In this case, the
structure A′ induced by a1, . . . , al in A has strictly less then l elements. Since
Φ is in normal form, and since A′ does not satisfy φ, by item 5 in the definition
of normal forms there must be a conjunct ¬φ′′ of φ with at most |A′| variables
such that φ′′ holds in A′. This contradicts the choice of φ′.
3.2 Templates for sentences in normal form
Let Φ be an MMSNP τ -sentence in normal form. Let σ be the set of colours of
Φ. We will now construct an ω-categorical (τ ∪σ)-structure CΦ for an MMSNP
sentence Φ in normal form; this structure will have several important properties:
1. a structure A satisfies Φ if and only if A homomorphically maps to CτΦ;
2. CΦ has no algebraicity;
3. the colours of Φ are in bijective correspondence to the orbits of CΦ;
4. (CΦ, 6=) is a model-complete core;
5. if Φ is furthermore in strong normal form (to be introduced in Section 3.4)
then even (CτΦ, 6=) is a model-complete core.
If Φ is an MMSNP sentence in normal form, it is more natural to consider
a variant of the notion of an obstruction set introduced in Section 2, which
we call coloured obstruction set, because when Φ is in normal form we do not
have to introduce a new symbol for the negation of each existentially quantified
predicate to construct a template.
Definition 26. Let Φ be an MMSNP τ -sentence in normal form. The coloured
obstruction set for Φ is the set F of all canonical databases for formulas φ such
that ¬φ is a conjunct of Φ, except for the first conjunct.
Theorem 16 has the following variant in the category of injective homomor-
phisms.
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Theorem 27. Let F be a finite set of finite connected τ-structures. Then there
exists a τ-structure BhomF such that
• a finite τ-structure A homomorphically and injectively maps to BhomF if
and only if A ∈ Forbhom(F);
• (BhomF ; 6=) is a model-complete core.
The structure BhomF is unique up to isomorphism, has no algebraicity, and is
ω-categorical.
Proof. Let (BhomF , 6=) be the model-complete core of (B
ind
F , 6=); by Theorem 6
the structure (BhomF ; 6=) is unique up to isomorphism, and ω-categorical. Let
A be a finite τ -structure. If A ∈ Forbhom(F), then A embeds into BindF by
Theorem 16, and since (BindF , 6=) is homomorphically equivalent to (B
hom
F , 6=),
there is an injective homomorphism from A to BhomF . These reverse implication
can be shown similarly, and this shows the first item.
For proving that BhomF has no algebraicity, let φ(x0, x1, . . . , xn) be a first-
order τ -formula and b1, . . . , bn be elements of B
hom
F . By Theorem 6 we can as-
sume that BhomF is a substructure of B
ind
F . Since (B
hom
F , 6=) is a model-complete
core, the formula φ is equivalent to an existential positive (τ ∪ {6=})-formula
ψ over (BhomF , 6=). Suppose that the set S := {x | B
hom
F |= ψ(x, b1, . . . , bn)}
contains an element b0 /∈ {b1, . . . , bn}. Then
b0 ∈ T := {x | B
ind
F |= ψ(x, b1, . . . , bn)} \ {b1, . . . , bn}
and since BindF does not have algebraicity, the set T must be infinite. Let h be a
homomorphism from (BindF , 6=) to (B
hom
F , 6=). Since h preserves 6= we have that
h(T ) is infinite, and since h preserves the existential positive formula ψ we have
h(T ) ⊆ S, which proves that S is infinite.
The structure BindF from Theorem 16 and the structure B
hom
F from Theo-
rem 27 might or might not be isomorphic, as we see in the following example.
Example 28. The structure BhomF might be isomorphic to the structure B
ind
F :
it is for example easy to verify that for F := {K3} the structure BindF is a
model-complete core, and therefore isomorphic to BhomF .
In general, however, the two structures are not isomorphic. Consider for
example the signature τ = {E} for E binary and F := {L} where L :=
({0}; {(0, 0)}), i.e., L is the canonical database of E(x, x). Then all finite E-
structures embed into BindF , but B
hom
F satisfies ∀x, y (E(x, y)∨x = y), i.e., B
hom
F
is the countably infinite clique.
Definition 29. Let Φ be an MMSNP τ -sentence in normal form and let F be
the coloured obstruction set of Φ. Then CΦ denotes the substructure of B
hom
F
induced by the coloured elements of BhomF .
The τ -reduct CτΦ of the structure CΦ that we constructed for an MMSNP
sentence Φ in normal form is indeed a template for the CSP described by Φ.
Lemma 30. Let Φ be an MMSNP τ-sentence in normal form and let A be a
τ-structure. Then the following are equivalent.
(1) A |= Φ;
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(2) A homomorphically and injectively maps to CτΦ;
(3) A homomorphically maps to CτΦ.
Proof. Let ρ be the colour set and let F be the coloured obstruction set of Φ.
(1)⇒ (2). If A satisfies Φ it has a (τ ∪σ)-expansion A′ such that no structure in
F homomorphically maps to A′. So A′ homomorphically and injectively maps
to BhomF by Theorem 27. Moreover, every element of A
′ is contained in one
predicate from σ (because of the first conjunct of Φ) and hence the image of the
embedding must lie in CΦ.
(2) ⇒ (3) is trivial. For (3) ⇒ (1), let h be the homomorphism from A
to CτΦ. Expand A to a (τ ∪ σ)-structure A
′ by colouring each element a ∈ A
by the colour of h(a) in CΦ; then there is no homomorphism from a structure
F ∈ F to A′, since the composition of such a homomorphism with h would give a
homomorphism from F to BindF , a contradiction. The expansion A
′ also satisfies
the first conjunct of Φ, and hence A |= Φ′.
In the following we prove that CΦ indeed has the properties that we an-
nounced at the beginning of this section. We start with some remarkable prop-
erties of the structure BindF (Section 3.2.1) and continue with properties of CΦ
(Section 3.2.2).
3.2.1 Properties of Cherlin-Shelah-Shi structures
An existential formula is called primitive if it does not contain disjunctions.
Lemma 31. For every k ∈ N, the orbits of k-tuples in BindF can be defined
by φ1 ∧ φ2 where φ1 is a primitive positive formula and φ2 is a conjunction of
negated atomic formulas.
Proof. It suffices to prove the statement for k-tuples a¯ with pairwise distinct
entries. Since BindF is ω-categorical and model-complete, there is an existential
definition φ(x¯) of the orbit of a¯ in BindF . Since φ defines an orbit of k-tuples
it can be chosen to be primitive. Moreover, since a¯ is a tuple with pairwise
distinct entries, φ can be chosen to be without conjuncts of the form x = y (it is
impossible that both x and y are among the free variables x1, . . . , xn; if one of
the variables is existentially quantified, we can replace all occurrences of it by
the other variable and obtain an equivalent formula). Let φ1 be the primitive
positive formula obtained from φ by deleting all the negated conjuncts. Let φ2
be conjunction of all negated atomic formulas that hold on a¯. Clearly, φ implies
φ1 ∧ φ2.
Let b¯ be a tuple that satisfies φ1 ∧ φ2; we have to show that b¯ satisfies φ.
Let ψ(x1, . . . , xn) be the existential definition of the orbit of b¯. Again, we may
assume that ψ is disjunction-free and free of literals of the form x = y. Let
ψ1 be the formula obtained from ψ by dropping negated conjuncts. Let A be
the canonical database of φ1 ∧ ψ1 (which is well-defined since both φ1 and ψ1
are primitive positive and do not involve literals of the form x = y). We have
BindF |= φ1(b¯)∧ψ1(b¯), so A does not homomorphically embed any structure from
F . By definition of BindF (Theorem 16), there exists an embedding e of A into
BindF . Then e provides witnesses for the existentially quantified variables in φ∧ψ
showing that BindF |= (φ ∧ ψ)(e(x1), . . . , e(xn)) because for those witnesses the
negated conjuncts will also be satisfied. Hence, φ and ψ define the same orbit
of n-tuples. In particular, t satisfies φ which is what we wanted to show.
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When B is a structure, we write B∗ for the expansion of B by all primitive
positive formulas.
Corollary 32. The structure (BindF )
∗ is homogeneous.
Proof. Let a¯, b¯ be two k-tuples of elements of (BindF )
∗ such that the map that
sends ai to bi, for i ∈ {1, . . . , k}, is an isomorphism between the substructures
induced by {a1, . . . , an} and by {b1, . . . , bn} in (BindF )
∗. Then a¯ and b¯ satisfy
in particular the same negated atomic formulas, and they also satisfy the same
primitive positive formulas in BindF since α must preserve the relations that we
have introduced for these formulas in (BindF )
∗. The statement now follows from
Lemma 31.
Definition 33. A relational structure B is said to be 1-homogeneous if it has
the property that when a, b ∈ B satisfy the same unary relations in B, then
there exists an automorphism of B that maps a to b.
Lemma 34. Let Φ be an MMSNP sentence in normal form with coloured ob-
struction set F . Then BindF is 1-homogeneous.
Proof. Let x1 and x2 be two elements that induce isomorphic 1-element sub-
structures of BindΦ . Since B
ind
F is model-complete, the orbit of xi, for i = 1 and
i = 2, has a primitive definition ψi in B
ind
F . Pick elements for the existentially
quantified variables in ψi that witness the truth of ψi(xi), and let ψ
′
i be the
canonical query of the structure induced by xi and those elements in B
ind
Φ .
Suppose for contradiction that x1 and x2 are in different orbits ofB
ind
F . This
means that ψ1(x) ∧ ψ2(x), and therefore also ψ′1(x) ∧ ψ
′
2(x), is unsatisfiable in
the structure BindF . Since x1 and x2 induce isomorphic 1-element substructures,
the contrapositive of Lemma 25 shows that already the canonical database of
ψ′1 or of ψ
′
2 does not satisfy the first-order part of Φ, a contradiction.
3.2.2 Properties of our templates for MMSNP
Some properties that we have derived for BindF transfer via B
hom
F to CΦ.
Lemma 35. Let Φ be an MMSNP sentence in normal form with coloured ob-
struction set F . Then BhomF is 1-homogeneous.
Proof. We already know that BindF is 1-homogeneous. Let f be an injective
homomorphism from BindF to B
hom
F and g an injective homomorphism from
BhomF to B
ind
F . Let u and v be two elements of B
hom
F that induce isomorphic
1-element substructures. Then g(u) and g(v) must induce isomorphic 1-element
substructures, too, since otherwise the injection e := f ◦ g would not preserve
all first-order formulas, in contradiction to the assumption that (BhomF , 6=) is a
model-complete core. By the 1-homogeneity of BindF (Lemma 34) there exists
α ∈ Aut(BindF ) such that α(g(u)) = g(v). The mapping e
′ := f ◦ α ◦ g is
an endomorphism of (BhomF , 6=), and since (B
hom
F , 6=) is a model-complete core
there exists β ∈ Aut(BhomF , 6=) such that β(u) = e
′(u). There also exists a
γ ∈ Aut(BhomF , 6=) such that γ(u) = e(v). Then
γ−1(β(u)) = γ−1(f(α(g(u))))
= γ−1(f(g(v)))
= γ−1(e(v)) = v
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and so u and v are in the same orbit of Aut(BhomF ).
Corollary 36. Let Φ be an MMSNP sentence in normal form. Then CΦ is
1-homogeneous.
Proof. Let F be the coloured obstruction set for Φ. Recall that CΦ is a sub-
structure of BhomF . Let x and y be two elements of CΦ that induce isomorphic
1-element substructures. By Lemma 34, x and y lie in the same orbit of BhomF .
When x and y are in the same orbit of BhomF , they are clearly also in the same
orbit of CΦ since automorphisms of B
hom
F respect the domain of CΦ.
Lemma 37. Let Φ be in normal form with colors M1, . . . ,Mn. Let a and b be
two elements of CΦ that induce non-isomorphic one-element structures in CΦ.
Then there are distinct i, j ∈ {1, . . . , n} such that CΦ |=Mi(a) ∧Mj(b).
Proof. By definition of CΦ there are i, j ∈ {1, . . . , n} such thatMi(a) andMj(b).
Let F be the coloured obstruction set for Φ. Since (BhomF , 6=) is a model-
complete core, there is a primitive positive definition ψ1(x) of the orbit of a in
(BhomF , 6=), and similarly a primitive positive definition ψ2(x) of the orbit of b
in (BhomF , 6=). Pick witnesses for the existentially quantified variables that show
that ψ1(a) and ψ2(b) hold, and let ψ
′
1(x) and ψ
′
2(x) be the primitive positive
formulas in the language of BhomF that we obtain from ψ1 and ψ2 by
1. dropping the conjuncts that involve the symbol 6=, and
2. adding conjuncts of the form M(x) for every existentially quantified vari-
able, where M is the colour of the witness that we picked above.
Clearly, the canonical databases of ψ′1 and of ψ
′
2 satisfy the first-order part φ of
Φ. We claim that the canonical database of ψ′1(x) ∧ ψ
′
2(x) does not satisfy φ.
Then Lemma 25 implies that i 6= j and we are done.
To show the claim, suppose for contradiction that ψ′1(x)∧ψ
′
2(x) is satisfiable.
Then the canonical database of this formula homomorphically maps to BhomF ,
and by the first item of Theorem 27 also injectively homomorphically map to
BhomF . Hence, the formula ψ1(x) ∧ ψ2(x) is satisfiable as well (any injective
homomorphism gives a satisfying assignment). But ψ1(x) ∧ ψ2(x) cannot be
satisfiable in (BhomF , 6=) because a and b must lie in different orbits of B
hom
F .
Note that Lemma 37 would be false if instead of BhomF we would have used
BindF in the definition of CΦ, as shown by the following example.
Example 38. Let τ be the signature that only contains the two unary predicates
P and Q. Let Φ be the MMSNP τ-sentence in normal form with an empty
coloured obstruction set F . Then each of BindF would have four orbits, but just
one colour, so there are vertices of the same color that lie in different orbits.
But BhomF has only one orbit, since all elements of B
hom
F must lie both in P and
in Q.
The previous two lemmas jointly imply the following, which will become
important in later sections.
Corollary 39. Let Φ be in normal form. Then the colours of Φ denote the
orbits of Aut(CΦ).
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The final goal of this section is to prove that for MMSNP sentences Φ in
normal form the structure (CΦ, 6=) is a model-complete core. To this end, we
need the following.
Lemma 40. Let Φ be an MMSNP τ-sentence in normal form and F be the
coloured obstruction set for Φ. Let a¯ be a k-tuple of elements of BhomF which
has an entry ai that does not satisfy the first conjunct of Φ. Then B
hom
F |= R(a¯)
for every R ∈ τ of arity k.
Proof. Let B be the structure obtained from BhomF by adding a¯ to R ∈ τ . We
claim that B homomorphically maps to BhomF . By ω-categoricity of B
hom
F , it
suffices to prove that every finite substructure B′ of the countable structure B
homomorphically maps to BhomF . No structure from F homomorphically maps
to B′, since
• coloured obstructions from conjuncts as in item 2 of the definition of nor-
mal forms are satisfied by B since BhomF satisfies the conjunct, and B
hom
F
and B coincide with respect to the unary relations;
• all other coloured obstructions cannot map to B since they are fully
coloured (item 3 of the definition of normal forms) and the element ai
is by assumption not coloured.
Therefore B′ homomorphically maps to BhomF by the first item in the definition
of BhomF from Theorem 27. Since the identity is a homomorphism from B
hom
F
to B, and BhomF is a model-complete core, we therefore must have that B
hom
F |=
R(a¯).
Lemma 41. Let Φ be an MMSNP τ-sentence in normal form. Then (CΦ, 6=)
is a model-complete core.
Proof. Let M1, . . . ,Mn be the colours of Φ, and let F be the coloured ob-
struction set for Φ. Let e be an endomorphism of CΦ and let b¯ be a tuple
of elements of CΦ. We have to show that there exists an automorphism β of
CΦ such that β(b¯) = e(b¯). We extend e to all elements of B
hom
F by setting
e(a) := a for all uncoloured elements a of BhomF , and verify that the resulting
map e′ is an endomorphism of BhomF . Clearly, e
′ preserves Mi for all i ≤ n.
Let R ∈ τ , and let a¯ be such that BhomF |= R(a¯). If all entries of a¯ are
elements of CΦ then B
hom
F |= R(e
′(a¯)) since e′(a¯) = e(a¯) and e′ is an endo-
morphism. On the other hand, if a¯ has an entry ai which is not in CΦ, then
BhomF |= R(e
′(a¯)) by Lemma 40. Since (BhomF , 6=) is a model-complete core there
exists an α ∈ Aut(BhomF ) such that α(b¯) = e(b¯). The restriction β of α to CΦ is
an automorphism of CΦ with the desired property.
3.3 Recolourings
Let Φ1 and Φ2 be two MMSNP τ -sentences in normal form with colour sets
σ1 and σ2, respectively. For r : σ1 → σ2 and a (τ ∪ σ1)-structure A we write
r(A) for the structure obtained from A by renaming each predicate P ∈ C1 to
r(P ) ∈ C2.
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Definition 42. A recolouring (from Φ1 to Φ2) is given by a function r : σ1 → σ2
such that for every (τ ∪ σ1)-structure A, if a coloured obstruction of Φ2 homo-
morphically maps to r(A), then a coloured obstruction of Φ1 homomorphically
maps to A. A recolouring r : σ1 → σ2 is said to be proper if r is non-injective.
Example 43. Consider the MMSNP sentence Φ given by
∃M1,M2 ∀x
(
(M1(x) ∨M2(x)) ∧ (¬M1(x) ∨ ¬M2(x))
)
and note that this sentence is in normal form. There is a proper recolouring r
from Φ to Φ, e.g., the map given by r(M1) = r(M2) =M1.
Lemma 44. Let Φ1 and Φ2 be MMSNP τ-sentences in normal form. If r is a
recolouring from Φ1 to Φ2, then every τ-structure that satisfies Φ1 also satisfies
Φ2.
Proof. Let τ be the signature of Φ1 and Φ2, and let σ1 be the existentially
quantified predicates of Φ1. Let A be a finite model of Φ1. We have to show
that A |= Φ2. Let σ1 be the existentially quantified predicates of Φ1. Let A′
be the (τ ∪ σ1)-expansion of A witnessing the truth of Φ1 in A. Since r is a
recolouring, the structure r(A′) does not embed any coloured obstruction of Φ2,
hence A |= Φ2.
We mention that this lemma has a converse, as we will see in Theorem 51.
Example 45. Consider the MMSNP {E}-sentence
∃P ∀x, y ¬
(
¬P (x) ∧E(x, y) ∧ ¬P (y)
)
It is not yet in normal form; an equivalent MMSNP sentence Φ in normal form
is
∃M1,M2 ∀x, y
(
¬(¬M1(x) ∧ ¬M2(x)) ∧
¬(M1(x) ∧M2(x)) ∧ ¬(M1(x) ∧ E(x, y) ∧M1(y))
)
A proper recolouring from Φ to Φ is given by r(M1) = r(M2) = M2. To verify
that r is indeed a recolouring, consider the conjunct ¬φ1 = ¬(M1(x)∧E(x, y)∧
M1(y)): when B1 is the canonical database of φ1 then there does not exist any
(τ ∪ σ1)-structure A such that r(A) = B1. For the conjunct ¬φ2 = ¬(M1(x) ∧
M2(x)), when B2 is the canonical database of φ2, there is again no (τ ∪ σ1)-
structure A such that r(A) = B2.
In contrast, the map given by r(M1) = r(M2) = M1 is not a recolouring:
consider the canonical database A of the formula M1(x) ∧ E(x, y) ∧M2(y). It
satisfies the quantifier-free part of Φ, but r(A) is isomorphic to the canonical
database of φ = (M1(x) ∧ E(x, y) ∧M1(y)), and ¬φ is a conjunct of Φ.
Lemma 46. Given two MMSNP sentences Φ1 and Φ2 in normal form, one can
effectively decide whether there exists a recolouring from Φ1 to Φ2.
Proof. In order to check whether a given map from σ1 → σ2 is a recolouring, it
suffices to check the recolouring condition for (τ ∪σ1)-structures of size at most
|Φ2|.
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3.4 The strong normal form
An MMSNP sentence Φ is defined to be in strong normal form if it is in normal
form and there is no proper recolouring from Φ to Φ.
Example 47. The MMSNP sentence Ψ from Example 24 is not only in normal
form, but even in strong normal form.
Example 48. Example 43 was in normal form, but not in strong normal form.
An equivalent formula in strong normal form is
∃M1∀x.¬(¬M1(x)).
Example 49. The sentence
∃M1∀x, y
(
¬(¬M1(x)) ∧ ¬(M1(x) ∧E(x, y) ∧M1(y))
)
. (1)
is a strong normal form for the sentence from Example 45.
Theorem 50. For every connected MMSNP sentence Φ there exists an equiv-
alent connected MMSNP Ψ in strong normal form, and Ψ can be effectively
computed from Φ.
Proof. By Lemma 23, we can assume that Φ is already given in normal form; let
σ be the colours of Φ. To compute a strong normal form for Φ we exhaustively
check for proper recolourings from Φ to Φ (see Lemma 46).
If there is no such recolouring we are done. Otherwise, let r be such a proper
recolouring. Let Ψ be the MMSNP sentence obtained from Φ by performing the
following for each colour M not in the image of r:
1. drop all conjuncts ¬φ of Φ such that M appears positively in φ,
2. remove the literal in which M appears negatively from the first conjunct
of Φ, and
3. remove M from the existential quantifier prefix of Φ.
(Step 1 and 2 amount to replacingM by false.) Since the identity map is clearly
a recolouring from Ψ to Φ, Lemma 44 implies that Ψ is equivalent to Φ. We now
repeat the procedure with Ψ instead of Φ. Since Ψ has less existential predicates
than Φ this procedure must eventually terminate with an MMSNP sentence in
strong normal form that is equivalent to the sentence we started with.
4 Recolouring and Containment
In this section, we prove the following, which has already been announced in [39].
Theorem 51 (Recolouring Theorem). Let Φ1 and Φ2 be two MMSNP sentences
in normal form. Then the following are equivalent:
1. All finite τ-structures that satisfy Φ1 also satisfy Φ2;
2. Φ1 has a recolouring to Φ2;
3. All τ-structures that satisfy Φ1 also satisfy Φ2.
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Since deciding the existence of a recolouring from Φ1 to Φ2 is decidable
(Lemma 46), this statement implies that deciding whether one MMSNP sentence
implies another is decidable, too, a fact which has been foreseen by Feder and
Vardi [26].
The implication from 3. to 1. is trivial. For the converse implication, let A
be a τ -structure that satisfies Φ1. Clearly, all finite substructures of A satisfy
Φ1, so by 1. they also satisfy Φ2. We now use the well-known fact that a
structure satisfies an SNP sentence if and only if all finite substructures satisfy
the sentence (see Lemma 9 in [27]), and obtain that A satisfies Φ2.
The implication from 2. to 3. is Lemma 44. The proof of the implication
from 3. to 2. requires some tools that we present in the next sections.
4.1 Ramsey theory
Let τ be a relational signature, and F a finite set of finite τ -structures. Let
(
B
A
)
be the set of all substructures of B that are isomorphic to A. For τ -structures
A,B,C, we write C → (B)Ak if for every χ :
(
C
A
)
→ {1, . . . , r} there exists an
e ∈
(
C
B
)
such that |χ(e ◦
(
B
A
)
)| ≤ 1.
Definition 52 (see, e.g., [10]). We say that a homogeneous structure C is
Ramsey if C → (B)Ar holds for every r ∈ N and all finite substructures A,B of
C. An ω-categorical structure is Ramsey if its (homogeneous) expansion by all
first-order definable relations is Ramsey.
A recent result of Hubicˇka and Nesˇetrˇil (Theorem 54 below) asserts that a
certain homogeneous structure BHNF that can be associated to a finite set of
finite τ -structures F is Ramsey. The structure BHNF has first been described
in [30]. Since a homogeneous structure is uniquely up to isomorphism given by
its age, it suffices to specify the age of BHNF . Let m be the size of the largest
structure in F (with respect to the number of its elements). Let P be the
class of all structures in Forbhom(F) that have been expanded by all relations
defined by primitive positive formulas with at most m variables. Then the class
of all substructures of structures in P is an amalgamation class, and BHNF is its
Fra¨ısse´-limit.
Theorem 54 states that BHNF has a homogeneous order expansion (B
HN
F , <)
which is Ramsey. We will see that this gives Ramsey order expansions of BindF ,
BhomF , and CΦ, too. We need the following general results (from [12]).
Lemma 53. Let B1 and B2 be two ω-categorical structures without algebraicity
and disjoint signatures τ1 and τ2. Then there exists an up to isomorphism unique
(τ1 ∪ τ2)-structure B =: B1 ∗B2 such that
1. Bτi is isomorphic to Bi for i = 1 and i = 2;
2. Aut(Bτ1) ◦Aut(Bτ2) = Aut(Bτ2) ◦Aut(Bτ1) = End(B; 6=);
3. for finite tuples a¯, b¯ of elements of B there exists an automorphism of B
that maps a¯ to b¯ if and only if there exist automorphisms of Bτ1 and of
Bτ2 that map a¯ to b¯.
The structure B is ω-categorical and has no algebraicity.
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Theorem 54 (implied by Theorem 2.1 in [31]). For every finite sets of finite
connected τ-structures F the structure (BHNF , <) := B
HN
F ∗(Q;<) is Ramsey.
Theorem 2.1 in [31] is stronger and the terminology is different than here,
but for the convenience of the reader we state Theorem 2.1 in Appendix A in
full detail and explain how to specialise it in order to derive Theorem 54. From
Theorem 54 we will deduce that several other structures that are important
later are Ramsey, too. For this, we use the following lemma.
Lemma 55. Let B1 and B2 be two ω-categorical structures without algebraicity
and suppose that the model companions C1 and C2 of B1 and B2 also do not
have algebraicity. Then the model companion of B1∗B2 is isomorphic to C1∗C2.
The analogous statement holds when we replace ‘model companion’ by ‘model-
complete core’ in the statement above.
Proof. We only give the proof for the model-complete core, since the proof for
the model companion is similar. We first show that C1 ∗C2 is a model-complete
core. By Theorem 3.6.11 in [9], being a model-complete core is equivalent to the
existence of a homogeneous expansion by relations with an existential positive
definition whose complement also has an existential positive definition. By
item 3 in Lemma 53, the expansion of C1 ∗ C2 by all relations with a first-order
definition φ in C1 or in C2 is homogeneous. Since Ci is a model-complete core, the
formulas φ and ¬φ are equivalent to existential positive formulas over Ci. Hence,
when we expand C1 ∗ C2 by all relations with an existential positive definition
in either C1 or in C2, the resulting structure is homogeneous. Therefore, C1 ∗C2
is a model-complete core.
To show that there exists a homomorphism from C1 ∗C2 to B := B1 ∗B2, let
A be a finite substructure of C1 ∗C2. Then A
τi has a homomorphism hi to B
τi ,
for i = 1 and i = 2. By item 2. in Lemma 53 there exist α1 ∈ Aut(Bτ1) and
α2 ∈ Aut(Bτ2) such that α1 ◦h1 = α2 ◦h2 := h. The map h is a homomorphism
from A to B1 ∗B2. The existence of a homomorphism from C1 ∗ C2 to B1 ∗B2
now follows by compactness. The existence of a homomorphism from B1 ∗B2
to C1 ∗ C2 can be shown analogously.
Corollary 56. For all finite sets of finite connected τ-structures F the struc-
tures BindF ∗ (Q;<) and B
hom
F ∗ (Q;<) are Ramsey.
Proof. By Theorem 54, the structure BHNF ∗(Q;<) is Ramsey. Let D be the
τ -reduct of this structure. Note that (D, 6=) ∗ (Q;<) is Ramsey, too, since
it has the same automorphism group as BHNF ∗(Q;<). The model-complete
core of (D, 6=) equals (BhomF , 6=) and the structure (Q;<) already is a model-
complete core. So by Lemma 55, the model-complete core of (D, 6=) ∗ (Q;<) is
(BhomF , 6=) ∗ (Q;<). Theorem 3.18 of [10] states that the model-complete core
of an ω-categorical Ramsey structure is again Ramsey. So (BhomF , 6=) ∗ (Q;<) is
Ramsey, and therefore also BhomF ∗ (Q;<). The statement for B
ind
F ∗ (Q;<) can
be shown similar, using Theorem 3.15 in [10] instead of Theorem 3.18 in [10].
Definition 57. We write
• (BindF , <) for the expansion of B
ind
F isomorphic to B
ind
F ∗ (Q;<);
• (BhomF , <) for the expansion of B
hom
F isomorphic to B
hom
F ∗ (Q;<);
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• (CΦ, <) for the substructure of (BhomF , <) induced by the elements that
satisfy the first conjunct of Φ. In other words: we obtain (CΦ, <) from
(BhomF , <) by removing all uncoloured vertices. Note that (CΦ, <) in in-
deed an expansion of CΦ.
Corollary 58. Let Φ be an MMSNP sentence in normal form. Then (CΦ, <)
is Ramsey.
Proof. Kechris, Pestov, and Todorcevic [33] proved that an ordered ω-categorical
structure B is Ramsey if and only if the automorphism group of B is extremely
amenable. Hence, Aut(BhomF , <) is extremely amenable by Corollary 56.
Moreover, by Lemma 6.18 in [33], if π : G → H is a continuous homomor-
phism between topological groups whose image is dense, and G is extremely
amenable, then so is H . Thus, it suffices to prove that there exists a contin-
uous homomorphism from Aut(BhomF , <) to Aut(CΦ, <) whose image is dense
in Aut(CΦ, <), because in this case the backwards direction of the KPT con-
nection implies that the structure (CΦ, <) is Ramsey. The restriction map
from Aut(BhomF , <) to Aut(CΦ, <) clearly is a continuous homomorphism. We
show that its image is dense. Let a¯ be an n-tuple of elements of (CΦ, <) and
α ∈ Aut(CΦ, <). We have to show that there exists a β ∈ Aut(BhomF , <) such
that β(a¯) = α(a¯). Let σ be the colours of Φ. By the third item of Lemma 53,
the expansion of B := (BhomF , <) by all relations that are first-order definable
in Bτ∪σ = BhomF and by all relations that are first-order definable in B
< is
homogeneous. Since by the homogeneity of (Q;<) the tuples a¯ and α(a¯) satisfy
the same first-order {<}-formulas in B<, it suffices to show that α can be ex-
tended to an injective endomorphism of BhomF . This can be done by setting α
to b for all elements of BhomF that are not elements of (CΦ, <), as in the proof
of Lemma 41.
Lemma 59. Let Φ be an MMSNP sentence in normal form. Then the structure
(CΦ, <) is 1-homogeneous.
Proof. Let ρ be the colour set of Φ. Let x and y be elements of (CΦ, <) that
induce isomorphic 1-element substructures. Recall that (CΦ, <) is a substructure
of (BhomF , <) = B
hom
F ∗ (Q;<), which is an expansion of B
hom
F . By Lemma 34,
there exists an automorphism of BhomF which maps x to y. Moreover, there is
an automorphism of (Q;<) mapping x to y, so by item 3 of Lemma 53 there
exists an automorphism of (BhomF , <) mapping x to y. This automorphism α
must preserve the elements of (CΦ, <), and hence the restriction of α to (CΦ, <)
is an automorphism of (CΦ, <), which maps x to y, showing 1-homogeneity of
(CΦ, <).
4.2 Canonical functions
Let B1 and B2 be two structures. We call a function f : B1 → B2 canonical
(from B1 to B2) if for every m ∈ N and all x, y ∈ (B1)m, if x and y lie in the
same orbit with respect to the componentwise action of Aut(B1) on (B1)
m then
f(x) and f(y) lie in the same orbit of the componentwise action of Aut(B2) on
(B2)
m. In other words, f induces a function from the orbits of m-tuples of
Aut(B1) to the orbits of m-tuples of Aut(B2).
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Theorem 60 ([17]). Let B1 be a countable homogeneous τ-structure whose age
is Ramsey, and let B2 be ω-categorical. Then for any map h from B1 to B2
there exists a canonical function in
{β ◦ h ◦ α | α ∈ Aut(B1), β ∈ Aut(B2)} .
In particular, if there exists a homomorphism from B1 to B2, then there also
exists a canonical homomorphism from B1 to B2.
The following lemma explains how homomorphisms from CτΦ to C
τ
Ψ that are
canonical as maps from (CΦ, <) to (CΨ, <) give rise to recolourings.
Lemma 61. Let Φ and Ψ be two MMSNP sentences in normal form and h
a homomorphism from CτΦ to C
τ
Ψ which is canonical from (CΦ, <) to (CΨ, <).
Then the map r from the colours of Φ to the colours of Ψ that takes M to the
color of h(x) for some x ∈M is well-defined and a recolouring from Φ to Ψ.
Proof. Let σ be the colours of Φ. To show that r is well-defined, let a, b be
elements of (CΦ, <) of the same color. By Lemma 37, a and b must induce the
same 1-element substructure of CΦ, and hence also of (CΦ, <). Since (CΦ, <) is
1-homogeneous by Lemma 59, a and b lie in the same orbit of Aut(CΦ, <). The
canonicity of h then implies that the images h(a) and h(b) lie in the same orbit
of Aut(CΨ, <), and in particular they must have the same color in CΨ. Hence,
r is well-defined.
Let A be a (τ ∪ σ)-structure and suppose that no coloured obstruction of
Φ homomorphically maps to A. Then there exists a homomorphism g from
A to CΦ. By the canonicity of h and the definition of r, the map h ◦ g is a
homomorphism from r(A) to CΨ. Hence, r is a recolouring from Φ to Ψ.
4.3 Proof of the recolouring theorem
We will show the following in cyclic order; this clearly implies Theorem 51.
Theorem 62 (Recolouring Theorem, full version). Let Φ and Ψ be two MMSNP
sentences in normal form. Then the following are equivalent:
1. All finite τ-structures that satisfy Φ also satisfy Ψ;
2. CτΦ homomorphically maps to C
τ
Ψ;
3. There exists a homomorphism h from CτΦ to C
τ
Ψ which is canonical as a
map from (CΦ, <) to (CΨ, <);
4. Φ has a recolouring to Ψ;
5. All τ-structures that satisfy Φ also satisfy Ψ.
Proof. 1. ⇒ 2.: Observe that by assumption, all finite substructures of BΦ
homomorphically map to BΨ. Since CΨ is ω-categorical and CΦ is countable,
this implies the statement.
2. ⇒ 3.: by Corollary 58, the ω-categorical structure (CΦ, <) is Ramsey.
Hence, the implication is a direct consequence of Theorem 60.
3.⇒ 4. is Lemma 61.
4.⇒ 5. is Lemma 44.
5.⇒ 1. is trivial.
28
4.4 Strong normal forms and cores
In this section we show that for an MMSNP sentence Φ in strong normal form
with input signature τ the structure (CτΦ, 6=) is a model-complete core. In the
proof, the following binary relation O on CΦ is important: O(x, y) expresses
that x and y lie in the same orbit of Aut(CΦ). This relation is clearly first-
order definable in CΦ, but actually it is also first-order definable in C
τ
Φ, and
therefore even existentially positively definable in (CτΦ, 6=) since (C
τ
Φ, 6=) is a
model-complete core.
Theorem 63. Let Φ be an MMSNP sentence in strong normal form and with
input signature τ . Then (CτΦ, 6=) is a model-complete core.
Proof. Let C be the model-complete core of (CτΦ, 6=), and let h be a homomor-
phism from (CτΦ, 6=) to C. Since C is isomorphic to a substructure of (C
τ
Φ, 6=)
we can assume in the following that C equals such a substructure. It suffices to
show that h preserves all first-order formulas. By Corollary 58, the structure
(CΦ, <) is Ramsey. By Theorem 60, there exists a function
g ∈ {β ◦ h ◦ α | α ∈ Aut(CΦ, <), β ∈ Aut(C)}
which is canonical as a function from (CΦ, <) to C, and an endomorphism of
(CτΦ, 6=) (recall that C is a substructure of (C
τ
Φ, 6=)).
We first consider the case that the range of g is contained in the union of
a proper subset of the set of all orbits of CΦ. By Lemma 61, the canonical
g ∈ End(CτΦ, 6=) induces a recolouring from Φ to Φ, which is proper because the
orbits of CΦ are in bijective corrspondance with the 1-element substructures of
CΦ by Corollary 39. This is in contradiction to the assumption that Φ is in
strong normal form.
Otherwise, if the map induced by g on the colours of Φ is injective, then in
particular the relation O is preserved by g, and for sufficiently large n the map
gn ∈ End(CτΦ, 6=) preserves the orbits of CΦ. Hence, g
n is an endomorphism
of CΦ, and since (CΦ, 6=) is a model-complete core by Lemma 41, the function
gn preserves all first-order formulas over CΦ. Hence, g and g
n−1 ∈ End(CτΦ, 6=)
locally invert each other in the sense of [9], and g ∈ Aut(CτΦ) by Corollary
3.4.13 in [9]. So g preserves all first-order τ -formulas. This shows in particular
that C and (CτΦ, 6=) have the same first-order theory, and are isomorphic by
ω-categoricity. We conclude that (CτΦ, 6=) is a model-complete core.
We give an example that shows that the assumption that Φ is in strong
normal form in Theorem 63 is necessary.
Example 64. Consider again the MMSNP sentence
∃P ∀x, y.¬
(
¬P (x) ∧ E(x, y) ∧ ¬P (y)
)
from Example 45; as we have observed, it is not in strong normal form. And
indeed, the domain of (CτΦ, 6=) consists of two countably infinite sets such there
are no edges within the first set, and otherwise all edges are present. Clearly,
this structure is not a model-complete core since there are endomorphisms whose
range does not contain any element from the first set.
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The following corollary shows that, in some sense, a description of the model-
complete core of an MMSNP template can be computed algorithmically (via the
strong normal form and Theorem 50). The lemma is not needed in the further
course of the paper; however, we want to state it here since we find this a good
explanation for the concepts introduced so far.
Corollary 65. Let Φ be an MMSNP sentence in normal form, and let (B, 6=)
be the model-complete core of (CτΦ, 6=). Then there exists an MMSNP sentence
Ψ in strong normal form such that CτΨ is isomorphic to B.
Proof. Let Ψ be a strong normal form for Φ, which exists due to Theorem 50
in Section 3. Since Φ and Ψ are logically equivalent, all finite structures that
satisfy Φ have an injective homomorphism to CτΨ. By compactness, also (B, 6=)
homomorphically and injectively maps to (CτΨ, 6=). The existence of an injective
homomorphism from (CτΨ, 6=) to (B, 6=) can be shown analogously. By Theo-
rem 63, the structure (CτΨ, 6=) is a model-complete core. Hence, (CΨ, 6=) is the
model-complete core of (CΦ, 6=). The statement now follows from the uniqueness
of the model-complete core up to isomorphism.
The following example shows that O introduced above is in general not
primitive positive definable in (CΦ, 6=).
Example 66. Let R and B be two unary relation symbols. The first-order
{R,B}-formula
¬(R(x) ∧B(y))
can be transformed into an MMSNP sentence Φ in normal form. Note that C2Φ
does not embed into CΦ, since in CΦ every element is either in R or in B, but
some elements of C2Φ are in neither R nor in B. Let a, b ∈ R
CΦ and c ∈ BCΦ .
Any mapping that preserves R and B is a homomorphism from C2Φ to CΦ, so
there exists an injective binary polymorphism f of CΦ that maps (a, c) to R
CΦ
and (b, c) to BCΦ . But (a, b) ∈ O and (c, c) ∈ O, and (f(a, c), f(b, c)) /∈ O, so
O is not preserved by f , and O is not primitive positive definable in (CΦ, 6=).
5 Precoloured MMSNP
An MMSNP τ -sentence Φ in normal form is called precoloured if, informally,
for each colour of Φ there is a corresponding unary relation symbol in τ that
forces elements to have this colour. In this section we show that every MMSNP
sentence is polynomial-time equivalent to a precoloured MMSNP sentence; this
answers a question posed in [35]. We first formally introduce precoloured MM-
SNP and state some basic properties in Section 5.1. We then prove a stronger
result than the complexity statement above: we show that the Bodirsky-Pinsker
tractability conjecture is true for CSPs in MMSNP if and only if it is true for
CSPs in precoloured MMSNP (Theorem 72). In order to prove this stronger
result we relate in Section 5.2 the algebraic properties of CτΦ with the algebraic
properties of the expansion of CτΦ by the inequality relation 6=. The main results
are stated in Section 5.3. In Section 5.4 we complete the proofs of the results
in this section.
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5.1 Basic properties of precoloured MMSNP
Formally, an MMSNP τ -sentence Φ is precoloured if it is in normal form and for
every colour M of Φ there exists a unary symbol PM ∈ τ such that for every
colour M ′ of Φ which is distinct from M the formula Φ contains the conjunct
¬(PM (x) ∧M ′(x)).
Lemma 67. Every precoloured MMSNP sentence is in strong normal form.
Proof. Let Φ be a precoloured MMSNP sentence with colour set σ. We will
show that every recolouring r : σ → σ of Φ must be the identity. Let M ∈ σ,
and let A be the canonical database of PM (x)∧M(x). Note that A does not ho-
momorphically embed any coloured obstruction of Φ. But if M ′ := r(M) 6=M ,
then r(A) homomorphically embeds the canonical database of PM (x) ∧M ′(x),
in contradiction to the assumption that r is a recolouring. Hence, r(M) = M
for all M ∈ σ.
Finally, we prove an important property that will be used in Section 6: the
colours in a precoloured MMSNP sentence Φ denote (all) the orbits of Aut(CτΦ).
Lemma 68. Let Φ be a precoloured MMSNP sentence. Then for each colour
M , the symbol PM and M both interpret the same orbit of Aut(CΦ) = Aut(C
τ
Φ),
and each orbit is denoted by some colour M of Φ.
Proof. By Lemma 41 the structure (CΦ; 6=) is a model-complete core. Note that
the ω-categorical structures (CΦ; 6=,M) and (CΦ; 6=, PM ) have the same CSP,
and hence they are homomorphically equivalent. The fact that ω-categorical
model-complete cores are up to isomorphism unique then implies that M and
PM have the same interpretation in CΦ. Since Φ is in particular in normal form,
Corollary 39 states that M and PM denote an orbit of Aut(CΦ) = Aut(C
τ
Φ), and
that each orbit of Aut(CΦ) is denoted by some color of CΦ.
5.2 Adding inequality
Let Φ be an MMSNP sentence in normal form. We first show that adding the
inequality relation to CτΦ does not increase the complexity of its CSP.
Proposition 69. CSP(CτΦ) and CSP(C
τ
Φ, 6=) are polynomial-time equivalent.
Proof. If a given instance of CSP(CτΦ, 6=), viewed as a primitive positive sen-
tence, contains conjuncts of the form x 6= x, then the instance is unsatisfiable.
Otherwise, we only consider the constraints using relations from τ , and let A be
the canonical database of those constraints. If A has no homomorphism to CτΦ
then the instance is unsatisfiable. Otherwise, by Lemma 30 there is an injective
homomorphism from A to CτΦ. The injectivity implies that the homomorphism
also satisfies all the inequality constraints, so we have a polynomial-time reduc-
tion from CSP(CτΦ, 6=) to CSP(C
τ ).
We would now like to prove that CτΦ satisfies the Bodirsky-Pinsker conjecture
if and only if (CτΦ, 6=) does. However, we do not know whether (C
τ
Φ, 6=) in general
has a pp-construction in CτΦ. But we can prove the following, which turns out
to be sufficient.
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Proposition 70. There exists a uniformly continuous clonoid homomorphism
Pol(CτΦ) → P if, and only if, there exists a uniformly continuous clonoid ho-
momorphism Pol(CτΦ, 6=)→ P.
In the proof of this lemma, we need the following proposition.
Lemma 71. Let A be any structure that has a homomorphism g to BindF . Then
there exists an injective homomorphism h : A → BindF such that for all tuples a¯
from A and all existential formulas φ without equality literals, if φ(g(a¯)) holds
in BindF , then φ(h(a¯)) also holds in B
ind
F . Moreover, for all injective tuples a¯, b¯
from A, if g(a¯) and g(b¯) lie in the same orbit in Aut(BindF ) then h(a¯) and h(b¯)
lie in the same orbit in Aut(BindF ).
Proof. Assume first that A is finite with domain A. Build a new structure A′
as follows. For every a¯ in A and existential formula φ(x¯) := ∃y1, . . . , ys.ψ(x¯, y¯)
such that BindF |= φ(g(a¯)) holds, pick elements b1, . . . , bs of B
ind
F such that
BindF |= ψ(g(a¯), b1, . . . , bs). Let A
′ be the set consisting of A as well as new
elements a′1, . . . , a
′
s, and define g(a
′
i) := bi. Let A
′ be the (τ ∪ σ)-structure on
A′ obtained by pulling back the relations from the structure induced by g(A′)
in BindF . We therefore have that g is a homomorphism A
′ → BindF . It follows
that there exists an embedding h : A′ → BindF .
We prove the first part of the statement. Let φ(x¯) := ∃y1, . . . , ys.ψ(x¯, y¯)
be an existential formula not containing equality literals (positive or nega-
tive). Assume that BindF |= φ(g(a¯)). By construction and the fact that φ
does not contain equality literals, this is equivalent to A′ |= ψ(a¯, a′1, . . . , a
′
s)
for some elements a′1, . . . , a
′
s ∈ A
′. Since h is an embedding, this implies
BindF |= ∃y1, . . . , ys.ψ(h(a¯), y¯), i.e., φ(h(a¯)) holds in B
ind
F .
We now prove the second part of the statement. Let a¯, b¯ be injective tuples
from A. Since BindF is ω-categorical and by Theorem 5, the orbit of the tuple
g(a¯) has a first-order definition φ(x¯). Since BindF is model-complete and φ de-
fines an orbit, we can assume that φ is existential without disjunctions, of the
form ∃y1, . . . , ys
(
ψ1(x¯, y¯))∧ψ2(x¯)
)
with ψ1 quantifier-free and without equality
literals, and ψ2 a conjunction of literals of the form xi 6= xj . Since h is injective
and the tuples a¯ and b¯ are injective, ψ2(h(a¯)) and ψ2(h(b¯)) hold. Moreover,
since ψ1 is without equality literals, the previous paragraph gives us that both
∃y1, . . . , ys.ψ1(h(a¯), y¯) and ∃y1, . . . , ys.ψ(h(b¯), y¯) hold. Therefore, h(a¯) and h(b¯)
lie in the same orbit of Aut(BindF ).
In case A is infinite, it suffices to apply a compactness argument using the
statement for finite substructures of A.
Proof of Proposition 70. Let K3 be the clique on {R,G,B}. We prove the
equivalent statement [3, see Corollary 4.7 and Proposition 6.1] that K3 is pp-
constructible in CτΦ if, and only if, it is pp-constructible in (C
τ
Φ, 6=). Suppose
then that K3 is homomorphically equivalent to a pp-power A of (C
τ
Φ, 6=). Let
φE(x¯, y¯) be the defining primitive positive formula of the edge relation of A.
Without loss of generality, we can suppose that φE does not contain literals of
the form xi = xj , yi = yj, or xi = yj with i 6= j, as otherwise we can take a
smaller d.
Let ψE be the formula φE where all the inequality literals have been removed
(note that a literal x 6= x cannot appear, for otherwise the edge relation of A is
empty, and K3 would not have a homomorphism to A). Let B be the structure
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defined by ψE in C
τ
Φ. Observe that B contains all the edges of A, so B contains
a triangle.
Claim: B does not contain any loop.
Proof. Suppose the contrary, and let a¯ ∈ B be such that CτΦ |= ψE(a¯, a¯). Let
D = {b1, . . . , bd, c1, . . . , cd} be a set with at most 2d elements, where bi = ci
iff the literal xi = yi is in φE . Let g : bi, ci 7→ ai for all i ∈ {1, . . . , d}. Let D
be the (τ ∪ σ)-structure on D obtained by pulling back the relations from the
structure induced by g(D) in CΦ. Note that all the elements of D are coloured.
By Lemma 71, there is an injective homomorphism g′ : D → BindF with the ad-
ditional property that g′(b¯) and g′(c¯) are in the same orbit in BindF , because g(b¯)
and g(c¯) are in the same orbit (they are actually equal). By composing with an
appropriate α ∈ Aut(BindF ), we can assume that g
′(b¯) and g′(c¯) are in the same
orbit in (BindF , <). Compose with an injective homomorphism h : B
ind
F → B
hom
F
that is canonical from (BindF , <) to (B
hom
F , <) to get an injective homomorphism
g′′ : D → BhomF such that g
′′(b¯) and g′′(c¯) are in the same orbit in (BhomF , <).
Note that all the elements of the image of g′′ are coloured, because all the
elements of D are coloured. So the image of g′′ lies in CΦ.
We prove that φE(g
′′(b¯), g′′(c¯)) holds in CτΦ. Indeed, C
τ
Φ |= ψE(g(b¯), g(c¯)).
We want to use Lemma 71, except that ψE can contain literals of the form
xi = yi. Therefore an application of Lemma 71 only gives us that the tuple
(g′(b¯), g′(c¯)) satisfies the equality-free part of ψE . But if xi = yi is in ψE (and
in φE), by construction we chose bi = ci, so that g
′(bi) = g
′(ci). It follows that
BindF |= ψE(g
′(b¯), g′(c¯)). This implies that BhomF |= ψE(g
′′(b¯), g′′(c¯)) and by
injectivity of g′′, the pair (g′′(b¯), g′′(c¯)) also satisfies xi 6= yj whenever xi = yj
is not in φE . In particular, if xi 6= yj is in φE , we have g
′′(bi) 6= g
′′(cj). Hence,
CτΦ |= φE(g
′′(b¯), g′′(c¯)) holds.
Let now χ : A → K3 be a homomorphism, that we can moreover suppose
to be diagonally canonical from (CΦ, <) to (K3, R,G,B) by Corollary 56 and
Theorem 81. Since χ is canonical, we have that χ(g′′(b¯)) = χ(g′′(c¯)). This
contradicts the fact that χ is a homomorphism A → K3. Therefore, B has no
loops. ♦
We now prove that every finite substructure S of B has a homomorphism
to K3 (which proves, by compactness, that B has a homomorphism to K3).
Let s¯1 = (s11, . . . , s
1
d), . . . , s¯
K = (sK1 , . . . , s
K
d ) be a list of the elements of S. Let
θ(x¯1, . . . , x¯K) be the formula with Kd free variables that is a conjunction of the
formulas ψE(x¯
i, x¯j) for all i, j ∈ {1, . . . ,K} such that CτΦ |= ψE(s¯
i, s¯j). This
pp-formula is satisfiable in B (by mapping xij to s
i
j), so it is also satisfiable in B
by an assignment g that satisfies g(xij) 6= g(x
k
l ) whenever x
i
j = x
k
l is not a literal
of ψE (and of φE). Let t¯
i := (g(xi1), . . . , g(x
i
d)). Let T be the structure induced
by {t¯1, . . . , t¯K} in B. We have a homomorphism S → T, since T satisfies the
canonical query of S. If CτΦ |= ψE(t¯
i, t¯j), then i 6= j because B has no loops.
As we have seen above, CτΦ |= ψE(t¯
i, t¯j) ∧
∧
i,j,k,l t
i
j 6= t
k
l where the conjunction
ranges over all indices i, j, k, l such that the literal xij = x
k
l is not in φE . Hence,
CτΦ |= φE(t¯
i, t¯j). Therefore, T is a weak subgraph of A, which homomorphically
maps to K3. We obtain a homomorphism S→ K3.
Thus, K3 is homomorphically equivalent to a pp-power of C
τ
Φ.
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5.3 The standard precolouration
Let Φ be an MMSNP sentence in strong normal form with colour set σ, and
let Ψ be the following precoloured MMSNP sentence: we obtain Ψ from Φ by
adding for each M ∈ σ a new input predicate PM and adding the conjunct
¬(PM (x) ∧M ′(x)) for each colour M ′ ∈ σ \ {M}. We call this sentence the
standard precolouration of Φ.
Theorem 72. Let Φ be an MMSNP sentence in strong normal form with input
signature τ . Let Ψ be the standard precolouration of Φ, and let ρ be the input sig-
nature of Ψ. Then CρΨ is pp-constructible in (C
τ
Φ, 6=), and C
τ
Φ is pp-constructible
in CρΨ (in fact, C
τ
Φ is isomorphic to a reduct of C
ρ
Ψ). Moreover, there exists
a uniformly continuous clonoid homomorphism Pol(CτΦ) → P if, and only if,
there exists a uniformly continuous clonoid homomorphism Pol(CρΨ)→ P.
The proof of this theorem will be given in Section 5.4. We first point out an
immediate consequence.
Corollary 73. Let Φ be an MMSNP sentence in strong normal form, and
let Ψ be its standard precolouration. Then Φ and Ψ describe polynomial-time
equivalent problems.
Proof. It is clear that the problem described by Φ reduces to the problem de-
scribed by Ψ.
We now prove that there is a polynomial-time reduction in the other di-
rection. Let τ and ρ be the input signatures of Φ and Ψ. Since CρΨ is pp-
constructible in (CτΦ, 6=) by Theorem 72, we have that CSP(C
ρ
Ψ) reduces in
polynomial-time to CSP(CτΦ, 6=), by Lemma 2. Moreover, by Proposition 69,
there is a polynomial-time reduction from CSP(CτΦ, 6=) to CSP(C
τ
Φ). Therefore,
CSP(CρΨ) reduces to CSP(C
τ
Φ).
5.4 Proof of the precolouring theorem
Let A be a properly coloured (τ ∪ σ)-structure, i.e., every element appears in
the interpretation of precisely one symbol from σ. For an element a ∈ A, denote
by A[a 7→ ∗] the structure obtained by uncolouring a. For M ∈ σ and a tuple a¯
of elements A, denote by A[a¯ 7→ M ] the structure obtained by uncolouring the
elements of a¯, and giving them the colour M . Let C(A, a) be the subset of CΦ
containing all elements c such that there exists a homomorphism
h : A[a 7→ ∗]→ CΦ
that satisfies h(a) = c. Note that C(A, a) is, by 1-homogeneity of CΦ, a union
of colours. So we can also see C(A, a) as the union of MCΦ for M ∈ σ such that
A[a 7→M ] is F -free.
Lemma 74. Suppose that Φ is in strong normal form, and let M be a colour
of Φ. Then MCΦ =
⋂
C(F, a) where the intersection ranges over all F ∈ F and
a ∈ F such that MCΦ ⊆ C(F, a).
Proof. The left-to-right inclusion is clear. We prove the other inclusion. To do
this, it suffices to show that for everyM ′ ∈ σ \{M}, there exists G ∈ F and b ∈
G such that MCΦ ⊆ C(G, b) but (M ′)CΦ 6⊆ C(G, b). Let r : σ → σ be defined by
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r(M) =M ′ and r(N) = N for all N ∈ σ\{M}. Since Φ is in strong normal form
and r is not surjective, it cannot be a recolouring of Φ. This means that there
exists a F -free structure A and F ∈ F such that there exists a homomorphism
h : F → r(A). Let a1, . . . , ak be the elements of F that are mapped to MA by
h. In r(A), these elements are in M ′, so since h is a homomorphism and F is
completely coloured, we have that a1, . . . , ak ∈ (M ′)F. Moreover, since A is F -
free, the structure F[a1, . . . , ak 7→M ] is F -free. Let 0 ≤ j ≤ k be minimal such
that F[a1, . . . , aj 7→M ] is F -free. Since F ∈ F , we have j ≥ 1. Let nowG ∈ F be
such that there exists g : G→ F[a1, . . . , aj−1 7→M ], which exists by minimality
of j. Note that aj is in the image of g, otherwise g would be a homomorphism
g : G→ F[a1, . . . , aj 7→M ], in contradiction to the choice of j. Thus, let b ∈ G
be such that g(b) = aj , and note that b ∈ (M ′)G, so that (M ′)CΦ 6⊆ C(G, b).
Since g is a homomorphism G[b 7→ M ] → F [a1, . . . , aj 7→ M ], the structure
G[b 7→ M ] is F -free. This implies that MCΦ ⊆ C(G, b). We therefore found a
G ∈ F and b ∈ G such that MCΦ ⊆ C(G, b) but (M ′)CΦ 6⊆ C(G, b).
If the sets of the form C(F, a) were primitive positive definable in an ex-
pansion of (CΦ, 6=) by finitely many constants, we would be done for the proof
of Theorem 72 since the intersection in Lemma 74 is finite. We show how to
approximate these sets by primitive positive definable subsets.
For M ∈ σ, let P (M) be the set of pairs (F, a) such that MCΦ ⊆ C(F, a).
Let (F, a) ∈ P (M). Let a1, . . . , ak be the elements of F that are distinct from
a. Let φF(a, a1, . . . , ak) be the canonical query of F
τ . Let M1, . . . ,Mk be the
colours of these elements in F. Fix the formula
ψF,a(x, U1, . . . , Uk) := ∃y1, . . . , yk

φF(x, y1, . . . , yk) ∧
∧
i∈{1,...,k}
Ui(yi)

 ,
in the language τ ∪{U1, . . . , Uk}. Let χ
(0)
M be M(x). We define χ
(n)
M inductively.
For n ≥ 0, let
χ
(n+1)
M (x) :=
∧
(F,a)∈P (M)
ψF,a(x, χ
(n)
M1
, . . . , χ
(n)
Mk
).
Lemma 75. For any n ∈ N and M ∈ σ the formula χ
(n)
M (x) defines M
CΦ over
CΦ.
Proof. We prove the result by induction, the case n = 0 being trivial. Suppose
that the result is proved for some n ≥ 0. From Lemma 74 and the induction
hypothesis follows that χ
(n+1)
M (x) defines a subset of M
CΦ , so we just have to
prove that the formula is satisfiable (then by 1-homogeneity of CΦ, we get that
χ
(n+1)
M defines M
CΦ). By Lemma 25, if χ
(n+1)
M is not satisfiable then there must
exist (F, a) ∈ P (M) such that ψF,a(x, χ
(n)
M1
, . . . , χ
(n)
Mk
) is not satisfiable, i.e.,
φF(x, y1, . . . , yk) ∧
∧
i∈{1,...,k}
χ
(n)
Mi
(yi)
is not satisfiable, where M1, . . . ,Mk are the colours in F of the elements other
than a. By Lemma 25 again, and since φF(x, y1, . . . , yk) is clearly satisfiable,
there must exist i ∈ {1, . . . , k} such that χ
(n)
Mi
(yi) is not satisfiable, in contra-
diction to our induction hypothesis. Therefore, χ
(n+1)
M is satisfiable.
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xy1 y2
z0 z1 z2 z3
Figure 2: Illustration of the formula χ
(2)
M (x), for the MMSNP sentence of Ex-
ample 76. All the variables except for x are existentially quantified.
Example 76. We show in Figure 2 the construction of the formula χ
(2)
M in the
case of the MMSNP sentence given by the obstructions in Figure 1, where M
is represented in magenta. Note that if F is the blue triangle and a is a vertex
of this triangle then C(F, a) = MCΦ . Note that each yi must be coloured blue
(otherwise the triangle in magenta would appear), so that x necessarily belongs
to MCΦ. This shows that χ
(2)
M (x) defines a subset of M
CΦ.
Let n > |Φ|. It is a consequence of Lemma 75 that for each M ∈ σ, the for-
mula χ
(n)
M (x) is satisfiable in CΦ. Let A be the canonical query of χ
(n)
M (x) where
we additionally colour the elements of A according to an arbitrary satisfying
assignment for χ
(n)
M . Then A homomorphically maps to C
τ
Φ, so by Lemma 30 it
also injectively maps to CτΦ. We deduce from this that χ
(n)
M is satisfiable by an
injective assignment h. For everyM ′ ∈ σ, replace in χ
(n)
M each literalM
′(y) (the
vertices at the bottom level, in Figure 2) by the literal y = h(y). The resulting
formula, χ˜M (x), is then a primitive positive formula in an expansion of C
τ
Φ by
finitely many constants c¯.
Lemma 77. The formula χ˜M (x) defines a subset of M
CΦ in (CτΦ, c¯).
Proof. Immediate from Lemma 75 and the definition of χ˜M .
We claim that the formulas χ˜ define a universal substructure of CΦ, in the
sense that any structure A that has a homomorphism to CΦ has a homomor-
phism h to CΦ such that CΦ |= χ˜M (h(a)) for every a ∈MA.
Proposition 78. Let A be a finite structure that has a homomorphism to CΦ,
and let φA(a1, . . . , ak) be the canonical query of A. Let Mi be the colour of ai
in A. Let n > |Φ|. Then the formula
φA(x1, . . . , xk) ∧
∧
1≤i≤k
χ˜Mi(xi)
is satisfiable in (CΦ, c¯).
See Figure 3 for an illustration.
Proof. Let ψ(x¯) ∧ θ(x¯) be a formula describing the orbit of the tuple c¯ in BindF
where ψ(x¯) is a primitive positive formula in the language of BindF and θ(x¯)
is a conjunction of negated atomic formulas (that such a formula exists is a
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Figure 3: Depiction of the canonical database A′ of the formula ρ in the proof
of Proposition 78. The vertices on the ellipse are the elements x¯ of A. The
vertices at the bottom are the variables y¯. The only variables shared between
different χ˜ formulas are the variables y¯.
consequence of Lemma 31). Let y¯ be a tuple of fresh variables with the same
length as c¯. We prove that the formula
ρ(x¯, y¯) := φA(x1, . . . , xk) ∧
∧
1≤i≤k
χ˜Mi(xi, y¯) ∧ ψ(y¯)
is satisfiable in CΦ, where we modified the formulas χ˜ by replacing every constant
symbol in them by the corresponding y variable.
Suppose that ρ is not satisfiable, and let A′ be its canonical database. There-
fore, there exists F ∈ F and a homomorphism h : F→ A′. Since F is connected,
the image of h cannot contain both vertices from x¯ and vertices from y¯, because
the shortest path between an x variable and a y variable is at least n, which
has been chosen to be greater than the number of elements of F. Suppose that
the image of h does not contain any y variable (in Figure 3, this means that
the image of h does not touch any node at the bottom of the picture). Note
that if one removes the variables y¯, each xi becomes an articulation point (i.e.,
removing xi disconnects the structure, for any i). By applying Lemma 25 at
each xi, we obtain that at least one of φA or the canonical database of some
formula χ˜ cannot be F -free, which is a contradiction because the formulas χ˜ are
satisfiable by Lemma 75 and φA is satisfiable as well.
If the image of h does not contain any of x1, . . . , xk, we immediately obtain
a contradiction because c¯ satisfies
ψ(c¯) ∧
∧
1≤i≤k
∃xi(χ˜Mi(xi, c¯)).
Whence, let h be an embedding of A′ into BindF . Since h(y¯) satisfies ψ and
h is an embedding, h(y¯) satisfies ψ ∧ θ, which implies that c¯ and h(y¯) are in the
same orbit inBindF . Without loss of generality, we can assume that h(y¯) = c¯. Let
g be any injective homomorphismBindF → CΦ. The restriction of g to CΦ ⊆ B
ind
F
is an embedding, since (CΦ, 6=) is a model-complete core. Therefore, (g ◦ h)(y¯)
and c¯ are in the same orbit, and without loss of generality we can assume that
(g ◦ h)(y¯) = c¯. In conclusion, (g ◦ h)|{x1,...,xk} is a satisfying assignment to the
formula in the statement of the proposition.
Proof of Theorem 72. We first show that CρΨ is pp-constructible in (C
τ
Φ, 6=). Let
D be the expansion with signature ρ of the structure CτΦ such that for every
colorM ∈ σ of Φ the symbol PM ∈ ρ denotes the relation defined by the formula
χ˜M from Lemma 77. Since (C
τ
Φ, 6=) is a model-complete core and D is primitive
positive definable in CτΦ after having added finitely many constants, we obtain
that D is pp-constructible from (CτΦ, 6=). Hence, it suffices to show that D and
C
ρ
Ψ are homomorphically equivalent. We first show that D satisfies Ψ. Consider
the expansion of D where M ∈ σ denotes MCΦ . This expansion satisfies for
distinct M,M ′ ∈ σ the clause ∀x.¬(PM (x) ∧M ′(x)) of Ψ as a consequence of
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Lemma 77. The expansion clearly satisfies all other conjuncts of Ψ. Therefore,D
satisfies Ψ and we obtain a homomorphismD→ CρΨ. Conversely, Proposition 78
gives that every finite substructure of CρΨ has a homomorphism to D. By the
ω-categoricity of D, we get a homomorphism from CρΨ to D.
To prove that CτΦ is pp-constructible in C
ρ
Ψ, it suffices to note that the struc-
tures CτΦ and C
τ
Ψ are isomorphic (since (C
τ
Φ, 6=) and (C
τ
Ψ, 6=) are model-complete
cores and have the same CSP), and that CτΨ is obtained from C
ρ
Ψ by dropping
the relations from ρ \ τ , and is in particular a pp-power of CρΨ.
These pp-constructions give uniformly continuous clonoid homomorphisms
Pol(CρΨ) → Pol(C
τ
Φ) and Pol(C
τ
Φ, 6=) → Pol(C
ρ
Ψ) (Proposition 10). From the
former homomomorphism we get that if there is a uniformly continuous clonoid
homomorphism Pol(CτΦ) → P, there is also one Pol(C
ρ
Ψ) → P. The latter
homomorphism gives us that if there exists a uniformly continuous clonoid ho-
momorphism Pol(CρΨ) → P, there is one Pol(C
τ
Φ, 6=) → P. We conclude by
Proposition 70.
6 An Algebraic Dichotomy for MMSNP
We prove in this section that MMSNP exhibits a complexity dichotomy, that is,
that every problem in MMSNP is in P or NP-complete. Moreover, we show that
the tractability border can be described in terms of clonoid homomorphisms to
P, thus confirming the general conjecture of Bodirsky and Pinsker for the class
of constraint satisfaction problems in MMSNP.
Theorem 79. Let B be an ω-categorical structure such that CSP(B) is in
MMSNP. Then exactly one of the following holds:
(i) there is no uniformly continuous clonoid homomorphism from Pol(B) to
P, and CSP(B) is solvable in polynomial time,
(ii) K3 ∈ He(Ppp({B})), and CSP(B) is NP-complete.
We briefly describe the road to proving Theorem 79. In virtue of Theorem 72
and Corollary 73, it suffices to focus on the case that CSP(B) is described by
a precoloured MMSNP sentence. For each precoloured sentence Φ, we consider
the structure CτΦ whose CSP is described by Φ. We prove that the complexity
of CSP(CτΦ) and the existence of a clonoid homomorphism Pol(C
τ
Φ) → P are
determined by the existence of a clone homomorphism C → P, where C is the
subset of Pol(CτΦ) that contains the functions that are canonical with respect to
(CΦ, <).
From now on, we fix a precoloured MMSNP sentence Φ with coloured ob-
struction set F , input signature τ , and colour signature σ.
6.1 Canonical functions: higher arities
In this section, Ramsey theory will be applied to functions of higher arity. Let
G be a permutation group acting on a set B. A function f : Bk → B is called
• 1-canonical with respect to G if for all b1, . . . , bk ∈ B, the orbit of f(b1, . . . , bk)
only depends on the orbits of b1, . . . , bk,
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• canonical with respect to G if for all t¯1, . . . , t¯k ∈ Bm the orbit of f(t¯1, . . . , t¯k)
only depends on the orbits of t¯1, . . . , t¯k with respect to the componentwise
action of G on Bm.
• diagonally canonical with respect to G if for all t¯1, . . . , t¯k ∈ Bm the orbit of
f(t¯1, . . . , t¯k) only depends on the orbits of the km-tuple (t¯1, . . . , t¯k) with
respect to the componentwise action of G on Bkm.
Theorem 80 ([17]). LetB be a countable ω-categorical Ramsey structure. Then
for any map h : Bk → B there exists a function in
{β ◦ h ◦ (α1, . . . , αk) | α1, . . . , αk, β ∈ Aut(B)}
that is canonical with respect to Aut(B).
The proof can be adapted easily to show the following.
Theorem 81. Let B be a countable ω-categorical Ramsey structure. Then for
any map h : Bk → B there exists a function in
{β ◦ h ◦ (α, . . . , α) | α, β ∈ Aut(B)}
that is diagonally canonical with respect to Aut(B).
Let C be a clone that consists of canonical functions with respect to a per-
mutation group G acting on a set D. For m ≥ 1, each f ∈ C induces a function
on G -orbits of m-tuples with entries in D, due to the fact that f is canonical
with respect to G . We denote this function by ξtypm (f). Moreover, we write C
typ
m
for the clone of functions of the form ξtypm (f), with f ∈ C . It is easily checked
that ξtypm : C → C
typ
m is a continuous clone homomorphism, for every m ≥ 1. If
G is the automorphism group of a homogeneous structure in a finite relational
signature with maximal arity m, we write ξtyp∞ and C
typ
∞ for ξ
typ
m and C
typ
m .
We finish this section by stating a consequence of assuming that Φ is pre-
coloured and in normal form on the set C typ1 .
Proposition 82. Let Φ be a precoloured MMSNP sentence in normal form. Let
C be the set of polymorphisms of CτΦ that are canonical with respect to (CΦ, <).
Then all functions in C typ1 are idempotent.
Proof. The orbits of Aut(CΦ) are in one-to-one correspondence with the colours
from Φ (by Corollary 39 since Φ is in normal form). Since Φ is precoloured and
by Lemma 68, the symbols PM ∈ τ and M ∈ σ have the same interpretation
in CΦ. This implies that all polymorphisms of C
τ
Φ (and in particular, the ones
that are canonical with respect to (CΦ, <)) preserve the orbits of elements of
CτΦ. Therefore, every function in C
typ
1 is idempotent.
6.2 The tractable case
In this section, we prove that CSP(CτΦ) is polynomial-time tractable, under
the assumption that CτΦ has a polymorphism that is canonical with respect to
(CΦ, <) and whose behaviour on orbits of elements is Siggers. For that we use
the infinite-to-finite reduction from [14] and the recent solutions to the Feder-
Vardi conjecture [20, 40].
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Proposition 83. Let C be the clone of functions in Pol(CτΦ) that are canonical
with respect to (CΦ, <). Suppose that C
typ
1 does not have a clonoid homomor-
phism to P. Then Pol(CΦ) contains an operation that is pseudo-Siggers modulo
Aut(CΦ, <) and canonical with respect to (CΦ, <).
Proof. LetB be a finite relational structure with the same domain as C typ1 whose
relations are all the relations preserved by all operations of C typ1 . Since C
typ
1
does not have a clonoid homomorphism to P, Theorem 3 (¬4.⇒ ¬2.) applied to
the structureB implies that there exists an f ∈ C such that ξtyp1 (f) is Siggers in
C
typ
1 . It will be convenient to use the notation π(a, b, a, c, b, c) := (b, a, c, a, c, b).
Let A be the (τ ∪ σ ∪ {<})-structure obtained from (CτΦ)
6 as follows.
The colors and precolors. For M0,M1, . . . ,M6 ∈ σ and (a1, . . . , a6) ∈ A
such that ai ∈ M
CΦ
i for all i ∈ {1, . . . , 6} and ξ
typ
1 (f)(M1, . . . ,M6) = M0,
declare that (a1, . . . , a6) ∈ A is in MA0 and in P
A
M0
.
The order. Let B be the domain of BHNF . Let s : (B,<)
6 → (B,<) be
an injective map that is pseudo-Siggers modulo Aut(B,<). Such a map can be
constructed by considering the digraph on B6 with arcs
{((x, y, x, z, y, z), π(x, y, x, z, y, z)) | x, y, z ∈ BHNF }.
Note that this graph is a disjoint union of arcs and loops. Let < be any linear
order on B6 such that if (u1, v1) and (u2, v2) are arcs then u1 < u2 if and only
if v1 < v2 (it is easy to see that such a linear order exists for any directed
graph without cycles and with outdegree and indegree at most one). This linear
order embeds into (B,<) and gives the desired injective map. Declare that
(a1, . . . , a6) < (b1, . . . , b6) holds in A iff s(a1, . . . , a6) < s(b1, . . . , b6). Since s is
injective, this defines a linear order on A.
The structure A is linearly ordered, satisfies Φ, and all its elements are
precoloured, so A embeds into the (τ ∪ σ ∪ {<})-reduct D of BHNF , via a map
e : A →֒ D. Since the structure (CΦ, <) is Ramsey and BHNF is ω-categorical, we
can assume by Theorem 80 that e is canonical from (CΦ, <) to (B
HN
F , <). There
is an injective homomorphism h from D to CΦ; since (B
HN
F ;<) is Ramsey, we
can pick h to be canonical from (BHNF ;<) to (CΦ, <). It is clear that f
′ := h ◦ e
is canonical with respect to (CΦ, <). We claim that it is pseudo-Siggers modulo
Aut(CΦ, <).
We have to show that for all m ∈ N and all a¯1, . . . , a¯m ∈ A6 the m-
tuples (f ′(a¯1), . . . , f ′(a¯m)) and (f ′(πa¯1), . . . , f ′(πa¯m)) lie in the same orbit of
Aut(CΦ, <). Since h is canonical, it suffices to prove that (e(a¯
1), . . . , e(a¯m))
and (e(πa¯1), . . . , e(πa¯m)) lie in the same orbit in (BHNF , <). By the homo-
geneity of (BHNF , <) we have to prove that the two tuples satisfy the same
atomic formulas in (BHNF , <). Suppose that (B
HN
F , <) |= R(e(a¯
1), . . . , e(a¯s))
for an s-ary relation symbol R ∈ τ ∪ σ ∪ {<}. Since e is an embedding this
means that R(a¯1, . . . , a¯s) also holds in A. If R ∈ τ then the definition of A
implies that for all i ∈ {1, . . . , 6}, we have CΦ |= R(a1i , . . . , a
s
i ). This imme-
diately implies that A |= R(πa¯1, . . . , πa¯s), so that by applying e we obtain
(BHNF , <) |= R(f
′(πa¯1), . . . , f ′(πa¯s)). Consider now the case that R is a sym-
bol M ′ from σ (so that s = 1). By the definition of A this implies that the
entries of a¯1 = (a, b, a, c, b, c) are such that a ∈ M1
CΦ , b ∈ M2
CΦ , c ∈ M3
CΦ for
M1,M2,M3 ∈ σ and
ξtyp1 (f)(M1,M2,M1,M3,M2,M3) =M
′.
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Since ξtyp1 (f) is Siggers, we also have
ξtyp1 (f)(M2,M1,M3,M1,M3,M2) =M
′.
Therefore, we also get that πa¯1 = (b, a, c, a, c, b) belongs to (M ′)A, so that
(BHNF , <) |= M
′(f ′(πa¯1)). Finally, if R is the order symbol, it means that
a¯1 < a¯2 holds in A. By definition, this is true if and only if s(a¯1) < s(a¯2). Since
s is pseudo-Siggers modulo (B,<), we have s(πa¯1) < s(πa¯2), so that A |= πa¯1 <
πa¯2. Finally, composing with e gives that (BHNF , <) |= e(πa¯
1) < e(πa¯2).
Theorem 84 (Corollary 15 in [15]). Let A be a finite-signature first-order reduct
of a finitely bounded homogeneous structure B. If A has a pseudo-Siggers poly-
morphism modulo Aut(B) that is canonical with respect to B, then CSP(A) is
in P.
In order to use Theorem 84, it remains to prove that CτΦ is a reduct of
a finitely bounded homogeneous structure, which we now show in a series of
lemmas.
Proposition 85. The structure BhomF has a homogeneous expansion by finitely
many primitively positively definable relations. Moreover, the expansion is finitely
bounded.
Proof. Let m be the size of the largest structure in F . We show that the
expansion of BhomF by all relations with a primitive positive definition having
at most m variables (free or existentially quantified) is homogeneous. Since
we assume that primitive positive formulas are in prenex normal form, there
is only a bounded number of such formulas. Let t1 and t2 be two n-tuples
of BhomF with pairwise distinct entries such that t1 and t2 lie in different or-
bits. Since (BhomF , 6=) is a model-complete core, the orbits of t1 and of t2
are primitive positive definable, and hence there are primitive positive for-
mulas φ1 and φ2 such that (B
hom
F , 6=) |= φ1(t1) and (B
hom
F , 6=) |= φ2(t2) but
(BhomF , 6=) 6|= ∃x1, . . . , xn(φ1(x¯) ∧ φ2(x¯)). So there exists a structure A ∈ F
that homomorphically embeds into the canonical database of φ1(x¯)∧φ2(x¯). But
then φi(x¯) must imply for i = 1 and i = 2 a primitive positive formula ψi with
at most m variables such that BhomF 6|= ∃x1, . . . , xn(ψ1(x¯) ∧ ψ2(x¯)). Hence, the
orbits of injective tuples are determined by primitive positive definition having
at most m variables, showing homogeneity of the expansion by the relations
defined by those formulas.
We finally claim that this expansion is finitely bounded. Clearly, we still have
the bounds F . Additionally, for every primitive positive formula φ(x1, . . . , xk)
with at most m variables and every k-ary relation symbol R introduced for
an inequivalent primitive positive formula, we have the canonical database of
φ(x1, . . . , xn)∧R(x1, . . . , xn) as a new bound. These are finitely many bounds,
and they fully describe the expansion, showing the claim.
Corollary 86. The structure CΦ has a homogeneous expansion by finitely many
primitive positive definable relations. Moreover, the expansion is finitely bounded.
Proof. By Proposition 85, BhomF has a homogeneous finitely bounded expansion
B by primitive positive definable relations. The restriction of D to the coloured
elements is still homogeneous, and has the additional bounds excluding all finite
one-element structures that are not coloured, so it is finitely bounded, too.
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Theorem 87. If there is no clone homomorphism C typ1 → P, then CSP(C
τ
Φ)
is in P.
Proof. Proposition 85 gives a finitely bounded homogeneous expansion D of
CΦ by primitive positive definable relations, so Pol(D) = Pol(CΦ). Proposi-
tion 83 states that Pol(CτΦ) contains an operation that is pseudo-Siggers modulo
Aut(CΦ) = Aut(D) and that is canonical with respect to CΦ (and therefore also
with respect to D). By Theorem 84, CSP(CτΦ) is in P.
6.3 The hard case
Let Φ be a precoloured MMSNP sentence and let C be the clone of polymor-
phisms of CτΦ that are canonical with respect to (CΦ, <). In this section, we deal
with the case that there exists a clone homomorphism ξ : C typ1 → P, and prove
that there exists a uniformly continuous clonoid homomorphism Pol(CτΦ)→ P.
There is a natural candidate for a clonoid homomorphism Pol(CτΦ) → P,
which we describe now. By Theorem 80, for every f ∈ Pol(CΦ) of arity k, the
set
If := {a0(f(a1, . . . , ak)) | a0, a1, . . . , ak ∈ Aut(CΦ, <)}
has a non-empty intersection with C . Thus, a natural definition of a uniformly
continuous clonoid homomorphism φ : Pol(CΦ)→ P is given by
φ(f) := ξ(ξtyp1 (g)) where g ∈ C ∩If .
This map is well-defined only if for every g, h ∈ C ∩ If we have ξ(ξ
typ
1 (g)) =
ξ(ξtyp1 (h)). We focus on proving that this map (potentially after replacing ξ with
another clone homomorphism from C typ1 → P) is well-defined in the following
series of propositions. The then-defined map is a uniformly continuous clonoid
homomorphism (this is similar to ideas from Bodirsky and Mottet [14, proof of
Theorem 17]).
Let ρ be a subset of σ such that ρ is preserved by C typ1 (we identify the
relation symbols with the domain of C typ1 ). Let Θ be an equivalence relation
on ρ that is preserved by C typ1 and with two equivalence classes S, T ⊆ ρ. We
call {S, T } a subfactor of C typ1 . The clone C
typ
1 naturally induces a clone on the
two-element set {S, T }. If this clone is (isomorphic to) the projection clone P,
then we call {S, T } a trivial subfactor. The theory of finite idempotent algebras
implies that C typ1 has a homomorphism to P if, and only if, C
typ
1 has a trivial
subfactor {S, T } (see [21, Proposition 4.14], for example). Note that if {S, T } is
a subfactor of C typ1 , the subset S
CΦ ∪TCΦ of CΦ is preserved by every operation
in C (where we write SCΦ for
⋃
R∈S R
CΦ and similarly for TCΦ).
Let X be a primitive positive definable subset of CΦ. A binary symmetric
relation N ⊆ X2 defines an undirected graph on σ: there is an edge between
M and M ′ iff there exist x ∈MCΦ and y ∈M ′CΦ such that (x, y) ∈ N . If N is
primitive positive definable in CΦ, we call the resulting graph on σ a definable
colour graph over X . In the following technical propositions, we prove that the
existence of a trivial subfactor {S, T } of C typ1 implies the existence of definable
colour graphs with an edge from S to T and without loops (Proposition 89).
Refining this even further, we show the existence of such a graph without any
path of even length between S and T (Proposition 90).
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R
B
e1(x)
e1(x
′)
e2(x)
e2(x
′)
e1(y)
e1(y
′)
e2(y)
e2(y
′)
Figure 4: Illustration of Lemma 88.
Lemma 88. For every pair of colours R,B ∈ σ, there are endomorphisms
e1 and e2 of CΦ such that for all (x1, x2), (y1, y2) ∈ RCΦ × BCΦ , the pairs
(e1(x1), e2(x2)), (e1(y1), e2(y2)), (e2(x1), e1(x2)), and (e2(y1), e1(y2)) are in the
same orbit in (CΦ, <).
For an illustration, see Figure 4.
Proof. We build the endomorphisms by compactness, showing that partial ho-
momorphisms with the given properties exist for every finite substructure F of
CΦ. Let G be the disjoint union of 2 copies of F, with domain F × {1, 2}. We
prepare a new structure H which contains G as a substructure. For all elements
x and x′ of G of the same color, take a fresh copy G′ of G and add to H this fresh
copy, where the vertex corresponding to x in G′ is glued on top of the vertex
corresponding to x′ in the original copy of G. This way, every two elements of
the original G that are in the same colour satisfy the same primitive positive
formulas in H. It is also clear that H is F -free, since Φ is in normal form. Since
H is F -free, the expansion H∗ of H by all relations with a primitive positive
definition with at most m variables embeds into BHNF (where m denotes the size
of the largest structure in F).
Let < be any linear order on G such that (x, 1) < (y, 2) and (x, 2) < (y, 1)
for all x ∈ RF and y ∈ BF. Complete < arbitrarily into a linear order on H, so
that there exists an embedding e of (H∗, <) into (BHNF , <). By the homogeneity
of (BHNF , <), the pairs
(e(x, 1), e(y, 2))
(e(x′, 1), e(y′, 2))
(e(x, 2), e(y, 1))
are all in the same orbit in (BHNF , <), for all x, x
′ ∈ RF and y, y′ ∈ BF. Let
e′ : G→ BhomF be obtained by composing e with an injective homomorphism of
the (τ∪σ)-reduct ofBHNF toB
hom
F that is canonical from (B
HN
F , <) to (B
hom
F , <)
(we use Theorem 54 and Theorem 60). Since all the vertices of G are coloured,
the image of e′ is included in CΦ. We obtain a homomorphism h from G to CΦ
such that the given pairs are in the same orbit under Aut(CΦ, <). For i ∈ {1, 2},
define the partial endomorphisms ei of CΦ by x 7→ h(x, i). It is easy to check
that these partial endomorphisms satisfy the required properties.
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Proposition 89. Let Φ be a precoloured MMSNP sentence in strong normal
form and let C be the clone of polymorphisms of CΦ that are canonical with
respect to (CΦ, <). Let {S, T } be a trivial subfactor of C
typ
1 . Then for every
primitive positive definable subset X of CΦ such that X∩SCΦ 6= ∅ and X∩TCΦ 6=
∅, there exists a loopless definable colour graph over X containing an edge from
S to T .
Proof. Let X ⊆ CΦ be primitive positive definable and such that X ∩ S
CΦ and
X ∩ TCΦ are non-empty. We prove the result by contradiction, assuming that
every definable colour graph over X that contains an edge from S to T also
contains a loop. The crux of the proof is to show that this assumption implies
the existence of a canonical polymorphism hˆ of CΦ such that for all x, y ∈ X
the equivalence hˆ(x, y) ∈ SCΦ ⇔ hˆ(y, x) ∈ SCΦ holds.
First, we show that for every finite subset A of CΦ, there exists a binary
polymorphism f of CΦ such that the following property (†) holds for all a, b ∈
A ∩X :
f(a, b), f(b, a) ∈ SCΦ ∪ TCΦ implies (f(a, b) ∈ SCΦ ⇔ f(b, a) ∈ SCΦ). (†)
For a binary polymorphism f of CΦ, denote by
C(f) := {(a, b) ∈ A2 | ∃α ∈ Aut(CΦ) : f(a, b) = αf(b, a)}.
Let f be such that C(f) is maximal. Suppose that f does not satisfy (†). This
means that there exist a, b ∈ A ∩ X such that f(a, b), f(b, a) ∈ SCΦ ∪ TCΦ
and such that f(a, b) ∈ SCΦ and f(b, a) ∈ TCΦ . Let N be the smallest bi-
nary relation containing (f(a, b), f(b, a)), (f(b, a), f(a, b)) and being preserved
by the polymorphisms of CΦ. Note that N ⊆ X
2, since a and b are in X
and X is preserved by all the polymorphisms of CΦ. Since CΦ is ω-categorical,
this relation has a pp-definition in CΦ [16, Theorem 5.1]. Moreover, it is sym-
metric and (f(a, b), f(b, a)) ∈ N ∩ (SCΦ × TCΦ). By hypothesis, the colour
graph defined by N contains a loop. This implies that there exist g ∈ Pol(CΦ)
and α ∈ Aut(CΦ) such that g(f(a, b), f(b, a)) = αg(f(b, a), f(a, b)). Define
f ′(x, y) := g(f(x, y), f(y, x)) for all x, y ∈ CΦ. It is clear from the above that
(a, b) ∈ C(f ′). Moreover, we have C(f) ⊆ C(f ′). Indeed, let (a′, b′) ∈ C(f).
Then f(a′, b′), f(b′, a′) are in the same orbit, and since Φ is precoloured, this
implies that f ′(a′, b′) and f ′(b′, a′) are in the same orbit. This contradicts the
maximality of C(f), so that it must be the case that f satisfies (†).
Using a standard compactness argument (see e.g. the proof of Proposition
13 in [14]), we obtain a binary polymorphism f of CΦ that satisfies (†) for all
a, b ∈ X .
Let g be any polymorphism obtained by diagonally canonising f , using The-
orem 81. We claim that g still satisfies (†) on X . Indeed, let a, b ∈ X and
suppose that g(a, b), g(b, a) ∈ SCΦ ∪ TCΦ . There exist α, β ∈ Aut(CΦ) such
that g(a, b) = αf(βa, βb) and g(b, a) = αf(βb, βa). Since SCΦ and TCΦ are
union of colours, they are preserved by automorphisms of CΦ. We conclude
that f(βa, βb), f(βb, βa) ∈ SCΦ ∪ TCΦ . Since f satisfies (†) on X , the equiva-
lence f(βa, βb) ∈ SCΦ ⇔ f(βb, βa) ∈ SCΦ holds. It follows that g(a, b) ∈ SCΦ ⇔
g(b, a) ∈ SCΦ , so that g also satisfies (†) on X .
Let R ∈ S,B ∈ T be such that RCΦ ⊆ X and BCΦ ⊆ X . Let e1, e2 be
the endomorphisms of CΦ given by Lemma 88. Define h(x, y) := g(e1(x), e2(y))
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for all x, y ∈ CΦ. Note that h is 1-canonical on RCΦ ∪ B
C
Φ: for (a, b), (a
′, b′) ∈
RCΦ ×BCΦ , the pairs (e1(a), e2(b)) and (e1(a′), e2(b′)) are in the same orbit of
(CΦ, <), according to Lemma 88. Since g is diagonally canonical, this implies
that h(a, b) and h(a′, b′) are in the same orbit. Similarly, for (a, b), (a′, b′) ∈
BCΦ × RCΦ , the pairs (e1(a), e2(b)) and (e1(a′), e2(b′)) are in the same orbit of
(CΦ, <). Moreover, h satisfies (†) on RCΦ ∪BCΦ . Indeed, let (a, b) ∈ RCΦ×BCΦ
be such that h(a, b) and h(b, a) are in SCΦ ∪ TCΦ . Then g(e1(a), e2(b)) and
g(e1(b), e2(a)) are in S
CΦ∪TCΦ . Since g is diagonally canonical and (e1(b), e2(a))
and (e2(b), e1(a)) are in the same orbit, we have that also g(e2(b), e1(a)) is in
SCΦ∪TCΦ . By (†), we have g(e1(a), e2(b)) ∈ SCΦ if, and only if, g(e2(b), e1(a)) ∈
SCΦ . By definition, this implies that h(a, b) ∈ SCΦ ⇔ h(b, a) ∈ SCΦ holds. So h
satisfies (†) on RCΦ ∪BCΦ .
Let now hˆ be obtained by canonising h with respect to (CΦ, <). Since h
was already 1-canonical on RCΦ ∪ BCΦ , the restrictions of ξtyp1 (h) and ξ
typ
1 (hˆ)
to {R,B} are equal. This implies that hˆ still satisfies (†) on RCΦ ∪ BCΦ . By
assumption, SCφ ∪TCΦ is preserved by hˆ. This implies that for all a ∈ RCΦ , b ∈
BCΦ , we have that hˆ(a, b) ∈ SCΦ ⇔ hˆ(b, a) ∈ SCΦ . Finally, since the partition
{S, T } is preserved by hˆ by assumption, for all a, a′ ∈ SCΦ and b, b′ ∈ TCΦ we
must have that hˆ(a, b) ∈ SCΦ iff hˆ(a′, b′) ∈ SCΦ , and similarly for hˆ(b, a) and
hˆ(b′, a′). This finishes the construction of hˆ.
Note that the function induced by hˆ on the subfactor {S, T } is binary and
symmetric. But since {S, T } is a trivial subfactor of C typ1 , the clone induced
by C typ1 on {S, T } only contains projections. We have reached the desired
contradiction.
Proposition 90. Let Φ be a precoloured MMSNP sentence in normal form and
let C be the clone of polymorphisms of CΦ that are canonical with respect to
(CΦ, <). Let {S, T } be a trivial subfactor of C
typ
1 . Then there exists a binary
symmetric relation N that is pp-definable in CΦ, defines a colour graph with an
edge from S to T , and does not contain a path of even length between S and T .
Proof. Consider the set S of all triples (S, T,N) such that:
• {S, T } is a trivial subfactor of C typ1 ;
• N is a binary symmetric relation pp-definable in CΦ whose colour graph
is loopless;
• if the colour graph defined by N is bipartite, then N contains an edge
between S and T .
By Proposition 89 applied with X := CΦ, the set S is nonempty. Pick a triple
(S, T,N) ∈ S such that the support of N (i.e., the set of x ∈ CΦ such that there
exists (x, y) ∈ N for some y) intersects the fewest number of orbits of CΦ. We
claim that N then satisfies the conclusion of the proposition.
We first claim that the colour graph defined by N is bipartite. For the sake
of contradiction, suppose that it is not the case. If ℓ is the smallest length
of an odd cycle in the colour graph defined by N , then the relation N◦(ℓ−2) is
again symmetric, pp-definable in CΦ, and such that the colour graph it defines is
loopless and contains a triangle. We therefore assume without loss of generality
that ℓ = 3. The set defined by the unary formula
φ(x) := ∃y, z, x′(N(x, y) ∧N(y, z) ∧N(z, x′) ∧ x ∼ x′)
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G
T ′
S′
Figure 5: An illustration of the colour graph defined by N in the proof of
Proposition 90. The formula ∃y(G(y) ∧ N(x, y)) defines in CΦ a subset that
does not intersect GCΦ and intersects RCΦ and BCΦ , a contradiction to the
minimality of (S, T,N) ∈ S.
is preserved by C , where the meaning of x ∼ x′ is that x and x′ are in the same
orbit of Aut(CΦ). The corresponding subset ρ of σ is therefore preserved by
C
typ
1 , and consists of the set of colours that belong to a triangle in the colour
graph defined by N . In particular, ρ is not empty. When restricted to ρ, the
colour graph is therefore not bipartite and does not contain a loop. It follows
from [19, Theorem 1] that there is a trivial subfactor {S′, T ′} of C typ1 such that
S′ ∪ T ′ ⊆ ρ. Let now R ∈ S′, and let N ′(x, y) be defined by
N(x, y) ∧ ∃z, z′
(
R(z) ∧R(z′) ∧N◦2(z, x) ∧N◦2(z′, y)
)
,
which is a pp-definition in CΦ. Again, N
′ ⊆ N is symmetric and the colour
graph that it defines is loopless and contains a triangle, so that (S′, T ′, N ′) ∈ S.
By minimality of (S, T,N), the support ofN ′ must be equal to the support ofN ,
so that the colour graphs defined by N ′ and by N are the same. In particular,
since every colour in T ′ is in the support of N , every such B ∈ T ′ has a path of
length 2 to R. Pick an arbitrary B ∈ T ′ and let G be the midpoint of a path
of length 2 between R and B. The situation is described in Figure 5. Then the
formula θ(x) := ∃y(G(y) ∧N(x, y)) defines a proper subset Y of the support of
N (proper because the colour graph is loopless, which implies that no element in
G satisfies θ), and this subset intersects S′ and T ′. By Proposition 89 applied
with X := Y , we obtain a new binary symmetric relation M ⊆ Y 2 whose
colour graph is loopless and contains an edge between S′ and T ′. In particular,
(S′, T ′,M) ∈ S, a contradiction to the minimality of (S, T,N).
Therefore, the colour graph defined by N is bipartite. Since (S, T,N) ∈ S,
it must be that N contains an edge between S and T . If N does not satisfy the
conclusion of the proposition, there must be a path of even length 2k between S
and T . Let G be the midpoint of this path. Let Y ⊆ CΦ be the subset consisting
of the elements of CΦ that are reachable by a path of length k from an element
in G. This set is pp-definable in CΦ, and intersects S and T . Moreover, it is
a proper subset of the support of N . Indeed, if k is odd then no element of G
belongs to Y , otherwise the colour graph defined by N would contain a cycle
of length k. If k is even, then no direct neighbour of an element in G belongs
to Y , for otherwise N would contain a cycle of length k+1. By Proposition 89
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applied with X := Y , we obtain a new binary symmetric relationM ⊆ Y 2 whose
colour graph is loopless and contains an edge between S′ and T ′. In particular,
(S′, T ′,M) ∈ S, a contradiction to the minimality of (S, T,N). Thus, it must
be that (S, T,N) satisfies the conclusion of the statement.
Theorem 91. Let Φ be a precoloured MMSNP sentence in strong normal form.
Let C be the clone of polymorphisms of CΦ that are canonical with respect to
(CΦ, <). If there is a clone homomorphism C
typ
1 → P, then there exists a uni-
formly continuous clonoid homomorphism from Pol(CΦ) to P that is invariant
under left-composition by Aut(CΦ), and CSP(C
τ
Φ) is NP-hard.
Proof. As we have mentioned before, if the clone C typ1 of idempotent operations
on a finite set has a homomorphism to P, then C typ1 has a trivial subfactor
{S, T } (see [21, Proposition 4.14]).
Let ξ : C typ1 → P be the clone homomorphism defined as follows. Let R ∈ S
and B ∈ T be arbitrary. For a k-ary f ∈ C typ1 , let i ∈ {1, . . . , k} be the
unique index such that f(B, ..., B,R,B, ..., B) ∈ S, where the argument R is in
the ith position. Such an i exists because of the assumption that {S, T } is a
trivial subfactor of C typ1 . Define ξ(f) to be the ith projection. Note that the
definition of ξ does not depend on the choice of R and B, by the fact that the
equivalence relation on S ∪T whose equivalence classes are S and T is assumed
to be preserved by the operations in C typ1 . It is straightforward to check that
the map ξ thus defined is a clone homomorphism.
Let N ⊆ (CΦ)2 be the pp-definable relation given by Proposition 90. Fix
f ∈ Pol(CΦ) a k-ary operation and g, h two operations in C ∩ If (see the
beginning of this section). Let gtyp := ξtyp1 (g) and h
typ := ξtyp1 (h). We prove
that ξ(gtyp) = ξ(htyp). For ease of notation, assume that ξ(gtyp) is the first
projection, the general case being treated in the same way. Since ξ is the clone
homomorphism induced by {S, T }, this means that for all R ∈ S and B ∈ T ,
we have gtyp(R,B, . . . , B) ∈ S. In order to prove that ξ(htyp) is also the first
projection, it suffices to prove that there exists R ∈ S and B ∈ T such that
htyp(R,B, . . . , B) ∈ S. Let R ∈ S and B ∈ T be adjacent colours in the
colour graph defined by N . Let (a1, . . . , ak) be any tuple in R
CΦ ×BCΦ × · · · ×
BCΦ . Since f interpolates g and hmodulo Aut(CΦ, <), there are automorphisms
α, β1, . . . , βk such that
g(a1, . . . , ak) = αf(β1a1, . . . , βkak)
and automorphisms γ, δ1, . . . , δk such that
h(a1, . . . , ak) = γf(δ1a1, . . . , δkak).
Let S be the substructure of CΦ induced by {β1a1, . . . , βkak, δ1a1, . . . , δkak}.
Since (CΦ, 6=) is a model-complete core (Lemma 41), by Proposition 7 the orbit
of the tuple (β1a1, . . . , βkak, δ1a1, . . . , δkak) has a primitive positive definition
θ(x1, . . . , xk, y1, . . . , yk) in (CΦ, 6=). Let θ∗ be θ where the atomic conjuncts
involving 6= have been removed. Let φN (x, y) be a primitive positive formula
defining the relation N ⊆ (CΦ)2 in CΦ. Fix an integer ℓ such that 2ℓ > |Φ|. For
every i ∈ {1, . . . , k}, let zi1, . . . , z
i
2ℓ−1 be fresh variables. In the following, we
also write zi0 for xi and z
i
2ℓ for yi. Let ψ(x1, . . . , xk, y1, . . . , yk) be the primitive
positive formula whose conjuncts are (see Figure 6, left side):
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Figure 6: Proof of Theorem 91: A depiction of ψ (left) in the case that k = 2
and 2ℓ = 4, and a view of (RCΦ ∪ BCΦ)2 (right). The red edges on the right
represent the relation N ; these edges connect the images of the drawn points
under f .
• θ∗(x1, . . . , xk, y1, . . . , yk),
• φN (zij , z
i
j+1), for every i ∈ {1, . . . , k} and j ∈ {0, . . . , 2ℓ− 1},
• R(z1j ) for even j ∈ {1, . . . , 2ℓ− 1} and B(z
1
j ) for odd j ∈ {1, . . . , 2ℓ− 1},
• for i ∈ {2, . . . , k}, the conjunct B(zij) for even j ∈ {1, . . . , 2ℓ − 1} and
R(zij) for odd j ∈ {1, . . . , 2ℓ− 1}.
We claim that ψ is satisfiable in CΦ. We first prove that it is satisfiable in
BindF , where F is the coloured obstruction set of Φ. Let S
′ be the canonical
database of ψ (again see Figure 6, left side). By Lemma 25, ψ is satisfiable
if and only if all the biconnected components of S′ are F -free. Suppose that
there exists an obstruction F ∈ F and a homomorphism e : F → S′. By the
choice of ℓ we have that |F| < 2ℓ. Since Φ is in normal form, its obstructions
are biconnected and we can suppose that the image of the homomorphism e is
a biconnected component of S′. It follows that either the image of e is included
in S, or it is included in the subset induced by the canonical database of some
N(zij , z
i
j+1) for some i ∈ {1, . . . , k} and j ∈ {0, . . . , 2ℓ− 1}. But the assumption
on N is that there is (a, b) ∈ N such that a ∈ RCΦ and b ∈ BCΦ . Therefore, the
conjunct φN (z
i
j , z
i
j+1) is satisfiable by an assignment that maps z
i
j and z
i
j+1 to
the appropriate colours. We conclude that there exists an embedding e of S′
into BindF .
Let d : BindF → B
hom
F be an injective homomorphism (whose existence fol-
lows from Theorem 27). Note that the image of the restriction of d to the
substructure CΦ of B
ind
F is in CΦ since d must preserve the colours. Since d ◦ e
is injective, the tuple (e(x1), . . . , e(xk), e(y1), . . . , e(yk)) satisfies θ. This means
that d◦ e : S′ → CΦ is a satisfying assignment that maps (x1, . . . , xk, y1, . . . , yk)
to a tuple in the same orbit as (β1a1, . . . , βkak, δ1a1, . . . , δkak). By compos-
ing with an automorphism of CΦ, we can suppose that (x1, . . . , xk, y1, . . . , yk)
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is exactly this tuple. It must therefore be the case that f(β1a1, . . . , βkak) and
f(δ1a1, . . . , δkak) are connected by an N -path of even length, that is, there are
b1, . . . , b2ℓ−1 ∈ CΦ such that
(bj , bj+1) ∈ N for all j ∈ {1, . . . , 2ℓ}
(f(β1a1, . . . , βkak), b1) ∈ N and
(b2ℓ−1, f(δ1a1, . . . , δkak)) ∈ N (see Figure 6, right side).
By assumption, such a path of even length cannot connect S and T , so that
f(δ1a1, . . . , δkak) is in a colour Y ∈ S. We obtain that h(R,B, . . . , B) ∈ S, as
desired.
The above shows that the map φ : Pol(CΦ)→ P given by φ(f) := ξ(ξ
typ
1 (g))
for g ∈ C ∩ If is well-defined. We verify that φ is a uniformly continuous
clonoid homomorphism. For continuity, suppose that (fn) converges to f . For
each n ∈ N there exists an hn ∈ C ∩ Ifn , and since ξ
typ
∞ (hn) can only take
finitely many values, one of them appears for infinitely many n ∈ N. It follows
that there exists an h that lies in C ∩Ifn for infinitely many n. Let g be from
C ∩ If . We can repeat the argument in the third paragraph of this proof to
show that ξtyp∞ (g) = ξ
typ
∞ (h), and hence φ(g) = φ(h), showing continuity of φ.
Next, we verify that φ preserves left-composition with Aut(CΦ). Let e be a
unary operation in Aut(CΦ), and let f ∈ C . Let g be canonical and interpolated
by e◦f modulo Aut(CΦ). Note that g is also interpolated by f modulo Aut(CΦ),
so that φ(f) = ξ(g) = φ(e ◦ f). Since the only unary operation in P is the
identity operation, we finally have φ(e) ◦ φ(f) = φ(f). It has been shown in [3]
(Proposition 6.4) that any continuous mapping from the polymorphism clone
of a countable ω-categorical structure to another function clone is uniformly
continuous if it is invariant under left-composition with automorphisms of the
structure. Therefore, our map φ is uniformly continuous.
We finally verify that φ is a clonoid homomorphism. This can be done as
in the proof of Theorem 17 in [14], and we give the argument here for the
convenience of the reader. We need to prove that for every f ∈ C of arity k ≥ 1
and every m ≥ 1
φ(f ◦ (πmi1 , . . . , π
m
ik
)) = φ(f) ◦ (πmi1 , . . . , π
m
ik
).
Let g ∈ C ∩If . Then g ◦ (πmi1 , . . . , π
m
ik
) ∈ If◦(πm
i1
,...,πm
ik
), so
φ(f ◦ (πmi1 , . . . , π
m
ik
)) = ξ(g ◦ (πmi1 , . . . , π
m
ik
)) (2)
= ξ(g) ◦ (πmi1 , . . . , π
m
ik
) (3)
= φ(f) ◦ (πmi1 , . . . , π
m
ik
) (4)
where (2) and (4) hold by definition of φ, and (3) holds since ξ is a clone
homomorphism.
6.4 The dichotomy: conclusion
Summing up the results of the previous two sections, we obtain the following
dichotomy for precoloured MMSNP sentences.
Theorem 92. Let Φ be a precoloured MMSNP sentence. Let C be the clone of
polymorphisms of CτΦ that are canonical with respect to (CΦ, <). Then one of
the following equivalent statements holds:
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(1) there is a clone homomorphism C typ1 → P;
(2) there is a uniformly continuous clonoid homomorphism Pol(CτΦ)→ P that
is invariant under left-composition by Aut(CΦ);
and CSP(CτΦ) is NP-complete, or one of the following equivalent statements
holds:
(a) C typ1 contains a Siggers operation;
(b) C contains a pseudo-Siggers operation modulo Aut(CΦ, <);
(c) Pol(CτΦ) contains a pseudo-Siggers operation modulo Aut(CΦ, <).
and CSP(CτΦ) is in P.
Proof. The implication from (a) to (b) follows from Proposition 83. The impli-
cation from (b) to (c) is trivial. Clearly, (c) implies the negation of (2). The
implication ¬(2)⇒ ¬(1) is Theorem 91, and ¬(1) implies (a) by Theorem 3.
Note that item (a) is for given Φ clearly algorithmically decidable. Via the
facts about precolorings from Section 5, Theorem 92 implies a more general
result about MMSNP sentences in normal form, Theorem 94 below. In order
to show that the two cases in Theorem 94 are disjoint, we need the following
transfer for the existence of pseudo-Siggers polymorphisms of Pol(CτΦ).
Proposition 93. The structure CτΦ has a pseudo-Siggers polymorphism modulo
Aut(CΦ) if, and only if, it has an injective polymorphism that is pseudo-Siggers
modulo Aut(CΦ, <).
Proof. Let s : (CτΦ)
6 → CτΦ be the given pseudo-Siggers. Let B be the (τ ∪ σ)-
expansion of (CτΦ)
6 where (a1, . . . , a6) has the same color as s(a1, . . . , a6) in CΦ.
We view CΦ as a substructure of B
ind
F , and consequently s as a homomorphism
B→ BindF . By Lemma 71, we obtain an injective homomorphism t : B→ B
ind
F
such that for all injective tuples a¯, b¯ in B, if s(a¯) and s(b¯) are in the same orbit
in BindF then so are t(a¯) and t(b¯) (call this property (†)).
We claim that for every finite substructure A of CτΦ, there exists an injective
homomorphism tA : A
6 → CτΦ that is pseudo-Siggers modulo Aut(CΦ, <). Let a¯
be the tuple whose entries are of the form (x, y, x, z, y, z) for x, y, z ∈ A (that
is, a¯ is a tuple of 6-tuples). Let b¯ be the tuple whose entries are of the form
(y, x, z, x, z, y) (using the same enumeration of the elements (x, y, z) of A3 as in
a¯). Since s is pseudo-Siggers modulo Aut(CΦ), the tuples s(a¯) and s(b¯) lie in the
same orbit of Aut(CΦ), so they lie in the same orbit of Aut(B
ind
F ) by Lemma 41.
By (†), we obtain that t(a¯) and t(b¯) lie in the same orbit of Aut(BindF ). Moreover,
since t is injective, there exists α ∈ Aut(BindF ) such that the tuples (αt)(a¯) and
(αt)(b¯) lie in the same orbit of Aut(BindF , <). Let h : (B
ind
F , 6=)→ (B
hom
F , 6=) be
an injective homomorphism that is canonical from (BindF , <) to (B
hom
F , <). We
claim that tA := h ◦ α ◦ t is the desired injective homomorphism.
We first prove that the range of tA is included in the domain of CΦ, that is,
that all the elements that appear in the range are coloured. Let a1, . . . , a6 ∈ A.
Since the range of s is included in the domain of CΦ, there is an M ∈ σ such
that s(a1, . . . , a6) ∈MCΦ . By Lemma 71, the element t(a1, . . . , a6) ∈MB
ind
N , so
that h(α(t(a1, . . . , a6))) ∈MCΦ and hence lies in CΦ.
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We now show that tA : A
6 → CτΦ is pseudo-Siggers modulo Aut(CΦ, <). Note
that since (αt)(a¯) and (αt)(b¯) lie in the same orbit in Aut(BindF , <), the tuples
tA(a¯) and tA(b¯) lie in the same orbit in Aut(B
hom
F , <) by the canonicity of h.
Therefore, there exists β ∈ Aut(BhomF , <) such that βtA(a¯) = tA(b¯). Since the
domain of CΦ is preserved by automorphisms of (B
hom
F , <) the restriction of
β to the domain of CΦ is an automorphism of (CΦ, <). In conclusion, tA is
pseudo-Siggers modulo Aut(CΦ, <).
A standard compactness argument now shows that there exists t′ : (CΦ)
6 →
CΦ that is on every finite subset pseudo-Siggers modulo Aut(CΦ, <). Another
compactness argument (the lift lemma; see, e.g., Lemma 4.2 in [5]) shows that
t′ is pseudo-Siggers modulo Aut(CΦ, <).
Theorem 94. Let Φ be an MMSNP sentence in strong normal form. Let C
be the clone of polymorphisms of CτΦ that are canonical with respect to (CΦ, <).
Then either
• there is a uniformly continuous clonoid homomorphism Pol(CτΦ)→ P and
CSP(CτΦ) is NP-complete, or
• Pol(CτΦ) contains a pseudo-Siggers operation modulo Aut(CΦ) and CSP(C
τ
Φ)
is in P.
In particular, Conjecture 11 holds for all CSPs in MMSNP.
Proof. If there is a uniformly continuous clonoid homomorphism Pol(CτΦ)→ P,
then the NP-hardness of CSP(CτΦ) follows from Theorem 9. Otherwise, let Ψ be
the standard precolouration of Φ with input signature ρ ⊆ τ . By Theorem 72
there is no uniformly continuous clonoid homomorphism from Pol(CρΨ) → P.
Then Theorem 94 above states that Pol(CρΨ) contains a pseudo-Siggers operation
modulo Aut(CΨ) that is canonical with respect to CΨ, and CSP(C
ρ
Ψ) is in P. By
Theorem 72 the structure CτΦ is isomorphic to a reduct of C
ρ
Ψ, so it also has a
pseudo-Siggers operation modulo Aut(CΦ) that is canonical with respect to CΦ,
and CSP(CτΦ) is also in P.
To show that the two cases are mutually exclusive, suppose that Pol(B)
contains a pseudo-Siggers operation g. Then Pol(B, 6=) has a pseudo-Siggers by
Proposition 93. Since (B, 6=) is a model-complete core, for all elements c1, . . . , cn
the structure Pol(B, 6=, c1, . . . , cn) has a pseudo-Siggers (see Proposition 5.6.9
in [8]). Thus, Theorem 12 implies that there is no uniformly continuous clonoid
homomorphism from Pol(B, 6=)→ P. By Proposition 70, there is no uniformly
continuous clonoid homomorphism Pol(B)→ P.
Finally, we show that the above implies Conjecture 11 for CSPs in MMSNP.
Suppose that B is an ω-categorical structure such that Φ describes CSP(B).
SinceB and CτΦ are ω-categorical and have the same CSP, they are homomorphi-
cally equivalent. Proposition 10 then implies that there are uniformly continuous
clonoid homomorphisms Pol(B)→ Pol(CτΦ) and Pol(C
τ
Φ)→ Pol(B).
The proof of Theorem 94 shows that in order to decide for a given MMSNP
sentence Φ in strong normal form which of the cases holds, it suffices to test
whether (CτΨ, <) has a polymorphism f that is canonical with respect to (CΦ, <)
such that ξtyp1 (f) is a Siggers operation (see item (a) in Theorem 92).
We can finally prove Theorem 19 from Section 2.5.
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Proof. By Proposition 13, the sentence Φ is logically equivalent to a finite dis-
junction Φ1 ∨ · · · ∨ Φk of connected MMSNP sentences. By Theorem 50, we
can assume that each of the Φi is in strong normal form. The sentence Φi de-
scribes CSP(CτΦi). Theorem 94 above states that either Pol(C
τ
Φi
) has a uniformly
continuous clonoid homomorphism to P, and Φi is NP-complete, or Pol(C
τ
Φi
)
contains a pseudo-Siggers polymorphism. Then Proposition 14 states that Φ is
in P if the second case applies for all i ≤ k, and is NP-hard otherwise.
Again, it is clear from the proof that given an MMSNP sentence Φ, the
two cases in Theorem 19 can be distinguished algorithmically. The reason is
that the connected MMSNP sentences Φ1, . . . ,Φk can be computed from Φ
(Proposition 13), and also each of the Φi can be effectively rewritten into strong
normal form (Theorem 50), and so the claim follows from our observations
above.
We close with a consequence of Theorem 92 concerning the existence of
pseudo-cyclic polymorphisms of CτΦ for precolouredMMSNP sentences Φ. Recall
that for finite structures C, the existence of a Siggers polymorphisms is equiva-
lent to the existence of a cyclic polymorphism. However, there are ω-categorical
structures that have a pseudo-Siggers polymorphism but no pseudo-cyclic poly-
morphism, for example the structure (Q;<, {(x, y, u, v) | x = y ⇒ u = v}).
But the CSP for this structure cannot be expressed by MMSNP (a proof can
be found in [6]). So it is natural to ask whether tractability of MMSNP sen-
tences can also be characterised by pseudo-cyclic polymorphisms. The proof of
Proposition 83 cannot be modified straightforwardly to produce a pseudo-cyclic
polymorphism instead of a pseudo-Siggers polymorphism. However, the exis-
tence of a pseudo-cyclic polymorphism of CτΦ can be deduced from Theorem 92
and the mentioned result about the existence of cyclic polymorphisms in the
finite.
Theorem 95. Let Φ be a precoloured MMSNP sentence. Then Pol(CτΦ) has a
pseudo-Siggers polymorphism if and only if it has a pseudo-cyclic polymorphism.
Proof. By Proposition 85 there exists an m ∈ N such that CΦ has a homoge-
neous expansion C∗Φ by primitive positive definable relations of maximal arity
m. For the forward implication, the existence of a pseudo-Siggers polymorphism
of CτΦ implies by Theorem 92 that C
τ
Φ has a pseudo-Siggers operation modulo
Aut(CΦ, <) which is canonical with respect to Aut(CΦ, <), and hence C
typ
m has
a Siggers polymorphism. By Proposition 6.6 in [18], it follows that CτΦ has a
pseudo-cyclic polymorphism.
Now suppose that CτΦ has a pseudo-cyclic polymorphism. Then C
typ
1 has
a cyclic polymorphism, and hence CτΦ has a pseudo-Siggers operation modulo
Aut(CΦ, <) by Theorem 92.
7 Conclusion and Open Problems
Every problem in MMSNP is in P or NP-complete. Our new proof of this
complexity dichotomy does not rely on the complicated expander constructions
of Kun [34]; on the other hand, we use a number of other results from the
literature, most notably the following:
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• We need the powerful recent Ramsey result by Nesˇetrˇil and Hubicˇka; the
usage of this result via canonical functions [17] is deeply used in our ap-
proach at numerous places. We consider it as an interesting question
whether the result of Nesˇetrˇil and Hubicˇka can be used to give another
proof of Kun’s result on expander structures.
• The usage of the results from [3] and [1] is also important and not just cos-
metic. The reason is that we actually do not verify the Bodirsky-Pinsker
conjecture directly, but the tractability conjecture from [3], which is in our
setting equivalent by the results from [1]. We do not see a way to avoid
this; the reason is that we cannot work with the model-complete core
templates for MMSNP sentences; hence, uniformly continuous clonoid ho-
momorphisms are the more robust concept to characterise the complexity
border.
We want to point out again that our approach of the dichotomy for MM-
SNP leads to a stronger result: we prove the universal-algebraic tractability
conjecture for CSPs in MMSNP. This result implies the dichotomy for MMSNP
since every problem in MMSNP is a finite union of CSPs. We close with two
interesting problems related to MMSNP that remain open.
1. Can we drop uniform continuity in the statement of our main result? In
all other existing classifications, this was possible (see [1]).
2. Is the following computational problem decidable: Given an MMSNP sen-
tence, decide whether there exists an equivalent Datalog program? This
problem has been called Datalog rewritability and has been asked in [28]
(also see [13] for a discussion of the important challenge of algebraically
characterising the power of Datalog for CSPs with ω-categorical tem-
plates).
References
[1] L. Barto, M. Kompatscher, M. Olˇsa´k, M. Pinsker, and T. V. Pham. The
equivalence of two dichotomy conjectures for infinite domain constraint
satisfaction problems. In Proceedings of the 32nd Annual ACM/IEEE
Symposium on Logic in Computer Science – LICS’17, 2017. Preprint
arXiv:1612.07551.
[2] L. Barto and M. Kozik. Absorbing subalgebras, cyclic terms and the
constraint satisfaction problem. Logical Methods in Computer Science,
8/1(07):1–26, 2012.
[3] L. Barto, J. Oprsˇal, and M. Pinsker. The wonderland of reflections. Israel
Journal of Mathematics, 2017. To appear. Preprint arXiv:1510.04521.
[4] L. Barto and M. Pinsker. The algebraic dichotomy conjecture for infinite
domain constraint satisfaction problems. In Proceedings of the 31th Annual
IEEE Symposium on Logic in Computer Science – LICS’16, pages 615–622,
2016. Preprint arXiv:1602.04353.
53
[5] L. Barto and M. Pinsker. The algebraic dichotomy conjecture for infinite
domain constraint satisfaction problems. In Proceedings of the 31th Annual
IEEE Symposium on Logic in Computer Science – LICS’16, pages 615–622,
2016. Preprint arXiv:1602.04353v3.
[6] M. Bodirsky. Constraint satisfaction with infinite domains. Dissertation,
Humboldt-Universita¨t zu Berlin, 2004.
[7] M. Bodirsky. Cores of countably categorical structures. Logical Methods in
Computer Science, 3(1):1–16, 2007.
[8] M. Bodirsky. Complexity classification in infinite-domain constraint satis-
faction. Me´moire d’habilitation a` diriger des recherches, Universite´ Diderot
– Paris 7. Available at arXiv:1201.0856, 2012.
[9] M. Bodirsky. Complexity classification in infinite-domain constraint satis-
faction. Me´moire d’habilitation a` diriger des recherches, Universite´ Diderot
– Paris 7. Available at arXiv:1201.0856v8, 2012.
[10] M. Bodirsky. Ramsey classes: Examples and constructions. In Surveys
in Combinatorics. London Mathematical Society Lecture Note Series 424.
Cambridge University Press, 2015. Invited survey article for the British
Combinatorial Conference; ArXiv:1502.05146.
[11] M. Bodirsky and V. Dalmau. Datalog and constraint satisfaction with
infinite templates. Journal on Computer and System Sciences, 79:79–100,
2013. A preliminary version appeared in the proceedings of the Symposium
on Theoretical Aspects of Computer Science (STACS’05).
[12] M. Bodirsky and J. Greiner. Complexity of combinations of qualitative
constraint satisfaction problems. In 9th International Joint Conference on
Automated Reasoning, IJCAR 2018, 2018. accepted for publication.
[13] M. Bodirsky and P. Jonsson. A model-theoretic view on qualitative con-
straint reasoning. Journal of Artificial Intelligence Research, 58:339–385,
2017.
[14] M. Bodirsky and A. Mottet. Reducts of finitely bounded homogeneous
structures, and lifting tractability from finite-domain constraint satisfac-
tion. In Proceedings of the 31th Annual IEEE Symposium on Logic in
Computer Science – LICS’16, pages 623–632, 2016. Preprint available at
ArXiv:1601.04520.
[15] M. Bodirsky and A. Mottet. A Dichotomy for First-Order Reducts of Unary
Structures. Submitted. Preprint available under ArXiv:1601:04520, 2017.
[16] M. Bodirsky and J. Nesˇetrˇil. Constraint satisfaction with countable ho-
mogeneous templates. Journal of Logic and Computation, 16(3):359–373,
2006.
[17] M. Bodirsky and M. Pinsker. Canonical Functions: a Proof via Topolog-
ical Dynamics. Preprint available under http://arxiv.org/abs/1610.09660,
2016.
54
[18] M. Bodirsky, M. Pinsker, and A. Pongra´cz. Projective clone homomor-
phisms. Accepted for publication in the Journal of Symbolic Logic, Preprint
arXiv:1409.4601, 2014.
[19] A. A. Bulatov. H-coloring dichotomy revisited. Theoretical Computer Sci-
ence, 349(1):31–39, 2005.
[20] A. A. Bulatov. A dichotomy theorem for nonuniform csps. In 58th IEEE
Annual Symposium on Foundations of Computer Science, FOCS 2017,
Berkeley, CA, USA, October 15-17, 2017, pages 319–330, 2017.
[21] A. A. Bulatov and P. Jeavons. Algebraic structures in combinatorial prob-
lems. Technical report MATH-AL-4-2001, Technische Universita¨t Dresden,
2001.
[22] A. A. Bulatov, A. A. Krokhin, and P. G. Jeavons. Classifying the com-
plexity of constraints using finite algebras. SIAM Journal on Computing,
34:720–742, 2005.
[23] A. K. Chandra and P. M. Merlin. Optimal implementation of conjunctive
queries in relational data bases. In Proceedings of the Symposium on Theory
of Computing (STOC), pages 77–90, 1977.
[24] G. Cherlin, S. Shelah, and N. Shi. Universal graphs with forbidden sub-
graphs and algebraic closure. Advances in Applied Mathematics, 22:454–
491, 1999.
[25] T. Feder and M. Y. Vardi. Monotone monadic SNP and constraint satisfac-
tion. In Proceedings of the Symposium on Theory of Computing (STOC),
pages 612 – 622, 1993.
[26] T. Feder and M. Y. Vardi. The computational structure of monotone
monadic SNP and constraint satisfaction: a study through Datalog and
group theory. SIAM Journal on Computing, 28:57–104, 1999.
[27] T. Feder and M. Y. Vardi. Homomorphism closed vs. existential positive.
In Proceedings of LICS, pages 311–320, 2003.
[28] C. Feier, C. Lutz, and A. Kuusisto. Rewritability in Monadic Disjunctive
Datalog, MMSNP, and Expressive Description Logics. In Proceedings of
the 20th International Conference on Database Theory (ICDT17), 2017.
[29] J. Hubicka and J. Nesetril. Homomorphism and embedding universal struc-
tures for restricted classes. Multiple-Valued Logic and Soft Computing,
27(2-3):229–253, 2016. arXiv:0909.4939.
[30] J. Hubicˇka and J. Nesˇetrˇil. Universal structures with forbidden homomor-
phisms. In Logic Without Borders - Essays on Set Theory, Model The-
ory, Philosophical Logic and Philosophy of Mathematics, pages 241–264.
De Gruyter, 2015. arXiv:0907.4079.
[31] J. Hubicˇka and J. Nesˇetrˇil. All those Ramsey classes (Ramsey classes with
closures and forbidden homomorphisms). arXiv:1606.07979v2, 2016.
55
[32] J. Hubicˇka and J. Nesˇetrˇil. All those Ramsey classes (Ramsey classes with
closures and forbidden homomorphisms). arXiv:1606.07979v2, 2016.
[33] A. Kechris, V. Pestov, and S. Todorcevic. Fraisse´ limits, Ramsey theory,
and topological dynamics of automorphism groups. Geometric and Func-
tional Analysis, 15(1):106–189, 2005.
[34] G. Kun. Constraints, MMSNP, and expander relational structures. Com-
binatorica, 33(3):335–347, 2013.
[35] C. Lutz and F. Wolter. On the relationship between consistent query an-
swering and constraint satisfaction problems. In Proceedings of the 18th
International Conference on Database Theory (ICDT15), 2015.
[36] F. Madelaine. Constraint satisfaction problems and related logic. PhD-
thesis, University of Leicester, 2003.
[37] F. Madelaine. Universal structures and the logic of forbidden patterns.
Logical Methods in Computer Science, 5(2), 2009.
[38] F. Madelaine and I. A. Stewart. Constraint satisfaction, logic and forbidden
patterns. SIAM Journal on Computing, 37(1):132–163, 2007.
[39] F. R. Madelaine. On the containment of forbidden patterns problems. In
Proceedings of CP, pages 345–359, 2010.
[40] D. Zhuk. A proof of CSP dichotomy conjecture. In 58th IEEE Annual
Symposium on Foundations of Computer Science, FOCS 2017, Berkeley,
CA, USA, October 15-17, 2017, pages 331–342, 2017.
A The Hubicˇka-Nesˇetrˇil theorem
We need additional terminology to properly explain how to deduce the Ram-
sey statement that we need (Theorem 54) from the results of Hubicˇka and
Nesˇetrˇil [31]. Throughout this section, let τ be a relational signature. A class
K of finite τ -structures
• has the Ramsey property if for every r ∈ N and all finite substructures
A,B ∈ K there exists C ∈ K such that C→ (B)Ar holds;
• is called hereditary if it is closed under substructures.
A primitive positive formula φ(x1, . . . , xn) is called irreducible if it cannot
be equivalently written as φ1(x1, . . . , xn) ∧ φ2(x1, . . . , xn) such that φ1 and φ2
have strictly less existentially quantified variables than φ. A τ -structure A is
called irreducible if for all a1, . . . , ak ∈ A the formula ∃a1, . . . , ak.φ, for φ the
canonical query of A, is irreducible. Note that A is irreducible if and only if for
all a, b ∈ A there is an R ∈ τ and a t ∈ RA such that both a and b appear in
entries of t (this is the original definition in the literature of structural Ramsey
theory).
A homomorphism f from A to B is called a homomorphism-embedding if
f restricted to any irreducible substructure of A is an embedding into B. Let
C be a τ -structure and K a class of irreducible τ -structures. An irreducible
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τ -structure C′ ∈ K is a (strong) K-completion of C if there exists an (injective)
homomorphism-embedding from C into C′.
Definition 96. Let R be a class of finite irreducible τ -structures and K a sub-
class ofR. We say that K is a locally finite subclass of R if for every C0 ∈ R there
exists an n ∈ N such that every τ -structure C with a homomorphism-embedding
into C0 also has a strong K-completion, provided that every substructure of C
with at most n vertices has a strong K-completion.
Theorem 97 (Theorem 2.1 from [32]). Let τ be a relational signature, let R be
a Ramsey class of irreducible finite τ-structures, and let K be hereditary locally
finite subclass of R with strong amalgamation. Then K is Ramsey.
Let τ be a relational signature, and let R be the homogeneous τ -structure
whose age is the class of all finite τ -structures. The following theorem is known
as the Nesˇetrˇil-Ro¨dl theorem for relational structures.
Theorem 98 (Theorem 3.6 in [32]). The structure R ∗ (Q;<) is Ramsey.
Theorem 99 (Consequence of Theorem 2.1 from [32]4). Let F be a finite set
of finite τ-structures. Then the structure (BHNF , <) is Ramsey.
Proof. Let m be the size of the maximal structure in F , and let ρ be the sig-
nature of BHNF . Recall that ρ contains a relation symbol Rφ ∈ ρ for every
primitive positive τ -formula φ with at most m variables. Let R∗ be the ρ-
expansion of R defined by setting RR
∗
φ to be the relation defined by φ over
R. Clearly, K := Age(BHNF , <) is hereditary and has strong amalgamation, and
R := Age(R∗∗(Q;<)) is a Ramsey class of irreducible structures by Theorem 98
(note that R∗ ∗ (Q;<) is Ramsey if and only if R ∗ (Q;<) is Ramsey since the
two structures have the same automorphism group). So by Theorem 97 it suf-
fices to verify that K is a locally finite subclass of R. Let C0 ∈ R be arbitrary.
We choose n := m. Let C be a ρ-structure with a homomorphism-embedding e
into C0 such that every substructure of C with at most n vertices has a strong
K-completion. Let ψ be the canonical query of C, and replace every formula
Rφ(x1, . . . , xk) in ψ by φ(x1, . . . , xk). Let C
′ be the canonical database for the
resulting (τ ∪ {<})-formula; replace <C
′
by any linear extension. Let C′′ be the
ρ-expansion of C′ where Rφ ∈ ρ denotes the relation defined by φ in C′, and let
C′′′ be the substructure of C′′ induced by C.
Claim. C′′′ ∈ Age(BHNF , <). To show the claim it suffices to show that no
structure in F homomorphically maps into the τ -reduct of C′′′. Suppose that
there exists a homomorphism h from F ∈ F to (C′′′)τ . By assumption, the
substructure F′ induced by the image of h in C′′′ has a strong K-completion,
i.e., there exists an injective homomorphism-embedding g from F′ to a structure
in K. But then g ◦ h is a map from F to a structure in K, a contradiction.
So to show that C has a strong K-completion it therefore suffices to show that
the natural inclusion map idC from C to C
′′′ is an (injective) homomorphism-
embedding. It is clear from the construction that idC is a homomorphism,
and that C′′′ and C have the same τ -reducts. So suppose that there exists a
tuple t = (t1, . . . , tk) ∈ Ck such that t ∈ RC
′′′
φ for some Rφ ∈ ρ. We claim
that then t ∈ RCφ . Clearly, it suffices to show the claim for irreducible φ.
4The authors thank Jan Hubicˇka for helpful discussions.
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The structure C′ must contain vertices that witness that the primitive positive
formula φ holds in C′ on the tuple t. Each of those vertices is either a vertex
of C or has been introduced for the existentially quantified variables of some
conjunct Rψ(s1, . . . , sℓ) of the canonical query of C. Since φ is irreducible, ψ
can be chosen so that {s1, . . . , sℓ} contains t1, . . . , tk and ψ(s1, . . . , sℓ) implies
φ(t1, . . . , tk). Let D be the substructure of C induced by s1, . . . , sℓ. Note that
because of the tuple (s1, . . . , sℓ) ∈ RDψ the structure D is irreducible. Since
ℓ ≤ n the structure D has a strong K-completion, and since it is irreducible we
must have that D ∈ K. In particular, we must have that t ∈ RDφ and hence
t ∈ RCφ , which is what we wanted to show.
58
