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In the 1960s Minty, Gallai, and Roy proved that k-colorability of graphs has 
equivalent conditions in terms of the existence of orientations containing no cycles 
resp. paths with some orientation patterns. We give a common generalization of 
those classic results, providing new (necessary and sufficient) conditions for a graph 
to be k-chromatic. We also prove that if an orientation with those properties is 
available, or cycles of given lengths are excluded, then a proper coloring with a 
small number of colors can be found by a fast-linear or polynomial-algorithm. 
The basic idea of the proofs is to introduce directed and weighted variants of depth- 
first-search trees. Several related problems are raised. C, 1992 Academic PBS. IIIC. 
1. INTRODUCTION AND RESULTS 
Let G = (V, E) be an undirected graph with vertex set V and edge set E. 
An orientation of G is a directed graph D = (V, A) (with arc set A) such 
that each edge xy E E corresponds to precisely one arc (xy) or (yx) in A, 
and vice versa. The parentheses around xy indicate that it is then considered 
to be an ordered pair. If D is an orientation of G, then G is called the 
underlying graph of D. 
A (directed) path of G (of D) is a sequence x,, . . . . x, of distinct vertices 
such that xixi+ 1 EE((xixi+I)EA)for lgigt-l.Thelengthofthispath 
is t - 1, i.e., the number of its edges (arcs). The sequence x1, . . . . x, is a 
(directed) cycle if it is a (directed) path and, in addition, x,x1 E E 
( (xIxl) E A) holds. The length 1 Cl of a cycle C is the number of its vertices 
(= the number of its edges or arcs). An orientation D of G is acyclic if it 
contains no directed cycle. 
Denote by x(G) the chromatic number of G, that is the smallest number 
of independent sets ( =sets of pairwise nonadjacent vertices) whose union 
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is V. There are two classic results which describe interesting connections 
between the chromatic number of a graph and some properties of its 
orientations: 
THEOREM 1 [4, 63. Zf G has an orientation D containing no directed 
path of length k, then x(G) Q k. 
THEOREM 2 [S]. Zf G has an orientation D such that every cycle C 
contains at least (Cl/k arcs in each direction, then x(G)< k. 
These two results are complementary in the sense that the first one is 
obvious for acyclic orientations, while the assumption in the second one 
always excludes directed cycles. Note further that they-as well as our 
Theorem 4 below-provide necessary and sufficient conditions for x(G) < k, 
because if S,, . . . . S, are independent sets covering V, then orienting all 
edges from Si to S, whenever i< j, we obtain an orientation D of G that 
satisfies the assumptions of Theorems 1 and 2 both. 
Recall that it is an NP-complete problem to decide whether or not the 
chromatic number of a graph is less than a given integer k. From this point 
of view it is interesting to see how much a “good” orientation of G can help 
in finding a coloring with a small number of colors. Call an assignment 
f: if--+ (0, . ..) k - 1 } a proper k-coloring if f- ‘(i) is an independent set for 
0 < i < k - 1; G is k-colorable if it has a proper k-coloring. 
THEOREM 3. Zf D is a directed graph with n vertices and m arcs, without 
any directed path of length k, then a proper k-coloring of the underlying 
graph of D can be found in O(m + n) steps. 
The running time of O(m + n) is essentially best possible, since m + n is 
just the size of the input graph, and normally we need m steps to check if 
the color assignment found by any algorithm is indeed a proper coloring. 
The method we introduce in the proof can be generalized to obtain a 
common extension of Theorems 1 and 2: 
THEOREM 4. rf G has an orientation D such that every cycle C of length 
(Cl - 1 (mod k) contains at least (Cl/k arcs in each direction, then x(G) d k. 
This result is sharp in the sense that ICI/k cannot be replaced by 
any smaller value. An interesting particular case is obtained when every 
orientation of G satisfies the requirement: 
COROLLARY 5. Zf for some positive integer k (k > 2), an undirected graph 
G contains no cycle whose length minus one is a multiple of k, then G is 
k-colorable. 
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Again, the graphs satisfying the assumption of Corollary 5 can be 
k-colored by fast algorithms: 
THEOREM 6. Let k be a given integer (k > 2) and let G be an undirected 
graph with n vertices and m edges. If G contains no cycle whose length minus 
one is a multiple of k, then a proper k-coloring of G can be found in 
c. (m + n) steps, for some constant c independent of the value of k. 
Certainly, a proper k-coloring can be found in O(nm) time even if the 
value of k is not known in advance, because trivially k d n always holds. 
The orientations satisfying the assumptions of Theorem 4 are a little bit 
more difficult to handle: 
THEOREM 7. Suppose that D is an orientation of a graph G of n vertices, 
such that every cycle C of length ICI = 1 (mod k) contains at least /Cl/k arcs 
in each direction. There is an algorithm that finds a proper k-coloring of G, 
with a running time polynomial in n. 
2. DEPTH-FIRST-SEARCH TREES 
One of the basic techniques for finding a spanning rooted tree (or 
spanning forest) in a graph G = (V, E) is the depth-first-search algorithm. 
It starts at an arbitrary vertex (the root) r E V; having arrived at a vertex x, 
we look for a vertex y which has not yet been visited and is adjacent to x. 
If such a y exists, then continue the search by visiting y; otherwise go back 
to the vertex from which x was reached. If we are back at r and no more 
unvisited vertices are adjacent to r, then a connected component of G has 
been traversed. Repeating this procedure until all components of G are 
exhausted, one visits all vertices by this algorithm whose running time is 
O(IU + IEI). 
Suppose that G is connected. Marking an edge xy E E if the algorithm 
reaches y from x, we obtain a spanning tree T of G, rooted at r, with the 
nice property that it contains no “cross-edge” between different branches. 
More precisely, 
(*) if xy E E then the (unique) x - r path of T contains y or the y - r 
path contains x. 
It is worth noting here that a tree satisfying (*) can be defined in another 
way, too, without using any algorithmic procedure. For a spanning tree T 
rooted at r let wO(T) = C,, V d,(r, x) be the weight of T, where d,(r, x) 
denotes the distance of r and x in T ( = the length of the r-x path). It can 
be shown that if w,,(T) is maximum, then T satisfies (*). 
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In the next two sections the extensions of these ideas will provide the 
basic tools for the proofs of our theorems. 
3. PRWFS OF THE SUFFICIENT CONDITIONS 
Although Theorem 4 immediately implies Corollary 5, we begin this 
section with a proof of the latter because of its attractive simplicity. 
Proof of Corollary 5. Let T be an arbitrary depth-first-search tree with 
root r in a graph G = (I’, E). Assign color d,(r, x) mod k to each vertex 
XE I’. By (*), every edge xy~ E induces a path the number of whose 
vertices is congruent to d,(r, x)-d,(r, y) + 1 or d,(r, y)-d,(r, x)+ 1 
(mod k), according as x or y is at larger distance from r. Hence, by our 
assumptions, x and y are assigned to distinct colors. i 
Proof of Theorem 4. Without loss of generality we can assume that 
G = ( V, E) is connected. For each spanning tree T, rooted at an arbitrarily 
chosen vertex r E V and having edge set E(T), we define an integer-valued 
weight function up = w~,~ as follows. Put w(r)=O. If w(x) has not yet been 
defined, but w(y) has been given for some y E V, .~y E E(T), then we put 
w(x) = w(y) + 1 if xy is oriented from x to y, and put w(x) = w(y) + 1 - k 
if xy is oriented from y to x. Then the weight w(T) of T is defined as 
w(T) = c w(x). 
.‘iE b 
Of course, here the value of w(x) depends on the choice of T (and also 
on r, but the root has already been fixed). 
Consider a tree T with maximum weight. We claim that 
w(x) E w(y) (mod k) implies xy $ E(G). 
If we verify this property, then the statement follows easily, assigning color 
iE (0, 1, . . . . k - 1 } to the vertex x if and only if w(x) = i (mod k). 
For short, call an edge xye E(T) positive if y is contained in the x-r 
path of T, and xy is oriented from x toy (towards the root); if it is oriented 
in the opposite way, then call xy negative. Note that if x’ is an arbitrary 
vertex on the x - r path of T, then w(x) - w(x’) is congruent to the length 
of the x -x’ subpath modulo k, no matter how many negative edges are 
contained in the path. 
Suppose that the coloring obtained is not a proper one, i.e., there is an 
edge xy E E(G) such that w(x) - w(y) = pk for some integer p. Without loss 
of generality we can assume w(x) 2 w(y). First, consider the case when .X 
and y belong to distinct “branches” of T, which means that neither the 
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x - r path contains y, nor the y - r path contains x. If xy is oriented from 
y to x, then delete the first edge of the y - r path and add yx to T. The tree 
T’ obtained in this way will have weight w( T’) > w(T) since the weight of 
each vertex in the subtree rooted at y-i.e., those vertices y’ (including y) 
for which the y’- r path contains y-increases, a contradiction. If xy is 
oriented from x to y and w(x) = w(y), then we can proceed as above 
(interchanging the roles of x and y). If xy is oriented from x to y and 
w(x) > w(y), then w(x) > w(y) + k and again the tree T’ constructed above 
has larger weight than T. 
Suppose now that y is a vertex of the x - r path. Since W(X) - w(v) = pk 
(with p > 0 as w(x) > w(y)), if the x-y path P contains precisely q 
negative edges, then P has length (p + q)k. Hence, the cycle C obtained 
from P by adding the edge xy should contain at least p + q + 1 edges in the 
“negative” direction. Since C has just q such edges not including xy, it 
follows that p = 0, and xy is oriented from x to y. In this case, however, 
w(x) = w(v). Hence, if we replace the edge incident to x in P by the edge 
xy, we obtain a tree T’ with weight greater than w(T) as the weights of 
all vertices of the branch rooted at x (including x itself) have been 
increased-a contradiction again. 
Finally, suppose that x is contained in the y - r path. Then w(x) = w(y) 
can be handled with the previous argument (re-naming x by y and vice 
versa). Consequently, we may assume that w(y) < w(x) - k holds. In this 
case, however, no matter how xy is oriented, a tree with a weight larger 
than w(T) is obtained when the first edge of the y - r path is replaced by 
xy-a contradiction. 1 
4. ALGORITHMS 
Proof of Theorem 6. The coloring described in the proof of Corollary 5 
can be found “on-line” while the depth-first-search tree T is constructed by 
the algorithm. Namely, whenever a new vertex y is visited, say from a 
vertex x, in that step of the procedure define the color of y to be the color 
of x plus 1, mod k. If G is disconnected, a k-coloring can be found in each 
of its components separately. 1 
Proof of Theorem 7. Denote by d, length of the x - r path in a tree T 
rooted at r, and define w(x) as in the proof of Theorem 4. Then d,B 
w(x) B -(k- 1) d,. Moreover, for all i< n, there are at least i vertices x 
whose distance from r is less than i. Consequently, the sum of those 
distances d, ranges between n - 1 and n(n - 1)/2, so that we have less than 
kn*/2 < 0(n3) different possible values for w(T). (For k fixed, the upper 
bound is 0(n2).) 
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Instead of a maximum-weight tree, it is enough to find any T in which 
the corresponding weights satisfy 
w(x) E w(y) (mod k) implies xy 4 E(G). 
(We have seen that this property automatically holds when w(T) is 
maximum.) The property can be checked for each edge one by one, in at 
most O(n2) steps. Moreover, the proof of Theorem 4 yields that if a 
monochromatic edge xy is found then the tree can be modified (locally at 
w  or y) to some T’ with a larger weight. Since w(T) can increase by at 
most O(kn’), the whole process ends in O(kn4) < O(n5) steps. 1 
Proof of Theorem 3. Let D = (V, A) be an orientation of G, satisfying 
the assumptions. We apply a directed version of depth-first-search. Choose 
a (first) root rl arbitrarily and mark it. When at a vertex x, find a vertex 
y, unmarked so far, such that (~x)E A. If such a y exists, continue the 
search at y; otherwise go back to the vertex from which x has been 
reached. If we are at the ith root ri (i 2 1) and no such y is available but 
still there are some unmarked vertices, choose one of them arbitrarily and 
call it ri+,. Stop when all vertices are marked. Hence, each ri is the root 
of some tree T,, and those Ti together form a spanning forest F of D. 
Denote by q the number of trees in F. 
Observe that F has the following important properties. 
(1) All edges in each tree T, are oriented towards the root r,. 
(2) There is a natural ordering among the trees and also among the 
branches within a tree, in the following sense: If an arc (xy) joins T, with 
T, (XE V(Tj) and YE V( T,)), then i-c j. Moreover, if (xy) is an arc within 
a tree T, but x and y belong to distinct branches of this tree, then the 
branch containing x was found in an earlier phase of the algorithm than 
the branch containing y. 
There are standard ways to represent an ordered tree structure in a file. 
We maintain this ordering throughout the coloring algorithm by taking 
two “dummy” roots r’ and r”. In the first phase of the algorithm (and in 
every odd one, too) the root will be r’, while in the second (and every even) 
phase the root will be r”. 
At the beginning we define a tree F’ by adding the arcs (rir’) to F 
(i = 1, . . . . q). In the first phase the algorithm scans the ri in a decreasing 
order, as follows. Assign color 1 to r4. Replace each arc (xrq) of F’ by a 
new arc (xr”), preserving the ordering among those vertices x. Moreover, 
temporarily mark all roots ri such that (rirq) E A, and delete all arcs 
incident to rq in D. Then go to r9 _ 1 _ 
When at a root ri, proceed as follows. If ri is marked, add the arc (rir”) 
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to F’, delete (rir’), and also delete the marking of ri. If ri is unmarked, do 
the same as at r,: Replace each (xr;) by (xr”), mark every neighbor ris of 
ri (i’ < i), delete all arcs incident to ri, and assign color 1 to ri. 
When those steps are executed at r,, too, then the next phase of the 
algorithm begins. Interchanging the roles of r’ and r”, and re-labelling by 
rl, r2, . . . the neighbors of r” in the modified F’ (which now has root r”), 
again scan the ri in a decreasing order, and repeat until the vertex set of 
D is exhausted. Of course, in the jth phase the unmarked r, are assigned 
to color j. 
Clearly, each color class found by this algorithm is indeed independent. 
The linear upper bound on the running time follows from the fact that each 
vertex and arc of D is visited at most c times, for some small constant c. 
(The actual value of c depends on the way D is given at the beginning. For 
instance, for every vertex x it is necessary to prepare a list of vertices y such 
that (yx) E A, which also takes U(m + n) time if such a list is not available.) 
By definition, the number of colors is equal to the number of phases of 
the algorithm. Moreover, if a vertex x is assigned to color j (j> 2) then it 
has a neighbor y, (xy) EA, such that y is a root ri in the (j- 1)st phase 
which received color j- 1. Hence, the number of colors cannot be larger 
than the length of a longest directed path plus 1, so that the coloring 
obtained satisfies the requirements of Theorem 3. 1 
5. OPEN PROBLEMS 
It is an interesting question how the assumptions on cycle lengths can be 
weakened, to obtain properties which still insure k-colorability. Let k > 2 
be a fixed integer, and set R, = { kn + 1 1 n E N }. 
Problem 8. Describe the subsets R of R,, minimal under inclusion, 
such that every graph with chromatic number greater than k contains a 
cycle whose length belongs to R. 
A similar question arises when R, is replaced by N itself, i.e., when we 
are interested in sets R of positive integers such that every graph of large 
chromatic number contains a cycle of length r for some r E R. 
Another problem is to investigate analogues of the above results 
for further residue classes mod k. For r E {0, 1, . . . . k - I}, set Rk,, = 
{kn+r 1 nEN}. 
Problem 9. Find the subsets R of (0, . . . . k - I} with the following 
property: If x(G) > k, then G contains a cycle whose length belongs to R,,, 
for some r E R. 
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Since 2-colorability corresponds to the exclusion of odd cycles, R = ( 1) 
gives a necessary and sufficient condition for k = 2. It would be interesting 
to see if there are further examples when non-k-colorable graphs can be 
characterized in terms of sets of forbidden cycle lengths (or, in particular, 
forbidden residue classes of cycle lengths). 
Recently we have learned that Dean and Toft [2] have been working on 
similar questions and they have proved that every K,-free graph G with 
x(G) 2 4 contains a cycle of length =r (mod 3) for r = 0, 1,2. Their 
approach (which is entirely different from ours) also provides an alter- 
native proof for our Corollary 5. Moreover, Toft and I have observed that 
every graph of chromatic number greater than k contains a cycle of length 
divisible by k. Note that this is not the case with the residue class r = 2, 
since Kk + I contains no cycle of length ~2 (mod k). 
There are lots of related problems that would be interesting to 
investigate. For instance, we can raise similar questions for given types of 
orientations (strongly connected, etc). Then a problem is to describe 
directed graphs that occur in every graph G with x(G) > k, provided 
that the orientation of G is of the given type. According to a theorem of 
Bondy [ 11, if an orientation is strongly connected then it contains a 
directed cycle of length ax(G). We do not know, however, whether or not 
similar results can be stated for the existence of directed cycles whose 
lengths belong to prescribed residue classes. 
Finally, we note that the problems given above can be raised and 
investigated for other properties closely related to k-colorability as well, 
e.g., for classes of graphs satisfying prescribed degree conditions. Some 
results of this type are proved in the recent work [3]. 
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