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Abstract
We use operator algebras and operator theory to obtain new result concerning Berezin quanti-
zation of compact Ka¨hler manifolds. Our main tool is the notion of subproduct systems of finite-
dimensional Hilbert spaces, which enables all involved objects, such as the Toeplitz operators, to be
very conveniently expressed in terms of shift operators compressed to a subspace of full Fock space.
This subspace is not required to be contained in the symmetric Fock space, so from finite-dimensional
matrix algebras we can construct noncommutative manifolds with extra structure generalizing that
of a projective variety endowed with a positive Hermitian line bundle and a Ka¨hler metric in the class
of the line bundle. Even in the commutative setting these constructions are very fruitful. Firstly, we
show that the algebra of smooth functions on any smooth projective variety can be quantized in a
strong sense of inductive limits, as was previously only accomplished for homogeneous manifolds. In
this way the Ka¨hler manifold is recovered exactly from quantization and not just approximately. Sec-
ondly, we obtain a strict quantization also for singular varieties. Thirdly, we show that the Arveson
conjecture is true in full generality for shift operators compressed to the subspace of symmetric Fock
space associated with any homogeneous ideal. For noncommutative examples we consider homo-
geneous spaces for compact matrix quantum groups which generalize q-deformed projective spaces,
and we show that these can be obtained as the cores of Cuntz–Pimsner algebras constructed solely
from the representation theory of the quantum group. We also discuss interesting connections with
noncommutative random walks.
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1 Introduction
With motivations from physics, Berezin introduced a way of approximating projective compact Ka¨hler
manifolds M by finite-dimensional matrix algebras B(Hm) parameterized by m ∈ N0 [Bere1, Bere2,
CGR1, Lan2, Schl1]. When M = G/K is a homogeneous space of some Lie group G, each Hilbert
space Hm carries an irreducible representation of G, and it is obtained by the Borel–Weil construction:
Hm is the space of holomorphic sections of a suitable line bundle L
⊗m over M .
In order to apply Berezin quantization to quantum physics, the parameters (time or temperature
or energy etc.) should be chosen such that the limit m→∞ simplifies the description of the system
at hand. This is a powerful method; for instance it gives the Hartree–Fock approximation as a special
case [Raj1]. The limit behavior is captured by a classical (compact Ka¨hler) manifold M .
Nowadays it is however becoming more and more important to have a versatile theory of open
quantum systems. Recently we observed how to obtain a simplifying infinite-m limit in the standard
framework of quantum channels as driving the evolution of open quantum systems [An4, An5]. It so
happens though, that the infinite-m system is (in general) not given by a classical manifold but by
a noncommutative manifold, i.e. there is a noncommutative C∗-algebra C(M) which is supposed to
encode the properties of the dynamics and which is a surprisingly good analogue of the commutative
C∗-algebra C(M) of continuous functions on a projective variety M . Here we use the symbol M
for a nonexisting object appearing only in the notation for the algebra C(M), while M denotes an
honest manifold. Such a C∗-algebra C(M) of continuous functions on a “noncommutative projective
variety” will be obtained as an inductive limit of matrix algebras B(Hm). These in turn arise from
a sequence H• = (Hm)m∈N0 of finite-dimensional Hilbert spaces such that Hm+l ⊆ Hm ⊗ Hl for
all m, l ∈ M0. Such a sequence has been referred to as a “subproduct system” [ShSo1] and it
generalizes the structure needed to perform ordinary Berezin quantization. In [An4] we discussed the
physical meaning of the special case when M = G/K is a “projective” quantum homogeneous space
(a generalization of compact coadjoint orbits).
The purpose of the present paper is to introduce and study the C∗-algebras C(M) defining these
noncommutative manifolds. They will be constructed in such a way that they possess a lot of extra
structure generalizing that complex-analytic structure, a positive line bundle and a Ka¨hler metric.
The construction is new also in the commutative setting and we will solve some very interesting
problems in operator theory which provide new insight in the geometry of compact Ka¨hler manifolds.
In this way we set the stage for a new interplay between operator theory and complex differential
geometry. We begin by outlining the results from several different viewpoints.
1.1 Ka¨hler geometry
Let (M,L) be a polarized manifold, i.e. M is a compact connected complex-analytic manifold
admitting a Ka¨hler metric and L is a holomorphic line bundle over M with the property that any
choice of basis for the finite-dimensional vector space H0(M ;L) of holomorphic sections of L gives
a holomorphic embedding of M into the projective space CPn−1, where n := dimH0(M ;L). For
m ∈ N, let Lm be the mth tensor power of the line bundle L and let L0 = OM be the trivial
holomorphic line bundle. The idea of Berezin quantization is that if one chooses an inner product
on H0(M ;Lm) for each m, so that we obtain a sequence H• = (Hm)m∈N0 of Hilbert spaces, then
the finite-dimensional matrix algebras B(Hm) should give an increasingly good approximation of the
C∗-algebra C(M) of continuous functions on M as m goes to infinity. This works for any polarized
manifold (M,L) [BMS] if the inner product on each Hm is given by
〈φ|ψ〉h,ω := md
ˆ
M
hm(φ(x), ψ(x))
ω(x)d
d!
, ∀ψ, φ ∈ H0(M,Lm)
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for some fixed Ka¨hler metric ω on M and a Hermitian metric h on L related to the Ka¨hler metric
via the “prequantum condition” √−1∂¯∂ log h = ω. (1.1)
The approximation of C(M) by the matrix algebras B(Hm) is, more precisely, a “strict quantization”
of C(M) realized by explicit surjective positive maps (“Toeplitz maps”) (see §3 for more details)
ς˘(m) : C(M)→ B(Hm)
and explicit injective positive maps (covariant symbol maps)
ς(m) : C(M)→ B(Hm).
such that ς(m) is the adjoint of ς˘(m) with respect to the inner product on B(Hm) and C(M) defined
by the trace and by ω respectively, and such that the “Berezin transforms” ς(m) ◦ ς˘(m) converge to
the identity map on C(M) as the “quantum number” m goes to infinity.
One could imagine however, that it should be possible to approximate C(M) in some stronger
sense. It turns out that is not true for any polarized manifold (M,L), if we want the prequan-
tum condition (1.1). We are now interested in the problem of relating properties of (M,L) to the
well-behavedness of the quantization H•. As has been well known every since the beginnings of quan-
tization theory, and made very clear in [CGR1, CGR2], if (M,L) is a homogeneous manifold then
it can be quantized in a stronger sense than that provided by a strict quantization. Hawkins made
this very explicit in a C∗-algebraic setting [Hawk1] by realizing C(M) as an inductive limit of the
matrix algebras B(Hm). We shall show that these inductive limits are arising very intrinsically from
a choice of embedding M →֒ CPn−1 and that the construction works for any projective variety M if
we drop the prequantum condition (1.1) and instead choose h and ω to be related in a different way.
In fact we need not refer to Hermitian metrics or Ka¨hler metrics for the construction of the inductive
limit, and the covariant symbol ς(m) and the Toeplitz maps ς˘(m) arise naturally from the very maps
ιm,l : B(Hm) → B(Hl) which defines the inductive system. Nevertheless it is easy to recover the
metrics h and ω such that ς(m) and ς˘(m) attains the same geometric meaning as before.
Thus we drop the prequantum condition (1.1) and instead look at the Hilbert spaces Hm obtained
from a sequence (ω, hm) where the metric on L
m varies with m ∈ N0, or equivalently a sequence
(ωm, h) where the Ka¨hler metric varies with m; the important datum is the sequence H• = (Hm)m∈N0
of Hilbert spaces. We call H• a “projectively induced quantization” of (M,L) (again see §3 for details)
if H• is a subproduct system in the sense of [ShSo1], i.e.
Hl ⊂ Hm ⊗ Hl−m, ∀m ≤ l ∈ N.
This is the condition which allows the construction of an inductive system of unital completely
positive maps
ιm,l : B(Hm)→ B(Hl), ∀m ≤ l ∈ N0
such that C(M) is recovered as a C∗-algebra as the limit of the matrix algebras B(Hm) as m goes to
infinity.
An inductive system which recovers C(M) could possibly be constructed also from a prequantum
quantization, but the inductive system will have less nice properties, depending on the geometry of
M . It would be interesting to study further if one could characterize (“stability”) properties of M
as existence of an inductive system of matrix algebras with certain properties (see Conjecture 1.2
below).
What is special to the case when M is a coadjoint orbit is that then the maps ιm,l intertwine
the tracial states. In that case Hawkins showed that one obtains C(M) as a projective limit is well
[Hawk2]. He also showed that a similar construction works for general polarized manifolds if one uses
a prequantum quantization [Hawk2]. Our contribution is the description of these constructions on a
single Hilbert space, namely the Hilbert-space direct sum
HN :=
⊕
m∈N0
Hm,
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which (as will be discussed in much more detail in future work) can be realized as a Hilbert space of
analytic functions on a subvariety of the unit ball in Cn (cf. [DRS1, DRS2]). The space HN sits as a
subspace of the symmetric Fock space H∨N over H1, and the point is that H
∨N can be identified with
the so-called Drury–Arveson space which has a very central role in multivariable operator theory.
Our ongoing work uses the results of the present paper to study the geometry of (M,L), in particular
the stability of vector bundles over M , using operator theory in Drury–Arveson space.
The subproduct property of the sequence H• says precisely thatHN is invariant under the backward
shifts on H∨N. The inductive and projective limits mentioned above encode the data of a “strict
quantization”, as needed to generalize the classical setting, but they are much more convenient than
just knowing that there is a strict quantization because they are constructed using the shift operators
on HN. The notion of subproduct systems and the associated operator algebras of shift operators
provide a machinery for explicit calculations that has previously been available mainly in the case of
CPn−1, where Berezin quantization and fuzzy geometry has been successfully described in terms of
creation and annihilation operators (the unnormalized shift operators) (see e.g. [BDLMC]).
1.2 Algebraic geometry
There is an analogue of Berezin quantization in projective algebraic geometry saying that the vector
spaces H0(M ;Lm) of algebraic sections of higher tensor powers of a very ample line bundle L over
a projective complex variety M ⊂ CPn−1 determine all coherent sheaves on M . Namely, take the
Abelian category gr(A) of finitely generated graded modules over the graded algebra
A =
⊕
m∈N0
H0(M ;Lm).
Elements of A are not functions on the variety M . In order to pass to objects defined on M we have
to work modulo the modules which are finite-dimensional as vector spaces over C, by replacing the
homomorphism spaces Homgr(A)(E,F ) by
Homqgr(A)(E ,F) := lim
m→∞
Homgr(A)(E≥m, F ),
where E≥m :=
⊕
l≥mEl is a tail of a graded A-module E =
⊕
k∈ZEk. It was shown in [Serre2] that in
this way we obtain an Abelian category qgr(A) which is equivalent to the Abelian category coh(M) of
coherent sheaves onM . This result is also the starting point for noncommutative projective algebraic
geometry [ArZh1], namely one starts with a finitely generated graded algebra A = ⊕m∈N0 Am
satisfying less stringent assumptions than commutativity and one studies the category qgr(A) guided
by the geometric intuition from analogy with commutative algebraic geometry.
Our observation in §4 is that if we endow the subspaces Am ⊂ A by inner products such that
the resulting Hilbert spaces Hm form a subproduct system then the above inductive system can be
explicitly described by unital completely positive maps and is compatible with the inner products in
a sense (namely we obtain a generalized inductive limit of C∗-algebras as described below). Instead
of A one considers a N0-graded ring R =
⊕
m∈N0
Rm which can be concretely described as a (non-
∗-closed) algebra of operators on the Fock space HN. The limit
0B∞ := lim
m→∞
Endgr(R)(R≥m)
exists for the same reason as in the case of A. We show that 0B∞ coincides with the normally ordered
part of the algebraic “Cuntz–Pimsner core” of the subproduct system (for the definitions see §2). In
the commutative case it is the algebra of real-algebraic C-valued functions on the varietyM ⊂ CPn−1
associated with H•. Moreover, there is a natural norm on
0B∞ such that its completion B∞ is (in
the commutative case) the C∗-algebra C(M) of continous functions on M .
The quotient category qgr(R) is (as will be discussed in another publication) in the commutative
case equivalent to the category of torsionfree modules over the sheaf of real-algebraic functions on the
varietyM . From there it is easy to go to modules over the sheaf of continuous functions. Thus we are
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discussing a continuous version of Serre’s theorem and thereby a continuous analogue of Artin–Zhang
approach to noncommutative projective geometry.
The ring A is contained as a graded subring of R,
Am ⊂ Rm, ∀m ∈ N0,
and one can define a “holomorphic structure” on (the continuous extensions of) objects in qgr(R)
as an operator on modules over B∞ possessing certain properties. Then we are lead to the following
research problem:
Problem 1.1 (Noncommutative GAGA). Find examples of noncommutative N0-graded algebras A
such that qgr(A) is equivalent to the holomorphic subcategory of qgr(R).
The works [DRS1, DRS2] can be regarded as an operator-theoretic approach to noncommutative
projective geometry using shift operators on Fock space. What we are doing here suggest that this
gives the analytic version of Artin–Zhang’s algebraic approach.
1.3 Operator algebra
The C∗-algebra B∞ is a special case of a “generalized inductive limit” of C∗-algebras in the sense of
[BlKi1]. What is special with the inductive system coming from a subproduct system is not only that
it is “NF”, i.e. defined by completely positive maps, but also that the underlying algebraic inductive
limit of sets is already an algebra.
A tracial state ω on a C∗-algebra such as B∞ can have finite-dimensional approximation prop-
erties of various strengths, e.g. “quasidiagonality”, “uniform quasidiagonality”, “amenability” and
“uniform amenability”; see [Brow1, §3]. These notions involve tracial states φm : B(Hm) → C on
finite-dimensional matrix algebras such that ω is in some sense the limit of the φm’s as m → ∞,
in that there are completely positive maps ς˘(m) : B∞ → B(Hm) intertwining ω and φm up to some
error. In this case we call (ς˘(m))m∈N0 an explicit realization of the approximation property of ω.
Consider the case of a commutative smooth projective variety M , where as mentioned we shall
show that the inductive limit B∞ coincides with C(M). Berezin quantization can be regarded as
an explicit realization of the quasidiagonality of states on C(M), namely the states associated with
volume forms of Ka¨hler metric on M . The point is not to show that some traces are quasidiagonal,
but to obtain an explicit realization where the approximating finite-dimensional tracial states φm :
B(Hm) → C are defined on matrix algebras whose dimension nm = χ(OM(m)) depend on the
complex-analytic structure of M.
With a prequantum quantization H• of (M,L) one will not obtain a subproduct system unless
the quantization is “regular” in the sense of [CGR2]. However, Blackadar–Kirchberg’s notion of
generalized inductive limit is very general and one can probably still obtain C(M) as such an inductive
limit, albeit in a weaker sense than as the Cuntz–Pimsner algebra of a subproduct system. If one
could characterize precisely the properties of such an inductive limit needed for the existence of a
constant scalar curvature Ka¨hler metric in the class c1(L), one could hope to find the correct stability
condition on the manifold (M,L) which characterizes the existence of such a metric.
By analogue with the Donaldson–Tian–Yau conjecture about the equivalence of the exstence of a
constant scalar curvature Ka¨hler metric and some stability property (“K-stability”) [Don9, Don12,
Tian1, Tian2] we formulate the following speculative but suggesting conjecture:
Conjecture 1.2. There exists an approximation property (say “QK-stability”) of traces on C∗-
algebras (perhaps quasidiagonality or amenability) such that the following holds: If ω is a Ka¨hler
form on a smooth projective variety M ⊂ CPn−1 then ω has constant scalar curvature if and only if
there is a prequantum quantization H• of ω which explictly realizes ω as a QK-stable state on C(M).
The inductive and projective limits constructed in the present papers may serve as guidance for
less well-behaved structures associated with quantizations with prequantum condition. Our ongoing
work is more focused on showing that such a characterization is possible for the analogous problem
of stability of vector bundles (where the analogue of the Donaldson–Tian–Yau conjecture is known
to be true [LuTe1]).
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1.4 Operator theory
Starting from any subproduct system H• = (Hm)m∈N0 one can form its Fock space HN :=
⊕
m∈N0
Hm,
which is a subspace of the full Fock space H⊗N :=
⊕
m∈N0
H⊗m which is invariant under the backward
shift operators. The shift operators S1, . . . , Sn on HN commute pairwisely if and only if HN is
contained in the symmetric Fock space H∨N =
⊕
m∈N0
H∨m, where H∨m denotes the mth symmetric
tensor power of the Hilbert space H = H1 = C
n. The symmetric Fock space H∨N can be identified
with a Hilbert space of analytic functions on the unit ball Bn ⊂ Cn, called the Drury–Arveson
space and usually denoted by H2n, in such a way that the shifts on H
∨N identify with the operators
M1, . . . ,Mn on H
2
n acting by multiplication by the coordinate functions z1, . . . , zn on B
n.
Subspaces of H2n which are invariant under the adjoint shifts M
∗
1 , . . . ,M
∗
n (briefly, “quotient
modules” ofH2n) have a simple description generalizing that of the Beurling representation of quotient
modules of the Hardy space H21 = H
2(S1) of the unit circle [McTr1]. The most basic open question
about these quotient modules is whether the following is true.
Conjecture 1.3 (Arveson’s conjecture). Let HN be a graded quotient module of the Drury–Arveson
space H∨N. Then the shift operators S1, . . . , Sn on HN form an essentially normal n-tuple, i.e.
[S∗j , Sk] ∈ K, ∀j, k = 1, . . . , n.
In the present paper we shall prove Conjecture 1.3 by operator-algebraic methods. Moreover, the
geometric interpretations discussed here lead to an alternative more geometric proof which we will
present in a separate paper.
The conjecture has been proven previously in several special cases by different means (see e.g.
[Arv8, Arv9, Doug4, DoWa2, DoWa4, EnEs1, Esch1, Kenn1, KeSh1, KeSh2, Sha3] and references
therein), and the proofs have provided great new insights in the structure of submodules and quotient
modules of Drury–Arveson space, Hardy space and Bergman space. It is probably not possible to
have essential normality for any quotient module, as counterexamples have been found e.g. in the
case of the Hardy space of the polydisk [Doug4], and one has to restrict attention to some special
subclass of quotient modules. In relation to projective geometry one only needs graded quotient
modules, which is why Conjecture 1.3 is very important there.
Let TH be the C∗-algebra generated by S1, . . . , Sn and let OH be the quotient TH/K by the ideal
of compact operators. Then Conjecture 1.3 can be reformulated by saying that the C∗-algebra OH
is commutative. The algebras TH and OH both have a natural Z-grading due to the grading of HN.
Our proof of the essential normality of the tuple (S1, . . . , Sn) is based on the observation that the
degree-0 part O(0)
H
of OH can be constructed as an inductive system of sets. The inductive system
is given by explicit unital completely positive maps ιm,l : B(Hm)→ B(Hl) for m ≤ l ∈ N0. To show
that the limit is a unital C∗-algebra it is therefore enough to show that the ιm,l’s are “asymptotically
multiplicative”. To see this we forget about the Hilbert-space structure and regard the ιm,l’s as maps
between matrix rings. Then we observe that these matrix rings all sit inside a bigger N0-graded ring
R and that the inductive system is of a certain type which is known to have a ring structure on the
set-theoretic limit.
The importance of the Arveson conjecture comes from the fact that, if the C∗-algebra TH generated
by S1, . . . , Sn on HN is commutative modulo compacts, we have a short exact sequence of C
∗-algebras
0→ K → TH → C(S)→ 0,
where S is a subset of the unit sphere S2n−1 in Cn. Taking the U(1)-invariant part of this sequence
one obtains
0→ Γ0 → T (0)H → C(M)→ 0,
and M is a compact Ka¨hler manifold endowed with a positive line bundle L with associated circle
bundle equal to S. The algebra T (0)
H
acts on HN which, just as the ambient space H
2
n, has the
property that every invariant subspace under S1, . . . , Sn has a “Beurling decomposition” [McTr1].
Such submodules give rise to coherent sheaves on M and sometimes to vector bundles over M . We
expect that vector bundles arising like this have certain stability properties not possessed by an
arbitrary vector bundle over M .
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1.5 Quantum homogeneous manifolds
Smooth projective varieties include in particular all coadjoint orbits G/K and, going noncommuta-
tive, we observe that every compact matrix quantum group G defines a “noncommutative manifold”
G/K with properties resembling very much those of a coadjoint orbit. Our main aim is then to show
that the C∗-algebra C(G/K) can be recovered from a suitably chosen subproduct system H• via the
noncommutative version of strict quantization sketched above.
In fact the definition of G/K is very simple. Let G be a compact matrix quantum group with
defining unitary representation u ∈ Mn(C) ⊗ C(G). We let zj := u1,j for j = 1, . . . , n denote the
elements of the first row of u. Then C(G/K) is defined as the C∗-algebra generated by elements
of the form zj1 · · · zjmz∗km · · · z∗k1 for all multi-indices (j1, . . . , jm) and (k1, . . . , km) of equal length.
We also denote by C(SG) the C
∗-algebra generated by z1, . . . , zn (and refer to it as the “first-row
algebra”).
Suppose that the compact matrix quantum group G is such that every element of C(G/K) can be
“normally ordered”, in the sense that all z∗j ’s are to the right of the zk’s (this is a crucial assumption).
Assume also that the Haar state is faithful on C(G/K). As recalled in §6.1, every compact quantum
group G has a dual discrete quantum group Gˆ, and both G and Gˆ “act” on the C∗-algebra C(G).
Hence they also act on the subalgebra C(SG).
Theorem 1.4. For each m ∈ N0, let Hm be the Hilbert space spanned by products zj1 · · · zjm with
inner product coming from the Haar measure on G (the sequence of Hm’s is the “G-subproduct system”
H•). Then there are explicit G-Gˆ-biequivariant injections (“Berezin covariant symbol maps”)
ς
(m)
G
: B(Hm)→ C(G/K)
and explicit surjections (“Toeplitz quantization maps”)
ς˘
(m)
G
: C(G/K)→ B(Hm)
such that ς
(m)
G
◦ ς˘(m)
G
converges point-norm to the identity on C(G/K) as m → ∞. This effects an
isomorphism
C(SG) ∼= OH
of the first-row algebra C(SG) with the Cuntz–Pimsner algebra OH of the subproduct system H•, and
this isomorphism is equivariant for the natural ergodic actions of G and its discrete dual group Gˆ.
Denoting by O(0)
H
the U(1)-invariant part of OH under the gauge action, we also have
C(G/K) ∼= O(0)H , (1.2)
and it is the C∗-algebra O(0)
H
which will occupy most of the paper. We will first realize O(0)
H
as a
“generalized inductive limit” in the sense of [BlKi1], [Hawk1] (as in the case of a general subproduct
system as described before), and then as a generalized projective limit in the spirit of [Hawk1]. Then
we do the same thing for C(G/K) to obtain the desired isomorphism (1.2).
The quantization of coadjoint orbits is studied in detail in [Hawk1] and [Rie2]. Berezin quan-
tization for quantum homogeneous spaces of compact quantum groups with tracial Haar state was
discussed in [Sain].
The idea of looking at the G-subproduct system was partially motivated by Woronowicz’ recon-
struction of a compact matrix quantum group G from its irreducible representations [Wor3]. Since
H• only contains a subset of all irreducible representations (in general), we recover not C(G) but
C(SG).
For a classical manifold M , with quantization defined by a line bundle L over M , elements
of O(k)
H
are continuous sections of the line bundle L⊗k. The subspace Hm ⊂ O(m)H consists of the
holomorphic sections of the line bundle. ForM = G/K a homogeneous space, the Hm’s are irreducible
representations of G. In general, the subspaces O(k)
H
for k ∈ Z \ {0} are Hilbert modules over O(0)
H
,
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and for a quantum homogeneous space M = G/K each Hm is an irreducible representation of G. In
this sense, OH is a kind of “Borel–Weil algebra” for G (cf. [Seg1, Thm. 14.1]).
We shall also compare our results with “noncommutative random walks” on duals of compact
quantum groups [Iz1, INT1, Iz4]. The Toeplitz core T (0)
H
plays the role of Martin compactification
of a walk restricted to the “dual” of G/K while O(0)
H
is the boundary of the walk. Recalling that
the simplest Cuntz–Pimsner algebras C(S2n−1) of functions on spheres behave like boundaries of the
corresponding Toeplitz algebras, these observations are not too surprising.
This shows that in the presence of time-reversal symmetry, one obtains a noncommutative ran-
dom walk, not on the dual of a compact quantum group, but on the dual of a compact quantum
homogeneous space. In this way one can use results from the theory of noncommutative random
walks to study physically relevant quantum walks, even though these two notions of “walks” are a
priori completely unrelated. Most significant is the possibility to describe the infinite-time limit in
a mathematically rigorous way, as provided by the Martin boundary of a noncommutative random
walk (or rather, since we really end up with random walks on homogeneous spaces, one has the
dequantization manifold replacing the Martin boundary as the infinite-time limit).
Acknowledgment. The author thanks Adam Rennie for great comments, support and inspiration.
Many thanks also to Orr Shalit and Guy Salomon for finding an important error in an earlier version
of this paper. We thank Orr Shalit also for other remarks of great value.
2 Subproduct systems
2.1 Basic properties
In this paper we write N0 := N ∪ {0} = {0, 1, 2, . . .}.
Definition 2.1. [[ShSo1, Def. 6.2]] A subproduct system is a sequence H• = (Hm)m∈N0 of finite-
dimensional Hilbert space Hm such that H0 = C and
Hm+l ⊆ Hm ⊗ Hl, ∀m, l ∈ N0. (2.1)
We shall always denote H1 by H and, throughout this paper, n ∈ N will always be the dimension
of H,
H ∼= Cn.
Example 2.2. Given a finite-dimensional Hilbert space H, we set Hm := H
⊗m for eachm and refer to
it as the “product system” associated with H. Another example of a subproduct system is obtained
by taking Hm := H
∨m to be the mth symmetric power of H; this is the “symmetric subproduct
system”.
Definition 2.3. A subproduct system is commutative if Hm ⊆ H∨m for all m ∈ N0.
Lemma 2.4. [[ShSo1, Lemma 6.1]] Let H• be a subproduct system. Then the projections pm :
H⊗m → Hm satisfy
pl(pm ⊗ pl−m)pl = pl = pl(pl−m ⊗ pm)pl (2.2)
whenver m ≤ l.
Proof. Replacing l by l−m for m ≤ l, the condition (2.1) reads
Hl ⊆ Hm ⊗ Hl−m, ∀m ≤ l ∈ N0. (2.3)
Writing (2.3) in terms of projections,
pl ≤ pm ⊗ pl−m,
the result is clear.
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Definition 2.5. The Fock space associated with a subproduct system H• is the Hilbert space
HN :=
⊕
m∈N0
Hm.
We regard HN as a subspace of full Fock space H
⊗N :=
⊕
m∈N0
H⊗m and denote by pN =
∑
m∈N0
pm
the projection from H⊗N onto HN. Thus pN is the identity in B(HN), just as pm is the identity in
B(Hm).
Example 2.6. If H• = H
⊗• is the product system over a fixed Hilbert space H then HN is the full
(or “Boltzmannian”) Fock space H⊗N over H.
Example 2.7. If H• = H
∨• is the full commutative subproduct system then HN is the symmetric
(or “Bosonic”) Fock space H∨N :=
⊕
m∈N0
H∨m over H.
Notation 2.8. We denote by C〈z〉 = C〈z1, . . . , zn〉 the algebra of polynomials in n freely commuting
variables. We denote by C[z] = C[z1, . . . , zn] the algebra of polynomials in n commuting variables.
For any polynomial f(z1, . . . , zn) =
∑
j1,...,jn
fj1,...,jnz
j1
1 · · · zjnn in C〈z1, . . . , zn〉, evaluation on the
basis e1, . . . , en for H = H1 defines an element in Fock space,
f(e1, . . . , en) :=
∑
j1,...,jn
fj1,...,jne
j1
1 ⊗ · · · ⊗ ejnn ∈ HN,
and f is homogeneous iff
f(e1, . . . , en) ∈ H⊗m, for some m ∈ N0.
Lemma 2.9. Every subproduct system H• = (Hm)m∈N0 defines a homogeneous ideal in C〈z〉, where
n = dim(H). Conversely, every homogeneous ideal in C〈z〉 corresponds to a subproduct system
[ShSo1, Prop. 7.2]. For commutative subproduct systems the same is true with C[z] instead [DRS1,
§2.3].
Sketch of proof. Given H•, define a homogeneous ideal I in C〈z〉 by
I := {f ∈ C〈z〉|f(e1, . . . , en) ∈ H⊗m ⊖ Hm for some m ∈ N0}.
Conversely, given a homogeneous ideal I, we associate the Hilbert spaces
Hm := H
⊗m ⊖ {f(e1, . . . , en)|f ∈ I(m)},
where I(m) is the degree-m component of I.
2.2 Toeplitz algebras
Having fixed a subproduct system H•, we shall always denote by S1, . . . , Sn the operators on Fock
space HN defined by
Skφ := pm+1(ek ⊗ φ), ∀φ ∈ Hm
for all m ∈ N0, where pm+1 : H⊗(m+1) → Hm+1 is the orthogonal projection. They are the com-
pressions to HN of the left shifts ψ → ek ⊗ ψ on full Fock space H⊗N. For more about compressed
n-tuples of shift operators, see [Pop1], [Pop2], [ShSo1], [DRS1], [DRS2].
Definition 2.10. The Toeplitz algebra of a subproduct system H• is the unital C
∗-algebra TH of
operators on HN generated by the shifts S1, . . . , Sn.
The backward shifts on H⊗N preserves the subspace HN, so the adjoints S
∗
1 , . . . , S
∗
n of S1, . . . , Sn
are just the restrictions to HN of the backward shifts on H
⊗N.
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Definition 2.11. The vacuum state on the Toeplitz algebra TH is the restriction εˆ : TH → C of
the vector state on B(HN) defined by the unit vector Ω ∈ H0 = C. That is,
εˆ(X) := 〈Ω|XΩ〉, ∀X ∈ B(HN).
If p0 denotes the unit in B(H0) then
Xp0 = εˆ(X)p0 = p0X, ∀X ∈ B(HN). (2.4)
Notation 2.12. Let F+n be the free unital semigroup generated by n elements 1, . . . , n (the empty
word ∅ is the identity in F+n ). We write a word k ∈ F+n as k = k1 · · · km and refer to |k| := m as the
length of k. For the shifts S1, . . . , Sn and the basis vectors e1, . . . , en we then write
Sk := Sk1 · · ·Skm , S∗k := (Sk)∗ = S∗km · · ·S∗k1 ,
ek := ek1 ⊗ · · · ⊗ ekm ,
and similarly for other n-tuples of elements defined below. Finally, jk := j1 · · · jlk1 · · · km for j,k ∈ F+n
with |j| = l and |k| = m.
2.2.1 The Toeplitz core
Let N =
⊕
mmpm be the number operator on HN. It generates a unitary group on HN which
implements an action γ• of the circle group U(1) on TH,
γt(Sk) := e
itSk, ∀eit ∈ U(1), k ∈ {1, . . . , n}, (2.5)
referred to as the gauge action on TH.
The gauge action (2.5) splits TH into the C∗-direct sum of the subspaces
T (k)
H
:= {T ∈ TH|γt(T ) = eiktT for all eit ∈ U(1)}, k ∈ Z.
The fixed-point subalgebra T (0)
H
(the Toeplitz core) will be of great importance to us. It is generated
by polynomials in the shifts Sj and S
∗
k which are “homogeneous of degree zero” in the sense that
each term contains equally many forward shifts Sj as backward shifts S
∗
k .
2.2.2 The right shifts
In addition to the “sinister” shift Sk by the basis vector ek ∈ H, we shall need the “rectus” shift
Rkψ := pm+1(ψ ⊗ ek), ∀ψ ∈ Hm,m ∈ N0 (2.6)
acting on the same Fock space HN. Note that Rk commutes with each Sj , and that R
∗
k commutes
with each S∗j , but [Rk, S
∗
j ] 6= 0.
The following formulas will be used extensively.
Lemma 2.13. For all m, l ∈ N with m ≤ l we have∑
|r|=m
SrS
∗
r
∣∣
Hl
= pl =
∑
|r|=m
RrR
∗
r
∣∣
Hl
.
Hence ∑
|r|=m
SrS
∗
r =
∑
l≥m
pl
and, in particular (m = 1),
n∑
k=1
SkS
∗
k = 1− |Ω〉〈Ω|. (2.7)
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Proof. For r, s ∈ F+n with |r| = m = |s| we have SrS∗s |Hl = pl(|er〉〈es|⊗pl−m)pl = pl(|er〉〈es|⊗pl−m)pl,
so ∑
|r|=m
SrS
∗
r
∣∣
Hl
= pl
( ∑
|r|=m
|er〉〈er| ⊗ pl−m
)
pl
= pl(pm ⊗ pl−m)pl = pl,
and similarly for the right shifts.
From (2.7) we see that the vacuum projection p0 = |Ω〉〈Ω| belongs to the Toeplitz algebra.
Considering multiplying p0 from both sides with different shift operators, it is a simple matter to
deduce the following.
Corollary 2.14. The Toeplitz algebra TH contains the C∗-algebra K of all compact operators on Fock
space HN as a norm-closed two-sided ideal.
2.2.3 Normal ordering
In §5.9 we will obtain the following important result about the Toeplitz algebra, which we state here
for emphasis.
Lemma 2.15 (Normal ordering). Let H• be a subproduct system. Let AH denote the norm-closed
(non-∗) algebra generated by the shifts S1, . . . , Sn and the identity in B(HN). Then
span(AHA∗H) = TH.
In particular, span(AHA∗H) is an algebra.
2.3 Cuntz–Pimsner algebras
Definition 2.16 ([Vis2, Cor. 3.2]). The Cuntz–Pimsner algebra of a subproduct system H• is
the quotient of the Toeplitz algebra TH by the ideal K of all compact operators on HN,
OH := TH/K.
We denote by Z1, . . . , Zn the generators of OH, i.e. the images of the shifts S1, . . . , Sn in the
quotient. They satisfy the sphere relation
n∑
k=1
ZkZ
∗
k = 1,
which suggests viewing OH as the “boundary” of TH; in the latter holds
∑n
k=1 SkS
∗
k ≤ 1, as we saw
in (2.7).
The formula (2.5), but with Zk replacing Sk, defines the gauge action on OH, which gives a
splitting
OH =
⊕
k∈Z
O(k)
H
‖·‖
of OH into spectral subspaces for this U(1)-action.
Remark 2.17 (Known examples). The most straightforward example of a subproduct Cuntz–
Pimsner algebra is the Cuntz algebra On, obtained from H• = H⊗•. As a commutative example, OH
for the symmetric subproduct system H∨• was shown in [Arv6c] to be isomorphic to the C∗-algebra
C(S2n−1) of continuous functions on the unit sphere S2n−1 ⊂ Cn. Cuntz–Pimsner algebras coming
from monomial ideals were described in [KaSh1].
We can reformulate Conjecture 1.3 as a statement about Cuntz–Pimsner algebras:
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Conjecture 2.18 (Arveson’s conjecture). For every commutative subproduct system H• ⊂ H•∨, the
Cuntz–Pimsner algebra OH is commutative.
For any subproduct system H•, the spectral subspaces O(k)H for the gauge action on OH are Hilbert
C∗-bimodules over the fixed-point subalgebra O(0)
H
, with left and right inner products
〈ξ|η〉right := ξ∗η, 〈ξ|η〉left := ξη∗ (2.8)
for ξ, η ∈ O(k)
H
.
3 Review of quantization of projective varieties
Let us formulate Berezin quantization of complex submanifolds of projective n-space CPn−1 in terms
of subproduct systems, just to make it clear how the results of the subsequent sections relate to the
classical ones.
3.1 Berezin quantization with prequantum condition
Recall that Chow’s theorem says that a submanifold of projective space P[Cn] = CPn−1 is a nonsin-
gular (i.e. smooth) projective variety, i.e. the zero-set of some finitely generated homogeneous ideal
in C[z1, . . . , zn]. These manifolds can be characterized without even referring to CP
n−1 (see Lemma
3.3 below), but for this we need to recall some complex geometry. A Ka¨hler manifold is a pair
(M,ω) consisting of a complex manifold M and a closed nondegenerate 2-form ω on M which equals
the imaginary part of a Hermitian metric on M .
Remark 3.1 (Poisson bracket). The Ka¨hler form ω is in particular a symplectic (i.e. closed and
nondegenerate) form, making M a symplectic manifold. The nondegeneracy of ω allows us to use
the inverse ω−1 to define a Poisson bracket on C∞(M) by
{f, g} := ωj,k ∂f
∂xj
∂g
∂xk
, (3.1)
if we denote by ωj,k the coefficients of ω−1 in local Darboux coordinates xj .
Recall that for a holomorphic line bundle L with a fixed choice of Hermitian metric h, there is
a unique connection, the “Chern connection”, which is compatible with both the metric and the
holomorphic structure in a suitable sense [Huy, Prop. 4.2.14]. If we locally represent h by a matrix-
valued function, the curvature of this connection is given by ∂¯∂ log h.
Definition 3.2 ([BeSl1, §2.1]). A compact Ka¨hler manifold (M,ω) is quantizable if there is a
holomorphic Hermitian line bundle (L, h) over M such that the curvature ∂¯∂ log h of the Chern
connection satisfies the prequantum condition
√−1∂¯∂ log h = ω. (3.2)
Then (L, h) gives a quantization of the Ka¨hler manifold (M,ω).
Condition (3.2) is there to ensure ensures the following.
Lemma 3.3 ([Schl2], [BeSl1, §2.1]). Every quantization (L, h) of a compact Ka¨hler manifold (M,ω)
gives an embedding of M as a submanifold of CPn−1 for some n ∈ N, and hence M can be regarded
as a projective algebraic variety (by Chow’s theorem). Conversely, every smooth projective algebraic
variety is a quantizable compact Ka¨hler manifold.
Example 3.4 (The hyperplane bundle). The “tautological line bundle” over CPn−1 is the holomor-
phic line bundle, usually denoted by O(−1), whose fiber over a point in CPn−1 is the corresponding
line in Cn. The dual O(1) := O(−1)∗ of this line bundle is the hyperplane line bundle over CPn−1.
The triple (CPn−1,O(1), ωFS), where ωFS is the Fubini–Study form and O(1) is equipped with the
Fubini–Study metric, is the prototypical example of a quantizable Ka¨hler manifold (M,L, ω) [Schl1].
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The embedding into CPn−1 mentioned in Lemma 3.3 requires a sufficiently positive line bundle,
and (3.2) says only that L is positive (“ample” ). It may therefore be necessary to use some tensor
power L⊗m of the line bundle L. However, by replacing L by L⊗m and rescaling the Ka¨hler form ω
to mω we can, and shall, assume that L is itself sufficiently positive (“very ample”).
The important requirement in Lemma 3.3 is that M admits a Ka¨hler metric, but we do not
need to choose one in order to an embedding of M into CPn−1 as a complex-analytic submanifold
(similarly we do not have the choose a Hermitian metric on L). Also, if we choose a Ka¨hler metric ω
on M and a Hermitian metric h on L, so that we can embed M as a Ka¨hler submanifold of CPn−1,
there is no need to require the prequantum relation (3.2) between h and ω; it is just the existence of
metrics satisfying the prequantum condition which is needed, to ensure that there is an ample line
bundle on M . Therefore, we will often speak of a polarized manifold, i.e. a pair (M,L) where M
is a compact Ka¨hler manifold (with no choice of Ka¨hler metric) and L is a positive line bundle on M
(which we shall assume very ample for convenience, with no choice of Hermitian metric specified).
Let (M,ω) be a compact Ka¨hler manifold and let (L, h) be a Hermitian line bundle over M .
The space H0(M ;L) of global holomorphic sections of L is finite-dimensional and hence made into
a Hilbert space after fixing any inner product on H0(M ;L). In Berezin quantization one looks at
the limit of large m for the spaces H0(M ;L⊗m) of sections of the tensor powers of L, and therefore
the inner products on these spaces should be comparable in some way. A consequence of the fact
that the Ka¨hler form ω is symplectic is that ωd/d! (where d := dimCM) is a volume form on M (the
“Liouville form”) and we can take the inner product
〈φ|ψ〉h,ω := md
ˆ
M
hm(φ(x), ψ(x))
ω(x)d
d!
, ∀ψ, φ ∈ H0(M,Lm), (3.3)
where hm is the Hermitian metric on L⊗m induced by h. Note that (3.3) is determined for all m by
the choice of inner product on H0(M ;L). If (L, h) is a quantization of (M,ω) then it is reasonable
to leave out either h or ω from the notation in 〈·|·〉h,ω.
Example 3.5 (Sections of the hyperplane bundle). Recall the hyperplane line bundle O(1) over
P[H∗] introduced in Example 3.4. Fixing a basis for H∗ ∼= Cn, the global holomorphic sections of
the mth tensor power O(m) of O(1) are identified with the degree-m homogeneous polynomials on
Cn. In particular, the space of holomorphic sections of O(1) is just the space H of continuous linear
functionals on H∗. If we define Hm to be the Hilbert space of holomorphic sections of O(m) with
inner product (3.3) then for L = O(1) we simply have Hm = H∨m (symmetrized tensor product).
Thus, the Hm’s form the full symmetric subproduct system (see Example 2.2).
Let (L, h) be a quantization of (M,ω) and endow H0(M ;Lm) with the inner product (3.3). The
Hilbert space L2(M ;L⊗m) of all square-integrable sections of the line bundle L⊗m is much larger
than the holomorphic subspace H0(M ;Lm). If Πm denotes the projection from L
2(M ;L⊗m) to
H0(M ;Lm) then every function f ∈ C(M) defines an operator ς˘(m)(f) on H0(M ;Lm) by
ς˘(m)(f)φ := Πm(fφ), ∀φ ∈ H0(M ;Lm), (3.4)
i.e. acting as multiplication by f (recall that a section of a line bundle can be multiplied by continuous
functions to yield a new section) followed by projection back to H0(M ;Lm) (the latter step is needed
since f is not holomorphic unless it is constant). In the case (L, h) is a quantization of (M,ω), we
have the following.
Proposition 3.6 ([BMS, Thms. 4.1,4.2, §5]). Let (L, h) be a quantization of a compact Ka¨hler
manifold (M,ω) and define a structure of Hilbert space on H0(M ;Lm) by (3.3). Then the collection
of endomorphism algebras EndCH
0(M ;Lm) and maps C∞(M) ∋ f → ς˘(m)(f) ∈ EndCH0(M ;Lm)
defined by (3.4) gives a strict quantization of the algebra C∞(M) in the sense of [Lan1, Def. 1.1.1],
i.e. for all f, g ∈ C∞(M) we have
(i) limm→∞ ‖ς˘(m)(f)‖ = ‖f‖ (Rieffel condition),
(ii) limm→∞ ‖ς˘(m)(fg)− ς˘(m)(f)ς˘(m)(g)‖ = 0 (von Neumann condition),
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(iii) limm→∞ ‖m−1[ς˘(m)(f), ς˘(m)(g)]− {f, g}‖ = 0 (Dirac condition),
and every operator in EndCH
0(M ;Lm) is of the form ς˘(m)(f) for some f ∈ C∞(M) [BMS, Prop.
4.2]. Here {·, ·} is the Poisson bracket (3.1).
For any volume form ωd/d! of (M,L), we have the associated Lebesgue space L2(M,ω). The
algebra C(M) identifies with a subspace of L2(M,ω). Let ς(m) : B(Hm)→ C(M) denote the adjoint
of ς˘(m) : C(M) → B(Hm) with respect to the L2-inner product on L2(M,ω) and the normalized
Hilbert-Schmidt inner product on B(Hm).
For A ∈ B(Hm), the function ς(m)(A) is also called the Berezin covariant symbol of A, and if
A = ς˘(m)(f) then f is a (non-unique) contravariant symbol of A. The map
ς(m) ◦ ς˘(m) : C(M)→ C(M)
is the Berezin transform at level m. Similar to the famous expansion of the integral kernel for the
Bergman projections Πm [Zeld1], the Berezin transform ς
(m) ◦ ς˘(m) has an asymptotic expansion at
large m [KaSc1].
Since the Toeplitz maps ς˘(m) are surjective by Proposition 3.6, their adjoints ς(m) are injective.
Hence we may regard the B(Hm)’s as embedded in C∞(M) as vector subspaces. One may then ask if
it is possible to use the covariant symbols to approximate the whole C∗-algebraic structure of C(M)
by that of finite-dimensional matrix algebras B(Hm).
We shall see that by changing the definition of the Toeplitz maps ς˘(m) we can in fact obtain C(M)
as an inductive limit for any polarized manifold (M,L).
3.2 Projectively induced quantization
The vector spaces H0(M ;Lm) equipped with the inner products (3.3) do not always form a sub-
product system. For that one has to choose ω and h appropriately, and for most polarized manifolds
(M,L) one cannot choose them to satisfy the prequantum condition (3.2) at the same time.
If we do not require that h and ω are related as in (3.2) then any two of (i) an inner product on
H0(M ;L), (ii) a Hermitian metric on L with positive curvature and (iii) a volume form ωd/d! on M
determines the third via (3.3). By the Calabi–Yau theorem [Yau1], any volume form on M can be
obtained as ωd/d! for some ω in the cohomology class c1(L) (for any choice of polarization L, after
normalization of the volume form). If we do not require h to have positive curvature then there are
infinitely many Hermitian metrics h giving rise to the same inner product via the same volume form
(see [LMS1, Eq. (3.25)]).
For us, the choice of inner product 〈·|·〉 on H0(M ;L) will be the important input, and it will not
matter which Hermitian metric on L and volume form on M was used to define it.
Given a polarized manifold (M,L), a choice of basis for the n-dimensional vector space H0(M ;L)
allows use to embed M into the projectivization P[H0(M ;L)∗] of the vector space dual to H0(M ;L).
The elements of the basis for H0(M ;L) become the restrictions of the homogeneous coordinate func-
tions z1, . . . , zn on P[H
0(M ;L)∗] to the embedded M . Choosing an inner product 〈·|·〉 on H0(M ;L)
we obtain an n-dimensional Hilbert space H which after a choice of orthonormal basis identifies with
Cn, and so M embeds into P[H∗] = CPn−1. Whatever inner product on H0(M ;L) we used to define
the Hilbert space H, it will produce the symmetric subproduct system H∨• of holomorphic sections of
the hyperplane bundle on P[H∗] as in Example 3.5. What Lemma 3.3 says is that the ideal determined
by the algebraic relations among the zj’s, appearing when we restrict them to the submanifold M ,
is homogeneous. The subspaces H0(M ;Lm) ⊂ H0(M ;L)∨m of holomorphic sections of the tensor
powers of L endowed with the inner product as a subspace of H∨m will be denoted by
Hm = (H
0(M ;L), 〈·|·〉).
Here 〈·|·〉 is thus the inner product (3.3) in the special case when ω and h are the restrictions toM of
the Fubini–Study metrics on P[H∗], depending only on the inner product on H0(M ;L) which defines
the one-particle Hilbert space H. We set H0 := C.
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We therefore have a description of polarized manifolds (M,L) with the extra datum of an inner
product on H0(M ;L) as a collection of Hilbert spaces Hm satisfying (2.1) with Hm ⊆ H∨m, where ∨
is the symmetrized tensor product (recall Lemma 2.9). The subproduct system H• is obtained from
H∨• by quotiening out by the ideal in C[z1, . . . , zn] which defines the embedded M .
Corollary 3.7. Every commutative subproduct system H• = (Hm)m∈N0 (see Definition 2.3) deter-
mines (via its associated homogeneous ideal in C[z1, . . . , zn]) a polarized manifold (M,L) with a fixed
structure of Hilbert space on H0(M ;L). Conversely, every such datum (M,L, 〈·|·〉) determines a
commutative subproduct system.
We stress that for obtaining the subproduct system H•, the inner product on H
0(M ;L) is arbi-
trary; we do not require h and ω in (3.3) to satisfy the pre-quantum condition. Even if we did require
ω =
√−1∂¯∂ log h, the inner product on Hm ⊂ H∨m for m ≥ 2 would in general differ from the inner
product 〈·|·〉h defined by the initial ω and h.
Lemma 3.8. Let (M,L) be a polarized manifold with d := dimCM . Then for any inner product
〈·|·〉 on H0(M ;L), there exists a unique volume form on M , which we can express as ωd for a
Ka¨hler metric in the class c1(L), such that 〈·|·〉 is ωd-balanced in the sense of [Don3, §2.2], i.e. if
Z1, . . . , Zn are the homogeneous coordinates on M ⊂ P[H∗] associated with any orthonormal basis for
H = (H0(M ;L), 〈·|·〉), normalized to ∑nk=1 ZkZ∗k = 1 ∈ C∞(M), then
1
vol(M,L)
ˆ
M
Z∗jZk
ωd
d!
=
δj,k
n
, ∀j, k = 1, . . . , n,
where vol(M,L) :=
´
M ω
d/d!.
Proof. The statement follows from the Calabi–Yau theorem [Yau1] and the fact that every polarized
manifold (M,L) admits a unique ωd-balanced metric for every volume form ωd onM [BLY1], [Don3,
§2.2] (equivalently, every line bundle is stable and from this it follows that every very ample line
bundle is “balanced as a line bundle” in the sense of [Wa1]).
To say that (M,L) is balanced as a polarized manifold [Don1] means precisely that there exists a
Hilbert space structure H on H0(M ;L) such that the volume form ωd in Lemma 3.8 is the restriction
toM of the Fubini–Study volume form on P[H∗]. Not every polarized manifold is balanced, and so in
general one cannot form a subproduct system from a quantization (L, h) of a compact Ka¨hler manifold
(M,ω) in the sense of the last section. In fact that would require (M,Lm) to be balanced for each
m ∈ N, in which case one says that the quantization is regular [CGR2]. The only polarized manifolds
known to admit a regular quantization are coadjoint orbits; cf. [ArLo1]. Since the subproduct
condition clearly will lead to a stronger kind of quantization (as will be shown in this paper), to be
able to use it for any polarized manifold we therefore consider a new kind of quantization.
We shall see that the normalized traces on the B(Hm)’s converge to a faithful state ω on C(M),
which we call the limit state of the subproduct system H•.
Definition 3.9. A projectively induced quantization of a polarized manifold (M,L) is the datum
of a subproduct system H• ⊆ H∨• associated with some choice of inner product 〈·|·〉 on H0(M ;L)
together with the covariant and contravariant symbol maps specified by H•. That is, we define
ς(m) : B(Hm) → C(M) as the Berezin covariant symbol map (see e.g. [?]) and we take the Toeplitz
map ς˘(m) : C(M) → B(Hm) to be the adjoint of ς(m) with respect to the limit state ω and the
normalized trace on B(Hm).
Remark 3.10. The terminology in Definition 3.9 is slightly nonstandard unless (M,L) is balanced;
indeed, (M,L) is a balanced polarized manifold (in the sense of [Don1]) if and only if there exists a
Hermitian metric h on L such that the quantization (L, h) of (M, ∂¯∂ log h) is projectively induced for
some choice of inner product on H0(M ;L). In that sense the term “projectively induced” appeared in
[CGR1] (it says precisely that the epsilon function discussed there is constant at each level, i.e. that
we have a “regular” quantization in the sense of [CGR2]). In the less restricted sense of Definition 3.9,
which works for any polarized manifold (M,L) since we do not require the prequantization condition,
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the families covariant symbols maps associated with projectively induced quantizations were referred
to as “Berezin–Bergman quantizations” in [LMS1, §5] (this is the only work we know of where it has
been discussed for not necessarily balanced manifolds). In order to choose Toeplitz operators one
needs
An explicit formula for the covariant symbol map ς(m) is easy to write down; see Theorem 4.15.
In order to define Toeplitz operators one also needs to choose a state ω : C(M)→ C. The choice of
state ω is very important if one wants the Toeplitz maps ς˘(m) to give a strict quantization. We will
show that there is a canonical choice of ω, appearing as the limit of the normalized traces on the
B(Hm)’s, which produces a strict quantization of (M,L) with covariant symbols determned by the
subproduct system H•. We will show that a projectively induced quantization gives
(i) C(M) as the “generalized inductive limit” of the C∗-algebras B(Hm), and
(ii) a strict quantization of (M,L).
In this paper we will mainly discuss (ii) in the case of (quantum) homogeneous manifolds, but due
to our results concerning point (i) in the next sections we can fill in the details to obtain (ii) for
any polarized manifold. The latter will be very important in future work where more details will be
given.
Both (i) and (ii) could be satisfied without the subproduct condition. However, the inductive
system in (i) has very nice properties in the subproduct case which strictly relies on this assumption.
Concerning (ii) it is not necessarily the case that the subproduct condition gives something extra.
Rather, the important fact is that one can have a strict quantization at the same time as an inductive
system.
3.3 The circle bundle
Recall the Toeplitz quantization maps ς˘(m) : C(M)→ B(Hm) (for definiteness and later relevance we
will focus on the case of a projectively induced quantization). We can assemble them into a single
map
ς˘ : C(M)→
∏
m∈N0
B(Hm), (3.5)
where the C∗-algebra on the right-hand side is the C∗-direct product.
Let L∗ be the dual line bundle of L. Under the embedding ofM into CPn−1, when L becomes the
restriction of the hyperplane line bundle, L∗ becomes the restriction of the tautological line bundle.
Denote by
SM := {ζ ∈ L∗| ‖ζ‖ = 1} (3.6)
the total space of the associated principal U(1)-bundle. The U(1)-action on SM induces a Z-grading
C(SM ) =
⊕
k∈Z
C(SM )(k)
‖·‖
of the C∗-algebra of continuous functions on SM , with C(SM )
(0) = C(M) and more generally
C(SM )
(k) = Γ(M ;Lk)
as vector spaces, where Γ(M ;Lm) is the space of all global continuous sections of Lk. The strongly
Z-graded algebraic structure on C(SM ) comes from the C(M)-module structure on each Γ(M,L
m)
and the tensor operation
Γ(M ;Lj)⊗C(SM) Γ(M ;Lk) = Γ(M ;Lj+k).
The ∗-operation on C(SM ) is obtained by endowing each module Γ(M,Lk) with the structure of
a Hilbert module given by hk, where h is the Fubini–Study Hermitian metric on L. That is, the
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C∗-algebra C(SM ) is generated by the homogeneous coordinate functions Z1, . . . , Zn on M ⊂ CPn−1
satisfying
n∑
k=1
ZkZ
∗
k = 1 =
n∑
k=1
Z∗kZk.
These “sphere” relations are a manifestation of the fact that SM is nothing but the preimage of M
under the map S2n−1 → CPn−1 which defines projective space. Thus we can make an identification
SM ⊂ S2n−1.
Now let ω : C(M)→ C be any faithful state. It extends canonically to a faithful state on C(SM )
by setting
ω(ZjZ
∗
k) := 0, ∀j,k ∈ F+n , |j| 6= |k|.
As just mentioned, we have C(SM ) =
⊕
k∈Z Γ(M ;L
k)
‖·‖
as a C∗-algebra if we endow each Γ(M,Lk)
with the metric hk. The GNS space of ω is the L2-space L2(S, ω) of ω-square-integrable functions
on S, and the closed subspace H2(S, ω) spanned by the coordinate functions Z1, . . . , Zn on S is a
Hardy-type space.
Both H2(S, ω) and the Fock space HN are completions of the homogeneous coordinate ring A =⊕
m∈N0
Am of M ⊂ CPn−1 in such a way that elements of Am are orthogonal to elements of Al
whenever m 6= l. If M = G/K is a coadjoint orbit and H• is a regular quantization of G/K then one
simply has (see the proof of Lemma 6.30)
〈ψ|ϕ〉L2 = 1
dimHm
〈ψ|ϕ〉.
So in this case Fock space can be embedded into H2(SM ),
HN =
⊕
m∈N0
Hm
〈·|·〉
⊂ H2(SM ) ⊂ L2(SM ).
In general the relation between HN and H
2(SM , ω) is more involved. Hence H
2(SM , ω) is far from
sitting inside H2(S2n−1, ωFS) as a coinvariant subspace. For this reason, the Fock space HN is better
suited for studying how well the geometric properties of M are compatible with an embedding
M →֒ CPn−1 and the associated pullback quantities.
Suppose now that ω is the state on C(SM ) associated with a Ka¨hler form on M (denoted by the
same symbol ω), and let Π : L2(SM , ω)→ HN be the orthogonal projection. Then, with ς˘ as in (3.5),
we have
ς˘(f)ψ = Π(fψ), ∀ψ ∈ HN
if we identify f ∈ C(M) with the multiplication operator it defines on L2(SM , ω). Then f is just the
contravariant symbol of the operator ς˘(f) in the general sense of [Bere3]. The interior of SM (the
disk bundle) is a bounded symmetric domain and Berezin quantization on spaces such as SM has
been studied even more than in the setting of compact Ka¨hler manifolds, see e.g. [UnUp1], [Bere2].
The circle bundle comes with the structure of a Cauchy–Riemann manifold, the details of which
can be found in [Schl1, §2], [Zeld1, §2].
We can define the Berezin transform and the covariant symbol of an operator on HN, just as we
did on the components Hm, using the fact that HN is a reproducing kernel Hilbert space. Again the
covariant symbol map ς is the adjoint of ς˘. In the noncommutative setting we will just calculate the
adjoint of ς˘ and take that as the definition of the covariant symbol map.
3.4 Singular varieties
We have seen that Berezin quantization of quantizable Ka¨hler manifolds is really the quantization
of smooth projective varieties. It was suggested in [Schl2] that it may be possible to quantize also
singular (non-smooth) projective varieties in the same fashion. We shall see that this is in fact so:
it will be covered by the constructions in the next two sections, as the case when the subproduct
system H• is commutative (Corollary 5.35).
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4 Inductive limits
Recall [ArMa1, Def. 1.1.11] that a sequence (Bm)m∈N0 of ∗-algebras Bm forms an “inductive system”
if there are ∗-homomorphisms ιm,l : Bm → Bm+l for each m ≤ l, and that the algebraic inductive
limit of such a sequence is the algebra
⋃
m∈N0
Bm obtained as the quotient of the algebra of eventually
constant sequences of elements in the Bm’s,{
(bj)j∈N0 ∈
∏
j∈N0
Bj
∣∣∣∃m ∈ N0 such that bj = bm for all j ≥ m},
by its ideal of sequences (bj)j∈N0 which are eventually 0. If each Bm is a C∗-algebra,
⋃
m∈N0
Bm can
be completed in a canonical C∗-norm to obtain a C∗-algebra which, if the ιm,l’s are injective, can be
identified with the non-disjoint union
⋃
m∈N0
Bm‖·‖ [ArMa1, §1.2].
It was observed in [Hawk1] that the sequence of algebras Bm := B(Hm) arising in quantization
has a structure resembling that of an inductive system, although the map from Bm to Bm+1 is
not a homomorphism in the category of C∗-algebras. If we want to obtain a C∗-algebra C(M) of
continuous functions on a manifold as an inductive limit of finite-dimensional matrix algebras, then
requiring Bm ⊂ Bm+1 says by definition that C(M) is an AF algebra. This forces M to be totally
disconnected. Hence we must relax the notion of inductive limit.
4.1 Relaxed definition of inductive limits
Blackadar and Kirchberg introduced a more general inductive-limit-type construction [BlKi1]. Al-
though never pointed out in the literature, the system of finite-dimensional C∗-algebras B(Hm)
obtained from a projective quantization (M,ω,L) fits perfectly into their framework. This is most
apparent in [Hawk1] where similar notions were introduced independently. We will follow the notation
of [Hawk1] as closely as possible.
Notation 4.1. If B• = (Bm)m∈N0 is a sequence of C∗-algebras, we write
Γb(B•) =
∏
m∈N0
Bm
for the full C∗-direct product of the Bm’s, i.e. the set of sequences X• = (Xm)m∈N0 of elements
Xm ∈ Bm with finite supremum norm
‖X•‖ := sup
m∈N0
‖Xm‖Bm <∞.
The multiplication and ∗-operation in Γb(Bm) is pointwise. We also write
Γ0(B•) =
⊕
m∈N0
Bm
for the C∗-direct sum, the closed two-sided ideal in Γb(B•) consisting of the sequences converging
to zero in norm. We simply write Γb := Γb(B•) etc. if it is clear which sequence B• it concerns. We
let
π : Γb → Γb/Γ0
be the quotient map
Since we will only deal with a special kind of the “generalized inductive systems” defined in [BlKi1]
(namely the “NF” ones), we will simply refer to them as “inductive systems”. See also [BrOz1, §11].
Definition 4.2. An inductive system is a sequence (B•, ι•) of full matrix algebras Bm = Mk(m)(C)
and unital completely positive maps ιm,l : Bm → Bm+l for l ≥ m (with ιm,m := id) satisfying
ιm,l = ιr,l ◦ ιm,r, if m ≤ r ≤ l (4.1)
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and which are asymptotically multiplicative in the sense that for all A,B ∈ B(Hm), ε > 0, there
are r ≤ l such that
‖ιr,l(ιm,r(A)ιm,r(B)) − ιm,l(A)ιm,l(B)‖ < ε. (4.2)
The inductive limit of an inductive system (B•, ι•) is the C∗-algebra
B∞ ⊂ Γb(B•)/Γ0(B•)
generated by the elements
ς(m)(A) := π((ιl(A))l≥m), A ∈ B(Hm) (4.3)
for all m ∈ N0, where π : Γb → Γb/Γ0 is the quotient map.
Remark 4.3 (Norm). A norm on the quotient C∗-algebra Γb/Γ0 is given by
‖π(X•)‖ = lim sup
m→∞
‖Xm‖, ∀X• ∈ Γb,
and this norm satisfies the C∗-identity, hence it is the unique C∗-norm on Γb/Γ0. Moreover, since
the ιm,l’s are norm-decreasing,
lim sup
m→∞
‖ς(m)(A)‖ = lim
l→∞
‖ιm,l(A)‖, ∀A ∈ B(Hm),
so the norm on B∞ is just the “norm-at-infinity” of π−1(B∞).
It follows that the maps
ς(m) : Bm → B∞ (4.4)
are completely positive, and we refer to ς(m) as the covariant Berezin symbol map at level m.
The motivation for this terminology will become clear below. Due to (4.1), the covariant symbol
maps satisfy
ς(l) ◦ ιm,l = ς(m), ∀m ≤ l ∈ N0. (4.5)
We may say that a sequence A• ∈ Γb is eventually constant under ι•,• if there is a large enough
m ∈ N0 such that Al = ιr,l(Ar) for all l ≥ r ≥ m. Then B∞ is the image under π of the norm closure
of the algebra of eventually constant sequences.
Remark 4.4 (Asymptotic multiplicativity). The condition (4.2) is chosen precisely to ensure that
ς(m)(A)ς(m)(B) belongs to the C∗-algebra B∞ for all A,B ∈ B(Hm), without requiring it to be close
to ς(m)(AB). Conversely, if ς(m)(A)ς(m)(B) belongs to B∞ for all A and B then each ς(m)(A)ς(m)(B)
is an eventually constant sequence, so (4.2) must hold.
Remark 4.5 (Continuous fields). Suppose that B(•) is a continuous field of matrix algebras over
N0 ∪ {∞}. For each A ∈ B(∞), there is a continuous section x → A(x) of B(•) with A(∞) = A,
and this section defines an element of
∏
m∈N0
B(m). Two sections evaluating to A at ∞ differ by an
element in
⊕
m∈N0
B(m). Hence [BlKi1, Prop. 2.2.3]
B(∞) ⊂
( ∏
m∈N0
B(m)
)/( ⊕
m∈N0
B(m)
)
.
In fact, a C∗-algebra is an inductive limit (in the sense of Definition 4.2) if and only if it is a nuclear
separable C∗-algebra which is of the form B(∞) for some continuous field of matrix algebras over
N0 ∪ {∞} [BlKi1, Thm. 5.2.2].
Remark 4.6 (Quasi-diagonality). If a C∗-algebra B∞ is an inductive limit in the sense of Definition
4.2, there exists a short-exact sequence
0 −→ K −→ D −→ B∞
which is an “essential quasi-diagonal extension” of B∞, meaning that D is a C∗-algebra of quasi-
diagonal operators containing the C∗-algebra K of compact operators as an essential ideal. In fact,
such an extension of a C∗-algebra B∞ exists if and only if B∞ can be embedded into Γb(B•)/Γ0(B•)
for some sequence of full matrix algebras Bm [BlKi1].
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Remark 4.7 (Nuclearity). Since B∞ is nuclear, the Choi–Effros lifting theorem [Blac1, IV.2.3.4]
says that the identity mapping id : B∞ → B∞ can be lifted to a unital completely positive map
ς˘ : B∞ → Γb such that if
ς˘(m)(f) := ς˘(f)pm ∈ B(Hm), ∀f ∈ B∞,
then the sequence ς(m) ◦ ς˘ converges in the point-norm topology to id : B∞ → B∞. We shall calculate
ς˘ and its inverse ς explicitly in §5.8.
4.2 Inductive limits from subproduct systems
Lemma 4.8. Let H• be a subproduct system and define completely positive maps ιm,l : Bm → Bl by
ιm,l(A) := pl(A⊗ 1H⊗(l−m))pl, ∀A ∈ B(Hm), (4.6)
where pl : H
⊗l → Hl is the projection. Then for all A ∈ B(Hm) we have the formulae
ιm,l(A) =
∑
|k|=l−m
RkAR
∗
k
∣∣
Hl
(4.7)
=
∑
|j|=m=|k|
Aj,kSjS
∗
k
∣∣
Hl
(4.8)
where Rk is the right shift by the vector ek as in (2.6) and Aj,k := 〈ej|Aek〉.
Proof. Formula (4.8) is immediate from
SjS
∗
k|Hl = pl(|pmej〉〈pmek| ⊗ 1Hl−m)pl.
Similarly, the expression (4.7) is deduced from straightforward calculations.
Theorem 4.9. Every subproduct system H• defines a generalized inductive system (B•, ι•,•) by setting
Bm := B(Hm) and letting ιm,l : Bm → Bl be as in (4.6).
Proof. It is clear that each ιm,l : Bm → Bl is unital and completely positive. For m ≤ r ≤ l and
A ∈ B(Hm) we have
ιr,l ◦ ιm,r(A) = ιm,l(pr(A⊗ 1H⊗(r−m))pr) = pl(pr(A⊗ 1H⊗(r−m))pr ⊗ 1H⊗(l−r))pl
= pl(A⊗ 1H⊗(l−m))pl,
where the last equality is due to (2.2). That is, the coherence condition (4.1) holds.
It remains to show that ι•,• is asymptotically multiplicative, i.e. that it satisfies (4.2). We have
ιr,l(ιm,r(A)ιm,r(B)) = ιr,l
(
pr(A⊗ 1)pr(B ⊗ 1)pr
)
= pl
((
pr(A⊗ 1)pr(B ⊗ 1)pr
)⊗ 1)pl
= pl
((
(A⊗ 1)pr(B ⊗ 1)
)⊗ 1)pl,
so it is the failure of A⊗1 to commute with the projection pr which spoils multiplicativity. It seems
hard to show directly from norm estimates that the maps (4.6) satisfy the asymptotic multiplicativity
condition (4.2). We shall instead obtain that by showing that the set of elements (4.3) forms an
algebra.
Consider the positively graded algebraic part R of the Toeplitz algebra TH, i.e. the N0-graded
ring
R =
⊕
m∈N0
Rm :=
⊕
m∈N0
T (m)
H
.
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Denote by Gr(R) the Abelian category of Z-graded right R-modules, with morphisms the grading-
preserving morphisms in the category of R-modules. Write R≥m for the R-module
⊕
l≥mRl. Then
it is straightforward to see that
EndGr(R)(R≥m) = B(Hm)
as rings. Indeed, we have the left R-action on R≥m and the grading-preseving elements can all be
obtained by taking linear combinations of the elements SjS
∗
k with |j| = m = |k|. Namely, the operator
SjS
∗
k on HN is the direct sum T ⊕ 0 of an operator T ∈∈ B(H≥m) and the zero operator 0 ∈ B(H<m).
So SjS
∗
k can be viewed as an operator of the R-module R≥m, and SjS∗k is right R-linear because it
acts by multiplication from the left. Now the family (SjS
∗
k)|j|=m=|k| forms an overcomplete set of
matrix units in B(Hm), so their C-linear span identifies with B(Hm). We have an inductive system
EndGr(R)(R≥m) ∋ X |H≥m → Y |R≥l ∈ EndGr(R)(R≥l), ∀m ≤ l ∈ N0
obtained by restriction to shorter tails R≥l ⊂ R≥m. From Equation (4.8) we see that this is pre-
cisely the algebraic inductive system underlying ιm,l : B(Hm) → B(Hl), under the identification
EndGr(R)(R≥m) = B(Hm).
By [Sten1, §IX.1] (see also [ArZh1, Example 5.4]), the algebraic inductive limit
0B∞ = lim
m→∞
EndGr(R)(R≥m)
is a ring (and an algebra over C since the maps ιm,l are C-linear). Therefore the norm closure
B∞ of 0B∞ is an algebra as well. In particular, the asymptotic multiplicativity condition (4.2) is
satisfied.
Thus, subproduct systems give rise to generalized inductive limits of C∗-algebras with the special
property that the algebraic direct limit 0B∞ is already an algebra (no need for norm closure). Still,
the asymptotic multiplicativity condition (4.2) cannot be formulated in a weaker fashion even for
subproduct systems, since the set of eventually constant sequences under ι•,• is only an algebra after
taking norm closure.
Our aim is to identify the inductive limit B∞ with the Cuntz–Pimsner core O(0)H . For that we
need a lemma.
Lemma 4.10. Let π−1(B∞) be the norm closure of the subset of
∏
m B(Hm) consisting of sequences
which are eventually constant under the coherent system ι•,• defined by (4.6). Then π
−1(B∞) coin-
cides with the normally ordered part of the Toeplitz core T (0)
H
. Hence the normally ordered part of
T (0)
H
is an algebra, and must coincide with all of T (0)
H
, so
π−1(B∞) = T (0)H .
In this way we have proven Lemma 2.15.
Proof. It is clear that every normally ordered element of T (0)
H
defines a sequence A• = (Am)m∈N0 of
operators Am ∈ B(Hm) with ιm,l(Am) = Al for sufficiently large m ≤ l. For example,
SjS
∗
k = (SjS
∗
k |Hm)m∈N0 ∈
∏
m∈N0
B(Hm).
Suppose now that A = (Am)m∈N0 is any element of
∏
m∈N0
B(Hm) which is eventually constant.
Since B(Hm) is contained in T (0)H for each m, we may for simplicity just as well look at the case
where ιr,l(Ar) = Al for all r ≤ l for some r ∈ N0 while Am = 0 for m ≤ r. Then (4.8) in Lemma 4.8
shows that A is a combination of shift operators.
From the fact that B∞ is an algebra we have that π−1(B∞) is an algebra, whence the last
statement.
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Remark 4.11. Let B(•) be the continuous field of C∗-algebras over N0∪{∞} such that the fiber over
m ∈ N is B(m) = B(Hm) and the fiber over ∞ is B(∞) = B∞, the inductive limit (cf. Remark 4.5).
Then Lemma 4.10 says that T (0)
H
is the algebra of continuous sections of this field. For commutative
case see also [Hawk2, Thm. 3.3].
Theorem 4.12. Let H• be a subproduct system and let O(0)H denote the U(1)-invariant part of the
Cuntz–Pimsner algebra of H•. Then we have
O(0)
H
∼= B∞,
where the right-hand side is the inductive limit defined by the inductive system ι•,• in (4.6).
Proof. The Toeplitz core T (0)
H
is the norm closure of linear combinations of elements of the form
SjS
∗
k with |j| = |k| as well as their products with the vacuum projection p0 = |Ω〉〈Ω|. The elements
which are products with |Ω〉〈Ω| belong to Γ0 = K ∩ T (0)H . Hence,
B∞ = T (0)H /Γ0 = T (0)H /(K ∩ T (0)H ) = O(0)H ,
as asserted.
Remark 4.13. The quasi-diagonal extension of B∞ mentioned in Remark 4.6 can now be taken as
D = T (0)
H
+K (cf. [Blac1, V.4.2.16]).
4.3 Cuntz–Pimsner algebras from inductive limits
For m > 0, let H−m := Hm denote the conjugate Hilbert space of Hm. For all k ∈ Z we can consider
the B(Hm)-module
E(k)m := B(Hm,Hm+k),
and the maps ι
(k)
m,l : E(k)m → E(k)l defined by
ι
(k)
m,l(X) :=
∑
|r|=l−m
RrXR
∗
r
∣∣
Hl
, ∀X ∈ E(k)m .
We define the C∗-algebras Γb(E(k)• ) and Γ0(E(k)• ) in the same way as in Notation 4.1 and we denote
by π(k) : Γb(E(k)• )→ Γb(E(k)• )/Γ0(E(k)• ) the quotient map.
Define 0E(k) to be the vector space consisting of all elements of the form
ς(m,k)(X) := π(k)
(
ι
(k)
m,l(X)
)
l≥m
)
, X ∈ E(k)m
for all m ∈ N0. In particular, 0E(0) ≡ 0B∞ is the algebraic part of B∞ ≡ E(0) ∼= O(0)H . Each 0E(k) is
a module over 0B∞. The linear span of
B∞0E(k) := {fψ|f ∈ B∞, ψ ∈ 0E(k)}
is a module over B∞, which we denote by E(k).
Theorem 4.14. The Cuntz–Pimsner algebra OH is isomorphic to the C∗-algebra generated by E(1)
and B∞. It allows the decomposition
OH ∼=
⊕
k∈Z
E(k)
‖·‖
and E(k) ∼= O(k)H is the spectral subspace for the gauge action corresponding to k ∈ Z.
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Proof. The vector space B(Hm,Hm+k) has an overcomplete basis given by the operators Sk|Hm for
all k ∈ F+n with |k| = k. In particular, B(Hm,Hm+1) is spanned by Sj|Hm for j = 1, . . . , n. Recalling
that Sj is the shift by the basis vector ej ∈ H, we see that
ι
(k)
m,l(Sj |Hm) =
∑
|r|=l−m
RrSjR
∗
r
∣∣
Hl
=
∑
|r|=l−m
SjRrR
∗
r
∣∣
Hl
= Sj |Hl .
We can identify a sequence X• = (Xm)m∈N0 of operators Xm ∈ B(Hm,Hm+k) with an operator on
Fock space HN. The effect of the quotient map π
(k) on such a sequence X• is to take it to its image
in the Calkin algebra B(HN)/K. From (4.5) we therefore have (for m ≥ 1)
ς(m,1)(Sj |Hm) = ς(1,1)(Sj |H) = π(1)
(
(Sj
∣∣
Hm
)m∈N0
)
= π(1)(Sj) = Zj ,
where Z1, . . . , Zn are the generators of OH. Similarly one gets that ς(l,k)(Sk|Hm) is just Zk for all
k ∈ F+n with |k| = k and all l ≥ m. The adjoints S∗k define elements of Γb(E(−m)• ) for |k| = m. So
E(k) ∼= O(k)H holds for all k ∈ Z.
4.4 Formulas for covariant symbols
Our discussion about inductive limits associated to subproduct system has been based on shift
operators on Fock space. We now observe that what we are doing is in fact a generalization of
Berezin quantization. First we show that there is a very simple expression for the maps ς(m).
Theorem 4.15. Let Z1, . . . , Zn be the images of the shifts of the subproduct system H•. Then the
covariant symbol map ς(m) : B(Hm)→ O(0)H defined in (4.3) can be expressed as
ς(m)(A) =
∑
|j|=m=|k|
Aj,kZjZ
∗
k.
Proof. From (4.3) we see that we need to express ιm in terms of the Toeplitz operators S1, . . . , Sn;
applying π transforms these into Z1, . . . , Zn. But that is easily done using Lemma 4.8: the “second
quantization” of A, ∑
|j|=m=|k|
Aj,kSjS
∗
k ∈ B(HN),
acts as ιm,l(A) on Hl for l ≥ m and as 0 on Hl for l < m. Applying the quotient map π to it, we
obtain
π
( ∑
|j|=m=|k|
Aj,kSjS
∗
k
)
= π((ιm,l(A))l≥m) = ς
(m)(A),
and on the other hand,
π
( ∑
|j|=m=|k|
Aj,kSjS
∗
k
)
=
∑
|j|=m=|k|
Aj,kZjZ
∗
k.
Corollary 4.16. For all j,k ∈ F+n with |j| = |k| = m and all l ≥ m we have
ς(l)(SjS
∗
k|Hl) = ZjZ∗k.
Example 4.17. Let H• be a commutative subproduct system and let M be the compact manifold it
defines (see Corollary 3.7). Then ς(m) : B(Hm) → O(0)H coincides with the Berezin covariant symbol
map ς(m) : B(Hm)→ C(M) (mentioned in §3.2).
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Notation 4.18. Fix a faithful representation of OH on a Hilbert space H and let
u ∈Mn(C)⊗ B(H)
be a unitary n × n matrix with values uj,k ∈ B(H) such that the first row of u is given by the
generators Z1, . . . , Zn of OH. Let uc be the matrix obtained from u by taking adjoints of each entry
uj,k. Denote by um the restriction of u
⊗m from H⊗m to Hm and similarly for u
c. Finally,
α(m) : B(Hm)→ B(Hm)⊗ B(H)
will be the map which takes A ∈ B(Hm) to um(A⊗ 1)u∗m.
The following formulas are known from the classical case to define the “Berezin covariant symbol”
in case we quantize a coadjoint orbit M = G/K (cf. [Per1], [Lan2]).
Proposition 4.19. Assume that u⊗m preserves the subspace Hm ⊂ H⊗m, in the sense that um =
u⊗m(pm⊗1). Let |e⊗m1 〉〈e⊗m1 | be the rank-1 projection onto the line spanned by e⊗m1 , where e1 is the
first basis vector in H. Then for all A ∈ B(Hm) we have
ς(m)(A) = (Tr⊗ id)((A⊗ 1)uc∗m(|e⊗m1 〉〈e⊗m1 | ⊗ 1)ucm) (4.9)
= (Tr⊗ id)(α(m)(A)(|e⊗m1 〉〈e⊗m1 | ⊗ 1)). (4.10)
Proof. We have
uc∗m(|e⊗m1 〉〈e⊗m1 | ⊗ 1)ucm =
∑
|j|=m=|k|
SjS
∗
k|Hm ⊗ ZkZ∗j
so (4.9) is clear. For (4.10) we can use the formula
α(m)(A) =
∑
|j|=m=|k|
Ar,sSjS
∗
k
∣∣
Hm
⊗ uj,ru∗k,s.
4.5 Commutative case and the Arveson conjecture
One of the most striking applications of our results is the Arveson conjecture (see Remark 2.17).
Corollary 4.20. Arveson’s conjecture holds for all homogeneous ideals I ⊂ C[z1, . . . , zn], i.e. the
Cuntz–Pimsner algebra OH of the subproduct system H• associated to I (as in Lemma 2.9) is com-
mutative.
Proof. Lemma 2.15 together with [KeSh1, Prop. 4.14] gives the result.
In [Vas1], [Vas3] it was shown that for any continuous line bundle L → M , the Cuntz–Pimsner
algebra OE (defined in [Pims1]) of the Hilbert C(M)-bimodule E of continuous sections of L is
isomorphic to the C∗-algebra C(SL) of continuous functions on the total space of the circle bundle
SL associated to L
∗. Recall that in the definition of OE (which is Pimsner’s original one) the tensor
products are taken over the coefficient algebra C(M). We shall now see that, in the case (M,L) is a
polarized manifold, from a projectively induced quantization we can also obtain C(SM ) := C(SL) as
the Cuntz–Pimsner algebra OH of the associated subproduct system H•.
Proposition 4.21. Let (M,L) be a polarized (not necessarily smooth) variety and let H• be a projec-
tively induced quantization of (M,L) (the definition still makes sense in the non-smooth case), and
endow M with the complex (Hausdorff) topology [Serre1, §2]. Then
C(SM ) ∼= OH, (4.11)
and for all k ∈ Z,
Γ(M ;L⊗k) ∼= O(k)H
as a Hilbert C(M)-bimodule. In particular, k = 0 gives C(M) as an inductive limit.
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Proof. As in the general noncommutative case, the commutative algebra OH is built up from Hilbert
modules over O(0)
H
and the latter is generated by the images of the covariant symbol maps ς(m). An
argument given in [CGR1, §4] shows that the ς(m)(A)’s (for all m ∈ N0 and all A ∈ Bm) separate
points. The Stone–Weierstrass theorem gives that they form a dense subalgebra of C(M). The
inclusion of Hm into Hm+1 coincide by construction with our ιm,m+1, and the supremum norm
on C(M) is seen to coincide with the norm on the inductive limit B∞. Therefore, C(M) ∼= B∞.
The result now follows from Theorem 4.12 and the well-know decomposition of C(SM ) into the
Γ(M ;L⊗m)’s (see §3.3).
In fact, given Corollary 4.20 we get Proposition 4.21 from the calculation of the space of multi-
plicative U(1)-valued functionals on OH done in [KeSh1, Prop. 2.4]. Indeed, the circle bundle SL
can be identified with the preimage of M under the map Cn \ {0} → CPn−1 which defined projective
space, and this is the boundary of the analytic variety discussed [KeSh1].
Note that it is not so obvious that we could recover M completely (as a topological space) from
H• because the homogeneous coordinate ring
⊕
m∈N0
H0(M ;L⊗m) of M ⊂ P[H∗] is not a ring of
functions on M . The choice of basis on H0(M ;L⊗m) corresponds to a choice of algebra structure on
the ring C(M) and the inner product on H0(M ;L⊗m) to a choice of C∗-algebra structure on C(M),
but all possible C∗-algebra structures obtain in this way are isomorphic.
In the following we use the terminology from Lemma 3.8.
Corollary 4.22. Let (M,L) be a polarized manifold and let H• be a projectively induced quantization
of (M,L). Then the Fubini–Study metric FS(〈·|·〉) on L associated with the inner product on H
coincides with the ∗-operation which defines the C∗-algebra OH, and is thus equal to the inductive
limit of the Hermitian pairings
B(Hm+1,Hm)× B(Hm+1,Hm)→ B(Hm), (A,B)→ A∗B.
Consequently, (M,L) is balanced if and only if the limit state ω coincides with the the unique FS(〈·|·〉)-
balancing state. If M = G/K is a coadjoint orbit one also has (using Notation 2.12) for all j,k ∈ F+n
with |j| = m = |k| that
1
vol(M,L)
ˆ
M
Z∗j Zk
ωd
d!
=
pj,k
Tr(pm)
, (4.12)
where pm : H
⊗m → Hm is the orthogonal projection and H• ⊂ H∨• is the subproduct system of
(M,L, 〈·|·〉) and we denote by ω also the Fubini–Study Ka¨hler form on M ⊂ CPn−1.
Proof. Recall that the generators Z1, . . . , Zn of OH satisfy the relation of the ideal which defines M ,
so they can be identified with the homogeneous coordinates on M . Recall also that
∑n
k=1 ZkZ
∗
k = 1,
which says that the adjoint operation on the operator system in OH spanned by Z1, . . . , Zn is the
Fubini–Study metric h on L. Since products of m of the generators Z1, . . . , Zn identify with elements
of H0(M ;Lm) and since the ∗-operation on OH is given by (Zk1 · · ·Zkm)∗ = Z∗km · · ·Z∗k1 , we get that
it is induced by the tensor-product metric hm on H0(M ;Lm) for all m ∈ N.
If M = G/K is a coadjoint orbit then the limit state ω = ωp1 : C(M) → C satisfies ω(Z∗jZk) =
δj,k/n. The formula for ω on the products Z
∗
j Zk then gives (4.12).
5 Projective limits
We now want to realize the same algebraO(0)
H
as a projective limit. For this we need some background
information from [Hawk1, §B2].
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5.1 Relaxing the notion of projective limit
In this paper, a “projective limit” will always refer to the following object which, in comparison
to more conventional C∗-algebraic projective limits, is defined in terms of completely positive maps
instead of C∗-homomorphisms.
Definition 5.1 ([Hawk1, §B2]). A projective system (B•, •,•) is a sequence of finite-dimensional
matrix algebras Bm and norm-contracting completely positive mappings l,m : Bl → Bm for m ≤ l
satisfying l,m = r,m ◦ l,r for all m ≤ r ≤ l. The projective limit of (B•, •,•) is the vector space
defined by
B∞ := {A• = (Am)m∈N0 ∈ Γb(B•)| Am−1 = m,m−1(Am) for all m ∈ N},
equipped with the norm
‖A•‖ := lim
m→∞
‖Am‖.
Remark 5.2. The intersection of B∞ with Γ0 is {0}. We always identify B∞ with its embedding into
Γb(B•)/Γ0(B•) because it is more likely that B∞ is an algebra when multiplication is taken modulo
Γ0. If we do so and then pull back B∞ via the quotient map π : Γb → Γb/Γ0, we obtain a vector
space π−1(B∞) which is much larger than B∞, namely
π−1(B∞) = B∞ ∪ Γ0(B•). (5.1)
Importantly, B∞ is an algebra (hence a C∗-algebra) if and only if (5.1) is.
Remark 5.3. We could also define B∞ as the set of elements
f = π
(
(∞,m(f))m∈N0
)
where the components ∞,m(f) ∈ Bm satisfy ∞,m(f) = l,m ◦ ∞,l(f). We can regard ∞,m :=
liml→∞ l,m as the map from B∞ to Bm which evaluates A• = (Am)m∈N0 ∈ B∞ at m,
∞,m(A•) = Am.
5.2 Changing the inner products
From now on Q ∈ B(H) is a positive invertible n× n matrix and let
Qm := pmQ
⊗m|Hm
be the compression of Q⊗m ∈ B(H⊗m) to the subspace Hm = pmH⊗m. We choose the orthonormal
basis e1, . . . , en for H1 such that Q is diagonal and, as before, we let S1, . . . , Sn be the shifts on HN
by these basis vectors. We shall write
Qj,k := (Qm)j,k, Q
j,k := (Q−1m )j,k.
We associate to each Qm a density matrix
ρ(m) = ρ
(m)
Q :=
Qm
Tr(Qm)
,
and denote by φm the state on B(Hm) defined by
φm(A) := Tr(ρ
(m)A), ∀A ∈ B(Hm).
Sometimes it will be useful to change the inner product on Hm to
〈ψ|φ〉ρ(m) := 〈ψ|ρ(m)φ〉, ∀φ, ψ ∈ Hm. (5.2)
We stress that (unless H• = H
⊗•)
ρ(m) 6= Qm
Tr(Q)m
= pm(ρ
(1))⊗mpm.
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Assumption 5.4. From now on Q ∈ B(H) is a positive invertible n× n matrix such that
(i) the operator Q⊗m on H⊗m preserves the subspace Hm for all m ∈ N0, i.e. Qm = Q⊗m|Hm , and
(ii) ιm,l preserves the Q-traces, i.e.
φl ◦ ιm,l = φm,
for all m ≤ l ∈ N.
Property (i) allows the subproduct condition to be maintained with the new inner products
〈·|·〉ρ(m) (see Proposition 5.8 below) while property (ii) allows the construction of a state on OH
with very nice properties. We will show that in the examples of subproduct systems coming from
compact quantum groups there is always a matrix Q which satisfies these assumptions (i) and (ii). It
is possible to drop either (or both) of the assumptions (i) and (ii) and many of the constructions in
the next section will carry over; in particular there will be a limit state but with weaker quantization
properties. We shall elaborate on this slightly in the commutative case, where assumptions (i) and
(ii) hold with Qm = pm for all m ∈ N precisely when H• is a regular quantization (in the sense of
Remark 3.10).
Remark 5.5. The property pmQ
⊗mpm = Q
⊗mpm ensures that Qm is invertible; its inverse is
pm(Q
⊗m)−1pm because
(Q⊗m)−1pmQ
⊗mpm = (Q
⊗m)−1Q⊗mpm = pm,
Q⊗mpm(Q
⊗m)−1pm = Q
⊗m(Q⊗m)−1pm = pm,
where we used the fact that the inverse A−1 of any invertible matrix A preserves every A-invariant
subspace. We denote by Q−1m this inverse of Qm. For l ≥ m we have
Q−1l (Qm ⊗Ql−m) = (Q⊗l)−1((Q⊗m)⊗ (Q⊗(l−m)))pl = pl,
where we regard pl as an operator from Hm ⊗ Hl−m onto Hl.
5.3 The isometries
Now that Hm is endowed with the inner product (5.2) we discuss how B(Hm) can be mapped into
B(Hl) when m < l and calculate the explicit isometries Hl →֒ Hl−m ⊗ Hm and Hl →֒ Hm ⊗ Hl−m.
This construction would fail without the assumption that Q⊗m preserves Hm.
Proposition 5.6. The isometry from Hl into Hl−m ⊗ Hm is given by
V¯m,lψ =
√
Tr(Qm)Tr(Ql−m)
Tr(Ql)
∑
|r|=l−m
pl−rer ⊗ S∗rψ, ∀ψ ∈ Hl, (5.3)
and its adjoint by
V¯ ∗m,l =
√
Tr(Qm)Tr(Ql−m)
Tr(Ql)
(ρ(l))−1(ρ(l−m) ⊗ ρ(m)). (5.4)
Proof. We proceed by first calculating the adjoint of the given operator (5.3). Let λm,l :=
√
Tr(Qm) Tr(Ql−m)
Tr(Ql)
.
For all ξ ∈ Hl−m, η ∈ Hm and all ψ ∈ Hl we have
〈V¯ ∗m,l(ξ ⊗ η)|ψ〉ρ(l) = 〈ξ ⊗ η|V¯m,lψ〉ρ(l−m)⊗ρ(m)
= λm,l
∑
|r|=l−m
〈ξ ⊗ η|pl(er ⊗ S∗rψ)〉ρ(l−m)⊗ρ(m)
= λm,l
∑
|r|=l−m
〈ξ ⊗ η|SrS∗rψ〉ρ(l−m)⊗ρ(m)
= λm,l〈(ρ(l))−1(ρ(l−m)ξ ⊗ ρ(m)η)|ψ〉ρ(l)
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and hence (5.4) holds. Finally, using Remark 5.5,
V¯ ∗m,lV¯m,lψ =
Tr(Qm)Tr(Ql−m)
Tr(Ql)
∑
|r|=l−m
(ρ(l))−1(ρ(l−m)er ⊗ ρ(m)S∗rψ)
=
∑
|r|=l−m
Q−1l (Ql−mer ⊗QmS∗rψ) =
∑
|r|=l−m
pl(er ⊗ S∗rψ)
=
∑
|r|=l−m
SrS
∗
rψ = ψ,
so V is the desired isometry. Let us also calculate the final projection:
V¯m,lV¯
∗
m,l =
∑
|r|=l−m
SrS
∗
rQ
−1
l (Ql−m ⊗Qm) = pl(pl−m ⊗ pm).
Now let A ∈ B(Hl) and define
ι¯m,l(A) := V¯
∗
m,l(1Hl−m ⊗A)V¯m,l. (5.5)
We have
V¯ ∗m,l(1Hl−m ⊗A)V¯m,lψ =
Tr(Qm)Tr(Ql−m)
Tr(Ql)
∑
|r|=l−m
(ρ(l))−1(ρ(l−m)er ⊗ ρ(m)AS∗rψ)
=
∑
|r|=l−m
Q−1l (Ql−mer ⊗QmAS∗rψ)
=
∑
|r|=l−m
pl(er ⊗AS∗rψ)
=
∑
|r|=l−m
SrAS
∗
rψ,
so ι¯m,l is a “chirality-flipped” version of ιm,l, i.e. the Rr’s are replaced by Sj’s (cf. (4.7)). If we
use the inductive system ι¯•,• instead of ι•,•, the roles of the left and right Toeplitz algebras are
interchanged.
Proposition 5.7. Define a coherent system of maps ι¯m,l : B(Hm)→ B(Hl) by
ι¯m,l(A) := V¯
∗
m,l(1Hl−m ⊗A)V¯m,l (5.6)
=
∑
|s|=l−m
SsAS
∗
s
∣∣
Hl
. (5.7)
Then (B(H•), ι¯•,•) is an inductive system, and the C∗-subalgebra of Γb(B•) consisting of norm limits
of the eventually constant sequences for ι¯•,• is equal to the U(1)-invariant part of the right Toeplitz
algebra C∗(R1, . . . , Rn).
Proof. The proof is very similar to the case of the ιm,l’s (the “left case”).
We furthermore note that if we expand A ∈ B(Hm) as A =
∑
|j|=m=|k|Aj,kRjR
∗
j |Hm then
ι¯m,l(A) =
∑
|j|=m=|k|
Aj,kRjR
∗
k
∣∣
Hl
,
again similar to the left case. More will be said on the “chiral duality” between ι¯•,• and ι•,• in
Remark 5.13.
We now want to find an isometric implementation of ιm,l similar to (5.5). For this we need to flip
the tensor factors.
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Proposition 5.8. The isometry from Hl into Hm ⊗ Hl−m is given by
Vm,lψ =
√
Tr(Qm)Tr(Ql−m)
Tr(Ql)
∑
|r|=l−m
R∗rψ ⊗ pl−rer, ∀ψ ∈ Hl, (5.8)
and its adjoint by
V ∗m,l =
√
Tr(Qm)Tr(Ql−m)
Tr(Ql)
(ρ(l))−1(ρ(m) ⊗ ρ(l−m)). (5.9)
Proof. For all ξ ∈ Hl−m, η ∈ Hm and all ψ ∈ Hl we have
〈V ∗m,l(η ⊗ ξ)|ψ〉ρ(l) = 〈η ⊗ ξ|Vm,lψ〉ρ(m)⊗ρ(l−m)
= λm,l
∑
|r|=l−m
〈η ⊗ ξ|RrR∗rψ〉ρ(m)⊗ρ(l−m)
= λm,l〈(ρ(l))−1(ρ(m)η ⊗ ρ(l−m)ξ)|ψ〉ρ(l) ,
and the rest is similar to the proof of Proposition 5.8.
Corollary 5.9. The inductive system ι•,• is implemented by the system V•,• of isometries:
ιm,l(A) = V
∗
m,l(A⊗ 1Hl−m)Vm,l, ∀A ∈ B(Hm).
Proof. Follows from formula (4.7) and the calculation (with ψ ∈ Hl)
V ∗m,l(A⊗ 1Hl−m)Vm,lψ =
√
Tr(Qm)Tr(Ql−m)
Tr(Ql)
∑
|r|=l−m
(ρ(l))−1(ρ(m)AR∗rψ ⊗ ρ(l−m)er)
=
∑
|r|=l−m
Q−1l (QmAR
∗
rψ ⊗Ql−mer)
=
∑
|r|=l−m
pl(AR
∗
rψ ⊗ er)
=
∑
|r|=l−m
RrAR
∗
rψ.
5.4 Projective system for subproduct systems
Let H• be a subproduct system. We let Q ∈ B(H) be as in Assumption 5.4 and endow Hm with the
inner product defined by the density matrix ρ(m) := Qm/Tr(Qm).
Lemma 5.10. Define maps l,m : B(Hl)→ B(Hm) for m ≤ l by
l,m(A) :=
Tr(Qm)
Tr(Ql)
∑
|k|=l−m
(Q⊗m)k,kR
∗
kARk
∣∣
Hm
, ∀A ∈ B(Hl). (5.10)
Then, with Vm,l as in Proposition 5.8, we have the formula
l,m(A) = (idBm ⊗φl−m)(Vm,lAV ∗m,l) (5.11)
and •,• is a projective system.
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Proof. First of all, for all A ∈ B(Hl) we have
r,m ◦ l,r(A) = Tr(Qr)
Tr(Ql)
Tr(Qm)
Tr(Qr)
∑
|j|=r−m,|k|=l−r
(Q⊗m)j,j(Q
⊗m)k,kR
∗
jR
∗
kARkRj
∣∣
Hm
=
Tr(Qm)
Tr(Ql)
∑
|kj|=l−m
(Q⊗m)kj,kjR
∗
kjARkj
∣∣
Hm
=
Tr(Qm)
Tr(Ql)
∑
|r|=l−m
(Q⊗m)r,rR
∗
rARr
∣∣
Hm
= l,m(A),
and it is obvious that each l,m is completely positive. The norm-contracting property holds because
l,m is in fact unital. To see this we first prove the alternative formula (5.11). We have
l,m(A) =
Tr(Qm)
Tr(Ql)
∑
|r|=l−m
(Q⊗m)r,rR
∗
rARr
∣∣
Hm
=
Tr(Qm)
Tr(Ql)
∑
|r|=l−m
∑
|j|=m=|k|
(Q⊗m)r,r〈ej|R∗rARrek〉SjS∗k
∣∣
Hm
=
Tr(Qm)
Tr(Ql)
∑
|r|=l−m
∑
|j|=m=|k|
(Q⊗m)r,r〈ej ⊗ er|A(ek ⊗ er)〉SjS∗k
∣∣
Hm
=
Tr(Qm)
Tr(Ql)
∑
|r|=l−m
∑
|j|=m=|k|
(Q⊗m)r,r(A)jr,krSjS
∗
k
∣∣
Hm
= (id⊗φl−m)(Vm,lAV ∗m,l),
where in the last equality we used that, for all ξ1, ξ2 ∈ Hm, η1, η2 ∈ Hl−m,
〈V ∗m,l(ξ1 ⊗ η1)|AV ∗m,l(ξ2 ⊗Ql−mη2)〉
=
Tr(Qm)Tr(Ql−m)
Tr(Ql)
〈ρ(l)−1(ρ(m)ξ1 ⊗ ρ(l−m)η1)|Aρ(l)−1(ρ(m)ξ2 ⊗ ρ(l−m)Ql−mη2)〉
= 〈ξ1 ⊗ η1|Aρ(l)−1(ρ(m)ξ2 ⊗ ρ(l−m)Ql−mη2)〉
=
Tr(Ql)
Tr(Ql−m)Tr(Qm)
〈ξ1 ⊗ η1|A(ξ2 ⊗Ql−mη2)〉,
so that summing such inner products over a basis for Hm⊗Hl−m and multiplying with Tr(Qm)Tr(Ql) SjS∗k
∣∣
Hm
is the same thing as partially tracing Vm,lAV
∗
m,l with Ql−m/Tr(Ql−m).
The formula (5.11) shows that l,m is the adjoint of ιm,l with respect to φl and φm (see details in
5.11 below). Our assumption φl ◦ ιm,l = φm is then equivalent to the unitality
l,m(pl) = pm,
and hence l,m is contractive.
Notice that since l,m intertwines the normalized traces, the unitality assumption on l,m is
equivalent to assuming that l,m is contractive.
Proposition 5.11. Let m, l ∈ N0 with m ≤ l. Then l,m is the adjoint of ιm,l: for all A ∈ B(Hl)
and all B ∈ B(Hm) we have
φl(Aιm,l(B)
)
= φm
(
l,m(A)B
)
. (5.12)
In particular, taking A = pl respectively B = pm we obtain the equivalences
φl ◦ ιm,l = φm ⇐⇒ l,m(pl) = pm, (5.13)
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φl = φm ◦ l,m ⇐⇒ ιm,l(pm) = pl, (5.14)
where (5.14) holds for any subproduct system while (5.13) is our standing assumption for this section.
Proof. We have
φl(Aιm,l(B)) = φl(AV
∗
m,l(B ⊗ pl−m)Vm,l)
= (φm ⊗ φl−m)(Vm,lAV ∗m,l(B ⊗ pl−m))
= φm
(
(idBm ⊗φl−m)(Vm,lAV ∗m,l(B ⊗ pl−m))
)
= φm
(
(idBm ⊗φl−m)(Vm,lAV ∗m,l)B
)
,
which equals φm
(
l,m(A)B
)
by (5.11).
Corollary 5.12. The states φm satisfy the “right invariance” condition
φm(l,m ◦ ιm,l(A)) = φm(A), ∀A ∈ B(Hm). (5.15)
Proof. Just use (5.14) and then (5.13).
Remark 5.13. Similarly one shows that
φm = φl ◦ ι¯m,l. (5.16)
for the “right” inductive system ι¯•,•. The adjoint of ι¯m,l is
¯l,m(A) =
Tr(Qm)
Tr(Ql)
∑
|r|=l−m
(Q⊗m)r,rS
∗
rASr
∣∣
Hm
= (φl−m ⊗ id)(V¯m,lAV¯ ∗m,l).
A “left invariance” condition similar to (5.15) is also deduced using the ι¯m,l’s and their adjoints.
5.5 The state on OH
Corollary 5.14. The limit
φ∞ := lim
m→∞
φm
is a well-defined state on T (0)
H
. It annihilates T (0)
H
∩ K, so it descends to a state ωQ on O(0)H = B∞.
Proof. For well-definedness we use (5.13) and recall that the elements of T (0)
H
are norm limits of
eventually constant under ι•,•. The fact that φ∞ descends to T (0)H /(T (0)H ∩ K) follows from
|φm(A)| ≤ ‖A‖, ∀A ∈ B(Hm),m ∈ N0,
since this shows that limm ‖Am‖ = 0 implies φ∞(A•) = 0 for all A• = (Am)m∈N0 ∈ T (0)H .
Proposition 5.15. The state ωQ : B∞ → C is KMS, with modular automorphism group σ• = (σt)t∈R
given by
σt ◦ ς(m)(A) = ς(m)(QitmAQ−itm )
for all A ∈ B(Hm) and all m ∈ N0, and ωQ satisfies
ωQ(ZjZ
∗
k) =
Qk,j
Tr(Qm)
(5.17)
for all j,k ∈ F+n with |j| = |k| = m. Moreover, the covariant symbol map ς(m) : B(Hm) → B∞
intertwines ωQ and φm:
ωQ ◦ ς(m) = φm. (5.18)
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Proof. Due to (5.13) we have, if |j| = |k| = m,
ωQ(ZjZ
∗
k) = φ∞(SjS
∗
k)
= lim
m≤l→∞
φl(SjS
∗
kpl)
= φm(SjS
∗
kpm),
and so the first formula in (5.17) follows from
Tr(Qm)φm(SjS
∗
k) =
∑
|r|=m
(Q⊗m)r,r〈er|pmej〉〈ek|pmer〉
= 〈ek|Qmej〉.
The definition of ς(m) immediately gives (5.18), again using (5.13).
That ωQ is KMS follows from (5.18), in view of the fact that the ∗-algebra generated by the
covariant symbols ς(m)(A) is dense in B∞ and that each φm is KMS. Finally, for t ∈ R the modular
automorphism σφmt of φm takes A ∈ B(Hm) to (ρ(m))itA(ρ(m))−it = QitmAQ−itm .
We can extend ωQ to a state, still denoted by ωQ, on the whole Cuntz–Pimsner algebra by defining
it to be zero on each spectral subspace O(k)
H
except O(0)
H
.
Remark 5.16. The property (5.18) of the limit state relies on Assumption 5.4(ii) and ensures that
ω is faithful. Without this assumption we could still obtain a limit ωQ of the states φm but it is not
clear what would guarantee its faithfulness. We could go the GNS representation of B∞ associated
with ωQ and use the faithful state induced by ωQ on the image of B∞, which is a quotient of B∞
(recall that ωQ is KMS). Then analogous results hold for the image of B∞ in the GNS representation.
Example 5.17. For the product system H⊗•, the Cuntz–Pimsner algebra OH is the Cuntz algebra
On and ωQ is the quasi-free state on On defined by the density matrix Q/Tr(Q) [Ev1].
5.6 Contravariant symbols
Proposition 5.18. The adjoint ς˘(m) : B∞ → B(Hm) of the covariant symbol map ς(m) : B(Hm) →
B∞, defined by the relation
ωQ(ς
(m)(A)∗f) = φm
(
A∗ ς˘(m)(f)
)
, ∀A ∈ B(Hm), f ∈ B∞,
is given by
ς˘(m)(f) = Tr(Qm)
∑
|j|,|k|=m
(Q⊗m)−1j,j ωQ(ZjZ
∗
kf)SkS
∗
j
∣∣
Hm
(5.19)
Proof. Let ς˘(m)(f) be defined by (5.19). Then
ωQ(ς
(m)(A)∗f) =
∑
|j|=m=|k|
(A∗)j,kωQ(ZjZ
∗
kf)
=
∑
|j|=m=|k|
(Q⊗m)j,j(Q
⊗m)−1j,j (A
∗)j,kωQ(ZjZ
∗
kf)
= φm
(
A∗ς˘(m)(f)
)
.
Corollary 5.19. We have
ωQ = φm ◦ ς˘(m) (5.20)
and, moreover, each ς˘(m) is unital.
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Proof. Equation (5.20) is a direct consequence of the fact that ς˘(m) is adjoint to the unital map ς(m).
Unitality of ς˘(m) follows from ωQ(ς
(m)(A)∗1) = φm(A
∗), which we know from (5.18).
We can now assembly the ς˘(m)’s to a map
ς˘ :=
∏
m∈N0
ς˘(m) : B∞ →
∏
m∈N0
B(Hm), (5.21)
which is a noncommutative generalization of the total Toeplitz map (3.5). We can recover its com-
ponents as
ς˘(m)(f) = ς˘(f)pm.
The following result which relies on the fact that ωQ is faithful (cf. Remark 5.16).
Lemma 5.20. No nonzero element of B∞ is mapped to Γ0 = T (0)H ∩K under the map ς˘.
Proof. We have φm
(
ς˘(m)(f)
)
= ωQ(f), so if ς˘
(m)(f)→ 0 as m→∞ then ωQ(f) = 0. Hence if f ≥ 0
then f = 0 and the result follows.
LetM = πωQ(B)′′ be the von Neumann algebra generated by the inductive limit B∞ in the GNS
representation of the limit state ωQ. Then we can define ς˘(f) ∈ Γb also for elements in M, and
Lemma 5.20 extends to M.
Lemma 5.21. For all f ∈M and all l ≥ m,
ς˘(m)(f) = l,m ◦ ς˘(l)(f). (5.22)
Hence the image of M under the total Toeplitz map ς˘ is contained in the projective limit B∞, and in
fact we have equality
ς˘(M) = B∞.
Therefore B∞ can be identified with the weak-∗-closed operator system of elements of the form
ς˘(f) = (ς˘(m)(f))m∈N0 , f ∈M
and, as in Remark 5.3,
ς˘(m) = ∞,m
is the map which evaluates (Xm)m∈N0 ∈ B∞ at m ∈ N0. The norm-closed subset ς˘(B∞) equals the
anti-normally ordered part of the Toeplitz core.
Proof. We know that ς˘ is injective (Lemma 5.20). Since we have shown that l,m is adjoint to ιm,l,
we obtain (5.22) by taking adjoints of
ς(l) ◦ ιm,l = ς(m).
From (5.22) follows that ς˘(f) ∈ B∞ for all f ∈ M. Moreover, ς˘ :M→ Γb is onto B∞ because each
ς˘(m) is onto. Thus B∞ is in bijection with M via ς˘ .
We need to show that ς˘(B∞) equals the anti-normally part of the Toeplitz core T (0)H . Firstly,
since the left and right shifts commute outside the vacuum subspace, for all r, s = 1, . . . , n we have
l,m(S
∗
rSspl) =
Tr(Qm)
Tr(Ql)
∑
|k|=l−m
(Q⊗m)k,kR
∗
kS
∗
rSsRk
∣∣
Hm
=
Tr(Qm)
Tr(Ql)
∑
|k|=l−m
(Q⊗m)k,kS
∗
rR
∗
kRkSs
∣∣
Hm
= S∗rSs|Hm
(where we used that l,m(pl) = pm), which shows that the anti-normally ordered elements of T (0)H are
constant under •,•. Secondly, an explicit calculation using (5.19) shows that ς˘(f) is anti-normally
ordered for each f ∈ B∞.
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Remark 5.22. Now we can give an alternative proof for the fact that the contravariant symbol map
ς˘(l) : B∞ → B(Hm) intertwines ωQ with φl,
ωQ = φl ◦ ς˘(l).
Recall that ωQ denotes the limit state φ∞ := limm→∞ φm when regarded as a state on the quotient
B∞ of T (0)H . Then ωQ = φl ◦ ς˘(l) follows from the compatibility φm = φl ◦ m,l (see (5.13)) and the
fact that ∞,l = ς˘
(l).
5.7 The asymptotic multiplication
We now endow the projective limit B∞ with a multiplication which is the m → ∞ limit of the
multiplication on B(Hm).
Definition 5.23. The projective-limit multiplication on B∞ ⊂ Γb is defined by
ς˘(f) · ς˘(g) := lim
m→∞
ς˘(m)(fg) (5.23)
for all f, g ∈ B∞.
The projective limit B∞ is not an algebra under the projective-limit multiplication, but we shall
see that the subset ς˘(B∞) is.
The multiplication on B∞ taken modulo Γ0 is the one where sequences (ς˘(m)(f))m∈N0 and
(ς˘(m)(g))m∈N0 are multiplied componentwise but the finite-m part is ignored. That is,
π(ς˘(f)ς˘(g)) = lim
m→∞
ς˘(m)(f)ς˘(m)(g). (5.24)
We will see momentarily that the products (5.23) and (5.24) coincide for f, g ∈ B∞. Comparing the
two formulas one then concludes that the Toeplitz maps ς˘(m) are “asymptotically multiplicative”.
Again the projective limit B∞ is not an algebra under the multiplication modulo compacts, while
ς˘(B∞) will be shown to be so.
Remark 5.24 (Filters). A projective-limit multiplication can be defined using any filter ω on N.
On the C∗-level this corresponds to considering not a subalgebra of Γb/Γ0 but a subalgebra of Γb/Γω
where Γω is the ideal consisting of the sequences A• with
lim
ω
‖Am‖ = 0.
We recover Γ0 if ω is the free filter of all cofinite subsets of N0. Confer [RoSt1, §6.2].
5.8 The adjoint of the total Toeplitz map
Lemma 5.25. For A ∈ B(Hl) we have
l,0(A) = φl(A)p0. (5.25)
and hence, if εˆ denotes the vacuum state restricted to T (0)
H
,
εˆ ◦ l,0 = φl.
The vacuum state εˆ restricted to B∞ is equal to εˆ ◦ ∞,0 and coincides with the limit state φ∞ :=
liml→∞ φl,
εˆ ◦ ∞,0 = φ∞.
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Proof. We use φm ◦ l,m = φl for m = 0. This gives (5.25). Alternatively, note that for each positive
operator A on B(Hm) one has
Tr(A) =
∑
|k|=m
Ak,k
where Ak,k := 〈pmek|Apmek〉. Consequently,
φm(A) =
1
dimHm
∑
|k|=m
〈Ω|S∗kASkΩ〉 = φ0(m,0(A)).
Letting m→∞ one obtains
ω(f) = φ0(ς˘
(0)(f)), ∀f ∈ C0(M), f ≥ 0.
The rest is obvious.
We can therefore regard εˆ as a state on the projective limit modulo compact operators as well,
i.e. on the algebra π(B∞) ⊂ Γb/Γ0.
Recall that the covariant-symbol map ς(m) is the adjoint of ς˘(m), for each m ∈ N. We now show
that the total Toeplitz map ς˘ has an adjoint as well. This should be compared with [INT1, Lemma
2.3].
Proposition 5.26. There exists a completely positive map
ς˘∗ : ς˘(B∞)→ B∞
such that, for all X ∈ ς˘(B∞) and all f ∈ B∞,
ωQ(ς˘
∗(X∗)f) = εˆ(π(X∗)π(ς˘(f))). (5.26)
Explicitly, this map is given by the point-norm limt ς˘∗ = limm→∞ ς
(m),
ς˘∗(X) = lim
m→∞
ς(m)(Xpm), ∀X ∈ ς˘(B∞),
and will be denoted by ς.
Proof. We identify X ∈ ς˘(B∞) with a bounded sequence (Xm)m∈N0 of operators Xm = Xpm ∈
B(Hm). Using the formula (5.24) for the multiplication in π(B∞) we have, by norm-continuity of the
vacuum state, the norm limits
εˆ(π(X∗)π(ς˘(f)))p0 =
〈
Ω
∣∣ lim
m→∞
X∗mς˘
(m)(f)Ω
〉
p0
= ∞,0
(
lim
m→∞
X∗mς˘
(m)(f)
)
= lim
m→∞
m,0
(
X∗mς˘
(m)(f)
)
= lim
m→∞
φm
(
X∗mς˘
(m)(f)
)
p0
= lim
m→∞
ωQ
(
ς(m)(X∗m)f
)
p0
= ωQ
(
lim
m→∞
ς(m)(X∗m)f
)
p0.
Being a point-norm limit of completely positive maps, ς is completely positive.
Since B∞ = ς˘(M) contains no compact operator, it is clear from the definition of the covariant
symbol that ς restricts to a bijection from B∞ onto M and that ς ◦ ς˘ is the identity on M. Hence ς˘
is an isometry. So we have a decomposition of the identity map on B∞,
id = ς ◦ ς˘ = lim
m→∞
ς(m) ◦ ς˘(m),
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making Remark 4.7 explicit. We have now seen that ς˘ : B∞ → ς˘(B∞) is a complete order isomorphism,
i.e. a bijective unital completely positive map with completely positive inverse.
There is also a version of this result on the level of von Neumann algebras. As we shall see in
§6.5.2, for any subproduct system H•, the weak-∗-closed operator system B∞ becomes a von Neumann
algebra when equipped with a SOT-version of the projective-limit multiplication (5.23). When H•
is the G-subproduct system (see §6 below), B∞ is an operator system in the group-von Neumann
algebra R(G).
Corollary 5.27. The total Toeplitz map ς˘ intertwines the state ωQ on M = πωQ(B∞)′′ with the
vacuum state εˆ on B∞ ⊂ B(HN),
ωQ = εˆ ◦ ς˘ , (5.27)
and similarly
ωQ ◦ ς = εˆ, (5.28)
Proof. Take X = 1 respectively f = 1 in (5.26) to get (5.27) respectively (5.28).
5.9 O(0)
H
as a projective limit
Theorem 5.28. The operator system ς˘(B∞) ⊂ B∞ is a C∗-algebra with the multiplication taken
modulo compacts; indeed π(ς˘(B∞)) is isomorphic as a C∗-algebra to the inductive limit B∞ ∼= O(0)H .
Remark 5.29. We saw in Lemma 5.20 that the image of ς˘ does not contain Γ0. On the other hand,
ς˘(B∞) + Γ0 is generated by Ran ς˘ alone as a C∗-algebra. The theorem implies that
ς˘(f)ς˘(g)− ς˘(fg) ∈ Γ0
even for nontrivial f, g ∈ B∞. These elements do not belong to B∞, which is why we need to apply
the quotient map π : Γb → Γb/Γ0 in order to obtain an algebra.
Proof. This is a well-known consequence of the fact that ς˘ : B∞ → ς˘(B∞) is a complete order
isomorphism from a C∗-algebra B∞ onto the operator system ς˘(B∞); see [Arv10, Prop. 2.2].
Corollary 5.30. The projective-limit multiplication on ς˘(B∞) ⊂ Γb coincides with the multiplication
on ς˘(B∞) taken modulo Γ0.
Proof. By uniqueness of the C∗-algebraic structure we know that any two multiplications on ς˘(B∞)
compatible with the norm must be isomorphic. But as remarked in §5.7, the exact equality of the
two products at hand is equivalent to the statement that ς˘ is multiplicative modulo Γ0, whence the
result.
Recall that it is the normally ordered elements of T (0)
H
which are constant under the inductive
system ι•,•. The partial inverse ς(m) : ς
(m)(Bm) → Bm of the covariant symbol map ς(m) gives a
normally ordered “quantization” of B∞, and the image of
∏
m∈N0
ς(m) is the normally ordered part of
the Toeplitz core, which is all of T (0)
H
. In contrast, the projective limit B∞ contains (as an operator
space) only the anti-normally ordered elements in T (0)
H
, so “Toeplitz quantization” gives the anti-
normal ordering. Lemma 2.15 shows that π−1(π(ς˘(B∞))) = ς˘(B∞) + Γ0 nevertheless gives all of
T (0)
H
.
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5.10 Strict quantization
Some authors ([Hawk3], [Rie1], [Sain]) do not require commutativity of the “classical limit algebra”
in an axiomatic approach to “strict quantization”. Adapting such a definition, we can show that
what we have done here is a strict quantization.
Let 0B∞ denote the ∗-algebra generated by the ς(m)(A)’s for all A ∈ B(Hm) and all m ∈ N0; thus
0B∞ is a dense ∗-subalgebra (the “algebraic part”) of the inductive-limit C∗-algebra B∞.
Definition 5.31. The Berezin product on 0B∞ is defined for all f, g ∈ 0B∞ by
f
(m)
⋆ g := ς(m)
(
ς(m)(f)ς(m)(g)
)
,
where ς(m) : ς
(m)(Bm) → Bm denotes the partial inverse of ς(m). The Poisson bracket on 0B∞ is
defined by (cf. [Hawk1, §D.1])
{f, g} := lim
m→∞
m√−1(f
(m)
⋆ g − g (m)⋆ f). (5.29)
Of course we do not expect (5.29) to be a Poisson bracket in the ordinary sense, and {·, ·} is not
likely to be interesting unless H• is commutative.
Corollary 5.32. The sequence (B•, ς˘(•)) = (Bm, ς˘(m))m∈N0 is a strict quantization of 0B∞ in the
sense that each ς˘(m) is surjective and, for all f, g ∈ 0B∞,
lim
m→∞
‖ς˘(m)(fg)− ς˘(m)(f)ς˘(m)(g)‖ = 0, (5.30)
lim
m→∞
‖ς˘(m)(f)‖ = ‖f‖, (5.31)
lim
m→∞
‖m−1[ς˘(m)(f), ς˘(m)(g)]− {f, g}]‖ = 0. (5.32)
Proof. We have seen that π ◦ ς˘ : B∞ → T (0)H /Γ0 is injective, so
ς˘(f)ς˘(g)− ς˘(fg) ∈ Γ0,
which is equivalent to von Neumann’s condition (5.30). Rieffel’s condition (5.31) coincides with the
definition of the norm on B∞. Similarly, the Dirac condition (5.32) is tautology in view of our
definition of {·, ·} in (5.29).
We have seen that a subproduct system H• comes with a sequence B• = (Bm)m∈N0 of finite-
dimensional algebras Bm := B(Hm), to which we can add B∞ ∼= O(0)H , and two sequences ς(•) =
(ς(m))m∈N0 and ς˘
(•) = (ς˘(m))m∈N0 of positive unital maps
ς(m) : Bm → B∞, ς˘(m) : B∞ → Bm
such that ς(m) ◦ ς˘(m) converges to the identity map on B∞. As in [Sain, Prop. 2.2] we can associate
to this data a continuous field of C∗-algebras, making explicit the assertion in Remark 4.5.
Corollary 5.33. The C∗-algebra T (0)
H
can be identified with the space of continuous sections of the
continuous field N0 ∪ {∞} ∋ m→ Bm, i.e.
T (0)
H
∼=
{
(Xm)m∈N0∪{∞} ∈
∏
mN0∪{∞}
Bm
∣∣∣ X∞ = lim
m→∞
ς(m)(Xm)
}
.
Proof. We have seen that ς : ς˘(B∞)→ B∞ can be obtained as
ς(X) = lim
m→∞
ς(m)(Xpm).
Thus, the C∗-algebra of continuous sections of B• consists of the image of ς˘(B∞) under ς together
with the sequences (Xm)m∈N0∪{∞} such that X∞ = 0. Hence the result follows from the facts that
ς˘(B∞) + Γ0 = T (0)H and that ς is an isomorphism.
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5.11 OH assembled from projective limits
We now define modules over the projective limit B∞.
Recall that we defined in §4.3 an inductive system ι(k)m,l : B(Hm,Hm+k)→ B(Hl,Hl+k). Define the
adjoint 
(k)
l,m : B(Hl+k,Hl)→ B(Hm+k,Hm) of ι(k)m,l by the property that
φm
(

(k)
l,m(X)Y
)
= φl
(
Xι
(k)
m,l(Y )
)
for all X ∈ B(Hl+k,Hl) and all Y ∈ B(Hm,Hm+k). We deduce that

(k)
l,m(X) =
Tr(Qm)
Tr(Ql)
∑
|r|=l−m
(Q⊗m)r,rR
∗
rXRr
∣∣
Hm
, ∀X ∈ B(Hl+k,Hl),
and that the opertors on HN which are constant with respect to the system 
(k)
•,• are precisely those
of the form ς˘k(f) = (ς˘
(l)
k (f))l∈N0 for some f ∈ B∞, where
ς˘
(l)
k (f) = Tr(Ql)
∑
|j|=l,|k|=l+k
(Q⊗m)−1j,j ωQ(ZjZ
∗
kf)SjS
∗
k
∣∣
Hl
.
Define E(k) to be the set of ς˘k(f)’s for all f ∈ B∞. Then E(k) is an operator system.
Let Γ
(k)
0 be the vector space of sequences of operators in B(Hl+k,Hl) which converge to zero as
l →∞.
Proposition 5.34. The vector space E(k) + Γ(k)0 coincides with the subspace T (−k)H of the Toeplitz
algebra. Hence E(k) is a module over the C∗-algebra B∞, the module action taken modulo Γ(k)0 . In
fact, E(k) is isomorphic as a Hilbert bimodule to E(−k) ∼= O(−k)H .
Proof. The first statements are proven in the same way as for k = 0. For the last assertion, note
that the algebras of compact module operators KB∞(E(−k)) and KB∞(E(k)) are isomorphic, namely
to B∞ ∼= B∞. Hence the modules E(k) and E(−k) are isomorphic [Frank1].
5.12 Commutative case
If H• is associated with the radical homogeneous ideal which defines a projective varietyM ⊂ CPn−1,
Assumption 5.4 is satisfies if and only if M is a coadjoint orbit G/K under some Lie group G, and
then one may take Q = p1 (the identity operator on H1). However, there are many commutative and
noncommutative subproduct systems H• for which a projective limit can be constructed in a weaker
sense.
Let us focus on the case when commutative H•. Then we know that the right shifts R1, . . . , Rn
coincide with the left shifts S1, . . . , Sn, and from our discussion about inductive limits we know
that [S∗j , Sk] is compact for all j, k = 1, . . . , n. Therefore, the maps l,m, and hence the Toeplitz
maps ς˘(m), become asymptotically multiplicative. That is, ς˘ is a homomorphism modulo compacts.
Furthermore, the asymptotic unitality of the maps m+1,m allows us to define a norm on B∞ by the
same formula as before. The map ς˘ then becomes isometric, and it is adjoint to the map ς which
identifies T (0)
H
/Γ0 with B∞ = C0(M). One easily sees that no Toeplitz operator is in Γ0 and that
ς ◦ ς˘ = id .
The main difference from the special case M = G/K is that for general M one has
ς˘(1) 6= 1
and the passage from S to a spherical isometry is more involved since
∑n
k=1 S
∗
kSkpm is not just a
scalar multiple of pm for each m.
As we have seen (recall Proposition 3.6), from the version of Berezin quantization with prequan-
tum condition one obtains a strict quantization of C(M). With projectively induced quantization we
obtain from Corollary 5.32 a strict quantization of C(M), and we do not require M to be smooth.
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Corollary 5.35. For any projective variety M , the sequence (Bm, ς˘(m))m∈N0 is a strict quantization
of the dense ∗-subalgebra of C(M) generated by the ς(m)(Bm)’s.
Corollary 5.35 was inspired [Hawk2], where the Toeplitz operators where defined geometrically in
the case of a prequantum quantization. When M is smooth we see from the proof of [Hawk2, Lemma
4.2] that the limit state on B∞ = C(M) is faithful and hence C(M) is also isomorphic to the subset
ς˘(B∞) of the projective limit B∞ with the multiplication taken modulo compacts. For non-smooth
M we do not know if the limit state on B∞ is faithful.
6 Application to compact matrix quantum groups
6.1 Compact matrix quantum groups
For the theory of compact quantum groups we refer to [KlS], [MaVD], [Timm1]. We shall restrict
attention to compact matrix quantum groups, defined as follows.
Definition 6.1 ([Wang3], [Wor1]). A compact matrix quantum group G is defined by a C∗-
algebra C(G) generated by the entries uj,k of a single unitary matrix u ∈ Mn(C) ⊗ C(G) (for some
n ∈ N) such that the map ∆ : C(G)→ C(G)⊗ C(G) defined by
∆(uj,k) :=
n∑
r=1
uj,r ⊗ ur,k
is a ∗-homomorphism, and such that the transpose ut is invertible.
We refer to the generating matrix u as the defining representation of the “group” G.
The Haar state on C(G) (or the Haar measure on G) is the unique state on C(G) which is
left G-invariant, in the sense that
(id⊗h) ◦∆(f) = h(f)1.
The Haar state is always faithful on the ∗-algebra generated by the uj,k’s but not necessarily so on
the norm closure C(G). There is a canonical construction of a “reduced version” of G, which is a
compact quantum group with faithful Haar state [BMT1, §2] and has the same dense Hopf ∗-algebra.
We shall always work with the reduced version or, what amounts to the same thing, assume that h
is faithful on all of C(G). Then h is a KMS state [Wor4].
6.1.1 Representations and actions
Definition 6.2. A representation of G is a corepresentation of C(G), i.e. an invertible element
v ∈ B(Hv)⊗ C(G), for some Hilbert space Hv, satisfying (in leg-numbering notation)
(id⊗∆)(v) = v13v23
as elements of B(Hv)⊗ B(Hv)⊗ C(G). A representation v is irreducible if the set
HomG(v, v) := {T ∈ B(Hv)|(T ⊗ 1)v = v(T ⊗ 1)}
is trivial.
Definition 6.3. Two representations v ∈ B(Hv) ⊗ C(G) and w ∈ B(Hw) ⊗ C(G) are equivalent,
denoted v ≃ w, if there is a unitary U : Hv → Hw such that
(U ⊗ 1)v = w(U ⊗ 1)
(in particular, this requires dimHv = dimHw). We denote by IrrepG the (countable) set of equiv-
alence classes of irreducible representations of G. We choose a representative u(λ) ∈ B(Hλ) ⊗ C(G)
for each λ ∈ Gˆ.
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Definition 6.4. The tensor product of two representations u ∈ B(H)⊗C(G) and v ∈ B(K)⊗C(G)
is the representation
u⊗ v := u13v23 ∈ B(H⊗ K)⊗ C(G).
In particular, u⊗m = u1,m+1 · · ·um,m+1 is the matrix whose entries in the product basis for H⊗m is
given by
uj,k = uj1,k1 · · ·ujm,km .
Now let us explain the motivation for the invertible operator Q ∈ B(H) that we incorporated in
the Berezin quantization (recall §5.2).
It is a crucial consequence of the axioms of compact matrix quantum groups that for any finite-
dimensional representation v ∈ B(Hv) ⊗ C(G) of G, one can find an invertible matrix Fv ∈ B(Hv)
such that
v¯ := (Fv ⊗ 1)vc(F−1v ⊗ 1) (6.1)
is unitary, where vc = (vt)∗ is the matrix whose coefficients are the adjoints of those of v. The
equivalence class of v¯ is the conjugate of the equivalence class of v (we shall also say that v¯ is a
conjugate of v). The matrix Fv in (6.1) is usually chosen such that Qv := F
∗
v Fv satisfies
Tr(Q−1v ) = Tr(Qv) ≡ dimq(v),
and this quantity is the “quantum dimension” of v. We have Qv¯ = (Q
t
v)
−1. We shall write Qλ :=
Qu(λ) etc. for irreducibles λ ∈ IrrepG and we denote by λ¯ the conjugate of λ.
Every representation of G decomposes completely into a direct sum of irreducibles. Hence, for
each pair of irreps λ, µ ∈ G there are integers mult(ν, λ⊗ µ) ∈ N0 such that
u(λ) ⊗ u(µ) ≃
⊕
ν∈IrrepG
mult(ν, λ⊗ µ)u(ν). (6.2)
Definition 6.5. The equations (6.2) dictate the fusion rules of G. The fusion rules are commu-
tative if
mult(ν, λ⊗ µ) = mult(λ⊗ µ, ν), ∀λ, µ, ν ∈ IrrepG.
Example 6.6. Compact groupsG = G have commutative fusion rules. More generally, q-deformations
of compact Lie groups have commutative fusion rules because the equivalence class of an irreducible
representation is determined by the highest weight of the representation.
The quantum groups in the next two examples are introduced in Definition 6.10 below.
Example 6.7. For any F , the fusion rules of the quantum group Bu(F ) are identical to those of
SU(2); in particular this is true for SUq(2). These fusion rules in fact characterize the Bu(F )’s among
compact quantum groups [Ban3, The´ore`me 2].
Example 6.8. The fusion rules of Au(Q) are far from commutative, see [Ban4].
Definition 6.9 ([Wang1, Def. 3.1]). A left action of a compact matrix quantum group G on a
C∗-algebra B is a unital ∗-homomorphism α : B → B ⊗ C(G) such that
(i) (α⊗ id) ◦ α = (id⊗∆) ◦ α,
(ii) (id⊗ε) ◦ α = id, where ε is the counit on the dense Hopf-∗-subalgebra of C(G), and
(iii) there is a dense ∗-subalgebra 0B of B such that α(0B) ⊂ 0B ⊗ C∞(G).
Similarly, a right action of G on B is a unital ∗-homomorphism α : B → C(G) ⊗ B satisfying the
obvious analogues of the properties (i), (ii) and (iii).
If B is a von Neumann algebra then we replace C(G) by its weak closure L∞(G) in the GNS
representation of the Haar state, and only condition (i) is required in the definition of an action.
Every unitary representation v ∈ B(H)⊗ C(G) of G induces a left action of G on B(H) given by
Adv : B(H)→ B(H)⊗ L∞(G), Adv(A) := v(A⊗ 1)v∗. (6.3)
41
6.1.2 Universal quantum groups
In the following, for a matrix u with entries in C(G), we write uc for the transpose of u∗, i.e.
(uc)j,k := u
∗
j,k where u
∗
j,k is the adjoint of uj,k in C(G).
Definition 6.10 ([Wang3], [Ban4, De´f. 1]). Let F ∈ GL(n,C) be an invertible matrix and write
Q := F ∗F . The universal unitary quantum group G = Au(Q) is the compact matrix quantum
group G whose algebra of continuous functions C(G) is generated by the entries of a unitary n × n
matrix u satisfying the relations making (F ⊗ 1)uc(F−1 ⊗ 1) a unitary matrix.
The universal orthogonal quantum group G = Bu(F ) is the compact matrix quantum group
whose algebra C(G) is the quotient of that of Au(Q) by the relation u = (F ⊗ 1)uc(F−1 ⊗ 1).
The prototype example of a Bu(F ) is the quantum SUq(2) group G := SUq(2). In general, Bu(F )
is some kind of higher-dimensional quantum SU(2) group which has no classical counterpart.
Suppose that H and G are compact matrix quantum groups such that C(H) is a quotient of
C(G). If the quotient map π : C(G)→ C(H) fulfills (π ⊗ π) ◦∆G = ∆H ◦ π, i.e. if π intertwines the
comultiplication of G with that of H, then H is a quantum subgroup G. We have seen that Bu(F )
is a quantum subgroup of Au(Q) when F
∗F = Q.
The name “universal” is motivated by the following fact, which we should anticipate from (6.1).
Lemma 6.11 ([VaDW]). Any compact matrix quantum group G is a quantum subgroup of Au(Q)
for some Q. If G in addition has a self-conjugate defining representation, then C(G) is a quantum
subgroup of some Bu(F ). We write G ⊂ Au(Q) and G ⊂ Bu(F ) ⊂ Au(Q) for these cases respectively.
Let u be the fundamental representation of G ⊂ Au(Q), with Q ∈ GL(n,C). Then the elements
z1 := uk,1, . . . , zn := uk,n of the first row of u satisfy the Q-sphere relations
(Q−1)1,11 =
n∑
r,s=1
(Q−1)r,sz
∗
rzs, 1 =
n∑
s=1
zsz
∗
s . (6.4)
6.1.3 The dual discrete quantum group
Let G be a compact matrix quantum group such that the GNS representation C(G)→ B(L2(G)) of
the Haar state is faithful. We shall identify C(G) with its image in B(L2(G)) and denote by L∞(G)
the von Neumann algebra generated by C(G) in B(L2(G)).
In perfect analogy to the case of ordinary compact groups, the C∗-algebra C(G) has a Peter–
Weyl decomposition
C(G) =
⊕
λ∈IrrepG
B(Hλ)∗, (6.5)
and the completion L2(G) of C(G) in the inner product defined by the Haar state then allows for a
similar decomposition. The comultiplication ∆ on C(G) ⊂ B(L2(G)) takes the form
∆(f) =W (f ⊗ 1)W ∗, ∀f ∈ C(G)
for a unitary operator W on L2(G) ⊗ L2(G) referred to as the multiplicative unitary of G. The
dual of G is then defined via the (multiplier) Hopf C∗-algebra
c0(Gˆ) :=
⊕
λ∈IrrepG
B(Hλ), (6.6)
with the comultiplication given by
∆ˆ(X) :=W ∗(1⊗X)W, ∀X ∈ c0(Gˆ).
We denote by pλ the identity in B(Hλ), regarded as an element of c0(Gˆ). Then the counit εˆ on c0(Gˆ)
is characterized by (cf. (2.4))
εˆ(X)p0 = Xp0, ∀X ∈ c0(Gˆ),
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where 0 ∈ IrrepG is the trivial representation. Every irreducible representation u(λ) of G is obtained
from W by means of
u(λ) =W (pλ ⊗ 1).
The object Gˆ is referred to as a discrete quantum group. In the general theory of “locally
compact quantum groups”, there is a canonical dual quantum group associated also to Gˆ, and this
quantum group is precisely G. In particular, the dual of an ordinary compact group G is a discrete
quantum group, which is an honest group only if G is abelian.
The C∗-algebra c0(Gˆ) is contained in the C
∗-algebra K of compact operators on L2(G). The
multiplier algebra of c0(Gˆ) can be identified with the C
∗-direct product
cb(Gˆ) :=
∏
λ∈IrrepG
B(Hλ),
and the comultiplication ∆ˆ is a map from c0(Gˆ) into cb(Gˆ)⊗ cb(Gˆ). Continuing the analogy with the
theory of honest groups, we shall denote by
cc(Gˆ) :=
⊕
λ∈IrrepG
B(Hλ)
the algebraic sum, and we denote the weak closure of c0(Gˆ) in B(L2(G)) by
R(G) = ℓ∞(Gˆ) := ℓ∞-
∏
λ∈IrrepG
B(Hλ).
This “group-von Neumann algebra” R(G) is contained in the dual C(G)∗ of C(G).
Finally, the algebra of operators on L2(G) affiliated with R(G) can be identified with the product∏̂
λ∈IrrepGB(Hλ), containing all (not necessarily bounded) sequences of elements in the B(Hλ)’s. Of
particular importance is the operator QG := (Qλ)λ∈IrrepG, where Qλ is as in §6.1.1.
From (6.6) we see that the irreducible representations of the C∗-algebra c0(Gˆ) (also referred to
as the irreducible “corepresentations” of Gˆ) are parameterized by λ ∈ IrrepG. In fact, if u(λ) ∈
B(Hλ)⊗ C(G) is the irreducible representation of G with label λ (as in §6.1.1) then
πλ(X) := (id⊗X)(u(λ)) (6.7)
is the corresponding irreducible corepresentation of Gˆ, where X ∈ c0(Gˆ) is regarded as a functional
on C(G). In general, if v is a unitary representation of G then (6.7) defines a representation πv of Gˆ
by substituting u(λ) with v. Then the commutant of πv(c0(Gˆ)) in B(Hv) equals
πv(c0(Gˆ))
′ = B(Hv)G,
the fixed-point subalgebra under the G-action Adv (recall (6.3)).
The same equation (6.7) represents any (possibly unbounded) operator X affiliated to R(G) on
B(Hλ). For each finite-dimensional representation v of G,
πv(QG) = Q
t
v,
where Qv is as in §6.1.1 and Qtv denotes its transpose. In particular, Qtv commutes with the projection
onto any irreducible subrepresentation of v. It is well known that ∆ˆ(QG) = QG ⊗QG, and it gives
Qv⊗w = Qv ⊗Qw
for all finite-dimensional representations v and w.
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6.2 First-row and first-column algebras
Throughout this section, G is a compact matrix quantum group. We denote by (u,H) the defining
representation of G. Thus the C∗-algebra C(G) is generated by the matrix coefficients of the unitary
matrix u ∈ B(H) ⊗ C(G). Set n := dim(H) and fix an orthonormal basis e1, . . . , en of H so that
H ∼= Cn, and let uj,k be the matrix coefficients of u in this basis.
Definition 6.12. The first-row algebra of G is the C∗-algebra C(SG) generated by the first row
z1 := u1,1, . . . , zn := u1,n. This defines the quantum homogeneous space SG.
There is a Z-grading on C(SG) obtained by letting the zk’s have degree 1 while their adjoints
are given degree −1. We write the decomposition into spectral subspaces for the corresponding
U(1)-action as
C(SG) =
⊕
k∈Z
C(SG)(k)
‖·‖
.
Definition 6.13. The quantum homogeneous space G/K is defined as the noncommutative manifold
corresponding to the C∗-subalgebra of fixed points in C(SG) for the U(1)-action:
C(G/K) := C(SG)
(0).
It is clear that C(G/K) is generated by the n2 elements {z∗j zk}nj,k=1 (but this is obviously not a
minimal set of generators).
Example 6.14. If G = G is a compact semisimple Lie group then G/K is a coadjoint orbit and SG is
a principal U(1)-bundle over G/K. Indeed, let (U−1,H−1) be the irreducible unitary representation
of G with highest weight (−1, 0, . . . , 0) and let K be the stabilizer of the complex line spanned by the
highest-weight vector ξ−1. The action U−1 of G on H−1 is unitary, and hence Hamiltonian for the
symplectic form given by the imaginary part of the inner product on H−1. The orbit U−1(G) · [ξ−1]
of the line spanned by ξ−1 is then a Hamiltonian G-homogeneous space, and a characterization of
coadjoint orbits shows that G/K ∼= U−1(G) · [ξ−1] is a coadjoint orbit.
The hyperplane bundle over the projectivization P[H−1] restricts to a holomorphic line bundle L
over G/K and we let SG be the total space of the principal U(1)-bundle over G/K associated with
L∗ (cf. §3.3). A basis for the space of holomorphic sections of L generates C(SG) and, after fixing
a basis e∗1, . . . , e
∗
n for H−1
∼= Cn, such a basis is provided by the coordinate functions z1, . . . , zn of
CPn−1 restricted to G/K. Choosing the basis such that e∗1 ∝ ξ−1 we get G/K = G/K and SG = SG.
For example, if G = SU(n) then K = U(1)× SU(n − 1) and G/K = G/K is complex projective
n-space CPn−1, whereas SSU(n) = S
2n−1 is the unit sphere in Cn.
Example 6.15. The preceding discussion carries over to q-deformations of G, and we get that G/K
is a quantum flag manifold. For G = SUq(n) we obtain quantum projective n-space G/K = CP
n−1
q ,
and SG is the q-deformed (2n− 1)-sphere S2n−1q (cf. [DDL1]).
Example 6.16 ([BaGo1, Thm. 3.3]). Let G := O∗(n) be the half-liberated orthogonal group. Then
C(G/K) is in fact commutative and G/K is just the ordinary complex projective n-space CPn−1,
C(G/K) ∼= C(CPn−1).
The spectral subspaces C(SG)
(k) for the U(1) action on C(SG) are Hilbert bimodules over the
fixed-point subalgebra C(G/K), where the multiplication in the ambient algebra C(SG) defines left
and right C(G/K)-valued inner products
〈ξ|η〉right := ξ∗η, 〈ξ|η〉left := ξη∗ (6.8)
between elements ξ and η in C(SG)
(k).
Remark 6.17 (Row vs column). We can also consider the C∗-algebra generated by the first column
elements wj := uj,1 of u (the “first-column algebra”). Everything proven about the first-row algebra
C(SG) in this paper has a version where one instead uses the generators of the first-column algebra.
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Lemma 6.18. The first-row algebra C(SG) carries an ergodic action of G which contains every
irreducible representation of G with multiplicity one.
Proof. We define a left action C(SG) → C(SG) ⊗ C(G) by restriction of the comultiplication. The
Peter–Weyl decomposition (6.5) of C(G) gives the decomposition
C(SG) ∼=
⊕
λ∈IrrepG
Hλ,
and the comultiplication restricts to the irreducible G-representation u(λ) on each Hλ.
In view of Lemma 6.18 and the above examples, the quantum homogeneous G-space G/K is a
natural generalization of the q-deformed projective spaces (in particular the standard Podles´ sphere
S2q = CP
1). In all cases the unique invariant state under the G-action is the restriction to C(SG) of
the Haar state on C(G).
6.3 Subproduct systems of G-representations
The subproduct system associated with a compact quantum groupG will be a subproduct H• in which
the Hilbert space Hm is contained in the mth tensor power H
⊗m of the fundamental representation
H of G.
The idea is based on the observation that if u ∈ Mn(C) ⊗ C(G) is a representation of a com-
pact matrix quantum group G then the first row z1 := u1,1, . . . , zn := u1,n of u transforms as the
representation u under the “left translation” action λ of G given by restricting the comultiplication
∆:
λ(zk) := ∆(zk) =
n∑
j=1
zj ⊗ uj,k.
The constructions below can easily be made more general but we shall always assume that u is
irreducible. In fact we shall, for simplicity and concreteness, from now on assume that u is the
defining representation of G. Let H be the n-dimensional Hilbert space with basis vectors z1, . . . , zn.
In most cases there are subrepresentations of G contained in the tensor product H⊗H. Keeping only
the largest G-invariant subspace H2 of H⊗H we obtain another irreducible representation u(2) of G.
Indeed, H2 can be identified with the span of zjzk for j, k = 1, . . . , n, and then u
(2) is obtained by
the restricting the comultiplication, just as for u. Continuing like this we obtain a family (Hm)m∈N0
of Hilbert spaces satisfying the subproduct condition (2.1).
Definition 6.19. Let G be a compact matrix quantum group. The subproduct system H• just
described will be referred to as the the G-subproduct system.
If we dropped the requirement that u generates C(G) then Definition 6.19 makes no use of the
fact that C(G) is finitely generated, and hence it works for all compact quantum groups. On the
other hand, if we do not require irreducibility but G is a matrix group, we may always find a self-
conjugate unitary finite-dimensional representation u whose coefficients generate C(G). Indeed, if u
generates C(G) then so does u⊕u¯, and the latter is self-conjugate. If u is self-conjugate and generates
C(G), every irreducible representation of G is obtained as Hm for a unique m ∈ N0. However, for
definiteness we shall always suppose that G is a compact matrix quantum group and that u is the
defining representation, assumed irreducible.
Example 6.20. For G = G a classical compact Lie group, it is well known that the representation
Hλ+µ with dominant weight λ + µ occurs exactly once in the tensor product Hλ ⊗ Hµ; this is the
“Cartan product” of Hλ and Hµ [East1]. In particular, if H• denotes the G-subproduct system then
Hm+1 is the Cartan product of Hm and H. This subproduct system is commutative, i.e. H• ⊆ H∨•,
and the associated projective variety mentioned in §3.1 is a coadjoint orbit, isomorphic to G/K for
some closed subgroup K of G.
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Example 6.21. The SU(n)-subproduct system coincides with the fully symmetric subproduct system
H∨• (Example 2.2).
Example 6.22. The G-subproduct system of the universal quantum group G = Au(Q) with positive
Q ∈ GL(n,C) is the product system H⊗• because each power u⊗m of the defining representation is
irreducible [Ban4].
Example 6.23. For G = Bu(F ) we have self-conjugacy u ≃ u¯ [Ban3]. So if u is irreducible then, as
mentioned above, every λ ∈ IrrepG occurs as Hλ ∼= Hm for some m ∈ N0.
The Hm’s are all irreducible and usually pairwise inequivalent. The only examples where they
are not all inequivalent are those where C(G) is finite-dimensional.
6.4 Berezin quantization of C(G/K)
6.4.1 Covariant symbols as first-row matrix coefficients
Recall the formula (4.9) for the covariant symbol derived in Proposition 4.19. We now observe
that for any compact matrix quantum groups G, the same formula (with u now being the defining
representation of G) appears when taking matrix coefficients of the representation Ad(u(m)) ≃ u(m)⊗
u¯(m) on B(Hm).
Definition 6.24. We say that an element of C(G/K) is normally ordered if all zj ’s occur to the
left of the z∗k’s.
Lemma 6.25. Suppose that every element in C(G/K) can be written in normally ordered form.
Then the C∗-algebra C(G/K) can be generated by covariant symbols
ς
(m)
G
(A) := (Tr⊗ id)((A⊗ 1)u(m)c∗(|e⊗m1 〉〈e⊗m1 | ⊗ 1)u(m)c) (6.9)
for all A ∈ B(Hm) and all m ∈ N0.
Proof. Write φA := Tr(A·). Then the elements
ς
(m)
G
(A) = (φA ⊗ id)
(
u(m)c∗(|e⊗m1 〉〈e⊗m1 | ⊗ 1)u(m)c
)
, A ∈ B(Hm)
form a set which consists exactly of those matrix coefficients of the representation u(m)c∗ ⊗ u(m)c ≃
u(m) ⊗ u¯(m) which are contained in C(G/K).
6.4.2 Intertwining the actions
Let W be the multiplicative unitary of G, i.e. the unitary on L2(G) ⊗ L2(G) implementing the
comultiplication ∆ (cf. §6.1.3). Then the restriction of W to L2(G/K)⊗ L2(G) identifies with
u(N) := (u(m))m∈N0 ∈ cb(Gˆ)⊗ C(G).
We have an action of G on R(G) given by Ad(W ) (i.e. the same formula as for ∆ but now applied
to elements of a different algebra; of course this action extends to all of B(L2(G))). The restriction
of this G-action to B(HN) is just Ad(u(N)). Similarly, the extension of ∆ˆ to B(L2(G)) restricts to a
right Gˆ-action on L∞(G).
So we have the following actions of G and Gˆ on C(G/K).
Definition 6.26. The left G-action αG : C(G/K)→ C(G/K)⊗ C(G) is defined by
αG(ς
(m)
G
(A)) := (ς
(m)
G
⊗ id)(u(m)(A⊗ 1)u(m)∗)
for all A ∈ B(Hm) and all m ∈ N0. The right Gˆ-action αˆG : C(G/K) → cb(Gˆ) ⊗ C(G/K) is defined
by
αˆG(ς
(m)
G
(A)) := (id⊗ς(m)
G
)(u(m)∗(1⊗A)u(m)).
46
Lemma 6.27. The map ς
(m)
G
is G- and Gˆ-equivariant,
∆ ◦ ς(m)
G
(A) = (ς
(m)
G
⊗ id)(u(m)(A⊗ 1)u(m)∗), (6.10)
∆ˆ ◦ ς(m)
G
(A) = (id⊗ς(m)
G
)(u(m)∗(1⊗A)u(m)). (6.11)
The actions αG and αˆG therefore coincide on C(G/K) ⊂ L∞(G) with the left regular action of G and
the right regular action of Gˆ, respectively.
Proof. Let α(m)(A) := u(m)(A ⊗ 1)u(m)∗ and αˆ(m)(A) := u(m)∗(1 ⊗ A)u(m). We use the defining
property of a left action,
(α(m) ⊗ id) ◦ α(m) = (id⊗∆) ◦ α(m).
Formula (4.9) gives
(ς
(m)
G
⊗ id)(α(m)(A)) = (Tr⊗ id⊗ id)((α(m) ⊗ id) ◦ α(m)(A)(|em1 〉〈em1 | ⊗ 1))
= (Tr⊗ id⊗ id)((id⊗∆) ◦ α(m)(A)(|em1 〉〈em1 | ⊗ 1))
= ∆(Tr⊗ id)(α(m)(A)(|em1 〉〈em1 | ⊗ 1)) = ∆ ◦ ς(m)G (A).
The proof of (6.11) is identical, using (id⊗αˆ(m)) ◦ αˆ(m) = (∆ˆ⊗ id) ◦ αˆ(m).
6.4.3 C(G/K) as an inductive limit
Now we will, for certain compact matrix quantum groups G, realize the first-row algebra C(G/K) as a
projective limit B∞. From our previous results we have then obtained C(G/K) as the U(1)-invariant
part of the Cuntz–Pimsner algebra of the G-subproduct system.
Let G ⊂ Au(Q) be a compact matrix quantum group (with faithful Haar measure), with Q ∈
GL(n,C), and let C(G/K) be the U(1)-invariant part of the first-row algebra C(SG).
Let H• = H
G
• be the G-subproduct system and let OH be its Cuntz–Pimsner algebra. In §5 we
defined the Toeplitz quantization ς˘(m) as a map from OH to B∞. In that way we could realize an
isomorphism between O(0)
H
∼= B∞ and the projective limit B∞. In this section we shall use the same
strategy but with a map
ς˘
(m)
G
: C(G/K)→ B(Hm), (6.12)
i.e. we quantize C(G/K) instead of O(0)
H
. We define (6.12) to be the adjoint of the map ς
(m)
G
appearing
in (6.9). We shall in this way obtain an isomorphism between C(G/K) and B∞, and hence, due to
B∞ ∼= B∞, we will arrive at the following result.
Theorem 6.28. Assume that normal ordering is possible in C(G/K). Then there is a C∗-isomorphism
between C(G/K) and the U(1)-invariant part of the Cuntz–Pimsner algebra OH of the G-suproduct
system:
C(G/K) ∼= O(0)H .
This isomorphism is given by the total Toeplitz map ς˘G =
∏
m ς˘
(m)
G
, and it intertwines the ergodic G-
and Gˆ-actions as well as the G-invariant states.
Remark 6.29 (Normal ordering). For general G, the map ς˘G maps the normally ordered part of
C(G/K) onto O(0)
H
. For instance, normal ordering is possible for G = Bu(F ) but not for Au(Q). In
fact, Au(Q) is our only example where ς˘G is not an isomorphism. Commutative fusion rules implies
normal ordering (recall Definition 6.5).
So let us begin by defining B∞ to be the projective limit of the system (B(H•), •,•), where H• is
the G-subproduct system. Here the operator Q on H which appears in the construction of B∞ (§5.2)
is taken to be the same as the matrix defining Au(Q) ⊃ G, assuming Q is equal to its transpose.
Thus, B(Hm) is equipped with the φm-inner product, where φm = Tr(ρ(m)Q ·) is the state defined by
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the density matrix ρ
(m)
Q := Qm/Tr(Qm). We may therefore regard B∞ ∩ T (0)H as a subset of cb(Gˆ)
having trivial intersection with c0(Gˆ).
Lemma 6.30. The G-subproduct system H• and the matrix Q satisfy Assumption 5.4.
Proof. That Q⊗m preserves the subspace Hm ⊂ H⊗m follows from the fact, mentioned in §6.1.3, that
Q⊗m belongs to the commutant of the G-action on H⊗m.
Let L2(S) be the GNS Hilbert space of the restriction of the Haar state to the subalgebra C(S) ⊂
C(G). Then the generators z1, . . . , zn of C(S) are represented ∗-homomorphically as operators on
L2(S). If we denote these by Z1, . . . , Zn we thus have (assuming Q1,1 = 1) from (6.4) that
n∑
k=1
Qk,kZ∗kZk = 1.
Let H0(S) be the closed subspace of L2(S) spanned by z1, . . . , zn. Then H
0(S) is invariant under
Z1, . . . , Zn. Denote by Tk the restriction of Zk toH
0(S) for each k ∈ {1, . . . , n}. If P is the orthogonal
projection of L2(S) onto H2(S), we get
n∑
k=1
Qk,kT ∗kTk = P
n∑
k=1
Qk,kZ∗kZk
∣∣
H2(S)
= 1. (6.13)
Now the tuple T1, . . . , Tn is unitarily equivalent to an operator tuple T˜1, . . . , T˜n on the Fock space
HN satisfying
T˜ ∗j T˜k|Hm =
Tr(Qm+1)
Tr(Qm)
S∗j Sk|Hm , ∀m ∈ N0, j, k ∈ {1, . . . , n}.
where S1, . . . , Sn are the standard shifts on HN and we used again that Qm is simply the restriction
of Q⊗m to an invariant subspace. Equation (6.13) then says that the maps l,m are unital, i.e. that
ιm,l preserves the Q-traces.
Remark 6.31 (Q-spherical isometries and Q-subnormality). One may say that a tuple of operators
T1, . . . , Tn satisfying Equation (6.13) is a Q-spherical isometry’. For Q = 1 we obtain the usual
notion of a spherical isometry. The particular Q-spherical isometry T1, . . . , Tn obtained in the
proof of Lemma 6.30 is moreover Q-subnormal in that it is the restriction to an invariant subspace
of a tuple of operators Z1, . . . , Zn satisfying
∑n
k=1 ZkZ
∗
k = 1. In the commutative case (where we
must have Q = 1) we know from [Atha3, Prop. 2] that a subnormal operator tuple is a spherical
isometry if and only if it is subnormal and its normal extension has joint spectrum contained in the
unit sphere S2n−1.
From our general results we have an isomorphism ς˘(B∞) ∼= B∞ which realizes the projective limit
as an inductive limit. We stress again that this isomorphism ς˘ is not the same as the map ς˘G which
we now try to prove is an isomorphism.
The matrix coefficients of the operator ς˘(m)(f) are of the form
h(zjz
∗
kf), j,k ∈ F+n with |j| = m = |k|. (6.14)
Proof of Theorem 6.28. Since the “coefficient map” ς
(m)
G
in (6.9) is injective, its adjoint ς˘
(m)
G
is sur-
jective. As in the case of B∞, we get that the image of L∞(G/K) under ς˘G is exactly B∞ as a
set.
We cannot use the reasoning in the proof of Lemma 5.20 to deduce that ς˘G is an injection of
C(G/K) into the operator system B∞. On the other hand, we see directly that if ς˘(f) = 0 then,
using that the matrix coefficients of ς˘(f) are given by (6.14) for all m ∈ N, we get that f must be
orthogonal to the whole normally ordered part of C(G/K) ⊂ L2(G). Since we have assumed that
each f ∈ C(G/K) can be normally ordered and that that the Haar state is faithful, this means that
f = 0.
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Moreover, π−1(ς˘(B∞)) is again equal to T (0)H . Namely, the proof in §5.9 carries over completely.
As before we get that ς˘(m) = ∞,m. Since we know that ς˘(B∞) is a C∗-algebra (using that it is a
quotient of the Toeplitz algebra) with a unique multiplication, we obtain the von Neumann condition,
i.e. ς˘(m) is asymptotically a homomorphism (see Corollary 5.30). Thus ς˘ is an isomorphism for the
projective-limit multiplication.
We also know that ς˘G intertwines the vacuum state εˆ with the Haar state h restricted to C(G/K).
Composing with the isomorphism ς˘ : B∞ → ς˘(B∞) we get that h is intertwined with the limit state
ωQ. Finally, Lemma 6.27 shows that ς˘G is G-Gˆ-equivariant.
6.4.4 C(SG) as an inductive limit
Corollary 6.32. Let G be a compact matrix quantum group with faithful Haar measure h : C(G)→ C
such that normal ordering is possible in C(G/K). Then there is a G-Gˆ-equivariant isomorphism
between the first-row algebra C(SG) and the Cuntz–Pimsner algebra OH of the G-subproduct system,
C(SG) ∼= OH.
In particular, OH carries an ergodic action of G in which each irreducible representation of G occurs
exactly once.
Proof. For notation simplicity we identify O(0)
H
with the inductive limit B∞ and the modules O(k)H
with the modules E(k).
Since B∞ ∼= C(G/K), we know that there is a basis e1, . . . , en for H such that the Q-sphere
condition (6.4) is satisfied by the generators Z1, . . . , Zn ofOH, just as it is for the generators z1, . . . , zn
of C(SG). This says precisely that Z1, . . . , Zn and Q
−1/2
1,1 Z1, . . . , Q
−1/2
n,n Zn are standard right and left
tight normalized frames for the B∞-bimodule E(1), respectively; for all ξ ∈ E(1),
n∑
k=1
〈ξ|Zk〉right〈Zk|ξ〉right = 〈ξ|ξ〉right,
n∑
k=1
〈ξ|Q−1/2k,k Zk〉left〈Q−1/2k,k Zk|ξ〉left =
n∑
k=1
ξQ−1k,kZ
∗
kZkξ
∗ = ξξ∗ = 〈ξ|ξ〉left,
and identically for C(SG)
(1) and the zj ’s. If we identify C(G/K) with B∞, this means that the
projection P (1) ∈Mn(C)⊗C(G/K) which defines the module C(SG)(1) coincides with the projection
which defines the module E(1). So the modules are the same and the isomorphism C(SG) ∼= OH is
clear.
For the G-Gˆ-equivariance, we must first define actions on OH. But since we know that C(SG) ∼=
OH we can just specify these action on generators Z1, . . . , Zn by the same formulas as for C(SG).
The last statement is due to Lemma 6.18.
6.5 Comparison with Poisson and Martin boundaries
6.5.1 Poisson integral versus total Toeplitz map
Let G be a compact matrix quantum group with commutative fusion rules (see Definition 6.5) and
faithful Haar measure. The Poisson boundary to be discussed here is the one defined in [Iz1], so if
we were phrasing things in terms of random walks (we shall not), there would in the background be
a representation u of G whose coefficients generate C(G) (without any need of the adjoints u∗j,k).
Izumi defines [Iz1, Lemma 3.8] the Poisson integral to be the unital completely positive map
Θ : L∞(G)→R(G) given by
Θ(f) := (id⊗h)(W ∗(1⊗ f)W ), (6.15)
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where W is the fundamental unitary (§6.1.3). Similar to the projective limit B∞ which is the image
of our total Toeplitz map ς˘ , the image of map Θ is an operator system, usually denoted by H∞(Gˆ),
which can be made into a von Neumann algebra by replacing the operator multiplication by the
new one. Moreover, Θ is a complete order isomorphism onto its image. A possible definition of the
Poisson boundary of Gˆ is then as the preimage, say L∞(G/T), of Θ in L∞(G). We then refer to
the abstract object G/T as the Poisson boundary of Gˆ. The notation G/T is chosen to indicate that
G and Gˆ act ergodically on L∞(G/T).
The Poisson boundary G/T is defined in terms of a von Neumann algebra. In order to compare
G/T with what we have denoted G/K, note that ς˘ extends to a normal completely positive map
(denoted by the same symbol)
ς˘ : L∞(G/K)→ B∞ (6.16)
and this is the “first-row” version of the Poisson integral. Using it one can carry out Berezin quan-
tization on the level of von Neumann algebras. Inspiring work here is [INT1].
The Poisson integral (6.15) can be decomposed into components Θλ : L
∞(G) → B(Hλ) for
λ ∈ IrrepG, and doing so one easily calculates the adjoints Θ∗λ : B(Hλ) → L∞(G). Noticing
the similarity to Berezin quantization, [INT1] referred to the composition Θ∗λ ◦ Θλ as the “Berezin
transform”. This terminology is not entirely fortunate because Θ∗λ ◦ Θλ does not coincide with the
usual notion of Berezin transform when G = G is an ordinary group. The issue is that Θ∗λ is obtained
by tracing against the invertible operator Qλ (which is of full rank) instead of a rank-1 projection.
The distinction is the use of “first-row” versus all of G. This distinction persists even if we, as Izumi
does, assume that every irreducible representation of G is contained in some power of u.
It is therefore interesting that the final results (G/K and G/T) are not very different. For SUq(2)
they even coincide. In general, we should view G/K as a (noncommutative) non-maximal flag variety
(prototype example being CPn−1q ) while G/T is the maximal flag variety (so T is the “maximal
torus”); cf. [Tom1].
The transition between classical and quantum Poisson boundaries is rather involved [NT1]. In
fact, if G = G is an ordinary compact group then the Poisson boundary is trivial: L∞(G/T) = C1
[Iz1, Cor. 3.9]. In contrast, Berezin quantization carries over in perfect analogy with the commutative
case.
6.5.2 Markov operator
The set H∞(Φ) of fixed points of a normal completely positive map Φ on a von Neumann algebra is
an ultraweakly closed operator system which can be made into a von Neumann algebra by replacing
the operator multiplication by the so-called “Choi–Effros multiplication” [Arv10, Thm. 3.1], [Iz4].
The new multiplication on the Poisson boundary H∞(Gˆ) mentioned above is just an example
of a Choi–Effros multiplication. The completely positive map on R(G) whose fixed-point set equals
H∞(Gˆ) takes the role of Markov operator for the “noncommutative random walk” on Gˆ.
The following can be summarized by saying that with Berezin quantization one ends up with a
random walk on the “dual” of G/K instead of the dual of G. Note however that it works for any
subproduct system H•. Fix thus a subproduct system H• and denote as usual by Γb = Γb(B•) the
von Neumann-algebraic direct sum of the matrix algebras Bm := B(Hm).
Definition 6.33. The Markov operator on B• is the unital normal completely positive map
Φ : Γb → Γb defined by
Φ(X•) := X•−1 = (m,m−1(Xm))m∈N.
Proposition 6.34. The set H∞(Φ) of Φ-fixed points in Γb(B•) is equal to the projective limit B∞. In
particular, B∞ is a von Neumann algebra. On the subset ς˘(B∞) ⊂ B∞, the Choi–Effros multiplication
coincides with the projective-limit multiplication.
Proof. The first statement is clear, so B∞ is a von Neumann algebra. To prove the last statement
we use the result [Iz3, Cor. 5.2] that the Choi–Effros product of X,Y ∈ H∞(Φ) is given by
X ⋄ Y = lim
r→∞
Φr(XY ),
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where XY is the multiplication in B(HN) and the limit is in the strong operator topology. Now, the
mth component of X ⋄ Y is
(X ⋄ Y )m =
(
lim
r→∞
Φr(XY )
)
m
= lim
r→∞
m+r,m((XY )m+r)
= ∞,m
(
lim
r→∞
(XY )m+r
)
=
(
lim
l→∞
ς˘(l)(XY )
)
m
,
where we used that Xm = ∞,m(X) = ς˘
(m)(X). This shows that ⋄ is the projective-limit multiplica-
tion (5.23) whenever we have convergence in norm. Since norm-convergence holds for X = ς˘(f) and
Y = ς˘(g) with f, g ∈ B∞, the claim holds.
6.5.3 Martin boundaries
While the Poisson boundary is a measure-theoretic object defined via a von Neumann algebra, the
Martin boundary is specified in terms of a C∗-algebra [NT1]. Its relation to Berezin quantization is
the same ”first-row versus all-of-G“ story as with the Poisson boundary but we shall discuss only a
special case in which G/K agrees with the Martin boundary of Gˆ. The reason for this coincidence is
that the defining representation of the chosen G is self-conjugate and irreducible, so that H• contains
all irreducible representations.
Our approach here via inductive limits was partially inspired by [VVer1], where they construct a
“Martin boundary” of the dual of G for G = Bu(F ) in the same way. Our notation B∞ is chosen to
make comparison with that paper easy. Let F ∈ GL(n,C) such that F¯F = ±1; this ensures that the
defining representation of G = Bu(F ) is irreducible. By construction, the Martin boundary of Gˆ is
equal to the inductive limit B∞ of the G-subproduct system.
In [VaVe1], another realization of the Martin boundary was accomplished. First define Bu(F, Fq)
to be the universal C∗-algebra generated by the entries of a unitary 2× n matrix Y satisfying
Y = FqY
cF−1. (6.17)
where Fq :=
( 0 |q|1/2
±|q|−1/2 0
)
, with q defined by |q + q−1| = Tr(F ∗F ) and FF¯ = ±q and we wrote
q = ∓|q|. It is shown in [VaVe1] that the U(1)-action ρ on Bu(F, Fq) given by
ρλ(Y ) :=
(
λ 0
0 λ¯
)
Y, ∀λ ∈ C, |λ| = 1
allows recovering the Martin boundary as the fixed-point algebra Bu(F, Fq)U(1).
Since our inductive limit B∞ coincides with the Martin boundary of the dual of Bu(F ), we know
(using Theorem 6.28) that Bu(F, Fq)U(1) must coincide with C(G/K). This can be seen directly. Let
z1, . . . , zn and w1, . . . , wn be the elements of the first and second row of Y respectively. Then (6.17)
reads
zk = |q|1/2
n∑
s=1
w∗sF
−1
s,k , ∀k = 1, . . . , n. (6.18)
The action ρz is given by
ρλ(zk) = λzk, ρλ(wk) = λ¯wk,
so the fixed-point algebra consists of elements of the form zjwk, and their adjoints, as well as zjz
∗
k
and wjw
∗
k. Now (6.18) shows that Bu(F, Fq)U(1) = C(G/K), as asserted.
Note however that Bu(F, Fq) is not at all the same as the first-row algebra C(SG).
Thus we have one example where the Martin boundary of a discrete quantum group identifies
with the object G/K defined in this paper. Also, let q ∈ (0, 1]. Then for the G = SUq(2)-subproduct
system H• we have an equivariant isomorphism
O(0)
H
∼= C(S2q),
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where G/K = S2q is the Podles´ sphere. For q < 1, this shows again that our inductive limit B∞
coincides with the C∗-algebra referred to as the Martin boundary of the dual of SUq(2) in [VVer1]
(because the same boundary is known to be the Podles´ sphere [NT1]). For q = 1, we have agreement
with Biane’s Martin boundary of the dual of SU(2) [Biane1].
7 Concluding remarks
We have seen that the inductive limit B∞ associated with a subproduct system H• is a sensible
generalization of the C∗-algebra C(M) of continuous functions on a quantizable Ka¨hler manifold,
in the case the Ka¨hler structure is projectively induced (so M is embeddable as a submanifold of
projective space). We may therefore write
C(M) := B∞,
and say that M is the noncommutative projective variety associated to H•. We may also refer
to elements of
C(SM) := OH.
as functions on the total space SM of a noncommutative circle bundle over M. Thus the notation
M := G/K and SM := SG would be consistent with that in §6 when H• is the G-subproduct system.
In [An5] we refer to M as the “dequantization manifold”.
By defining C(M) to be equal (and not just isomorphic) to the inductive limit B∞, the non-
commutative space M comes with more structure than just its topology. Namely, if M = M is
commutative then the inductive system gives an embedding into projective space CPn−1 and, if M
is non-singular, endows M with a complex-analytic (in particular smooth) structure, a polarization
L (choice of ample line bundle), an inner product on H0(M ;L) (the one we started with, making
H0(M ;L) into the Hilbert space H), a Hermitian metric on L (the one defining the ∗-structure on
OH; this is just the Fubini–Study metric associated with the inner product on H) and a volume
form on M (viz. the limit state, which need not be the same as Fubini–Study volume form). As we
have seen, these structures have perfect generalizations to the noncommutative setting. Note that
the quantum homogeneous spaces G/K are “balanced” in the sense that the limit state on C(G/K)
coincides with the state induced by the Haar state on C(G).
The covariant symbols ς(m)(A) and the Toeplitz operators ς˘(m)(f) can be expressed in terms of
the projections P (m) ∈ B(Hm) ⊗ C(M) which define the modules E(m). In this way one generalizes
the Rawsnely coherent-state projections in [RCG1], and in particular the coherent states in [Per1].
We will use this when we discuss the (fuzzy) geometry of M in another paper.
There are also projections P (−m) and maps ς(−m), ς˘(−m) etc. associated with the modules E(−m).
In this way one quantizes instead the anti-normal part of C(G/K).
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