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Resumen
El modelo Bulk Synchronous Parallel (BSP) Computing  permite predecir el coste de al-
goritmos paralelos. En este trabajo* se analizan,  implementan según este modelo y com-
paran entre sí, tres algoritmos para la resolución de sistemas tridiagonales en paralelo: un
método del tipo divide y vencerás, el método de las particiones superpuestas y el método de
las particiones de Wang. Se realiza un estudio del coste computacional teórico comparán-
dolo con los resultados experimentales, obtenidos al ejecutar dichos algoritmos en un
cluster de estaciones de trabajo RS/6000 .
1. Introducción
Consideremos el sistema
Ax = d, (1)
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es una matriz tridiagonal, no singular e irreducible (es decir, bi ≠ 0 y ci+1 ≠ 0, para
i = 1, 2,..., n-1) y d = [d1,d2,...,dn]T es el vector de términos independientes.
Entre los diferentes métodos propuestos para resolver sistemas tridiagonales podemos citar
el método de las particiones superpuestas (OPM) de Larriba, Jorba y Navarro [LAR93], el
método de desacoplamiento recursivo en paralelo de Spaletta y Evans [SPA93], el método de
particiones de Wang [WAN81], o el método de Bondelli [BON91] basado en un algoritmo
del tipo divide y vencerás. También se han introducido modificaciones en algoritmos tradicio-
nales ya existentes de resolución de sistemas con el fin de paralelizarlos, entre los que pode-
mos citar el método de reducción cíclica propuesto por Hockney [HOC65] y todas las varian-
tes del mismo (véase por ejemplo Dodson y Levin [DOD92]).
El modelo de computación BSP (véase Bisseling y McColl [BIS94], McColl
[MCC94,MCC95] y Valiant [VAL90] para una descripción más detallada del modelo) pro-
porciona una base para el diseño de algoritmos cuya complejidad y coste podemos predecir
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para una gran variedad de arquitecturas paralelas. El modelo de programación está basado en
el concepto fundamental de superpaso (superstep). Un superpaso es un segmento de la com-
putación en la que cada procesador puede realizar una secuencia de operaciones utilizando sus
propios datos locales o iniciar requerimientos de datos no locales. Cualquier computador BSP
puede caracterizarse por los cuatro parámetros siguientes:
• p, que representa el número de procesadores.
• s, que representa la velocidad de cada procesador.
• l, que es el coste de sincronización.
• g, que es el número máximo de operaciones calculadas por todos los procesadores en un
segundo dividido por el número máximo de palabras recibidas por todos los procesado-
res en un segundo y representa una medida de la frecuencia con que podemos realizar
accesos remotos.
2. Descripción de los métodos
En el sistema (1) se considera la siguiente partición por bloques
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(2)
donde la matriz A se supone estrictamente diagonal dominante, por cuestiones de estabilidad
numérica, y cada bloque es de dimensión k×k, con k = n
p
.
2.1. Método divide y vencerás
Teniendo en cuenta esta última partición y escribiendo los bloques subdiagonales y superdia-
gonales como Ci+1 = cik+1 e1 ekT, Bi = bik ek e1T,  i = 1, 2,..., p-1, donde e1 y ek son, respectiva-
mente, la primera y la última columna de la matriz identidad de tamaño k×k; podemos rees-
cribir el sistema (2) mediante el siguiente conjunto de ecuaciones de tres términos
Ci xi-1+ Ai xi+ Bi xi+1 = di ,         i = 1, 2,..., p, (3)
con C1 = Bp = O.
Como Ai, i = 1, 2,..., p, es una matriz no singular, de (2) y (3) tenemos que
xi = Ai-1di - c(i-1)k+1 A-1  e1  ekT xi-1 - bik Ai-1 ek  e1T  xi+1 ,        i = 1, 2,..., p,
con c1 = bpk = 0, o equivalentemente,
xi = yi + α2i-2 z2i-2 + α2i-1 z2i-1,       i = 1, 2,..., p, (4)
donde
yi = Ai-1  di,       z2i-1 = Ai-1 ek,,      z2i = Ai-1 e1, (5)
α2i-1 = -bik e1T xi+1,    α2i = -c(i-1)k+1 ekT xi-1, (6)
para i = 1, 2,..., p, con α0 = α2p-1 = 0.
De (4)-(6) se obtiene un conjunto de ecuaciones, que constituyen un sistema tridiagonal
H α = β (7)
con incógnitas αi, i = 1, 2,..., 2p-2, matriz de coeficientes
H
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y vector de términos independientes β = [β1, β2,..., β2p-2]T , con
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Una vez obtenida la solución α del sistema (7), sustituyendo en (4) obtenemos la solución
x del sistema (2).
2.2. El método OPM
Definimos la dominanza diagonal de la matriz A, que representaremos en adelante por δ,
como
{ }δ δ δ= =
+≤ ≤
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Se considera la partición dada por (2). Si resolvemos los subsistemas Ai xi = di, i=1, 2,..., p,
obtenemos un vector [x1,x2,...,xp]T que no coincide exactamente con el vector solución del
sistema (1), ya que omitimos los bloques subdiagonales y superdiagonales. Dependiendo del
valor particular de la dominanza diagonal del sistema puede ser una solución bastante aproxi-
mada. El error máximo se comete en las componentes ki, ki+1, para i = 1, 2,..., p-1. Para mi-
nimizar este error el método toma como base la partición dada en (2), efectuando una nueva
partición de A y los vectores x, d de la siguiente forma: se añaden m ecuaciones al primer y
último bloque y 2m ecuaciones a cada bloque intermedio, obteniendo así un nuevo conjunto
de subsistemas
  Ai i ix d= ,       i = 1, 2,..., p.
Para obtener la solución de (1), de cada procesador intermedio se eligen las k componentes
centrales del vector solución, del primer procesador se toman las k primeras componentes y
del último las k últimas. Para un estudio detallado del cálculo de m y de la convergencia del
método véase [LAR93].
2.3. Método de Wang
De nuevo se considera la partición dada en (2). En este método se procede de forma simultá-
nea a eliminar los elementos situados por encima y por debajo de la diagonal principal de la
matriz de coeficientes del siguiente modo:
1  Se realiza la partición sobre A y los vectores x, d de acuerdo con (2).
2  Se eliminan los elementos superdiagonales de los bloques diagonales, así como los elemen-
tos no nulos de los bloques subdiagonales. En este proceso aparecen nuevos elementos en
las columnas ki, para i = 1, 2,..., p-1, en los bloques subdiagonales, que escribimos como fi,
para i = 1, 2,..., (p-1)k. La matriz resultante al final de este proceso es triangular superior,
salvo en las columnas ki-ésimas, para i = 1, 2,..., p-1.
3  Se anulan los elementos situados por debajo de la diagonal principal.
4  La matriz A se diagonaliza anulando los elementos por encima de la diagonal principal. La
solución se obtiene de forma inmediata.
Véanse [WAN81] y [CLI97b] para una descripción más detallada del método.
El método presenta una dificultad para su paralelización en el punto 4, debido a la forma de
la matriz a la que se llega después de los tres primeros pasos, que obliga a realizar de forma
secuencial las sustituciones para que no aparezcan elementos no nulos fuera de la diagonal
principal. Se realiza una modificación sobre el método original consistente en actualizar al
mismo tiempo en todos los procesadores los elementos no nulos de las columnas ki-ésimas,
para i = 1, 2,..., p. Si gki son los elementos que aparecen por encima de la diagonal principal
situados en las filas ki-ésimas tras realizar los cuatro primeros pasos del algoritmo, la actuali-
zación de los elementos del vector de términos independientes se produce en los procesadores
P1,P2,...,Pp de la siguiente forma:
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el procesador Pi, para i = 1, 2,..., p-1, actualiza el elemento dki a partir de los elementos envia-
dos por los procesadores Pj, para j = i+1, i+2,..., p, realizando la siguiente operación elemental
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Una vez actualizados estos valores, se eliminan en paralelo los elementos no nulos de cada
bloque diagonal y se modifican los correspondientes valores dk(i-1)+j, para j = 1, 2,..., p-1. De
esta manera evitamos la pérdida de paralelismo en los cálculos finales, conducentes a la dia-
gonalización de la matriz, y ahorramos un paso de comunicación al procesador principal.
3. Coste BSP
Para estudiar el coste BSP de los distintos métodos descritos en la sección 2, hemos imple-
mentado un algoritmo BSP para cada uno de ellos.
3.1. Coste BSP del método divide y vencerás
ALGORITMO 1: Método divide y vencerás, según el modelo BSP, para sistemas tridiagonales.
Superpaso 1 Comunicación de datos a los procesadores.
Para i=2,3,...,p, el procesador Pi  recibe la submatriz Ai y el vector di desde el procesador principal.
Superpaso 2 Resolución de los subsistemas intermedios y envío de las variables auxiliares al procesador principal.
En el procesador principal se resuelve el sistema A1 [y1, z1] = [d1, ek].
En el procesador Pi, para i = 2,..., p-1, se resuelve el sistema Ai [yi, z2i-2, z2i-1] = [di, e1, ek].
En el procesador Pp se resuelve el sistema Ap [yp, z2p-2] = [dp, e1].
El procesador Pi envía los vectores yi, z2i-2, z2i-1 al procesador principal.
Superpaso 3 Obtención de la solución final.
En el procesador principal se obtiene H, se resuelve el sistema (7) y se calcula la solución x.
Coste aritmético Coste de comunicación Coste del superpaso
Superpaso 1 0 4(n-k)g 4(n-k) g+l
Superpaso 2 14k-11 (3n-4k)g (14k-11)+(3n-4k)g +l
Superpaso 3 4n+18p-4k-25 0 4n+18p-4k-25
Total 4n+18p+10k-36 (7n-8k)g (4n+18p+10k-36)+(7n-8k)g+2l
 Tabla 1: Coste BSP del método divide y vencerás de Bondelli.
3.2. Coste computacional del método OPM
ALGORITMO 2: Método OPM, según el modelo BSP, para sistemas tridiagonales.
Superpaso 1
Cálculo, en el procesador principal, de los parámetros δ , μ  y m y envío a cada procesador de m.
Superpaso 2
Desde el procesador principal se transmiten a los procesadores Pi, para i = 1, 2,..., p, los bloques Ai, Bi y Ci de la partición
superpuesta y las componentes del vector d que les correspondan.
Superpaso 3
Cada procesador Pi resuelve el subsistema      Ai i ix d= .
Para i = 2,..., p, el procesador Pi comunica al procesador P1 las variables   ,   ,...,  ( ) ( )x x xk i k i ki− + − +1 1 1 2 .
Coste aritmético Coste de comunicación Coste del superpaso
Superpaso 1 3n+12 g (3n+12)+g+l
Superpaso 2 0 (4n+8mp-4k+4m)g (4n+8mp-4k+4m)g+l
Superpaso 3 8k+16m-7 (n-k)g (8k+16m-7)+(n-k)g+l
Total 3n+8k+16m+5 (5n+8mp-5k+4m+1)g (3n+8k+16m+5)+ (5n+8mp-5k+4m+1)g+3l
 Tabla 2: Coste BSP del método OPM.
3.3. Coste computacional del método de particiones de Wang
ALGORITMO 3: Método de Wang, según el modelo BSP, para sistemas tridiagonales.
Superpaso 1
El procesador P1 recibe el bloque A1 y las k primeras componentes del vector de términos independientes.
Para i = 2, 3,..., p, el procesador Pi, recibe el bloque Ai, los elementos bik, cik+1 y [d(i-1)k+1, d(i-1)k+2,..., dik]T.
Superpaso 2
Para i = 2, 3, ..., p,
El procesador Pi anula los elementos c(i-1)k+j, para j = 2,..., k.
El procesador Pi anula los elementos b(i-1)k+j, para j = k-2,..., 1.
El procesador Pi recibe los elementos ajk, bjk,djk, para j = 1,..., p.
Superpaso 3
Para i = 2, 3, ..., p, el procesador Pi anula los elementos bik y comunica al procesador Pi-1 los elementos
a(i-1)k, d(i-1)k.
Superpaso 4
Para i = 1, 2,..., p-1, el procesador Pi+1 anula los elementos fik+j, para j = 1, 2,..., k.
Para i = 2, 3,..., p, el procesador Pi comunica al procesador Pj, siendo j<i, los elementos g(i-1)k, aik, dik.
Superpaso 5
Para i = 1, 2,..., p-1,
El procesador Pi+1 anula los elementos gik, dik.
El procesador Pi actualiza los elementos dik.
El procesador Pi anula los elementos g(i-1)k+j, para j = 1, 2,..., k-1.
Para i = 1, 2,..., p, el procesador Pi calcula
d
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, para  j = 1, 2,...,  p.
Cada procesador envía su solución parcial al procesador principal.
Coste aritmético Coste de comunicación Coste del superpaso
Superpaso 1 0 (4n-4k)g (4n-4k)g+l
Superpaso 2 12k-18 (3p2-6p+3)g (12k-18)+(3p2-6p+3)g+l
Superpaso 3 6 (2p2-4p+2)g 6+(2p2-4p+2)g+l
Superpaso 4 5k (3p2-6p+3)g 5k+(6p2-6p+3)g+l
Superpaso 5 3p+4k-6 (n-k)g (3p+4k-6)+(n-k)g+l
Total 3p+21k-18 (5n-5k+8p2-16p+8)g (3p+21k-18)+( 5n-5k+8p2-16p+8)g +5l
 Tabla 3: Coste BSP del método de las particiones de Wang.
4. Resultados experimentales
Para la obtención de los resultados experimentales se ha elegido como problema modelo la
resolución de un sistema de ecuaciones lineales de orden n, donde los elementos de la matriz
de coeficientes se han generado aleatoriamente y el vector de términos independientes se cal-
cula de forma adecuada para que la solución exacta sea el vector x = [1,1,...,1]T. Las pruebas
se han realizado en un cluster de estaciones de trabajo RS/6000 conectadas en red del tipo
ethernet, utilizando el protocolo de comunicaciones TCP/IP.
Para la implementación de los algoritmos se ha utilizado la librería BSP de Oxford (véase
Miller [MIL93a] y Miller y Reed [MIL93b]). Los valores de los parámetros de la máquina
BSP con la que se han realizado las pruebas han sido calculados siguiendo el modelo propues-
to por Hockney [HOC91] y se recogen en la tabla 4.
s p l g N1/2 (palabras)
14 2 69000 175 4
4 125000 300 4
8 225000 450 4
Tabla 4: Parámetros BSP del cluster de máquinas RS/6000.
La tablas 5-7 muestran los tiempos esperados teóricamente y de ejecución en la máquina
para 2, 4 y 8 procesadores, donde DCt, OPMt y WANGt representan el coste teórico esperado
para los métodos divide y vencerás, OPM y de Wang respectivamente, y DCe, OPMe y
WANGe los costes medidos experimentalmente para esos mismos métodos.
Las figuras 1-6 muestran los resultados comparados de tiempo teórico y tiempo experimen-
tal para matrices cuyo tamaño varía entre 128 y 32768, para 2, 4 y 8 procesadores. Se observa
que, a medida que el número de procesadores y la dimensión de la matriz crecen, aumenta la
diferencia entre los tiempos experimentales y los valores esperados. Este hecho es reseñable
dado que el modelo BSP proporciona una cota superior sobre el tiempo de ejecución de los
algoritmos. Además, cuando el número de procesadores es superior a dos y el tamaño de la
matriz es pequeño, el tiempo medido experimentalmente en el método de Wang sobrepasa el
esperado. Ello es debido a que en los superpasos 3 y 4 del algoritmo se comunican pocos ele-
mentos, por  lo que el peso del start-up en el coste de comunicación es grande, y en el cálculo
del parámetro g intervienen procesos de comunicación de gran tamaño.
n DCt OPMt WANGt DCe OPMe WANGe
128 0,019 0,022 0,029 0,013 0,016 0,027
256 0,025 0,026 0,033 0,018 0,023 0,030
512 0,034 0,034 0,041 0,028 0,028 0,036
1024 0,054 0,050 0,057 0,041 0,042 0,052
2048 0,093 0,083 0,090 0,081 0,070 0,075
4096 0,171 0,148 0,156 0,135 0,120 0,130
8192 0,327 0,278 0,287 0,310 0,220 0,251
16384 0,640 0,538 0,549 0,610 0,410 0,454
32768 1,265 1,058 1,073 1,211 0,811 0,870
Tabla 5: Tiempos teórico y experimental para 2 procesadores, en segundos.
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Figura 1: Coste teórico y experimental para 2 procesadores y 128 ≤ n ≤ 2048.
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Figura 2: Coste teórico y experimental para 2 procesadores y 2048 ≤ n ≤ 32768.
n DCt OPMt WANGt DCe OPMe WANGe
128 0,041 0,041 0,057 0,031 0,039 0,070
256 0,054 0,051 0,067 0,041 0,048 0,080
512 0,082 0,072 0,088 0,068 0,064 0,090
1024 0,137 0,113 0,129 0,101 0,098 0,130
2048 0,247 0,196 0,212 0,220 0,180 0,210
4096 0,467 0,351 0,377 0,380 0,350 0,340
8192 0,908 0,692 0,707 0,841 0,650 0,680
16384 1,790 1,353 1,369 1,455 1,067 1,170
32768 3,553 2,675 2,692 2,910 2,150 2,300
Tabla 6: Tiempos teórico y experimental para 4 procesadores, en segundos.
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Figura 3: Coste teórico y experimental para 4 procesadores y 128 ≤ n ≤ 2048.
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Figura 4: Coste teórico y experimental para 4 procesadores y 2048 ≤ n ≤ 32768.
n DCt OPMt WANGt DCe OPMe WANGe
128 0,073 0,092 0,111 0,044 0,070 0,150
256 0,098 0,111 0,129 0,081 0,080 0,170
512 0,147 0,147 0,165 0,130 0,110 0,200
1024 0,246 0,219 0,237 0,190 0,180 0,250
2048 0,444 0,363 0,381 0,350 0,270 0,370
4096 0,839 0,652 0,670 0,805 0,450 0,620
8192 1,631 1,229 1,246 1,550 0,911 1,150
16384 3,214 2,383 2,400 2,950 1,995 2,100
32768 6,380 4,692 4,707 5,055 3,765 4,200
Tabla 7: Tiempos teórico y experimental para 8 procesadores, en segundos.
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Figura 5: Coste teórico y experimental para 8 procesadores y 128 ≤ n ≤ 2048.
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Figura 6: Coste teórico y experimental para 8 procesadores y 2048 ≤ n ≤ 32768.
5. Conclusiones
El modelo teórico de coste BSP nos proporciona una cota superior del coste de ejecución del
algoritmo excepto en algunos casos especiales en los que el patrón de comunicación es inu-
sual, tal como se ha comentado en la sección 4.
El coste teórico del método DC es ligeramente superior al de los otros dos algoritmos, que
tienen a su vez un coste teórico similar. Se observa, en cambio, que en la práctica el método
OPM proporciona mejores resultados que los demás. En el coste teórico de este último méto-
do influye el valor m que está en función de la dominanza diagonal de la matriz. Se han reali-
zado pruebas para matrices con valores extremos de la misma sin que se hayan apreciado va-
riaciones significativas de tiempo.
El coste experimental se aproxima menos al coste teórico al trabajar con 8 procesadores,
aunque hay que notar que no se producen desviaciones significativas tanto para 2 como para 4
procesadores, especialmente cuando el tamaño de las matrices es intermedio. Debemos notar
que las mayores diferencias en cuanto a tiempos se producen cuando n = 32668 y que este
hecho queda reflejado en todos los procesadores: para dicho tamaño se produce un descenso
en el tiempo de ejecución del algoritmo respecto al tiempo esperado de forma teórica.
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