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We describe the procedure for obtaining Hamiltonian equations on a manifold with so(k,m) Lie-
Poisson bracket from a variational problem. This implies identification of the manifold with base of a
properly constructed fiber bundle embedded as a surface into the phase space with canonical Poisson
bracket. Our geometric construction underlies the formalism used for construction of spinning
particles in [24–27], and gives precise mathematical formulation of the oldest idea about spin as the
”inner angular momentum”.
I. INTRODUCTION
Typical spinning-particle model consist of a point on a
world-line and some set of variables describing the spin
degrees of freedom, which form the inner space attached
to that point [1]. In fact, different spinning particles
discussed in the literature differ by the choice of inner
space of spin. The choice is dictated by algebra of com-
mutators of spin operators in quantum theory. This is
the algebra of angular momentum. For example, for the
case of non-relativistic spin (Pauli equation), the oper-
ators Sˆ1, Sˆ2, Sˆ3 are proportional to the Pauli matrices
and obey so(3) algebra [Sˆi, Sˆj ] = i~ijkSˆk. If we intend
to arrive at the algebra starting from a variational prob-
lem of classical mechanics, the most natural way is to
consider the spin variables as the composed quantities,
Si = ijkωjpik, where ω, pi are coordinates of phase space
equipped with canonical Poisson bracket. Unfortunately,
this is not the whole story. First, we need some mecha-
nism which explains why ~S, not ω and pi must be taken
for the description of spin degrees of freedom. Second,
the basic space is six-dimensional, while the spin mani-
fold is two-dimensional (remind that the square of spin
operator has fixed value, Sˆ2 = 3~
2
4 ). To improve this, we
need to impose constraints on the basic variables. This
implies the use of Dirac machinery for constrained theo-
ries.
Following these lines, various non-Grassmann
spinning-particle Lagrangians have been constructed
and analyzed in the recent works [24–28]. In [24] it
has been demonstrated that so(3) algebra leads to
a reasonable model of non-relativistic spin. so(1, 3)
algebra can be used to construct variational problem for
unified description of both the Frenkel [22] and BMT
[23] theories of relativistic spin [25]. so(2, 3) algebra
implies two different models associated with the Dirac
equation [26–28].
In the present work we describe the unique geometric
construction of spin surface which lies behind the mod-
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els. We discard the world-line variables and concentrate
on the structure of spin sector of the models (the case of
frozen spin). This reduces the problem to that of formu-
lation of a variational problem for Hamiltonian system
on a manifold with Lie-Poisson bracket.
We analyze and solve the problem for so(k,m) Lie-
Poisson manifold, the case which has immediate appli-
cations, as we have mentioned above. Spin surface will
be identified with base of spin fiber bundle determined
by the same system of algebraic equations in any dimen-
sion. On the geometric language, this is the structure of
fiber bundle that forces us to describe the spin degrees
of freedom by the angular-momentum coordinates.
Hamiltonian systems on Poisson manifolds naturally
arise during analysis of many classical problems [2–4] and
in modern extensions and applications of Hamiltonian
formalism [5–8, 10–12]. Numerous examples of dynamics
on nontrivial Poisson manifolds can be obtained applying
the Dirac procedure for analysis of constrained systems
to singular Lagrangian theories [5, 9, 12, 13, 16]. So, the
inverse task we address in this work represents certain
interest on its own right. Having at hands the variational
problem, we would be able to carry out more systematic
and unequivocal analysis of the models under intensive
study in various branches of current interest [18, 29, 30],
including non commutative geometry [15–17].
Having in mind physical applications, we use the local
coordinates. Conversion to coordinate free setting will
be reported elsewhere.
The work is organized as follows. To formulate varia-
tional problem for so(k,m) Lie-Poisson bracket, we em-
bed the spin surface into a properly constructed phase
space with canonical Poisson bracket. The embedding
procedure described in section 2, and leads to identifica-
tion of spin surface with a base of spin fiber bundle. Its
structure group described in details in section 3. Since
the embedding can be treated as imposition of constraints
on phase space, in sections 4, 5 we look for the action
functional which generates the desired constraints. Both
Hamiltonian and Lagrangian actions are found in closed
form. Some technical details collected in the Appendices
A and B.
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2II. SPIN SURFACE AND ASSOCIATED SPIN
FIBER BUNDLE
The formulation of a variational problem in closed
form is known for Hamiltonian system defined on phase
space with canonical Poisson bracket, {ωi, pij} = δij . Let
H(ω, pi) stands for Hamiltonian of the system. Then
Hamiltonian equations can be obtained by variation of
the action ∫
dτ piω˙ −H(ω, pi). (1)
Consider the same problem on symplectic manifold,
that is 2n -dimensional manifold with local coordinates
za, endowed with a closed nondegenerate differential
2-form ω
(2)
ab (z)dz
a ∧ dzb. This determines the bracket
{za, zb} = ωab(2), where ω(2) is inverse matrix of ω(2).
This case reduces to the previous one. According to
Darboux’s theorem, we can pass from za to the canoni-
cal coordinates ωi, pij , za = za(ω, pi). Then Hamiltonian
equations for ω and pi follow from (1) with H(ω, pi) ≡
H(za(ω, pi)). Evolution of the initial variables reads
za(τ) = za(ω(τ), pi(τ)).
Poisson manifold represents more general case, when
the structure function ω(2) does not supposed to be in-
vertible (this includes the case of odd-dimensional man-
ifold). In particular, Lie-Poisson bracket is defined by
ωij(2) = c
ij
kz
k, where cijk are structure constants of a Lie
algebra. This is the case we discuss in the present work.
We consider 12n(n−1)-dimensional space with the metric
η = (−, . . . ,−,+, . . . ,+), equipped with the coordinates
Jµν = −Jνµ, µ, ν = 0, 1, 2, . . . , n = k + m and with the
Lie-Poisson bracket
R
n(n−1)
2 =
{
Jµν , {Jµν , Jαβ}LPB =
2(ηµαJνβ − ηµβJνα − ηναJµβ + ηνβJµα)
}
. (2)
This is the Lie-Poisson manifold associated with so(k,m)
algebra [3, 4].
We discuss the Hamiltonian flow
J˙ = {J,H}LPB , (3)
generated by given Hamiltonian H(J). Our aim is to
formulate variational problem for the Hamiltonian flow
on the submanifold S which will be specified below. We
call S spin surface, as the canonical quantization of the
submanifold gives quantum mechanics of spin one-half
particle.
Our first task is to generate Lie-Poisson bracket start-
ing from the canonical Poisson bracket. To achieve this,
we use vector representation of so(k,m) (more generally,
any linear representation can be used to this aim, see
Appendix A for details).
Consider 2n-dimensional phase space equipped with
the Poisson bracket
R2n = { ωµ, piν , {ωµ, piν}PB = ηµν }. (4)
Define the map from the phase to angular-momentum
space (2)
f : R2n → Rn(n−1)2 ,
f : (ωµ, piν) → Jµν = 2(ωµpiν − ωνpiµ). (5)
We have, for n > 2,
rank
∂(Jµν)
∂(ωk, pil)
= 2n− 3, (6)
so an image of the map is (2n − 3)-dimensional surface
M
f(R2n) = M2n−3 ∈ Rn(n−1)2 . (7)
Poisson bracket of the functions Jµν(ω, pi) coincides with
the Lie-Poisson bracket (2). More generally, for any func-
tions A(J), B(J),
{A(J), B(J)}PB = {A(J), B(J)}LPB |J→J(ω,pi) . (8)
Further, to improve wrong balance of degrees of free-
dom (see Eq. (6)), we look for the surface T =
{ ω, pi | Ta(ωµ, piν) = 0 } ∈ R2n which is invariant under
action of SO(n), that is
{Ta, Jµν}PB = 0. (9)
There is essentially unique invariant surface of 2n − 3
dimensions
T2n−3 = {T3 = pi2 + a3 = 0, T4 = ω2 + a4 = 0,
T5 = ωpi + a5 = 0}, (10)
where a3, a4, a5 ∈ R, and it has been denoted pi2 = piµpiµ,
and so on.
Comments. A. Any trajectory of H(J) which starts on
M2n−3 lies entirely on M2n−3 (the proof is similar to
those of Proposition 3 below).
B. so(3) is the exceptional case, when M = R
n(n−1)
2 , and
the vector representation of so(3) coincides with the ad-
joint one. Besides, the surface T2n−3 can be identified
with the group manifold SO(3), see [31] for details.
C. The invariance condition (9) guarantees the validity
of important Propositions 2, 3, see below.
D. Casimir operators of SO(n) group are scalar func-
tions of generators, C(Jµν). On the surface (10) they
have fixed values determined by the constants a3 and a4:
C(Jµν) = C(ω2, pi2, ωpi) = C(a3, a4, a5). In particular,
the first Casimir operator is J2 = 8[ω2pi2 − (ω, pi)2] =
8[a3a4 − a25].
Denote S image of T2n−3 under the map f (this is
called the spin surface, see Figure 1)
S = f(T2n−3) ∈ Rn(n−1)2 . (11)
3FIG. 1: Identification of spin surface S2n−4 with base of the spin fiber bundle T2n−3.
Denote FJ ∈ T2n−3 preimage of a point J ∈ S, FJ =
f−1(J).
Then the manifold T2n−3 acquires natural structure of
fiber bundle
T2n−3 = (S,F, f), (12)
with the base S, the projection map f , the standard fiber
F. Structure group of the fiber will be described in section
3.
Local coordinates on M2n−3 and equations of this sur-
face can be obtained solving Eq. (5). Namely, the subset
J ′ of 2n − 3 independent functions among J(ω, pi), rep-
resents the local coordinates.
Let us discuss this in some details. In accordance
with the rank condition (6), we can separate Jµν on two
groups, J = (J ′, J ′′), in such a way that the number of
J ′ is equal to 2n− 3, and
rank
∂J ′
∂(ω, pi)
= 2n− 3. (13)
Then equations for J ′ of the system (5) can be resolved
with respect to some of 2n− 3 variables among ω and pi.
Substitute these expressions into the remaining equations
from (5). By construction, the result does not depend on
ω and pi, so we obtain expressions for J ′′ through J ′
J ′′ = g(J ′) ≡ J ′′(J ′). (14)
In the result, the image f(R2n) is the surface with equa-
tions (14) and with local coordinates J ′
M2n−3 =
{
J = (J ′, J ′′)
∣∣∣ J ′′ = J ′′(J ′)}. (15)
So, points of R2n are mapped into
f(ω, pi) = (J ′, J ′′(J ′)) ∈M2n−3. (16)
For example, for SO(2, 3) case, the local coordinates
are J5µ, J0i while as the equations of the surface we can
take [28]
µναβJ5νJαβ = 0,⇔ J ij = (J50)−1(J5iJ0j − J5jJ0i).(17)
Among the four relativistic-covariant equations on the
l.h.s., there are only three independent.
In a vicinity of each point of T2n−3 we can choose lo-
cal coordinates adjusted with the structure of fibration.
That is we look for the coordinates (J˜ , ω˜), where the
group J˜ parameterize the base S while ω˜ parameterize
the fiber F. We observe that
rank
∂(J ′, ωn, T4, T5)
∂(ωk, pil)
= 2n, (18)
so we can make the following change of coordinates on
R2n,
(ωi, pij) ↔ (J ′, ωn, T4, T5). (19)
In the new coordinates the function T3 does not de-
pend on ωn. Indeed, JµνJµν can be identically rewritten
through Ta as follows
J2 = 8
[
(T4 − a4)T3 − (T5 − a5)2 − a3T4 + a3a4
]
, (20)
then
T3 =
J2 + 8(T5 − a5)2 + 8a3T4 − 8a3a4
8(T4 − a4) . (21)
4On the other hand, substitute the new coordinates into
the expression (Jµν(ω, pi))2. By construction, this gives
J2 = (J ′)2+(J ′′(J ′))2. Using this in Eq. (21), we obtain
T3(ω, pi)|(J′,ωn,T4,T5) = T3(J ′, T4, T5). (22)
Hence in the new coordinates the surface looks as
T2n−3 =
{
J ′, ωn, T4, T5
∣∣∣ T4 = T5 = 0, T3(J ′) = 0}.(23)
Proposition 1. dimS = 2n− 4, (then dimF = 1).
Indeed, take restriction of the map (16) on T2n−3.
Since any point on the surface obeys the condition
T3(J
′) = 0, we have
f |T : (ω, pi) → (J ′, J ′′(J ′)), where T3(J ′) = 0.(24)
Hence T3(J
′) = 0 is equation of the base in space M2n−3,
and dim S = 2n− 4.
Let as take some 2n − 4 variables J˜ among J ′ which
form a coordinate system of the base S2n−4. Then (19)
and (23) imply that (J˜ , ωn) can be taken as local coor-
dinates of the fibration T2n−3. In the dynamical model
constructed in section 3, the coordinates J˜ represent ob-
servable quantities while the coordinate ωn is pure gauge
degree of freedom.
III. STRUCTURE GROUP AND SPIN-PLANE
LOCAL SYMMETRY
Structure group of the standard fiber turn into the
local symmetry of dynamical theory. So it is important
to find manifest form of the transformations.
For the case of Euclidean space, so(n), we have a3 < 0,
a4 < 0 and a3a4− a25 6= 0. The last condition guarantees
J2 6= 0, the case which we are interested in. Let us
identify the point (ω, pi) ∈ T2n−3 with pair of vectors of
Euclidean space Rn
~pi2 = −a3, ~ω2 = −a4, (~ω, ~pi) = −a5. (25)
Given point (ω, pi) with Jµν = 2ω[µpiν], the fiber FJ =
f−1(J) is composed by all the pairs obtained from (~ω, ~pi)
by rotations in the plane of these vectors, see Appendix
B for the proof. Denote (~ω,~pi)|~ω||~pi| = cosσ, then the rotation
on angle β reads
~ω′ = −~ω sin(β − σ)
sinσ
+ ~pi
|~ω| sinβ
|~pi| sinσ ,
~pi′ = −~ω |~pi| sinβ|~ω| sinσ + ~pi
sin(β + σ)
sinσ
. (26)
By construction, (ω, pi) ∈ T2n−3 implies (ω′, pi′) ∈ T2n−3.
Infinitesimal form of the symmetry is
δ~ω = β~pi
|~ω|
|~pi| sinσ − β~ω cotσ,
δ~pi = −β~ω |~pi||~ω| sinσ + β~pi cotσ. (27)
For the case so(k,m), manifest form of transformations
depend on the values of constants ai.
1. If ω2 and pi2 have different signs, then −∞ <
(ωpi)2
ω2pi2 < 0, so there is σ such that
(ωpi)2
ω2pi2 = − sinh2 σ.
The transformations which leave invariant ω2, pi2, (ωpi)
and Jµν are
ω′µ =
1
coshσ
(
ωµ cosh(β − σ) + piµ ω
2
(ωpi)
sinhβ sinhσ
)
,
pi′µ =
1
coshσ
(
−ωµ pi
2
(ωpi)
sinhβ sinhσ + piµ cosh(β + σ)
)
.(28)
Infinitesimal form of the transformation is
δωµ = −βωµ tanhσ + βpiµω
2 tanhσ
(ωpi)
,
δpiµ = −βωµpi
2 tanhσ
(ωpi)
+ βpiµ tanhσ. (29)
2. If ω2 and pi2 have the same sign, then (ωpi)
2
ω2pi2 > 1,
so there is σ such that (ωpi)
2
ω2pi2 = cosh
2 σ. The structure
group is
ω′µ =
1
sinhσ
(
−ωµ sinh(β − σ) + piµ ω
2
(ωpi)
sinhβ coshσ
)
,
pi′µ =
1
sinhσ
(
−ωµ pi
2
(ωpi)
sinhβ coshσ + piµ sinh(β + σ)
)
.(30)
Infinitesimal form of the transformation is
δωµ = −βωµ cothσ + βpiµω
2 cothσ
(ωpi)
,
δpiµ = −βωµpi
2 cothσ
(ωpi)
+ βpiµ cothσ. (31)
3. If ω2 and pi2 lie on light-cone, ω2 = 0, pi2 = 0, the
structure group is (β 6= 0)
ω′µ = βωµ, pi′µ =
1
β
piµ. (32)
4. If ω2 = 0 but pi2 6= 0, (ωpi) 6= 0 the structure group
is (β 6= 0)
ω′µ =
1
β
ωµ, pi′µ =
(1− β2)pi2
2β(ωpi)
ωµ + βpiµ. (33)
5. If ω2 = 0 and (ωpi) = 0, but pi2 6= 0, the structure
group is
ω′µ = ωµ, pi′µ = βωµ + piµ. (34)
By construction, the transformations leave inert points
of base, δJµ,ν = 0. In the dynamical realization of sec-
tion 4, the structure group acts independently at each
instance of time and turn into the local (gauge) symme-
try which we call spin-plane symmetry. This determines
5physical sector of the theory, and hence play the funda-
mental role in our construction. Indeed, according to Eq.
(5), we consider the spin Jµ,ν as angular-momentum of
an ”inner-space particle” ωµ. The crucial difference with
the usual (spacial) angular momentum is the presence of
spin-plane symmetry, which acts on the basic variables
ω, pi, while leaves invariant the spin variables J . Accord-
ing to the general theory [19–21], the gauge non-invariant
coordinates ω of the inner-space are not physical (observ-
able) quantities. The only observable quantities are the
gauge-invariant variables J . So our geometric construc-
tion realizes, in a systematic form, the oldest idea about
spin as the ”inner angular momentum”.
IV. VARIATIONAL PROBLEM FOR
HAMILTONIAN SYSTEM WITH so(k,m)
LIE-POISSON BRACKET
Let H(J) is some Hamiltonian on the Lie-Poisson man-
ifold (2). The map f can be used to induce the Hamilto-
nian H(ω, pi) on the phase space R2n
H(ω, pi) ≡ H(J(ω, pi)). (35)
Let us confirm that Hamiltonian flows of H(ω, pi) and
H(J) are adjusted with the surfaces T2n−3 and S.
Proposition 2. Any trajectory of H(ω, pi) which starts on
T2n−3 lies entirely on T2n−3.
Indeed, let Ta(ω(τ0), pi(τ0)) = 0 for some trajectory of
H(ω, pi). We have
T˙a(ω(τ), pi(τ)) = {Ta, H(J(ω, pi))}PB =
{Ta, J}PB ∂H
∂J
= 0, (36)
due to the invariance condition {Ta, J} = 0. Hence
Ta(τ) = Ta(τ0) = 0 for any τ , that is (ω(τ), pi(τ)) be-
long to T2n−3 at each τ .
Proposition 3. Any trajectory of H(J) which starts on S
lies entirely on S.
Indeed, the problem
J˙ = {J,H(J)}LPB = 0, J(τ0) = J0 ∈ S, (37)
has unique solution, we denote it J(τ). Take any point
(ω0, pi0) which belong to preimage of J0, f(ω0, pi0) =
J0. Construct the (unique) solution to the problem
ω˙ = {ω,H(ω, pi)}PB = 0, p˙i = {pi,H(ω, pi)}PB = 0,
(ω(τ0), pi(τ0)) = (ω0, pi0). According the Proposition 2,
it lies in T2n−3, then f(ω(τ), pi(τ)) lies in S. Besides,
this obeys the problem (37). Since solution to the prob-
lem is unique, we conclude J(τ) = f(ω(τ), pi(τ)) ∈ S for
each τ .
We are ready to formulate variational problem
for so(k,m) Lie-Poisson system (3). Consider
the action functional on the extended phase space
(ωµ, piν , ea, pia, λea), a = 3, 4, 5,
SH =
∫
dτ piω˙ −
[
H(J(ω, pi)) +
ea
2
Ta + piea(λea − e˙a)
]
.(38)
Variation of the functional leads to the equations
piea = 0, e˙a = λea, (39)
pi2 + a3 = 0, ω
2 + a4 = 0, (ωpi) + a5 = 0, (40)
ω˙µ =
∂H
∂piµ
+ e3pi
µ +
1
2
e5ω
µ,
p˙iµ = − ∂H
∂ωµ
− e4ωµ − 1
2
e5pi
µ. (41)
Eq. (39) has been used in obtaining (40).
Equations (40) and (10) imply that all the trajectories
(ω(τ), pi(τ)) of the problem (38) live on the fiber bundle
T2n−3.
We point out that Eq. (35) implies useful identities
piµ
∂H
∂ωµ
= ωµ
∂H
∂piµ
= 0,
ωµ
∂H
∂ωµ
= piµ
∂H
∂piµ
=
∂H
∂Jαβ
Jαβ . (42)
The system (39)-(41) contains algebraic equations (40).
So we use the Dirac prescription to deduce all the alge-
braic consequences of the system. Compute derivative of
the first equation from (40). This gives 2e4a5+e5a3 = 0.
In turn, derivative of this equation determines one of La-
grangian multipliers, 2λe4a5 + λe5a3 = 0. So the first
equation from (40) implies
2e4a5 + e5a3 = 0, 2λe4a5 + λe5a3 = 0. (43)
Similar analysis of the second equation from (40) gives
the equations
2e3a5 + e5a4 = 0, 2λe3a5 + λe5a4 = 0. (44)
The third equation from (40) does not imply new equa-
tions.
The resulting system (39)-(44) is the typical case of
degenerate Hamiltonian mechanics.
The auxiliary variables λe3, e3, λe4, e4 and piea are
fixed by the algebraic equations in terms of λe5. For the
remaining variables we have the differential equations
e˙5 = λe5, (45)
ω˙µ =
∂H
∂piµ
− a4
2a5
e5pi
µ +
1
2
e5ω
µ,
p˙iµ = − ∂H
∂ωµ
+
a3
2a5
e5ω
µ +
1
2
e5pi
µ, (46)
as well as the constraints (40). We note that the vari-
able λe5(τ) cannot be determined with the constraints,
nor with the dynamical equations. As a consequence (see
Eq. (45)), the variable e5 turns out to be an arbitrary
function as well. Since e5(τ) enters into the equation for
ω and pi, their general solution contains, besides the arbi-
trary integration constants, the arbitrary function e5(τ),
6ω = ω(τ, cµ, e5(τ)). Hence, all the basic variables has
ambiguous dynamics. According to the general theory
[19–21], variables with ambiguous dynamics do not rep-
resent the observable quantities.
So let us look for the variables with unambiguous dy-
namics. Consider the projection J ij(τ) = f(ω(τ), pi(τ)).
According the Proposition 4 and Eq. (11), J(τ) lies on
S. Besides, J(τ) represents a solution to the problem (3)
J˙µν =
∂Jµν
∂ωα
ω˙α +
∂Jµν
∂piα
p˙iα =
∂Jµν
∂ωα
(
∂H
∂piα
+ e3pi
α +
1
2
e5ω
α
)
+
∂Jµν
∂piα
(
− ∂H
∂ωα
− e4ωα − 1
2
e5pi
α
)
=
∂Jµν
∂ωα
∂H
∂piα
− ∂J
µν
∂piα
∂H
∂ωα
=(
∂Jµν
∂ωα
∂Jβγ
∂piα
− ∂J
µν
∂piα
∂Jβγ
∂ωα
)
∂H
∂Jβγ
=
{Jµν , Jβγ}PB ∂H
∂Jβγ
= {Jµν , Jβγ}LPB ∂H
∂Jβγ
=
{Jµν , H(J)}LPB . (47)
Hence we have obtained the desired result: any trajec-
tory of the Hamiltonian flow of H(J) on S, J(τ)|S, is a
projection of some trajectory (ω(τ), pi(τ)) of the varia-
tional problem (38), J(τ)|S = f(ω(τ), pi(τ)). In other
words, trajectories of the Lie-Poisson system (3) lying on
S ∈ Rn(n−1)2 , are obtained starting from the variational
problem (38) formulated on R2n.
The invariance condition (9) has been justified above
from geometric point of view. We can also motivate it in
the framework of Dirac procedure. In the Hamiltonian
formulation, equations (40) appeared as the Dirac con-
straints. So, we classify them in accordance to their alge-
braic properties with respect to the Poisson bracket. The
system of functions Tj can be separated on two groups
1,
T = (G,K) in such a way that
{G,T} ∼ T, {K,K} = 4, det4 6= 0. (48)
That is Poisson bracket of G with any constraint van-
ishes on the constraint surface, while the Poisson brack-
ets of K form an invertible matrix on the surface. In the
Dirac terminology, the set G (K) is composed of first-
class (second-class) constraints. For the present case, any
one of Ta can be separated as the first-class constraint.
For example, the combination T˜5 = T5 − a42a5T3 − a32a5T4
has vanishing Poisson brackets with T3 and T4. Hence
T3 and T4 form the second-class pair while T˜5 is the first-
class constraint.
Consistency of canonical quantization of a system with
second-class constraints implies replacement the Poisson
1 Generally we need to consider an appropriate linear combination
of initial constraints [20, 21].
by the Dirac bracket, the latter is constructed with help
of the constraints. For the angular momenta it reads
{Jµ,ν , Jαβ}DB = {Jµ,ν , Jαβ}PB−
{Jµ,ν ,Ka}PB{Ka,Kb}−1PB{Kb, Jαβ}PB . (49)
If the constraints K satisfy (9), the second term on the
r. h. s. vanishes, and the Dirac bracket of Jµ,ν reduces
to the canonical Poisson bracket. So, as before, we are
dealing with the angular momentum algebra (2).
First-class constraint G imply a theory with local sym-
metry. Generators of the symmetry are proportional to
the first-class constraints [19–21]. Suppose that the first-
class constraints do not satisfy (9), {G, Jµ,ν} 6= 0. This
should imply that the variables Jµ,ν are affected by the
local symmetry, δJµ,ν ∼ {G, Jµ,ν} 6= 0. So, Jµ,ν would
be gauge non-invariant variables, which is not of our in-
terest now.
Above, we have specified the physical sector from anal-
ysis of equations of motion. The more traditional way to
do this consists of analysis of local symmetries of the
formulation. For our case, presence of the first-class con-
straint T˜5 implies one-parametric local symmetry of the
action (38). This is just the local version of the structure
group transformations of section 3. For example, con-
sider the infinitesimal transformation of Eq. (29) with
the local parameter β(τ). We absorb the factor tanhσ
into β, then
δωµ = −βωµ + βpiµ ω
2
(ωpi)
,
δpiµ = −βωµ pi
2
(ωpi)
+ βpiµ. (50)
By construction, the expression in square brackets of Eq.
(38) is invariant under the variation. Modulo to total
derivative, variation of the first term in (38) can be pre-
sented as follows
δ(piω˙) = − βω
2
2(ωpi)
(pi2). − βpi
2
2(ωpi)
(ω2). + β(ωpi).. (51)
This can be cancelled by the following variations of aux-
iliary variables
δe3 =
(
βω2
(ωpi)
).
, δe4 =
(
βpi2
(ωpi)
).
,
δe5 = −2(β)., δλea = (δea). (52)
Hence the equations (50) and (52) represent the spin-
plane local symmetry of the action (38). We have verified
that the finite transformation (28), being accompanied
by a complicated transformation law of ea, represents a
local symmetry as well.
V. LAGRANGIAN ACTION
For the frozen spin, the initial Hamiltonian (35) is a
scalar function of J , that is some combination of Casimir
7operators. As we have mentioned above, this implies
H = H(pi2, ω2, (ωpi)). This allows us to use the con-
straints Ta = 0 in those terms of Eq. (41) which contain
derivative of the Hamiltonian. Let us denote
Hpipi =
∂H
∂pi2
∣∣∣∣
Ta=0
, Hωpi =
∂H
∂(ωpi)
∣∣∣∣
Ta=0
,
Hωω =
∂H
∂ω2
∣∣∣∣
Ta=0
. (53)
Then Eq. (41) is equivalent to
ω˙µ = 2Hpipipi
µ +Hωpiω
µ + e3pi
µ +
1
2
e5ω
µ, (54)
p˙iµ = −2Hωωωµ −Hωpipiµ − e4ωµ − 1
2
e5pi
µ. (55)
They follow from the Hamiltonian action
SH =
∫
dτ piω˙ −
[
Hpipipi
2 +Hωpi(ωpi) +Hωωω
2 +
ea
2
Ta
]
.(56)
We solve Eq. (54) with respect to piµ and substitute the
result into Eq. (56). This gives the Lagrangian action
S =
∫
dτ
1
2e˜3
(Dωµ)2 − 1
2
e˜4ω
2 − e˜a
2
aa, a = 3, 4, 5.(57)
We have denoted
Dωµ = ω˙µ − 1
2
e˜5ω
µ. (58)
e˜3 = e3 + 2Hpipi, e˜4 = e4 + 2Hωω, e˜5 = e5 + 2Hωpi,(59)
We point out that the coefficients Hpipi, Hωpi and Hωω can
be absorbed by ea, that is the spin surface of a frozen spin
does not admit non trivial selfinteraction.
Owing to the expressions (54) and (58) we can write
piµ =
1
e˜3
Dωµ. (60)
We substitute this expression into Eqs. (50) and (52),
this gives local symmetry of the Lagrangian action (57)
δωµ = −βKµνων , δe˜5 = −2β˙,
δe˜3 =
(
βe˜3ω
2
(ωDω)
).
, δe˜4 =
(
β(DωDω)
e˜3(ωDω)
).
. (61)
where
Kµν = δ
µ
ν − Dω
µων
(ωDω)
,
ωµK
µ
ν = 0, K
µ
νDω
ν = 0. (62)
VI. CONCLUSION
In this work we have formulated variational problem
for Hamiltonian system (3) with so(k,m) Lie-Poisson
bracket (2) which propagate on 2n− 4 -dimensional spin
surface defined by Eq. (11). Our main motivation for
restriction the dynamics on the surface is that for the
cases so(3), so(1, 3) and so(2, 3), this describes dynamics
of semiclassical spin, see [24–27].
To formulate the variational problem according the
standard prescription (1), we embed the spin surface into
phase-space with canonical Poisson bracket. The embed-
ding procedure can be resumed as follows.
First, we have identified the spin surface with base of
2n−3 -dimensional spin fiber bundle defined by Eqs. (10)
and (12). Structure group has been described in section
3.
Second, the fiber bundle has been embedded as a sur-
face into 2n -dimensional phase space equipped with the
canonical Poisson bracket (4). The projection map (5)
implies that the Lie-Poisson bracket (2) is generated by
the Poisson one, see Eq. (8).
Further, we treat the embedding as imposition of con-
straints on the phase space, and look for the action func-
tional which implies the constraints. This results in the
Hamiltonian action functional (38). We have verified
that this implies the constraints (10) as well as the de-
sired Hamiltonian equations (3). The corresponding La-
grangian action is given by Eq. (57).
We point out that the constraints fix values of SO(n)
Casimir operators, which implies the possibility of un-
ambiguous canonical quantization. Appearance the first-
class constraint T5 = (ωpi) + a5 = 0 reflects invariance
of the action under local (gauge) symmetry. The sym-
metry is just the structure group transformation acting
independently at each instance of time. The spin-plane
local symmetry play the fundamental role, determining
the gauge-invariant variables and, at the end, physical
sector of the spinning particles proposed in [24–27].
Appendix A: Phase space associated with a linear
representation of Lie algebra
Let {ea, eb} = cabcec be Lie algebra with generators
ea, and ϕ : ea → ϕ(ea) be a linear representation
ϕ
({ea, eb}) = ϕ(ea)ϕ(eb)− ϕ(eb)ϕ(ea), (A1)
of the algebra on a vector space with the coordinates ωα,
ωα → ω′α = (ϕa)αβωβ , (A2)
where (ϕa)αβ stands for the matrix which represents the
transformation ϕ(ea). Eq. (A1) implies that the matrices
obey the same algebra as ea
ϕaϕb − ϕbϕa = cabcϕc. (A3)
8To arrive at the Lie-Poisson bracket for variables za
{za, zb} = cabczc, (A4)
starting from the canonical Poisson structure, we intro-
duce phase space with the coordinates (ωα, piβ) equipped
with Poisson bracket
{ωα, piβ}PB = δαβ , (A5)
and use the representation (A1) to construct the quanti-
ties
za = (ϕa)αβω
βpiα. (A6)
As a consequence of (A3), their Poisson bracket generates
(A4)
{za, zb}PB = (ϕaϕb − ϕbϕa)αβωβpiα =
cabc(ϕ
c)αβω
βpiα = c
ab
cz
c. (A7)
In particular, any Lie algebra admits adjoint represen-
tation defined by the map ea → −(ca)bc. Then Poisson
brackets of the quantities
za = −cabcωcpib, (A8)
generate the Lie-Poisson bracket (A4)
{za, zd}PB = cabccden{ωcpib, ωnpie}PB =
−(cabccdeb + cdbcceab)ωcpie = cebccadbωcpie = cadbzb,(A9)
In this computation we have used Jacobi identity for
structure constants.
In section 2 we use the phase space associated with
vector representation so(n) in n -dimensional real space
with the coordinates ωi, ω′i = ijωj . Here ij is antisym-
metric matrix. The corresponding matrix realization for
generators is
(ϕij)kn =
1
2
(δikδjn − δjkδin), ω′k = ij(ϕij)knωn.(A10)
According to the prescription given above, we intro-
duce 2n -dimensional phase space with coordinates ωi,
pij , equipped with the Poisson bracket
{ωi, pij}PB = δij , (A11)
and define the inner angular momentum according to Eq.
(A6)
J ij = 4(ϕij)knω
npik ≡ 2(ωipij − ωjpii). (A12)
Poisson bracket of these quantities coincides with so(n) -
Lie-Poisson bracket (2).
Appendix B: Identification of the standard fiber
Here we describe standard fiber FJ of the spin fiber
bundle (12). FJ is preimage of a point J ∈ S, FJ =
f−1(J). We identify the vector (ω, pi) ∈ T2n−3 with the
pair of orthogonal vectors of Rn
~pi2 = −a3, ~ω2 = −a4, (~ω, ~pi) = −a5. (B1)
Square of Casimir operator is J2 = 8[a3a4 − a25]. Since
we are interested in the case J2 6= 0, the only restriction
on the numbers ai is a3a4 − a25 6= 0. Note also that this
implies
~ω 6= λ~pi. (B2)
We state that FJ is composed by all the pairs obtained
from (~ω, ~pi) by rotations in the plane of these vectors.
To confirm this, we need to find all solutions of the
system 2ω[ipij] = J ij with given right hand side. Let
(ω0, pi0) ∈ FJ . Having in mind the identification (B1),
let us take coordinates in Rn such that the first two basic
vectors of the system lie on the plane of vectors ~ω0 and
~pi0. In this system they are
(ω2, ω2, 0, . . . , 0)
(pi1, pi2, 0, . . . , 0)
(B3)
Hence our task is to solve the system
2ω[ipij] = J ij , where J12 = −J21 = 2
√
a3a4 − a25,
J ij = 0. (B4)
Evidently, all the pairs obtained from (~ω, ~pi) by rotations
in the plane of these vectors belong to FJ . Let us show
that they are the only elements of FJ . Observe that the
system (B4) is the statement on values of minors
m(ij) = det
(
ωi ωj
pii pij
)
. (B5)
of the matrix(
ω1, ω2, ω3, . . . , ωn
pi1, pi2, pi3, . . . , pin
)
. (B6)
First, we demonstrate that (B4) implies ω3 = pi3 = 0.
Suppose that (B4) has a solution with ω3 6= 0. Con-
sider the equations from (B4) which correspond to the
minors
m(23) = ω2pi3 − ω3pi2 = 0, (B7)
m(13) = ω1pi3 − ω3pi1 = 0, (B8)
m(1j) = ω1pij − ωjpi1 = 0, j = 4, 5, . . . , n. (B9)
They imply
pi2 =
pi3
ω3
ω2, (B10)
pi1 =
pi3
ω3
ω1. (B11)
9Use (B11) in (B9)
ω1(pij − pi
3
ω3
ωj) = 0. (B12)
If ω1 = 0, than m(13) = ω1pi3 − ω3pi1 = 0 implies
pi1 = 0, then m(12) = 0. This is in contradiction
with m(12) =
√
a3a4 6= 0. If ω1 6= 0, Eq. (B12) im-
plies pij = pi
3
ω3ω
j , j = 4, 5, . . . , n. Then ω3 6= 0 implies
~pi = pi
3
ω3 ~ω, in contradiction with Eq. (B2). Thus (B4)
implies ω3 = 0.
Having in mind ω3 = 0, consider the following equa-
tions from (B4)
m(13) = ω1pi3 = 0, (B13)
m(23) = ω2pi3 = 0, (B14)
m(3j) = −ωjpi3 = 0, j = 4, 5, . . . , n. (B15)
If pi3 6= 0, then ~ω = 0. So J ij = 0, which is in contradic-
tion with J2 6= 0. Hence pi3 = 0.
We continue the process, obtaining ωi = pii = 0, i =
3, 4, . . . , n. So the only solutions of the system (B4) are
the vectors
(ω1, ω2, 0, . . . , 0)
(pi1, pi2, 0, . . . , 0)
where

ω[1pi2] =
√
a3a4,
(ω1)2 + (ω2)2 = −a4,
(pi1)2 + (pi2)2 = −a3,
ω1pi1 + ω2pi2 = −a5
(B16)
as it has been stated.
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