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Abstract 
Various topics on functional magnetic resonance imaging (fMRI) analyses have been in 
study through the last 30 years. Current neuronal research is focusing on the intra-
relationships between various regions within the brain.  However, to perform these 
investigations there are numerous procedural steps involving registration, segmentation, 
and correlation analyses. 
This thesis delineates the pathways required for resting-state functional connectivity 
analyses, which illuminates the correlations between different rat brain regions and can 
be presented in a functional connectivity matrix. The matrix is built based on the category 
nomenclature system of the Swanson Rat Atlas 1998. This atlas was also used by other 
investigators to document the physical or structural connections between different brain 
regions. 
This thesis presents the structural connectivity relationships in matrix form and 
developed the complete functional connectivity counterpart to the physical connections.  
It then explored the relationships between the functional and structural connectivity 
matrices.  The functional connectivity matrices developed in this thesis map the entire rat 
brain. The structural connectivity matrix published in the literature is significantly sparser 
in its coverage.  Also, the results demonstrate that where structural connectivities exist, 
functional connectivities exist as well. The methodologies used to create the functional 
and the structural analyses were completely independent. This work will increase the 
functional database and able to aid researchers in hypothesizing the neural 
interconnection mechanisms.  
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Chapter 1 Introduction 
1.1 Overview of Medical Imaging 
Medical imaging encompasses techniques and procedures for conducting non-invasive 
examinations of the body, which can help illuminate and diagnose disease. Due to its 
advantage of non-invasiveness, medical imaging has continually gained attention since 
the discovery of X-ray imaging by William Rontgen in 1895 [1]. From then on, multiple 
techniques of medical imaging based on different physical principles were developed, 
such as X-ray (CT scan), nuclear medicine imaging (PET), ultrasonography, MRI, etc. 
[2][3]  
X-ray imaging is obtained by passing an X-ray beam through the body section, 
which projects a shadow image onto the receptor. Using computed tomography (CT), it 
reconstructs a 3-D image from a set of the 2-D images obtained by scanning the X-ray 
beam over a portion of the patient’s body [2][3]. X-ray imaging returns valuable results 
of body parts that have a high density such as bones, typical organs like heart and lung, 
displaying detailed contrast within the image, which is informative and helpful in clinical 
diagnosis. Unfortunately, X-ray exposure increases the risk of developing cancers or 
compromising body organs [4][5][6]. Deaths of researchers due to lack of radiation 
protection were reported at the earlier times [7]. 
Nuclear medicine images are generated by a detector, which usually is a gamma 
camera that catches the emitted γ-ray when the radioactive materials are decaying from 
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the internal of the body [2][3]. This procedure requires that an injection or intake of 
radioactive materials be administered before imaging, which is different from the X-ray 
CT scan that only involves external radiation. The radioactive materials are also known 
as the radiotracers or radiopharmaceuticals. Currently, the Single Photon Emission 
Computed Tomography (SPECT) and the Positron Emission Tomography (PET) are the 
most widely used modalities.  The specific features and physical principles for each can 
be found in [8].  
Ultrasound imaging, also called ultrasound scanning or ultrasonography, was 
developed in the 1950s following the development of SONAR in World War II. 
Ultrasound is based on a “pulse-echo” principle [10]. By switching between the electric 
impulse and the high-frequency (2-15MHz) sound wave [10], and detecting the reduction 
of power as sound travels through or echoed by body tissue, images can be generated. 
Since ultrasound scanning can capture the real-time images [9][10], it can display both 
the structure and movement (slow) of the body's internal organs, as well as blood flowing 
through blood vessels. No harmful effects have been detected for ultrasound imaging. 
However, ultrasound effectiveness is heavily operator-dependent and generally needs 
assistant biopsies tests to conduct persuasive diagnoses [2][3][9][10]. 
MRI (magnetic resonance imaging) has some advantages over other imaging 
methods. MRI does not involve radiation exposure, it creates objective multi-plane 
imaging, very detailed illumination of soft tissues, especially the brain [2][3][11].  MRI is 
less effective in delineating dense tissues, like bone. 
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MRI has been widely used in various research topics in neurology.  MRI is used 
primarily to delineate the anatomy of an organ or tissue.  Another application of magnetic 
resonance imaging is functional MRI (fMRI).  This application tracks time-course 
activities of the brain under specific conditions to verify hypotheses that might lead to 
breakthroughs in the research of neurological diseases, such as attention deficit 
hyperactivity disorder (ADHD), brain tumor, and drug effects [12][13][14][15][16]. 
A representative image created by CT imaging and MRI imaging is displayed in Fig 
1.1. The enhanced contrast from MRI imaging is clearly apparent [18]. 
 
Fig 1.1: A sample CT image (left) and MRI Image (right) [18] 
 
1.2 MRI and fMRI in Brain Imaging 
Magnetic Resonance Imaging (MRI) is a method of medical imaging based principally on 
the sensitivity of the protons of hydrogen in water molecules in body. MRI is generally 
applied to most of the water based tissues. Water constitutes 70% - 80% of the brain 
which fits the MRI characteristics well.  
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MRI was first developed in the 1950s, but not until 1970s did the application become 
widely recognized and acknowledged. The basis of modern MRI was founded by Paul 
Lauterbur in 1973.  It used magnetic field gradients to detect the NMR (Nuclear 
Magnetic Resonance) signals and reconstruct the signals into the first 2-D and 3-D MRI 
images [19][20][21]. The first research on NMR application in tumors and normal tissues 
conducted by Dr. Raymond Damadian were reported in 1971 [22]. Later studies 
performed on human heart and brain were published in 1980s [23][24][25]. MRI is the 
most widely used brain imaging technology in neurology.  
1.2.1 MRI and fMRI  
MRI is a method used for brain structure imaging. It helps illuminate unnoticed lesions 
caused by a neuron disease or traumatic event which in some cases the CT scan is not 
able to detect. It returns the static results of anatomical images of brain revealing the 
structural projections by a high resolution contrast in brightness between different tissue 
types in brain.  
Functional magnetic resonance imaging (fMRI) is a highlight of MRI research since 
it views how the dynamic metabolism functions in a time period within one or more 
regions of interested (ROIs) in the brain, which can be also understood as the brain 
activity with respect to time.  
The fMRI measures brain activities by detecting associated changes in blood flow. 
The primary form that has been widely recognized is the BOLD (Blood Oxygenation 
Level Dependent) signal, stands for the MRI contrast of deoxyhemoglobin (dHb), 
discovered by Ogawa in 1990 [26]. By changing the proportion of the oxygen 
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concentration the animal breathes in experiments, Ogawa et al verified that the blood 
flow presented in MR images varies correspondingly, in which work it is also proved that 
T2* weighted mode provides the best fMRI images [26]. The first attempt to detect the 
regional brain activities with MRI was conducted by Belliveau in a bloodstream 
ferromagnetic substance research in 1996 [28]. To verify the blood flow changes are 
related to functional brain activity, research that combined fMRI with EEG was also 
conducted [26][27]. For current-day research on brain activities of drug sensitization and 
resting-state have been published by scientists and researchers from CCNI (Center of 
Comparative Neuroimaging) at UMass Medical School, from which this thesis fMRI data 
was gathered. 
The BOLD signal varies with time due to the brain activities, a resulted intensity 
changes of a region of interested (ROI) can be displayed through a set of the image slices, 
Fig 1.2 [29]. In this example a stimulus was introduced at around time slice 29. 
 
Fig 1.2: A single slice collected at different time points and a plot of intensity of one ROI in time 
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1.2.2 Why Resting-State (RS) fMRI 
The fMRI research can be divided mainly into 2 kinds of categories. The first one is task 
objected fMRI analysis which involves typical types of stimulations such as medicine, 
sensory stimulation (skin contact, temperature, sound, etc.), emotion (anger, anxiety, 
panic). The second one is resting-state objected fMRI analysis which is conducted 
without introducing a stimulus to subjects during experiments. 
For task related research that involves stimulation, the BOLD fMRI data obtained 
from experiments needs a process of background noise or activity removal [30][33] to 
eliminate the irrelevant signals that occurs in the experiments. Noise removal is very 
necessary in almost every task-objected fMRI research since some physiology functions 
of the body like respiration and heart impulse can never be avoided during experiments 
and these kinds of activities do affect the BOLD signal.  
Under resting-state analyses, rather than being interested in activity changes caused 
by a stimulus, researchers focus on the brain activity during which little or no known 
events occur other than the brain activities due to respiration and heart impulse. 
With the aim to analyze the correlations between different rat brain regions’ 
activities, this thesis will present the following work: background of conducting this work, 
the method of MIVA image procedures, fMRI data extraction, and presenting typical 
correlation results between different regions of a rat brain both anatomically and 
functionally, and different modes of structural and functional correlation matrices.  
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Chapter 2 Background 
2.1 Physical Principles of MRI  
MRI takes advantage of the effect that it produces on protons of water molecules in body 
fluid. Different body tissues contain different amounts of hydrogen nuclei thus could 
generate different MRI image results.  
Before applying the magnetic field to a subject, the protons in body fluids are in 
disorder, while when the subject is placed in a strong homogeneous magnetic field, 
various atomic nuclei especially the protons are aligned with this field and reach the 
equilibrium state (Fig 2.1 [45]).  
 
Fig 2.1: A collection of spinning protons. (a) In disorder, (b) In aligned equilibrium [45] 
At molecular scale, each proton is spinning about its own axis as showed in Fig 2.2 
which produces a small electric circuit around its axis. When a strong magnetic field B0 is 
applied to those molecules, due to the interaction between the small current around the 
proton and the electromagnetic force, the proton would carry on a precession motion (Fig 
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2.2 [45]) and lined up along the magnetic induction line (Fig 2.1(b)). Typically, the 
protons are lined up along the parallel or anti-parallel direction of B0, as showed in Fig 
2.1(b).  
 
Fig 2.2: Precession of a proton [45] 
The frequency of the precession depends on the type of nucleus that spinning and the 
strength of the magnetic field, which is expressed via the Larmor Equation. 
𝑓 = 𝛾𝐵0                                                           (2.1) 
In Equation 2.1,  𝛾 is a constant with respect to the type of nucleus. For hydrogen, 
𝛾 = 42.6𝑀𝐻𝑧/𝑇 [29]. 
The mode in which the protons align in Fig 2.1(b) is called T1-weighted which is 
longitudinal spin-lattice relaxation. Different tissues align with the main magnetic field at 
different rates.  When a disturbing radio frequency pulse is applied perpendicular to the 
main magnetic field the protons would be processed in perpendicular with the field lines, 
as showed in Fig 2.3(c). This mode is called the T2-weighted which is transverse spin-
spin relaxation. The T1-weighted image is associated with the rates that different tissues 
align with the main magnetic field.  The T2-weighted image is associated with the rates 
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that the different tissues align or decay from alignment with the perpendicular RF field.  
The radio frequency pulse also causes the protons to spin in the same way, in which way 
the little magnetic field of each proton is added up to produce a net transverse magnetic 
field that can be detected by detect coils built in MRI machine.    
 
Fig 2.3: Mode conversion from T1 to T2   
From the information detected by the scanner, the images of the scanned area or 
volume can be reconstructed as 2D images or 3D volumes. Both of the modes are applied 
to produce MRI images for different use. 
2.2 Pearson’s Correlations 
The timelines of each image pixel or region of the brain can be regarded as a set of 
signals as shown previously in Fig 1.2. To establish the relationships between each brain 
region, the Pearson product-moment correlation is used. 
The Pearson product-moment correlation coefficient is a method to evaluate the 
linear correlation between two variables x and y, and returns a value between -1 and +1 
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to show the degree of the correlation. Correlation between two variables is called cross-
correlation while the correlation with one signal itself is called autocorrelation. 
The correlation between two variables is defined as: 
ρ𝑥,𝑦 = corr(x, y) = cov(x, y)𝜎𝑥𝜎𝑦 = 𝐸[(𝑥𝑖 − 𝜇𝑥)(𝑦𝑖 − 𝜇𝑦)]�𝐸[(𝑥𝑖 − 𝜇𝑥)2]𝐸[(𝑦𝑖 − 𝜇𝑦)2]�1/2                (2.1) 
Where the mean of x is expressed as: 
𝜇𝑥 = 𝐸[𝑥] = 1𝑛�𝑥𝑖𝑛
𝑖=1
                                                                                                 (2.2)  
And the variance of x is expressed as: 
σ𝑥
2 = 𝐸[(𝑥 − 𝜇𝑥)2] = 1𝑛�(𝑥𝑖𝑛
𝑖=1
− 𝜇𝑥)2                                                                   (2.3) 
Where cov(x, y) = 𝐸�(𝑥𝑖 − 𝜇𝑥)�𝑦𝑖 − 𝜇𝑦�� is covariance of x and y.  
The coefficient of ρ𝑥,𝑦 returns a value between -1 and 1, which evaluates the degree 
of the correlation between x and y, with zero offset in time. 
When x, y are continuous functions of time, i.e. x(t), y(t), the coefficient of ρ𝑥,𝑦 can 
become a function of the time shift 𝜏. Pearson’s cross-correlation between x(t) and y(t) is 
defined as: 
ρ𝑥,𝑦(𝜏) = corr(x, y) = ∫ 𝑥(𝑡)𝑦(𝑡 − 𝜏)∞−∞ 𝑑𝑡[∫ 𝑥(𝑡)2∞−∞ 𝑑𝑡 ∫ 𝑦(𝑡)2∞−∞ 𝑑𝑡]1/2                                      (2.4)  
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𝑅𝑥,𝑦(𝜏) = � 𝑥(𝑡)𝑦(𝑡 − 𝜏)∞
−∞
𝑑𝑡                                                                                 (2.5)  
𝜇𝑥 = 𝐸[𝑥(𝑡)] = lim
𝑇→∞
1
𝑇
� 𝑥(𝑡)𝑑𝑡                                                                         𝑇
0
   (2.6)  
σ𝑥
2 = 𝐸[(𝑥(𝑡) − 𝜇𝑥)2] = lim
𝑇→∞
1
𝑇
� (𝑥(𝑡) − 𝜇𝑥)2𝑑𝑡 𝑇
0
                                           (2.7) 
With: 
𝜇𝑥,  𝜇𝑦: Mean value of variable x, y 
E: Expectation operator 
𝜎𝑥,  𝜎𝑦: Standard deviation of variable x, y 
When handling the discrete signals, numerical methods are involved. 
𝑅𝑥,𝑦(𝑚) =  
⎩
⎪
⎨
⎪
⎧ � 𝑥(𝑛+𝑚−1)𝑦(𝑛)𝑁−𝑚−1
𝑛=1
          , m ≥ 1 
 � 𝑥(𝑛)𝑦(𝑛−𝑚−1)𝑁+𝑚−1
𝑛=1
        ,𝑚 < −1                                               (2.8)  
With |m| = 1, 2, 3, … , N + 1 
𝜎𝑥𝜎𝑦 =  
⎩
⎪
⎨
⎪
⎧ � 𝑥(𝑖)2𝑁−1
𝑖=1+𝑚
� 𝑦(𝑗)2𝑁−𝑚−1
𝑗=1
                     , m ≥ 1  
� 𝑥(𝑗)2𝑁+𝑚−1
𝑗=1
� 𝑦(𝑖)2𝑁−1
𝑖=1−𝑚
                 , m < −1                                       (2.9) 
With |m| = 1, 2, 3, … , N + 1 
ρ𝑥,𝑦(m) = corr(x, y) = 𝑅𝑥,𝑦(𝑚)𝜎𝑥𝜎𝑦                                                                              (2.10) 
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The correlation coefficient of ρ𝑥,𝑦(m) returns a vector with values between 0 and 1. 
Where a high correlation occurs the ρ𝑥,𝑦(m) ≈ 1 , which is a peak. The variable m 
denotes the amount of lags or shifts in time. 
 
2.3.1 Cross-correlation 
An illustration of some examples on cross-correlation with respect to time is as following. 
Two signals are displayed in Fig 2.4.  
𝑦1 =  �sin2(0.1𝜋𝑡)          , 15 ≤ 𝑡 ≤ 25      0                      , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒      
𝑦2 =  �1.5 ∗ sin2(0.1𝜋𝑡)          , 15 ≤ 𝑡 ≤ 25          0                             , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒      
 
Fig 2.4: Two example signals of y1, y2 
It can be easily observed that 𝑦1 and 𝑦2 are correlated at zero time shifts. According 
to Equation (2.1), the correlation coefficient ρ𝑦1,𝑦2 = 1. While according to Equation 
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(2.8) to (2.10), ρ𝑦1,𝑦2(0) = 1. The graph Fig 2.4(b) on the right shows that in the Fig 
2.4(a) when the signal 𝑦2  shifts 10s along the time axis to the right, the ρ𝑦1,𝑦2 =
ρ𝑦1,𝑦2(10) ≈ 0, at which time 𝑦1(𝑡) and 𝑦2(𝑡 + 10) are no longer correlated. 
If there are another two signals as below: 
𝑦3 =  �sin2(0.1𝜋𝑡)          , 15 ≤ 𝑡 ≤ 25      0                      , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒      
𝑦4 =  �1.5 ∗ sin2(0.1𝜋𝑡)          , 25 ≤ 𝑡 ≤ 35          0                             , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒      
 
Fig 2.5: Two example signals of y3, y4 
From Fig 2.5 (c), there is no correlation revealed from graph,  ρ𝑦3,𝑦4 = ρ𝑦3,𝑦4(0) ≈0 . However, if the signal 𝑦4  shifts 10s along the time axis to the left, ρ𝑦3,𝑦4 =
ρ𝑦3,𝑦4(−10) = 1, which makes the 𝑦3(𝑡) and 𝑦4(𝑡 − 10) highly correlated. 
What if the time shifts Δt is between -10 and 0? From the Fig 2.5 (d) at point A we 
can still obtain a value of 0 < ρ𝑦3,𝑦4(Δ𝑡) < 1. In Fig 2.6, a shift of Δ𝑡 = −7 (Fig 2.5 (d)) 
is applied to 𝑦4 to create the new signal 𝑦5. Thus the new signal 𝑦5 shift 7s to the left 
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compared with  𝑦4 in Fig 2.5 (c). According to Equation (2.1), ρ𝑦3,𝑦5 = 0.4579. While 
according to Equation (2.8) to (2.10), ρ𝑦3,𝑦5(−7) = 0.5461 , which is very close to 
0.4579. The more data the signal contains, the closer ρ𝑦3,𝑦4(−7) from Equation (2.10) 
and ρ𝑦3,𝑦4 from Equation (2.1) would be. 
𝑦3 =  �sin2(0.1𝜋𝑡)          , 15 ≤ 𝑡 ≤ 25      0                      , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒      
𝑦5 =  �1.5 ∗ sin2(0.1𝜋𝑡)          , 18 ≤ 𝑡 ≤ 28          0                             , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒      
 
 
Fig 2.6: Two example signals of y3, y5    
 
2.3.2 Auto-correlation 
For autocorrelations, replace the “y” with “x” in equations (2.1) to (2.10), which detects 
the correlation between x(t) and x(t + time shift). 
An example of auto-correlation with respect to time is showed in Fig 2.7: 
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𝑦5(𝑡) is a random noise signal generated in MATLAB. 
 
Fig 2.7: A random noise signal of y5 
Apply Equation (2.8) to (2.10) to 𝑦5(𝑡), the graph of auto-correlation coefficient 
ρ𝑦5,𝑦5(𝑡) is plotted in Fig 2.8:  
 
Fig 2.8: auto-correlation coefficient of y5, ρ𝑦5,𝑦5(𝑡) 
The peak at zero shows that 𝑦5(𝑡) correlates to itself well at time shift Δ𝑡 = 0 ,  
ρ𝑦5,𝑦5(0) = 1. From the plot, the signal is not periodic within the lags span (-100, 100). 
A periodic signal is given as:  
𝑦6(𝑡) = sin(𝜋𝑡)        ,𝑇 = 2 
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Fig 2.9: An example of periodic signal y6 
 
Fig 2.10: The auto-correlation of y6 
 When the given signal is periodic, the auto-correlation coefficient ρ𝑦6,𝑦6(𝑡) is also 
periodic and has the same period with the given signal. Form Fig 2.10, the periodic signal 
𝑦6 correlates with itself with every 10 time lags in either direction along the time axis.  
For auto-correlation and cross-correlation, some features can be concluded [35] with 
the correlation function in Equation (2.5) and (2.8). 
Properties of cross-correlated function 𝑅𝑥,𝑦(𝑚): 
a) 𝑅𝑥,𝑦(𝑚) is a real valued function, which can be either positive or negative 
b) 𝑅𝑥,𝑦(𝑚) does not necessarily have to be an even function, nor the 
maximum correlation coefficient occurs at 𝑚 = 0,  𝑅𝑥,𝑦(0)  
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c) 𝑅𝑥,𝑦(−𝑚) = 𝑅𝑦,𝑥(𝑚)  
d) 𝑅𝑥,𝑦(𝑚) = 0, x(n) and y(n) are said to be “uncorrelated” or statistically 
independent 
Properties of auto-correlation function 𝑅𝑥,𝑥(𝑚): 
a) 𝑅𝑥,𝑥(𝑚) is an even function that symmetric with 𝑥 = 0 
b) 𝑅𝑥,𝑥(0) ≫ �𝑅𝑥,𝑥(𝑚)�,𝑓𝑜𝑟 𝑚 ≠ 0, which means the maximum correlation 
coefficient occurs at 𝑚 = 0 
c) If a periodical signal is given, the correspondingly auto-correlation 
function 𝑅𝑥,𝑥(𝑚) is periodical as well and has the same period with the given 
signal 
d) 𝑅𝑥,𝑥(𝑚) 𝑎𝑡 𝑚 = 0 is equal to the mean-square value of the process 
(Equation (2.5)), 𝑅𝑥,𝑥(0) = 𝐸[𝑥(𝑛)2] ≥ 0 
As stated earlier, the timelines of each image pixel or region of the brain can be 
regarded as a set of signals. Sometimes when an event occurs at region A, it may cause 
corresponding response within itself sometime later. Auto-correlation is very important to 
verify the time delay in the response of a brain region. However, the MRI technique is 
not capable to operate this kind of analysis for current due to the low rate of imaging 
sampling. Currently the sampling rate is around 1 image slice/secondwith a yield to an 
appropriate image resolution. The higher the sampling rate is, the lower the image 
resolution is. To capture the behavior of a volume of a brain, 18 slices are designated. 
Thus the time interval between every specific slice scanning cycle is 18s, during which 
the brain’s behavior with respect to time is missing. However, though the behavior of one 
  
18 
 
brain region according to time is missing, the behavior between different regions can still 
be detected through the information gathered in the MRI images at zero time delays. 
In this work, the cross-correlation is the main focus, which reveals the possible 
relations between the behaviors of different brain regions.  
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Chapter 3 Image Data Pre-process and Methodology 
3.1 Introduction to fMRI Volume Data Set  
In this thesis, the data consists of 6 trials of fMRI data at resting state for each rat, and in 
total 3 rats of the same species are involved. They are labeled as Rat-1, Rat-2 and Rat-3. 
For each rat, the same fMRI experiments at resting-state are carried out 6 times 
repetitively. For Rat-1, the 6 trials are labeled as Rat1_RS1, Rat1_RS2, … , Rat1_RS6, 
etc.  
Each data file stores the information of a volume image set, with a dimension of 
row*column*slice*time_step = 64*64*18*200. An example volume with a dimension of 
64*64*4*1 (“1” means one time step) is presented in Fig 3.1, in which R for row, C for 
column, and S for slice. Each pixel includes the image’s grey scale intensity information.  
 
Fig 3.1: An example volume set 
Before proceeding to the analysis on timelines/signals extraction and correlations of 
fMRI data, the pre-processes of image registration and segmentation are performed [29].  
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3.2 Image Registration and Segmentation 
3.2.1 Image Registration 
In fMRI analysis, the experimental and transient images taken from the MRI machine 
need to go through a registration process, frequently Inter-modality and Intra-modality 
image registrations, to align different subjects (rats in this thesis) with respect to the 
reference or selected standard subject.  
Registration is the aligning or mapping of a given volume to a reference volume via 
translation, rotation, and scaling of one coordination system to another system. In MIVA 
(a software of processing fMRI images, details will come in Section 3.3) the image 
volume’s world coordinate system is placed with the origin in the center of the volume 
image set, Fig 3.2 [29]. Different software packages have different ways to load and 
process images. In MATLAB, the origin is located at the upper right corner of the images, 
from inferior to superior. 
 
Fig 3.2: Image and World coordinate system [29] 
(b) Image Orientation in MATLAB (a) Image Orientation in MIVA 
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Fig 3.3: Diagram of volume transformation 
Fig 3.3 displays a volume transformation scheme. In this process, several 
transformation matrices are involved. The transformation matrix 𝑇𝑟 , the rotation matrices 
about each axis, 𝑅𝑥 , 𝑅𝑦 , 𝑅𝑧 , and the scaling matrix about the origin location in fixed 
frame XYZ [36]. 
𝑇𝑟 = �1 00 1 0 𝑇𝑥0 𝑇𝑦0 00 0 1 𝑇𝑧0 1 �  𝑆 = �
𝑆𝑥 00 𝑆𝑦 0  00  00  00  0 𝑆𝑧 00 1� 
 𝑅𝑥 = �1   00    𝑐𝑜𝑠𝛾 0 0𝑠𝑖𝑛𝛾 00 −𝑠𝑖𝑛𝛾0    0 𝑐𝑜𝑠𝛾 0 0 1�    𝑅𝑦 = �
𝑐𝑜𝑠𝛽 00 1 −𝑠𝑖𝑛𝛽 00 0
𝑠𝑖𝑛𝛽 00 0   𝑐𝑜𝑠𝛽  0  0  1�    𝑅𝑧 = �
𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜃
−𝑠𝑖𝑛𝜃  𝑐𝑜𝑠𝜃 0 00 0   0      0   0      0 1 00 1� 
From the matrices above, the overall transformation 𝑇 is obtained in Equation (3.1) 
[36]. 
𝑇 = 𝑇𝑟 ∙ 𝑅𝑦 ∙ 𝑅𝑥 ∙ 𝑅𝑧 ∙ 𝑆                                                                                                                         (3.1)  
=
⎣
⎢
⎢
⎡
𝑆𝑥𝑐𝑜𝑠𝜃𝑐𝑜𝑠𝛽 −𝑆𝑦𝑠𝑖𝑛𝜃𝑐𝑜𝑠𝛽
𝑆𝑥(𝑐𝑜𝑠𝜃𝑠𝑖𝑛𝛽𝑠𝑖𝑛𝛾 + 𝑠𝑖𝑛𝜃𝑐𝑜𝑠𝛾) 𝑆𝑦(𝑐𝑜𝑠𝜃𝑐𝑜𝑠𝛾 − 𝑠𝑖𝑛𝜃𝑠𝑖𝑛𝛽𝑠𝑖𝑛𝛾) 𝑆𝑧𝑠𝑖𝑛𝛽 𝑇𝑥−𝑆𝑧𝑐𝑜𝑠𝛽𝑠𝑖𝑛𝛾 𝑇𝑦
𝑆𝑥(𝑠𝑖𝑛𝛽𝑠𝑖𝑛𝛾 − 𝑐𝑜𝑠𝜃𝑠𝑖𝑛𝜃𝑐𝑜𝑠𝛾) 𝑆𝑦(𝑠𝑖𝑛𝜃𝑠𝑖𝑛𝛽𝑐𝑜𝑠𝛾 + 𝑠𝑖𝑛𝛾𝑐𝑜𝑠𝜃)0 0 −𝑆𝑧𝑐𝑜𝑠𝛽𝑐𝑜𝑠𝛾 𝑇𝑧0 1 ⎦⎥⎥
⎤
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By applying the transformation theory the subject can be aligned (or registered) to 
the reference. Based on the modality of the reference image, two kinds of registration are 
involved in the process, as showed in Fig 3.4. In Fig 3.4(a), the standard Rat1 is aligned 
to the Rat Atlas, the inter-registration aligns the grey scale image to the colored map. In 
Fig 3.4(b), the intra-registration aligns one gray scale image to another by minimizing the 
pixel gray scale differences. 
 
Fig 3.4(a): Inter Registration, Align standard Rat1 to Atlas 
 
 
Fig 3.4(b): Intra Registration Align subject Rat2, Rat3 to standard Rat1 
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This thesis is only interested in brain volume within the cranium. The image is 
cropped in MATLAB, retaining only the brain (Fig 3.5). Cropping eliminates the 
subsequent analyses being performed on regions not involved with the study. 
                   
 Fig 3.5: One slice of a cropped subject      Fig 3.6: One slice of a segmented volume 
 
3.2.2 Image Segmentation 
Segmentation is to partition an image into multiple regions (anatomical regions for this 
work), with each segment labeled for further analysis. Several segmentation algorithms 
exist (Fig 3.7 [29]). The principles of the segmentation algorithms can be found in [46]. 
In this work, the image volume (Fig 3.6) of one subject from the group is segmented 
into approximately 80 anatomical regions of the brain based upon the rat atlas provided 
within MIVA (Fig 3.4(a)). This subject becomes the standard subject and labeled, which 
is Rat1. The entire group is aligned to the standard subject via intra-registration and then 
uses the same segmented-volume map as the standard subject, as showed in Fig 3.4(b). 
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Fig 3.7: Classification of segmentation algorithms [29] 
The number of anatomical regions selected will dictate the correlation matrix size 
since each anatomical region is compared to all other regions.  Fig 3.8 presents a MIVA 
highly detailed segmented map. 
 
Fig 3.8: A highly detailed segmented map in MIVA 
 
 
3.3 The Software MIVA and Related Modules. 
MRI images are generally greyscale data, with each pixel storing a brightness intensity 
value. MIVA provides a very powerful graphical user interface (GUI) for the analysis of 
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both MRI and fMRI data. In this thesis only the pertinent functions of MIVA are 
discussed. The following MIVA modules are used to pre-process the images before the 
functional connectivity analysis is actually performed. 
3.3.1 The fMRI Module 
The fMRI Module creates a project for a group of experiment subjects.  Registration of 
each subject to a selected standard (intra-registration) and registration of the standard to 
the rat atlas (inter-registration) is performed within this module. 
(1) Register Panels 
In fMRI Module, we can export the transformation matrices from the Inter and Intra 
Registration. With defining the Rat1 as the standard subject, the Intra matrix 𝑇𝐼𝑛𝑡𝑟𝑎 aligns 
the volume sets of Rat2 and Rat3 to the volume set of the standard subject, the Rat1 (Fig 
3.4(b)). The Inter matrix 𝑇𝐼𝑛𝑡𝑒𝑟 aligns the standard volume set to a high-resolution Rat 
Atlas (Fig 3.4(a)). Merge the matrices of 𝑇𝐼𝑛𝑡𝑟𝑎 and 𝑇𝐼𝑛𝑡𝑒𝑟, the total transformation matrix 
𝑇𝑡𝑜𝑡𝑎𝑙  can be exported by MIVA. Through these procedures, Rat2 and Rat3 are also 
aligned to the Rat Atlas. 
𝐴𝑙𝑡𝑎𝑠 =  𝑇𝐼𝑛𝑡𝑒𝑟 × 𝑅𝑎𝑡(1)                                                                                                      (3.2) 
𝑅𝑎𝑡(1) =  𝑇𝐼𝑛𝑡𝑟𝑎(𝑖) × 𝑅𝑎𝑡(𝑖)            , 𝑖 = 2, 3                                                                   (3.3) 
𝐴𝑙𝑡𝑎𝑠 =  𝑇𝑡𝑜𝑡𝑎𝑙(𝑖) × 𝑅𝑎𝑡(𝑖) = 𝑇𝐼𝑛𝑡𝑒𝑟 × 𝑇𝐼𝑛𝑡𝑟𝑎(𝑖) × 𝑅𝑎𝑡(𝑖)            , 𝑖 = 2, 3              (3.4) 
The Register panels of fMRI Module for exporting the transformation matrix are showed in 
Fig 3.9. 
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Fig 3.9: Register panels of fMRI module 
(2) Segment Panel 
In the Segment panel of fMRI Module, the segmented map can be defined via the Tree-
Browser. In the Tree-Browser, user decides the numbers of the ROI’s (Region of 
Interests) of the segmented map. This thesis is interested in the second-level categories. 
Thus we check all the second-level categories (Fig 3.10) and there are 76 in total. 
In Fig 3.10, each category is a segment and labeled with a specific color. Save this 
file as the segmented map “2ndROIs.roi”. In Segment panel, browse the map 
“2ndROI.roi” and the merged transformation matrix 𝑇𝑡𝑜𝑡𝑎𝑙  obtained from the Register 
panels to create the segmented volume (Fig 3.6, Fig 3.11) for the group of rats.  
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Fig 3.10: The Segment panel of fMRI Module and Tree-Browser 
 
Fig 3.11: A segmented volume with multiple slices 
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3.3.2 The Registration Module and Slice Control 
MIVA provides manual registration in the Interactive panel of Registration Module. First 
identify the volume for registration, then use the slide bars to achieve the translation, 
rotation, and scaling of the targeted volume. In Fig 3.12, the volume of Rat 2 is aligned to 
match that of Rat1. User can view from all the three dimensions of axial, sagittal, and 
coronal to visually access the quality of the registration. For this process, proficiency in 
manually registration skills is required. The comparison on the time required to register 
two rat brain MRI volume sets between 2 proficient users and 3 technically-sound, but 
untrained users are showed in Table 3.1 [36]. Fig 3.12 provides the view of one slice in 
each dimension. Inspection of the alignment of other slices can be achieved via the slice 
control under the “Tools” menu. The multiple slices in Fig 3.11 are obtained via slice 
control.  
 
Fig 3.12: Interactive panel for manually registration in MIVA 
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When the registration is finished, the transformation 
matrix calculated by MIVA can be exported from the 
Matrix panel in Registration Module (Fig 3.13), which is 
the 𝑇𝐼𝑛𝑡𝑟𝑎(2)  in this situation, generated in the process of 
aligning Rat2 to Rat1. 
   
 
 Table 3.1: 3D manual registration time comparison [36]                   Fig 3.13: Matrix panel of Registration 
 
3.4 Methodology 
To conduct the correlations between each brain region, the procedures this work used are: 
(1) get the segmented volume; (2) get the cropped subjects’ volumes; (3) conduct the 
correlation analyses based on the timelines extracted from the cropped subjects’ volumes. 
Details come as following.  
3.4.1 Obtain the segmented volume 
A brief flowchart of the methodology is showed in Fig 3.14. 
 
Fig 3.14: Flowchart of obtaining the segmented volume 
It is unrealistic to manually segment each rat volume in a study. Rather, the rat 
volumes are registered to a standard rat, which is then aligned to a reference atlas of the 
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rat brain.  Applying sequential alignment matrices registers all rat volumes to the 
reference atlas after which segmentation can be applied automatically.  
However, to ensure the most accurate segmentation, the registrations were performed 
on the higher-resolution anatomical MRI volumes rather than the functional volume sets.  
Generally, there is an order of magnitude resolution difference between the two volume 
types. For the subjects in this study, and most studies, the functional volumes are 
collected during the same imaging session as the anatomy volumes to minimize any 
potential misalignment of the functional volume from the anatomy volume.  As noted in 
the literature previously, most fMRI to anatomy segmentations use the voxel center 
location for classifying the fMRI voxels.[39]  However, as illuminated in Fig 3.15 a 
mode selection process yields more accurate segmentations.  Essentially, the anatomy-
resolved region having the highest frequency of occurrence within the functional pixel 
boundary classifies the functional pixel. The differences and error analysis between using 
the “mode” method and the voxel centroid method is provided in [39]. An example is 
given in Fig 3.15.  
 
(a)                      (b) 
Fig 3.15: An example on de-sampling 
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Consider the anatomy segmented map with a dimension of 10 by 10 in Fig 3.15(a). 
The map has 9 anatomical regions identified and each pixel is labeled with the same 
region ID. The map is resized to the functional segmented map with a dimension of 2 by 
2 as showed in Fig 3.15(b). Each functional pixel spans a 5 by 5 region of the anatomy 
space. If it takes the number at the centroid location as the region tag for de-sampled map, 
the upper left pixel in Fig 3.15(b) shall be marked with the minority region number “1” 
rather than the majority group’s number “2”. In which situation the activity of region 2 is 
more informative. In mode method, these 25 pixels are de-sampled to one pixel in Fig 
3.15(b), with the most frequent anatomical region as the functional map ID and maintain 
the most accurate information. Due to the de-sampling, some anatomy region tags might 
not exist in the functional map simply due to the small volume occupied by that region 
relative to the resolution of the functional voxels. In Fig 3.15(b), 5 segments out of 9 are 
missing. However, in the fMRI data set, the segmented volume is de-sampled from a 
dimension of 256*256*18 to the dimension of 64*64*18. The volume contains a very 
quantitative number of pixels which still outputs a reliable de-sampled volume. From the 
inspection, the number of the segments of the de-sampled volume is 72. Compared with 
the number of the segments in original segmented volume, only 4 segments are missing. 
3.4.2 Obtain the cropped subjects’ volumes 
Firstly a brief flowchart is showed in Fig 3.16. 
 
Fig 3.16: Flowchart of obtaining the cropped volumes of subjects 
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To conduct the correlation analysis, the timelines of the brain regions activity have to 
be gathered first. For example, Fig 1.2 showed one pixel of a single slice collected at 
different time points. By extracting the intensity values in the pixel marked with the 
yellow line, we can have that pixel’s activity according to time. 
 
Fig 1.2: A single slice collected at different time points [29] 
Rather than observing the brain activities by pixel, this thesis is presenting a method 
of observing the activities by brain categories. With each category containing multiple 
pixels, this thesis takes the average intensity value to stand for the category’s activity 
value at each time point. By extracting the average values during the time span, the 
activity timeline for a category is obtained. 
However, the black background is not absolutely “black”. There is significant 
background noise that can foil the correlation analyses.  Consequently, the voxels exterior 
to the brain (which includes the cranium, muscle, hair and surrounding air spaces) are 
cropped by setting their pixel gray-scale intensity to zero.  
The cropping procedure can be achieved via the processes in Fig 3.16. The mask 
created in MIVA set the intensity values in background to zero while set the intensity 
values within the brain volume to a same number which is not necessarily the unit “1”. 
  
33 
 
Convert the all those non-zero intensity values into “1” in MATLAB and apply the mask 
to subjects volumes, the cropped volumes are obtained. 
 
3.4.3 Correlation Analysis 
The cropped volumes of the experimental group and the segmented volume are provided 
as the input to the correlation analysis as flowcharted in Fig 3.17. 
 
Fig 3.17: Flowchart of conducting correlation analysis 
The programming strategy to amass each pixel into its respected category is 
presented in Fig 3.18. The process requires the segmented volume and a cropped volume 
as inputs. They are obtained via the method introduced in Section 3.4.1 and Section 3.4.2. 
In Step (c) of Fig 3.18, a verification check ensures that these two volumes have the same 
dimensions. Step (e) sorts those pixels with the same segment ID number (the Region 
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Tag in Table 6.1) into each category correspondingly. Each segmented ID is mapped to a 
contiguous vector (the vector variable of MTID) based upon the ID occurrence within the 
segment volume. Table 6.1 displays the mapping from the segment ID to the MTID. 
There were 72 unique IDs representing 72 distinct sub-major regions of the rat brain 
anatomy.  Two parallel vectors of length 72 were created.  The first vector summed the 
intensity values from the cropped volume based upon the material ID of the paired 
segmented volume.  The second vector tracked the number of pixels for each material ID.  
After spanning the entire cropped volume, the average intensity for each material ID is 
calculated from the summed intensity and occurrence values.  A new volume is created 
based on the segmented volume replacing each segmented volume ID with the averaged 
intensity value for that ID. The sorting strategy is presented in the dashed block. Iterating 
the sorting process over the time span establishes the timeline for each category. 
This work intends to find out which brain region can communicate with other brain 
regions. To do it, this work will examine the connectivities both structurally and 
functionally. For structural connectivites, it will start from the existing literature or 
database and set up a square matrix to provide a direct diagnose of the connction. While 
for functional connectivites, it will establish the matrix with the results from fMRI data.        
  
35 
 
 
Fig 3.18: Programming strategy from step ② to step ⑤ in Fig 3.17 
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Chapter 4 Structural Connectivity 
4.1 Introduction to Structural Connectivity  
Structural connectivity of brain refers to a pattern of anatomical links between different 
regions of the brain, which each has a population of neuron cells [34]. These regions 
might be close or adjacent to each other; they might also be distinct. To develop the 
relationship between structural and resting-state functional connectivity, we start from 
building up matrices for both modes of connectivity, and then detect the similarities and 
mismatches between them.  
Brain is a miraculous build-up with thousands of regions, each performing a specific 
function in order to make the organs, tissues, and body system coordinate and function 
well. A diagram of anatomical sub-regions of cerebral cortex is showed in Fig 4.1 
(left).These different regions communicate with each other by nerve fibers constructed of 
neurons (Fig 4.1, right [37]).  
               
Fig 4.1: A diagram of anatomical sub-regions of cerebral cortex and nerve fibers [37] 
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According to “Brain maps: structure of the rat brain”, by Swanson, 1998, from which 
the brain regions’ nomenclature of MIVA was built [38], the rat brain can be segmented 
into 1200 anatomical regions. However, this level of detail exceeds current structural 
connectivity information. Rather, Swanson and others have coalesced the detailed 
anatomical regions into approximately 80 sub-major zones [47]. The MIVA rat brain 
atlas has these 80 sub-major volumes (Table 4.1), and further collected them into a dozen 
major zones of the brain, as labeled in Table 4.2.  
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Table 4.1: The 2nd level's categories of rat's brain regions. (SCN, SC, etc. is described in Table 4.2) 
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Table 4.2: The 1st level's categories of rat's brain regions and the Nomenclature of Column Titles 
 
4.2 BAMS Database  
The BAMS (Brain Architecture Management System) developed by Bota and Swanson 
[40][41][42] conducted the NIBS Neuroscience Program and built up a neuro-informatics 
environment for handling data from different typical mammalian species, like human, rat, 
cat, macaque, etc.[47]  
For the specie of rat, a number of database versions have been included in BAMS,  
Swanson 1992-2004, Paxinos/Watson 1998, Krettek and Price, etc., each with slightly 
different interpretations. The nomenclature system of MIVA used the Swanson, 1998 
system [38]. The BAMS database has the same nomenclature available for use, Fig 4.2.  
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Fig 4.2: Nomenclature Systems in BAMS Database 
4.3 Structural Connectivity Matrix Set up 
The matrix framework is based on the SCN numbers (Fig 4.5, 4.6, 4.7).  
In database BAMS, projection module, a structural connectivity matrix with a size 
up to 100*100 can be established. For the convenience of illustration, the first 10 source 
regions are selected in BAMS for efferent projections, as showed in Fig 4.3.  
 
Fig 4.3: Sample source regions’ selection 
For each source region, BAMS specifies which target regions are connected. Fig 4.4. 
 
Fig 4.4: Sample target regions’ selection 
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From the data selected, the structural matrix can be presented in 3 forms from BAMS: 
a matrix revealing the references number of demonstrating existence of the projection 
(Fig 4.5), the binary matrix indicating connectivity (Fig 4.6), and a color-coded 
representation of the connectivity intensity with several bin levels (Fig 4.7).  
 
Fig 4.5: Literature demonstration map 
 
Fig 4.6: Map of projection existence, from BAMS Database 
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Fig 4.7: Color map of strength leveled projection from BAMS Database 
The matrices are converted into digital forms for use. (Fig 4.8, 4.9) 
 
Fig 4.8: An example of projection existence matrix in symmetric frame 
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Fig 4.9: An example of strength leveled projection matrix in symmetric frame 
The 72*72 matrix is cumbersome to present. A portion of it is displayed in (Fig 4.10, 
4.11) where the blanks denotes that no data returned from database BASM. Table 
4.1maps the brain regions’ abbreviations to the region name. Complete matrices are 
presented in Appendix C. The structural-connectivity matrix is sparse compared with 
functional connectivity matrix, due to the limitation of rat brain structural connections in 
the literature. 
The current database of anatomical connections is not completed yet, a lot of 
anatomical connections are still under exploration. With the developed known 
information, the structural connectivity matrix can be generated as showed in Fig 4.10, 
which provides a first diagnose of the structural connectivity between different brain 
regions. For example, from the data “1” in the fifth row and second column from the 
matrix, it denotes that there is a valid structural connection between the brain region 
ACA (cingulate cortex) and ACB (accumbens). The abbreviations and the anatomical 
names were mapped in Table 4.1.  
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Fig 4.10: Partial results of projection existence matrix 
 
 
 
Fig 4.11: Partial results of strength leveled projection matrix  
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Chapter 5    Functional Connectivity 
5.1 Introduction to Functional Connectivity 
Functional brain imaging has been widely used to study the neural activities such as 
perception, cognition, and emotion. The most prominent strategy for fMRI studies was to 
introduce a stimulus sometime during the time course and measure the BOLD responses 
due to the stimulus. These BOLD fMRI studies focus on associating a specific brain 
region due to an external stimulus. However, resting-state fMRI studies are primarily 
interested in the relationships of one brain region to another – in the absence of an 
external stimulus.  As discussed in Section 4.1, the brain regions/nodes are connected by 
anatomical neuron threads, which play the role of information delivery.  The resting-state 
fMRI relationships are believed to follow the structural conduits.  However, little data 
exists to date to validate this belief.  Our work will increase the functional database and 
might aid researchers in hypothesizing the neural interconnection mechanisms. 
The Fig 5.1 [43] shows indirect connections are possible beyond the direct physical 
projection between two nodes. 
 
Fig 5.1: Modes of brain connectivity. Sketches from left to right illustrate structural connectivity (fiber pathways), functional 
connectivity (correlations), and effective connectivity (information flow) among four brain regions in macaque cortex. [43] 
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With physical projections between two brain nodes, the activities of the two nodes 
can be correlated due to the communication through the projection. But this is not the 
only situation that how different brain regions communicate with each other. Fig 5.2 
presents an analog of the communication between node A and node B even there is no 
physical projection between them. 
 
 
 
 
                                (a)                                                                  (b)   
Fig 5.2: An analog of communication between two nodes when no physical projection exists 
In Fig 5.2, the solid arrow denotes the physical projection and the dashed arrow 
denotes the communication. In Fig 5.2(a), there is bidirectional physical projection 
between node A and node C, unidirectional projection from node C to node B. Thus there 
is a possibility that there is a unidirectional information flow from node A to node B via 
the interim node C. Thus when an event is generated in node A, a related active or de-
active response would generated in node B. However, an event generated in node B does 
not affect the activities in node A. In Fig 5.2(b), compared with Fig 5.2(a), there is one 
more unidirectional physical projection from node D to node C, and one more 
bidirectional projection between node D and node B. Thus, node A and node B might be 
able to have bidirectional communication without physical projections between them.  
 
A 
B 
C 
A 
D 
C 
B 
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5.2 Correlation Results from fMRI Experiments  
Three rats of the same species (tagged as WKY rats) were involved in the experiments. 
By applying the theory of Person’s Correlation, the results are generated in following 
sections. 
An overall view of the brain activity signals is displayed in Fig 5.3. 
 
Fig 5.3: Normalized timelines for multi-MTs, 72 in total 
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Fig 5.4: Sample normalized timelines for 5 MTs 
It is apparent that these signals are somewhat correlated with each other. To evaluate 
the correlation quantitatively, the Person’s Correlation analysis is used, which was 
introduced in Chapter 2. 
 
5.2.1 One trial of Rat1, the Rat1_RS1, cross-correlation with reference to MTID (34), 
with zero time lags 
Sometimes when an event occurs at region A, it may cause corresponding response 
within itself sometime later. Auto-correlation is very important to verify the time delay in 
the response of a brain region. However, the MRI sampling frequency is too low for 
meaningful transient relationships. Currently the sampling rate is around 20s for any 
specific location.  
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In this work, the cross-correlation is mainly focused on revealing the possible 
relations between the behaviors of different brain regions. The auto-correlation is 
presented as well; this is not the main focus. To ensure a more valid dataset for 
correlation, the data of 1st 20s are cut off. 
Typical cross-correlation with reference to MTID (34), with different correlation 
levels at zero time lags are presented. 
ρ34,67 = 0.8828  with zero time lags. 
Fig 5.5(a): Correlation results between MTID (34) and MTID (67), before normalization 
Fig 5.5(b): Correlation results between MTID (34) and MTID (67), after normalization 
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In this result, the brain activities before normalization is presented just to offer as a 
profile comparison, while for the following results only the normalized results are 
presented.  
ρ34,6 = 0.5287 
 
 Fig 5.6: Correlation results between MTID (34) and MTID (6) 
 
ρ34,42 = 0.2368 
 
Fig 5.7: Correlation results between MTID (34) and MTID (42) 
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ρ34,68 = 0.0151 
 
Fig 5.8: Correlation results between MTID (34) and MTID (68) 
 
ρ34,30 = −0.3427 
 
Fig 5.9: Correlation results between MTID (34) and MTID (30) 
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ρ34,19 = −0.6836 
 
Fig 5.10: Correlation results between MTID (34) and MTID (19) 
 
Typically 2 timelines of MTID (60) and MTID (71) with correlation coefficient = 0 
are showed below: 
ρ60,71 = 3.3573e − 004 ≈  0  
Fig 5.11: Correlation results between MTID (60) and MTID (71) 
0 20 40 60 80 100 120 140 160 180
0
20
40
60
80
100
timestep
m
ag
ni
tu
de
Normalized brain activities of MTID(34), MTID(19), corr[34,19]= -0.6386
 
 
MTID-34
MTID-19
0 20 40 60 80 100 120 140 160 180
-20
0
20
40
60
80
100
120
timestep
m
ag
ni
tu
de
Normalized brain activities of MTID(60), MTID(71), corr[60,71]= 0
 
 
MTID-60
MTID-71
  
53 
 
From these results, MTID (34) is highly correlated with MTID (67). MTID (34) is 
well correlated with MTID (6) while not well correlated with MTID (68) 
The following results demonstrate that, if Region A correlates with Region C well, it 
is very possible that Region B correlates with Region C to some degree as well if it is 
detected that A correlates with B. Graphs of correlation referred to MTID (67) are 
showed as below. MTID (6) and MTID (68) are selected to inspect the correlations. 
ρ67,6 = 0.4058  
 
Fig 5.12: Correlation results between MTID (67) and MTID (6) 
ρ67,68 = 0.0715  
Fig 5.13: Correlation results between MTID (67) and MTID (68) 
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5.2.2 Auto-correlation of MTID (34), with defined time lags  
Since the auto-correlation function is even and ρ(t) is symmetric about t = 0, the 
following discussion only focuses on the positive time lags withinthe span (0, 100) 
 
Fig 5.14: Auto-correlation results of MTID (34) 
From Fig 5.14, ρ34,34(t)  is not periodic. MTID (34) is correlated to itself at 
𝑡𝑖𝑚𝑒𝑙𝑎𝑔 = 0, at which a highly correlation peak occurs. However, for autocorrelation, a 
signal is always correlated with itself at zero time lag, and in this situation of a brain 
activities signal from fMRI experiments, ρ34,34(0) does not mean too much. Another 
peak does exist at 𝑡𝑖𝑚𝑒𝑙𝑎𝑔 = 68, from which we assume that the event occurs in MTID 
(34) at time point zero might have caused a response at the time point 68 within the 
region itself.  
MTID (34) is a vector containing 180 data points. Make the Signal 1 = MTID34(1:67, 
1), Signal 2 = MTID34(68:136, 1). The time lags between Signal 1 and Signal 2 is 67. 
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Evaluate the correlation between Signal 1 and Signal 2 and the result is returned in Fig 
5.15 (a).  
 
Fig 5.15(a): Auto-correlation results of MTID (34), time lags = 67 
According to Equation (2.1), the correlation coefficient returned as ρ𝑆1,𝑆2 = 0.2614. 
Where the S1 denotes to Signal 1 and S2 denotes to Signal 2. ρ𝑆1,𝑆2 returned in this 
situation is small. Can we directly draw a conclusion that MTID (34) is not self correlated? 
Or can we say, the event occurs at zero time point in MTID (34) caused no later response 
within itself? Rather than draw a conclusion from the result evaluated based on two 
signals with each only contains 67 data points, we can step further to obtain a correlation 
coefficient value from signals containing a more quantitative data points. Regards that the 
signal MTID (34) contains 180 data points, we can expand Signal 1 and Signal 2 to a size 
of 100. Make Signal 1 = MTID34(1:100, 1), Signal 2 = MTID34(68:167, 1). The time 
lags between Signal 1 and Signal 2 is still 67. Evaluate the correlation between Signal 1 
and Signal 2 again and result is in Fig 5.15(b). 
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Fig 5.15(b): Auto-correlation results of MTID (34), time lags = 67 
According to Equation (2.1), the correlation coefficient returned as ρ𝑆1,𝑆2 = 0.5089, 
which means Signal 1 and Signal 2 are moderately correlated. It also implies that an 
event occurs at zero time point in MTID (34) might lead to some response within the 
region itself later on. 
 
5.2.3 Results from other trials of Rat1 
Besides the experimental trail of Rat1_RS1, there are another 5 resting-state trials of Rat1. 
To eatablish the behavior properties of region MTID(34), it is needed to evaluate the 
correlation results betweem MTID(34) and the same other regions with the data from 
other trials to verify the consistency between the results obtained from the data of other 
trials and the results from the data of Rat1_RS1 presented above. The trial Rat1_RS5 is 
randomly selected. 
Typical cross-correlation with reference to MTID (34) are presented, with different 
correlation values at zero time lags, Trial 5 
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ρ34,67 = 0.8871  
 
Fig 5.16(a): Correlation results between MTID (34) and MTID (67), before normalization, 
Trial 5 
 
 
Fig 5.16(b): Correlation results between MTID (34) and MTID (67), with normalization, 
Trial 5 
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ρ34,6 = 0.4348  
 
Fig 5.17: Correlation results between MTID (34) and MTID (6), Trial 5 
 
ρ34,42 = 0.  
 
Fig 5.18: Correlation results between MTID (34) and MTID (42), Trial 5 
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ρ34,68 = 0.1224  
 
Fig 5.19: Correlation results between MTID (34) and MTID (68), Trial 5 
 
ρ34,30 = −0.5729  
 
Fig 5.20: Correlation results between MTID (34) and MTID (30), Trial 5 
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ρ34,19 = −0.6352  
 
Fig 5.21: Correlation results between MTID (34) and MTID (19), Trial 5 
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Chapter 6    Results Comparison and Analysis 
In this work 72 sub-regions were defined. Each region has a region name as well as a 
region number as the label. For the convenience of programming work, each region is 
assigned an ID number, the MTID.  Table 6.1 maps the segmentation ID (or Region Tag) 
to the MTID. 
Table 6.1: The sub-region’s label regime 
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Table 6.1 (continued): The sub-region’s label regime  
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In this thesis, the correlation analysis is carried out between every 2 regions defined, 
thus the final results are summarized in 72*72 matrices. Due to the large matrix size, only 
a portion of each matrix is displayed in this chapter. Complete results can be found in 
Appendix. 
With both structural connectivity matrix and functional connectivity matrix obtained, 
further investigation can be taken from them. As we will see later, the functional 
connectivity matrix is in symmetry. By taking advantage of the symmetric property, the 
structural connectivity matrix and functional connectivity matrix can be combined in to 
one matrix with one type of data taking the upper triangle section of the matrix, the other 
taking the bottom section. This combined matrix can provide an easy comparison 
between the two modes of the matrices, and it is defined as the half-to-half (h2h) 
structural and functional matrix. However, before reaching that point, several other mode 
of h2h matrices are developed to inspect the reliability of the functional correlation 
results. 
Results in Table 6.2 are obtained from only one experimental trial of one rat, which 
displays the correlation coefficients matrix in symmetry, representing the strength of 
functional connectivity between every two brain regions defined in this work. To get a 
more reliable result, we generate the correlation coefficients matrices for 6 trials of each 
rat and take the mean values. Results are given in Table 6.3. The matrix is in symmetry as 
well, for the convenience of view the data relationships, the upper triangle section of 
Table 6.3 is replaced by the standard deviation (shadow session) that comes along with 
the mean values. Thus we call it a half-to-half (h2h) matrix. Complete matrix can be 
found in Appendix A. 
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Table 6.2: A portion of the cross-correlation results of Rat1_RS1 
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Table 6.3: A portion of the h2h cross-correlation results of 6 trials of Rat1 
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The histogram of the distribution of the standard deviation is needed. Three rats are involved in this process, thus all three rats’ histogram 
of the standard deviation is presented.  
       
                                     (a)                                                                         (b)                                                                           (c) 
Fig 6.1: Distribution of standard deviations for each rat. (a) Rat1, (b) Rat2, (c) Rat3 
From Fig 6.1, for all the three rats more than 90% of the STD data locate within the range of (0, 0.2), which gives a very strong 
demonstration of the validity of the mean data obtained. However when 18 trails of 3 rats are lumped together for the correlation h2h matrix, 
the percentile of data within the range of (0, 0.2) drops to 65%, which provides less reliable results. Thus the mean correlation coefficients 
matrix for each rat respectively is chosen to establish the connectivity matrices and the color maps in the following sections.  
0 0.1 0.2 0.3 0.4
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
Standard Deviation
P
er
ce
nt
ile
STD Distribution of 6 trials of Rat1
0 0.1 0.2 0.3 0.4
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
Standard Deviation
P
er
ce
nt
ile
STD Distribution of 6 trials of Rat2
  
67 
 
To easier detect if two regions are functionally connected, the matrix in Table 6.3 is 
converted into a color map, presented as Table 6.4. With the Convention as following and 
abs(coef) denotes to the absolute value of the correlation coefficients: (1) abs(coef) < 
0.05, no correlation, dark purple; (2) 0.05< abs(coef) < 0.2, slight correlation, blue; (3) 
0.2 < abs(coef)  < 0.4, moderate correlation, orange; (4) 0.4 < abs(coef)  < 0.6, medium 
strong correlation, magenta; (5) abs(coef)   > 0.6, strong correlation, red; (6) correlation 
with high standard deviation ( STD > 0.2), unsure, green. With this convention, a portion 
of the map is as below (complete matrix is in Appendix B). 
In Table 6.4, the standard deviation results in the upper triangle session are color 
coded as well. Standard Deviation (STD) Values smaller than 0.1 are marked with yellow, 
and indicate higher confidence in the correlation results. While the STD values larger 
than 0.2 are marked with green, which denote questionable correlation results. STD 
values between 0.1 and 0.2 are marked with grey. 
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Table 6.4: A portion of the colored map of h2h cross-correlation results of Rat1, generated from Table 6.3 
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Besides evaluating the functional connectivity between different brain regions, there 
is also a great significance in evaluating the relations between the structural connectivity 
and the functional connectivity maps. As it is generally concerned in this way when a 
physical projection exists between two regions of interest (ROI), regardless to the 
strength level of the connectivity, there is more possibility that the two ROI’s are 
functionally connected. Results are in Table 6.5. The upper triangle section of Table 6.5 
is replaced by the binary structural connectivity established in Chapter 4, while the lower 
triangle section maintains the functional correlation coefficients. Complete matrix results 
can be found in Appendix D.1.  
In Table 6.6, the functional correlation information of those that don’t have structural 
projections implied from BAMS Database is eliminated for an easier diagnosis. Complete 
matrices can be found in Appendix D.2. From Table 6.6, we can see that with those 
regions having structural connectivity/projections, most of them are functional correlated 
though the strength of the functional correlation varies.  
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Table 6.5: h2h correlation matrix of binary-structural and functional connectivity 
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From Table 6.5, we can see that some regions are reported with a strong functional 
connectivity while with no structural connectivity. The completed structural connectivity 
matrix is still under exploration, if research were to extend the anatomical connectivities, 
this thesis suggests that those regions with high correlation and low STD can be 
considered first. 
From the full Table 6.5 (Appendix 6.5), 175 out of 2592 structural connections are 
reported.  The percentile is 6.75% which is very sparse as mentioned. While for 
functional connectivites, 2194 out of 2592 connections are reported as at least slightly 
connected. The percentile is 84.65%. Thus functional connectivity might exist between 2 
ROIs even there is no direct physical projection reported. The percentile of the functional 
connectivites at different strength level is showed in Fig 6.2. 
 
Fig 6.2: Percentile of each strength level of functional correlation from Table 6.5 
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Table 6.6: Extracted h2h correlation matrix of binary-structural and functional connectivity 
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Fig 6.3: Percentile of each strength level of functional correlation from Table 6.6 
For those 175 physical projections reported in BAMS Database, Fig 6.3 shows the 
percentile of their functional correlation of each strength level correspondingly. From Fig 
6.3 we can see that 90% of the structural connected connections are functional correlated. 
Less than 10% of the connections have no functional correlations though they are 
structural connected. They might be those structural connections between brain regions 
that which are related to a specific purpose of use but not activated during resting-state. 
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Chapter 7 Conclusions 
In this work, a structural connectivity matrix was presented based on the existing BAMS 
database. Resting-state functional connectivity matrices were developed from fMRI 
volume sets obtained from UMass Medical School [48]. These resting-state functional 
connectivity studies extended the current state-of-art of literatures in this field. Further, a 
comparison between the anatomical and functional connectivity matrices was conducted. 
Multiple modes of connectivity matrices with a dimension of 72*72 werebuilt.  
        From the BAMS Database, the information on physical projections between 
different ROI’s were extracted and converted into the matrix form. From the physiology 
of neuron system introduced in Section 4.1, the structural projection always has a 
direction. Thus the structural connection between 2 ROI’s can be either unidirectional or 
bidirectional, which results in the asymmetry of the structural connectivity matrix. Two 
modes of structural connectivity matrix were built in this work: (1) the binary-structural 
connectivity matrix (Fig 4.10, Appendix C.1); (2) the color coded (each color represents a 
level of projection strength) structural connectivity matrix (Fig 4.11, Appendix C.2). The 
structural matrices are very sparse due to the limit of the information from current 
database. 
        For functional connectivity matrix, numerical correlation analyses were carried out 
via the Pearson’s correlation function, both the cross-correlation between different ROI’s 
and the auto-correlation within one ROI itself were introduced. Cross-correlation at zero 
time lags reveals the relation between two different ROI’s, while the auto-correlation 
reveals a response delay on the brain region’s activity. However, due to the limitation of 
  
75 
 
the current MRI imaging technique, the image-sampling rate is one slice per second 
(approximately 20s per specific slice), which yields to an appropriate image resolution. 
Thus the time interval is too long to gather the valid brain activities. The functional 
correlation analyses in this work were based on zero time lag/shift and the auto-
correlation results were considered as not valid. However the method can be saved for 
future use.  
        From functional connectivity analysis, the Pearson’s correlation evaluates the 
correlation between 2 ROI’s without concerning the direction, which results in a matrix 
symmetric about the diagonal (Table 6.2). With the symmetry property, a lot of 
advantages occur by replacing half of the functional correlation matrix with another type 
of data, from which several modes of half-to-half matrices were generated. The modes 
are listed as following: (1) the h2h (half-to-half) matrix of correlation coefficients and the 
STD (standard deviation) (Table 6.3, Appendix A); (2) the color coded h2h matrix of 
correlation coefficients and the STD (Table 6.4, Appendix B); (3) the h2h correlation 
matrix of binary-structural and functional connectivity (Table 6.5, Appendix D.1);  (4) 
the extracted h2h correlation matrix of binary-structural and functional connectivity 
(Table 6.6, Appendix D.2).  
        In those matrices including STD values, since the functional coefficients are the 
mean values from 6 trials of the resting-state fMRI experiments, thus each functional 
coefficient in the matrix come along with a STD value. The functional coefficients with a 
STD value located within the range of (0, 0.2) were taken as valid data, and the percentile 
is above 90%. Those STD values which larger than 0.2 were marked with green color and 
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considered as a connection with an unsure strength regardless to the magnitude of the 
functional correlation coefficients.  
        These structural connectivity matrix and functional connectivity matrix provides an 
easier diagnose for the relation between 2 ROI’s. Several conclusions as well as further 
analyses procedures can be conducted from these matrices: 
(1) From the h2h correlation matrix of binary-structural and functional connectivity 
(Table 6.5, Appendix D.1), only 6.75% of the connections are reported with 
structural projections while 84.65% are reported as functionally connected with at 
least a slight strength. It implies that most of the brain regions are able to 
communicate with each other regardless the strength of communication even there is 
no direct structural projection reported from current BAMS Database.  
(2) From the extracted h2h matrix of binary-structural and functional correlation (Table 
6.6, Appendix D.2), a physical projection indicates a great probability of the 
existence of a functional correlation regardless the strength. More than 90% of the 
physical projections come along with a valid functional correlation. 
 
        Further analyses procedures based on those matrices: 
(1) For the color coded matrix, a data cluster can be applied to rearrange the index ID of 
current matrix thus leads to a color banded matrix, which sort the connections with 
the same strength level (or marked with the same color) in a color band bounded with 
explicit boundary. 
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(2) A 2nd generation matrix can be built from the h2h matrix of binary-structural and 
functional correlation in which those regions are not directly connected with a 
physical projection but connected via interim regions can be detected.  
(3) The matrices introduced in this work can be refined with a more quantitative data set 
to gather results with a higher validity, as well as a more detailed segmentation in rat 
brain regions. Thus the more informative matrices with a larger dimension can be 
obtained. 
        The fMRI correlation analyses have meaningful applications in exploring the 
principles of how the neuron system works, as well as the treatments and therapies in 
neuron diseases for clinical use. This thesis provides an inspective method of analyzing 
the correlation both structural and functional, and generates several sample matrices 
results which can provide a first stage diagnoses for the correlations between different 
ROI’s. 
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Appendix A   The h2h matrix of correlation coefficients and standard deviations for Rat1 
For the regions’ numbering regime and abbreviations, please go to Table 6.1. 
A.1 The h2h (half-to-half) cross-correlation and STD (standard deviations) results of the average from 6 trials of Rat1, Overview 
The upper triangle section is the standard deviation matrix; bottom triangle section is the cross-correlation coefficient matrix which is the mean 
coefficients taken from the 6 trials of Rat1. 
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The h2h cross-correlation and STD results of the average from 6 trials of Rat1, section 1/6 
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The h2h cross-correlation and STD results of the average from 6 trials of Rat1, section 2/6 
 
  
87 
 
The h2h cross-correlation and STD results of the average from 6 trials of Rat1, section 3/6 
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The h2h cross-correlation and STD results of the average from 6 trials of Rat1, section 4/6 
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The h2h cross-correlation and STD results of the average from 6 trials of Rat1, section 5/6 
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The h2h cross-correlation and STD results of the average from 6 trials of Rat1, section 6/6 
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Appendix B The h2h color coded matrix of correlation coefficients and STD (standard deviations) for Rat1 
For the regions’ numbering regime and abbreviations, please go to Table 6.1. 
Overview of the matrix 
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The h2h color coded matrices of correlation coefficients and STD for Rat1, section 1/9 
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The h2h color coded matrices of correlation coefficients and STD for Rat1, section 2/9 
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The h2h color coded matrices of correlation coefficients and STD for Rat1, section 3/9 
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The h2h color coded matrices of correlation coefficients and STD for Rat1, section 4/9 
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The h2h color coded matrices of correlation coefficients and STD for Rat1, section 5/9 
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The h2h color coded matrices of correlation coefficients and STD for Rat1, section 6/9 
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The h2h color coded matrices of correlation coefficients and STD for Rat1, section 7/9 
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The h2h color coded matrices of correlation coefficients and STD for Rat1, section 8/9 
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The h2h color coded matrices of correlation coefficients and STD for Rat1, section 9/9 
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Appendix C The structural connectivity matrices obtained from BAMS Database 
For the regions’ numbering regime and abbreviations, please go to Table 6.1. 
C.1 The binary structural connectivity matrix obtained from the BAMS Database, introduced in Chapter 4. Overview 
In the matrix, “1” denotes that a projection exists between the two regions while “0” denotes no projection. 
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The binary structural connectivity matrix obtained from the BAMS Database, section 1/6 
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The binary structural connectivity matrix obtained from the BAMS Database, section 2/6 
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The binary structural connectivity matrix obtained from the BAMS Database, section 3/6 
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The binary structural connectivity matrix obtained from the BAMS Database, section 4/6 
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The binary structural connectivity matrix obtained from the BAMS Database, section 5/6 
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The binary structural connectivity matrix obtained from the BAMS Database, section 6/6 
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C.2 The color coded structural connectivity matrix obtained from the BAMS Database. Overview 
The strength of the projections is revealed by color in the matrix. 
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The color coded structural connectivity matrix obtained from the BAMS Database, section 1/6 
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The color coded structural connectivity matrix obtained from the BAMS Database, section 2/6 
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The color coded structural connectivity matrix obtained from the BAMS Database, section 3/6 
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The color coded structural connectivity matrix obtained from the BAMS Database, section 4/6 
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The color coded structural connectivity matrix obtained from the BAMS Database, section 5/6 
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The color coded structural connectivity matrix obtained from the BAMS Database, section 6/6 
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Appendix D The h2h correlation matrices of structural and functional connectivity 
For the regions’ numbering regime and abbreviations, please go to Table 6.1. 
D.1 The h2h correlation matrix of binary-structural and functional connectivity, overview 
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The h2h correlation matrix of binary-structural and functional connectivity, section 1/9 
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The h2h correlation matrix of binary-structural and functional connectivity, section 2/9 
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The h2h correlation matrix of binary-structural and functional connectivity, section 3/9 
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The h2h correlation matrix of binary-structural and functional connectivity, section 4/9 
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The h2h correlation matrix of binary-structural and functional connectivity, section 5/9 
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The h2h correlation matrix of binary-structural and functional connectivity, section 6/9 
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The h2h correlation matrix of binary-structural and functional connectivity, section 7/9 
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The h2h correlation matrix of binary-structural and functional connectivity, section 8/9 
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The h2h correlation matrix of binary-structural and functional connectivity, section 9/9 
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D.2 The extracted h2h correlation matrix of binary-structural and functional connectivity, overview 
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The extracted h2h correlation matrix of binary-structural and functional connectivity, section 1/9 
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The extracted h2h correlation matrix of binary-structural and functional connectivity, section 2/9 
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The extracted h2h correlation matrix of binary-structural and functional connectivity, section 3/9 
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The extracted h2h correlation matrix of binary-structural and functional connectivity, section 4/9 
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The extracted h2h correlation matrix of binary-structural and functional connectivity, section 5/9 
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The extracted h2h correlation matrix of binary-structural and functional connectivity, section 6/9 
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The extracted h2h correlation matrix of binary-structural and functional connectivity, section 7/9 
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The extracted h2h correlation matrix of binary-structural and functional connectivity, section 8/9 
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The extracted h2h correlation matrix of binary-structural and functional connectivity, section 9/9 
 
 
