Evaluating natural language processing (NLP) 
Introduction
A number of natural language processing (NLP) systems have been developed in the medical domain and utilized for clinical applications that require structured clinical data, such as decision support, quality assurance, and patient management [5] [6] [7] [8] [9] [10] [11] [12] . Some of these systems have been evaluated [5, 6, 8, 9, [13] [14] [15] although with varying degrees of generalizability. Other NLP applications that have also been reported are intended to be used for other types of applications, such as automated encoding [15] [16] [17] [18] , literature indexing and search [19] [20] [21] , and vocabulary development [22] [23] [24] .
There are several reasons that contribute to the overall lack of evaluations of NLP systems in medicine:
• Clinical applications of NLP systems are still in early stages of development and therefore development is the primary focus.
• Proper evaluation of NLP systems is a very difficult task.
• There are no published guidelines for evaluating NLP systems in the biomedical literature. Although there is considerable literature on evaluations in medical informatics [25] [26] [27] [28] [29] [30] and on evaluations of NLP systems outside of medicine [1] [2] [3] [4] there are few articles that focus specifically on the evaluation of NLP systems in the medical domain, and therefore there are few precedents to follow.
The analysis of evaluation methodologies for natural language processing and the establishment of criteria for performing effective evaluations of NLP systems is crucial in order to advance the field. The lack of standards is detrimental because it leads to deceptive evaluation results which in turn leads to false expectations on the part of both the developers and the potential users.
Evaluation Criteria
The focus of this paper is on process evaluations that compare an NLP system to some reference standard -e.g. a group of experts -and not on evaluations that measure impact on patient care, although many of the criteria given below also pertain to randomized trials that assess the impact of an NLP system on patient outcomes. While evaluation of impact on patient care is highly desirable, most NLP systems are currently not mature enough.
A reliable process evaluation should result in measures which will objectively and accurately predict the behavior of a system in a realistic clinical environment when executing a specific task. Although it is not always possible to perform an ideal evaluation, it is helpful to have available a set of guidelines that can be followed whenever possible. An evaluation will be more generalizable if certain criteria, which are summarized in Table 1 below, are followed. The criteria are organized into five groups according to their purpose.
Minimizing Bias
The first criterion in Table 1 ensures that the developer does not modify the NLP system based on knowledge of the test set. The second criterion avoids bias associated with the reference standard. We define reference standard as the source of information which is used for comparing performance of the NLP application. This could be a gold standard or a measure of distance from other domain experts. A study in MUC-5 [31] , which is described below, showed that experts who manually determined the reference standard (i.e. keys of a template in an information extraction task) showed bias towards that standard at a later time. If a developer contributes towards determining the standard, he or she will be likely to produce output that is similar to the system's output, and this may cause the system's performance to appear higher than it actually is.
The third and fourth items ensure that the developer does not process the text in the test set and that the NLP system is frozen prior to the testing phase. This avoids the possibility that output will be modified to improve performance or that the system will be modified to improve performance. The fifth criterion is an additional precaution which should followed if generalizability of the processor is being evaluated. If the developer knows details of the evaluation before the system is frozen, it would be possible to fine tune the system especially for the study.
The sixth criterion minimizes bias by requiring that the evaluator who designs the study not be knowledgeable with the design of the NLP system. If the developer of the NLP system also designs the study, the choice of certain details, such as the text or the application, may be geared toward emphasizing strengths of the system and minimizing weaknesses.
Establishing the Reference Standard
The seventh criterion requires that a suitable number of domain experts be used to establish the reference standard so that it is possible to measure the variability. Domain experts can be biased, incorrect, or inconsistent when interpreting information in patient documents. One study in MUC-5 [31] found that experts differed in their previous interpretation of documents about 15% of the time, and a second study showed that experts differed from other experts about 30% of the time. Other studies have also shown that the judgments of experts differ a significant portion of the time [13, 32] (i.e. 20% and 30% respectively). What is interesting is that the study discussed in [32] analyzed the variability in observer perception and description of chest xray films rather than interpretation of the text reports. It was shown that intra-individual disagreement was 21.5% and interindividual disagreement was 30.1%. Thus, if only one domain expert is used, consistency and accuracy may be problematic because the expert may behave quite differently from other experts. If two experts are used, since variability is generally significant, resolution of differences between the experts becomes problematic. Even three experts may not be sufficient to establish significance if there is a large degree of variability. A study described in [33] used three domain experts to interpret chest x-ray reports in order to establish a gold standard. The results of the study were found to be inconclusive because of the large degree of variance among the experts.
The eighth criterion requires that the test set be large enough so that the different levels of performance can be distinguished and significance can be shown. If the test set is too small, it may not be possible to establish significance. If an unrepresentative test set is chosen, it may not properly reflect the types of variations that are encountered in an actual application. In this case, errors may be overexaggerated or underrepresented.
Table 1 -Criteria for Evaluating Performance of NLP Systems
Minimizing Bias 1. The developer should not see the test set of documents. 2. If domain experts are used to determine the reference standard, they should not be developers of the system or designers of the study. 3. The developer should not perform the evaluation. 4. The NLP system should be frozen prior to the testing phase. 5. If generalizability of the processor is being tested, the developer should not know details of the study beforehand. 6. Ideally, the person designing the evaluation study should not be a developer of the system. Establishing a Reference Standard 7. If domain experts are used to determine the reference standard, there should be a sufficient number to assess variability of the reference standard. 8. The test set should be large enough in that there is sufficient power to distinguish levels of performance. 9. The choice of the reference standard should be based on the objectives of the study (e.g. extraction capability vs. perfomance in an application). 10. If domain experts are used to determine the reference standard, the type of expert should be appropriate (e.g. radiologist vs. internist). Describing the Evaluation Methods 11. The method used to determine the reference standard should be clearly described, particularly if domain experts were used. 12. The manner in which the test documents were chosen should be described. 13 . Methods used to calculate performance measures should be clearly presented and if non-standard measures are used, they should be described.
Presenting Results

14.
Performance measures should relate to the complete test set.
15. If human experts are used, inter-rater and intra-rater agreement should be given.
16. Confidence intervals should be given for all measures. Discussing Conclusions 17. Limitations of the study should be discussed. 18 . Results should be presented in light of requirements of the target application. 19 . Overgeneralization of the results should be avoided.
20. An analysis of system failures should be given along with a discussion concerning the degree of difficulty of needed corrections.
The ninth criterion suggests that the source chosen for the reference standard be appropriate for the objective of the evaluation. For example, if the objective is to measure the ability of an NLP system to accurately extract information in a domain, documents from the domain would be appropriate. External information, such as the discharge diagnosis from the billing system or other information in the patient chart, such as results from a pathology report or laboratory procedure, is not appropriate because it is likely to contain information that is not in the original test set of documents. In contrast, if the objective is to measure the capability of an NLP application to find specific information about the patient, then the most reliable source of that information about the patient should be used. This may mean using information obtained from another procedure or a diagnosis, but then the clinical accuracy of the source should be considered. For example, although ICD diagnosis codes are used for billing purposes, they have been shown to be unreliable for clinical purposes [34] ).
The tenth criterion relates to the type of domain experts to use in order to determine the reference standard. This choice is also dependent on objectives of the study and is only applicable if the reference standard is to be determined by domain experts. One option is to use the experts who actually wrote the test reports and ask them to interpret the information in their own reports. This choice would be geared towards testing how close the NLP system is in interpreting the intended meaning of the reports. Another option is to select experts who write the same type of reports in the domain (i.e. radiologists specializing in the chest). Since each specialty has its own jargon, this will help ensure that the standard is close to an interpretation of the underlying meaning, assuming that inter-rater disagreement is accounted for. Another option is to use experts who generally read the reports (i.e. pulmonary specialists, attending physicians). In this case the NLP system will be compared with experts who use the information to treat the patient but their interpretation of the information may be different from those who generate the reports. Whether or not there is a difference has not been studied much. One study [13] did not detect a difference between radiologists and internists in interpreting reports of chest radiographs. Other options are to use experts who are fellows, residents, interns, nurses, or medical students.
Describing the Evaluation Methods
The eleventh criterion relates to supplying adequate information about the reference standard. If a study uses several domain experts to establish the standard, the report should describe how differences between experts were resolved (i.e. majority opinion, distance measures). The method used to compare the NLP application against the reference standard should also be discussed. Sometimes the standard is based on a yes-no answer (i.e. the patient has/does not have a specific condition), and in that case automated comparison is possible because the task is straightforward. However, sometimes the reference standard is a formal representation of the information in the text. In that case the representation generated by the system has to be compared to a form which is considered the key. When there are differences between the key and the output generated by the system, the significance of the differences have to be judged objectively, and automated comparison is not possible. Comparison of two formal structures for their informational content is a very difficult task because the primary information may be represented exactly the same, similarly (i.e. with only insignificant differences), fairly different, or completely different. Another disadvantage of using a formal representation as a reference standard is that preparing the representation is a time-consuming and difficult task for humans to generate. Domain experts have to be trained to perform this task adequately, and even then, the task itself is very fatiguing and error-prone.
To avoid complications associated with obtaining manual representations, some evaluation studies have domain experts manually validate output generated by the NLP system. This situation raises other complications. If the expert believes the information is not represented correctly, he must determine whether the incorrect representation is absolutely essential to the proper interpretation of the information for the task that is to be accomplished (i.e. this would be clear in the case where an observation is missing from the representation or when a negation is missing) or when it is inconsequential. The latter is not easy to determine, particularly when the difference is related to modifier information. Degree information may typically be unimportant but occasionally it is important; the same is true for shape descriptors, size descriptors, and body location qualifiers. Therefore classifying informational content into categories such as completely correct, essentially correct, or completely incorrect is a very hard task. Another problem with this method of validating data is that it is comparable to a phenomenon in legal proceedings called leading the witness. When comparing a representation with information in text, there is a tendency for the domain expert to check off mostly everything as correct unless there is a glaring error. This was demonstrated in a study described in [7] . In that case the performance measures were unrealistically high and not supported by subsequent studies.
The twelfth criterion relates to providing an appropriate description of how the test documents were chosen and also a description of the types of sentences that are typical in the test set. For example, it is important to know whether the documents were randomly chosen from a set of all patients, whether they were manually selected, whether they were randomly chosen from a selected set of patients, whether they were associated with one physician's reports or many. In addition, the reader should be given a sample of the text so that the complexity of the language and therefore the processing task is understood.
The thirteenth criterion suggests that the methods used to calculate the performance measures be described, particularly if non-standard measures are used.
Presenting Results
The fourteenth criterion proposes that all the documents in the test set be accounted for in the results. If a portion of the documents could not be processed by the NLP application and that number is not reflected in the performance measures, the results will be misleading. The fifteenth and sixteenth criteria recommend that intra-rater and inter-rater measures of disagreement be given, along with confidence intervals, so that significance of the results can be determined.
Discussing Conclusions
The seventeenth criterion recommends that limitations of the study be clearly stated in the article so that the results can be interpreted in the appropriate context. It would be ideal if a study could follow all the criteria proposed. However typically a study has to follow a procedure which is less than perfect. Often limitations some in the study are omitted in the publication. This may mean that an important issue is inadvertently overlooked, causing a reader to inaccurately assess the significance of a result.
The eighteenth criterion requires that performance measures be related to requirements of the application so that performance measures can be assessed appropriately. Results may appear to be good but they may not be good enough for certain applications.
The nineteenth criterion is aimed at avoiding overgeneralization of results when discussing the results of a study. This is particularly true when the scope of the study is very narrow. For example, if the study tested one specific application of NLP, such as the retrieval of discharge summaries for patients with Parkinson's Disease, and the results were good, the discussion should not imply that that level of performance could be attained for other diseases. Certain tasks may be easy for an NLP application for reasons which are not yet fully understood; in those cases a very simple NLP algorithm may be effective, but that methodology may not be generalizable to other conditions even if they are clinically similar. In order to determine the applicability of the NLP technique for other conditions, a much broader study would be needed.
The twentieth and last criterion is aimed at providing a deeper analysis of the results in order to give the reader more insight into the types and magnitudes of the problems that were encountered by the NLP system in the evaluation. It is important to discuss the types and sources of errors so that readers can determine how easy or difficult they are to correct. An error could be associated with a trivial typographic error in the knowledge base, the lack of information in the knowledge base, a simple bug in the processor, or an underlying flaw or limitation of the methodology. Even if one can conclude that errors are easy to fix, it should not be implied that performance will be better after the error is corrected because a modification may cause other kinds of performance problems.
Overview of Evaluation Studies in NLP NLP Evaluations in the Medical Domain
In this section we present an overview of the design and implementation of evaluations for the type of NLP systems that extract data from clinical documents. Strengths and weaknesses of the evaluations are discussed in light of the criteria we outlined above. We are not including the actual results of the evaluations because the studies represent different levels of objectivity, thoroughness, and complexity (of the text and the applications). Many of the studies did measure inter-rater or intra-rater agreement and did not report confidence intervals. Therefore we feel that the results are not necessarily valid indicators of performance of the systems and should not be used to compare systems.
A pioneer and major contributor to the field of NLP in medicine is Sager who lead the Linguistic String Project (LSP) and developed the one of the first natural language systems in the medical domain which combined comprehensive syntactic and semantic knowledge components [5, 35, 36] . This system was applied to many domains in medicine, including radiology reports, discharge summaries, progress notes, and the biomedical literature. The LSP system was evaluated for a quality assurance application that was based on a checklist of thirteen items consisting of important details of asthma management that was developed and utilized by a physician at the Glasgow Royal Infirmary. A set of 31 discharge summaries was used as the test set. The test set was processed and a table was automatically generated containing items that corresponded to the checklist. Two physician reviewers compared the original documents to the checklist to determine whether the proper information was captured. There were 4 classifications that the reviewers had to determine for each item: 1) information not present in document, 2) information present and retrieved correctly, 3) information present and retrieved with some errors, and 4) information present but missed in part or whole. Each error was classified as a minor error or a major error. Recall and precision performance measures were presented for each item.
The strength of the study is that a detailed qualitative discussion of the results is provided. Sources of error in performance were related to components of the language processor and to the retrieval component. An adequate description of methods used to calculate performance measures was given and results were related to the application. A weakness of the evaluation is that the method of choosing the test set was not explained. The reader could not tell if the source of the text was associated with one physician or many. Two domain experts were used to determine the gold standard but there was no discussion of differences in interpretation by the domain experts nor of methods used to resolve the differences when they did occur. Additionally, the experts themselves did not independently generate information from the text by manual analysis but validated the information that was generated by the system.
The evaluation of another NLP system called SPRUS was reported in [6] . SPRUS was developed to encode specific information from radiology reports at Latter Day Saints hospital (LDS) so that the data could be used for decision support modules. SPRUS depended on a semantic model consisting of a set of diseases associated with chest radiographs, such as pneumonia. The finding and filling of the appropriate semantic frame drives the processing engine. The semantic model is also used for disambiguation of certain types of information by using knowledge of the disease.
Two different evaluations of SPRUS were performed which had similar designs. The first evaluation used 151 consecutive chest x-rays reports dictated by four radiologists over a three day period for a test set, and the second used 839 reports. For each study the developers manually read the reports and determined which diseases were represented in the reports and which finding-location pairs were associated with the diseases. In both evaluations SPRUS processed the reports automatically and the results were compared with the information manually obtained. Methods of obtaining the results were clearly described and presented, and the contribution of the disambiguation component toward the overall result was discussed. The main problem with this evaluation was that the developers of the NLP system designed and performed the evaluation, and also acted as the reference standard.
Another NLP system called CAPIS [37] was utilized for two different applications which were evaluated. CAPIS combines a keyword matching approach with a method which segments the sentence at certain words in order to identify noun phrases that contain the findings. Relevant keywords to be extracted are provided as a list of findings; synonyms are identified by another knowledge source called the thesaurus. One NLP application called Radtrac used CAPIS to process the impression section of chest x-rays in order to identify reports that describe new or expanding neoplasms for follow up purposes [8] . In addition to CAPIS, a rule based process was written to identify reports that required follow up based on the findings extracted from the report. This application was evaluated by examining a test set of 470 consecutive radiology reports. A radiologist manually classified the reports by dividing them into two groups: those requiring follow up and those that did not. The system processed the test set automatically and the results were compared with the manual classification. The evaluation methods and performance measures were appropriately described. A weakness of the evaluation was that an inadequate analysis of the results was provided. The discussion did not relate performance to the methods or discuss possible sources of errors. Another problem with the evaluation was that the judgment of only one radiologist was used as the reference standard.
Another experimental application used CAPIS [9] to assess the appropriateness of coronary artery bypass grafting (CABG) surgery on patients with coronary artery disease and chronic angina according to practice guidelines using the history and physical section of the admission notes of patients who underwent CABG surgery. Twenty six reports were selected by a medical student who was studying a model which predicted survival of CABG surgery. Eight reports were used for training CAPIS and only eighteen for testing. In addition, a reasoning component was developed to infer relevant information when it was missing. The medical student manually abstracted the relevant information from the test set of reports and established a reference standard which was validated by an internist. The results obtained automatically were compared to the reference standard, and Cohen's unweighted Kappa statistic was given as a measure of agreement. There was some discussion of problems and needed refinements, but there was minimal discussion providing insight into the source of the problems (i.e. reasoning component vs. NLP) or into the type of errors caused by the NLP component.
An NLP system, called NLUS [15] was developed at LDS to process free-text admission diagnoses from admission notes in order to encode the admission diagnoses. This system uses both syntactic and semantic knowledge. Two evaluation studies were reported in [15] . We describe the second study because the designs were identical. A set of reports, which contained 269 free-text diagnoses, were selected by chronological order. Automated encodings produced by human encoders were also obtained for the diagnoses. The computer system processed the reports and generated 227 of the diagnoses. In order to perform the evaluation two reviewers were chosen who were coders, and a form was prepared containing a row for each diagnosis. Only 200 diagnoses were included. Each row consisted of three columns: the first column contained the free-text diagnosis and the next two columns contained "coded diagnosis 1" and "coded diagnosis 2". Human and machine encoding were randomly assigned to either column to remove rater bias. The reviewers were presented with identical copies of the forms and were asked to judge whether the codings shown for coded diagnoses 1 and 2 were appropriate or inappropriate respectively. Agreement statistics were computed measuring how the computer encoding compared with human encoding. Inter-rater agreement was also examined and adequacy of judgment was established. A detailed discussion was provided describing the results with respect to inter-rater agreement and computer performance, and the significances of the measures were also discussed. An analysis giving insight into the types of problems associated with computer performance were given. One problem with this study was that the results encompassed only 200 of the 267 diagnoses and the diagnoses that were not successfully processed by the system were not included in the performance measures.
MedLEE is another NLP system that has been evaluated several times [7, 33] . MedLEE has been used operationally as part of the Clinical Information System at ColumbiaPresbyterian Medical Center (CPMC) since February 1995 and the output was used for decision support. Prior to being integrated with the system, three different evaluations of MedLEE were performed. The first two evaluations were described in [7] and the third evaluation in [13] . The system developer designed and performed the first evaluation. A set of chest x-ray reports performed on patients at CPMC during a specific period were randomly selected and sentences from the impression section were processed and target forms generated. The test set constituted 4300 sentences. A radiologist was trained to interpret the output forms, and was given the set of sentences along with the generated output forms. The radiologist compared the results produced by the system to the original sentence and noted whether or not the formatted information was correct or incorrect, and also whether relevant information was missing. Recall and precision measures were calculated, and the results were discussed. The weakness of this evaluation is that the developer designed and performed the evaluation. Only one physician reviewer was used and he did not independently generate the output forms but verified output already generated by the NLP system.
The second evaluation of MedLEE was designed and performed by a clinician not familiar with the workings of the NLP system. An executable version of the system was given to the clinician and the developer was not given any details of the study because generalizability of the NLP system was being evaluated. The application was the detection of reports which were associated with four different clinical conditions reflected in chest x-rays: neoplasm, chronic obstructive pulmonary disease, congestive heart failure, and acute bacterial pneumonia. A set of automated queries were written by the evaluator based on the output produced by the system to retrieve reports associated with the four diseases. Two radiologists and one internist were chosen for the purpose of determining the reference standard. 230 reports were randomly selected and the physicians were presented the impression section of the report along with a checklist of the four diseases. They were asked to read the reports and check off any of the diseases they thought were likely to be present. A majority opinion was considered the gold standard. The same set of reports was automatically processed by MedLEE and the automated queries were applied to them. The results of the manual review and the automated application were compared. Precision and recall measures were given and a contingency table was provided to show in detail the physician responses versus the automated reponses. A brief description of where problems in processing occurred was provided. The main problem with this evaluation is that the results were found to be inconclusive because the variance among the domain experts was high.
A third study of MedLEE was designed and performed by the same evaluator. The evaluation method was similar except 6 radiologists, 6 internists, and 6 lay persons were chosen to participate in the study, and 6 diseases were defined as the application. In addition, two keyword search algorithms were developed by the evaluator in order to provide other automated methods for comparison with MedLEE. Two hundred reports were randomly selected and both the description and impression sections were included in the study. The main outcome measured was inter-rater agreement. Measures were also given for sensitivity and specificity, and confidence intervals were provided for all measures. An analysis as to the possible sources of disagreement among the experts was discussed. One problem with this study is that intra-rater agreement was not measured and a break-down of the source of problems caused by the automated system was not given.
A fourth evaluation study [14] was performed on MedLEE that was designed and carried out by another independent evaluator. This study was a retrospective study to determine if MedLEE could identify patients at risk for having tuberculosis based on their admission chest radiographs. No special training was performed on MedLEE to fine tune the processor for the tuberculosis application. There were 176 inpatients at CPMC during 1992 and 1993 who were identified as having culturepositive tuberculosis. Of these, 171 had admission chest radiographs and this set was used as the test set for the study. An infectious diseases specialist who specialized in the care of TB patients was used to establish the gold standard. He manually encoded the reports using seven terms suggestive of TB. In addition, an automated query was written to retrieve reports based on the output produced by MedLEE. The same seven terms were used in the query along with an additional set of terms which MedLEE produced that were also appropriate. Three comparisons were made between the manual coding and the automated system: positive terms suggestive of TB, negative terms, and reports considered suspicious for TB. The results for each of the comparisons were analyzed in detail. The measure of comparison was agreement with the manual coding. Results were given for each relevant term. A detailed discussion of the discrepancies and the limitations of the study was provided. One problem with this evaluation was that one physician was used to determine the reference standard and his consistency was not measured. Another problem was that only reports of a specific patient population were used.
Overview of MUC Evaluations
Comprehensive NLP evaluations have been performed outside of the clinical domain in a series of evaluation studies called the Message Understanding Conferences (MUC1-MUC6) [1] [2] [3] [4] which were under the sponsorship of the Advanced Research Project Agency (ARPA) from 1987 to the present. We discuss these evaluations because results of the studies are also relevant to evaluations of NLP systems in medicine.
The first two studies (MUCs 1 and 2) involved sanitized military messages about naval sightings and engagements. MUCs 3 and 4 involved processing reports of terrorist activities, MUC 5 involved international joint business ventures and the processing of micro-electronic chips, and MUC 6 involved changes in corporate executive management personnel. The sources for MUC-3 through MUC-6 were newspaper articles, and the tasks to be performed involved filling in pre-defined templates that contained specific types of information associated with the events. In particular, each template had specified slots for the relevant types of information in the event. In all the evaluations, system performance was compared to a key which was prepared manually by human experts who worked for government agencies in a similar capacity because they routinely extracted information from news articles. For each evaluation, a training set was supplied to participating groups along with a set of templates with keys filled in so that the systems could train for the specific tasks. In addition, participating systems were given a set of detailed criteria for filling in the templates. Design of the studies and preparation of the templates, keys, and filling in instructions was a major task.
The MUC studies shed light on a number of important issues associated with NLP, and therefore we summarize some of the results from the last two evaluations because they have implications for evaluations of NLP systems in the clinical domain. Two studies evaluated aspects of human performance. One study [31] analyzed performance of four experts according to roles they played in determining the keys for the templates. There were three different roles: primary contributor, secondary contributor, non-contributor. Each expert was given a portion of a test set for the role of primary contributor, another portion for the role of secondary contributor; and for the remaining portion of the test set they did not contribute anything towards determination of the key. At a later time, the four experts were asked to manually code the entire test set. Results showed that analysts who created the key consistently had the lowest error scores when extracting information from the text for which they created the key, demonstrating that they exhibited bias towards the keys they created. Experts who contributed to creation of the key had significantly high error scores that those who created the key but significantly lower error scores than those who had no contribution. This showed that this group also exhibited bias. The results also showed that experts were inconsistent with their previous choices about 15% of the time. A second study showed that human experts differed from each other considerably. The inter-rater error rate for the experts was about 30%.
A third study assessed performance of the NLP systems by comparing their performance to a reference standard created manually by domain experts. The systems automatically created and filled templates by processing a test set of articles. These templates were compared with the keys established by the human experts. Error rates were determined in a semi-automated fashion. Comparison of a template was done on a slot by slot basis. The process was automatic for the cases where 1) two slots matched exactly, or 2) a slot had spurious information because the key was blank but the slot was not, and 3) the slot was blank but the key was not. The case where there was a mismatch was more complicated because an expert had to determine if the slots were similar in meaning or completely different in meaning. The results showed that the error rates for the systems were about twice as high than those computed for the human experts for the microelectronics chip domain.
Analysis of the results in the MUC studies demonstrated that NLP systems were not as good as human experts in extracting information from text. The results also showed that some tasks were simpler for NLP systems than others because the systems consistently performed better for some tasks than for others. MUC-6 was designed to consist of separate studies corresponding to different levels of NLP difficulty. Three tasks were identified which represented increasing levels of NLP difficulty. The simplest task was the "named entity" task, which consisted of identifying the names of all people, organizations and geographic locations in a text. The second task was more difficult because it involved the filling in of templates for people and organizations to extract certain properties of the entities. This task did not involve relating the people or organizations to an event. The third and more complex task involved filling in the event template.
The results of the MUC-6 evaluation showed that systems performed very well for the named entity task (i.e. the highest system had recall and precision rates of 96% and 97% respectively). The filling in of people and organization templates was more complex and systems performed in the 65 to 75% range for recall, and in the 75 to 85% range for precision. The event templates were more complex and systems performed in the 40 to 50% range for recall and in the 60 to 70% range for precision. The latter set of results were comparable to the results obtained in the prior MUCs.
A fourth task was specified to measure a particular linguistic capability called co-reference, which is the ability to establish a connection when two different noun phrases refer to the same entity. This was done in order to tie a performance measurement directly to a methodological capability. However performance of this aspect was found to be largely dependent on having a good name/alias recognition component more than a linguistic capability.
The MUC evaluations demonstrated how difficult evaluations of NLP systems are. One consequence of the studies was that for the first time, the performance of different systems could be compared because the text, output forms, keys, and tasks were the same for all participants. The design of the study was developed independently of the system developers, the keys were determined independently, and the scoring and reporting of results were also performed independently. The results documented that pattern matching methods were very effective for tasks such as name recognition because that involved analysis of the form of the string and/or neighboring information. Simple methods were less accurate when the task consisted of relating distant entities. For those tasks, knowledge-based systems, containing world knowledge and/or linguistic capabilities, performed better.
Differences between MUC and Clinical NLP
It should be noted that there are considerable differences between the NLP tasks associated with the MUC evaluations and those reported in the clinical domain, and therefore results established in the MUC studies relating to performance of the NLP systems are not necessarily generalizable to performance of NLP systems in the clinical domain. The MUC evaluations typically involved tasks based on the processing of general newspaper articles to extract limited information from the articles. The purpose of the evaluations was to gain a better understanding of issues and methods associated with NLP, and to provide a means by which systems could be compared to each other and to humans. The text used in the MUC studies were primarily news articles which contained a considerable amount of information that was new and therefore unknown to the systems, such as names of people, companies, and places. The articles were not restricted to one domain but constituted the domain of general world events and objects.
In contrast the medical domain is much more focused and there are fewer unknown entities. Names are not mentioned as often, and when they are, they usually are associated with the patient, provider, or health care facility, all of which are generally known entities. Applications for NLP systems are well specified in the clinical domain, and they also share a common objective which is aimed at helping improve patient care and/or at facilitating the work of health care providers and institutions. Specific applications that could benefit from use of the extracted data can be realistically formulated. Therefore evaluation studies can be designed that are based on applications that can actually be implemented and evaluated in clinical settings, and their effectiveness for the application can also be determined. In addition, the accessibility of the output form and the importance of each slot in the output form can also be determined when evaluating the applications. The MUC evaluations were not associated with specific applications and therefore they depended on template filling activities, but the utility of the templates and the contribution of each slot remained vague.
Another difference relates to features associated with the text. Substantial portions of text in numerous clinical reports are written in telegraphic styles where the language constructs are not complex sentences but simple noun phrases or short sentence fragments. The relevant clinical information in the clinical reports consists primarily of semantically classifiable objects and events because the domain itself is inherently based on diseases, conditions, procedures, functions, measures, and treatments associated with the whole patient or specific parts of the body. NLP systems in this domain can rely on sources of knowledge associated with semantic classification of information in the domain (i.e. the lexicons can classify words semantically as well as syntactically) and also with medical knowledge. These additional sources of knowledge can be used to support the language processing task. In contrast, text in the MUC applications consisted primarily of complete and complex sentence structures, and the domain was not restricted but comprised general world events.
Difficulties in Evaluating NLP Systems Performance Measures are Not Enough
Good performance is an important measure, especially if a system consistently shows good performance under a large variety of conditions. However performance cannot predict how extensible a system is nor how well a system will perform if it is extended. The extensibility of a system can be facilitated somewhat using certain architectural designs, but determining extensibility is not straightforward. A major problem in the field of Artificial Intelligence (AI) developed because many AI applications showed promise but could not scale up beyond a toy world domain. Therefore, it is also important to evaluate how extensible a system is based on its architecture, methodology, and scope. It may be applicable to 1) only one disease within one clinical domain, 2) most findings in one limited domain, 3) a number of limited domains, or 4) all types of information found in clinical reports. A very narrow NLP system may perform very well but its utility is very limited if it cannot be extended or if it is very difficult to extend.
Another problem with performance is that it is difficult to determine whether good performance is due to the NLP system or whether it is due to some conditions present in the application or text. For example, keyword search techniques have been reported to work well for identifying patients with a specific disease [26, 38] . In those situations, performance may inadvertently be related to factors associated with the way the disease is reported and not with the NLP methodology. To illustrate this, we chose the first 808 chronological records of patients who were discharged from Columbia-Presbyterian Medical Center (CPMC) during a specific time period. We searched for the string Parkinson's Disease in the discharge summary report and then determined whether the patients had the disease based on information in the report. The search retrieved 9 records which contained the string Parkinson's Disease; in all of those cases the patient did have the disease according to the record. Using the same 808 records, we performed the search for the string pneumonia. The search identified 101 records which contained pneumonia. We read the records and partitioned the records into several groups: one group corresponded to records where the disease was positively asserted (36 records), the second group corresponded to records stating the disease may have been present (18 records), the third group corresponded to records where the patient had the disease in the past (33 records), the fourth group corresponded to records where the disease was negated or being ruled out, and the fifth group corresponded to the situation where the disease was associated with a member of the family. According to our survey, an NLP system using a keyword search technique would probably have shown good performance for Parkinson's disease but not as good performance for pneumonia.
Another difficulty in interpreting the results of an evaluation is that different tasks and applications encompass different levels of complexity that are not directly reflected in performance measures. Generally, performance measures will be lower for more difficult tasks than for simpler tasks. However there is no way to tie the level of difficulty directly to the performance measure because there is no known method that measures the difficulty level of an NLP application. In MUCs 5 and 6, it was clear that certain tasks were more difficult for NLP systems than others because the results showed that participating systems consistently obtained better performance measures for certain types of task than for others. However this type of determination is possible only when comparing the results of many systems that participate in the same evaluation study.
Another problem with performance measures is that they do not shed any light on the capabilities of the underlying methodologies, nor in establishing which types of methods are best for particular type of applications. Each method has known theoretical strengths and weaknesses corresponding to the amount of knowledge they contain about medical language. The systems can be classified according to the linguistic knowledge they contain:
• Keyword-based Systems. Text is processed using some variation of a keyword search technique but this type of system contains no linguistic knowledge. This technique is simple to implement because it relies on keywords only. Relationships between words in a sentence cannot be established, although some methods try to compensate for this weakness by using distance between words as a measure of two words being related.
• Minimal Syntactic Systems. Some knowledge of language is included, such as syntactic parts of speech. This is generally used to identify simple noun phrases so that the relationship between words in the simple noun phrase may be established but relationships between different noun phrases cannot be determined. This method requires a lexicon containing syntactic word categories and a method which recognizes noun phrases.
• Semantic Systems. These primarily use semantic information. Knowledge about the semantic properties of words is used along with a semantic model that may also contain world knowledge of the domain. This method relies on rules which map words with specific semantic properties onto a template based on the semantic model. The semantic model is used to establish relationships among words based on semantic properties only; syntactic relations are completely ignored. This method is appropriate for text which is highly structured and which contains simple sentences. For complex language structures containing conjunctions and relative clauses, this method would be less applicable.
• Syntactic and Semantic Systems. These use both semantic and syntactic information to establish relationships among words in a document. This method is the most complex to implement because it requires semantic and syntactic knowledge, and rules which establish relationships among words based on semantic and syntactic properties. These systems may also use world knowledge.
Evaluations and NLP Methodology
The strengths and weaknesses of the different types of methods are known theoretically but have not been studied using real applications and real patient documents. It would be helpful to have such types of evaluations so that we could identify when it is appropriate to use or not use certain methods. For example, a simple search technique, which is generally the most efficient and the easiest to implement, may be adequate for diseases with certain characteristics, such as persistent diseases which are not associated with information related to past episodes or family history, and which are not usually negated in clinical reports, but may be inadequate for other types of clinical conditions. Evaluations geared toward investigating NLP methodologies are not well understood. In medical informatics this is further complicated because there is no way to compare different NLP systems in order to understand the effectiveness of the different methodologies. A prerequisite for comparing systems is a common set of clinical documents, a well-specified application, and benchmark measures.
Representational Issues Affect Applications
The information extracted and structured by an NLP system is not an end product. Its utility is that it will be used by automated procedures for subsequent automated applications. Therefore the actual accessibility of the information and the completeness of the data after it is processed must also be evaluated. These two requirements suggest that the representation of the NLP system cannot be viewed in a vacuum because the output form is useful only if it can be used effectively for other applications. An evaluation that analyzes the output form only and does not access the form is only an partial evaluation because it does not reflect the pragmatic utility of the NLP system. There are several difficulties associated with using output obtained by processing narrative patient documents for clinical applications:
• The complexity of the information.
• The variety of expression.
• The nesting of information.
• Inconsistent information.
• Implicit information which can be inferred from findings and the context.
Data obtained from natural language processing is generally very complex because natural language is so expressive. For example, associated with disease information (which is the primary information) can be certainty information (has or no) degree information (mild, severe), change information (worsening, some improvement)), temporal information (in 1990, previous), body location and relative body location information (chest, lower) and other descriptive types of information (i.e. large, oval, yellow). Modifier information must be accounted for when retrieving structured data because modifiers affect the meaning of the primary terms. If an application is searching for patients who have pneumonia, it must search for a finding pneumonia, check that it has not been negated and decide what to do if pneumonia is not definitely asserted (i.e. rule out, slight possibility, cannot determine), check that pneumonia is current (i.e. not in 1980, not previous episode, not resolved), and possibly check other modifiers, depending on the application.
In addition to increased complexity due to modifiers, an application must also deal with complexity caused by variety of expression. Frequently there are many different ways of saying the same thing. It is important to measure how well the representation facilitates reduction of the variety. Some systems map to a controlled vocabulary and the vocabulary provides a way to recognize synonyms. But many clinical terms are not in any vocabulary, particularly modifiers. For example, our lexicon has over 850 different phrases associated with certainty information, 140 different terms associated with degree information, and 560 different terms that are associated with temporal information. To reduce variety that is related to certainty information, we map certainty information to one of 6 controlled vocabulary terms no, low certainty, moderate certainty, high certainty, rule out, and cannot determine. A similar procedure is followed for degree and temporal information. An evaluation that is based on retrieving information will help determine that the data was interpreted appropriately (i.e. the mappings were correct and the granularity is sufficient) and that critical information was not lost.
Data from natural language is highly nested. Nesting of data makes access difficult also. For example in no evidence of pleural effusion, evidence of modifies pleural effusion and no modifies evidence of. If the output form retains the nesting, access to the information is difficult. If we wanted to retrieve cases involving pleural effusion, we would have to search for the term pleural effusion and check whether or not it has a certainty modifier. If there is no modifier, we could assume the term is being positively asserted as in moderate pleural effusion. If it has a certainty modifier we would have to check the value to see if it denotes presence (i.e. evidence of versus rule out). If the value does denote presence we would still have to check further to make sure that the certainty modifier itself is not modified by another modifier which may negate it (i.e. no modifying evidence of). To avoid nesting, we flatten the data as much as possible. In the above example, we would eliminate nesting by representing no evidence of as a single certainty modifier with a value no. When information is flattened, it is important to evaluate that important information is not being lost in the process. Evaluating that information is not lost can be achieved by performing retrievals for realistic applications and then evaluating the effectiveness of the retrievals.
Information within the report may be inconsistent if contextual information is not considered. For example, an x-ray report may express questionable pleural effusion in a clinical information section, and then report no evidence of pleural effusion in an impression section. Other inconsistencies result if certain modifier information is ignored. For example, if relative body locations are ignored, the sentence no infiltrate in left lower lobe but slight infiltrate in right lobe was noted will result in conflicting information. These types of inconsistencies should not be a problem if the representation is adequate. In these two examples, it would mean that the section of the report and the relative body location must be represented and accessible along with the finding.
Another difficult problem with performance measures alone is that some retrievals are very complex and others are simple. Complexity occurs when an application has to perform inferencing to associate findings with a clinical condition and to make assumptions if information is missing from the report that is implicit. For example, if an application is searching for chest x-rays which are indicative of pneumonia, it would also have to look for findings which are suggestive of pneumonia. This type of application will have to be trained so that the appropriate findings are included in the query. This is not a straightforward task because it involves determining all relevant findings. A large number may be obvious due to clinical knowledge, but some findings may be missed because the finding is rare or is associated with particular combinations of findings and modifiers. For example, the term opacity can be qualified by many modifiers which may denote neoplasm or a benign condition. An application searching for a possible neoplasm, may need to retrieve reports containing the finding opacity qualified by certain modifiers. The type of modifier may be related to the size large or 2 cm, to the shape ill-defined, to the distribution clustered, or to another type of descriptor unusual. Evaluating an NLP system for a realistic application, not only tests the NLP system but also evaluates how complete and accessible the output form is.
Summary and Conclusions
We have presented an overview of evaluations of natural language processing systems both inside and outside of the clinical domain. We described their strengths and weaknesses, and also discussed why the task of evaluating NLP systems is so difficult. We also presented factors other than performance that are important to consider when assessing an NLP system, such as extensibility. Because evaluation studies are very difficult to properly perform, we proposed a set of criteria that that are aimed at improving the generalizability of NLP evaluations.
We believe much more attention should be given to the evaluation of NLP systems in medicine so that the field can advance and so that unrealistic expectations, which are detrimental to the field, be minimized. In addition to evaluating particular NLP systems, more attention should be given to developing methods that evaluate the underlying NLP methodologies in order to determine the types of tasks the different methodologies are effective for.
