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A point-like neutron in an external electromagnetic field experiences a shift in energy that mimicks
the effect of an actual structural deformation of an extended neutron, i.e., a proper polarizability. In
order to be able to differentiate between the former and the latter, a Foldy-Wouthuysen transforma-
tion is constructed which yields the energy shift of a point-like neutron quadratic in the external field
in a derivative expansion, generalizing a long-known result for the dipole electric polarizability due
to Foldy. The ten leading Foldy contributions to the energy are determined for a zero-momentum
neutron. In addition, eliminating the momentum operator in favor of the velocity operator, analo-
gous results are derived for a zero-velocity neutron. In this case, operator ordering ambiguities are
encountered that permit only a determination of eight of the ten Foldy terms.
Keywords: Neutron polarizabilities, Foldy-Wouthuysen transformation
I. INTRODUCTION
Electromagnetic fields polarize nucleons by coupling to the electric charges of their quark constituents.
The degree to which nucleons are susceptible to these polarization effects constitutes a basic question about
nucleon structure. For sufficiently weak fields, such effects are quantified through polarizabilities, which char-
acterize the linear response of the nucleon to the electromagnetic field; in terms of an effective Hamiltonian,
polarizabilities are coefficients of terms quadratic in the electromagnetic field.
In addition, the fields can be classified according to their space-time variation, starting with the most basic
case of constant electric and magnetic fields that induce the so-called dipole polarizabilities; generalizing to
space-time dependent fields, the effective Hamiltonian can then be organized into a derivative expansion. The
leading polarizability-related terms of the effective Hamiltonian in the expansion in space-time derivatives
of the electromagnetic field read1 [1]
Heff = −1
2
[
αEE
2 + βMB
2 + γE1σ · (E × E˙) + γM1σ · (B × B˙) − 2γE2EijσiBj + 2γM2BijσiEj
+αEνE˙
2 + βMνB˙
2 +
1
6
αE2E
2
ij +
1
6
βM2B
2
ij + . . .
]
(1)
with the quadrupole strengths of the electric and magnetic fields
Eij =
1
2
(∇iEj +∇jEi) , Bij = 1
2
(∇iBj +∇jBi) . (2)
Here, αE and βM are the aforementioned dipole electric and magnetic polarizabilities; further, γE1, γM1,
γE2, and γM2 are the spin polarizabilities, αEν and βMν are the dispersion polarizabilities, and αE2 and
βM2 are the quadrupole polarizabilities.
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1 At variance with [1], the present work employs Gaussian units.
As laid out in detail in [1], these ten polarizabilities can be connected to the amplitudes for nucleon
Compton scattering in the low-energy limit. Continued progress in the phenomenological extraction of elec-
tromagnetic polarizabilities, which more recently has begun to encompass not only the dipole polarizabilities,
but also spin polarizabilities, has been reported in [2–23]. Sensitivity to orders beyond the ones displayed in
(1) was considered in [7, 14]. On the other hand, efforts have been undertaken to evaluate polarizabilities
in Lattice QCD, by computing hadron mass shifts in the presence of external electromagnetic fields [24–40].
Chiral Effective Theory serves to connect such lattice data, which are obtained at heavier-than-physical pion
masses on finite volumes, to the physical limit [4, 41–43]. In the case of magnetic fields, care must be taken
to disentangle the mass shift from the Landau level structure [38–40, 44], and effects beyond linear response
may contaminate the analysis [45, 46]. The subtleties involved in matching the background field calculations
performed in Lattice QCD to the Effective Field Theory description of scattering amplitudes were examined
in detail in [47, 48].
The interpretation of hadron mass shifts in terms of polarizabilities is not bereft of subtlety. Already
before the advent of the current understanding of nucleon structure in terms of underlying quark and gluon
degrees of freedom, it was noted by Foldy [49] that even a point-like neutron in the presence of a constant
electric field experiences an energy shift quadratic in the electric field. The argument can be made quite
succinctly: In view of the Dirac equation for a neutral point particle with an (entirely anomalous) magnetic
moment µ,
[
iγµ∂µ − µ
2
σµνF
µν −m
]
ψ = 0 , (3)
the corresponding Dirac Hamiltonian reads (cf. eq. (26) below for the Dirac structure conventions employed
in this work)
H = α · p+ iµγ ·E − µΠ ·B + βm (4)
If the external field is purely electric and constant, [H, p] = 0; then, the energy of a zero-momentum neutron,
W p=0, can be extracted by noting that, for p = 0, one has H2 = m2 + µ2E2, and hence
W p=0 =
√
m2 + µ2E2 = m+
µ2E2
2m
+ . . . (5)
The energy shift quadratic in the electric field E mimics the effect of a polarizability, cf. (1). In effect,
αFoldyE = −µ2/m. However, it is not due to an actual structural deformation of the neutron; the neutron
was treated as a point particle (at most, one may argue that the anomalous magnetic moment µ is chiefly
a consequence of the neutron’s substructure). It may therefore be useful to separate this effect from the
effect due to an actual polarization of the neutron [31, 50], i.e., subtract the term proportional to E2 on
the right-hand side of (5) from the mass shift of the neutron obtained in a constant external electric field,
in order to extract the dipole electric polarizability proper. Correspondingly, standard phenomenological
analyses apportion this contribution to the Born, non-structure parts of the amplitudes describing nucleon
Compton scattering [8, 43].
A constant magnetic field B, for which solutions of the Dirac equation for particles with and without
electric charge and with anomalous magnetic moment are discussed in detail in [51], cf. also [52], does not
induce a Foldy-type term analogous to the electric one in (5). Solutions of the Dirac equation for neutral
particles in more general forms of magnetic field are discussed in [53], without, however, allowing for a direct
identification of Foldy-type coefficients.
Motivated by the advent of experimental data allowing one to extract spin polarizabilities [12, 20–22],
the purpose of the present work is to expand the treatment of Foldy-type effects for a neutron from the
simple dipole polarizability cases highlighted above to all ten polarizabilities defined in eq. (1). This is
achieved by constructing an appropriate Foldy-Wouthuysen transformation [54]. An additional aspect that
will be taken into account is the one stressed in [50, 55], namely, that in the presence of electromagnetic
fields, zero momentum and zero velocity are not synonymous. The Foldy contributions to the energy of a
neutron in both types of states will be considered. In the case of a zero-velocity neutron, obstructions will
be encountered that ultimately only allow one to determine eight of the ten Foldy-type coefficients.
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II. FOLDY-WOUTHUYSEN TRANSFORMATION
A. General form of the transformation
The Foldy-Wouthuysen transformation [54, 56] serves to decouple the dynamics of the particle and an-
tiparticle components of a Dirac spinor, at least to a given order in an expansion scheme. Expansion in the
inverse particle mass, 1/m, yields the relativistic corrections to the nonrelativistic Hamitonian; here, the ex-
pansion parameters will instead be the external electromagnetic field strengths along with their derivatives.
To achieve this expansion, the following treatment will largely follow the scheme laid out in [56]. Consider
a Hamiltonian of the form
H = βm+ E +O, (6)
with even and odd operators characterized by βE = Eβ, βO = −Oβ, inducing an equation of motion
(
−i ∂
∂t
+H
)
ψ = 0. (7)
The goal is to transform this (for the purpose of mitigating the effects of O) as
U †
(
−i ∂
∂t
+H
)
Uψ′ = 0, (8)
where ψ′ = U †ψ. The new Hamiltonian can now be extracted by observing that
[
−i ∂
∂t
+ U †
(
−i∂U
∂t
)
+ U †HU
]
ψ′ = 0, (9)
i.e., one has the new Hamiltonian
H ′ = U †
(
−i∂U
∂t
)
+ U †(βm+O)U + U †EU. (10)
In [56], the following transformation is constructed,
U =
ǫ+m− βO√
2ǫ(ǫ+m)
, (11)
where ǫ =
√
m2 +O2. Note that one is largely free in the ordering of the different parts of this operator;
merely the relative ordering of the β and O factors in the numerator matters. Otherwise, the different parts
commute. Furthermore, ǫ is positive definite, so there are no problems defining square roots and inverses.
One can easily check unitarity, U †U = 1, and also
U †(βm+O)U = βǫ = βm+ β(ǫ −m). (12)
Hence, one has succeeded in eliminating the odd term O in the Hamiltonian in favor of the even term
β(ǫ −m); the new Hamiltonian now reads
H ′ = βm+ β(ǫ −m) + U †
(
−i∂U
∂t
)
+ U †EU. (13)
However, the other two terms in H ′ may reintroduce new odd terms, i.e., in general, this transformation is
not exact. Nonetheless, if O and E are in some sense small, i.e., if one is content with a power expansion, the
induced new odd terms may be of higher order, and it will be sufficient to iterate the transformation a finite
number of times, until the remaining odd terms are of sufficiently high order to be dropped. For present
purposes, it will be necessary to keep only terms of up to second order in E , or second order in ∂/∂t, or
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altogether fourth order in the objects E , O, ∂/∂t. This specification will be justified below as more concrete
expressions become available from which one can read off the required order. Also the second derivative O¨
can be dropped. Note that, here and in the following, the dot denotes the partial derivative ∂/∂t. Expanding
ǫ = m
(
1 +
1
2
O2
m2
− 1
8
O4
m4
+ . . .
)
(14)
U = 1− 1
2m
βO − 1
8m2
O2 + 3
16m3
βO3 + 11
128m4
O4 + . . . (15)
U †
(
−i∂U
∂t
)
=
i
2m
βO˙ + i
8m2
[O˙,O]− i
16m3
β
(
3O2O˙ + 2OO˙O + 3O˙O2
)
+ . . . (16)
U †EU = E + 1
2m
β[O, E ] + 1
8m2
[[O, E ],O] + 1
16m3
β
(
3[E ,O3] + [O,OEO]) + . . . (17)
and classifying the terms with respect to their even/odd character, the new Hamiltonian is
H ′ = βm+ E ′ +O′ (18)
with
E ′ = 1
2m
βO2 − 1
8m3
βO4 + i
8m2
[O˙,O] + E + 1
8m2
[[O, E ],O] (19)
O′ = i
2m
βO˙ − i
16m3
β
(
3O2O˙ + 2OO˙O + 3O˙O2
)
+
1
2m
β[O, E ] + 1
16m3
β
(
3[E ,O3] + [O,OEO]) (20)
The odd term O′ now starts at one order higher in E , O, ∂/∂t than the original O. This is not yet sufficient to
preclude additional contributions to the even term up to the desired order upon further iteration. Repeating
the procedure, one has the new Hamiltonian
H ′′ = βm+ E ′′ +O′′ (21)
with
E ′′ = 1
2m
βO′2 − 1
8m3
βO′4 + i
8m2
[O˙′,O′] + E ′ + 1
8m2
[[O′, E ′],O′]
=
1
2m
βO2 − 1
8m3
βO4 + i
8m2
[O˙,O] + E + 1
8m2
[[O, E ],O]
+
1
8m3
βO˙2 − 1
8m3
β[O, E ]2 − i
8m3
βO˙[O, E ]− i
8m3
β[O, E ]O˙ (22)
O′′ = i
2m
βO˙′ − i
16m3
β
(
3O′2O˙′ + 2O′O˙′O′ + 3O˙′O′2
)
+
1
2m
β[O′, E ′] + 1
16m3
β
(
3[E ′,O′3] + [O′,O′E ′O′])
=
i
2m2
[O˙, E ] + i
4m2
[O, E˙ ]− i
8m3
β(O2O˙ + O˙O2)− 1
4m2
[E , [O, E ]] − 1
8m3
β
(O2[O, E ] + [O, E ]O2) (23)
The odd term O′′ now starts at third order in E , O, ∂/∂t. This means that subsequent iterations will
only contribute new terms to the even part that are of too high order to be retained, while successively
increasing the order of the odd part until it can be completely dropped. Thus, to the desired order, the final
Foldy-Wouthuysen Hamiltonian has been obtained,
HFW = βm+ E ′′ = βm+ 1
2m
βO2 − 1
8m3
βO4 + i
8m2
[O˙,O] + E + 1
8m2
[[O, E ],O]
+
1
8m3
βO˙2 − 1
8m3
β[O, E ]2 − i
8m3
β
(
O˙[O, E ] + [O, E ]O˙
)
(24)
B. Evaluation in terms of background fields and momenta
The Dirac Hamiltonian for the neutron with anomalous magnetic moment µ is of the form (6), with,
cf. (4),
O = α · p+ iµγ · E , E = −µΠ · B (25)
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Here, the position representation is adopted, where p = −i∇, and the Dirac representation is used, in which
β =
(
1 0
0 −1
)
αi =
(
0 σi
σi 0
)
γi = βαi Πi = βσi γ5 =
(
0 1
1 0
)
(26)
with σi denoting the Pauli matrices. The goal is to present the Foldy-Wouthuysen Hamiltonian HFW in a
form in which:
• All momentum operators p have been commuted through to the right.
• The Dirac structures have been simplified to a manifestly block-diagonal form, upon which HFW can
be restricted to the upper components, leaving at most Pauli matrix structures.
• Terms higher than quadratic in the external fields E, B have been dropped.
• Terms containing higher than first derivatives of external fields have been dropped.
• Terms of higher than altogether fourth order in the objects E, B, ∂/∂t, ∇, p have been dropped (where
∂/∂t, ∇ are always acting only on a specific external field, whereas p stands as an operator on its own).
• At most one power of p is kept in terms already quadratic in the external fields E, B.
• At most three powers of p are kept in terms linear in the external fields E, B.
Again, the reasoning leading to this specification will become fully apparent below as the treatment unfolds;
of course, the third and fourth points are already clear from the stated objectives of the calculation, i.e.,
expansion to second order in the external fields, up to first derivatives of those fields. Note that this
specification justifies the truncation imposed in the previous section, as stated after eq. (13): Since E is
proportional to B, only up to second order in E is required; since only one derivative each of at most two
external fields is allowed, only up to second order in ∂/∂t is required; and since both E and O each supply
one order in the objects E, B, ∇, p, only up to fourth order in E , O, ∂/∂t is required.
Treating the terms appearing in (24) in turn, one has
O2 = −µ∇ ·E − iµσ · (∇× E) + µ2E2 − 2µσ · (E × p) + p2 (27)
where, having restricted to the upper components, one can set β = 1. Also, here, and in the following, the
derivative ∇ only acts on the field immediately to its right, whereas the momentum operator p = −i∇ acts
on all objects to its right. The term O4, which is the most complex one appearing in HFW , can be obtained
by squaring (27),
O4 = −µ2 1
2
(∇iEj +∇jEi)2 − µ2(∇iEj −∇jEi)2 + µ2(∇ ·E)2 + 2µ2iσ · (∇× E)(∇ · E)
+4µ2σjEi∇jElǫilmpm − 4µ2(σ · E)(∇× E) · p− 12µ2iEi∇jEipj + 4µ2iEi∇iEjpj
+4µ2(∇ · E)σ · (E × p) + 4µ2i(∇ · E)E · p+ 4µiσkǫkij∇lEiplpj − 2µiσ · (∇× E)p2
−2µ(∇ ·E)p2 − 4µσ · (E × p)p2 + p4 (28)
Arriving at this result requires only standard, if lengthy, Pauli matrix and ǫ-symbol algebra, apart, perhaps,
from the not immediately apparent identity (∇× E)j(∇iEj −∇jEi) = 0. One furthermore has
[O˙,O] = −2µ2iσ · (E × E˙) + 2µiE˙ · p (29)
O˙2 = µ2E˙2 (30)
Turning to the terms containing E , apart from the original even operator
E = −µσ · B (31)
all other terms involve the intermediate odd operator
[O, E ] = µβγ5σ · (∇×B) + 2µβγ5B · p+ 2µ2iγ5E ·B (32)
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where Maxwell’s equations for the external fields have been used to drop ∇ ·B = 0. From this, one obtains
[[O, E ],O] = −µ2Ejσi (3(∇iBj −∇jBi) + (∇iBj +∇jBi))− 2µ2Biσj(∇iEj +∇jEi)
+2µ(∇×B) · p− 2µiσj∇jBipi + 4µσjBipjpi (33)
[O, E ]2 = −µ2(∇×B)2 + 4µ2iBi∇iBjpj − 4µ2σ · (∇× B)B · p (34)
O˙[O, E ] + [O, E ]O˙ = −2µ2i(∇×B) · E˙ − 4µ2i(σ · E˙)B · p (35)
Inserting (27)-(35) into (24) yields the Foldy-Wouthuysen Hamiltonian expressed in terms of background
fields and momenta. For further use, it is convenient to gather the aggregate expression,
HFW = m− µσ · B + 1
2m
(−µ∇ ·E − iµσ · (∇× E) + µ2E2 − 2µσ · (E × p) + p2)+ 1
8m3
µ2E˙2
− 1
8m3
(
−µ2 1
2
(∇iEj +∇jEi)2 − µ2(∇iEj −∇jEi)2 + µ2(∇ ·E)2 + 2µ2iσ · (∇× E)(∇ · E)
+4µ2σjEi∇jElǫilmpm − 4µ2(σ · E)(∇× E) · p− 12µ2iEi∇jEipj + 4µ2iEi∇iEjpj
+4µ2(∇ · E)σ · (E × p) + 4µ2i(∇ · E)E · p+ 4µiσkǫkij∇lEiplpj − 2µiσ · (∇× E)p2
−2µ(∇ ·E)p2 − 4µσ · (E × p)p2 + p4)
+
1
8m2
(
2µ2σ · (E × E˙)− 2µE˙ · p
)
− 1
8m3
(
2µ2(∇×B) · E˙ + 4µ2(σ · E˙)B · p
)
+
1
8m2
(−µ2Ejσi (3(∇iBj −∇jBi) + (∇iBj +∇jBi))− 2µ2Biσj(∇iEj +∇jEi)
+2µ(∇×B) · p− 2µiσj∇jBipi + 4µσjBipjpi)
− 1
8m3
(−µ2(∇×B)2 + 4µ2iBi∇iBjpj − 4µ2σ · (∇×B)B · p) (36)
C. Energy of zero-momentum neutron states
Applied to zero-momentum states, p = 0, the Foldy-Wouthuysen Hamiltonian yields the neutron energy
W p=0FW = m− µσ · B −
µ
2m
iσ · (∇× E)− µ
2m
∇ · E
+
µ2
2m
E2 +
[
µ2
4m2
σ · (E × E˙)− 3µ
2
8m2
σ · (E × (∇×B))
]
− µ
2
8m2
σiEj(∇iBj +∇jBi)− µ
2
4m2
σiBj(∇iEj +∇jEi) + µ
2
16m3
(∇iEj +∇jEi)2
+
µ2
4m3
(∇× E)2 +
[
µ2
8m3
E˙2 +
µ2
8m3
(∇×B)2 − µ
2
4m3
(∇×B) · E˙
]
− µ
2
8m3
(∇ ·E)2 − µ
2
4m3
iσ · (∇× E)(∇ · E) (37)
It is clear that the specification of terms to be kept given at the beginning of section II B is sufficient to
guarantee that (37) is complete to the desired order, i.e., up to second order in the external fields, with up to
first derivatives of those fields: All terms up to second order in the fields were kept; in the p = 0 case, only
terms containing no p operators are relevant; from among these, only terms up to altogether fourth order in
E, B, ∂/∂t, ∇ are needed, since each of the at most two external fields can absorb at most one derivative.
In the form (37), it has not yet been assumed that electric charges or currents are absent; it includes, e.g.,
the ∇ · E structure that embodies the influence of an external electric charge density which enters effects
such as the Darwin term. If one specializes to the vacuum, the terms grouped in square brackets can be
combined using the vacuum Maxwell equations for the external fields,
∇ ·E = 0 ∇ ·B = 0 ∇× E = −B˙ ∇×B = E˙ (38)
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yielding
W p=0FW = m− µσ · B +
µ
2m
iσ · B˙ + µ
2
2m
E2
− µ
2
8m2
σ · (E × E˙)− µ
2
8m2
σiEj(∇iBj +∇jBi)− µ
2
4m2
σiBj(∇iEj +∇jEi) (39)
+
µ2
16m3
(∇iEj +∇jEi)2 + µ
2
4m3
B˙2
The terms quadratic in the external fields can now be directly compared to the form of the effective Hamil-
tonian defining the corresponding polarizabilities. They constitute the Foldy contributions that have to be
separated out in the effective Hamiltonian to isolate the proper polarizabilities that arise as a consequence
of the extended, composite character of the neutron. These results generalize the well-known Foldy term
that is associated specifically with the E2 structure.
D. Neutron at zero velocity
Since, in a gauge theory, zero momentum is not synonymous with zero velocity, it is interesting to consider
separately the energy of a neutron at rest in the sense of being in a zero-velocity state [50, 55]. The velocity
operator is defined as the total time derivative of the position operator, which can be obtained from the
commutator of the position with the Hamiltonian,
vn = −i[xn, HFW ] = ∂HFW
∂pn
(40)
Note that the position operator commutes with the external fields, which are treated as given functions of
position and time.
The concept of a zero-velocity state is not unproblematic. The starting point of the following discussion
is the assumption that there is a state |v = 0〉 that is annihilated by all components of the velocity operator,
vn|v = 0〉 = 0, and explore how far this assumption carries. As one might already suspect from (40),
and as will become more clear from the explicit expressions below, the individual components vn do not in
general commute, and therefore one cannot in general expect to construct simultaneous eigenstates of these
operators. However, this by itself does not exclude the possibility of a state with, specifically, vn|v = 0〉 = 0,
similar to the case of the standard angular momentum algebra, for which one does have Jn|j = 0〉 = 0. No
attempt will be made to construct a state |v = 0〉 explicitly. Rather, to the extent that such a state exists,
the results obtained will apply to it.
Certainly, although the concept of a zero-velocity neutron is a priori physically meaningful, such a state
can in general only be of a transitory nature in the presence of external electromagnetic fields. Already
at the classical level, a magnetic moment is accelerated in an inhomogeneous magnetic field. In that case,
one can only expect a consistent treatment in terms of such a state up to a limited order in a derivative
expansion such as pursued in this work. To the order considered here, however, no inconsistency related to
the inhomogeneity of the magnetic field will become apparent.
On the other hand, a zero-velocity quantum state is presumably highly extended in space, and a derivative
expansion of the external fields can only capture a limited range of spatial behavior. This likewise may
manifest itself in inconsistencies beyond a certain order in the derivative expansion. Such an inconsistency
will in fact emerge in the treatment below, specifically with respect to the terms in the neutron mass
proportional to ∇iEj∇iEj and (∇ · E)2. The coefficients of these terms will be seen to be ambiguous, and
no completely cogent scheme has become apparent within the calculational framework employed here that
would permit a definite determination of these terms.
An alternative definition of a zero-velocity state can be contemplated in which one considers only the
velocity squared, and one assumes only the existence of a state |v2 = 0〉 with v2|v2 = 0〉 = 0. This will
likewise be explored further below; while it does circumvent the issue of the individual components vn not
commuting, this approach has its own difficulties and does not finally resolve the aforementioned ambiguity.
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In [55], a definition of a zero-velocity state is considered for which only the considerably weaker condition
〈v〉 = 0 is posited. Such a treatment requires a construction of the state, which is beyond the scope of the
present work. It should be noted, however, that also this definition does not eliminate the transitory nature
of a zero-velocity state. Taken by by itself, this condition would encompass generic bound states, presumably
including highly excited ones that may be interpreted in terms of classical orbits. In that limit, it becomes
questionable whether the neutron can still be viewed as being truly at rest, and it may be necessary to
supply a supplementary characterization of the states to be considered.
For HFW given by (36), the velocity operator takes the form
vn =
1
m
pn − 1
2m3
p2pn +Gn (41)
where Gn summarizes all the terms that are at least linear in the external fields,
Gn = − µ
m
(σ × E)n + µ
4m2
(
−E˙n + (∇×B)n − iσi∇iBn
)
+
µ2
2m3
(−σjEi∇jEkǫikn + (σ ·E)(∇× E)n
+3iEi∇nEi − iEi∇iEn − (∇ ·E)(σ × E)n − i(∇ · E)En − iBi∇iBn + σ · (∇×B)Bn − (σ · E˙)Bn
)
+
µ
2m3
(−iσjǫjin∇kEipk − iσkǫkij∇nEipj + iσ · (∇× E)pn + (∇ · E)pn)
+
µ
2m2
(σiBnpi + σnB · p) + µ
2m3
(
2σ · (E × p)pn + (σ × E)np2
)
(42)
1. Action of Foldy-Wouthuysen Hamiltonian on |v = 0〉 state
To derive the action of HFW on a zero-velocity state |v = 0〉, the momentum operator can be eliminated
in favor of the velocity operator using the following iterative scheme. Rearranging (41) into
pn =
(
1− p
2
2m2
)−1
m(vn −Gn) =
(
1 +
p2
2m2
+ . . .
)
m(vn −Gn) (43)
where higher orders in p can be neglected in the right-hand expression, it follows that the action of pn on a
zero-velocity state |v = 0〉 yields
pn = −m
(
1 +
p2
2m2
)
Gn (44)
thus generating at least one power of an external field. With HFW given by (36), i.e., with all momentum
operators commuted through to the right, one can let the right-most momentum operator act on the zero-
velocity state and therefore substitute it with (44). This yields an expression in which the momentum
operators are not all ordered to the right; one then has to commute all momentum operators to the right
again. At that point, one can iterate the procedure, i.e., again let the right-most momentum operator act
on the zero-velocity state, etc. This procedure has to be performed at most twice, since every iteration
generates an additional power of an external field.
Before proceeding, it is convenient at this point to revisit the specification given at the beginning of section
II B of the terms that were to be kept in deriving the Foldy-Wouthuysen Hamiltonian (36). Consider first
terms quadratic in the external fields. To begin with, as far as HFW itself is concerned, no additional factor
of p (which, as always, would be ordered to the right) needs to be taken into account, since such a factor
of p, applied to the zero-velocity state, would generate an additional external field. However, one must
also ensure that terms in Gn are kept to sufficiently high order; deriving Gn from HFW removes one factor
of p. As a result, also terms in HFW quadratic in the external fields and linear in p must be kept, since
the corresponding term in Gn is then simply quadratic in the external fields with no further factors of p.
However, if there were yet one more factor of p, then Gn would be quadratic in the external fields with an
additional factor p which, acting on the zero-velocity state, would generate an additional external field. Such
terms can therefore be discarded.
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Similarly, consider terms linear in the external fields. As far as HFW itself is concerned, only two factors
of p need to be taken into account; the rightmost of them generates a second external field when applied to
the zero-velocity state, and this external field can absorb the other factor of p as a derivative. However, any
additional factor p would commute through to the right and generate a third external field when applied
to the zero-velocity state. Again, however, one has to also ensure that sufficiently many terms in Gn are
kept. Keeping three powers of p in HFW corresponds to having two powers of p in Gn; the rightmost one
generates a second external field, which can absorb the other factor of p as a derivative, rendering Gn simply
quadratic in the external fields with no further factors of p. However, if there were yet one more factor of p,
then it would commute through to the right and generate a third external field.
Finally, consider the overall order in E, B, ∂/∂t, ∇, p. Certainly, as far as HFW itself is concerned,
altogether fourth order is sufficient: Every factor p generates either an external field or a derivative; the
desired limitation to at most two external fields, which each can absorb at most one derivative, implies that
only terms up to fourth order in these objects collectively are relevant. Now, keeping terms up to fourth
order in HFW corresponds to consistently keeping only terms up to third order in Gn. This is nevertheless
sufficient, because in HFW , any rightmost factor p always comes multiplied with external fields or further
factors of p. Thus, after applying said rightmost factor p to the zero-velocity state, generating a factor Gn,
that factor Gn always comes multiplied with another factor of p or an external field. Therefore, the fourth
order terms in Gn are in fact irrelevant and it is indeed sufficient to construct Gn consistently only to third
order. Thus, in HFW only altogether fourth order in E, B, ∂/∂t, ∇, p is required.
Continuing with the above scheme of eliminating the momentum operator to derive the action of HFW on
a zero-velocity state, note that the identification (44) in general introduces an ambiguity: Since the operators
pi and Gj don’t commute, the order in which one applies momentum operators can make a difference, i.e.,
in general it can happen that, effectively, [pi, pj ] 6= 0. However, zero-velocity states on which this occurs
presumably should not be viewed as acceptable solutions of the present small-field perturbative expansion. If
[pi, pj ] 6= 0 when applied to a wave function, this implies that the wave function contains singular vorticity.
It thus differs strongly from zero-momentum states, which are spatially constant. However, the present
small-field expansion presupposes that zero-velocity states are perturbations of zero-momentum states, with
corrections suppressed by powers of the small external fields. For zero external field, zero momentum and
zero velocity coincide. Thus, states with singular vorticity that yield [pi, pj] 6= 0 ought to be excluded from
consideration a priori in order to preserve a consistent perturbative small-field expansion scheme. Thus, the
requirements for a consistent treatment would appear to include treating products of momentum operators
as
pipj =
1
2
{pi, pj}+ 1
2
[pi, pj] (45)
and setting [pi, pj ] = 0. This working assumption will be explored further below and a concluding critique
will be given in section IID 3.
To exhibit clearly the emergence of the ambiguities discussed above, it is useful to proceed as follows.
Consider, to begin with, the operator p2 = pnpn appearing in HFW . In this operator, no ordering ambiguity
arises regarding an initial application of the identification (44). Multiplying (44) from the left with pn and
commuting all momentum operators through to the right yields (as above, in the following, ∇ · B = 0 will
be dropped by virtue of Maxwell’s equations for the external fields)
p2 = iµσ · (∇× E) + µσ · (E × p)
+
µ2
2m2
(−3∇iEj∇iEj +∇iEj∇jEi + iσ · (∇× E)∇ · E + (∇ · E)2 +∇iBj∇jBi)
+
µ
2m2
(
2iǫijkσk∇lEiplpj − iσ · (∇× E)p2 −∇ · Ep2
)
+
µ
4m
(
E˙ · p− (∇×B) · p+ 3iσi∇iBjpj − 4σjBipjpi
)
(46)
In this form, one now observes potential ordering ambiguities in the third and fourth lines. However, instead
of contemplating further manipulations of this form on its own, one can proceed by inserting it into the full
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Hamiltonian HFW , upon which one observes several cancellations of these potential ambiguities,
HFW = m− µσ ·B − µ
2m
∇ ·E + µ
2
2m
E2
+
µ2
8m2
(
2σ · (E × E˙)− 3σ · (E × (∇×B))− σiEj(∇iBj +∇jBi)− 2σiBj(∇iEj +∇jEi)
)
+
µ2
32m3
(
4E˙2 − 8(∇×B) · E˙ + 2(∇×B)2 + (∇iBj +∇jBi)2
−12∇iEj∇iEj + 4∇iEj∇jEi + 4(∇ ·E)2
)
− µ
2m
σ · (E × p) + µ
8m2
(
(∇×B) · p− E˙ · p+ iσi∇iBjpj
)
− 1
8m3
p4 (47)
Fortuitously, only one ambiguous term remains, namely the term proportional to p4, which will be considered
separately below. Aside from that term, there are only ones containing at most one power of momentum,
and therefore no ordering ambiguities. Since the terms containing one power of momentum already exhibit
one power of the external fields, only a few of the terms appearing in (44) in conjunction with (42) remain
relevant when eliminating that momentum operator; the other terms only contribute at the third order in
the external fields or higher. Namely, only the first four terms in (42) must be retained, and also the p2
operator in the parenthesis in (44) can be dropped. Carrying out this elimination yields
HFW = m− µσ ·B − µ
2m
∇ ·E − µ
2
2m
E2 +
µ2
64m3
(
6E˙2 − 3(∇×B)2 − 12(∇×B) · E˙
)
+
7µ2
128m3
(∇iBj +∇jBi)2 + µ
2
8m3
(
(∇ · E)2 − 3∇iEj∇iEj +∇iEj∇jEi
)
− µ
2
4m2
(σ · (E × (∇×B)) + σiBj(∇iEj +∇jEi))
− 1
8m3
p4 (48)
It remains to treat the operator p4. Multiplying the form (46) for the operator p2 by another factor p2 from
the left, one may discard the majority of the terms because they only contribute at orders that are dropped
in the expansion pursued here. The remaining relevant terms are
p4 = p2 [iµσ · (∇× E) + µσ · (E × p)] (49)
Two ways of proceeding suggest themselves: On the one hand, one may view p4 as the successive application
of two p2 operators, i.e., first fully resolve the term in the square brackets by applying the remaining
momentum operator to the zero-velocity state; on the other hand, one may follow the general scheme laid
out above, commuting all momentum operators to the right in (49) immediately, and then treating them in
a symmetrized fashion as suggested by (45). Note that the fully symmetrized form p4 = (1/3)(pipipjpj +
pipjpipj + pipjpjpi) corresponds to a weighted average of these two alternatives.
Starting with the former procedure, by inserting (44) and only keeping relevant terms, one obtains
p4 = p2
[
iµσ · (∇× E) + µ2σ · (E × (σ × E))] (50)
= p2
[
iµσ · (∇× E) + 2µ2E2] (51)
= iµσ · (∇× E)p2 − 4µ2∇iEj∇iEj (52)
= [iµσ · (∇× E)]2 − 4µ2∇iEj∇iEj (53)
= −5µ2∇iEj∇iEj + µ2∇iEj∇jEi (54)
On the other hand, immediately commuting momentum operators to the right in (49), one has
p4 = iµσ · (∇× E)p2 − iµǫijkσi∇lEj{pl, pk} (55)
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exhibiting the ambiguity in ordering momentum operators in the last term, treated as suggested by (45).
Again inserting (44) and only keeping relevant terms, one has
p4 = µ2(∇ · E)2 − 4µ2∇iEj∇iEj + µ2∇iEj∇jEi (56)
having used (∇ × E)j(∇iEj − ∇jEi) = 0. The expressions (54) and (56) disagree; evidently, varying the
ordering of momentum operators corresponds to trading off terms (∇ · E)2 and −∇iEj∇iEj in the Foldy-
Wouthuysen Hamiltonian. The coefficients of these terms in HFW are ambiguous unless a cogent rationale
for choosing a particular ordering can be constructed. This will be revisited in section IID 3. The term
∇iEj∇jEi does appear to be determined with a unique coefficient, such that the ∇iEj∇jEi contribution
completely cancels in HFW . With the ambiguous terms unresolved, the energy of the neutron in a zero-
velocity state |v = 0〉 takes the form
W v=0FW = m− µσ ·B −
µ
2m
∇ ·E − µ
2
2m
E2 +
µ2
64m3
[
6E˙2 − 3(∇×B)2 − 12(∇×B) · E˙
]
+
7µ2
128m3
(∇iBj +∇jBi)2 − µ
2
4m2
(σ · (E × (∇×B)) + σiBj(∇iEj +∇jEi))
+O
(
(∇ ·E)2)+O (∇iEj∇iEj) (57)
Specializing to the vacuum and using the vacuum Maxwell equations for the external fields, which allows
one to combine the terms grouped in the square brackets, one arrives at
W v=0FW = m− µσ · B −
µ2
2m
E2 − 9µ
2
64m3
E˙2 +
7µ2
128m3
(∇iBj +∇jBi)2
− µ
2
4m2
σ · (E × E˙)− µ
2
4m2
σiBj(∇iEj +∇jEi) (58)
+O
(
(∇iEj +∇jEi)2
)
+O
(
B˙2
)
taking into account the decomposition ∇iEj∇iEj = (1/4)
[
(∇iEj +∇jEi)2 + (∇iEj −∇jEi)2
]
as well as
(∇iEj − ∇jEi)2 = 2(∇ × E)2 = 2B˙2. Compared to the p = 0 case, the E2 term changes sign, as has
been previously observed in [50]. Also the higher order terms are modified substantially, some disappearing
entirely and new ones appearing. Two terms remain undetermined in the v = 0 case.
2. Action of Foldy-Wouthuysen Hamiltonian on |v2 = 0〉 state
Before considering the relative merits of the different schemes of treating the ordering of momentum
operators exhibited in the previous section, it is useful to also have at hand the expressions resulting when
acting on a |v2 = 0〉 state, for which only the property v2|v2 = 0〉 = 0 is assumed. Proceeding in analogy to
the argument leading to eq. (44), taking the square of eq. (41) yields
v2 =
p2
m2
(
1− p
2
m2
)
+ F (59)
with F summarizing all the terms that are at least linear in the external fields,
F =
pn
m
(
1− p
2
2m2
)
Gn +Gn
pn
m
(
1− p
2
2m2
)
+GnGn (60)
This can be rearranged to construct an iterative scheme for eliminating p2 in favor of v2,
p2 = m2
(
1− p
2
m2
)−1 (
v2 − F ) = m2
(
1 +
p2
m2
+ . . .
)(
v2 − F ) (61)
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and thus, applied to a |v2 = 0〉 state,
p2 = −(m2 + p2)F (62)
= −mpn
(
1 +
p2
2m2
)
Gn −m
(
1 +
p2
m2
)
Gnpn − (m2 + p2)GnGn (63)
Note that the first term in (63) corresponds to eq. (44) with an extra pn applied from the left; i.e., the
expression for p2 obtained here, acting on a |v2 = 0〉 state, differs from the one obtained when acting on a
|v = 0〉 state, cf. (46), by the two additional terms in (63). For the discussion in the next section, it is useful
to observe that these additional terms can also be cast as follows,
p2 = −mpn
(
1 +
p2
2m2
)
Gn − (m2 + p2)Gnvn (64)
as can be verified by inserting (41), again discarding terms that are of too high order. Note that any
|v = 0〉 state is also a |v2 = 0〉 state, and therefore the expressions for p2 derived in the two cases must be
consistent with one another when applied to |v = 0〉 states. Indeed, the additional terms vanish when one
uses vn|v = 0〉 = 0. On the other hand, for |v2 = 0〉 states that are not also known to be |v = 0〉 states,
there is no a priori guarantee that the additional terms vanish.
To assemble the Foldy-Wouthuysen Hamiltonian acting on |v2 = 0〉 states, one can reuse the result (47),
merely supplementing it with the additional terms entering p2 (multiplied by the appropriate prefactor,
1/(2m)). Using (42), commuting momentum operators to the right, and dropping terms that are of too high
order, these terms read
−mGnpn = µ(σ × E) · p− µ
4m
(
−E˙ · p+ (∇× B) · p− iσi∇iBnpn
)
− µ
2m2
(−2iσjǫjin∇kEipkpn + iσ · (∇× E)p2 + (∇ · E)p2)− µ
m
σiBnpipn (65)
−p
2
m
Gnpn = −2i µ
m2
ǫijkσj∇lEkplpi (66)
−m2GnGn = −m2
(
− µ
m
σ × E + µ
4m2
(
−E˙ +∇×B − iσi∇iB
))2
+
µ2
2m2
(−4∇iEj∇iEj +∇iEj∇jEi + (∇ ·E)2 + (∇ · E)iσ · (∇× E))
+
µ2
2m
(3σjBi∇iEj − (∇ · E)(σ · B)− iB · (∇× E)) (67)
−p2GnGn = 4 µ
2
m2
∇iEj∇iEj (68)
In addition, in the operator p4 = p2p2, one can likewise substitute the right-hand p2 with (63); after
commuting the other p2 operator to the right and discarding terms of too high order, the remaining terms
are
p4 = iµσ · (∇× E)p2 − 4iµǫijkσi∇lEjpkpl + 4µ2∇iEj∇iEj (69)
Consider, to begin with, the terms now appearing in HFW that are linear in B and contain no E. These
read
HFW |E=0, linear in B = −µσ · B +
µ
4m2
(iσi∇iBjpj − 2σiBjpipj) (70)
This form implies that one reaches an impasse in the treatment of external magnetic fields; the present scheme
of acting on a |v2 = 0〉 state only allows one to eliminate the operator p2, but not individual components
pn. The above terms thus cannot be evaluated any further. The |v2 = 0〉 state scheme therefore has the
significant drawback of not permitting a well-defined treatment of external magnetic fields. In the following,
only the case B = 0 will therefore be considered.
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Fortuitously, when one assembles the terms containing electric fields, all problematic terms cancel and one
is left at most with additional factors p2 to resolve. Note that, when already multiplied by one power of an
external field from the left, the only term in p2 that remains relevant to the desired order is iµσ · (∇× E).
Carrying out the remaining evaluation, one arrives at the Foldy-Wouthuysen Hamiltonian
HFW |B=0 = m−
µ
2m
∇ · E − µ
2
2m
E2 +
3µ2
32m3
E˙2 +
3µ2
8m3
(∇ ·E)2 + µ
2
2m3
∇iEj∇iEj (71)
This reproduces the form obtained for |v = 0〉 states, except for the ambiguous (∇ · E)2 and ∇iEj∇iEj
terms, which appear here with yet different coefficients than in either of the alternative schemes discussed
in the previous section.
3. Inconsistencies in defining a |v = 0〉 state at order O(∇E∇E)
As has been argued already further above, a consistent zero-velocity state |v = 0〉 ought to satisfy
[pi, pj ]|v = 0〉 = 0 in order to represent a bona fide small-field perturbation of a zero-momentum state.
This condition was used to resolve the ordering ambiguity in products of momentum operators, cf. (45);
whenever a product of momentum operators acts on a zero-velocity state, the product is to be symmetrized.
However, this prescription cannot be consistently maintained under all circumstances. Recalling the
discussion of eqs. (63) and (64), since any |v = 0〉 state is also a |v2 = 0〉 state, the expression (63) for the
operator p2 acting on a |v2 = 0〉 state must equal the expression obtained when acting on a |v = 0〉 state,
which only includes the first term in (63). Indeed, as exhibited in eq. (64), the additional terms vanish on
|v = 0〉 states, since they can be written in terms of an operator that includes a factor vn on the right. This,
however, supposes a definite ordering of operators that is inconsistent with a symmetrization prescription:
In the product
Gnvn = Gn
(pn
m
+Gn
)
(72)
the operator pn must be kept to the right of any momentum operators appearing in the Gn outside of the
parentheses. If one instead were to symmetrize the product of pn with momentum operators occurring to
its left, one would alter the product Gnvn, which vanishes when acting on |v = 0〉 states, into a different
operator Γ that is not anymore a product of two factors Gn and vn, but represents a new composite operator
that does not vanish when acting on |v = 0〉 states. One could, in effect, come to the absurd conclusion that
0 = Gnvn|v = 0〉 = Gn
(pn
m
+Gn
)
|v = 0〉 =: Γ|v = 0〉 6= 0 (73)
where the nonvanishing terms again involve (∇ · E)2 and ∇iEj∇iEj . It appears, therefore, that, once one
attempts to determine its energy to an accuracy including the order O(∇E∇E), there exists no |v = 0〉
state consistently defined to that accuracy. One may speculate that this is a signature of a conflict between
the necessarily highly extended nature of a zero-velocity state in space and the limited spatial range of a
description in terms of a derivative expansion. Ultimately, it does not appear feasible within the present
framework to determine unambiguously contributions to the energy of a neutron at rest that are proportional
to (∇·E)2 and ∇iEj∇iEj . It remains unclear whether retreating to a calculational scheme based on |v2 = 0〉
states can provide a resolution of the ambiguities associated with these terms, or whether it merely hides
them through its relative inflexibility in exploring different operator orderings. In any case, the |v2 = 0〉
scheme does not allow one to treat magnetic background fields, as seen in the previous section.
III. CONCLUSIONS
By constructing an appropriate Foldy-Wouthuysen transformation, the energy of a point-like neutron in
an external electromagnetic field was determined in a combined expansion in powers of the external field and
derivatives thereof. Both the case of a zero-momentum state as well as the case of a zero-velocity state were
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considered, leading to the results (39) and (58), respectively, in the absence of external charges or currents.
The obtained terms mirror the ones appearing in the effective Hamiltonian (1), mimicking the effects of the
polarizabilities defined there. This generalizes the long-known result of Foldy [49] pertaining specifically to
the dipole electric polarizability αE . In order to separate the dipole electric polarizability proper, i.e., the
effect of an actual structural deformation of an extended neutron, from the energy shift already experienced
by a pointlike neutron, the contribution αFoldyE = −µ2/m (in a zero-momentum state) must be subtracted
from the coefficient αE found in the effective Hamiltonian (1). Comparing the zero-momentum result (39)
with (1), the ten Foldy contributions for a zero-momentum neutron are
αFoldy,p=0E = −µ
2
m
, βFoldy,p=0M = 0, α
Foldy,p=0
Eν = 0, β
Foldy,p=0
Mν = − µ
2
2m3
, αFoldy,p=0E2 = − 3µ
2
m3
,
βFoldy,p=0M2 = 0, γ
Foldy,p=0
E1 =
µ2
4m2
, γFoldy,p=0M1 = 0, γ
Foldy,p=0
E2 = − µ
2
2m2
, γFoldy,p=0M2 =
µ2
4m2
.
(74)
On the other hand, eliminating the momentum operator in favor of the velocity operator, one can construct
analogous contributions in the zero-velocity case. In the course of this construction, operator-ordering
ambiguities were encountered that appear to signal an inconsistency in defining a zero-velocity state to order
O(∇E∇E). This is presumably due to a conflict between the spatially extended nature of such a state and the
limitation of a derivative expansion in capturing the associated spatial behavior. The ambiguities specifically
arise in the treatment of the p4 term representing a relativistic correction to the kinetic energy. They are,
therefore, a relativistic effect, but understanding these relativistic effects is evidently necessary for a proper
treatment of O(∇E∇E) terms. These ambiguities precluded a determination of the Foldy contributions
for αE2 and βMν . Comparing the result (58) with with (1), the remaining eight Foldy contributions for a
zero-velocity neutron are
αFoldy,v=0E =
µ2
m
, βFoldy,v=0M = 0, α
Foldy,v=0
Eν =
9µ2
32m3
, βFoldy,v=0M2 = − 21µ
2
8m3
,
γFoldy,v=0E1 =
µ2
2m2
, γFoldy,v=0M1 = 0, γ
Foldy,v=0
E2 = − µ
2
2m2
, γFoldy,v=0M2 = 0 .
(75)
As already noted in [50], the sign of the Foldy contribution for αE is inverted going from the zero-momentum
to the zero-velocity case. Also the majority of the other contributions changes.
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