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INTRODUCTION 
The aim of this thesis is to contribute to the theory of latent 
variable models that satisfy unidimensionality, conditional 
independence, monotonicity, and a minimum of other assumptions. 
The central question is what the precise meaning of these models 
is or should be. More in particular the aim is to give 
characterizations of the models by means of empirical conditions 
that are necessary and sufficient. Much emphasis will be given to 
the exact assumptions needed for these characterizations. This 
will reveal the importance of two additional assumptions that 
were not previously identified, namely "local homogeneity" and 
"tail-measurability". It will be considered how these assumptions 
are related to general principles and properties of measurement 
such as subpopulation invariance and estimability. It will also 
be considered how these assumptions are related to possible model 
interpretations such as the stochastic subject and random 
sampling interpretations, distinguished by Holland (1990). These 
relationships will be discussed in general terms and their 
relevance is not confined to unidimensional, conditionally 
independent, monotone latent variables models. The principle of 
subpopulation invariance, for instance, will also be discussed in 
the context of factor analysis and multidimensional scaling. The 
attempt to obtain characterization theorems thus clarifies the 
exact theoretical meaning of models in terms of the needed 
assumptions and the associated, allowed interpretations; the 
exact empirical meaning of the models in terms of necessary and 
sufficient conditions that the manifest variables should satisfy; 
and some general measurement principles that are important far 
beyond the class of models of primary interest here. 
Some related topics will be covered too. An important 
condition in the characterization theorems is that all 
covariances between the manifest variables are nonnegative. 
Satisfactory statistical tests for this hypothesis do not yet 
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exist and will be developed here. This is a useful complement to 
the theoretical characterizations. Special kinds of data may 
require adaptations of the models, and these will be discussed 
for choice data and rating data from a nested design. The 
characterizations of models for choice data again lead to the 
identification of new assumptions, such as "ideal-most prefered 
alternative comonotonicity". The chapter on rating data from a 
nested design focusses on applied research and is therefore 
written considerably less formally than the rest of the thesis. 
In the rest of this introduction I will sketch the main 
sources of inspiration that led to this work. The first source is 
the book of Mokken (1971) , where he developed what is here called 
the "monotone IRT model". Whereas earlier research in item 
response theory (IRT) focussed entirely on parametric models 
(e.g., Lawley, 1943; Lord, 1952; Rasch, 1960; Birnbaum, 1968), 
Mokken showed that several important results can be obtained even 
without parametric assumptions. In particular, Mokken showed that 
the monotone IRT model implies that the test items have 
nonnegative covariances. This is important because the model can 
be tested on it, and it is the central result upon which the 
present work elaborates. 
Apart from the scientific elegance of not making unnecessary 
assumptions, the monotone IRT model has the advantage that it can 
be applied in situations where existing parametric IRT models 
fail. To quote Ramsay (1991): 
"Clear departures from the 3PL [3-parameter logistic] model 
have been noted (Lord, 1980) , but are comparatively rare for 
professionally constructed items making up well-known 
standardized tests. However, in the author's experience, 
non-3PL items are more likely when the test development 
process is less disciplined or elaborate, and are also more 
likely when it is the probability of choosing a distractor 
that is being modeled." 
On the other hand, because of its weak assumptions and the 
consequently weak information entailed by it, the monotone IRT 
model is less suited to handle sophisticated psychometric 
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problems such as test equating (Meijer, Sijtsma & Smid, 1990). 
A second source of inspiration, although the present work 
does not elaborate directly on it, was the discussion "Mokken 
versus Rasch" (Mokken, Lewis & Sijtsma, 1986; Roskam, Van den 
Wollenberg & Jansen, 1986) . One of my conclusions from this 
discussion is that the monotone IRT model (as it is defined here) 
does not logically imply Mokken's (1971) scaling criterion that 
coefficient H should be larger than some positive constant; to 
avoid confusion I will therefore use the term "monotone IRT 
model" rather than Mokken's name "monotone homogeneity". On the 
other hand, the observation of nonnegative covariances alone 
seems too weak to justify the assumption of the monotone IRT 
model. Compare this with the Rasch model: If test statistics for 
the Rasch model (e.g., Glas, 1988; Van den Wollenberg, 1982) are 
non-significant, then the most reasonable and parsimonious 
explanation for this is the assumption that the Rasch model 
holds. The observation of nonnegative covariances, however, 
allows many other explanations than the monotone IRT model. The 
question is what other predictions the monotone IRT model 
implies. A complete answer to this question states which 
empirical conditions are necessary and sufficient for the model 
to hold. Indeed, one can hardly call it a "model" if its full 
empirical meaning is not clear. The discussion "Mokken versus 
Rasch" furthermore stimulated the development of new test 
statistics for the hypothesis of nonnegative covariances. 
The third source of inspiration is the book of Lord and 
Novick (1968). Their characterization (Theorem 2.13.2) of 
parallel tests by means of a statistical predicate that holds in 
every subpopulation may be seen as the predecessor of 
characterization theorems presented in this thesis. A technically 
not unimportant difference is that the statistical predicate in 
their theorem involves expectations, while the theorems here 
involve covariances. Lord and Novick also give a fairly good 
mathematical description of what Holland (1990) calls "stochastic 
subjects". With a few adaptations this description allowed 
rigorous proofs of the characterization theorems here, as far as 
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they pertain to stochastic subjects. The rigor maintained here is 
perhaps rare in IRT, but it is necessary because the results are 
unusual too. In particular, the attempt to obtain rigorous proofs 
revealed that the stochastic subject interpretation of IRT 
models, which is frequently adhered by psychometricians, contains 
the implicit assumption of "local homogeneity". Lord and Novick 
already discuss the marginal form of local homogeneity (another 
reason to avoid the term "monotone homogeneity" in this context) 
but, unfortunately, present an erroneous theorem about it (p. 
540; this error was pointed out by Brian Junker; Theorem 4 of 
Ellis и Van den Wollenberg, 1993, states the correct 
relationships). 
The fourth source of inspiration is formed by axiomatic 
measurement theory (e.g., Krantz, Luce, Suppes & Tversky, 1971). 
In particular, the fine article of Tversky and Russo (1969), 
where they show the equivalence of "simple scalability" and the 
"independence condition" (not to be confused with "conditional 
independence"), illustrates well how the existence of a scale or 
latent variable can be established in probabilistic models. 
Jansen (1983) pointed out that the stochastic subject formulation 
of the monotone IRT model implies a weak form of the independence 
condition, called comonotonicity in this thesis. The here given 
proofs of the characterization theorems for the monotone IRT 
model first establish comonotonicity. Because comonotonicity is 
weaker than the independence condition, however, the latent 
variable cannot be defined in the same way as done by Tversky and 
Russo. Instead, the latent variable is constructed here as a 
weighted sum of true-score variables, and this construction 
cannot be generalized to uncountably many items. 
The fifth, though indirect, source of inspiration is formed 
by the philosophy and the foundations of the Rasch model (Rasch, 
1977,- Fischer, 1974; Roskam & Jansen, 1984). The present work 
does not elaborate directly on it, but the idea that it is 
important to characterize measurement models by general 
properties such as subpopulation invariance was stimulated by the 
work of these authors. 
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The sixth source of inspiration lies in the papers of 
Holland and Rosenbaum (Holland 1981, 1990; Holland & Rosenbaum, 
1986; Rosenbaum, 1984, 1987a, 1987b, 1988) . The property of 
conditional association, introduced by these authors, is closely 
related to the property of nonnegative covariances in every 
subpopulation, considered here. Conditional association is 
directly used in one of the characterization theorems for the 
tail-measurable monotone latent variable model. Holland and 
Rosenbaum furthermore clearly spell out and adhere to what 
Holland (1990) calls the random sampling formulation of IRT. In 
Holland's words (personal communication) "...the assumption of 
stochastic subjects is a bad hypothesis. Like God, it is not 
needed". The fact that different IRT formulations exist is 
another reason to spell out the stochastic subject formulation 
whenever it is used. 
The seventh source of inspiration is the work of Stout and 
Junker (Stout, 1987; 1990; Junker, 1991; 1993). Their work again 
illustrates that rigorous formulations should not be avoided in a 
field like this. Stout's "infinite item pool formulation" is used 
here too. The concept of tail-measurability, which plays a 
central role in the most general characterization theorem of 
those given here, is a direct generalization of Stout's concept 
of locally asymptotically discriminating items. 
Apart from the above psychometric sources, it was very 
stimulating to work on basis of the mathematical and statistical 
theories treated in the books of Billingsley (1986) and 
Robertson, Wright and Dykstra (1988). The Lebesgue-Radon-Nikodym 
definition of conditional probability directly implies a form of 
subpopulation invariance; another reason to use that definition 
here. 
2. Overview Of The Thesis 
Chapter 2 (Ellis & Van den Wollenberg, 1993) contains an exact 
description of the stochastic subject formulation of latent trait 
theory, for which the assumption of local homogeneity is needed. 
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It is shown that local homogeneity is equivalent to subpopulation 
invariance of the model (Theorems 2 and 3) . Local homogeneity 
furthermore connects latent trait theory concepts such as local 
independence with classical test theory concepts such as 
experimental independence (Theorem 4). The main result discussed 
here is the characterization of the homogeneous monotone IRT 
model (Theorem 7) . From a mathematical point of view, however, 
the comonotonicity lemma is more important because it is also 
used in the characterization theorems of the other Chapters. 
Chapter 3 (Ellis, 1993) discusses the principle of 
subpopulation invariance more extensively. The principle is used 
here to obtain a second, somewhat more general characterization 
of monotone latent trait models (Theorem 2). Subpopulation 
invariance is also used here to obtain a characterization of 
congenerity by means of covariance matrix structures (Theorem 4). 
Congenerity can be seen as the stochastic subject form of the 
linear 1-factor model. Hence the distinction between stochastic 
subject and random sampling formulations is also important 
outside the field of IRT. Chapter 3 furthermore contains a 
discussion where it is shown that multidimensional scaling 
representations will in general not satisfy subpopulation 
invariance. This illustrates that not all statistical models are 
suitable to add the restriction of subpopulation invariance. 
Chapter 4 contains a fundamental result (Theorem 3) 
concerning conditionally independent latent variable models that 
satisfy tail-measurability (a restriction related to the 
existence of consistent estimators for the latent variable). This 
leads to two quite general characterizations of monotone latent 
variable models (Theorems 5 and 6) . The manifest variables need 
not to be binary and the characterization does not require 
stochastic subjects. This theory furthermore leads to a 
generalization of the concepts of local homogeneity and 
subpopulation invariance. 
Since the property of nonnegative covariances is a major 
characteristic of monotone latent variable models, some 
asymptotic statistical tests for this hypothesis are developed in 
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Chapter 5. The tests can be seen as multivariate generalizations 
of the Mantel-Haenszel (1959) statistic used by Rosenbaum (1984) 
and Holland and Rosenbaum (1986) to test conditional association. 
Chapter 6 is concerned with application of the monotone IRT 
model to choice data. Here, the stochastic subject formulation is 
used again because it agrees with the interpretation usually-
given to unfolding models. It is discussed here how various 
possible structures of the individual dominance matrices, as 
distinguished by Bossuyt (1990), are reflected in the 
relationships between the item response functions, and thus can 
be analyzed by IRT methods. 
Chapter 7 can be seen as an application of some general 
ideas of the previous chapters. Inter-rater agreement is defined 
here as a form of unidimensionality in a latent trait theory 
point of view. A particular problem is formed by the fact that 
the usual latent trait theory methods for model testing cannot be 
applied in much field research because of the impossibility to 
achieve a crossed design. It is considered how the proposed 
models can be tested in a nested design. Here, the principle of 
subpopulation invariance enters again. A stochastic subject 
formulation is adopted throughout the Chapter for simplicity, but 
the meta-stochastic subject formulation developed in Chapter 4 is 
presumably more appropriate. 
Finally, Chapter 8 contains some complements and concluding 
comments. Two alternative IRT formulations will be distinguished 
here and some topics for future research will be indicated. 
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LOCAL HOMOGENEITY IN LATENT TRAIT MODELS. A 
CHARACTERIZATION OF THE HOMOGENEOUS MONOTONE LRT 
MODEL 
JULES L. ELUS AND ARNOLD L. VAN DEN WOLLENBERG 
UNlVERSrTY OF NUMEGEN 
The stochastic subject formulation of latent trait models contends that, within a given 
subject, the event of obtaining a certain response pattern may be probabilistic. Ordinary latent 
trait models do not imply that these within-subject probabilities are identical to the conditional 
probabilities specified by the model. The latter condition is called local homogeneity. It is 
shown that local homogeneity is equivalent to subpopulation invariance of the model. In case 
of the monotone LRT model, local homogeneity implies absence of item bias, absence of item 
specific traits, and the possibility to join overlapping subtests. The following characterization 
theorem is proved: the homogeneous monotone IRT model holds for a finite or countable item 
pool if and only if the pool is experimentally independent and pairwise nonnegative association 
holds in every positive subpopulation. 
Key words: stochastic subject, unidimensionality, local independence, experimental indepen-
dence, local homogeneity, monotonicity, subpopulauon invariance, pairwise determination, 
nonnegative association. 
Introduction 
Many latent trait models have one or more of the following three assumptions: 
1. unidimensionality, 
2. local independence, and 
3. monotonicity. 
The conjunction of these three assumptions can also be regarded as a model, or family 
of models, on its own, for which testable predictions can be derived (e.g., Holland, 
1981; Holland & Rosenbaum, 1986; Mokken, 1971; Rosenbaum, 1984). In case of 
binary items we will call this the monotone Item Response Theory (IRT) model. 
We will argue that a "stochastic subject" interpretation of a given latent trait 
model (Holland, 1990) is justified if and only if a fourth assumption is added to the 
model, namely 
4. local homogeneity. 
This condition means that subjects represented by the same value on the latent trait 
have identical joint response probabilities (see Lord & Novick, 1968, p. 539). The 
monotone LRT model with this assumption will be called the homogeneous monotone 
IRT model. The aim of this article is to give characterizations of local homogeneity and 
the homogeneous monotone LRT model. 
The paper is organized as follows. The first section explicates the basic definitions 
of the latent trait theory formulation that will be used. In the second section the model 
assumptions that will be considered are defined for a finite number of items (or tests). 
This research was supported by the Dutch Interuniversity Graduate School of Psychometncs and Sc-
ciometncs. The authors wish to thank two reviewers for their thorough comments. Requests for reprints 
should be sent to Jules L. Ellis, University of Nijmegen, Department of Mathematical Psychology, Mont-
essonlaan 3, PO Box 9104. 6500 HE Nrjmegen, THE NETHERLANDS. 
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whereas the third section will elaborate upon the central assumption of local homoge­
neity. It will be shown here that local homogeneity is equivalent to subpopulation 
invariance of the model, which means that the model holds with the same latent trait 
and the same response functions in every nonnegligjble subpopulation. The fourth 
section contains some theorems related to experimental independence. In section five 
the model assumptions are extended to infinite item pools. It will be shown here that the 
monotone IRT model holds for a finite or countable item pool if and only if it holds for 
every pair of that pool. The main result of this article is the characterization theorem of 
section six. It states that the joint condition of experimental independence and pairwise 
nonnegative association in every nonnegligible subpopulation is necessary and suffi­
cient for the homogeneous monotone IRT model. Finally, some consequences of the 
theorems will be discussed. 
A General Formulation of Latent Trait Theory 
Holland (1990) pointed out that two different rationales can be given for probabi­
listic IRT models. These rationales give different interpretations to the conditional 
probabilities described by the model, such as "Ρ(χ\θ)". In the random sampling 
rationale, all stochasticity is due to the random sampling of subjects, and Ρ(χ\θ) is the 
probability of response pattern χ in the subpopulation of subjects that have latent trait 
Θ. In the stochastic subject rationale, Ρ(χ\θ) is the within-subject probability of χ for 
each subject that has latent trait 9. Although it was not mentioned explicitly by Holland, 
the two rationales do in fact also lead to a subtle difference in the mathematical for­
mulation of IRT models or, more generally, latent trait models. 
The random sampling formulation seems to be used most frequently (e.g., Hol­
land, 1981). Let 2? be a set of "subjects", the target population. Let X¡ be the observed 
score variable of item i. In the random sampling formulation, X¡ is a random variable 
with domain 9. For a fixed subject v, X¡ assumes the fixed value X¡(v). Here X¡ has 
one source of variability, namely the random sampling of subjects. 
The stochastic subject formulation is used by Lord and Novick (1968). Here one 
needs an additional set of what we will call occasions, on which the test can be ad-
ministered (Lord & Novick, 1968, p. 47). Effectively, an occasion stands for a constel-
lation of all uncontrolled factors that determine the response pattern of a subject, such 
as temporary changes in the person and uncontrolled environmental variables (see Lord 
& Novick, 1968, pp. 38-39). 
Let Ж be the set of occasions. In the stochastic subject formulation, X¡ is a random 
variable with domain 9 X 3£. Restricted to a fixed subject v, X¡ can assume all the 
values X¡{v, t), f S ЭС. Only one of these values is sampled when the test is admin­
istered. Here AT, has two sources of variability, namely the random sampling of subjects 
and the random sampling of occasions. Unless further assumptions are made, however, 
this definition of X¡ leads to a mixed formulation of latent trait theory, that encom-
passes both random sampling and stochastic subjects. This formulation is described in 
detail below. In this context it will be assumed that the reader is acquainted with basic 
measure theory (e.g., Billingsley, 1979). 
Let 9 be a set of "subjects", 3f a set of "occasions", and Í a set of "items". 
Assume that (9, σ{9), μ) and (9C, σ<30, π) are probability spaces, and that (9 X Ж, a{9 
X 30, P) is their product probability space. All random variables will be random vari­
ables in one of these probability spaces. 
The target set of subjects, 9, will be called the population. A subpopulation is an 
element of o\9), that is a subset S of 9 for which /A(S) is defined. A subpopulation 
should be distinguished from a sample, which is a sequence of (subject, occasion) pairs 
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drawn from & X Ж. A subpopulation S will be called negligible if μ(5) = 0, and 
positive if μ(5) > 0. Two cases will henceforth receive special attention: 
The discrete case. Suppose that Φ is finite or countable, and that μ({ν}) > 0 for 
every ν ε 9*. Then 0 is the only negligible subpopulation. 
The continuous case. Suppose that there is a continuously distributed variable X 
defined on 2P. Then μ[Χ = χ] = 0 for every χ £ R, so every finite or countable subset 
of & is negligible. 
If A is an event of 9 X Ж, 5 a positive subpopulation and S' = S ХЖ, then P$(A) 
is defined as 
P(A η S') 
РМ) =
 -7ІУГ- ( 1 ) 
This can be regarded as the conditional probability of A, given S. The triple (9* X Ж, 
aid* X 30, Ps) is a probability space. The expectation of a random variable X with 
respect to P
s
 will be denoted as ES(X) or Ε$'(Λ0· This may be called the expectation 
of X in 5. We will assume the general measure theory definition for E
s
, which is 
appropriate for both the discrete and the continuous case. 
For each i € 3, the observed-score variable X¡ is a random variable with domain 
&ХЖ and range R, or {0. 1} if X¡ is binary. The sequence of observed-score variables 
will be denoted as X = (X\..... XK), possible score patterns by χ = (x t , . . . , xK). 
We say that X is binary if each X¡ is binary. A random vector variable θ with domain 
3> X Ж will be called a latent trait if it is constant across Ж in the sense that θ(υ, f) = 
θ(υ, f') for all t, t' 6 Ж. In that case θ(ι/, ί) may also be denoted as θ(ν). Vector 
inequalities such as X s χ and 6 s 9 are meant componentwise everywhere. 
Suppose θ is a latent trait. Then we will use the conventional mathematical def­
inition for P[X s χ|θ] (e.g., Billingsley, 1979, p. 381). It will be argued that this 
definition implies an interpretation of P[X s χ |θ] that can deviate substantially from the 
stochastic subject interpretation. For the present purposes, the formal definition, as it 
will be used in the proofs, may be stated as follows (by Billingsley, 1979, Problems 13.5 
and 13.6 and their Notes, p. 237, Theorem 33.1 and pp. 147-148; this also applies to V, 
below): P[X s χ |θ] is a random variable ƒ for which there exists a measurable function 
д such that ƒ = ^(θ) , and 
E
e
{f) = PG[X s ж]. (2) 
for every positive subpopulation G of the form [Θ s β]. The definition of P[X¡ s χ,·|θ] 
is analogous. The condition that д must be measurable is just a very weak regularity 
condition that does not need further attention here. g{9) may be read as P[X ¿ χ | θ = 
β]. 
Note that there are two definitions of conditional probabilities here. This is em­
phasized with the notation. However, whenever (1) applies, it entails the same condi­
tional probabilities as (2). For instance, in the discrete case, if θ is a mass point of Θ, 
then g(9) = / ^ „ ^ [ X s χ]. In the continuous case, and if the functions F(6) = P[X s 
χ, θ s β] and Я( ) = Р[ s θ] have derivatives F' and Я ' , respectively, then 5г( ) 
may be defined as F'(9)/H'(%), which is equal to the limit value of/>[
e
_fcSese+A]fX s 
x] as A i 0. Definition (2) encompasses both cases, and all other cases. 
Informally, P[X s χ | θ = β] is the probability of obtaining a response pattern that 
lies "below" χ in the subpopulation of subjects ν with Щ ) = β, which is the average 
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of the corresponding within-subject probabilities in this subpopulation. P[X s χ|θ] is a 
function that assigns the value P[X s χ|θ = β] to every subject υ with θ(υ) = θ. 
Throughout the paper the mapping V is defined by V(v, f) = ν for all (v, ( ) e S ? 
X 3t. This mapping can be regarded as a "latent trait", with range 9, that indicates the 
subject. The conditional probability function ^[X s x| V] is defined analogous to P[X s 
χ|θ]. Explicitly, P[X ^ x|V] is a random variable ƒ for which there exists a random 
variable g of 2P such that ƒ = g(V), and such that ƒ satisfies (2) for every positive 
subpopulation G. Here g(v) may be read as P[X s x|V = v], the probability that 
subject ν will have a response pattern that lies "below" x. In the discrete case, this is 
just P{V)[X s χ]. In the continuous case, it is derived from the values o(Ps[X s χ] for 
all positive subpopulations 5 with ν E S. 
Generally, if Λ" and Y are random variables, then it is said that X = Y almost surely 
(a.s. or /»-a.s.) if P[X = Y] = 1. In the continuous case, P[X s χ|θ] and P[X s x|V] 
are not uniquely identified by (2), but any two functions f\ and f2 that satisfy the 
conditions of ƒ in (2) are identical a.s. This uniqueness property will be used in the 
proofs below. All propositions and equations involving P[X s χ|θ] and P[X s x| V\ are 
meant to hold a.s., even if that is not mentioned explicitly. 
If X, Y, and Ζ are random variables on some probability space, then Cov {X, Y\Z) 
is defined as E(XY\Z) - E(X\Z)E(Y\Z). We will use the following fact: if E(X), E{Y), 
E(XY) and E{E(X\Z)E{Y\Z)) exist, then 
Cov (ΛΓ, Y) = Cov (E(X\Z), E(Y\Z)) + £(Cov (X, Y\Z)), (3) 
since Cov (E(X\Z), E(Y\Z)) = E(E(X\Z)E{Y\Z)) - E(X)E(Y) and E (Cov (ΛΓ, Y\Z)) 
= E{XY) - E{E(X\Z)E{Y\Z)), by the usual algebra of conditional expectations. 
Definitions of Model Conditions 
If θ is a latent trait when we say that local independence holds for (Χ, θ , P) if, for 
all χ е й * , 
^ [ Χ 2 χ | θ ] = Π ^ № ^ χ , | θ ] a.s. 
This condition means that the observed score variables are statistically independent in 
the subpopulation of subjects with latent trait Θ, for almost every Θ. 
We say that experimental independence holds for (X, P) if for all χ S UK, 
P[Xsx\V] = l\p[X, xx¡\V] a.s. 
í 
This is just local independence with respect to V. It means that the observed score 
variables are statistically independent within almost every single subject of 9*. The 
above definition is more restrictive than that of Lord and Novick (1968, p. 44), which 
is experimental independence for each pair (X¡, X}). 
We say that local homogeneity holds for (Χ, Θ, P) if for all χ e Пк, 
/ > [Xsx|V] = / ' [ X s x | e ] a.s. 
This condition means that, in general, if ν is a subject with latent trait &, then the 
response probability of v, P[X s x|V = v], is identical to the average of the response 
probabilities of all subjects with latent trait Θ, P[X s χ|θ = β]. The subpopulation of 
subjects ν for which this is not true is negligible. To put it differently, there must exist 
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a subpopulation H with μ{Η) = 1 and such that, for each Θ, all subjects of Я with latent 
trait θ have identical response probabilities. 
We say that marginal local homogeneity holds for (Χ, Θ, P) if, for each ι' e J and 
je, e я , 
P[X¡ s χ,IV] = P[X¡ < χ , | θ ] a.s. 
This is just local homogeneity applied to the items separately. This condition is called 
"conditional homogeneity" by Lord and Novick (1968, p. 539). 
A unidimensional latent trait is a latent trait with range W. If θ is a unidimensional 
latent trait and X is binary, then we will say that monotonicity holds for (Χ, θ , P) if, 
for each / ε $ there exists a nondecreasing function g¡: R -* R such that 
P[Xi = \\Q]=gi(B) a.s. 
The function g¡ will be called the item response function (IRF) of item /. Now, assume 
that X is binary. 
Definition 1. (X, P) satisfies the monotone IRT model iff there exists a unidimen-
sional latent trait such that local independence and monotonicity hold for (Χ, θ , P). 
Definition 2. (X, P) satisfies the homogeneous monotone IRT model iffthere exists 
a unidimensional latent trait θ such that local independence, monotonicity and local 
homogeneity hold for (Χ, θ , P). 
There may be many latent traits θ that satisfy the conditions of Definition 1 or 2. In 
fundamental measurement theory, θ would be called a scale. 
If 5 is a positive subpopulation and one of the above conditions holds for (Χ, Θ, 
P
s
), then we will say that that condition holds with θ for X in S. The qualifiers "with 
Θ", "for X" and "in 5 " will be omitted if that can be done without creating ambiguity. 
The Assumption of Local Homogeneity 
In the present notation, the stochastic subject rationale assumes that/>[X ^ ж| = 
θ] can be interpreted as P[X s x| V = v] for every subject ν with θ(υ) = β. This is 
precisely what local homogeneity requires, outside some subpopulation with probabil­
ity 0. Thus, the stochastic subject interpretation of a model is justified if and only if local 
homogeneity holds. Otherwise P[X s χ | θ = β] will in general have both a "stochastic 
subject" and a "random sampling" component. 
In the following theorems we will consider the relation between local homogeneity 
and "subpopulation invariance". All conditions in these theorems are taken with re­
spect to the same X and Θ. 5 is always a positive subpopulation. We will first prove a 
theorem about conditioning on V that holds irrespective of whether local homogeneity 
holds. Basically it states that the probability that a given subject ν of a positive sub-
population 5 will have response pattern χ does not depend on whether one regards υ as 
a member of 9 or as a member of 5. 
Theorem I. If 5 is a positive subpopulation, then 
P[X*x\V] = P
s
[X<x\V] / » 5 - a . s . 
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Proof. P(A\V) satisfies the functional equation that defines PS{A\V), for every 
event A of 9> X Ж, because EGns(P{A\ V)) = PGns(A) for every subpopulation G that 
is Ρ s -positive (i.e., satisfies PS(G X 3C) > 0). О 
Now we come to a fundamental theorem that describes the general relation be­
tween local homogeneity and subpopulation invariance. It states that the conditional 
distribution of X on Θ, described by latent trait models, is invariant across positive 
subpopulations if and only if local homogeneity holds. Subpopulation invariance can be 
regarded as a kind of external validity, since it allows models to be generalized to or 
across different subpopulations (Cook & Campbell, 1979, pp. 70-80). The theorem thus 
relates the stochastic subject interpretation to generalizabiiity of latent trait models. 
Theorem 2. Local homogeneity holds if and only if, for every positive subpopu­
lation S, 
/ , [ X s x | e ] = P j [ X s x | e ] P
s
- a . s . 
Proof: Necessity. Analogous to Theorem 1. P[X s χ|θ] satisfies the functional 
equation that defines PS[X £ x¡6] since, for every /^-positive subpopulation G, 
EGns(P[X s χ|θ]) = £Cns(^[X s ж| ]) = / · σ η 5 [Χ ¿ x]. 
Sufficiency. Let U = [P[X ^ \\V] > P[X < χ|θ]]. Without loss of generality, 
suppose by way of contradiction that μ.(ΙΓ) > 0. Then 
Eu(Pv[X s χ|θ]) = Eu(P[X s χ|θ]) 
<E
u
(P[X*x\V])=P
u
[X<x]. D 
A specified latent trait model L can be defined as a specification of a latent trait θ 
together with functions /(χ, ·) for each χ, where it is said that L holds for X if Дх, θ) 
= P[X s χ|θ]. For instance, if X is binary, then a specification of the IRFs and the 
restriction of local independence define the functions /. The monotone IRT model can 
be considered as a set M of specified latent trait models, where it is said that M holds 
for X if at least one of its elements holds for X. 
Theorem 3. Suppose L is a specified latent trait model. L holds with local homo­
geneity for X in 2P if and only if L holds for X in every positive subpopulation of '3>. 
Proof. By Theorem 2. D 
The theorem implies that the homogeneous monotone IRT model holds in SP if and 
only if the monotone IRT model holds in every positive subpopulation of 3*, with the 
same latent trait and ERFs in all these subpopulations. This can be regarded as an 
alternative definition of the homogeneous monotone IRT model. According to this 
characterization, local homogeneity means that the items are completely unbiased in 
the sense of Lord's (1980) definition. 
Local homogeneity in 9> implies local homogeneity in every positive subpopula­
tion, by Theorems 1 and 2. Thus the homogeneous monotone IRT model holds in S* if 
and only if it holds in every positive subpopulation with the same latent trait and IRFs. 
This is a property of intuitive and mathematical appeal, particularly if the model is 
regarded as a normative measurement model. If one says that the test measures a 
certain trait for the subjects of SP, then it should also measure that trait for, say, the 
women of 9>. 
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The following example shows that local homogeneity can be violated. Suppose that 
each item < loads on a general trait θ and a specific trait Θ,, where all traits are 
unidimensional. For example, P[X, = 1| V] - Φ(θ + θ,) , where Φ denotes the normal 
ogive function. Assume furthermore that the items are experimentally independent. If 
θ , Θ],
 г
, . . . are independent, then the monotone LRT model will hold in 2P. How­
ever, in a subpopulation where the variance of θ is small while Θ, and
 у
 are negatively 
correlated, the covariance of X, and Xj will be negative. 
The above example suggests that, under the monotone LRT model, local homoge­
neity with respect to the general trait implies that there are no effective specific traits. 
This is more generally true. Suppose that Θ and Ω are latent traits, possibly multidi­
mensional, and that local homogeneity holds with respect to . This implies that P[X 
< χ|θ] satisfies the definition of P[X < χ |θ , Ω], so 
P[X s χ | θ ] = P[X s χ | θ , Ω] a.s. 
In other words, θ is a "sulficient" latent trait. This is particularly true if Ω consists of 
specific traits, and if Ω consists of subpopulation indicator variables (compare Theorem 
2 and the notion of a complete latent space of Lord and Novick, 1968, p. 359, who 
erroneously suggest that this is implied by local independence). 
The Condition of Experimental Independence 
In this section we will consider some properties of experimental independence that 
will be used in subsequent sections. 
Theorem 4. 
1. Suppose local homogeneity holds in 2P. Then local independence holds in 5? if 
and only if experimental independence holds in 5?. 
2. If experimental independence holds in 3>, then it holds in every positive sub-
population Of ;?. 
3. If marginal local homogeneity and experimental independence hold then local 
homogeneity holds. 
Proof. 
1. By the definitions and the fact that local homogeneity implies marginal local 
homogeneity (by (33.25) of Billingsley, 1979). 
2. By Theorem 1. 
3. By hypothesis, P[X < x|V] = Π,- P[X, ^ χ,·|θ], so 
P[X s χ | θ ] = 
Ε[ΠΡ[Χ,*Χ,\9]\Θ\'-
Π Ρ\Χi s x . i e ] \E(P[XK SXK\B]\S) = Π P[X, s * , | e ] . D 
The next theorem states a consequence of experimental independence that is well-
known in classical test theory (Lord & Novick, 1968, Theorem 2.7.1.). Note that the 
result can be derived entirely from the assumptions mentioned explicitly here. In fact, 
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the condition used in the proof is much weaker than experimental independence. To 
present the theorem in conventional notation, we define the true-score variable of item 
i, T¡, as T¡ = E(X,\V), which is P[X¡ = l\V]ifX, is binary. 
Theorem 5. If E{X¡) exists then E(X,) = E(T¡). If (AT,, X}) is experimentally 
independent then Cov (Χ,, Xj) = Cov (Γ,, Γ,·), provided that the involved moments, 
E(X¡), E(Xj), E(X,Xj) and £(7,1,), exist (which is true if X is binary). 
Proof. E(T.) = E(E(X,\V)) = E(X,), and, since E (Cov (ЛГ,, ATJV)) = 0, by (3). 
D 
Thus, the population covariance of the true-score variables is equal to the "pop­
ulation" covariance of the observed-score variables. The latter covariance can in turn 
be estimated by the sample covariance of the observed-score variables based on a 
sample of (subject, occassion) pairs selected independently from 3> X 9Í. This may 
sound somewhat trivial, but notice that Cov {X¡, Xj) is defined across all (subject, 
occasion) pairs, whereas the sample covariance is with probability 1 based on a single 
occasion for each subject of the sample in the continuous case. 
Extension to Infinite Item Pools 
For an infinite sequence of items (e.g.. Stout, 1990), we will say that experimental 
independence, local independence and local homogeneity hold iff they hold for each 
finite subsequence. The definitions of marginal local homogeneity, monotonicity and 
the homogeneous monotone LRT model are word by word the same as for the finite 
case. It is easily verified that the preceding theorems remain valid with these new 
definitions. 
A pair (Γ,, Tj) will be called comonotone if there exists a subpopulation C,·,· with 
Ai(Cy) = 1 and 
T,(v) > T,(w) implies Γ,(ν) S Γ,(tv), 
for all ν, w E С¡j. This condition means that, outside some negligible subpopulation, 
Tj is nondecreasing with Г, (compare Schmeidler, 1989; Wakker, 1989). (X,, Xj) will 
be called ^comonotone if (Γ,, Tj) is comonotone. It is not difficult to show that 
T-comonotonicity of (Xit Xj) implies r-comonotonicity of (XJt X,). 
Theorem 6. Let X be a finite or countable, experimentally independent pool of 
binary items. Then the following conditions are equivalent. 
1. X satisfies the homogeneous monotone IRT model. 
2. Each pair [X¡, Xj) satisfies the homogeneous monotone IRT model (i Φ j). 
3. Each pair (X,, Xj) is comonotone (i Φ j). 
Proof. 
6.1 implies 6.2. Trivial. 
6.2. implies 6.3. Assume that i Φ j throughout the proof. Suppose the model holds 
for every pair Χ,-, • (X¡, X¡ ) with latent trait θ ¡j, where we can assume that θ ¡} = Sj¡. 
There exists a subpopulation Htj with μ(Η
ί}) - I in which local homogeneity holds 
"surely", and a subpopulation M;¡ with ^(M¡¡) = 1 in which monotonicity holds 
"surely". Let С
и
 be the intersection oiH
u
, Я,,, М
и
, and Mj¡. Then м(С(;) = 1 and 
for all v, w e C,j, Γ,(υ) > T¡(w) implies у(і/) > Θ,/Η-), which in tum implies Γ,(υ) 
г Tj(w). 
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6.3. implies 6.1. Define С as the intersection of all С,,·. Then P(C) = 1. Let π, be 
a sequence of positive real numbers such that Σ/ v¡ converges, and define θ = 
Σ, ir,Τ,. For all ν, w e С and ι' Ε i , θ(ν) = θ(νν) implies Τ,(ν) = Γ,(νν), and θ(υ) 
> θ(νν) implies Τ ¡(ν) г T¡(w). So one can define each g, uniquely by g¡(S(v)) = Γ,(ν) 
for all ν 6 С, and these g¡ are nondecreasing. Then P[X¡ = 1| V] = g¡{&). So P[X¡ 
= \\V\ satisfies the definition of P[X¡ = 1|θ]. This means that marginal local homo­
geneity holds. Theorems 4.3 and 4.1 complete the proof. Π 
Note the definition of θ as Σ ; ν,Τ, in the proof. The proof allows a generalization 
to nondiscrete X if all model assumptions are relaxed (see Ellis, 1992). 
The fact that 6.2 implies 6.1 may be called pairwise determination of the model. It 
is a consequence of local homogeneity, since the monotone LRT model does not have 
this property. For example, if Cov (X,,Xj)>0, Co ν {X}, Xk) > 0 and Cov (ΛΓ,, Xk) 
> 0, then the monotone LRT model holds for each pair. Indeed, the Rasch (1960) model 
holds for each pair. However, if Cov {X,, Xj\Xk = 1) < 0 then the monotone LRT 
model is violated for (X,, X¡, Xk). Pairwise determination is a property with some 
intuitive appeal, since it allows a simple, consistent interpretation of the model. If the 
model suggests that each two items of the test measure the same trait, then one would 
expect that there is only a single trait involved in the test and that the whole test 
therefore satisfies the model. 
Suppose that X is experimentally independent and that the homogeneous mono-
tone IRT model holds for (X,, Xj) and (Xj, Xk) with strictly increasing LRFs. Let С = 
C,j (Ί Cjif. Then Γ,(ν) > Γ,(ιν) implies Γ,(υ) > ГДн»), which in turn implies Tk(v) > 
r4(w), for all v, w e С. Consequently, (X„ Xk) satisfies the model, and hence (X,, 
Xj,Xk) satisfies the model. More generally, if several overlapping subtests each satisfy 
the homogeneous monotone LRT model with strictly increasing LRFs, then their union 
will satisfy that model. It is sometimes found that overlapping subtests each satisfy a 
monotone LRT model with strictly increasing LRFs, such as the Rasch model, while 
their union violates it. The present analysis shows that this is only possible if local 
homogeneity is violated for some subtests. There will therefore exist positive subpop­
ulations in which some subtests violate the monotone LRT model. 
The Characterization Theorem 
Mokken (1971) and Holland (1981) showed that the monotone LRT model implies 
that for all i, y £ i , 
Cov(X,,Xj)>0. 
This condition may be called pairwise nonnegative association (compare Holland & 
Rosenbaum, 1986). It is one of the phenomena for which test theory seeks to account 
(e.g., Spearman, 1927). Since the homogeneous monotone LRT model is subpopulation 
invariant, it is not surprising that it implies pairwise nonnegative association in every 
positive subpopulation. The main theorem of this article states that this condition is also 
sufficient for the model if the item pool is countable and experimentally independent. 
The theorem provides the empirical connotation of the model by specifying how 
the model can be formulated as a set of conditions that are, in principle, fully empirical 
in nature. Every other prediction of the model is implicitly covered by these conditions. 
No prediction will be "overlooked" (as exemplified by van den Wolknberg, 1982) if a 
test of the model is confined to these conditions. 
A generalization of the theorem is given by Ellis (1992). Note that the homoge-
426 PSYCHOMETWKA 
neous monotone IRT model can hold for an item pool while another model, for instance 
multidimensional or nonmonotone, holds too. 
Theorem 7. The homogeneous monotone IRT model holds for a finite or countable 
pool of binary items if and only if the pool is experimentally independent and pairwise 
nonnegative association holds in every positive subpopulation. 
Proof: Necessity: By Theorem 4.1., Theorem 3, and the above result of Mokken 
(1971) and Holland (1981). 
Sufficiency. By Theorem б it is sufficient to show that every pair (Γ ;, Γ,·) is 
comonotone. By Theorem 4.2 and Theorem 5, Со
 5 (Τ,, Γ,) = Covs (X„Xj) a 0 for 
every 5. The next lemma completes the proof. Q 
Lemma. Suppose X and Y are random variables of some probability space with 
measure P. If Cov (X, Y\C) is nonnegative or undefined for every event С with P(C) 
> 0, then (X, Y) is comonotone. 
Proof. Let μ be the distribution of (X, Y), defined by μ(Α) = P[{X, Y) G A] for 
Λ Q R2. A (rectangular) neighborhood of a point (x, y) of 33 is a Cartesian product of 
open intervals that contains (x, y). Say 
IMx.y). δ,, β ι ) « ( χ - β , . лг + а , ) Х ( у - а 2 , у + в2), 
for positive 5j and 82- Let D be the set of points t e R 2 for which μ(ΙΓ) > 0 for every 
neighborhood U oft. Then μ(Ώ) = 1 (Billingsley, 1979, Problem 12.8). It will be shown 
that if D contains two points {x\,y\) and (x2,y2) suchthat*! <x 2 andyi >y 2 ,then 
there is an event С such that Cov (X, Y\C) < 0 and P(0 > 0. 
Let/ = (x 2 -x,)/8,A = (y 2 - y , ) / 8 , i , = C/(U,, y,), I, h) andB2 = U({x2, 
y 2), /, A). Consider first a property that С will have if it is defined as [(Χ, Κ ) £ Α ( U 
A 2] for two sets A) and A2 that satisfy 
Αι ς θ ι , А
г
С.В
г
, μ ( Α ι ) > ( ^ α μ ( Α 2 ) > 0 . 
Let the variable Ζ be such that [Z = Í] = [(*, Y) e A,]. Let ρ = P[Z = 1|C] and 
q = 1 - p. Conditionally on C, (£(ΑΊΖ), E(Y\Z)) is entirely concentrated at two 
points that are elements of Β ι and B2, respectively. This implies that their distance is 
at most -4/ along the X axis and at least 4A along the Y axis. The densities of these 
points are ρ and q, so 
Cov (E(X\Z), E(Y\Z)\C) s -16 pqlh. (4) 
Let F
x
 and F2 be the conditional distribution functions of X, given [(X, Y) e Βχ] 
and [(X, Y) S B2], respectively. Now consider the following two cases: 
Case 1. F{ and F2 are continuous. Then A! and A2 can be defined as neighbor­
hoods of (x{, у ]) and (x 2 , y2), respectively, and such that ρ = q = 0.5. Due to the 
range restrictions of (X, Y) implied by A( and A2, 
Cov (ДГ, Y\Z = i) s Ih for ¿ = 1 . 2 . 
By (3) and (4), Cov (X, Y\C) s, -3/A < 0. 
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Case 2: F ( has a discontinuity point, say a. Define Α ι = {(a, y)\(a, y) e В]} and 
A2 = C/(U2. У2). S, h) for some δ. Then Cov (X, Y\Z = 1) = 0 and Cov (X, Y\Z = 
2) s δ/ι, so 
£(Cov (*, y|Z)) s
 9δΑ. 
By (3), Cov (X, Y\C) s -16 pq/A + qSh, which is negative if δ is sufficiently small 
(p increases as δ i 0). Π 
Discussion 
The Assumption of Local Homogeneity 
In principle the assumption of local homogeneity can be added to virtually every 
latent trait model. A latent trait model to which the assumption of local homogeneity is 
added will be called an homogeneous latent trait model. Below we will list three argu­
ments for the thesis that, in general, only homogeneous (possibly multidimensional) 
latent trait models are relevant in psychology. We do not claim that local homogeneity 
should always hold perfectly and without exception, but for many purposes it should 
hold at least approximately to apply the model meaningfully. For some purposes mar­
ginal local homogeneity may be sufficient, but it would go beyond the scope of the 
discussion to make that distinction here. 
1. If local homogeneity is violated then P[X s x| V = v] and P[X s χ |θ = θ] are 
in general not identical for subjects with θ = θ. So a pure stochastic subject 
interpretation of the model is not justified. If one regards psychology as the 
science of the behavior of individual subjects, however, then it is about P[X s 
x|V = v], not about P[X s χ|θ = β]. So the probabilities described by an 
inhomogeneous model seem not particularly important for psychological the­
ory. 
2. If local homogeneity is violated, then subpopulation invariance of the model will 
also be violated, in general. This is a serious threat to the external validity of the 
model (Cook & Campbell, 1979). Suppose that a test validation study shows 
that an inhomogeneous latent trait model holds for a given test, and that this is 
taken as evidence that the test is an acceptable measurement device. In a 
different setting; for example, a psychological experiment or a selection prob­
lem, the sampling method may be substantially different, which means that 
some subpopulations are more often represented. So unless the model is 
checked again, one can not be confident that the test is an acceptable measure­
ment device in that setting. 
3. An intuitive idea that may underly the use of latent trait models in test validation 
is that a test is an acceptable measurement device only if all items of the test 
measure the same trait for every individual. The properties of the homogeneous 
monotone IRT model, subpopulation invariance and pairwise determination, 
are compatible with that idea. The inhomogeneous monotone IRT model does 
not allow a consistent interpretation in this way. 
For these reasons we believe that, in general, only homogeneous latent trait mod­
els provide a theoretically satisfactory description of observed-score variables. Local 
homogeneity is not implied by other model assumptions, so it has to be tested sepa­
rately. An obvious way to do that is to check whether the model holds in various 
subpopulations, particularly those subpopulations to which the model has to be gener-
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alized. It may well turn out that many tests violate the homogeneous monotone IRT 
model. In our view that would imply that many tests are simply not unidimensional. 
To What Extent Can the Model Be Tested? 
Theorem 7 provides an exhaustive set of predictions for the homogeneous mono-
tone IRT model. To what extent can these predictions be tested? In general, experi-
mental independence can not be tested, since that would require independent within-
subject replications of the test. Lord and Novick (1968, p. 45, pp. 38-39) point out that, 
whether experimental independence can be assumed, depends in part on what one 
regards as the occasion space, in the present terminology. For example, if the test is 
administered on one day, then the items may be experimentally independent in the set 
of occasions of that day, but not in the set of occasions of that year. 
If experimental independence holds, then a violation of the model will always show 
up as a negative covanance in some positive subpopulation, according to the charac-
terization theorem. In the continuous case, a positive subpopulation contains uncount-
able many subjects. It is then possible to obtain an infinite independent random sample 
of it, even though each subject is tested on only one occasion. The violation of the 
model will then be detected with asymptotic power 1. An infinite random sample 
without replacement can also be obtained if the distribution of true-score variables is 
discrete but can be approximated by a continuous distribution in the sense that, for 
every true-score vector t with positive density and every neighborhood U oft, there are 
infinitely many subjects with T(u) € U. In other discrete cases, it is possible that 
negative covanances occur only in subpopulations of two subjects. If there are infi-
nitely many disjoint subpopulations S (η) of this kind, and sup {Cov5(n) (X,, Xj)\n e Ν} 
s с < 0, then the violation can be detected by means of the average of the sample 
covanances across all S(n), based on a single occasion. If there are only finitely many 
S(n), or if the supremum of their covanances is 0, then it can be impossible to detect 
the negative covanances by means of sample covanances based on a single occassion. 
The most important practical limitation of the testability of the model lies in the 
fact that it is not known how to isolate the appropnate subpopulations if the model is 
violated. The method of conditioning on subtests (Rosenbaum, 1984; Stout, 1987) can 
be used to approximate some subpopulations. This approximation can only be rough 
when the number of items is small. If the IRF of one item is decreasing on a small region 
of the latent trait defined by the other items, the violation of the model will not be 
detected. Furthermore, it is logically impossible to detect a violation of local homoge­
neity in this way, since Rosenbaum's (1984) theorem was derived without local homo­
geneity. 
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Subpopulation invariance of patterns in 
covariance matrices 
Jules L. Ellisf 
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9104. 6500 HE Nijmegen, The Netherlands 
A universal model is defined as a set of behavioural laws that hold For 
almost every subject of a given population. Universal models satisfy the 
principle of subpopulation invariance: If the model holds in a population, 
then the model and its predictions hold in every non-negligible 
subpopulation. On basis of this principle it is shown that only one universal 
model, namely congenenty, can explain the ratio pattern of observed-score 
covanance matrices. Similar results are obtained for the sign and order 
pattern of covariance matrices. More specifically, the necessary and sufficient 
conditions of these models can be formulated by the principle. Factor 
analysis representations can satisfy the principle, but do not necessarily do 
so. Multidimensional scaling distance representations, on the other hand, in 
general will violate the principle and are therefore not reducible to a 
universal model. 
1. Introduction 
Suppose that a 3-factor model holds for the population covariance matrix of a set of 
observed-score variables in a given population of subjects. It is common practice then 
to give a 'psychological' interpretation to the factor pattern. For example, if variable 
X loads heavily on a factor named 'emotional exhaustion' and not on other factors, 
then the interpretation is that the score of an individual on X is entirely determined 
by his emotional exhaustion and some unique component. In this interpretation the 
factor loadings, based on population covariances, are assumed to be meaningful for 
individuals too. However, this generalization of the model to individual subjects is 
not necessarily valid. The same individual can equally well be regarded as a member 
of some subpopulation, say the subpopulation of 'men'. In this subpopulation the 
covariance matrix can have a totally diñerent factor pattern, where X loads on other 
factors (Thurstone, 1957, p. 360). The same logic would then lead to the conclusion 
that the score of the individual does not depend on his emotional exhaustion. 
This example demonstrates that the factor pattern cannot be given a psychological 
interpretation, pertaining to all individual subjects, if some subpopulations entail 
different factor patterns. In order to base a psychological theory on the factor 
pattern, therefore, one should check that all subpopulations entail the same factor 
tRequests for reprints. 
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pattern. The analysis of this example can be generalized, which will be done in the 
next section One of the main conclusions is the principle of subpopulation invariance' 
If a psychological theory holds for a given population, then it holds for every 
subpopulation of that population 
The principle of subpopulation invariance is an analytical truth if one defines a 
psychological theory as a set of behavioural laws that apply to each individual of the 
population (a formal description of this is given in Section 2) However, many 
hypotheses in psychology are in fact formulated by means of statistical conditions 
and models at (sub)population level, that specify, for instance, a pattern of the 
correlation matrix. In order to regard such an hypothesis as the equivalent 
formulation of a psychological theory, it should satisfy subpopulation invariance 
too—which is not true for all hypotheses tested by psychologists. The idea that sound 
hypotheses in psychology satisfy subpopulation invariance derives from the principle 
of factor invariance in linear models (Byrne, 1989; Thurstone, 1957) and the principle 
of sample independence in logistic models (e.g. Fischer, 1974), but can be extended to 
other models. 
Subpopulation invariance has strong mathematical implications. In Sections 3-5 
we present several theorems that state that subpopulation invariance of a given 
statistical condition is necessary and sufficient for some true-score model The 
involved statistical conditions pertain to the sign, order and ratio pattern respectively 
in covanance matrices. These theorems have several implications, of which the most 
important one is that the specified model is the only model that implies the pattern 
and that can be formulated as a set of behavioural laws at individual level Thus 
every psychological theory that explains the pattern must assume that model 
The models involved in Sections 3-5 are in fact (nonlinear) 1-factor models. In 
Section 6 it is argued that linear multifactor models can satisfy subpopulation 
invariance, although they do not necessarily do so This is contrasted with 
multidimensional scaling (MDS) distance representations of covanance or correlation 
matrices, in Section 7 It is shown that the latter representations must in general 
violate subpopulation invariance Consequently, they are not reducible to a 
psychological theory 
1.1. Notation and elementary concepts 
Throughout the article we use the formulation of latent trait theory as described by 
Ellis & Van den Wollenberg (1993), which is based on the true-score theory 
formulation developed by Lord & Novick (1968, pp 30-50). For general probability 
theory concepts and facts the reader is advised to consult an advanced textbook (e g 
Bilhngsley, 1979). 
Assume that there is a set of subjects, IP, called the population. Individual subjects 
of IP will be denoted by o, w, .. A subpopulation is defined as a subset of IP that is 
measurable with respect to some a field, and will be denoted by S or Τ Let μ be a 
probability measure of IP, according to which subjects are sampled. A subpopulation 
S is negligible if μ(5) = 0, and positive if ß(S)>0 For instance, if the population has a 
continuously distributed variable, then every countable set of subjects is a negligible 
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subpopulation. If the population itself is countable and every subject has positive 
/¿-density, then the empty set is the only negligible subpopulation. 
Tests will be denoted by i, j or k. The set of tests under consideration will be 
denoted by IM. Whenever we say 'all tests', we mean all tests of IM. The number of 
tests is denoted by M. Let IK be a set of 'occasions' on which the tests can be 
administered. It is assumed that, whenever the tests are administered, an occasion is 
selected randomly from IK according to some probability measure π. This occasion 
determines which response patterns will be observed on the tests. The observed-score 
variable of test i, therefore, is a random variable with domain ¡Ρ χ IK. It will be 
denoted by X,. Note that, for a single subject υ, X, can assume all the values X,(v, t) 
where r e IK. Only one of these values is sampled when the test is administered. It 
will be assumed that the product probability measure Ρ = μχπ applies to ¡Ρ χ IK. 
A random vector variable Θ with domain IP χ IK will be called a trait if it is 
constant across IK in the sense that ®(v,c) does not depend on t. Then ®(v,t) may 
also be denoted as Θ(Ρ). Note that every random variable on IP corresponds to a 
trait, here. It is not required at this point that a trait satisfies any ordinary restriction 
of latent trait models. Let У be the trait that indicates the subjects, defined by 
V{v,t) = v for all (u,i |e/Px IK. Then the true-score variable of test /, T„ is defined by 
T,-E{X,\V), 
the conditional expectation function of X, on V. This is a trait Informally, T,(v) is the 
expectation of X,(v.t) across all occasions t of IK (for a rigorous definition of 
conditional expectation functions see, for example, Billingsley, 1979). The definition 
given here presupposes that E(X,) exists, which will be assumed henceforth. Throughout 
the article it will also be assumed that Ε(Χ,Χ,) exists. 
In most definitions and theorems it will be assumed that the observed-score 
variables are uncorrelated within subjects. That is, if one defines 
Cov(X„X, | V) = E(XiX] \V) - E[X, | V)E(X] \ V), 
then it is assumed that 
Cov(X„Xj\V)=0 
whenever X, and X} are different tests. This assumption will be referred to as 
experimental independence (EI), although it is weaker than the assumption that is 
usually given this name (e.g. Lord & Novick, 1968). It is not difficult to verify (Ellis 
& Van den Wollenberg, 1993, Theorem 5) that for EI tests X, and X¡, 
Cov(Xi,XJ)=Cov(Ti,Tj). (1) 
If S is a positive subpopulation then we will frequently consider (conditional) 
expectations or covariances with respect to the probability measure Ps, defined by 
P^A) = P(A η S')/P(S'), where S' = SxIK. In that case we will use the subscript S. 
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For example, E¡[X,) is the expectation of X, in subpopulation S, and E^X, | V) is the 
conditional expectation function in 5. If X, and X¡ are El in /P, then they are also 
£ f i n S 
2. The principle of subpopulation invariance 
2.1. Subpopulation invariance and universal models 
A predicate on IP is a function that assigns to each subject of IP a proposition, 
which is either true or false (eg. Kuratowksi & Mostowski, 1968, who call this a 
propositional function) If the predicate is denoted by Pred then the proposition that 
it assigns to subject υ can be denoted by Pred(u). A predicate that pertains to the 
observed-score variables Xlt Хг, or derived constructs such as the true-score 
variables will be called a behavioural predicate. Examples are (here Θ and Ω are α 
prion defined variables) 
1. Pred(iO = 'Cov(*i,.X-2 |r = »):=0'; 
2 Pred(D) = T,(ü) = ©(i;) + Q(i7)· 
These behavioural predicates can also be regarded as laws that pertain to the 
behavrour of individuai subjects. 
We say that a predicate holds almost surely (holds a.s ) in IP if the subpopulation 
of subjects to which it assigns a true proposition has μ-measure 1 That is, the 
predicate entails a true proposition for every subject up to some negligible 
subpopulation. The latter exception is allowed here merely for mathematical 
consistency m non-discrete populations (true-score variables are only a.s. uniquely 
defined; see Bilhngsley, 1979). The definition does not allow exceptions in the less 
artificial case of a countable population where all subjects have positive μ-density If 
S is a positive subpopulation then we say that a predicate on IP holds as in 5, or 
Pj-a.5., if it holds ал with respect to the probability measure P
s
. 
The central assumption of this article is that psychology is the science of the 
behaviour of individual subjects, and that psychological theones should therefore be 
formulated as a set of behavioural predicates on a given population. In order to say 
that the theory holds, the conjunction of its predicates should hold a.s. As exemplified 
m the second predicate above, the theory may involve latent traits or, more generally, 
'theoretical constructs' The theory will then involve the assumption that the subjects 
of IP can be characterized by latent traits in such a way that the predicates of the 
theory hold a.s. This assumption, accompanied by a specification of the behavioural 
predicates, is what we will call a universal theory (it is universal in the sense that the 
predicates are assumed to hold almost everywhere in IP) If the population and the 
observed-score variables are not yet specified then it will be called a universal model. 
The proposition that universal model U holds for a sequence of observed-score 
variables X in (sub)populaöon S will be denoted by U{S, X). Here the occasion space 
and Ps are disregarded for simplicity of the presentation. 
It is easily verified that, if a predicate holds a.s. in IP, then it holds Pra.s. in every 
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positive subpopulation S of IP. Thus, if a universal theory or model holds for X in IP 
then it holds for X in every positive subpopulation of IP. 
Many hypotheses in psychology are formulated by means of a 'statistical predicate' 
that describes a property of the distribution of the observed-score variables at 
(sub)population level, such as the structure of the covariance matrix. A statistical 
predicate can be regarded as a predicate that assigns a proposition to each pair (5, X), 
where X is a sequence of observed-score variables and S a (sub)population on which 
X is defined. An example is the predicate H, 
H{S, X) = The covariance matrix of X in S has rank Γ. 
The question now is what relation statistical predicates have with universal models. It 
is reasonable to say that a statistical predicate Я is α prediction of universal model U 
if, for all (S, X) to which Η and U apply, 
l/(S,X)=>H(S,X). 
It follows that if a statistical predicate Η is a prediction of some universal model U, 
and U holds for X in IP, then Η holds for X in every positive subpopulation of IP. 
If a model or statistical predicate holds for X in every positive subpopulation of IP 
then that model or predicate will be called subpopulation invariant for X in ¡P. Note 
that subpopulation invariance is necessary but not sufficient to conclude that the 
model or statistical predicate is (a prediction of) a universal model that holds. The 
term subpopulation invariance will also be used in a wider sense for the outcomes of 
statistical analysis methods if these are the same for every positive subpopulation of a 
given population. 
In summary, a property of the distribution of X is reducible to behavioural laws 
concerning X, without assumptions at population level, only if the distribution of X 
has that property in every positive subpopulation. This principle will be used to 
determine which universal models are necessary to explain given properties of the 
distribution of observed-score variables. For example, suppose that it is observed that 
Xv and X, are positively correlated. An explicit mere psychological explanation for 
this phenomenon, in the sense of a reduction to behavioural laws at individual level, 
must assume some universal model that predicts that Xx and Х
г
 are positively 
correlated. This model will predict that Xt and X2 are positively correlated in every 
positive subpopulation. As will be shown, this is a severe restriction, which is satisfied 
by only one class of monotone unifactorial models. 
2.2. Subpopulation invariance and homogeneity 
Ellis & Van den Wollenberg (1993) related subpopulation invariance to a property of 
latent trait models that they call 'local homogeneity'. We will generalize their 
reasoning to a weaker class of latent trait models. Many latent trait models assume 
that there exists a trait θ such that the conditional expectation function of X, on Θ, 
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Ε(Χ{\Θ), satisfies certain restrictions (McDonald, 1981). For instance, in a linear 
1-factor model it is assumed that £(Х,| ) is a linear function of . In general, 
E(X, 0 = 0) will be equal to the average of the within-subject expectations 
E{X¡ V = v) across all subjects υ with Θ(ι>) = θ. The latter expectations need not to be 
identical. In that case E(X¡ | Θ) and E(X¡ \ V) can assume different values for a given 
subject (compare the factor indeterminacy problem; e.g. Rozenboom, 1988). However, 
since psychology is the science of the behaviour of individual subjects, only the 
within-subject expectations are relevant for it For a psychological interpretation of 
the model, therefore, it can be required that E(X¡\Q) yields a description of E(X¡\ V), 
the true-score variable. This is not implied by mere restrictions upon £(Χ,|Θ); it has 
to be assumed separately. 
Definition I. We say that X¡ is τ-homogeneous with respect to trait Θ if 
Е{Х^У) = Е{Х{\&) a.s. 
It is easily shown (by Billingsley, 1979, problem 13.6) that X¡ is τ-homogeneous with 
respect to Θ if and only if there exists a measurable function g such that 7]=g(©) a.s. 
The condition that g is measurable is just a very weak regularity condition that does 
not need attention here. It is important that, in every subpopulation where Θ is 
constant, T¡ must be constant too. Such subpopulations are 'homogeneous' in the true 
scores. Thus τ-homogeneity means that Θ accounts for all variation of T¡. 
In summary there are two reasons to require from a latent trait model for a set of 
tests, if Θ is the vector of traits used in the model, that the test are τ-homogeneous 
with respect to θ . The first reason is that this allows an interpretation of the 
conditional expectation functions E(X¡ | Θ) as the true-score variables. The second 
reason is that no true-score variation should be left unexplained if all traits of the 
model are used. If τ-homogeneity is violated with respect to every Θ that is allowed 
under the model, then a different model should be used. It is not meaningful to 
require τ-homogeneity in the absence of any model: If the set of tests is finite then 
there always exist a trait vector such that the tests are τ-homogeneous with respect to 
iL 
The following theorem states in turn that the tests are τ-homogeneous if and only 
if their conditional expectation functions on Θ are invariant across all positive 
subpopulations. Thus, if a given latent trait model (formulated as a set of restrictions 
on these conditional expectation functions) holds in IP, and the tests are τ-
homogeneous with respect to the trait, then that model holds in every positive 
subpopulation of IP. 
Theorem 1. X¡ is τ-homogeneous with respect to trait Θ if and only if for every 
positive subpopulation S, 
Е5(ХІ\ ) = Е(ХІ\ ) Pra-s. 
Proof. Similar to the proof of Theorem 2 of Ellis & Van den Wollenberg (1993), if 
one replaces (conditional) probabilities by (conditional) expectations of X¡. О 
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An equivalent formulation of t-homogeneity of X¡ with respect to Θ is that for 
every trait Ω, 
Ε{Χ
Ι
\Θ) = Ε(Χ,\Θ,Ω) a.s. 
(Necessity, τ-homogeneity with respect to Θ implies r-homogeneity with respect to 
(Θ, Ω). Sufficiency: Choose indicators of positive S for the traits Ω and apply Theorem 
1). So τ-homogeneity may be seen as a weak form of 'lack of bias' or 'measurement 
invariance' with respect to every selection variable Ω (Lord, 1980; Mellenbergh, 1989; 
Meredith &. Millsap, 1992). 
2.3. Subpopulation invariance and external validity 
Subpopulation invariance can be regarded as a special kind of external validity 
(Cook &. Campbell, 1979, pp. 70-80), since it means that the model and its 
predictions can be generalized to all positive subpopulations of the population. It 
also implies that different sampling methods will yield essentially the same outcomes 
of hypothesis tests. This is an important property, since hypotheses in psychology 
rarely specify the population, and their tests are often based on quite arbitrary 
sampling methods. 
3. τ-monotonicity and the sign of covariances 
Definition 2. A set of EI tests is τ-monotone if there exist a real-valued trait Θ 
and non-decreasing functions F, such that for each test i 
η = ^(Θ) a.s. (2) 
The tests will be called strictly r-monotone if each F, is strictly increasing. 
τ-Monotonicity can be regarded as a unifactorial (or unidimensional) model, since 
each subject ν is characterized by a single real number Θ(»). It is a universal model, 
with predicates 
Pnd„(v) = 'Co4(X¡,Xj | K = u) = 0 for all distinct ι and j ' and 
Predj (ϋ) = '7Χΐ)) = ί,(Θ(υ))· for all i. 
r-Monotonicity implies τ-homogeneity, so т-monotonicity is a subpopulation 
invariant model if it holds. 
τ-Monotonicity is quite similar to the unidimensional monotone latent variable 
model described by Grayson (1988), Holland (1981), Mokken (1971), Sijtsma (1988) 
and others for binary variables and by Holland & Rosenbaum (1986, p. 1S28) for 
discrete variables. The latter model is not necessarily subpopulation invariant if it 
holds, and it requires a stronger kind of monotonicity in case of non-binary variables. 
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Nonetheless, the fact that it implies non-negative »variances (Mokken, 1971) is 
easily extended to τ-monotonicity, in the necessity part of the theorem below. For 
binary variables and with a stronger form of experimental independence, τ-
monotonicity reduces to the homogeneous monotone IRT model described by Ellis & 
Van den Wollenberg (1993). Their main result is also easily extended to τ-
monotonicity in the sufficiency part of the theorem below. 
Theorem 2. Assume that IM is finite or countable, and that £(|7^|)<ао for every 
i if IM is infinite. The tests of IM are τ-monotone if and only if they are EI and 
for each pair of tests (i, j) and each positive subpopulation S, 
Covs (*„*))£(). (3) 
Proof. Necessity. ((Τ„Τ;),Θ) satisfies the conditions of Theorem 6 of Holland & 
Rosenbaum (1986) in S. So Cov
s
(7;,T7)§0 and, by EI in S, Covs(X„Xj)^0. 
Sufficiency. By EI, (3) implies that Со
 5(Т„Г^аО for each S. By the lemma of Ellis 
& Van den Wollenberg (1993) it follows that each pair (T„Tj) is comonotone. The 
remainder of the proof is analogous to the proof of Theorem 6 of Ellis & Van 
den Wollenberg, with Θ = Σ„[£(|Τ.|)η2]_1Γ„ if IM is infinite. Convergence of this 
sequence can be shown by Billingsley, 1979, Corollary to Theorem 16.7. Π 
Model and theorem are easily generalized in order to incorporate negative 
covariances. If X, and X¡ have negative or zero covariance in every S, then — X, and 
Xj have positive or zero covariance in every S. This corresponds to a non-increasing 
function F„ and a non-decreasing function F¡, or conversely. Thus a generalized 
model might state that, after multiplication of some tests by —1, all tests are r-
monotone. This model is of course not much different from t-monotonicity, and will 
not be considered further. 
If one assumes EI, then Theorem 2 implies that τ-monotonicity is the only 
universal model and the only τ-homogeneous model that can explain positive 
covariances or, more generally, the sign of covariances. It is widely practised to test 
hypotheses that specify the sign of correlations or related coefficients, without 
reference to a particular population. This is explicitly advocated by followers of 
Guttman (in Canter, 1985; Graten, 1973). The theorem shows that such hypotheses 
are reducible to a psychological theory only if the involved variables are assumed to 
be unifactorial in the sense of τ-monotonicity—which might be quite unlikely. 
The observation that all covariances in a given population are non-negative is a 
classical one. It was one of the observations that led Spearman (1927) to his theory of 
a single, general 'intelligence' factor. It led Guttman (see Levy, 1979) to his First Law 
of Intelligence, which states that all intelligence items have non-negative correlation 
in every subpopulation that is not 'artificially' selected. If this law reflected some 
universal model then it would hold in every positive subpopulation, and then the set 
of all intelligence items would be τ-monotone. This is quite unlikely; so probably the 
law does not hold in every positive subpopulation. 
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4. Steepness order and the rank order of covariances 
We do not know of any empirical research where the order patterns in covariance 
matrices were considered, but the result below is used in Section. 7. 
Definition 3. A set of tests is steepness ordered if there exists a real-valued trait Θ, 
a weak order relation R among the tests, and non-decreasing functions F¡¡ such 
that the tests satisfy τ-monotonicity with respect to Θ and 
7;-7} = F,,(©) a.s. 
whenever iRj. The relation R will be called the steepness order of the tests. If 
iRj then test i is said to be steeper than test j . 
If the number of tests is countable then the condition that R is a weak order means 
that a real number 5, can be assigned to each test ι such that: s>Sj if and only if i is 
steeper than j (e.g. Krantz, Luce, Suppes & Tversky, 1971). For example, if the tests 
satisfy Τ, = τ,Θ + β, (where i, and β, are real numbers and a,^0) then they are 
steepness ordered and the steepness order is given by the numbers a,. Note that the 
assumption that the tests are steepness ordered is a universal model that implies t-
monotonicity and hence r-homogeneity. 
Theorem 3. Suppose that tests i, j and к are strictly r-monotone. Then test j is 
steeper than test к if and only if for every positive subpopulation S, 
Co4
s
(X„Xj)ZCov
s
(X„Xk). (4) 
Proof. By EI, (4) is equivalent to Cov
s
(7^, 7^)^Cov
s
(7^, Tk), which is in turn equivalent 
to Cov
s
(T„ T, — 7i)^0. By Theorem 2, this is equivalent to 
T¡ and Tj — Tk are t-monotone. (5) 
7], Tj and Tt are strictly increasing transformations of each other as a consequence of 
strict r-monotonicity. So (5) is equivalent to 
Tj, Tk and Tj— Tk are τ-monotone, 
which, in turn, is equivalent to the specified steepness order of j and L· Q 
If strict τ-monotonicity is assumed, then Theorem 3 implies that the assumption of 
ordered steepness is the only universal model and the only τ-homogcneous model 
that can explain a given rank order of elements in the ¿th row of observed-score 
covariance matrices. Note that this rank order will reflect the steepness order of the 
tests; so it must be the same (up to ties) in every row. Explicitly, for EI tests i, j and 
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Sj>sk implies Covs(X¡,Xj)£Coys(X¡,Xt). 
This condition means that if the rows and columns of the covanance matrix are 
arranged appropriately, according to the steepness of the tests, then all rows and 
columns will be nondecreasing (compare 'independence' or 'single cancellation', 
Krantz et aL, 1971). Thus, under strict τ-monotonicity this is the only order pattern in 
observed-score covanance matrices that is possibly invariant across all positive 
sub populations Other order patterns cannot be explained by a universal or τ-
homogeneous model. 
The pattern of non-decreasing rows and columns is classical. Spearman (1904) 
noticed that it holds for correlation matrices of mental ability tests. His theory of a 
single, general 'intelligence' factor was intended to explain iL We have now 
demonstrated that it can be explained by a nonlinear 1-factor model. Nonetheless we 
consider it unlikely that this model will actually hold for mental ability tests. 
If a set of tests is steepness ordered and different linear transformations are applied 
to the observed-score variables, then it is possible that the transformed tests are not 
steepness ordered Thus, the model is meaningful only if the tests have a common 
unit of measurement It can be shown that the model will be preserved (not 
necessarily with the same steepness order) under all positive linear transformations of 
the observed-score variables if and only if the conditional expectation functions 
E(X, | Θ) are linear This is the next model to be considered. 
5. Congenerity and the ratios of covariances 
Definition 4 A set of EI tests is congeneric if there exists a real-valued trait Θ 
and real numbers 2, and ß, such that, for each test 1, 
Γ, =
 2 | © + ft a.s. 
A set of tests satisfies the linear l-factor model if there exists a variable F (called 
the common factor), real numbers a, and b, and vanables U, (called the unique 
factors) such that for all distinct tests 1 and j , 
X^af+bi+U, a.s., 
Cov{F,U,)=0, and 
Со ([/„Г/,) = 0 
Slightly different definitions can be encountered for both models (e.g, Jôreskog, 1978; 
Lord & Novick, 1968, McDonald, 1981). It is well known (Lord & Novick) that 
congenerity implies the linear l-factor model, with 
F = 0, α, = α,, bt = ßi and 
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U,-EtaX,-Tt. (6) 
The linear 1-factor model in turn implies that the covariance matrix of observed-
score variables satisfies 
С = аФа' + и2, (7) 
where С is the со variance matrix, a = (a (,...,aM), Φ is the variance of F, and U2 is a 
diagonal matrix that contains the variances of the variables U,. Equation (7) pertains 
to the ratios of covanances (Thurstone, 1957), as it implies that for distinct tests, 
Cov(X„Jf ;)^q, 
Cov(X„Xk) ak 
It is easily verified that congenerity is a universal model that implies ordered 
steepness and hence r-homogeneity; so (7) will hold in every positive subpopulation. 
The linear 1-factor model, on the other hand, in neither urn versal nor r-homogeneous 
since factors that are uncorrected in IP can be correlated in positive subpopulations. 
So the linear 1-factor model is weaker than congenenty. 
If the linear 1-factor model holds then the unique factors can be decomposed 
further as 
l/.-S. + E,, 
where S, is called a specific factor (Lord & Novick, 1968). If the tests are EI and 
S, = 0 for all i, then the identities of (6) in turn entail congenerity. Thus, for EI tests 
congenenty means that the linear 1-factor model holds without specific factors. The 
next theorem establishes another relationship between congenenty and the linear 1-
factor model. 
Theorem 4. Suppose that the set of tests contains at least three difFerent tests, 
that Со {Х1гХг) and Cov(Xi,X3) are both positive, and that the tests are EI. 
Then the tests are congenenc if and only if there exists a vector a and for each 
positive subpopulation S a non-negative number <DS and a diagonal matrix U | 
such that the observed-score covanance matrix in S, C
s
, satisfies 
C
s
 = a<t>
s
a' + Uf. (8) 
Proof. Necessity. Congenerity implies (7), in every S. 
Sufficiency. First notice that 
0<Со (Х1,Л'г) = Со (Г1,Т2)а / аг(Г1) / аг(Т2). 
So test / and 2 have positive true-score variance. The same can be concluded for test 
3. 
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We will now first consider the subset Ш , of tests i for which α,φΟ. This subset 
must contain tests /, 2 and 3, since Со {Х1гХг) and CoviX^XJ are positive. For 
this subset of tests, define the transformed variables X', = XJa, and denote the 
corresponding true-score variables by T\. It will be shown that the variables X\ are 
congeneric. As a result of (8), 
Cov
s
 (X[, X\) = Cov
s
 (X„ Xyafl; = <DS 
in every positive subpopulation 5. By EI we obtain that for distinct tests i, ; and k, 
Cov
s
(r;,r;)=Covs(T;,Ti). (9) 
By subtraction, this implies that, for i'= 1, 
Cov
s
(T'1.r j-Ti) = 0, 
in every positive subpopulation S. By the lemma of the Appendix and the fact that 
Var(T'l)>0 this implies that 
агСГ}- r t) = 0. 
Define cJk = E(Tj — Tt); then, by the Chebychev inequality, 
T-Tk=clk a.s. 
This holds for all tests j and к of IM„ except perhaps test 1. So if one defines θ = T3 
and substitutes k = l then the tests oi{j\ }е1М„,)Ф\.} satisfy 
r; = a / j j10 + a A , a-s. (10) 
This means that they are congeneric with respect to Θ. Of course, the same reasoning 
is valid if one substitutes ¡ = 2 in (9); this entails the conclusion that the tests of 
{j\jeIXfe, )Φ2] satisfy (10). Consequently, the tests of IM„ are congeneric. By 
essentially the same considerations it follows that the tests i with ^ = 0 satisfy 
7 > 0 + с,аА, where с, = £(7J). • 
Theorem 4 can be stated differently as: EI tests are congeneric if and only if they 
satisfy the linear 1-factor model in every positive subpopulation, with the same factor 
pattern a in all these subpopulations. Consequently, congenerity is the only universal 
model and the only τ-homogeneous model that can explain, that tests satisfy the 
linear 1-factor model with a given factor pattern. Indeed, the linear 1-factor model is 
sometimes called congenerity (e.g. Jöreskog, 1978). 
Theorem 4 further implies that for EI tests that satisfy the linear 1-factor model, 
subpopulation invariance of the factor pattern is equivalent to the absence of specific 
factors. Thus, if EI tests satisfy the linear 1-factor model in a population, but not in 
some positive subpopulation, then it can be concluded that there are specific factors 
that have positive variance. Note that this is a way to detect the presence of specific 
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faeton that does not require reliability estimates or repeated measurements. Of 
course, it requires that an appropriate subpopulation can be isolated. 
Consider the special case that there is no within-subject variability, i.e. that there is 
only one occasion. Then T, = X¡ for all ». Then congenenty means that the 
observed-score correlations are equal to 1. So subpopulation invariance of the 1-factor 
model and the factor pattern is realistic only if there is wittun-subject variability. 
It is sometimes postulated that tests satisfy a linear factor model with a single so-
called second-order factor (e.g. Hunter & Gerbing, 1982; Marsh & Hocevar, 1985; 
Rindskopf & Rose, 1988). Suppose that the set of tests, IM, is partitioned into 
subsets, say IMU IMly...,IMt, and that each of these subsets satisfy the linear 
1-factor model, say with common factors F^Fj,. . . ,FK . Assume that these common 
factors m turn satisfy the linear 1-factor model, say with common factor F. F is 
called the second-order factor. Consider what happens if the criterion of 
subpopulation invariance is imposed to this model. If the tests of IM are EI then, for 
me{l , 2, . . . ,K}, subpopulation invariance of the linear 1-factor model and the factor 
pattern for IMm implies that IMm is congeneric, by Theorem 4. Then the factors Flt 
Fit...,FK are traits, which are necessarily El. So subpopulation invariance of the 
linear 1-factor model and the factor pattern for these factors implies that they are 
congeneric too, by Theorem 4. Hence IM is congeneric. Thus, this model of a single 
second-order factor satisfies subpopulation invariance for EI tests if and only if the 
tests are congeneric. In that case the tests satisfy the simple linear 1-factor model too 
and then it is not needed to postulate a second-order factor. Although the increased 
generality of this second order 1-factor model seems attractive from a psychological 
point of view, a close consideration reveals that this generality is in fact obtained at 
the cost of that psychological point of view. 
It is possible that the linear 1-factor model (more precisely, equation (7)) holds m 
every positive subpopulation, but not in every subpopulation with the same factor 
pattern. This will occur if a set of M tests is EI and not congeneric, while it contains 
a congeneric subset of M — 1 tests. 
Statistical procedures that can be used to investigate invariance of the factor 
pattern across a finite number of populations or samples have been developed by 
Byrne, Shavelson & Muthén (1989), Jöreskog (1971), Muthen (1989a, b) and Sörbom 
(1974). Most of these authors seem to be interested in it primarily for reasons of 
external validity. It is even more needed for construct validity, as'a psychological 
interpretation of the model requires subpopulation invariance (see also Byrne, 1989). 
6. Invariance in linear multifactor models 
Let the true-score vector variable be defined as T=(Tl,T2,...,Tl4), and denote a 
X-vector trait as Θ = ( Θ 1 , Θ 2 , . . . , Θ Ι ) . It is possible to formulate a multidimensional 
extension of congenenty as follows (e.g. Lord & Novick, 1968). 
Definition 5. A set of M EI tests is K-congeneric if there exists a K-vector trait 
, a Μ χ К matrix A and a M-vector b such that 
Т = А +Ь лл. (И) 
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This is a universal and τ-homogeneous model. It is easily shown (eg. Lord & 
Novick) that it implies the linear K-factor model in every positive subpopulation, 
provided that the latter model is defined analogous to the linear 1-factor model. This 
in turn implies that in every positive subpopulation S, 
С 5 = АФ5А' + и | (12) 
Here C
s
 is the covanance matrix of the observed-score variables in S, <J>S is the 
covanance matrix of the traits in S, and U | is a diagonal matrix that contains the 
variances of the umque factors in 5 This shows that the linear K-factor model and 
(12) are predictions of a universal, τ-homogeneous model, namely K-congenenty So 
for some observed-score vector variables X there is a factor pattern A that holds in 
the sense of (12) for every positive subpopulation Even if K-congenenty does not 
hold, the factor pattern will be invariant across at least some subpopulations, for 
which conditions were specified by Ahmavaara (1954), Meredith (1964) and others 
As is well-known for the linear K-factor model, Θ and A are not uniquely 
determined by (11), if G is a non-singular KxK matrix then AG and G~'@ also 
satisfy (11) Consequently, there is an identification problem for A, which can be 
described less formally as the problem of choosing the orientation ('rotation') and the 
units of measurement of the factors. A conventional way to solve this problem is to 
impose the constraint that Ф/(> is the identity matrix. This means that the factors are 
assumed to be uncorrected with umt variance in the population, which identifies A 
up to an orthogonal transformation Suppose this is done in two different 
subpopulations 5 and Τ that are investigated by two different persons. As both will 
regard their subpopulation as 'the' population, they will make the decompositions 
C
s
 = B
s
Bi + U | and C
r
 = BTBV+Uf, 
and report B
s
 and B
r
 as the factor patterns respectively. These factor patterns are 
related to A by 
В5Ві = АФ5А' and ВТВ = АФГА' 
Since the factor covanance matrices Ф 5 and Ф г may be different, B s and B r will in 
general not be related by an orthogonal transformation. If these factor patterns are 
regarded as outcomes of factor analysis, then the outcomes are clearly not 
subpopulation invariant. 
It seems more appropnate, therefore, to define the outcome of factor analysis as 
the class of all factor patterns that can satisfy Definition 5 This class will at least 
contain all matrices of the form AG, where G is a non-singular Κ χ К matrix. The 
patterns B
s
 and B T of the above example belong to it if Ф5 and Ф г are non-singular. 
In case of congenenty, for instance, A=(1,1,2,2) will yield the class of all patterns of 
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the forra (с, с, 2с, 2с) where ce IR—{0}; this is in Fact a. description of the ratios of the 
factor loadings. It is immaterial which element is chosen to represent the class. 
However, subpopulation invariance of the class will be more clear if the 
representative is chosen independent of the subpopulation, by means of constraints 
on elements of A instead of Ф, such as a specified simple structure. 
The fact that every factor pattern is a quite arbitrary choice from a whole class of 
patterns that fit the model complicates their 'interpretation'. Conventional 
interpretations of factor patterns are based on {a) a comparison of the loadings that 
one variable has on different factors, and (b) a comparison of the loadings that 
different variables have on one factor. For a fixed orientation of the factors, the 
outcomes of (a) depend on the units of measurement of the factors and the outcomes 
of (b) depend on the units of measurement of the observed-score variables. If the 
units of measurement are chosen by standardization of the factors and/or observed-
score variables in a certain subpopulation then the outcomes depend on that 
subpopulation In any case the outcomes are affected by more than just the 
substantive meaning of the tests. A discussion of these problems is beyond the scope 
of this article. The claim here is that factor patterns can satisfy subpopulation 
invariance m the sense of (12) and that that is necessary for a psychological theory, 
not that it is also sufficient. 
7. Invariance in multidimensional scaling 
Multidimensional scaling (MDS) is a collection of techniques that is used to represent 
similarity or dominance relations among objects of a given set (eg. Borg, 1981, 
Coxon, 1982, Davies & Coxon, 1982, Lingoes, Roskam & Borg, 1979) In the 
following definition, H is a W χ M matrix of coefficients h,Jt where h4 is an observed 
measure of the similarity or dominance of the pair of objects (i,j). For example, h,j 
may be the correlation of tests ι and j . Each object t is represented by a point a, in 
IRK The representation is chosen such that h,t is reflected m the geometric relation of 
a¡ and a. The total configuration of points is described by the Μ χ К matrix A that 
has a, as its ith row A is comparable to a factor pattern. 
Definition 6. Let Η be a Μ χ M matrix, A a Μ χ X matrix, and d(.,.) a function 
from ¡R* χ IR* to ¡R. A is a d( ,.) representation of Η if, for each row ι of H, 
there is a non-increasing function F, such that, for all j distinct from i, 
h^FAdiWi)). 
If d( , ) is a distance then A will be called a distance representation of H. If 
d( , )= —e(., ), where e(., ) is the natural (Euclidean) inner product then A will 
be called an inner product representation of H. 
More restrictive definitions may require that the F, are linear, and involve 
restrictions on the relation between elements of different rows of Η (see Coxon, 1982). 
The number К is called the dimensionality of the representation. As in factor 
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analysis, the representation with the smallest dimensionality is searched for. In case of 
a unidimensional space it will be assumed that the distance function satisfies 
¿te, a¡)+d(a¡, ak) = d(a„ ak) 
whenever a,<a¡<ak. In other words, the triangle inequality holds with equality. All 
Minkowsky distances satisfy this equality in a unidimensional space. 
Theorem 5 Suppose that M g 4 and that, within each row, all elements of H are 
different. If H has a unidimensional inner product representation with only non-
negative elements then H does not have a unidimensional distance 
representation. 
Proof. By contradiction. Suppose that a is a unidimensional distance representation 
of H and that а
к
£а,^а^а
к
, where h, i
r
 j and к are different Then 
¿Κ.βι)^(α»„α,) and а(а
к
,а^а(а
к
,а,). 
Because the elements of Η are different within rows h and к this implies 
hia>h„] and hki<hkj 
If b is the supposed inner product representation then 
b^>,>b,Jbj and btb.Kbtbj, 
so b,>bj and bt<bj, a contradiction. Π 
The above theorem just expresses that inner products and distances follow 
incompatible rules. Two possible choices for Η will be considered now, namely the 
covanance matrix and the correlation matrix of observed-score variables. In MDS it 
is conventional to consider correlation matrices as similarity data, and to search a 
distance representation for them. Factor analysis on the other hand, returns an inner 
product representation for the covanance or correlation matrix. An inner product 
representation may be regarded as a mixture of similarity and dominance relations. 
The analysis below shows that inner product representations are more appropriate. 
71. MDS representations of covanance matrices 
An MDS representation of a covanance matrix does in fact specify the order pattern 
in that matrix. It seems logical to specify an hypothesis about the order pattern only 
after an hypothesis about the sign pattern has been specified (eg. Levy, 1979). Not 
much generality will be lost if it is assumed that this is the hypothesis that all 
covanances are non-negaüve (see the comments after Theorem 2). Imposing the 
criterion of subpopulauon invariance then entails that the (El) variables are τ-
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monotone. In the theorem below it will be assumed that they are moreover strictly 
τ-monotone. 
Theorem 6. Suppose that the number of tests is at least four, that the population 
covariance matrix has row-wise different elements and that the tests are strictly 
t-monotone. Suppose that there is a matrix A that is a d{.,.) representation of 
C
s
 for every positive subpopulation S. 
(a) Every pair of tests is steepness ordered. 
(b) The steepness order is a strict order relation that can be represented in the 
positive real numbers. 
(c) This representation of the steepness order is a unidimensional inner product 
representation of C
s
 for every positive subpopulation S. 
(d) A unidimensional distance representation of C
s
 does not exist for any 
positive subpopulation S that has row-wise different elements of C
s
. 
Proof, (a) Let i,j and к be distinct tests of the set. If а(а„а,)<і(а„а») then for every 
positive S, 
Со 5 ( ^ „ ^ ) а С о
 5(А-„Х»). (13) 
By Theorem 3, ; and к must be steepness ordered. The same can be concluded in 
case that d(ah л,) < cí(aif a j . The case ¿(а|,а;) = а(а„ак) is not possible since it implies 
Cov(X„JQ«Cov(X„*»). 
(b) Let the relation R be defined by jRk whenever j is steeper than к (thus 7}, 71 and 
Tj — Tk are τ-monotone). Then jRk if and only if (13) holds with strict inequality and 
S = IP for every other test i, by Theorem 3. So, if ΙM, is the set of tests except 1, and 
а
у
=Со (Х\,ХД then for all j , keIMlt 
jRk if and only if a¡>ak. 
This shows that, restricted to /M„ R is a strict order that can be represented in the 
non-negative real numbers a,. The same can be done for the set of tests except test 2, 
and it follows that R is. a strict order relation of IM. A representation in the non· 
negative real numbers is given by the numbers a¡ if one defines a t as a value between 
ini{aJ\jeIMl,jRl} and sup{aj\jeIMltlRj}. Next, redefine а^=ехр(а,) for all 
je IM. 
(c) Let the numbers a, be defined as in (b). If αμ,=αμ
χ
 then a¡=ak, so j = k. So the 
equation 
Ftaflj)-CQv(XuXj) 
is a sound definition of a function F¡, and with (b) it is easily shown that this 
function is. non-decreasing. 
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(d) By Theorem 5. Π 
Suppose that the conditions of Theorem 6 with respect to the number of tests, 
different covanances and τ-monotonicity hold. If an inner product representation of 
the smallest dimensionality has more than one dimension then, according to Theorem 
6, it cannot hold in every positive subpopulation. 
For distance representations on the other hand, Theorem 6 implies that unidimen­
sional representations cannot hold in every positive subpopulation. This is in conflict 
with the objective to find the representation with the smallest dimensionality. The 
ultimate instance of this objective, umdimensionality, can not be satisfied together 
with the criterion of subpopulation invariance. This also places doubt on the 
meaning of multidimensional distance representations. An invariant distance rep­
resentation must be multidimensional, regardless of the behavioural predicates that 
hold for the subjects. Multidimensionalità will be the result of the mere fact that 
there are different subpopulations So some dimensions of the representation may be 
artificial. Note, furthermore, that every multidimensional Minkowsky space contains 
unidimensional subspaces to which the theorem applies 
In summary, only unidimensional inner product representations might have 
psychological meaning An objection to this conclusion might be that, analogous to 
what we suggested for factor models, the outcome of MDS should be defined as a 
class of representations of which the obtained representation is only an instance. For 
example, it has been advocated (eg. Guttman, 1966; Levy, 1979) to specify 
hypotheses with respect to the regional structure of the representation Such a 
regional structure is in fact a class of representations, and it might be sufficient if this 
class is subpopulation invariant. There are inner product representations of which the 
regional structure is invariant across subpopulations. For instance, this is true for 
factor patterns under K-congenenty, and factor patterns are a special kind of inner 
product representations. The regional structure of unidimensional distance represen-
tations, on the other hand, cannot be invariant since the dimensionality is not 
invariant If follows that the regional structure of a multidimensional Minkowsky 
distance representation cannot be invariant if there are four regions that are 
intersected by a unidimensional subspace. 
7 2. MDS representations of correlation matrices 
For MDS representations of correlation matrices the analysis of subpopulation 
invariance is more complicated, due to the fact that the correlations are affected by 
the test reliabilities. Consider the problem under congenenty first. Then the linear 1-
factor model holds in every positive subpopulation S, and the correlation matrix Rs 
of S can be decomposed as 
" s = *s*s Ί" ^s» 
where a
s
 is a unidimensional factor pattern. Consequently, a unidimensional inner 
product representation of the correlation matrix exists in every positive subpopula­
tion S, namely a
s
. 
If there are four elements of a
s
 that are different and have the same sign, then R
s 
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does not have a unidimensional distance representation, according to Theorem 5. If 
there are seven or more tests, then the condition that there are four elements of as 
with the same sign is certainly satisfied. Consider the condition that these elements 
are different The ith element of as is given by 
where the sign is that of i, in Definition 4, and Rels(A",) is the test reliability of AT, in 
S, defined as 
Rels(A-,) = Vars(TJ/Vars(A'1). 
The test reliabilities depend on the test lengths, according to the Spearman-Brown 
prophecy formula (Lord & Novick, 1968). So, in general, the test reliabilities will be 
different, and then Rs does not have a unidimensional distance representation. 
The next theorem states that, under fairly mild conditions, there is a positive 
subpopulation to which the above reasoning can be applied. 
Theorem 7. Suppose that the set of tests is finite and EI, and that the true-score 
vector variable, T, is continuously distnbuted. Suppose, moreover, that the 
function fff(t)=Var(£,|T = t) is bounded on each bounded area of L 
(a) There is a sequence of positive subpopulations S(n), with S(n+ l)£S(n), in 
which the tests approximate congenerity in the sense that CorS(„,(7], T})-»±1 as 
r»-»oc. 
(b) This sequence contains a subsequence S'(n) in which the test reliabilities 
converge to positive values. 
(c) Say R(n) is the correlation matrix of X in S'{n). There is a vector a and a 
diagonal matrix U such that R(n)->aa' + U2 as л->ос. 
(d) If there are four tests for which a, has the same sign, and the limit values of 
their test reliabilities are different, then there is a positive subpopulation S'(n) for 
which the correlation matrix, R(n), does not have a unidimensional distance 
representation. 
Proof, (a) For t e IR1" and positive 5, define 
fl(t,ó) = n,.(t,.-ó,r1 + <5)) 
a 'rectangular' open neighbourhood of t Let D be the set of points t for which 
P\TeB{t,5)]>0 for each positive δ. Then P[TsD] = l (e.g. Billingsley, 1979, problem 
12.8). So D contains at least one point s. D must also contain a second point t with 
s,#í¡ for ¡=1,2,...,M\ otherwise, since Τ is continuously distributed, 
Ρ Γ Τ ε ϋ ] ^ Ρ [ η = 5 , for some ι ]^Σ,Ρ[η = ^ ] = 0 . 
Since Τ is continuously distributed there exists, for each positive δ that is sufficiently 
small, a positive real number c(«J) such that μ[ΤεΒ(8,<5)]=μ[ΤεΒ(ί,ο(<5))]. Let 
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Α(δ) = [Τ e fl(s, ¿)] υ [Τ ε ß(t, c(<5))]. 
The two subpopulations involved are disjoint if δ is sufficiently small. It will be 
shown that the true-score correlations in Α(δ) go to +1 as ¿-»0. The intuitive idea 
behind this Tact is that the true-score vectors of subjects that belong to A(S) are 
centred around the points s and t; so they are close to the straight line through s 
and L 
In the remainder of the proof, all variables, expectations, variances and covariances 
will be defined with respect to subpopulation Α(δ), but this will not be indicated by 
subscripts for notational convenience. Let the variable Ζ (i.e. Z¡) be defined as 
follows: Ζ(υ)=0 if D belongs to [ТеВ(з,<5)], and Z(u) = l if о belongs to 
[TeB(t,c(<5))]. Then Α(δ) is the union of the subpopulations [Z=0] and [ Z = l ] , 
which both have the same probability (μ). Then 
CovCT, TJ) = £(Cov(7;,r;|Z)) + Cov(£(7;|Z))£(TJ|Z)). (14) 
Here the first term is the mean of the within-group covariances of the two groups 
defined by Z, and the second term is the covariance of the group means. 
First, consider the within-group covariances. The range restrictions of the true 
scores in [Z=0] and [Z = l] imply that |Cov(r¡,r,|Z = 0)|g(52 and 
|Со (7],Г
у
|г=1)|^с((5)2, respectively. [Z = 0] and [ Z = l ] have the same probability 
{μ), so 
|£(Со (Г„ η I Z))| g0.5(<52 + c(5)2H0 (15) 
asá—0. 
Next, consider the covariance of the group means. Since Α(δ) consists of only two 
groups, the group mean vectors £(T| Z = 0) and £(T| Z= 1) lie on a straight line. So 
Cov(£(7;|Z),£(r j|Z))=±(Var(£(7;|Z))Var(£(rJ|Z)))1'2. (16) 
Since £(T|Z=0) and £(T|Z=1) belong to the neighbourhoods B(s,5) and B(t,c(<5)), 
respectively, 
Var(£(7;|Z))-0.25|s(-t(|2 (17) 
as <5-»0. Substitution in (16) yields 
с
ОУ
(£(т;|г),£(Т;|г))-±о.25|51-г(||57-^|. 
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Together with (14), (15) and (17) it is now easily obtained that Cor(7;,Tj|Z)->-±l. 
Define the required sequence of subpopulations as S(n) = A(n~l). 
(b) Since а г
№
, ( ^ - аг
ад
(ТЭ + аг
№
,(£,) and аг
а д
(7]Ь0.25 |*-£,·|2, which is 
positive, it is sufficient to show that there is a subsequence У (л) such that VarJ(1I)(£,) 
converges for each test i. 
Each S(n) is element of the a Held generated by T, so (e.g. Billingsley, 1979) 
VarS(.)(£,) = £S(,,)(Var(£l|T)). 
In S(\), Τ is restricted to a bounded region, so Var(£,|T) is bounded too. This 
bound is a bound of Var(£,|T) in each S(n), since S(n)çS(l). Thus, for each i there 
is a real number c, such that for each n, 
OgVar(£,|T)áC¡ Р
ад
-а.5. 
This implies that each sequence VarS(J,)(£1)'is bounded by 0 and c,. By the theorem of 
Bolzano-Weierstraß, the vector sequence (VarS(„)(£I),...,VarS(„,(£M)), as a function 
of n, contains a convergent subsequence. 
(c) Define a¡= ±lim(RelS4„(A'I))1/2, where the sign is that of s,—r,. By the attenua-
tion formula (Lord & Novick, 1968), for El tests i and j , 
Cors,„, (X„ Xt) = Согги ( 7¡, W R e l , . « (*,K/R e l™ (X,), 
which goes to a^a¡ as n—co. Since αμ^Ι, U2 can simply be defined as the identity 
matrix minus aa'. 
(d) if the elements of a are different then the elements of the ith row of aa' are all 
different Then (c) implies that, if η is sufficiently large, the ordering of the non-
diagonal elements in the ith row of R(n) is the same as that of aa'. This means that a 
is an inner product representation of R(n). By Theorem 5 it follows that R(n) does 
not have a unidimensional distance representation. Π 
The consequences of Theorem 7(d) are analogous to those discussed with respect 
to Theorem 6(d). In general, there is a positive subpopulation for which the 
correlation matrix does not have a unidimensional distance representation. This 
makes multidimensional Minkowsky distance representations suspect too, and even 
the regional structure will not be subpopulation invariant if there are more than four 
regions that are intersected by a unidimensional subspace. 
The cases where Theorem 7(d) does not apply because the test reliabilities converge 
to the same value are quite exceptional. The only obvious case is that the tests are 
parallel (see Lord & Novick, 1968) up to linear transformations. Then they have 
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identical reliabilities m every positive subpopulation. In that case the tests have 
identical correlations, m all positive subpopulations, which implies that every 
configuration is distance representation, irrespective of its dimensionality 
There might be some other, less obvious cases where the test reliabilities converge 
to the same value in each sequence of subpopulations that satisfies (a) and (b) of 
Theorem 7 Anyhow, a change of the test lengths by different ratios will entail 
different limit values according to the Spearman-Brown prophecy formula. So the 
cases where Theorem 7(d) does not apply are limited to particular ratios of the test 
lengths Changing them would affect the dimensionality of the representation in some 
subpopulations, while it does not affect the substantive meaning of the tests 
The relevant subpopulations of Theorem 7 are defined by means of the true-score 
variables. If the test reliabilities are low then it might be impossible to select subjects 
by means of the observed-score variables such that the relevant subpopulations are 
approximated closely Then the violation of subpopulation invariance cannot be 
detected 'empirically' If subpopulation invariance is required merely for external 
validity, such a violation might be considered irrelevant. However, if a universal or τ-
homogeneous model is desired, then subpopulation invariance should hold with 
respect to all positive subpopulations, including those that are hard to find. In that 
case the theorem implies that a unidimensional distance representation of the 
correlation matnx is not acceptable, as it cannot be the result of merely behavioural 
laws The proof shows that almost every subject can be considered as a member of 
some subpopulation for which the distance representation is not valid. So effectively 
it is valid for almost no subject 
8. Discussion 
The conclusions can be summarized as follows The requirement that psychological 
theories consist of behavioural predicates implies that formal models by which these 
theories are formulated should be universal and r-homogeneous. Such models are 
subpopulation invariant. Subpopulation invariance is a severe restriction that allows 
only some well-specified models to explain the sign pattern, order pattern or factor 
pattern of covanance matrices Some inner product representations are compatible 
with the restriction of subpopulation invariance, namely linear factor patterns. On 
the other hand, some nonlinear inner product representations may not be compatible 
with it. Unidimensional distance representations are not compatible with 
subpopulation invariance, and this also places doubts on the meaning of 
multidimensional distance representations. 
Given the strong implications of subpopulation invariance, one may wonder 
whether the principle is perhaps too strong. In many areas of psychology it might be 
impossible to formulate simple and empirically valid theones that satisfy 
subpopulation invariance. For example, the assumption that there are no specific 
factors seems unrealistic in many applications of factor models. However, the 
criterion of subpopulation invariance was derived from the idea that psychological 
theones consist of laws that pertain to the behaviour of individual subjects. If the 
criterion is relaxed, then this concept of psychology should also change. 
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Appendix 
Consider variables Χ, Y and Ζ of some probability space with probability measure 
P. The pair (X, Y) is comonotone if there is an event M that satisfies P(M) = 1 and for 
all o,weM:X(v)<X(w) implies У(у)аУ(> ). A set M with these properties will be 
called a comonotomcity set of (X, Y). 
Lemma. If CoviA", Y\A)=0 or undefined for all events A that satisfy P(A)>0, 
then Var(JQ = 0 or аг(У)=0. 
Proof. The hypothesis implies, by the lemma of Ellis & Van den Wollenberg (1993), 
that both [X, Y) and (X, -Y) are comonotone. Let M ! be a comonotonicity set of 
(X, Y), M
г
 a comonotonicity set of (X, — Y), and M the intersection of Л^ and М
г
. 
Then P{M)=1 and for all v,weM:X{ü)<X(w) implies Y(v) = Y(w). 
Suppose that Var(JQ>0. It will be shown now that аг(У)=0. Note that 
Var(X | M) = Var(JQ. So there are elements u0 and w0 of M such that X{v0)<X(w0). 
Then for all oeM that satisfy X{v)<X(w0), including t>0, У(п)=У( 0). For all ve M 
that satisfy Χ(υ0)<Χ{υ), it holds that Y(v) = Y(v0). But У(»0) = y(w0); so Y{o) = Y(w0) 
for all ρ e Λί. This shows that У is constant on M, hence аг(У)=0. Π 
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TAIL-MEASURABILITY IN MONOTONE 
LATENT VARIABLE MODELS 
(written in collaboration with Brian W. Junker) 
Abstract 
We consider latent variable models for an infinite sequence (or 
universe) of manifest variables that may be discrete, continuous 
or some combination of these. The main theorem is a general 
characterization by empirical conditions of latent variable 
models that satisfy unidimensionality, monotonicity, conditional 
independence, and tail-measurability. Tail-measurability means 
that the latent variable can be estimated consistently from the 
sequence of manifest variables with any finite subsequence from 
it removed. The characterizing, necessary and sufficient, 
conditions that the manifest variables must satisfy for these 
models are conditional association and vanishing conditional 
dependence (as one conditions upon more other manifest 
variables). Our main theorem considerably generalizes and 
sharpens earlier results of Ellis and Van den Wollenberg (1993), 
Holland and Rosenbaum (1986), and Junker (1993). It is also 
related to the work of Stout (1990). 
The main theorem is preceded by many results for latent 
variable models in general - not necessarily unidimensional and 
monotone. They pertain to the uniqueness of latent variables and 
are connected with the conditional independence theorem of Suppes 
and Zanotti (1981). We discuss new, model-free definitions of the 
concepts of "true-score" and "subpopulation", which generalize 
these notions from both "stochastic subject" and "random 
sampling" formulations of latent variable models (e.g., Holland, 
1990) . 
4-2 Tail-measurability Chapter 4 
1. Int roduction 
In many testing and assessment settings it is reasonable to view 
the set of observed variables as a sample from an infinite 
universe of admissable manifest (or observable) variables. A 
basic goal then is to characterize the universe by "statistical" 
properties. This view is immanent in the work of many test 
theorists (e.g., Cronbach, Gleser, Nanda & Rajaratnam, 1972; 
Fischer, 1987; Rasch, 1960; Stout, 1990) and the present chapter 
elaborates on this. We will consider an infinite sequence of 
manifest random variables X = (Xi, X2, ...) on a common 
probability space. X may be seen as a universe of admissable 
manifest variables. Some examples are: (1) X± is the score 
variable on test item i of a specified pool; (2) X± is the 
reaction time variable on trial i of a repeated recognition task; 
(3) Xd is the total score on test i of an infinite battery; (4) 
Xi consists of the ratings of judge i to a set of targets. 
Latent variable models assume that there exists a (usually 
latent) random vector Θ such that the joint distribution of (X, 
Θ) satisfies certain restrictions (e.g., McDonald, 1981). This 
chapter introduces the restriction of tail-measurability. It will 
be shown that tail-measurability is equivalent to the possibility 
of estimating Θ consistently from any "tail" of manifest 
variables X«, Xn*i,... - even though observations on a finite 
number of the manifest variables may be missing. It is, 
therefore, a reasonable restriction to add to latent variable 
models. Junker (1993) explores this condition and argues that it 
is needed in every useful latent variable model for measurement. 
A few other new, but tangential, concepts are needed in this 
chapter: The concepts of tail-conditional independence and 
vanishing conditional dependence will be introduced, and shown to 
be equivalent. Also, a new definition of true-score variables 
will be discussed. 
Many latent variable models involve the restriction that X 
is conditionally independent given . A fundamental theorem will 
be presented that concerns tail-measurability and conditional 
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independence jointly. It can be derived from this theorem that 
tail-measurability and conditional independence jointly imply 
tail-conditional independence. The theorem has also consequences 
for the uniqueness of latent variables and true-scores. 
We then focus on one of the most basic (class of) latent 
variable models, which involves the following restrictions 
(Holland & Rosenbaum, 1986): 
1. Θ is unidimensional (or real-valued), 
2. X is conditionally independent given Θ, and 
3. monotonicity: each P[X± > χ|Θ] is nondecreasing in . 
We say that X satisfies the monotone latent variable (LV) model 
if a random variable Θ exists such that the above three 
conditions hold. Some special cases of the model are: the 3-
parameter logistic IRT model (Lord, 1980), graded response models 
(Andrich, 1978), and the linear 1-factor model with nonnegative 
loadings. 
An important question is how the monotone LV model can be 
characterized by empirical conditions. That is: Which conditions 
should X satisfy in order to conclude that a latent variable Θ 
exists such that X satisfies the monotone LV model with Θ? For 
binary manifest variables, Mokken (1971) showed that the model 
implies that the manifest variables have non-negative 
covariances, Holland (1981) showed that they are strongly 
positive orthant dependent, and Rosenbaum (1984) showed that they 
are conditionally associated. This was generalized to the non-
binary case by Holland and Rosenbaum (1986) . These conditions are 
merely necessary for the model. Several authors have tried to 
establish conditions that are both necessary and sufficient for 
the model. This has been achieved only for special versions of 
the model. Ellis and Van den Wollenberg (1993) stated the 
necessary and sufficient conditions for the model in the binary 
case and with the additional restriction of local homogeneity -
which presupposes stochastic subjects. Junker (1993) stated the 
necessary and sufficient conditions for the model in the binary 
case with an infinite sequence of items and with the additional 
restriction of locally asymptotically discriminating (LAD) items. 
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The main theorem of this chapter is a major generalization 
of the previous results: 
X satisfies the monotone LV model with a latent variable Θ 
that is tail-measurable if and only if X has nonnegative 
conditional association and vanishing conditional 
dependence. This Θ is unique up to a strictly increasing 
transformation. 
This characterization of the model does not require discrete 
manifest variables, stochastic subjects, or LAD items. The only 
additional constraint is that of tail-measurability - a fairly 
weak and reasonable restriction. Note that it need not to be 
assumed in advance: tail-measurability is implied by the 
empirical conditions. 
The main concepts and results of this chapter are sketched 
in the following sections such that they hopefully can be 
understood and appreciated by psychometricians who are not 
familiar with measure theory. A rigorous development of the 
theory, however, cannot avoid measure theory. Therefore this is 
presented as an isolated appendix Lemmas and Proofs at the end. 
Lemmas to which other sections refer can be found there. 
Overview of the chapter. After (1) this introduction, we 
will subsequently (2) specify our notation and recall some 
elementary concepts; (3) introduce the concept of tail-
measurability and its relationship with consistent estimators; 
(4) recall the definition of conditional independence and 
introduce the concepts of tail-conditional independence and 
vanishing conditional dependence; (5) discuss a new definition of 
true-score variables; (6) present the fundamental theorem 
concerning tail-measurability and conditional independence, and 
discuss its consequences; (7 and 8) discuss two variants of the 
characterization theorem for the monotone LV model; (9) extend 
the theory to permutations and infinite subsequences; (10) 
indicate some issues for future research; (11) discuss our 
theory, and (12) state and prove all needed lemmas. 
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2. Notation and Preliminary Concepts 
We will consider an infinite sequence of manifest random 
variables 
X = (Xi,X2,...). 
In addition, we consider some finite-dimensional random vector 
Θ = ( з. Θ«*) . 
At this point, we do not make further assumptions about : The 
symbol Θ will be used for any random vector of which one might 
wonder whether it can serve as an "explanatory" set of variables 
for X. It is useful to think of Θ as a latent random vector, but 
there is no mathematical need to require this in advance. 
Because this chapter is concerned with the foundations of 
latent variable models, it is worthwhile to spell out a few 
elementary definitions about which confusion might arise. The 
theory will be confined to a single probability space with 
outcome space (sample space) Ω and probability measure P. Every 
random variable X is a function of the outcomes in Ω. If X is a 
random variable, and χ a real number, then the event [X < x] is 
defined as the set of outcomes ν in Ω that satisfy X(v) < x. For 
more information, see e.g. Mood, Graybill and Boes (1974, Ch. 1-
2) . 
Following Holland (1991), Ellis (1993) and Ellis and Van den 
Wollenberg (1993) discuss two conceptually different formulations 
of latent variable models that will receive attention in this 
chapter too. In the random sampling formulation, Ω is a 
population of persons. Consequently, each person has a fixed 
score on each of the manifest variables. In the stochastic 
subject formulation, on the other hand, Ω is a set of (person, 
occasion) pairs. This allows for the possibility of random 
within-person variability of the manifest variables. 
In this chapter we must assume that Ω is uncountable. 
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because an infinite sequence of manifest variables with 
nondegenerated distribution cannot satisfy conditional 
independence in a countable sample space (Ω must contain at least 
one element for every possible infinite sequence of Os and Is). 
This forces us in the proofs to take care of certain mathematical 
anomalies, such as nonempty events with probability 0. This will 
be suppressed in the main text. 
An event is a subset of Ω. Thus in the random sampling 
formulation, an event is a "subpopulation" of persons. The main 
theorems of this chapter involve a form of subpopulation 
invariance (Ellis, 1993; Meredith & Millsap, 1992). It is 
important therefore to know which subpopulations can be selected 
on basis of a given random variable X. For instance, consider Ω = 
{u,v,w} and let X be the random variable with X(u) = X(v) = 0 and 
X(w) = 1. Now the following subpopulations can be selected on 
basis of X: 0, {u,v}, {w} and Ω. This may be called the event 
space of X. The event space tells us how X partitions the 
population into subpopulations. It does not contain the event 
{u} , for instance, because one cannot distinguish u from ν on 
basis of X alone. 
It is a convention to denote the event space of a random 
variable X by σ(Χ). A better understanding of event spaces may be 
obtained by the following observation: σ(Υ) <z σ(Χ) if and only if 
Y = f(X) for some function f. In that case we say that the event 
space of Y is smaller or coarser than the event space of X. A 
consequence of this is that two random variables have the same 
event space if and only if they are an (arbitrary) 1-to-l 
transformation of each other. Thus by means of σ(Χ) we treat X as 
a variable with nominal level of measurement. One may say that 
the event space of X represents the nominal information of X. 
Event spaces are defined more exactly and generally as "σ-
fields". This generality is needed because Ω must be uncountable. 
The natural definitions of the central concepts of this chapter 
therefore involve σ-fields. A fairly good intuitive understanding 
can be achieved on basis of the above description of event 
spaces. As a courtesy to the reader we recall the formal 
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definition too: A collection F of events is called a σ- f ie ld if 
it satisfies these three conditions: (1) Ω is element of F, (2) F 
is closed under the formation of complements, and (3) F is closed 
under the formation of countable unions or, equivalently, 
countable intersections. The interested reader may consult the 
introductory statistics book of Mood, Graybill and Boes (1974, 
Ch. 1). 
Two particular σ-fields are important here (for more 
information, see Billingsley, 1986): 
1. σ(Θ), the σ-field generated by Θ. This is the event space 
of Θ. It is defined as the smallest σ-field that contains 
all events of the form [Θ± < y_¡.] . Less formally stated, σ(Θ) 
is the collection of events that can be described (without 
exotic constructions) by Θ. For instance, if d = 1, a 
typical element of σ(Θ) is [2 < Θ < 3]. Similar descriptions 
can of course be given for, say, σ(Χ), the σ-field generated 
by X. 
2. t(X), the tail-o-field of X. This is the event space that 
contains the long-run nominal information of X, i.e., the 
nominal information that is generalizable and common to all 
tails of X. It plays a very important role in this chapter 
because it ties the central definitions together. It is 
formally defined as rvc(Xn,Xn*i,...). Less formally stated 
this is the collection of events that can be described by 
every tail of X; thus events that can be described by X with 
any finite subsequence from it removed. For instance, a 
typical element of τ (X) is [1іт
Г
і-»-.Хі. = х
І1
Хі/п < 3]. Whether 
this event occurs depends on X, but not on any finite 
subsequence of X, since the contribution of such a 
subsequence vanishes if one passes to the limit. Another 
typical instance is [X± < 3 for infinitely many i]. 
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3. Tail-measurability 
We say that Θ is tail-measurable in X if 
σ(Θ) с τ(Χ) . 
That is: All nominal information about Θ is contained in the 
long-run information of X. An equivalent definition (by 
Billingsley, 1986, Problem 13.6 and p. 184) is that for each η e 
IN there exists a measurable function f
n
 such that 
Θ = f„(Xn,Xn.l,...). 
That the £
n
 must be measurable is just a weak regularity 
condition that does not need attention at this point. The 
essential restriction is that Θ is fully determined by the 
manifest variables, even when any finite subset of manifest 
variables is ignored. An example of this would be that Θ = 
limn-=-~Σι-ι^Χ^/η. That some Xi may be ignored is important, 
because in sampling more and more manifest variables from X one 
might eventually still "miss" some X^. 
The idea of tail-measurability may be explained further by 
its relation to the existence of consistent estimators for Θ. We 
say that Θ can be estimated consistently from X if there exist 
measurable functions fn such that 
£
n
(Xi,...,X~) -> Θ. 
(that is: P{v: lim„-=—f
n
 (Xx (v) , . . . , X„ (v) ) = Θ(ν) } = 1). Here, 
fn(Xi, ...,Xn) can be seen as a statistic based on a finite 
"sample" from the universe X. In the example Θ = 
limn-»—li-i^Xi/n, the finite score Σ^-χ^Χ^/η would be such a 
statistic. The above condition merely expresses that consistent 
estimators for Θ exist, not that they are known. The next theorem 
relates consistent estimation to tail-measurability. This makes 
clear why it it is reasonable to impose the constraint of tail-
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measurability to latent variable models. Such a Θ can still be 
estimated if, for example, not all items of a pool are selected 
in an adaptive test, or if not all judges are available in a 
rating task. 
Theorem 1. Θ is tail-measurable in X if and only if Θ can be 
estimated consistently from every tail (X
n
, X
n
*i,...) of X. 
Proof. By Lemma 12 and the definition of τ(X). [ ] 
Some examples are: (1) If each X^ is binary and X satisfies 
the Rasch (1960) model with Θ, then various consistent estimators 
for Θ exist that are a function of Σι-ι"Χι/η (e.g., Warm, 1989); 
so Θ is tail-measurable. (2) If X satisfies the model of 
essential unidimensionality and LAD with respect to Θ (Junker, 
1993; Stout, 1990) then Θ is tail-measurable. (3) In item 
response models satisfying the regularity conditions of Junker 
(1993, Theorem 4.1), and either conditional independence or 
essential independence, the MLE based on any tail (Χη,Χη-n,...) 
is consistent for Θ, so Θ is tail-measurable. 
4. Tail-conditional Independence 
For any random vector Θ, we say that X is conditionally 
independent given Θ if 
Ρ(ΓΗ
βΚ
[Χ^ < χι]|Θ) = Гк
ек
Р[Хі < xt|0] 
for every set of real numbers Xi and every finite subset К of IN. 
This condition plays an important role in latent variable models 
because it means that all association in X can be explained by Θ 
(Lazarsfeld & Henry, 1968) . All variation in X that is not 
attributable to the regression on Θ can then be seen as "noise" 
(e.g., independent errors of measurement or unique factors). 
We say that X is tail-conditionally independent if X is 
independent given τ(X), i.e., given the long-run information of 
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X. That is, replace Θ by Τ (X) in the definition of conditional 
independence (see e.g., Billingsley, 1986, for the definition of 
conditional probabilities given a σ-field). This is equivalent to 
the condition that 
(Χι,...,Xn) is conditionally independent given (Xm,Xm+i,...) 
whenever η < m 
(by Lemma 10). In other words: Every finite subset of manifest 
variables is conditionally independent given any tail of the 
other manifest variables. Unlike conditional independence, the 
condition of tail-conditional independence does not involve any 
latent variable (Θ). In this sense, tail-conditional independence 
is more empirical in nature; it is fully determined by the 
manifest variables alone. 
The idea of tail-conditional independence can be explained 
further by the following equivalent concept that does not involve 
the rather untransparant σ-field τ (X) . Remember that a finite 
subsequence of X is independent iff for every partition (Y,Z) of 
the subsequence, and every two bounded measurable functions f and 
g, Cov(f(Y), g(Z)) = 0. In fact, it is sufficient to require this 
for binary coordinatewise nondecreasing functions f and g only 
(Lemma 9; see also Esary, Proschan & Walkup, 1967). We say that X 
has vanishing conditional dependence if for every η e IN, every 
partition (Y,Z) of (Χι,.,.,Χη), and every two bounded measurable 
functions f and g, 
Cov(f (Υ) , g(Z) |X„H-I, ...,Xm) ->0 as m -> ». 
Again, it is sufficient to require this for binary coordinatewise 
nondecreasing f and g only. Thus the association in any finite 
subset of manifest variables should vanish with conditioning upon 
an increasing number of the other manifest variables. 
Theorem 2. X is tail-conditionally independent if and only 
if X has vanishing conditional dependence. 
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Proof. See Lemma 10. [ ] 
In discussions with psychometricians we experienced that 
vanishing conditional association is such a natural condition 
that one may ask whether it is not always satisfied. This is a 
counter-example: Suppose that Со ІХгіДгі-и) = с > 0, and that 
each pair (Χζ^,Χζ^-ι) is independent of all other pairs. The 
independence assures that the conditional covariance between X21 
and Хгі*і given any sequence of other manifest variables is still 
c; so vanishing conditional dependence does not hold. 
5. The Definition Of True-Scores 
In this section we consider how a true-score theory can be 
founded on basis of the here developed concepts. True-score 
theory is often associated with a set of conventional assumptions 
and a certain view upon test analysis (e.g., Fischer, 1974). None 
of this is assumed here, however, unless it is stated explicitly. 
Throughout this section we assume that E(|Xi|) < » to assure the 
existence of the relevant true-score variables. 
In true-score theory each manifest variable Xi is decomposed 
as 
Xx = Ti + Ei 
where Ei is a random variable that reflects errors of measurement 
and Ti is called a true-score variable. Different 
conceptualizations of true-score theory exist, depending on the 
definition of Ti (Lord and Novick, 1968, pp. 27-44). The two most 
important contemporary true-score concepts are of the form Ti = 
E(Xi|F), with different choices for the conditioning σ-field F: 
1. The "stochastic-subject" true-scores (e.g., Ellis & Van 
den Wollenberg, 1993; Lord & Novick). Assume the stochastic 
subject formulation and let V be a random variable that indicates 
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the persons. Then the stochastic-subject true-score variable Ti 
is defined to be the conditional expectation of Xa. given V: 
Ti = Е(ХІ| ) . 
2. The "model-based" true-scores (e.g.. Stout, 1990). These 
true-scores may be defined in either the random sampling or the 
stochastic subject formulation. Assume that X satisfies some 
latent variable model with latent random vector Θ. Then the 
model-based true-score variable Ti is defined to be the 
conditional expectation of X± given Θ: 
Ti = Ε(Χ±|Θ). 
To these definitions we add: 
3. The "tail-conditional" true-scores. These also may be 
defined in either the random sampling or the stochastic subject 
formulation. Define 
Ti = E(X±|τ(Χ)). 
In the random sampling formulation, for instance, this means that 
the true-score of a person v, Ti(ν), is equal to the expectation 
of Xi in the subpopulation of persons that have comparable long-
run behavior on X. The following theorem gives an equivalent 
definition and makes clear that, under tail-conditional 
independence, T± can be approximated by the regression of X± on a 
finite number of other manifest variables in X. 
Theorem 3. For tail-conditional true-score variables Ti, Ti 
= limn-=.~ E(Xi | X^, Xr»+1, . . . ) . If X is tail-conditionally 
independent then for all η > i, 
Ti = E(Xi|X
n
,X„*i, . . . ) = l i m m — E(Xi |X
n
, . . . ,Xm) . 
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Proof. The first and last equation follow by the backward and 
forward martingale convergence theorems, respectively 
(Billingsley, 1986, Theorem 35.7 and 35.5). The second equation 
holds because, under tail-conditional independence, (Xi,X
n
) is 
conditionally independent given (Xn*i,Xn*2,...| by Lemma 10; so 
E(X:L|X.»,X~~:L, . . .) = Ε ^ Ι Χ Γ , - Ι , Χ Γ ^ , . . .) . [ ] 
It is worth noting that all reliability theory results in 
Lord and Novick (1968) remain valid if tail-conditional true-
scores are used and experimental independence is replaced by 
tail-conditional independence. This is so because, for tail-
conditional true-scores Ti and errors Ei defined by Xa. = T± + Ei, 
the "assumptions" of classical test theory hold: ЕШ^) = 0; 
СО (ТІ,Е=.) = 0; ΟονίΤ^,Ε^) = 0; and, if tail-conditional 
independence holds, Cov(Ea.,Ez,) = 0 for i and j distinct. 
The concept of tail-conditional true-scores has certain 
advantages over the other two. Consider the stochastic-subject 
true-scores first. As Lord and Novick (1968, p. 45, pp. 38-39) 
point out, these true-scores depend on how the replication 
experiment (sampling from IK) is defined. The classical 
"definition" involves a hypothetical experiment where one could 
"brainwash" the persons and administer the items under apparently 
identical circumstances again (Lazarsfeld, 1959; Lord & Novick). 
This would yield a replicate measurement Xi' for each item i such 
that Хд. and Xi' are independent identically distributed given V. 
In psychology it is usually unreasonable to assume that replicate 
measurements of this kind can ever be obtained (Lord & Novick, p. 
30). Then the definition of the stochastic-subject true-scores 
has no empirical meaning. All one can do is to estimate model-
based true-scores and believe that they are equal to the 
stochastic-subject true-scores. Ellis and Van den Wollenberg 
(1993) show that the latter assumption can be tested to some 
extent if other variables are available. In general, however, 
there is no need to assume that random within-person variability 
exists (Holland, 1990, pp. 577-585) . It may be considered as an 
advantage of tail-conditional true-scores that they require 
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neither a definition of the replication experiment nor the 
possibility to perform it. 
Stochastic-subject true-scores can be seen as a special form 
of tail-conditional true-scores, where X is defined to be a 
sequence of replicate measurements. The definition of tail-
conditional true-scores is more general: It may be based on any 
sequence of manifest variables. This generality may be considered 
an advantage - at least conceptually. For consistent estimation 
of stochastic-subject true-scores one needs infinitely many 
variables of an impossible kind (replications). For tail-
conditional true-scores, on the other hand, one may use manifest 
variables of any possible kind and, moreover, they can be 
approximated arbitrarily close by regressions on a finite number 
of manifest variables if tail-conditional independence holds (by 
Theorem 3). 
Next, consider model-based true-scores. In general, if X 
satisfies some latent variable model with Θ, X might also satisfy 
that model with another latent random vector Θ' that is not a 
function of Θ (we will discuss an example of this in the next 
section above Corollary 2). Certainly X will satisfy some other 
model with a Θ' that is not a function of Θ. Then the model-based 
true-scores based on Θ will be different from those based on Θ' . 
Hence model-based true-scores are not uniquely defined for a 
given X. Tail-conditional true-scores have the advantage that 
they do not depend on the model or latent variables assumed. 
Corollary 3 of the next section, however, states that for the 
fairly broad class of models that satisfy both tail-measurability 
and conditional independence, the model-based true-score 
variables are equal to the tail-conditional true-score variables 
(and thus independent of the model within that class). 
In summary, tail-conditional true-scores specialize to 
stochastic-subject true-scores if the manifest variables are 
replications, and they specialize to model-based true-scores if 
the model satisfies tail-measurability and conditional 
independence. Tail-conditional true-scores are more general than 
both, since they require neither replications nor a model. 
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Tail-conditional true scores also have a certain lack of 
unicity. A given manifest variable Xx that is element of the 
sequence X might equally well be embedded in some other sequence 
of manifest variables X'. The tail-conditional true scores based 
on X would be different from those based on X', in general. Thus 
the definition of tail-conditional true scores is unique only in 
the context of a well-defined universe X of admissable manifest 
variables (compare Cronbach et al., 1972, Ch. 1). 
6. Tail-measurability and Conditional Independence 
This section discusses a fundamental theorem that has interesting 
consequences for latent variable models in general - satisfying 
conditional independence and tail-measurability, but not 
necessarily unidimensionality and monotonicity. This theorem 
forms a crucial step in the proof of our characterization 
theorems. This section is not needed to understand the meaning of 
those characterizations, but it may give more insight. 
Here, it is necessary to introduce a more finely detailed 
set of true-scores than we have discussed in the previous 
section. The construction here is analogous to the practice of 
"dichotomizing" a continuous or polytomous variable to produce 
binary responses. Instead of one such dichotomization, though, we 
consider true-scores based on all possible dichotomizations. 
Also, the true-scores will initially be defined in an abstract 
form. To be exact, we define the true-score variables Τ±κ as 
T « = P[X± > x\F] 
for some σ-field F that we do not specify at this point. If F is 
σ(Θ), these are the model-based true-score variables for the 
dichotomized manifest variables. If F is T(X), these are the 
tail-conditional true-score variables for the dichotomized 
manifest variables. Next, define Ti = (ТІ^ : χ e IR) . From Ta. one 
can deduce the entire conditional distribution of Xi given F. 
Finally, define Τ = (Ti : i e IN) , the collection of all Tl3C. 
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Theorem 4. If F с τ (X) and Χ is conditionally independent 
given F then F = τ(Χ) = σ(Τ) = τ(τ). 
Proof. See Lemma 3 of the appendix. [ ] 
The remarkable conclusion that F = τ (X) means that conditional 
independence of X cannot hold given a σ-field that is strictly 
smaller (coarser) that τ (X) . In other words: If F contains only 
long-run information of X and explains all association in X (in 
the sense that conditional independence holds) then F must 
contain all long-run nominal information of X. Furthermore, under 
the hypothesis of this theorem, the abstract true-score variables 
P[Xi > x|F] must in fact be the tail-conditional true-score 
variables Р[ХІ. > χ|τ(Χ)], i.e., 
ТІЭС = P[Xi. > x|Xn,Xn*i, ...] for η > i. 
The conclusion that τ(X) = σ(Τ) means that the events defined by 
the long-run behavior of X are also the events that can be 
described by the true-score variables in T. Finally, that σ(Τ) = 
τ(Τ) means that these events can still be described by Τ if the 
true-score variables of some Xi are ignored; this will not result 
in a loss of nominal true-score information. We will now consider 
four Corollaries of Theorem 4. 
1. Tail-conditional independence. 
Corollary 1. If X is conditionally independent given Θ and Θ 
is tail-measurable in X, then X is tail-conditionally 
independent. 
Proof. With F = σ(Θ), Theorem 4 implies that σ(Θ) = τ(Χ). So 
conditioning on Θ is the same as conditioning on t(X). [ ] 
Corollary 1 is important because it means that in the broad class 
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of models that satisfy conditional independence and tail-
measurability, X has to be tail-conditionally independent (and 
hence have vanishing conditional dependence by Theorem 2), 
regardless of other model restrictions such as dimensionality and 
monotonicity. 
Suppes and Zanotti (1981) showed that, for a finite number 
of manifest variables with finite range there always exists a 
random variable Θ such that the manifest variables are 
conditionally independent given Θ; thus the restriction of 
conditional independence alone does not imply a non-trivial lower 
bound on the dimensionality of Θ. Their proof can be extended to 
infinitely many manifest variables. Corollary 1 implies that 
existence of such Θ may fail if Θ is required to be tail-
measurable, namely if X does not have vanishing conditional 
dependence. Under Theorem 2 we gave an example of such an X. A 
suitable version of the Suppes-Zanotti result then guarantees the 
existence of a unidimensional Θ such that X is conditionally 
independent given Θ. By Corollary 1, however, there cannot exist 
a tail-measurable Θ of any finite dimensionality such that X is 
conditionally independent given Θ. 
This does not mean that conditional independence and tail-
measurability always imply a non-trivial lower bound on the 
dimensionality of Θ. It is a standard exercise in probability 
theory that, if Θ is a finite-dimensional random vector, there 
always exists a unidimensional random variable Θ' such that σ(Θ) 
σ(Θ') (e.g., Billingsley, 1986, Problem 20.1). So if 
conditional independence and tail-measurability hold with respect 
Θ, then they hold with respect to ' too. We have seen in the 
example above that the restriction of tail-measurability and 
conditional independence can exclude the possibility of a finite-
dimensional latent variable model for X; but without further 
restrictions - such as monotonicity - if a finite-dimensional 
representation (Θ) exists then a unidimensional representation 
(Θ') exists too. 
2. Uniqueness of latent variables. Tail-measurability and 
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conditional independence have consequences for the uniqueness of 
latent random vectors for X. In general, even under such 
restrictive models as the 1-parameter logistic model or the 
linear 1-factor model, if a finite set of manifest variables 
satisfies the model with both Θ and Θ' , Θ and Θ' need not be 
functions of each other (compare the factor indeterminacy 
problem; Rozenboom, 1988). Acknowlegde of this fact is crucial to 
appreciate our claims below, regarding the unicity of Θ. Since we 
repeatedly experienced misbelief of this in discussions with 
psychometricians - probably due to mathematically unnecessary 
adherence to the stochastic subject interpretation - we present 
an example here. 
Insert Table 1 about here 
Example. Assume that the data in Table 1 form the population 
and that persons are sampled randomly. It is easily verified 
that 
1. P[Xi = 1|Θ] = Θ/(1 + Θ) for all i, and (ХіДгДзД«) is 
conditionally independent given ; and 
2. P[Xi = 1|Θ'] = θ'/(1 + ') for all i, and (Χι,Χ= ,Χ-ί,Χ«) 
is conditionally independent given ' 
(for instance, there are 256 persons with = 1/3, in the 
upper half of the Table, of which 64 have Xi = 1; so P[X± = 
1| = 1/3] = 64/256 = 1/4). Thus (Xi,X2,Хз,X4) satisfies the 
1-parameter logistic model with both and '. However, is 
not a function of ' . The clue here is that, among those 
persons with response pattern 0011, some have a of 1/3 
while others have a of 3. But one can as well postulate a 
latent variable ' for which the reverse is true. 
Even for an infinite set of manifest variables, and ' 
need not be functions of each other if, for example, the 
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TABLE 1. Example of a distribution for (Θ,Θ' , Χι, Хг , Хз , Хл) . Here 
pattern is the score pattern on (Х1Д2 ,Хз ,X<i) , and F is the 
frequency. 
Θ Θ' pattern F Θ Θ' pattern F 
1/3 
1/3 
1/3 
1/3 
1/3 
1/3 
1/3 
1/3 
1/3 
1/3 
1/3 
1/3 
1/3 
1/3 
1/3 
1/3 
1/3 
1/3 
1/3 
3 
1/3 
1/3 
1/3 
1/3 
1/3 
1/3 
1/3 
1/3 
1/3 
1/3 
1/3 
1/3 
0000 
0001 
0010 
О О Н 
0100 
0101 
оно 
Olli 
1000 
1001 
1010 
1011 
1100 
1101 
1110 
1111 
81 
27 
27 
9 
27 
9 
9 
3 
27 
9 
9 
3 
9 
3 
3 
1 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
1/3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
0000 
0001 
0010 
О О Н 
0100 
0101 
оно 
Olli 
1000 
1001 
1010 
1011 
1100 
1101 
1110 
1111 
1 
3 
3 
9 
3 
9 
9 
27 
3 
9 
9 
27 
9 
27 
27 
81 
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regressions of the manifest variables on Θ are all flat in a 
certain open region. Tail-measurability helps to exclude such 
pathological cases from occuring: The next Corollary says that 
tail-measurability and conditional independence jointly determine 
Θ unique up to some measurable transformation - regardless of 
other restrictions imposed to the model. In other words, then Θ 
is of at least nominal level of measurement. 
Corollary 2. Suppose Θ is tail-measurable in X and X is 
conditionally independent given Θ. If Θ' is another random 
vector (not necessarily of the same dimensionality) that 
satisfies these conditions, then there exists a measurable 
function f such that Θ' = f (Θ). 
Proof. Theorem 4 implies that σ(Θ) = σ(Θ')< since both must be 
equal to τ (X) . From this the conclusion can be shown 
(Billingsley, 1986, Problem 13.6.). [ ] 
3. Uniqueness of model-based true-score variables. 
Corollary 3. Suppose X is conditionally independent given Θ 
and Θ is tail-measurable in X. Then the conditional 
distribution of X given Θ is identical to the conditional 
distribution of X given τ(X). 
Proof. Similar to Corollary 1. [ ] 
Together with Theorem 3 this implies that in a tail-measurable 
conditionally independent model for X, the "latent" conditional 
probabilities P[X± > χ|Θ] are always equal to the "manifest" 
conditional probabilities Р[Хл. > χ|Χη,Χη*ι, ...] and hence can be 
approximated by P[X± > x|X
n
,...,Xm] as m -> » and η > i (compare 
Junker, 1993, Lemma 3.1). Furthermore, all such models for X 
generate the same model-based true-score variables and these are 
equal to the tail-conditional true-score variables. 
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4. Functional relationship between true-score variables. 
Corollary 4. For tail-conditional true-score variables and 
all i: 
1. If X is tail-conditionally independent, there exists a 
measurable function fa. such that Ti = f i (T3 : j > i) . 
2. If Θ is tail-measurable in X and X is conditionally 
independent given Θ, there exists a measurable function f j. 
such that Θ = f^ fTz, : j > i) . 
Proof. 4.1: Put F = t(X); then Theorem 4 implies that σ(Τ) = 
τ (Τ). This implies that σ(Τ) = σ(Τ3>- : j > i, y e IR). From this 
the first conclusion can be derived (Billingsley, 1986, Problem 
36.3.). 4.2: Analogously, using the fact that σ(Θ) = τ (Τ) by 
Theorem 4. [ ] 
Corollary 4 again and more exactly states the redundancy of true-
score variables, pointed out under Theorem 4, and extends it to 
Θ. This can be used to illustrate what tail-measurability means 
in terms of the "response functions" P[Xi. > χ|Θ]. In a tail-
measurable conditionally independent model, T i K = P[Xa. > х| ]. 
Corollary 4.2 now implies that, for each open region of , there 
must be infinitely many response functions P[X± > x>| ] that are 
not flat in that region. 
7. Characterization Of The Monotone LV Model. Version 1. 
For any given unidimensional random variable , we say that X is 
monotone in Θ if 
PIX, > χ|Θ] 
is a nondecreasing function of Θ for each i e IN and each χ e IR. 
This condition is called "positive regression dependence" by 
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Lehmann (1966). If there exists a (usually latent) unidimensional 
random variable Θ such that X is conditionally independent given 
Θ and X is monotone in Θ, then we say that X satisfies the 
monotone latent variable (LV) model (with Θ) . For more 
information about this model, see e.g. Ellis & Van den 
Wollenberg, 1993; Grayson, 1988; Holland & Rosenbaum, 1986,-
Junker, 1993; Mokken, 1971; Ramsay, 1991; Sijtsma, 1988. 
Consider an important empirical condition implied by the 
model first (see Holland & Rosenbaum, 1986) . Following Holland 
and Rosenbaum (1986), we say that a finite subsequence X' of X is 
conditionally associated if for every partition (Y,Z) of X', 
every two bounded coordinatewise nondecreasing functions f and g, 
and every measurable vector-valued function h, 
Cov(f(Y), g(Y)|h(Z)) > 0. 
In fact, it is sufficient to require this for binary 
coordinatewise nondecreasing functions f and g only (Esary, 
Proschan & Walkup, 1967). We say that X is conditionally 
associated if every finite subsequence of X is (Junker, 1993). If 
X satisfies the monotone LV model, then X is conditionally 
associated (Holland & Rosenbaum, Theorem 6). 
Theorem 5. The following conditions 5.1 and 5.2 are 
equivalent : 
1. There exists a random variable Θ that is tail-measurable 
in X and with which X satisfies the monotone LV model. 
2. X is conditionally associated and has vanishing 
conditional dependence. 
Uniqueness of Θ: If Θ' is another random variable that is 
tail-measurable in X and with which X satisfies the monotone 
LV model, then Θ' = f (Θ) a. s. for some strictly increasing 
function f. 
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Proof. 5.1 implies 5.2: Conditional association follows by 
Theorem 6 of Holland & Rosenbaum (1986). Vanishing conditional 
dependence follows by Corollary 1 and Theorem 2. 
5.2 implies 5.1: Tail-conditional independence must hold by 
Theorem 2. By Lemma 11, X must be associated given any nonnull 
event of τ(Χ) (see below). In Lemma 4 it is shown that these two 
conditions together imply that every pair (Tix, Tjy) is 
comonotone, i.e., Tix(v) < TiK(w) implies T3y(v) < T J y(w). Next, 
in Lemma 5 it is shown that Θ may be constructed as a positively 
weighted sum of the T ^ with χ rational, and that this Θ 
satisfies the required conditions. 
Unigueness; This is shown in Lemma 7. [ ] 
Remarks. Conditional association in 5.2 may in fact be 
replaced by the weaker condition of conditional positive quadrant 
dependence (see proof of Lemma 4) . It is remarkable that (T13t, 
Ί-,ν) is comonotone even when the true-scores are derived from 
dichotomizations of the same manifest variable (i = j): Two such 
dichotomizations are conditionally dependent, so their 
association says nothing about the underlying true-score 
variables. The crucial conclusion that they are nevertheless 
comonotone is obtained in Lemma 4 on basis of the redundancy of 
true-score variables, stated in Corollary 4.1. The construction 
of Θ as a positively weighted sum of true-score variables agrees 
with the more general observation under Corollary 4.2 that Θ must 
be a function of the true-score variables. The general - though 
weak - form of uniqueness stated in Corollary 2 is used to prove 
the specific and strong uniqueness result of Lemma 7. 
Theorem 5 provides necessary and sufficient conditions for 
the monotone LV model in 5.1 by the empirical conditions in 5.2. 
Thus it explains the empirical meaning of the model. In this 
sense it is comparable to the representation theorems in 
axiomatic measurement theory. A difference is that the empirical 
conditions are statistical in nature here. The main point of 
Theorem 5, that the model in 8.1 is equivalent to the manifest 
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conditions in 5.2, answers for a very general class of manifest 
variables (binary, discrete, continuous or any mixture of these) 
a question posed by Holland and Rosenbaum (1986, p. 1534): Every 
sequence of manifest variables X that satisfies conditional 
association, and the additional requirement of vanishing 
conditional dependence, can be given a representation in the 
monotone LV model - with a Θ that is tail-measurable. Conversely, 
whenever such a representation exists, X must satisfy conditional 
association and vanishing conditional dependence. Junker (1993, 
Theorem 5.2) provides a partial characterization that is 
essentially a special case of Theorem 5. 
The uniqueness result at the end of Theorem 8 is comparable 
to Stout's uniqueness result under essential unidimensionality 
and LAD (Stout, 1990, Theorem 3.3; Junker, 1991). It means that θ 
is of at least ordinal level of measurement. 
Note that the empirical conditions in 5.2 imply tail-
measurability of Θ here. This is mainly a consequence of tail-
conditional independence. If Θ were not tail-measurable, then the 
variance of Θ given (Xn, . ..,3U) would not tend to 0 everywhere, 
and then the conditional covariances given (Xn,...,Xm) would not 
all tend to 0 as m -> °°. Thus Corollary 1 has a partial reverse. 
Theorem 8 can also be compared with de Finetti's 
characterization (e.g., Kingman, 1978) of exchangeable random 
variables as being manifest variables that are conditionally 
independent and identically distributed given a tail-measurable 
latent variable. The most familiar example of this in 
psychometrics is the beta-binomial true-score model (e.g., Lord & 
Novick, 1968). The monotone LV model generalizes the beta-
binomial true-score model, and the restrictions in 8.2 generalize 
exchangeability. We will explore this connection more fully 
elsewhere. 
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8. Characterization Of The Monotone LV Model. Version 2. 
Theorem 5 can be given a slightly different formulation that 
illimunates more of the theoretical structure of the monotone LV 
model. For this purpose we adopt the following definitions: 
A subpopulation is an event in τ (X) ; 
a trait is a random vector that is tail-measurable in X; 
experimental independence is another term for tail-
conditional independence; and 
local homogeneity means that the conditional distributions 
of Χ|Θ and Χ|τ(Χ) are identical. 
We chose these definitions because they specialize to those of 
Ellis and Van den Wollenberg (1993) in the stochastic subject 
formulation if one assumes τ (X) = σ(ν), where V is a random 
variable that indicates the persons. The present definitions have 
the advantage that they are also very reasonable in the random 
sampling formulation. In particular, a subpopulation here is more 
than just an arbitrary event that can be selected on X; a 
subpopulation is defined by the long-run behavior of X and does 
not depend on any finite number of manifest variables (which may 
involve non-generalizable "noise"). 
If A is a given non-null event, we say that X is associated 
given A (or in A) if for every finite subsequence Y and every two 
bounded coordinatewise nondecreasing functions f and g, 
Cov(f(Y),g(Y)|A) > 0. 
The difference with "conditional association" is that the event A 
is fixed and need not to be determined by a finite subsequence Z. 
In particular, A may be a subpopulation. 
Note that with the above definitions, Corollary 4 says that 
conditional independence of X given a trait Θ implies local 
homogeneity. Using this and Lemma 11, Theorem 5 may be rephrased 
in a form that generalizes the characterization theorem of Ellis 
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and Van den Wollenberg (1993) in that it presupposes neither 
stochastic subjects nor binary manifest variables: 
Theorem 6. There exists a trait with which X satisfies the 
monotone LV model (and then local homogeneity holds) if and 
only if X is associated in every non-null subpopulation and 
X is experimentally independent. 
The difference with Theorem 5 is that here, we consider 
association in subpopulations instead of events determined by 
finite subsequences. Such events are used only to approximate 
subpopulations. Consequently, not all events determined by finite 
subsequences are actually needed in the conditional association 
part of Theorem 5; only those events that approximate 
subpopulations are needed. All subpopulations are determined 
exactly by the tail-conditional true-score variables (Theorem 4) 
and thus can be approximated by finite regressions (Theorem 3). 
In summary, Theorem 6 is a more "narrow" - though less 
"empirical" - characterization than Theorem 5. 
Following existing ideas about factorial invariance (e.g., 
Byrne, 1989, Grayson, 1990; Thurstone, 1957), item bias (e.g., 
Lord, 1980; Mellenbergh, 1989), and sample-freeness (e.g., 
Fischer, 1974), Ellis (1993) and Ellis & Van den Wollenberg 
(1993) argue that, if psychology is defined as the science of the 
behavior of individual persons, latent variable models are 
relevant for it only with stochastic subjects and if the models 
satisfy "subpopulation invariance", i.e., are invariant across 
all subsets of persons. Ellis (p. 252) argues that this might be 
unrealistically restrictive. Our present theory offers a 
solution: Under any tail-measurable conditionally independent 
latent variable model, the smallest subpopulations consist of 
subjects that have the same score on Θ and thus are 
indistinguishable in their long-run behavior (by Theorem 4) . 
These smallest subpopulations may be considered as stochastic 
meta-subjects. Individual persons may be seen as independent 
replications of the stochastic meta-subject to which they belong. 
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Perhaps it is useful to consider psychology as the science of 
stochastic meta-subjects and require invariance of latent 
variable models only across subpopulations defined by the long-
run behavior of persons. This would agree more with the actual 
practice of statistical modelling in psychology while it leaves 
the basic idea of subpopulation invariance intact. Our theorems, 
and particularly Theorem 6, show that the model side of this 
point of view is fertile. Note that the definition of meta-
subjects depends on the choice of X; so different domains in 
psychology would study different meta-subjects. This agrees with 
the intuition that, for instance, in a perception experiment one 
may conceive persons as "equivalent" who would not be conceived 
so in, say, clinical psychology. 
Theorem 6 can also be used to obtain a characterization of 
congenerity if the definitions and proofs of Ellis (1993) are 
adapted to the present context. 
9. Extension To Permutations And Infinite Subsequences 
The theory as it is formulated upto here pertains to a 
sequence X wherein the variables Xi are arranged in a particular 
order. In many applications, however, there is no natural order 
of manifest variables. Would a permutation of the Xi change the 
meaning of the concepts tail-measurability and tail-conditional 
independence? Lemma 13 in the appendix states that if X' is a 
permutation of X, then τ(Χ') = τ(Χ). Therefore, all concepts and 
theorems in the preceding theory are independent of the order in 
which the manifest variables are arranged. 
The central concepts in the theory we have developed allow 
that any finite subsequence of X may be ignored. This is 
important because in sampling manifest variables randomly from X 
one might "miss" some X±. What happens if the sampling process is 
biased and an infinite subsequence of X is missed? In general, 
the developed theory will not apply anymore then: If Θ is tail-
measurable X and X' is an infinite subsequence of X that misses 
infinitely many Xi, then Θ need not be tail-measurable X' . In 
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other words, the properties of tail-measurability and tail-
conditional independence are not inherited by all infinite 
subsegences of X. 
It is possible to strengthen the theory such that the main 
concepts are inherited by all infinite subsequences of X whenever 
they hold for X. We will first consider three reasons why this 
may be worthwhile; next, we will develop the stronger theory. 
1. In tail-measurability it is assumed that, in adding more 
and more manifest variables, all manifest variables 
Xn,Xn»i,.,. from a certain η off will be "sampled" from the 
universe. However, if the sampling process is such that one 
can miss Хз, why would one not miss Xn*i? Or, indeed, why 
not an infinite subsequence? Adding more manifest variables 
will eventually lead to an infinite subsequence, but there 
is little reason to believe - in general - that this 
subsequence cannot contain infinitely many "gaps". So if the 
conditional covariances do not tend to zero as the number of 
manifest variables increases, it is not clear whether this 
is due to a failure of vanishing conditional dependence or 
to gaps in the conditioning sequence. 
2. Tail-measurability allows certain pathological cases that 
one may wish to exclude from occuring. For instance, suppose 
that the even manifest variables in X satisfy the 1-
parameter logistic model with Θ, while the odd manifest 
variables are independent Bernouilli variables resulting 
from coin flips. Then X satisfies the tail-measurable 
monotone LV model. However, the odd variables have a 
negative contribution to the reliability of estimates for Θ 
whenever they are used. Similarly, if the odd variables 
satisfy the 2-parameter logistic model with Θ while their 
discrimination parameters vanish, they have a negative 
contribution to the reliability of Σι«ι"Χ± from a certain η 
off,- then they add more error than true-score variance. 
Although such variables are not inconsistent with the tail-
measurable monotone LV model, there seems little reason to 
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include them. Indeed, such variables would be deleted in 
classical test analysis and presumably in Mokken's (1971) 
scale analysis. 
3. The stronger theory leads to a generalization of the idea 
of "specific objectivity" (Rasch, 1977; Fischer, 1987) - as 
will be discussed below. 
We will develop the stronger theory briefly now. For this 
purpose we define the σ-field Σ(Χ) as the intersection of all σ-
fields that are generated by an infinite subsequence of X. We say 
that Θ is subtail-measurable in X if σ(Θ) с Σ(Χ). This means that 
Θ can be estimated consistently from every infinite subsequence 
of X. We say that X is subtail-conditionally independent if X is 
conditionally independent given Σ(Χ). This means that every 
finite subsequence of X is conditionally independent given any 
infinite subsequence of X that is disjoint with it. Lemma 14 
states some elementary facts that imply 
1. If Θ is subtail-measurable then Θ is tail-measurable. 
2. Θ is subtail-measurable in X if and only if Θ is subtail-
measurable in every infinite subsequence of X. 
3. If X is conditionally independent given some σ-field F Q 
Σ(Χ) then F = Σ(Χ) = τ(X) (compare Theorem 4). 
4. X is subtail-conditionally independent if and only if 
every infinite subsequence of X is subtail-conditionally 
independent. 
The consequence of this is that all preceding theory remains true 
if tail-measurability is replaced by subtail-measurability, tail-
conditional independence by subtail-conditional independence, 
etc. The ensuing stronger theory applies to every infinite 
subsequence of X whenever it applies to X. 
A special case of the subtail-measurable monotone LV model 
is the item response theory model of Rasch (1960) . This model has 
received much attention because it is claimed to have the 
property of "specific objectivity" (Fischer, 1987, p. 567): 
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"Rasch furthermore required that, based on the observed 
reactions, each two subjects S^ - and Sw should be comparable 
to each other. The result of such a comparison should be 
unique and was termed "specifically objective" if it does 
not depend on the particular subset of items chosen from the 
universe {li}." 
We now weaken this and require that only comparisons based on 
infinite subseqences of items do not depend on the particular 
subsequence chosen - which will be called asymptotic specific 
objectivity of the comparison of persons. This is of course much 
more realistic, since our Example above Corollary 2 shows that 
even the Rasch model does not really satisfy specific objectivity 
for a finite number of items. Indeed, derivations of the Rasch 
model from specific objectivity implicitly assume infinitely many 
manifest variables by regarding the individual stochastic-subject 
response probabilities as fully identified (e.g., Fischer, p. 
567; Roskam & Jansen, 1984, pp. 298-299). 
The subtail-measurable monotone LV model implies asymptotic 
specific objectivity of the ordinal comparison of persons: 
Whenever two infinite subsequences Xi and Xj yield latent 
variables and 0d, respectively, it holds that І = f ( з ) for 
some strictly increasing function f, by Theorem 5. So the 
ordering of persons based on Θι is identical to the one based on 
0d - thus independent of the subsequence of manifest variables. 
10. Issues for Future Research 
Our work answers many important questions, which makes it 
possible to pose even more new questions: 
Consistent estimators. Tail-measurability of Θ assures that 
consistent estimators exist. Another question is which estimators 
are consistent. Stout (1990) and Junker (1991) show that 
consistent estimators can be based on the mean score Σι-ι"Χι/η if 
X satisfies the model of essential unidimensionality and LAD. 
This suggests that the easiest way to obtain consistent estimates 
is to order the manifest variables such that the sequence is LAD, 
Chapter 4 Tai1-measurability 4-31 
e.g., by adding new items only if they increase the psychometric 
reliability of Σ±-ι"Χ±/η. 
Conditioning on estimators. Assessment of tail-conditional 
independence requires determination of conditional covariances 
given (Xn+i,...,3U) - which is basically used to approximate Θ. 
An interesting question therefore is whether (Xn*i,...,Xm) can be 
replaced by any consistent estimator for Θ, as in Stout (1990), 
and whether Theorems 2 and 5 remain valid then. 
Oscillation of conditional covariances. Theorem 2 allows the 
conditional covariances given (Хп-і,...,Хя) to oscillate as m -> 
». Testing tail-conditional independence would be enhanced if it 
is known under which conditions all or some conditional 
covariances go monotonically to 0. This seems reasonable since 
adding more manifest variables implies that Θ can be estimated 
more reliably. 
Finite item pools. It would be interesting to have a 
characterization of the monotone LV model for finite sequences of 
manifest variables. Our characterization for infinite sequences 
may help to solve this problem. If such a characterization cannot 
be found, however, it may be more worthwhile to consider instead 
which restriction should be added to the monotone LV model in 
order to assure that a finite sequence can always be extended to 
an infinite sequence X that satisfies the monotone LV model with 
tail-measurable Θ (as in Junker, 1993). 
Pairwise conditional independence. Many results in test 
theory (e.g., Ellis, 1993; Lord & Novick, 1968; Stout, 1990) can 
be derived using only pairwise conditional independence instead 
of full conditional independence. Perhaps this can be done for 
many of the results in this chapter too. For this it would be 
needed to generalize Kolmogorov's zero-one law (see Lemma 3). 
Multi-facetted universes. As remarked, X can be seen as a 
universe of admissable manifest variables, and it is treated as a 
one-facetted universe here (see Cronbach et al., 1972). It may be 
worthwhile to develop a similar theory for multi-facetted 
universes. A two-facetted universe would consist of manifest 
variables Xnk, where η refers to the first facet (e.g., judges) 
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and к to the second (e.g., items). Latent variable models may 
then be formulated analogously to three-mode factor analysis 
(e.g. , Tucker, 1966) . 
11. Discussion 
In this chapter, we have sketched a test theory for a general 
class of manifest latent variables (including binary, discrete 
and continuous), based on the notions of tail-measurable latent 
variables. Tail-measurability was introduced by Junker (1993, 
Proposition 2.1), who discussed it as a fundamental requirement 
of latent variable models in the context of measurement purposes. 
Tail-measurable latent variables may be consistently estimated 
from the manifest variables, and their estimation does not depend 
on any particular manifest variable (Theorem 1). 
Tail-measurable latent variables contain only long-run 
information from the manifest variables. In a fundamental result 
(Theorem 4) we showed that this, together with conditional 
independence, implies that they must moreover embody all long-run 
information from the manifest variables. On basis of this result 
we derived four general properties that all tail-measurable, 
conditionally independent latent variable models must satisfy. 
These models may be multidimensional and non-monotone. The first 
property is tail-conditional independence (Corollary 1), which is 
equivalent to vanishing conditional dependence (Theorem 2) : All 
covariances in any finite sequence of manifest variables tend to 
zero as one conditions on more and more of the remaining manifest 
variables. The second property pertains to the uniqueness of the 
latent variables (Corollary 2) : All latent random vectors that 
fit the model are functions of each other; i.e., they have at 
least nominal level of measurement (an interesting example shows 
that this need not to be true outside the class of tail-
measurable conditionally independent models). The third property 
is uniqueness of the model-based true-score variables, which must 
then coincide with the tail-conditional true-score variables 
(Corollary 3), which can be approximated by finite manifest 
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regressions (Theorem 3). The fourth property is redundancy of the 
true-score variables: All true-score variables must be functions 
of each other, and the latent variables must be functions of the 
true-score variables (Corollary 4) . 
Building on the work of Ellis and Van den Wollenberg (1993), 
Holland and Rosenbaum (1986), and Junker (1993), we then 
established an empirical characterization of the tail-measurable 
monotone latent variable model (Theorem 5). The conditions 
required of the manifest variables are conditional association 
(Holland & Rosenbaum) and vanishing conditional dependence. These 
conditions assure the existence of a tail-measurable, 
unidimensional latent variable such that the manifest variables 
satisfy monotonicity and conditional independence with respect to 
i t . Conversely, if such a representation holds, then the two 
manifest conditions hold. The latent variable is unique up to a 
monotone transformation, it is estimable from the manifest 
variables, and it does not depend on what order we put the 
manifest variables - nor whether a finite number of them are 
omitted. In a second, more theoretical version of this 
characterization (Theorem 6) we generalized the result of Ellis 
and Van den Wollenberg. 
Our theory has several philosophical aspects. First, it is 
based on the idea of an infinite universe of manifest variables. 
This idea is not uncommon in theoretical psychometrics (e.g., 
Cronbach et al. 1972, Ch. 1 and 11; Fischer, 1974, Ch. 19; 
Guttman, 1945, p. 265-266; Stout, 1990) and it is necessary in 
mathematical statistics whenever asymptotic properties such as 
consistency are considered. Our results illustrate once again the 
power of it. From a naive empiricists point of view, however, one 
might reject the idea. We do not agree with that point of view. 
Although the actual sample of manifest variables if always 
finite, the universe of generalization may well be infinite. This 
is comparable with the assumption of an infinite population of 
persons (Cronbach et al., p. 9, p. 20) - which is a useful 
theoretical assumption even though it is not actually true. 
Second, we discussed the consequences for a lower-bound of 
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latent dimensionality. Under Corollary 1 we compared our result 
with that of Suppes and Zanotti (1981) , who showed that there 
always exist a unidimensional latent variable such that 
conditional independence holds. If the restriction of tail-
measurability is added, such a latent variable does not always 
exist, but this restriction is still not strong enough to 
distinguish unidimensionality from finite-dimensionality without 
further model restrictions such as monotonicity. 
Third, we introduced tail-conditional true-scores and a new 
definition of subpopulations, both based on the long-run 
information of manifest variables. These concepts generalize the 
corresponding concepts of both the stochastic-subject formulation 
(Lord & Novick, 1968) and the model-based random sampling 
formulation (Holland, 1991). Our definitions are model-free, but 
do not require a hypothetical replication experiment. In this 
sense, they are more empirical than both special cases. They 
might contribute to a conceptualization of "psychology" that is 
more flexible than that of Ellis (1993), while it leaves the idea 
intact that sound statistical models should be invariant across 
subpopulations. One might argue that the definition of true-
scores is not really "model-free" because it still depends on the 
overall probability measure Ρ - which we assumed to be fixed. 
However, that dependence is severely limited by the fact that the 
definition is invariant across subpopulations, which are defined 
without P. 
Finally, one may ask whether the restriction of tail-
measurability should perhaps be replaced by the stronger 
restriction of subtail-measurability, which means that the latent 
variable can be estimated consistently from every infinite 
subsequence of manifest variables. This would agree more with the 
idea of "specific objectivity" (Rasch, 1977; Fischer, 1987) as it 
leads to asymptotic specific objectivity: The comparison of 
persons does not depend on the infinite subsequence of items 
used. 
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12. Appendix: Lemmas and Proofs 
It is unavoidable to assume in this section that the reader is 
familiar with measure theory. As a standard reference we use the 
textbook of Billingsley (1986). Measure theory is particularly 
dominant in Propositions 4-6, Lemmas 1-3, 8, 11 and 12. Readers 
who are not familiar with measure theory may probably still 
understand most of the other proofs, with some effort, if they 
use the intuitive descriptions of the main text. A better 
intuition may often be achieved by considering the special cases 
F = σ(Θ) or F = τ(Χ). 
Notation and general facts. 
All random variables, events, σ-fields and probabilities under 
consideration are supposed to be defined in a common probability 
space (Ω, P, P). A, An, and В are events; F and Fn are σ-fields; 
X is a collection of random variables Χι; Y and Θ are random 
vectors. 
1(A) is the indicator function of A (1 in A, 0 outside A). 
Α Δ В = (Α-B) и (B-A), the symmetric difference of A and B. 
An Τ A means that An ç An*i and u>An = A. 
An i A means that An*χ с An and rViAn = A. 
Fn î F means that Fn ç F and U,fn generates F. 
Fn i F means that Fn-i с Fn and F = OnFn. 
σ(Χ) is the σ-field generated by X. 
X e F means that X is measurable F, i.e., σ(Χ) С F. 
J-X|F means that X is conditionally independent given F. 
ІХ| means 1χ|σ(Θ). 
αχ|Α means that X is associated given A (see main text). 
μΧ|Θ means that X is monotone in Θ (see main text). 
Proposition 1. If Y is measurable σ(Χ), then there exists a 
measurable function f such that Y = f(X) (by Billingsley, Problem 
36.1 and p. 184). 
Proposition 2. If Y is measurable σ(Χ) then Y is measurable 
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σ(Χ± : i e S) for some countable subset S of indices 
(Billingsley, Theorem 36.3 and Problem 36.3). 
Proposition 3. If An Î A then P(An|F) Î P(A|F) a.s. If An i 
A then P(A„|F) i P(A|F) a.s. (Billingsley, p. 458). 
Proposition 4. UiO(Xi,...,Xn) is a field that generates 
σ(Χι, Хз,...) (analogous to Billingsley, pp. 509-510.). Thus 
σ(Χ
η
, ...,Xm) î o(L·, Хпч-і, . . . ) as m -> ». 
Proposition 5. If A is a semiring that contains Ω, then the 
field generated by A consists of the finite disjoint unions of 
elements of A (Billingsley, Problem 11.3.a). 
Proposition 6. Let F, G and Я be σ-fields. If Go is a field 
that generates G, and P(A|F) is a.s. measurable Я for every Go-
event A, then P(A|F) is a.s. measurable Я for every G-event A. 
Proposition 7. Suppose U is a random variable that is 
bounded by С € IR. If P(A Δ В) = δ > 0 then |E(U|A) - E(U|B) | < 
2CP(A)"-L6. 
Proof of Proposition (6). For any set A e G there exist Go-events 
C m such that, if С = U/UCi, then С ç A and P(A-C) = 0 
(Billingsley, problem 11.8). For any finite subset К of IN, let 
Dior. = Птп&кП±-а.*
г
'Сп± and D K = Г ЛЗкт. Then D K ™ ¿ D K as m -> », so 
P(DKm|F) 1 P(DK|F), which shows that P(DK|F) is a.s. measurable 
Я. Define Cn" = LA.-i"D{i}. Then P(C™~|F) is a.s. measurable Я 
since it can be written as a finite sum of conditional 
probabilities of the form P(DK|F) by the inclusion-exclusion 
formula. But Cr>" î С, so P(C
n
*|F) î P(C|F); thus P(C|F) is a.s. 
measurable Я; but Ρ(С|F) = Ρ(A|F) a.s. [ ] 
Proof of Proposition (7). |E(U|A) - E(U|B)| < 
cl|lAP(A)_1 - 1 ΒΡ(Β) _ 1| < 
cJdl^-lElPÍA)"1 + 1
Β
|Ρ(Α)-χ-Ρ(Β)-1|) = 
0(δΡ(Α)"χ + |Ρ(Β) - Ρ(Α)ІР(А)"1) < 
C(5P(A)_:L + δΡ(Α)-1) . [ ] 
Lewmas Concerning Conditional Independence 
Consider a fixed sequence of random variables X = (ΧΙ,ΧΪ,...) and 
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a f i x e d σ - f i e l d F. Let T l x = P[X± > χ|F] f o r a l l i e IN, χ e IR и 
{-oo, 00} . Denote Τ = (T1 Ä : ( i , χ ) e IN x I R ) . Let 
τ (χ) = г а(Хл. : i > η) and 
τ (т) = η^σίΤα.«: : i > η , χ e R), 
the tail σ-fields of Χ and Τ, respectively. 
Lemma 1. If A e σ(Χ) and 1X|F, then P(A|F) e σ(Τ). 
Proof. Define An as the collection of events A of the form A = 
П І . ^ І Х І < Χα. < yi] where х^, y t e IR и {-«, °°} . Conditional 
independence of X given F implies that for such A, P(A|F) = 
IL = i"(To.»:(i>-T1.ir<i> ) . Thus P(A|F) e σ(Τ) for all A e Ar». 
An is a semiring (analogous to Billingsley, example 11.5) 
and contains Ω. Let Gn be the field generated by An. For A e Gn, 
write A = u<J\k with the A* disjoint An-events, as in Proposition 
5; then P(A|F) = Z*P(A*|F). Thus P(A|F) e σ(Τ) for all A e Gn. 
Each Gn is a field that generates σ (Χι, . . . ,Χη) , so by 
Proposition 6, P(A|F) € σ(Τ) for all A e UiO(Xi,...,Χη) = G. But 
G is a field that generates σ(Χ), so by Proposition 6, P(A|F) e 
σ(Τ) for all A e σ(χ). [ ] 
Lemma 2. If F ç σ(Χ) and lx|F, then F = σ(Τ) up to null 
events. 
Proof. σ(Τ) ç F because each T i r e F. It remains to prove that F 
С σ(Τ). If A e F, then by Lemma 1, 1(A) = P(A|F) e σ(Τ) and by 
standard arguments this is enough to show A e σ(Τ) and hence F ç 
σ(Τ). [ ] 
Lemma 3. If F С τ(Χ) and lx | F, then F = σ(Τ) = τ (Τ) = ΐ (Χ) 
up to null events. 
Proof. Since (Xn,Xn*i,...) has the same tail σ-field as X, Lemma 
2 implies that F = 0(ТІ^ : i > η, χ e IR) for each η s IN. So F = 
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σ(Τ) = τ (Τ) . It remains to prove that τ (X) <z F. For every A 6 
τ(X), since -LX| F, Kolmogorov's zero-one law (Billingsley, Theorem 
22.3) implies that P(A|F) assumes only the values 0 and 1. Then 
P(A|F) is the indicator variable of the F-event В = [P(A|F) = 1] , 
and it is easily shown that Ρ(Α Δ В) = 0. [ ] 
Lemmas Concerning the Monotone LV Model 
A pair of variables (S,R) is comonotone if there exists an event 
С in Ρ with P(C) = 1 and for all v, w e С: S (ν) > S(w) implies 
R(v) > R(w) (Ellis & Van den Wollenberg, 1993). Then С will be 
called a comonotonicity event of (S,R), and (S,R) is said to be 
strictly comonotone on C. 
Lemma 4. If F ç τ (Χ) , J_X|F and ax|A for every nonnull event 
A e F, then every pair (Тд.^,Т
ЗУ
) is comonotone. 
Proof. For i Φ j, by generalizations of Theorems 4b and 5 of 
Ellis and Van den Wollenberg (1993; replace V by F) , 
Со (Тл.«,Та^ |А) = CovdfXi > x],l[Xz, > y] |A) > 0 for all nonnull A 
e F. This implies that (Tix,T3y) is comonotone by the Lemma of 
Ellis and Van den Wollenberg. 
For i = j, by Propositions 1, 2, and Lemma 3, there is a 
countable subset S of indices (j,z) with j > i+1 and ζ e IR such 
that Tix and Ti y are functions of (TD= : (j,z) ε S) on some event 
A with Ρ (A) = 1. Let В be the intersection of A and the 
comonotonicity events of all pairs (Tix,T3Z) and (Т1У,Т3г| with 
(j,z) 6 S. Then P(B) = 1 because S is countable. For every v,w e 
В, if Т^ эс( ) > Tijc(w), there is at least one (j,z) in S such that 
Táz(v) ?t Tjz(w). But then, using the argument for i * j, T;,=:(v) > 
Tj=(w) and hence, by the same argument, Τ^(ν) > T^^lw). [ ] 
Lemma 5. If F £ τ (Χ) , 1X|F and αΧ|Α for every nonnull event 
A e F, then there exists a random variable Θ e F such that 
μΧ|Θ and ІХ| . Moreover, F = σ(Θ) = τ(Χ). 
Proof. By Lemma 4, all {Т±
х
,Т
ОЪ
г) are comonotone. Define Θ = 
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Zi.qWicaTi«! where q extends across the rational numbers and the 
wi<j are positive real numbers such that Σι.
 4 W i a < °°. Then 0 e F 
because each Τ
ι α
 e F. Each Т±
ч
 is a nondecreasing function of Θ 
because of comonotonicity and the fact that each Wi 4 is positive. 
For arbitrary χ e IR, Ί±
χ
 can be shown to be a nondecreasing 
function of Θ by approximating χ with a monotone sequence of 
rational numbers, using Proposition 3 of the appendix. This 
implies that TlIC satisfies the functional equation that defines 
P[Xi > χ|Θ] (see Billingsley, p. 451). Thus T¿~ = P[X± > х| ] and 
hence μΧ|Θ. This, together with Lemma 3, implies that σ(Τ) с σ(Θ) 
ç F = τ(Χ) = σ(Τ). Thus σ(Θ) = F = τ(Χ), which proves 1χ|Θ. [ ] 
Lemma 6. If F с τ(X) and there exists a random variable Θ e 
F such that μΧ|Θ and ІХ| , then lx|F and ax|A for every 
nonnull set A e F. 
Proof. By Lemma 3, σ(Θ) = F - τ (Χ) , so ±X|F. Consider a nonnull 
event A € F. Then A e σ(Θ), so μΧ|Θ and J_X|0 do also hold 
conditionally on A. By Theorem 6 of Holland & Rosenbaum (1986), X 
is associated conditionally on A, hence Ocx|A. [ ] 
Lemma 7. If F ç τ (Χ) , and з. and 02 satisfy the conditions 
of Θ in Lemma 6, then there exists an event С with P(C) - 1 
and such that 0z is a strictly increasing function of θι on 
С 
Proof. By Lemmas 6 and 5, σ(Θχ) = σ( з) = σ(Τ). By Propositions 1 
and 2, there is a countable set S of indices (i,x) and an event С 
with P(C) = 1 such that Θι and 02 are functions of (TiIt : (i,x) e 
S) on С, Θι and з are functions of each other on C, and all 
pairs (Θι, T«) and (02, T13t) with (i,x) e S are strictly 
comonotone on C. For v, w e С, if 0i(v) > θι(w), then there is a 
(j,y) in S such that TDy(v) > Tdy(w), but then 02(v) > 02(w). [ ] 
Lemmas Concerning Conditional Covariances 
Denote X™« = (Xn, . . . ,Xm) and X™~ = (Χτ^,Χη-ι, . . . ) . 
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Lemma 8. Suppose U, V and UV are random variables and that 
E(|U|), E(|v|) and E(|UV|) are finite. 
1. Cov(U,V|X„„) -> Cov(U,V|X
n
_) as m -> ». 
2. Οον(υ,ν|Χ<™,τ (Χ) ) -> Cov(U,V|Xr,_) as m -> °°. 
3. Cov(U,V|X™_) -> COV(U,V|T (X) ) as η -> ». 
Proof. It holds that ff(Xm«) Τ σ(Χη~) as m -> °°, σ(Χ™ν,τ(Χ)) Î 
σ(Χη~) as m -> °°, and σ(Χ
η
~) Ι τ (X) as η -> ~. Put Cov(U,v|G) = 
E(UV|G) - E(U|G)E(V|G) for the appropriate σ-fields G and apply 
the (backward) martingale convergence theorems (Theorems 35.5 and 
35.7 of Billingsley). [ ] 
Lemma 9. The following conditions are equivalent, and the 
same is true conditionally upon any σ-field G. 
1. Xin is independent. 
2. Cov(f(Y), g(Z)) = 0 for every partition (Y,Z) of Zi„ and 
every two bounded functions f and g. 
3. Same, but with bounded coordinatewise nondecreasing 
functions f and g. 
4. Same, but with f and g of the form f(Y) = 1 [Y > y] and 
g(Z) = 1[Z > z] (here > is taken coordinatewise and the 
coordinates of y and ζ are allowed to be -°°) . 
Proof. We will consider the unconditional case only. That 9.1 
implies 9.2 implies 9.3 implies 9.4 is trivial. 9.4 implies 9.1: 
Cov(l[Y > y], 1[Z > z]) = 0 means that Ρ([Y > y] η [Ζ > ζ]) = Ρ[Υ 
> У] Ρ [Ζ > ζ]. Apply this with Y = Xi, Хг , ..., Χ„-ι, 
respectively, then one obtains P[Xm > ж] - ГЪ.Р[ХІ > х^] . [ ] 
Lemma 10. The following conditions are equivalent. 
1 . _Ι_Χ|τ(Χ) . 
2 . J j C i n ' |Xrim,T(X) w h e n e v e r 1 < η ' < η < m. 
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3 . lXii> - 11»- whenever 1 < η ' < η. 
4. For all n', n, m e IN with 1 < n' < n, for every 
partition (Y,Z) of Xin- and all functions f and g of the 
form specified in Lemma 9.1, 9.2 or 9.3, Cov(f(Y), g(Ζ)¡Χ™,) 
-> 0 as m -> °°. 
Proof. 10.1 implies 10.2: 1Χ|τ(Χ) means ±Χι„|τ(Χ) for all m, and 
this implies 10.2. 10.2 implies 10.3: By Lemmas 9 and 8.3. 10.3 
implies 10.4: By Lemmas 9 and 8.1. 10.4 implies 10.1: By Lemmas 
8.1, 8.3 and 9 one obtains ±Χι
η
·|τ(X) for all n' > 1. [ ] 
Lemma 11. Suppose 1 < n' < n. The following conditions 11.1 
and 11.2 are equivalent, and both imply 11.3. 
1. aXm- |A for every nonnull event A e σ(Χη-) . 
2. cxXin- |A for every nonnull event A e UrvatXnm) 
3. aXxn"|A for every nonnull event A e τ(X). 
Proof. 11.1 implies 11.2 because ι_Α,σ(Χ™) ς: σ(Χ
η
—), and 11.1 
implies 11.3 because τ (X) С σ(Χ™~). 11.2 implies 11.1: u,a(Xnm) 
is a field that generates σ(Χ«~.) (Proposition 4). So if A is an 
nonnull event in σ(Χη-), there exists for every δ > 0 an event Bs 
in <^σ(Χ™0 such that Ρ(Α Δ Ba) < δ (Billingsley, Corollary on p. 
167). Bs must be a nonnull event if δ is sufficiently small. If U 
and V are coordinatewise nondecreasing functions of Xin- that are 
bounded by Си and Cv, respectively, then |Cov(U,V|A) 
Cov(U,V|Bs)| < 6CuCvP(A) ^δ by Proposition 7. However, 
Cov(U,V|Bs) > 0 for all Bs, thus Cov(U,V|A) > 0. [ ] 
Lemmas Concerning Consistent Estimation 
Lemma 12. For a random vector Θ, the following conditions 
12.1 and 12.2 are equivalent. 
1. Θ e σ(Χ). 
2. There exist Borel-measurable mappings fu such that 
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fMXixì) -> Θ a. s. 
Proof. 12.1 implies 12.2: It is sufficient to prove this for 
real-valued Θ, which can be done by standard approximation 
arguments, e.g., using Billingsley, Theorem 13.5, Problem 11.7 
and the first Borei-Cantelli lemma. 
22.2 implies 12.1: Since fr^Xm) e σ(Χ) for each n. [ ] 
Lemma Concerning Order Independence. 
Lemma 13. If X' is a permutation of X then τ(Χ') = τ(X). 
Proof. Consider the σ-field τ'(Χ) = Пк
С
і
Ы
 finiteo(Xi : i e IN-K), 
where the intersection extends across all finite subsets К of IN. 
Since τ' (X) does not depend on the order of the X^ in X, the 
lemma can be proved by showing that τ'(X) = τ(Χ). Remember that, 
by definition, σ(Χ± : i e IN-{1, . . . ,η} ) is the intersection of 
all σ-fields with respect to which all Xi with i e IN-{l,...,n} 
are measurable, which includes σ(Χι : i € IN-K} if К ç {l,...,n}. 
So σ(Χα. : i e IN-{1, . . . ,η}) с Пв:
=
{і. ,„>σ(Χ± : i e IN-K}. But 
since the latter intersection includes Κ = {Ι,.,.,η}, we also 
have rvcfi «>σ(Χ± : i e IN-K} с σ{Χ± : i e IN-{1, . . . ,η} ) ,· 
thus 
0(Xi : i e IN-{1, . . . ,η}) = Пк
с ( 1, . ,п:а(Хэ. : i e IN-K} . 
Therefore, τ (Χ) =η
η
σ(χ 1 : i e ΙΝ-{1, . . . ,η} ) = г лк^и, . ,«>σ(Χ± 
: i e IN-K} = Пксіы fi,4teO(Xi : i e IN-K} = τ'(X). f ] 
Lemma Concerning Infinite Subsequences. 
Define the σ-field Σ(Χ) as the intersection of all σ-fields that 
are generated by an infinite subsequence of X. 
Lemma 14. 
ι . Σ(χ) с τ(χ). 
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2. If X' is an infinite subsequence of X then Σ(Χ) с Σ(Χ'). 
3. F с Σ(Χ) if and only if F с Σ(Χ') for every infinite 
subsequence X' of X. 
4. If F ς Ш ) and 1X|F then F = Σ(Χ) = Χ (Χ) . 
5. If lx ΙΣ (Χ) and Χ' is an infinite subsequence of X, then 
Σ(Χ) = Σ(Χ') 
6. IX ΙΣ (X) if and only if 1Χ'|Σ(Χ') for every infinite 
subsequence X' of X. 
Proof. 14.1, 14.2, and 14.3 follow from the definitions by 
elementary set theory. Using 14.1 and Lemma 3, one obtains 14.4. 
Then 14.5 follows, since X' is conditionally independent given 
Σ(Χ) and Σ(Χ) £ Σ(Χ'), by application of 14.4 to X'. 14.5 is a 
direct consequence of 14.4. [ ] 
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Chapter 5 Nonnegative Covariances 5-1 
THREE TESTS FOR THE HYPOTHESIS OF NONNEGATIVE COVARIANCES IN IRT 
Abstract 
The hypothesis that all covariances in a given set of variables 
are nonnegative is important because it is implied by all 
monotone latent variable models (e.g., Mokken, 1971). Using the 
fact that sample covariances are asymptotically multivariate 
normally distributed, three statistical tests for it are 
developed here: (1) the LR test (Robertson, Wright & Dykstra, 
1988), (2) the conditional test (Wollan & Dykstra, 1986), and (3) 
a test developed here, based on the minimum scaled covariance. 
All three tests can be applied easily to a pooled covariance 
matrix, obtained from different groups. The tests can be seen as 
multivariate generalizations of the tests that were proposed by 
Mokken and Rosenbaum (1984) for a single pair of variables. 
Several simulation studies are reported to explore the use of 
these tests in IRT. 
1. Introduction 
The problem of this chapter is to develop statistical tests for 
the hypothesis that all covariances of a set of variables are 
nonnegative. This hypothesis is important because it is implied 
by mononotone latent variable models (Holland, 1981; Holland & 
Rosenbaum, 1986; Mokken, 1971; Rosenbaum, 1984) and the related 
property of conditional association can even be seen as one of 
the main characteristics of these models (Ellis & Van den 
Wollenberg, 1993; Ellis & Junker, 1994; Junker, 1993). The tests 
will be considered particularly for applications in Item Response 
Theory (IRT) with binary variables. 
Despite the apparent simplicity of the hypothesis, no 
satisfatory statistical test for it has been developed yet. 
Appropriate tests have been developed for the covariance of a 
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single pair of variables (Birch, 1964; Cox, 1966; Van Eeden & 
Runnenburg, 1960), but test statistics obtained from different 
pairs are dependent and cannot be combined easily for a single 
simultaneous test. Consider for instance the work of Mokken 
(1971) in the context of IRT. For a pair of binary variables 
(Хз.,Х3) with covariance o « , sample covariance Si3, sample 
variances Si2 and s 3
2
 respectively, and sample size n, Mokken 
considers the test statistic Z« = V(n-l) SiD/SiSj. If ΰ^ο = 0, 
the asymptotic distribution of Zíj is standard normal (Van Eeden 
& Runnenburg). One possible test, therefore, is to reject the 
hypothesis that σ^ > 0 if Z>.j is smaller than the a-th quantile 
of a standard normal, where α is the nominal level of 
significance. Obviously, application of this test to many 
different pairs (Xi,XD) leads to a capitalization of chance 
problem in that the total Type I error probability will exceed a. 
Mokken mentions the fact that the Z i 3 are asymptotically 
independent under the hypothesis that all Оч, are equal to 0. 
Then the Zn can be easily combined to a simultaneous test, as 
ΣΖί.
Ό
ζ
 will have an asymptotic chi-square distribution. However, 
the hypothesis of interest here allows some or many σ±^ to be 
positive, and then the Z±j are not asymptotically independent, 
and high values of Z Z 1 D
2
 may result from some σ 1 3 being positive. 
In Mokken's scaling procedure it is required that all Si.j are 
positive; in a test of conditional association however, if the 
covariances are computed conditionally upon a subtest score, it 
can be expected that the σ 1 3 are small (Stout, 1987) and that, 
consequently, some Sid are negative even though the model holds. 
For related discussions, see Hattie (1985); Mokken and Lewis 
(1982); Mokken, Lewis and Sijtsma, (1986); Roskam, Van den 
Wollenberg and Jansen (1986). 
Rosenbaum (1984) discussed the problem also in the context 
of IRT, and with multiple groups. He recommended the use of a 
statistic developed by Mantel & Haenszel (1959), which is in fact 
Zij with a continuity correction in case of one group. To deal 
with the multiple testing problem, Rosenbaum uses the Bonferroni 
inequality. This guarantuees that the total Type I error 
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probability does not exceed a, but, as noted by several authors 
(e.g. Hattie, 1985), it may result in a great loss of power. 
Rosenbaum also mentions several other multiple testing methods 
(e.g., Schweder & Spj0tvoll, 1982), but these are more 
heuristical in nature. Holland and Rosenbaum (1986) use the same 
procedure and end with the question whether a single test can be 
obtained without applying many separate hypothesis tests followed 
by a correction for multiplicity. Sharper inequalities than 
Bonferroni's can be obtained (e.g., Hochberg & Tamhane, 1987, pp. 
362-372) on basis of the fact that the Z ^ are asymptotically 
multivariate normally distributed and that their correlations can 
be estimated, as discussed below. These sharper inequalities are 
either equivalent or less powerful than the methods developed 
below. Instead of using the Zíj one might prefer to apply 
Fisher's z-transformation to the sample covariances for faster 
convergence to the normal distribution, but I do not know of 
methods to obtain the multivariate distribution of these test 
statistics. 
Sound tests on basis of the distribution of the whole 
covariance matrix (e.g., the Wishart distribution) have been 
developed too, but are in general connected to slightly different 
types of hypotheses than of interest here. In particular, Browne 
(1984) developed asymptotically distribution-free methods for the 
analysis of covariance structures. These might be used together 
with the inequality testing theory of Shapiro (1988; or 
Robertson, Wright and Dykstra, 1988, Ch. 1-2) to define an 
appropriate test - as will be discussed. The problem of this test 
is that easy computational methods for the estimators and the 
distribution of the test statistic do not exist for the present 
case. Therefore, some adaptations of this test will be developed 
here. 
The chapter is organized as follows. First, the asymptotic 
distribution of the sample covariance matrix will be considered. 
Next, three asymptotic statistical tests will be considered: (1) 
the likelihood ratio test, (2) the conditional test and the 
closely related adaptive test, and (3) a test developed here. 
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based on the minimum scaled covariance. The critical regions of 
these tests will be compared briefly and it will considered how 
the tests can be pooled if there are multiple groups. Next, some 
Monte Carlo simulations will be reported to indicate how well the 
large sample approximations hold. Finally, these results are 
discussed. 
2. The Asymptotic Distribution Of The Sample Covariance Matrix 
For any two column vectors χ = (χι, . . . ,Xm) and y = (yi, . . . ,y
n
) , 
xy' denotes the m χ η matrix with entry x^yD in cell (i, j) . For 
any symmetric matrix A = [a*-,], vec (A) denotes the column vector 
of diagonal and lower-triangular elements, with a « on position 
i(i-l)/2 + j if i > j . E (. ) denotes the expectation operator. 
Consider a manifest random vector X = (Χι,.,.,ΧΜ) with 
covariance matrix 
Σ Ξ [o^j] = E(XX') - E(X)E(X)'. 
The null-hypothesis of interest is that о^э > 0 for all (i,j) in 
some specified set of index-pairs A. On basis of X we may define 
the random matrix Y = XX'. Then (X,vec(Y)) is the random vector 
(XJ. , X2 , . . . , Хм, X1X1, X2X1, X2X2 , . . . , X M X I , X M X 2 ,...., XMXM) . A random 
sample of size η from X is a sequence of η i.i.d. random vectors 
Χι, ...,Χχτ, where Xi = X. Denote the sample mean as X < r l > = IxXt/n. 
From this random sample one can also compute the random matrices 
Yr = XrXr' for r = l,...,n, and the corresponding sample mean 
Y C r l > = Σ^Υιτ/η. The ordinary sample estimate for Σ is 
S C r l > = [s.j"1'] = Y < n > - X'^X'"''. 
In the sequel, the fact will be used that, with M' = 
M(M+l)/2, there exists a M' by M+M' matrix A E ( X I such that 
vec(Y - E(X)X' -XE(X)') = A Et X> (X,vec(Y)). 
Chapter 5 Nonnegative Covariances 5-5 
AE(X) can be constructed as A1-A2-A3 where the A,, are defined as 
follows: For any n,m let Onm be an η by m matrix of zeros and In 
be the η by η identity matrix. Put Ai • (Ом-м IM-) . Then 
Αι(X,vee(Y)) = vee(Y). Put A2 = (В Ом-м-), where В is a column of 
matrices BI,B 2,...,BM and each B=, is a j by M matrix with E(Xn) 
on position (i,i) for each i < j and zeros elsewhere. Then 
A2(X,vec(Y)) = vec(E(X)X')· Put Аз = (С Ом-м- ) where С is a 
column of matrices Ci,C2,...,См and each C 3 is a j by M matrix 
with (E(Xi),E(Xa),...,Ε(Χτ)) as the j-th column and zeros 
elsewhere. Then A3(X,vec(Y)) = vec(XE(X)'). 
The asymptotic distribution of S<rl> can be stated now. This 
can be seen as a special case of Browne (1984, Proposition 2 and 
Corollary 2.1), except that the parameter space is not assumed to 
be bounded here. Another proof is provided here because I did not 
expect a normal distribution. 
Proposition. Assume that Ε((Χ^Χ
α
)2) < <» for all i,j. As η -> 
«, the asymptotic distribution of vec(S<Il> - Z)Vn is a 
centered normal distribution with covariance matrix 
AE ООФАЕОС) ' , where Φ is the covariance matrix of 
(X,vec(Y)). 
Proof. By the central limit theorem and Shorokod's theorem (e.g., 
Billingsley, 1986) it is legitimate to proceed as though there 
exists a random vector U and a random matrix W such that 
(X<r°- E(X), vec(Y<rl>- E(Y)))Vn -> (U, vec (W) ) 
pointwise, while the latter random vector is normally distributed 
with mean 0 and covariance matrix Φ. Write 
s'"' - Σ = (Υ'"> - E(Y)) - (X'^'x'"'' - E(X)E(X)')· 
Elementary algebra shows that 
2(X < n )X < n >' - E(X)E(X)') = 
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(Χ'"' + Ε(Χ))(Χ<η> - E(X))' + (X(Ii' - E(X))(XC"' + E(X))'. 
Now (Χ*"' - E(X))Vn -> U pointwise, which implies that χ'"' + 
E(Χ) -> 2Ε(Χ) pointwise; so 
(χ'^'χ'"'' - E(X)E(X)')Vn -> E(X)U' + UE(X)' 
and hence 
(S'"' - Z)Vn --> W - E(X)U' - UE(X)' 
pointwise. But vec(W - E(X)U' - UE(X)') = AB<X>(U, vec(W)), which 
has the required distribution. [ ] 
Estimation of the asymptotic distribution. 
The asymptotic distribution of vec(S(rl> - Z)Vn involves the 
unknown covariance matrix ΑΕΙΧΙΦΑΕΙΧΙ', but can be estimated 
properly by substitution of the sample estimates for λειχι and Φ: 
Let Φ < η' be the ordinary sample estimate for the covariance of 
(X,vec(Y)), based on the random sample of size n, 
(Xx,vec(Yi)),...,(Xn,vec(Yn)). By the strong law of large numbers 
it follows that Φ'"' -> Φ and Ax1"' -> ΑΕ<Χ>, hence 
Αχ'^'Φ'"'^'"' ' -> ΑΕ (Χ)ΦΑΕ(ΧΙ ' almost surely. Therefore (e.g., 
Billingsley, 1986, p. 340 and p. 344), the centered normals with 
covariance matrices Αχ'^'Φ'"'Ax'n'' converge in distribution to 
the centered normal with covariance matrix ΑΕ (ΧΙΦΑΕ(Χ)' (cf. 
Browne, 1984, p. 67). 
Application to Mokken scale analysis. 
Mokken (1971) developed for binary variables a scaling procedure 
that has received much attention. It uses the following 
coefficients, based on the work of Loevinger (1948): Let σ«(max) 
= min{E(Xi),E(Xd)}min{l-E(Xi),l-E(Xd)}, then 
Hid = о±з/0±т(max), 
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H± . = Σ 3 z¡ »д-Оіи/ (Zd . d*ìOid (max) ) , and 
H. . = EiEd = d^ j-CTtd/ (ZiEd : jnOid (max) ) . 
Mokken develops an asymptotic sampling theory for the 
coefficients Я^. and H. . that is based on the covariance matrix 
of the frequencies of the response patterns. This is a 2 M by 2 M 
covariance matrix. If M is large in comparison with N, each 
response pattern will be relatively rare or even absent in the 
sample. Thus extreme sample sizes are needed to estimate this 
covariance matrix reliably. The above results allow a sampling 
theory that is based on the M(M+l)/2 by M(M+l)/2 matrix Ф. 
Although this matrix may still be very large, it is considerably 
smaller than the covariance matrix used by Mokken. This might 
yield more accurate estimates and certainly the computational 
constraints on M are less severe. 
The asymptotic distributions are derived as follows, under 
the assumption that 0 < E(X±) < 1 for all i. Let Я = [ Я ^ ] . 
Define Ρ as the diagonal matrix that has vec(P~) on its diagonal, 
where P* is the M by M matrix with entry σ 1 3(max) in cell (i,j). 
Then 
vec(Я) = Ρ vee(Σ). 
In other words, Я is a linear transformation of Σ. Denote the 
sample estimates of Я and Ρ by я'"' and P < r ° , respectively. These 
are obtained by substitution of S 1"' for Σ and x'"1 for E(X). So 
ес(Я <" )) = P'"' vec(S ( r l >) . 
Since p < r l ) -> ρ almost surely, it holds that the asymptotic 
distribution of ес(Я<ГІ> - Я) Vn is a centered normal distribution 
with covariance matrix PAEІХІФАЕ<X>'P' and that the centered 
normals with covariance matrices Ρ < n > Αχ'^'Φ'"' Ax 1"' ' Ρ <rl> ' 
converge to it in distribution. The asymptotic joint 
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distributions of the sample estimates for Hi. and H. . follow 
similarly. 
3. The LR Test 
In this section, assume that vec(S(n) - Z)Vn has a centered 
normal distribution with covariance matrix Ω where Ω is known, or 
estimated sufficiently accurate, and nonsingular. S(r° and Σ will 
be considered either as matrices or as vectors in IRK, whichever 
is the most convenient; vec ( ) will be suppressed. A hypothesis 
may be seen as a region Η in IRK, where Σ satisfies the 
hypothesis if and only if Σ ε Η. Denote the interior of Η as H°. 
The hypotheses. 
Consider the following hypotheses with some specified index set 
A: 
Ho = {t : t± = 0 for all i e A}, 
Hi = {t : ti > 0 for all i e A}, and 
H 2 = {t : t e IR
K
 (unrestricted)}. 
If Σ was just a vector of means, the basic theory of order 
restricted statistical inference (Robertson, Wright & Dykstra, 
1988) would apply directly to test H-L against H2-H1. However, Σ 
is necessarily nonnegative definite (n.n.d.) and therefore its 
maximum likelihood estimates must be n.n.d. too, but that 
restriction is not encompassed by the basic theory. To avoid this 
problem it will be assumed that Σ is moreover positive definite 
(p.d.). Thus consider 
R = {t : t e IRK and t is n.n.d.}, 
then the interior of R consists of the matrices t that are p.d. 
Let Hi' = Hi η R. We will consider testing Hi' against H2 - Hi' 
under the assumption of R° and show that one can asymptotically 
as well test Hi against Hs - Hi. The latter test has the further 
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advantage that it is also applicable when Hi involves only a 
restricted number of elements of Σ - for which n.n.d. may not 
play a role at all. 
The test statistic. 
Put Β = Ω"1. Following the notation of Robertson, Wright and 
Dykstra (1988, p. 220), define the inner product <x, у>в = xBy' 
and the norm ||x||в = V<x, х>в. The projection of χ on a region Η 
is defined as the point у in Η that minimizes ||x - y||в and will 
be denoted by GB(X,H). 
It is not difficult to show that Hi' is a closed convex 
cone. Applying the theory of Robertson, Wright and Dykstra (1988, 
p. 4-19; p. 59-66; Shapiro, 1988) to A _ : LS < n > and A - 1Hi, where A 
is such that AA' = Ω, entails that the maximum likelihood 
estimate of Σ under Hi' is the existing and unique projection Σ" ' 
= GB(S ("', HI') and that the likelihood ratio test of Hi' against 
H2-H1' rejects Hi' for large values of 
z -
3
 - ΙΙΞ'^-Σ-'ΙΙΒ
2
. 
I do not know of algorithms to find Σ"' and methods to find the 
distribution of χι-22. Consider instead the estimate Σ* = 
GB (StT,) , Hi) , which need not to be n.n.d., and the test statistic 
г _ ι 1
c
(η)
 τ
- I I 2 %i2 = | IS -λ, I |B . 
The next theorem says that χΐ2 is asymptotically as good as 
χι·22 if Hi is true and Σ is p.d. (compare Browne, 1984, 
Proposition 1). 
Theorem 1. If Σ e Hi η R° then, as η -> °°, 
2. Ρ[Σ* = Σ*'] -> 1, and 
2. Ρ[χι·22 = χΐ22] -> 1 (so χι·2
2
-χΐ22 -> 0 in probability). 
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Proof. (1): Since P[||S(rl>- Σ||2 < δ] -> 1 for every positive δ, 
GB(.,HI) is continous and Gs(Z,Hx) = Σ, it holds that 
P[ | |GB(S<r° ,Hi) - Σ||2 < e] -> 1 for every positive e. Since Σ e 
R° this implies Ρ [GB (S '"' , Hi) e R°] -> 1. But GB(S'"',HI) = 
GB(S
ln>
,Hi') if GB(S
(n>
,Hx) e R°. 
(2): Directly from (a). [ ] 
The least favorable configuration. 
The distribution of χ ι 2
2
 is in general not tractable for 
arbitrary Σ. However, Robertson and Wegman (1978) showed that Ho 
is least favorable for χΐ22 in Hi, that is: If t e Hi then 
P tt%i2
2
 > c] < Ρο[χι=2 > с]. 
Here Pt is the probability measure under Σ = t and Po is the 
probability measure under Σ = 0. Robertson and Wegman consider a 
different hypothesis, but their proof can be generalized easily 
(see Theorem 2). Thus, if Hi is rejected whenever χΐ22 > с, where 
с is chosen such that Ρο[χΐ22 > с] < α, then the probability of a 
Type I error will not exceed α for any Σ in Hi. No Σ in Hi can 
explain a large value of χ 1 2
2
 better than 0 can. Hence it 
suffices to determine the null distribution. 
The null distribution. 
The null distribution of χΐ22 is of the form (see Robertson, 
Wright & Dykstra, 1988, p. 220) 
Ρο[χι2
2
 > с] = Σ*Ρο[ΌΡ = k]P[%*2 > с]. 
Here [DF = к] is the event that Σ* lies in one of the boundary 
hyperplanes of Hi that have dimensionality K-k, and χ*2 is a 
variable that has a χ 2 distribution with к degrees of freedom 
(Kudô, 1963). 
Computations. 
In principle, Σ* can be found straightforwardly by projecting 
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S < r" on each of the boundary hyperplanes of Hi, and selecting the 
one that minimizes χΐ22. However, the number of boundary 
hyperplanes is 2K-1, where К = M(M-l)/2, and this makes the 
method not feasible for most applications in IRT (the covariance 
matrix of 10 variables leads to 3.5 * 10 1 3 hyperplanes). Boyle 
and Dykstra (1986) designed an iterative algorithm that avoids 
this problem and show that it converges to Σ*. 
Computation of the probabilities Po[DF = k] is problematic. 
Kudô (1963) suggests the use of a series expansion of Kendall 
(1941) by which one can approximate Ρο[Σ~ € R] arbitrarily 
closely for each boundary hyperplane R of Hi. Summing over the R 
that have dimensionality K-k then yields Po[DF = k]. Again, this 
method is not feasible for most applications in IRT. Exact and 
approximation formulae have been obtained for several special 
cases (see Robertson, Wright & Dykstra, 1988; Singh & Wright, 
1986), but these do not apply here. Bounds for Ρο[χΐ22 > с] are 
given by Nüesch (1966) and Perlman (1969), but these are quite 
weak if there are many parameters (see for instance Robertson, 
Wright & Dykstra). 
An acceptable and simple solution at the present is to 
estimate Po[DF = k] by means of Monte Carlo simulation: Generate 
a number of vectors Y that have a centered normal distribution 
with covariance matrix Ω and count how often the projection of Y 
onto Hi lies in a boundary hyperplane of dimensionality K-k. This 
method is probably more efficient than direct estimation of the 
"empirical" distribution function of χΐ22 by means of Monte Carlo 
simulation since it uses the theoretical knowledge that the 
distribution is a weighted average of χ*2 distributions. This may 
particularly matter if the observed value of %xzz is in the tail 
of the distribution. In addition, one might compute Po[DF = k] 
for the extreme values of к by means of Kendall's (1941) formula. 
4. The Conditional And The Adaptive Test 
The conditional test elegantly avoids the problem of computing 
the probabilities P[DF = k] for к > 0 (e.g., Wollan & Dykstra, 
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1986) . It rejects Hi if χιζ2 > cDl-, where each c* with к > 0 is 
chosen such that Ρ[χ*2 > с*] = Oto. Here DF = 0 means that S("' 
lies in Hi, χ
σ
2
 is identically equal to 0, and Co is any positive 
number. In other words, χ±22 is treated as a χ 2 statistic with a 
fixed number of degrees of freedom that is set equal to DF -
although DF is actually a random variable. The idea underlying 
this procedure is the fact that under Ho the conditional 
distribution of χΐ22 given DF = к is χ*2 (Robertson, Wright & 
Dykstra, 1988,p. 74, pp. 216-222). Therefore, under Ho the 
probability of a Type I error is 
Zk-!KPo[DF = k]0Co = 0Co (l-Po[DF = 0]), 
which is equal to α if Cto is set equal to a/(l-Po[DF = 0]). Now 
Po[DF = 0] is just the probability that all coordinates of a 
centered normal with covariance matrix Ω are positive, which is 
relatively easy to compute or to estimate. 
An apparent problem with the conditional test is that Ho 
might not be least favorable for it in Hx. The proof of Robertson 
and Wegman (1978) breaks down here because the critical value is 
not constant. However, Wollan and Dykstra (1986) were able to 
give an asymptotic legitimation of the conditional test. They 
show that for any t in Hi, and any function Ck of k, 
PttXis2 > CDF] -> Z*=iKPt[DF = k]P[%*
2
 > c*]. 
Therefore, if the conditional test is applied with the c* as 
defined above, then the asymptotic probability of a Type I error 
is 0C(l-Pi:[DF = 0] ) / (1-Po [DF = 0]). This does not exceed α since 
P:E[DF = 0] is maximal for Σ = 0. In other words, Ho is 
asymptotically least favorable. 
Wollan and Dykstra (1986) also suggest an improvement of the 
conditional test. In the adaptive test each c* with к > 0 is 
chosen such that Ρ[χ^2 > с*] = α/(1 - Pr*[DF = 0]). Since Σ* is a 
consistent estimate of Σ under Hi, it follows that the asymptotic 
distribution of a Type I error is equal to a. The adaptive test 
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is logically more powerful than the conditional test, but 
simulations of Wollan and Dykstra indicate that the difference is 
small if Σ is not far from Ho. Pz* [DF = 0] can be estimated by 
Monte Carlo simulation: Generate a number of random vectors Y 
that have a centered normal distribution with covariance matrix Ω 
and count how often Y lies in Hi. 
5. λ Test Based On The Minimum Scaled Sample Covariance 
Can a computationally simpler test be designed than the χΐ22 
test? In the unconditional χιζ*1 test, the test statistic is based 
on the Lz norm. The probability of a Type I error is under 
control because Ho is least favorable for the test statistic in 
Hi. The theorem below implies that Ho remains least favorable if 
any other norm is used. 
Particularly the supremum norm, L~, leads to a 
computationally simple test. This norm is defined by 
L~.(x) = max{ |xt |}. 
It is most logically to apply L— to the matrix of scaled sample 
covariances Ζ = [Zi3], where Z 1 D = So.;,/Vv4d and Viz, is the 
variance estimate of Su obtained from the diagonal of Ω"° . The 
projection of Ζ on Hi is the point y in Hi that minimizes L—(Z -
y) and will be denoted by Z". The corresponding test statistic is 
χΐ2~ = L-(Z - z~) = |min {Z 1 3}|. 
Thus this test rejects Hi if the minimum of the Z u is small. It 
is easy to see that Theorem 1 holds for χΐ2™ too. The theorem 
below implies that Ho is least favorable for this test, so the 
critical value can be assessed as the с for which 
P[min {Yz.} < c] = α 
where Y is a centered normal with covariance matrix equal to 
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scaled Ω. Again, this probability can be computed or estimated 
relatively easily, as it equals 1 - P[Yi. > c; i = Ι,.,.,Κ]. 
Theorem 2. Suppose Η is a convex cone in IRK, f is a real 
function and G (sc) is for each χ a point in Η that satisfies 
f (χ - G (χ)) < f (χ - y) for all y e H. Suppose that X is a 
random vector with range in IRK and distribution function Ft 
for some unknown parameter vector t, and that Ft is of the 
form Ft(x) = F(x + t). Then 0 is least favorable for the 
test statistic f(X - G(X)) in H: For every t in H, 
Pt[f(X - G(X)) > c] < Po[f(X - G(X)) > c]. 
Proof. The proof is an immediate generalization of the proof 
given by Robertson, Wright and Dykstra (1988, p. 68-69): Since 
Ft (x) = Fo (x + t) , 
Pt[f(X - G(X)) > c] = Po[f(X + t - G(X + t)) > c] 
Now G(X) + t e H because H is a convex cone, so by the definition 
of G, f(X + t - G(X + t)) < f(X + t - (G(X) + t)) = f(X - G(X)). 
[ ] 
6. Comparison Of The Rejection Regions 
Some insight in the relative power of the tests can be gained by 
drawing the acceptance regions for a test on two parameters. 
Wollan and Dykstra (1986) give such a graph for the conditional 
and adaptive test. It can be seen from such graphs that the 
adaptive test is uniformly more powerful than the conditional 
test, but that apart from this none of the tests is uniformly 
more powerful than any of the other tests. All these tests have 
uniform asymptotic power 1. Which test is preferred may therefore 
depend in part on the expectations one has about possible 
violations of Hi. If a small number of σ 1 3 is negative then the 
conditional and adaptive test are more powerful than the 
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unconditional test. If many ОІЗ are negative then the 
unconditional is more powerful. The supremum test lies somewhere 
in between. 
7. Multiple Groups 
For testing the property of conditional association, implied by 
monotone latent variable models (Holland & Rosenbaum, 1986; 
Rosenbaum, 1984), it is particularly important that Hi is tested 
in several groups. Suppose that data have been obtained from К 
populations yielding independent samples. All formerly used 
symbols will be assigned subscripts к = 1,...,K for this purpose. 
Thus Σ* is the covariance matrix in population k, etc. The 
hypotheses are 
Ho: Σ* e Hok for к = 1 К, 
Hi : Ik ε Hik for к = 1,...,К, and 
Нг: unrestriced. 
The test of interest is that of Hi versus H2-H1. Two methods to 
combine the data will be considered: (1) groupwise testing, and 
(2) pooled testing. 
Groupwise testing. 
In the groupwise method Hi* is tested in each of the populations 
1,...,K by one of the tests described above. The resulting p-
values pi,...,ρκ are then combined to a single test. Under the 
least favorable case, Ho, the p-values are independently 
uniformly distributed over (0,1). Therefore, Hi may be rejected 
for small values of ГЬ^ р^ , or equivalently, for large values of 
Σ*(-2 log p*) - which has a χ2κ2 distribution under Ho. 
Alternatively, one might reject Hi for small values of min{p*}, 
which has distribution function F(x) = 1 - (1 - x ) K under Ho. 
Pooled testing. 
Especially if there are many small groups, groupwise testing has 
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the disadvantages that the normal approximation to the S* will be 
poor, that the estimates Ω* ( η > are unreliable, and that the power 
is probably low. An improvement may be expected by pooling both 
the S^ and the Ω*'"' . This is what is done in the statistic of 
Mantel and Haenszel (1959) for a single covariance. 
Consider the special testing problem where Ho and Hi involve 
the same constraints in all populations; that is, all Ho* and Hik 
are of the form 
Hok: Ska., = 0 for all (i,j) e A, and 
Hik: 0*л.а > 0 for all (i,j) e A, 
where A is a set of index pairs that does not depend on k. For 
any set of positive weights W = (Wkid), let the pooled 
covariances and the pooled sample covariances be 
о 2.Э = Z)<w*tdOkiD and s ІЭ = XvcW*iiiS><:iD . 
Let the "pooled" hypotheses be 
How: aWa.j = 0 for all (i,j) e A, and 
Hxw: о"л._, > 0 for all (i,j) e A. 
Evidently, Ho and Hi imply Ho w and Hiw, respectively. The reverse 
is evidently not true. Thus a test of Hi by means of Hi w might 
have more power than a groupwise test if the covariances are 
negative in all groups, but it will be insensitive for violations 
of Hi that leave Hi w true. 
Denote the matrices of pooled covariances as Z w = [aWi-i] and 
gw _ [
s
w
i:J-]_ ip^ g s a mples are independent and each (Sk - ZmjVn has 
asymptotically a centered normal distribution, so (Sw - Zw)\n has 
asymptotically a centered normal distribution too. The covariance 
matrix is obtained by pooling the Ω* into Ω™ in the following 
way: 
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C O V ( S W i d , S W a l » ) = £ k Z l W j í ± d W l g l a C O V ( S j í : i 3 , S i e h ) 
= I k W k i ] WltghCOV ( S ka. j , S k a h ) 
since the samples are independent. Next, Sw and Ω" may be used to 
test Hi™ by any of the tests described for the single group case. 
What rests is a reasonable choice of the weights Wku . It 
seems reasonable to choose Wkij = ηκ, the sample size of group k. 
For a single pair of binary variables, these are the weights used 
in the statistic of Mantel and Haenszel (1959). This statistic 
can be written as 
ZknkSkid + 1/2 
VZ^nk2Sj^3.iSK:dd/ (Пк-1) 
It differs from the statistic that is obtained by the more 
general test developed here only in the continuity correction 
term 1/2 in the numerator, and the use of the constrained 
estimate SknSk3i/(nk-l) for the variance of Sk^O instead of the 
unconstrained estimate. 
8. Simulation Studies 
The simulations were in part framed after those of Stout (1987). 
Each simulation consisted of 100 samples. The rejection rates are 
reported in Table 1 for α = 0.05. Most studies used a sample size 
of N = 500 persons for M = 7 variables X± and К = 1 or К = 6 
subgroups. The binary variables X t were generated by a logistic 
IRT model with D = 0, 1, or 2 latent dimensions: 
P[Xi = 1|Θ] = Ci + (1 - Ci)[1 + exp(-1.7a±'(Θ - bi))]"1. 
The samples were partitioned into subgroups on basis of the 
variable Σ3Υ3, where the ΥΌ were generated by the same model as 
the X L Θ was generated from a D-dimensional standard normal 
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distribution, i.e., with variance 0 when D = 0 and independent 
when D = 2. The guessing parameters Ci were always set equal to 
0.2. The other item parameters, aid and bid, were generated newly 
for each sample with а о N(1.07, 0.16) and b о N(0.58, 0.77). 
Stout also used these distributions, based on SAT Verbal 
parameter estimates. Here, a new aid was generated whenever a 
negative value occured. 
Insert Table 1 about here 
Three tests were computed for each sample: The likelihood 
ratio test (LR), the conditional test (COND), and the test based 
on the minimum scaled covariance (SUP). The projections on Hi 
were computed by the algorithm of Boyle and Dykstra (1986) . The 
weights in the χ ι 2
2
 distribution and the p-values of SUP were 
estimated by Monte Carlo simulation under Ho. Computation of SUP 
always required considerably less time than COND and LR. Most 
studies pertain to the least favorable configuration, D = 0. The 
rejection rates are reported in Table 1. 
Study 1.Sample size. 
Here the sample size was varied between N = 500, 1000 and 2000. 
The other simulation parameters were fixed on M = 7, К = 1, and D 
= 0. Only SUP had acceptable rejection rates for all three sample 
sizes. LR and COND performed very poorly for N = 500, with 24 
rejections out of 100, and for N = 2000 their asymptotic 
rejection rates were apparently still not achieved. This is 
presumably due to the fact that LR and COND draw more heavily on 
the information in Ω than SUP, and are therefore less robust 
against inaccurate estimation of it. 
Study 2. Number of groups. 
This study was the same as Study 1, but with К = 6 or 11 groups. 
The rejection rates were approximately the same, however. So the 
number of groups does not seem to have a large effect in this 
case. 
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TABLE 1. Rejection rates for the LR, COND, and SUP test in 100 
samples with α = 0.05. S = Study, D = dimensionality (1* = 
nonmonotone) , M = number of variables, К = number of groups, N = 
sample size. 
SIMULATION PARAMETERS | TEST 
S D M К N I SUP COND LR 
3 
3 
3 
3 
1 
1 
1 
2 
2 
2 
2 
2 
2 
4 
4 
4 
5 
6 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
1 
1 
1* 
2 
3 
4 
5 
6 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
1 
1 
1 
1 
1 
1 
1 
6 
6 
6 
11 
11 
11 
1 
6 
11 
1 
11 
500 
500 
500 
500 
500 
1000 
2000 
500 
1000 
2000 
500 
1000 
2000 
500 
500 
500 
500 
500 
8 
4 
5 
5 
6 
1 
3 
12 
2 
2 
3 
5 
5 
0 
1 
1 
93 
40 
11 
14 
16 
20 
25 
17 
20 
37 
16 
10 
26 
29 
15 
2 
4 
5 
97 
91 
9 
9 
12 
15 
22 
15 
15 
34 
12 
7 
21 
23 
11 
0 
1 
1 
96 
81 
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Study 3. Number of variables. 
Here the number of variables X± was varied between M = 4, 5, 6 
and 7. The other simulation parameters were fixed on N = 500, К = 
1, and D = 0. As was expected, the performance of LR and COND is 
better for a smaller number of variables - where ÍTX can be 
estimated more accurately. 
Study 4. Unidimensionality. 
This study was done to check the expectation that D = 0 is least 
favorable even if N is small. For D = 1 the covariances are 
positive and the rejection rates should be smaller. This is not 
completely evident for small N, however, because the 
dimensionality will affect Ω too, which, in combination with 
inaccurate estimation of it, may produce unexpected results. In 
this study, D = 1, N = 500, M = 7, and the number of groups was К 
= 1, 6 or 11. The result was clear: All three tests had 
substantially smaller rejection rates, as expected. In 
particular, the performance of LR and COND was much better than 
under D = 0; even for К = 6 and К = 11, when the covariances are 
substantially deflated as a consequence of conditioning, their 
rejection rates were acceptable. So the high rejection rates 
under D = 0 might be less relevant for practical testing 
situations. 
Study 5. Nonmonotonicity. 
In this study, D = 1, but the sign of the discrimination 
parameter aid was reversed for one item. Since this results in 
negative covariances between the item and the other items, the 
rejection rates should preferably be high. The simulation 
parameters were fixed at N = 500, M = 7, and К = 1. All three 
tests had high rejection rates. SUP had the smallest rejection 
rate of 93 out of 100. Even if one would consider this rejection 
rate as "low", note that the alternative would be to test each 
covariance by a univariate test and to correct for multiplicity 
by the Bonferroni inequality, as done by Rosenbaum (1984). Here, 
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that would mean that the level of significance is divided by 21. 
Study 6. Multidimensionality. 
In this study, D = 2, M = 7, and N = 500. The 7 items were split 
into two small subtests of size 3 and 4, respectively. The 
discrimination parameters were set to zero for either dimension 1 
or dimension 2, depending on the subtest. The discrimination 
parameters of the grouping variables Yd were mixed, i.e., 
positive on both dimensions and independent of each other. The 
number of groups was chosen to be К = 11. It was expected that 
this yields negative intra-group covariances that can be detected 
by the pooled tests. Indeed, the SUP test had a rejection rate of 
40 out of 100. 
9. Discussion 
The hypothesis that all covariances in a given set of variables 
are nonnegative (Hi) is important because it is implied by 
monotone latent variable models (Mokken, 1971; Holland & 
Rosenbaum, 1986; Rosenbaum, 1984). Using the fact that sample 
covariances are asymptotically multivariate normally distributed, 
three tests were developed for this hypothesis. All three are 
based on known theory of order restricted statistical inference 
for normal means (Robertson, Wright & Dykstra, 1988). It was 
shown that, under the assumption that the covariance matrix is 
p.d., it is asymptotically legitimate to ignore the restriction 
that the covariance matrix must be n.n.d. as far as the estimates 
and test statistics are concerned (Theorem 1) . The known theory 
can then be applied directly. All three tests can be applied 
easily to a pooled covariance matrix, obtained from different 
groups. The tests can be seen as multivariate generalizations of 
the tests that were proposed by Mokken and Rosenbaum for a single 
pair of variables. 
The LR test rejects Hi for large values of χΐ22, which is 
the squared distance between the restricted and unrestricted ML 
estimates in a suitably transformed space. Although the 
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distribution of χΐ22 is in general unknown under Hi, χη.22 may be 
compared with its distribution under the more restrictive 
hypothesis that all covariances are zero (Ho). Robertson and 
Wegman (1978) showed that Ho is the least favorable configuration 
in Hi, which means that the distribution under Ho is the smallest 
upperbound of the distributions under Hi. The Type I error 
probability will always be under control if ][i22 is compared with 
its distribution under Ho, and not if it is compared with any 
smaller distribution. The null distribution is a mixture of χ 2 
distributions, and the weights are difficult to determine. Here, 
the weights were estimated statistically by means of Monte Carlo 
simulation. 
The conditional test and adaptive test of Wollan and Dykstra 
(1986) avoid the computation of the weights. Here, Хіз2 is 
compared with a single χ 2 statistic of which the number of 
degrees of freedom is set equal to the number of zero elements in 
the restricted ML estimate of the covariance matrix (roughly the 
number of negative sample covariances). This procedure is 
justified in that the asymptotic Type I error rate is under 
control. 
Generalizing the argument of Robertson and Wegman (1978), it 
was shown that Ho is also least favorable if any other norm than 
La is used to define the estimates and statistics (Theorem 2). In 
particular the supremum norm leads to a computationally simple 
test based on the minimum scaled covariance. 
Various simulation studies were done with binary variables 
that were generated by a logistic IRT model. These simulations 
indicate that, under the least favorable configuration of 
independent variables, the LR test and the conditional test 
(COND) achieve their asymptotic level of significance slowly. In 
a simulation study with 7 variables and a sample size of 500, the 
Type I error rate of these tests was about 25% whereas α was set 
at 0.05. The computationally simpler test based on the minimum 
scaled covariance (SUP) performed much better in this case, with 
a rejection rate of 6%. Presumably the latter test is more robust 
against inaccurate estimation of the covariance-covariances. 
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However, in the more realistic situation of a unidimensional item 
set with positive variance of the latent variable, all three 
tests had acceptable rejection rates. The number of groups did 
not have a strong effect on the rejection rates. 
It was also considered how well the tests were able to 
detect violations of Нг caused by nonmonotonicity or 
multidimensionality of the generating IRT model. For a 
unidimensional set of 7 items where the discrimination parameter 
of item was reversed, all three tests performed well in that they 
rejected Hi in at least 93% of the samples (N = 500) . For a 2-
dimensional set of 7 items, consisting of two small orthogonal 
subtests, and with the sample partitioned into 11 groups, the 
tests were reasonably effective in detecting the violation of Hi. 
The rejection rate of SUP test was 40% (N = 500). 
The main limitation of the tests developed here is that they 
require estimation of the covariances between the sample 
covariances. Firstly, this leads to computational limitations, 
since the matrix involved soon becomes very large as the number 
of variables increases. Secondly, since this matrix has to be 
inverted, the sample sizes need to be large even for a moderate 
number of variables in order to produce sufficiently accurate 
estimates. This problem is presumably less severe for the binary 
variables of IRT than for continuous variables with heavy tails 
(e.g., Browne, 1984). Nonetheless, application of the tests to 
more than 7 variables led to matrix inversion problems when N = 
500. One heuristic solution to this might be to use only the 
diagonal of the covariance-covariance matrix. In that case, all 
computations of estimates and statistics are enormously 
simplified. It might be possible to justify this solution in the 
special situation of IRT from the fact that, if a unidimensional 
monotone IRT model holds, then the least favorable configuration 
Ho implies that the variance of the latent variable is equal to 
zero or that the item response functions are flat, which implies 
that the covariance-covariances are also equal to zero. The 
question remains whether, in any other case of a unidimensional 
monotone IRT model, the effect of strictly positive covariances 
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is large enough to compensate for the effect of ignoring the 
covariance-covariances. Some of our simulations indicate that 
this might work, but much more research is needed here. 
Although the tests developed here can be used presently for 
only a small number of variables at once, they may be useful even 
when there are more variables. One possibility is to split the 
total covariance matrix into smaller submatrices to which the 
tests are applied. Next, the results from these submatrices can 
be combined by the Bonferroni inequality. This results in a loss 
of power, but less than if the Bonferroni inequality is applied 
to each individual covariance. Another possibility is to apply 
the tests to a subset of covariances that has been selected on 
basis of a preliminary, heuristic analysis, as done in the test 
of Stout (1987). 
Stout's (1987) test for monotone IRT models is also applied 
to a a relatively small number of variables (5-12 in his 
examples). His test is directed at a different hypothesis, namely 
that the average within-group covariance should be "small" 
(Stout, p. 597). The tests developed here can be seen as 
complementary to the test of Stout. The bias problem in his test 
is in part related to the discrimination parameters of the items 
(Nandakumar & Stout, 1993), so it may be worthwhile to 
investigate whether that problem can be solved by using the 
covariance-covariance matrix. 
Chapter 5 Nonnegative Covariances 5-25 
References 
Birch, M.W. (1964) . The detection of partial association, I: the 
2 x 2 case. Journal of the Royal Statistical Society, Series 
B, 26, 313-324. 
Billingsley, P. (1986). Probability and measure. New York: Wiley. 
Boyle, J.P. & Dykstra, R.L. (1986). A method for finding 
projections onto the intersection of convex sets in Hilbert 
spaces. In R.L. Dykstra, T. Robertson & F.T. Wright (eds.), 
Advances in order restricted statistical inference, 
Springer-Verlag, New York, pp. 28-47. 
Browne, M.W. (1984) . Asymptotically distribution-free methods for 
the analysis of covariance structures. British Journal of 
Mathematical and Statistical Psychology, 37, 62-83. 
Cox, D.R. (1966). A simple example of a comparison involving 
quantal data. Biometrika, 53, 215-220. 
Ellis, J.L. & Junker, B.W. (1994). Tail-measurability in monotone 
latent variable models. Unpublished manuscript. 
Ellis, J.L. & Van den Wollenberg, A.L. (1993). Local homogeneity 
in latent trait models. A characterization of the 
homogeneous monotone IRT model. Psychometrika, 58, 417-429. 
Hattie, J.A. (1985). Methodology review: Assessing 
unidimensionality of tests and items. Applied Psychological 
Measurement, 9, 139-164. 
Hochberg, Y. & Tamhane, A.C. (1987). Multiple comparison 
procedures. New York: Wiley. 
Holland, P.W. (1981). When are item response models consistent 
with observed data? Psychometrika, 46, 79-92. 
Holland, P.W. & Rosenbaum, P.R. (1986). Conditional association 
and unidimensionality in monotone latent variable models. 
The Annals of Statistics, 14, 1523-1543. 
Junker, B.W. (1993). Progress in characterizing strictly 
unidimensional IRT representations. The Annals of 
Statistics, 21, 1359-1378. 
Kendall, M.G. (1941). Proof of relations connected with the 
tetrachoric series and its generalizations. Biometrika, 32, 
5-26 Nonnegative Covariances Chapter 5 
196-198. 
Kudô, Α. (1963). A multivariate analogue of the one-sided test. 
Biometrika, 50, 403-418. 
Loevinger, J. (1948). The technique of homogeneous tests compared 
with some aspects of "scale analysis" and factor analysis. 
Psychological Bulletin, 45, 507-530. 
Mantel, N. & Haenszel, W. (1959) . Statistical aspects of the 
retrospective study of disease. Journal of the National 
Cancer Institute, 22, 719-748. 
Mokken, R.J. (1971). A theory and procedure of scale-analysis. 
The Hague: Mouton. 
Mokken, R.J. & Lewis, C. (1982). A nonparametric approach to the 
analysis of dichotomous item responses. Applied 
Psychological Measurement, 6, 417-430. 
Mokken, R.J., Lewis, C. & Sijtsma, K. (1986). Rejoinder to "The 
Mokken scale: A critical discussion." Applied Psychological 
Measurement, 10, 279-285. 
Nüesch, P.E. (1966). On the problem of testing location in 
multivariate populations for restricted alternatives. Annals 
of Mathematical Statistics, 37, 113-119. 
Perlman, M.D. (1969). One-sided problems in multivariate 
analysis. Annals of Mathematical Statistics, 42, 549-567. 
Robertson, T. & Wegman, E.J. (1978). Likelihood ratio tests for 
order restrictions in exponential families. The Annals of 
Statistics, 6, 485-505. 
Robertson, T., Wright, F.T. & Dykstra, R.L. (1988). Order 
restricted statistical inference. Chichester: Wiley. 
Rosenbaum, P.R. (1984). Testing the conditional independence and 
monotonicity assumptions of item response theory. 
PsychometriJca, 49, 425-435. 
Roskam, E.E., Van den Wollenberg, A.L. Í Jansen, P.G. (1986). The 
Mokken scale: A critical discussion. Applied Psychological 
Measurement, 10, 265-277. 
Shapiro, A. (1988). Towards a unified theory of inequality 
constrained testing in multivariate analysis. International 
Statistical Review, 56, 49-62. 
Chapter 5 Nonnegative Covariances 5-27 
Singh, В. & Wright, F.T. (1986). Power series approximations to 
the null distributions of some chi-bar-sguare statistics. In 
R.L. Dykstra, T. Robertson & F.T. Wright (eds.). Advances in 
order restricted statistical inference, Springer-Verlag, New 
York, pp. 257-278. 
Stout, W. (1987). A nonparametric approach for assessing latent 
trait unidimensionality. Psychometrika, 52, 589-617. 
Schweder, T. & Spj0tvoll, E. (1982) . Plots of p-values to 
evaluate many tests simultaneously. Biometrika, 69, 493-502. 
Van Eeden, С. & Runnenburg, J.Th. (1960). Conditional limit-
distributions for the entries in a 2x2-table. Statistica 
Neerlandica, 14, 111-126. 
Wollan, P.C. & Dykstra, R.L. (1986) . Conditional tests with an 
order restriction as a null hypothesis. In R.L. Dykstra, T. 
Robertson & F.T. Wright (eds.), Advances in order restricted 
statistical inference, Springer-Verlag, New York, pp. 279-
295. 

CHAPTER б 

Chapter 6 IPM Unfolding 6-1 
SOME CHARACTERISTICS OF IDEAL-POINT MONOTONE UNFOLDING MODELS 
FOR CHOICE DATA OBTAINED FROM A SINGLE-TRIAL EXPERIMENT 
Abstract 
The ideal point monotone unfolding (IPMU) model is defined as a 
non-parametric, unidimensional, unfolding model for individual 
pairwise choice probabilities. It generalizes many existing 
parametric, unidimensional unfolding models (e.g., Sixtl, 1973; 
Zinnes & Griggs, 1974). We give an equivalent formulation by-
means of the monotone IRT model of Mokken (1971), enriched with 
local homogeneity (Ellis & Van den Wollenberg, 1993). As a 
consequence, the IPMU model can be tested and used when choice 
data are obtained from a single random trial, using IRT methods. 
The ordering of alternatives can be assessed from the sign 
pattern of the covariances between the choice variables. The 
model can be tested by the hypothesis that the required sign 
pattern holds in every subpopulation. This, together with 
experimental independence, fully characterizes the IPMU model. 
The ordering of persons can be estimated by the sum score of the 
choice variables if these are signed appropriately. Next, the 
IRFs can be estimated by Ramsay's (1991) method. We dicuss the 
relationship between the IRFs and two possible ordinal structures 
of the individual dominance matrices that were distinguished by 
Bossuyt (1990), characteristic and bilateral monotonicity. 
1. Introduction 
Consider two different sets: A population of persons and a set of 
alternatives. The set of alternatives may be, for instance, the 
menu list in a restaurant, a collection of paintings, etc. Choice 
data are obtained if each person indicates for each pair of 
alternatives which alternative he prefers with respect to a given 
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criterion. More exactly, such data may be called pairwise choice 
or paired comparison data. Bradley (197 6) and David (1988) 
discuss many examples of choice data and analysis methods in 
experimental psychology and related fields. Choice data are 
treated as one of the four fundamental kinds of psychological 
data in Coombs (1964) 'theory of data'. They are primarily used 
in cases where judgements are necessarily subjective (Bossuyt, 
1990, p. 1; e.g., Thurstone, 1959). 
Coombs' (1964) unfolding models play an important role in 
the theory of choice. The basic idea of these models is best 
explained by Coombs' deterministic unfolding model: It is assumed 
that (1) each alternative can be characterized by a point on a 
unidimensional scale, called the alternative point here; (2) each 
person can be characterized by a point on the same scale, the 
person's ideal point; and (3) a person will always choose the 
alternative that has the smallest distance from his ideal point. 
Thus both persons and alternatives are scaled. A theoretical 
characterization is given by Coombs and Avrunin (1977). 
It is an experimental fact that, if persons repeatedly 
choose from the same pair of alternatives, they may make 
different choices on different trials (e.g.. Coombs, 1964, p. 
108; Bradley, 1954; Bossuyt, 1990, Ch. 5). Therefore, many 
probabilistic unfolding models have been formulated that specify 
experimental choice probabilities as a function of the 
alternative points and ideal points (e.g., Coombs, Greenberg & 
Zinnes, 1961; Schönemann & Wang, 1972; Zinnes & Griggs, 1974). An 
overview and classification of these models is given by Bossuyt -
from which this chapter has benefited very much. All these models 
involve parametric assumptions - for instance, that each ideal 
point has a normal distribution over trials. However, Bossuyt 
derived a number of nonparametric, ordinal characteristics that 
can be tested experimentally. 
Most testable conditions derived from probabilistic 
unfolding models require a multiple-trial experiment. For this 
reason they are of little use in field research. This is perhaps 
the reason that choice data are relatively seldomly used there, 
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despite the fact that they form an important, fundamental kind of 
psychological data. A solution to this is given by Sixtl (1973) 
and Jansen (1981). They formulated a probabilistic unfolding 
model based on the item response theory (IRT) model of Rasch 
(1960). Here, each pair of alternatives is treated as a test item 
with certain linear restrictions on the difficulty parameters. 
The advantage of this is that the model can be tested on basis on 
choice data obtained from a single random trial. However, the 
practical use of this model in field research is still limited, 
because of the strong assumptions involved. 
In this chapter we will develop the ideal point monotone 
unfolding (IPMU) model. It is a nonparametric, unidimensional, 
probabilistic unfolding model based on the monotone IRT model of 
Mokken (1971; Holland & Rosenbaum, 1986). It generalizes most 
existing unidimensional probabilistic unfolding models, including 
those of Bechtel (1968), Schönemann and Wang (1972), Sixtl (1973) 
and Zinnes and Griggs (1974), while it avoids the parametric 
assumptions made there. Here, too, each alternative pair is 
treated as a test item. Consequently, the model can be tested on 
basis of choice data from a single random trial. This is 
important because it may allow a wider use of choice data in 
field research. 
The IPMU model is more than just a direct application of the 
monotone IRT model since both persons and alternatives (not 
items) are scaled. In particular, it will be shown that the 
ordering of alternatives can be obtained on basis of the signs of 
the covariances between the choice variables and a reference 
pair. This ordering satisfies two forms of invariance or 
independence: It is invariant across reference pairs and it is 
invariant across subpopulations (cf. Byrne, 1989; Ellis, 1993; 
Fischer, 1974; Grayson, 1990; Meredith & Millsap, 1992). 
Therefore, the model may be seen as an ordinal measurement model 
in the spirit of Coombs (1964) and Rasch (1977). 
We will present a characterization of the model by empirical 
conditions involving the sign of the covariances. These 
conditions are necessary and sufficient for the model to hold. 
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Thus, they express the full empirical meaning of the model, as in 
the representation theorems of axiomatic measurement theory 
(Krantz, Luce, Suppes & Tversky, 1971). The characterization 
given here is based on the results of Ellis and Van den 
Wollenberg (1993). 
Bossuyt (1990) derived testable ordinal restrictions from a 
variety of unfolding models. Two important restrictions discussed 
by him are characteristic monotonicity and bilateral 
monotonicity. They reflect different structures of the individual 
matrices of choice probabilities - and hence have different 
implications for the underlying psychological processes. Both are 
compatible with the IPMU model, however. Bossuyt has developed 
methods to test these restrictions on basis of a multiple-trial 
experiment. We will explore how, under the IPMU model, these 
properties are related to the item response functions and be 
evaluated by IRT methods on basis of choice data from a single-
trial experiment. 
After (1) this introduction, we will (2) introduce the 
notation, (3) define the IPMU model, (4) reformulate the IPMU 
model as an IRT model, (5) consider how the ordering of 
alternatives can be assessed, (6) characterize the model by 
testable conditions, (7) consider how the ideal points can be 
estimated, (8) investigate how characteristic and bilataral 
monotonicity are related to the item response functions, and (9) 
discuss our results. 
2. Notation 
The mathematical set-up used here is based on the stochastic 
subject formulation of latent trait theories as formalized by 
Ellis and Van den Wollenberg (1993, pp. 418-419; see also 
Holland, 1990; Lord & Novick, 1968, pp. 38-39, 47). Denote the 
population of persons by G, the set of alternatives by A, and the 
set of trials by K. Assume that persons and trials are selected 
randomly and independently with probability measure P. Let U=t> be 
the random variable over G χ К that indicates the choices from 
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the pair of alternatives (a,b), defined by: U«b(v,t) = 1 if a is 
chosen by person ν on trial t, and U»b(v,t) = 0 otherwise. If 
(a,b) is regarded as a test item, then Umt. is the binary item 
score variable. Note that, even if К contains multiple trials, 
the present set-up allows that only a single score on и>ь is 
sampled for each person, based on a random trial from K. 
Assume, for convenience, that every alternative is 
identified by a real number (А с IR) . We will then consider the 
collection of choice variables U = {U=t. : a, b e A and a < b} . 
The reason for this is that, if a Φ b, then Uab = 1 - Ui==.; so we 
need to consider only either U«t> or Uto=. If a = b, then и«ь has 
no meaningful empirical definition. 
A random variable Θ will be called a trait if it is constant 
across trials in the sense that 0(v,t) = 0(v,t') for all persons 
ν and trials t and t'. By V we will denote a trait that indicates 
the persons, defined by V(v,t) = ν (assume that persons are 
uniquely identified by real numbers). 
3. The Ideal Point Monotone Unfolding Model 
The model has the following assumptions. 
1. Unidimensionality. It will be assumed that each person 
can be scaled by a real number, the person's ideal point. The 
ideal points are supposed to be constant across trials and thus 
form a trait, denoted by Θ. In addition, each alternative a will 
be scaled by a real number δ^ ., the alternative point. 
The present definition of unidimensionality is based on a 
formal latent trait theory point of view (e.g., Ellis & Van den 
Wollenberg, 1993; Holland & Rosenbaum, 1986; Junker, 1993; Stout, 
1990) . If the ideal points were allowed to vary across trials 
then, without further assumptions, each person would be 
characterized by more than one parameter (e.g., location and 
variance of the ideal point). In the literature of unfolding, 
such a model might still be called "unidimensional", however, in 
the sense that the range of the ideal points is a unidimensional 
space. 
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2. Random response form. Probabilistic unfolding models 
attempt to specify the experimental within-person choice 
probabilities P[U=i=> = l|V]. Our model will be of the random 
response form (see Luce & Suppes, 1965), which here means that 
the choice probabilities are specified as a function of ideal 
points and alternative points: 
P[U«b = 1|V] = F(0,ô»,ôt,) . 
The fact that we use the random response form does of course not 
exclude the possibility that special cases of the model may have 
an equivalent but different formulation (Bossuyt, 1990, p. 24). 
3. Ideal point monotonicity. It will be assumed that 
F(0,5e,ôto) is monotonically nondecreasing in Θ whenever δ« > δι>. 
More exactly, if χ < y and δ<» > δ*> then F(x,ô*»,6b) < F (y, δ», δ*,) . 
In addition, we make the more technical assumption that 
F(0,6a,öb) = 0.5 whenever δ« = δ^. 
Ideal point monotonicity is the central assumption of the 
model. It means that, as the ideal point increases, the 
alternative with the highest scale value will be chosen more 
often. For instance, suppose that person's ν 'ideal coffee' 
contains more sugar than person's w ideal coffee. Suppose that 
these persons have to choose among two cups of coffee, A and B, 
and that A contains more sugar. Monotonicity now implies that 
person ν will choose A more often than person w. 
4. Experimental independence. Finally, it is natural to 
assume that, for any fixed person, the choices of that person 
involving distinct pairs of alternatives are independent: For 
every finite set of distinct choice variables и«ь,..., U^d in U, 
and for all real numbers x,..., y, 
P[U=*> < χ Uc-ci < y|V] = Pluab < x|V] ... Ρ [иол < у |V] . 
Experimental independence might be troublesome if, for instance, 
a temporary misperception of an alternative on one trial can 
influence all choices involving that alternative on that trial. 
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For a further discussion of this assumption, see Lord and Novick 
(1968, pp. 38-47.) . 
We may now state the following formal definition: U 
satisfies the ideal point monotone unfolding model if U is 
experimentally independent and if there furthermore exists a 
trait , a real number δ<* for each alternative a, and a function 
F (.,.,.) that satisfies ideal point monotonicity, such that Р[и«ь 
= 1|V] = F(0,6«,5h) for all и„ь in U. 
It is important to explain what the model does not assume. 
For each person v, we may define the individual dominance matrix 
Dv that contains the person's choice probabilities: Dv(a,b) = 
P[Uab = l|v = v]. Assume for simplicity that the alternatives are 
arranged in order of their scale values (a = δ*) . Two conditions 
that hold in many unfolding models are (Bossuyt, p. 75-82) : 
Characteristic monotonicity: Each row of Dv is non-
increasing from the left to the main diagonal. 
Bilateral monotonicity: Each row of Dv is subsequently non-
increasing and non-decreasing, and all rows have their 
minimum in the same column. 
These, and the other conditions discussed by Bossuyt, are all 
restrictions on the order relations between elements of a single 
dominance matrix. Ideal point mononotonicity, on the other hand, 
does not place any such restriction on the individual matrices. 
Instead, it implies restrictions on the order relations between 
any two matrices Dv and Dw, obtained from different persons: If 
δα > ôt. and δ«= > δα, then Dv(a,b) > Dw(a,b) implies Dv(c,d) > 
Dw(c,d) (a form of comonotonicity; see Wakker, 1989). 
Either every lower-diagonal element of Dv is less than or 
equal to the corresponding element of Dw, or conversely, 
every lower-diagonal element of Dw is less than or equal to 
the corresponding element of Dv. 
Characteristic monotonicity or bilateral monotonicity may hold 
too, but are not necessary. We will consider an example of both. 
Example 1. Suppose the choice variables satisfy a 
unidimensional unfolding model as defined by Zinnes and Griggs 
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(1974). Then ideal point monotonicity holds (Bossuyt, 1990, Lemma 
2.11) . Thus, assuming experimental independence, the IPMU model 
holds (although Zinnes and Griggs do not use the random response 
form and, in their formulation, the ideal point is not constant 
across trials). In addition, each individual dominance matrix D^ 
will satisfy bilateral monotonicity in Case I or Case IV of the 
Zinnes-Griggs model (Bossuyt, Lemma 2.21). 
Example 2. Suppose the choice variables satisfy a midpoint 
unfolding model, i.e., that there exists a distribution function 
H such that P[Uab = l|V] = Н(- - (5«.+5t>)/2) if δ» < 5ь (Bossuyt, 
1990, p. 21; Bossuyt & Roskam, 1989) . It follows directly that 
ideal point monotonicity holds (Bossuyt, Lemma 2.12). In 
addition, each individual dominance matrix Dv satisfies 
characteristic monotonicity (Bossuyt, Theorem 2.24). Examples of 
midpoint unfolding models are the models of Bechtel (1968), Sixtl 
(1973) and Jansen (1981) (see Bossuyt). 
Example 3. Suppose the choice variables satisfy a 
unidimensional strong unfolding model (Bossuyt, 1990): There 
exist a distribution function Η and a decreasing function f such 
that Р[и»ь = 1|V] = H(f(|0-5«|) - f{| -8ь|)). If, in addition, f 
is concave, then ideal point monotonicity holds. Assuming 
differentiability of f, this is easily shown by evaluating the 
derivative of ί(|Θ-δ«|) - f(|0 - 5ь|) and using the fact that f' 
< 0 and f' is decreasing. Special cases of this are the models 
discussed by Bechtel (1976), where f (χ) = -xx, if τ > 1. A 
special case of this is in turn the unidimensional case of the 
model of Schönemann and Wang (1972), where τ = 2. All these 
models imply that the individual dominance matrices satisfy 
bilateral monotonicity (Bossuyt, Theorem 2.23). 
Example 4. Ideal point monotonicity does not hold in models 
that satisfy the unilaterally decreasing condition of Bossuyt 
(1990). These include (see Bossuyt) unidimensional strong 
unfolding models where f is convex, such as the unidimensional 
random distance unfolding models based on Ramsay (1977). 
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4. Formulation As λ Latent Trait Model 
The IPMU model, as formulated above, is essentially an 
experimental model, in the sense that it pertains to the 
individual choice probabilities P[tL»i= = l|V] defined on basis of 
a multiple-trial experiment. We will show that it has an 
equivalent formulation as an IRT model. This allows the use of 
IRT methods when data are obtained from a single random trial. 
Consider a collection of manifest variables X = (Xi,...,X*) 
and a latent trait Θ. Latent trait models specify restrictions on 
the conditional distribution of X given Θ (e.g., Lazarsfeld & 
Henry, 1968; Holland & Rosenbaum, 1986). The most commonly used 
restriction is conditional independence (Holland & Rosenbaum): 
For all real numbers xi,...,Xk, 
P[Xi < xi X* < χ* |Θ] = Ρ [Χι < χι |Θ] ... Ρ [Χ* < х^ |Θ] . 
Another common restriction is monotonicity (Holland & Rosenbaum): 
For every X± and every real number x, 
P[Xi > х| ] is non-decreasing in . 
The function fi with f± ( ) = P[X± = 1 | ] is called the item 
response function (IRF) of X±. 
Note that the above restrictions pertain to the conditional 
distribution given Θ ('model probabilities'), while probabilistic 
unfolding models attempt to specify the conditional distribution 
given V ('experimental probabilities'). To relate the two, we 
need the restriction of local homogeneity, which means that these 
conditional distributions are the same (Ellis & Van den 
Wollenberg, 1993): For all real numbers Xi,...,x*, 
P[Xi < Xx X* < Xx IV] = Ρ [Xx < Хд., . . . , Xk < Xk | ] . 
Local homogeneity if often assumed implicitly, but it is formally 
needed here at least for the characterization theorem below. 
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Following Ellis and Van den Wollenberg, we say that X satisfies 
the (homogeneous) monotone IRT model or (H)MIRT model iff there 
exists a unidimensional latent trait Θ such that X satisfies 
conditional independence and monotonicity (and local homogeneity) 
with respect to Θ. 
The MIRT model is an elementary unidimensional, ordinal, 
probabilistic measurement model for which a variety of results 
and analysis methods have been developed. Normally, this model is 
applied in situations where X± is the score variable of a test 
item, obtained from a single random trial. These scores can then 
be used to estimate the latent trait, Θ. The latent trait can be 
seen as an ordinal scale for the persons. To apply the model to 
choice variables, it is necessary to make a suitable selection 
from the choice variables, since monotonicity cannot hold for 
both Όα.ί> and Ub«. Here, that selection will be based on an 
additional ordering of the alternatives. The ensuing model is 
equivalent to the IPMU model (here, we assume that A is finite): 
Theorem 1. U satisfies the ideal point monotone unfolding 
model iff there exists a distinct real number δα. for each 
alternative a such that U = {и«ь : 6t. < δ^} satisfies the 
homogeneous monotone IRT model. 
Proof. The IPMU model implies the HMIRT model for U s: Because the 
number of alternatives is finite, and F (Θ, δ*, 6t.) is identically 
equal to 0.5 if δ» = бъ, one can always alter δ (of IPMU) such 
that the values δ« are all distinct. Ideal point monotonicity 
implies marginal local homogeneity, which, together with 
experimental independence, implies local homogeneity (Ellis & Van 
den Wollenberg, 1993, Theorem 4.3); monotonicity and conditional 
independence follow immediately. 
The HMIRT model for U s implies the IPMU model: Local 
homogeneity and monotonicity imply that there exist nondecreasing 
functions F«to such that Р[и«ь = 1|V] = F»t=(0) for U«t> in U s. 
Since the values of δ« are all distinct, F is uniquely defined by 
the equation F(0,6=.,6b) = F=t,(ö). Experimental independence 
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follows by Theorem 4.1 of Ellis and Van den Wollenberg. [ ] 
Remark. The theorem also applies to an infinite set of 
alternatives if one adds the restriction of distinct values δ~ to 
the IPMU model. The theorem justifies the use of the HMIRT model, 
provided that the alternatives are ordered correctly - a problem 
to which we turn now. 
5. Assessing The Ordering Of Alternatives 
It is a well-known fact that the MIRT model for X implies that 
Cov(Xi,Xd) > 0 (Mokken, 1971; Holland, 1981). Therefore, and 
since Uab = 1 - Ui=e, if U satisfies the IPMU model, the 
covariances between the choice variables have the following 
relationship with δ: 
If δ» > δα and δ= > δυ then Cov(UP4,Uab) > 0. 
If δ» < δ 4 and δ» > δι, then Cov(UP4,Uab) < 0. (1) 
If δ» Φ δα and δ« = бь then Cov(UE>a,Uat») = 0 . (2) 
The covariance is nonnegative if (p,q) and (a,b) are same-ordered 
on δ, and nonpositive if they are oppositely-ordered. (2) holds 
because ¥(Θ,δ=,δ
α
) is identically equal to 0.5. These 
relationships make it possible to assess the ordering of 
alternatives, δ, on basis of the signs of the covariances: First, 
choose a fixed reference pair of distinct alternatives, say 
(p,q). Next, define a binary relation >E><3 between alternatives, 
by 
a >i>4t b iff Cov(UE.a,U^ i=) > 0. 
It is no practical limitation to assume here that 
CovtUpc^U^b) Φ 0 for all distinct a, b e A. (3) 
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Theorem 2. If U satisfies the IPMU model, and (3) holds, 
then >E>a is a strict order relation of the alternatives, 
identical to the order relation based on either δ or -δ. 
Proof. Irreflexivity holds because of (2). Antisymmetry holds 
because Cov(Us,ci, и»ь) = -Cov(Uüt!,Uba) . Connectivity holds because 
of (3). Transitivity: We can rule out the possibility that δι? = 
δ«, since that would contradict (3). Suppose that δ» < δ
Ώ
. Then, 
for all a, b e A: a >E,
a
 b implies δ^ < δι=, by (1) . This, together 
with antisymmetry and connectivity, implies that a >t><3 b iff δ= < 
δι=. In the case that δ
Ρ
 < δ^, we obtain that a >jp4 b iff δ» > 
6ь. t ] 
The remarkable fact stated in this theorem is that the ordering 
of alternatives can be obtained from the gross population 
covariances. There is no need to estimate the ideal points or 
individual dominance matrices first. Moreover, assuming that the 
population covariances are known, or that the sample is 
sufficiently large to regard them as known, no search procedure 
is needed; the ordering is obtained directly from >&<i (different 
from Bossuyt, 1990, for instance). Theorem 2 furthermore implies 
that every reference pair will entail the ordering of 
alternatives defined by δ, or its mirror image. Thus the order 
relation >»« is invariant across reference pairs (p,q), apart 
from reflection. Furthermore, Ellis and Van den Wollenberg (1993, 
Theorem 2) show that local homogeneity is equivalent to 
-subpopulation invariance of the model; consequently, >τ>^ must be 
invariant across subpopulations. That is, if >ь><з is based on the 
covariances of a subpopulation rather than the whole population, 
it will still yield the same ordering of alternatives - apart 
from possible ties if some covariances are zero in that 
subpopulation. 
Chapter 6 IPM Unfolding 6-13 
6. Characterization 
Theorem 3. Assume that (3) holds, and that A is finite or 
countable. U satisfies the IPMU model if and only if U is 
experimentally independent, >
e
^ is a strict order relation 
of the alternatives, and the choice variables of {и«ь : a 
>r>d b} have nonnegative covariances in every subpopulation 
of positive probability {i.e., Cov(U«b,U=ä| V ε S) > О 
whenever Ρ[V 6 S] > 0). 
Proof. By Theorems 1 and 2, and Theorem 7 of Ellis and Van den 
Wollenberg (1993). [ ] 
Theorem 3 specifies the full empirical meaning of the IPMU 
model. It is consistent with the idea that sound psychological 
measurement models are characterized by statistical conditions 
that are invariant across subpopulations (compare Byrne, 1989; 
Ellis, 1993; Fischer, 1974; Grayson, 1990; Mellenbergh, 1989; 
Meredith & Millsap, 1992). Theorem 3 also indicates how the IPMU 
model can be tested on basis of a single-trial experiment. 
Assuming experimental independence and (3), a violation of the 
model will always reveal itself in the covariances of the choice 
variables: Either >t>cj is not a strict order relation, or a 
subpopulation exists in which the signs of the covariances do not 
agree with >E><a, or both. This can always be detected by a 
statistical test, provided that the (sub)population can be 
isolated and is sufficiently large (see Ellis & Van den 
Wollenberg, 1993, Discussion). Furthermore, experimental 
independence can be tested to some extent too, by Stout's (1987) 
test for conditional independence (which should hold in every 
subpopulation). Other statistical evaluation methods for the MIRT 
model on basis of covariances or related coefficients are 
discussed, for instance, by Ellis (1994), Mokken (1971), Mokken 
and Lewis (1982), and Rosenbaum (1984). 
The condition that the covariances must be nonnegative in 
every subpopulation is closely related to that of conditional 
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association, which must hold too (Holland & Rosenbaum, 1986; 
Rosenbaum, 1984). Related characterizations of the MIRT model are 
given by Ellis (1993), Ellis and Junker (1994) and Junker (1993), 
and can be applied after suitable modifation of the conditions 
stated in Theorem 3. In particular, the first two of these 
charactarizations also apply to non-binary choice variables, if 
U»t> measures the degree to which a is preferred above b and U=t. = 
с - Ut*a.. 
7. Estimation Of The Ideal Points 
Once the ordering of alternatives is known, the ideal points can 
be estimated by methods developed for the MIRT model. The most 
obvious candidate is the sum score tu = Σ Uab, where the sum 
extends across the variables U=.t> in U s. The advantage of this 
method is that it is not necessary to estimate the individual 
dominance matrices Dv (as done, for instance, by Coombs 1964; 
Bossuyt, 1990) . Although U* does in general not have the 
sufficiency property implied by the model of Sixtl (1973) and 
Jansen (1981), it has several other satisfactory properties: 
Since Θ is only an ordinal scale, one may redefine Θ as E(UH-|0), 
and then U- is unbiased (Mokken, 1971) . Sijtsma and Molenaar 
(1987) have developed a reliability theory for U*. Stout (1990) 
and Junker (1991, 1993) show that the mean score U+/n, where η is 
the number of choice variables used, satisfies a certain form of 
consistency as η -> ~>, provided that the derivative of the mean 
IRF is everywhere bounded away from 0. Grayson (1988) shows that 
Θ has monotone likelihood ratio in U~ : If χ < у then the 
conditional distribution of Θ given U* = χ is stochastically 
smaller than the conditional distribution of Θ given U* = y. From 
this, and conditional independence, it follows (Junker, 1993) 
that the item rest regressions are nondecreasing: If the "rest 
score" Ra.b is defined by R**, = U* - и«ь, then P[U<»i, = l|R=xt>] is 
nondecreasing in Rab - provided that U=t> belongs to U . This 
forms an alternative way to check the validity of the model. 
Related to this is Ramsay's (1991) method to estimate the IRFs by 
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smoothing the item total regressions, here PtlUt. = l|U~]. 
8. Characteristic and Bilateral Monotonicity 
Bossuyt (1990) showed that many unidimensional unfolding models 
imply that the individual dominance matrices satisfy either 
characteristic or bilateral monotonicity (Examples 1-3 here) and 
he developed statistical tests that can be applied to choice data 
from a multiple-trial experiment. Under the IPMU model, the 
individual dominance matrices are fully determined by the IRFs; 
so whether characteristic or bilateral monotonicity holds is 
determined by the IRFs too. We will explore that relationship 
here. 
The IRFs can be estimated by Ramsay's (1991) method, and 
this means that characteristic and bilateral monotonicity can be 
evaluated at least heuristically on basis of choice data from a 
single-trial experiment. The idea underlying this is that, under 
the IPMU model, persons with the same total score (or any other 
estimator for ) are likely to have approximately the same ideal 
point and hence approximately the same choice probabilities. 
These can then be estimated from the joined choice data in the 
score group. This, of course, presupposes that the number of 
"items" is sufficiently large, that the IRFs are sufficiently 
discriminating, and that the IRFs are sufficiently smooth (see 
Stout, 1990; Ramsay, 1991). We do not attempt to develop 
satisfactory statistical tests here. 
Characteristic Monotonicity. 
Following Bossuyt (1990) and Bossuyt and Roskam (1989), we say 
that the individual dominance matrices Dv satisfy characteristic 
monotonicity with respect to δ if, for every person ν and all 
alternatives a, b, and c, 
δ» < δι= < δ= implies D
v
(a,b) < D^(a,c) < Ekr(b,c). 
In addition to the individual dominance matrices we define for 
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any subpopulation S the subpopulation dominance matrix Ds by 
Ds(a,b) = P[Ua.b = l|V 6 S] , which is estimatable from a single 
trial if S is sufficiently large. If every individual dominance 
matrix satisfies characteristic monotonicity w.r.t. δ then, since 
Ds = E(Dv|V e S], every subpopulation dominance matrix does so 
(Bossuyt & Roskam) , and it is easily shown that the converse is 
also true (e.g., by Billingsley, 1986, Theorem 15.2.Ü). 
Bossuyt (1990) finds δ by a search and branch algorithm on 
basis of the population dominance matrix. Under the IPMU model, δ 
may be found on basis of the population covariances. Next, a test 
of the hypothesis that the (sub)population dominance matrix 
satisfies characteristic monotonicity w.r.t. δ is 
straigthforward. Bossuyt derives the ML· estimates of the choice 
probabilities (see also Robertson, Wright & Dykstra, 1988). He 
does not apply a LR test because the weights in distribution of 
the chi-bar-square statistic cannot be computed practically, and 
instead use a heuristic Monte Carlo method; but Wollan and 
Dykstra (1986) have developed conditional LR tests that avoid 
computations of the weights and that are presumably more 
appropriate. 
Under the IPMU model, a finer analysis of characteristic 
monotonicity is possible by means of IRT methods. Characteristic 
monotonicity means that for Uab, Ubo, U»= in U s, 
P[U~b = 1|Θ] > P[U^ c= = 1| ] > P[Uto= = 1| ]. 
That is, the IRFs of these choice variables do not intersect; 
they maintain the same order over the whole range of , and this 
order is determined by δ (as obtained from the covariances) . The 
property of nonintersecting IRFs is known as double monotonicity 
(Mokken, 1971) or uniform relative difficulty (Rosenbaum, 1987a, 
1987b). It implies, for instance that the regressions of U«t» and 
U=c on the rest score и*-и=ь-и*»с do not intersect either, and 
similarly for U>c and U*,<= (this is a special case of Rosenbaum, 
Theorem 2; Molenaar, 1982). Jansen (1983) already pointed out 
that double monotonicity must hold in the model of Sixtl (1973). 
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Statistical analysis methods for double monotonicity were 
developed by Croon (1991), Molenaar, Sijtsma (1988), and Sijtsma 
and Meijer (1992). These methods have the advantage that they 
consider the implied order restriction within subsamples (defined 
by an estimator of ), and thus entail a more critical evaluation 
of the hypothesis that characteristic monotonicity holds in every 
subpopulation than a test based on the population dominance 
matrix only. On the other hand, these methods consider either an 
ordering of only two IRFs (in which case there is a multiple 
testing problem) or a total ordering of the IRFs, while 
characteristic monotonicity implies a partial ordering of the 
IRFs. Thus an adaptation would be required. 
Bossuyt (1990) shows that midpoint unfolding models moreover 
satisfy the stronger condition of midpoint monotonicity, which 
means that δ can be defined such that D^(a,b) increases with the 
midpoint (6a+6t,)/2 for every person v. Under the IPMU model, this 
implies a total ordering of the IRFs, in the sense of double 
monotonicity. This ordering should furthermore be consistent with 
a possible midpoint order. 
Bilateral Monotonicity. 
Bossuyt's (1990, p. 39) formal definition of bilateral 
monotonicity contends that 
if δ
β
 < 5h < δ= < Θ(ν) or δ= > δϊ> > δ^ > Θ(ν) then 
Dv(b,a) > IXr(a,b) > D
v
(a,c) and Dv(a,c) < D
v
(b,c) < Ek.(c,b); 
and 
if δ« < δ*> < Θ(ν) < δ= or δ» > бь > Θ(ν) > δ= then 
D
v
(b,a) > D^(a,b) and EMa,c) < D^(b,c). 
We will use his more transparant description on p. 78 and say 
that the individual dominance matrices satisfy bilateral 
monotonicity with respect to δ and Θ if, for every person v: 
BM1. If the rows and columns of D
v
 are arranged in the order 
of δ, then each column is single-peaked. 
BM2. Each column of Dv has its maximum at a row 
corresponding to one of the two alternatives closest to the 
ideal point Θ(ν) of the person (i.e., Θ can be defined such 
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that this is true). 
Different from Bossuyt (p. 77-78) we do not require that all 
columns of Dv have their maximum at the same row, because that 
property does not necessarily generalize to every subset of 
alternatives. Bilateral monotonicity agrees very well with the 
idea of single-peaked preference functions that underlies 
unfolding (Coombs, 1964, pp. 193-198). For a fixed "reference" 
alternative q, the choice probabilities in column q of Dv can be 
seen as measures of the preference that person ν has for the row-
alternatives. Under bilateral monotonicity this preference 
function is single-peaked. So the individual's preference order 
based on this column forms an "I-scale" that satisfies the non-
metric deterministic unfolding model of Coombs. A function f is 
single-peaked iff χ < y < ζ implies f(y) > min{f(x), f(ζ)} (e.g., 
Coombs & Avrunin, 1977). So under the IPMU model, BM1 implies 
that for every reference alternative q, if δ^ < 5ь < δ<; (where δ 
is obtained from the covariances), 
Ρ [Ut,« = 1|Θ] > min {Ρ[υ«4 = 1|Θ], P[U=<* = 1| } 
The IRF of Ut.« drops nowhere below the IRFs of U« q and U=<a. Note 
that this must also hold under characteristic monotonicity (by 
Bossuyt, 1990, p. 77-78). The above condition is independent of 
the position of δ« relative to δ», δ*>, δ<=; thus some of the 
involved IRFs may be decreasing. 
Condition BM2 is important because it connects the scale of 
persons, Θ, with the scale of alternatives, δ: The ideal point of 
a person must be located in the neighborhood of the person's most 
prefered alternative. To obtain a clear relationship with IRFs in 
the IPMU model, it is reasonable to add the following assumption: 
Ideal-Most Prefered Alternative Comonotonicty (IMPAC). If 
Θ(ν) < 0(w) and δ* < δ*, and EMa,q) < D^(b,q) then Dw(a,q) < 
Dw(b,q). 
This assumption might be given several different formulations, 
where we assume that the "preference" of a person is measured by 
the q-th column of the person's individual dominance matrix: (1) 
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If ( ) < 0(w) and δ» < 8ь and person ν prefers b more than a, 
then person w will not prefer a more than b. (2) If δ« < оь and 
person ν prefers b more than a then the preference order of a and 
b will not be reversed for any person w who has an higher ideal 
point than v. (3) If δ» < δι= then there is a point т=ь such that 
all persons ν with ( ) < ш^ь prefer a not less than b, while all 
persons with mat. < ( ) prefer b not less than а (m=t> may be 
defined by m„t> = inf { ( ) : Dv(a,q) < D^(b,q)}). (4) For any 
subset of alternatives, if ( ) < 0(w) , and the individual 
preference orders of these persons have ζ (ν) and ζ (w) , 
respectively, as the most prefered alternative in the subset, 
then 8z(v) < 5z(w>. Hence (5), if δ=<ν> > δ=<·«> then Θ (ν) > 0(w) . 
That is, for every subset of alternatives, the scale value of the 
most prefered alternative is nondecreasing with the person's 
ideal point, and conversely. 
It is easy to see that BM1, BM2 and IMPAC jointly imply that 
if 6a < ôb < oc, as the ideal point increases, the preference 
order will change from abc, bac, bea, to cba (ordered from most 
to least prefered). This means that the IRFs satisfy the 
following property: 
Ordered Intersection Points 1 (0IP1). For every reference 
alternative q and every triple of alternatives (a,b,c) with 
δ» < öt> < δ<= there exist numbers me»t. < Шас < шьс such that 
P[LU4 = 1| ] > P[Ub, = 1| ] > Ρ[υ=Ώ = 1| ] if Θ < таь, 
Р[и
ь
<а = 1| ] > P[U»<, = 1| ] > P[U<=
a
 = 1| ] if m»*, < Θ < т«=, 
Ρ [Ut.4 = 1|Θ] > P[Uc 4 = 1| ] > P[U»a = 1|Θ] if m«<= < Θ < гш=<=, 
P[U C 4 = 1| ] > Ρ [Ut.« = 1| ] > P[U» 4 = 1| ] if libe < Θ. 
Thus, if we consider the IRFs of three choice variables with a 
common reference alternative (и»
ч
, Ubq, and υ<=
Ώ
), then every two 
of these IRFs intersect only once, and the order of the 
intersection points (пиь, m<»<=, and тьс| is determined by the 
order of alternatives on δ (defined by the covariances). 
Different reference alternatives q may yield different 
intersection points, which will then be denoted by m«»b(q). 
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Conversely, under the IPMU model, if OIP1 holds for all 
triples (a,b,c) and every reference alternative q, then the 
choice probabilities obviously satisfy BM1 and IMPAC. For BM2 it 
is moreover necessary that the maxima of the columns of Dv occur 
at only two adjacent rows. This is equivalent to the condition 
that for every pair of reference alternatives (q,r) and every 
triple of alternatives (a,b,c) with δ= < ôt, < δο, if column q has 
its maximum at a then column r does not have its maximum at с 
(since we may interchange q and r, this implies that, also, if 
column q has its maximum at c, column r does not have its maximum 
at a) . So, assuming that the intersection points are uniquely 
defined under 0IP1: Θ < nu*,(q) should imply Θ < тьс(г), which 
holds if and only if m«to(q) < mt.e(r) . Under the IPMU model and 
0IP1, therefore, the maxima of the columns of each Dv occur at 
only two adjacent rows if and only if: 
OIP2. For every pair of reference alternatives (q,r) and 
every triple of alternatives (a,b,c) with δ^ < 5t> < δο, 
№ > ь ( q ) < rritotr ( r ) . 
For BM2 it is moreover necessary that the two rows where the 
columns of Dv have their maximum correspond to the alternatives 
closest to Θ(ν), after suitable strictly increasing 
transformation of . Assume that the set of alternatives if 
finite and that (3) holds; so δ may be defined such that its 
range is {1, 2, ...}· Assume furthermore, for convencience, that 
every column of Dv has its maximum at exactly 1 row. Let MPA(v) 
be the set of row-alternatives at which any column of Dv has its 
maximum,- MPA(v) contains, as a consequence of 0IP2, always 1 or 2 
adjacent alternatives. Now IMPAC implies: If δ= < δ*, and MPA(v) = 
{a} and MPA(w) = {a,b}, then Θ(ν) < 0(w). The case ( ) = 0(w) 
can be ruled out because that would imply MPA(v) = MPA(w), by 
IPMU. The range of Θ can therefore be divided in adjacent 
intervals In, I12, I22, Ь і , ... such that: ( ) e I±j if and 
only if MPA(v) = {a,b}, where δ« = i and оь = j . It is now easy 
to find a strictly increasing transformation of Θ such that lu­
is mapped onto (i - 0.25, i + 0.25) and Ц . І - И onto (i + 0.25, i 
+ 1 - 0.25). Thus BM2 holds with this . In summary, under the 
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IPMU model, BMl, BM2 and IMPAC are equivalent to 0IP1 and 0IP2, 
provided that some trivial conditions such as (3) hold. 
Analogous to the concept of simple scalability (Tversky & 
Russo, 1969), Bossuyt (1990) also discusses the property of weak 
simple distance decomposability, which, for the unidimensional 
case (and with Euclidian metric), means: There exists a function 
H(.,.) that is non-increasing in its first argument and non-
decreasing in the second, such that bV(a,b) = Η(|Θ(ν)-δ»|, |Θ(ν)-
5to|). Bossuyt showed that all models used here in Examples 1 and 
3 to illustrate bilateral monotonicity do moreover satisfy weak 
simple distance decomposability. Unidimensional weak simple 
distance decomposability implies bilateral monotonicity (Bossuyt, 
Lemma 2.13). It also implies IMPAC: If ( ) < 0(w) and δ=. < δ*> 
and Dv(a,q) < D^(b,q) then |Θ(ν)-δ«| > |Θ(ν)-δ*>| and hence 
(δ^+δ^) /2 < ( ) < 0(w) ; so |0(w)-8^| > |©(w)-8i=|, which implies 
Dw(a,q) < Dw(b,q). 
Unidimensional weak simple distance decomposability implies 
that the preference ordering obtained from any column q of a 
person's individual dominance matrix satisfies the metric 
deterministic unfolding model of Coombs: The preference ordering 
is determined by the distances of the person's ideal point to the 
alternative points δ«, and hence by the position of the ideal 
point relative to the midpoints (δ= + δ^)/2. So under the IPMU 
model, weak distance decomposability implies that, in addition to 
0IP1 and OIP2: 
Midpoint Ordered Intersection Points (MOIP). δ can be chosen 
such that, for every fixed reference alternative q, and 
alternative pairs (a,b) with δ=. < δι=>, the intersection 
points rruia(q) are non-decreasing with (δ« + вь)/2 (or, to 
the extent that they are not uniquely defined, can be chosen 
such that this holds). If Θ < m
at> then P[U=<3 = 1| ] > P[Ub<* 
= 1|θ], otherwise P[U~« = 1 | ] < P[Ub, = 1| ]. 
This obviously implies OIPl. Furthermore, weak simple distance 
decomposability implies that each individual dominance matrix 
satisfies the (weak) independence condition (Tversky & Russo, 
1969): If D^(a,q) > D^(b,q) then EMa,r) > EK^(b,r). So the order 
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of the IRFs at any value of Θ does not depend on the reference 
alternative. Assuming again that the intersection points are 
uniquely defined, this implies: 
Reference Independent Intersection Points (RIIP). The 
intersection points mÄb(q) do not depend on the reference 
alternative, q: For all a, b with δ» < δι^ , and all q,r: 
m*»)o(q) = ШАЬ.(Г) . 
This is of course a very strong restriction and one might 
therefore wonder how realistic models are that imply the 
independence condition (or, equivalently, strong stochastic 
transitivity; see Tversky & Russo; compare Coombs, 1964). 
Obviously, under the IPMU model, MOIP and RIIP imply 0IP1 and 
0IP2. It is not clear to me whether they are also sufficient for 
weak simple distance decomposability, but at least they define a 
strong, metric form of bilateral monotonicity. 
9. Discussion 
We have defined the IPMU model, which is essentially a non-
parametric, unidimensional model for individual choice 
probabilities that are determined by a multiple trial experiment. 
In the IPMU model, both persons and alternatives are scaled: 
Persons are characterized by their ideal point Θ and alternatives 
are characterized by scale values δ. The central assumption of 
the IPMU model is ideal point monotonicity: If δ= > δ*, then the 
probability to choose a from {a,b} is nondecreasing with the 
person's ideal point. This property is implied by many existing 
unidimensional unfolding models (e.g., Bechtel, 1968; Schönemann 
& Wang, 1972; Sixtl, 1973; Zinnes & Griggs, 1974). The IPMU model 
is more general than these, in part because it does not have 
parametric assumptions. Moreover, it is compatible with various, 
different structures of the individual dominance matrices, as 
distinguished by Bossuyt (1990), such as characteristic 
monotonicity and bilateral monotonicity. 
The assumption of ideal point monotonicity made it possible 
to reformulate the model (Theorem 1) by the monotone IRT model of 
Chapter 6 IPM Unfolding 6-23 
Mokken (1971) and Holland (1981), provided that the assumption of 
local homogeneity is added to the latter model (Ellis & Van den 
Wollenberg, 1993). Here each alternative pair is treated as a 
"test item", as in Jansen (1981) and Sixtl (1973). As a 
consequence, the IPMU model allows the use of IRT methods, on 
basis of choice data from a single random trial. Such an analysis 
would go along the following lines. 
First, the ordering of alternatives, δ, are determined from 
the covariances of the choice variables with a fixed reference 
pair (Theorem 2). This ordering is independent of the reference 
pair and the subpopulation considered. Here, we assumed that the 
signs of the population covariances are known. If the sample is 
not large enough to justify that assumption and if the sample 
covariances do not show the required pattern, a (asymptotic) 
maximum likelihood rank order might be found by a search and 
branch algorithm (as in Bossuyt, 1990) in conjunction with the 
test and estimation methods of Ellis (1994), based on the work of 
Robertson, Wright and Dykstra (1988; Wollan & Dykstra, 1987) . 
Once the ordering of alternatives is determined, the IPMU 
model can be tested by the hypothesis that the covariances of 
choice variables U«h with δ» < δι= are nonnegative in every 
subpopulation. Based on the results of Ellis and Van den 
Wollenberg (1993) it was shown that this condition, together with 
experimental independence, is necessary and sufficient for the 
model (Theorem 3). Several statistical tests and analysis methods 
exist for these hypotheses (e.g., Ellis, 1994; Mokken, 1971; 
Rosenbaum, 1984; Sijtsma, 1988, and references therein; Stout, 
1987) . The IPMU model furthermore implies that the item rest 
regressions are nondecreasing (Junker, 1993), which might also be 
tested. 
If the IPMU model holds, the ideal points Θ can be estimated 
from the choice variables и«ь with δ^ > δι=>. The most obvious 
estimator is the sum of these choice variables. Various 
theoretical properties of this estimator, such as unbiasedness, 
consistency, monotone likelihood ratio, and reliability, have 
been investigated (Grayson, 1988; Junker, 1991, 1993; Mokken, 
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1971; Sijtsma & Molenaar, 1987; Stout, 1990). 
If the ideal points are estimated sufficiently accurately, 
the IRFs can be estimated by the method of Ramsay (1991). Next, 
various ordinal structures in the individual dominance matrices 
can be evaluated from the estimated IRFs. This is important 
because different structures have different implications for the 
underlying psychological processes (see Bossuyt, 1990). We did 
not propose formal statistical analysis methods for this; it may 
be worthwhile to develop them. The ordinal structures that we 
discussed were distinguished by Bossuyt as characteristic 
monotonicity and bilateral monotonicity. Characteristic 
monotonicity implies a partial order relation on the IRFs in the 
sense of the double monotonicity model of Mokken (1971; 
Rosenbaum, 1987a, 1987b) where ordered IRFs do not intersect 
(compare Jansen, 1983). Bilateral monotonicity is more 
complicated. We added to it the restriction of IMPAC, which means 
that the scale value of the most prefered alternative is 
nondecreasing with the ideal point of the person. This implies 
that the IRFs of choice variables with a common reference 
alternative intersect only once. It was demonstrated that 
bilateral monotonicity together with IMPAC is equivalent to a 
partial order relation on the intersection points of the IRFs. We 
also considered more restrictive, metric variants of 
characteristic and bilateral monotonicity, known as midpoint 
unfolding and weak simple distance decomposability, respectively 
(see Bossuyt). Bossuyt distinguished a number of other ordinal 
structures, and would be worthwile to know how these are related 
to the IRFs. 
Post (1992) has developed an IRT model with non-monotone, 
single-peaked IRFs that implies a certain sign pattern in the 
covariance matrix of the items. This, and the fact that she calls 
it an unfolding model, might suggest that Post's model is closely 
related to the IPMU model, but the resemblance is rather faint. 
Post's model is not formulated for choice variables and, 
moreover, there is no obvious and logically consistent way to 
apply Post's model to choice variables such that any existing 
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parametric unfolding model is a special case of it. 
The results of this chapter show that the weak, non-
parametric assumptions of the IPMU model yield a powerful tool 
for the probabilistic unfolding analysis of choice data obtained 
from single-trial experiments. The many special cases of the 
model can therefore be tested and used with data that require 
considerably less effort than the data for which they were 
originally meant. 
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CONSENSUS AMONG JUDGES: THREE MODELS OF LATENT 
AGREEMENT THAT CAN BE TESTED IN A NESTED DESIGN 
(written in collaboration with Ger J. Keijsers and Wilmar B. 
Schaufeli) 
Abstract 
It is argued that the purpose of judgement studies is in many 
respects the same as that of test validation studies. Judges play 
a role comparable to test items in the measurement process. 
Accordingly, two different concepts of "agreement" among judges 
should be distinguished, namely "reliability" and 
"unidimensionality". While judgement studies have always focused 
on the reliability form, the unidimensionality form is not less 
important. Unidimensionality is refined here further into three 
different models: order consensus, interval consensus and point 
consensus. Each of these models involves a kind of agreement on 
the stable, true score part of the ratings. Statistical tests and 
coefficients that can be employed in a nested design (e.g., 
judges within organizations) are developed for each of these 
models. It is argued that intraclass correlations provide at most 
a lower bound for the degree of point consensus. The here 
developed coefficients provide upper bounds. 
1. Introduction 
The subject of this chapter is the definition and assessment of 
certain forms of agreement among judges. Two research designs 
will be distinguished here. In the nested design, each target is 
rated by a different set of judges, randomly selected from a 
larger population of judges (case 1 of Shrout fc Fleiss, 1979). 
For instance, the targets may be organizational units and the 
judges may be workers employed there, who rate their unit on a 
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certain attribute. In the crossed design, a random sample of 
judges is selected from a larger population, and each judge rates 
each target (case 2 of Shrout & Fleiss, 1979). 
We regard the nested design as a crossed design where data 
are missing in a systematic way. Consider the crossed design 
first. The crossed design is identical to the design normally 
used in test validation research, if one regards each judge as a 
test item. In test research, the objective is to measure 
differences between subjects, and the items are used as 
measurement devices. In judgement studies, the objective is to 
measure differences between targets, and the judges are used as 
measurement devices. In a formal sense, however, the two 
objectives are identical: To measure differences between 
"objects" of one set with "devices" of another set (cf., Coombs, 
1964; Cronbach, Gleser, Nanda & Rajaratnam, 1972; Rasch, 1977). 
This enables us to borrow ideas from test theory. 
In the next section we will consider two forms of agreement 
among items that have been distinguished in test theory, namely 
generalizability and unidimensionality. Only the generalizability 
form has received attention in judgement studies. The 
unidimensionality form will be developed in this chapter. Three 
unidimensional judgement models will be defined in the following 
section. These models will be defined with respect to the crossed 
design. In the subsequent sections we consider what they predict 
for the nested design. Various statistical tests and coefficients 
that may be used in the nested design will be based on this. 
Finally, we consider the limitations of these tests and 
coefficients, and the relationship of the models to bias in 
aggregate measures. 
The following example data will be used throughout the 
chapter: Judges were 742 nurses associated with Intensive Care 
Units of 32 Dutch hospitals. These nurses rated their Unit on the 
organizational climate attribute "Openness of Communication", 
measured by 5 items (Shortell, Rousseau, Gillies, Devers & 
Simons, 1991). 
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2. Generalizability And Unidimensionality 
In test theory, agreement among items is rather called 
"homogeneity", and various forms of it can be distinguished 
(Dubois, 1970; McDonald, 1981). The two forms that are important 
here are generalizability and unidimensionality. Only the 
generalizability form has received attention in judgement 
studies, so it is important to clarify the distinction here. 
The idea of generalizability evolved originally from the 
reliability concept of classical test theory (Guttman, 1945; Lord 
& Novick, 1968), which has been refined later in generalizability 
theory (Cronbach et al., 1972). Generalizability theory rests on 
the assumption that the measurement devices at hand are a sample 
from a larger universe of measurement devices. Generalizability 
refers to the extent that the scores based on this sample agree 
with the scores based on the total universe. In test theory, 
generalizability over items can be assessed by means of 
Cronbach's (1951) coefficient a. In judgement studies, 
generalizability over judges is usually assessed by means of 
intraclass correlations (Shrout & Fleiss, 1979; Rosenthal, 1987). 
The idea of unidimensionality evolved originally in latent 
trait theory (Lord, 1953, 1980; Rasch, 1960, 1977; Birnbaum, 
1968; Fischer, 1974, 1987). Unidimensionality means that the 
observed-score variables of the items depend on a single common 
"factor", "latent variable" or "dimension". Various mathematical 
models have been used to formalize this idea (see McDonald, 
1981). A simple example is that the items satisfy a linear 1-
factor model (Jöreskog, 1978). Other unidimensional models are 
conceptually similar, but involve nonlinear relations. 
Thus, while generalizability can be assessed by means of 
coefficient a, unidimensionality should be assessed by testing a 
1-factor model. These are quite different matters and, although 
earlier authors suggested otherwise (e.g., Cronbach, 1951), 
modern test theorists generally dismiss α and related 
coefficients as indices of unidimensionality (Fischer, 1974; 
Green, Lissitz, & Mulaik, 1977; Lord, 1980; McDonald, 1981; 
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Hattie, 1985; Roskam, Van den Wollenberg & Jansen, 1986). The 
main reason for this is that α depends on the number of items, 
the communalities and the error variances, while these features 
are irrelevant for unidimensionality (notwithstanding their 
relevance for generalizability) . Thus α can be low while the 
items satisfy perfectly a linear 1-factor model, and α can be 
high while the items load on a multitude of factors. 
Generalizability and unidimensionality are associated to 
different kinds of test validity. While generalizability (or 
reliability) is a prerequisite for predictive validity (Lord & 
Novick, 1968), the importance of unidimensionality lies primarily 
in its contribution to construct validity (Cronbach ί Meehl, 
1955; Cronbach, 1971). This is also true in judgement studies. 
Consider the following example. Suppose that nurses employed in 
intensive care units rate their unit on the attribute "Openness 
of communication". For each unit one can compute the sample mean. 
In a predictive validity study, it might be assessed how well the 
sample means can be used to predict a criterion variable of 
interest, such as the effect of a certain intervention. For this, 
the generalizability of the sample means should be high. In a 
construct validity study, the question is rather whether 
different judges measure the same "thing", apart from random 
within-judge measurement errors. This is the idea of 
unidimensionality. Attributes such as "Openness of communication" 
may well be given different meanings by different judges. The 
mean rating would then reflect an unknown mixture of different 
dimensions instead of a single construct. It seems unlikely that 
parsimonious and fertile theories can be based on such mixtures. 
Also, a different sampling method, where some subpopulations of 
judges are more often represented, would lead to the measurement 
of a different construct. 
Given that one wishes to assess unidimensionality of judges, 
how well can intraclass correlations be used for this? Shrout and 
Fleiss (1979) distinguish two forms of intraclass correlations in 
the nested design: The first form, denoted as ICC(l) here, refers 
to the generalizability of single ratings. The second form, 
Chapter 7 Consensus 7-5 
denoted as ICC(2) here, refers to the generalizability of the 
means. ICC(2) is comparable to a, and ICC(l) is comparable to the 
transformed α discussed by Cronbach (1951, p. 323) . As we noted 
above, test theorists have concluded that coefficients such as α 
are inappropriate as indices of unidimensionality. The same is 
true for intraclass correlations, for essentially the same 
reasons. James (1982) pointed out that ICC(2) increases with the 
number of judges. However, the number of judges is irrelevant for 
the question of whether judges measure the same dimension. James 
recommended ICC(l) instead. However, ICC(l) decreases with the 
within-judge error variances, which are irrelevant for 
unidimensionality. Thus, intraclass correlations are valid as 
indices of generalizability, but not as indices of 
unidimensionality. 
3. Some Formal Definitions Of Consensus 
Let XVA denote the observed-score variable of judge ν when (s)he 
rates target A on a certain attribute X. Let τ
ν Α
 denote the 
corresponding true score. Here, and throughout the chapter, we 
will adopt Lord and Novick's (1968) definition of the true score 
as the within-judge expectation (i.e., average) of the observed-
score variable. We will assume experimental independence (i.e., 
uncorrelated error scores) throughout the chapter. We will 
abbreviate the expression "all judges of the given population" to 
"all judges", and "all targets of the given target universe" to 
"all targets". 
The first definition discussed pertains to the situation 
where all judges "perceive" the same ordering of targets on the 
attribute. 
Definition 1. We say that order consensus holds with respect 
to the attribute if, and only if, for all judges ν and w and 
all targets A and fl, 
I V A < Т в if a n d O n l y if I W A < T w B . (1) 
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Two remarks can be made with respect to this definition. 
First, the definition is entirely given in terms of the true 
scores. That is, only the systematic component of the observed 
score is considered to be relevant for order consensus. The true 
scores are thought here to reflect the (essentially unobservable) 
perceptions of the attribute. The random error component of the 
observed score, due to daily fluctuations, uncertainty, etc., is 
ignored. 
Second, it is not required for order consensus that, for a 
given target, all judges have the same true score. What is 
required is that all judges perceive the same ordering of targets 
on the attribute. They may have non-identical perceptions, 
possibly due to perceptual dispositions such as "sensitivity". 
Order consensus basically leads to an ordinal scale for the 
attribute. We will now discuss a more restrictive definition of 
consensus that leads to an interval scale. Here the judges agree 
on the size of the differences between targets. 
Definition 2. We say that interval consensus holds with 
respect to the attribute if, and only if, for all judges ν 
and w and all targets A and B, 
T-v-e — TvA = TwB - TwA . ( 2 ) 
Again, notice that this definition involves only the true 
scores, and that it is not required that all judges assign 
identical true scores to the organizations. What is required is 
that all judges perceive the same differences between targets. 
Finally, we introduce an even more restrictive kind of 
consensus, where indeed all judges assign identical true scores 
to the target. 
Definition 3. We say that point consensus holds with 
respect to the attribute if, and only if, for all judges ν 
and w and every target A, 
Chapter 7 Consensus 7-7 
îvA = TwA . ( 3 ) 
To clarify the difference between the three forms of 
consensus, consider two judges who rate three targets. If the 
true scores are (1, 2, 3) for one judge and (2, 5, 7) for the 
other judge, then order consensus holds. If the true scores are 
(1, 2, 3) and (2, 3, 4), then interval consensus holds. If the 
true scores are (1, 2, 3) and (1, 2, 3), then point consensus 
holds. 
The above definitions of consensus provide rigorous 
descriptions of agreement at the true score level. It can be 
verified that they are in fact reformulations of the 
unidimensional test theory models known as "monotone homogeneity" 
(Mokken, 1971; Mokken & Lewis, 1982), "essential X-equivalence" 
and "T-equivalence" (Lord & Novick, 1968), respectively. So 
consensus can be tested in the crossed design by means of the 
ordinary methods of test theory (Mokken, 1971; Jöreskog, 1978). 
In this chapter we will develop methods that work in the nested 
design. 
4. Coefficients of Point and Interval Consensus. 
True score theory is closely related to analysis of variance 
(e.g., Lord & Novick, 1968; Winer, 1971; Cronbach et al., 1972), 
and this can be used to explain the differences between interval 
consensus, point consensus and generalizability further. This 
will also be used to define two new coefficients below, and in 
the development of statistical tests later. Consider a two-way 
layout of judges by targets for the crossed design. The true 
score IVA and can be decomposed as 
TVA = μ + p
v
 + cu + ρανΑ (4) 
according to the usual decomposition. Here, p
v
 is the judge main 
effect, OCA is the target main effect, and pOUrA is the judge χ 
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target interaction effect. Now 
- interval consensus means that there are no judge χ target 
interactions (pou^ v = 0). 
point consensus means that, in addition to interval 
consensus, there are no judge main effects (p
v
 = 0 and ра^л 
= 0) . 
- perfect generalizability means that, in addition to point 
consensus, there are no within-judge errors of measurement 
(pv = 0 and potvA = 0 and EVA = 0, where Ev» is defined as 
XvA — X V A ) . 
Denote the variances of the components in decomposition (4) 
by Ga2, σ
Ρ
2
, etc. Then the true-score variance can be decomposed 
accordingly as 
σ-c
2
 = σ<χ
2
 + Cp 2 + σ,-хл2. (5) 
Now point consensus means that aP
z
 + α
Ρ
α
ζ
 = 0. So it is 
reasonable to define a coefficient for the degree of point 
consensus as 
σ«
2 
δ± = . (6) 
σ χ
2 
This is the proportion true-score variance of X that is due to 
target main effects. A low value of δι indicates that the judges 
assign systematically different true scores to the same target. 
It means that the judge main effects or the judge χ target 
interaction effects are large in comparison with the target main 
effects. Point consensus implies that δι = 1, and lower values of 
δι indicate increasingly severe violations of point consensus, δι 
is in fact ICC(l) applied to the true scores instead of the 
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observed scores. 
Interval consensus means that σ
Ρ
»
2
 = 0 . So a coefficient for 
the degree of interval consensus can be defined analogously as 
_ 2 
Oc* 
δ 2 = . (7) 
2 2 
σ<χ + Орех 
This coefficient entails a comparison of the variance in X that 
is due to target main effects with the variance that is due to 
judge χ target interaction. It is not affected by judge main 
effects. Thus for a high value of δζ it is not needed that 
different judges assign identical true scores to a target. A low 
value of δζ indicates that the judge χ target interaction effects 
are relatively large, in contradiction with interval consensus. 
Interval consensus implies that 82 = 1 , and lower values of δζ 
indicate increasingly severe violations of interval consensus. 
The relation between δι and 62 is obviously that 
δι < δζ. (8) 
This inequality reflects the fact that point consensus is a more 
restrictive model than interval consensus, δχ and δζ are the 
coefficients of interest in the assessment of point and interval 
consensus, but they cannot be computed directly. Estimates for 
them will be developed below. 
5. Assessment Of Point Consensus On Basis 
Of Reliability Analysis 
Suppose that the attribute of interest, X, is measured by several 
items, and that one wishes an estimate of δι for the sum score 
variable. Let ICC(l) be computed with respect to the sum score 
variable, and let a(X) be the coefficient a of the items. Now an 
estimate of δι is provided by the coefficient 
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δι. (α) = ICC(I) / α(Χ) . (9) 
In the randomized nested design it holds that ICC(l) = θα2/Ox2. 
From classical test theory it it is known that a(X) is less than 
or equal to the reliability of X, defined as σ-c2/Ox2 (Lord & 
Novick, 1968) . From this it can be derived that 
ICC(l) < δη. < δχ(α) . (10) 
Thus ICC(l) can be used as a lower bound for the degree of point 
consensus, δι, and δι(a) can be used as an upper bound for i t . In 
cases where (X(X) is equal to the reliability of X (see Lord & 
Novick), it holds that 
δι. = δη.(α) . (11) 
In general, however, δι and δι(a) are unequal. 
In the example data, the estimates for Openness of 
communication are ICC(l) = .291 anda(X) = .793, so δι(α) = .367. 
With respect to the degree of point consensus it follows that 
.291 < δι < .367. Thus 29.1 to 36.7 per cent of the true-score 
variance is due to systematic differences between hospitals. The 
remainder, thus 63.3 to 70.9 per cent of the true-score variance, 
is due to systematic differences between nurses and nurse χ 
hospital interaction. The latter variance components are not 
allowed under point consensus; so 63.3 to 70.9 percent of the 
true-score variance is in contradiction with point consensus. 
6. Assessment Of Interval And Point Consensus By 
Subpopulation Invariance 
General Principle 
Informally, the reasoning behind this test can be explained as 
follows. Suppose data are obtained from hospital nurses and that 
one can distinguish two subpopulations of nurses on basis of 
their hierarchical position; say "Head nurses" (nurses with 
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managerial tasks) and "Nurses" (nurses without managerial tasks). 
Under interval consensus, all judges perceive the same 
differences between hospitals on the attribute. Consequently, the 
average perceived difference of the head nurses must be equal to 
the average perceived difference of the nurses. Similarly, under 
point consensus all judges perceive the same value of a given 
hospital on the attribute, and therefore the average perceived 
value of the head nurses must be equal to the average perceived 
value of the nurses. 
More formally, let the population of judges be partitioned 
into two or more subpopulations S, Ρ, . . . Consider the two-way 
layout of subpopulations by targets. Decomposition of the cell 
"population" means yields 
μ ε λ = μ + ρ
Ξ
+ α
Α
+ ρ α
Ξ Α
 ( 1 2 ) 
where με
Α
 is the population mean in cell (S,A) , ps is the main 
effect of subpopulation S, and pas is the interaction effect of 
subpopulation S and target A. These quantities have a simple 
relation to the decomposition of the judge by target layout given 
in (4): ρs is the mean of the individual judge main effects p
v
 in 
subpopulation S, and pocsA is the mean of the individual judge χ 
target interaction effects pavA in subpopulation S. Consequently, 
interval consensus predicts that there is no 
subpopulation-target interaction (pasA = 0); and 
point consensus predicts moreover that there is no 
subpopulation main effect (pocsA = ps = 0) . 
Under point consensus the same predictions hold in the 
nested design. It is not necessary to assume that the judges are 
somehow randomly distributed over targets. This is a consequence 
of the fact that under point consensus there are no systematic 
differences between judges. Under interval consensus these 
predictions hold in the nested design too, provided that the 
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judges of each subpopulation in the partition are randomly-
distributed over targets (where it is allowed that the 
distributions are not uniform) . This will be called the 
subpopulation randomization assumption. It is not needed to 
assume total randomization. So the factors "subpopulation" and 
"target" may be associated. 
It is important to note that the above derived predictions 
are implied by interval consensus and point consensus, 
respectively, but not equivalent to it. Consensus can be 
disproved by showing that these predictions fail to hold, but 
consensus cannot be proved by showing that the predictions hold. 
We will come back to this later. 
Statistical Test 
The predictions that pctsA = 0 and ps = 0 are easily tested by an 
ANOVA of subpopulations by targets, provided that the usual ANOVA 
assumptions (i.e., homoscedasticy, normality and independence of 
paVA + EwO hold. Notice that the above derivation is valid for 
every partition of the population. Therefore the predictions 
should also be tested for partitions based on other variables, 
such as "Age", "Education", etc., and for partitions based on 
these variables jointly. 
As an example consider a test of interval consensus of 
Openness of communication. The sum score variable of this 
attribute served as dependent variable. The partitioning 
variables used were Age, Gender, Position and Full-time/part-time 
worker. These may not be the most relevant partitioning variables 
one can think of, but given the available variables in the data 
set, this seemed the best choice. These variables, together with 
the variable named Hospital, were used as independent variables 
in an ANOVA. In order to avoid a large number of parameters and 
empty cells, the variables Age and Position were transformed into 
2-level variables. The following effects were distinguished: 
(1) Subpopulations : The pooled main effects of Age, Gender, 
Position and Full-time/Part-time. 
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(2) Subpopulations by Hospital: The pooled first order 
interaction effects of Age, Gender, Position and Full­
time/part-time by Hospital. 
(3) Hospital: The main effect of Hospital. 
The tests of these effects are reported in Table 1. The test 
relevant for interval consensus is that of Subpopulations by-
Hospital. As predicted by interval consensus, this effect is not 
significant (p = .387). Thus interval consensus is not disproved 
by this analysis. 
Insert Table 1 about here 
Consider now a test of point consensus of Openness of 
communication with the same partitioning variables. For this 
test, the Subpopulations and the Subpopulations by Hospital 
effect were pooled. This test is also reported in Table 1. As 
predicted by point consensus, the Subpopulations + Subpopulations 
by Hospital effect is not significant (p = .370) . Thus this 
analysis does not disprove point consensus. 
Coefficients 
The δι and δζ coefficients were defined on basis of the judge χ 
target layout. On basis of the subpopulation χ target layout one 
will obtain different variance components, say σ
α
·
2
 for the 
targets, σ,·. -2 for subpopulations, and σ
Ρ
·χ·
2
 for the interaction. 
Define 
σ α ·
2 
δχ' = (13) 
— 2
 —
 2
 —
 2 
OOL • + Op · + ϋρα -
as an estimate for δι, and 
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TABLE 1. ANOVA TESTS OF INTERVAL AND POINT CONSENSUS 
(N = 546) . 
Source 
H 
S 
S χ H 
S + S χ Η 
Within 
SS 
62.43 
1.05 
23.82 
24.87 
71.17 
DF 
27 
4 
107 
111 
333 
MS 
2.31 
.26 
.22 
.22 
.21 
F 
10.82 
1.23 
1.04 
1.05 
Ρ 
.000 
.298 
.387 
.370 
S = Subpopulation; H = Hospital; S χ H = Subpopulation 
by Hospital; S + S χ H = pooled effect of S and S χ H; 
Ρ = probability. 
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δζ' = (14) 
2 2 
Ott • + Ope* ' 
as an estimate for 62. What is the relation of these estimates to 
δι and 62? It can be shown that, in the randomized nested design, 
Ocx-2 = о™2 and σ
Ρ
 -
2
 < σ
Ρ
2
 and σρ«-2 < σ
Ρ
«
2
, and as a consequence, 
δα. < δι' and δ 2 < δ 2' . (15) 
Thus δι ' can be used as upper bound for the degree of point 
consensus, δι, and δ-ζ' can be used as upper bound for the degree 
of interval consensus, δζ. In general, δι' will over-estimate δι, 
and δζ' will over-estimate 62. This reflects the fact that the 
subpopulation χ target layout can be used to disprove consensus, 
but not to prove it. 
The δ' coefficients can be estimated from sample data on 
basis of ANOVA of the subpopulation by target layout, exemplified 
above. The estimation formulas are based on considerations 
similar to those of intraclass correlations (e.g., Winer, 1971; 
Hays, 1973). In a fixed-effects model, an unbiased estimate for 
the variance component of a given source is 
SS(source)-DF(source) * MS(within) 
, (16) 
N - 1 
where N is the number of cases. Substition of the thus estimated 
variance components in (13) and (14) yields biased but consistent 
estimates of δι' and 62'. 
As an example, consider the ANOVA's that were previously 
used to test interval and point consensus of Openness of 
Communication, reported in Table 1. From these results the 
variance components are estimated as 
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σ«-
2
 = (62.43 - 27 * .2D/545 = 0.104147, 
σ
Ρ
«-
2
 = (23.82 - 107 * .2D/545 = 0.002477, and 
σ
Ρ
-
2
 + σ
Ρ
~-
2
 = (24.87 - 111 * .2D/545 = 0.002862. 
Substitution of these estimates in (13) and (14) yields 
δ 2' = .104147 / (.104147 + .002477) = .977 
δι' = .104147 / (.104147 + .002862) = .973 
From this it can be concluded that the degree of point consensus 
(δι) is less than or equal to .973, and that the degree of 
interval consensus (62) is less than or equal to .977. So these 
coefficients do not disprove point or interval consensus. Note 
that δι and 62 may actually be much smaller than 1, however. 
For nonorthogonal designs we suggest to use the sum of 
squares based on the sequential method, with Targets as the first 
effect and Subpopulations by Targets as the last effect. The δ' 
coefficients will be over-estimated by this method; so the 
estimates can still serve as upper bounds. 
7. Assessment Of Order Consensus 
General Principle 
The test of order consensus is based on the same idea as the test 
of interval consensus, namely to test the model for a partition 
of subpopulations. Let the targets be labeled as 1, 2,..., К 
according to their (unknown) rank order on the dimension 
underlying the attribute. Under order consensus all judges show 
this rank order in their true score, that is: 
Tvl < T^2 < ... < TvK (17) 
for each judge v. We do not use the strict inequality sign here 
because the difference cannot be appropriately tested. Under the 
subpopulation randomization assumption the subpopulations will 
show that same rank order in their means : 
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μ
Ξ
ι < μ
Ξ 2 < ... < μ Ξ Κ (18) 
where ЦЗІ is the mean observed score for target j in 
subpopulation S. In other words, the prediction of order 
consensus is that, in the subpopulation by target layout, all 
subpopulations entail the same rank order of the targets on basis 
of the cell means. This is the null hypothesis to be tested. 
Again, rejection of this null hypothesis disproves order 
consensus, but acceptance does not prove order consensus. 
Coefficients 
If the partition involves two subpopulation, say S and T, then an 
obvious coefficient for the validity of (18) is the rank 
correlation between \іт, \lsz, ..., flsK and μτι, μτ2, ..., μτκ. If 
there are more than two subpopulations, one can use the average 
of the pairwise rank correlations, or a multivariate analogon of 
the rank correlation. The rank correlation of the subpopulation 
means can be estimated by the rank correlation of the 
corresponding subsample means. However, the estimate may be 
attenuated (depressed) through unreliability of the subsample 
means. Thus, if the rank correlation of subsample means is 1 then 
there is no need to reject order consensus, but if it is less 
than 1, then it is unclear whether that is due to violation of 
order consensus or to unreliability of the subsample means. It 
would be desirable to have a method to disattenuate the estimate, 
but we do not know such a method, with exception of the 
statistical test below. 
Statistical test 
It is inappropriate to test whether the rank correlation 
suggested above is significantly positive, for several reasons. 
Firstly, ordinary tests of rank correlations would here take only 
the sampling of hospitals into account, not the sampling of 
judges. Secondly, if the subsample means are perfectly reliable 
(thus if the sampling of judges does not play a role) and 
different, then order consensus implies that the rank correlation 
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is 1, not just that it is positive. 
The test that we recommend is based on the theory of order 
restricted statistical inference (Barlow, Bartholomew, Bremner & 
Brunk, 1972; Robertson, Wright & Dykstra, 1988). The E122 test 
described by Robertson et al. is essentially suited to test the 
null hypothesis at hand. The so-called conditional version of 
this test will be exemplified here. An introduction to this test 
is given by Ellis (1992), who describes it as a form of ANOVA. 
There one can also find further information about the 
computations. A computer program is available from the first 
author of this chapter. 
The partitioning variable used was "Position", divided in 
the levels "Low" and "High". The sample mean of the sum score of 
Openness of communication was computed for each of the thus 
defined subpopulations in each hospital. The overall rank order 
of hospitals was estimated by taking the average of the two 
subsample means for each hospital. The test following this 
determined whether this overall rank order holds in each of the 
two subpopulations. The analysis is based on an ANOVA with the 
effects "Subpopulation" and "Hospital within Subpopulation". Now 
the Hospital within Subpopulation variance is further partitioned 
into a "Regression" part and a "Deviations" part. The Deviations 
part is the amount of variance that is inconsistent with the null 
hypothesis that the overall rank order holds in each 
subpopulation. The outcomes of the test are given in Table 2. The 
Deviations effect is not significant (p = .320) and, therefore, 
the null hypothesis can be retained. To put it differently, it 
may be assumed that the rank correlation of the subpopulation 
means is equal to 1, although the rank correlation of subsample 
means was only .533. Order consensus is not disproved. 
Insert Table 2 about here 
The method used here to estimate the rank order of hospitals 
is only an heuristic one, and it is unknown how it affects the 
Type I error rate of the test. It is better to use the maximum 
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TABLE 2. TEST OF ORDER CONSENSUS OF "OPENNESS' 
(N = 651). 
Source 
Deviations 
Regression 
Between 
Within 
4371, 
29577, 
33949, 
52850. 
SS 
.98 
.05 
.03 
.77 
DF 
44 
24 
68 
581 
99 
1232 
499 
90 
MS 
.36 
.38 
.25 
.97 
1. 
13, 
5. 
F 
.09 
.55 
.49 
0, 
0 
0, 
Ρ 
.320 
.000 
.000 
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likelihood rank order (e.g., Ranyard, 1976; Bossuyt, 1990). Then 
the Type I error rate is certainly under control. 
8. Limitations Of The Assessment Procedures 
The assessment methods proposed here have a number of 
limitations, of which some where already briefly mentioned. The 
following two limitations are due to the design, and hold equally 
for any other method. 
Nested design. In the nested design, crucial data for the 
consensus models are missing, namely ratings of the same judge to 
different targets. Important predictions that can be tested in 
the crossed design cannot be tested in the nested design. For 
instance, it is impossible to do a factor analysis in the nested 
design. This is the main reason why consensus can only be 
disproved, not proved. 
Randomization. All estimates of the δι and 6г coefficients 
given here assume randomization. The subpopulation invariance 
tests of interval and order consensus are based on the less 
restrictive subpopulation randomization assumption. Only the 
subpopulation invariance test of point consensus does not assume 
any form of randomization. Evidently, these randomization 
assumptions do not hold in many field research (e.g. if the 
targets are organizations), and this can invalidate the tests and 
coefficients. 
The following limitation is specific for the assessment of point 
consensus on basis of reliability analysis: 
Choice of the reliability estimate. In the estimate δι(α), 
Cronbach's coefficient α serves as an estimate of the 
reliability. It is known that α is only a lower bound to the 
reliability. As a consequence, δι(a) can overestimate δι. The 
work of Ten Berge and Zegers (197Θ) suggests that α is often a 
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fairly good estimate for the reliability, though. To rule out the 
possibility of overestimation, one can use the fact that α is 
equal to the reliability if and only if the items are essentially 
τ-equivalent (Lord & Novick, 1968). Essential τ-equivalence can 
be tested by means of a restricted 1-factor model (see Jöreskog, 
1978). If it turns out that the items are essentially τ-
equivalent, then δι(α) = δι. Otherwise, one can replace α by any 
better reliability estimate in the definition of δι(a), equation 
(7) (see Guttman, 1945; Jackson & Agunwamba, 1977; Lord & Novick; 
Ten Berge & Zegers). 
Remember that we adopted here Lord and Novick's (1968) 
definition of the true score. This is only a syntactical 
definition; different semantic definitions of the (hypothetical) 
replication experiment may lead to different true scores (Lord & 
Novick, Chapter 2; Cronbach et al., 1972) and hence different 
coefficients δι and δζ. For instance, if coefficient α is used as 
reliability estimate, then the replications are basically taken 
over items, and this can correspond to a different meaning and 
value of δι than if a test-retest correlation is used. 
The following limitations are specific for the subpopulation 
invariance tests: 
Choice of partitioning variables. If consensus is violated, 
then the subpopulation invariance tests will indicate that only 
if the partitioning variables are well chosen. The most effective 
partitioning variables may be quite specific judge 
characteristics. If these are not included in the design, it may 
be impossible to disprove consensus and the δα' and Ò?' estimates 
can be unjustifiably high. The choice of partitioning variables 
should preferably be based on instrumental theories regarding the 
measured attribute. An example of this in the context of key 
informant methodology is given by Seidler (1974; 1976; 
McGranahan, 1976). 
The effectiveness of the partitioning variables, and hence 
the adequacy of the instrumental theory, can be evaluated by 
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means of a comparison of δη. (a) and δι'. If the most effective 
partitioning variable (p
v
 + ра л) would be used, then δχ' = δχ. 
Larger values of δχ' will result from less effective partitioning 
variables. Thus if δχ' is close to δχ(α), and if one can rule out 
the possibility that δχ(α) is much larger than δχ (see above), 
this indicates that effective partitioning variables were chosen. 
If δχ' is much larger than δα(α), this indicates that ineffective 
partitioning variables were used. 
The example data were obtained before the methods of this 
chapter were designed and, as a consequence, the choice of 
partitioning variables was restricted by availability. It was 
reported above that δχ(α) = .3 67 and δχ' = .973. Both are upper 
bounds of δχ, so δχ < .367. Thus δχ' is much too high as an 
estimate of δχ, and this indicates that the partitioning 
variables used here were not very effective. This also places 
doubts on the Ог ' estimate; we cannot rule out the possibility 
that it is much too high. 
Subsample sizes. Partitioning of the sample may result in 
very small subsample sizes. It is well-known that this reduces 
the statistical power of ANOVA. This is another reason why the 
subpopulation tests may not disprove consensus when it is in fact 
violated. This possibility may be ruled out, however, by 
evaluation of the statistical power of the test. 
All these limitations work in the same direction: Consensus can 
only be disproved, it cannot be proved. Note, however, that that 
is true for every scientific theory. The following limitation is 
a caution against the blind use of coefficients. 
Relative size of subsamples. Suppose that head nurses and 
other nurses have very different perceptions of Openness of 
Communication, due to their different hierchical position in the 
organization. If the proportion of head nurses is small, their 
effect on δχ and δζ will be small too, and these coefficients can 
be high. Thus violations of consensus that have a small numerical 
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effect are not necesarily negligible; they can be systematically 
related to other variables. 
9. Limitations Of Intraclass Correlations 
The limitations of ICC(2) as an index of unidimensionality 
were discussed by James (1982), to which we agree; so we confine 
the discussion to ICC(l). It was derived that ICC(l) is a lower 
bound for δι. The limitations of ICC(l) as an index of point 
consensus therefore mirror those of the upper bounds developed in 
this chapter. The upper bounds are informative only if they are 
low, indicating that point consensus should not be assumed. 
ICC(l) on the other hand, is informative only if it is high, 
indicating that point consensus may be assumed. 
James (1982) reported that the values of ICC(l) in 
organizational climate measurement are typically between .00 and 
.50, with a median of approximately .12. These low values suggest 
that, in general, ICC(l) is not very informative. Suppose that an 
ICC(l) of .50 is obtained for a given attribute. This value can 
be the result of perfect point consensus with quite unreliable 
observed scores (σ
Ρ
2
 + σ
Ρ
α
2
 = 0 and O E 2 = Oa2| . It can equally 
well be the result of severe violations of point consensus with 
reliable observed scores (σ«2 = σ
Ρ
2
 + oPc*
2
 and σ
Ε
2
 = 0) . Thus, 
even with this comparatively high value of ICC(l) one cannot 
conclude that point consensus holds to a reasonable extent. A low 
value of ICC(l), say .05, is even less informative, since it is 
only a lower bound. So δι can assume any value between .05 and 1. 
Note that ICC(l) also shares several limitations with the 
here developed methods, particularly with respect to the nested 
design, randomization, and relative subsample sizes. For these 
reasons, we believe that the here developed methods, despite 
their limitations, provide valuable supplementary information. 
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10. Consensus And Bias Of Aggregate Measures 
If the judges are not randomly assigned to targets, the mean 
observed scores of the targets generally can be affected by 
selection phenomena (Campbell & Stanley, 1966; Cook & Campbell, 
1979). As a consequence, the means can be biased as estimates of 
the target main effects, OA. Consider the relation of this to the 
three consensus models. 
Under point consensus, the means are always unbiased, 
regardless of the distribution of judges over targets. One can 
say that under point consensus the target means are selection 
free. Point consensus is, moreover, the only model that guards 
the group means against all selection phenoma: The condition that 
the mean observed scores cannot be affected by any form of 
selection of judges means that every subpopulation of judges that 
can be selected for a given target must yield the same mean 
observed score for that target. That is : μ^Α = ЦТА for every two 
subpopulations S and Τ, and every target A. This must hold 
particularly for subpopulations that consist of a single judge, 
say S = {ν} and Τ = {w}, which yields point consensus. 
Under interval consensus, the means can be biased, but it is 
possible to adjust for bias on basis of variables that are 
related to the judge main effects. This is exemplified by Seidler 
(1974, 1976). The model of Seidler seems to presuppose interval 
consensus, since it assumes additivity (as remarked by Seidler, 
1976, p. 179; his equation 1 does not have an interaction term). 
So this should be tested before Seidlers method is applied. The 
subpopulation randomization assumption is also needed in his 
method. 
We do not know an appropriate method to adjust for bias 
under order consensus. However, unbiased estimation of <XA is 
unimportant in this context. Under order consensus one will be 
satisfied already with a sound estimate of the underlying rank 
order of targets. This can be obtained as the maximum likelihood 
rank order from the subpopulation invariance test, provided that 
the subpopulation randomization assumption holds. 
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CHAPTER 8 

Chapter 8 Complements 8-1 
COMPLEMENTS AND CONCLUDING REMARKS 
In the previous chapters a distinction was made between 
stochastic subject and random sampling formulations of latent 
trait theory. A third formulation is possible and may be called 
the smoothing formulation. In Chapter 2 the Lebesgue-Radon-
Nikodym (LRN) definition of conditional probability was adopted: 
P[X < χ|Θ] is defined to be a random variable Y for which there 
exists a measurable function g such that Y = g (Θ) , and EG (Y) = 
Pe [Χ < χ] for every positive G e σ(Θ) . The measurability 
condition of g can be seen as a weak smoothness condition. A 
consequence of this condition is that the LRN definition implies 
that P[X < χ|Θ = t] is primarily determined by the behavior of X 
when Θ lies in the neighborhood of t. The behavior of X in Θ = t 
can be totally unimportant for it. For instance, as exemplified 
in Chapter 2, under certain additional regularity conditions the 
LRN definition means that P[X < χ|Θ = t] may defined to be the 
limit value of Рц -tishi [X < x] as h -l 0. If Θ has a continuous 
distribution, then Ρ[Θ = t] = 0 , and then the behavior of X in Θ 
= t cannot affect P[X < χ|Θ = t] . So P[X < χ|Θ] may be defined, 
and assume values different from 0 and 1, even when every event 
of the form [Θ = t] contains at most a single, non-stochastic 
subject. In that case, neither the stochastic subject nor the 
random sampling interpretation holds; P[X < χ[Θ] is rather the 
result of a smoothing operation. 
More exactly, P[X < χ|Θ] can be seen as the result of a 
smoothing operation in that it is the projection of the indicator 
function of [X < x] onto the set of measurable functions of Θ in 
the Hilbert space of square integrable random variables with L2 
inner product (e.g., Billingsley, 1986, p. 477-478; Robertson, 
Wright & Dykstra, 1988, Ch. 8). As discussed by Robertson, Wright 
and Dykstra, the LRN definition of conditional probability can be 
generalized by projecting onto other sets that are a closed 
convex cone and a σ-lattice. So it might be possible to adopt a 
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non-LRN definition of conditional probability where P[X < χ|Θ] is 
the projection onto a set of functions of Θ that satisfy a 
stronger smoothness condition than measurability. Then IRFs are 
primarily defined to be "smooth". Monotonicity can be seen as 
only one form of smoothness in that a monotone function is 
Lebesgue-almost everywhere differentiable. The methods of Ramsay 
(1991) and Ramsay and Winsberg (1991) to estimate the IRFs by 
smoothing thus directly use the defining characteristics of such 
a constrained, non-LRN concept of conditional probability. 
Rosenbaum (1984) gives an fourth IRT formulation that is 
presumably the weakest of all: 
"An item response model attempts to describe the joint 
distribution, pr(X = x) , of J dichotomously scored (1 = 
correct, 0 = incorrect) test items X = (Х1Д2, . . .,Xj) in 
terms of a simple structure, namely 
pr(X = x) = i ГЬ-і^ rd(u)~(;"{l - r3 (u) }•"•"" <3>dF(u) (1.1) 
where F(.) is a cumulative probability distribution, and 
ri (u) is a monotone nondecreasing function of u with 0 < 
rD(u) < 1 for all u and for j = 1,2,...,J." 
This may be called the simple structure formulation of IRT. The 
difference with the other formulations is that, here, the 
existence of a latent variable is not assumed - at least not 
explicitly. In Holland's words (personal communication) the 
latent variable is defined to be "something that integrates out". 
It is not clear to me what the advantage of this formulation 
would be. The interpretation seems to be that there is no 
interpretation. The stochastic subject and random sampling 
formulation of the monotone IRT model evidently imply that a 
simple structure representation exists. It is not immediately 
clear whether the converse true. If a simple structure 
representation exists then there exists on some probability space 
a random variable U with distribution function F(.) (Billingsley, 
1986, Theorem 14.1), but the question is whether U can always be 
defined on the same probability space as the XD and such that 
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P[Xd = l|U] = rj(U) and such that X is conditionally independent 
given U. 
For practical purposes it seems nonetheless reasonable to 
view the monotone IRT model as a model for P[X = x] . This 
illuminates a problem that has not been addressed here, namely 
that the IRFs each involve infinitely many parameters (they can 
be seen as points in an infinite-dimensional function space; 
Ramsay, 1991, p. 614); but P[X = se] defines at most 2 K parameters 
if К is the number of items. Thus the IRFs must be unidentified 
to a large extent if the item set is finite. Croon (1990, 1991) 
developes latent class models with ordered latent classes that 
resemble the monotone IRT model but that involve only a finite 
number of parameters. Croon's model is in fact a monotone IRT 
model where the IRFs are nondecreasing step functions; the latent 
classes coincide with regions of Θ where all IRFs are flat. 
Croon's model seems not fully equivalent with the unrestricted 
monotone IRT model if the number of latent classes is restricted, 
however. 
Croon's method is based on the observed frequencies of the 
response patterns χ and might be problematic if the number of 
items is not small. One might therefore consider whether it is 
possible to use only the second order moments of X (compare 
factor analysis of tetrachoric correlations) . It is easily seen 
that in the Croon model, if 
Ρ = [pi = ], where pleJ = P[X± = 1|Θ = s], 
D = [dsc] , where d=s = Р[ = s] and d»*-. = 0 if s Φ t, and 
M = [nud] with m l d = E(Xa.Xz,) 
then 
diag(M) = Ρ diag(D), and 
M = PDP' + U 2 for some diagonal matrix U. 
Hence it should be possible to reproduce the IRFs by a 
constrained factor-analysis on the matrix of second order 
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moments, M. Each latent class forms a factor and the IRFs are 
given by the rows of the factor pattern, P. Preliminary-
simulations with data generated by the Rasch model indicate that 
the reproduction of the IRFs by this method is quite poor and 
does not form a serious competitor for the method of Ramsay 
(1991) on basis of the item-total score regression. 
It has been argued by some psychometricians that in a 
monotone IRT model where the IRFs are parallel in the sense that 
P[X± = 1|Θ] = F (Θ - bi), it would be almost impossible to 
disprove the Rasch model because the IRFs can be made near to 
logistic by a monotone transformation of Θ. This is a counter­
example: Suppose 
P[Xi = 1|Θ = 1] = 0.8, P[Xi = 1| = 2] = 0.9, 
P[X2 = 1|Θ = 1] = 0.1, P[X2 = 1| = 2] = 0.8. 
It is easy to find a piecewise linear function F with these 
properties. If the Rasch model holds, then Ps[Xi = 1|XJ. + Xa = 1] 
does not depend on the subpopulation S. In this example, 
Ρΐθ.ΐ][Χι = l|Xi + Xa = 1] = 0.97, and 
Рс =2І[Хі = 1|Хі + X 2 = 1] = 0.69. 
These are not almost identical and no transformation will help. 
Grayson (1988) shows that, under the monotone IRT model, the 
total score has monotone likelihood ratio in the latent variable. 
Junker (1993) shows that this implies that the item-rest score 
regressions (IRRs) are nondecreasing. This is an important and 
transparent property by which the monotone IRT model can be 
tested. Such a test might be more sensitive to violations of 
monotonicity than a test of the sign of the covariances. 
Monotonicity of the IRRs is evidently not sufficient for the 
monotone IRT model (see Van den Wollenberg, 1982) . It may be 
worthwhile to consider also "multiple" IRRs, i.e., the multiple 
regression of an item upon two or more subtest scores, where the 
item and the subtests are all disjoint. It is easily shown that 
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this regression should be nondecreasing in each subtest score. 
Asymptotic tests of monotonicity of a single IRR can be obtained 
relatively easily via normal approximation and standard isotonic 
regression methods, as in Chapter 5. The extension to a 
simultaneous test for all IRRs is not trivial and needs further 
research. Another important question is under which conditions 
Grayson's result can be generalized to polytomous items. 
One reason to use Mokken's scaling criterion that 
coefficient H exceeds some positive constant с is that, for 
practical purposes, the total score should have certain 
reliability (Molenaar, 1982). An obvious problem is that the 
monotone IRT model does not justify any particular choice for с 
The examples in the section on subtail-measurability in Chapter 
4 suggest that a non-LAD item pool contains items that have a 
negative contribution to the reliability of the total score in at 
least some subpopulations. So perhaps LAD can be characterized as 
the property that coefficient H is bounded away from zero in 
every subpopulation. This would entail another interpretation of 
Mokken's scaling criterion and a theoretical justification for 
it. The value of с would be unimportant, indeed, but a fixed 
value should be adopted when the number of items increases. 
The main contribution of the present work is that it has 
provided answers to the question by which empirical conditions 
monotone latent variable models are characterized. Some 
statistical tests for the hypothesis of nonnegative covariances 
conditions have been developed, but other tests, such as for 
monotonicity of the IRRs, are still worthwhile to explore. The 
point of view has gradually shifted from a pure stochastic 
subject interpretation to a meta-stochastic subject 
interpretation that is consistent with the random sampling and 
smoothing interpretations of IRT. The emphasis shifted 
accordingly from the principle of subpopulation invariance to 
more general estimatability conditions such as tail-
measurabi1i ty. 
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Samenvatting S-l 
SAMENVATTING 
In hoofdstuk 1 wordt het globale doel van het onderzoek in dit 
proefschrift beschreven: Bijdragen aan de theorie van latente 
variabele modellen die voldoen aan unidimensionaliteit, 
voorwaardelijke onafhankelijkheid, monotoniciteit, en een minimum 
aan andere assumpties. De centrale vraag is wat de precieze 
betekenis van deze modellen is of zou moeten zijn. Meer in het 
bijzonder is het doel om die modellen te karakteriseren met 
empirische voorwaarden. Tevens worden m hoofdstuk 1 de 
belangrijkste inspiratie-bronnen voor het onderzoek genoemd, en 
wordt een overzicht van de rest van het proefschrift gegeven. 
In hoofdstuk 2 wordt de voorwaarde van locale homogeniteit 
onderzocht. De zogenaamde "stochastische subjecten" formulering 
van latente trek modellen houdt in dat, binnen een subject, de 
gebeurtenis om een zeker responsie-patroon te krijgen 
probabilistiscn kan zijn. Gewone latente trek modellen impliceren 
evenwel niet dat deze bmnen-subject kansen gelijk zijn aan de 
voorwaardelijke kansen gegeven de latente trek in het model. De 
laatste voorwaarde wordt locale homogeniteit genoemd. Er wordt 
bewezen dat locale homogeniteit equivalent is met subpopulatie-
invariantie van het model. In het geval van het monotone IRT model 
impliceert locale homogeniteit de afwezigheid van item bias, 
afwezigheid van item-specifïeke trekken, en de mogelijkheid om 
overlappende subtests tot één test samen te voegen. De volgende 
karakteriserings-stelling wordt bewezen· Het homogene monotone IRT 
model geldt voor een eindige of aftelbare item-pool dan en slechts 
dan als de pool experimenteel onafhankelijk is en paarsgewijze 
met-negatieve associatie geldt in iedere positieve subpopulatie. 
In hoofdstuk 3 wordt de voorwaarde van subpopulatie-
ïnvariantie onderzocht Een universeel model wordt gedefinieerd 
als een verzameling gedragswetten die gelden voor bijna iedere 
subject van een gegeven populatie. Universele modellen voldoen aan 
het principe van subpopulatie-invariantie: Als het model geldt in 
een populatie, dan gelden het model en alle voorspellingen ervan 
ook in iedere niet-verwaarloosbare subpopulatie. Op basis van dit 
principe wordt bewezen dat slechts één universeel model, namelijk 
congeneriteit, een verhoudingen-patroon in de geobserveerde-score 
covariantie-matrix kan verklaren. Soortgelijke resultaten worden 
verkregen voor het orde- en tekenpatroon m covariantie-matrices. 
Meer in het bijzonder kunnen noodzakelijk en voldoende voorwaarden 
voor deze modellen worden geformuleerd met behulp van het 
principe. Factor-analytische representaties kunnen aan het 
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principe voldoen, maar doen dat niet noodzakelijk. Afstands­
representaties in multidimensionele schaling, van de andere kant, 
zullen het principe in het algemeen schenden en zijn daarom niet 
herleidbaar tot een universeel model. 
In hoofdstuk 4 wordt de voorwaarde van staart-meetbaarheid 
onderzocht. We beschouwen latente variabele modellen voor een 
oneindige rij (of universum) van manifeste variabelen die 
discreet, continu, of een combinatie daarvan mogen zijn. De 
hoofdstelling is een algemene karakterisering met empirische 
voorwaarden van latente variabele modellen die voldoen aan 
unidimenslonalι teit, monotoniciteit, voorwaardelijke 
onafhankelijkheid, en staart-meetbaarheid Staart-meetbaarheid 
betekent dat de latente variabele consistent geschat kan worden 
uit de rij manifeste variabelen met weglating van enig 
willekeurige eindige deelrij. De karakteriserende, noodzakelijk en 
voldoende, voorwaarden waar de manifeste variabelen aan moeten 
voldoen voor deze modellen zijn conditionele associatie en 
verdwijnende conditionele afhankelijkheid (als men op meer andere 
manifeste variabelen conditioneert) Onze hoofdstelling is een 
aanmerkelijke generalisering en verscherping van de 
karakterisering in hoofdstuk 2, alsmede van eerdere resultaten van 
Holland en Rosenbaum (1986) en Junker (1993). De stelling is ook 
nauw gerelateerd aan het werk van Stout (1990) . 
De hoofdstelling wordt vooraf gegaan door vele resultaten 
voor latente variabele modellen in het algemeen - niet 
noodzakelijk unidimensionaal en monotoon. Zij hebben betrekking op 
de uniekheid van latente variabelen en zijn verbonden met de 
voorwaardelijke onafhankelijkheid stelling van Suppes en Zanotti 
(1981). We bespreken nieuwe, model-vrije definities van de 
begrippen "ware score" en "subpopulatie", die de eerdere 
betekenissen hiervan generaliseren 
In hoofdstuk 5 worden drie statistische toets-procedures voor 
de hypothese van met-negatieve covarianties ontwikkeld. De 
hypothese dat alle covarianties in een gegeven verzameling 
variabelen niet-negatief zijn is belangrijk omdat hij wordt 
geïmpliceerd door alle monotone latente variabele modellen (bijv., 
Mokken, 1971) . Gebruik makend van het feit dat de steekproef-
covarianties asymptotisch multivariaat normaal verdeeld zijn 
worden hier drie statistische toetsen besproken: (1) de LR toets 
(Robertson, Wright & Dykstra, 1988), (2) de conditionele toets 
(Wollan & Dykstra, 1986), en (3) een hier ontwikkelde toets op 
basis van de minimum geschaalde covariantie. Alle drie de toetsen 
kunnen eenvoudig worden toegepast op een gepoolde covariantie-
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matrix, verkregen uit verschillende groepen. De toetsen kunnen 
worden gezien als multivariate generaliseringen van de toetsen die 
zijn voorgesteld door Mokken (1971) en Rosenbaum (1984) voor een 
enkel paar variabelen. Verscheidene simulatie-onderzoeken worden 
gerapporteerd om de bruikbaarheid van deze toetsen in IRT te 
exploreren. 
In hoofdstuk 6 wordt het gebruik van het monotone IRT model 
op paarsgewijze keuze-data onderzocht. Het ideaal-punt monotone 
ontvouwings (IPMU) model wordt gedefinieerd als een non-
parametrisch, unidimensionaal, ontvouwmgsmodel voor individuele 
paarsgewijze keuze-kansen. Het generaliseert veel bestaande 
parametrische, unidimensionale ontvouwmgsmodel 1 en (bijv., Sixtl, 
1973; Zinnes & Griggs, 1974). Een equivalente formulering van het 
IPMU model kan worden gegeven door middel van het monotone IRT 
model van Mokken (1971), verrijkt met locale homogeniteit. 
Dientengevolge kan het IPMU model middels IRT methoden worden 
getoetst en gebruikt wanneer keuze-data zijn verkregen op een 
enkele random gelegenheid. De ordening van alternatieven kan 
worden afgeleid uit het teken-patroon van de covarianties tussen 
de keuze-variabelen. Het model kan worden getoetst middels de 
hypothese dat het vereiste teksn-patroon in iedere subpopulatie 
geldt. Dit, tezamen met experimentele onafhankelijkeid, 
karakteriseert het IPMU model volledig. De ordening van personen 
kan worden geschat met de somscore van de keuze-variabelen - mits 
deze het juiste teken krijgen Vervolgens kunnen de IRFs worden 
geschat met Ramsay's (1991) methode. Tenslotte wordt in dit 
hoofdstuk onderzocht wat de relatie is tussen de IRFs en twee 
mogelijke ordinale structuren van de individuele dominantie-
matrices die door Bossuyt (1990) zijn onderscheiden, namelijk 
karakteristieke en bilaterale monotoniciteit. 
In hoofdstuk 7 wordt onderzocht hoe testtheorie modellen 
kunnen worden gebruikt bij het vaststellen van de mate van 
overeenstemming tussen beoordelaars in een genest design. Er wordt 
betoogd dat het doel van beoordelmgs-onderzoek m veel opzichten 
hetzelfde is als dat van testvaliderings-onderzoek. Beoordelaars 
spelen een rol die vergelijkbaar is met die van test-items in het 
meetproces Deze analogie leidt tot het onderscheiden van twee 
verschillende vormen van overeenstemming tussen beoordelaars, 
namelijk "betrouwbaarheid" en "unidimensionaliteit " . Hoewel 
beoordelings-onderzoek zich altijd heeft geconcentreerd op de 
betrouwbaarheids-vorm, is de unidimensionaliteits-vorm niet minder 
belangrijk. Unidimensionaliteit wordt hier verder verfijnd in drie 
verschillende modellen: orde consensus, interval consensus, en 
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punt consensus . Ieder van deze modellen houdt een vorm van 
overeenstemming in voor het s t a b i e l e , ware-score deel van de 
oordelen. S t a t i s t i s c h e toe tsen en coëff ic iënten die kunnen worden 
geb ru ik t in een genest design ( b i j v . , beoorde laa r s binnen 
o rgan i sa t i e s ) worden ontwikkeld voor ieder van deze modellen. Er 
wordt betoogd dat i n t r a - k l a s s e c o r r e l a t i e s hooguit een ondergrens 
voor de mate van punt consensus l everen . De h i e r ontwikkelde 
methoden leveren bovengrenzen. 
Hoofdstuk 8 bevat enige aanvullende opmerkingen. Met name 
wordt h i e r opgemerkt dat ook nog de "smoothing" en "simple 
s t ruc ture" i n t e r p r e t a t i e s van IRT kunnen worden onderscheiden. 
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STELLINGEN 
behorende bij het proefschrift van Jules L. Ellis, getiteld: 
Foundations of monotone latent variable models. 
1. Het monotone latente variabele model geldt voor een oneindige 
rij manifeste variabelen met een latente variabele die consistent 
schatbaar is uit de generaliseerbare informatie in de manifeste 
variabelen dan en slechts dan als de rij conditioneel 
geassocieerd is en iedere eindige deelrij conditioneel 
onafhankelijk is gegeven de overige manifeste variabelen. 
Hoofdstuk 4 van dit proefschrift. 
2. Een eindige en experimenteel onafhankelijke rij manifeste 
variabelen is congeneriek dan en slechts dan als de covariantie-
matrix van de rij in iedere positieve subpopulatie voldoet aan 
een lineair 1-factor model, met hetzelfde factorpatroon in al die 
subpopulaties. 
Hoofdstuk 3 van dit proefschrift. 
3. Marginale locale homogeniteit en experimentele 
onafhankelijkheid impliceren locale homogeniteit. In 
tegenstelling tot wat Lord en Novick (1968, p. 540) beweren, 
geldt het omgekeerde niet. Locale homogeniteit is equivalent met 
subpopulatie invariantie van de conditionele verdeling van 
manifeste variabelen gegeven de latente variabelen. 
Hoofdstuk 2 van dit proefschrift en: Lord, F.M. & Novick, 
M.R. (1968). Statistical theories of mental test scores. 
Reading, MA: Addison-Wesley. 
4. Onder het ideaalpunt-monotone ontvouwingsmodel voor 
paarsgewijze keuzevariabelen met covarianties ongelijk aan nul 
kan de latente ordening der alternatieven worden afgeleid uit het 
tekenpatroon in de covariantiematrix van de keuzevariabelen. 
Hoofdstuk б van dit proefschrift. 
5. Voor een stochastische subject interpretatie van latente 
variabele modellen is het logisch noodzakelijk dat de geldigheid 
van het model subpopulatie-invariant is. Aangezien deze laatste 
voorwaarde falsifleerbaar is, is de stochastische subject 
interpretatie wetenschappelijk aanvaardbaar slechts indien 
pogingen zijn ondernomen om subpopulatie-invariantie empirisch te 
weerleggen. 
Hoofdstuk 2 van dit proefschrift. 
6. Gezien het veelvuldig gebruik van cross-sectionele 
onderzoeksmethoden in met name veld-onderzoek, kan "psychologie" 
vaak beter worden gezien als de studie van meta-subjecten -
groepen subjecten die in het betreffende domein als equivalent 
mogen worden beschouwd - dan als de studie van reeële individuele 
subjecten. 
Hoofdstukken 3 en 4 van dit proefschrift. 
7. De in dit proefschrift ontwikkelde toetsen voor het teken van 
covarianties kunnen worden gezien als multivariate generalisaties 
van de door Holland en Rosenbaum (1986) gebruikte Mantel-Haenszel 
toets. 
Hoofdstuk 5 van dit proefschrift en: Holland, P.W. & 
Rosenbaum, P.R. (1986). Conditional association and 
unidimensìonality in monotone latent variable models. The 
Annals of Statistics, 14, 1523-1543. 
8. Consensus is een vorm van overeenstemming tussen 
beoordeelaars, is formeel identiek aan unidimensionaliteit van 
testitems, en kan derhalve met dezelfde analysetechnieken worden 
vastgesteld indien de data afkomstig zijn uit een gekruist 
design. In een genest design zijn sommige vormen van consensus 
nog steeds falsifieerbaar, mits er relevante aanvullende 
variabelen beschikbaar zijn. 
Hoofdstuk 7 van dit proefschrift. 
9. In de door Fishbein en Ajzen (1975) gepropageerde methode van 
attitudeschaal constructie kan bij iedere andere begrensde 
variabele een lineaire transformatie worden gedefinieerd die, 
indien toegepast op de belief- en evaluatieratings, het teken 
verandert van de correlatie tussen de schaalscore en die andere 
variabele. Constructvaliditeit van de schaalscore vereist 
derhalve dat de ratings het meetniveau van een ratioschaal 
hebben, hetgeen onaannemelijk is. 
Fishbein, M. & Ajzen, I. (1975). Belief, attitude, intention 
and behavior: An introduction to theory and research. 
Reading, MA: Addison-Wesley. 
10. De default-keuze voor principale componenten analyse door de 
procedure FACTOR in SPSS-X illustreert dat de werkwijze van 
sommige onderzoekers om, daar waar zij de door statistische 
programmatuur geboden keuzes niet begrijpen, de keuze door het 
programma te laten maken, getuigt van een naief vertrouwen in de 
wetenschappelijke aspiraties van de programmeurs. 
11. Een bespreking van enkele onderzoeken die de beperkingen van 
intuïtieve menselijke inferentie-heuristieken aantonen zou een 
verplicht onderdeel moeten zijn van de studie psychologie. 
Nisbett, R. & Ross, L. (1980). Human inference: Strategies 
and shortcomings of social judgment. Englewood Cliffs, NJ: 
Prentice-Hall. 
12. Eén van de doelen van het methoden- en techniekenonderwijs in 
de psychologie zou moeten zijn de student bij te brengen dat 
cross-sectioneel vastgestelde correlaties vaak ten onrechte 
worden geïnterpreteerd als ware zij vastgesteld met longitudinaal 
onderzoek. 
13. Wat 'gevoel' is voor vrouwen, is 'geautomatiseerde 
berekening' voor mannen. Vermoedelijk bedoelen ze ook hetzelfde, 
want in beide gevallen is luiheid de oorzaak en chaos het gevolg. 
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