We establish a robust schema design framework for data with missing values. The framework is based on the new notion of an embedded functional dependency, which is independent of the interpretation of missing values, able to express completeness and integrity requirements on application data, and capable of capturing many redundant data value occurrences. We establish axiomatic and algorithmic foundations for reasoning about embedded functional dependencies. These foundations allow us to establish generalizations of Boyce-Codd and Third normal forms that do not permit any redundancy in any future application data, or minimize their redundancy across dependency-preserving decompositions, respectively. We show how to transform any given schema into application schemata that meet given completeness and integrity requirements and the conditions of the generalized normal forms. Data over those application schemata are therefore fit for purpose by design. Extensive experiments with benchmark schemata and data illustrate our framework, and the effectiveness and efficiency of our algorithms, but also provide quantified insight into database schema design trade-offs.
INTRODUCTION
SQL continues to be the de-facto industry standard and choice for data management. This holds true even after several decades of use and even in the light of new application data such as complex-value data, Web data, big data, or uncertain data. Nevertheless, even the simplest extensions to the underlying relational model cause significant issues in database practice. A prime example is the handling of incomplete data, which has attracted continuous interest from academics and practitioners over decades. While many advances can be celebrated, it is still unclear what a right notion of a query answer of incomplete data constitutes. In this research we are interested in the design of database schemata in the presence of incomplete data. SQL handles incomplete data by the use of a null marker, denoted by ⊥, which indicates a missing data value occurrence on an attribute. The null marker is distinguished from actual data values, and treated differently. Different null marker occurrences, however, are treated uniformly in SQL to avoid processing overheads. Occurrences of null markers are on the rise for modern applications such as data integration. Indeed, in order to accommodate the integration of data from different schemata, frequent uses of null markers are necessary to conform to the structure of the underlying schema that integrates the data.
Desiderata
The primary aim of database design is to find a schema that facilitates the processing of the future application workload as well as possible. The well-known database design framework for relational databases is centered around the notion of data redundancy [6, 29, 31] . In practice, most redundant data value occurrences originate from functional dependencies (FDs) [8] . These dependencies can capture important integrity requirements of the underlying application domain. Informally, an FD X → Y expresses that every pair of tuples with matching values on all the attributes in X also has matching values on all the attributes in Y . Relational database design provides a framework to compute schemata in which integrity requirements can be enforced efficiently during updates. However, real-world requirements on the completeness of data are not accommodated, as no missing data is permitted to occur at all.
We will now summarize which properties an FD should exhibit to advance database design in practice. There has been a plethora of research on finding suitable extensions for the notion of an FD to accommodate missing data. This has led to useful notions such as weak and strong FDs [24, 25] , no information FDs [4, 16] , or possible and certain FDs [19, 21] . However, all of these notions assume that the same interpretation applies to all occurrences of the null marker in the given data set, such as "value does not exist", "value exists but is unknown", or "no information". This sensitivity to a fixed null marker interpretation is difficult to justify in practice. Furthermore, it is not clear why we would want null marker occurrences to have an impact on the validity of an FD at all. Instead, it is more sensible to make the seman- This would mean the FD X → Y is satisfied whenever for every pair of records that have no null marker occurrences in any columns in the set union XY of X and Y , matching values on all attributes in X imply matching values on all the attributes in Y . This notion is robust under different interpretations of null marker occurrences. It is beyond guesswork around the meaning of missing data in relations. Hence, firstly we desire a notion of an FD that is ignorant of missing data, in contrast to all previous notions that are sensitive to it. Secondly, for a notion of an FD to be practically useful for schema design it should capture many redundant data value occurrences and facilitate lossless decompositions to eliminate them. Thirdly, applications for real-world data have not only integrity requirements but also completeness requirements. In contrast to previous work, we require our notion of an FD to accommodate completeness requirements in addition to the integrity requirements. Fourthly, we expect that the resulting schema design framework coincides with the well-known relational framework for the fragment of the data that meet the completeness requirements of the applications. In fact, the point of the framework is to tailor relational schema designs to the completeness and integrity requirements of applications.
Motivating example
We illustrate our desiderata on the simple example of Table 1. The schema collects information about the benefit that parents receive for all their children together. As the benefit changes, updates must be processed efficiently.
Robustness. It is easy to observe that the FD p → b does not hold, as the second and third tuple have matching (non-null) values on p but different values on b. Since no missing data is involved, this is true for any interpretation of null markers. Instead, for the FD cp → b the situation is quite different. If the sole occurrence of ⊥ in r is interpreted as "value does not exist", then the FD should be true. If its interpretation is "value exists but unknown", then there are possible worlds of r (originating from the replacement of ⊥ by actual values) that satisfy the FD and others that do not. Hence, under this interpretation, the FD is possible but not certain to hold in r. If we interpret ⊥ as "no information", then the FD holds because there are no tuples with matching (non-null) values on p and c. Hence, if we do not know which interpretation applies to a given null marker occurrence, or if different null marker occurrences have different interpretations, then the semantics of an FD is not robust.
Data redundancy and their elimination by lossless decompositions. Under our robust semantics, the FD cp → b is satisfied. However, since there are no tuples with matching (non-null) values on c and p, this FD does not capture any redundant data value occurrences. In fact, we cannot express that the FD p → b actually holds on the subset of all tuples that have no missing values on attribute c. This novel observation leads us to the new notion of an embedded functional dependency (eFD). This is a statement E ∶ X → Y where E is a set of attributes and X, Y ⊆ E. Indeed, E defines the subset of tuples r E ⊆ r that have no missing data on any of the attributes in E. We require X, Y ⊆ E to make our notion of an FD robust, as explained before. For convenience, we sometimes simply write E − XY ∶ X → Y , understanding implicitly that all attributes in XY belong to E. We call an eFD E ∶ X → Y pure whenever E − XY is non-empty. In our example, we obtain the eFD c ∶ p → b, which clarifies the roles of the attributes c and p: p functionally determine b whenever c (and p and b) have no missing values. Now, our example shows that the eFD c ∶ p → b captures redundant data value occurrences. Each of the two values is redundant in the classical sense [35] that every change to one of those values to a different value will result in a violation of the eFD c ∶ p → b. Our experiments will show that pure eFDs cause a significant number of redundant data value occurrences that cannot be captured by previously studied FDs, that is, eFDs of the special case ∅ ∶ X → Y . In fact, we will show that pure eFDs are frequent among those eFDs that cause the most redundant data value occurrences on real-world benchmark data. The ability to capture many redundant data values enables eFDs to facilitate new lossless decompositions that can eliminate those redundancies.
Data completeness. The need to accommodate data quality requirements are another driver for our notion of an eFD. An eFD E ∶ X → Y enables users to declare completeness as well as integrity requirements, and to carefully distinguish between these two data quality dimensions. In fact, this notion now allows us to separate dependence from completeness concerns: the attribute subsets X and Y form the actual FD X → Y which must hold on the subset r E of all tuples that have no missing data on attributes in X, Y , and E − XY . In fact, as r E satisfies the FD X → Y over relation schema R, r E is the lossless join
] over its two projections on XY and X(R − Y ). Hence, we can eliminate all redundant data values on Y caused by the eFD E ∶ X → Y without a loss of information for the fragment r E of our application data that meets the requirement of having complete data values on all columns in E. This illustrates that eFDs drive data-completeness tailored database design. Tuples that do not meet the completeness requirements, that is tuples in r − r E , could be stored under the original schema R, or be subject to normalization approaches that are sensitive to the interpretation of null markers.
In summary, the example shows that eFDs are different from previous FDs in three aspects: they are robust under different interpretations of missing data and accommodate completeness requirements, they capture redundant data values occurrences that could not be captured before, and they facilitate lossless decompositions that eliminate redundant values for the data that is meeting the completeness requirements. Table 2 shows a lossless decomposition for the fragment of our example relation r that meets the requirements for tuples to be complete on c, p, and b, and eliminates the redundant data value occurrences from r. This is not achievable for previous notions of FDs. Hence, changes to the benefit b for a parent just require one update on the decomposed relation. As the data evolves, more tuples may meet the completeness requirements. For example, if the occurrence of ⊥ in r is updated to Maggie, then the resulting relation violates our eFD c ∶ p → b. In response we may update both value occurrences of 610 on b to 915 to reflect the new information that Homer has three children. On the decomposed schema, this would be represented by an insertion of (Homer, Maggie) and a single update of the value 610 on benefit to 915.
Contributions
We establish the first fully-fledged framework that brings forward schema designs tailored to the data completeness requirements of applications. (1) We propose the new notion of an embedded functional dependency (eFD). We demonstrate that eFDs provide an intuitive and useful notion for database schema design in practice. They a) capture an intrinsic relationship between completeness and integrity requirements not observed before, b) identify redundant data values, c) are robust under different interpretations of null markers, and d) enable users to declare completeness and integrity requirements under one framework. (2) We develop a full design theory including axiomatic and algorithmic characterizations of the implication problem for eFDs. Just like reasoning about FDs is indispensable for relational normalization, our design theory for eFDs is essential to our design framework. (3) We establish a schema design framework that accommodates completeness and integrity requirements of applications, based on suitable extensions of a) the notion of redundant data values, b) Boyce-Codd normal form, and c) Third normal form. (4) We show how to embed data completeness requirements into the relational normalization framework with no additional overheads, including BCNF decomposition and 3NF synthesis algorithms. For data that does not meet the completeness requirements, previous approaches that are sensitive to the interpretation of null markers can be applied. (5) We conduct comprehensive experiments on real-world benchmark schemata and data. In particular, we provide insight on how many redundant data values occur in the data, rank the relevance of our eFDs by how many data redundancies they cause, show how often schemata satisfy a normal form condition, how much redundancy 3NF syntheses permit, how many dependencies BCNF decompositions preserve, and how large decomposed schemata become. We consider the times of computations, and suggest by examples how data stewards can use our ranking of eFDs.
Organization
We explain our contributions over related work in Section 2, fix notation and propose eFDs in Section 3. Schema design foundations are developed in Section 4, normal forms are proposed in Section 5, and normalization is discussed in Section 6. An analysis of our comprehensive experiments is presented in Section 7. We conclude and outline future work in Section 8. More details can be found in the technical report [38] and at https://bit.ly/2AoOis6.
RELATED WORK
We review previous work to emphasize our contributions. Firstly, our core objective is tailoring classical schema design to data-completeness requirements of applications. Hence, the achievements of classical schema design are fundamental to our work. These achievements are handsomely summarized in surveys and textbooks [7, 29] . As our article starts research on data-quality driven database design, we focus on the most common class of integrity constraints and source of data redundancy, namely functional dependencies. More general constraints such as join or inclusion dependencies are left for future work [10, 13, 26, 34] . Hence, we are interested in Boyce-Codd Normal Form (BCNF) [9, 17] and Third Normal Form (3NF) [8] , with their well-known tradeoffs [7, 12, 23] : Any relation schema enjoys lossless BCNF decompositions that eliminate all data redundancy caused by FDs, but may not be dependency-preserving. On the other hand, every relation schema enjoys lossless 3NF syntheses that are guaranteed to be dependency-preserving, but may not eliminate all data redundancy. Our work subsumes all of these results as the special case where an application requires that no data values are missing, that is, when E = R. Important for these achievements is Vincent's classical notion of data redundancy [35] , which we generalize to a notion of data redundancy under data completeness requirements. This makes it possible to clearly state and demonstrate the achievements of our normal forms. Recently, classical FD discovery was combined with classical BCNF-decomposition to drive schema normalization from data [30] . They did not consider data quality criteria, and null markers were handled like any domain value.
Secondly, schema design for data with missing values has been a long-standing open problem [15, 19, 25] . Almost exclusively, the main focus of the research has been on suitable extensions of FDs to incorporate null markers. In that area there is a plethora of research, mostly focusing on foundational aspects such as reasoning. Among those extensions, there are approaches where null-free sub-schemata have been considered for reasoning about FDs [4, 16] . That work is different from our approach, and also focused on reasoning rather than schema design. In particular, the approach is more restricted because null-free sub-schemata do not permit any null marker occurrences in the columns of the subschema. Instead, we do permit null marker occurrences in any columns, but let the application requirements decide whether such records should be considered for design decisions. An interesting FD extension are weak and strong FDs that hold in some or all possible worlds of data sets with missing values [24, 25] . As with other extensions, the semantics of the extended FDs depends strongly on the interpretation of the null marker occurrences. This makes it difficult to address modern applications, such as data integration, where different null marker occurrences may require different interpretations. A second limitation is that the complexity of reasoning becomes often prohibitively expensive to guarantee efficient schema designs [25] . Recently, the concept of possible and certain FDs was introduced and shown to provide suitable extensions of schema design for data with missing values, at least in terms of BCNF [19, 21] . The work contains a review and comparison of FD extensions to data with missing values. We refer the interested reader to this survey. In summary, these approaches focus on the interpretation of null markers, aiming at their inclusion in decisions about schema design. These approaches can be criticized in different respects. Firstly, it is doubtful whether missing information should have an impact on schema design decisions. Secondly, modern applications such as data integration accommodate missing data values that require different interpretations, which makes it difficult to justify these approaches. Finally, application requirements have not been considered in these approaches, even though design decisions should be based on them. In contrast, our approach bases decisions about the design only on information that is available. That is, we design schemata beyond guesswork by considering complete data fragments. At the same time, application requirements become the primary focus point of our approach. In fact, the requirements can be declared as part of the FDs.
Thirdly, embedded unique constraints (eUCs) and embedded cardinality constraints (eCCs) have been investigated in previous work [36, 40] . Those articles investigated primarily their implication problem. In particular, the embedded version of a unique or cardinality constraint with embedding E holds on a data set r whenever the uniqueness or cardinality constraint holds on the scope r E of the given data set r. Our results on the implication problem for the combined class of eUCs and eFDs subsume the results of [40] on the individual class of eUCs. Neither eFDs nor data-completeness tailored database design have been considered before.
Finally, an important extension of classical FDs are conditional FDs (cFDs) [14] , which encode data quality rules that target the cleaning of data without missing values but not schema design for data with missing values. Specifically, eFDs encode data completeness requirements and are a major source of E-data redundancy. This makes them important for schema design. Note that the implication problem of general cFDs is coNP-complete to decide [14] , and already their consistency problem is NP-complete [14] . In contrast, classical FDs are always consistent and implication is lineartime decidable. As we show, this is also achieved by eFDs, which are therefore suited for schema design purposes from a computational point of view as well.
In summary, our work marks the first approach to tailor classical database schema designs to data-completeness requirements of applications.
EMBEDDED CONSTRAINTS
We introduce the data model and constraints. We begin with basic terminology. A relation schema is a finite non-empty set R of attributes. Each attribute A of a relation schema R is associated with a domain dom(A) which represents the possible values that can occur in column A. In order to encompass incomplete information, the domain of each attribute contains the null marker, denoted by ⊥. In line with SQL, and to cater for all different types of missing values, the interpretation of ⊥ is to mean "no information" [41] . We stress that the null marker is not a domain value. In fact, it is a purely syntactic convenience that we include the null marker in the domain of each attribute.
For attribute sets X and Y we may write XY for their set union X ∪ Y . If X = {A1, . . . , Am}, then we may write A1⋯Am for X. In particular, we may write A to represent the singleton {A}. A tuple (or record ) over R is a function t ∶ R → ⋃ A∈R dom(A) with t(A) ∈ dom(A) for all A ∈ R. For X ⊆ R let t(X) denote the restriction of the tuple t over R to X. We say that a tuple t is X-total (X-complete) if t(A) =⊥ for all A ∈ X. A tuple t over R is said to be a total tuple if it is R-total. A relation r over R is a finite set of tuples over R. A relation r over R is a total relation if every tuple t ∈ r is total. The sub-set r X of X-total tuples in r is called the scope of r with respect to X, or simply the scope of r when X is fixed. We say that two tuples t, t ′ over R have matching values on an attribute A ∈ R whenever t(A) = t ′ (A). A key over R is a subset X ⊆ R. A total relation r over R satisfies the key X over R whenever there are not any two distinct tuples in r with matching values on all the attributes in X. A functional dependency (FD) over R is an expression X → Y with X, Y ⊆ R. A total relation r over R satisfies the FD X → Y over R whenever every pair of records in r with matching values on all the attributes in X has also matching values on all the attributes in Y . The semantics of keys and FDs can be extended to relations with missing values by adopting uniformly (that is, for all null marker occurrences) either the ⊥=⊥ or ⊥ =⊥ semantics. Under either of these semantics, ⊥ is considered to be different from any actual domain value. Other semantics have been defined, and we refer the interested reader to [19, 21] for an overview of those. In a nutshell, different semantics lead to different notions of constraints each of which is useful in different contexts. However, in classical but even more in modern applications such as data integration, different null marker occurrences in a relation may require different interpretations. This makes it difficult, if not impossible, to justify any uniform interpretation of ⊥.
In this article we take a different approach. Firstly, we let the application decide which data completeness requirements tuples must meet to be fit for use by the application. That is, we embed the data completeness requirements in the declaration of constraints. Secondly, the semantics of our constraints is based exclusively on the complete information embedded in the underlying relation. In other words, we follow the principled approach that missing values must not impact the decision whether a constraint is satisfied by the given relation or not. This decision is entirely determined by the actual data values that are available.
Similar ideas motivated us [40] to introduce embedded unique constraints (eUCs). Given a relation schema R, an embedded unique (eUC) is an expression of the form E ∶ U where U ⊆ E ⊆ R holds. A relation r satisfies the eUC E ∶ U iff the scope r E = {t ∈ r ∀A ∈ E(t(A) =⊥)} of r with respect to E satisfies the key U . If E = U , the eUC U ∶ U is satisfied by relation r iff the key U is satisfied by r using the ⊥ =⊥ semantics iff the SQL unique constraint on U is satisfied by r. Of course, if E contains some attribute that is not in U , then the semantics of eUCs cannot be captured by any other notion of a key. The decision to require U ⊆ E ensures that the semantics of the eUC only depends on the complete fragments embedded in the given relation. This motivates the following definition. Definition 1. Given a relation schema R, an embedded functional dependency (eFD) is an expression of the form E ∶ X → Y where XY ⊆ E ⊆ R holds. A relation r satisfies the eFD E ∶ X → Y if and only if the scope r E of r with respect to E satisfies the functional dependency X → Y . Given E ∶ X or E ∶ X → Y , we sometimes simply write E − X ∶ X or E − (XY ) ∶ X → Y , respectively, to emphasize which additional attributes apart from those in XY are required to have no missing values. The choice of E is based Table 3 where the underlying schema R consists of attributes c, d , f , l, p, and z. The eFD p ∶ dz → c is satisfied by r because the FD dz → c holds on the scope r cdpz = r − {t1, t8}. In fact, all people who provided some phone number and registered on the same day under the same zip code also used the same city alias. However, the eFD ∅ ∶ dz → c does not hold on r because the FD dz → c does not hold on the scope r cdz = r. In fact, there are people who registered on the same day under the same zip code, but used different alias for the city. Similarly, the eUC p ∶ cf l is satisfied by r because the compound key cf l is satisfied on the scope r cf lp = r−{t1, t8}. In fact, there are no two people who both provided a phone number and are registered in the same city with the same first and last name. However, the eUC ∅ ∶ cf l is violated by r because there are two different registrations in the same city with the same first and last name.
Every total relation over R satisfies the FD X → R iff it satisfies the key X. This relationship occurs in our framework as well: A relation over R satisfies the eFD R ∶ X → R iff it satisfies the eUC R ∶ X. For arbitrary E ⊆ R, however, only the following holds: if a relation satisfies E ∶ X, then it also satisfies E ∶ X → E, but not necessarily vice versa. In fact, the relation in Table 3 satisfies the eFD dpl ∶ dp → dpl, but it violates the eUC dpl ∶ dp. It does therefore not suffice for our targeted schema design framework to consider eFDs in isolation from eUCs. In particular, eFDs drive data redundancy, while eUCs inhibit data redundancy. Hence, the combined class of eFDs and eUCs will be studied. This is different from the special case of total relations where any key X over R (an eUC of type R ∶ X) can be expressed by the FD X → R (an eFD of type R ∶ X → R).
For our example we regard the eFD p ∶ dz → c as a meaningful constraint of our application domain. That is, for people that provide some phone number and register on the same day under the same zip code we will always use the same city alias. Hence, different city alias may only be associated with the same zip code for people on different registration dates or who prefer not to provide a phone number. In this case, there are relations that exhibit data redundancy. Indeed, each of the two bold city occurrences of 'burlington' in tuples t2 and t3 in Table 3 is redundant. However, such redundant values are intrinsically linked to the requirement that the tuples must be complete on phone, since the eFD does not apply otherwise. This link between data redundancy and data completeness requirements is encoded explicitly in the eFDs. In what follows, we will develop a full-fledged normalization framework that tailors classical schema design to data completeness requirements.
FOUNDATIONS
This section establishes axiomatic and algorithmic characterizations of the implication problem for eUCs and eFDs. The linear-time decidability we establish is important for the schema design framework we will develop subsequently.
Let Σ ∪ {ϕ} denote a set of eUCs and eFDs over relation schema R. We say that Σ implies ϕ, denoted Σ ⊧ ϕ, iff every relation over R that satisfies all σ ∈ Σ also satisfies ϕ. The implication problem for a class C of constraints is to decide, for arbitrary R and Σ ∪ {ϕ} in C, whether Σ implies ϕ. Strictly speaking, the implication problem we have just defined is the finite implication problem because we restrict relations to be finite. Permitting also infinite relations would lead us to the unrestricted implication problem. For our class of constraints, however, it is easy to see that finite and unrestricted implication problems coincide. We will therefore speak of the implication problem.
Axiomatic Characterization
Firstly, we would like to obtain an axiomatization for eUCs and eFDs which extends the well-known Armstrong axioms [3] . An axiomatization does not only help us understand the interaction of the constraints, but also enables us to prove that our syntactic normal form proposal captures precisely the semantic normal form proposal in which no redundant data value can ever occur in any future database instance. This is an important use case of axiomatizations. The definitions of inference from a system S (⊢ S ), as well as the definitions of sound and complete sets of inference rules are standard [29, 31] . Table 4 shows three axiomatizations. The top box is one for eUCs alone [40] , the middle box is one for eFDs alone, and all boxes form the axiomatization E for eUCs and eFDs together. The following rules
(eFD union) (eFD add-on)
follow from E. Proofs are in [38] . 
The proof of Theorem 1 is based on the closure of an attribute set X with respect to the data completeness requirement E and the set Σ of eUCs and eFDs: X + E,Σ = {A ∈ E Σ ⊢ E E ∶ X → A}. Indeed, the completeness proof uses the two-tuple relation from Table 5 to show that Σ does not imply ϕ whenever ϕ cannot be inferred from Σ using E. Hence, the implication problems for eUCs and eFDs coincide, independently of whether we consider infinite relations, just finite relations, or even just relations with two tuples. Example 1. Consider our running example where R = {c, d, f, l, p, z} and Σ = {p ∶ cf l, p ∶ dz → c}. Then Σ implies the eUC ϕ = c ∶ df lpz as the following inference shows:
However, the eFD ∅ ∶ dz → c is not implied by Σ as the two-tuple example in Table 5 constructed according to the general two-tuple relation from Table 5 shows.
Algorithmic Characterization
Reasoning efficiently about eUCs and eFDs will help us decide if a given schema meets a normal form condition, or transform the schema into one that meets the condition. In the relational model, FD implication can be decided in linear time. We will achieve the same for eUCs and eFDs. Many other tasks, including data profiling, transaction processing, and query optimization, benefit from the ability to efficiently decide implication.
Let E denote an attribute set that represents the completeness requirements of a given application. The technical underpinning of our framework translates every set Σ of eUCs and eFDs into a set Σ[E] of FDs. The translation makes it possible to utilized any existing algorithms for deciding FD implication to decide implication of eUCs and eFDs. The translation is given next by the following definition.
Definition 2. For a given set Σ of eUCs and eFDs over relation schema R, and a given attribute set E ⊆ R, let
We illustrate the notion of an (E,FD)-reduct on our running example.
The significance of the (E,FD)-reduct is embodied in the following algorithmic characterization of the implication problem for eUCs and eFDs.
Theorem 2. Let Σ ∪ {E ∶ X, E ∶ X → Y } denote a set of eUCs and eFDs over relation schema R. Then:
Here, 1. says that the eFD E ∶ X → Y is implied by the eUC/eFD set Σ if and only if the FD X → Y is implied by the (E,FD)-reduct Σ[E] of Σ. Furthermore, 2. says that the eUC E ∶ X is implied by the eUC/eFD set Σ if and only if the eUC E ∶ X is the trivial eUC R ∶ R, or there is another eUC
the (E,FD)-reduct Σ[E] implies the FD X → X
′ . An analysis of Theorem 2 results in the proposal of Algorithm 1 for deciding our implication problem. If ϕ = R ∶ R, we answer yes (lines 3/4). Otherwise, standard algorithms compute the closure X + Σ[E] of the attribute set X given Σ[E] (lines 6/7). If ϕ is an eUC and 2. in Theorem 2 is met, then we answer yes (lines 8/9). If ϕ is an eFD and 1. in Theorem 2 is met, then we answer yes (lines 11/12). Otherwise, we answer no (lines 13/14). 
Compute X +
Σ[E]
;
▷ FD attribute set closure 8:
) then
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return(Yes);
10:
else 11:
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else 14:
The soundness of Algorithm 1 follows from Theorem 2, linear time decidability from that of FD implication [5] , and PTIME-hardness from a reduction of HORN-SAT [11, 18] . Corollary 1. The implication problem for eUCs and eFDs is complete in PTIME. On input (Σ ∪ {ϕ}, R), Algorithm 1 decides implication Σ ⊧ ϕ in time O( Σ ∪ {ϕ} ).
Note that the PTIME-hardness means that deciding implication for eUCs and eFDs is at least as hard as any other decision problem for which there is some deterministic Turing machine that can decide any instance of the problem in polynomial time.
Example 3. In our running example R = {c, d, f, l, p, z} and Σ = {p ∶ cf l, p ∶ dz → c}, Σ implies ϕ = c ∶ df lpz since Σ[cdf lpz] = {cf l → dpz, dz → c}, there is some eUC As a summary, our axiomatization E will enable us to formally justify the syntactic normal form proposals we will put forward in the following section, while our algorithmic characterizations will facilitate our normalization strategy to apply well-known relational decomposition and synthesis approaches to the (E,FD)-reduct of an input set of embedded unique constraints and embedded functional dependencies.
NORMAL FORMS
Our goal is to tailor relational schema design to data completeness requirements of applications. For that purpose, we stipulate the semantic normal form condition that no redundant data values can ever occur in any E-complete records on any relations that satisfy a given set of eUCs and eFDs. We will characterize this condition by generalizing the wellknown Boyce-Codd normal form. Similarly, we are able to generalize the well-known 3NF to characterize the minimization of data redundancy in E-complete records across all dependency-preserving decompositions.
E-Redundancy Free Normal Form
Motivated by our examples, we propose notions of data redundancy that are tailored towards the requirements of records regarding their completeness. For this, we generalize the following classical proposal by Vincent [35] . Intuitively, a data value in a relation that satisfies a constraint set Σ is redundant if every update to a different value results in a relation that violates some constraint in Σ. Formally, for relation schema R, attribute A of R, tuple t over R, and set Σ of constraints over R, a replacement of t(A) is a tuplet over R such that: i) for allĀ ∈ R − {A} we havet(Ā) = t(Ā), and ii)t(A) = t(A). For a relation r over R that satisfies Σ and t ∈ r, the data value occurrence t(A) in r is redundant for Σ if for every replacementt of t(A),r ∶= (r−{t})∪{t} violates some constraint in Σ. A relation schema R is in RedundancyFree normal form (RFNF) for a set Σ of constraints if there are no relation r over R that satisfies Σ, tuple t ∈ r, and attribute A ∈ R, such that the data value occurrence t(A) is redundant for Σ [35] . In other words, we guarantee at design time that there will never be an instance over R that satisfies Σ and has some redundant data value occurrence.
Definition 3. Let R denote a relation schema, E ⊆ R, Σ a set of constraints over R, A ∈ E an attribute, r a relation over R that satisfies Σ, and t a tuple in r E . An E-replacement of t(A) is a replacement of t(A) that is Ecomplete. The data value occurrence t(A) is E-redundant for Σ if and only if for every E-replacementt of t(A),r ∶= (r − {t}) ∪ {t} violates some constraint in Σ. R is in ERedundancy-Free normal form (E-RFNF) for Σ if and only if there are no relation r over R that satisfies Σ, tuple t ∈ r E , and attribute A ∈ E, such that the data value occurrence t(A) is E-redundant for Σ.
We illustrate the notion of E-redundancy next.
Example 4. Recall that R = cdf lpz and Σ = {p ∶ cf l, p ∶ dz → c}. The relation in Table 3 shows that R is not in cdpz-RFNF for Σ: every cdpz-replacement for either of the bold occurrences would violate the eFD p ∶ dz → c.
While E-RFNF is independent of the type of constraints, we will assume from now on that Σ is a set of eUCs and eFDs. As our first result we characterize the E-RFNF for Σ in terms of the RFNF for the (E,
Theorem 3. For all sets Σ over R and all E ⊆ R, R is in E-RFNF for Σ if and only if R is in RFNF for Σ[E].
For our example the characterization works as follows.
E-BCNF
We now characterize the semantic E-RFNF by purely syntactic means. For that purpose, we generalize the BCNF condition to accommodate completeness requirements. Recall that a relation schema R is in BCNF for an FD set Σ iff for all
Here, A denotes the well-known Armstrong's axioms [3] .
Definition 4. For relation schema R and E ⊆ R, R is in E-BCNF for a set Σ over R if and only if for every eFD
Our running example can be further analyzed as follows.
Recall that sets Σ and Θ are C-covers of one another if they imply the same constraints in class C. Being in E-BCNF for Σ is independent of the representation of Σ. That is, for any cover Θ of Σ, R is in E-BCNF for Σ iff R is in E-BCNF for Θ. The E-BCNF condition for Σ can be characterized by the BCNF condition for Σ[E]. Theorem 4 works as follows on our example.
Example 7. For R = cdf lpz, Σ = {p ∶ cf l, p ∶ dz → c}, and E = cdpz, R is not in BCNF for Σ[E] = {dz → c}.
E-RFNF at Application Design Time
We can now characterize the semantic E-RFNF by the syntactic E-BCNF. Extending the relational case, schemata in E-BCNF guarantee at application design time that there will never be an instance that contains any E-redundant data value occurrence.
Theorem 5. For all relation schemata R, all attribute subsets E ⊆ R, and all sets Σ over R, R is in E-RFNF for Σ if and only if R is in E-BCNF for Σ.
We can apply the characterization to our example.
Example 8. For R = cdf lpz and Σ = {p ∶ cf l, p ∶ dz → c}, R is in cf lp-RFNF for Σ since R is in BCNF for Σ[E] = {cf l → cf lp}.
Efficient Testing
Due to the cover-insensitivity of the E-BCNF condition, one may wonder about the efficiency of checking whether a given schema is in E-BCNF for a given set Σ. As in the relational case it suffices to check some eFDs in Σ instead of checking all eFDs in Σ + E .
Theorem 6. A relation schema R is in E-BCNF for Σ if and only if for every eFD
We apply the simpler characterization to our example.
Example 9. For R = cdf lpz and Σ = {p ∶ cf l, p ∶ dz → c}, R is in cf lp-BCNF for Σ since there is no eFD
E-3NF
We now introduce E-Third normal form (E-3NF) which ensures that all FDs can be enforced locally, without the need of joining relations to check for consistency of updates. Recall the 3NF condition [8] : R is in 3NF for an FD set Σ if for every FD X → Y ∈ Σ + A where Y ⊆ X, X → R ∈ Σ + A or every attribute in Y − X is prime. An attribute A is prime if it occurs in some minimal key of R for Σ. An attribute subset X of R is a key of R for Σ if X → R ∈ Σ + A . A key X of R is minimal for Σ if every proper subset Y ⊂ X is not a key of R for Σ. We extend these concepts to handle data completeness requirements. For E ⊆ R and an eUC/eFD set Σ, an eUC E ∶ K ∈ Σ + E is E-minimal for Σ if and only if there is no E-key
Definition 5. A relation schema R is in E-3NF for Σ if and only if for every non-trivial eFD
We can check this condition on our running example.
Example 10. For R = cdf lpz and Σ = {p ∶ cf l, p ∶ dz → c}, we have seen that c ∶ df lpz is an R-minimal key for Σ, the other R-minimal key being dpz ∶ cf l. That is, every attribute in R is R-prime. Hence, R is in R-3NF. However, R is not in cdpz-3NF as eFD p ∶ dz → c ∈ Σ, c ∉ {d, z}, cp ∶ dz ∉ Σ + E , and c is not cdpz-prime.
Similar to E-BCNF and BCNF, we can check that R is in E-3NF for Σ by testing that R is in 3NF for Σ[E].
Theorem 7. For all relation schemata R, all E ⊆ R, and all sets Σ over R, R is in E-3NF for Σ if and only if R is in 3NF for Σ[E].
Example 11. In our running example R = cdf lpz, Σ = {p ∶ cf l, p ∶ dz → c} and E = R, Σ[E] = {cf l → dpz, dz → c}. The two minimal keys are cf l and df lpz. As every attribute is prime, R is in 3NF for Σ[E].
Finally, E-3NF can be validated by checking the relevant conditions for just the input Σ, rather than its closure Σ
This translates to our running example as follows.
Example 12. For R = cdf lpz, Σ = {p ∶ cf l, p ∶ dz → c}, E = R and p ∶ dz → c ∈ Σ, c ∈ R is E-prime. By Theorem 8 this suffices to establish that R is in E-3NF for Σ.
Hardness of Normal Form Criteria
As relational normalization is the special case where E = R, checking normal form criteria is hard in general.
Theorem 9. Deciding whether a sub-schema of a given schema is in E-BCNF for a given set Σ is coNP-complete. Deciding whether a given schema is in E-3NF for a given set Σ is NP-complete.
TAILORING NORMALIZATION
We now establish algorithms to design relational database schemata that are tailored to the completeness requirements of applications. For that purpose, we normalize a given schema R for the given set Σ of eUCs and eFDs. The completeness requirements are consolidated in an attribute subset E ⊆ R, expressing that the application only handles E-complete records. The choice of E determines the set Σ[E] of traditional FDs that are used to normalize R. For each E we pursue i) lossless BCNF decompositions that are redundancy-free but potentially not dependency-preserving, and ii) lossless 3NF syntheses that are dependency-preserving but potentially not redundancy-free.
E-BCNF Decomposition
We recall terminology from relational databases. A decomposition of relation schema R is a set D = {R1, . . . , Rn} of relation schemata such that R1 ∪ ⋯ ∪ Rn = R. For Rj ⊆ R and FD set Σ over R,
A and X, Y ⊆ Rj} denotes the projection of Σ onto Rj. A decomposition D of R with FD set Σ is lossless if every relation r over R that satisfies Σ is the join of its projections on the elements of D, that is, r = R j ∈D r [Rj] . Here, r[Rj] = {t(Rj) t ∈ r}. A BCNF decomposition of R with FD set Σ is a decomposition D of R where every Rj ∈ D is in BCNF for Σ R j . Theorem 4 motivates a definition of an E-lossless BCNF decomposition.
Definition 6. An E-lossless BCNF decomposition of a schema R for a set Σ of eUCs and eFDs over R is a lossless BCNF decomposition of R for Σ[E].
Instrumental to Definition 6 is the following decomposition theorem. It covers the classical decomposition theorem [32] as the special case where E = R. Data completenesstailored normalization does not loose any records by following a hybrid decomposition approach. Given E, a relation is decomposed horizontally into its application-relevant part r E of E-complete records, and its application-irrelevant part r − r E of records with missing data on E. Classical vertical decomposition can then be applied to r E .
Theorem 10. Let E ∶ X → Y be an eFD that satisfies the relation r over relation schema R. Then the set of Ecomplete records of r is the lossless join of its projections on XY and
. Also, r is the disjoint union of the set of E-complete records of r, and the set of records of r with missing data on some column in E, that is, r = r E ⊍ (r − r E ).
Hence, an E-lossless BCNF decomposition for a set Σ of eUCs and eFDs can simply be obtained by a classical lossless BCNF decomposition for the (E,
Relation Schema R Set Σ of eUCs and eFDs over R Attribute subset E ⊆ R OUTPUT: E-lossless BCNF decomposition of R for Σ METHOD: Perform a lossless BCNF decomposition of R for Σ [E] We illustrate the decomposition on our running example.
Example 13. In our running example R = cdf lpz, Σ = {p ∶ cf l, p ∶ dz → c}, and E = R, R is not in E-BCNF for Σ. In fact, R is not in BCNF for Σ[E] = {cf l → dpz, dz → c}. A BCNF decomposition yields R1 = cdz with Σ1 = {dz → c} and R2 = df lpz with Σ2 = ∅. For the relation r from Table 3 , the projection of r E on the decomposed schema is as follows, except for the last row in both tables because tuple t15 has a null marker occurrences on column f name. All E-redundant data value occurrences from r have been eliminated. However, the eUC p ∶ cf l was not preserved.
Recall that a decomposition D of schema R with FD set Σ is dependency-preserving whenever Σ
An E-dependency-preserving decomposition of a schema R for the eUC/eFD set Σ is a dependencypreserving decomposition of R for Σ[E].
E-3NF Synthesis
3NF synthesis guarantees dependency-preservation, but may exhibit data value redundancy caused by FDs. It was shown recently that 3NF exhibits minimal levels of data redundancy when achieving dependency-preservation [2, 22] . Hence, we will equip our new framework with an appropriate 3NF synthesis strategy. Recall that a 3NF decomposition of a relation schema R for an FD set Σ is a decomposition D of R where every Rj ∈ D is in 3NF for Σ R j . Theorem 7 motivates the following definition.
Definition 8. An E-dependency-preserving, E-lossless 3NF decomposition of a schema R for the set Σ of eUCs and eFDs is a dependency-preserving, lossless 3NF decomposition of R for Σ[E].
Following Theorem 10, an E-dependency-preserving, Elossless 3NF synthesis for a set Σ of eUCs and eFDs can simply be obtained by a classical dependency-preserving lossless 3NF synthesis for the (E, F D)-reduct Σ[E] of Σ.
PROBLEM: E-3NF Synthesis INPUT:
Relation schema R Set Σ of eUCs and eFDs over R Attribute subset E ⊆ R OUTPUT: E-dependency-preserving, E-lossless 3NF decomposition of R wrt Σ METHOD: Perform a dependency-preserving, lossless 3NF synthesis of R for Σ [E] We illustrate the synthesis on our running example.
Example 14. In our running example R = cdf lpz, Σ = {p ∶ cf l, p ∶ dz → c}, R is indeed in R-3NF for Σ. For E = cdpz, however, R is not in E-3NF for Σ. In fact, R is not in 3NF for Σ[E] = {dz → c}. A 3NF synthesis yields R1 = cdz with Σ1 = {dz → c} and to ensure E-losslessness we add the E-minimal key R2 = df lpz with Σ2 = ∅. For the relation r from Table 3 , the projection of r E onto the decomposed schema is the same as in Example 13 but inclusive of the last row in both tables because of the looser data-completeness requirements.
Summary. We have tailored the entire relational schema design framework to data-completeness requirements of applications. We allow data stewards to declare these requirements as an extension to the familiar concept of a functional dependency. The results show that extensions of the familiar BCNF (3NF) normal form achieve an elimination (minimization across dependency-preserving decompositions) of data values that may occur redundantly in records that meet the completeness requirements. As an optimal result for database practice, schemata can be automatically transformed into these normal forms by applying relational normalization algorithms to a set of relational FDs that emerge from the set of extended FDs and the data-completeness requirements. The next section illustrates what our framework achieves when applied to real-world schemata and data.
EXPERIMENTS
We report on experiments with our framework using realworld benchmark schemata and data, available for download at https://bit.ly/2AoOis6. We provide insight on how many E-redundant data values occur in the data, rank the relevance of our eFDs by how many data redundancies they cause, show how often schemata satisfy a normal form condition, how much redundancy E-3NF permits, how many dependencies E-BCNF preserves, and how large decomposed schemata become. We consider the times of computations, and suggest how data stewards can use our ranking of eFDs, using the example of our two applications from the introduction. All our experiments are run on an Intel Xeon 3.6 GHz, 256GB RAM, Windows 10 Dell workstation. Table 6 lists for each incomplete benchmark data set the number #complete of data occurrences that are complete, the number #red of those that are redundant, the percentage %red of redundant data value occurrences in the data set, and the time in seconds to compute all the redundant occurrences given the data set and given the canonical cover of the eUCs and eFDs that hold on the data set. The canonical covers can be computed by some algorithms that will be discussed in a separate article. The sheer number and percentage of redundant occurrences clearly motivates our research, and the time taken to compute them shows that this insightful analysis is efficient on even large data sets with large numbers of constraints. Of course, if a team of domain experts selects the meaningful eUCs and eFDs for an application, then the redundant occurrences will likely be fewer and can be computed more efficiently.
E-redundancy and eFD Ranking
Guiding data stewards in their selection of meaningful eFDs from the canonical cover, we can rank the relevance of an eFD by the number of redundant data value occurrences it causes. Figure 1 shows the number of eFDs in a canonical cover that cause not more than a given number of redundant data value occurrences in the data set. The labels on the x-axis indicate the maximum values for 0, 2.5, 5, 10, 15, 20, 40, 60, 80, and 100 percent of the maximum redundant occurrences any eFD causes. The figure illustrates clearly that most eFDs cause few data redundancies, which makes it possible for data stewards to focus their attention to select few eFDs of higher rank.
Pure eFDs
As indicated in our introduction, pure eFDs occur frequently in real-world data, cause many redundant data value occurrences, and also occur frequently among those eFDs that cause most redundant data value occurrences. This is illustrated on our benchmark data sets in Table 7 . Here, Figure 1 : Numbers of eFDs in canonical covers (yaxis) that cause not more than the given number of redundant occurrences (x-axis)
we list the percentage of pure eFDs among all eFDs in the canonical covers we computed, the average loss of redundant data value occurrences in percent when transforming a pure eFD E ∶ X → Y into a non-pure eFD ∅ ∶ E − Y → Y , and the percentage of pure eFDs among those eFDs that ranked within the top-10% according to the number of redundant data values they cause.
Quality of Decompositions
For the following experiments we created inputs as outlined next. For each fixed size E of the completeness requirements, we created different sets of eUCs and eFDs by picking up to 1,000 unique attribute sets E of the fixed size, and then selecting all eUCs and eFDs that hold on the data and E-BCNF, respectively, by given size of E set and whose embeddings are subsets of E. Figure 2 shows for each data set and each size of E, the percentage of all input sets that are in E-BCNF and E-3NF, respectively. Figure 3 shows average percentages of i) the E-complete data value occurrences that are redundant (blue line), ii) those after E-3NF decomposition (orange line) and iii) eliminated redundancies after E-3NF synthesis (yellow line) all plotted against the LHS vertical axis, and iv) dependencies preserved during E-BCNF decomposition (red dotted line) plotted against the RHS vertical axis. In general, there is no control about the number of E-redundant data values that an E-3NF decomposition must tolerate to preserve all relevant dependencies. Vice versa, there is no control on how many relevant dependencies will be lost to eliminate all E-redundant data values during E-BCNF decomposition. For instance, E-3NF may duplicate non-trivial eFDs across schemata, causing a blow-up of the E-redundancies (orange above blue line), see diabetic and china weather. Figure 4 illustrates the impact of the size of E on the cardinality of the decompositions, that is, their total number of attributes (LHS y-axis) and the computation time in seconds (RHS y-axis). Boldly speaking, the larger the decompositions the more updates (less redundancy) and the less queries (more joins required) will be efficient.
Size and time of decompositions

Qualitative analysis
For qualitative insight, we consider two applications for the data set ncvoter with 19 columns and 1000 records. The first application has attribute set E1 with full phone num, street address, register date, last name, first name, city, and zip code, while the second application uses the attribute set E2 ⊇ E1 plus birthplace, ethnic, race, gender, and age. From the canonical cover we then selected only those eFDs E ∶ X → Y where E contained E1 or E2, respectively.
Our rankings help identify eFDs relevant for normalization and pinpointing dirty data. Figure 5 shows the distribution of eFDs in percentiles of the redundant values they cause based on E1 and E2, respectively. For growing E typically more eFDs need consideration. Here, our ranking offers a convenient measure of relevance for data stewards.
A view that might be particularly useful for data stewards is to fix a column in E, and list the minimal LHSs that functionally determine that column, ranked by the relevance of the corresponding eFD. This is illustrated in Figures 6  and 7 , where we list all minimal LHSs for the columns city and zip code based on the two completeness requirements E1 and E2, respectively.
Finally, a data steward can view the records in which the redundant data values actually occur. This helps them decide if the eFD is meaningful for the application, holds just accidentally, or identify records with dirty data. Figure 8 shows some records with E1-redundant data values.
An inspection of these records reveals some dirty data: i) Hazel and Homer Hargis live at the same street address, and their phone numbers are different, and ii) Vivian and John Etheridge share the same phone number, but their street address is different. For i) the inconsistency can easily be resolved by giving the full phone number, while for ii) it is more likely that Vivian indicated the correct street number. Summary. Our experiments illustrate on benchmark schemata and data that eFDs provide effective declarative means to capture and reason about redundant data value occurrences that are fit for application requirements. Our ranking guides data stewards in their selection of eFDs that are relevant for normalization purposes given the application requirements. Our normalization strategies result in a wide spectrum of schemata with clear achievements in terms of the elimination of pertinent data redundancies or the preservation of pertinent dependencies, accommodating tradeoffs between update and query efficiency. More experiments on perfect decompositions and an analysis of our experiments on horizontal fragments on ncvoter are also available [38] .
CONCLUSION AND FUTURE WORK
Schema design for data with missing values has been an open problem since the 1980s. Previous work has focused on finding suitable extensions of functional dependencies to accommodate different interpretations of null markers. In contrast, we introduced the class of embedded functional dependencies (eFDs) that is only dependant on complete data, can express completeness and integrity requirements of applications, and captures many redundant data values. This has enabled us to establish a fully-fledged normalization framework that is robust under different interpretations of null markers, tailors relational schema design to datacompleteness requirements, and lifts the achievements of classical BCNF and 3NF to applications with missing data. Extensive experiments on real-world benchmark schemata and data exemplify the effectiveness of our framework, the efficiency of our algorithms, and the achievements of our new normal form proposals. In particular, we illustrated the impact of the completeness requirements on trade-offs between data redundancy elimination and dependency-preservation. Next steps include an in-depth investigation into the discovery problem of embedded uniqueness constraints and functional dependencies from given relations. The discovery is important for data profiling and its applications [1, 39] , but can also help identify business rules [37] . For that purpose, the ranking of eFDs can provide effective guidance. Furthermore, an extension of our framework to other data quality dimensions and other classes of data dependencies is important [27, 28, 33] . The ability to declare data accuracy or data timeliness requirements as part of functional, multivalued and inclusion dependencies [13, 20, 26] would lift important data quality dimensions to first-class citizens that impact schema design considerations based on rich sources of data redundancy.
