This paper considers a generalized version of the trip packing problem that we encountered as a subproblem of the petrol stations replenishment problem. In this version we have to assign a number of trips to a fleet composed of a limited number of non-identical tank-trucks. Each trip has a specific duration, working time of vehicles is limited and the net revenue of each trip depends on the truck used. The paper provides a mathematical formulation of the problem and proposes some construction, improvement and neighbourhood search solution heuristics. A set of benchmark problem instances is created in a way that reflects real-life situations and used to analyse the performance of the proposed heuristics. A real-life case is also used to further assess the proposed heuristics.
Introduction
In this paper we address a new trip packing problem which arises as a sub problem of the petrol stations replenishment problem (PSRP) that will be called hereafter the generalized trip packing problem (GTPP). To solve the PSRP (see Cornillier et al. [1] ), we start by designing a set of trips to deliver the petrol products needed or ordered by the petrol stations and then pack these trips into subsets such that each subset can be performed within a working day by one of the available trucks. The GTPP is defined by a limited number of non-identical tank-trucks and a limited number of overtime hours allowed. The heterogeneous fleet implies that the revenue of a given trip depends on the truck used for the trip, and that some trips may not be feasible for a given truck due to the characteristics and capacity of the vehicle. The objective considered is to maximize the overall net revenue of operations which is the sum over all trips of net revenue minus the marginal cost of overtime hours required. The net revenue of a trip is its revenue minus the variable operating cost (fuel consumption and cost of driver regular hours) of the used truck. The fixed cost of trucks (depreciation and regular maintenance cost) is not taken into consideration as it is paid whether the truck is used or not. Some other objectives can be overseen. Mainly, three alternative objectives are considered: to maximize the total amount of products to deliver, to maximize overall net revenue per litre delivered, and to minimize the maximum overtime hours. However, in business the main and most used objective is to maximize overall net revenue.
To the best of our knowledge, the GTPP has never been addressed in the literature. A more simplified version of this problem, called hereafter the simple trip packing problem (STPP), has been mentioned in the literature dealing with the multi-trip vehicle routing problem (MTVRP). While some contributions try to solve the MTVRP as a whole (see Brandão and Mercer [2, 3] ), most others solve the problem in two steps: first generate the set of routes to be used and then pack these trips (see Fleischmann [4] , Taillard et al. [5] , Golden et al. [6] , Zhao [7] , Petch and Salhi [8] and Olivera and Viera [9] ).
STPP usually assumes that we have an unlimited number of identical trucks (unlimited homogeneous fleet), that all working hours are regular hours and that trip cost and revenue are the same whichever trucks are used. Consequently, the problem is reduced to the standard bin packing problem (BPP). This explains why the contributions addressing the homogeneous fleet MTVRP solve the trip packing sub-problem as a bin packing problem. For a survey of the literature on bin packing problems see Coffman et al. [10] .
Only Prins [11] considered the multi-trip vehicle routing problem (MTVRP) with limited heterogeneous fleet. However he also solves the trip packing sub-problem as a bin packing problem using a straightforward adaptation of the first fit decreasing (FFD) heuristic. The objective considered is to minimize the number of used vehicles. Trips' cost and revenue are not taken into consideration.
In contrast, in the GTPP, trips are packed into working days that have maximum regular and overtime working hours, trucks have different capacities and trip net revenues depend on the trucks used. This implies that solution methods designed to solve the bin packing problem (BPP) or the simple trip packing problem (STTP) cannot be used to solve the GTPP.
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Finally, it is worth noting that in practice we have about 1 h to solve the petrol stations replenishment problem (PSRP). This should be done at the beginning of each day as petrol stations can issue orders at any time and ordered products should be delivered within the following 24 h. The solution procedure proposed in [1] is an iterative procedure where each iteration consists in designing a set of trips and then solving the corresponding GTPP. Thus we need to design very fast trip packing methods.
Literature review
As mentioned above, to the best of our knowledge, there is no publication that deals with the GTPP. Moreover, there are few publications that deal with the simple trip packing problem (STPP). Most of these publications use an adaptation of the BFD (best fit decreasing) heuristic to solve the packing problem. Most of these publications consider the case of homogeneous fleets.
Fleischmann [4] was the first to address the STPP as a subproblem of the MTVRP. He proposed a modified version of the savings algorithm [12] to design a set of feasible trips and used a bin packing heuristic to assign trips to trucks. Taillard et al. [5] proposed a three-phase approach to solve the MTVRP. First they used the Tabu search heuristic of Rochat and Taillard [13] to generate a set of trips. Then they constructed a set of solutions as if each vehicle is used for only one trip. Finally they used a bin packing heuristic to allocate trips to vehicles. Golden et al. [6] solved the MTVRP with the objective of minimizing the longest trip. They used a Tabu search procedure to produce several solutions for the VRP and then used an adaptation of the BFD and an interchange procedure to assign trips to trucks.
Zhao et al. [7] proposed a Tabu search heuristic with an embedded bin packing procedure. Thus, within the Tabu search, each visited neighbour solution is evaluated only after assigning trips to vehicles. Petch and Salhi [8] developed methods to generate several solutions where each vehicle is used for only one trip and, for each solution, used a modified version of the BFD to assign trips to vehicles. The best obtained MTVRP solution is then retained. In all these contributions, the fleet is composed of an unlimited number of identical vehicles (unlimited homogeneous fleet).
Olivera and Viera [9] also decompose the MTVRP and solve the trip packing sub-problem as bin packing problem. Although they consider a limited number of identical vehicles (limited homogeneous fleet), their objective is to minimize the number of vehicles to use. They indicate that they failed to solve some of their test instances.
Finally, as mentioned above, only Prins [11] considered the MTVRP with heterogeneous unlimited fleet. He assumed that all trucks have the same maximum working hours and decomposed the problem into two sub-problems: trip construction and trip packing. He developed some heuristics to construct individual trips and suggested using an adaptation of the FFD (first fit decreasing) algorithm to pack trips into a minimum number of trucks. Trip revenue and cost are not taken into consideration.
Unfortunately, none of the above mentioned trip packing methods can be used to solve the GTPP as they are not designed to maximize the overall net revenue and often unable to pack trips for a heterogeneous limited fleet. Furthermore, these methods are not designed to handle the possibility of working overtime hours in addition to regular hours.
Problem formulation
This paper considers the GTPP arose in solving the petrol stations replenishment problem (see Taqa Allah et al. [14] , Malé part et al. [15] , Cornillier et al. [16] and Cornillier et al. [17] ). This real-life problem is considered under the following assumptions:
1. there are a limited number of non-identical tank-trucks.
Trucks are owned by the transportation company and, consequently, the fixed costs of trucks (depreciation and regular maintenance cost) are paid whether they are used or not; 2. in addition to regular working hours, each driver can work a limited number of overtime hours; 3. when drivers work overtime, they are paid a number of hours equal to the smallest integer larger than or equal to real overtime worked; 4. for each truck, some trips are feasible and others are not depending on truck characteristics and capacity; 5. trip revenue and variable cost depends on the truck to be used for the trip but trip duration is the same whichever truck used.
The following notation will be used to formulate the generalized trip packing problem (GTPP) considered in this paper:
Parameters: T set of trips to be packed; |T| ¼n J set of available trucks; |J| ¼m i trip index; iAT j truck index; jAJ L maximum number of regular work hours M maximum number of overtime hours C marginal cost per overtime hour d i duration of trip i (in hours) J i set of trucks that can perform trip i, |J i | ¼m i T j set of trips that can be carried out by truck j V ij net revenue (revenue minus variable operating cost) of trip i if assigned to truck j Decision variables: x ij binary equals 1 if trip i is assigned to truck j O j overtime hours for truck j Using this notation, the generalized trip packing problem can be formulated as follows.
Find : O j integer Z 0 and x ij A f0,1g, 8i A T and 8j A J which :
In this formulation, the objective is to maximize the overall net revenue of operations (sum over all trips of net revenue minus the marginal cost of overtime hours). Notice that O j should take an integer value (see assumption 3). The first set of constraints assigns each trip to one and only one truck. The second set allows determining the overtime hours for each truck and the third set prevents overtime hours from exceeding the given upper limit.
Proposition. The generalized trip packing problem (GTPP) is NP-hard.
Proof. To prove that GTTP is NP-hard we are going to use the restriction technique (see Garey and Johnson [18, p. 63] ). So we are going to show that a special case of GTTP is NP-hard. Let us consider the special case where M ¼0 (no overtime hours and all working hours are regular hours). This implies that we no longer need neither the decision variable O j nor the third constraint of the above given formulation. The model for this special case is Find : x ij A f0,1g, 8i A T and 8j A J which :
Thus this special case is a maximum sum generalized assignment problem. It can be easily transformed into a minimum sum problem by replacing V ij by V ÀV ij where V Z max i,j V i,j . Now, Sahni and Gonzalez [19] showed that the minimum sum generalized assignment problem is NP-hard. This completes the proof that GTTP is NP-hard.
Numerical illustration
Let us consider an example where we need to assign 10 trips (n¼10) to four trucks (m¼4) over a period including 12 regular working hours (L¼12) and at most three overtime hours (M¼3). The marginal cost of overtime hours is 1 (C¼ 1). Trip durations and net revenues are given in Table 1 where NF indicates unfeasible assignments.
For this numerical example, the optimal solution as obtained by the commercial MIP code CPLEX (version 11.0) is: trips 1, 4 and 10 assigned to truck 1 (total duration 11.5 h); trips 5 and 9 assigned to truck 2 (total duration 11.5 h); trips 3, 7 and 8 assigned to truck 3 (total duration 14 h); and trips 2 and 6 assigned to truck 4 (total duration 13 h).
This solution gives a sum of net revenues of 97 and three overtime hours. Thus Z n ¼ 94.
Proposed heuristics
In this paper we propose several heuristic methods to solve the GTPP. First, we present six construction heuristics that can produce solutions in extremely short computation times. Second we introduce four improvement heuristics that can be used to improve solutions produced by the construction heuristics. Third, we develop a multi-start local improvement heuristic that combines construction and improvement heuristics. Finally, we propose an adaptation of the simulated annealing algorithm with multiple reheating cycles introduced by Boctor [20] . It is worth noting that, although we used these heuristics to maximize the overall net revenue, it is straightforward to modify them in order to optimize any of the other alternative objectives discussed in Section 1.
Construction heuristics
The proposed construction heuristics are greedy heuristics. They order trips based on one of their characteristics and assign them to trucks one by one according to this order. If we fail to assign one of the trips, we modify the order by moving this trip to the top of the list and try again to assign trips to trucks according to the new order. This is done at most Q max times where Q max is a parameter to be chosen by the user. If, in spite of these attempts, no feasible solution is obtained, we conclude that the heuristic is unable to solve the considered problem instance.
Heuristic C1 1 Number trips according to one of their characteristics (e.g., in descending order of their duration d i or in ascending order of m i , the number of trucks able to perform them, or randomly). Set Q¼0. 2 Increment Q. If Q4Q max then the heuristic fails to find a feasible solution. Otherwise, set all trips free (unassigned) and u j ¼0, 8jAJ (u j is the sum of the duration of trips assigned to truck j). 3 For i¼1 to n, do 3.1 assign trip i to the truck that can perform it within its regular hours (i.e., such that u j +d i rL,) while adding the largest trip net revenue V ij . Let k be the selected truck, update u k (i.e., set
If there is no such truck, assign trip i to the truck k that leads to the largest increase of the objective function (overall net revenue); i.e.
where O j is the overtime hours of truck j before assigning trip i to it. In case of tie choose the truck having the smallest number. Update u k ðu k ¼ u k þd i Þ. 3.3 If trip i is still not assigned, find all other already-assigned trips ' that can be reassigned to another truck, say k ði:e:, u k þ d ' rL þ MÞ, leaving enough time to allow adding trip i to the original truck of ', say truck j (i.e., such that u j þ d i Àd ' rL þM). Let ' Ã be the best trip to be reassigned (i.e., the one allowing to achieve the highest overall net revenue), j n be its original truck and k n be the truck to which it can be added. Move trip ' Ã to k n and add trip i to j n . Update u k n and u j n . 3.4 If trip i is still free, move it to the top of the trip list and go back to step 2.
Step 3.3 requires examining at most n possible reassignments and is embedded in step 3 which is repeated n times. In addition, the main loop of the heuristic (steps 2 and 3) is repeated at most Q max times. Thus the complexity of this construction heuristic is O(Q max n 2 ).
Heuristic C2
Heuristic C2 is similar to C1 except that we modify step 3.1 as follows:
If trip i is free, assign it to the truck that can do it within its regular hours (i.e., such that u j + d i rL, where u j is the sum of the duration of trips assigned to truck j) while adding the largest value to the objective function. Update u j and if there is a trip such that its duration equals LÀ u j , then assign it to j. In case of tie assign the one adding the highest net revenue. Obviously, the complexity of heuristic C2 is the same as that of C1; i.e.; O(Q max n 2 ).
Variants of the proposed construction heuristics
Several versions of the proposed construction heuristics will be tested. We call C1d, the version of C1 where trips are numbered in descending order of their duration, C1m, the version where trips are numbered in ascending order of the number of trucks able to perform them, and C1r, the version where trips are numbered randomly. Heuristics C2d, C2m and C2r can be defined similarly.
Improvement heuristics
Four local improvement heuristics were developed and are presented hereafter.
Heuristic I1
The idea of this improvement heuristic is to move trips to different trucks as long as this can improve the value of overall net revenue. Fig. 1 gives the steps of the heuristic.
Within each iteration of this improvement heuristic we examine the possibility of moving each of the n trips to each of the m À 1 alternative trucks. Thus the complexity of each iteration of this improvement heuristic is O(mn). Obviously, we cannot predict the number of iterations needed to reach a local optimum. This implies that we cannot determine the complexity of the heuristic as a whole.
Heuristic I2 Within this heuristic we consider every pair of trips, say i and l, assigned to two different trucks, say j and k, respectively. We reassign trip i to truck k and trip l to truck j as long as this allows improving the value of the overall net revenue. It works as shown by the following pseudo code given by Fig. 2 .
In the worst case (where there are only two trucks with n/2 trips assigned to each of them), each iteration of this heuristic evaluates the impact of n 2 =4 pair-exchanges; thus the complexity of one iteration is O(n 2 ). Again, we cannot predict the number of iterations needed to reach a local optimum.
Heuristic I3
Within this heuristic we consider every triplet of trips, say i, l and t, such that i and l are assigned to the same truck, say j, while trip t is assigned to different truck, say k. We reassign trips i and l to truck k and reassign t to truck j, as long as this allows improving the value of the overall net revenue. The steps of this heuristic are given in Fig. 3 .
In the worst case (where there are only two trucks with n/2 trips assigned to each of them), each iteration of this heuristic evaluates the impact of n 2 =4ðn=2À1Þ triplet-exchanges; thus the complexity of each iteration is O(n 3 ). Again we cannot predict the number of iterations needed to reach a local optimum.
Heuristic I4
Within this heuristic we consider every triplet of trips, say i, l and t, assigned to three different trucks, say j, k and v, respectively, and reassign i to k, l to v and t to j, as long as this improves the value of the overall net revenue. The heuristic works as shown by the pseudo code given by Fig. 4 .
In the worst case (where there are only three trucks with n/3 trips assigned to each of them), each iteration of this heuristic evaluates the impact of n 3 =27 triplet-exchanges; thus the complexity of each iteration is O(n 3 ).
Numerical illustration
In the following we apply some of the proposed heuristics to the numerical example presented in Section 3.
Heuristic C1d
In step 1 we arrange trips in descending order of their duration. In step 2 we set all trips free and all trucks unused. The needed iterations of step 3 are summarized in Table 2 . Applying the proposed improvement heuristics to the obtained solution leads to the following results. Heuristic I1 does not lead to any improvement. I2 brings us to move trip 1 to truck 1 and trip 2 to truck 4 leading to overall net revenue of 94. I3 and I4 produce no further improvement.
Heuristic C2d
The needed iterations of step 3 are summarized in Table 3 . The second row of the table shows that trip 3 was selected (in application of step 3.1) as its duration equals the remaining time of truck 3 (d 3 ¼L Àu 3 ). Applying I1 to the obtained solution does not lead to any improvement. I2 brings us to move trip 2 to truck 4 and trip 4 to truck 1 leading to overall net revenue of 94. I3 and I4 bring no further improvement.
Multi-start local improvement heuristic (MSLIH)
The general framework of the proposed multi-start local improvement heuristic (MSLIH) is:
Repeat the following steps P times and retain the best solution obtained.
(0) Set p¼0.
(1) Construct a new initial solution. Set p¼p +1. 
Table 2
Step 3 of heuristic C1d. To find a new initial solution we can apply a different construction heuristic each time. Also if we apply C1r or C2r several times with different random seeds we may obtain different solutions. The value of the parameter P is chosen by the user.
Adaptation of the simulated annealing algorithm (SA)
The general framework of the proposed adaptation of the simulated annealing (SA) algorithm is given in Fig. 5 . Within this adaptation we execute H heating cycles and within each cycle we start with an initial temperature T max and end with a final temperature T min . The temperature is reduced (using a reduction coefficient a) once we reach R max iterations without improving the best feasible solution found so far. It has been shown [20] that performing several heating cycles improves the final results. It was also shown in this same paper that a well designed adaptation of the SA algorithm can outperform other metaheuristics. That is why we decided to use SA to solve our problem.
At each iteration of our SA algorithm, we examine a neighbour of the current solution. Three neighbourhood structures are used and we randomly select one of them. Then we randomly select one neighbour in the randomly selected neighbourhood. These neighbourhood structures are:
(1) move a randomly selected trip to a randomly selected truck; (2) permute the trucks of two randomly selected trips, and; (3) randomly select three trips (say i, j and k) assigned to three different trucks and circularly permute the trucks of the selected trips (i.e., move i to the truck of j, j to the truck of k and k the truck of i).
A selected neighbour solution could be either feasible or unfeasible. Unfeasible solutions are penalized as follows. A penalty p 1 is added for each trip assigned to a truck that cannot carry it out and another penalty p 2 is added for every working hour exceeding allowable hours. Penalizing unfeasible solutions instead of always rejecting them allows investigating larger number of different neighbours and reduces the chance that the search procedure is trapped in a local optimum.
A dynamic programming formulation
The generalized trip packing problem (GTPP) can be seen as a clustering or partitioning problem. There are two types of Table 3 Step 3 of heuristic C2d. partitioning problems: restricted and unrestricted partitioning. Unrestricted partitioning implies that an element can be assigned to any cluster without restrictions. In the case of the GTPP we have to partition the n trips into at most m subsets in a way that maximizes overall net revenue. It is a restricted partitioning problem as some trips cannot be assigned to a given truck and the sum of the duration of trips assigned to any truck should be less than or equal to the allowable working time.
There are very few papers that present dynamic programming solution approaches to solve unrestricted partitioning problems and, to the best of our knowledge, there is no publication that proposes such approach for any restricted partitioning problem. Jensen [21] was the first to suggest using dynamic programming to deal with unrestricted partitioning problems. Hubert et al. [22] were the first to provide a complete FORTRAN program to solve them. Van Os and Meulman [23] proposed to improve this method by removing redundant solutions. However, as they noted, removing redundancy slows down the process and consequently a balance should be sought between fast implementations with (some) redundancy and slower implementations that are completely non-redundant.
The GTPP can be formulated as a dynamic program as follows. Let us define E j as a subset of trips that can be carried out by truck j within the maximal allowable (regular and overtime) work hours, V j (E j ) as the total net revenue that truck j collects from carrying out the trips of E j , O j (E j ) as the corresponding overtime cost and W j (E j )¼V j (E j ) À O j (E j ) as the truck net revenue. The problem is to find a collection of m mutually exclusive and exhaustive subsets of I, say E¼{E 1 ,y,E m }, which maximizes W m (I), the sum over all the m trucks of W j (E j ). Let E j be all trip subsets that can be carried out by truck j, I j all trip subsets that can be feasibly assigned to the first j trucks, and W Ã j ðI 0 Þ denote the optimal value corresponding to the optimal assignment of I 0 DI j to the j first trucks. Assuming that there is a feasible assignment of I 0 to the j first trucks, then, dynamic programming provides an optimal solution by using the recursion:
The overall optimal solution is then given by W Ã m ðTÞ. Recall that T is the whole set of trips.
To solve this dynamic program we need to calculate W j (E j ) for every truck j and for every trip subset E j that can be carried out by j within allowable working hours. The complexity of this step is O(m2 n À 1). We also need to enumerate all the subsets I j ; j¼1, ..,m.
This requires a huge storage capacity and makes it impossible to solve real-life problems. Alternatively, we may transform the GTPP into an unrestricted problem by assigning a large negative revenue to trip subsets that are not feasible for the considered truck. In this case we can use the FORTRAN code provided by Van Os and Meulman [22] . But still we need to calculate W j (E j ) for every truck j and for every trip subset E j that can be carried out within allowable working hours. However, as noted by Van Os and Meulman, the number of recursive evaluations is of order O(3 n ) and the storage capacity needed is of order O(m2 n ). They stated that as a result of these requirements, the maximum problem size to be handled by modern desktop computers is in the range of 25-29. They also concluded that it is not expected that this limit will be extended in the near future given the order O(3 n ) of the algorithm. They also indicated that on a PC with a Pentium IV 3.1 GHz processor it took 14 h and 1.4 GB memory to solve an unrestricted portioning problem with 26 elements and seven clusters. In addition they indicated that the computation time is multiplied by a factor between 2.7 and 3.7 each time we add a new element to the set to be partitioned. Thus if we increase the size of their problem to 50
elements, partitioning the set should require 3 24 times 14 h; which is about 451 million years. Unfortunately, this implies that we are not able to solve our 50 trips-15 trucks GTPP test instances by dynamic programming.
Computational results
There are no benchmark instances for the GTPP. Thus, 100 instances of the problem were randomly generated and used to assess the quality of the solutions produced by the proposed heuristics. These instances were generated in a way that reflects real-life situation. We have also solved a real life instance using data provided by a petrol products distributor in eastern Quebec, Canada.
Results for the randomly generated test instances
Each of the generated instances includes 50 trips and five truck types. The number of available trucks of each type is 4, 2, 4, 3 and 2 for a total of 15 trucks. This is the size of real-life instances that medium sized transportation companies usually encounter. It is also the size of the real-life instance we solved (see Section 6.2). Durations and trip revenues are drawn from the empirical distribution driven from the data of the real-life instance. Regular working hours are 10 and there is a maximum of five overtime hours. Overtime hourly cost is 60. These test instances can be obtained from the authors on a simple request.
The commercial MIP code CPLEX 11.0 was used and ran on a personal computer with a Xeon 3.6 GHz processor and 1.00 GB of RAM. CPLEX failed to solve any of the generated instances to optimality and produced an out of memory error for all instances. However CPLEX always produced an integer solution. In average, best obtained integer solutions are 0.208% worse than the best solution found heuristically. The best heuristic solution was better than the integer solution found by CPLEX for 88 instances and CPLEX produced a slightly better solution for 11 instances. The average run time of CPLEX (time to stoppage) was 1658 s with a standard deviation of 145 s. The average optimality gap was 0.7768%.
We also tried to solve these instances using CPLEX with the strong branching variable-selection option. This option requires less memory but often requires more computational times. Again CPLEX failed and reached an out of memory error after about 20 000 s of computation time. Table 4 presents the results obtained with each of the proposed construction heuristics alone (not followed by any improvement heuristic). Average computational time (clock time) for all these heuristics is less than 0.01 s. Table 4 shows that best results were obtained by C1d followed by C2d. As CPLEX failed to reach the optimal solutions, the average deviation is calculated with respect to the best solution found with either CPLEX or any of the tested heuristics. The average deviation from the best obtained solution varies between 2.90% and 3.59%. None of these construction heuristics produced the best solution for any of the test instances. C2r produced the worst solution for 40 test instances. Table 5 presents the results obtained by each construction heuristic followed by all improvement heuristics one after the other. Again deviations are with respect to the best obtained solution among those given either by CPLEX or any of the tested heuristics. Table 5 shows that slightly better results can be obtained if the initial solution is produced by C1d or C2d. However, using the means-comparison statistical test, we can conclude that there is no significant difference between the obtained average deviations. The average computing time (clock time) varies from 1.19 to 1.24 s. Although the average percentage deviation is less than 0.52%, none of these heuristics produced the best found solution.
Results obtained by construction heuristics alone

Results obtained by construction heuristics followed by improvement heuristics
6.1.3. Multi-start local improvement heuristic and best parameters Table 6 presents the results obtained for different values of P while the initial solution was always constructed using C1r. As shown in the table very good results were obtained with P ¼15 or 20. With P¼20, the multi-start local improvement heuristic gave a better solution than the best obtained by CPLEX for 65 of the 100 test instances while requiring in average less than 24 s. The table shows that average deviation from the best obtained solution improves as P increases. However, computation time also increases as P increases. Thus the value of P should be chosen in function of the user's preferences.
Simulated annealing and best heating and cooling schedules
The proposed simulated annealing algorithm requires selecting the value of several parameters: H the number of heating cycles, T max the initial temperature, T min the final temperature, a the temperature reduction coefficient and R max the number of repetitions. We also need to fix the infeasibility penalties p 1 and p 2 . A large number of parameter combinations were tested Table 4 Results obtained by construction heuristics alone.
Average deviation from the best obtained solution (%) Table 5 Results obtained by construction heuristics followed by each improvement heuristic once.
Initial solution by
Average deviation from the best obtained solution (% Table 6 Results obtained using different values of P (initial solution by C1r). Table 7 Results obtained by the simulated annealing adaptation in function of its parameters. T max ¼16, T min ¼1, a¼0.5, p 1 ¼10 000 and p 2 ¼600. Other values for these five parameters were also tested but it appeared that they have small effect on the quality of the obtained solutions. From Table 7 we can see that average deviation decreases as computation time increases. It also shows that with H¼6 and R max ¼25 000, the heuristic produced an average deviation of 0.11% in 16.37 s of average time. Furthermore, comparing the results of Tables 6 and 7 we can conclude that, using the same computation time, our adaptation of the simulated annealing algorithm produces slightly better results than the multi-start local improvement heuristic (see Fig. 6 ). For example, with approximately 11 s of computing time, the multi-start local improvement heuristic produced an average deviation of 0.22% while the simulated annealing adaptation produced an average deviation of 0.20%.
Number of restarts
Results for the real life instance
We used the data provided by a petrol products distributor in eastern Quebec for a single working day where 87 petrol stations are replenished using 51 routes and 14 trucks of five different configurations (see Table 8 ). The stations' locations are given in Fig. 7 and the data for the 51 routes are given in Appendix A. This real life instance was solved using four different scenarios: We tried to solve these instances using CPLEX version 11.0. Unfortunately, it failed to find the optimal solution for any of the attempted scenarios and always produced an out of memory error. So we tried again while using its strong branching variableselection option. Again, CPLEX failed to solve any of the scenarios and produced an out of memory error. However, in all these trials an integer solution was found before the program failure. The obtained solution was worse than the best solution obtained heuristically for three of the four tested scenarios. In the forth one (scenario C) a very close solution was found heuristically (overall net revenue of 12 978 instead of 12 981). Heuristic solutions are obtained in much shorter computation time (between 10.5 and 16.75 s). Solutions obtained by CPLEX 11 are given in Table 9 and those obtained by the proposed heuristics are presented in Table 10 .
To complete our assessment of the proposed heuristics, we calculated the value of three other criteria that are sometimes monitored in practice. We calculated the quantity of products to be delivered, the net revenue per 1000 litres delivered and the maximum overtime hours, for each of the solutions given in Table 10 . Table 11 gives the results for scenario A. It shows that solutions with less net revenue have slightly higher values for the quantity of products to deliver. However the difference is quite small and represents 0.003%. In the same time, the solution with the largest net revenue has also the largest net revenue per 1000 litres to deliver. All these solutions have the same value for the maximum, among all trucks, of overtime hours.
Tables 12-14 compare these same four criteria for scenarios B, C and D, respectively. Comparing the results for all four scenarios, it seems that solutions with largest or the second largest net revenue have also the largest revenue per 1000 litres. For three of these scenarios all solutions have the same maximum overtime hours. The results indicate that in only one case (scenario B), the solution having the largest net revenue also have the largest quantity to deliver.
How to deal with disruptions and delays
In real life, disruptions and delays occur and we have to be able to deal with them. Mainly, there are two events that may cause disruptions: vehicles breakdown and drivers absence. Usually, transportation companies are able to replace absent drivers quite quickly and at most at the next day. It is also possible to rent a truck to replace the broken one the next day. Small delays due to small traffic problems are not very important as trip durations include a margin of about 10%. Larger delays may make it impossible to finish the remaining trips as originally planned. Thus, in case of a sudden disruption like a truck breakdown, we need to update our operations plan by repacking all the remaining (not yet started) trips and assigning them to the remaining vehicles. This can be done very easily using the same solution methods developed in this paper. However, in presenting our methods we implicitly assumed that all trucks are available at the beginning of the planning period and have the same regular and overtime working hours. In updating our plan due to an important disruption, we have to apply our packing heuristics while taking into consideration only the remaining working time for every truck.
For example, if the working day is composed of 10 regular and five overtime hours, starts at 7 a.m., and a truck breaks down at 2 p.m. The remaining regular working hours for the other trucks is the time from their return to the charging terminal after finishing their current trip and 5 p.m. If a truck returns after 5 p.m., it has no remaining regular hours and the time between its return time and 10 p.m. is its remaining overtime hours.
Conclusions
This paper introduced a generalized version of the trip packing problem, gave a mathematical formulation of the problem, developed heuristic solution procedures to solve it and presented a computational experiment to assess the quality of the solutions obtained by these heuristics. The considered problem involves a heterogeneous fleet of tank trucks that should deliver different petrol products to a number of petrol stations using a set of predesigned trips. But as we have trucks of different configurations and capacities, some trips cannot be carried out by some trucks. Furthermore, the cost and revenue of each trip depends on the truck to be used.
The problem is shown to be NP-hard and commercial MIP codes are not able to solve problem instances of even medium size to optimality. In addition this may require long computing hours while we need very quick solutions. The heuristics presented in this paper were able to produce To the best of our knowledge, this is the first research work that addressed this new problem. Further research is needed to produce more efficient heuristics and to try to develop optimal solution methods. We are designing some nature-inspired heuristics (see Doerner et al. [24] ) to produce heuristic solutions and we are planning to use a Greedy Randomized Adaptive Memory Programming Search like the one used in [25] . We are going to test this heuristic against a hybrid genetic algorithm based on the modified elite group designed by Chung et al. [26] . Two optimal approaches could be investigated: the Lagrangian decomposition approach inspired by the one used in [27] and the branch-and-cut algorithms. We also intend to extend this problem and to attempt solving it as bi-objective problem considering both the cost minimisation function presented in this paper as well as the maximisation of the driver-customer familiarity criterion considered by Day et al. [28] .
