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Abstract
Quantum information and computing are rapidly evolving fields that explore
and make use of the fundamental quantum mechanical aspects of nature.
Applications of these fields are far reaching, and touch the fields of computer
science, chemistry and biology. Integral to much of quantum information is
the ability to measure a quantum system, and this thesis focuses on novel
quantum measurement techniques in superconducting integrated circuits, a
leading physical architecture for quantum information. A scalable protocol
to read out the state of a superconducting qubit via a coupled microwave
cavity and a photon counter is presented. Inspired by this protocol, a pro-
tocol is developed for readout of a binary multi-qubit operator, the qubit
parity, that overcomes the fundamental limits of previous parity readout
schemes. Furthermore, this thesis explores the full quantum description of
the state formed when a semi-classical drive is applied to an electromagnetic
cavity coupled to a qubit. It is found that this state exhibits novel properties,
such as qubit evolution dependent on the cavity-phase, and sets fundamental
limits on the accuracy and repeatability of qubit measurement via a cavity.
Finally, a protocol is presented to create nonclassical states in an electromag-
netic cavity using a nonlinear photon detector, including states for which no
preparation technique was previously known.
xiii
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Zusammenfassung
Quanteninformation ist ein sich schnell entwickelnder Bereich der Physik, der
die fundamentalen quantenmechanischen Aspekte der Natur untersucht und
sie sich zunutze macht. Die Anwendungsmöglichkeiten dieses Gebiets sind
vielfältig und liegen beispielsweise in der Informatik, Chemie und Biologie.
Für einen großen Teil der Quanteninformation ist es essenziell ein Quanten-
system messen zu können; diese Arbeit fokussiert sich auf neuartige Messtech-
niken in integrierten supraleitenden Schaltkreisen, einer führenden Architek-
tur der Quanteninformation. Es wird ein skalierbares Protokoll zum Ausle-
sen des Zustandes eines supraleitenden Quantenbits (Qubit) mithilfe eines an
ihn gekoppelten Mikrowellenresonators (Kavität) und eines Photonenzählers
vorgestellt. Ausgehend von diesem Verfahren wird ein weiteres zum Messen
eines binären Multi-Qubit Operators, der Qubit Parität, entwickelt, welches
die fundamentalen Grenzen bisheriger Auslesemethoden überschreitet. Des
Weiteren wird in dieser Arbeit die vollständig quantenmechanische Beschrei-
bung des Zustandes, der bei semiklassischem Antrieb einer an einen Qubit
gekoppelten elektromagnetischen Kavität entsteht, untersucht. Es stellt sich
heraus, dass dieser Zustand neuartige Eigenschaften wie beispielsweise die
Abhängigkeit der Zeitentwicklung des Qubits von der Phase der Kavität
aufweist und wesentliche Beschränkungen bezüglich Genauigkeit und Repro-
duzierbarkeit von Qubitmessungen mittels einer Kavität setzt. Zum Schluss
wird ein Verfahren vorgestellt, das nichtklassische Zustände in einer Kav-
ität erzeugt, wobei der Photonendetektor die einzige Nichtlinearität darstellt.
Die zuvor genannten nichtklassischen Zustände umfassen auch solche, für die
bisher keine Präparationsverfahren bekannt waren.
xv
xvi
Chapter 1
Introduction
1.1 Quantum Information Processing and Com-
putation
The field of quantum information processing and computation is concerned
with the study of quantum physics applied to informatic and computational
tasks. Since first proposed by Feynman [1], a universal quantum simulator
promises the ability to efficiently simulate any quantum system, which has far
ranging applications, not only within physics, but in fields such as chemistry
and biology.
The idea of applying quantum mechanics to computational problems in
computer science was first formulated by Deutsch [2], and since then it has
been shown that algorithms running on a quantum computer can be more effi-
cient than their classical counterparts [3]. Famous examples include Grover’s
search algorithm for an unsorted database [4], which is provably faster than
the fastest classical implementation, and Shor’s algorithm for factoring large
numbers [5], which may offer an exponential decrease in computation time
(with the caveat being that their is no proven lower bound on the classical
algorithm; however, all known classical algorithms are exponentially slower
than Shor’s algorithm).
Given the broad and significant applications of a working quantum com-
puter, the last few decades have seen considerable theoretical and experi-
mental effort devoted to the development of quantum computation. The
Loss-DiVincenzo criteria [6] describe the components required for a working
circuit-model quantum computer, and they will briefly be reviewed here.
1
2 1.1 Quantum Information Processing and Computation
(i) Identification of well-defined qubits
A qubit is an effective two-level quantum system, which can often be defined
by a state of lower energy (ground state) and a state of higher energy (excited
state), though only controllable evolution between the two states is required.
The density matrix of a qubit can be completely described in the basis of the
Pauli matrices by the formula
ρ =
1
2
(I+ ~s.~σ) , (1.1)
where I is the identity operator, ~σ = (σˆx, σˆy, σˆz) is the “vector” of Pauli
matrices, and ~s = (Tr[ρσˆx],Tr[ρσˆy],Tr[ρσˆz]) is the Pauli spin vector. The
energy difference between the ground and excited states of the qubit is often
referred to as the energy splitting or qubit frequency (ignoring the factor of
~). Physically, a well-defined qubit is one that can be isolated from others,
so that it can be controlled and measured as its own entity. In the physical
architecture of superconducting integrated circuits, effective two-level sys-
tems can be created using Josephson junctions, and these form the so called
superconducting qubits (see section 1.3 for further information).
(ii) Low decoherence
Decoherence refers to interactions between a qubit and its environment. This
has two major effects: energy relaxation (state decay), where the qubit loses
energy to the environment and decays to its ground state, and dephasing,
where superposition states of the qubit loss coherence and become mixed.
The former is caused by interaction between the qubit and environmental
systems at the qubit’s energy splitting, while the latter is often caused by
low frequency noise that results in frequency broadening of the qubit’s energy
splitting. Decoherence limits the useful lifetime over which a qubit can be
used for computation, and introduces errors into any computation. Qubits
are designed to have as little decoherence as possible, and in recent years
schemes have been developed to correct for errors caused by deocherence [7].
(iii) Reliable state preparation
Once qubits have been identified, it is necessary to prepare the initial state
required by the desired algorithm. Often, the desired initial state is such that
all qubits are in their ground energy eigenstate. In this case, for initially non-
interacting qubits and zero effective qubit temperature, simply waiting long
enough will initialize the qubits to their ground state, as they are driven
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their by decoherence. However, as the decoherence time of the qubits should
be as long as possible, and as the effective temperature is never zero, ini-
tialization by environmental decay can be very time consuming, and will be
inherently imperfect. As a result, active initialization schemes have been
developed, such as initialization by projective measurement and coherent
feedback, which requires highly accurate qubit measurement and control, as
will now be discussed.
(iv) Accurate quantum gate operations
To perform arbitrary unitary operations (quantum gates) on a register of
qubits, it is sufficient to be able to perform all members of a universal gate
set. As proven by Solovay and Kitaev [7], it is possible to define a universal
gate set with a discrete number of elements that can approximate any unitary
with arbitrary precision. In particular, it is sufficient to be able to perform
a single two-qubit entangling gate and a discrete number of distinct single-
qubit gates to achieve universal control of an arbitrary number of qubits.
The challenge for theorists and experimentalists is to design and achieve
single- and two-qubit gates that are accurate enough to be used repeatedly
in a complicated quantum algorithm. The applied unitary transformation
must have high fidelity with the desired unitary of the quantum gate, which
requires excellent control of the evolution of the quantum system.
(v) Reliable quantum measurement
The final criteria required for quantum computation, and the central focus
of this thesis, is the ability to measure the state of the qubit register, typ-
ically at the end of the computation, in order to extract the output of the
computation. The measurement must be fast enough that it can determine
the state of the qubits before environmental decoherence sullies the result.
However, because of the relationship between measurement and decoherence,
the challenge is in designing a measurement scheme that is fast and reliable,
while not introducing extra undesired decoherence to the system. Quantum
measurement will be discussed in greater detail in section 1.5.
For further information on quantum information and computation, the
reader is directed to the seminal textbook of Nielsen and Chuang [7].
4 1.2 Quantized Electromagnetic Fields
1.2 Quantized Electromagnetic Fields
As this thesis deals with aspects of the quantum nature of electromagnetic
radiation, it will be necessary to understand the quantization of electromag-
netic fields. This is a topic that has been studied extensively, with many
excellent resources available [8, 9, 10]. In this section the necessary concepts
will be briefly reviewed.
1.2.1 The Hamiltonian of an Electromagnetic Cavity
Following [8], we begin with the normal modes of the electric field contained
with in an electromagnetic cavity
Ex(z, t) =
∑
n
Anqn(t) sin(knz), (1.2)
where without loss of generality, we have assumed the electric field to be
polarized along the x-direction. Anqn(t) is the amplitude (where qn(t) is a
1D function), and kn = npi/L the wave number of the n’th normal mode,
where L is the length of the cavity (in the z-direction). The factor An depends
on the specific dimension of the cuboidal cavity and is defined as
An =
√
2ω2nmn
V 0
, (1.3)
where ωn = cnpi/L is the normal mode frequency, V is the volume of the
cavity, 0 is the permittivity of free space, and mn is a constant of unit mass
that depends on both the mode frequency and the geometry of the cavity.
Using Maxwell’s equations and equation (1.2) one can calculate the mag-
netic field inside the cavity to be
By(z, t) =
∑
n
An
(
q˙n(t)0
kn
)
cos(knz), (1.4)
which is only nonzero along the y-direction. Equations (1.2) and (1.4) to-
gether with the relation
H =
1
2
∫
V
dτ
(
0E
2
x + µ0H
2
y
)
(1.5)
can be used to calculate the classical Hamiltonian of the system H. This is
given by
H =
1
2
∑
n
(
mnω
2
nq
2
n +
p2n
mn
)
, (1.6)
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where pn = mnq˙n is the canonical momentum for qn. The reason for the intro-
duction of the parametermn is now clear, as the Hamiltonian for each normal
mode has the standard form of the Hamiltonian for a harmonic oscillator.
Quantization of this Hamiltonian proceeds as normally done for the quan-
tization of a harmonic oscillator, and after a canonical transformation for each
mode the Hamiltonian can be written as
Hˆ = ~
∑
n
ωn
(
aˆ†naˆn +
1
2
)
=
∑
n
Hˆn, (1.7)
where aˆ†n and aˆn are the raising and lowering operators for the n’th normal
mode, and ωn is the mode eigenfrequency as defined before. For a single
mode, the eigenstates of the Hamiltonian Hˆn are known as the Fock states,
where the m’th Fock state |m〉 corresponds to a state with m photons. The
lowering and raising operators connect the Fock states by the relations
aˆ|m〉 = √m|m− 1〉, (1.8)
aˆ†|m〉 = √m+ 1|m+ 1〉. (1.9)
The previous discussion was independent of the eigenfrequencies of the
modes ωn, and applies equally well to all frequency regimes, including both
optical and microwave. In microwave electronics, the LC circuit (shown in
FIG. 1.1) is a physical system with a similar classical Hamiltonian to that of
the electromagnetic cavity, given by
HLC =
φ2
2L
+
1
2
Lω2LCQ
2 (1.10)
where φ is the magnetic flux across the inductor (of inductance L), and Q the
charge on the capacitor (of capacitance C). ωLC = 1/
√
LC is the resonance
frequency of the circuit, and we see that the inductance L plays the role of
an effective mass. This system is often referred to as the LC resonator or
lumped element resonator due to its harmonic oscillator Hamiltonian.
The quantized version of this Hamiltonian [11] is
HˆLC =
φˆ2
2L
+
1
2
Lω2LCQˆ
2. (1.11)
The important thing to notice is that this lumped element device has a
harmonic oscillator Hamiltonian, and thus its eigenstates are the equally
spaced (in energy) Fock states. Therefore, if one is attempting to design a
qubit from integrated circuits, the LC resonator is not a suitable candidate,
as it is not possible to address two states of the system independently from
the others. To get around this problem, a suitable nonlinearity needs to be
introduced, as will be discussed in section 1.3.
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Figure 1.1: Circuit diagram of the LC resonator.
1.2.2 The Semi-Classically Driven Harmonic Oscillator
We focus on a single mode harmonic oscillator with Hamiltonian
Hˆ = ωaˆ†aˆ, (1.12)
where we have ignored the constant energy shift and set ~ = 1. A classi-
cal drive field applied to this system can be described by the off-diagonal
Hamiltonian
Hˆd = 2 cos(ωdt)
(
aˆ+ ∗aˆ†
)
, (1.13)
where ωd is the frequency of the applied drive field, and  is the complex
drive amplitude. As the external field is treated classically and the harmonic
oscillator is treated quantum mechanically this situation is referred to as
semi-classically driven [9]. In the interaction frame with respect to the system
self-Hamiltonian of equation (1.12), and after performing the rotating-wave
approximation, the full Hamiltonian of the system is
Hˆ ′d =
(
aˆe−i∆t + ∗aˆ†ei∆t
)
, (1.14)
where ∆ = ω − ωd. The rotating wave approximation drops all nonsecular
terms proportional to e±i(ω+ωd)t, as on the timescale under consideration these
terms average to zero. This approximation is valid provided ||  ω + ωd.
The evolution operator generated by this interaction Hamiltonian is
Uˆ ′d(t) = Dˆ (α(t)) = e
αaˆ†−α∗aˆ, (1.15)
where Dˆ (α(t)) is known as the displacement operator, and α(t) is given by
α(t) =
−∗
∆
(
ei∆t − 1) . (1.16)
For a non-cosine shaped classical drive the expression for α(t) is the same as
that of the Green’s function solution for a driven classical harmonic oscillator.
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Starting from the vacuum state |0〉, application of the displacement op-
erator creates the set of states known as the coherent states [12], defined
by
|β〉 = Dˆ(β)|0〉 = e− |β|
2
2
∞∑
n=0
βn√
n!
|n〉, (1.17)
where {|n〉}∞n=0 are the Fock states, and β ∈ C is referred to as the coher-
ent state amplitude. The coherent states are the quantum states that best
describe classical electromagentic radiation, as would be expected given the
fact that the Hamiltonian model underlying their creation is a semi-classically
driven electromagnetic cavity.
The coherent states form an over complete basis of the Hilbert space for
a harmonic oscillator, and in particular any state ρ can be written as
ρ =
∫
d2αP (α)|α〉〈α|, (1.18)
where P (α) is a quasiprobability function known as the Glauber-Sudarshan
P -function [13]. Such quasiprobability distributions (of which there are
many) can be used to visualize the state ρ in phase space, just as classi-
cal probability distributions are used in classical mechanics.
1.2.3 Nonclassical States of Electromagnetic Radiation
Nonclassical states of electromagnetic radiation (or any harmonic oscillator)
exhibit properties that are uniquely quantum mechanical in nature. A com-
mon definition of a classical state is that it can be written as a convex sum
or incoherent mixture of coherent states, which implies that the P -function
is non-negative (and non-singular) for all α. A nonclassical state is therefore
any state that cannot be expressed as a mixture of coherent states. More
quantitative measures of nonclassicality will be discussed in chapter 6.
Canonical examples of nonclassical states include the Fock states, the
even and odd Schrödinger cat states, defined by
|Ψ〉SC = (|α〉 ± | − α〉)/
√
N , (1.19)
where N is the normalization, and the squeezed vacuum state, given by
|Ψ〉SV = Sˆ(z)|0〉 = e(z∗aˆ2−zaˆ†2)/2|0〉, (1.20)
where Sˆ(z) is the squeezing operator with complex squeezing amplitude
z ∈ C. Schrödinger cat states are interesting as for large enough |α| they are
a superposition of macroscopically distinguishable classical states, and thus
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allow one to experimentally probe the quantum-classical boundary. In addi-
tion, both Schrödinger cat states and squeezed states are useful in metrology
and sensing, as they can allow for quantum-limited precision [14, 15].
While it is simple to define a state ρ in terms of its P -function, for a
given state ρ it is often difficult to do the reverse. Also, as it is often highly
singular for interesting states, the P -function can be an inconvenient way
to represent a state in phase space. Conveniently, there are other commonly
used quasiprobability distributions, two of which we will highlight here. They
are the Husimi Q-function, and the Wigner function [16, 17, 18], defined for
the state ρ by
Q(α) =
1
pi
〈α|ρ|α〉, (1.21)
W (α) =
1
pi2
∫
d2βe−βα
∗+β∗αχW(β), (1.22)
respectively, where we have introduced the Wigner characteristic function
χW(β), defined by
ρ =
1
pi
∫
d2βχW(β)Dˆ(−β), (1.23)
to remain within the coherent state basis.
For a given state ρ the Q-function is the easiest to compute, and is useful
for visualizing states that are superpositions of coherent states, such as the
Schrödinger cat state. However, as it is always bounded and non-negative,
it is not a good nonclassicality witness. The Wigner function is better in
this regard, as for most nonclassical states it will be negative for some α (a
notable exception to this is the squeezed vacuum state), and for superposition
states it displays interference fringes in phase space between coherent state
components.
The Q-function and Wigner function for an even Schrödinger cat state
with α ∈ R are shown in FIGs. 1.2(a), and 1.2(b). The Q-function clearly
shows the two coherent state components, each centered at the right ampli-
tude, but would not well distinguish between a superposition and a mixture
of the two coherent states. This distinction is better captured in the Wigner
function, which shows clear interference fringes (and negativity) between the
two coherent state components.
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Figure 1.2: (a) Husimi Q-function and (b) Wigner function of an even
Schrödinger cat state.
10 1.3 Quantum Computing with Integrated Circuits
1.3 Quantum Computing with Integrated Cir-
cuits
In many quantum computing architectures, the qubit is an effective two-
level system found in nature, such as two addressable levels in the electronic
structure of an atom, ion or molecule. The benefit of these systems is that
under the same environmental conditions the qubit parameters are always the
same, while the challenge is in designing control and measurement technology
to work within the parameter regime set by nature.
From the opposite side of the problem, one could design a qubit to be
in a desirable parameter regime. Such tailor-made quantum systems are not
commonplace, but integrated circuits made from superconducting qubits are
a leading candidate. They allow for integration with the well developed field
of microwave electronics, and offer a planar geometry well suited for scaling
to large size quantum computers. The circuits need to be superconducting
to avoid loss from electrical resistance, and without this protection coherence
would be very difficult, if not impossible, to achieve.
While a relatively young field, superconducting qubits have been exten-
sively studied in both theory and experiment, with many great reviews of
the field already available [19, 20, 21, 22, 23]. In this section, we will briefly
discuss the key element underlying all superconducting qubits, the Josephson
junction, before going over the basics of a few relevant qubit designs, and
how these devices can be coupled to microwave resonators.
1.3.1 The Josephson Junction
As previously mentioned, the simple LC resonator circuit has the same
Hamiltonian as a harmonic oscillator, preventing its use as a qubit. In order
to isolate a useful qubit from the eigenstates of some integrated circuit, it
is necessary to have a nonlinear element that breaks the degeneracy of the
transition energies between neighboring eigenstates. For superconducting
circuits, the simplest nonlinear element is the Josephson junction.
The Josephson junction is a tunnel junction consisting of two layers of
superconducting material with a layer of non-superconducting material be-
tween them, shown in FIG. 1.3(a). Due to quantum tunneling, Cooper pairs
are able to cross the non-superconducting barrier in the junction, allowing for
nonzero current and voltage across the junction. The Josephson equations
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Figure 1.3: (a) Schematic and (b) effective circuit diagram for a Josephson
junction.
[24], given by
I = Ic sin (φ) (1.24)
V = Φ0φ˙ (1.25)
describe the current and voltage across the junction, where φ = φ1−φ2 is the
superconducting phase difference across the junction, and Φ0 = ~/2e is the
reduced magnetic flux quantum for superconductors. Ic is the critical current
of the junction; if the junction is biased with an external current that exceeds
Ic superconductivity in the junction will break down. The Josephson junction
can also be thought of as a capacitor (with capacitance CJ) in parallel to a
nonlinear inductor (of inductance LJ), as shown in FIG. 1.3(b).
1.3.2 Superconducting Qubits
Using the Josephson junction, a variety of superconducting qubits have been
developed, each broadly originating from one of three basic designs. Biasing
the junction in series with a bias current creates a phase qubit [25], for which
the qubit states are the ground and first excited state of one metastable
potential well in a cosine washboard potential. Connecting the junction
in series with a capacitor and a voltage source creates a charge qubit [26,
27]. Here, a superconducting island is formed between the capacitor and the
Josephson junction, and the number of Cooper pairs on this island defines
the qubit state. Finally, connecting one or more Josephson junctions in a
ring and threading a magnetic field through the ring forms a flux qubit [28].
Magnetic flux quantization in the ring forces the supercurrent in the flux
qubit to flow either clockwise or anticlockwise, and these two directions of
current flow form the qubit states.
While the specific kind of superconducting qubit is not important to much
of the discussion in this thesis, the nature of the charge qubit will be briefly
expanded upon, as from the charge qubit the contemporary Transmon [29, 30]
and Xmon [31] were developed. The charge qubit circuit is shown in FIG. 1.4,
12 1.3 Quantum Computing with Integrated Circuits
Vg CJ LJ
Cg
Figure 1.4: Circuit diagram of the charge qubit.
where Vg is referred to as the gate voltage, and Cg the gate capacitance. The
circuit Hamiltonian for the charge qubit is given by
Hˆ = EC
(
Nˆ −Ng
)2
− EJ cos(φˆ), (1.26)
where the Cooper pair number Nˆ = Qˆ/(2e) is the charge (conjugate to
φˆ) scaled by 1/(2e). We have also defined the gate charge number, Ng =
−CgVg/(2e), the Josephson coupling energy EJ = IcΦ0, and the charging
energy EC = (2e)2/2(CJ + Cg). The charging energy is the energy required
to increase by one the difference in the number of Cooper pairs on either side
of the Josephson junction.
As described in [32], we work in the eigenstate basis of Nˆ , which satisfies
Nˆ |n〉 = n|n〉. The operator EC
(
Nˆ −Ng
)2
has an anharmonic energy spec-
trum, allowing one to selectively address two eigenstates, and in doing so
define a qubit. Typically, the two lowest energy eigenstates are chosen as the
qubit, with an energy separation of EC(1 − 2Ng), while the second excited
state is separated from the first excited state by an energy of EC(3 − 2Ng),
which is 2EC above the qubit transition. The charge qubit is operated in the
EC  EJ regime to maximize the anharmonicity of the Hamiltonian. How-
ever, nonzero EJ is required, along with tunable Ng, to generate universal
control of the charge qubit.
Since φˆ and Nˆ are conjugate variables it follows that eiφˆ|n〉 = |n + 1〉.
Taking this into account, one can describe cos(φˆ) in the Cooper pair number
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basis, and restricted to the qubit subspace the Hamiltonian becomes
HˆCQ = EC
(
Ng − 1
2
)
σˆz − EJ
2
σˆx. (1.27)
Unfortunately, as the qubit energy spacing depends on Ng, which depends on
the gate voltage, noise in the voltage source will dephase the qubit. Working
at the charge degeneracy point Ng = 1/2 minimizes this effect, however, this
effect can be quite large even slightly away from the charge degeneracy point.
To reduce the effect of charge noise from the voltage source, the Transmon
and Xmon work in the EJ  EC regime by adding a large capacitance
in parallel to the Josephson junction. As a consequence this reduces the
anharmonicity of the system eigenspectrum, making it more difficult to define
a qubit subspace. However, addressing only the qubit states is still possible by
using more sophisticated control pulses [33], and it is therefore still possible
to define a qubit subspace for this weakly anharmonic system.
1.3.3 Circuit Quantum Electrodynamics
The interaction between microwave resonators, such as stripline resonators or
the lumped element LC-resonators described previously, and superconduct-
ing qubits is the domain of the field of circuit Quantum Electrodynamics
(cQED). The coupling between these devices is achieved either by galvanic
or direct electrostatic coupling when the qubit is fabricated inside the res-
onator [34, 35], or by capacitive or inductive coupling when the qubit is
fabricated outside the resonator [36, 31].
In all cases, the right choice of system parameters leads to Rabi interaction
between the microwave resonator and the superconducting qubit, described
by the Hamiltonian
HˆRabi = gσˆx
(
aˆ+ aˆ†
)
. (1.28)
In most cases the coupling strength g is small enough that the rotating wave
approximation (RWA) is valid, which neglects nonsecular terms and leads to
the Jaynes-Cummings interaction [37], given by the Hamiltonian
HˆJC = g
(
σˆ+aˆ+ σˆ−aˆ†
)
, (1.29)
where σˆ± are the raising and lowering operators for the qubit. The Jaynes-
Cummings coupling strength can be calculated from circuit parameters, and
depends on the specific implementation of the superconducting qubit and
the microwave cavity. Further details about this coupling strength for some
specific qubit/resonator set-ups can be found in Refs. [38, 30, 39].
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Though the coupling strength in cQED experiments is normally weak
enough that the RWA is valid, contemporary cQED experiments still operate
in the strong coupling regime, as the coupling strength is much larger than
the dissipation rates of the system. Recent experiments have even reached
the ultrastrong coupling regime, at which point the RWA begins to break
down and the Jaynes-Cummings Hamiltonian is no longer valid [34].
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While theoretically it is convenient to study closed systems, in reality and
in experiments it is often necessary to study an open system, which includes
interactions between the system and its environment. The naïve way to do
this would be to enlarge the definition of “the system” to include the relevant
parts of the environment, and solve for all degrees of freedom. However, this
can introduce a very large overhead, as it is now necessary to describe the
dynamics of many more variables than are of interest, and often, solving the
full equations of motion for both the system and environment is simply not
possible.
Fortunately, in many situations it is possible to derive an effective evolu-
tion for the system state alone, which while describing the system’s interac-
tion with the environment, does not describe the evolution of the environment
itself. In quantum mechanics, one commonly used equation for open system
evolution is the Lindblad master equation, which we will describe here, as it
was used extensively throughout this thesis.
1.4.1 The Lindblad Master Equation
The Lindblad master equation (in diagonal form) for the evolution of the
system state ρ(t) is given by the equation
ρ˙(t) = −i[Hˆ, ρ(t)] +
∑
µ
γµ
(
Lˆµρ(t)Lˆ
†
µ −
1
2
{
Lˆ†µLˆµ, ρ(t)
})
, (1.30)
where [A,B] = AB − BA is the commutator and {A,B} = AB + BA the
anticommutator of A and B. The first term of equation (1.30) is the von
Neumann equation for the coherent evolution of the system state under the
Hamiltonian Hˆ, which includes both the system self-Hamiltonian and any
coherent evolution due to the environment (such as Lamb shifts). The op-
erators Lˆµ and the real and positive coefficients γµ are referred to as the
Lindblad operators and Lindblad rates, respectively. They describe the in-
coherent system evolution due to the environment, and the second term of
equation (1.30) is commonly called the dissipator.
In superoperator language, the Lindblad master equation can be written
as
ρ˙(t) = Lρ(t), (1.31)
which has the simple solution
ρ(t) = eLtρ(0), (1.32)
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and we see that the Lindblad generator L generates the quantum map ρ(t) =
Λtρ(0) = e
Ltρ(0). The usefulness and widespread application of the Lindblad
equation comes from the fact that it is the most general form of the generator
of the semigroup of quantum maps that satisfy the following properties [40]:
1. Λt is completely positive and trace preserving (CPTP).
2. Tr
[
Λtρ(0)Oˆ
]
is continuous in t for all valid observables Oˆ.
3. Λt is Markovian, such that Λ(t+t′) = Λt ◦ Λt′ and Λ0 = I.
The first property ensures that the open system evolution maps valid quan-
tum states to valid quantum states, and in particular ensures that if the
evolving system is a component of a larger system, the state of the larger
system remains a valid quantum state. The second property ensures that
there are no discontinuous jumps in the expectation values of valid observ-
ables, which would be nonphysical. Finally, the third property implies that
the evolution of the system at time t depends only on the state at time t,
and not on the history of the state, and that for t = 0 the mapping is the
identity mapping I.
Properties one and two are necessary for the quantum map to describe
physical evolution of the state ρ(t), while property three is convenient and
holds for many physical situations. As the Lindblad master equation is the
most general form of the generator for quantum maps with all three proper-
ties, it is unsurprising that it accurately describes many physical systems.
1.4.2 Microscopic Derivations of the Master Equation
While the Lindblad master equation is easily defined and has a wide range of
application, it can be quite challenging to formally derive a Lindblad master
equation starting from the Hamiltonian description of the coherent evolu-
tion between the system and its environment. These so called microscopic
derivations of the master equation are covered extensively (and excellently)
in Ref. [41], and only a few relevant points will be mentioned here.
The Lindblad master equation is often microscopically derived in the
weak coupling limit [42], where the interaction between the system and its
environment is the smallest energy scale of the full Hamiltonian. Assum-
ing weak coupling, one can make the following three approximations to the
system-environment dynamics:
1. Born approximation. The full state of the system and environment is
given by η(t) = ρ(t) ⊗ ρE, that is, the environment state is negligibly
affected by interaction with the system and is stationary.
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2. Markov approximation. The evolution of the system at time t only
depends on the state of the system at time t. This implies that cor-
relations between the system and the environment decay much faster
than the timescale of interest.
3. Rotating wave approximation. Nonsecular terms in the evolution that
oscillate quickly in time are averaged over and vanish as a result.
After these approximations have been made, it is possible to trace out the
environment and obtain an effective evolution equation for the system that
is a Lindblad master equation.
It is important here to note that in the weak coupling limit the master
equation is derived in the energy eigenbasis of the system, and therefore,
combining the Lindblad equations for two systems cannot be done in the
weak coupling limit. Instead, it is necessary to consider the joint system,
and derive the master equation for both systems in the energy eigenbasis of
the joint system [43].
A Lindblad master equation can also be derived in the situation where the
system-environment interaction is stronger than the system self-Hamiltonian,
known as the singular coupling limit [44], such as is the case when the rele-
vant system eigenenergies are all degenerate. In this situation, both the Born
and Markov approximations are still necessary, however, no secular approxi-
mation is necessary as there are no longer nonsecular terms in the evolution
equation after the Born and Markov approximations have been made.
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The study of quantum measurement has a long and storied history in physics.
One can argue that understanding the nature of quantum measurement was
for a long time a significant portion of the field of quantum foundations,
and that it has been a driving force behind the development of the myriad
of interpretations of quantum mechanics that currently exist. We will not
focus on these issues here, but instead discuss the aspects of the formalism of
quantum measurement that are relevant to this thesis. Quantum measure-
ment is a broad and extensively studied field, and for further reading on the
topics mentioned here, as well as many others, the reader is directed to the
excellent references [45] and [7].
1.5.1 von Neumann Projective Measurement
In quantum mechanics, a measurement operator is a Hermitian matrix Oˆ,
whose eigenvalues {λi} correspond to the outcomes of the measurement. As
Oˆ is Hermitian, we can write it in its spectral decomposition as
Oˆ =
∑
i
λi|λi〉〈λi|, (1.33)
where {|λi〉} is the set of eigenvectors of Oˆ. For a nondegenerate eigenspec-
trum, a von Neumann or projective measurement of the observable Oˆ with
outcome λi will project the state of the system to the corresponding eigen-
vector |λi〉 at the end of the measurement. For a degenerate eigenspectrum,
the final state of the system will be a superposition of the eigenstates of Oˆ
corresponding to outcome λi.
More concretely, for an initial state ρin, at the end of a projective mea-
surement, the unconditioned final state of the system is given by
ρunconfin =
∑
i
Tr
[
ρin|λi〉〈λi|
]
|λi〉〈λi|, (1.34)
which is a classical mixture of the output states of all possible measurement
outcomes. When the measurement outcome is known, the state is described
by a single component of the above sum. As is evident from the form of
equation (1.34), a hallmark of projective measurement is that repeated mea-
surements that occur immediately after one another will always result in the
same measurement outcome.
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1.5.2 Quantum Non-Demolition Measurement
Quantum non-demolition (QND) measurement extends the concept of re-
peatable measurements, such that repeated QND measurements will always
give the same result, no matter the time between them, provided no exter-
nal manipulation of the system occurs between measurements. For a closed
system, this requirement is satisfied if the system’s self-Hamiltonian HˆS and
the observable Oˆ commute, so that evolution under HˆS applies only a global
phase to the eigenvectors of Oˆ [46]. This criterion is automatically satisfied
for measurement of a system in its eigenbasis. For an open system, QND
measurements can normally only be repeated on a timescale shorter than the
decoherence time, otherwise interactions with the environment will change
the state of the system and prevent repeatable measurement outcomes.
In actual experiments, measurement of an observable that commutes with
the system Hamiltonian is often quite challenging. In fact, even when the goal
is to measure the system in its eigenbasis, the simplest way to do this often
destroys the system being measured. The typical example of this is a number
resolving photon detector used to measure an electromagnetic state in the
Fock basis. Regardless of the initial state, after detection the electromagnetic
field will be in vacuum and the field has been measured in a destructive way,
making repeated measurements impossible.
Many measurement techniques have been developed to avoid destructive
measurement and implement QND measurement of a system, and we will
highlight here the most relevant schemes in circuit QED. QND measurement
of the qubit state can be achieved by coupling dispersively to a microwave
cavity, and encoding the state of the qubit in either the phase or photon
number of a coherent state in the cavity [47, 39]. By a similar set-up, it is
also possible to measure the photon number of an incoming microwave signal
in a QND way [48].
1.5.3 Parity Measurement
One interesting and useful measurement is that of the parity of a register of
qubits, which distinguishes whether an even or odd number of qubits are in
the excited state. For N qubits, the parity observable is given by
OˆP =
N⊗
n=1
σˆz. (1.35)
Parity is a binary outcome measurement, which is to say that the parity
observable has two eigenvalues ±1 (even or odd parity respectively), which
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each have highly degenerate eigenspaces. As a result, measurement of the
parity results in decoherence between states of different parity, but leaves the
coherence of states with the same parity unaffected.
Parity measurement has many applications to quantum information pro-
tocols, including error correction [49] and entanglement generation [50, 51].
Despite the simple nature of its observable, measurement of parity, and only
parity, has proven to be quite difficult experimentally. One key reason for
this is that most natural interactions are two-body, while in general N -qubit
parity measurement requires N -body interactions. Hence, the N -body in-
teractions need to be broken down into long control sequences of two-body
interactions, which introduces considerable overhead.
In many cases only a partial parity measurement is performed, which
distinguishes between parity subspaces but also extracts additional informa-
tion about the state of the qubits. This results in unwanted decoherence
within a parity subspace. Chapter 3 of this thesis introduces a new parity
measurement scheme designed to avoid this problem.
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In the optical frequency regime, photon detectors that operate via the pho-
toelectric effect are commonplace [52], as many natural or easily synthe-
sized materials exist with work functions in the optical frequency spectrum.
In these devices the photoemission of electrons creates an avalanche effect,
which results in a large and easily measurable current.
However, there are no known naturally occurring materials with work
functions in the microwave frequency regime, and as such, microwave photon
detectors were for a long time an unrealized technology. To circumvent this
limitation, it was necessary to develop artificial atoms with effective “work
functions” in the microwave regime, that can also produce a large signal
when detecting a photon [53]. The first such device, developed using su-
perconducting integrated circuits, was the Josephson photomultiplier [54].
More recently, protocols to non-destructively detect propagating microwave
photons have been developed [55, 48]. These protocols circumvent the work
function limitation of photon counters by using the dispersive interaction
with an ancilla superconducting qubit to observe the presence of the photon.
1.6.1 Circuit Design and the Full Hamiltonian
The Josephson photomultiplier (JPM) consists of a current biased Josephson
junction, for which the circuit diagram is shown in FIG. 1.5(a), where Ib
is the applied bias current, and φ is the superconducting phase across the
Josephson junction. As a function of φ, the potential energy of the JPM has
what is known as a cosine washboard shape, shown in FIG. 1.5(b), and has
the functional form
U(φ) = −IcΦ0 cosφ− IbΦ0φ (1.36)
where Ic is the critical current of the Josephson junction, and Φ0 = ~/2e is
the reduced magnetic flux quantum for Cooper pairs.
The JPM is similar in design to the phase qubit [25], however, for the
JPM the applied bias current is large enough that only two quasi-bound
states exist in each metastable well of the JPM potential, with the excited
quasi-bound state being very near in energy to the potential local maximum.
When the system tunnels out of a quasi-bound well, it finds itself in a state
with more energy then the neighboring local minima. As a result, it quickly
“runs down” the well, resulting in a rapid change in the flux φ, which results
in a large voltage in the circuit that can be detected by classical circuitry
connected to the JPM.
If the JPM bias is tuned such that tunneling events occur after interac-
tion with incident microwave radiation, then the large voltage generated will
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Figure 1.5: (a) Circuit diagram and (b) potential energy landscape of the
Josephson Photomultiplier.
indicate the detection of a microwave photon. This process is analogous to
the avalanche effect in optical photon detectors. Much like optical detectors,
the detection response (voltage signal) of the JPM is both unambiguous and
easily observed, satisfying the necessary criteria of a useful photon detector.
The JPM was first realized experimentally in Ref. [54], where two JPM’s
were used to demonstrate the Hanbury Brown and Twiss effect [56] in the
microwave regime. State of the art experiments with the JPM involve inte-
grating the JPM with cavity-qubit systems in order to perform the single-
qubit readout protocol proposed in Ref. [47] and chapter 2. At the time
of writing of this thesis the first experimental progress towards single-qubit
readout was recently reported [57].
1.6.2 Effective Three Level Model
To study the interaction between a JPM and a microwave cavity, an effective
three level model of the JPM was introduced [58, 59], similar to as was done
in [53]. In this model, the two quasi-bound states in a single potential well
constitute the ground and excited states of the JPM, and we amalgamate all
states outside the potential well into the measured state |m〉. The ground
and excited states of the JPM are coupled coherently via the operators σˆ±,
while the measured state can only be reached via incoherent tunneling from
the ground or excited state, at rates γD and γJ respectively. For typically
experimental systems γJ ≈ (102−103)γD [54]. Two other incoherent processes
affect the JPM, namely inelastic relaxation from the excited state to the
ground state, and pure dephasing, which are characterized by timescales T1
and T2 respectively.
The tunneling between the excited state of the JPM and the measured
state is accurately described by an incoherent rate and a unidirectional pro-
1.6 The Josephson Photomultiplier 23
cess for a reason similar to that of Fermi’s golden rule. The states outside the
quasi-bound well form a quasi-continuum and have much higher excitation
numbers relative to their local minimum than do the quasi-bound states.
As a result, once they state tunnels out of the quasi-bound well it is very
quickly driven by the environment to states existing solely outside of the
well (which we describe by the measured state), enforcing the incoherent and
unidirectional nature of the process.
In this model, the microwave cavity and the JPM interact via the Jaynes-
Cummings interaction, g
(
σˆ+aˆ+ σˆ−aˆ†
)
, where g is the coupling strength.
When the cavity and JPM are on resonance, a photon from the cavity can
excite the JPM, which can then tunnel into the measured state, producing
a classically observable voltage pulse. If the JPM starts in its ground state,
since γJ  γD we can say that an observed tunneling event was likely to have
been caused by interaction with the cavity, and indicate the detection of a
microwave photon.
In Ref. [59] it was found that for γJ ≈ g the JPM often imparts a back
action on the cavity that has the form of the photon subtraction operator
Bˆ− =
∑
n=1
|n− 1〉〈n|. (1.37)
A detector with such a back action is a true binary detector, distinguishing
between the vacuum and its compliment without obtaining any further in-
formation about the photon number. The JPM is closest to the subtraction
operator when 1/T2 is the largest rate in the system. The subtraction-like
qualities of the JPM imply that it is blind to the phase of a coherent state in
the cavity, a quality that will be useful in chapter 3. The subtraction opera-
tor also implements a nonlinear back action, which will be used in chapter 6
to create nonclassical states in the cavity.
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1.7 Layout of this Thesis
This thesis is in a cumulative format, as it contains research done on sev-
eral projects that all fall under the general research theme on the interaction
between a qubit and electromagnetic radiation, with applications to mea-
surement. Chapters 2 through 6 are all either published, submitted for peer
review, or being prepared for submission, and in all cases the correct author
list and publication information is described on the first page of the chapter.
Chapters 2 and 3 describe novel single-qubit and multi-qubit parity read-
out schemes, respectively, where, in both cases an electromagnetic cavity
is used as an ancilla. Chapter 4 contains a new description of the evolu-
tion of a dispersively coupled qubit-cavity system when the cavity is driven
by classical radiation. Chapter 5 describes an application of this effect to
qubit readout. Finally, in chapter 6, a scheme to create nonclassical states
in an electromagnetic cavity by photon counting is introduced. Each chap-
ter contains appendices describing calculations supplemental to the results
contained in the main text of the chapter. In addition, this thesis contains a
single global appendix that describes the methodology used in the numerical
simulations done in all chapters of this thesis.
Chapters 2, 3, and 6 describe work done in collaboration with individuals
other than the author of this thesis and his supervisor F.K. Wilhelm. The
contribution of other authors will be briefly described here.
In chapter 2 the majority of the text was written by L.C.G. Govia, with
parts also written by R. McDermott, B.L.T. Plourde and F.K. Wilhelm.
In chapter 3 the text was written by L.C.G. Govia with editing done by
E.J. Pritchett and F.K. Wilhelm. In both chapters all numerical simula-
tions and analytic calculations were done by L.C.G. Govia, except for ap-
pendix 2.A of chapter 2, which was done by M.G. Vavilov and C. Xu. The
readout schemes of these chapters were discovered and developed in collab-
orative discussions between all authors. In chapter 6 the text was written
by L.C.G. Govia with editing done by E.J. Pritchett and F.K. Wilhelm.
L.C.G. Govia and E.J. Pritchett performed the numerical simulations, the
results of which are shown in the chapter’s figures.
Chapter 2
High-fidelity qubit measurement
with a microwave photon counter
Luke C. G. Govia, Emily J. Pritchett, Canran Xu, B. L. T. Plourde,
Maxim G. Vavilov, Frank K. Wilhelm, and R. McDermott
Tis safer to be that which we destroy,
Than by destruction dwell in doubtful joy.
-William Shakespeare
Abstract
High-fidelity, efficient quantum nondemolition readout of quantum bits is in-
tegral to the goal of quantum computation. As superconducting circuits ap-
proach the requirements of scalable, universal fault tolerance, qubit readout
must also meet the demand of simplicity to scale with growing system size.
Here we propose a fast, high-fidelity, scalable measurement scheme based on
the state-selective ring-up of a cavity followed by photodetection with the
recently introduced Josephson photomultiplier (JPM), a current-biased Jos-
ephson junction. This scheme maps qubit state information to the binary
digital output of the JPM, circumventing the need for room-temperature
heterodyne detection and offering the possibility of a cryogenic interface to
superconducting digital control circuitry. Numerics show that measurement
contrast in excess of 95% is achievable in a measurement time of 140 ns. We
discuss perspectives to scale this scheme to enable readout of multiple qubit
channels with a single JPM.
Published in Phys. Rev. A 90, 062307 (2014).
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2.1 Introduction
Over the past decade, circuit quantum electrodynamics (cQED) has emerged
as a powerful paradigm for scalable quantum information processing in the
solid state [39, 60, 61, 62]. Here a superconducting qubit plays the role of an
artificial atom, and a thin-film coplanar waveguide or bulk cavity resonator
is used to realize a bosonic mode with strong coupling to the atom. Interac-
tion between the qubit and the cavity is described by the Jaynes-Cummings
Hamiltonian [37]. Strong interaction between the qubit and the cavity has
been used to realize high-fidelity multi-qubit gates [63, 64, 65, 66]; moreover,
the qubit has been used to prepare highly nonclassical states of the resonator
[67, 68]. In the limit where the qubit is far detuned from the cavity resonance
so that ∆ ≡ ωC − ωQ satisfies |∆|  gQ, where ωC is the cavity frequency,
ωQ is the qubit frequency, and gQ is the qubit-cavity coupling strength, the
following dispersive approximation to the Jaynes-Cummings Hamiltonian is
realized [39] (with ~ = 1):
Hˆeff = (ωC + χQσˆz) aˆ
†aˆ− 1
2
(ωQ − χQ)σˆz; (2.1)
here χQ = g2Q/∆ is the dispersive coupling strength of the resonator to the
qubit, and σˆz is the Pauli-z operator. One sees from the first term that the
effective cavity frequency acquires a shift that depends on the qubit state.
It is therefore possible to perform a quantum nondemolition measurement of
the qubit by monitoring the microwave transmission across the cavity at a
frequency close to the cavity resonance, for example, by using standard ho-
modyne or heterodyne techniques [39, 69]. This approach for reading out the
qubit state through cavity transmission measurements has become standard
practice.
Recently much effort has been devoted to the development of near quantum-
limited superconducting amplifiers for single-shot detection of the qubit state.
Specific milestones include observation of quantum jumps in a transmon
qubit [70], heralded state preparation of single qubit states to eliminate ini-
tialization errors [71, 72], deterministic preparation of entangled states [50],
stabilization of qubit Rabi oscillations using quantum feedback [73], and
quantum teleportation [74]. The technology allows high readout speed [75]
and entanglement over large distances [76]. While this approach works well
for a small number of readout channels, the required superconducting ampli-
fiers, cryogenic semiconducting postamplifiers, and quadrature mixers entail
significant experimental overhead: the amplifiers often require biasing with a
strong auxiliary microwave pump tone which must be isolated from the qubit
circuit with bulky cryogenic isolators; moreover, there is no clear path to in-
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Figure 2.1: (a) Schematic diagram of the Josephson photomultiplier (JPM)
circuit. The junction is biased with a dc current, and microwaves are coupled
to the junction via an on-chip capacitor. In the simplest implementation,
switching of the junction creates a voltage pulse that is read out by a room
temperature comparator circuit. (b) Junction potential energy landscape.
The junction is initialized in the ground state |g〉. An incident photon in-
duces a transition to the first excited state |e〉, which rapidly tunnels to the
continuum with rate γJ. (c) Counter-based measurement in cQED. “Bright”
and “dark” cavity pointer states result in binary digital output from the JPM:
“click” or “no click”. (d) In-phase (I) and quadrature (Q) phase space portrait
of the cavity state after the ring-up, highlighting pointers to the |0〉 state in
red and to the |1〉 state in blue.
tegrating heterodyne detection at low temperature to provide for a compact,
scalable architecture.
An alternative approach that has not yet been considered is to measure
the state of the qubit using a photon counter. In contrast to an amplifier,
which performs a linear mapping of input modes aˆ, aˆ† to output modes bˆ, bˆ†,
a photon counter responds to the total power of the input signal aˆ†aˆ in a non-
linear fashion: the presence or absence of photons projects the counter into
one of two possible classical output states, irrespective of the phase of the in-
put signal. In the optical frequency range, the prototypical photon counter is
the avalanche photodiode [52, 77]: here, absorption of a single photon creates
an electron-hole pair; the reverse bias of the pn junction sweeps the charge
away from the depletion region and impact ionization generates additional
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electron-hole pairs, leading to a large and easily measured classical current.
We have recently introduced a superconducting device that performs as
a microwave-frequency analog of the avalanche photodiode [54, 59, 58]. The
detector is a Josephson junction that is biased with a current such that the
energy separation between the ground |g〉 and first excited |e〉 states in the
metastable minima of the junction potential energy landscape is resonant
with the energy of the incident microwaves (see Fig. 2.1a-b). Absorption of a
single microwave photon promotes the junction from the |g〉 to the |e〉 state,
which tunnels rapidly to the continuum, producing a large and easily mea-
sured voltage of order twice the superconducting gap voltage. We refer to
the detector as the Josephson photomultiplier (JPM). The JPM provides an
intrinsically broadband frequency response; as we will show here, single-shot
measurement contrast around 95% – suitable for scalable surface codes [49] –
is achievable; the detector requires no microwave biasing, facilitating wireup
of complex multi-qubit circuits comprising many measurement channels; fi-
nally, the detector produces a binary digital output that interfaces well to
scalable cold control circuitry based on Single Flux Quantum (SFQ) digital
logic [78].
This paper is organized as follows. In Section II, we describe the basic
principles of the JPM and discuss detector operation. In Section III, we
present a detailed theoretical model of the proposed measurement protocol,
with a focus on measurement contrast and back action. In Section IV, we
discuss how close this scheme comes to a quantum non-demolition (QND)
measurement, and in Section V we consider interactions with the environ-
ment, taking into account the full Jaynes-Cummings Hamiltonian between
the cavity and the qubit. Section VI is devoted to a discussion of issues
related to scaling this measurement approach to a large number of readout
channels. In Section VII we present our conclusions.
2.2 Microwave Photon Counter Based on a Jos-
ephson Junction
A schematic diagram of the JPM is shown in Fig. 2.1a. The Josephson
junction is biased in the supercurrent state with a current Ib that is slightly
below the junction critical current I0. The potential energy landscape U(δ)
for the phase difference δ across the junction takes on a tilted-washboard
form [79], with local potential minima characterized by a barrier height ∆U
and plasma frequency ωp (Fig. 2.1b). The circuit design and bias parameters
are chosen so that there is a handful of discrete energy levels in each local
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minimum of the potential; the JPM initially occupies the ground state |g〉.
Microwaves that are tuned to the junction resonance induce a transition to
the first excited state |e〉, which rapidly tunnels to the continuum. This
tunnelling transition in turn leads to the appearance of a large voltage across
the junction of order twice the superconducting gap. Absorption of a photon
thus yields an unambiguous and easily measured “click”.
The experimental protocol involves pulsing the bias point of the JPM for
a finite interval of order 10s of ns so that the transition frequency between
the |g〉 and |e〉 states is close to the frequency of the incident photons: at
this point, the junction is in the “active” state, and there is high probability
that absorption of a photon will induce a transition to the continuum. In the
absence of resonant photons, there is a small, nonzero probability that the
JPM will transition due to quantum tunnelling from |g〉, a dark-count event.
JPM intrinsic contrast peaks for a bias such that ∆U/~ωp ∼ 2 for a measure-
ment interval that is roughly equal to the Rabi period of the coherent drive
[58, 80]; for very short times, the interaction with the drive field is too weak
to induce a transition, while for longer measurement times dark counts due
to quantum tunnelling from the ground state degrade performance. In prior
work, we have demonstrated efficiencies of order 90% for coherent drive cor-
responding to Rabi frequencies around 100 MHz for junctions with extremely
modest coherence times of order a few ns [54].
In the context of qubit measurement, the utility of the JPM is its ability
to map bright and dark cavity states to two distinct classical output states:
“click” or “no click”. It hence presents a measurement paradigm different from
that of a linear amplifier and should be discussed in different terminology [81].
For example, the gain of a JPM at an infinitesimal input signal is negligible as
such a signal will not activate it into the voltage state, whereas above a certain
threshold the nonlinear gain is extremely high. A performance comparison
can, however, be done on the level of the overall qubit measurement protocol.
In a conventional cQED measurement, the state of the qubit is encoded
in the quadrature amplitudes of a weak microwave signal that is transmitted
across the readout cavity. It is possible to access these amplitudes by pream-
plifying the signal using a low-noise linear amplifier followed by homodyne or
heterodyne detection; assignment of the detected signal to the qubit |0〉 or |1〉
states is performed by subsequent post-processing and thresholding. In the
following, we analyze an alternative protocol in which the state of the qubit
is mapped to the photon occupation of the cavity. The JPM then provides
a high-fidelity digital detector of cavity occupation (see Fig. 2.1c-d). The
measurement provides no information about the phase of the transmitted
microwaves, or indeed about the amplitude of the transmitted signal beyond
the digital “click” / “no click” output of the JPM. As we show below, mea-
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surement contrast achievable with the JPM is comparable to that achieved
with quantum-limited linear amplifiers, while the JPM provides unique ad-
vantages in terms of scaling to a large number of measurement channels. We
note that related proposals for photon counters were put forth recently that
include both irreversible photon absorption [82, 53, 83] and non-destructive
photon detection via nonlinearity of a transmission line coupled to transmons
[55, 48].
2.3 cQEDMeasurement with a Microwave Pho-
ton Counter
The basic scheme for qubit measurement with the JPM is shown in
Fig. 2.2. The qubit (resonating around 5 GHz) is coupled to a readout
cavity (resonating around 6 GHz). As in the usual dispersive limit of the
Jaynes-Cummings Hamiltonian (2.1), the cavity acquires a dispersive shift
χQ ≡ g2Q/∆ that depends on the state of the qubit. For the purposes of
realizing a fast measurement, it is desirable to engineer a dispersive shift
χQ/pi ≈ 10 MHz, as opposed to the smaller dispersive shifts of order 1 MHz
realized in typical cQED experiments. The measurement proceeds in three
stages: (1) Drive stage. Here, we map the qubit state to microwave photon
occupation of the readout cavity. A microwave pulse applied to the dressed
frequency corresponding to qubit state |1〉 creates a “bright” cavity if and
only if the qubit is in the excited state. If the qubit is in the ground state,
the cavity acquires a non-negligible occupation at the start of the pulse, but it
coherently oscillates back to the “dark” vacuum state upon completion of the
drive pulse. During the drive stage the JPM idles at a frequency that is blue
detuned from the cavity by around 1 GHz. (2) Measurement stage. Here, we
map photon occupation of the cavity to the voltage state of the JPM (“click”
or “no click”). The JPM is rapidly tuned into resonance with the cavity. A
bright cavity induces a transition to the voltage state, while a dark cavity
leaves the JPM in the supercurrent state. (3) Reset stage. It is advantageous
to coherently depopulate the bright cavity in order to circumvent the need for
the cavity to decay via spontaneous emission. However, since the depletion
of the cavity due to interaction with the JPM is a stochastic process, so that
neither the number of photons removed nor the back action on the cavity is
perfectly known or reproducible, it is not possible to return the cavity pre-
cisely to the vacuum state. Nevertheless, an appropriate coherent pulse can
return the cavity to a state that is close to the vacuum. The measurement
pulse sequence is shown in the upper panel of Fig. 2.2.
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Figure 2.2: Schematic of the three-stage measurement protocol: the up-
per panel describes the relevant control, while the lower panel represents
the corresponding cavity state. (a) In the drive stage, the cavity is driven
strongly and coherently at the cavity frequency dressed by the qubit |1〉 state,
ωd = ω1 = ωC−χQ +χJ, for a duration td = pi/χQ (assuming a square pulse).
This projects the qubit onto either |0〉 or |1〉 and conditionally populates the
cavity with a large number of photons n ∼ |α1|2 when the qubit is projected
onto the |1〉 state. (b) During the measurement phase, the JPM is tuned into
resonance with the cavity and allowed to interact; a bright cavity switches
the JPM to its voltage state while a dark cavity leaves the JPM in the super-
current state. This conditionally squeezes the cavity state by a small amount
(not shown here). (c) In the reset stage, the cavity is again driven coherently
at ωd, conditionally displacing the cavity to a near-vacuum state.
In the dispersive regime of the qubit-resonator sytem, the unitary evolu-
tion of the full system is described by the Hamiltonian
Hˆ = Hˆeff + A(t)
(
aˆ+ aˆ†
)− ωJ(t)
2
σˆJz + gJ
(
aˆσˆ+J + aˆ
†σˆ−J
)
, (2.2)
where ωJ(t) is the frequency of the JPM, A(t) is the classical drive applied
to the cavity, gJ is the cavity-JPM coupling, and Hˆeff is defined in Eq. (2.1).
The JPM operators σˆ±J couple the ground and excited state of the JPM,
which are separated by a frequency ωJ(t) but do not couple to the measured
state. The JPM self-Hamiltonian contains σˆJz = diag(1,−1, E). Here, the
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energy of the measured state E is irrelevant once the tunnelling rates (which
are not contained in this Hamiltonian as they require interaction with an
environment) have been fixed independently. The measured state plays no
role in the unitary dynamics of the system as it only couples incoherently
to all other states, and the full dynamics of the JPM are described by a
Lindblad-type master equation.
In the following we analyze the three stages of the measurement in detail.
2.3.1 Drive Stage
The goal of this stage is to prepare a photonic state in the cavity that is
dependent on the qubit state, such that the conditional cavity states can
later be distinguished by the JPM in the measurement stage. The JPM idles
in this stage, biased far off-resonance from the cavity such that the effective
interaction between the cavity and the JPM is dispersive, with a dispersive
shift χJ ≡ g2J/(ωC − ωJ).
The effective Hamiltonian for the cavity becomes
HˆC = ω˜Caˆ
†aˆ+ A(t)
(
aˆ+ aˆ†
)
, (2.3)
where ω˜C ≡ (ωC ± χQ + χJ). We choose a classical drive A(t) = a0 cos (ωdt)
for 0 ≤ t ≤ td where a0 is the drive strength, ωd the drive frequency, and td
the pulse length (for simplicity here we assume a square pulse). By setting
ωd = ωC−χQ +χJ we obtain an effective cavity-drive detuning δω = ω˜C−ωd
that depends on the state of the qubit:
δω =
{
2χQ for qubit in state |0〉
0 for qubit in state |1〉. (2.4)
For such a classical drive of duration td, the solution to Eq. (2.3) is easily
obtained. Depending on the state of the qubit, the cavity will be in the
coherent state |α0/1〉, with
α0 = − a0
4χQ
(
ei2χQtd − 1) ; α1 = −ia0
2
td (2.5)
up to a global phase. We see that when the qubit is in state |0〉, the cavity
occupation oscillates sinusoidally at a frequency set by the detuning of the
drive pulse from the dressed cavity resonance. On the other hand, when the
qubit is in state |1〉, the cavity occupation |α1|2 grows monotonically in time.
This is shown in Fig. 2.3, where we plot cavity occupation versus coherent
drive time for the qubit in states |0〉 and |1〉. In order to maximize contrast
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Figure 2.3: Cavity occupation as a function of the duration of the applied
drive, td, for the qubit in states |0〉 and |1〉. Here χQ/pi = 10 MHz, such that
the optimal drive time is td = 100 ns.
between the dark and bright cavity states to which the qubit states |0〉 and
|1〉 are mapped, it is optimal to choose td = pi/χQ such that α0 = 0 at the
end of the drive stage. The length of the drive stage is therefore set by the
requirement that α0(td) = 0 and not by the input cavity coupling, which is
the inverse of the decay time of the cavity through its input port.
We assume the system starts in the state
|Ψ(0)〉 = |0〉C ⊗ |ψ〉Q ⊗ |0〉J, (2.6)
where the qubit state |ψ〉Q = a|0〉 + b|1〉 can be prepared independently by
the qubit drive line. After the drive stage, the system is left in the state
|Ψ(td)〉 =
(
a|α0〉C ⊗ |0〉Q + b|α1〉C ⊗ |1〉Q
)⊗ |0〉J, (2.7)
which can be verified by solving Eq. (2.2) analytically. In the case that
α0 = 0, the cavity has nonzero occupation only when the qubit is in the
excited state.
The drive stage can be thought of as the first step in a quantum mea-
surement of the qubit state, as described in the pointer basis formalism of
Zurek [84]. In this language, the cavity states |α0/1〉 form the pointer basis
that is entangled with the qubit. Examining the reduced density matrix of
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the qubit state
ρˆQ =
( |a|2 a∗bD
ab∗D |b|2
)
, (2.8)
we see that qubit coherence has been suppressed by a factor
D = exp
(−|α1 − α0|2) , (2.9)
which quantifies the dephasing of the qubit induced by the interaction with
the pointer basis (cavity). The dephasing would be complete if the pointer
states were orthogonal. Moreover, mapping of the qubit |1〉/|0〉 states to
bright/dark cavity states can be viewed as a coherent amplification step, as
the information about the qubit state is now contained in a large number of
photons. A more detailed discussion of the consequences of this overlap on
the detection contrast and back action will be presented later.
As a result of the strong dephasing of the qubit state during the drive
stage (quantified by the factor D), our multi-stage protocol explicitly exposes
the role of the pre-measurement stage in quantum non-demolition (QND)
readout. In particular, our protocol highlights the fact that in QND read-
out of the qubit state, measurement of the cavity pointer states is not the
major source of qubit state dephasing. The qubit states are dephased dur-
ing the pre-measurement, when qubit states and cavity pointer states are
entangled, which in our case corresponds to the drive stage. The main role
of the subsequent pointer state measurement (the measurement stage in our
protocol) is to break unitarity and “freeze” the qubit in a dephased state.
This distinction between pre-measurement and measurement is less obvious
in qubit readout using a continuous cavity signal with linear amplification
and heterodyne detection. The clear distinction between pre-measurement
and measurement in our protocol allows for independent control of each stage,
which can be used to achieve higher readout fidelity (as has been done here),
and to study, both in theory and experiment, QND measurement and the
pointer basis formalism with an explicit physical system in mind. A similar
distinction between pre-measurement and measurement exists in a readout
scheme in atomic cavity QED, albeit in a rather different parameter regime.
This scheme employs dispersive coupling between the cavity and a travelling
atom (pre-measurement) followed by atomic state detection via ionization
(measurement) to read out the cavity state [85, 86].
2.3.2 Measurement Stage
After the drive stage, the qubit state information has been transferred to
the cavity occupation. In the measurement stage, a measurement of the
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cavity by the JPM will reveal the state of the qubit. During this stage,
the JPM is brought into resonance with the dressed frequency of the cavity
corresponding to the qubit |1〉 state, ωJ = ωC − χQ, in order to maximize
detection in the case that the qubit is excited. In practice, precise tuning of
the JPM bias point is not required due to the broad detection bandwidth of
the JPM [58].
The Hamiltonian during this stage is that of Eq. (2.2) with A(t) = 0. In
the following, we assume a cavity-JPM coupling gJ/2pi = 50 MHz. In addi-
tion, the system evolves incoherently as a result of tunnelling (both bright
and dark) and relaxation of the JPM. We consider tunnelling from both the
JPM excited and ground states to the measured state, and relaxation from
the excited state to the ground state, with corresponding rates γJ, γD, and
γR, respectively. Here we take γJ = 200 MHz, γD = 1 MHz, and γR = 200
MHz; this relaxation rate corresponds to a junction with capacitance 100 pF
directly connected to an environmental impedance of 50 Ω. The total evo-
lution of the system can therefore be described by a Lindblad-type master
equation with Lindblad operators corresponding to each incoherent process
of the JPM, as outlined in more detail in our previous work [59, 58].
As the cavity-JPM coupling and bright count rate can be controlled in-
dependently of one another, they can be adjusted into an optimal regime for
good measurement. As explained in more detail in our previous work [54, 58],
the optimal regime for good measurement is when gJ ∼ γJ, as in this regime
the bright count rate is large enough for a bright count to occur within the
occupation time of the JPM (per Rabi cycle), while not so large as to result
in a Zeno effect suppression of the cavity-JPM interaction. The coupling and
bright count rate chosen for the numerical simulations presented here are
well within the optimal regime for good measurement.
Starting from the output state of the drive stage, we numerically solve the
master equation for the measurement stage to obtain the detection probabil-
ity P (|α|2, tm) as a function of cavity occupation and measurement time tm.
In the case that the qubit starts in the |0〉/|1〉 state, the detection probability
reduces to P
(|α0/1|2, tm). We define the qubit measurement contrast as the
difference in detection probability between these two cases:
C = P
(|α1|2, tm)− P (|α0|2, tm) . (2.10)
Clearly, the measurement contrast is optimized when P (|α0|2, tm) = 0, which
requires that α0 = 0 and γD = 0. The measurement contrast has a maximal
value of one if |α1| → ∞, indicating a perfect measurement.
Figure 2.4(a) shows the detection probability as a function of both |α|2
and tm for the system parameters previously discussed. For all coherent states
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Figure 2.4: (a) Detection probability P (|α|2, tm) as a function of measure-
ment time tm (horizontal axis) and cavity occupation |α|2 (color) for system
parameters gJ/2pi = 50 MHz, γJ = 200 MHz, γD = 1 MHz and γR = 200
MHz. (b) Detection probability P (|α|2, tm) as a function of cavity occupa-
tion |α|2, both numerical simulations and analytic fit, for tm = 25 and 50
ns.
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with average photon number |α|2 > 0 we see similar behavior as a function of
time, with saturation of the detection probability around 40 ns, irrespective
of cavity occupation. The fact that the detection probability saturates at a
value less than unity is explained by the two competing mechanisms for exci-
tation loss in the JPM: measurement tunnelling and inelastic relaxation, only
the former of which results in a bright count. The black curve in Fig. 2.4(a),
α = 0, is the detection probability for the cavity when the qubit is in the
ground state, P (|α0|2 = 0, tm), and the fact that it is nonzero is due only to
dark counts, which occur with a probability PD(0, t) = 1− e−γDt.
In a simplified picture where energy in the detector automatically leads
to a click, we would have
P (|α|2) = PB(|α|2) + (1− PB(|α|2))PD, (2.11)
where PB(|α|2) is the bright count probability and PD = PD(0, t) is the dark
count probability, which we take to be independent of α. However, the de-
tection mechanism of a JPM involves the coherent absorption of energy prior
to a tunnelling transition to the classically observable voltage state. In the
interval following absorption of a photon but prior to tunnelling, dark counts
cannot occur as the JPM is in its excited state. This breaks the dark/bright
symmetry of Eq. (2.11); as a result, this equation may no longer be valid.
However, as it shows how dark counts are detrimental to measurement con-
trast, Eq. (2.11) is a good reference point to compare against, and will still
be valid in some situations, such as when the JPM coupling rate is smaller
than the bright tunnelling rate, i.e., gJ < γJ.
Figure 2.4(b) shows the detection probability as a function of |α|2 for
tm = 25 and 50 ns, along with an analytic fit to the data by Eq. (2.11), with
PB given by the curve
PB(|α|2, tm →∞) = 1− exp
(
−|α|2 γJ
γJ + γR
)
. (2.12)
See Appendix 2.A for a derivation. The analytic curves for both tm = 25
and 50 ns are so similar on this scale that only tm = 50 ns is plotted. As
can be seen, the analytic fit is valid when tm is sufficiently large. For small
tm, Eq. (2.11) remains close to correct, but the approximation for PB in
Eq. (2.12) breaks down.
We have calculated detection probability P (|α|2, tm) and measurement
contrast versus measurement time tm for |α0|2 = 0, and |α1|2 = 10; the re-
sults are shown in Fig. 2.5(a). The measurement contrast peaks at ≈ 95%
around 40 ns, indicating that a good choice for tm is 40 ns. At longer times
the measurement contrast will eventually begin to decrease, as P (|α0|2, tm)
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continues to increase while P (|α1|2, tm) asymptotes to near unity. In gen-
eral, we observe that increasing α1 increases the contrast, ultimately limited
by the breakdown of the dispersive approximation to the Jaynes-Cummings
Hamiltonian.
The contrast shown in Fig. 2.5(a) is for one set of system parameters, and
in principle it is possible to obtain higher values of measurement contrast by
optimizing over parameter space. Figure 2.5(b) shows the optimal measure-
ment contrast as a function of bright count rate, γJ, for various bright states
|α1|2. The ratio of the bright and dark count rates is set by fabrication pa-
rameters of the JPM, and therefore remains fixed at γJ/γD = 200. However,
the inelastic relaxation rate remains fixed as γJ changes, such that γR = 200
MHz regardless of the value of γJ. As can be seen in Fig. 2.5(b), within
experimentally reachable parameter regimes contrast greater than 95% is
possible.
Measurement contrast is ultimately limited by the possibility of misiden-
tifying the qubit state. Misidentification of the excited state as the ground
state is due to the nonzero vacuum component of the coherent state |α1〉 as
well as to internal photon loss. This occurs with a probability 1−P (|α1|2, tm),
which is bounded below by e−|α1|2 (occuring when γR = 0). Misidentification
of the ground state as the excited state is the result of a dark count (assum-
ing α0 = 0), and the probability of misidentification in this case is exactly
PD(0, tm) discussed earlier. The problem of misidentification, and the fact
that measurement contrast is less than unity even for γR, γD = 0, is related
to the basis of our measurement protocol and will be discussed in more detail
in Section IV.
After the measurement stage, if the JPM absorbs a photon and switches
out of the supercurrent state, classical emission due to this switching process
could induce relaxation in the qubit or produce a spurious population in the
readout cavity that would spoil the reset pulse [87]. The resulting population
is proportional to the energy spectral density of the classical current drive
at the qubit or cavity frequency. A straightforward approach to address this
would be to install a microwave isolator between the cavity and JPM, as
in conventional cQED experiments, where one inserts one or more cryogenic
isolators between the measurement cavity and the superconducting pream-
plifier. The breaking of time-reversal symmetry by the isolator allows signals
to travel from the cavity to the readout device with minimal loss, while back
action noise is heavily attenuated. However, we anticipate that this classical
back action can be greatly suppressed by an appropriate choice of JPM pa-
rameters to suppress harmonics of the switching transients at the qubit and
cavity frequencies, or by shunting the JPM by an appropriate admittance to
prevent a full switch of the JPM phase to the running state. Alternatively, it
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Figure 2.5: (a) Excited qubit detection probability P (|α1|2, tm), ground
qubit detection probability P (|α0|2, tm), and measurement contrast versus
measurement time. Here |α1|2 = 10 and |α0|2 = 0, with system parameters
as before. (b)Measurement contrast as a function of bright count rate γJ, for
various |α1|2 and tm = 50 ns. The relaxation rate remains fixed at γR = 200
MHz, while the dark count rate changes such that the ratio γJ/γD = 200 is
unchanged.
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might also be possible to eliminate a cryogenic isolator by incorporating on
the JPM chip tunable impedance-matching circuitry, as this would allow for
the realization of a strong impedance mismatch between the cavity output
and JPM immediately after the end of the measurement stage.
2.3.3 Reset Stage
The final stage is to remove the energy from the cavity, ideally leaving the
cavity-qubit system in the conditional states |0〉C|0〉Q or |0〉C|1〉Q to allow
for additional operations on the qubit. This can be achieved through cavity
decay by simply waiting long enough; however, because the total cavity decay
time may be comparable to the qubit T1, it is preferable to actively reset the
cavity.
After the measurement stage, the cavity is either in the vacuum state
or the state BˆJBˆN−11 |α1〉. Here, BˆJ,1 are the back action operators [59] on
the cavity due to JPM tunnelling and inelastic relaxation, respectively, and
N is the number of photons removed from the cavity by the JPM. These
back action operators interpolate between the standard lowering operator
Bˆ = aˆ and the subtraction operator Bˆ = aˆnˆ−1/2 [59]. We neglect for the
moment the classical back action on the cavity due to the transient current
that develops when the JPM switches to the voltage state. As a starting
point for reset, we will assume that BˆJBˆN−11 |α1〉 ≈ |αM〉 even with large γR,
with
|αM|2 = Tr
[
aˆ†aˆBˆJBˆN−11 |α1〉〈α1|Bˆ†JBˆ†N−11
]
, (2.13)
the average photon number of the cavity state after measurement.
At the end of the reset stage, we desire the cavity to be in the vacuum
state independent of the qubit state, and thus we must invert the drive stage.
Consider a Hamiltonian of the form of Eq. (2.3), with a more general drive
A(t) = a1 cos (ωdt+ φ)Θ(td − t), where td = pi/χQ as before. The unitary
operation applied to the cavity is then
Uˆr = IC ⊗ |0〉〈0|Q + Dˆ(β)⊗ |1〉〈1|Q. (2.14)
Here Dˆ(β) is the displacement operator on the cavity, with
β =
−ia1td
2
e−iφ.
Thus, by choosing a1 such that (a1td)/2 = |αM| and setting φ = (2n+1)pi, n ∈
Z, we have β = −αM. Under these conditions, the operation Uˆr will leave
the cavity in the vacuum state independent of the qubit state, and will do
2.4 QNDness of the Measurement 41
so with an operation time tr = td, significantly shorter than the total decay
time of the cavity.
However, after detection by a JPM the state of the cavity is not a coherent
state; thus there does not exist a displacement operator Dˆ(β) that will map
it identically to the vacuum state. One can quantify the resulting deviation
from vacuum by calculating
E(α1, N) = 1− 1
A2
|〈0|D(−αM)BˆJBˆN−11 |α1〉|2, (2.15)
where A is the normalization of the state after measurement. This error will
depend on the form of the back action. Assuming all back actions can be
expressed in terms of subtraction operators as in [59], we find
E(α1, N) = 1− 1
PN
|〈−αM |BˆN− |α1〉|2
= 1− 1
PN
∣∣∣∣∣e− |αM |2+|α1|22
∞∑
n=0
αnMα
n+N
1√
n!(n+N)!
∣∣∣∣∣
2
. (2.16)
Here, the normalization A2 is the probability of N photons being subtracted
[88], PN = 1 − Γ(N,|α1|2)Γ(N) , where Γ(N, |α1|2) is the upper incomplete Gamma
function. The error of this reset pulse is shown in Fig. 2.6 for different
values of N and as a function of |α1|2. As can be seen, the maximal error
increases with increasing N , but for all N the error tends to zero as |α1| →
∞. In reality, as the value of N is not fixed, a better estimate for the
average error can be obtained by averaging over the error traces shown in
Fig. 2.6. Note that if the back action operator is closer to the standard
photon lowering operator aˆ, this figure of merit will improve as the coherent
states are eigenstates of this operator, and can be moved to vacuum exactly.
The possibility exists that more complicated pulse sequences during the
reset phase will be able to map the cavity state identically to the vacuum;
however, consideration of such sequences is beyond the scope of this work. In
any case, the error of the reset pulse shown here does not affect the success
of qubit readout.
2.4 QNDness of the Measurement
Ideally, we would like our measurement to project the qubit into its bare
basis, {|0/1〉Q}, hence implementing a quantum nondemolition (QND) mea-
surement. A hallmark of QND measurement is that a repeated measurement
leads to the same result with certainty. Our measurement scheme starts from
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Figure 2.6: Numerically evaluated overlap error for the reset pulse described
in the text. The number of photons N removed from the cavity is shown in
the legend.
the dispersive Hamiltonian of Eq. (2.1) in the cavity ring-up phase, which is
QND in the sense that the qubit and the pointer coupling commute. How-
ever, the process of destructive photon absorption necessarily results in a
deviation from QNDness, which we analyze in detail below. Even in the case
of an ideal measurement (γR, γD = 0 and tm →∞), the potential misidenti-
fication of the two states leads to a QND error. Starting from the state in
Eq. (2.7), the measurement projects the qubit conditionally onto the states
|ψ0〉 = ae
−|α0|2/2|0〉Q + be−|α1|2/2|1〉Q√
|a|2e−|α0|2 + |b|2e−|α1|2 (2.17)
|ψ1〉 = a
√
1− e−|α0|2|0〉Q + b
√
1− e−|α1|2|1〉Q√
|a|2(1− e−|α0|2) + |b|2(1− e−|α1|2) . (2.18)
Even for α0 = 0 these states are non-orthogonal (and not equal to the ideal
QND post-measurement states), and their overlap is related to the overlap of
the cavity pointer states |α0/1〉. This overlap is what allows misidentification
to occur, ultimately limiting the contrast and QNDness.
If we do not condition on the measurement outcome, the effect of a perfect
QND measurement is the quantum process defined by the map
a|0〉+ b|1〉 −→ |a|2|0〉〈0|+ |b|2|1〉〈1|, (2.19)
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which completely destroys all coherence in the qubit state, while maintaining
relative populations. We can describe this quantum process by its Choi
matrix Cˆper (see Appendix 2.B), and can compare this to the Choi matrix Cˆtm
describing our measurement protocol (which is a function of the measurement
time tm) using the following Choi matrix fidelity
Ftm =
(
Tr
[√√
CˆperCˆtm
√
Cˆper
])2
Tr
[
Cˆper
]
Tr
[
Cˆtm
] . (2.20)
As this fidelity compares the unconditional measurement protocol, it does
not contain information about the success of the measurement (which we
believe is well described by the contrast), but instead quantifies how close
the possible qubit output states are to the desired ones. As a result, by
choosing ideal QND measurement as our reference process, we can directly
quantify the QNDness of our measurement protocol.
As we are examining the unconditional measurement process, any mea-
surement time dependence in Cˆtm will be due to changes in the back action
of JPM measurement on the cavity that change the post-measurement cav-
ity state, and therefore modify the coherence of the post-measurement qubit
state. However, for α1  α0 sufficient decoherence of the qubit state has
occurred during the drive stage that the resultant measurement time depen-
dence of the fidelity is several orders of magnitude smaller than the average
value, and in practice we can set Ftm = F∞. Using Eqs. (2.17) and (2.18)
we can calculate F∞ analytically in the ideal case when γR, γD = 0 (see
Appendix 2.B):
F∞ = 1
2
(
1 +
√
1−K(α0, α1)2
)
(2.21)
K(α0, α1) = e
− 1
2(|α0|2+|α1|2) +
√
(1− e−|α0|2) (1− e−|α1|2).
For |α0|2 = 0 and |α1|2 = 4, we already have F∞ > 99%. For |α1|2 = 10 as
used elsewhere, F∞ > 99.99%. Ultimately, this value of the fidelity should
be considered the fundamental limit of our protocol as it corresponds to the
ideal case, ignoring both JPM relaxation and dark counts, as well as other
environmental interactions.
When JPM relaxation is non-negligible (γR 6= 0), even for tm → ∞
the measurement conditionally projects the qubit onto mixed states rather
than the pure states of Eqs. (2.17) and (2.18), as even for α0 = 0, |ψ0〉 is
mixed incoherently with a |1〉〈1|Q component. Similarly, dark counts cause
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mixing of the state |ψ1〉 as they incoherently add a |0〉〈0| component to |ψ1〉.
Therefore, to describe back action, we can use POVM (positive-operator
valued measure) elements for the qubit state to describe the map onto the
post-measurement state. While full determination of these POVM elements
is beyond the scope of this work, the unconditional quantum process Cˆtm
is also directly affected by changes in the POVM elements, such that it is
quantitatively different when γR, γD 6= 0. However, the average value of the
fidelity is nearly the same, and as changes to the fidelity with measurement
time are several orders of magnitude smaller than the average value, the
fidelity is not a good measure to compare the ideal case with that for γR, γD 6=
0.
Therefore, to qualitatively study the deviations from QNDness introduced
by JPM relaxation and dark counts, we examine the probability that repeated
measurements (within qubit T1) will give the same measurement result. Con-
sider single measurement probabilities Pa, where a ∈ {0, 1} is the measure-
ment outcome, and joint measurement probabilities Pab where a, b are the
outcomes of the second and first measurements, respectively. For an ideal
QND measurement as defined above, we have
P00 = P0, P01 = P10 = 0, P11 = P1. (2.22)
When JPM relaxation and dark counts are taken into account, none of these
relationships hold. This is generally a result of the fact that our protocol
can misidentify the qubit state (due to dark counts, energy relaxation, or
less than unit contrast), so that the second event does not occur with unit
probability. In particular, due to dark counts P0 6= P00; similarly, due to the
probability of not detecting a photon for a given cavity state or mistakenly
measuring the vacuum component of the |α1〉 state, we have P11 6= P1. P11
can also be further modified by imperfect reset of the cavity. The symme-
try between P01 and P10 is not broken by misidentification; however, they
are both nonzero. On top of these misidentifications, QNDness can also be
limited by corrections beyond the dispersive Hamiltonian as discussed in the
next section.
2.5 Environmental Interactions and Corrections
Beyond the Dispersive Hamiltonian
So far the discussion has focused on a closed qubit-cavity subsystem. When
we consider interactions with the environment, it is apparent that the dom-
inant effects are qubit and cavity relaxation. The timescale of these effects
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depends heavily on the frequency of the JPM, as it is most strongly coupled
to environmental modes.
During the drive and reset stages of the measurement protocol, the JPM
idles at a frequency that is far blue detuned from the cavity or qubit reso-
nances. As a result, the leading order decay channel for both the cavity and
the qubit is through the cavity’s input port. If we take a cavity decay rate
κ ≈ 100 kHz, we find a qubit lifetime limitation of T κ1 ≈ 2 ms for vacuum
in the cavity [43] (see Appendix 2.C for further details), and this T κ1 will
in fact increase with higher cavity occupation [89], though this is a higher
order effect not considered in our evaluation. This Purcell limited qubit T1
can only be calculated by first considering the full Jaynes-Cummings Hamil-
tonian when deriving the master equation for the coupled system, and so
it is inherently not contained in the dispersive picture. Essentially, induced
qubit T1 can be understood by observing that the eigenstates of the full JC
Hamiltonian are always dressed (albeit weakly at strong detuning), and thus
decay of the dressing cloud can lead to decay of the eigenstate.
In addition, while spontaneous emission of the cavity through its input
port is inconsequential, emission toward the JPM during the drive stage will
degrade the preparation of the cavity pointer states, with the dominant effect
being a nonzero occupation |α0|2 of the |0〉Q-state pointer upon completion
of the drive stage. However, this effect is very small due to the large cavity-
JPM detuning during the drive stage, and so it only minimally affects the
contrast.
During the measurement stage, the JPM is brought on resonance with
the cavity, and cavity decay through the JPM is desirable, since it amounts
to bright tunnelling or JPM relaxation. However, as the cavity-JPM states
hybridize, qubit decay through the JPM is also possible, as a result of beyond-
dispersive effects identical to those for qubit Purcell decay discussed previ-
ously. Through a procedure similar to that of [43], we obtain a JPM-limited
qubit lifetime of T γR1 ≈ 2 µs during the measurement stage for vacuum in
the cavity, considerably shorter than T κ1 ≈ 2 ms (see Appendix 2.C for fur-
ther details). For an occupied cavity the situation is more complex, due to
additional excitations as well as stimulated emission channels, but we find
that to lowest order in gQ/∆ the qubit lifetime increases as cavity occupa-
tion increases, and that for |α|2 = 10 one would expect a qubit lifetime of
T γR1 ≈ 40 µs.
However, numerical simulations (see Fig. 2.7(a)) indicate that there is no
appreciable qubit decay probability during the overall measurement process.
We attribute this to the fact that the global state of the system is frozen once
the JPM is in the measured state, and since γJ  1/T γR1 , this occurs long
before any appreciable qubit decay. In fact, we expect only a 0.05% change
46 2.6 Scalability of Counting Measurement
in the qubit state due to JPM-mediated decay (see Appendix 2.C for further
details), which is completely washed out by other effects in Fig. 2.7(a). In
other words, a seemingly short induced lifetime during the measurement stage
is inconsequential if the associated relaxation channel is only open for a short
time. This implies that a working point with a very fast bright tunnelling
rate is optimal.
The qubit also experiences dephasing due to low frequency noise at the
JPM with a characteristic timescale T γJφ . However, as the ideal cQED mea-
surement protocol should maximally dephase the qubit state, this low fre-
quency noise does not affect the fidelity or measurement contrast of our
protocol.
To quantify measurement degradation due to beyond-dispersive effects,
we compare the process fidelity of Eq. (2.20) for dispersive qubit-cavity cou-
pling with that for the full Jaynes-Cummings Hamiltonian. Figure 2.7(b)
shows the fidelity as a function of measurement time, for similar parame-
ters as used throughout and |α1|2 = 9. As expected, the dispersive fidelity
changes only minimally as a function of measurement time, while the Jaynes-
Cummings fidelity both oscillates and grows with measurement time. Cru-
cially, the fidelity for the full Jaynes-Cummings Hamiltonian is still approx-
imately 98%, i.e., not significantly less than for the dispersive Hamiltonian.
It is the focus of future study to improve this number.
Finally, we have examined both the cavity occupation during the drive
stage and the measurement contrast for the full Jaynes-Cummings Hamilto-
nian. For the drive stage the major effect is a small shift in the time td at
which the cavity occupation is minimized for the qubit in the ground state,
and an increase in the minimum occupation |α0|2 (Fig. 2.8(a)). This results
in a reduction of the contrast (as can be seen Fig. 2.8(b)); however, this re-
duction in contrast is not significant enough to seriously degrade the success
of our measurement protocol.
2.6 Scalability of Counting Measurement
A useful multiqubit processor comprising hundreds if not thousands of qubits
will require a large number of measurement channels with their associated
wiring, filtering, and isolation. It is therefore important not only to exam-
ine the ultimate performance of a single measurement channel, but also to
consider prospects for scaling to many measurement channels. From the
standpoint of scalability, JPM-based counter measurement possesses several
unique advantages compared to conventional heterodyne measurement based
on low-noise superconducting amplifiers.
2.6 Scalability of Counting Measurement 47
0 5 10 15 20 25 30 35 40 45 50−0.92
−0.915
−0.91
−0.905
−0.9
Measurement Time (ns)
Q
ub
it 
<
z>
0 5 10 15 20 25 30 35 40 45 500.975
0.98
0.985
0.99
0.995
1
Measurement Time (ns)
Fi
de
lit
y
Jaynes−Cummings
Dispersive
Figure 2.7: (a) Qubit σz expectation for the qubit initially in the excited
state versus measurement time (Jaynes-Cummings Hamiltonian) and (b)
process fidelity of qubit readout for both the dispersive Hamiltonian and the
Jaynes-Cummings Hamiltonian. Coupling strength and tunnelling rates are
as used throughout. Here |α0|2 = 0 and |α1|2 = 9.
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Figure 2.8: (a) Cavity occupation during the drive stage for the full Jaynes-
Cummings Hamiltonian. (b)Measurement contrast for the dispersive Hamil-
tonian and the Jaynes-Cummings Hamiltonian. As elsewhere, χQ/pi = 10
MHz, gJ/2pi = 50 MHz, γJ = 200 MHz, γD = 1 MHz and γR = 200 MHz. In
both plots, the drive strength is chosen such that |α1|2 = 9 for td = 100 ns
for the dispersive Hamiltonian.
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The JPM requires only relatively low-bandwidth dc wiring for biasing,
thus eliminating the need for bulkier cryogenic coaxial lines and microwave
attenuators. Moreover, operation of the JPM requires no microwave pump
tone, eliminating a major source of cost, complexity, and deleterious crosstalk
in conventional cQED circuits. In addition, because the output signal of the
JPM is of the order of twice the superconducting gap, no cryogenic amplifiers
are needed and the JPM signal can be detected with straightforward room-
temperature electronics. Alternatively, the binary digital output of the JPM
provides a natural interface to the SFQ-logic family. Here, classical bits are
stored in the form of quantized voltage pulses whose time integral equals the
superconducting flux quantum Φ0 = h/2e. Optimized SFQ circuits can be
clocked at 100s of GHz, and they offer orders of magnitude lower dissipation
than conventional CMOS logic. The integration of a classical SFQ control
circuit in the multiqubit cryostat would yield significant reductions in power
consumption, latency, and overall system footprint.
The large intrinsic bandwidth of the JPM (approaching 1 GHz) [58] also
allows for the possibility of time-domain multiplexing. Multiple qubits, each
with a separate readout cavity at slightly different frequencies, could be in-
terrogated with a single JPM by selectively addressing each cavity with drive
pulses at different frequencies. While the “click”/“no click” output of the JPM
does not enable frequency-domain multiplexing of the cavity readout, it is
possible to multiplex instead by staggering the readout of the cavities in time,
with an offset between cavity measurements of order 10s of ns.
2.7 Conclusion
In conclusion, we have outlined a new readout scheme for superconduct-
ing quantum bits using selective cavity ring-up and photodetection. We
show that even without detailed optimization, our measurement protocol is
compatible with the requirements of fault tolerance, with achievable mea-
surement contrast greater than 95% in measurement times of order 100 ns.
Counter-based qubit measurement possesses distinct advantages in terms of
scalability, with simple wireup and dc biasing requirements and the prospect
of multiplexing in the time domain. Finally, as the counter maps quantum in-
formation to a binary digital output without the need for room-temperature
heterodyne detection and post-processing, our scheme provides a natural in-
terface between a superconducting quantum processor and cryogenic classical
control circuitry based on the SFQ digital logic family.
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Appendix
2.A Derivation of the Analytic Expression for
the Bright Count Rate
Following [58], we begin by assuming we have a dark count-free JPM coupled
to a cavity in an N -photon Fock state. A single photon in the cavity would
cause a bright count with probability P1 = γJ/(γR + γJ), where γJ is the
bright tunnelling rate and γR is the inelastic relaxation rate of the JPM, as
defined before. However, if instead the JPM relaxes back to the ground state,
the second photon in the cavity will cause a bright count with probability
P2 = [γR/(γR + γJ)]P1, where the first factor is the probability that the first
photon is lost due to inelastic relaxation. Therefore, for the nth photon, we
have
Pn =
(
γR
γR + γJ
)n−1
γJ
γR + γJ
.
Summing up all probabilities for n = 1, . . . , N , we obtain
PN = 1−
(
γR
γR + γJ
)N
= 1− exp
(
−N ln
(
1 +
γJ
γR
))
.
For a coherent state, we improve the estimate by averaging over N for a state
with given |α|2:
P (|α|2) =
∑ |α|2N
N !
e−|α|
2
PN = 1− exp
(
−|α|2 γJ
(γJ + γR)
)
. (2.23)
This analytic expression is valid for γR & γJ, assuming that all rates are
independent of the number of photons in the cavity. This assumption implies
that the photon excites the JPM faster than both rates γR and γJ, and is
valid for long measurement times.
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To calculate F∞, we begin by defining the unconditional map on the qubit
state (with γD, γR = 0) using Eqs. (2.17) and (2.18) by
E∞ (|ψ〉〈ψ|) = P0|ψ0〉〈ψ0|+ P1|ψ1〉〈ψ1|, (2.24)
for an arbitrary initial qubit state |ψ〉 = a|0〉 + b|1〉. The “click”/“no click”
probabilities for such an input state are given by
P0 = |a|2e−|α0|2 + |b|2e−|α1|2 , (2.25)
P1 = |a|2(1− e−|α0|2) + |b|2(1− e−|α1|2). (2.26)
In light of this, Eq. (2.24) becomes
E∞ (|ψ〉〈ψ|) = |a|2|0〉〈0|+ |b|2|1〉〈1| (2.27)
+ ab∗K(α0, α1)|0〉〈1|+ a∗bK(α0, α1)|1〉〈0|,
where K(α0, α1) is as defined in Eq. (2.21):
K(α0, α1) = e
− 1
2(|α0|2+|α1|2) +
√
(1− e−|α0|2) (1− e−|α1|2).
Now that the map is fully determined, we can calculate the Choi matrix
elements [
Cˆ∞
]
ijkl
= 〈j|E∞ (|i〉〈k|) |l〉, (2.28)
and find that the Choi matrix is given by
Cˆ∞ =

1 0 0 K(α0, α1)
0 0 0 0
0 0 0 0
K(α0, α1) 0 0 1
 . (2.29)
By a similar procedure, the Choi matrix for perfect QND measurement is
given by
Cˆper =

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1
 . (2.30)
With both Choi matrices defined, using Eq. (2.20) we can calculate the fi-
delity to be
F∞ = 1
2
(
1 +
√
1−K(α0, α1)2
)
, (2.31)
as in Eq. (2.21).
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We first summarize the results of [43] for a qubit coupled dispersively to a
cavity with decay rate κ; next we extend this result to include the JPM. For
a qubit coupled dispersively to a cavity, the dressed qubit-cavity eigenstates
to second order are
|1, n− 1〉 ≈
(
1− g
2
Qn
2∆2
)
|1, n− 1〉 − gQ
√
n
∆
|0, n〉, (2.32)
|0, n〉 ≈
(
1− g
2
Qn
2∆2
)
|0, n〉+ gQ
√
n
∆
|1, n− 1〉, (2.33)
where |0/1, n〉 are the uncoupled eigenstates of the cavity-qubit system and
∆ = ωC−ωQ. We are interested in Purcell-limited qubit relaxation, i.e. tran-
sitions from |1, n〉 to |0, n〉 mediated by the cavity’s coupling to the external
environment, which we assume takes the standard form with the cavity cou-
pling operator given by Xˆ = aˆ+ aˆ†. From [43], the decay rate for this process
is given by
Γ1n,0nκ = κ(∆0n,1n)|〈1, n|Xˆ|0, n〉|2; (2.34)
here κ(ω) is the coupling constant that depends on the spectral density of
the cavity’s environment, which should be evaluated at ∆n0,n1 = ωQ + χQ.
To lowest order in gQ/∆,
|〈1, n|Xˆ|0, n〉|2 ≈ g
2
Q
∆2
. (2.35)
Assuming an Ohmic spectral density and using as a reference value the cou-
pling constant at the uncoupled cavity frequency κ(ωC), we have κ(ω) ≈
κ(ωC)ω/ωC, where ωC is the bare cavity frequency, not the ultraviolet cutoff
frequency of the Ohmic spectral density [80]. Setting κ(ωC) = 100 kHz (the
input coupling to the cavity), ∆/2pi = 1 GHz, and a corresponding gQ that
gives χQ/2pi = 5 MHz, we obtain a Purcell limited qubit lifetime of 2 ms. To
next order in gQ/∆ the qubit lifetime is dependent on the cavity occupation;
however, as shown in [89], the lifetime increases for higher photon numbers
in the cavity.
When the JPM is brought on resonance with the cavity, the cavity-JPM
states hybridize, so that the eigenstates are now
|n, a〉 = 1√
2
(|n, 0〉+ (−1)a|n− 1, 1〉) , (2.36)
where the ground state |0, a〉 = |0, 0〉, and the index a labels what is normally
labelled by ±. In light of this, to study qubit relaxation via the JPM, we must
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examine transitions from the two states |1, n, a〉 to the two states |0, n, b〉 via
the JPM-environment coupling operator σˆJx, where now
|1, n, a〉 ≈
(
1− g
2
Q(n+ 1)
2∆2
)
|1, n, a〉 − gQ
√
n+ 1
∆
|0, n+ 1, a〉, (2.37)
|0, n, b〉 ≈
(
1− g
2
Qn
2∆2
)
|0, n, b〉+ gQ
√
n
∆
|1, n− 1, b〉. (2.38)
Similar to the case for cavity-mediated decay, the decay rates for these
processes are given by
Γ1na,0nbγR = γR(∆0na,1nb)|〈1, n, a|σˆJx|0, n, b〉|2, (2.39)
where γR(ω) is the JPM’s coupling constant with the environment. Using
the fact that
〈n+ 1, a|σJx|n, b〉 =
(−1)a
2
, n > 0 (2.40)
〈1, a|σJx|0, b〉 =
(−1)a√
2
, n = 0 (2.41)
and all other matrix elements are zero, we find that
〈1, n, a|σˆJx|0, n, b〉 = (−1)a
gQ
2∆
(√
n−√n+ 1
)
(2.42)
〈1, 0, a|σˆJx|0, 0, b〉 = (−1)a
gQ√
2∆
, (2.43)
to first order in gQ/∆. As before, assuming an Ohmic spectral density we
approximate γR(∆0na,1nb) by γR(ωJ)ωQ/ωJ, which assumes that the qubit
energy-shifts due to both the cavity and the JPM are sufficiently smaller
than ωQ (i.e. ∆0na,1nb ≈ ωQ). Using γR(ωJ) = 200 MHz as in the main
text and other quantities as before, we obtain a JPM-limited qubit lifetime
T γR1 ≈ 2 µs for vacuum in the cavity. For cavity Fock states with n > 0 this
lifetime scales as
T γR1 ∝
1(√
n−√n+ 1)2 =
(√
n+
√
n+ 1
)2
, (2.44)
and so we have T γR1 ∝ 2n to leading order. Thus, for n = 10 we have an
improvement of the qubit lifetime to T γR1 ≈ 40 µs.
In addition, there are several competing incoherent processes in the JPM,
namely bright and dark counts, which block the JPM-mediated qubit decay
channel. Numerical simulations indicate that due to the fact that γJ 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Γ1na,0nbγR for relevant photon numbers in the cavity, there is almost no appre-
ciable decay of the qubit during the measurement process (see Fig. 2.7(a)).
This can be understood by the fact that Γ1na,0nbγR /γJ ∝ g2Q/(n∆2), which for
n = 10 is only 0.05%, and so we expect no more than a 0.05% change in the
qubit state due to JPM-mediated decay during the measurement protocol.
Detailed study of qubit decay during JPM measurement will be the subject
of future work.
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Chapter 3
Scalable Two- and Four-Qubit
Parity Measurement with a
Threshold Photon Counter
Luke C. G. Govia, Emily J. Pritchett, B. L. T. Plourde, Maxim G.
Vavilov, R. McDermott, and Frank K. Wilhelm
Abstract
Parity measurement is a central tool to many quantum information process-
ing tasks. In this chapter, we propose a method to directly measure two- and
four-qubit parity with low overhead in hard- and software, while remaining
robust to experimental imperfections. Our scheme relies on dispersive qubit-
cavity coupling and photon counting that is sensitive only to intensity; both
ingredients are widely realized in many different quantum computing modal-
ities. For a leading technology in quantum computing, superconducting inte-
grated circuits, we analyze the measurement contrast and the back action of
the scheme and show that this measurement comes close enough to an ideal
parity measurement to be applicable to quantum error correction.
Submitted for peer review. Available at arXiv:1502.03340.
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3.1 Introduction
The ability to measure a quantum system in a high fidelity and quantum
non-demolition (QND) way is fundamental to most aspects of quantum in-
formation processing (QIP). In the circuit quantum electrodynamics (cQED)
community, great success has been achieved in qubit readout by linear am-
plification and homodyne detection of the signal in a dispersively coupled
microwave resonator (cavity) [39, 69, 75, 70]. However, the macroscopic size
and complicated circuitry required for this readout scheme is a major ob-
stacle to scalability. For this reason a simpler, scalable, high-fidelity, QND
single-qubit readout scheme based on threshold photodetection was recently
introduced [47].
In addition, QND readout of multi-qubit operators is increasingly impor-
tant in contemporary QIP. In particular, readout of the parity of multiple
qubits has applications to quantum error correction [7] such as the surface
code [49], to quantum phase estimation [90], to the implementation of multi-
qubit gates [91, 92], and to entanglement generation [93, 50, 94]. Parity mea-
surement of two superconducting qubits has been proposed [95] and demon-
strated [50, 51], as has Bell-state measurement [74], and parity measurement
of a cavity state using a superconducting qubit [96]. However, adapting these
protocols to more than two qubits requires a significant increase in complex-
ity, either in the number of resonators necessary for amplification-based direct
parity measurement [97, 98], or in the number of costly entangling gates in
gate-based parity measurement.
In this chapter, we propose a protocol for QND parity readout of multiple
qubits coupled to one resonator, over a timescale comparable to that of a
single entangling gate. We describe the physical model, briefly review the
similar protocol of single-qubit readout [47], and then present the protocol
for N -qubit single-shot parity measurement. Finally, we analyze the main
sources of error.
We describe parity measurement on N qubits, each coupled to the same
single-mode cavity, which is also coupled to a tunable photon counter. Each
qubit Qn of transition frequency ωQn couples to the cavity via a Jaynes-
Cummings interaction in the dispersive regime, leading to the full cavity-
qubit Hamiltonian (~ = 1)
H = HD + ωCaˆ
†aˆ+
N∑
n
(
χQn aˆ
†aˆ− ωQn − χQn
2
)
σˆnz , (3.1)
where χQn ≡ g2Qn/(ωC − ωQn) is the dispersive shift for coupling strength
gQn , and HD ≡ A(t)
(
aˆ+ aˆ†
)
is a time-dependent classical drive that controls
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the cavity. For this Hamiltonian the computational basis states are defined
as the eigenvectors of
∑N
n σˆ
n
z . We assume that the qubits are far enough
detuned that cavity-mediated qubit-qubit coupling is negligible. This model
is sufficiently general to encompass many qubit architectures [23, 75, 50, 99,
97, 39].
Our protocol can be applied to any physical system with a threshold pho-
ton counter and strong dispersive coupling between qubits and electromag-
netic radiation. In the microwave regime, where photon counting is possible
with a Josephson Photomultiplier (JPM) [54], other examples include NV
centers in diamond [100], Rydberg atoms [101, 102], and lateral quantum
dots [103]. At higher frequencies, where photon counters are commonplace,
candidate systems include trapped atoms [104] and self-assembled quantum
dots [105].
Described in Ref. [47], the cavity-mediated QND measurement of a single
qubit with a photon counter is performed in a three-stage protocol. First the
cavity, initialized to vacuum, is driven at its shifted resonance frequency for
an excited qubit, populating the cavity conditionally upon the state of the
qubit. In the following measurement stage, the photon counter distinguishes
between the two conditional cavity states (one of which is above and one
below its threshold), and therefore detects the state of the qubit. Finally, an
additional microwave drive resets the cavity to the vacuum state for further
computation. Two properties of the counter are crucial: it should be an in-
tensity detector that responds to the total energy only (insensitive to phase),
and it should have threshold behavior at a suitable number of photons that is
well between vacuum and the selectively excited state of the cavity. Number
resolution and single-photon sensitivity are not required.
3.2 N-Qubit Parity Readout Protocol
During the drive stage, the reduced Hamiltonian of the cavity coupled to a
single qubit,
HˆC = ω˜Caˆ
†aˆ+ A(t)
(
aˆ+ aˆ†
)
, (3.2)
is that of a single mode oscillator with resonance frequency ω˜C = ωC + χ˜Q,
where χ˜Q = sχQ encodes the state of the qubit through s = ±1, with s the
respective eigenvalue of σˆz. By a carefully timed classical drive at frequency
ωD = ωC − χQ, we put the cavity in a high-amplitude coherent state if the
qubit is excited, but in the vacuum state if the qubit is in its ground state,
thus dephasing the qubit. The cavity is populated conditionally upon the
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Figure 3.1: (a) Schematic of the experimental design showing the cavity,
N coupled qubits, and the photon counter (a JPM in this case). (b) and
(c) Illustration of the dispersive shifts on the cavity for two- and four-qubit
computational basis states.
qubit having odd parity (excited state), via the unitary
UˆD = Pˆ
E
Q ⊗ IC + PˆOQ ⊗ Dˆ(β), (3.3)
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where Dˆ(β) is the displacement operator. Here PˆE/OQ are the projectors
onto the even/odd parity subspaces, which are projectors onto the ground
and excited states for single-qubit readout, while for N > 1 are sums of
projectors onto a set of states spanning each parity subspace. This unitary is
a quantum eraser that transfers parity information to the cavity amplitude
and all other qubit-state information to the phase.
Now consider two qubits coupled to the cavity with equal dispersive shifts.
For the computational basis states the total dispersive shift on the cavity is
χ˜Q = ±2χQ when both qubits are in the same eigenstate (even parity), and
χ˜Q = 0 when the qubits are in different eigenstates (odd parity), illustrated
in FIG. 3.1(b). By driving with frequency ωD = ωC we entangle the qubit
parity subspaces with distinguishable cavity states, implementing the unitary
of Eq. (3.17). At the end of the drive pulse A(t) = a0 cos (ωDt+ φ)Θ(tD− t),
the qubit-dependent cavity occupations are
|αE|2 =
(
a0
∆D
)2
1− cos (∆DtD)
2
, |αO|2 =
(a0
2
tD
)2
,
where ∆D = ω˜C − ωD. Setting ωD = ωC gives |∆D| = 2χQ for even-parity
states, and therefore |αE|2 = 0 at tD = pi/χQ (∆D = 0 for the odd states). As
αE = 0, the even-parity states are indistinguishable and all state information
other than parity has been erased. Thus, while inter-subspace coherence is
reduced to 〈αO|αE〉, intra-subspace coherence is protected, unlike in direct
parity measurement [50].
For N > 2 qubits, the degeneracy within the odd and even subspaces
splits and we can no longer perform parity measurement by a single frequency
cavity drive. However, with
A(t) = a0
∑
i
cos (ωDit+ φ) 0 ≤ t ≤ tD (3.4)
where ωDi = ωC + χ˜Qi are the dispersively-shifted cavity frequencies for
each band of the odd-parity subspace, we apply the unitary of Eq. (3.17) by
simultaneously driving all odd-parity spectral lines resonantly with a multi-
tone drive (see appendix 3.A for further details). Here, multiplexing is used
to measure a binary observable, extracting less qubit information than full
multiplexed readout [36, 106], but at a reduced cost in complexity.
For four qubits, basis states with odd parity produce dispersive shifts of
±2χQ (blue and red odd-parity bands), while basis states with even parity
cause shifts of 0 or ±4χQ, as shown in FIG. 3.1(c). Therefore, with two
drive frequencies ωD1,2 = ωC ± 2χQ we can simultaneously drive both odd-
parity spectral lines. The cavity occupations for the four-qubit parity bands
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Figure 3.2: Cavity photon number as a function of the length of the drive
pulse, tD, for the four qubit parity bands. χQ/pi = 10 MHz, so the optimal
drive time is tD = 100 ns, which for |αO|2 = 9 sets a0 = 0.06 MHz.
are shown in FIG. 3.2 (see appendix 3.A for their analytic form). Crucially,
|αE|2 = 0 for all even-parity states at tD = pi/χQ, while |αO|2 is equal for
all odd-parity states. Therefore, qubit parity information has been mapped
onto cavity occupation in a way that erases all state information other than
parity.
In the measurement stage we distinguish between the qubit-parity de-
pendent cavity states in a frequency and phase insensitive way (to avoid
intra-subspace decoherence) by using a high-bandwidth photon counter. We
tune the counter on resonance with the bare cavity frequency ωC. For two
qubits, the counter and cavity are resonant if the qubits have odd parity,
maximizing the detection probability of |αO〉. For four qubits, the counter
is resonant with the cavity if the qubits are in the center even-parity band;
however, this is not an issue because the cavity is unoccupied for even-parity
qubits. The counter will be±2χQ off resonance from the cavity for odd-parity
qubits, symmetrically between the two odd-parity cavity frequencies. For a
counter with bandwidth > 4χQ this ensures the detection probabilities for
all odd-parity states are identical, minimizing intra-subspace decoherence.
For N = 4, the bright count detection probability for the two odd-parity
bands is shown in FIG. 3.3, as is the false “even-state detection probability”
due to dark counts. As expected, the two bright count curves are identical.
These curves are calculated by solving the master equation with relevant
3.2 N -Qubit Parity Readout Protocol 63
experimental parameters (for further information see appendix 3.B). As an
example of a threshold photon counter we have chosen the JPM, which cou-
pled to a cavity approaches unit detection probability with large bandwidth
( χQ) [59, 58]. Recent progress has been made with a JPM coupled to a
cavity-qubit system with initial steps towards single-qubit readout [57]. We
note that similar detectors exist in the optical [107, 108] and near infrared
[109] regimes.
As a figure of merit we consider the parity measurement contrast, defined
as
C (tM) ≡ P
(|αO|2, tM)− P (|αE|2, tM) , (3.5)
the difference in detection probability between odd/even parity states, which
is a function of the measurement time tM. The drive time tD is chosen such
that αE = 0, so the parity measurement contrast reduces to the detection
probability of the odd-parity cavity state minus the dark count probability.
In reality there will be thermal photons in the cavity. However, because of
the threshold nature of the photon counter it is not necessary to have an
initially empty cavity to maximize measurement contrast; it is sufficient that
the detection probability has a sharp threshold between αO and αE. This is
important for the JPM, where, while in principle the threshold can be set
at zero occupation [59, 58], this is often difficult to engineer. Nonetheless, a
suitable threshold between αO and αE is easily obtained [47].
Parity measurement contrast is limited by misidentification of the parity,
which occurs either due to a dark count or the nonzero probability of not
detecting the state |αO〉. These errors are controlled by the bright count/dark
count ratio of the photon counter and the cavity occupation |αO|2, and control
over these parameters is sufficient to obtain contrast arbitrarily close to unity.
As seen in FIG. 3.3, measurement contrast that approaches 95% is achievable,
compatible with the readout threshold for error correction [49]1, in a 40 ns
time-frame with experimentally relevant bright count/dark count ratio and
|αO|2.
In the reset stage we again implement the qubit-dependent cavity dis-
placement of Eq. (3.17), but with β = −αM. For odd parity states, the
cavity begins approximately in the coherent state |αM〉 and is returned to
vacuum, where |αM| is calculated given the input magnitude |αO| and the
form of the detection back action on the cavity [88]. For a JPM, after mea-
surement the cavity is not a coherent state, and reset is imperfect. However,
single-shot parity measurement is unaffected by reset error, and though re-
peated measurements are affected, for experimentally relevant parameters
1To the best of our knowledge the imbalanced thresholds between gates and measure-
ment have not been explored in detail in the fault tolerance literature.
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Figure 3.3: Bright count probability for the four-qubit odd-parity bands, dark
count probability for even parity, and measurement contrast as functions of
measurement time. The JPM bright count rate, inelastic relaxation rate, and
dark count rate are γJ = 200 MHz, γR = 200 MHz, and γD = 1 MHz. The
cavity-JPM coupling is gJ/2pi = 50 MHz.
reset error is on the order of 1% [47].
3.3 Error Analysis
In a realistic experiment it is unlikely that all qubit-cavity dispersive shifts
will be identical. Therefore, we examine the robustness of our protocol under
variations in the dispersive shifts, defining the dispersive shift error , such
that χQ1 = χQ, and χQ2 = χQ +  for two qubits. For four qubits there
are three dispersive shift errors: 2, 3, and 4. We assume this error is
small, such that i/χQ  1. For a superconducting qubit with coherence
time 5 µs, the uncertainty in χQ due to homogeneous broadening is no more
than ±0.1%, and thus |i/χQ| < 0.2%. Mismatch in χQ causes a reduction
in measurement contrast and intra-subspace decoherence (dephasing of a
superposition of qubit states of the same parity). We provide quantitative
estimates of these effects, leaving further details to appendices 3.C and 3.D.
Errors in the drive frequencies ωDi cause similar errors as χQ mismatch, but
can be corrected for during tune-up.
Imperfect resonance between the applied drives and the cavity due to χQ
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mismatch leads to a reduced |αO|2 and an increased |αE|2. The reduction in
measurement contrast due to this is second order in i/χQ, commensurate
with a square-law detector. As shown in FIG. 3.4, even for 10% χQ mismatch
the resulting measurement error (even-state detection probability) is on the
order of 1%.
The intra-subspace decoherence caused by χQ mismatch is due to qubit
states with the same parity being entangled to cavity states with different
phases, which are distinguishable in principle. The resulting decoherence is
at most second order in i/χQ. Shown in FIG. 3.4 is the coherence of odd-
and even-parity two-qubit superposition states, quantified by the relevant off-
diagonal matrix element of the reduced two-qubit density matrix. Though
the decoherence of an odd-parity superposition is nontrivial for larger values
of /χQ, perfect reset returns full coherence by depopulating the cavity in a
phase insensitive way.
However, any cavity decay prior to perfect reset will cause irreversible
decoherence, as would the decay of residual photons after imperfect reset. Up
to the limit of strong χQ-mismatch ( approaching χQ), the intra-subspace
coherence decays to exp(−NC(1−cos(pi/χQ))) in the steady state, where NC
is the average photon number in the cavity prior to decay, hence requiring
 < χQ/
√
NC. For a high-Q cavity, decay during the short measurement time
is unlikely, and post-reset cavity decay is the significant source of loss. For the
parameters considered here, the residual photons after imperfect reset result
in coherence loss less than 1% in the worst case, which is inconsequential.
For two qubits with χQ mismatch, no intra-subspace decoherence occurs
during the measurement stage as cavity states corresponding to qubit states
of the same parity have equal detection probability. For four qubits the
detection probabilities of cavity states within the same parity subspace can
be different, with their difference scaling as (2i − 2j)/χ2Q. This changes the
basis of measurement, changing the output qubit state at the protocol’s end.
This effect can be mitigated by a square-law photon counter that quickly
saturates with photon number above threshold, such as the JPM, for which
the error in the output qubit state is negligible.
Higher order effects beyond the dispersive Hamiltonian can affect the
parity readout protocol presented here. As a result of the formation of cavity-
qubit dressed states, there is residual cavity occupation for even-parity states,
which reduces parity measurement contrast. For four qubits the contrast is
reduced to ≈ 92% (see appendix 3.E). However, contrast can be improved by
increasing cavity-qubit detuning, and/or using better drive pulse sequences.
The protocol’s QNDness will also be affected by higher order terms; however,
as shown for single-qubit readout in [47], this change in QNDness is minimal.
As the measurement stages of single-qubit readout and parity readout are
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Figure 3.4: Even-parity detection probability, odd-parity coherence, and
even-parity coherence as functions of the χQ mismatch for two-qubit par-
ity measurement. /χQ ranges from 1% to 20%, well within experimental
expectations. χQ/2pi = 5 MHz, and the drive power a0 is such that |αO|2 = 9.
very similar, this is also true for parity readout.
Our protocol involves an entangling operation that maps qubit informa-
tion to the cavity such that destructive readout of the cavity non-destructively
determines the qubits’ parity. It provides a tailored and efficient quantum
circuit that maps parity information onto an ancilla (the cavity), and then
measures the ancilla in a way that is insensitive to qubit-resolving informa-
tion. It occupies a middle ground between the direct parity measurement of
[97, 98] and gate-based parity measurement. The advantage of our protocol
over gate-based protocols is the reduced number of entangling gates required:
one for our proposal versus N for the gate-based N -qubit protocol, which al-
lows for a readout fidelity that is not bounded by gate fidelity. Our protocol
also requires fewer cavities than direct four-qubit parity readout [97, 98], and
avoids the intra-subspace decoherence often introduced by these protocols.
3.4 Conclusion
In conclusion we have presented a high-fidelity, scalable, QND protocol for
parity readout of two or four qubits via photon counting of a dispersively
coupled cavity. Measurement contrast is limited by the bright/dark count
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ratio of the photon counter, and with the limited optimization in this chapter
approaches 95%. Our protocol introduces no decoherence of qubit states with
the same parity, and is robust against the major sources or error. Future work
will focus on protocol optimization and higher order corrections.
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Appendix
In the following appendices we expand on the details of the calculations and
simulations presented in the main text. While not essential to understanding
the results presented in the main text, these details complete the explanation
of the results in a more mathematically rigorous way.
In appendix 3.A we present the details of the analytic derivation of
FIG. 3.2, which shows the driven cavity occupation as a function of time,
and how this is used to create a qubit-parity dependent cavity population.
In appendix 3.B we describe the master equation formalism used to simulate
the interaction of the cavity with our example threshold square-law photon
counter, the Josephson Photomultiplier (JPM). In appendix 3.C we expand
on the error analysis of the main text to describe the effect of χQ mismatch.
In appendix 3.D we discuss the effect of this χQ mismatch when cavity pho-
ton loss occurs. Finally, in appendix 3.E we describe how consideration of
the full Jaynes-Cummings Hamiltonian affects the results of the main text.
3.A Derivation of the qubit-parity dependent
drive for four qubits
In this appendix we derive the driven cavity evolution for four qubits, as
shown in FIG. 3.2. The full system Hamiltonian is block diagonal, with
one block for each state of the qubits. In each block the effective cavity
Hamiltonian is
HˆC = ω˜Caˆ
†aˆ+ a0[cos (ωD1t+ φ1) + cos (ωD2t+ φ2)]Θ(tD − t)
(
aˆ+ aˆ†
)
,
(3.6)
where the shifted cavity frequency ω˜C = ωC + χ˜Q depends on the qubit-state
dependent dispersive shift χ˜Q = χQ
〈
σˆz
〉
, which defines the state of the qubits,
and therefore, the corresponding block of the full Hamiltonian. χ˜Q = ±2χQ
for odd-parity states and χ˜Q = 0,±4χQ for even parity.
69
70 3.A Derivation of the qubit-parity dependent drive for four qubits
We go to a frame rotating with the shifted cavity frequency ω˜C to obtain
Hˆ ′C =
a0
2
Θ(tD − t)
[
aˆ
(
e−i∆1t + e−i∆2t
)
+ h.c.
]
, (3.7)
where ∆i = ω˜C − ωDi . We formally solve for the evolution operator in each
block for times t ≥ tD as
Uˆ(t, 0) = T exp
{
−i
∫ tD
0
Hˆ ′C(t
′)dt′
}
, (3.8)
where T is the time ordering operator. The evolution operator for the full
system then has the form
UˆD =
∑
j
|j〉〈j| ⊗ Uˆj(t, 0), (3.9)
where Uˆj(t, 0) are the solutions to equation (3.8) for each qubit state |j〉 in
the computational basis.
We evaluate the integral in equation (3.8) using the Magnus expansion
[110] to take care of the time ordering. Because
[
aˆ, aˆ†
]
= 1 the Magnus
expansion truncates at second order, and conveniently the second order term
is a global phase that we can ignore. We evaluate the integral in two regimes,
corresponding to even or odd parity, and in so doing obtain the solution for
the blocks of the full Hamiltonian. For even parity, ∆1 6= 0 and ∆2 6= 0, and
to first order we have∫ tD
0
Hˆ ′C(t
′)dt′ =
a0
2
[
aˆ
( i
∆1
(
e−i∆1tD − 1)+ i
∆2
(
e−i∆2tD − 1) )+ h.c.].
The evolution operator of equation (3.8) for even parity is then
UˆE(t, 0) = Dˆ(αE(tD)), (3.10)
where
αE(tD) =− a0
2
[
ei∆1tD − 1
∆1
+
ei∆2tD − 1
∆2
]
. (3.11)
In general αE(tD) varies in phase for different even-parity qubit states as ∆1,2
depend on the specific state.
For an odd-parity qubit basis state, the shifted cavity will be on resonant
with one of the two applied drives, and therefore, one ∆i is zero, while the
other is nonzero. Since the solution is symmetric in regards to which ∆i = 0,
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we will examine ∆1 = 0 and ∆2 6= 0 without loss of generality. The integral
in equation (3.8) now gives∫ tD
0
Hˆ ′C(t
′)dt′ =
a0
2
[
aˆ
(
tD + i
e−i∆2tD − 1
∆2
)
+ h.c.
]
,
which leads to the odd-parity evolution operator
UˆO(t, 0) = Dˆ(αO(tD)) = Dˆ (β(tD) + η(tD)) , (3.12)
where
β(tD) = −ia0
2
tD (3.13)
η(tD) = − a0
2∆2
(
ei∆2tD − 1) . (3.14)
In this case it is important to note that while η(tD) varies between odd-parity
states, β(tD) is the same for all odd-parity states.
If ωD1 = 2χQ and ωD2 = −2χQ as in the main text, then for even parity
we have ∆1,∆2 ∈ {±2χQ,±6χQ}. For odd parity, we have chosen ∆1 = 0,
which means that ∆2 = 4χQ. Thus, if we set tD = pi/χQ, we have that
αE(tD) = 0, and η(tD) = 0, while β(tD) 6= 0. As a result of this,
UˆE(t, 0) = Dˆ(0) = I, (3.15)
UˆO(t, 0) = Dˆ (β(tD)) , (3.16)
and the evolution operators are the same for all states within the same par-
ity subspace. This, along with the block diagonal form of the full system
Hamiltonian implies that the unitary on the full system will have the form
UˆD =
∑
j∈even
|j〉〈j| ⊗ UˆE(t, 0) +
∑
j∈odd
|j〉〈j| ⊗ UˆO(t, 0)
= PˆEQ ⊗ IC + PˆOQ ⊗ Dˆ(β), (3.17)
where PˆE,OQ are projectors onto the even- and odd-parity subspaces respec-
tively.
3.B Master equation for the cavity-JPM cou-
pled system
In this appendix we describe the methodology of the numerical simulations
used to obtain FIG. 3.3, which shows the detection probability and parity
contrast for our example threshold detector, the JPM.
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We start with the cavity-JPM coupled system for four-qubit odd parity,
where the shifted cavity frequencies ω˜C = ωC ± 2χQ and the JPM frequency
ωJ = ωC are such that the JPM is ±2χQ detuned from the cavity. This leads
to the Hamiltonian
HˆJC = ω˜Caˆ
†aˆ− ωJ
2
σˆJ + gJ
(
aˆσˆ+J + aˆ
†σˆ−J
)
,
where σˆ±J couple the ground and excited state of the JPM. As shown previ-
ously [54, 53, 58, 59], the JPM is well-approximated as a three-level system
with self-Hamiltonian HJ = −ωJ2 σJ, where σˆJ ≡ diag(1,−1, k). The energy
of the third ‘measurement’ state is arbitrary in our model; the JPM only
tunnels into it incoherently at fixed rates [59, 58].
In addition, the JPM experiences a number of incoherent processes. Tun-
neling from the JPM excited state to the measured state corresponds to pho-
ton detection and occurs at the bright count rate γJ, with the corresponding
Lindblad operator
Lˆ2 =
√
γJ (IC ⊗ |m〉〈1|J) . (3.18)
Inelastic relaxation takes the JPM from the excited state to the ground state
at a rate γR, with corresponding Lindblad operator
Lˆ1 =
√
γR (IC ⊗ |0〉〈1|J) . (3.19)
Finally, false detections, where the JPM tunnels from the ground state to the
measured state, can occur at the dark count rate γD, with Lindblad operator
Lˆ0 =
√
γD (IC ⊗ |m〉〈0|J) . (3.20)
We ignore the effects of pure dephasing on the JPM as they do not affect the
parity measurement protocol of the main text.
We solve the master equation
ρ˙(t) =− i[HˆJC, ρ(t)]
+
2∑
µ=0
(
Lˆµρ(t)Lˆ
†
µ −
1
2
{Lˆ†µLˆµ, ρ(t)}
)
, (3.21)
with γJ = 200 MHz, γR = 200 MHz, γD = 1 MHz, and gJ/2pi = 50 MHz, for
both ω˜C − ωC = 2χQ, and −2χQ (where χQ/2pi = 5 MHz) to generate the
detection probability curves of the main text FIG. 3.3 .
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3.C Qubit Dispersive Shift Mismatch
In this appendix we examine in detail the possible sources of error caused by
χQ mismatch that were described in the main text and shown in FIG. 3.4.
Firstly, we quantify the decrease in measurement contrast and the coherence
loss for two qubits. As described in the main text, this coherence loss can
be restored by perfect reset. We then examine these effects for four qubits,
and also quantify the change in the measurement basis due to detection
probability mismatch, which is unique to four qubits.
3.C.1 Two Qubits
If the dispersive shifts for the two qubits vary, such that χQ1 = χQ and
χQ2 = χQ + , then the cavity-drive detunings within a parity subspace split,
such that we now have
∆00 = −2χQ − 
∆11 = 2χQ + 
∆01 = 
∆10 = − (3.22)
where ∆ij is the cavity-drive detuning for the state |ij〉.
After a time tD = pi/χQ the cavity will be in a qubit-state dependent
coherent state with amplitude
α00 =
a0
2(2χQ + )
(
e
−i pi
χQ
 − 1
)
,
α11 = − a0
2(2χQ + )
(
e
i pi
χQ
 − 1
)
,
α01 = −a0
2
(
e
i pi
χQ
 − 1
)
,
α10 =
a0
2
(
e
−i pi
χQ
 − 1
)
. (3.23)
For the even-parity qubit states we have that α11 = −α¯00, and for the odd-
parity states α10 = −α¯01. As a result, states within the same parity sub-
space will have the same detection probability, and so there will be no intra-
subspace decoherence during the measurement stage. However, as |α00| 6= 0
there will be a reduction of measurement contrast due to the increased proba-
bility of misidentification. As the coherent states for each parity subspace are
out of phase with one another there also will be intra-subspace decoherence
during the drive stage. We will now quantify these effects in the /χQ < 1
regime.
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For the measurement contrast and misidentification we can quantify the
effect of χQ mismatch by looking at the cavity occupation for odd parity,
|αO|2 = |α01|2 = |α10|2, and for even parity, |αE|2 = |α00|2 = |α11|2. For odd
parity
|αO|2 =
(a0
2
)2(
2− 2 cos
(
pi
χQ
))
=
(a0
2
)2( pi
χQ
)2(
1− 1
12
(
pi
χQ
)2)
+O (ε4) , (3.24)
where ε = /χQ, and we see that the reduction of |αO|2 from that when the
dispersive shifts are perfectly matched is second order in /χQ. Similarly, for
even parity
|αE|2 =
(
a0
2(2χQ + )
)2(
2− 2 cos
(
pi
χQ
))
=
(
a0
2(2χQ + )
)2(
pi
χQ
)2
+O (ε4)
=
(a0
2
)2( pi
χQ
)2(

2χQ
)2
+O (ε4) , (3.25)
and the increase in |αE|2 from that when the dispersive shifts are perfectly
matched is again second order in /χQ. The fact that the lowest order de-
pendence is quadratic originates from the expansion of the cosine, and can
be physically explained by the fact that the amplitude is originally tuned to
zero, and a square-law detector responds to intensity which is |α|2.
To quantify the intra-subspace decoherence during the drive stage, we
consider an arbitrary superposition of odd-parity states with the cavity ini-
tially in vacuum, to which we apply the modified qubit state dependent drive
(accounting for χQ mismatch). The resulting state
|Ψ〉 = a|01〉|α01〉+ b|10〉|α10〉, (3.26)
where |a|2 + |b|2 = 1, is no longer a product state and as such there will
necessarily be decoherence of the reduced qubit state. The reduced qubit
state is
ρQ =

0 0 0 0
0 |a|2 D¯ab¯ 0
0 Da¯b |b|2 0
0 0 0 0
 , (3.27)
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with the complex decoherence factor
D = 〈α01|α10〉 = exp
{− (|α01|2 + α¯201)}. (3.28)
From equation (3.23) we see that
|α01|2 = 2A2O
(
1− cos
(
pi
χQ
))
, (3.29)
α¯201 = A
2
O
[
1− 2
(
cos
(
pi
χQ
)
− i sin
(
pi
χQ
))
+ cos
(
2
pi
χQ
)
− i sin
(
2
pi
χQ
)]
,
where AO = a0/2.
Keeping only the first nonzero term in the Taylor series expansion we find
|α01|2 + α¯201 = A2O
(
1
2
(
pi
χQ
)4
+ i
(
pi
χQ
)3)
(3.30)
=
(a0
2
)2( pi
χQ
)2(
1
2
(
pi
χQ
)2
+ i
pi
χQ
)
+O (ε3) .
As can be seen, for an odd-parity superposition, χQ mismatch causes deco-
herence at a rate that is second order in the small parameter /χ, and also
introduces a complex phase factor that is first order in /χ.
For an even-parity superposition, we simply replace AO with the corre-
sponding expression for even states, and we find
|α00|2 + α¯200 =
(
a0
2(2χQ + )
)2(
1
2
(
pi
χQ
)4
+ i
(
pi
χQ
)3)
=
(
a0
4χQ
)2(
1
2
(
pi
χQ
)4
+ i
(
pi
χQ
)3)
+O (ε5) . (3.31)
Thus the even parity situation is even better, as the decoherence rate is now
fourth order in /χ, and the complex phase factor now third order.
For both odd- and even-parity superpositions full intra-subspace coher-
ence will be returned to the two qubits by perfect reset, as it disentangles
the qubits and the cavity in a unitary and phase insensitive way. However,
if cavity decay occurs before reset, or imperfect reset leaves residual pho-
tons which subsequently decay, the qubit state will lose coherence, as will be
discussed in appendix 3.D.
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3.C.2 Four Qubits
The situation is considerably more complex in the four qubit case as the
cavity-drive detunings split into sixteen distinct frequencies, one for each
qubit state. Correspondingly, after the qubit state dependent drive there are
sixteen possible cavity states |αijkl〉, where i, j, k, l ∈ {0, 1} index the qubit
state |ijkl〉. As a result of the double frequency drive each αijkl will have two
components oscillating at different frequencies, with each component similar
in form to those of equation (3.23). Cavity states for even qubit parity will
have both components of the form of α00, where the amplitude is suppressed
by a factor 1/(2χQ + ), as both drives are off resonance by at least 2χQ. For
odd qubit parity the cavity state will have one component that is similar in
form to α00 from the off resonance drive and one component similar to α01
from the nearly on resonance drive.
Given the similar structure of αijkl in the four qubit case to αij of the two
qubit case it is clear that the errors introduced by χQ mismatch in the four
qubit case will be a generalization of those in the two qubit case. There will
be a reduction of measurement contrast due to an increase in the probability
of misidentification, which will again be at most second order in the small
parameters i/χQ. The overlap between any two states |αijkl〉 corresponding
to qubits in the same parity subspace is very similar to equations (3.30) and
(3.31) for the two qubit case, and as a result, the intra-subspace decoherence
during the drive phase will be at most second order in i/χQ for odd-parity
superpositions and fourth order for even parity. As in the two qubit case full
coherence will be returned to the qubits by perfect cavity reset.
Despite the χQ mismatch the two qubit case exhibits symmetry in αij
within a parity subspace that ensures the detection probabilities are the same
for cavity states corresponding to qubit states of the same parity. However,
in the four qubit case this symmetry is no longer present, as in general
2 6= 3 6= 4, and as a result, detection probabilities will differ within a
parity subspace.
For example, consider an equal superposition of odd-parity states |a〉
and |b〉, which after the drive stage are entangled to cavity stages |αa/b〉
respectively. Detection by the photon counter results in back action on the
cavity described by the non-unitary back action operator Bˆ. Defining the
normalized states
|ψa,b〉 = Bˆ|αa,b〉〈αa,b|Bˆ†Bˆ|αa,b〉
=
Bˆ|αa,b〉
Pa,b
, (3.32)
where Pa,b is the detection probability of the state |αa,b〉, then the resulting
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state of the cavity-qubits system after detection by the photon counter is
|Ψ〉 = 1√
N
(√
Pa|a〉|ψa〉+
√
Pb|b〉|ψb〉
)
, (3.33)
where the normalization factor N = Pa + Pb.
The four qubit states of equation (3.33) are entangled to distinguishable
cavity states such that the reduced four qubit density matrix’s coherence is
reduced by the overlap 〈ψb|ψa〉. To remove this effect and focus solely on
detection probability mismatch we assume that we can perform perfect reset
of the cavity and create the state
|Ψ〉 = 1√
N
(√
Pa|a〉+
√
Pb|b〉
)
|0〉, (3.34)
for which the reduced qubit state is the pure state
|Ψ〉Q =
(√
Pa|a〉+
√
Pb|b〉
)
/
√
N. (3.35)
Clearly, the output state |Ψ〉Q is no longer the input state and this change is
a result of the fact that different detection probabilities for states within the
same parity subspace change the basis of measurement of the protocol. To
quantify this effect we calculate the magnitude of the overlap between the
target state |ΨT〉Q = (|a〉+ |b〉) /
√
2 and the state |Ψ〉Q, given by
O = |〈ΨT |Ψ〉Q|2 = 1
2
(
1 +
2
√
Pa
√
Pb
Pa + Pb
)
, (3.36)
which is unity for Pa = Pb as expected.
If we assume the photon counter is a JPM with a subtraction operator
back action [88], then the detection probability of the state |αi〉 is
Pi = 1− exp
{−|αi|2} . (3.37)
By Taylor expanding the overlap and discarding terms smaller than e−2|αa/b|2
we obtain the approximate overlap
O =1− e
−(|αa|2+|αb|2) (cosh (|αa|2 − |αb|2)− 1)
4 (2− e−|αa|2 − e−|αb|2) +O
(
e−3|αa/b|
2
)
. (3.38)
Since we are interested in the effect of detection probability mismatch
we can assume αa/b differ in magnitude only and set |αa| = |α| and |αb| =
|α|(1 + δ) without loss of generality. The overlap can then be rewritten as
O = 1− e
−|α|2(2+2δ+δ2) (cosh (|α|2(2δ + δ2))− 1)
4 (2− e−|α|2 − e−|α|2(1+δ)2) . (3.39)
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To examine the scaling of the overlap, we assume that δ  1 and only keep
terms up to order δ2 in the Taylor series, which gives
O = 1− δ
2|α|4e−2|α|2
4 (1− e−|α|2) +O
(
δ3
)
. (3.40)
Four qubit χQ mismatch causes a difference in the cavity coherent state
amplitude for states in the same parity subspace that scales as δ2 ∝ (2i −
2j)/χ
2
Q. As we assume i/χQ is a small parameter, then (2i − 2j)/χ2Q is as
small or smaller, so the assumption that δ  1 is valid.
From equation (3.40) we see that the error in the output state scales as
(2i − 2j)/χ2Q and is damped by the factor |α|4e−2|α|2/4. For |α| = 3 as used in
the main text this damping factor is on the order of 10−6, and so any error
in the output state caused by detection probability mismatch is negligible.
A better approximation to the detection probability in the case where the
JPM can also relax inelastically is [47]
Pi ≈ 1− exp
{
−|αi|2 γJ
γJ + γR
}
. (3.41)
Using γJ = γR as elsewhere, then the error of equation (3.40) is damped by a
factor ∝ |α|4e−|α|2 . For |α| = 3 as before, this is on the order of 10−2, which
again results in a negligible effect that will only decrease with increasing
cavity photon number.
3.D Qubit decoherence and cavity decay
When χQ mismatch is present there can be a phase difference between cavity
states corresponding to qubit states with the same parity, as discussed for
two qubits in appendix 3.C.1. In this section we examine the effect this has
on intra-subspace coherence when a cavity decay mechanism is introduced,
as described in the main text.
We start with a typical post drive or imperfect reset state of the form
ρˆ(0) =
∑
s,s′
c(s, s′)|s〉〈s′| ⊗ ρˆs,s′(0)⊗ ρˆB, (3.42)
where s, s′ label the state of the qubits, ρˆs,s′(0) are the qubit dependent cavity
matrices, and the environmental bath is represented by the state ρˆB, which
is assumed to be stationary and a thermal state. Additionally we assume
that the qubit states have no intrinsic time dependence, i.e. we work in the
rotating frame of the qubits.
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We consider the intial state of the qubits to be an equal superposition of
two states in the same parity subspace, which for simplicity we have labelled
as |0〉 and |1〉. This results in the initial system state
ρˆS(0) =
1
2
(
|0〉〈0| ⊗ |α0〉〈α0|+ |0〉〈1| ⊗ |α0〉〈α1|
+|1〉〈0| ⊗ |α1〉〈α0|+ |1〉〈1| ⊗ |α1〉〈α1|
)
, (3.43)
where ρˆs,s′(0) = |αs〉〈αs′|. Due to χQ mismatch α0 and α1 differ in their
phase only and we can set
α0 = |α˜|eiϕ0 , α1 = |α˜|eiϕ1 . (3.44)
Assuming that the cavity is in a coherent state is accurate for a post drive
stage state, but the post reset state will be a more general state of the form
ρˆs,s′(0) = |ψs〉〈ψs′| . Nevertheless, we are eventually interested in steady state
dynamics which are independent of the initial state of the cavity (under the
Born-Markov approximation). We will treat the post drive stage situation
first and then generalize to the post reset state.
To solve for ρˆs,s′(t), we will use the Wigner characteristic function ap-
proach. We define the Wigner characteristic function χss′(α, t) of the state
ρˆs,s′(t) as
ρˆs,s′(t) =
1
pi
∫
d2αχss′(α, t)Dˆ(−α), (3.45)
where Dˆ(β) is the displacement operator.
If we assume a Jaynes-Cumming type interaction between the cavity and
a bosonic environment with smooth spectral density, then following [111] we
arrive at the analytic solution for χss′(α, t)
χss′(α, t) = χss′(αe
−t(κ−iω), 0)e(
η
2
|α|2(e−2tκ−1)), (3.46)
where κ is the decay rate of the cavity, ω is the frequency of the cavity mode,
and η = 1 + 2n(ω) with n(ω) the Bose distribution at frequency ω.
In order to quantify the absolute maximum amount of decoherence, we
are interested in the steady state solution (t→∞) of equation (3.46)
χ˜ss′(α) = χss′(0, 0)e
− η
2
|α|2 . (3.47)
Using the facts that
χss′(0, 0) =
1
4pi
Tr[ρˆs,s′(0)] (3.48)
χ10(α, t) = χ¯01(−α, t) (3.49)
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we obtain
χ˜00(α) = χ˜11(α) =
1
4pi
e−
η
2
|α|2 , (3.50)
χ˜01(α) = exp
(|α˜|2(ei(ϕ1−ϕ0) − 1)) 1
4pi
e−
η
2
|α|2 , (3.51)
χ˜10(α) = exp
(|α˜|2(ei(ϕ0−ϕ1) − 1)) 1
4pi
e−
η
2
|α|2 . (3.52)
Each of equations (3.50), (3.51) and (3.52) can be reduced to χ˜ss′(α) =
Fss′(α0, α1)χThermal(α, ω), where χThermal(α, ω) = e−
η
2
|α|2/4pi is the Wigner
characteristic function for a thermal state at frequency ω.
In light of this simplification the steady state solution for the full system
reduces to
ρˆS =
∑
s,s′
c(s, s′)Fss′(α0, α1)|s〉〈s| ⊗ 1
pi
∫
d2αχThermal(α, ω)Dˆ(−α), (3.53)
where Fss′(αs, αs′) = exp
(|α˜|2(ei(ϕs−ϕs′ ) − 1)). As this is a product state it
is the trivial to trace out the state of the cavity and obtain the state of the
qubits alone
ρˆQ =
1
2
(
|0〉〈0|+ F01(α0, α1)|0〉〈1|+ F10(α1, α0)|1〉〈0|+ |1〉〈1|
)
. (3.54)
For two qubits, we examine the damping envelope of the off diagonal
elements, given by
F01(α0, α1) = exp
(−|α˜|2(e2iϕ0 + 1)), (3.55)
where we have used the fact that ϕ0 − ϕ1 = 2ϕ0 − pi for two qubits, as
can be calculated from either pair of expressions in equation (3.23). We are
interested in the absolute value of this envelope, which is given by
|F01(α0, α1)| = exp
(−|α˜|2Re{(e2iϕ0 + 1)})
= exp
[
−|α˜|2
(
1− cos
(
pi
χQ

))]
, (3.56)
where the second equality comes from using equation (3.23) to define e2iϕ0 .
From this we see that the decoherence depends on both the cavity occupation
and the magnitude of the χQ mismatch, being maximal when /χQ = 1.
Using |α|2 = 9 as used elsewhere, and a strong mismatch of /χQ = 0.1, the
qubit coherence is reduced to 64% in the steady state. However, for a high-Q
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cavity we do not expect any photon loss during the parity readout protocol,
and as such, the post reset state is of greater interest.
Generalizing to the post reset state we need only change the definition of
the damping envelope to
Fss′ = Tr[ρˆs,s′(0)] = 〈ψs′ |ψs〉, (3.57)
where |ψs〉 is the state after detection and imperfect reset for an initial cav-
ity state |αs〉. We will consider the worst case scenario for the states |α0/1〉,
where the damping envelope of equation (3.56) reduces to exp(−2|α˜|2). This
occurs for  = χQ, where the states |α0/1〉 lie on the real axis with α0 = −α1.
This is the worst case as the states are maximally distinguishable, and corre-
spondingly we expect the states |ψ0/1〉 to also be maximally distinguishable
in this case.
Figure 3.5 shows a numerical simulation of 1−F01 for the worst case post
reset state as a function of both the initial cavity occupation |α˜|2, and the
number of photons removed by the photon detector. For these simulations,
the detector was assumed to be a JPM with subtraction operator back action
[88]. Multiple photons can be removed due to JPM inelastic relaxation. As
can be seen, even for the worst case scenario, qubit coherence is reduced by
less than 1%. As we expect  χQ in a realistic experiment, the decoherence
caused by post reset state photon loss will be far from the upper bound
presented here, and can be considered inconsequential.
3.E Higher Order Effects Beyond the Disper-
sive Hamiltonian
While the dispersive Hamiltonian is the first order approximation to the
cavity-qubit coupling in the relevant regime of our protocol, it is worthwhile
to consider the effects on the protocol of the full Jaynes-Cummings Hamil-
tonian for the cavity-qubit coupling, given by
HˆJC = ωCaˆ
†aˆ−
N∑
k=0
1
2
ωQσˆ
k
z +
N∑
k=0
gk
(
σˆk+aˆ+ σˆ
k
−aˆ
†) , (3.58)
where gk is the cavity-qubit coupling for qubit k. The major effects of the
full Jaynes-Cummings Hamiltonian occur during the drive stage.
The first is an asymmetric shift to the cavity frequency within a parity
subspace, due to the Kerr-like interaction term, which is one order of ap-
proximation higher than the dispersive Hamiltonian. The result of this is
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Figure 3.5: 1− F01 as a function of the cavity occupation prior to detection
and imperfect reset (horizontal axis), and the number of photons removed
from the cavity by the photon detector (color and line style). The initial
cavity states considered are maximally distinguishable, and so this represents
the worst case scenario.
that the minima of the even qubit parity cavity occupation curves no longer
coincide, as can be seen in FIG. 3.6(a) for the four qubit case. The sec-
ond major effect is the formation of dressed cavity-qubit states, the result of
which is that there is residual cavity occupation for even-parity states, and
the minima are no longer zero for all even-parity states. Therefore, for no
choice of tD will the cavity be in the vacuum state if the qubits are in an
even-parity state. This reduces the measurement contrast, though as can be
seen in figure FIG. 3.6(b) this reduction is only on the order of a few percent,
and measurement contrasts approaching 92% can still be achieved with the
same parameters as in the main text.
These effects can be mitigated by increasing the cavity-qubit detuning,
in which case the parity measurement contrast asymptotes to the dispersive
value. However, this either decreases χQ and therefore increases the length of
the drive stage, or necessitates also increasing the cavity-qubit couplings (to
keep χQ constant), which is only advisable to the point where the rotating
wave approximation begins to break down. It is also possible to improve the
contrast by better pulse shaping in the drive stage, and this will be the focus
of future work. As can also be seen in FIG. 3.6(a), the fact that the even qubit
parity cavity photon states are not the same between parity bands would
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Figure 3.6: (a) Cavity occupation for even-parity qubit states with Jaynes-
Cummings cavity-qubit coupling. (b) Bright and dark count rates, and mea-
surement contrast for the cavity photon numbers of (a), assuming the even
state is from the right band (worst case).
cause intra-subspace qubit decoherence. Full coherence would be returned
by perfect reset, unless photon loss occurs (either through a detection or
other mechanism). However, photon loss of any kind is so unlikely for these
low occupation cavity states that the effect on qubit coherence is minimal,
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on the order of a few percent at most.
Chapter 4
Entanglement Generated by the
Dispersive Interaction: The
Dressed Coherent State
Luke C. G. Govia and Frank K. Wilhelm
Nothing can come of nothing.
-William Shakespeare
Abstract
In the dispersive regime of qubit-cavity coupling, classical cavity drive popu-
lates the cavity, but leaves the qubit state unaffected. However, the dispersive
Hamiltonian is derived after both a frame transformation and an approxi-
mation. Therefore, to connect to external experimental devices, the inverse
frame transformation from the dispersive frame back to the lab frame is
necessary. In this work, we show that in the lab frame the system is best
described by an entangled state known as the dressed coherent state, and
thus even in the dispersive regime, entanglement is generated between the
qubit and the cavity. Also, we show that further qubit evolution depends
on both the amplitude and phase of the dressed coherent state, and use the
dressed coherent state to calculate the measurement contrast of a recently
developed dispersive readout protocol.
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4.1 Introduction
The interaction between a two level system (TLS) and quantized electromag-
netic radiation has been studied extensively since the beginnings of quantum
mechanics, with much effort devoted to the study of physical systems de-
scribed by the Jaynes-Cummings Hamiltonian [37]. Over the last few decades
the fields of cavity quantum electrodynamics (CQED) and more recently cir-
cuit quantum electrodynamics (cQED) have significantly developed, allowing
for the exploration of the Jaynes-Cummings interaction in a wide range of
parameter regimes and physical systems. In particular in cQED, both the
strong coupling regime (g  κ, γ, first achieved in Rydberg atoms [112])
and the strong dispersive regime (χ  κ, γ) have been reached within the
last decade [60]. In cQED, a superconducting qubit serves as the TLS, while
the quantized electromagnetic fields are microwaves in either a strip-line res-
onator or 3D microwave cavity.
Contemporary experiments in cQED often work in the strong dispersive
regime, where the qubit and microwave cavity are off resonance, and the
Jaynes-Cummings interaction reduces to an effective second order shift in
system eigen-energies. In this regime, a wide range of quantum information
protocols has been demonstrated [23], including quantum teleportation [74],
entanglement generation by measurement and feedback [50, 51], non-classical
microwave state generation [113], and error correction by stabilization mea-
surements [106].
When an empty electromagnetic cavity is driven by classical radiation,
the state of the cavity is described quantum mechanically by the coherent
state |α〉, where the complex amplitude α depends on the strength and length
of the classical drive. In the dispersive regime of qubit-cavity coupling, when
a classical cavity drive is applied the state of the joint system is typically
described by the product state a|g〉|αg〉 + b|e〉|αe〉, with no qubit-cavity en-
tanglement generated if the qubit is not initially in a superposition state.
What is typically overlooked is that the state a|g〉|αg〉 + b|e〉|αe〉 is an
accurate description of the joint system state under the dispersive approxi-
mation, which involves a frame transformation to the dispersive frame, and
thus this state is not an accurate description of the qubit-cavity system in
the lab frame of the experiment. In this chapter, we will show that in the lab
frame of the experiment a more accurate description of the joint state is the
dressed coherent state |g/e, α〉 [114]. Unlike the description in the dispersive
frame, the dressed coherent state of the lab frame is entangled, even if the
qubit is not initially in a superposition state. This has profound implications
on the future evolution of the system, and we will show that future qubit evo-
lution is dependent on both the amplitude and phase of the dressed coherent
4.2 The Physical System 87
state. Similar effects have previously been studied for a driven qubit-cavity
system where the qubit and cavity are resonant [115, 116].
This chapter is organized as follows: in section 4.2 we describe the physical
system of interest and the unitary frames we will be working in; in section
4.3 we define the dressed coherent state and give analytical and numerical
evidence that this is the state created after an electromagnetic cavity is driven
classically; in section 4.4 we discuss applications of the dressed coherent state
to quantum information protocols; finally, in section 4.5 we make concluding
remarks.
4.2 The Physical System
We consider a qubit and cavity coupled via the Jaynes-Cummings interaction,
described by the lab frame Hamiltonian
Hˆ = ωcaˆ
†aˆ− ωq
2
σˆz + g
(
σˆ−aˆ† + σˆ+aˆ
)
, (4.1)
where aˆ and aˆ† are the usual bosonic annihilation and creation operators,
σˆz is the Pauli matrix whose eigenstates are the qubit logical states, σˆ±
are the qubit raising and lowering operators, ωc/q are the cavity and qubit
frequencies, g is the Jaynes-Cummings coupling strength, and we set ~ = 1
from here on. The eigenbasis for this Hamiltonian is given by the dressed
states [9]
|g, n〉 = cos θn|g, n〉 − sin θn|e, n− 1〉, (4.2)
|e, n− 1〉 = cos θn|e, n− 1〉+ sin θn|g, n〉, (4.3)
where the unbarred kets are the eigenstates of the uncoupled system, and
the mixing angle θn is given by the relation
θn =
1
2
arctan
(
2λ
√
n
)
. (4.4)
where, λ = g/∆ with ∆ = ωq − ωc the cavity-qubit detuning. We work in
the dispersive regime, defined by |λ|  1. In this regime the mixing angle
is well approximated as θn ≈ λ
√
n, provided n  ncrit, where ncrit is the
critical photon number at which the approximation breaks down due to the
product
√
nλ approaching unity [39]. The dressed states then reduce to
|g, n〉 = cos (λ√n) |g, n〉 − sin (λ√n) |e, n− 1〉, (4.5)
|e, n− 1〉 = cos (λ√n) |e, n− 1〉+ sin (λ√n) |g, n〉, (4.6)
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In this regime, it is then possible to transform to the dispersive frame by ap-
plying the unitary rotation UˆD = exp
{
λ
(
σˆ+aˆ− σˆ−aˆ†)}, and keeping terms
up to first order in the dispersive shift χ = g2/∆. The result of this procedure
is the dispersive frame Hamiltonian
HˆD = ωcaˆ
†aˆ− ωq + χ
2
σˆz − χσˆzaˆ†aˆ, (4.7)
which we emphasize is not in the lab frame, but in the dispersive frame
defined by UˆD. To highlight the in-equivalence of the two frames, we note
the identities (which will be useful later)
Uˆ †D|g, n〉 = |g, n〉, (4.8)
Uˆ †D|e, n〉 = |e, n〉, (4.9)
where the dressed states are given by equations (4.5) and (4.6).
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4.3.1 Analytic Derivation
We are interested in the effect on the full system of a classical drive applied to
the cavity, as described in the lab frame and to lowest order in the dispersive
frame by the Hamiltonian
Hˆd(t) = 2 cos(ωdt)
(
aˆ+ ∗aˆ†
)
, (4.10)
where ωd and  are the frequency and complex amplitude of the drive respec-
tively. In the interaction frame of the system Hamiltonian HˆD of equation
(4.7) (which we refer to as the “dispersive-interaction” frame), after the ro-
tating wave approximation the full system Hamiltonian is then
HˆI(t) = e
−iδteiχσˆztaˆ+ ∗eiδte−iχσˆztaˆ†, (4.11)
where δ = ωc − ωd is the cavity-drive detuning, and the subscript “I” labels
the interaction picture. In the dispersive-interaction frame, after a time T
the state of the full system is described by
|ψ′D(T )〉 = UˆI(T, 0)|ψ′(0)〉 = T exp
{
−i
∫ T
0
HˆI(t)
}
|ψ′(0)〉, (4.12)
where T is the usual time ordering operator.
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To calculate UˆI(T, 0) exactly we will use the Magnus expansion [110],
given by
UˆI(T, 0) = exp
( ∞∑
k=1
Ωk(T, 0)
)
(4.13)
where Ωk(T, 0) is the k’th order Magnus generator. For our system these
generators are zero for k > 2, and so UˆI(T, 0) can be calculated exactly. The
first order Magnus generator is given by an expression proportional to the
average Hamiltonian
Ω1(T, 0) = −i
∫ T
0
dt HˆI(t)
= |g〉〈g|(αg(T )aˆ† − α∗g(T )aˆ) + |e〉〈e|(αe(T )aˆ† − α∗e(T )aˆ), (4.14)
where
αg(T ) =
−∗ (ei(δ−χ)T − 1)
δ − χ and αe(T ) =
−∗ (ei(δ+χ)T − 1)
δ + χ
. (4.15)
As [HˆI(t1), HˆI(t2)] ∝ f(σz) ⊗ I which commutes with HI(t3) the Magnus
expansion truncates at second order, and the second order generator results
in a qubit-state dependent relative Stark phase. Also, as Ω2(T, 0) commutes
with Ω1(T, 0) the full evolution operator is
UˆI(T, 0) = exp {Ω1(T, 0)} exp {Ω2(T, 0)}
=
(
|g〉〈g|Dˆ(αg(T )) + |e〉〈e|Dˆ(αe(T ))
)
eiF (σzT ) (4.16)
where Dˆ(β) = exp
{
βaˆ† − β∗aˆ} is the usual displacement operator, and
eiF (σzT ) is the phase from the Ω2(T, 0) term, shown explicitly in equation
(4.34).
In the lab frame of equation (4.1) we consider an initial state given by
|g, 0〉, which is the ground state of the Jaynes-Cummings Hamiltonian. This
state is a dark state and therefore invariant under both the transformation
into the dispersive frame UˆD(t) and the transformation into the interaction
frame exp
{
iHˆDt
}
, and so in the dispersive-interaction frame the initial state
is |ψ′(0)〉 = |g, 0〉 (we work in the lab frame basis throughout).
We can then calculate the final state in the dispersive-interaction frame
|ψ′D(T )〉 =
(
|g〉〈g|Dˆ(αg(T )) + |e〉〈e|Dˆ(αe(T ))
)
|g, 0〉 = |g, αg(T )〉, (4.17)
where as our initial state is not a qubit superposition state the effect of the
second order Magnus term is a global phase that can be ignored. Next we
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transform this trivially out of the interaction frame back to the dispersive
frame
|ψD(T )〉 = exp
{
−iHˆDT
}
|ψ′D(T )〉 = |g〉e−|αg(T )|
2
∑
n
αng (T )√
n!
e−i(ωc−χ)aˆ
†aˆT |n〉
= |g, αg(T )e−i(ωc−χ)T 〉 = |g, α˜g(T )〉. (4.18)
To return to the lab frame we must apply the inverse dispersive transforma-
tion Uˆ †D, and using equation (4.8) we see that the final state in the lab frame
is
|ψ(T )〉 = Uˆ †D|g, α˜g(T )〉 = e−|α˜g(T )|
2
∑
n
α˜ng (T )√
n!
Uˆ †D|g, n〉
= e−|α˜g(T )|
2
∑
n
α˜ng (T )√
n!
|g, n〉. (4.19)
The qubit-cavity state of equation (4.19) is the dressed coherent state |g, α˜g(T )〉,
where in general a dressed coherent state has the form
|g/e, α〉 = e− |α|
2
2
∑
n
αn√
n!
|g/e, n〉, (4.20)
where |g/e, n〉 is given exactly be equation (4.2)/(4.3), and to first order
in λ by equation (4.5)/(4.6). To the best of our knowledge this state was
first described in Ref. [114]. Schematic diagrams of the dressed coherent
states |g, α〉 and |e, α〉 for |α|2 = 4 are shown in FIG. 4.1. The curves in
FIG. 4.1 represent the Poissonian weights of the sum in equation (4.20), and
highlight the fact that the dressed coherent state has the same distribution
of superposition coefficients as the coherent state, only for the dressed states
instead of the bare states.
As we have just shown, if the system starts in the state |g, 0〉 then the final
state of the system after a classical cavity drive of length T will be the dressed
coherent state |g, α˜g(T )〉. Similarly, if the system starts in its first excited
state, given by |e, 0〉 in the lab frame, then the final state after classical drive
will be the state |e, α˜e(T )〉 (see appendix 4.A for further details). We will
now discuss an intuitive physical understanding of the dressed coherent state,
and compare the analytic results to full numerical simulations.
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Figure 4.1: Schematic diagrams of the dressed coherent states |g, α〉 and
|e, α〉 for |α|2 = 4. The red and blue curves are the Poisson distribution of
superposition coefficients, Pn = |〈g/e, n|g/e, α〉|2.
4.3.2 Effective Qubit Drive
To understand the dressed coherent state for λ  1 it is useful to expand
the state of equation (4.20) in powers of λ to obtain
|g, β〉 = e− |β|
2
2
∑
n
βn√
n!
((
1− λ2n
2
)
|g, n〉 − λ√n|e, n− 1〉
)
+O (λ3)
= (|g〉 − λβ|e〉) |β〉 − λ
2
2
e−
|β|2
2
∑
n
βn√
(n− 1)!
√
n|g, n〉+O (λ3) ,
(4.21)
and we see that to lowest nontrivial order in λ the qubit is effectively in the
superposition state (|g〉 − λβ|e〉) /√N , with the normalization factor N =
1+λ2|β|2. Thus, to lowest order in λ, when the qubit-cavity system is driven
by a classical cavity drive (creating a dressed coherent state) the qubit is
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effectively weakly driven on resonance via the Hamiltonian (in the interaction
picture)
HˆEff = q0σˆ
− + q∗0σˆ
+, (4.22)
for a time T as before, where the effective qubit drive strength is given by
q0 = (iβ
∗λ)/T for the dressed coherent state |g, β〉.
It is important to note that under the dispersive approximation the cavity
drive of equation (4.10) is only the leading order term, and that the next order
correction in the dispersive frame, of order λ, is a qubit drive. However,
this drive is at a frequency ωd, which will not be resonant with the qubit
transition frequency, and as a result this qubit drive has no net effect on
relevant timescales. For this reason we have not included this off-resonant
qubit drive in our analtyical calculations.
The effective resonant qubit drive described here by equation (4.22) is
not due to this first order term in the dispersive approximation of the cav-
ity drive Hamiltonian, as it occurs even when only the zeroth order term of
the dispersive frame cavity drive is considered, as in equation (4.10). It is
uniquely an effect of considering the lab frame state for qubit-cavity inter-
action with a driven cavity, and results from interactions between the cavity
and the qubit.
4.3.3 Numerical Simulations
In section 4.3.1 we have shown that under the dispersive approximation done
completely, the final state in the lab frame of a qubit-cavity system after a
classical cavity drive is a dressed coherent state. While for λ  1 and
|α|2  ncrit it is sufficient to keep terms up to order λ2 and obtain the
Hamiltonian of equation (4.7), it is worthwhile to examine what effect the
neglected higher order terms have on the final state. To do so, we numerically
investigate time evolution induced by the Hamiltonian
HˆT(t) = ωcaˆ
†aˆ− ωq
2
σˆz + g
(
σˆ−aˆ† + σˆ+aˆ
)
+
(
eiωdtaˆ+ ∗e−iωdtaˆ†
)
Θ(t− T ),
(4.23)
for the lab frame initial states |g, 0〉 and |e, 0〉, with ωd = ωc − χ and ωd =
ωc + χ respectively. We simulate over a range of λ, , and target α˜g/e(T ) to
see how these parameters affect the accuracy of the dressed coherent state.
We compare the numerically created states with the dressed coherent
states |g, α˜g(T )〉 and |e, α˜e(T )〉, as well as the undressed product states
|g, α˜g(T )〉 and |e, α˜e(T )〉 (all in the lab frame), by calculating the overlap
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fidelities
Fg/eD (|α|2, , λ) =
∣∣∣〈ψ(T )||g/e, α˜g/e(T )〉∣∣∣2, (4.24)
Fg/e(|α|2, , λ) =
∣∣∣〈ψ(T )||g/e, α˜g/e(T )〉∣∣∣2, (4.25)
where |ψ(T )〉 is the state created by numerical simulation, and we have set
that for either initial state the target coherent state amplitude is the same,
i.e. |α˜g(T )| = |α˜e(T )| = |α(T )|. The phase of α(T ) has no impact on the
fidelity and so the fidelity depends only on |α|2. The results are shown in
FIGs. 4.2 and 4.3.
Figures 4.2(a), 4.3(a), and 4.3(b) show 1 − Fg/eD (|α|2, , λ) for varying
|α|2, λ, and  respectively, with the non-varying parameters held at the con-
stant values indicted on the figures. Fidelities for both the ground or excited
dressed coherent state are plotted. Due to decreasing validity of the disper-
sive approximation, both FIGs. 4.2(a) and 4.3(a) show a decreasing overlap
as either |α|2 or λ increase. As is to be expected, increasing λ is more
detrimental to the agreement between the numerical state and the dressed
coherent state, as a larger λ requires fewer photons in the cavity for terms
beyond order λ2 in the full Hamiltonian to become relevant. For increas-
ing |α|2, FIG. 4.2(a) shows that even for a high average photon number of
|α|2 = 9 the numerical state still has an overlap greater than 90% with a
dressed coherent state.
Interestingly, FIG. 4.3(b) shows that for increasing drive strength , the
overlap between the dressed coherent state and the numerical state actually
increases. This can likely be understood by competition between the cavity
drive and higher order effects beyond the dispersive approximation, which
will both be off-diagonal in the basis of equation (4.7). The stronger the
drive, the more it dominates this competition, which therefore diminishes
the effect of the higher order correction terms, leading to a state closer to
the dressed coherent state.
Finally, FIG. 4.2(b) shows the difference in fidelity between the dressed
coherent state and the undressed product state, i.e.
Overlap Difference = Fg/eD (|α|2, , λ)−Fg/e(|α|2, , λ), (4.26)
as a function of |α|2. As can be seen, the difference is always positive, and
the dressed coherent state is always a better description of the numerical
state than the undressed product state.
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Figure 4.2: (a) Comparison of the numerical state created by simulation
of equation (4.23) with the dressed coherent state and (b) the difference in
overlap with the numerical state between the dressed coherent state and the
undressed product state, both as a function of photon number |α|2, with 
and λ constant. Values of |α|2, λ, and  chosen to be commensurate with
current experiments. Additional phase matching was required to obtain high
fidelity (see appendix 4.B).
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Figure 4.3: Comparison of the numerical state created by simulation of equa-
tion (4.23) with the dressed coherent state as a function of (a) λ, with  and
|α|2 constant, and (b) drive strength , with |α|2 and λ constant. Values
of |α|2, λ, and  chosen to be commensurate with current experiments. Ad-
ditional phase matching was required to obtain high fidelity (see appendix
4.B).
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4.4 Implications and Applications
4.4.1 Qubit Operations
In this section we examine a simple case of qubit operations performed on
a dressed coherent state to emphasize the dependence of these operations
on both the amplitude and phase of the cavity state. Such interactions
could occur in a set-up that involved parallel operations on a qubit and a
cavity used as a bus [117] or as a quantum memory [118]. We consider
a primitive for qubit operations that, while itself not necessarily useful or
interesting, elucidates the relevant physics involved, such that useful and
interesting applications may be developed from it in future work. Starting
in the dressed coherent state |g, β〉 (created as described in section 4.3.1), we
attempt to rotate the reduced state of the qubit to as close to the excited
state as possible. We will show that the excitation probability will depend
on both the amplitude and phase of β.
We begin by expanding the inital dressed coherent state |g, β〉 to lowest
order in λ, as in equation (4.21). In this case, the reduced state of the qubit is
a weakly rotated qubit state, with the phase of this rotation proportional to
the phase of β. For a weakly rotated qubit state, the probability amplitude
upon further rotating the qubit depends on the phase of the applied drive
relative to the phase of the initial qubit rotation, and therefore, the success
of rotating to the excited state from the state |g, β〉 will depend on the phase
of β. For purely real (imaginary) β, the reduced qubit state lies in the x-z
(y-z) plane on the Bloch sphere, and rotation about the x (y) axis cannot
transform the qubit state to the state |e〉, while rotation about the y (x) axis
can. For general β the superposition is along the plane defined by the z axis
and the line {(x, y) = (cos(φβ)s, sin(φβ)s), ∀s ∈ R} in the x-y plane, which
depends on the phase of β, given by φβ. In this case perfect state transfer
to |e〉 is not possible by rotation along any axis other than that defined by
φβ + pi/2, given by the line {(x, y) = (sin(φβ)s, cos(φβ)s), ∀s ∈ R}.
More rigorously, we consider the qubit-drive Hamiltonian to first order in
the dispersive frame given by
HˆQ = ηe
−iωtσˆ+ + η∗eiωtσˆ−. (4.27)
In the interaction picture with respect to the dispersive Hamiltonian of equa-
tion (4.7), this Hamiltonian becomes
Hˆ ′Q = ηe
iνtei2χnˆtσˆ+ + η∗e−iνte−i2χnˆtσˆ−, (4.28)
where nˆ = aˆ†aˆ and ν = ωq + χ− ω. To calculate the evolution operator, we
follow the same procedure as in section 4.3.1 using the Magnus expansion.
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Unfortunately, the Magnus generators Ωn do not vanish for any finite order
n, due to the nonlinearity of the qubit. To account for this we choose our
evolution time to be short enough (roughly one period for the drive frequency
ω) that Magnus terms beyond first order have minimal contribution to the
evolution, as the magnitude of their effects is small and only becomes relevant
after accumulating for a long period of time. With this in mind, the analytical
results presented below are meant to be instructive and to highlight the
important physical effects, rather than to have high accuracy.
The result of this calculation (see appendix 4.C for further details) is a
very complicated expression for the excited state probability as a function of
time, given by equation (4.45). In order to gain some intuitive understanding
of the rigorous result, we set ω = ωq and go to the limit where χ, λ → 0, in
which case, the probability of finding the qubit in the excited state at time
τ is given by
Pe(τ) =
(
1− λ2) sin2 (ητ) + λ2|β|2 cos(2ητ)
+ λ sin(2ητ)
(
Im(βe−iϕ) cos(∆τ) + Re(βe−iϕ) sin(∆τ)
)
, (4.29)
where eiϕ = η/|η|, and ∆ = ωq − ωc as before. From the last term in
equation (4.29) we see that the excited state probability depends not only on
the photon number in the cavity, but also the interplay between the coherent
state phase and the phase of the drive, through the unequal dependence
on Re(βe−iϕ) and Im(βe−iϕ). This effect can be understood as interference
between the effective qubit drive of equation (4.22) caused by the dressed
coherent state and the applied qubit drive of equation (4.27), in a manner
similar to coherent destruction of tunneling [119].
Unfortunately, while easy to understand, equation (4.29) is not very ac-
curate in the relevant parameter regimes, and the truncation of the Magnus
expansion becomes less valid for longer times. However, the analytical cal-
culations leading to equation (4.29) were done to distill the relevant physical
effects and present them in an understandable manner, not to obtain highly
accurate results. To accurately test the phase dependence effects, we nu-
merically simulate a qubit-cavity system with classical qubit drive (without
making the dispersive approximation). As an initial state, we start with the
state created by simulation of equation (4.23) of section 4.3.3, which has
high overlap with a dressed coherent state. Figure 4.4 shows the excited
state probability as a function of time, starting in a dressed coherent state
with either purely real or imaginary β, and with a purely real qubit drive η.
In addition to photon number effects, where the qubit resonance frequency
is modified by the photon number in the cavity [120], FIG. 4.4 shows that the
excited state probability’s time evolution depends also on the phase of the
98 4.4 Implications and Applications
0 0.5 1 1.5 2 2.50
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Qubit Applied Drive Time (ns)
P e
 
 
Imaginary β
Real β
Figure 4.4: Qubit excited state probability as a function of the time of the
applied qubit drive, starting in a dressed coherent state with either purely
imaginary β or purely real β. The drive strength is strong, |η| = 0.1ωq, so
that phase effects are clearly visible. The drive frequency is set to the qubit
frequency, ω = ωq, η is purely real (i.e. |η| = η), and λ = 0.1 as elsewhere.
dressed coherent state amplitude β. This agrees with the intuitive conclusions
drawn previously, using the approximation of equation (4.21), where one
considers the dressed coherent state to be a coherent state in the cavity, and
a weakly rotated qubit.
4.4.2 Dispersive Multi-Qubit Readout with a Threshold
Detector - Limited Contrast
In recent proposals for dispersive single qubit readout [47], and qubit par-
ity readout [121], protocols were developed that conditionally populate the
cavity dependent on the state (parity) of the qubit(s), after which, by using
a threshold photon counter to distinguish between the qubit dependent cav-
ity states, the state (parity) of the qubit(s) can be non-destructively mea-
sured. A subsequent coherent cavity drive of opposite phase removes the
cavity occupation. Such conditional cavity occupation can be achieved by
setting ωd = ωc−χ in equation (4.15), and the correct choice of T such that
α˜g(T ) 6= 0 while α˜e(T ) = 0.
For single-qubit readout, starting from an initial state in the lab frame
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of either |g, 0〉 or |e, 0〉 and using equations (4.19) and (4.38), after classical
cavity drive the qubit state dependent qubit-cavity states are
|ψ(T )〉 = |g, α˜g(T )〉, (4.30)
|Ψ(T )〉 = cos (λ) |e, 0〉 − ei(ωq+χ) sin (λ) Uˆ †D|g〉|ξ(T )〉, (4.31)
for the suitable choice of T that ensures α˜e(T ) = 0. Misidentification of the
qubit excited state as the ground state occurs when there is spurious photon
population in the cavity when the qubit is in its excited state. As can be
calculated using equation (4.31) this spurious photon population is given by
N = 〈Ψ(T )|aˆ†aˆ|Ψ(T )〉
≈ sin2 (λ)
(
cos2 (λ) 〈1|aˆ†aˆ|1〉+ 〈g|〈ξ(T )|UˆDaˆ†aˆUˆ †D|g〉|ξ(T )〉
)
≈ sin2 (λ) (cos2 (λ) + 〈ξ(T )|aˆ†aˆ|ξ(T )〉)
= sin2 (λ) (cos2 (λ) + 1 + |αg|2) (4.32)
where in the first approximation we have ignored the cross terms as the pho-
ton occupation of |ξ(T )〉 is much greater than 1, and in the second approxi-
mation we have assumed the dispersive transformation only slightly modifies
the average photon number of |ξ(T )〉. The photon occupation of |ξ(T )〉 is
high since it is the single photon Fock state displaced by Dˆ(αg(T )), and
αg(T ) > 0 for this protocol. Extending this effect to multiple qubits in their
excited states explains the even parity misidentification error for four qubit
parity measurement seen in Ref. [121], as it is the four-qubit generalization
of the state |ξ(T )〉 that leads to spurious detections when the qubits are in
an even parity state. The exact value of this error is dependent on the nature
of the threshold photon counter used [59, 88].
4.5 Conclusion
In the work presented here, we have undertaken a critical and careful exam-
ination of the dispersive limit, dispersive approximation, and the dispersive
Hamiltonian, in order to understand the distinction and commonalities be-
tween these commonly used terms. We have found that one obtains the
dispersive Hamiltonian after making the dispersive approximation, which re-
quires both being in the dispersive limit of the Jaynes-Cummings interaction,
and a frame transformation to the dispersive frame. The dispersive Hamilto-
nian therefore describes evolution of the system in the dispersive frame, and
in order to obtain results valid in the lab frame, one must apply the inverse
frame transformation.
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This has a profound effect on the description of the system state, and
in particular, we have found that after a classical drive is applied to the
cavity, the state of the system in the lab frame is accurately described by
the dressed coherent state |g/e, α〉, not, as typically used, the product state
|g/e〉|α〉. The entanglement present in the dressed coherent state will affect
all future operations on the qubit and the cavity. We have shown how this
is relevant to rotations of the qubit state, in particular that the probability
of rotating the qubit from its ground to excited state (or vice versa) depends
on the phase difference between α and the applied qubit drive. We have also
explained the limit in measurement contrast for readout of the qubit state
via a cavity and a threshold photon counter, reported in Ref. [121]. Future
work will continue to explore the effects of the dressed coherent state on
contemporary quantum information protocols.
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Appendix
4.A Dressed Coherent State for An Excited Qubit
In this appendix we consider starting in the initial state in the lab frame of
the bare excited qubit state |e, 0〉, which can be prepared by initialization to
the state |g, 0〉 followed by a fast, nonadiabatic pulse on the qubit. In the
dispersive frame the initial state will be |ΨD(0)〉 = UD|e, 0〉 = cos (λ) |e, 0〉 −
sin (λ) |g, 1〉. Transforming into the interaction frame, the state is unchanged
since t = 0. To calculate the final state, we will need the second order Magnus
generator, given by
Ω2(T, 0) = −1
2
∫ T
0
dt1
∫ t1
0
dt2
[
HˆI(t1), HˆI(t2)
]
= i
||2
χ2
(
sin(χTσz)− χTσz
)
(4.33)
From this we can calculate the qubit-state dependent phase due to the second
order Magnus generator, given by
eiF (σzT ) = exp
(
i
||2
χ2
(
sin(χTσz)− χTσz
))
, (4.34)
and make the identification
F (σzT ) =
||2
χ2
(
sin(χTσz)− χTσz
)
. (4.35)
Now using equation (4.16), at t = T the system state in the dispersive-
interaction frame is given by
|Ψ′D(T )〉 = cos (λ) |e, αe(T )〉 − ei[F (T )−F (−T )] sin (λ) |g〉Dˆ(αg(T ))|1〉, (4.36)
where we have factored out a global phase. Transforming back into the
dispersive frame we have:
|ΨD(T )〉 = cos (λ) |e, α˜e(T )〉
− ei(ωq+χ)T ei2F (T ) sin (λ) |g〉e−i(ωcaˆ†aˆ−χσˆz aˆ†aˆ)T Dˆ(αg(T ))|1〉
= cos (λ) |e, α˜e(T )〉 − eiG(T ) sin (λ) |g〉|ξ(T )〉, (4.37)
101
102 4.B Corrections to the Phase of the Dressed Coherent State Due to
Nonlinear Terms
where α˜e(T ) = αe(T )e−i(ωc+χ)T , G(T ) = (ωq + χ)T + 2F (T ), and |ξ(T )〉 =
e−i(ωcaˆ
†aˆ−χσˆz aˆ†aˆ)T Dˆ(αg(T ))|1〉 is the displaced single photon Fock state. Fi-
nally, transforming back into the lab frame gives
|Ψ(T )〉 = Uˆ †D
(
cos (λ) |e, α˜e(T )〉 − eiG(T ) sin (λ) |g〉|ξ(t)〉
)
= cos (λ) |e, α˜e(T )〉 − eiG(T ) sin (λ) Uˆ †D|g〉|ξ(t)〉, (4.38)
where as before we have made the identification that Uˆ †D|e, α˜e(T )〉 = |e, α˜e(T )〉
to first order in λ. If λ  1 such that sin(λ) ≈ 0, then as before |Ψ(T )〉 is
a dressed coherent state. Additionally, if as an initial state we use |Ψ(0)〉 =
|e, 0〉 instead of the bare excited state |e, 0〉, then as UˆD|e, 0〉 = |e, 0〉 the
term proportional to sin(λ) in equation (4.38) disappears, and |Ψ(T )〉 con-
tains only the dressed coherent state |e, α˜e(T )〉. The dressed initial state is
closer to experimental reality as it is an eigenstate of the Hamiltonian, how-
ever, the calculation for the bare initial state |Ψ(0)〉 = |e, 0〉 was shown for
completeness, as some experimental protocols can prepare this state, and as
from the solution for the bare initial state the solution for the dressed initial
state is trivial to obtain.
4.B Corrections to the Phase of the Dressed
Coherent State Due to Nonlinear Terms
In the expected parameter regime, FIGs. 4.2 and 4.3 demonstrate excellent
agreement between the state created by a numerical simulation of the Jaynes-
Cummings Hamiltonian and the dressed coherent state. However, to obtain
this high fidelity, it was necessary to include effects beyond the dispersive
Hamiltonian to correctly match the phase of the dressed coherent state am-
plitude α˜g/e(T ) with the numerical state. In particular, following Ref. [122],
we include the nonlinear term proportional to ∆λ4 in the classical equations
of motion for the amplitudes α˜g/e(T ) and obtain the approximate solutions
α˜g(T ) = αg(T ) exp
(
−i
(
ωc − χ+ ζ 〈nˆ(T )〉
2
)
T
)
, (4.39)
α˜e(T ) = αe(T ) exp
(
−i
(
ωc + χ− ζ
(〈nˆ(T )〉
2
+ 1
))
T
)
, (4.40)
where ζ = ∆λ4, 〈nˆ(T )〉 = 〈aˆ†aˆ〉 (T ) is the average photon number in the
cavity at time T , and αg/e(T ) are defined as before in equation (4.15). Using
these modified coherent state amplitudes in equations (4.19) and (4.38) gives
the excellent overlap with the numerical states seen in FIGs. 4.2 and 4.3.
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We emphasize that the nonlinear corrections have only been used to correct
the classical solution for α˜g/e(T ), and that to lowest order the nonlinearity
modifies only the phase and not the amplitude of the dressed coherent states.
Furthermore, the squeezing Hamiltonian of the nonlinearity is not considered
in our analytical calculations (as this would modify the state so that it was
no longer a dressed coherent state), and while its effect is small, we suspect
it to be the leading cause of the less than unit fidelity seen in FIG. 4.2 and
4.3.
4.C Driven Qubit Excited State Probability
To first order in the Magnus expansion, the qubit-drive evolution operator is
UˆQ(τ, 0) = exp {−iΩ1(τ, 0)}
= cos
(|ηb(nˆ, τ)| (ν + 2χnˆ)−1) I
+ sin
(|ηb(nˆ, τ)| (ν + 2χnˆ)−1) ((ηb(nˆ, τ))∗σ− − ηb(nˆ, τ)σ+) |ηb(nˆ, τ)|−1,
(4.41)
where we have defined the operator function b(nˆ, τ) = 1−ei(ν+2χnˆ)τ . Starting
from the initial state |ψ′D(0)〉 = |g, β〉 in the dispersive-interaction frame, the
state after a time τ of the applied qubit-drive is
|ψ′D(τ)〉 = UˆQ(τ, 0)|ψ′D(0)〉
= e
−|β|2
2
∑
k
βk√
k!
(
cos
( |ηb(k, τ)|
ν + 2kχ
)
|g, k〉
− i sin
( |ηb(k, τ)|
ν + 2kχ
)
eiϕei(ν+2kχ)τ/2|e, k〉
)
(4.42)
where eiϕ = η/|η|, and we have used the fact that b(k, τ)/|b(k, τ)| = iei(ν+2kχ)τ/2.
Transforming out of the interaction frame, we arrive at the state in the dis-
persive frame (after factoring out a global phase)
|ψD(τ)〉 = Uˆ †I (τ, 0)|ψ′D(τ)〉
= e
−|β|2
2
∑
k
β˜k√
k!
(
cos
( |ηb(k, τ)|
ν + 2kχ
)
|g, k〉
− i sin
( |ηb(k, τ)|
ν + 2kχ
)
eiϕe−iΣτ/2|e, k〉
)
(4.43)
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where β˜ = βe−iωcτ absorbs the rotation of the cavity state in phase space,
and Σ = ωq + χ+ ω + 2kχ = ν + 2kχ+ 2ω. Finally, transforming back into
the lab frame, we end up with the state
|ψD(τ)〉=Uˆ†D(τ,0)|ψD(τ)〉
=e
−|β|2
2
∑
k
β˜k√
k!
[
cos( |ηb(k,τ)|ν+2kχ )(cos(λ
√
k)|g,k〉−sin(λ
√
k)|e,k−1〉)
−i sin( |ηb(k,τ)|ν+2kχ )eiϕe−iΣτ/2(cos(λ
√
k+1)|e,k〉+sin(λ
√
k+1)|g,k+1〉)
]
. (4.44)
Now we can calculate the probability at a given time τ that the qubit is in
the excited state, given by Pe(τ) = 〈ψD(τ)||e〉〈e| ⊗ I|ψD(τ)〉. Using equation
(4.44) we calculate this to be
Pe(τ)=e−|β|
2∑
k
|β|2k
k! (cos2(
|ηb(k,τ)|
ν+2kχ ) sin
2(λ
√
k)+sin2( |ηb(k,τ)|ν+2kχ ) cos2(λ
√
k+1))
+2e−|β|
2∑
k
|β|2k
k!
√
k+1
cos( |ηb(k+1,τ)|ν+2(k+1)χ ) sin(λ
√
k+1) sin( |ηb(k,τ)|ν+2kχ ) cos(λ
√
k+1)Im[β˜e−iϕeiΣτ/2].
(4.45)
Equation (4.45) is quite cumbersome, and to gain some intuitive under-
standing, we set ω = ωq and examine the χ, λ → 0 limit, which results in
equation (4.29).
Chapter 5
Coherent Feedback Improved
Qubit Initialization in the
Dispersive Regime
Luke C. G. Govia and Frank K. Wilhelm
Abstract
Readout of the state of a superconducting qubit by homodyne detection of the
output signal from a dispersively coupled microwave resonator is a common
technique in circuit quantum electrodynamics, and is usually claimed to be
quantum non-demolition (QND) up to the same order of approximation as in
the dispersive approximation. However, in this chapter we show that only in
the limit of infinite measurement time is this protocol QND, as the formation
of a dressed coherent state in the qubit-cavity system applies an effective
rotation to the qubit state. We show how this rotation can be corrected by a
coherent operation, leading to improved qubit initialization by measurement
and coherent feedback.
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5.1 Introduction
For most quantum information and computing protocols measurement is a
necessary component, either to extract the answer to a computation, or as
an operation in the protocol, such as for entanglement generation or gate
operations. In addition, many protocols benefit from so called quantum
non-demolition (QND) measurement, where the Hamiltonian describing the
measurement operator commutes with the self-Hamiltonian of the system
[46]. As a result, perfect QND measurement maximally dephases the system
in its eigenbasis, and the system state is projected onto an eigenstate when
the measurement result is observed. Alternatively, one can think of a QND
measurement as having only the minimal (required by quantum mechanics)
back action on the system it measures.
In the field of circuit quantum electrodynamics (cQED), the state of a
superconducting qubit is typically measured in its eigenbasis by homodyne
detection of the phase of the output signal through a cavity dispersively cou-
pled to the qubit [39]. Due to the small signal strength exciting the cavity, it
is necessary to amplify the signal using a low noise (near quantum limited)
parametric amplifier based on the nonlinearity induced by a Josephson junc-
tion [123, 124, 125, 126, 127, 128]. In recent years this measurement scheme
has been a great success, with highlights that include the observation of qubit
quantum jumps [70], heralded initialization via measurement [71, 72], entan-
glement generation between qubits [50, 51], quantum teleportation [74], and
readout fidelity greater than 99% [75].
Under the dispersive approximation this readout scheme was believed to
be QND, as in the dispersive frame the qubit-cavity coupling is diagonal and
commutes with the system self-Hamiltonian. However, it was recently shown
[129] that for a semi-classically driven cavity, the joint system of the qubit-
cavity in the lab frame is an entangled state known as the dressed coherent
state. To lowest order, this entanglement results in a rotation of the qubit
state that depends on the coherent state amplitude in the cavity. As a
result, dispersive measurement as previously proposed is not perfectly QND,
even up to the same order of approximation as the dispersive approximation,
except in the limit of infinite measurement time. This poses problems for
schemes that require perfect QNDness, such as those performing heralded
initialization or entanglement generation [71, 72, 93].
In this chapter we examine the dispersive qubit readout protocol and
account for the effects of the formation of dressed coherent states during the
protocol. In particular, we describe the effective coherent qubit rotation that
depends on both the amplitude and phase of the applied cavity drive. This
rotation is equivalent to a change of the measurement basis, and, as it is
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coherent, it can be corrected for by unitary feedback. This opens up the
possibility for true QND measurement by introducing coherent feedback.
5.2 Analytic Model
We consider a system consisting of a single qubit coupled to a microwave res-
onator (cavity), as described by the familiar Jaynes-Cummings Hamiltonian
[37]
Hˆ = ωcaˆ
†aˆ− ωq
2
σˆz + g
(
σˆ−aˆ† + σˆ+aˆ
)
, (5.1)
where aˆ and aˆ† are the usual bosonic annihilation and creation operators
for the cavity, σˆz is the Pauli matrix whose eigenstates are the qubit logical
states, σˆ± are the qubit raising and lowering operators, ωc/q are the cavity and
qubit frequencies, g is the Jaynes-Cummings coupling strength, and we set
~ = 1 from here on. This Hamiltonian describes evolution in the lab frame,
by which we mean we have not described any of the system’s evolution by a
(possibly time dependent) rotation of Hilbert space.
After the dispersive frame transformation, in the limit λ = g/∆ < 1,
where ∆ = ωq − ωc, the Jaynes-Cummings Hamiltonian reduces to the dis-
persive Hamiltonian
HˆD = ωcaˆ
†aˆ− ωq + χ
2
σˆz − χσˆzaˆ†aˆ, (5.2)
where χ = g2/∆, and we have kept terms only up to second order in λ.
The dispersive frame transformation, followed by the discarding of terms
beyond second order in λ is commonly called the dispersive approximation.
Under the dispersive approximation, the system eigenstates in the lab frame
of equation (5.1) are [9]
|g, n〉 = cos (λ√n) |g, n〉 − sin (λ√n) |e, n− 1〉, (5.3)
|e, n− 1〉 = cos (λ√n) |e, n− 1〉+ sin (λ√n) |g, n〉, (5.4)
which are referred to as the dressed eigenstates, and it is worth pointing out
that |g, 0〉 = |g, 0〉, i.e. the dressed and undressed ground states are the same
as |g, 0〉 is dark.
The last required ingredient for dispersive qubit-state readout is a classical
cavity drive, described by the Hamiltonian
Hˆd(t) = 2 cos(ωdt)
(
aˆ+ ∗aˆ†
)
, (5.5)
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in the lab frame. Under the dispersive approximation this Hamiltonian is
unaffected to lowest order in λ, and the leading order correction term is
both damped by the small parameter λ and oscillates quickly provided ωd 6=
ωq. Now, if we consider photons from the applied drive that interact with
the qubit-cavity system, when they exit the cavity they will carry qubit
information with them which can be used to read out the state of the qubit.
In particular, by setting ωd = ωc the qubit state information is contained
only in the phase of the signal exiting the cavity, as described in Ref. [39].
These statements will be made more concrete shortly.
As was shown in [129], if the system starts in either initial state |g/e, 0〉
(see appendix 5.C for the bare excited state as the initial state), then after
applying a cavity drive of the form of equation (5.5) for a time T the state
of the qubit-cavity system in the lab frame will be the dressed coherent state
|g/e, αg/e(T )〉, defined by
|g/e, αg/e(T )〉 = e−
|αg/e(T )|2
2
∑
n
αg/e(T )
n
√
n!
|g/e, n〉, (5.6)
where αg/e(T ) are given by
αg(T ) =
∗
χ
(
e−iχT − 1) e−i(ωc−χ)T = −2i∗
χ
sin
(χ
2
T
)
e−i(ωc−
χ
2
)T ,
αe(T ) =
−∗
χ
(
eiχT − 1) e−i(ωc+χ)T = −2i∗
χ
sin
(χ
2
T
)
e−i(ωc+
χ
2
)T , (5.7)
for ωd = ωc as used for dispersive readout. The phase factors e−i(ωc±χ)T are
due to the cavity self-Hamiltonian as well as the dispersive interaction. The
dressed coherent state is entangled, and correctly accounts for the correlations
created between the qubit and the cavity during the applied classical drive.
To first order in λ, both dressed coherent states can be approximated by
(see appendix 5.A for further details)
|g, αg(T )〉 = (|g〉 − λαg(T )|e〉) |αg(T )〉/
√
N +O(λ2), (5.8)
|e, αe(T )〉 = (|e〉+ λα∗e(T )|g〉) |αe(T )〉/
√
N +O(λ2), (5.9)
where N = 1 + λ2|αg/e(T )|2, and even for λ  1 we can keep the term
proportional to λ|αg/e(T )| as |αg/e(T )| can be large. This approximation
gives a good intuitive picture of the effect of an applied cavity drive on
a qubit-cavity system described in the lab frame. The cavity is driven to a
coherent state (as expected), while the qubit state is rotated a small amount.
This rotation depends on the coherent state amplitude αg/e(T ), and therefore
on the amplitude, phase, and duration of the applied cavity drive.
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To connect to dispersive readout [39], we introduce a cavity decay mech-
anism via the cavity-environment coupling operator aˆ+ aˆ†, described for an
empty cavity by the quality factor QF. For an approximately Ohmic envi-
ronment around the cavity frequency, such as for an open transmission line,
the decay rate is defined in terms of the quality factor by κ(ωc) = ωc/QF.
For a coupled qubit-cavity system, following the dressed decoherence model
of [43, 89], in addition to cavity decay there will also be cavity-mediated
qubit decay (indirect Purcell decay [43]). To lowest order in λ (as shown
in [43, 89]), for an approximately Ohmic environment around the qubit fre-
quency, this occurs at a rate γP = λ2(ωq + χ)/QF regardless of the cavity
photon number (photon number effects become relevant at higher orders of
λ). In experiment, Purcell decay can be almost completely removed by ap-
propriate filtering of the cavity output at the qubit frequency, a technique
known as Purcell filtering [130, 75].
In the eigenbasis of the Jaynes-Cummings Hamiltonian, the two decay
mechanisms described above amount to the following. “Cavity decay” is the
dressed eigenstate transition |g/e, n+ 1〉 → |g/e, n〉, which effectively pre-
serves the qubit state, while Purcell decay is the dressed eigenstate transition
|e, n〉 → |g, n〉, which effectively preserves the photon number in the cavity.
All other transitions have zero matrix elements with the cavity-environment
coupling operator and are therefore forbidden.
Initially, let us assume that we can neglect Purcell decay, as would be
the case if a suitable Purcell filter is connected to the cavity, as has been
achieved in state of the art dispersive readout [130, 75]. In addition, we
assume that the cavity only begins decaying after the state |g/e, αg/e(T )〉 has
been created, and we assume a temperature of zero. For this simplified case,
given that only transitions of the form |g/e, n+ 1〉 → |g/e, n〉 are allowed,
we see that the dressed coherent state will decay similarly to a coherent state
in an isolated cavity, such that after a time τ of decay the qubit-cavity state
will be
|g, αg(T )e−κ2 τe−i(ωc−χ)τ 〉
=
(|g〉 − λαg(T )e−κ2 τe−i(ωc−χ)τ |e〉) |αg(T )e−κ2 τe−i(ωc−χ)τ 〉/√N (τ) +O(λ2),
(5.10)
|e, αe(T )e−κ2 τe−i(ωc+χ)τ 〉
=
(|e〉+ λα∗e(T )e−κ2 τei(ωc+χ)τ |g〉) |αe(T )e−κ2 τe−i(ωc+χ)τ 〉/√N (τ) +O(λ2),
(5.11)
which is just a dressed coherent state with a damped amplitude |αg/e(T )|e−κ2 τ .
Following equations (5.10) and (5.11), after a cavity decay of time τ the
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initial qubit states |g/e〉 have been mapped approximately to
|g〉 →
(
|g〉 − λ|α|e−i(ϕ+pi/2)e−iϕgT e−κ2 τe−iϕ′gτ |e〉
)
/
√
N (τ), (5.12)
|e〉 →
(
|e〉+ λ|α|ei(ϕ+pi/2)eiϕeT e−κ2 τeiϕ′eτ |g〉
)
/
√
N (τ), (5.13)
where we have used the fact that αg/e(T ) differ in phase only to define α =
|αg/e(T )| and the phase factor −(ϕ + pi/2) of −i∗, as well as the dynamical
phase factors ϕg/e = ωc ∓ χ2 and ϕ′g/e = ωc ∓ χ. The measured phases of
the output signal jump sharply when the drive pulse is turned off, with the
coherent states rotating around phase space at frequencies ϕg/e for times
t ≤ T and at frequencies ϕ′g/e for times τ = t− T > 0.
The qubit state maps of equations (5.12) and (5.13) can alternatively be
understood as qubit-cavity interactions during the cavity drive changing the
basis of qubit measurement, with measurement of the cavity phase ϕg/ϕ′g for
a total time T+τ corresponding to the qubit state |g〉−λ|α|e−iϕgT e−κ2 τe−iϕ′gτ |e〉
and a similar result for the measurement of ϕe/ϕ′e. Only in the τ →∞ limit
does the basis of measurement become {|g〉, |e〉} and the measurement QND.
The key observation in this work is that the change of basis of measure-
ment is a coherent rotation error applied to the qubit output state. As this
error in the qubit state is coherent, it can be actively corrected for by a single
qubit rotation that applies the inverse of the unitary map of equation (5.12)
or (5.13). This conditional rotation to correct the output state is defined by
the unitary operators
Uˆg(T, τ, |α|) = exp {i (cos(Σg)σˆy − sin(Σg)σˆx) θg} tan(θg) = λ|α|e−κ2 τ ,
(5.14)
Uˆe(T, τ, |α|) = exp {i (cos(Σe)σˆy − sin(Σe)σˆx) θe} tan(θe) = λ|α|e−κ2 τ ,
(5.15)
where Σg = ϕgT + ϕ′gτ + ϕ + pi/2 and Σe = ϕ + pi/2 + ϕeT + ϕ′eτ .
While this erroneous qubit rotation scales as λ and e−
κ
2
τ and is therefore
small, it is an effect that will propagate throughout a computation, affect-
ing the fidelity of all subsequent gates and measurements. Therefore, the
observation that it can be easily corrected for is a useful one, especially in
architectures where qubit measurements are used as a means of initialization
at the beginning of a computation [71, 72], or used during the computation
to stabilize error correction codes [49], and in light of the fact that dispersive
qubit readout fidelity approaches ever higher values [75].
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In order to relax our previous assumption of an initially closed cavity, and to
consider effects beyond first order in λ, we numerically simulate the cavity
drive and decay process with the Purcell filtered master equation (see ap-
pendix 5.B for further details, and appendix 5.D for simulations with Purcell
decay)
ρ˙(t) = −i
[
HˆT(t), ρ(t)
]
+κ
(
(1 + nth(ωc,T))D
[
aˆC
]
+ nth(ωc,T)D
[
aˆ†C
])
ρ(t),
(5.16)
where the operator aˆC of equation (5.34) describes only cavity decay, nth(ω,T)
is the Bose distribution at frequency ω and temperature T, and D(x)ρ is the
dissipator defined by
D(x)ρ = xρx† − 1
2
{
x†x, ρ
}
. (5.17)
Here the total system Hamiltonian describes the full Jaynes-Cummings inter-
action between the qubit and the cavity as well as the classical cavity drive,
and is given by
HˆT(t) = ωcaˆ
†aˆ− ωq
2
σˆz + g
(
σˆ−aˆ† + σˆ+aˆ
)
+
(
eiωdtaˆ+ ∗e−iωdtaˆ†
)
Θ(t− T ),
(5.18)
where Θ(x) is the Heaviside step function. We simulate the evolution for the
initial states |g, 0〉 and |e, 0〉, with the temperature set at either T = 0 or T
= 100 mK. The results are shown in FIGs. 5.1 and 5.2.
FIG. 5.1(a) shows the cavity occupation during the readout protocol. As
expected, after an initial ring-up phase, once the drive is turned off the cavity
occupation decays. Decay stops once the steady state is reached, which is
|g, 0〉 or |e, 0〉 for T = 0 and thermally broadened versions of these states for
T = 100 mK. FIG. 5.1(b) shows 1 − P (t), where P (t) is the purity of the
state, defined for a reduced qubit state ρ(t) by P (t) = Tr[ρ(t)2]. Unit purity
indicates a pure state. As can be seen, for T = 0 the states remain very close
to a pure state at all times, verifying the analytic results of equations (5.10)
and (5.11). Even for T = 100 mK the states remain > 90% pure for either
initial state.
As the states remain mostly pure during the protocol, it is possible to
correct the qubit state error by the unitaries of equations (5.14) and (5.15), as
described previously. To quantify this correction we use the overlap between
the desired state (|g〉 or |e〉) and the simulated reduced qubit state ρ(t). We
measure the overlap before correction
Fν(τ) = Tr [|ν〉〈ν|ρ(t)] , (5.19)
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Figure 5.1: (a) Cavity occupation, and (b) 1− P (t) for T = 0 and T = 100
mK for both initial states. A drive strength of ||/2pi = 0.04 GHz, a cavity
decay rate of 1/κ = 100 ns, and |λ| = 0.1 were used for these simulations.
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Figure 5.2: 1−Fν(τ) and 1−FCν (τ) are shown in (a) for T = 0 and (b) for
T = 100 mK. A drive strength of ||/2pi = 0.04 GHz, a cavity decay rate of
1/κ = 100 ns, and |λ| = 0.1 were used for these simulations.
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where the subscript ν ∈ {g, e} indicates whether we started in |g, 0〉 or |e, 0〉,
and the overlap after correction
FCν (τ) = Tr
[
|ν〉〈ν|Uˆνρ(t)Uˆ †ν
]
. (5.20)
FIG. 5.2(a) shows the overlap error for both the uncorrected and the cor-
rected state for T = 0, and as can be seen FCν (τ) ≥ Fν(τ) for all time (to
within numerical precision of the simulations). For T = 100 mk, as shown in
FIG. 5.2(b), this is not the case as within roughly 75 ns the qubit state loses
enough coherence that the unitary correction actually worsens the overlap.
For both system temperatures the greatest benefit from correction is seen
early on in the decay time, long before the cavity occupation has reached
steady state. Typically one would wait for the cavity to be unoccupied be-
fore further operations on the qubit are preformed, as cavity photons are still
interacting with the qubit. However, in set-ups with tunable coupling be-
tween the cavity and the qubit [131, 132, 133], it would be possible to turn off
the interaction between the cavity and the qubit once enough measurement
data has been accumulated and then correct the final state of the qubit. In
this way one would could achieve both more accurate and faster initializa-
tion of the qubit state via measurement and unitary correction. A similar
initialization scheme involving both cavity and qubit control has recently
been implemented [134].
The analytic expressions of equations (5.14) and (5.15) for the correction
unitaries correctly calculate the amplitude of the rotation, described by the
angles θg and θe. Unfortunately, due to higher order nonlinear effects in the
full Hamiltonian the analytic phases Σg and Σe do not give good results. To
solve this problem, we performed a brute force optimization over the phase of
the rotation to obtain the excellent results shown in FIGs. 5.2(a) and 5.2(b).
5.4 Conclusion
In conclusion, we have shown that during the most commonly used disper-
sive readout protocol for superconducting qubits a coherent rotation error
is applied to the qubit and the measurement scheme is not QND for any
finite measurement time. This coherent rotation causes errors in repeated
measurements and in qubit initialization; however, as we have shown, it can
be corrected for by unitary feedback. This correction is most advantageous
early on in the decay time, and, in experiments with tunable qubit-cavity
coupling, our scheme shows promising results for faster and more accurate
qubit initialization.
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Appendix
5.A First Order Approximation of the Dressed
Coherent States
For the ground qubit dressed coherent state, we have
|g, α〉 = e− |α|
2
2
∑
n
αn√
n!
|g, n〉
= e−
|α|2
2
∑
n
αn√
n!
(
cos
(
λ
√
n
) |g, n〉 − sin (λ√n) |e, n− 1〉)
= e−
|αg |2
2
∑
n
αn√
n!
((
1− nλ
2
2
)
|g, n〉 − λ√n|e, n− 1〉
)
+O(λ3).
(5.21)
Tracing out the cavity we obtain
TrC
[
|g, α〉〈g, α|
]
=
(
1− λ2|α|2) |g〉〈g|+ λ2|α|2|e〉〈e|
− λα∗|g〉〈e| − λα|e〉〈g|+O(λ3)
= (|g〉 − λα|e〉) (〈g| − λα∗〈e|)− λ2|α|2|g〉〈g|+O(λ3).
(5.22)
We now approximate this minimally mixed state by a pure state to obtain
|g, α〉 = (|g〉 − λα|e〉) /
√
N +O(λ2), (5.23)
where N = 1 + λ2|α|2 is the normalization.
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Now for the excited qubit dressed coherent state, we begin with
|e, α〉 = e− |α|
2
2
∑
n
αn√
n!
|e, n〉
= e−
|α|2
2
∑
n
αn√
n!
(
cos
(
λ
√
n+ 1
)
|e, n〉+ sin
(
λ
√
n+ 1
)
|g, n+ 1〉
)
= e−
|α|2
2
∑
n
αn√
n!
((
1− (n+ 1)λ
2
2
)
|e, n〉+ λ√n+ 1|g, n+ 1〉
)
+O(λ3).
(5.24)
Tracing out the cavity we obtain
TrC
[
|e, α〉〈e, α|
]
=
(
1− λ2(1 + |α|2)) |e〉〈e|+ λ2(1 + |α|2)|g〉〈g|
+ λα∗|g〉〈e|+ λα|e〉〈g|+O(λ3)
= (|e〉+ λα∗|g〉) (〈e|+ λα〈g|) + λ2|g〉〈g| − λ2(1 + |α|2)|e〉〈e|+O(λ3).
(5.25)
Making the same approximation as for the previous case, we arrive at the
pure state
|e, α〉 = (|e〉+ λα∗|g〉) /
√
N +O(λ2), (5.26)
where, as before, N is the normalization.
5.B Numerical Master Equation
To derive the master equations of equations (5.16) and (5.38) we begin by
considering the system-bath Hamiltonian
HˆE = HˆT(t) +
∑
k
ηkbˆ
†
kbˆk +
∑
k
gk
(
aˆ+ aˆ†
) (
bˆk + bˆ
†
k
)
(5.27)
where the second term in equation (5.27) is the bath self-Hamiltonian, and
the third term the system-bath coupling. To derive an effective master equa-
tion for the system, it is appropriate to work in the instantaneous eigenbasis
of HˆT(t); however, to simply things we will derive the master equation in
the eigenbasis of Hˆ of equation (5.1). The difference between these two is a
frame transformation by a time dependent cavity displacement, which for the
parameter regime under consideration is inconsequential to the applicability
of the master equation obtained.
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Following the procedure of [43] we derive an effective evolution equation
for the system (ignoring the coherent evolution for the time being)
ρ˙(t) =
∑
j,k>j
∑
n,m>n
CjkC
∗
nm
(
|j〉〈k|ρ(t)|m〉〈n| − |m〉〈n||j〉〈k|ρ(t)
)
ei(∆jk−∆nm)t
×
∫ ∞
0
ds
〈
bˆ(s)bˆ†(0)
〉
e−i∆jkt
+
∑
j,k>j
∑
n,m>n
CjkC
∗
nm
(
|j〉〈k|ρ(t)|m〉〈n| − ρ(t)|m〉〈n||j〉〈k|
)
ei(∆jk−∆nm)t
×
∫ ∞
0
ds
〈
bˆ(0)bˆ†(s)
〉
ei∆nmt
+
∑
j,k>j
∑
n,m>n
C∗jkCnm
(
|k〉〈j|ρ(t)|n〉〈m| − |n〉〈m||k〉〈j|ρ(t)
)
e−i(∆jk−∆nm)t
×
∫ ∞
0
ds
〈
bˆ†(s)bˆ(0)
〉
ei∆jkt
+
∑
j,k>j
∑
n,m>n
C∗jkCnm
(
|k〉〈j|ρ(t)|n〉〈m| − ρ(t)|n〉〈m||k〉〈j|
)
e−i(∆jk−∆nm)t
×
∫ ∞
0
ds
〈
bˆ†(0)bˆ(s)
〉
e−i∆nmt (5.28)
where {|j〉} is the eigenbasis of Hˆ ordered in increasing eigenenergy and given
to first order in λ by equations (5.3) and (5.4), ∆jk is the frequency difference
between the j’th and k’th eigenstate (Bohr frequency), bˆ(s) =
∑
k gkbˆke
−iηkt
is the time dependent bath lowering operator, and Cjk = 〈j|
(
aˆ+ aˆ†
) |k〉.
We have also assumed that the bath state is a stationary state of the bath
self-Hamiltonian.
Unlike in [43], it is not possible to make a rotating wave approxima-
tion, as in the parameter regime under consideration the eigenspectrum of
Hˆ has many nearly degenerate transitions. Instead, it is possible to derive
a Lindblad form master equation in a way similar to that done in the sin-
gular coupling limit [41] by assuming that the nearly degenerate transitions
are actually degenerate. We notice that the coefficients Cjk are nonzero if
|j〉 = |g/e, n〉 and |k〉 = |g/e, n± 1〉, or if |j〉 = |g/e, n〉 and |k〉 = |e/g, n〉,
while all other Cjk are zero. The former case is what we have been calling
cavity decay, while the latter case is Purcell decay, and for each decay type
the energy difference ∆jk between adjacent states is approximately constant
(ωc in the former case and ωq in the latter).
Therefore, we can split the sums of equation (5.28) into two parts, and
make a secular approximation to neglect the fast oscillating cross terms be-
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tween decay types to arrive at the equation
ρ˙(t) =
C∑
j,k>j
C∑
n,m>n
CjkC
∗
nm
(
|j〉〈k|ρ(t)|m〉〈n| − 1
2
{
|m〉〈n||j〉〈k|, ρ(t)
})
× (1 + nth(ωc,T)) J(ωc)
+
C∑
j,k>j
C∑
n,m>n
C∗jkCnm
(
|k〉〈j|ρ(t)|n〉〈m| − 1
2
{
|n〉〈m||k〉〈j|, ρ(t)
})
× nth(ωc,T)J(ωc)
+
P∑
j,k>j
P∑
n,m>n
CjkC
∗
nm
(
|j〉〈k|ρ(t)|m〉〈n| − 1
2
{
|m〉〈n||j〉〈k|, ρ(t)
})
× (1 + nth(ωq,T)) J(ωq)
+
P∑
j,k>j
P∑
n,m>n
C∗jkCnm
(
|k〉〈j|ρ(t)|n〉〈m| − 1
2
{
|n〉〈m||k〉〈j|, ρ(t)
})
× nth(ωq,T)J(ωq), (5.29)
where we have ignored the Lamb shifts, and the superscripts C and P indicate
summation over cavity decay transitions and over Purcell decay transitions
respectively. Following the usual procedure of Fermi’s golden rule we have
made the identification∫ ∞
0
ds
(〈
bˆ(s)bˆ†(0)
〉
e−iωt +
〈
bˆ(0)bˆ†(s)
〉
eiωt
)
= (1 + nth(ω,T)) J(ω),
(5.30)∫ ∞
0
ds
(〈
bˆ†(s)bˆ(0)
〉
eiωt +
〈
bˆ†(0)bˆ(s)
〉
e−iωt
)
= nth(ω,T)J(ω), (5.31)
where J(ω) is the spectral density of the bath, and nth(ω) is the Bose function
evaluated at frequency ω and temperature T.
If we choose a global Ohmic spectral density J(ω) = ω/QF, then using
the relations ∑
j,k>j
Cjk|j〉〈k| = aˆ,∑
j,k>j
Ckj|k〉〈j| =
∑
j,k>j
C∗jk|k〉〈j| = aˆ†. (5.32)
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we can write equation (5.29) in Lindblad form
ρ˙(t) = κ
(
(1 + nth(ωc,T))D
[
aˆC
]
+ nth(ωc,T)D
[
aˆ†C
])
ρ(t)
+ γP
(
(1 + nth(ωq,T))D
[
aˆP
]
+ nth(ωq,T)D
[
aˆ†P
])
ρ(t) (5.33)
where κ = ωc/QF is the cavity decay rate and γP ≈ λ2ωq/QF is the Purcell
decay rate. The operators aˆC and aˆP are defined by
aˆC =
C∑
j,k>j
Cjk|j〉〈k| = aˆ−
P∑
j,k>j
Cjk|j〉〈k|, (5.34)
aˆP =
P∑
j,k>j
Cjk|j〉〈k| = aˆ−
C∑
j,k>j
Cjk|j〉〈k|, (5.35)
and describe the cavity and Purcell decay processes respectively.
Equation (5.33) is valid for t  tME, where tME = 1/ωmax describes the
timescale over which ei(∆jk−∆nm)t = eiωmaxt is no longer unity, with ωmax the
largest degeneracy between transitions that were assumed to be degenerate.
For cavity decay ωmax ∝ Nχλ2, while for Purcell decay ωmax ∝ Nχ, with N
the photon number of the largest occupied state. For the parameters under
consideration (χ ≤ 10 MHz, λ ≤ 10−1) we have tME ∼ 10/N µs for cavity
decay, and tME ∝ 100/N ns for Purcell decay. For typical experimental
parameters the simulation length is on the order of 100s of nanoseconds,
well below the limit imposed by cavity decay for reasonable values of N , but
unfortunately on the same order as that set by Purcell decay. As such, we
expect that the simulations of equation (5.33) are somewhat nonphysical;
however, as the Purcell decay rate is quite small, we do expect the results to
remain mostly trustworthy.
If instead of choosing a global Ohmic spectral density, we choose a spectral
density for which J(ωc) = ωc/QF but J(ωq) ≈ 0, such as has been achieved
in contemporary dispersive readout schemes by a filter [130, 75], then the
resulting Lindblad equation contains only cavity decay, and is given by
ρ˙(t) = κ
(
(1 + nth(ωc,T))D
[
aˆC
]
+ nth(ωc,T)D
[
aˆ†C
])
ρ(t). (5.36)
This is the master equation used in the main text to described dispersive
readout in a Purcell filtered system.
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5.C Readout of the Undressed Qubit Excited
State
In the main text we considered starting with the excited initial state |e, 0〉,
which is the first excited state in the energy eigenbasis of the qubit-cavity
system. However, for some quantum information protocols it is advantageous
to work in the qubit logical basis, where the logical excited state is the state
|e, 0〉. Such a state can be prepared by initializing the qubit-cavity system
into its ground state |g, 0〉, followed by a short non-adiabatic qubit pulse that
flips the state of the qubit.
If we now attempt to read out the state of the qubit, from Ref. [129] we
see that starting in the state |e, 0〉, after an applied cavity drive of the form
of equation (5.5) the state of the system is
|Ψ(T )〉 = cos (λ) |e, αe(T )〉
− eiG(T ) sin (λ) Uˆ †D|g〉e−i(ωcaˆ
†aˆ−χσˆz aˆ†aˆ)T Dˆ(α′g(T ))|1〉, (5.37)
where α′g(T ) = ∗
(
e−iχT − 1) /χ, Dˆ(β) is the usual displacement operator
for a harmonic oscillator, UˆD = exp
{
λ
(
σˆ+aˆ− σˆ−aˆ†)} is the dispersive frame
transformation operator, and eiG(T ) is a relative qubit phase whose form is
unimportant. From equation (5.37) we see that the final state contains a
component for which the qubit is in its ground state, and the phase of the
cavity signal for this component will be close to ϕg, measurement of which
indicates the qubit is in its ground state. This introduces the possibility of
misidentifying the qubit state; however, the amplitude of the ground state
component is small as it as scales with sin2(λ) ≈ λ2. Nevertheless, this sets
a fundamental limit for the readout fidelity of the undressed excited state
via standard dispersive readout as presented here, and partly explains the
unequal readout fidelities reported in [75].
After sufficiently long measurement of the phase ϕe, the state of equation
(5.37) will have collapsed to the dressed coherent state |e, αe(T )〉, and the
rest of the readout and coherent feedback protocol can occur as described in
the main text, without further modification.
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5.D Purcell Decay
To examine the effect of Purcell decay we simulate the unfiltered master
equation
ρ˙(t) =− i
[
HˆT(t), ρ(t)
]
+ κ
(
(1 + nth(ωc,T))D
[
aˆC
]
+ nth(ωc,T)D
[
aˆ†C
])
ρ(t)
+ γP
(
(1 + nth(ωq,T))D
[
aˆP
]
+ nth(ωq,T)D
[
aˆ†P
])
ρ(t), (5.38)
where the operator aˆP of equation (5.35) describes Purcell decay. As before,
we simulate the evolution for the initial states |g, 0〉 and |e, 0〉, at a temper-
ature T = 0. The overlap error for the uncorrected and corrected states are
shown in FIG. 5.3.
As can be seen, for the initial state |g, 0〉 the results remain unchanged,
as Purcell decay only minimally affects the decay of states of the form |g, α〉.
Coherent feedback can still be used in this case to correct the qubit state,
with excellent improvement in the overlap. For |e, 0〉 the results are quite
different from that of FIG. 5.2(a), as Purcell decay drives the system to the
global ground state |g, 0〉 and, as such the qubit state decays. In this case
the coherent correction does little good, as the qubit state is lost by Purcell
decay.
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Figure 5.3: 1−Fν(τ) and 1−FCν (τ) for T = 0. A drive strength of ||/2pi =
0.04 GHz, a cavity decay rate of 1/κ = 100 ns, and |λ| = 0.1 were used for
this simulation.
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Chapter 6
Generating Nonclassical States
from Classical Radiation by
Subtraction Measurements
Luke C. G. Govia, Emily J. Pritchett, Frank K. Wilhelm
There are more things in heaven and earth,
Horatio, Than are dreamt of in your philosophy.
-William Shakespeare
Abstract
We describe the creation of nonclassical states of microwave radiation via
ideal dichotomic single photon detection, i.e., a detector that only indicates
presence or absence of photons. Ideally, such a detector has a back action in
the form of the subtraction operator (bare lowering operator). Using the non-
linearity of this back action, it is possible to create a large family of nonclas-
sical states of microwave radiation, including squeezed and multi-component
cat states, starting from a coherent state. We discuss the applicability of
this protocol to current experimental designs of Josephson Photomultipliers
(JPMs).
Published in New Journal of Physics 16, 045011 (2014). An early version of parts of
this chapter appears in my M.Sc. thesis, Theory and Applications of Josephson Photo-
multipliers, University of Waterloo, Ontario, Canada.
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6.1 Introduction
The generation of nonclassical states of radiation is an important test of the
foundations of quantum mechanics and a necessary precursor to implement-
ing quantum communication and computation protocols in many architec-
tures [135, 136, 137]. While the methodology for creating nonclassical radia-
tion at optical wavelengths has been studied extensively [138, 139, 140, 107,
141], the technology to create quantum states with larger and larger wave-
lengths has recently become available with advances in cavity- and circuit-
QED.
In this paper we present a novel way to generate a family of nonclassi-
cal states of microwave radiation in a long wavelength resonator using only
detection by an ideal binary detector, such as the Josephson Photomulti-
plier (JPM). The protocol only involves radiating a microwave cavity with
coherent radiation and post selection based on single photon detection, with-
out further manipulation. In addition, our protocol applies to any detection
mechanism with a back action resembling that of the subtraction operator
(equation (6.1)) and so can be generalized to other quantum systems, in
particular, other superconducting circuits where strong photon-detector cou-
pling is possible [142, 67, 68]. Recent proposals have established an analogous
detection scheme in cavity-QED, broadening the range of application of our
results [143, 108].
In the microwave regime of cavity-QED/circuit-QED squeezed states [144,
145, 146] and cat-like states [113, 147] of microwave radiation have been
generated by the Kerr interaction between a cavity/transmission line and
coupled atoms/superconducting qubits. Multi-component cat states have
also been produced in circuit-QED using a gate-based construction [67, 68].
We show how these nonclassical states can be created in circuit-QED by a
measurement based protocol, and add a new class of nonclassical states to the
list, the generalized squeezed states, which so far have only been proposed in
theory [148, 149].
The JPM, a current biased Josephson junction related to the phase qubit,
has been shown experimentally [54] and theoretically [59, 58, 53] to be an
effective single microwave photon counter. Previously, we have shown that for
a JPM under optimal conditions (long relaxation time, short pure dephasing
time, and a small dark count rate) the back action of photon detection is the
photon subtraction operator [59],
Bˆ ≡
∞∑
n=1
|n− 1〉〈n|, (6.1)
a nonlinear operator that can be related to the photon lowering operator
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by aˆ = Bˆ
√
nˆ, but cannot be expressed as a linear combination of photon
creation and annihilation operators. Also, note that Bˆ is not invertible, and
hence not unitary. The JPM can be seen in this regime as an ideal dichotomic
detector (see 6.A for further information), providing information about the
presence or absence of photons but not revealing their number beyond that.
Unlike traditional intensity meausurements, a measurement with subtraction
operator back action has no corresponding classical observable, and as such
has the potential to turn classical states into nonclassical ones.
6.2 Protocols for Nonclassical State Generation
In this paper we show how to use the noncommuntativity of the detec-
tion back action with coherent displacement pulses to achieve single mode
quadrature squeezing of an input coherent state as well as to generate other
nonclassical states, namely generalized squeezed states and squeezed multi-
component Schrödinger cat states [138]. The subtraction operator is phase
squeezing in particular as it removes the phases of the lower energy Fock
states in the original coherent state superposition without changing the phases
of the higher energy Fock states - which become the lower energy states -
to compensate. Note that a special case of the second step of our protocol
is already known in quantum optics: subtracting a photon from a squeezed
vacuum state produces a low-power cat (kitten) state [107].
6.2.1 Squeezed States
The generation of squeezed states of microwave radiation using JPMs follows
a simple protocol. The cavity is initially prepared in a coherent state, |α〉 =
Dˆ(α)|0〉 = e− |α|
2
2
∑∞
n=0
αn√
n!
|n〉 where α ≡ |α|eiϕα , and is coupled to one
or more detectors, each acting with back action Bˆ on the cavity after a
photon is detected. Mathematically a coherent displacement such as this
is represented by the displacement operator Dˆ(α) = e(αaˆ
†−α∗aˆ). After N
photons are counted (either by N detectors, or less if fast detector reset
is possible), a further displacement pulse is applied such that the state is
centred around −α in phase space. After N further photon detections are
observed, the resulting state is a squeezed state. The optimal choice of N
will be discussed shortly.
Starting from the coherent state input, the probability for N photons to
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be detected is
PN ≡ 1− e−|α|2
N−1∑
n=0
|α|2n
n!
= 1− Γ(N, |α|
2)
Γ(N)
(6.2)
where Γ(N, |α|2) is the upper incomplete gamma function of N and |α|2
[150]. PN ∼ |α|2N/N ! as |α| → 0; however, at |α|2 ≈ N PN jumps rapidly
towards unity, and so can be made arbitrarily close to unity with higher
power coherent pulses (see 6.C for further detail).
It is straightforward to calculate the normalized post measurement cavity
state after N detections,
ρ′ ≡ Bˆ
N |α〉〈α|Bˆ†N
PN
, (6.3)
and the average photon number n1 ≡
〈
a†a
〉
ρ′ is given by
n1 =
|α|2
(
1− Γ(N−1,|α|2)
Γ(N−1)
)
−N
(
1− Γ(N,|α|2)
Γ(N)
)
PN
, (6.4)
which can also be numerically evaluated. After N detections, the next step
is to displace the state by an amount α1 = −√n1eiϕα − α, so that the
resulting state will be centred in phase space around −α. For this displaced
state, N photon detection events will occur with probability P ′N 1 , and the
renormalized cavity state will have the form
ρ′′ ≡ Bˆ
ND(α′)ρ′D(α′)†Bˆ†N
P ′N
. (6.5)
We will now show that the state ρ′′ is a squeezed state.
To quantify the amount of squeezing, we calculate the variance of the
squeezed quadrature
∆p2 = Tr[ρ′′pˆ2]− Tr[ρ′′pˆ]2. (6.6)
The quadrature observable pˆ(ϕa) is defined by pˆ(ϕa) = i√2
(
aˆ†eiϕα − aˆe−iϕα),
where aˆ is the annihilation operator for the cavity microwave mode. The
phase shift e−iϕα accounts for the fact that this protocol squeezes along the
phase space axis complementary to that defined by the phase of the input
1for which the analytic expression is cumbersome and not instructive but, as is the case
for PN , P ′N → 1 for |α| → ∞.
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coherent state. Anything less than ∆p2 = 1
2
indicates a squeezed state. The
amount of squeezing is expressed in dB, by calculating
S(∆p) ≡ 10log10
(
∆p2
∆p2norm
)
= 10log10
(
2∆p2
)
. (6.7)
In addition, we can calculate how far the state ρ′′ deviates form a minimal
uncertainty state by calculating ∆x∆p (where xˆ = 1√
2
(
aˆe−iϕα + aˆ†eiϕα
)
is
the conjugate observable to pˆ). Figures 6.1(a) and 6.1(b) show S(∆p) and
∆x∆p respectively as functions of α and the number of detection events on
either side of the displacement, N .
As can be see in figure 6.1(a), the maximum amount of squeezing possible
on a given input state |α〉 increases monotonically with |α|2, proportional to
the power of the input pulse. Interestingly, for a given α, there exists a finite
N that achieves a global minimum in ∆p2. One would be tempted to use
this value of N in the protocol to create ρ′′; however, as can be seen in figure
6.1(b), there are other concerns.
As figure 6.1(b) shows, for a given α, ∆x∆p is not monotonic in N . Since
we want ρ′′ to be as close to a minimal uncertainty state as possible, while
still maintaining a significantly squeezed quadrature, the optimal choice of
N for the protocol would be at the ∆x∆p local minima shown in figures
6.1(a) and 6.1(b) by the white curve. While this does not minimize ∆p2
(and therefore maximize squeezing), it achieves a significantly squeezed state
ρ′′ that is as close to being a minimal uncertainty state as is possible, which
is what we consider optimal.
6.2.2 Generalized Squeezed States
Other nonclassical states of microwave radiation having ϕk ≡ 2pi/k rotational
symmetry in phase space result from generalizing this procedure (see figure
6.2). The squeezed state protocol discussed previously involves detecting the
cavity state while centred at two points on a line through the origin of phase
space, i.e., the case k = 2. To generalize this protocol, we detect N photons
at k positions equally spaced around a circle of radius |α| in phase space,
and take the first position on the positive real axis for simplicity.
There are k steps to this generalized protocol, and for j = 0, 1, ..k − 1,
the jth step is to: 1) displace by αj so that the cavity state is centred around
|α|eijϕk , 2) detectN photons, and 3) displace by α′j, such that the cavity state
is centred around the origin, where the coherent displacements parameters
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(a)
(b)
Figure 6.1: (a) S(∆p) and (b) ∆x∆p of the state ρ′′, as functions of α and
the number of detection events, N . ϕα = 0 for both figures. The white
curve indicates the value of N that gives a local minimum in ∆x∆p, while
maintaining a squeezed ∆p2.
are
αj = |α|eijϕk (6.8)
α′j = −δjeijϕk (6.9)
δj ≈ √nj. (6.10)
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The amplitude of the displacement to the origin, δj, is approximately the
square root of the photon number left in the cavity after N detections, with
a small correction accounting for the asymmetry of the intermediate states
of the protocol.
Finally, after detecting N photons at all k positions, we obtain the gener-
alized squeezed state with k-fold symmetry, ρk. The detection stage at each
position transforms ρj1 to ρj2 according to
ρj2 ≡ Bˆ
Nρj1Bˆ
†N
P jN
, (6.11)
where P jN is the probability of detecting N photons from the state ρj1. The
entire protocol will complete with success probability
Prob(success) =
k−1∏
j=0
P jN , (6.12)
which can be made close to unity (see 6.C).
As mentioned previously, the case k = 2 (ϕk = pi) corresponds to the
creation of the vacuum with squeezed quadratures. We find high (here and
henceforth meaning above 99%) overlap with
|Ψ2〉 = S(z)|0〉 = e− 12(z(aˆ†)2−z∗(aˆ)2)|0〉 (6.13)
by numerically searching over N and z, where S(z) is the ordinary squeezing
operator with complex squeezing parameter z. In general, for k ≥ 2, the
states created by this protocol have high overlap with the analytic states
|Ψk〉 = S(k)(z)|0〉 = e− 12(z(aˆ†)k−z∗(aˆ)k)|0〉, (6.14)
where S(k)(z) is called a generalized squeezing operator with complex param-
eter z [148, 149]. The first three operators of this class are
S(0)(z) = e−Im[z]I, S(1)(z) = D
(
−z
2
)
and S(2)(z) = S(z), (6.15)
where S(z) is the squeezing operator of equation (6.13).
Consider the final state after displacing to the origin ρk. To find z, we
impose the condition that ρk and |Ψk〉 have the same average photon number
by setting
〈Ψk|aˆ†aˆ|Ψk〉 =
〈
aˆ†aˆ
〉
ρk
. (6.16)
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This results in excellent fidelity between the states, quantified by
F [ρk] ≡ Tr {ρk|Ψk〉〈Ψk|} . (6.17)
In fact, for k = 2, 3, 4 the fidelity is greater than 99% in each case for various
values of |α|. The Wigner functions of these states are shown in the left
column of figure 6.2.
Figure 6.2: (upper) a schematic description of the state preparation proto-
col. (lower) Wigner representations (first and second columns) and Husmi
Q representations (third column) of the k = 2, k = 3, and k = 4 gen-
eralized squeezed vacuum states (first column) and squeezed k-component
Schrödinger cat states (second and third columns). The Wigner functions
have been scaled such that they correspond to the quadrature opertors de-
fined previously scaled by a factor of 1/
√
2. Note that the second column
has non-uniform colour bars for its figures in order to highlight all relevant
information. 6.D contains a table of the fidelities, success probabilities, and
α, δ, and N values for these states, as well as the fit parameters z and β.
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To verify that these states are indeed nonclassical, a suitable nonclassical-
ity witness can be used. For this purpose, we use the entanglement potential
of [151], where a nonzero entanglement potential indicates that a state is
nonclassical. Indeed, as can be calculated numerically, the states created by
the generalized protocol all have nonzero entanglement potential (see 6.B).
Since the first displacement stage of each step ensures the average photon
number of each state ρj1 is on the order of |α|2, each P jN can be quite large,
and as a result, the generalized protocol can have a significant probability of
success. For example, for the modest |α| of the states shown in figure 6.2,
the success probabilities are all greater than 99%. Furthermore, the success
probability will grow monotonically with |α|, and so can be increased by
increasing the initial input state power.
6.2.3 Squeezed Multi-Component Cat States
It is known in quantum optics [107] that subtracting a photon from a squeezed
vacuum produces an odd Schrödinger cat state. This concept can be gener-
alized, such that subtracting a photon from a generalized squeezed vacuum
of k-fold symmetry (the output state ρk of our protocol in 6.2.2) leaves a
squeezed, k-component Schrödinger cat state in the cavity. We note that
while having some similarity to the optical setting, our protocol does not
require a beam splitter or a photon number resolving detector, instead, it
simply requires the subtraction of one more photon from the squeezed states
created by the protocol described in the previous section.
If we remove one more photon from the final state ρk, the resulting state
has the form
ρ′k =
BˆρkBˆ
P k1
†
, (6.18)
where P k1 is the probability of a single photon being detected from state ρk.
This procedure produces states of high overlap with
|Ψ′k〉 = S(k)(z)
k−1∑
j=0
eij(ϕk+pi)|βeij(ϕk+pi)〉, (6.19)
where now both z ∈ C and β ∈ Rmust be found numerically. These states all
have non-zero entanglement potential, and are therefore nonclassical states
of microwave radiation (see 6.B).
For k = 2, this additional detection will create a state very close to a
squeezed odd Schrödinger cat state
|Ψ′2〉 = S(2)(z) (|β〉 − | − β〉) . (6.20)
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For k = 3 and k = 4, we have
|Ψ′3〉 = S(3)(z)
(
e−i
pi
3 |βe−ipi3 〉+ eipi3 |βeipi3 〉 − | − β〉) (6.21)
|Ψ′4〉 = S(4)(z) (|β〉+ i|iβ〉 − | − β〉 − i| − iβ〉) . (6.22)
The k = 3 state is the state formed when the operator S(3)(z) is applied
to a voodoo cat state [68]. The k = 4 state is the operator S(4)(z) applied
to a coherent superposition of four out of phase coherent states, known as
a compass state, which is known to have favourable decoherence properties
[152, 113]. The Wigner and Husimi Q functions of these squeezed multi-
component cat states are shown in the middle and right columns of figure
6.2 respectively, all of which have greater than 94% fidelity with (6.20), (6.21),
and (6.22).
We have plotted both representations of these states as they highlight
distinct information about the state. The Q function emphasizes the cat-like
properties of the final state, while the Wigner function makes apparent the
similarity between the final state and a k− 1 photon Fock state, squeezed to
the same order in k. The highly nonclassical nature of the state is also made
evident by the large negative region of its Wigner function.
The probability of successful generation of these multi-component cat
states is
Prob(success)′ = P k1
k−1∏
j=0
P jN . (6.23)
Unfortunately, the P k1 are often very small, and for the squeezed multi-
component cat states shown in figure 6.2 this results in a much lower success
probability than the generalized squeezed vacuum. Optimization of this suc-
cess probability is discussed in appendices 6.C and 6.D.
6.3 Discussion
6.3.1 Experimental Implementation
In regards to experimental implementation of this protocol with JPMs, su-
perconducting microwave resonators are currently fabricated with Q-factors
approaching 107, which in the microwave regime will lead to cavity lifetimes
on the order of 105ns [153]. Thus, when JPMs with short T2 are used [59],
we can conservatively expect that as many as 102 to 103 measurements can
be performed in the lifetime of the cavity. Practically, space requirements
on a chip require a fast reset strategy for the JPMs, which is currently being
developed [154].
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For a realistic implementation of this protocol via JPMs, one must also
consider the possibility of energy dissipation and dark counts in the JPMs.
The behaviour of a JPM under such conditions has previously been dis-
cussed in [59, 58], and as such, we will highlight only the key point here.
Both energy relaxation in the detector, and dark counts can be treated on
the same footing. Energy relaxation corresponds to an unregistered measure-
ment, and dark counts to false positives. One can thus adjust the number
of measurements according to these rates to approach the desired number of
Bˆ-applications.
In the presence of dark counts and energy relaxation, one must describe
the state of the cavity by a classically mixed state, with mixture components
corresponding to different photon numbers in the cavity. However, in line
with the standard interpretation of quantum mechanics, this mixing is only
a lack of complete information on the observer’s part, not on the action of
the JPM. During each step of the protocol a definite number of photons is
removed from the cavity, leaving it in a pure state. While we may be unaware
of this exact number, unless this number plays a significant role in the success
and performance of our protocol, or to further applications of the states
created, then the mixture components are practically indistinguishable.
To that effect, as is illustrated in figure 6.1(a), the asymmetric squeezing
performed at the j’th step is a smooth and slowly varying function of N , and
as such is only minimally affected by a small change in N . Thus, the pro-
tocol is generally robust to the effects of energy relaxation and dark counts,
provided these effects are small. Only the final detection used to generate
squeezed multi-component cat states is sensitive to small perturbations in
N , with an odd number of detections producing states of the form seen in
equation (6.19).
Photon lifetimes are in general a limiting factor for nonclassical states,
but these have been reported to be very long in circuit QED (on the order of
100 µs in [113]), and given the fast measurement times of our protocol, the
cavity lifetime will affect our protocol less than others. In addition, some of
the nonclassical states created by our protocol are robust to photon loss. For
example, the even k-th order squeezed states are robust to single photon loss
[118].
6.3.2 Applications
The generalized squeezed states have applications in continuous variable
quantum computing [155]. Our protocol provides a simple way to obtain
the necessary single mode squeezing and nonlinearity: by applying the gen-
eralized squeezed state protocols for k = 2 and k ≥ 3 respectively. In par-
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ticular, implementing the nonlinearity is often the technological bottleneck,
as it cannot be created using linear optics alone [156], and our proposal is
to use the nonlinear transformation performed by our protocol for k ≥ 3
in place of traditional nonlinear interactions (such as Kerr-like interactions).
In this regard, our protocol has the potential to be more efficient and re-
quire less technological overhead than most known methods to implement
the nonlinearity [156, 157].
The squeezed multi-component Schrödinger cat states (SMCS) have ap-
plications in metrology, in particular for phase estimation using a Mach-
Zehnder interferometer set up. It has recently been shown that cat states
can be used in combination with linear optics to create Entangled Coherent
states (ECS), and that phase estimation using these ECS outperforms that
using NOON states [158]. The performance difference is especially signifi-
cant at low photon number, and/or when photon loss is considered. It is
an emerging and active area of research to see if an improvement in phase
estimation can be gained by using SMCS in place of cat states in this scheme.
6.3.3 Conclusions
In conclusion, we have shown how a combination of strongly coupled pho-
ton counting and coherent displacement can be used to create nonclassical
states of radiation with high probability (greater than 99% for the generalized
squeezed states), and with high fidelity (greater than 99% for the general-
ized squeezed states, and greater than 94% for the squeezed multi-component
cats). This protocol can be realized in circuit QED using Josephson photo-
multipliers.
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Appendix
6.A The Josephson Photomultiplier
The Josephson Photomultipler consists of a current biased Josephson junc-
tion which can be completely described by the phase difference across the
junction, and its conjugate momentum (related to the charge difference across
the junction). Such a system has a potential energy (as a function of phase)
which has the so called “tilted washboard” shape:
U(φ) ≈ −Ic cosφ− Ibφ (6.24)
where Ic is the junction critical current and Ib is the applied bias current.
The system thus has an infinite number of local energy minima which have
one or more metastable bound states. The applied bias current determines
the number of bound states, and during operation the JPM is biased such that
the potential minimum working point contains only two metastable bound
states. Additionally, during operation, the bias current is finely tuned such
that the energy difference between the metastable bound states is equal to the
photon energy of the microwave cavity coupled to the JPM. It is important
to note that the control offered by the applied bias makes the JPM tunable,
allowing one to bring it in and out of strong coupling with the microwave
cavity.
The detection mechanism of the JPM relies on the fact that the bound
states of the potential well are metastable, and have finite quantum tun-
nelling rates out of the potential well. These rates increase exponentially
as the excitation number in the potential well increases. When there are
only two metastable states in the potential well, tunnelling out of the ground
state is exponentially suppressed, and all observed tunnelling events can be
attributed to incident microwave radiation exciting the JPM into the excited
metastable state, and this state then tunnelling out of the potential well. A
tunnelling event results in a large voltage change across the circuit, and as a
result can be detected by external classical circuitry. We can thus equate a
tunnelling event with a single photon detection.
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In reference [59] the back action of the JPM onto the microwave cavity
was thoroughly examined, taking into account the relevant physical processes
occurring (JPM relaxation and pure dephasing, and tunnelling out of the
metastable ground state). We will briefly summarize the points relevant to
this work.
Photon detection by a JPM approaches the dichotomic detection of the
subtraction operator when the JPM and the cavity are allowed to inter-
act for a long enough time (typically several Rabi periods) before the tun-
nelling event occurs. This is achieved when the coupling strength between
the JPM and the cavity is comparable to the tunnel rate out of the first
excited metastable state, as achieved in [54]. This “long” interaction time
removes any photon number information in the measurement time coming
from the
√
ng dependent oscillation periods of the Fock states.
However, the long interaction time with the JPM results in the reduction
of the coherence between cavity Fock states after measurement, something
that is not caused by the subtraction operator. To counteract this affect, a
JPM with a short T2 time can be used, since pure dephasing effectively kills
the cavity coherence damping effect of the JPM (see [59], figure 3(b)). In
the extreme case where the cavity-JPM interaction is itself incoherent, the
subtraction operator back action is obtained.
6.B Nonclassicality
The entanglement potential is both a nonclassicality witness and measure,
and as such can be used to examine how the nonclassicality changes with the
number of detections at each step of the generalized protocol. It is defined
as
EP[ρ] ≡ log2||σTAρ ||1, (6.25)
where σρ = UBS (ρ⊗ |0〉〈0|)U †BS, for UBS the unitary transformation of a
50:50 beam splitter, and σTAρ is the partial transpose of σρ [159]. Figure 6.3
shows the entanglement potential of the generalized squeezed states and the
multi-component cat states (for k = 2, 3, 4) as a function of the number of
detections at each step. As can be seen, for the squeezed state (k = 2), the
maximum value of EP occurs around the optimal value of N determined in
the main text.
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Figure 6.3: This figure shows entanglement potential (EP) of the states cre-
ated by the generalized protocol (for k = 2, 3, 4) as a function of the number
of detections, N , performed at each step in the protocol. The generalized
squeezed states are the circles, and the diamonds correspond to the squeezed
multi-component cat states. These states all have |α| = 3.
6.C Success Probability vs. Fidelity
Due to the noncommutivity of the subtraction operator and coherent dis-
placement, finding a simple closed form analytic solution for the success
probability of our protocols (equations (6.12) and (6.23)) may not be pos-
sible. However, we can examine the behaviour of PN of equation (6.2) to
understand how the total detection probability scales with |α|2. As can be
seen in figure C1(a), PN rapidly approaches unity for |α|2 > N . As a result
of this, it is possible to achieve very high success probabilities for the gener-
alized squeezed state protocol. For the squeezed multi-component cat states,
the limiting factor remains P k1 , which can be quite small.
In addition to success probability, one also wishes to maximize the fidelity
with the target analytic states. In the k = 2 case, we find that this is achieved
when, for a given |α|, N lies nearly along the minimal uncertainty curve of
figure 6.1(b). This curve is well approximated by q(|α|) = a|α|2 + b|α| + c,
where a, b, c ∈ R can be found numerically. Since N must be an integer, we
set
N = dq(|α|)e, (6.26)
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where d∗e rounds up to the nearest integer. It is worth examining what effect
this has on the success probability of PN , now defined by
PN = 1− Γ(dq(|α|)e, |α|
2)
Γ(dq(|α|)e) . (6.27)
This is plotted in figure C1(b), along with the continuous version of equation
(6.27), where N is allowed to take non-integer values. As the figures show,
the success probability approaches unity with increasing |α|. It is therefore
possible to maximize both fidelity and success probability in the k = 2 case,
for both the squeezed state and Schrödinger cat state.
For k > 2 there is no known analog of the minimal uncertainty curve of
figure 6.1(b), however, numerical results have shown that it is possible to
achieve high fidelity and success probability using N and |α| similar to that
of the k = 2 case, i.e. near to the minimal uncertainty curve.
6.D Numerical Results
In figure 6.2, we have given examples of a generalized squeezed vacuum and
a squeezed/multi-component cat, for k = 2, 3, 4. Each of these examples
is found by a numerical fit over the parameters in the protocol: the field
amplitude α, the number of photon subtractions at each position N , and the
small corrections for photon loss, δ1, .., δk. For each of the examples in Fig.
6.2, we have locally minimized the error function
 = 1− F [ρk, ρtk] (6.28)
over the set of parameters P = {xi} necessary to define ρk – the final state
produced in our protocol – and the target state ρtk = |Ψk
〉〈
Ψk|. The fidelity
F is as defined in equation (6.17). We have given examples only for N = 16
(N = 6 in the case of the 4-component cat state) to reduce this parame-
ter space. Although this choice is somewhat arbitrary, it generally predicts
reasonably small error for |α| ∈ [3, 10], an experimentally accessible range.
In the case of the generalized squeezed vacuum states, we constrain the
squeezing parameter z, all that is necessary to specify the target state, so
that 〈
nˆ
〉
ρk
=
〈
nˆ
〉
ρtk
. (6.29)
There remains k+1 unconstrained parameters determining the error function:
k ≡ k(α, δ1, .., δk). (6.30)
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(a)
(b)
Figure 6.4: The success probability of the first step of the protocol as a
function of input coherent state power. In (a) for several values of fixed N ,
and in (b) for N assumed to vary quadratically as q(|α|). The solid line in
(b) is for N taking real values, and the dashed line for N taking only integer
values.
In the case of multi-component/squeezed cats, two parameters specify ρtk,
z and the cat-state amplitude β. In this case, β is constrained according
to equation (6.29), and we add z to the set of parameters over which we
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generalized squeezed vacuums
k=2 α = 5.7389
δ1 = 1.6786 δ2 = 1.7227
z = 0.7063
P = 0.9951 (2) = 1.7× 10−3
k=3 α = 6.6999
δ1 = 1.1782 δ2 = 1.1536 δ3 = 1.1532
z = −0.185
P = 1.0000 (3) = 4.5× 10−4
k=4 α = 5.9999
δ1 = 1.2138 δ2 = 1.2166 δ3 = 1.2047 δ4 = 1.2193
z = 1.4776
P = 0.9999 (4) = 6.1× 10−3
squeezed multi-component cats
k=2 α = 3.8480
δ1 = 1.9783 δ2 = 1.5670
z = −3.8667 β = 2.00
P = 0.2478 (2) = 2.0× 10−3
k=3 α = 7.5000
δ1 = 1.582 δ2 = 1.1522 δ3 = 1.1482
z = 4.4× 10−2 β = 6.0× 10−5
P = 0.0037 (3) = 4.4× 10−3
k=4 α = 3.5500
δ1 = 0.9451 δ2 = 0.9518 δ3 = 0.9393 δ4 = 0.9401
z = 0.0014 β = 1.56
P = 0.0025 (4) = 5.6× 10−2
Figure 6.5: Protocol parameters α and {δj}, target state parameter(s) z (and
β), error k, and corresponding success probability P for each of the examples
given in Fig. 6.2. N = 16 in all cases except for the 4-component cat, in
which case N = 6.
minimize the error:
k ≡ k(z, α, δ1, .., δk). (6.31)
Figure 6.5 contains the parameter values, k, and success probabilities P for
each of the cases shown in figure 6.2.
Note that the error function equation (6.28) is multimodal, so we have
not likely found a global maximum in state fidelity. Generally, the detection
probability is also multimodal when the integer nature of N is considered,
e.g. see dotted curve in figure 6.4(b), so the detection probabilities listed here
are not likely maximal and depend sensitively on the choice of N . While our
choice N = 16 is well-suited for k = 2, other values would likely optimize the
cat-state detection probabilities for different k. We leave the optimal value
of N for a given k as an open question.
Conclusion
Quantum information and computing promise a wide range of potential ap-
plications and uses, with the potential to revolutionize research in not only
physics, but other areas of science, including biology and chemistry. How-
ever, before useful quantum computers are developed, a myriad of challenges
must be overcome, many of which are likely not yet even known. A central
challenge is how one can continue to control and measure with high fidelity
the components of a quantum computer as this computer grows in size. At
the time of writing of this thesis, state of the art quantum computers have on
the order of ten qubits, while hundreds or thousands of qubits will be needed
for a useful quantum computer. Solving this and other challenges has driven
research for the last several decades, which has led to much success, and, as
a bonus, a better understanding of the fundamental behavior of nature on
quantum scales. In this thesis, developing scalable measurement protocols
was a major focus, as was a careful examination of the fundamental limits on
measurement fidelity set by the auxiliary quantum systems used to measure
the qubits in a superconducting quantum computer. Both of these research
directions combat the challenge of scaling up measurement protocols, and
are potentially one piece towards a useful quantum computer.
Chapter 2 proposes a novel readout scheme for superconducting qubits,
using a diserpsively coupled microwave cavity and a Josephson photomulti-
plier (JPM). This protocol achieves both fast and accurate single-shot mea-
surement of the qubit state, with a measurement contrast of 95% in 150 ns,
by encoding the state of the qubit in the average photon number in the cavity
and distinguishing between high and low power cavity pointer states using the
JPM. Continuing the study of quantum measurement, chapter 3 proposes a
measurement protocol for the parity of N qubits, which can be implemented
in any physical system where strong dispersive coupling between qubits and
electromagnetic fields in a cavity can be achieved. By mapping the qubit
parity information to the average photon number of a cavity coherent state,
while storing information that distinguishes between states with the same
parity in the coherent state phase, this protocol determines the qubit parity
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by cavity measurement with a phase insensitive threshold photon counter. In
so doing the protocol implements a quantum non-demolition measurement
of the parity, while erasing all other qubit state information.
Both single-qubit readout and multi-qubit parity readout are important
components to many quantum information protocols, such as some error
correction schemes and heralded initialization. The protocols presented in
chapters 2 and 3 offer several advantages over existing schemes. These include
the fact that they are quantum non-demolition, which is especially relevant to
parity measurement, and that due to their limited resource footprint in both
hardware and software, they may prove to be intrinsically easier to scale with
system size. However, open questions remain. It is not well understood what
constraints using a dispersively coupled cavity to measure qubit observables
puts on the achievable measurement fidelity. In particular, to what extent
corrections beyond the second order dispersive Hamiltonian are relevant to
present day experiments is an active area of study. The limits imposed by
these corrections on qubit measurement fidelity is also unknown. In a broader
sense, these open questions are related to the question of whether or not it
is better to take the bare qubit basis or the dressed qubit-cavity basis as the
logical basis for a quantum computer. Only within the last few years has
sufficiently strong dispersive coupling been achieved that this question now
begins to become relevant to current experiments.
In chapter 4 the connection between the bare and dressed logical bases is
explored by calculating the state formed in the lab frame when a dispersively
coupled qubit-cavity system is driven by a classical cavity drive. We find that
the state created is a Poissonian distributed superposition of the dressed
eigenstates, which we name the dressed coherent state. Even though all
corrections beyond the dispersive approximation were ignored, this state still
exhibits nontrivial qubit-cavity entanglement. As a result of this, future
and simultaneous qubit operations have a dependence on both the phase
and amplitude of the effective coherent state in the cavity. How to use this
advantageously in a quantum information protocol remains an open quesiton.
Chapter 5 applies the concept of the dressed coherent state to standard
dispersive readout, where the qubit state is encoded in the phase of the
signal exiting the coupled cavity, which can be measured using homodyne
techniques. As a result of the formation of a dressed coherent state, we find
that readout of the qubit state this way is not intrinsically quantum non-
demolition, except in the limit of infinite measurement time. However, we
propose a technique to mitigate this effect by coherent feedback on the qubit,
and this technique can be used to achieve faster and more accurate qubit ini-
tialization. When enough photons are in the cavity the dressed coherent state
stops being an adequate description of the qubit-cavity system, and what the
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full quantum description of the system is in this regime remains unknown.
Further study is needed to understand this regime, as many contemporary
readout schemes are beginning to operate with high average photon numbers
in the cavity.
Finally, chapter 6 presents a protocol for the generation of nonclassical
states of electromagnetic radiation inside a cavity, using only classical cavity
drive and nonlinear photon detection. In particular, the nonlinear detector
must perform an ideal vacuum detection, with no photon number resolving
ability, such as can be achieved in some regimes of operation of the JPM. Ex-
amples of the states this protocol can create include the generalized squeezed
states and multi-component Schrödinger cat states, which have applications
in quantum metrology and continuous variable quantum computing. Future
areas of work in this research direction include characterization of the full
class of states that can be created using this protocol, and understanding
how best to implement ideal vacuum detection under realistic experimental
conditions.
Quantum information science will continue to be an active area of re-
search for the foreseeable future. While recent progress, especially in su-
perconducting circuits, is extremely promising, considerable technological
and fundamental challenges still exist, and it is unlikely that a useful quan-
tum computer will be developed in the near future. However, the study of
quantum information science pushes the boundaries of our understanding
of nature. Understanding the details of simple systems at the accuracy re-
quired for computation can often lead to novel insights into the behavior of
these systems, such as has been presented in this thesis. As a result, de-
spite limited practical applications in the near future, quantum information
remains a valuable research direction. While it may be decades before the
first real-world applications of quantum information are commonplace, the
deeper understanding of nature that we gain along the way is invaluable, and
justifies the field in its own right.
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Appendix A
Numerical Simulation of the
Master Equation
The numerical work in this thesis involved simulation of the master equation
ρ˙(t) = −i[Hˆ(t), ρ(t)] +
∑
µ
γµ
(
Lˆµρ(t)Lˆ
†
µ −
1
2
{
Lˆ†µLˆµ, ρ(t)
})
, (A.1)
and the technique used to do so will be briefly outlined here. The first step
in solving such an operator differential equation is to vectorize the equation,
converting the matrix ρ to the vector ~ρ by stacking its rows on top of one
another, such as:
ρ =
 ρ11 ρ12 ρ13ρ21 ρ22 ρ23
ρ31 ρ32 ρ33
 7−→ vec(ρ) ≡ ~ρ =

ρ11
ρ12
ρ13
ρ21
ρ22
ρ23
ρ31
ρ32
ρ33

(A.2)
The vectorized master equation has the form
~˙ρ(t) = Lˆ~ρ(t), (A.3)
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where, using the identity vec(ABC) = A ⊗ CT ~B, the superoperator Lˆ is
given by
Lˆ =− i
(
Hˆ(t)⊗ I− I⊗ Hˆ(t)T
)
+
∑
µ
γµ
(
Lˆµ ⊗ Lˆ∗µ −
1
2
(
Lˆ†µLˆµ ⊗ I+ I⊗
(
Lˆ†µLˆµ
)∗))
. (A.4)
Vectorization is necessary to allow for easy application of numerical differ-
ential equation solvers, such as those implementing Runge-Kutta algorithms
[160]. Also, in the case where the Hamiltonian is time independent the vec-
torized master equation can be solved directly by exponentiation as
~ρ(t) = eLˆt~ρ(0). (A.5)
While vectorization is necessary to simulate the master equation using
most standard numerical techniques, it limits the dimension of the system
Hilbert space that can be simulated. For a Hilbert space of dimension d, the
density matrix ρ and the Lindblad operators Lˆµ are d×d matrices, while the
vectorized Lindblad generator Lˆ is a d2 × d2 matrix. Therefore, it becomes
difficult to store Lˆ in memory and operate on it at a rate much faster than
it does for either ρ or Lˆµ.
To avoid this problem, a hybrid technique was employed that avoids the
calculation of Lˆ directly. This technique involves a function that given a
vectorized density matrix ~ρ(t), calculates the vectorized derivative ~˙ρ(t) by
the following protocol:
1. Convert ~ρ(t) back to ρ(t) by unstacking its rows.
2. Calculate the derivative ρ˙(t) using equation (A.1).
3. Vectorize the derivative ρ˙(t) and output ~˙ρ(t).
Now, if the numerical differential equation solver is linked to this function it
can calculate ~˙ρ(t) without ever constructing or operating on Lˆ, avoiding the
problems previously discussed. For the work done in this thesis, employing
this technique has allowed for the simulation on a single desktop computer
of time-dependent systems with a Hilbert space dimension of 800.
It is worthwhile to briefly comment on the running time required to calcu-
late the derivative for the fully vectorized algorithm versus the unvectorized
algorithm presented here. In the most naïve implementation, the hardest part
in the calculation for the vectorized algorithm is the multiplication of a d2×d2
matrix by a d2 × 1 vector, for which the running time is O((d2)2) = O(d4).
153
For the unvectorized algorithm, the most computational intensive component
is the matrix multiplication for all d2 components of the sum in the dissipa-
tor, for each of which the running time is O(d3), giving a total running time
of O(d5). However, often the number of distinct Lindblad operators with
nonzero γµ does not scale as O(d2), in which case the running time of the
unvectorized algorithm decreases. A lower bound of O(d3) is achieved for
a constant number of Lindblad operators, as is the case, for example, for a
harmonic oscillator coupled to a bosonic bath.
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