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2Abstract
Replicating the human visual system and cognitive abilities that the brain uses to process the
information it receives is an area of substantial scientific interest. With the prevalence of video
surveillance cameras a portion of this scientific drive has been into providing useful automated
counterparts to human operators. A prominent task in visual surveillance is that of matching
people between disjoint camera views, or re-identification. This allows operators to locate people
of interest, to track people across cameras and can be used as a precursory step to multi-camera
activity analysis. However, due to the contrasting conditions between camera views and their
effects on the appearance of people re-identification is a non-trivial task. This thesis proposes
solutions for reducing the visual ambiguity in observations of people between camera views
This thesis first looks at a method for mitigating the effects on the appearance of people un-
der differing lighting conditions between camera views. This thesis builds on work modelling
inter-camera illumination based on known pairs of images. A Cumulative Brightness Transfer
Function (CBTF) is proposed to estimate the mapping of colour brightness values based on lim-
ited training samples. Unlike previous methods that use a mean-based representation for a set of
training samples, the cumulative nature of the CBTF retains colour information from underrep-
resented samples in the training set. Additionally, the bi-directionality of the mapping function
is explored to try and maximise re-identification accuracy by ensuring samples are accurately
mapped between cameras.
Secondly, an extension is proposed to the CBTF framework that addresses the issue of chang-
ing lighting conditions within a single camera. As the CBTF requires manually labelled training
samples it is limited to static lighting conditions and is less effective if the lighting changes. This
Adaptive CBTF (A-CBTF) differs from previous approaches that either do not consider lighting
change over time, or rely on camera transition time information to update. By utilising contex-
tual information drawn from the background in each camera view, an estimation of the lighting
change within a single camera can be made. This background lighting model allows the map-
ping of colour information back to the original training conditions and thus remove the need for
3retraining.
Thirdly, a novel reformulation of re-identification as a ranking problem is proposed. Previous
methods use a score based on a direct distance measure of set features to form a correct/incorrect
match result. Rather than offering an operator a single outcome, the ranking paradigm is to give
the operator a ranked list of possible matches and allow them to make the final decision. By util-
ising a Support Vector Machine (SVM) ranking method, a weighting on the appearance features
can be learned that capitalises on the fact that not all image features are equally important to
re-identification. Additionally, an Ensemble-RankSVM is proposed to address scalability issues
by separating the training samples into smaller subsets and boosting the trained models.
Finally, the thesis looks at a practical application of the ranking paradigm in a real world ap-
plication. The system encompasses both the re-identification stage and the precursory extraction
and tracking stages to form an aid for CCTV operators. Segmentation and detection are com-
bined to extract relevant information from the video, while several combinations of matching
techniques are combined with temporal priors to form a more comprehensive overall matching
criteria.
The effectiveness of the proposed approaches is tested on datasets obtained from a variety
of challenging environments including offices, apartment buildings, airports and outdoor public
spaces.
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Chapter 1
Introduction
The human visual system is very effective at sorting through the vast quantities of information
that passes through the eyes and extracting useful information from the things that we see. We
draw on many years of implicit training and experience at processing the world around us and
are able to identify objects or people quickly and accurately. A huge amount of effort has been
invested in replicating some of the visual tasks we as humans take for granted using visual sensors
and computing power fueled by the significant rise in the amount of digital video information.
One of the prominent drivers for video-based analytics is that of surveillance, stemmed from the
rise in popularity of Closed Circuit TeleVision (CCTV) cameras. As early as 2002 there were
over 4 million CCTV cameras deployed throughout the UK, with a high concentration (over
400,000) of those active in London [113].
The goals of CCTV installations are often to monitor crowd activity and detect unusual or
unlawful acts. They are commonly located in public spaces, such as town centres or shopping
areas, and transport infrastructure, such as rail stations and airports. The various UK councils and
private companies that operate these cameras employ dedicated staff members in control rooms,
as seen in Figure 1.1, to survey the camera network. However, there is often a huge disparity
between the number of CCTV operators and the number of cameras. Gill et al. [59] noted that
each operator could be responsible for over 90 cameras at a time, with many of the cameras that
cover quieter regions not being monitored at all [58]. Further to this, Green [62] suggested that
operators attention often drops below desirable levels after only 20 minutes.
Due to the sheer scale of the task, only a small portion of the cameras are viewed in real-
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time and much of the CCTV footage is often simply kept as a record or used in post-event
investigation. Because of this, significant work has gone into computer vision research to try
and reduce the scale of the problem. Ideally, vision algorithms could be used to provide a fully
automated aid that advises operators of unlawful acts or points them towards people of interest,
but in reality this is a significant challenge. One of the key tasks in achieving this goal, and the
focus of this thesis, is that of matching people between camera views, or person re-identification.
Figure 1.1: A typical CCTV control room with a few operators monitoring a large number of
cameras. Image from Chelmsford Borough Council [24].
1.1 Person Re-Identification
Person re-identification is the task of forming a correspondence between observations of the same
person in different cameras. Typically this is performed by taking an image (or set of images)
of a person as seen in one camera view and forming a descriptive model that is used to compare
against images of people observed in another camera view or point in time. The aim of which is
to find the correct matching image(s) (Figure 1.2) thus determine the past/present whereabouts
of the person within a set of cameras. An important point to note is that the placement of the
cameras leads to varying distances between the views, some of which can be overlapped. While
methods exist to exploit such overlap [53, 93, 175], the assumption of overlapping views is not
valid for all cases. Instead, this thesis focuses on the more general case of arbitrarily disjoint
camera views, where no overlap is assumed, as this is a applicable to all camera layouts.
The ability to monitor the movement of people between disjoint camera views using re-
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identification is an important precursor to higher level multi-camera vision tasks. By linking
observations through cameras over time operators can determine the path of a given individual
through the network of cameras, allowing them to see where they have been and who they have
interacted with, both important aspects of post-event investigation for example. Not only does it
allow an operator to re-trace the path of a desired individual, it can be used to monitor trends in
crowd movement between cameras that leads to various profiling and anomaly detection tasks,
or even to estimate the relative position of cameras themselves.
Figure 1.2: A conceptual example of re-identification. An observation of a person in one camera
(left) is compared with observations in another camera (right) to try and find a successful match.
One may note that there is some conceptual overlap between the task of person re-identification
and that of person tracking: both require identifying a target individual from a set of potential
observations. However, there are vast differences in the constraints that these two fields operate
on. Tracking is performed on a single camera view and as such it can incorporate many addi-
tional cues that re-identification cannot. Tracking can make use of the fact that the location of
the object within the scene is at some point known, in the previous frame or detection upon en-
tering the view for example, and from this it can reduce the search space to a subset of locations.
The appearance of an object is more stable in a single view than it is between arbitrary camera
views. The angle of the camera relative to the person remains the same, reducing the differences
in object appearance between observations. Changes in the size of an object, due to varying
distance from the camera for example, are more tractable that the difference in size between ob-
servations in several cameras. Lighting within a single camera view can be changeable over time
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and between areas of shadowing or uneven lighting, but the changes to appearance can be less
severe given a sufficient frame rate. Additionally, tracking has the benefit of being able to use a
combination of these factors to mitigate the effects of the others. For example, if a person enters
an area of substantial shadowing altering its appearance we still have some information about the
previous location, trajectory and size of the object from which we can narrow down the search
space.
Person re-identification can be seen as a form of tracking in which the inter-observation
changes are less constrained by the environment. Any two camera views may encompass several
factors that change the appearance of an object: camera settings, differing lighting, distance to
target, resolution and camera angle relative to the object. In addition to this, the spatial and tem-
poral information that tracking benefits from is severely reduced, cameras can be significantly
disjoint with multiple paths between them, making estimation of a persons position a substantial
challenge. When looking for an object over multiple camera views scalability also plays a part,
many more observations are considered increasing the number of similar, yet incorrect observa-
tions one must distinguish between. This highlights another major difference between tracking
and re-identification, that of appearance comparison. In tracking the goal is to find regions of
similar appearance within a view, but in re-identification the goal is to highlight uniqueness of an
observation in order to distinguish it from a set of very similar observations.
1.2 Challenges and Motivation
In order to form a correspondence between persons in different camera views one may look
to popular biometric methods such as face or gait recognition. However, these methods often
require relatively constrained viewing conditions to operate successfully. In a CCTV scenario
one cannot rely on being able to see a person’s face, or accurately measure gait as the cameras
are often poor resolution and placed at arbitrary angles and distances relative to the persons
within the scene. Instead, we are forced to use basic appearance information, like colour and
texture, that are inherently more generic due to their simplicity. While these simple appearance
cues are more applicable, there are many additional factors that effect an person’s appearance,
similarities between people and the fact that scenes are often not closed worlds to consider.
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1.2.1 Appearance Variations
As outlined above, a key problem in re-identification is that the observation conditions between
camera views are often very different, either through changes in angle of observation, the number
of people in the view, objects between a person and the camera, the lighting conditions within the
scene or simply the distance from camera. Each of these factors changes the way that a person
looks in some way or another, and each of these factors can change independently, meaning
that all of the them can change between views. This makes the task of re-identification very
challenging as it involves trying to form correspondences between people that may appear to
look quite different between camera views. The following are the main causes of appearance
change between camera views:
Viewpoint:
The path of people moving through a scene can mean that they walk at different angles relative to
each of the cameras. This has a direct effect on the appearance information that can be obtained
in each camera as their observed pose is often quite different. The ability to see the face is lost
when a person is viewed from the side or rear, measuring walking styles (gait) is challenging
from non-profile views, and the shape of a person is different between front/rear and side views.
Additionally, the clothing that people wear can vary in pattern or colour from front to back, or
have items that are only visible from certain angles, such as ties or backpacks. Figure 1.3 gives
an example of a case where an individual is wearing a jumper with a distinctive pattern on it,
but this pattern is only printed on the front of the jumper and so this texture information is not
available when seen from the side. Because of this loss of information and visual difference
between cameras it is likely that this person could be mistaken for someone who’s clothing is
more homogeneous but similar to the colour/texture of the observation in one of the cameras.
Size:
The distance from the camera also has a drastic effect on the appearance of a person. Objects
which are closer to the camera are captured in much greater detail than those that are further away.
While the rough colour information is retained and people wearing bright clothing may still be
recognisable, those who are wearing less distinctive clothing lose other distinguishing detail. An
example of this can be seen in Figure 1.4, where the difference in resolution between the two
images is caused by a vast contrast in the distance from the camera. This causes the texture of
the man’s top to be degraded to such an extent that he is barely recognisable between the two
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(a) (b)
Figure 1.3: The same person captured in different poses relative to the camera. Note that the
highly textured pattern on the jumper can only be observed from the frontal view (a).
(a) (b)
Figure 1.4: Two images of the same person in the i-LIDS dataset [119] taken from different
camera views, due to the varying distance from the cameras the size (and thus resolution) of the
people is substantially different. The original size of the image on the left (a) is 120x264, while
the right (b) is only 28x47. This is only 4% of the number of pixels of (a) resulting in a huge loss
of detail.
images. To a certain extent this indicates a poor choice of camera placement for a computer
assisted system, but many such CCTV cameras are already in place. Instead one must look to
representations that have some invariance to scale to try and mitigate this difference in resolution.
Occlusion:
Occlusion is where part of an person/object is not visible because there is another person/object
between it and the camera. While this is not much of an issue in uncrowded scenes or datasets
of static images [60] occlusions are frequent in busier scenes like transport stations or public
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(a) (b)
Figure 1.5: Even people who’s appearance is visually distinctive can be difficult to match. While
the person seen in (a) can be easily extracted from the scene, when he reappears in (b) he is
heavily occluded by a group of people, making extraction and thus matching very challenging.
Images extracted from the i-LIDS dataset [119]
spaces. Occlusion presents several problems to re-identification in terms of acquisition, tracking
and appearance modelling for the re-identification step itself. For acquisition, occlusion effects
many algorithm’s ability to actually extract the person from the image, be it grouping in fore-
ground/background segmentation or missed detections in pedestrian detection. Occlusions are
difficult to deal with when tracking a person through a single camera as one must successfully
handle disappearances and merges of people. Misdetection at either the extraction or track-
ing stages means that the person may not even appear in the pool of potential matches at the
re-identification stage. Finally, occlusion hides visual information that could be vital when it
comes to forming a representation of the appearance of a person or performing a comparison.
Figure 1.5(a) shows an un-occluded fairly distinctive individual, while Figure 1.5(b) shows the
same individual under heavy occlusion from two other people. In this case the man may not be
detected/extracted from the second camera view at all or simply grouped in with the other two
people, resulting in either no comparison to make or a comparison based on polluted appearance
data.
Illumination:
The lighting conditions within a camera view are one of the most important contributions to
a person’s appearance, but sadly one of the aspects that are highly likely to change between
views. Indoor and outdoor locations have different types of lighting variation that not only cause
appearance changes between them, also have major effects on the appearance between camera
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(a) (b)
Figure 1.6: The difference in lighting conditions between views has a substantial effect on the
appearance of a person. The low lighting conditions seen in (a) gives the impression that this
person is wearing a black and grey top. However, when the same person is observed in a camera
with brighter lighting (b) it is clear that the top is in fact black and bright red.
views of the same type. Outdoor lighting is directly lit by the Sun and is therefore heavily
effected by the day-night cycle and the weather. On a cloudy day there is less light and so the
colours of objects becomes duller, sunny days give richer colours but often leave some areas
of shadowing which can make an object appear much darker. Additionally, the weather is very
unpredictable and can change dramatically throughout the course of day, meaning that an object’s
appearance within a single camera can change over time. Indoor lighting is generally more stable,
as the actual illumination sources are less likely to change on a short term basis. On the other
hand, indoor lighting is less uniform than outdoor lighting as the light sources are smaller and
localised. Within a given room there may be a selection of overhead lights as well as light
coming in from windows. This variation in light sources causes different areas of the room to
be covered by varying levels of light, an example of this variation could be seen in any room
with spotlighting. The cameras themselves can also have an effect on the perceived illumination
within a scene. Modern cameras often come with a variety of settings which can be changed to
suit the environment that can change over time either due to their dynamic nature, e.g. auto white
balance, or due to situational events like maintenance or hardware resets.
As lighting conditions can vary drastically even within a single view, this effect is com-
pounded over multiple camera views. A person may move from a well lit room, to a dimly lit
room or to an outdoor area, each of which can be completely different and thus the person would
appear to look at least slightly different in each of the views. Figure 1.6 gives an example of this
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in an indoor environment where the colour of a bright red top is affected by the illumination in
one camera such that it appears almost grey. As the appearance of a person is so heavily affected
by light it is important to try and mitigate its effect between camera views in order to perform
successful re-identification.
1.2.2 Inter-Person Similarity
A substantial issue in re-identification is that of distinguishing between similarly dressed people.
This problem becomes more prevalent in busier public spaces where the number of people can
be very large, and as such the likelihood of people with similar appearances is dramatically
increased. Unfortunately for the computer vision community, few people observed in such spaces
wear distinctive clothing such as those seen in Figure 1.5(b). Instead people tend to wear clothing
that is less visually distinctive, as Figure 1.7 demonstrates, such that it can be very challenging
to pick the correct match. This means that in addition to handling variable conditions outlined
in Section 1.2.1, re-identification algorithms need to be able to distinguish between very similar
objects under such conditions.
(a) Cam 1 (b) Cam 2
Figure 1.7: Sample images from the VIPeR dataset [60]. Each of the people captured in Camera 1
(a) re-appear in Camera 2, but the similarity in appearance combined with environmental effects
makes it very challenging to find the correct matches even for a human.
1.2.3 Open World Environments
Ideally, the cameras within a scene would cover all entry and exit points, meaning that once
a person has entered the scene they can be accounted for and must pass through another view
before leaving the scene. Unfortunately, this closed-world scenario is uncommon and in most
cases there are several entry and exit points to a scene, many of which can be outside of camera
view. This introduces an additional level of ambiguity in re-identification in that if a person
leaves a camera view they may never enter one of the other views in the scene.
1.2. Challenges and Motivation 24
1.2.4 Utilising Context
With the combination of appearance variations and inter-person similarity, re-identification algo-
rithms need to draw from more than just the immediate visual information to produce accurate
comparisons. The incorporation of such contextual information can provide the edge. Contextual
information can be drawn from aspects of the scene that have either visual impact on the scene,
or aspects that provide additional information about the relationship between the individual and
the scene.
A common non-visual contextual cue is that of inter-camera transition time. This is the time
it takes for a person to move from one camera view to another, often modelled as a distribution
rather than a single value as people traverse the scene at different speeds. By knowing the distri-
bution of transitions times a prediction can be made about where and when a person is likely to
re-appear, thus reducing the potential search space of visual targets to compare. However, deter-
mining this temporal distribution automatically is not straight forward. In order to find how long
it takes for a person to move from one camera to another you must either be able to re-identify
that person, a chicken and egg scenario, or merely look at the statistical trends in entrances and
exits from each camera [109]. The later of which is limited to low density closed systems, where
there are few areas that people can enter/exit the camera network from. While incorporating such
temporal information undoubtedly can improve results [78], obtaining it for arbitrarily disjoint
camera views, as is a principal of Chapters 3,4 and 5, is not easily obtainable.
Knowledge of scene lighting is contextual information that has a direct visual effect on the
people within the scene. While the complexity of lighting is such that we cannot form an accurate
model of the scene illumination without extensive calibration, approximations of the differences
in lighting levels between views can be utilised to lessen their effect. Using contextual infor-
mation, like the effect on the background, is a vital step to modelling illumination changes over
time, a problem that effects both indoor and outdoor scenes.
An indirect visual cue is that of re-identification by association, using the people in surround-
ing groups to aid re-identification of the person of interest [178]. Incorporating visual information
from people in the immediate vicinity of an individual can be a useful aid to mitigating the ambi-
guity found in matching people of similar appearance. A key challenge with this approach is that
it is hard to differentiate between people who are walking past/next to each other at a given time
and those that are genuinely grouped together and thus more likely to reappear together. Because
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of this, the ability to accurately identify groups of people is key to its success.
1.2.5 Selecting Features
Modelling the appearance of an individual can be done using many different approaches based
on colour, texture, face, motion, size, shape or a combination of descriptors. While a compre-
hensive description will certainly contain more useful information about a persons appearance,
certain elements of the appearance are more distinguishable than others. For example, in an of-
fice environment the tie colour will be more of a distinctive feature than the trousers or shoes.
To this end it can be said that not all features are equally relevant to re-identification. Therefore
it becomes critical to the re-identification process to select a subset of distinctive features that
provide more separation of visually similar individuals. Finding such a subset also allows for
an implicit compensation of inter/intra-camera appearance changes through the invariance of the
features chosen.
1.3 Approach
1.3.1 Mitigating Inter-Camera Illumination
As discussed in Section 1.2.1, the same object observed under separate illumination conditions
can look significantly dissimilar, therefore a core task is mitigating the effect of differing scene
lighting in order to preserve some visual similarity. Ideally, one would like to form a detailed
model of lighting within a scene using knowledge of the lighting types, locations and directions.
However, in the general case such a model would be very challenging to compute as many areas
have multiple light sources and complex time-sensitive shadowing. Instead, an approximation
of lighting change can be obtained from a selection of training pairs can be used to form a
Brightness Transfer Function (BTF) that maps colour values between disjoint cameras based on
the proportions of colour within each sample pair. Of course these training pairs need to be
manually labelled, so to minimise the manual intervention required a Cumulative BTF (CBTF)
[132] is utilised that attempts to retain colour information that is under-represented in the training
samples that can be lost using mean-based representations.
1.3.2 Adapting to Lighting Change Over Time
The ability to update inter-camera illumination models is vital to their practical application as it
is very naı¨ve to assume that the lighting conditions within a camera view will remain constant.
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Cameras based outdoors are effected by the day/night cycle and weather, while indoor cameras
are effected by windows and camera parameters, all of which can change over time. Previous
approaches have either treated the illumination conditions as static [78], used incremental learn-
ing to continuously learn the inter-camera relationship [57], or to simply throw away learned
models when the conditions change and rely on spatial methods to bootstrap the process [26].
However, none of these approaches really handles the problem effectively. Even in the case of
the incremental learning approach, the number of iterations required makes it unsuitable for use
in changing environments.
Instead, this thesis looks to additional contextual information to both monitor the illumination
conditions within a scene and to use this to update the illumination models when it does change.
By looking to the effect that changes in illumination makes on the background objects within a
scene, an estimation of their effect on the foreground is made. To this extent an adaptive version
of the CBTF model (A-CBTF) is formed by using the information gained from the background
to update the learned inter-camera CBTF without the need for retraining, and thus additional
manual labelling [131].
1.3.3 Re-identification by Ranking
Many current re-identification approaches compare observations, obtain a score for this com-
parison, and use this score to determine if the observations are the same person. However, re-
identification is a difficult vision problem and the accuracies of such approaches on complex
datasets from public spaces are low [133]. Because of this the use of methods that give categoric
correct/incorrect answers is questionable. Instead, consider the case where a re-identification
algorithm is used to aid a human, not replace them. In this case, a different approach can be
undertaken that gives the operator the final decision on which observation is the correct match.
Similar to a Google search, and indeed drawing from the text retrieval community [23], this thesis
presents the idea of providing the operator with a ranked list of possible matches. This approach
reduces the amount of time that an operator may take finding an individual, while utilising their
skills to distinguish between the people that the algorithms struggle to separate [133].
Additionally, previous work focuses on defining a feature space that accurately describes
an individuals’ appearance, while providing some invariance to the challenges outlined in Sec-
tion 1.2.1. Few consider that not all of the features contribute equally, some features in a given
representation will have more distinguishing ability than others. To this extent this thesis details
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a method of comparison based on a weighting of the individual features within the feature space
based on training samples. Following the ranking paradigm above, a RankSVM is utilised to
form a observation ranker in a higher dimensional space that allows for greater separation of the
data [133].
1.4 Contribution
The contributions of this thesis to person re-identification over distributed spaces and time are:
1. A cumulative approach to the representation of multiple inter-camera BTFs that attempts
to preserve sparse colour information that is under-represented in the training set, instead
of a mean-based approach that favours the more prevalent colours. Additionally, a bi-
directional approach to person comparison that gives preference to observations whose
colour has been successfully updated using the two CBTF mappings between a camera
pair [132].
2. The CBTF requires a training stage of labelled data and because of this would require
manual intervention when the model needs to be retrained for different lighting conditions.
To this end, an Adaptive-CBTF is proposed that uses the background information to es-
timate changes in the illumination conditions of the foreground [131]. Consequently, the
CBTF can be updated without the need for manual re-training. This differs from previous
approaches that either rely on knowledge of the relative camera placement [26], or try to
interactively build upon potentially incorrect models [57].
3. A novel reformulation of the re-identification problem as a relative ranking problem [133].
Previous approaches perform comparisons based on an absolute distance measure that is
used to decide if a given probe/gallery image pair are in fact the same person, but this relies
on the algorithms in question to be very accurate to actually be of use in a CCTV control
centre. Instead, the proposed ranking method presents an operator with a ranked list of
possible matches allowing them to use their training and intuition to select the correct
correspondence, while reducing the time needed to find the desired individual. The move
to a relative distance measure is key as it adds some tolerance to large intra/inter-class
variation over the direct distance alternatives.
4. A new comparison approach through feature selection using an Ensemble RankSVM [133],
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a novel combination of boosting and SVM within the ranking framework. Previous work
that has looked at feature selection for re-identification has been based on a boosting frame-
work in which each feature is selected independently, despite having overlap between cor-
rect and incorrect matches in the feature space. Instead, an RankSVM approach is utilised
to analyse all feature channels simultaneously to find a ranking function. To further this,
several RankSVM built from subsets of the training data are combined into an Ensemble
RankSVM to reduce the memory overheads and thus scalability.
1.5 Thesis Outline
This thesis is organised into seven chapters as follows:
• Chapter 2 provides an overview of past and current work on the components of person
re-identification, including extraction of relevant information from images, representation
of people for re-identification and matching techniques.
• Chapter 3 provides a detailed explanation of the process for modelling the CBTF. It out-
lines the potential benefit of a cumulative representation of BTFs that makes use of small
training sets with sparse colour information.
• Chapter 4 details a method for adapting the CBTFs from Chapter 3 to new illumination
conditions caused by a change in the lighting or camera settings. In particular, the chap-
ter proposes using some background information to estimate the change in illumination
conditions thus removing the reliance on manual sampling for updating the model.
• Chapter 5 presents a novel relative ranking-based approach to the matching process used
in re-identification, as opposed to the absolute scoring approaches used previously. A
RankSVM approach is selected and justified, with extensions made to this approach to
allow for better memory scaling through the use of an Ensemble RankSVM.
• Chapter 6 outlines a practical implementation of a re-identification system, indicating
some of the major technical challenges associated with real-world data. Using the i-LIDS
[119] dataset as an example of a real environment, this chapter looks at issues like person
extraction, dealing with multiple observations and matching technique, and incorporating
temporal information to reduce the search space. While the illumination change mitigation
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techniques Chapters 3 and 4 are not used in this chapter due to manual overheads, the
RankSVM-based techniques from Chapter 5 incorporated into the framework implicitly
handle some of the lighting changes.
• Chapter 7 concludes the work conducted in this thesis and outlines possible extensions to
some of the ideas and techniques presented.
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Chapter 2
Literature Review
An important precursor to re-identification is to obtain the relevant data from the original images
or video streams. The process of extracting an object from a set of images can be undertaken
through the removal of unwanted image data using segmentation, or directly obtained using
detection. Obtaining features over time, to enrich appearance models or gain spatial information,
also requires tracking of an object as it passes through the scene.
The task of re-identification itself can be broken down into two main tasks: selection of
features and feature comparison. Appearance features are generally selected because they best
represent the visual make up of a person in a way which increases the separability of similar
objects. The process of matching people over camera views is thus reliant on mitigating the
effect of inter-camera appearance changes while maintaining this separability.
2.1 Person Extraction
The initial stage of person re-identification is to actually extract the pedestrians from CCTV
images. This process cannot be treated independently as it has serious ramifications on the infor-
mation that can be obtained to represent an individual. There are two predominant approaches to
this; foreground/background subtraction and pedestrian detection, chosen depending on whether
the re-identification algorithm in question requires pixel-wise extraction or simply a bounding
box. As a single image is often not sufficient to capture the appearance of a person, these meth-
ods can be extended to incorporate additional information over time. Implementation of tracking
enables the use of multiple instances of the persons appearance but is a non-trivial task in itself as
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the appearance of an object may change within a single camera view due to occlusions, lighting
and appearance variation.
2.1.1 Foreground/Background Segmentation
Foreground/Background segmentation is a key initial step for many vision algorithms, as large
portions of the image are often not relevant to the task at hand [19,56,92]. It attempts to classify
each pixel in an image as either belonging to the background or foreground (Figure 2.1). In the
case of re-identification it enables extraction of appearance features from objects within the scene
with reduced noise from the unwanted background pixels. In order to ascertain the regions of the
image that are to be considered foreground, one could start with an image that accurately captures
the background of the scene. In a known scene in which the foreground clutter is minimal one
could simply select an empty frame and use this to represent the background, and subsequently
use a frame differencing method [75].
Figure 2.1: An example of background subtraction, in this case using Rotationally Specific Lo-
cal Binary Patterns (RSLBP) [142] to mitigate the effect of moving background on subtraction.
Images taken from [142].
In many applications this crude approximation may not be sufficient due to persistent fore-
ground clutter or busy scenes. One such approach for background estimation is to take a pixel-
wise median of a set of images [103]. However, Cohen [31] notes that for a given pixel the
background must be visible for at least half the frames, which limits its use in busier scenes.
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Instead he presented a labelling approach, whereby at each pixel location a label indicates which
frame the pixel is to be taken from. Each label combination is given a cost based on pixel la-
bels having spatial and temporal correspondences, with a final optimal labelling obtained using
graph-cuts [15].
Another approach is to perform per-pixel modelling, a commonly used method is based on
the adaptive Gaussian Mixture proposed by Stauffer and Grimson [149]. Their method models
the value of each pixel as a mixture of adaptive Gaussians whose means and variances together
represent multiple alternative background distributions. As the pixel information is updated over
time, consistent pixels can then be incorporated into the background allowing lighting changes
and moving objects to be accounted for. However, this approach can often lead to stationary
foreground objects eventually being treated as background thus contaminating the background
distributions, this requires careful selection of the decay time constant.
Instead of modelling the background on a pixel level Oliver et al. [120] suggest that an
eigenspace method could be used instead. They construct a set of eigenbackgrounds based on
the mean background and its covariance, using Principal Component Analysis (PCA) to reduce
the dimensionality by retaining only the top M eigenvectors. This implicitly removes moving
objects since for a given pixel they are statistically insignificant over time. Oliver et al. suggests
this method is more computationally effective than its GMM counterparts, and that the model
can easily be adapted over time. However, updating PCA is in itself computationally expensive
as discussed by Li et al. [101], who suggest an incremental PCA approach to deal with the update
issue.
Russell et al. [142] noted that previous methods assume that while the background objects
in the scene may move, or foreground objects become background, the background of a scene
settles and is not constantly in motion. Their counter example to this was moving leaves and
branches in the wind, which both obscure people and are non-stationary. Russell et al. [142]
noted that the per-pixel methods like Stauffer and Grimson’s [149] lack the pixel connectivity
to model such movement, while subspace methods like [120] could not cope with local areas
of independent stochastic motion as they consider the variance over the whole scene. Instead,
they define an intermediate representation of connectivity, a Rotationally Specific Local Binary
Pattern (RSLBP), to model localised regions of textured motion. While their results show impres-
sive detections of pedestrians occluded by moving leaves (Figure 2.1), the segmentation masks
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actually include the pixels corresponding to the leaves themselves, meaning that an appearance
model drawn from this segmentation would in fact be polluted by them.
Other common alternatives are methods based on motion features like Lucas and Kanade’s
work on optical flow [106], an example of which can be seen in Mittal and Paragios’ work [114].
Here the authors use a hybrid kernel density approach, utilising a combination of optical flow es-
timation and normalised colour channels. Their method handled changes in lighting and weather
as well as recurring movements like ocean waves by modelling the motion features.
Another consideration to segmentation is that of the affect of shadows on segmentation re-
sults, often erroneously being incorporated into foreground regions. Shadows can be caused
by a variety of illumination conditions, such as the number of lighting sources and the inten-
sity of light. The angle of camera relative to the light source can also affect the shadowing
severity. Shadowing is particularly occurrent in outdoor scenes where bright sunlight can can
cause strong, time varying shadowing. In order to perform an accurate segmentation of a scene
shadow removal techniques can be incorporated. Invariant colour models are often used to iden-
tify shadow regions [25,143,156], some methods also use edges and edge strength [12,143,168].
Salvador et al. [143] use a combination of colour models and edges, finding darker regions using
a luminance sensitive colour space and removing them from object edges found in a photomet-
ric invariant colour space. Chen and Aggarwal [25] also make use of some spatial logic, using
log-polar coordinates to looks specifically for pedestrian shadows based at the feet and combine
this with colour and texture information to identify and remove the shadows. Shadow removal
techniques have not been used in the technical chapters of this thesis, mainly due to predomi-
nantly indoor scenes where segmentation was relatively accurate without, but could still be used
to increase the segmentation accuracy.
While separating the foreground and background allows potentially less relevant information
to be ignored it does not take into consideration the task-specific usefulness of each of the re-
gions that are deemed to be foreground. Using a segmentation algorithm gives no indication of
the types of objects described by the moving region, it might be assumed that they are people. In
fact scenes will often contain other less relevant moving objects such as cars, trains and luggage,
and categorising these observations is a non-trivial task in itself. By its nature segmentation
is less useful in busier scenes as people can often be grouped into single moving regions that
are difficult to separate using the segmentation results alone. Instead, one may wish to focus on
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searching specifically for people within a scene by employing object detection, thus further refin-
ing the classification of relevant and irrelevant information. Additionally, foreground/background
segmentation alone is limited in that it provides no temporal continuity between the foreground
regions, and it is here that further methods must be incorporated to provide a richer representation
for tasks like tracking.
2.1.2 Person Detection Techniques
In contrast to the foreground/background segmentation approaches above, object detection does
not try to separate objects by retaining and updating knowledge about the background appear-
ance. Instead it is based on modelling the appearance of the type of object one is looking for,
in this case humans, and searching through an image for a region that has some similarity with
the appearance model as can be seen in Figure 2.2. An early example of this style of approach
can be seen in [135], where a HSV colour model was used to describe skin tone for detection
within a tracking framework. Alternatively, a rigid template approach was adopted by Papageor-
giou et al. [123], in which they use an over-complete selection of coefficients based on Haar
wavelets [110] to capture the intensity gradients throughout the image. They note that by nor-
malising and averaging the coefficients over a large training sample, the random patterns will
average out at roughly 1, while those that have a value much higher than 1 correspond to sig-
nificant patterns in the dataset. These significant patterns are kept and form a set of spatially
constrained templates for which a Support Vector Machine (SVM) classifier is trained. Samples
are then collected using a sliding window approach, and assigned a classification score using the
SVM.
Viola and Jones’ [162] work is a similar approach that uses a set of rectangular filters with
Adaboost [50] to select a subset of features. The choice of rectangular filters over the more
detailed steerable filters [63] enables them to speed up the feature extraction process using their
Integral Image representation. At each (x,y) location in the integral image one stores the sum of
all the values above and to the left of (x,y), inclusive, allowing very rapid extraction of rectangular
regions. By using this approach they collect a set of 180,000 features over a training sample
and use AdaBoost to create a final classifier from a feature subset based on weak classification
performance. They later extended this approach [163] to include motion information, as a form
of short term tracking, to enforce some temporal consistency on detections, thus reducing the
false positive rate.
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Instead of using a set of filters, Dalal and Triggs [33] break the image down into grids of
gradients, which they show to greatly improve on the results of filter-based methods. The image
is subdivided into smaller regions called cells, and for each cell they compute a gradient based
representation called Histogram of Oriented Gradients (HOG), formed by modelling the distri-
bution of intensity gradients within each local region. In order to reduce the effect of shadowing
in an image they perform some local contrast normalisation within larger subregions or blocks.
These blocks then form the basis of the HOG descriptor, which is then used to search the image
at varying scales using a sliding window and SVM classifier [81].
Felzenszwalb et al. [42] extended this approach by coupling a coarse root filter with a decom-
position of the object into several higher resolution part-based filters, each with a relative spatial
constraint. as illustrated in Figure 2.2. In addition noting that the 36-dimension HOG descriptor
in [33] contains redundant information, they apply PCA to reduce the dimensionality and hence
computation time. In order to address the issue of selecting training samples for the SVM (it is
easy to extract thousands of negative samples from a single image, but many will be redundant)
they formulate a margin-sensitive method for data-mining hard examples to more effectively train
their latent-SVM classifier. Coupled with a post processing stage to form a bounding box from
the root and part detections, this approach can be considered state of the art in terms of results on
published datasets like PASCAL [38, 40].
An issue that the above methods do not take into consideration is that of extracting the fore-
ground pixels from the detection window. A bounding box is useful for searching for objects
within a scene, but one often wishes to perform further processing on the object pixels with-
out the influence of the background. One could consider a crude segmentation of data within a
bounding box by simply removing the outermost pixels, leaving a rectangle or circular region,
and relying on the assumption that the pixels nearer the centre of the detection window are more
likely to belong to the foreground region. However, it is difficult to strike a balance between
including too much background and losing too much of the foreground information. Lin and
Davis [102] attempt to tackle this segmentation issue without knowledge of the background ap-
pearance, as is required in many of the methods outlined in Section 2.1.1. They collect a tree
of partial poses for each of the body parts (head, torso, upper legs and lower legs) from a set
of synthesised silhouettes, allowing for several degrees of freedom of movement. They form a
hierarchical pose tree using a set of real human silhouettes to tune the branching parameters on
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Figure 2.2: Top: example pedestrian detections using Felzenszwalb et al.’s [42] part based de-
tector. Bottom: root filter (based on Dalal and Triggs’ HOG [33]), part filters and location
distributions, respectively. Image from Felzenszwalb et al. [42].
a greedy basis. Detections are based on a sliding window using texture features (similar to those
in [33]) and an SVM classifier. For each detection they find the optimal path through the pose
tree resulting in a best fit pose estimation. The synthesised pose silhouette built from the tree can
then be directly used as a template for foreground extraction.
Recently, Farenzena et al. [41] used a customised version of the part based structure elements
(STEL) component analysis (SCA) [84] to perform segmentation. The STEL model captures un-
derlying structural information common in a class of images using weighted probabilistic index
map (PIM) [83] components, and is used to divide the pixels into two groups, corresponding
to the foreground and background. Farenzena et al. [41] train this model using a database of
pedestrian images and applies it to datasets possessing pre-extracted bounding boxes. While this
is similar in concept to the results of a pedestrian detection algorithm, it is unclear how sensitive
the STEL method would be to imperfect localisation or the occlusions that tend to occur during
actual pedestrian detection, as it is based on hand selected training samples. Either way, the re-
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sults reported in both papers indicate its effectiveness at removing background, which while not
perfect, are impressive and as such could be incorporated into re-identification methods to reduce
the background information incorporated into the appearance models.
Ferrari et al. [45] also attempt to address the segmentation from detection problem in a pose
estimation framework without the need of a trained model. Initial location uses an upper body
detector based on [33], and this region of interest is then expanded to compensate for placement
of the arms, and to a certain extent the legs. They use prior knowledge of the likely placement
of body-parts to initialise colour models for foreground and background segmentation using the
Grabcut technique of [139]. The qualitative results presented in their work are not as impressive
as those in [102], however the authors state the method to be deliberately conservative, since
losing body-parts would reduce the effectiveness of their subsequent post estimator.
While the detection based approaches extract regions from the scene directed by an appear-
ance model, the disadvantage they have over foreground/background subtraction methods is that
they require regions to have a certain level of similarity to the original appearance model. In
order to train such a model, a single image would not cover any object variation, such as pose
and scale changes. Instead, methods require much larger training sets such as those used in the
PASCAL detection challenge [40], where hundreds of hand labeled examples are used to build
the models. This requirement for a number of hand-labelled training samples means that training
a detector for new objects or objects in different poses requires substantial human effort. An ad-
ditional issue with detection is that localisation of objects becomes very difficult in busier scenes
where problems like inter-object occlusions become more prevalent or in scenes where the reso-
lution of the people is too low for the detector to function correctly. In these cases one can revert
back to segmentation-based methods, using them as a crude detector by treating each region of
foreground as a person/people. Segmentation can also be used as a precursor to detection in that
the detector can be applied only to the foreground regions resulting in lower computational cost
in the detection step and implicit removal of background information from the detection results.
As with the foreground/background segmentation methods outlined in Section 2.1.1 detection
methods alone do not impose temporal consistency on observations to enhance the information
gained from video frames. Linking observations temporally within a single camera is a key step
towards minimising the search space for multi-camera tasks. Without grouping detections over
time, each must be treated as a separate object, thus complicating the task of re-identification.
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2.1.3 Person Tracking Techniques
Tracking enables the temporal correlation of observations within a single camera environment
through the use of motion [16] and/or appearance modelling [6, 87, 92, 148, 174]. Grouping
observations through tracking in this manner is a necessary precursor to re-identification, as it
reduces the space of inter-camera hypotheses, while enabling more complete appearance models
to be created using multiple images. It differs from re-identification in that the assumptions of
tracking within a single camera: small changes in appearance, shape, location between frames,
do not scale to that of multiple disjoint cameras. However, tracking itself is a non-trivial task,
especially in crowded scenes where each object must be tracked through appearance changes and
occlusions. A survey of common tracking techniques can be found in Yilmaz et al. [169].
One potential tracking approach is to represent the object simply as a blob of connected
pixels, then incorporate a Kalman filter [16] to estimate the motion over time using state-based
estimation in which the state of a linear system is estimated using a prediction and correction step
at each frame. Later works [6, 21, 169] have suggested that the Kalman filter is too restrictive
in that it always assumes a Gaussian distribution of the state, and they suggest that particle
filtering is a more effective way to track objects based on sets of points [6]. While both of these
approaches work reasonably well in single camera tracking, they are not suitable for expansion
into in re-identification. They rely on frame-wise temporal continuity, i.e. measurable changes in
appearance or position over small time gaps, whereas re-identification takes place over arbitrarily
disjoint camera views.
Instead of attempting to track a point or set of points as in the methods above, Comaniciu
et al. [32] represent the object as a normalised histogram of colour taken from the initial re-
gion (a ellipsoid) in the image. The colour information extracted from the region of interest is
weighted towards the centre using a spatial kernel. In order to track the object in subsequent
frames the mean-shift [28] algorithm is employed as shown in Figure 2.3. It takes the initial
position from the previous frame and iteratively maximises the similarity of colour density of the
regions around the initial hypotheses until convergence is achieved. Colour appearance models
like this are better suited for extension to re-identification, as described in Section 2.2, but the
localised search using mean shift is not. It relies on the prior location knowledge gained from
the previous frame for inter-frame correspondence, and while inter-camera transition time can in
certain cases be estimated, it is not accurate enough to perform such tracking.
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Figure 2.3: Non-consecutive sample frames from a person tracker using centre-weighted colour
information and the Mean-Shift algorithm. An appearance model allows the person to be tracked
based on small intra-camera movements between frames, this requirement limits its application
to the more general re-identification case. Image from [32].
The approaches above concentrate on tracking a single object as it moves through a scene.
In order to extend this to more general usage one must track multiple objects simultaneously.
While multiple instantiation or extensions of the above methods, like [73] for particle filtering,
can perform this to a certain degree one must consider that multiple objects in a camera view are
likely to overlap. For a system to function effectively a method for handling such occlusion must
be incorporated, and this has been the focus of many recent works. Marcenaro et al. [111] use a
Kalman filter and a shape matching algorithm to distinguish people. Khan et al. [92] use colour
to try and separate passing people by their differing visual appearance. Bazzani et al. [9] extend
this method by employing an online feature selection method to pick out the most distinguishing
features between two overlapping tracks. Chang et al. [22] actually make use of overlapping
cameras to recover occlusions but as stated previously, camera overlap is an unreasonable as-
sumption in the general mutli-camera scenario.
The effect of illumination, as variation within a scene, or the effects of shadowing can cause
tracking methods to drift away from the correct correspondences. The effects of shadows have
been discussed in [130] along with a comparison of shadow removal techniques. In terms of
mitigating the lighting variation within a scene several recent approaches include; modelling il-
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lumination changes within a camera [87, 148], and adaptively updating appearance models on
the fly [138, 174]. This is a common problem across many computer vision tasks and is partic-
ularly important in re-identification where lighting conditions between camera sites are hugely
variable. The difference among these methods and the re-identification based methods described
in Section 2.3.1 is the severity of illumination change between observations, with intra-camera
being more gradual and inter-camera very abrupt.
In general, tracking objects within a camera view relies on there being only small differences
between consecutive observations, and using this knowledge to find and identify the same person
in the next frame. As the scenarios in which tracking takes place become more complex; such
as dynamic backgrounds, multiple targets, varying lighting and object occlusions, the problem
becomes very challenging. In these cases the localisation of the objects by motion and/or appear-
ance must deal with multiple hypotheses and larger changes in object appearance, but these are
still confined to local changes as opposed to potentially uncorrelated changes that occur in multi-
camera environments. For this reason, a different set of descriptors and matching methods must
be employed for re-identification tasks that are able to mitigate the effect of severe appearance
changes, like those found in different lighting conditions.
2.2 Features Descriptors for Person Re-Identification
In order to describe the appearance of a person such that it may be re-identified in another camera
view careful consideration must be taken as to the selection of suitable features. They must
be able to distinguish between similar people, but also mitigate the effect of the inter-camera
appearance changes outlined in Section 1.2.1. Such visual feature descriptors can generally be
grouped into two main categories: static and dynamic. Static features are those that can be
obtained from a single observation, capturing the immediate visual information such as colour [1,
13,26,56,68,71,77,78,80,91,164] or texture [61,65,74,90] and are often combined with spatial
cues [7, 55, 122, 165] to localise this information. Dynamic features require several observation
frames and generally capture the way a person moved through a camera view, and this is the
foundation of the biometric Gait [94, 127, 171, 175].
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2.2.1 Colour
Colour is an obvious choice for appearance representation in any vision system as it directly
contributes to the way we as humans interpret the world around us. For person re-identification
algorithms it is an important cue as it covers considerable variation since people wear a wide
variety of clothing. It does not require a specific view angle, as the dominant colours of cloth-
ing tend to be similar from front and back views, and remains useful even at lower resolutions
or at range. Because of this many different colour spaces have been used in pedestrian rep-
resentations. The standard RGB colour space has been employed in various re-identification
works [1, 26, 56, 77, 78, 131, 132]. Several variations on the RGB colour space have also been
tried. Hahnel et al. [65] combined the RGB channels with a luminance channel calculated from
the R, G and B components and related this to a chrominance histogram comprised of normalised
R, G and B components, thus removing the intensity information. Note that only two of the
normalised channels (red and green) were kept as the third is redundant due to the combined
normalisation. Their matching results suggested that the normalisation of the channels reduced
the recognition performance marginally on a single camera experiment. Wang et al. [164] im-
plemented a variation of this by combining the normalised RG values with intensity information,
RGI, and hint that this combination of colour information is more robust to single camera light-
ing changes than RGB alone. However, their conclusions are based on qualitative evaluation of
tracking results and as the intensity changes may be more distinctive between cameras it may not
yield any benefit in the case of re-identification.
Other common derivatives of RGB have also been used in many re-identification and track-
ing approaches. Chrominance information in the form of the U and V channels from YUV space
were selected to remove the luminance information in order to reduce the effect of varying illu-
mination [80]. This work suggested that the removal of the Y component increases the accuracy
and that it marginally outperforms RGB-based matching when using simplistic histogram com-
parison techniques. However, previous uses of the YUV space contradict the removal of the
luminance channel by showing that matching based on YUV space actually outperforms that of
UV space over multiple cameras [85], indicating that the luminance information still contributes
to discriminability.
Conversion of the RGB space to Hue, Saturation and Value (HSV) or Lightness (HSL) are
other common place colour representations [1, 13, 68, 71, 91]. Black et al. [13] use a fairly
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coarse quantisation of the HSL space in order to balance colour information with a reduction
in illumination variance, but no comparison is given between this and other colour spaces. Alahi
et al. [1] compared RGB and HSV represented using several sets of histogram bin sizes, some
with equal weighting on the three HSV channels (64 bins each) and some that have a coarser
quantisation on the S and V channels (16 bins for H, 4 for S and 4 for V). Their results suggest
that placing a coarser quantisation on the S and V bins actually lowers the overall performance
and that RGB actually slightly outperforms the HSV based method. Hahnel et al. [65] made
use of the Colour Structure Descriptor (CSD) defined in the MPEG-7 standard [29]. This uses a
colour space in which lower saturations are coarsely quantised in the hue channel placing more
value on their luminance information [65], but this favours brighter shades that are less common
in CCTV images.
Other re-identification methods have made use of colour spaces based on subjective hu-
man visual responses to colour, such as the Munsell colour system [116]. Bowden and Kaew-
TraKulPong [14] gave a comparison of RGB, HSL and consensus-conversion of Munsell Colour
Space (CCCM) [151] which is a sparse quantisation of RGB space into 11 colours. They reported
that the CCCM outperformed RGB and HSL within a single camera view and was on a par with
HSL over multiple camera views. They considered that RGB was unlikely to perform well with-
out some form of colour calibration in the cameras. This point was later echoed by Gilbert and
Bowden [56] who used CCCM to bootstrap an RGB calibration method as they found it to be
more accurate from the outset, but they noted that the calibrated RGB was much more accurate
than the initial CCCM approach.
Piccardi and Cheng [128] proposed a more complex colour quantisation scheme aimed at
reducing the size of the colour space in order to combat illumination changes between cameras.
To do this an object’s appearance is converted from RGB colour space into what the authors call
major colours by raster scanning the foreground object and applying a threshold to each nor-
malised colour channel in increments of 0.01. A Major Colour Spectrum Histogram (MCSH) of
the colour occurrence frequencies is then created from the foreground image pixels. The propor-
tion of a certain colour appearing in an object can be calculated by normalising the frequency of
occurrence of the colour by the total frequency of occurrence. The similarity between objects A
and B can be calculated by comparing each colour in A against all other colours in B. A good
colour match consists of a similar colour with a similar normalised frequency. A good overall
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match between two objects is one in which the difference between the lowest and highest colour
match scores is small and the lowest colour match is above a pre-defined threshold. However, the
appearance of people changes between views and without any process to adapt to this the major
colour approach may tend towards similar incorrect matches whose MCSH is closer to that of
the original image. Farenzena et al. [41] adopt a similarly principled quantisation based on Max-
imally Stable Colour Regions (MSCR) [47], whose stability is based on regions that are retained
under several threshold values. This method achieves some invariance to transformations of the
colour regions, but not the inter-camera lighting changes.
Colour is the most prominent of the features extracted in re-identification works [1, 13, 26,
56, 68, 71, 77, 78, 80, 91, 131, 132, 164]. Apart from being more distinctive than any other fea-
tures [61, 65] it gains some invariance to scale and orientation when stored in a histograms
form [152]. It can even be extracted in low resolution images, where more complex representa-
tions like face, gait and even textural information become severely degraded. However, colour
is effected heavily by differing illumination conditions, common between camera views [78],
and to combat this some form of normalisation or illumination modelling must be considered to
improve performance. Additionally, colour based methods fail to utilise any textural or spatial
information contained within an object, such as the texture of the clothing or the layout of the
colours themselves. Incorporating this information should provide a measure to further distin-
guish between observations whose colour histograms are otherwise similar.
2.2.2 Texture
While colour represents the overall chromatic appearance of an individual the gradient of inten-
sities can provide further detail about them. The gradient information can be used in order to
distinguish people by the patterns present in their clothing that make them stand out from others
wearing similar coloured clothing. Hahnel et al. [65] compare several different frequency-based
texture features. The first is the 2D Quadrature Mirror Filter (QMF), a signal filter based ap-
proach using an image split into low vertical, horizontal and diagonal spatial frequencies. The
second is Oriented Gaussian Derivatives (OGD), as used in [166], that uses a steerable Gaus-
sian filter. Then the Homogeneous Texture Descriptor (HTD) defined in MPEG-7 standard [29]
that uses Gabor filters [46] in the frequency domain. Finally the Edge Histogram Descriptor
(EHD), which consists of a histogram to describe five different classes of edge: 45◦diagonal,
135◦diagonal, vertical, horizontal and undirected edges. Of these methods they found that the
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QMF and OGD performed poorly over multiple cameras, with the HTD providing the greatest
matching rate, possibly due to its invariance to intensity changes [137] that are commonly present
between views.
Haritaoglu et al. [74] opt for a combination of grey-scale texture and a gait-like represen-
tation in what they call the textural temporal template. The texture component of this template
is calculated by recording grey-scale medians of all the foreground pixels, relative to the cen-
tre pf the object detection, over time. Likewise, the shape information image is computed by
incrementing each pixel bin relative to the object centre if it is deemed foreground. The shape
information image can then be used as a normalised probability map for comparisons of texture
information. This method has the potential to reduce the effect of illumination and colour value
differences between cameras and although it relies on single pose, and a set of poses could be
learned for use over different cameras, it would still be difficult to achieve this exhaustively.
Edges have been incorporated into several other multi-camera works. Shan et al. [146, 147]
use edges to model the appearance of vehicles in a multi-camera tracking scenario. Upon ob-
taining the edge detection results for two segmented vehicle observations, they use an Iterative
Closest Point (ICP)-based edge alignment method [54] to map both observations onto a common
coordinate system. From here the edge maps are compared using a set of six metrics based on
distances, angular differences and magnitudes. This approach is well suited to rigid objects like
vehicles, but finding pixel-wise edge matches in deformable objects like humans would be sub-
stantially more challenging. To solve this Kang et al. [90] use a polar based representation to
describe the edges for human re-identification. After edge detection each of the radial bins in
the polar representation is populated with the number of edge pixels in that region of the edge
image. The resulting bin values are then normalised to ensure scale and translation invariance,
but the effect of deformation and rotation between observations may present issues for the polar
representation.
Gray et al. [61] draw from some of the object detection work to incorporate texture features
into their representation. They use convolution based methods comprising filters designed to
identify gradient change across manually extracted bounding boxes. They apply two types of
filter to the luminance channel: Gabor filters [46], to detect horizontal and vertical lines, and
Schmid filters [144], to detect circular gradient change. This gives a rich selection of edge, line
and circular gradient features that they prune using Adaboost.
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Using texture alone may not necessarily capture enough variance between individuals, which
is crucial to the task of re-identification. Instead it is often complemented with the broader chro-
maticity information contained in many colour representations. For example, in Gray’s work
mentioned previously they combine their texture information with several different colour spaces
in an attempt to create a richer descriptor. Although no results are presented using texture alone,
as they amalgamate several colour and texture channels, they suggest that texture is better suited
as an accompaniment to colour not a substitute for it. This sentiment is echoed in Hahnel et
al.’s [65] work where they found that the combination of colour and texture-based descriptors
led only to a minor improvement in matching results. These works highlight the fact that while
conceptually including gradient information to capture the textures in clothing, by itself it lacks
the ability to distinguish between persons in the same way that colour does and should be con-
sidered as an additional not stand-alone feature representation.
2.2.3 Incorporating Spatial Information
Colour and texture capture the overall appearance of a person but often have to be constrained
to regions otherwise they become too generalised. Including spatial information through size,
models of the shape of the body, or simpler localised regions has the advantage of being able
to distinguish between people wearing similar clothing, as can often happen in a surveillance
setting like an airport, shop or railway station.
Some issues with shape and size descriptors are that they are affected by the fact that humans
are deformable objects, that the size of observed objects can be very different between camera
views and that lighting effects like shadowing can cause erroneous shape information. Despite
these drawbacks Hu et al. [69] use a person’s principal axis as a height measure, based on some
knowledge of the camera’s spatial arrangement. By obtaining a vertical projection histogram
from each foreground blob the authors are able to discriminate between vehicles (more uniform
histograms), people (single peak histograms) and groups of people (multiple peak histograms).
To distinguish individuals in a group, each person can be obtained by identifying the highest
peak above a height threshold between two troughs, below another set height threshold. Least
median of squares is used to calculate the principal axis by minimising the median of squared
horizontal distances of foreground pixels from a vertical axis. Using the ground point of the
object, obtained by taking the lower intersection of the bounding box and the principal axis, a
homography can then be learned and hence the world coordinates of overlapping areas of the
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camera views. However, they are still assuming the existence of camera overlap, that the ground
is planar and the use of a single line is sufficient to distinguish between individuals for object
comparison, considering the variation in human height is likely to be less than that of clothing
colour for example.
Gheissari et al. [55] couple a dynamic shape model with dynamic colour regions similar
to [7, 165] but extend the method over multiple cameras. The objective of their work is to pro-
duce an object descriptor for use in surveillance tagging that is invariant to pose, illumination and
encompasses the effects of non-rigid items of clothing. The first step in obtaining their colour re-
gions is to over-segment the colour image into similar colour zones over 10 frames to reduce the
influence of wrinkles in clothing during movement. Sobel edge detection and Gaussian smooth-
ing are applied to the grey scale version of the image, then the Watershed transformation [161] is
used to segment the image. Once a set of over-segmented images have been captured over time,
spatial and temporal edges are defined within an image and over the set of images respectively.
A frequency image is then produced to find the strength of edges. Lower strength edges can
then be used to merge colour areas while high strength edges remain to form the final colour
segmentation. The major spatial regions of the body can then be calculated by using a top-down
decomposable triangular graph [3] containing a set number of ordered triangles (Figure 2.4). The
major edges of this graph are adjusted so they minimise the distance from the image segments.
Comparison of objects can easily be performed by comparing the histograms of each of the or-
dered triangles. However, the structure of this graph is limited by view angle as the triangular
graph would be difficult to accurately recreate from a non-frontal pose.
Active Shape Models (ASM) are combined with colour in [122] to tag targets across cameras.
The authors use varying weights for both the shape and colour features to find the best descriptor.
Vehicle matching has also been performed using shape as a main descriptor [170], but this work
uses a static shape model based on edge maps and ignores colour. Shan et al. [170] show low
error rates in object matching but the view variations they choose are very similar in angle and
the effectiveness of this method over wider angles of change is questionable.
Many of the colour and texture-based methods use a histogram representation as this main-
tains some invariance to scale and pose [152]. However, by using a single-histogram representa-
tion of an individual the the spatial relationship between areas of colour/texture is lost. Thus it
is feasible that a person wearing a blue shirt and black trousers could be mistaken for someone
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Figure 2.4: Ordered triangular graph spatial representation used in [55]. Provides a detailed
spatial description of a person (minus the arms), but is potentially limited to front/back views.
Image from [55].
wearing a black shirt and blue trousers or vice versa. The simplest way to describe the spatial lay-
out of appearance features is to use a set of rectangles [36]. A more pedestrian-specific approach
is to separate the body into regions relating to the head, torso and legs [41]. Gray et al. [61]
note that pedestrians can be viewed from any azimuth and they forego segmentation along the
horizontal axis by representing objects using horizontal strips.
Alahi et al. [2] expand on this by using a coarse to fine rectangular representation. Their
method encapsulates appearance as a set of progressively decomposed rectangular regions. The
top level is a single region covering the entire bounding box, the next has four equal size regions
then nine and sixteen (2× 2, 3× 3 and 4× 4 respectively) [1]. During the matching process
they only compare the regions which have a similarity above a certain threshold. This enables
them to remove some of the background pixels that are often found within the bounding box and
potentially reduce the effect of object occlusions.
Kang et al. [88] forego rectangular representation for a set of concentric circles that they
later update to a multi-polar representation [90], in which has been shown to be invariant to both
scale changes and 2D rigid transform [30]. Upon obtaining a foreground region of interest they
encompass it in the smallest circle that can contain the whole region. Several control points are
defined on the circumference of the circle and from each of these they propagate out a set of
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concentric circles. Each of these circles becomes one spatial bin in which the colour of the object
is used to model its appearance as seen in Figure 2.5. While the invariance to scale changes has
its obvious advantages, this polar representation may be more susceptible to view angle changes
as its binning structure does not allow for moderate rotations in the same way that the rectangular
structures do.
Figure 2.5: Polar alternative to rectangular spatial representation [88]. It reduces scale and 2D
rigid transform variance, but rotations around the principal axis can cause parts of the body to
move between bins. Image from [88].
In order to alleviate the effect of view angle on these spatial models Gandhi et al. [53] pro-
posed a Panoramic Appearance Map (PAM) to model colour distribution. By observing an object
simultaneously in four cameras they are able to map the coordinates of the pixels in each camera
view into a global coordinate system. From this they approximate the shape of a person using
a cylinder made up of discretised bins for elevation and azimuth. Each of these bins contains
the mean colour appearance and the number of pixels counted, which is additionally used as
a confidence measure. Although the method produces promising results, the authors note that
the observed colour from each camera maybe different, due to varying illumination, which are
not considered in their model. Additionally, this approach requires multiple overlapping views
capturing the person from all angles, which limits its practical application.
A graph-based approach is described in [7] that models objects as nodes of colour or Region
Adjacency Graphs (RAG). The objective is to maintain the objects appearance in terms of the
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layout of the colours to provide a more descriptive representation than a colour histogram. They
suggest this can lead to the reduced need for background subtraction when tracking an object with
a PTZ camera. The Hough transform followed by local maxima calculations are used to extract
the colour regions of the object. Each region can be described by its mean colour, region area, and
percentage-fill within its bounding box, which can then be used to calculate similarity between
regions. Vectors connect the centres of each region within an object to form the RAG. This
method allows objects to be tracked in a single moving/zooming PTZ camera since the regions
can be compared without background subtraction after an initial descriptor has been built.
2.2.4 Face
As camera resolution and computation speed increase many researchers turn to more sophisti-
cated biometrics to describe humans in an effort to discriminate between similar appearances.
As such, face recognition is a well established approach for person re-identification, and general
surveys of common face recognition techniques can be found in [51,155,176,180]. A simple yet
intuitive approach to face recognition is that of template matching with comparisons made using
cross correlation [17]. Another popular approach is that of Eigenfaces [158, 159] in which PCA
is used to form a representation of the face based on the variance of the data, which has later
been extended by decomposing the main regions of the face into major components like eyes,
nose, face and mouth [125]. Machine learning techniques such as Neural Networks (NN) [97]
and Support Vector Machines (SVM) [64,126] have been used to train classifiers on sets of facial
observations.
As with many of the appearance representations outlined in previous sections, face recogni-
tion techniques are susceptible to illumination changes caused by differing lighting conditions
upon image acquisition. A general survey of lighting change mitigation techniques can be found
in [140, 180], but the approaches can be broken down into three main topics: invariant fea-
tures [136], normalisation [167,177], and modelling the inter-observation variation [37,167]. In
addition to these general weaknesses the unfortunate disadvantage with respect to CCTV-based
imaging is that the face is often either not visible, due to occlusions or the pose of the observed
individual, or are observed at insufficient quality due to low resolution sensors or the distance
from the camera. This means that facial recognition-based re-identification methods are better
suited to scenarios in which the camera placement was specifically designed to counter these
effects and not the general CCTV scenario considered in this thesis.
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2.2.5 Motion and Gait
Aside from the obvious visual attributes like colour and texture mentioned above, a person can
also be characterised by their movements. The biometric Gait is the pattern of motion of the
limbs of an animal, or in this context a human, as they walk or run across flat ground. It is
an appearance cue that has been shown in cognitive science to be useful in the recognition of
others [104, 150]. One approach to modelling an individual’s gait is proposed by Phillips et
al. [127]. They extract the silhouette over several video frames and analyse the periodicity to
extract roughly one stride. The gallery and probe sequences are then compared on a frame-
wise basis. Kim et al. [94] expand on this approach by incorporating an ASM to capture the
locomotion of the selected individual. The ASM allows them to model the shape parameters
over time and reduces the effect of shadows in the silhouette extraction process while increasing
overall recognition rates.
Instead of a sequence of gait templates, Han and Bhanu [66] take a different approach by
modelling the motion over time in a single image template. This Gait Energy Image (GEI) is
formed by normalising and aligning a sequence of silhouettes and assigning each pixel value
in the GEI the number of images in the sequence for which that pixel is a foreground pixel
(Figure 2.6). Dimensionality reduction is then performed using a combination of Principal Com-
ponent Analysis (PCA) and Multiple Discriminant Analysis (MDA) [70] and classification per-
formed based on a combination of real and synthetic GEI extracted from the original sequences.
Yu et al. [171] and Bashir et al. [8] have also demonstrated that the GEI technique can be used
to recognise people even when their appearance, both visual and locomotive, are changed by
wearing a coat or carrying a bag, a feat which would certainly prove challenging if using other
visual cues like colour or texture.
Figure 2.6: Aligned silhouette frames from walking sequences. Far right is the combined Gait
Energy Image (GEI) [66]. Human locomotion (Gait) can be a good identifier, but is limited by
narrow viewing angle and accurate segmentations. Image from [66].
2.3. Utilising Contextual Information 51
As both gait and face have been found to be successful methods by which to identify peo-
ple, Shakhnarovich et al. [145] attempt to combine the two. In their approach they use four
cameras to obtain both the side view for gait and the frontal view for facial capture. They use
visual hulls [112] to represent gait and Eigenfaces [158] for the face. They note that a feature
level fusion of these two spaces is non-trivial and instead opt for a score fusion at the decision
level. However, the reliance on multiple cameras is once again a practical limitation. Recently,
Zhou and Bhanu [179] addressed this issue by changing the face representation from a method
restricted to frontal views to a profile face that models the curvature of the features of the face as
viewed from the side.
As with facial recognition, one problem that many works on gait exhibit is their reliance on
certain viewing angles. The approaches outlined above all work on objects observed from a side
view, which is unrealistic in the more general camera set up. Zhao et al. [175] attempt to get
around this by using a 3D skeletal representation, but require multiple overlapping camera views
to construct and track it. Alternatively, Jean et al. [79] attempt to normalise the trajectory of
the observed individual. To do this they calculate homography transformations for each of the
tracked body parts to a common space, but the observation angle cannot be too frontal otherwise
body part tracking is lost and the normalisation to the side view becomes unobtainable.
Through methods like the GEI [171], gait has an advantage over other appearance methods in
that it can be used to distinguish people even when their clothing changes between observations.
Furthermore, it is not directly affected by illumination changes as it is often based on silhouettes
[66, 145, 171]. Vast changes in appearance like this would have a negative impact on descriptors
based on colour and even texture. However, it does rely on accurate segmentation, which is very
challenging in busy scenes, and a near side on view angle. These two factors currently limit its
use to more constrained environments.
2.3 Utilising Contextual Information
In addition to the visual representations of people outlined in Section 2.2, techniques have been
developed to utilise information that provides indirect aid to visual re-identification. Such con-
textual information can be drawn from several key areas. Firstly, scene illumination, in which
the difference in lighting conditions between camera views can be modelled to mitigate its affect
on visual matching [26, 56, 78, 129]. Secondly, the statistics of the time it takes for a person
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to move from one camera to the next can modelled [57, 76, 105, 109, 154]. This inter-camera
transition time can then be used as an additional re-identification cue. Finally, group context
can be used [20, 178], i.e. incorporating information about the other people that an individual is
travelling with to help distinguish between observations of similar appearance.
2.3.1 Brightness Transfer Learning
A major issue for appearance based features is the differing lighting conditions between camera
views. These lighting changes have dramatic effects on the appearance of individuals between
cameras, reducing the likelihood of matching using the metrics described in Section 2.4.1. Di-
rect comparison of distributions will be unable to deal with large changes to the distributions
themselves. Outdoor scenes have the obvious problems of changing illumination conditions due
to weather and shadowing either from surrounding objects or self shadowing if the sun is not
behind the camera. The lighting conditions in indoor scenes are also not consistent, lights are
placed in different positions relative to the cameras’ fields of view and spot lighting can create
patches of light and dark areas as little as a few feet apart. Thus, in order to accurately compare
two objects using appearance features like colour or texture some form of illumination change
mitigation must take place between camera views.
The simplest method for dealing with illumination change is that of colour constancy through
normalisation [152]. Here the RGB channels are normalised and tested on images of the same
object taken from two different cameras. Other approaches simply select a colour space which
is less reliant on illumination [1, 13, 80]. A hardware calibration phase is presented by Ilie et
al. [72] in which they iteratively tune camera hardware parameters in order to achieve similar
colour responses. However, this method relies on the cameras being able to see the same object
and also having access to hardware parameters both of which limit its usefulness in the context
of re-identification.
Madden et al. [107] extends the work on MCHR [27, 128] to include a cumulative intensity
transformation to compensate for colour changes between camera views before the MCSH is
created. This intensity transform is based on a cumulative histogram equalisation of the data
from each view. While this data-wise mapping is likely to improve the score of correct matches,
it is likely to increase the score of incorrect ones as well, as it does not take into consideration
any information about illumination in the scene itself.
Porikli [129] proposes an illumination mitigation approach he calls a Brightness Transfer
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Function (BTF). He suggests that the modelling of illumination change between views can be
achieved by calculating a correlation matrix between two colour histograms. All combinations
of bins are collated and the minimum cost path is used to create a colour mapping model. Once
this mapping has been found, matching individuals can be performed by comparison of the trans-
formed colour histograms.
Gilbert et al. [56] extends this concept by incorporating an online learning method to calcu-
late the inter-camera illumination changes. An RGB transformation matrix is initially described
as an identity matrix assuming that the lighting is constant throughout all. Objects are then
tracked across camera views using a CCCM colour model and single value decomposition can
be used to calculate the RGB transformation between the two colour descriptors. Once enough
training samples have been collected the transformation matrix and RGB representation replace
the CCCM model, leading to better results. However, they initially rely on good inter-camera
correspondence to train the model and in order to effectively train the transformation matrix
5000-10000 tracks are required.
Another prominent extension of Porikli’s work [129] is that of Javed et al. [77, 78]. Rather
than a matrix-based transfer function they assume that a certain percentage of a person in one
camera will have brightness less than or equal to Bi is equal to the percentage of brightness
less than or equal to B j in another camera view. They use this to form a direct mapping of
brightness values from one view to another, per colour channel. From a set of these BTFs they
formulate a probability distribution of the set of possible BTFs. Principal Component Analysis
(PCA) is performed to extract the subspace describing the set of learned BTFs. The appearance
of two individuals can then be compared by measuring the distance between their projected BTF
and the mean BTF from the training set using the Mahalanobis distance. The use of the mean
representation of the set is questionable here as given a sparse set of data the mean can easily be
perturbed by outliers. Additionally, the model is trained for a single illumination condition and
should the illumination conditions change the models would need to be manually re-trained.
Recently, Chen et al. [26] try to compensate for this fixed calibration by incorporating a
machine learning aspect to the estimation of the BTF functions. They suggest that initialisation
of the BTF subspace between camera pairs need not be based on a manually defined training set.
Instead they use the time gap between camera views as the main matching feature and calculate
BTFs of probable matches. Once a certain number of these BTFs have been collected the BTF
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subspace can be calculated and then used to aid the matching of further individuals. These two
matching features can then be used to update the BTF subspace over time by merging sets of
new BTFs into the learned BTF subspace. Although they claim that they are able to deal with
lighting changes they actually discard all learned appearance data and restart the learning process
upon different illumination conditions. In addition, their update method assumes that sufficient
samples are available when lighting conditions have changed. This assumption is invalid given
rapid lighting change, typical in an outdoor environment, or less crowded scenarios where less
retraining data is available.
As colour is a prominent feature in re-identification reducing the effects of illumination
change between camera views is an important one. Approaches that try to create an illumination-
invariant colour space [1,13] or representation [128] fail to make use of camera-specific lighting
conditions. Those that are based on training samples to learn specific inter-camera illumination
functions often require many training samples [56, 77, 78] thus requiring substantial user input.
The work in Chapter 3 attempts to address this issue by looking at a way of representing the
average BTF from a small training set, and by reducing the size of training sets and amount of
human effort required in labelling.
In addition to modelling of the illumination changes themselves, lighting can also change
over time as the weather varies or the sun goes down, even affecting indoor environments via
windows or skylights. This change in lighting means that models need expensive retraining [56,
77, 78], or those that update automatically often throw away trained models and start again from
scratch [26] relying solely on knowledge of the transition time between cameras. In Chapter 4
a method is proposed that makes use of the previous training data. It attempts to update the
transfer functions to reflect new illumination conditions by modelling the changes in lighting
within each camera over time, thus removing the need to re-train or rely on camera transition
time to bootstrap re-training as in [26].
2.3.2 Inter-Camera Transition Time
While the focus here is on non-overlapping camera views, scene information can still be incorpo-
rated into the matching process. Knowing the layout of the camera network, or at least the time
it takes to get from one camera view to another, can be crucial in increasing the performance
of matching methods. While it does not actually affect the appearance similarity of any two
observations, it can be used to dramatically reduce the search space or to penalize hypotheses
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considerably disjoint in time. For example, given that it takes on average 30 seconds to traverse
the gap between two cameras it would be over zealous to consider all observations 30 minutes
before and after the original. Instead one may seek to find a probabilistic measure of the time
taken to travel the distance between cameras. The key is to choose an appropriate method for
estimating transition time and incorporate it into a matching criterion.
A Bayesian approach to tracking people across disjoint camera views was presented by Ket-
tnaker and Zabih [91]. They apply global constraints on the motion of individuals and specify
that an individual cannot be seen by two cameras at once (forcing non-overlap). However, their
approach requires calibration of the system with the user supplying information such as expected
transition duration and camera transition probabilities a priori. Effectively this means one must
know the environment in advance, which is not a desirable property and implausible in many
situations.
Javed et al. [76] use a training set of known correspondences between views to aid the cal-
culation of transition times. They assume that single camera tracking results of these individuals
are available and that entry and exit zones have been established. Using the exit velocities and
the transition time of the known correspondences they model the inter-camera transition as a
probability distribution using the Parzen window technique. The probability density functions
for the transition times and appearance are then combined to form the final matching criteria,
which they claim increases the matching rate over the colour based model alone.
Dick and Brooks [35] use a stochastic transition matrix to model the patterns of motion, both
within and between camera views, that captures the probabilities of transitions based on the cur-
rent state of the camera regions. They choose a Markov model to deal with discontinuities within
the tracking process that occur between views. However, the training phase of this approach
requires traversing the camera network carrying an easily identifiable calibration object, in this
case a bright red ball. This training requirement gives rise to various limitations, in that the whole
camera system must be traversed by someone holding the ball.
All of the above methods require either prior knowledge or a labelled training phase, and
learning the parameters online would be preferable. One such approach [134] attempts to calcu-
late both a target trajectory between non-overlapping camera views and the position and direction
of the cameras themselves. As a single target passes through any of the sensors its ground plane
position and velocity are recorded. The authors represent these trajectories over time as Markov
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chains, and for each time step use the velocity to update the current position, adding Gaussian
noise. As the target passes through different camera views the system can use points in local
camera space to estimate the position and rotation of the camera in global space. Maximum
a Posteriori (MAP) estimation is then used to determine the best trajectories and camera pa-
rameters, as seen in Figure 2.7. With four cameras installed approximately 4 meters apart the
estimations for sensor position is off, on average, by 28cm and the error in the angle is less
than 10◦. The authors do however assume that the image plane is parallel with the ground plane
which, again, is uncommon in real surveillance systems.
Figure 2.7: Camera topology recovery using overhead cameras to obtain trajectory information
from people passing through the views. Image from [134].
Anjum et al. [5] further developed this approach by using linear regression estimation for the
observed zones and a Kalman filter to estimate the tracks between cameras, suggesting as little
as 1% positional error. These approaches provide accurate placement of cameras within an open
small-scale environment. However, they are unable to accurately predict position and orientation
of cameras with walls or other objects in between because they rely on the assumption of simple
linear movement. This constraint on linear motion is later relaxed in [4] allowing for more
complex motion prediction, but the model is still unable to compensate for obstacles between
views.
In an alternative approach Makris and Ellis [109] forego accurate spatial relationships be-
tween cameras and rely instead on temporal transitions alone. Their approach aims to create
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a topological map of the network based on these transitions and use this to estimate transition
probabilities. They begin by tracking people across each camera individually and clustering their
entry/exit points using Expectation Maximisation from previous work [108]. The resulting clus-
ters form the entry/exit nodes for the system. The flow of people through each node is then
considered as a signal in terms of rates of people appearing/disappearing instead of concentrat-
ing purely on characterising visual appearance. The system logs the time difference between
disappearances at exit nodes and the appearing events at entry nodes within a given time frame.
Peaks in the time difference indicate a link between the two nodes. They further develop this by
removing implied links where a person travels from one camera to another through an interme-
diate camera. The resulting graph of nodes is the topology of the system with average transition
time probability distributions as its links.
(a) (b)
Figure 2.8: Camera topology estimation using statistical measures of entry and exits in each
camera [108]. a) transition time probabilities, b) camera topology reconstruction. Image from
[108].
Gilbert and Bowden [57] also expand on Makris and Ellis’ work by incorporating an online
recursive topology decomposition and using appearance as the correspondence measure, similar
to [76] but without the need of a training phase. Initially each camera is treated as a single node
in the camera network, and as people are matched between views, using an appearance model the
distribution of transitional times is populated (Figure 2.8(a)). If a link is found between two cam-
era views each view is subdivided into four equal regions and the previous data is fed back into
the system to populate their time-frequency histograms. This process is repeated over time with
regions containing little or no entry/exit data being removed. Once the regions become smaller
and the data is spread out, neighbouring regions with similar amounts of data and distributions
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are then combined and a camera topology can be estimated (Figure 2.8(b)). The benefit of this
approach is that association can begin without a lengthy training phase to obtain the transition
probabilities, but does require good initial tracking or quiet scenes to accurately train the model.
One criticism of Markris and Ellis’ [109] approach is that they assume the inter-camera tran-
sitions times to be a simple Gaussian distribution [154]. Tieu et al. [154] expand on this idea
suggesting that the transition time is better modelled as a multi-modal distribution. They seek to
calculate the statistical dependence between two camera views using Mutual Information (MI)
employing a a Markov Chain Monte Carlo (MCMC) process [34] to gain approximate inter-
camera inference without prior knowledge of correspondences. This allows for factors such as
differing routes between cameras, or obstacles such as traffic lights to be accounted for. Cai et
al. [18] also expand on the single Gaussian by grouping the transition times using K-means clus-
tering based on slow, medium and fast walking paces, and forming a mixture of Gaussians. While
this is a crude grouping of speeds, their mixture approach appears to be a better approximation
than a single Gaussian.
Recently, Loy et al. [105] show that individual correspondences are not required to estimate
camera transition times and instead use activity correlation. They form regions in each camera
that correspond to different activities based on their spatio-temporal correlation. From these
activity regions they can search through other cameras for activity regions with a similar time-
series. This approach allows them to find temporal links between cameras in busy scenes without
any appearance matching, but does require varying levels of activity within the scene such as
trains arriving, making it best suited to tube/train stations.
Incorporating inter-camera transition time as a constraint or feature in a system could po-
tentially assist re-identification in small or quiet scenes by reducing the size of the observation
search space. However, its effect will be dramatically lowered in crowded public spaces, or in
camera networks where there are a lot of unobserved entrance/exit points, which could cause
problems for methods based both on appearance [57,76] and on entry/exit rates [109,154] as the
persons that re-appear might be statistically less prevalent.
2.3.3 Group Matching
In order to further reduce the subset of suitable matches in re-identification one could consider
incorporating contextual information from the association between individuals in a scene. Re-
cently, Zheng et al. [178] proposed the use of surrounding foreground information in the re-
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identification process. They work on the observation that many people move in groups, and
exploit this to add extra visual information from nearby people to the appearance model of an
individual. This addition of context means that persons of common appearance can also be dis-
ambiguated by the appearance of the people around them. In order to alleviate the additional
issues this creates, namely the non-rigidity of the shape of the group and placement of people
therein, Zheng et al. define two spatial group representations. The first is a Centre Rectangular
Ring Ratio-Occurrence descriptor (CRRRO) and the second is the Block-based Ratio-Occurrence
Descriptor (BRO), that attempt to provide rotation invariance around the group centre and sup-
port for local structure, respectively. Examples of group representation as well as the CRRRO
regions are depicted in Figure 2.9.
Figure 2.9: Deriving contextual information from groups of people to aid with matching [178].
The green rectangles denote the regions of the CRRRO descriptor. Image from [178].
This concept of matching by groups was also adopted by Cai et al. [20]. They opt for a more
rigid spatial representation of the group by extracting a position-labelled feature vector for each
pixel and use a covariance descriptor based on [160] to measure similarity. The results demon-
strate that incorporating group information yields a sizable performance gain, but the authors’
use of a rigid spatial structure is questionable, as the spatial composition of groups of people
often varies over time. The effectiveness of the rigid representation is probably a result of the
small difference in viewing angle in the CASIA dataset used.
While using the information gained from a group of people to identify specific individuals
is very intuitive, it is not without practical issues. In manually labelled datasets the process is
straightforward, but in a busy CCTV environment it is difficult to distinguish between people
walking near each other in a single camera view and those who are actually traversing the scene
as a group.
2.4 Matching Techniques for Re-Identification
Once the objects have been extracted and the appearance representation chosen, the task of find-
ing a correspondence score between observations must be addressed. In traditional single camera
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tracking, this is a process of finding regions that are similar in order to identify the next bound-
ing box in a sequence. In re-identification however, the task is to distinguish between many
observations of similar appearance. Therefore, the goal is to emphasise uniqueness within the
appearance of an individual and use this to find its corresponding observations. While complex
appearance representations may require specifically crafted metrics [7, 52, 107] there are many
that use general metrics for re-identification tasks [2,10,32,76,118,153,165,172]. Many of these
approaches are based on the principal of single observation matching. However, when dealing
with video sequences where a person may be extracted from many frames, methods for multi-
instance comparison [2,172] must be considered. In addition to the more generally used distance
metric approaches, a few recent studies consider that the chosen feature representation may con-
tain redundant data, and that some form of feature selection criterion could be learned [61].
2.4.1 Distribution Comparison and Template Matching
Matching metrics form the basis of the matching scores that are ultimately used to decide if
two observations are in fact the same person. For matching their shape and appearance features
Wang et al. [165] use the ℓ1-norm or City-Block distance measure. This measure is a sum of the
absolute difference between two points’ coordinates in a given feature space, akin to the distance
taken to move between two points on a grid without any diagonal motion. Other methods [69,
124] simply use the ℓ2-norm (Euclidean norm) that measures the distance between two points in
space. While these methods are standard distance measures they evidently make no consideration
of the distribution of the underlying data within the feature space.
Ghiessiari et al. [55] chose the Histogram Intersection (HI) technique presented by Swain
and Ballard [153], which is specifically designed to compare histograms of colour images for re-
identification. Histograms are used to estimate the probability distribution of a feature channel,
in this case each of R, G and B, and due to their inherent invariance to the effects of scaling
and rotation through normalisation [153], are commonly used in re-identification [10, 32, 55, 56,
76, 118, 121]. HI then computes the number of pixels in two histograms whose colour is the
same, normalised by the total number of pixels. Swain and Ballard claim that this approach
alleviates the need for accurate segmentation and is robust to occlusions. However, their method
is sensitive to changes in lighting conditions between views and requires some form of lighting
change calibration (see Section 2.3.1) to achieve accurate results.
Yu et al. [172] use the Kullback-Leibler (KL) divergence to measure the similarity between
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samples of their PDF-based representation of appearance. KL divergence measures the informa-
tion gain over two distributions of continuous random variables through integration. In order to
reduce the computational complexity they sample a subset of the pixels in a silhouette based on
the distribution of distance from the top of the head, but this means that the divergence score
vary based on the subsets chosen. Additionally the KL divergence is non-symmetric resulting in
a score that may be different if the probe and gallery camera views are swapped. Orozco et al.’s
work on head pose estimation [121] suggested that the logarithmic nature of the KL divergence
can cope with larger non-linear variation than methods like the Bhattacharyya distance [11], al-
though Kang et al. [89] have shown that for identifying an object the KL and Bhattacharyya
distance measures have similar level of performance.
The Bhattacharyya coefficient is a popular distance measure for histogram based approaches
[10, 32, 76, 118]. It forms an approximate measure of the overlap between two continuous prob-
ability distributions through integration of the square root of the distribution products. It can be
adapted to discrete distributions, like histograms, by performing the summation of the bin-wise
comparison.
Interestingly, a recent study by Alahi et al. [2] performs a comparison of ℓ1-norm, ℓ2-norm,
Bhattacharyya, histogram intersection and Chi-square (χ2) measures. They suggest that the
Bhattacharyya coefficient has a better, or at least similar performance to the other measures,
supporting its use in re-identification problems.
Instead of a direct distance measure in a given feature space Tuzel et al. [160] opt for a
comparison of the inter-feature covariances. Given an arbitrary length feature vector they form
a covariance matrix to describe feature variance and correlation. In order to make a comparison
between two such matrices they use the sum of the squared logarithms of the eigenvectors [48].
Unfortunately, the comparison time is O(d2) for a d-dimensional feature vector, making it an
expensive method for larger feature spaces.
Nakajima et al. [117] look to subspace classification techniques to match individuals. Their
work compares several types of SVM in order to classify both identity and pose. This approach
requires a training stage in which the target individuals must be manually identified. While this
may be appropriate for searching for a specific person it cannot be applied to general multi-
camera matching tasks where training and testing sets contain different individuals.
Other methods using non-standard appearance representations often have their own matching
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metric, as the general approaches described above would not be suitable. For example in Madden
et al. [107] the researchers compare objects on the relative proportions of colours from their
MCHR colour clustering. A neural network is used to optimise the comparison of a set of graph
nodes in [7]. While in [52] they propose a distance measure to compare their 2-D representation
of a 3-D appearance model (The reader is referred to the individual papers for details of their
implementation).
Specialised appearance representations clearly require custom non-standard matching met-
rics like those described above, as they are built around a uniqueness of feature representation.
Other methods that are based on PDF or histogram comparison show conflicting results given on
differing datasets. This indicates that the effectiveness of the distance measures are dependent on
the data itself so ideally one must know the underlying structure of the search space beforehand.
None of these methods actually look further into the data itself to identify areas of uniqueness
that may be focused upon to find a better matching criterion.
2.4.2 Multi-Frame Matching
Assuming the presence of single camera tracking results, as several re-identification works do
[26, 57, 78], the task of calculating correspondences is not simply a distance measure between
two image representations. Instead one must decide how to use the information gained from a
set of images of an observed person in each camera view.
Producing a single distribution of appearance for an observation per camera is a method
adopted by several approaches [57,78]. The idea here is that the appearance model can be updated
as the object is tracked across a camera view and the resulting distribution should encompass an
average of the visual information, thus lessening the effect of small pose changes.
A similar single model approach is taken in [19]. Here a size-normalised observation is
broken down into patches, each of which is described by its dominant colours. Over a set of
frames the dominant colours in each frame are compared (per patch) and those that have a high
reoccurrence rate are kept in a final model used to match between cameras.
The underlying assumption in the above methods is that the illumination is constant or varies
only slightly. Presented with a scenario in which the illumination changes throughout the scene,
such as emerging from a shadow, would corrupt the appearance model and decrease the chances
of matching between camera views.
In order to address these single camera appearance changes Alahi et al. [2] proposed the
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extraction of a subset of observations from a single view. They form every combinatorial set of
single camera observations with a pre-determined set size. Each set is characterised by the sum-
mation of the similarity measure between every pair of observations within the set. The set with
the lowest intra-set similarity score is kept as it contains the most variation of appearance. While
this method is likely to produce a good sample of key frames from each view, the computational
cost of forming the sets based on combinations is high, especially as it must be updated for each
new observation within a camera.
This sentiment is shared by Yu et al. [172] who suggest that a key frame method can be used
to reduce computational overheads. Similar to the approach above the frames are selected using
self similarity. The first frame of the observation is taken as the key frame, and each successive
frame is then compared using the KL divergence. This process is repeated for every successive
frame until the KL divergence is above a set threshold after which the current frame becomes the
next key frame, and the process continues. For each key frame in camera i the key frame with
the lowest KL divergence is found in the key frames of camera j. The overall score is then the
median of these minimum distances.
2.4.3 Learning for Feature Selection
The vast majority of re-identification approaches base their comparisons on template matching
using direct distance measures as described in Section 2.4.1, but few have considered that the
feature space might contain redundancy. The methods used rely on hand crafted representations
and manually selected comparison functions. Instead, one may consider that not all features are
equal, and that there is a subset of features in these representations that are more discriminative
for the task of re-identification. Finding such a set is non-trivial as one cannot easily extract
the information by eye. Instead a machine learning approach could be applied to this problem
to find a subset or weighting of the features through the use of training samples. From here
a distance measure could be narrowed down from some broader selections of feature spaces.
General approaches can be seen in image retrieval [67] and detection [36] where a distance
function is learned from a set of training data in order to provide a domain relevant distance
measure.
Recently, Gray and Tao [61] adopted this methodology for re-identification to search for
more discriminative features enabling a more reliable matching. They choose a selection of
colour spaces and texture methods and group the pixels using thin horizontal strips, where each
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bin from each channel in each region is treated as a feature. They base their similarity function
on the features themselves using likelihood ratio tests. Each test is performed on the absolute dif-
ference of the features, where the distributions are modelled as each of exponential, gamma, and
Gaussian. The feature/model combinations are then treated as weak classifiers and boosted to cre-
ate an overall similarity function the authors call the Ensemble of Localised Features (ELF). They
show that their ELF method significantly outperforms histogram based methods using hand se-
lected feature spaces. However, the method is not without flaws. Their feature selection becomes
less effective if object feature distributions overlap significantly in a multi-dimensional feature
space, as each of their weak learners only aims to seek the most relevant features in each feature
dimension independently, not across the entire multi-dimensional feature space collaboratively.
To this end Chapter 5 explores the use of an SVM-based classifier in a ranking framework. This
allows all of the features to be assessed simultaneously, providing better separation of heavily
overlapping positive and negative samples.
2.5 Summary
An important precursor to multi-camera re-identification is that of extracting information rele-
vant to re-identification from an image or sequence of images. Many approaches to extract said
information fall into the categories of foreground/background segmentation and object detection,
whose respective approaches are those of extracting salient regions, or searching for areas of the
image that have visual similarity to a human. The field of tracking then allows one to group
these observations over time within a single camera view, as long as changes in appearance and
location are not too drastic and that the scene is quiet enough to allow for several sequential ob-
servations. These constraints that are rarely upheld in re-identification applications. Many works
on re-identification assume that these problems are solved and that single camera tracking re-
sults are available. This assumption does not hold in real scenarios like train stations or airports,
as the number of people, occlusions and appearance changes within cameras can drastically re-
duce tracking accuracy. However, taking this as an assumption can be justified because solving
both tracking and re-identification simultaneously is a substantial challenge, one which is more
manageable when broken down into its separate stages.
Extensive work has gone into biometrics such as face and gait enabling good performance
over a variety of datasets, even enabling the recognition of objects whose clothing has changed
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between observations, a very challenging task for many appearance representations. Despite this
apparent success they both tend to rely on certain observation conditions. Face recognition by
definition requires an observation of the persons face, limiting it to situations where subjects
approach the camera head on. Gait on the other hand often relies on a side view to capture
dominant motion information. While the use of face and gait for identification cannot be ignored,
these techniques seems better suited to specific applications or camera set ups than a general
multi-camera environment.
Colour and texture, occasionally combined with spatial information, offer some invariance to
pose and as such are a common choice for feature representation. However, one of the predom-
inant issues in matching objects with these features is the effect of varying illumination on the
appearance of an object. To address this issue previous work has looked at either attempting to
select a feature set that is tolerant of such conditions, or to try and model and thus compensate
for them. As the illumination effects can vary greatly, a simple selection of features or targeted
binning to overcome this problem is not sufficient. Methods that model the changes in lighting
between camera views provide a much better vessel for mitigating this problem. Several of these
methods are based on the idea that a cruder method of re-identification is already available and
that this can be used to bootstrap a learning process. In reality when faced with complex or busy
scenes, such as those found in train stations and airports, this assumption does not hold, as a
combination of the number of people involved and low levels of separability prove too challeng-
ing. Instead the techniques rely on simpler scenes using spatial information as a predominant
feature, or thousands of online training samples to achieve a reasonable model. Other methods
that use a manually labelled training set to form an illumination model are able to immediately
improve results without these factors, but do instead rely on a suitable amount of colour infor-
mation in the training samples themselves. To address this problem, in Chapter 3 the issue of
extracting illumination information from a limited training set containing sparse colour informa-
tion, as is common in CCTV footage, is addressed using a cumulative approach to represent the
inter-camera data.
Another key aspect in modelling lighting change is that many approaches allow only for a
single set of illumination conditions. Should the lighting change due to any number of external
factors, which are often unknown, these models are then no longer relevant and may even prove
a hindrance to the matching process. Methods that are based on incremental learning of the illu-
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mination conditions are less effected by change, but will either incorporate the new illumination
information blindly, polluting any model they had previously been acquired, or throw away use-
ful previous information and start again. The issue of illumination change over time is addressed
in Chapter 4 using a simple but novel incorporation of background lighting conditions to update
a learned model.
Combinations of features have proven to be more effective than relying on a single method
of information extraction. Different combinations of colour, texture, spatial representations, face
and gait analyses have been reviewed in Section 2.2, but few have considered how fusing features
may create redundancy. The different matching metrics often just perform distance measures in
a given feature space irrespective of how useful each of the features actually are. One recent ap-
proach attempts to address this issue but fails to consider the overlap in feature space of incorrect
matches and correct matches whose appearance is very similar. Within this context the matching
process is also questionable. Currently the task of re-identification is treated as a classification
query, i.e. is this probe image the same person as our gallery image? However, given a signifi-
cantly large dataset the likelihood of the correct match being the best match diminishes. Instead
of a binary hypothesis one may wish to presents a user with a list of potential matches, ordered by
their similarity, from which they can form their own final hypothesis, perhaps even manually. To
this end Chapter 5 suggests that a more appropriate approach is reformulate the re-identification
problem as a ranking problem.
The benefit of video over static images is that multiple observations of a single person can be
made. The advantage this brings is that over a period of time different visual cues may present
themselves that enable a better level of discrimination. This in turn also presents a problem in that
if the appearance changes over time in a single camera, how does on compare objects between
cameras? Some approaches simply create a single model of the appearance within a camera, but
this is tainted by the intra-camera appearance changes and is not necessarily the best approach.
Therefore Chapter 6 investigates this issue and considers some other practical constraints of a
real working re-identification system.
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Chapter 3
Modelling Illumination Change Between Views
To re-establish a match of the same person over different camera views located at different phys-
ical sites one aims to match observations of the person’s appearance obtained from each cam-
era. However, many appearance representations are based on colour and/or texture descriptors
that are sensitive to illumination changes caused by differing lighting conditions found between
camera views. Thus, mitigating the effect of lighting conditions is an important part of per-
son re-identification. While methods exist to address the problem of illumination change be-
tween camera views, none of them is able to deal with the problems inherent in real world data
with low/varying image quality of very sparse colour information from limited training sam-
ples. Figure 3.1 shows some examples of corresponding observations collected from a public
residential area CCTV network and demonstrates the significant challenge of varying illumina-
tion conditions between views. The aim of this chapter is to mitigate the effect on video data
arising from these real world conditions. Firstly, a cumulative approach to modelling a set of
Brightness Transfer Functions (BTF) is proposed to make use of smaller training sets with sparse
colour information. Secondly, the effect of mapping colour information between camera views
bi-directionality is examined to determine its effect on matching results.
3.1 Modelling Illumination
This chapter focuses on the problem of modelling illumination differences between camera views
from small training samples, often containing sparse colour information. Some appearance based
methods currently exist to handle the lighting condition changes between cameras. For example,
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Figure 3.1: Corresponding images of a person appearing in four entry/exit regions across three
cameras. Poor image quality and large variation in both colour and illumination pose serious
problems for person re-identification even by an experienced human operator.
Javed et al. [78] proposed a subspace based colour brightness transfer function (BTF), but their
method relies on training subjects with a good range of brightness values to give an accurate mean
BTF. This implicitly assumes both extensive colour variations on object clothing and very large
number of objects being sampled for the training set to accurately model the subspace of the data.
Both assumptions are unlikely to be met given in a real world scenario in which large training sets
are costly and colour variation can be minimal. Cheng et al. [27] cluster colours into a subset
of major colours and to alleviate the effect of illumination changes, they apply a histogram
equalisation technique. However, (linear) equalisation is insufficient for modelling illumination
changes in real world data. Gilbert and Bowden [56] model inter-camera colour transformations
using an incrementally updated transformation matrix. However, this method is computationally
expensive as it requires thousands of objects to construct an accurate transformation matrix.
A similar model was proposed in [72] but it requires a hardware calibration phase which is
infeasible with camera installations of unknown camera parameters.
This chapter aims to show that even given a sparse set of colour information a colour mapping
function can be obtained and used to recognise individuals across camera views. Specifically, a
cumulative BTF (CBTF) is proposed as a more suitable representation of a set of BTFs compared
to the subspace based method in [78]. This approach involves an amalgamation of the training
set before computing any BTFs in contrast with computing individual BTFs and then finding the
mean [78]. This method maintains more of the colour information from the training set than the
mean based approach on small training sets. In addition, a bi-directional matching criterion is
formulated that allows an assessment of the symmetry of a similarity measure used for compar-
ing individuals in order to reduce false positives. This criterion is more effective than both the
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uni-directional criterion used in most previous approaches and a conventional bi-directional one
proposed in [107]. The proposed methods are evaluated using challenging datasets obtained from
real world CCTV camera networks. The results demonstrate that the CBTF and bi-directional
CBTF methods outperforms significantly existing approaches such as [78] and [107] using small
training sets of sparse colour information.
3.2 Brightness Transfer Function
Scene illumination varies between disjoint camera views, and in some cases within a single
camera view. Thus, a vital stage in inter or intra-camera appearance based person re-identification
is to mitigate the effect of such changes. Approaches have been proposed to find colour-to-colour
correspondences between cameras and using these to create a colour mapping function known as
the Brightness Transfer Function (BTF). Javed et al. [78] defined a non-parametric form of BTF
that will be outlined in this section.
Their method suggested that a BTF fi j( ) between cameras Ci and C j can be constructed
by sampling values from a set of fixed increasing brightness levels Bi(1), ...,Bi(d), such that
(B j(1), ...,B j(d)) = ( fi j(Bi(1)), ...,( fi j(Bi(d))). In the case of a common 8-bit per channel im-
age, d is set to 256. To establish such a mapping function between views, a pair of known
correspondence must be available. Ideally this correspondence would be on the pixel level to en-
sure precise colour matches, but this is not possible due to differing object pose between views.
Instead normalised histograms of RGB brightness values are used as these are more tolerant of
changes in pose.
Computing a mapping function can be achieved as follows. It is assumed that the percentage
of pixels in an observation Oi with the brightness value less than Bi is equal to the percentage
of image points seen in O j of brightness less than or equal to B j. Hi and H j are then defined as
cumulative histograms. More specifically, for Hi each bin of brightness value B1, ...,Bm, ...,B256
in one of the three colour channels is obtained from the colour image Ii as follows:
Hi(Bm) =
m
∑
k=1
Ii(Bk) (3.1)
where Ii(Bk) is the count of brightness value Bk in Oi. Each bin is then normalised using the
total number of pixels in Oi. Hi(Bi) represents the proportion of Hi less than or equal to Bi, then
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Hi(Bi) = H j(B j) = H j( fi j(Bi)) and the BTF mapping function can be defined:
fi j(Bi) = H−1j (Hi(Bi)) (3.2)
with H−1 representing the inverted cumulative histogram. Figure 3.2 shows an example BTF
constructed from the cumulative histograms of two sample observation images. It should be
noted that as histograms are not truly invertible as they can contain multiple instances of the
same value, in this implementation the first instance is taken as the inverted value.
In order to produce a more accurate transfer function, multiple BTFs can be estimated. A
BTF is typically calculated for each of a set of training pairs of observations and thus a set of
BTFs { f 1i j, f 2i j, ... f Ni j } can be computed for cameras Ci and C j given a training set of N observation
pairs. An example of this can be seen in Figure 3.3 which shows a sample of BTFs taken from
five individuals given 5 pairs of appearances in two different cameras. From this set a mean BTF
fi j can be produced to incorporate all of the training set information. This mean BTF can then
be used to match objects by transforming testing observations from one camera to another, or by
comparing testing BTFs against this mean BTF in a subspace as proposed in [78].
3.3 Cumulative Brightness Transfer Functions
Mean BTF based methods rely on having a consistent set of coloured individuals to accurately
model the BTF. Taking the mean of a set of BTFs actually removes vital colour information
that may only be contained in a small subset of the training data. For example, if most of the
training data consists of dark clothed individuals and one single person wearing a bright blue
shirt, the averaging process will remove most of the useful bright colour information from this
individual, which is under sampled in the training set. To combat this a cumulative approach to
averaging sets of training BTF is presented. Instead of computing a BTF for each training pair
one can address use an accumulation of the brightness values of the whole training set before the
BTF computation. The cumulative histogram ˆHi of N training samples in camera view i can be
computed from the brightness values B1, ...,Bm, ...,B256 as:
ˆHi(Bm) =
m
∑
k=1
N
∑
L=1
IL(Bk). (3.3)
Note that this cumulative histogram must then be normalised by the total number of pixels
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Figure 3.2: An example of the process of forming a BTF from a pair of corresponding extracted
images. Observations of the same individual taken in (a) Site 2 and (b) Site 3. (c) and (d) their
corresponding normalised cumulative histograms. (e) the resulting Brightness Transfer Function
for this sample pair.
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Figure 3.3: Five example BTFs (coloured grey) in the green channel taken between Site 1 and
Site 3 from Scenario 1 (see Figure 3.5) used in these experiments. The sharp increase in the
gradient of the lines is due to a lack of high end colour values in the data. The mean BTF is
displayed in red (dotted) and the proposed CBTF in blue (dashed).
in the training set to alleviate the effect of size difference between views. After obtaining this
single cumulative histogram using all image pairs in a training set, this histogram can be used to
compute a cumulative BTF (CBTF) as follows
c fi j(Bi) = ˆH j−1( ˆHi(Bi)) (3.4)
The key advantage of CBTF over a standard mean BTF is that brightness values that are
not common in the training set are still preserved. As a result uncommon brightness values in
the training data can be mapped between cameras given a small set of training samples. This
advantage is demonstrated in Figure 3.3. It can be seen that the mean BTF is affected by the lack
of bright colour values in some of the BTFs which causes a premature rise in both the original
BTFs and the mean BTF. In contrast, the CBTF retains the colour information of all the initial
training BTFs and produces a more accurate colour mapping function.
3.4 Re-Identification using CBTF
Re-identification involves comparing the similarity of objects observed in two disjoint camera
views, in this case based on their colour information. More formally, A camera network has m
cameras C1, ...,Cm all of which are assumed to have no-overlapping views. Unlike the approach
in [78] which considers whole camera views, each view is broken down into entry/exit regions.
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The reasoning behind this is that illumination varies between both inter- and intra-camera regions
so one cannot consider the camera view as a whole because local lighting variations will pollute
the colour mapping. Specifically, for each of the camera views a set of n entry/exit regions can
be defined as E1C1 , ...,E
n
C1 . This can then be simplified by describing the global set of g entry/exit
regions as E1, ...,Eg. These entry/exit zones can be either manually defined or automatically
learned [109]. Next, the set of k object observations in each entry/exit region Ei is defined as
{Oi,1, ...,Oi,k}. These observations are represented by the colour histogram of a target object as
its passes through an entry/exit region.
In order to solve the multi-camera re-identification problem a brute force approach is taken
to the comparison of all observations. For an entry/exit pair Ei and E j, the best match for a given
Oi,a from the set of observations in E j, {O j,1, ...,O j,b, ...,Oi,k}, is the O j,b that yields the highest
similarity score Similarity(Oi,a,O j,b), assuming that an object in Ei is seen no more than once in
E j.
In order to compare two observations Oi,a and O j,b, the colours of Oi,a are first converted to
the corresponding illumination conditions in E j using c fi j( ) such that:
∀Bi, ˆOi,a(Bi) = c fi j(Oi,a(Bi)) (3.5)
Note that so far it has been assumed that the CBTF contains only one-to-one colour relationships.
However, in reality the mapping function obtained from the training set often contains cases of
many-to-one colour correspondences due to incomplete ranges of colour values found in the
training data. To address this problem, a nearest neighbour smoothing function is employed to
smooth out the noisy peaks in the resulting histogram:
c fi j(Bi) = c fi j(Bi−2)+ c fi j(Bi−1)+ c fi j(Bi)+ c fi j(Bi +1)+ c fi j(Bi +2)5 (3.6)
Finally, the similarity between O j,b and Oi,a, denoted as Sim( ˆOi,a,O j,b), is calculated as 1−
D( ˆOi,a,O j,b), where D( ˆOi,a,O j,b) is the Bhattacharya distance [11] between ˆOi,a and O j,b, as
this has been shown to give good results in re-identification tasks [2, 78]. This process can be
repeated for the transfer in the opposing direction by transferring O j,b into the colours found in
Ei and thus comparing Oi,a and ˆO j,b using Sim(Oi,a, ˆO j,b). Until now, only single colour channel
images have been considered. In order to compare two colour objects, a CBTF is calculated and
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applied to each of the three RGB channels separately. Thus, the overall similarity measure is the
mean of the similarity values obtained in all three channels.
3.5 Exploring Bi-Directionality
The transfer functions, and the resulting similarity scores, are subject to some differences de-
pending on direction. One may model the CBTF from entry/exit zone i to zone j and use this
to transform and match individuals, but conversely one may model from j to i. This means that
one direction may result in better matching scores or a combination of the two may enhance the
matching performance. However, this cannot be determined before the results are obtained. In
order to utilise the additional information from this bi-directionality the following methods are
considered to try and stabilise performance:
• Mean: Assuming that the similarity values for each direction give close numerical results
an average of the two values are used to estimate the overall match:
Similarity(Oi,a,O j,b) =
(
Sim( ˆOi,a,O j,b)+Sim(Oi,a, ˆO j,b)
2
)
(3.7)
• Maximum: Taking the highest value of the two as the matching result ensures that if one
direction produces a better matching score it will be selected, but may increase the chances
of false positives:
Similarity(Oi,a,O j,b) =


Sim( ˆOi,a,O j,b) if Sim( ˆOi,a,O j,b)> Sim(Oi,a, ˆO j,b)
Sim(Oi,a, ˆO j,b) otherwise
(3.8)
• Minimum: Taking the smaller of the two values assumes that both values will be high
enough to qualify as a match but selects the lower each time to try and reduce false positives
and thus the overall matching rate:
Similarity(Oi,a,O j,b) =


Sim( ˆOi,a,O j,b) if Sim( ˆOi,a,O j,b)< Sim(Oi,a, ˆO j,b)
Sim(Oi,a, ˆO j,b) otherwise
(3.9)
• Symmetry Ratio Weighting (SRW): Assuming that a correct match will produce a higher
and more symmetric Sim() score for each direction, and an asymmetric score would indi-
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cate an incorrect match. An adaption of the similarity score presented in [107] is proposed
to weight the mean of the Sim() values using the Symmetry Ratio as follows:
Similarity(Oi,a,O j,b) =
(
1−
Simmax−Simmin
Simmax +Simmin
)(
Sim( ˆOi,a,O j,b)+Sim(Oi,a, ˆO j,b)
2
)
(3.10)
3.6 Experiments
Three sets of experiments were carried out using challenging datasets collected from two dis-
tributed camera networks of real world scenarios. First, a comparison is performed between the
proposed CBTF and the mean BTF using a uni-directional transformation in order to demonstrate
that the estimated mapping function using CBTF is more accurate. Second, the uni-directional
CBTF approach is compared against the proposed bi-directional CBTF approaches to evaluate
the effect of the proposed bi-directional similarity measures. Finally, the SRW bi-directional
CBTF method is compared against alternative approaches from [78,107]. In each of these exper-
iments, the BTFs and CBTFs for each colour channel were estimated from a set of training pairs
with known correspondences. In each set of results rank 1 through rank 5 are shown, indicating
the presence of the correct match as the highest scoring result through to the correct match being
within the top 5 highest similarity scores respectively.
(a) (b)
Figure 3.4: (a) Scenario 1 camera configuration. All cameras are mounted indoors. (b) Scenario
2 camera configuration. Cameras 1 & 2 are indoors whilst camera 3 is outdoors.
3.6.1 Datasets
The first scenario (referred as Scenario 1) is inside an office building observed by three cameras.
The topology of this camera network is shown in Figure 3.4(a) with example views shown in
Figure 3.5(a)-(c). The illumination conditions and colour quality vary between these views.
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Camera 1 displays a corridor scene where objects are periodically lit by spotlights causing darker
regions in the bottom part of a person’s body. Camera 2 shows a shared space connecting several
offices with fairly dim illumination. Camera 3 is placed in a foyer region where there is poor
lighting in the back right region making it a good spot to test potential algorithms. A single
entry/exit region was determined in each camera to capture targets. The training and testing data
were obtained from the entry/exit regions marked in yellow (Figure 3.5). This dataset consists
of synchronised videos recorded simultaneously from 3 different cameras. In this dataset, 15
individuals giving 45 entry/exit transitions were used in the training phase, and the remaining 20
individuals with 51 entry/exit transitions, were used in testing.
(a) Scenario 1: Site 1 (b) Scenario 1: Site 2 (c) Scenario 1: Site 3
(d) Scenario 2: Site 1 (e) Scenario 2: Site 2 (f) Scenario 2: Site 3
Figure 3.5: Sample frames from two scenarios: the same person reappeared in different camera
sites in each scenario. The yellow boxes show the entry/exit zones. The different camera views
in both scenarios show significant changes in both illumination and pose.
The second experimental scenario (referred as Scenario 2) was obtained from both inside
and outside a residential building. The camera topology is depicted in Figure 3.4(b). Camera 1
shows a foyer scene with relatively rich colours and good illumination. Camera 2 shows a large
variation in illumination from right to left due to the presence of an outside door on the right
hand side of the view. Thus data was captured from the entry/exit region on each side of this
camera view. Camera 3 captures objects entering the building. Due to the stark differences in
illumination and colour between the 4 entry/exit regions, this is an even more challenging dataset
than that from Scenario 1. From this dataset 63 and 78 entry/exit transitions were used in training
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and testing respectively.
3.6.2 Mean BTF vs. CBTF
In order to show that the CBTF provides a better estimation of the colour mapping between
entry/exit regions a uni-directional comparison is performed using the Bhattacharya distance
as similarity measure. For each individual their RGB histograms are converted to the target
entry/exit region illumination conditions using the appropriate transfer function. They were then
compared against all individuals observed in this region. Figure 3.6(a) shows an approximate
20% improvement in matching rate when compares CBTF with the mean BTF. In Figure 3.6(b),
it can be seen that although both methods are affected by the harsher illumination and colour
differences in Scenario 2, the CBTF is still a better approximation of the mapping function. An
example of the colour mapping using mean BTF and CBTF can be seen in Figure 3.7.
(a) Scenario 1 (b) Scenario 2
Figure 3.6: A comparison of CBTF with mean BTF using uni-directional similarity matching.
The testing set size was 51 image pairs in Scenario 1 and 78 pairs in Scenario 2
3.6.3 Bi-Directional vs. Uni-Directional
In this experiment, the differences in results are explored between the two possible directions of
colour transfer, and that by adding a comparison method to the two directions the effect of the
differences in their value can be minimised. Figure 3.8 shows that only using the single direction
matching can produce different results depending the on the direction chosen, of which the dom-
inant direction may differ between data sets as show or even between individual objects. Of the
bi-directional measures tested, the minimum value clearly indicates that by attempting to remove
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(a) (b) (c) (d)
Figure 3.7: (a) Original frame from Scenario 1 entry/exit point 3. (b) The same individual in
entry/exit point 2. (c) Original frame in (a) mapped using CBTF which results in a correct
matching. (d) Original frame mapped mean BTF which results in a wrong matching. Note the
mean BTF inaccurately maps the higher brightness values found in the white top as the higher
brightness values are under-represented in the training set.
false positive matches from each direction the information from the more accurate comparisons
is kept and thus the overall match rate is improved. The improvement made by the SWR ap-
proach was lower than expected. This appears to be due to the sparse colour distribution in the
datasets resulting in less variation in the symmetry values making the mean term of Equation 3.10
dominant over the symmetry weighting term.
(a) Scenario 1 (b) Scenario 2
Figure 3.8: Comparing bi-directional and uni-directional matching using CBTFs. The testing set
size was 51 image pairs in Scenario 1 and 78 pairs in Scenario 2
3.6.4 Comparison with alternative approaches
In this experiment, the bi-directional similarity ratio weighted CBTF method is compared against
other reported approaches. First is an implementation of the BTF subspace approach proposed
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by Javed et al. [78], however the spatio-temporal information is omitted from this experiment be-
cause the focus is on the colour results alone as the incorporation of such additional information
is not always easily obtainable. The second approach used for comparison is based on the Ma-
jor Colour Spectrum Histogram (MCHR) approach [107], in which object colour histograms are
equalised before being decomposed into major colours. Note, as there is no assumed knowledge
of the relationship between cameras, the equalisation graph for the MCHR was based on a stan-
dard linear equalisation, whilst the graph in [107] was non-linear based on some rather arbitrary
a priori knowledge. In addition, as the number of frames in which an object is captured passing
through the entry/exit zones is low, the incremental MCHRs cannot be used. More critically
though, as the CBTF model is designed for online processing, their batch-based post matching
integration has been excluded as it cannot be performed online.
(a) Scenario 1
(b) Scenario 2
Figure 3.9: A comparison of the matching success rates of the BTF subspace method [78],
MCHR colour conversion [107] and the proposed Bi-Directional CBTF method. The testing
set size was 51 image pairs in Scenario 1 and 78 pairs in Scenario 2
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The results from Scenario 1 (Figure 3.9(a)) show that the MCHR is harshly affected by both
illumination changes and visual appearance changes of objects. The BTF subspace approach
performs better than MCHR in both rank 1 and rank 5 scores. In comparison, the performance of
the CBTF method is significantly better than both. In particular, the bi-directional CBTF method
obtains more than 80% match rate in the rank 5 comparison and an almost 15% increase in rank 1
matching rate over the BTF subspace method, demonstrating its clear superiority in overcoming
both illumination changes and changes in the visual appearance of objects.
Due to the challenging circumstances in the Scenario 2 dataset (Figure 3.9(b)), all 3 methods
produce low rank 1 results but the CBTF method shows some improvements in accuracy. While
the CBTF and MCHR methods show a steady increase in correct matches found, the BTF method
has a small increase over until the higher ranks indicating a difficulty in distinguishing between
correct matches and similar matches with the harsh lighting changes.
Figure 3.10 shows an example of matched and unmatched objects using the three different
approaches. The transfer from the faded red in Figure 3.10(a) to the higher brightness values in
Figure 3.10(b) is better defined in the CBTF method thus giving a correct match. Figures 3.10
(f)-(j) show an extremely challenging case for appearance based re-identification where all three
methods failed.
3.7 Discussion
The experiments detailed in Section 3.6 have shown that an accumulative representation prior
to calculating brightness transfer functions can improve model estimation when a full range of
brightness values is not observed or unavailable in the training data. They have also demon-
strated the advantage of a bi-directional CBTF re-identification approach in ensuring the colour
mapping information from both directions is considered therefore reducing false positives. The
datasets presented in this chapter pose challenging circumstances for object re-identification as
the lighting conditions between views have a significant effect on the perceived appearance of
people.
In this method, different BTFs are estimated for different colour channels independently.
Since the different colour channels in the RGB colour space may not be independent, it could
be more desirable to learn a BTF for the three colour channels jointly. However, it must be
noted that BTF is computed from cumulative proportions of colour; thus it cannot be directly
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(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
Figure 3.10: (a) and (b): the same individual appeared in Scenario 1 entry/exit points 3 and 2
respectively.; (c): BTF(subspace) match; (d): MCHR match: (e): CBTF match (correct one). (f)
and (g): A much more challenging case from Scenario 2 due to self occlusion of the bag and
poor segmentation. (h)-(j): all three methods found the wrong match.
extended to cover multiple channels simultaneously because the mapping relationship in a higher
colour feature space between two views is no longer one-to-one. Assuming the independence
between colour channels is therefore the approximation one must make. The experimental results
suggest that this is a good approximation. Note that other colour spaces can also be considered
for the CBTF method. For instance, the HSV space may provide a decoupling between the
chromatic and intensity information. However, there is no guarantee that the H and S channels
are independent. Therefore, computing BTF in the HSV space does not necessarily give better
performance.
It is worth pointing out that this method was designed to tackle the more challenging problem
of matching across non-overlapping camera views but can easily deal with overlapping views
without any modification. In fact, the spatial information that is available in the overlapping case
could be used to enhance the CBTF method using algorithms like [93].
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Although the matching rates show improvement over alternative approaches, there are un-
solved problems. Currently this method uses a brute force approach to re-identification by com-
paring a target unknown individual with all known individuals in all cameras. One method to
reduce the search space is to add temporal links to the individuals, such as camera transition
time [109], which has been shown to improve tracking results [56, 78]. However, this is limited
to reasonably confined scenarios and the aim of this chapter was to generalise to an arbitrary set
of cameras.
A significant issue with all illumination modelling techniques is that of lighting change over
time, caused by weather conditions, camera settings or otherwise. The current implementation
requires a set of manually labelled data for training and assumed static lighting conditions. This
assumption is only applicable in very constrained environments and will be addressed in Chap-
ter 4.
3.8 Summary
This chapter described an approach to model the differing lighting conditions between disjoint
camera views in order to improve re-identification performance by mitigating the effect of il-
lumination change on appearance models. Firstly, the construction of the Brightness Transfer
Function (BTF) from a pair of corresponding images was outlined. Next, the issue of repre-
senting a group of BTFs obtained from small training sets containing limited colour information
was addressed. Previous methods relied on richer colour information from larger training sets
through the use of subspace methods [78] or long iterative refinement processes [56]. Instead, a
cumulative approach to modelling a set of BTFs was used (CBTF), which attempted to preserve
sparser colour information without using an averaging process. This allowed the CBTFs to main-
tain some of the brighter colour information in the transfer function that was not common in the
training set. This process involves taking each of the appearance distributions from the training
set and merging them into a single distribution per camera that is representative of the entire
training set. These distributions were then used to calculate a CBTF, with the resulting curve
being smoothed using a nearest neighbour function. Comparisons of objects were then made
by applying the CBTF to an probe image and using the Bhattacharya distance [11] to assess its
similarity with the gallery observations.
The CBTF was compared against the mean-based representation of the training BTFs and
3.8. Summary 83
gave a significant improvement in results. In order to explore the effect of camera ordering on the
creation of the CBTF several bi-directionality methods were implemented. The results indicated
that using a single mapping of illumination yielded varying results, but there was a performance
gain obtained by utlising the bi-directionality. The CBTF matching process was finally evaluated
against the subspace-based method of Javed et al. [78] and the MCHR representation [107],
showing improvements over both on two challenging datasets.
The question of the effect of lighting change over time highlights an obvious omission from
this method. In its current state, any lighting change within a camera, due to the weather for
example, will mean that the model has to be retrained using hand labelled data. In reality, this
level of continued manual interaction is too costly, and Chapter 4 attempts to address this issue.
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Chapter 4
Multi-camera Matching under Illumination
Change Over Time
The problem of differing illumination conditions between camera views on the appearance repre-
sentations for re-identification is not a static problem. That is the illumination conditions within
each of the cameras should not be assumed constant. Chapter 3 looked at methods for modelling
the illumination changes between such views, but lacked the ability to handle changes within a
camera over time. Clearly, as one cannot always control the lighting conditions within a scene,
some form of adaptation to new lighting conditions must be addressed. This chapter investigates
the use of background illumination conditions to model within-camera lighting changes in order
to update the CBTFs, forming an Adaptive Cumulative Brightness Transfer Function (A-CBTF).
Sets of background images from two different times are used to model a intra-camera camera
mapping. This intra-camera information is then combined with the inter-camera CBTFs to pro-
vide a mapping between cameras under different illumination conditions without retraining the
underlying CBTFs.
4.1 Inferring Illumination Relationships Over Time
While the focus of Chapter 3 was to model the illumination conditions between views and form
a CBTF to mitigate their affect, this chapter looks at how to deal with temporal changes in
scene conditions. Among those conditions that vary across cameras, dealing with illumination
condition change is particularly challenging. This is because lighting conditions at different
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camera views can change over time in an unknown manner. This can be due to obvious issues
like changes in the weather or day night cycles; such changes heavily affect outdoor environments
where the lighting is completely unconstrained, and even to windowed indoor areas as seen in
Figure 4.1. The movement of objects within the scene can also affect the lighting of different
areas, for example if a door were to be opened in a corridor the light from the connecting room
would effect the corridor itself. Changes in camera parameter and functionality, which are not
often under the control of a system that monitors the cameras, can also have a profound effect.
Updates in brightness or changes in white balance can drastically change the pixel values and
thus the perceived appearance of an individual.
(a) Day 1 (b) Day 2
Figure 4.1: Illumination condition can change over time especially when outdoor lighting plays
a part. In this case Day 1 was a dull cloudy day and Day 2 was sunny.
Two main approaches exist to model the illumination conditions between views in order to
mitigate its effect. The first is that of incremental learning, in which a simpler system is used to
bootstrap an illumination modelling method that updates itself as more people are identified as
passing through the scene, as is the basis of [56]. The second is that of batch processing, in which
a set of training samples is used to derive an illumination mapping function, as in [78] and the
CBTF from Chapter 3. However, both approaches rely on static lighting conditions; batch-based
methods fail if the lighting conditions are sufficiently different to those found in the training
set, and incremental approaches will degrade as new samples are added, requiring a significant
number of samples to outweigh the contribution of samples from earlier conditions. Chen et
al. [26] proposed a method for adapting an incremental method to changes in lighting conditions
by simply throwing away previously learned information and relying on spatial links between
cameras to bootstrap the learning process. While this approach may work in well constrained
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areas, a reliance on spatial information alone is not suitable for less constrained or busier areas
like train stations.
The goal of this chapter is to try to re-use and update some previously learned or manually
trained information upon a change in lighting conditions in order to reduce the amount of ef-
fort required to obtain usable inter-camera illumination model. To achieve this, the proposed
approach makes use of illumination information from the background, to infer changes in the
foreground as described in Figure 4.2. Firstly, an inter-camera illumination model, in this case
the CBTF, is formed from a set of known correspondences. Secondly, the changes in lighting over
time are extracted from the background in regions of interest within each camera (yellow boxes
in Figure 4.2). These background CBTF models are then are then combined with the trained fore-
ground CBTF to infer the inter-camera CBTF under the new lighting conditions. This process
allows objects to be compared using previously trained models when the illumination conditions
are different. Experiments are performed on a challenging dataset collected at two disjoint times
and show significant differences in lighting conditions. The results demonstrate that the adap-
tive CBTF estimation using background information is a viable approach and that it outperforms
other existing methods.
4.2 Adaptive Multi-camera Person Matching
The underlying re-identification process is similar to that in Chapter 3. The aim is still to find
the solution to the of the multi-camera re-identification problem s as described in Section 3.4.
Similarly, the formulation of the CBTF used to train the inter-camera matching function is as
described in Section 3.4. Figure 4.3 illustrates the additional notation used to describe the adap-
tive concept outlined in Section 4.1. Specifically, given a pair of camera views i and j and a
set of object correspondences, the first step is to compute the Cumulative Brightness Transfer
Function (CBTF), denoted as c fi j, to model the illumination difference between the camera pair
at the time when the correspondence set was collected. Subsequently, the aim to adaptively up-
date the CBTF to any change of illumination condition over time without collecting new object
correspondences. The camera views under a different illumination condition is denoted as i′ and
j′, and the updated CBTF c fi′ j′ . This adaptation is achieved through calculating a colour map-
ping function for each of the two camera views over time, denoted as fi′i and f j′ j, respectively,
from the background information alone. These background BTFs enable a conversion of object
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Figure 4.2: This figure illustrates the underlying concept of this chapter. 1) using a training
set of pairs of known correspondences a CBTF can be trained for an initial set of illumination
conditions as per Chapter 3. In order to model the difference in illumination conditions within
a single camera over time one can form a BTF from the regions of interest in the background
(yellow). 3) A linear combination of the two background BTFs and the trained foreground CBTF
can be used to infer the foreground illumination change between the two views under the new
illumination conditions.
images under a different illumination condition back to the illumination conditions under which
the original CBTF was learned.
4.3 Adapting CBTF under Temporal Illumination Change
4.3.1 Inferring Temporal Illumination Change
The aim here is to model the illumination change over time within a single camera view. The
first stage in modelling this is to derive a single background image from each camera for each of
the two datasets, i.e. one background image per camera, per illumination condition. In order to
obtain a background image that is representative of the lighting conditions in the same dataset it
is formed from several frames of the video using a background modelling/extraction technique
such as [86, 100, 103]. The two background images for the two different illumination conditions
in camera i are denoted as Mi(x,y) and Mi′(x,y).
Regions of interest R are defined in each of the background images that correspond to en-
4.3. Adapting CBTF under Temporal Illumination Change 88
Figure 4.3: Camera views i, j and i′, j′ under different illumination conditions. By modelling the
illumination change for each camera view ( fi′i and f j′ j) the original trained inter-camera c fi j can
be used to infer the new inter-camera c fi′ j′ without re-training.
Figure 4.4: Corresponding regions of interest from the same entry/exit region of a camera on
Day 1 and 2 respectively with pixels with large value changes removed automatically (shown in
black). Those removed pixels correspond to an LCD display, a chair, and some magazines, all of
which have been changed/moved over the two days.
try/exit regions of a camera. In this work these regions are manually defined, however there are
several works that extract these automatically, such as [98, 108]. As the background of a scene
may change over time due to reasons other than illumination change, e.g. the movement of a
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static object. Frame differencing is performed to remove these areas so that they do not pollute
the final colour mapping, as it is based on proportions of colour. Let ˆMi(x,y) denote a region of
interest R after frame differencing:
∀x,y ∈ R, ˆMi(x,y) =


Mi(x,y) if abs(Mi(x,y)−Mi′(x,y))< σ
0 otherwise
(4.1)
where σ was typically between 30 and 50. An example of the regions of interest from two
background images is shown in Figure 4.4, where the objects that have moved have been filtered
out.
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Figure 4.5: Background illumination BTF from the blue channel of Camera 3 from Scenario 1
(see Figure 3.5). Note the values on the x-axis (Day 2) corresponding to lower (darker) values
on the y-axis (Day 1).
From ˆMi(x,y) and similarly calculated ˆMi′(x,y) the illumination change is then estimated for
each camera. To model the illumination changes the principles of the brightness transfer function
outlined in Section 3.3 are incorporated. It is assumed that the percentage of pixels in background
image Mi′(x,y) with the brightness value less than Bi′ is equal to the percentage of image points
seen in Mi(x,y) of brightness less than or equal to Bi. Thus, Equation (3.5) is modified to compute
fi′i and f j′ j from Figure 4.3 as follows:
fi′i(Bi′) = H−1i (Hi′(Bi′)) (4.2)
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As this mapping may not contain one-to-one brightness mappings a linear interpolation is per-
formed to estimate unmapped regions. A sample illumination mapping can be seen in Figure 4.5.
The mapping between j′ and j is then calculated in the same way.
Figure 4.6: Example of the conversion from the new illuminations (bottom row) to the old (top
row). From here the image from camera i is converted to the illumination conditions of j for
comparison using the similarity measure.
Once fi′i and f j′ j have been calculated using Equation (4.2) objects can be mapped into
the illumination conditions under which the original inter-camera CBTF c fi j was trained. This
allows c fi j to be used to convert the objects seen in view i to the mapped illumination conditions
of view j for comparison. Specifically, in order to compare two observations Oi′,a and O j′,b, their
colours are converted to the corresponding colours in Ei and E j, i.e. `Oi′,a(Bi′) and `O j′,a(B j′),
using fi′i and f j′ j respectively:
∀B′i, `Oi′,a(Bi′) = fi′i(Oi′,a(Bi′)) (4.3)
∀B′j, `O j′,b(B j′) = f j′ j(O j′,b(B j′)) (4.4)
Next `Oi′,a(Bi′) must be converted to the illumination conditions of E j, becoming ˆOi′,a(Bi), using
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the learned inter-camera CBTF:
∀Bi, ˆOi′,a(Bi) = c fi j( `Oi′,a(Bi)) (4.5)
`Oi′,a(Bi′) has now undergone transformation by a combination of fi′i and c fi j as depicted in
Figure 4.3. An example of the combination of background BTFs and trained CBTF can be
seen in Figure 4.6. As explained in Section 3.4, the BTFs and CBTF are smoothed using a
Equation 3.6 and comparisons are performed using the Bhattacharya distance, as per Section 3.4,
and averaged over the three colour channels R, G and B.
4.4 Experiments
The experiments were carried out using a challenging dataset collected from a distributed camera
network. In this set of experiments, the A-CBTF method was evaluated when different camera
views were subject to temporal illumination changes. Again comparative results are presented to
demonstrate that with temporal adaptation, the adaptive CBTF significantly outperforms alterna-
tive approaches. Additionally the A-CBTF is compared against human performance to provide
an insight into the difficulty of the dataset, and the effect of segmentation on the CBTF approach
is investigated. All the experimental results (except the manual ones) are presented as rank 1-5
values indicating the rate of correctly identifying an observation as the best match, within the
top 2 matches and so on through to within the top 5. Note that there are various performance
metrics for person re-identification, among which the top-rank matching rate is considered to be
appropriate for this specific problem and has been widely used in previous work [60].
4.4.1 Datasets
Figure 4.7: Scenario 1 camera configuration. All cameras are mounted indoors.
The scenario used to test this approach (referred as Scenario 1) is inside an office building
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observed by three cameras. The topology of this camera network is shown in Figure 4.7 with
example views shown in Figure 4.8. The illumination conditions and colour quality vary between
these views. Camera 1 displays a corridor scene where objects are periodically lit by spotlights
causing darker regions in the bottom part of a person’s body. Camera 2 shows a shared space
connecting several offices with fairly dim illumination. Camera 3 is placed in a foyer region
where there is poor lighting in the back right region making it a good spot to test potential
algorithms. A single entry/exit region was determined in each camera to capture targets.
Two sets of data were obtained from scenario 1 over two different days. Example views are
shown in Figure 4.8. Both datasets prove challenging as they contain sparse colour information
and objects in similar clothing. The illumination conditions also vary greatly between the two
data sets. The first dataset (Scenario 1: Day 1) was recorded on a cloudy afternoon where lighting
condition was relatively stable during the data collection. This dataset was used in the first set
of experiments to evaluate different approaches without temporal illumination changes. In this
dataset, 15 individuals giving 45 entry/exit transitions were used in the training phase, and the
remaining 20 individuals with 51 entry/exit transitions, were used in testing. The second dataset
(Scenario 1: Day 2), including the training par of Scenario 1: Day 1 as a subset, also contained
data recorded on a much brighter day. Scenario 1: Day 2 was also divided into a training set and
a test set. In the training dataset, 15 individuals giving 45 entry/exit transitions were observed
(same as that in Scenario 1: Day 1); 20 individuals with 52 entry/exit transitions, were observed
in the testing set.
4.4.2 Matching under Both Inter and Intra-Camera Illumination Changes
The effectiveness of the proposed Adaptive CBTF method is demonstrated via experimental re-
sults obtained from Scenario 1. Scenario 1 was collected over two days and featured with both
illumination changes across different camera views and temporal illumination changes within
individual camera views.
CBTF vs. Adaptive CBTF
Here the improvement of the temporal illumination change modelling on the CBTF is demon-
strated. Each observation was decomposed into its RGB and component histograms at each en-
try/exit region and compared against all other observations. For the CBTF only the inter-camera
CBTF learned from Scenario 1: Day 1 (c fi j) is used as an estimation of the colour changes be-
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(a) Day 1: Camera 1 (b) Day 1: Camera 2 (c) Day 1: Camera 3
(d) Day 2: Camera 1 (e) Day 2: Camera 2 (f) Day 2: Camera 3
Figure 4.8: Sample frames from Scenario 1 over two days showing the differing lighting condi-
tions between days in addition to the inter-camera illumination changes. The yellow boxes show
the entry/exit zones.
tween views in Scenario 2: Day 2 (c fi′ j′). Figure 4.9(d) shows that adaptive CBTF (A-CBTF)
achieved a significant improvement in overall matching rate over CBTF. This validates the as-
sumption that changes in illumination can be approximated using a linear combination of fore-
ground and background changes. The gradient of the results indicates a relatively linear increase
in the number of number of correct matches at each rank, with the exception of Figure 4.9(c),
whereby all 4 methods have trouble distinguishing between the similar high ranked observations.
Example of object association results obtained using the two methods are shown in Figure 4.10.
Comparison with alternative approaches
In this experiment, the adaptive CBTF method is compared against the BTF subspace approach
[78] and the Major Colour Spectrum Histogram (MCHR) approach [107]. The results in Figure
4.9 show that the equalisation based MCHR does not cope well with this challenging data set.
Although slightly better, the BTF subspace approach suffers due to its inability to adapt to the
difference between the illumination conditions changes over time. Overall both CBTF and the
adaptive CBTF yield an increase in matching accuracy at rank 1 with the A-CBTF significantly
outperforming the other methods in ranks 1-5.
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(a) Camera 1 to Camera 2 (b) Camera 1 to Camera 3
(c) Camera 2 to Camera 3 (d) Overall
Figure 4.9: Comparative results on Scenario 1: Day 2 from the MHCR-based method, Mean
BTF, the BTF subspace method and the adaptive CBTF method. The testing set size in the
diagrams above was a) 18, b) 16, c) 18, d) 52 image pairs
4.4.3 Comparison with human performance
This section presents manual matching results to provide insight into the gap between the perfor-
mance of the algorithms and human. Specifically experiments were conducted using six human
observers. Each human observer was provided with a sequence of probe images and for each im-
age they were also shown a set of observations obtained from a separate camera view (a gallery
set), each uniquely labeled. The human observer was then asked to select the label corresponding
to the gallery image that best matched the probe image. The size of the gallery sets ranged be-
tween 16-18 images, depending on the camera pair, with the same number of probe images being
displayed one at a time. This process was repeated for all three camera pairs and on both Day
1 and Day 2 from Scenario 1, totaling 51 and 52 probe images respectively. This process was
designed to match the way in which the algorithms were presented with the data in order to avoid
bias in the results. To perform a fair comparison, the images presented to the human observers
were manually cropped with a black background, as those used in the experiments described
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(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
Figure 4.10: (a) and (b): the same individual appeared at entry/exit regions 1 and 2 respectively.;
(c): BTF(subspace) match; (d): MCHR match: (e): CBTF match (correct one). (f) and (g): A
much more challenging case from due to the presence of similar coloured objects in the testing
set. (h)-(j): all three methods found the wrong match.
previously. In addition, the faces were blurred to prevent facial or background information from
being used as cues for matching.
The manual matching result is compared with CBTF on the Scenario 1: Day 1 data and
adaptive CBTF (A-CBTF) using the Scenario 1: Day 2 data in Figure 4.11. There are two
interesting findings from the comparison: 1) The performance of the automated methods is better
than half that of the humans. In particular, it can be seen from Figure 4.11(d) that, with the labeled
training data on Scenario 1: Day 1, the rank 1 matching rate of CBTF is about 61% of that of
human whilst without labelled training data on Scenario 1: Day 2 the ratio is 52% for A-CBTF.
The rank 4 results on both cases are higher than that of human. 2) Figure 4.11(d) also shows
that overall for the three camera pairs the matching rate ratio between A-CBTF and human on
the Scenario 1: Day 2 data is slightly worse than that of CBTF on the Scenario 1: Day 1 data
for rank 1 (52% for A-CBTF compared to 61% for CBTF), but slightly better from rank 4 (79%
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(a) Camera 1 to Camera 2 (b) Camera 1 to Camera 3
(c) Camera 2 to Camera 3 (d) Overall
Figure 4.11: Comparative results of the CBTF and manual method from Scenario 1: Day 1 with
the A-CBTF and manual method from Scenario 1: Day 2. The testing set size in the diagrams
above was a) 18, b) 16, c) 18, d) 52 image pairs
to 75% for rank 4 and 84% to 80% for rank 5). Note that although the manual matching result
only contains the rank 1 result this has been compared this against the rank 1-5 results of the
A-CBTF system. The reason for this comparison with rank greater than 1 is to show that if the
A-CBTF method returned a few of the top ranking results to a human operator, there would be a
high probability that the correct match is among those top ranking matches, improving the human
score and reducing the human effort required. Note that there was no labelled training data on
Scenario 1: Day 2 for learning the A-CBTF and the illumination condition was significantly
different from that on Scenario 1: Day 1. With A-CBTF achieving a performance comparable
to CBTF, the results show that the proposed A-CBTF algorithm is effective in compensating
difficult unknown illumination change and the lack of labelled training data.
4.4.4 The Effect of Segmentation
As the CBTF method requires good segmentation results, the difference between manual segmen-
tation used in this chapter and a simple method for automatically segmenting images is examined.
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In order to automatically segment the images foreground/background extraction is performed on
small clips from the data ignoring any small foreground regions. A set minimum height to width
ratio is also enforced in order to ignore any very poorly segmented individuals. As the scenes
are not overly crowded we track the individuals using the x , y coordinates of the center of the
extracted regions. Once the clip has been processed a single image is selected by taking the ob-
servation with the median number of foreground pixels. Examples of the segmented images can
be seen in Figure 4.12, some of the individuals were segmented very well (Figures 4.12(b) and
4.12(c)) but several were poorly extracted as can be seen in Figure 4.12(d). Figure 4.12(a) shows
that the use of automatic segmentation degrades the results as a good segmentation is required in
the training stage because the BTFs are constructed using the assumption of similar proportions
colour. Given outdoor scenes or areas of less consistent lighting, shadows would cause more of
a problem than they did in the relatively stable indoor environments. This indicates a preference
to using a more sophisticated extraction and segmentation approach, which is beyond the scope
of this chapter, to gain closer results to the manual segmentation.
(a) Overall Scenario 1: Day 2 (b) (c) (d)
Figure 4.12: a) results of the automatic segmentation, A-CBTF (S), against the manually seg-
mented images, A-CBTF. b-d) examples of manual segmentation (top) and automatic segmenta-
tion results (bottom)
4.5 Discussion
This chapter has demonstrated that by modelling background illumination changes we can infer
new brightness mapping functions between cameras from the original CBTF. In particular, by
using background illumination we are able to estimate the changes on the foreground objects
without the need for manual association of foreground objects each time these illumination con-
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ditions change, which would be required by other approaches. Obviously, this method has its
limitations in the conditions under which it can be used. Primarily, it requires the background
region chosen to be close to the desired foreground regions to ensure that the lighting conditions
are the same or at least similar. If the camera has a low mounting then the background and
foreground regions may be disjoint to adequately capture the lighting conditions. However, low
mounted camera also emphasise inter-person occlusion within a scene, and for this reason they
are generally only used in areas with low ceilings.
Currently, the A-CBTF method was only tested on scenarios where the data was collected
from two separate days with varying lighting conditions across days but relative stable light-
ing conditions within each day. However, this method could be easily extended to run in an
automated fashion to cope with rapidly changing illumination conditions typical in an outdoor
environment. This could be achieved using an online adaptive background modelling approach
such as [141] to construct an empty background from a stack of frames containing foreground
objects collected from a fixed time interval, allowing us to extract background images even in
busy environments. From this automatically generated empty background region the brightness
histograms for the entry/exit region can be calculated. In the next time interval, the background
model is updated, so are the brightness histograms. The brightness histograms can then be com-
pared against those from the previous period. Illumination change can then be detected when the
difference between the histograms is larger than a threshold leading to the updating of the model.
The datasets used provide a challenging test for object association due to the sparse colour
information of the objects observed. Although the A-CBTF method produces relatively low
matching rates, its ability to adapt to new illumination conditions allows it to significantly out-
perform existing methods. To estimate a BTF, object segmentation is required. In order to eval-
uate the effect of segmentation accuracy on the performance of this method a brief comparison
of manual segmentation against a simple automated segmentation based on background subtrac-
tion followed by the connected component method was undertaken. Figure 4.12 shows that even
with a very coarse segmentation, good performance can be obtained using the proposed method
which is comparable against the result obtained using manual segmentation. Incorporating a
more advanced segmentation approach would likely minimise the difference between the manual
and automatic segmentation results, but was outside the scope of this chapter as the problem of
segmentation is a substantial research topic in itself as outlined in Section 2.1.
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An interesting side to this work is to consider that given advances in camera technology are
constantly occurring, will the problem of illumination change still be prevalent in the future? This
question can be addressed by looking at the causes of the challenges, i.e. the illumination changes
captured in the images. There are two major causes of illumination changes: changes in lighting
condition, and changes in the number of people in the scene. Typically the former is more gradual
than the latter. If the camera’s auto-gain control and white balancing functions are switched on,
the existing cameras tend to over-adapt to the illumination changes caused by the number of
people in the scene. On the other hand, if those functions are switched off, gradual illumination
changes will cause more problems for matching people. The existing cameras cannot deal with
the two types of illumination changes at the same time because the camera adaptation is based
on measuring the overall brightness of the captured images. In the future cameras will have
higher image resolution and frame rate. But these two types of illumination changes, sudden
and gradual, caused by moving object or natural lighting source, will not go away. The hope for
solving this problem lies on the advance in software rather than hardware. To that end, future
cameras could adapt to illumination changes more intelligently and selectively by adopting an
algorithm that can estimate the illumination changes on foreground objects of interest rather than
blindly the overall scene. Therefore the algorithm suggested in this chapter could actually be
used to contribute towards that objective.
4.6 Summary
This chapter introduced an adaptive method for addressing the problem of changing lighting
conditions over time using background lighting conditions as an estimate for the foreground,
thus removing the need for manual retraining. The first step in this process was to train a CBTF
as described in Chapter 3. Upon a change in the lighting conditions within the observed scene,
the CBTF learned in this step becomes much less accurate. To counter this, and to in effect
to infer a CBTF for these new conditions, a brightness transfer function was formed from the
background information for each camera. This involves acquiring a background image over
several frames for both the old and new lighting conditions, removing any pixels that have a
significant change due to objects being moved, and performing a proportional mapping between
the two. Experiments were conducted on a difficult indoor scene with heavy illumination changes
between both the camera views and recording times. The results show that the A-CBTF provides
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a significant performance gain over the CBTF and alternative approaches, indicating the use of
the background illumination is an adequate estimate for the foreground. Additional experiments
were undertaken to assess the effect of segmentation on the results and a comparison was made
against human performance.
Whilst the method described finds a reasonable estimation of illumination change, it is built
upon a limited set of features with which to describe an observation and relies on simple dis-
tance measure to compare objects. Chapter 5 looks at incorporating many more features for an
over-rich representation containing redundant information, and finds a comparison measure from
related training data in a ranking framework.
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Chapter 5
Learning to Rank for Person Re-Identification
Many existing works focus on the selection of features channels for object representation and
determining a score for a pair of probe/gallery images which indicates its similarity. In con-
trast, this chapter introduces a novel reformulation of the re-identification problem to one of a
ranking problem and learns a weighting such that the potential true match is given the highest
rank, rather than a score based on a direct distance measure. By doing so, the re-identification
problem is converted from an absolute scoring problem to a relative ranking problem, whereby
the distance measure is learned from the data itself. Additionally, some consideration is made
for the scalability of re-identification. In this respect an Ensemble RankSVM, a novel combi-
nation of ranking SVMs and Boosting, is defined to reduce the computational overheads while
incorporating SVM tuning parameters.
5.1 Ranking People for Re-Identification
Commonly used comparison methods for re-identification are often based around template match-
ing. Firstly, this involves compiling feature sets as a template to describe an individual, often
selecting feature spaces that attempt to minimise the effect of inter-camera appearance changes,
like view angle or scale. As seen in the previous chapters, these representations are sometimes
combined with a specialised methods to model the lighting changes between views. Secondly,
the comparison itself is then preformed using a direct distance metric chosen independently of
the data. These are either designed around the feature representation itself, or standard distance
metrics for distribution comparison. Regardless of the choice of features and distance measures,
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(a) VIPeR Dataset (b) i-LIDS Dataset
Figure 5.1: (a) Sample image pairs from the VIPeR dataset [60] and (b) the i-LIDS dataset
(http://www.ilids.co.uk). Each column represents a matching pair of observations with the top
and bottom rows representing different camera views.
re-identification by this approach is difficult because there is often too much of an overlap be-
tween the feature distributions of different objects, so much so that given a probe image, an
incorrect gallery image can appear to be more similar to the probe image than the gallery image.
This is demonstrated in Figure 5.1, which shows that incorrect matches can often appear almost
identical to the correct match. Under these conditions it is clear that a more discriminative dis-
tance measure is required as a direct comparison of the features is likely to lead to similar scores
for each of the pairs of observations.
Person re-identification by ranking can be formulated as follows. Assume there exists a set
of relevance ranks λ = {r1,r2, · · · ,rρ} such that rρ ≻ rρ−1 ≻ ·· · ≻ r1 where ρ is the number of
ranks and ≻ indicates the order. In the re-identification problem there are only two relevance
levels/ranks, that of relevant and irrelevant observation feature vectors, i.e. the correct and incor-
rect matches. Given a dataset X = {(xi,yi)}mi=1 where xi is a multi-dimensional feature vector
representing the appearance of a person captured in one view, yi is its label and m is the number
of training samples (images of people). Each vector xi(∈ Rd) has an associated set of relevant
observation feature vectors d+i = {x+i,1,x
+
i,2, · · · ,x
+
i,m+(xi)} and related irrelevant observation fea-
ture vectors d−i = {x
−
i,1,x
−
i,2, · · · ,x
−
i,m−(xi)} corresponding to correct and incorrect matches from
another camera view. Here m+(xi) (m−(xi)) is the number of relevant (related irrelevant) obser-
vations for query xi and have m−(xi) = m−m+(xi)−1. In general, m+(xi) << m−(xi) because
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there are likely only a few instances of correct matches and many incorrect matches. The goal of
ranking any paired image relevance is to learn a ranking function δ for all pairs of (xi,x+i, j) and
(xi,x
−
i, j′) such that the relevance ranking score δ (xi,x+i, j) is larger than δ (xi,x−i, j′).
Ranking can be based on either Boosting or kernel based learning such as Support Vector
Machines (SVMs). RankBoost [49] uses a set of weak rankers boosted to form a strong ranker.
However, the re-identification problem intrinsically suffers from a large degree of feature over-
lapping in a multi-dimensional feature space, as can be seen in Figure 5.1. Because of this,
picking weak rankers in each individual feature dimension, as considered by [49], is likely to
lead to very weak rankers thus reducing matching effectiveness. In contrast, SVM based models
such as RankSVM [82] seek to learn a ranking function in a higher dimensional feature space
where true matches and wrong matches become more separable than the original feature space
via the kernel trick. RankSVM is thus potentially more effective for coping with highly over-
lapped feature distributions in person re-identification.
−3
−2.5
−2
−1.5
−1
−0.500.511.52
−3
−2.5
−2
−1.5
−1
−0.5
0
0.5
1
−1.5
−1
−0.5
0
0.5
1
1.5
2
 
PC 1PC 2
 
PC
 3
Irrelevant Samples
Relevant Samples
Figure 5.2: Principal Component Analysis (PCA) plot showing the overlap between the relevant
samples (red) and the irrelevant ones (blue) in the top three principal components. Note that
only a subset of the samples is displayed here; 250 relevant samples and 1000 irrelevant samples
corresponding to roughly 40% and 0.25% of the VIPeR dataset, respectively.
However, a main issue with running RankSVM on large datasets such as the LETOR dataset 1
is that it is computationally very expensive due to a large amount of inequality constraints. As
a result, RankSVM based learning to rank is limited as much fewer iterations can be performed,
resulting in a sub-optimal ranker. Given the necessarily large number of candidate matches for
1http://research.microsoft.com/en-us/um/beijing/projects/letor/Baselines/RankSVM.html
5.1. Ranking People for Re-Identification 104
person re-identification, this poses a severe scalability limitation on RankSVM’s applicability to
person re-identification.
5.1.1 Ranking by Support Vector Machine
Here the goal is to compute the score δ in terms of a pairwise sample (xi,xi, j) by a linear function
w as follows:
δ (xi,xi, j) = w⊤|xi− xi, j|, (5.1)
where |xi− xi, j|= (|xi(1)− xi, j(1)|, · · · , |xi(d)− xi, j(d)|)⊤ and d is the dimensionality of xi. The
vector |xi− xi, j| is refered to as the absolute difference vector.
Note that for a query feature vector xi, the following rank relationship for a relevant feature
vector x+i, j and a related irrelevant feature vector x
−
i, j′ is desired:
w⊤(|xi− x
+
i, j|− |xi− x
−
i, j′ |)> 0, (5.2)
Let xˆ+s = |xi − x+i, j| and xˆ−s = |xi − x
−
i, j′ |. Then, by going through all samples xi as well as the x
+
i, j
and x−i, j in the dataset X , one can obtain a corresponding set of all pairwise relevant difference
vectors in which w⊤(xˆ+s − xˆ−s )> 0 is expected. This vector set is denoted by P = {(xˆ+s , xˆ−s )}. A
RankSVM model is then defined as the minimization of the following objective function:
1
2
‖w‖2 +C
|P|
∑
s=1
ξs
s.t. w⊤(xˆ+s − xˆ
−
s )≥ 1−ξs, s = 1, · · · , |P|, ξs ≥ 0, s = 1, · · · , |P|,
(5.3)
where C is a positive parameter that trades margin size against training error.
One of the main problems with using an SVM to solve the ranking problem is the poten-
tially large size of P. In problems with lots of queries and/or queries with lots of associated
observation feature vectors, the size of P means that forming the xˆ+s − xˆ−s vectors becomes com-
putationally challenging. Particularly, in the case of person re-identification, assuming there is
a training set consisting of m person images in two camera views. The size of P is proportional
to m2, it thus increases rapidly as m increases. SVM-based methods also rely on parameter C,
which must be known before training. In order to yield a reasonable model one must use cross
validation to tune model parameters. This step requires the rebuilding of the training/validation
set at each iteration, thus further increasing the computational cost and memory usage. Hence,
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the RankSVM in Eqn (5.3) is not computationally tractable for large-scale constraint problems
due to both computational cost and memory use.
Chapelle and Keerthi [23] proposed a method based on primal RankSVM (PRSVM) that
relaxes the constrained RankSVM and formulated a non-constraint model as follows:
w = argmin
w
1
2
‖w‖2 +C
|P|
∑
s=1
ℓ
(
0,1−w⊤
(
xˆ+s − xˆ
−
s
))2
, (5.4)
where C is a positive importance weight on the ranking performance and ℓ is the hinge loss
function. Moreover, a Newton optimisation method is introduced to reduce the training time
of the SVM. Additionally, it removes the need for an explicit computation of the xˆ+s − xˆ−s pairs
through the use of a sparse matrix. However, whilst the computational cost of RankSVM has
been reduced significantly, the memory usage issue remains. Specifically, in the case of person
re-identification, the spacial complexity (memory cost) of creating all the training samples is
O
(
m
∑
i=1
d ·m+(xi) ·m−(xi)
)
, (5.5)
where d is the feature dimensionality. Assuming there are L people in the training set, and mL
images for each person, then m+(xi) = mL −1 and the spacial complexity can be re-written as:
O(d · ((1
L
−
1
L2
) ·m3 +(
1
L
−1) ·m2)). (5.6)
This complexity is very high given large number of training samples m and high dimensional
feature space d, and it cannot be reduced using PRSVM. In order to make RankSVM tractable
for the large scale person re-identification problem, an Ensemble RankSVM is proposed to both
significantly reduce the spacial complexity and solve the problem of tuning C in RankSVM.
5.2 Ensemble RankSVM
Rather than learning a batch mode RankSVM, the aim to learn a set of weak RankSVMs each
computed on a small set of data and then combine them to build a stronger ranker using ensemble
learning. More precisely, a strong ranker wopt is constructed by a set of weak rankers wi as
follows:
wopt =
N
∑
i
αi ·wi. (5.7)
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5.2.1 Learning the weak rankers
The data set is divided into groups and each weak ranker is learned based on that group of data.
Specifically, assume there are in total L people C = {C1, · · · ,CL}, they are equally divided into n
groups G1, · · · ,Gn without overlap, i.e. C =
⋃n
i=1 Gi and ∀ i 6= j, Gi
⋂
G j = ∅. Then the training
data set Z is divided into n groups Z1, · · · ,Zn as follows:
Zi = {(xi,yi)|yi ∈ Gi}. (5.8)
The simplest way to learn a weak ranker is to perform RankSVM on each subset Zi. In order to
avoid learning a rather weak ranker, the weak rankers are learnt from a subset ˜Zi and ˜Zi = Zi
⋃
Oi
so that all weak rankers are not completely learned on separate datasets, where Oi is a subset of
data of the same amount |Zi| randomly selected from the remaining data set Z−Zi . This allows
us to learn weak rankers on overlapping subsets. In the experiments (Section 5.3), for each Zi
and for each importance weight C, a weak ranker is learned; that is if there are s candidate values
of parameter C, then N = s ·n weak rankers are computed. This makes selection of the parameter
C in the primal-based RankSVM unified into the ensemble learning framework, without using
any additional cross-validation that requires reforming training samples.
For each ˜Zi, a weak ranker wi is computed by using a primal-based RankSVM of Chapelle
and Keerthi [23], which is tractable given a moderate size dataset. The first step in computing
the RankSVM is to calculate a set of relevant and the related irrelevant absolute difference vec-
tors in ˜Zi, denoted by Pi = {(xˆ+i,s, xˆ
−
i,s)}. Then, for some positive parameter C, the primal-based
RankSVM solves the squared hinge loss function based on criterion of Eqn. (5.4).
5.2.2 Learning αi
Suppose N weak rankers {wi}Ni=1 have been learned from the previous step. Next, boosting is
used to learn the weight αi on the whole dataset X iteratively (see Algorithm 1). Specifically, at
the t step, the best weak ranker wkt is selected such that it minimises the following cost function:
kt = argmin
i
|P|
∑
s=1
Dst · Iw⊤i (xˆ−s −xˆ+s )≥0 (5.9)
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where Dst is the weight of pairwise difference vectors at t step, ∑|P|s=1 Dst = 1 and I is a boolean
function. Then, Dst is updated as follows:
Dst+1 = F
−1Dst · exp
{
αt ·
(
w⊤kt (xˆ
−
s − xˆ
+
s )
)}
, (5.10)
where F is the normaliser such that ∑|P|s=1 Dst+1 = 1 and Ds1 is initialised as Ds1 = 1|P| . The weight
αt is then determined by:
αt = 0.5 · log
1+ r
1− r
, r =
|P|
∑
s=1
Dst (w
⊤
kt
(
xˆ+s − xˆ
−
s )
)
. (5.11)
Note that in order to ensure that the boosting algorithm both converges and updates the above
weight, the input weak rankers wi are normalised by 2 ·maxi,s
∣∣w⊤i (xˆ−s − xˆ+s )∣∣, so that w⊤i (xˆ+s −
xˆ−s ) ∈ [−1,+1], as suggested in [49].
Compared to the batch mode RankSVM, the advantages of Ensemble RankSVM are two-
fold. Firstly, it is not required to select the best parameter C for each weak ranker using cross-
validation, as the ensemble learning algorithm automatically selects the optimal value of C by
assigning different weights to weak rankers of different parameter values of C. Secondly and
more importantly, each weak ranker is learned on a small set of data and the boosting process is
based on the data projection values of each weak ranker. To learn each weak ranker, the spacial
complexity is O(d · ( 1
n2
( 1L −
n
L2 ) ·m
3 + 1
n
( 1L −
1
n
) ·m2)), where d is the dimension of each image
feature vector and n is the number of subsets. After learning each weak learner, for the ensemble
learning process, the space complexity is O(N ·(( 1L −
1
L2 ) ·m
3+( 1L −1) ·m
2)) where N is the total
number of weak rankers, and as the number of features d > 2000 in re-identification N << d.
Overall the space complexity of the Ensemble RankSVM is around 1/n2 of that of the original
RankSVM. The experiments show the ensemble RankSVM can obtain comparable performance
as the batch mode RankSVM but with significant reduction in memory usage.
5.3 Experiments
5.3.1 Datasets
Two challenging datasets were used in this work, the VIPeR dataset presented by Gray et al. [60]
and a set of images extracted from the i-LIDS dataset [119]. Example images from both datasets
can be seen in Figure 5.3. The VIPeR dataset consists of 632 pedestrian image pairs taken from
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Algorithm 1: Algorithm of Ensemble RankSVM
Data: Pairwise relevant difference vector set P, Initial distribution D1 = {Ds1}
begin
for t = 1, · · · ,T do
Select the best ranker wkt by Eqn. (5.9);
Compute the weight αt by Eqn. (5.11);
Update the distribution Dt+1 by Eqn. (5.10).
end
end
Output: wopt = ∑Tt=1 αt ·wkt
two camera views. Each of the images has been scaled to a standard size and contains stark
differences in pose, orientation and illumination making this dataset a good representation of
challenging real world data. The i-LIDS dataset used in this work contained 208 image pairs that
have been extracted from the HOSDB’s i-LIDS multi-camera tracking dataset. Each person has
two manually extracted images from two different camera views (one from each). The dataset
contains a selection of camera view combinations from different videos in the i-LIDS multi-
camera selection. As with the VIPeR dataset these images were scaled to a standard size and were
not segmented from the background. As such the i-LIDS dataset in this chapter has individuals
captured under a diverse set of camera conditions. While the images from both datasets fit to
each subject closely, some background noise is present in every image (see Fig. 5.3).
5.3.2 Feature Extraction
The features used were 8 colour channels (RGB, HS and YCbCr) and 21 texture filters (Gabor
[46] and Schmid [144]) applied to the luminance channel. The Gabor filter used was defined as:
g(x,y,γ ,λ ,θ ,σ ,ψ) = exp
(
−
x´+ γ2y´2
2σ2
)
cos
(
2pi
x´
λ +ψ
)
, (5.12)
where x′ = xcosθ + ysinθ and y′ = −xsinθ + ycosθ . The parameters for the gabor wavelets
used in this chapter can be seen in Table 5.1. The Schmid filter used was defined as :
f (x,y,τ ,σ) = f (τ ,σ)+ cos(
√
x2 + y2piτ
σ
) e
− x
2+y2
2σ2 (5.13)
where f (τ ,σ) is added to obtain a zero DC component. The parameters for τ and σ are detailed
in Table 5.2 and are similar to those used by Gray et al. [61]. A common bin size was selected
for each feature channel of 16 bins. As different regions of the image are likely to contain
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(a) VIPeR Dataset Sample
(b) i-LIDS Dataset Sample
Figure 5.3: 10 randomly selected image pairs from a) VIPeR dataset and b) i-LIDS dataset.
The top row in each shows the probe image while the bottom row shows the corresponding
image from the gallery data. Both datasets contain a variety of inter-camera apperance changes
including differring illumination conditions and substancial pose variation.
visually distinct areas of interest some form of spatial representation is clearly needed. Some
approaches use a single rectangle to capture the whole appearance [131], and others opt for a
more complicated structural representation [55]. These approaches are either too simple or too
constrained. Instead, a representation using six equal sized horizontal strips is chosen in order to
roughly capture the head, upper and lower torso and upper and lower legs.
5.3.3 Methods for Comparison
The PRSVM was implemented using parameter C in the set {0.0001,0.005,0.001,0.05,0.1,
0.5,1,10,100,1000} using cross validation. For Ensemble RankSVM, the number of groups of
data n was set to 5. The performance of method is relatively insensitive to the value of n, as
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γ λ θ σ2 ψ
0.3 0 4 2 0
0.3 0 8 2 0
0.4 0 4 1 0
0.4 0 8 1 0
0.3 pi2 8 1 0
0.3 pi2 8 2 0
0.4 pi2 4 1 0
0.4 pi2 8 2 0
Table 5.1: Gabor filter parameters
τ σ
2 1
4 1
4 2
6 1
6 2
6 3
8 1
8 2
8 3
10 1
10 2
10 3
10 4
Table 5.2: Schmid filter parameters
seen in Section 5.3.8. For comparison, another four different existing person re-identification
models were tested, including two non-learning distance based measures Bhattacharyya and L1-
norm, a state-of-the-art Adaboost-based person re-identification system (ELF) [61], and a ranking
based model using RankBoost [49]. All six methods were tested using exactly the same image
feature set and image representation. Five random trials were conducted and the results reported
were averaged over the trials. Presented are the results of using 75% of the total samples for
testing with the rest 25% for training, and 50% for testing with the rest 50% training. All six re-
identification methods are comparitively evaulated using the cumulative matching characteristic
(CMC) curve [165], which is based on the ranking of each of the gallery image with respect to
the probe, thus resulting in the expectation of the correct match being at rank r.
5.3.4 Ranking vs. Non-Ranking Approaches
Figure 5.4(a) shows the CMC curves for the VIPeR dataset with 50% (316) of the data used
for training and 50% for testing while Figure 5.4(b) uses less samples for training (158) and
more for testing (474). Due to the high number of possible matches coupled with the intrinsic
difficulty of the data in which objects appear in different viewing conditions, the non-learning
based distance measures (Bhattacharyya and L1-Norm) perform fairly poorly overall. In contrast
the ELF method shows that by learning from training samples a more accurate distance measure
can be obtained. It is clear that a significant boost in performance can be obtained by employing a
ranking framework, with the PRSVM and Ensemble-RankSVM being the best overall. Similarly,
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Figure 5.4: Cumulative Matching Characteristic (CMC) curves for the VIPeR dataset.
the results on the i-LIDS dataset (Figures 5.5(a) and 5.5(b)) show that with the exception of
RankBoost, explained below, the non-ranking methods still show lower overall performance.
Some example query and ranked observation results can be seen in Figure 5.6.
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Figure 5.5: Cumulative Matching Characteristic (CMC) curves for the i-LIDS dataset.
5.3.5 Ensemble RankSVM vs. PRSVM
On the VIPeR dataset (Figures 5.4(a) and 5.4(b)) the difference in performance between the En-
semble RankSVM and the PRSVM is negligible. This demonstrates that given a large dataset
like VIPeR the Ensemble-RankSVM is an equal in terms of performance, while allowing a bet-
ter scaling of memory usage (5.6GB needed for the PRSVM with 50% training on the VIPeR
dataset, while the Ensemble-RankSVM needed only 740MB and this gap will widen on larger
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datasets). On the i-LIDS dataset (Figures 5.5(a) and 5.5(b)) the gap between them is slightly in-
creased, with the Ensemble RankSVM having a lower overall score when the number of training
samples is decreased. This is because that given a small training set, there are too few sam-
ples in each subset for learning a weak ranker which affects the performance of the Ensemble
RankSVM. Nevertheless, since the primary goal of the introduction of the ensemble framework
was to increase scalability, it is natural that on smaller experiments the PRSVM is more suitable.
5.3.6 SVM-based vs. Boosting
From both datasets it is clear that the RankSVM based methods are more suited to this task
than the Boosting methods (ELF and RankBoost). The performance on the VIPeR dataset (Fig-
ures 5.4(a) and 5.4(b)), shows that the ELF method outperforms the RankBoost method with the
setting used, both being significantly lower than the two SVM based ranking methods. On the
i-LIDS dataset (Figures 5.5(a) and 5.5(b)) it can seen that the RankBoost method shows similar
results to the ELF, both of which are lower even than the baseline non-learning methods, indicat-
ing that the weak rankers/classifiers based on single feature channels are not effective. On this
dataset the rank 1 matching rate of PRSVM is more than double those of ELF and RankBoost.
5.3.7 Computation Time
All the experiments were run on a server machine with 8 CPU cores and 24GB of RAM in order
to accommodate any required RAM consumption. The implementation was in Matlab, no special
effort was made in terms of multi-threading so the experiments generally took up 1 CPU core
and at most 3 for some Matlab functions. The computation times of the SVM-based ranking
methods were much lower than that of the ELF and RankBoost methods. For instance, for one-
fold training and testing for the VIPeR dataset with a training size of 316 pairs of images, the
PRSVM took about 11 minutes and the Ensemble-RankSVM 13 minutes while the ELF took
over 5 hours and the RankBoost method 10 days.
5.3.8 Effect of the Groupsize Parameter n
One of the benefits of the Ensemble based PRSVM is that it encompases the tuning validation
of the SVM parameter C, both removing the need for validation stages and any parameterisation
of the SVM. However, this approach does introduce the group size parameter n that determines
the number of groups that the training set will be split into. Obviously, performance is a concern
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(a) VIPeR Dataset Examples
(b) i-LIDS Dataset Examples
Figure 5.6: Examples of re-identification on the VIPeR and i-LIDS datasets respectively. The
first column indicates the query image, the middle column shows the PRSVM ranked results with
the correct match in red. The bottom row in each diagram shows an example where the correct
match was not in the top 19
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when incorporating additional parameters. In order to assess the effect of the n parameter on
the overall matching performance, several trials were performed on the VIPeR dataset with the
n = {5,10,15,20}. The results of which are reported in Figure 5.7. The overall performance
shows a very slight degradation from the n = 5 trial to the n = 20 and this may be reduced as
the overall number of training samples is increased. More importantly, the rank 1 result differs
by less than 1%. These factors indicate that the group size parameter does not have a significant
effect on the performance, thus does not require a validation stage to tune it as is performed in
the batch PRSVM with the C parameter.
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Figure 5.7: Analysis of the effect of the group size parameter n on the performance of the
Ensemble-PRSVM. Note that the difference in rank 1 performance is less than 1% and the per-
formance drop from n = 5 to n = 20 is minimal.
5.4 Discussion
The experiments in this chapter demonstrate the advantage of the proposed reformulation of the
person re-identification problem as a ranking problem. They show that a ranking relevance-based
model can improve the reliability and accuracy in person re-identification under challenging
viewing conditions. Better separability of samples is obtained by using an SVM to rank the
data as it considers all features simultaneously, rather than attempting separation on a per-feature
basis. Little performance is lost by the Ensemble-RankSVM, which has the benefit of lowering
the memory cost by reducing the training sample size per SVM, while incorporating the SVM
tuning parameter. Unlike the SVM tuning parameter, which is incorporated into the boosting
framework, the group size parameter is less sensitive. Figure 5.7 indicates that the proposed
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method does not show any significant degradation with an increase in the number of groups.
The degradation in performance on the i-LIDS dataset shown by the Ensemble-RankSVM
indicates a potential limitation in that it may need more training samples than the PRSVM in
order to obtain a good matching rate. However, this situation is contradictory to the principal
behind the Ensemble-RankSVM as its main purpose is to reduce the overheads of processing
large training sets. Therefore, in situations where the training samples are very limited the re-
identification PRSVM would be more suitable.
5.5 Summary
This chapter outlined an alternative way of approaching the re-identification problem; that of
a relative ranking problem instead of absolute scoring. Firstly, the general formulation for re-
identification by ranking was outlined, introducing the idea of related relevant/irrelevant obser-
vations to describe a dataset. Each observation was described using features extracted from sev-
eral colour and texture channels grouped from six horizontal strips. Next, a primal form of rank
SVM [23] was selected as the ranking function due to the computationally tractable of the par-
ticular implementation to larger scale problems in reasonable time. In order to further reduce the
overheads for larger datasets an Ensemble-based RankSVM was proposed. This method aimed to
reduced the memory overheads of training with large datasets by splitting the datasets into subsets
and training multiple PRSVMs, then using these as the weak rankers in a boosting framework to
obtain an overall ranking function. An added benefit of this approach was that the SVM tuning
parameter could be incorporated into the boosting framework, thus removing the need for a val-
idation stage. This approach was evaluated on two challenging datasets; the VIPeR dataset [60]
and a large set of images taken from the i-LIDS multi-camera dataset2. Both the PRSVM and the
Ensemble-RankSVM demonstrated a significant performance gain over baseline distance metrics
and boosting-based ranking methods. There was also a notable performance difference over the
boosting-based ELF method, indicating the SVM approach was more suitable to datasets con-
taining substantial feature overlap. Additionally, the Ensemble-RankSVM maintained a similar
performance and computation to the PRSVM, while reducing the memory overheads based on
the group size parameter, which was shown to have an insignificant effect on the matching rate.
While this chapter has dealt with feature sampling and scalability issues the datasets used
2http://www.ilids.co.uk
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only consider small numbers of observations per person and each is extracted by hand. In a
system that is tracking-based, each person can be captured in an image several times per second
with imperfect person extraction results. The following chapter explores methods for addressing
the practial issues found in a full multi-camera tracking system.
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Chapter 6
An Integrated Re-Identification System
This chapter looks at some of the practical considerations of implementing re-identification in
a relative-ranking framework. Due to the challenging nature of re-identification, attempting to
create a fully automated surveillance system that strives for definitive re-identification corre-
spondences is not yet realistic. Instead, the approach in this chapter is to provide an interactive
search tool to aid an operator in locating persons within a network of CCTV cameras. Unlike
the previous chapters, whose focus in solely on re-identification, this chapter looks at the system
as a whole. To that end, the system design outlines the precursory processes: detection, fore-
ground/background segmentation, feature extraction, single camera tracking and inter-camera
transition time estimation. Practical aspects of then re-identification process are examined, in-
cluding: segmentation on the detections, methods of comparing multiple detections and overall
re-identification score. The combination of components was incorporated into an industrial pro-
totype and tested on the challenging i-LIDS dataset [119], captured in a busy airport environment,
showing promising results.
6.1 System Design
Building a working re-identification system requires more than just selecting a suitable re-identification
algorithm and applying it to some pre-labelled data as was the case in the previous chapter. The
process of extracting meaningful information from the original data source is in itself non-trivial.
Figure 6.1 outlines the structure of the re-identification process in this system. In each of the
camera views within a camera network detection must take place to localise the pedestrians, sub-
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Figure 6.1: Conceptual flow diagram of the search-based ranking system. A localisation module
that consists of background subtraction and pedestrian detection is used as a precursor to feature
extraction and single camera tracker, each of which is performed on a per-camera basis. The
resulting tracklets and pre-learned camera transition distributions are then utilised by the re-
identification stage to produce a ranked list of observations based on an operators nominated
search image.
traction must be performed to remove background information and tracking is utilised to tempo-
rally correlate detections. The final stage of the system is that of the re-identification step itself.
In this stage an operator nominates a person by selecting one of the detection windows from a
single camera views and the tracklet that this detection corresponds to is used as the search query.
This tracklet is then compared with all the other tracklets in the database that have been extracted
from the other camera views in terms of the visual similarity and the temporal viability. Finally,
a ranked list of search results is returned to the operator so they can quickly assess which of these
are informative matches. While the primary focus of this thesis is on the re-identification section,
each of the precursory sections strongly effect the chances of re-identification and as such they
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are outlined below.
6.1.1 Localisation
The localisation step is responsible for identifying the pixels that belong to the people within
the input image. The flow of people is different in each camera as they each cover a different
area of the scene and are positioned at different angles, heights and distances from the people
within them. Because of this, the first aspect of the localisation stage is to try and reduce the
search space to the regions of interest within each camera view. For example, some cameras may
contain regions that are constrained by barriers and thus not used by people. This segmentation
into regions can be done on a semantic basis using algorithms such as [99], or using a motion
map of the scene based on foreground objects over time, and is best constrained by operator
knowledge of the scene.
The goal is then to locate pedestrians within these regions of interest. As discussed in Sec-
tion 2.1, there are two main processes for doing this, foreground/background segmentation and
pedestrian detection. In this system both processes are used, segmentation is used as a precur-
sor to the detector reducing the search area that the detector has to cover by only considering
the foreground pixel, as described in Section 2.1.2. The process of extracting useful foreground
data is of paramount importance to the challenge of re-identification as this information forms
the basis of the appearance models and thus the matching scores. Poor segmentation means that
more background or non-relevant information pollutes the foreground objects of interest. Poor
detection means that you either include regions which are not people, i.e. false positives, or you
fail to detect persons leading to gaps in your search space, i.e. false negatives.
Foreground/Background Segmentation
As the scenes were often very busy a motion estimation approach [106] was used for segmen-
tation as it requires no prior knowledge of the background, and focuses on the persons that are
moving throughout the scene. For a given window of w points p1, p2, . . . , pw, the velocity vec-
tor v can be calculated from the partial derivatives Ix(pi), Iy(pi), It(pi) with respect to position
p = (x,y) and time t:
v = (AT A)−1AT B, (6.1)
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where A =


Ix(p1) Iy(p1)
Ix(p2) Iy(p2)
.
.
.
.
.
.
Ix(pn) Iy(pw)


and B =


−It(p1)
−It(p2)
.
.
.
−It(pw)


(6.2)
The magnitude of v is then used to determine areas that are moving foreground regions by thresh-
olding and retaining pixels of higher magnitude. The resulting binarised image is the segmen-
tation result or motion mask and is used as an input to the detector. An example of the motion
mask result can be seen in Figure 6.2(a).
Detection
Ideally detection results should provide accurate detection results on every person in a given
frame. Obviously this is an unreasonable assumption in real world data where the people within
a scene are often occluded. In order to guide the detector to the regions of interest, the detector
is run on the pre-segmented image described above. This helps to reduce the number of false
detections on the background and also to reduce the overhead of detections for stationary people,
a common sight in airport scenes. Detection for this system was done using a multi-scale part-
based detector [44]. The detections are formed from the combination of a root (full body) detector
that is applied at several scales, and part models of a person that are applied at higher resolutions
to the corresponding full body detections. The root filter is convoluted across the image at several
scales on a pyramid of image resolutions and a score for the filter is obtained for each point
pˆ = (x,y,s) at location (x,y) and scale s. Each of the parts is then convoluted through a subset
of the image based on the location relative to the root detection. Detections are determined by
computing an overall score for each root location according to the best placement of each of the
z parts:
score( pˆ0) = max
pˆ1,..., pˆz
score( pˆ0, ..., pˆz), (6.3)
where pˆ0 is the location of the root filter and pˆ1, ..., pˆz are the locations of the parts. For further
details the reader is referred to [43].
The detector was trained using the PASCAL 2009 pedestrian models [39] as collecting
dataset specific training samples is a very laborious task. The use of this generic training set
still gives reasonable performance, as can be seen in Figure 6.2(b), but the detector does not per-
form well on all the camera views. Firstly, cameras where the object of interest is too far away
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(a) Motion Mask
(b) Detection Results
Figure 6.2: Example frames showing the result of a) motion segmentation and b) pedestrian
detection on the same frame of video.
from the camera itself means that the resolution of the people is too low for the detector to work
effectively. Secondly, cameras that cover busy areas are heavily effected by inter-person occlu-
sion, which drastically reduces detector effectiveness as the root/part models cannot be located.
For cameras that are effected by these two issues a separate detection method was incorporated
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by grouping foreground pixels into blobs under the assumption that foreground regions are likely
to be people.
Segmentation of Detection Boxes
For a given frame, the pedestrian detector returns detection bounding boxes for each region in
the image it believes to be a person. The initial bounding boxes can be extracted from the orig-
inal image frames, thus containing both the foreground region (the person) and the background
information, or from the segmented image. While re-identification can be performed on the
bounding boxes alone [61, 133], the removal of the background region is likely to improve the
accuracy of the appearance models, as shown in Section 4.4.4 providing the segmentation is ac-
curate enough. Two predominant removal techniques were tested to see how they effected the
re-identification results. Firstly, a subset of the motion mask obtained in Section 6.1.1 was used
to identify possible background pixels. As one cannot rely on perfect automated segmentation
the second approach was a simplified ellipse shaped mask, used to separate the region around the
edge of the detection window that is likely to contain background pixels.
6.1.2 Single Camera Tracking
After appearance features, such as those described in Section 5.3.2, are extracted from each of the
detected people within a camera view, the next step is to form temporal correspondences through
tracking. The desired results from this stage are sets of related detections, containing one or more
detection of the same person, referred to as tracklets. This stage has two main advantages; firstly,
by forming temporal correspondences between observations of the same person a more stable
appearance representation can be formed from several frames of the video. Secondly, grouping
observations of the same person reduces the number of observations that the re-identification
step has to search through. For example, if there are r people and v frames, without tracking this
would give rv tracklets rather than r tracklets of v related frames with perfect tracking, the later
of which is clearly preferable to re-identification.
The tracking process in this system is constrained to the output of the pedestrian detector,
which may not detect a particular person in every frame. Tracklets are formed by assigning each
detection to a tracklet using the Hungarian (Munkres Assignment) algorithm [115] to find the
minimum cost of assignments. The cost function F() used for each tracklet is based on three
main components:
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1. Appearance Cost: In order to compare the appearance differences between detections, a
cost function fapp can be computed between the feature vectors λa and λb extracted from
detections a and b. λ ω, ja indicates the feature vector for channel ω , extracted from strip j
from detection a. Histogram Divergence, a cost measure based on Histogram Intersection
[152], was used that was calculated for each feature channel over each horizontal strip and
the final result is averaged over the number of strips and channels:
fapp(λa,λb) = 1ζ |Ω| ∑ω∈Ω
ζ
∑
j=1
(
1− ∑
d
i=1 min(λ ω, ja (i),λ ω, jb (i))
∑di=1 λ ω, jb (i)
)
(6.4)
2. Spatial Cost: Given high enough frame rates, detections of a person are likely to re-occur
within a similar region of the camera view. As such the spatial cost is formed from a 2D
Gaussian distribution placed at the expected locations of subsequent detections:
fspat = 1− e
−
(
(x−xo)
2
2σ2
+ (y−yo)
2
2σ2
)
, (6.5)
where xo and yo are the (x,y) positions estimated from the previous detections in the track-
let using a Kalman filter [16]. The Gaussian variance parameter, σ2, can be used to modify
the spatial cost for smaller detections, busier scenes or different frame rates.
3. Size Cost: As a person moved through a scene the size of the detection boxes changes
dependent on the distance or angle from the camera, but these changes are small unless
the frame rate is very low. In order to ensure that subsequent detections are not disjoint in
terms of height and width a size cost fsize is incorporated. This is calculated in a similar
approach to the spatial cost using Kalman filter and 1D Gaussian distribution, except the
height and width are modelled independently and the final cost is taken as a multiplication
of the two, fsize = fh fw.
The overall cost function F() can be calculated by taking a weighted summation of the cost
components:
F() = δ1 fapp +δ2 fspat +δ3 fsize (6.6)
where the weights δ1 + δ2 + δ3 = 1. Obviously, for most scenarios one cannot assume perfect
tracking results and some compromise must be made between a high threshold on the appearance
score or a low Gaussian variance and a lower threshold or a higher variation. The former likely to
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give several tracklets for a single person, while the latter risks merging two people into the same
tracklet. A preference is taken to obtaining multiple tracklets for a single person, this is because
merging multiple people into a single tracklet would mean they are less likely to be found during
the re-identification stage. The weighting of the appearance, spatial and size costs was not fully
explored within the scope of this chapter due to the large cost of manual verification of tracking
results. Crude tuning was performed on a small sample of data with weighting of 0.4, 0.4 and
0.2 for appearance, spatial and size costs, respectively. Tuning of this weighting almost certainly
effects the overall score of the system, and this is something that could be explored on a fully
ground truthed dataset as part of the future work.
6.1.3 Tracklets Appearance Comparison
The appearance component of the re-identification stage is formed from an combination of a
single frame matching technique used to compute a score for each pair of detections, and a
tracklet score that forms the overall appearance score between two tracklets.
Matching Techniques
To compare detections a score φ can be computed between the feature vectors λa and λb extracted
from detections a and b, where λ ω, ja indicates the feature vector for channel ω , extracted from
strip j from detection a. In order to determine the best overall performing technique a comparison
was made between the following methods:
• Kullback-Leibler divergence (KLD) [95], in which the KLD is calculated for each feature
channel over each horizontal strip and the final result is averaged over the number of strips
and channels:
φKLD(λa,λb) = 1ζ |Ω| ∑ω∈Ω
ζ
∑
j=1
(
−
d
∑
i=1
λa(i) log
λa(i)
λb(i)
)
(6.7)
• Bhattacharyya Coefficient [11], as with the KLD above, the Bhattacharyya Coefficient is
calculated over each feature channel and horizontal strip but the λa(i) and λb(i) must be
normalised before computation.
φBhatt(λa,λb) = 1ζ |Ω| ∑ω∈Ω
ζ
∑
j=1
(
1−
d
∑
i=1
√
λa(i),λb(i)
)
, (6.8)
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• Histogram Intersection (HI) [152], in which the HI is calculated for each feature channel
over each horizontal strip and the final result is averaged over the number of strips and
channels:
φHI(λa,λb) = 1ζ |Ω| ∑ω∈Ω
ζ
∑
j=1
(∑di=1 min(λa(i),λb(i))
∑di=1 λb(i)
)
(6.9)
• RankSVM: For the ranking approach from Chapter 5 the RankSVM was chosen over the
Ensemble-RankSVM as performance is a key issue in application based systems, and the
RankSVM has a marginal performance gain. Training the RankSVM requires many la-
belled pairs of images between a pair of cameras, which can have substantial manual over-
heads. In order to reduce this, a general inter-camera RankSVM model was trained using
the static image pairs extracted from the i-LIDS dataset used in Section 5.3. This consisted
of all the 208 pairs of images across Cameras 1, 2, 3 and 5, as Camera 4 has few people
passing through it.
It should be noted that the CBTF and A-CBTF from Chapters 3 and 4 were not tested in this sys-
tem as the per-camera manual training phase was deemed too time intensive and the RankSVM
approach implicitly handles the smaller lighting changes.
Multi-Observation Matching
Many of the previous re-identification works [20, 41, 61, 133, 178] focus on datasets which are
constructed from single images, or contain small sets of images extracted from a video [41,131–
133, 178]. One of the main reasons for constructing datasets in this manor is the amount of time
required to hand label a whole video sequence on a frame-by-frame basis is very high. However,
in order to produce a working system on a full video dataset, or live camera feed, a method
must be used for dealing with multiple detections of the same person such as the multiple images
contained within a tracklet. In order to compare two tracklets, a score can be produced between
every combination of detections within the two tracklets. However, this produces significant
computational overheads due to the number of tracklets involved in re-identification. To reduce
this overhead the detections from the user nominated tracklet are merged into a single feature
distribution, ¯λ and comparisons are made between this and all the detections in the tracklets
from other cameras. Given that a tracklet of person l containing n detections is defined as Ql =
{λ l1,λ l2, . . . ,λ ln}, the overall appearance score, ˆφ , between person l and the user-nominated person
k can be computed using one of the following:
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• Mean. This ensures a high average of scores across all combinations of detections from
the two tracklets:
ˆφMEAN(Qk,Ql)) = 1
n
a
∑
b=1
φ(¯λ k,λ la) (6.10)
• Median. Similar to the mean, this ensures that the average score is high, but is less effected
by outliers.
• Max. Taking the highest of the scores assuming that correctly matching tracklets will have
particular detections that are closer in appearance.
ˆφMAX(Qk,Ql)) = max(φ(¯λ k,λ la)), ∀a = 1, . . . ,n (6.11)
• Min. Taking the lowest of the scores under the assumption that all of the detections within
the tracklets will give high score values.
ˆφMIN(Qk,Ql)) = min(φ({¯λ k,λ la)), ∀a = 1, . . . ,n (6.12)
6.1.4 Incorporating Transition Distributions
Although the other chapters in this thesis did not incorporate camera transition time as the focus
there was on appearance matching, it is utilised here as a cue for re-identification as the cameras
are known to be relatively close in proximity and the transition time can be used to substantially
reduce the search space. As cameras 2,3 and 5 have multiple entry/exit regions and there are
multiple routes between cameras, automatically calculating the transition times using methods
like that of Makris et al. [109] are not feasible. Instead, a manually selected sample of people
were chosen for each camera pair.
A person can be detected at any point during their traversal of a camera view, because of this
the transition times are not calculated between entry and exit regions, but over the whole camera.
To this end, the entrance frame τ and exit frame τˆ are recorded for each person k for each camera.
Consequently, the transition time distribution T can be estimated by forming a histogram of the
possible frame pairings between samples from a given camera pair as per Algorithm 2. Note that
T is then normalised and used as a probability distribution. Comparisons of tracklets of multiple
detections are performed combinatorially over the detections, with the highest score taken as the
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temporal prior score ˆT :
ˆT (Qk,Ql) = max(T (i, j)), ∀i = τak , · · · , τˆak ∀ j = τbl , · · · , τˆbl (6.13)
The highest score is chosen to allow a little more deviation in the transition times than other
measures like the mean. A mean of the comparisons would heavily favour tracklet pairs whose
distribution was closest to that of T , but would penalise people who take longer to cross through
a single camera.
Algorithm 2: Computing the Transition Time distribution T
Data: Entrance frames, τak and τbk , and exit frames τˆak and τˆbk for every person k from
camera pair (a,b)
begin
for k = 1, · · · ,K do
for i = τak , · · · , τˆak do
for j = τbk , · · · , τˆbk do
increment(T ( j− i))
end
end
end
end
Output: histogram of transitions times Ta,b for camera pair (a,b)
Final Matching Score
In order to compute the final relative matching score Φ, and thus produce the ranked list of
results, the appearance score is combined with the temporal prior:
Φ(Qk,Ql) =
ˆT (Qk,Ql) ˆφ(Qk,Ql)
Z
, (6.14)
where Z is a normalising constant. As this work was part of an industrial prototype and under
time constraints no quantitative validation was performed on the inclusion of the temporal prior.
However, it has been shown in previous works [56, 78] to have a substantial impact in the re-
identification results
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6.2 Experiments
6.2.1 Scenario: i-LIDS MCT Dataset
The i-LIDS Multi-Camera Tracking Scenario [119] is a publicly available dataset developed by
the UK Home Office Scientific Development Branch (HOSDB). It was designed to allow vision
groups to test tracking, detection and re-identification algorithms on realistic data obtained from
London’s Gatwick airport. The data itself consists of over 50 hours of footage from five camera
views covering a range of times and crowd densities. The main goal of the dataset is to perform
comprehensive tracking of people through the scene, where the ground truth bounding boxes
of target individuals are used to test a given system. However, in this chapter the aim is not
to track people over all the cameras, instead the focus is on a post-event search based system,
motivated by the ranking formulation in Chapter 5, where an operator can nominate a person
in any view and search for similar individuals in different views. The dataset forms a very
challenging combination of disjoint cameras, busy environments and huge variation in inter-
camera appearance through scale, pose and illumination differences.
(a) Camera 1 (b) Camera 2 (c) Camera 3
(d) Camera 4 (e) Camera 5
Figure 6.3: Sample images from the five cameras in the i-LIDS Multi-Camera Tracking scenario
[119].
Cameras and Layout
Figure 6.3 shows example frames taken from each of the five camera views. Camera 1 shows
an enclosed area with shops on either side whereby the people walk from the bottom left to
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the top of the view. The camera is placed such that each person is observed in good detail,
but some occlusions take place. Camera 3 covers a central region between several shops, while
Camera 4 covers the entrance to two lifts that remain unused in much of the data. Cameras 2
and 5 are particularly challenging as they cover much larger regions that encompass people at
starkly contrasting distances from the camera. Camera 5 has the added problem that is it the
least constrained of the camera views, meaning it has many entry and exit points that complicate
both inter-camera transition time estimation and tracking. The layout of the cameras can be seen
in Figure 6.4. The main flow of people is from Camera 1, through the rear of Camera 2 into
Camera 3, then round to Camera 5. Only a subset of the people that move from Camera 2 to 5
pass through Camera 3, and many of these pass under the camera’s field of view.
Figure 6.4: Floor plan of the i-LIDS camera layout, showing camera locations and fields of
view, at London Gatwick airport. Image from the National Information Technology Laboratory
website [96].
Validation Set
In order to tune some of the parameters and setting described in Section 6.1.3 a set of validation
samples had to be manually extracted from the data. As hand-labelling frames for tracklets in
each view, and then across views is a very time consuming process a semi-supervised approach
was taken. Firstly, the detection and subtraction algorithms were run on a single camera view.
The resulting tracklets were then loaded into a MATLAB-based tracklet editing tool. This en-
abled the merging of tracklets of the same person, to allow the connection of poorly tracked
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people, and the ability to remove poor detections from a given tracklet. This process was re-
peated on several cameras. Secondly, these edited tracklets were used in another MATLAB tool
to find correspondences between views. The final validation set was comprised of 26 sets of pairs
of tracklets.
Testing Set
In order to test the overall performance of the system a large testing set was labelled from three
of the i-LIDS videos; 4i, 10g and 4j, corresponding to scenes that are defined as easy, medium
and busy by the i-LIDS dataset. The process for obtaining the testing dataset was different to
the validation set, as the detection rates needed to be analysed and no manual intervention of
the tracklets could take place. Instead, people from the testing sets who were manually recorded
using a brief a written description and camera entry/exit times. A total of 152 people from the
three video clips were marked as being in two of more camera views.
6.2.2 Localisation Results
The first aspect of the localisation results to consider is that of the detection rates of the system.
Figure 6.5 shows the detection rates of the 152 people who pass through more than one camera.
The blue bar indicates the percentage of the people who appear in a given camera, while the red
bar indicates the percentage of those individuals who are detected by the system. The appearance
rates for Camera 1 and 2 are almost 100% as the majority of people who enter this area do so
through Camera 1 and the exit to Camera 1 leads almost directly to Camera 2. Important to note
is that only a subset of the people who pass through more than one camera make it to Cameras
3 and 5, with only a subset of those being detected. The drop in detection rate for Camera 3 is
partially because many of the people that do pass through this view are only partially visible as
they move across the bottom right, while in Camera 5 there is a huge variation in distance from
the camera as well as a higher level of inter-person occlusion than other cameras.
The effect of the two background removal techniques on the validation samples can be seen
in Figure 6.6. Interestingly, the ellipse method appears to gives no improvement to the re-
identification rate, indicating that removing the edge of the detection window is not accurate
enough a segmentation to be useful. However, the motion mask taken from the segmentation
stage indicates that the background segmentation results were accurate enough to have an im-
provement when building the appearance models, with higher results with all but the KLD. The
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(a) Appearance rates of validation set
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(b) Detection rates of those that appeared
Figure 6.5: Appearance and detection rates in the testing videos. (a) depicts the number per-
centage of people who passed through more than one camera that appeared in each of the given
cameras. Of those people that did appear in a given camera (b) indicates the percentage that were
actually detected by the system. Note that no people enter Camera 4, while less than 60% appear
in Camera 3 and less than 75% in Camera 5.
RankSVM shows the highest performance, with the motion mask providing a 40% improvment
over the Ellipse and standard methods.
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Figure 6.6: Experimental results comparing the effects of using different background removal
techniques on the detection windows when extracting features for re-identification. Using an
ellipse as a naı¨ve segmentation by removing the outermost pixels provides no improvement on
the validation set, while using a motion mask obtained from the background subtraction stage
yields better re-identification rates.
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6.2.3 Tracklet-Matching Results
A comparison of the multi-observation scores can be seen in Figure 6.7. Over the validation
samples, the mean achieves the best overall result on all but the Bhattacharyya coefficient mea-
sure, whereby the max has the better performance. A comprehensive comparison of the different
matching, segmentation and multi-observation techniques can be seen in Figure 6.8. The highest
overall performance was obtained from the RankSVM approach, with the best scores found in
trials 1 and 4. Trial 1 corresponds to the motion mask segmentation combined with the mean
score, while trial 4 is a combination of motion mask and minimum scoring. While the mean and
minimum seem to lead to a similar score on the validation set, the mean may be more appropriate
for the final testing data. The reason for this is that the validation set has manually collated track-
let results that contain only images of the same person. It is quite possible that in the testing data,
which will rely entirely on automated tracklet generation, that the tracklets may contain poor or
detections belonging to different people. Under these circumstances the minimum score would
base a match on the poorest score, which could be due to a mistake in the tracklet generation pro-
cess. Consequently, the final matching technique combination chosen was that of motion mask
segmentation, RankSVM and mean scoring.
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Figure 6.7: Comparative results for RankSVM, Kullback-Leibler divergence (KLD), Bhat-
tacharyya distance and Histogram Intersection (HI) using different multi-frame matching tech-
niques.
6.2.4 Overall Results
Unlike the datasets used in Chapter 5 where the data is exhaustively manually annotated, the
correct match is not always contained in the dataset during re-identification. This is because
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Figure 6.8: Comparative matching rates for RankSVM, Kullback-Leibler divergence (KLD),
Bhattacharyya distance and Histogram Intersection (HI) over several parameter trials based on
varying the background subtraction and multi-frame matching metrics. The algorithms used in
each of the trials are detailed in the table. The RankSVM provides the highest matching rate
over all trials, the highest scoring of which were trials 1 and 4, corresponding to motion mask
background removal with mean matching and minimum score matching respectively.
they either do not actually reappear in a given camera, or they are not detected. This results in
an overall lower overall matching rate than the manually extracted data, but is more realistic.
In addition to the 152 individuals that passed through more than one camera, many more were
present in only a single camera and these constitute additional negative samples increasing the
difficulty of the data. For each of these people a camera number was chosen at random from the
cameras that they passed through and this was taken as the nomination view. In each nomination
between 1 and 5 frames were selected, again at random, to form the appearance model from the
tracklets that corresponded to the nomination frames. Next the search is performed, with the
top 20 results being returned from each camera and are ranked based on a linear combination of
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the transition time probability distribution and the result of the RankSVM. The rank score is then
taken as the highest returned correct match. The overall system re-identification performance can
be seen in Figure 6.9. The RankSVM achieves a 30.3% chance of the best correct match lying
within the top 5 returned results an 84% improvement over the Bhattacharyya baseline method,
which only acheives 16.4%. This is increased to 45.5% correct matches in the top 20, as opposed
to the 33.6% of the baseline, with the RankSVM providing a clear advantage over all ranks on
the CMC curve, consistent with Sections 5.3 and 6.1.3.
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Figure 6.9: CMC curve showing the overall re-identification performance of the system. Compar-
ison is shown between the baseline Bhattacharyya distance metric (red) and the feature selection
based RankSVM (blue). Note that the number of individuals in the scene (the upper limit of the
x-axis) was not manually verified but was in the region of several hundreds
6.3 Discussion
While the overall results are impressive they do give some indication of aspects of the dataset
that are unfavourable to the re-identification task. Primarily is that of camera placement. While
cameras are often already in situe´ and are simply fed into computer vision systems, the effect of
poor camera placement can been significant. For example, Section 6.1.1 notes that the detection
results on Cameras 2 and 5 using a conventional detection algorithm were very poor due to the
stark contrast in distances from the camera. While the blob-based detector worked well in Cam-
era 2, the low camera angle in Camera 5 caused occlusions to pollute the detector (Figure 6.5).
While the detector worked well on Camera 3, the camera was actually placed to close to the main
walk way and thus many of the people who enter this area pass under the camera rather than
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through its view.
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Figure 6.10: CMC curve indicating comparative results of nominating a search target in each of
the 5 cameras (note: camera 4 contained no people). Note that nominating targets from Camera
2 gives a much lower matching rate than Cameras 1,3 and 5.
The distance of the main walking path from Camera 2 also caused problems when extracting
the appearance features for re-identification. Often the target individual is so far away that all
texture information is lost and the appearance is only a few pixels of colour. Figure 6.10 shows
the effect of nominating a target individual in each of the camera views. Note that nominating
from Camera 2 produces a poor appearance model to search from, thus resulting in poor re-
identification results. To emphasise this Figure 6.11 shows the result of removing the nominations
from Camera 2 from the testing set, with the resulting CMC curve shows an average of 12.2%
improvement.
6.4 Summary
This chapter detailed the construction of a prototype CCTV application and the components
that are incorporated in its implementation. The goal of this system was to provide an operator
orientated search through the network of cameras for persons of interest. Two different localisa-
tion approaches were used to detect pedestrians where the camera conditions were appropriate,
and utilise motion information to segment larger regions where they were not. In terms of re-
identification, the experiments in Section 6.2.2 show that further utilising the motion masks to
remove background pixels makes an improvement to the re-identification results. Additionally,
taking the mean score of the detections between two tracklets combined with the RankSVM
method has highest overall performance.
6.4. Summary 137
10 20 30 40 50 60 70 80 90 100
0
10
20
30
40
50
60
70
80
90
100
Rank
Pr
ob
ab
ilit
y 
of
 Id
en
tif
ica
tio
n 
(%
)
 
 
Including Camera 2
Excluding Camera 2
Figure 6.11: CMC curves of the overall results vs the matching rate when data from Camera
2 is removed. Note that the poor placement of Camera 2 means that the low quality of the
observations reduces the likelihood of re-identification. By removing the data from this camera
results in a 12.2% improvement on the test set.
An issue with generalising re-identification is the reliance of several of the components in the
system on training data. In order to reduce the manual overheads required for such training, both
the detector and RankSVM were trained using existing datasets/models. The temporal transition
distributions on the other hand are clearly dataset-dependent and do require manual labelling of
some of the frames, although Section 6.1.4 suggests a method for minimising the labelling to
only a few frames per person, per camera pair.
Detection of persons in the system is a significant problem. While most of the people are
detected in Camera 1 and 2, only a few of these people either appear or are detected in Cameras
3, 4 and 5. Part of the problem is that the airport scene is very open, with many entry and exit
points, making it hard to encompass the movement of all the people in the scene. Additionally,
Section 6.3 indicated that camera placement can play an important role in the effectiveness of
re-identification systems. In hindsight, the placement of Camera 2 relative to the main flow of
people through the scene is a poor choice, as the low resolution of detections makes tagging very
challenging. Despite these points, the overall results of the system are promising with 30% of
nominated individuals being found within the top 5 returned results.
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Chapter 7
Conclusions
7.1 Studied Topics and Achievements
This thesis has set out to explore the effectiveness of using various strategies to mitigate the
effects of the variation in a person’s appearance between disjoint camera views and distinguish
between people of similar appearance for the purpose of re-identification. Two different ap-
proaches are taken in order to achieve this goal: (1) estimation of an inter-camera brightness
mapping function to mitigate the effect of differing illuminations between cameras and over
time, (2) an operator focused ranking method that learns a subset of the feature space better
suited to re-identification. Additionally, the ranking paradigm is incorporated into a post-event
search based surveillance application.
Lighting has a substantial effect on the appearance of a person and can be severely con-
trasting between views. In order to mitigate its effect, Chapter 3 builds on Brightness Transfer
Function (BTF) approach [78] to modelling inter-camera illumination changes. A Cumulative-
BTF (CBTF) is proposed that attempts to retain under-represented colour information from the
training set in order to provide a more accurate mapping function. Additionally, the bi-directional
nature of the mapping function was explored, which yielded a performance gain when consid-
ering observations whose matching scores were high in both directions. The empirical results
show that the CBTF and its bi-directional counterpart outperform other re-identification tech-
niques when trained on a difficult dataset containing sparse colour information.
There is an important issue with the CBTF method detailed in Chapter 3 in that the inter-
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camera brightness mappings are specific for a the lighting conditions under which the training
set was obtained. Illumination conditions within a camera view are rarely constant over time,
they are affected by the weather, time of day, camera settings and human interference such as
turning on/off a light. To this end, Chapter 4 set out a framework for updating the inter-camera
models using some scene context, without the need for manual retraining. Previous approaches
had either relied on static illumination [78, 132], iteratively build models without considering
the effect of illumination change [56], or bootstrap retraining by utilising camera transition time
information [26], which is only feasible in spatially constrained environments. Instead the adap-
tive CBTF (A-CBTF) draws contextual information from the background illumination changes
over time to infer the affects on the foreground illumination. This allows an updating step to
be incorporated that enables the original models trained from labelled data to be re-used when
the illumination conditions change within any camera-view. While the lighting within a scene
will have a different affect on the foreground and background regions, the experiments show that
utilising the background information provides an adequate approximation. Experiments are also
conducted to provide a comparison to human performance that demonstrate the difficulty of the
problem and provide an indication the relative performance of the A-CBTF approach. The effects
of segmentation accuracy are also explored. As the CBTF is based on correlating proportions of
colour foreground/background segmentation is required. It is shown that only a small drop in
performance is noticed with a simple segmentation algorithm and that utilising a state of the art
method would likely achieve performance levels closer to that of the manual cropping.
Many re-identification works focus on a selection of feature and object representation cou-
pled with a followed by template matching using a direct distance measure chosen independently
from the data. However, re-identification by this approach is difficult because there is often too
much of an overlap between feature distributions of different objects, so much so that given a
probe image, an incorrect gallery image can appear to be more similar to the probe than a correct
gallery image. Instead, Chapter 5 takes a different approach to re-identification and reformulates
it as a relative ranking problem, in which the absolute scoring is replaced by a relative ranking of
these scores that reflects the relevance of each likely match to the probe image that is more tol-
erant of large intra/inter-class variation. Unlike the previous chapters whose appearance models
were based on colour alone, this chapter also incorporates a feature rich representation contain-
ing colour, texture and structural information. As this over-rich feature space is likely to contain
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subsets of features that are more useful a Support Vector Machine (SVM) ranking method is
considered to learn a weighting of these features. Previous feature weightings have been based
on boosting [61], in which a ranker is obtained on a per feature basis, without considering the
entire feature set simultaneously as the SVM does. This is reflected in the experimental results,
where by the SVM-based ranker consistently out performs both the baseline metrics and the
boosting approaches. While the RankSVM also has a computation performance gain over other
learning methods tested, it does require a lot of memory to construct the training samples. An
extension was then proposed to reduce memory overheads, thus scalability, by training several
SVM rankers on smaller subsets of the data, then using boosting to combine them. The resulting
Ensemble-RankSVM maintains a similar level of performance while reducing the memory cost.
Chapters 3,4 and 5 looked at some key components for re-identification, but each was tested
in relative isolation from the whole re-identification process and using manually constrained
datasets. Chapter 6 takes a step further towards a fully working prototype in which the whole
pipeline is considered from multiple video input streams, through person localisation, feature
extraction, tracking and finally the re-identification step itself. Experiments were conducted
on sections of video from the i-LIDS multi-camera dataset [119] of varying levels of crowd
density. The results show high accuracy in detection and re-identification steps, re-enforcing
the results of ranking methodology detailed in Chapter 5. The results also give an indication as
to the effectiveness of camera placement to re-identification. One of the cameras in particular
was placed at a large distance from the region of interest, resulting in challenging detection
tasks as well as low pixel-count detections leading to poor feature extraction and thus lower re-
identification rates. The other camera placement issue was that of the open-world environment
created by not covering the entry/exit points to a scene, resulting in people not passing through
some cameras.
7.2 Future Direction
• Currently the CBTF and A-CBTF methods use only a single spatial region to describe the
appearance of a person. This makes it very hard to distinguish between people who are
wearing a grey top and blue trousers or those wearing a blue top and grey trousers for
example. Adding in some spatial regions like those used in Chapter 5 may allow increase
separability of people. An interesting addition to this would be to separate the regions
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before the CBTFs have been calculated to see if there is a difference in localised lighting
between the upper and lower regions of the body. For example, spotlights in indoor scenes
often cause self shadowing as a person walks through the scene, so separating the CBTFs
may provide a more accurate mapping.
• An issue with the datasets used in Chapter 5 is that both the VIPeR and i-LIDS sets are not
separated into camera specific images. That is both datasets are made up of image pairs
taken from several camera views and separated randomly into two groups. This limits the
effectiveness of the RankSVM and Ensemble-RankSVM training stages as they are being
trained for a generic re-identification case. Building a general model has its advantages,
namely fewer training samples required overall and a wider application. However, col-
lecting a large dataset containing image pairs that are camera specific would allow a more
thorough testing of the algorithms and would likely lead to a performance increase overall.
• A possible extension to the RankSVM approaches in Chapter 5 would be to consider dif-
ferent loss functions in Equation 5.4 that are more relevant to the rank score of the Cu-
mulative Matching Characteristic. For example, Yue et al. [173] consider an loss function
that allows optimisation of the Mean Average Precision (MAP) score using an extension
of Tsochantaridis et al.’s [157] structural SVM.
• With the operator making the final correspondence between observations in the system
defined in Chapter 6 a suitable extension would be to incorporate their feedback. As the
human re-identification performance is much higher than that of the system, the matching
pairs that the operator selects could be added to the training set for the RankSVM and
temporal priors. Updating the RankSVM after every search would be over zealous, but a
batch process of retraining could be run after N searches. Given sufficient time, enough
new training samples may be collected to train the RankSVM on a per camera pair basis,
which would almost certainly lead to better ranking results. As the transition times between
views can be quite complicated due to people walking at different speeds or entering shops,
this addition of training samples would provide a more accurate distribution.
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