Abstract: We study a family of subvarieties of the flag variety defined by certain linear conditions, called Hessenberg varieties. We compare them to Schubert varieties. We prove that some Schubert varieties can be realized as Hessenberg varieties and vice versa. Our proof explicitly identifies these Schubert varieties by their permutation and computes their dimension.
Introduction: Background and notation
A flag is a nested collection of vector spaces V 1 ⊆ V 2 ⊆ · · · ⊆ V n = C n , where each V i is i-dimensional. The full flag variety is the complex algebraic variety consisting of all flags; it is smooth and compact. This paper studies two families of subvarieties of the full flag variety: Hessenberg varieties and Schubert varieties. The first family is defined using two parameters: a linear operator X : C n → C n and a nondecreasing function h : {1, 2, . . . , n} −→ {1, 2, . . . , n}. We call h a Hessenberg function. The Hessenberg variety associated to X and h is denoted H(X, h) and defined by
H(X, h) = {Flags : XV i ⊆ V h(i) for all i}.
(This generalizes the original definition of [dMPS] , as in Sections 1.3 and 4.) For instance, if X is arbitrary and h has h(i) = n for all i, then H(X, h) is the full flag variety. More interesting are the Springer fibers, namely the Hessenberg varieties such that X is nilpotent and h(i) = i for each i. Springer fibers are used to construct geometric representations of the symmetric group ( [CG] gives a survey). W. Borho and R. MacPherson generalize Springer representations to a class of Hessenberg varieties that blend these two examples: h is a parabolic function, defined in Section 4, and X is a nilpotent matrix whose Jordan blocks are subordinate to h (see [BM] ). More Hessenberg varieties are in Section 1.3. This paper answers an open question about Hessenberg varieties: are they all pure dimensional? The pure-dimensionality of Springer fibers is significant for Springer representations, which arise from permutation actions on top-dimensional cohomology. Until now, the answer was yes in all known cases.
We show two ways in which Hessenberg varieties can fail to be pure dimensional. In Section 3, we give an example in which X is a semisimple operator and H(X, h) is a disjoint union of smooth subvarieties of G/B of different dimensions. One case of this example came up in calculations that R. MacPherson and I performed while researching [MT] . In Section 2, we show that H(X, h) need not be pure dimensional even when X is nilpotent. Section 2 gives a family of examples that are connected but (in general) reducible Hessenberg varieties whose components have different dimensions.
To prove that nilpotent Hessenberg varieties are not always pure, we use Schubert varieties. Every invertible matrix g gives a flag [g] whose i-dimensional subspace is spanned by the first i columns of g. For each permutation w, the Schubert variety Y w is the closure of the set {[bw] : b is upper-triangular}. Schubert varieties are important because they form a basis for the cohomology of the flag variety. Their geometry is a subject of intense scrutiny and is related to the combinatorics of the symmetric group. For instance, whether Y w is singular is determined by substrings of w [BL, Chapters 5 and 8] .
We show that certain Schubert varieties can be realized as Hessenberg varieties, and conversely that some Hessenberg varieties are unions of Schubert varieties. To construct these Schubert varieties, we take X to be the highest weight vector, namely X = E 1n . Section 2 describes these Hessenberg varieties in terms of their Schubert-variety components.
Most of this paper treats full flags in GL n (C). Section 4 discusses how to generalize these results to other Lie types. Section 5 contains open questions about Hessenberg varieties, including the question of whether every Schubert variety can be realized as a Hessenberg variety.
The author thanks Konstanze Rietsch and John Stembridge for inspiring and helpful conversations.
1.1. Descriptions of the flag variety. This section is primarily an exposition of three classical ways to describe the flag variety, one geometric, one algebraic, and one combinatorial, all three of which will be used in this paper. This section also includes small lemmas needed elsewhere. Our motivation when selecting these proofs was diversity of approach.
1.1.1. Geometric description of the flag variety. Our initial definition was a geometric characterization of the variety of full flags in C n . We denote the flag
Throughout this paper, we use a fixed basis e 1 , . . ., e n for C n . Each flag can be written explicitly in terms of this basis. 
The next proposition follows from [H, Sections 28.3 and 28.4] .
Proposition 1.2. For each permutation w, the following hold:
(1) The set U w w consists of the matrices w + u : u is nonzero only in entries that are both above and to the left of a nonzero entry in w . 
be a factorization with k as small as possible. We call k the length of w, denoted (w). The length of w relates the geometric, algebraic, and combinatorial descriptions of GL n /B. Proposition 1.3. For each permutation w, the following hold:
= the number of nonzero entries (strictly) above the diagonal in U w = the number of pairs i < j such that w −1 (i) > w −1 (j). 
other subspaces are
As a approaches ∞, these subspaces approach the subspaces , and so ws jk < w.
Hessenberg varieties.
In this section, we define Hessenberg varieties algebraically. We also discuss some technical issues that arise.
To obtain an algebraic characterization of Hessenberg varieties, we use subspaces of n × n matrices rather than the Hessenberg function h. The matrix basis unit that is zero except in entry (i, j), where it is one, is denoted E ij . Each Hessenberg function defines a subspace of n × n matrices by
We call H h a Hessenberg space. The Hessenberg variety of X and h is
Many examples of Hessenberg spaces come from classical Lie theory. If h is the Hessenberg function with h(i) = i for each i then H h is the set of upper-triangular matrices. If h is the Hessenberg function given by h(i) = n for each i then H h
consists of all n × n matrices. In fact, if H h is any parabolic subalgebra, then H h is a Hessenberg space and the corresponding h is one of the parabolic Hessenberg functions from the Introduction.
Most Hessenberg spaces are not parabolic. For instance, the Hessenberg function given by h(i) = i+1 when i = n and h(n) = n corresponds to the subspace H h which is zero below the subdiagonal. Figure 3 shows this for n = 4. Hessenberg varieties with this Hessenberg function are important in various applications, including numerical analysis [dMPS] and computing quantum cohomology of the flag variety (see [K] and [R] ).
Our definition of Hessenberg functions omits one condition from the original definition in [dMPS] , which also requires h(i) ≥ i for each i. This paper studies a strictly larger collection of varieties than in [dMPS] . Our generalization is particularly useful when X is nilpotent. (When X is regular semisimple, the variety H(X, h) will be empty if h(i) < i for each i.) Nilpotent Hessenberg varieties arise naturally when studying representations of the symmetric group on Hessenberg varieties that generalize Springer's correspondance [MT] .
Section 4 generalizes this definition (and other results) to all Lie types.
Our first proposition establishes that nilpotent Hessenberg varieties depend only on the i for which the Hessenberg function does not satisfy h(i) = i.
Proposition 1.5. Fix n and fix i such that 1 ≤ i ≤ n. Suppose h is a Hessenberg function with h(i) = i and that the function h defined by
where e j are the standard basis vectors for C n . Also Typically, we assume H and h are minimal in their X-equivalence classes.
Geometry and topology of X h
In this section, we fix X to be the matrix E 1n and study the Hessenberg varieties
We will show that these Hessenberg varieties are unions of Schubert varieties. Loosely speaking, each Schubert variety comes from one "corner" of the Hessenberg space. We will identify explicitly these Hessenberg varieties, including which Schubert varieties arise and their dimensions. We will also show that many of these Hessenberg varieties are not pure-dimensional. 
For each i = j, let h ij be the Hessenberg function defined by
The corresponding Hessenberg space H ij is spanned by the matrix basis units E kl with k ≤ i and l ≥ j. In other words, H ij is the subspace of matrices which are zero outside of the upper-right i × (n − j + 1) rectangle, as in example, H n1 consists of all n × n matrices and H 1n is just the span of E 1n . If the sun rises at the far left of the i th row, travels around the bottom left corner of the matrix, and sets at the bottom of the j th column, then H ij is the shadow cast by the matrix basis unit E ij during the course of the 'day'. (A. Ottazzi created this image in [O] We begin by moving the column with e n to the left or the column with e 1 to the right, as long as one of those moves is possible. Suppose l > j and either the (l − 1) th column is not e 1 or it is e 1 and l − 1 = i. A move of this sort will be impossible exactly when j < i and either
The diagram is a schematic for these cases: the vectors e 1 and e n are adjacent, and the i th column is in place (respectively j th ) while e n is moving to the left (respectively e 1 to the right). Lemma 1.4 Part 2 shows that the permutation obtained from s by exchanging its (i + 1) th and (i − 1) th columns is greater than s in the Bruhat order (respectively j − 1 and j + 1).
Once e 1 is to the right of e n , successively multiply s on the right by s k,k+1 or s l−1,l to obtain a permutation s with s ≥ s, so that s (e i ) = e 1 and s (e j ) = e n .
We now prove by induction that s ≤ w. Assume that the first t columns of s and w agree and the (t + 1) th does not. The (t + 1) th column of w is filled with e w(t+1) . Neither s (t+1) nor w(t+1) is in {1, n} because s (t+1) = w(t+1). Since w and s agree in the first t columns, the column vector w(e t+1 ) is none of e s (1) , e s (2) , . . ., e s (t) , so there is a positive integer t 1 such that s (e t+1+t 1 ) = e w(t+1) . The permutation s = s s t+1,t+1+t 1 satisfies s ≥ s by Lemma 1.4 Part 2. Since neither e 1 nor e n moved, s has s (e i ) = e 1 and s (e j ) = e n , and also agrees with w in its first t + 1 columns. By induction, the claim follows.
The following corollary restates the condition on w.
Corollary 2.3. For each pair i = j, let w be the largest permutation in the Bruhat order that satisfies
We can factor w explicitly in terms of simple transpositions. 
Proof. For each matrix M , the product M s 12 s 23 · · · s k,k+1 cyclically permutes the first k + 1 columns of M , sending the first column to the (k + 1) th position and moving each of the other columns one position to the left. Similarly, the product M s n,n−1 s n−1,n−2 · · · s k+1,k cyclically permutes the last n−k +1 columns, moving the last column to the k th and moving the others one column to the right. Cyclically permuting the first j (respectively j − 1) columns and the last n − i + 1 columns of w 0 gives the permutation w of Lemma 2.2.
This gives a closed formula for the dimension of X H ij .
Corollary 2.5. For each
Proof. The length of the permutation w 0 is n 2 . Let w = w 0 s k,k+1 be the factorization from Corollary 2.4. Each simple transposition in this factorization reduces the length of w 0 by one, from Lemma 1.4 Part 1.
2.1. The components of X H . It is usually difficult to identify the irreducible components of Hessenberg varieties. However, when X = E 1n , it can be done. 
In other words, the component Y 2 is isomorphic to GL n−1 /B via the isomorphism that sends
. . , e n−1 . Now we study Y 1 . Denote the Grassmannian of n−1-planes in C n by G (n−1, n) . , n) for the projection that sends the flag V 1 ⊆ V 2 ⊆ · · · ⊆ V n to the subspace V n−1 . This is a continuous map; in fact, it is the quotient map π n−1 : GL n /B −→ GL n /P .
Restrict the map to
The image π n−1 (Y 1 ) is π n−1 (Y 1 ) = {Subspaces V n−1 such that e n ∈ V n−1 }. This is isomorphic to the set of n − 2-dimensional subspaces in e 1 , . . . , e n−1 , so π n−1 (Y 1 ) ∼ = G(n − 2, n − 1). Since G(n − 2, n − 1) ∼ = P n−2 , we conclude that the image π n−1 (Y 1 ) ∼ = P n−2 .
We now identify the fiber (π n−1 | Y 1 ) −1 (V n−1 ) of each V n−1 ∈ π n−1 (Y 1 ). The flag W 1 ⊆ · · · ⊆ W n is in (π n−1 | Y 1 ) −1 (V n−1 ) if and only if W n−1 = V n−1 . Every flag in GL n /B satisfies W n = C n , so the fiber is characterized by
This is the set of complete flags in V n−1 and is homeomorphic to GL n−1 /B.
Consequently, the map π n−1 : Y 1 −→ π n−1 (Y 1 ) is a fiber bundle whose base space is homeomorphic to P n−2 and whose fiber is homeomorphic to GL n−1 /B.
For example, when n = 3 the Hessenberg variety H(X, h) is a disjoint union of P 1 and a P 1 -bundle over P 1 .
Generalizing to all Lie types
In this section, we discuss generalizations of these results to arbitrary Lie type. Our exposition is brief; we assume our reader is familiar with the general theory.
Let G be a complex reductive linear algebraic group, g its Lie algebra, B a fixed Borel subgroup, and b its Lie algebra. The full flag variety is G/B and its elements are written [g] . Let T be a maximal torus contained in B and t be the Cartan subalgebra associated to T . We will also use n − , the maximal nilpotent subalgebra in the opposite Borel subalgebra b − . Let W be the Weyl group.
The positive roots in the root system corresponding to g are denoted Φ + and the negative roots are Φ − . The inner product on Φ is written ·, · . We refer to the length of roots, which can be either short or long. If α and β are two roots, then α β means α − β is a sum of positive roots. (Note that this is not the partial ordering where α > β means α−β is a positive root.) If α = c i α i is a (reduced) sum of simple roots, then the support of α is the set supp(α) = {α i : c i = 0}. Given α, we write E α for a root vector corresponding to α.
A Hessenberg space H is a linear subspace of matrices such that [H, b] 
(This definition omits one condition from that found in [dMPS] .) Suppose X is in g and H is a Hessenberg space. The Hessenberg variety of (X, H) is given by
