In this article the coincidence points of a self map and a sequence of multivalued maps are found in the settings of complete metric space endowed with a graph. A novel result of Asrifa and Vetrivel is generalized and as an application we obtain an existence theorem for a special type of fractional integral equation. Moreover, we establish a result on the convergence of successive approximation of a system of Bernstein operators on a Banach space.
Introduction and Preliminaries
For the metric space (X, d), using the notions of Nadler [1] and Hu [2] , denote CB(X), C (X) and 2 X by the collection of nonempty closed and bounded, compact and all nonempty subsets of X respectively. Consider A, B ∈ CB(X) the distance between sets A and B is defined by d(A, B) = inf x∈A, y∈B d(x, y), which does not allow to enjoy the properties of metric on CB (X) therefore a well known idea of Hausdorff-Pompeiu distance H on CB(X) induced by d is used to define a metric on CB (X) as follows:
where:
N( , A) = {x ∈ X : d(x, a) < , for some a ∈ A}.
In 1969, Nadler [1] proved fixed point results for multivalued mappings in complete metric spaces, using the Hausdorff distance H, which was the generalization of Banach contraction principle in the settings of set-valued mappings. Covitz and Nadler [3] extended the idea of multivalued mappings in the generalized metric spaces. Reich [4] in 1972 published a fixed point result for the multivalued maps on the compact subsets of a complete metric space and posed the question, "can C (X) be replaced by CB (X)?". In 1989, Mizoguchi and Takahashi answered this question in Theorem 5 of [5] and they also provide some Caristi type theorems for multivalued operators. Whereas Hu [2] in 1980 extended the multivalued fixed point results from complete metric space to complete ε-chainable metric space. Azam and Arshad [6] have extended the Theorem 6 of [1] by finding the fixed points of a sequence of locally contractive multivalued maps in ε-chainable metric space. Further Feng and Liu [7] used Definition 2. A graph G is called connected if there is a path between any two vertices. Graph G is weakly connected ifG is connected. 
there is a path of length K from v to u }.
Following is the definition of G-contraction by Jachymski [12] .
Definition 4.
[12] Let (X, d) be a metric space endowed with a graph G. We say that a mapping T : X → X is a G-contraction if T preserves edges of G i.e.,
and there exists some α ∈ [0, 1) such that:
Mizoguchi and Takahashi [5] had defined a MT−function as follows: If x n ∈ A n (n = 1, 2, 3, ...) and there exists x ∈ X such that lim
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Definition 6.
[20] A multivalued mapping F : X → CB (X) is said to be Mizoguchi-Takahashi G-contraction if for all x, y in X, x = y with (x, y) ∈ E (G) :
Motivated by the Definition 2.1 of [20] , in a more general settings, we define the sequence of multivalued G f -contraction as follows: Definition 7. Let f : X → X be a edge preserving surjection . A sequence of multivalued mappings {T q } ∞ q=1 from X into CB(X) is said to be sequence of multivalued G f -contraction if ( f u, f v) ∈ E(G), implies:
(1)
The next theorem provides the way to find the coincidence of a self map and a sequence of multivalued maps. Theorem 1. Let (X, d) a complete metric space,{T q } ∞ q=1 a sequence of multivalued G f -contraction from X into CB(X) and f : X → X a surjection. If there exist m ∈ N and v 0 ∈ X, such that:
Then f and sequence of mappings {T q } ∞ q=1 have a coincidence point, i.e., there exists v * ∈ X such that f v * ∈ q∈N T q (v * ).
Without any loss of generality, assume that f u
0 ), and using Lemma 1 one can find some f u
2 ) ∈ E(G), so:
Similarly since f u
1 ), again using Lemma 1 one can find some f u
2 ) such that:
2 ).
Thus we obtain { f u
0 . Then by the same procedure we obtain a path:
from f v 2 to f v 3 . Inductively, obtained:
of points of X with:
For each t ∈ {0, 1, 2, ..., m − 1}, and from (2), clearly {d( f u
is a decreasing sequence of non-negative real numbers and so there exists a t ≥ 0 such that:
By assumption, lim sup t→a
for all h ≥ k t where lim sup t→a + t µ(t) < ω(a t ) < 1. Now put:
Then, for every h > k t , consider:
Putting q = max{k t : t = 0, 1, 2, ..., m − 1}, gives:
Since
Letting h → ∞ in the above inequality, gives d f v * , T q (v * ) → 0, which implies f v * ∈ T q (v * ) for all q ∈ N. Hence, f v * ∈ q∈N T q (v * ) as required. Example 1. Let X = {0} ∪ 1 q n : n ∈ N ∪ {0} for q ∈ N. Consider the graph G such that V (G) = X and for all x and y in X :
For q ∈ N, let T q : X → CB(X) be defined by:
If we assume f : X → X as an identity map then sequence of multivalued mappings {T q } ∞ q=1 from X into CB(X) is a sequence of multivalued G f -contraction.
It satisfies the conditions of Theorem 1 and 1 ∈ X is the fixed point of sequence of multivalued maps T q for q ∈ N.
The next theorem provides a way to find the coincidence point of a hybrid pair.
Theorem 2. Let (X, d) be a complete metric space, T : X → CB(X) and f : X → X a surjection. If u, v ∈ X (with u = v) such that ( f u, f v) ∈ E(G), implies:
where
is a MT-function, if there exist m ∈ N and v 0 ∈ X, such that:
m G for all n ∈ N and j = 1, 2, ..., then there exists a subsequence v n k such that v n k , v ∈ E(G) for all k ∈ N.
Then f and T have a coincidence point, i.e., there exists v * ∈ X such that f v * ∈ T(v * ).
Proof. Take T q := T for all q ∈ N in Theorem 1 and proof is following the same procedure. Corollary 1. Let (X, d) be a complete metric space,{T q } ∞ q=1 a sequence of the self mappings on X and f : X → X a surjection. If u, v ∈ X (with u = v) such that ( f u, f v) ∈ E(G), implies:
for all q, r ∈ N, where µ : [0, ∞) → [0, 1) is a MT function, if there exist m ∈ N and v 0 ∈ X, such that:
Then f and sequence of mappings {T q } ∞ q=1 have a coincidence point, i.e., there exists v * ∈ X such that f v * = q∈N T q (v * ). 
where µ: [0, ∞) → [0, 1) is a MT-function, if there exist m ∈ N and v 0 ∈ X, such that:
(ii) For any sequence {v n } in X, if v n → v and v n ∈ T(v n−1 ) ∩ [v n−1 ] m G for all n ∈ N and j = 1, 2, ..., then there exists a subsequence v n k such that v n k , v ∈ E(G) for all k ∈ N.
Then T has a fixed point, i.e., v * = T(v * ).
The following are the consequence of the Theorem 1 and Theorem 2 for the case of self mappings.
Corollary 3. Let (X, d) be a complete metric space, T : X → X and f : X → X a surjection. If u, v ∈ X (with u = v) such that ( f u, f v) ∈ E(G), implies:
where µ : [0, ∞) → [0, 1) is a MT function, if there exist m ∈ N and v 0 ∈ X, such that:
Then f and T have a coincidence point, i.e., there exists v * ∈ X such that f v * = T(v * ). 
The next remark highlights the applications of all the above results in settings of complete metric spaces, complete metric spaces endowed with partial order and ε-chainable complete metric spaces.
Remark 1. Consider the following cases:
R1. Let (X, d) be a complete metric space, consider the graph G 0 with:
R2. Let (X, d) be a complete metric space with partial order on X, consider the graphs G 1 and G 2 with:
and: E (G 2 ) = {(x, y) ∈ X × X : x y or y x} .
R3. Let ε > 0 and (X, d) be a complete ε-chainable metric space, consider the graph:
We remark that all above results are valid under the above construction of remarks (R1) , (R2) and (R3) .
Further, in an application of Theorem 1 we generalize the Theorem 6 of [20] . It establishes the convergence of successive approximations of operators on a Banach space, which consequently yields the Kelisky-Rivlin theorem on iterates of Bernstein operators on the space C (I), where I is the closed unit interval. Theorem 3. Let X be a Banach space and X 0 be a closed subspace of X. Let T, f : X → X be maps such that f is surjection and:
If (I − f ) (X) ⊆ X 0 and ( f − T) (X) ⊆ X 0 , then for all x ∈ X, {T n x} converges to Coin {T, f } , where Coin {T, f } = {x ∈ X : Tx = f x} .
Proof. Consider the graph
Hence and by given contractive condition (9), we see that ∀ (x, y) ∈ E (G) with x = y, (6) holds.
The use of ( f − T) (X) ⊆ X 0 , implies that ( f x, Tx) ∈ E (G) for x in X. Therefore condition (i) of Corollary 4 holds with x = v 0 = x 0 and N = 1. Thus we are able to generate a sequence such that Tx n−1 = f x n for all n ∈ N. Assume that Tx n → v * ∈ X but since f is surjection so there exists some v in X such that v * = f v. Here also Tx n ∈ [Tx n−1 ] 1 G for all n ∈ N, which implies that (Tx n , Tx n−1 ) ∈ E (G) for all n ∈ N. Now using the outline of the proof of Theorem 4.1 of [12] , (Tx n , f v) ∈ E (G) for all n ∈ N. Now assume:
Since(Tx n , f v) ∈ E (G) for all n ∈ N, thus from (9) and (10) we have:
As n → ∞, we get f v = Tv. Thus v is the coincidence point of f and T, by using Corollary 4. For the uniqueness of the coincidence point we let two coincidence points u, v of f and T, then:
This implies that Tu = Tv.
In the next result, we discussed the generalization of fractional differential equation described in [21] . For the closed interval I = [0, 1] , assume function g ∈ C (I, R) and f : I × R → R is a continuous function. The fractional differential equation is given as follows:
with boundary conditions x (0) = x (1) = 0. It is to be noted that associated Green's function with the problem (11) is:
where Γ (.) represents the Gamma function.
Theorem 4.
Consider the surjective function g ∈ C (I, R) and f : I × R → R satisfies:
(i) |( f (s, g (x (s))) − f (s, g (y (s))))| ≤ |g (x (s)) − g (y (s))| for all s ∈ I;
(ii) sup t∈I 1 0 G (t, s) ds ≤ k < 1.
Then, problem (11) has a unique solution.
Proof. Assume space X = C (I, R) , and we have d (x, y) = max t∈ [0, 1] |x (t) − y (t)| for x and y in X. It is well known that x ∈ X is a solution of (11) if and only if it is a solution of the integral equation:
x (t) = 1 0 G (t, s) f (s, (gx) (s)) ds for all t ∈ I.
Define the operator F : X → X by:
G (t, s) f (s, (gx) (s)) ds for all t ∈ I, and S : X → X by: Sx = gx, with (Sx) (t) = (gx) (t) for t ∈ I.
Thus, for finding a solution of (11) , it is sufficient to show that F has a coincidence point with g. Now let x, y ∈ C (I) for all s ∈ I. Here we have: |Fx (t) − Fy (t)| = This implies that for each x, y ∈ X, we have:
Now the use of Corollary 3 with graph G = G 0 , we have x * ∈ X such that Fx * = Sx * with (Sx * ) (t) = (gx * ) (t) for t ∈ I. Thus x * is the required coincidence point of F and g.
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