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A implementac¸a˜o de controladores, se na˜o for exata, pode levar a problemas
de fragilidade, isto e´, a` perda de propriedades esperadas de um sistema de
controle. Esta questa˜o e´ abordada, neste trabalho, atrave´s da sı´ntese de con-
troladores resilientes para sistemas incertos.
A estrutura utilizada para tratar os problemas de sı´ntese de contro-
ladores e´ conhecida como Separac¸a˜o Integral Quadra´tica e baseia-se nos
princı´pios da teoria conhecida como Separac¸a˜o Topolo´gica. A questa˜o da
resilieˆncia dos controladores e´ desenvolvida atrave´s da sı´ntese de conjuntos
elipsoidais. A robustez, por sua vez, e´ garantida efetuando a sı´ntese sobre
sistemas incertos, representados nas formas polito´pica e LFT com norma li-
mitada.
A modelagem do problema de resilieˆncia resulta em condic¸o˜es de
desigualdades matriciais na forma de LMI’s, pore´m, com uma restric¸a˜o na
forma de desigualdade matricial na˜o-linear, relacionada a` necessidade de
encontrar elipso´ides na˜o vazios. A metodologia utilizada para a resoluc¸a˜o
desta questa˜o central utiliza uma reformulac¸a˜o do problema, conhecida como
“complementaridade coˆnica” e o me´todo de programac¸a˜o na˜o-linear Frank-
Wolfe.
A resilieˆncia discutida neste trabalho e´ aplicada a dois sistemas princi-
pais, do domı´nio Aerona´utico. O primeiro consiste no controle de posiciona-
mento e atitude de um helico´ptero composto por 4 rotores, conhecido como
Quadrirotor. E o outro, trata do controle de voˆo longitudinal de uma aeronave
civil.
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The implementation of controllers, if not exact, may lead to fragility pro-
blems, i. e. the loss of the expected properties of the control system. This
issue is discussed, in this work, through the synthesis of resilient controllers
for uncertain systems.
The structure used to model the synthesis of the controllers is known
as Integral Quadratic Separation, and is based on the principles of the theory
known as Topological Separation. The resilience of the controllers is deve-
loped through the synthesis of ellipsoidal sets. The robustness, on the other
hand, is assured by using the synthesis for uncertain systems, represented in
polytopic form or LFT with bounded uncertainties.
The modeling of the resilience problem results in matrix inequalities
conditions in the form of LMI’s, with an additional restriction in the form of
a non-linear matrix inequality, related to the necessity of finding non-empty
ellipsoids. The methodology used to solve this central problem uses a refor-
mulation of the nonlinear problem known as “Cone Complementarity” and
the method of non-linear programming known as Frank-Wolfe.
The resilience discussed in this work is applied to two main systems
of the Aeronautic domain. The first application consists on the position and
attitude control of a helicopter composed of 4 rotors, known as Quadrotor.
The other one is the longitudinal control of a civilian aircraft.
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11 INTRODUC¸A˜O
A teoria de controle robusto tem se desenvolvido muito nas u´ltimas
de´cadas, motivada pela gama de aplicac¸o˜es industriais e recentes avanc¸os
teo´ricos, como na utilizac¸a˜o de Desigualdades Matriciais Lineares (em ingleˆs,
LMIs – Linear Matrix Inequalities) para a modelagem dos problemas e na
teoria de otimizac¸a˜o, mais especificamente na a´rea de Programac¸a˜o Semi-
Definida (em ingleˆs, SDP – Semidefinite Programming), que permite o tra-
tamento nume´rico das LMIs encontradas. Estas te´cnicas, LMI/SDP, apare-
ceram no inı´cio da de´cada de 90, foram popularizadas pelos livros (BOYD
et al., 1994) e (EL GHAOUI; NICULESCU, 2000) e modificaram fortemente a
maneira de abordar o tema de ana´lise e sı´ntese de sistemas lineares, em
particular no contexto de controle robusto. Atrave´s desta recente teoria e´
possı´vel projetar controladores que garantam caracterı´sticas desejadas, tais
como estabilidade ou desempenho, a` um conjunto de sistemas, geralmente
representado por um sistema nominal e um conjunto de incertezas. Entre al-
gumas das principais aplicac¸o˜es tem-se o controle de sistemas na˜o-lineares
com te´cnicas de controle linear, o controle de sistemas Lineares Variantes no
Tempo (LTV) e tambe´m o seu uso em algumas te´cnicas avanc¸adas de controle
ganho-escalonado (GS).
Entre as classes de sistemas incertos existentes pode-se citar duas prin-
cipais, e que sera˜o utilizadas neste trabalho: sistemas polito´picos e modelos
baseados em Transformac¸o˜es Fracionais Lineares (LFT). Os primeiros re-
sultados relacionados com os modelos polito´picos teˆm suas raı´zes em (BAR-
MISH, 1985), em que foi introduzido o conceito conhecido como estabilidade
quadra´tica, com o qual e´ possı´vel provar a estabilidade robusta atrave´s da pro-
cura de uma func¸a˜o de Lyapunov u´nica para todas as incertezas. Utilizando
o mesmo tipo de func¸o˜es de Lyapunov, os resultados relativos aos modelos
LFT apareceram simultaneamente com o surgimento de te´cnicas LMI, sendo
possı´vel citar (DOYLE; PACKARD; ZHOU, 1991), (ZHOU; DOYLE; GLOVER, 1996)
e (APKARIAN; GAHINET, 1995).
Pesquisas mais recentes permitem o uso de func¸o˜es de Lyapunov
dependentes de paraˆmetros, propiciando resultados menos conservadores
do que resultados pre´vios, que utilizam uma u´nica func¸a˜o de Lyapunov.
No campo dos sistemas polito´picos, pode-se citar a abordagem utilizando
varia´veis adicionais (slack variables), como em (DE OLIVEIRA; BERNUSSOU;
GEROMEL, 1999) e (PEAUCELLE et al., 2000), tambe´m conhecida como “abor-
dagem LMI dilatada” (EBIHARA; HAGIWARA, 2004). Estas te´cnicas permitem
a procura de func¸o˜es de Lyapunov polito´picas, mas tambe´m se estendem a`
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procura de func¸o˜es de Lyapunov polinomiais, como em (PEAUCELLE et al.,
2006). Ainda no campo de sistemas polito´picos, existem tambe´m outras
abordagens, entre elas e´ possı´vel citar os trabalhos baseados no teorema de
Polya, como o descrito em (SCHERER, 2005) e utilizado abundantemente em
trabalhos como (OLIVEIRA; PERES, 2005). Tambe´m pode-se citar a abordagem
baseada em Soma de Quadrados (SOS) com resultados como (CHESI et al.,
2005), para o qual existe uma comparac¸a˜o com a abordagem baseada em
Slack Variables (PEAUCELLE; SATO, 2009). No campo de modelos LFT existe
uma evoluc¸a˜o similar na direc¸a˜o de func¸o˜es de Lyapunov dependentes de
paraˆmetros. Um primeiro resultado e´ encontrado em (IWASAKI; SHIBATA,
2001), com extenso˜es encontradas em (PEAUCELLE et al., 2007). Uma outra
metodologia e´ encontrada em (SCHERER, 2006).
Estudos recentes mostram, entretanto, que mesmo quando um contro-
lador e´ projetado para ser robusto em relac¸a˜o a`s incertezas do sistema, podem
existir casos nos quais uma pequena variac¸a˜o dos paraˆmetros do controlador
pode levar o sistema de controle a` instabilidade, ou a assumir outras carac-
terı´sticas indesejadas. Esta questa˜o e´ conhecida como fragilidade e foi pri-
meiramente investigada em trabalhos como (KEEL; BHATTACHARYYA, 1997) e
(JADBABAIE et al., 1998). O inverso deste conceito, um sistema de controle ca-
paz de aceitar algum grau de variac¸a˜o nos paraˆmetros do controlador e ainda
assim garantir as caracterı´sticas desejadas ao sistema como um todo, e´ cha-
mado de resilieˆncia.
Diversas propostas para o problema da sı´ntese de controladores resi-
liente teˆm sido apresentadas nos u´ltimos anos. Estas propostas, em geral,
assumem incertezas especificadas antes de efetuar a sı´ntese do controlador,
como em (YEE; YANG; WANG, 2001); entretanto, pode-se mostrar que estas
metodologias podem ser reduzidas a problemas de controle robusto cla´ssico.
A metodologia utilizada neste trabalho para tratar a questa˜o da resilieˆncia uti-
liza o conceito de sı´ntese de conjuntos elipsoidais de controladores esta´ticos,
com base em (PEAUCELLE; ARZELIER, 2005), em que todos os controlado-
res pertencentes ao conjunto resultante da sı´ntese apresentada sa˜o capazes de
garantir a estabilidade robusta de um sistema incerto. Neste caso, a u´nica
especificac¸a˜o determinada a-priori e´ alguma medida do tamanho do conjunto
a ser encontrado.
No caso da Figura 1, a questa˜o da sı´ntese de conjuntos resilientes de
controladores pode ser explicada da seguinte maneira: para cada controlador
c ∈ C, as caracterı´sticas desejadas com a realimentac¸a˜o sera˜o garantidas para
todo sistema s ∈ S , o que em outras palavras quer dizer que sera˜o projetados
controladores que, ale´m de oferecer a robustez cla´ssica, tambe´m oferecem a
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Figura 1: Resilieˆncia aditiva e sistema polito´pico.
qualidade extra de resilieˆncia. Deve-se notar que a resilieˆncia de um con-
trolador pertencente ao conjunto C e´ garantida quando as perturbac¸o˜es nos
paraˆmetros do controlador na˜o forem suficientes para fazer com que o con-
trolador saia deste conjunto. O grau de resilieˆncia e´ especificado atrave´s de
medidas do tamanho do conjunto, representado nas formas de erro aditivo ou
multiplicativo. Uma extensa˜o do resultado de estabilidade resiliente a` sı´ntese
com desempenho H∞ e´ proposta em (PEAUCELLE; ARZELIER, 2003) e sera´
utilizada neste trabalho.
Neste trabalho, sera´ utilizada como ferramenta ba´sica para a modela-
gem dos problemas de sı´ntese robusta e resiliente a teoria conhecida como
separac¸a˜o topolo´gica. Primeiramente apresentada em (SOFANOV, 1980), este
conceito tem sido utilizado em diversos trabalhos para tratar as questo˜es de
ana´lise e sı´ntese robustas. Utilizando como base o conceito de sistemas bem-
colocados, esta teoria e´ suficientemente generalista para abranger os princi-
pais conceitos de estabilidade, como Lyapunov e estabilidade entrada-saı´da,
e os principais resultados de estabilidade, como teorema de Lyapunov, Popov
e crite´rio do cı´rculo. Outras ferramentas, alternativas a` separac¸a˜o topolo´gica,
teˆm sido muito utilizadas para a sı´ntese e ana´lise robustas, como a teoria-
µ (BALAS et al., 1992) e Restric¸o˜es Integrais Quadra´ticas (IQC) (MEGRETSKI;
RANTZER, 1997). Por outro lado, pode-se mostrar que estas teorias se relacio-
nam e podem ser tratadas como um subcaso da separac¸a˜o quadra´tica, que por
sua vez e´ um subcaso da separac¸a˜o topolo´gica.
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1.1 Controle resiliente e robusto de quadrirotores
O controle resiliente e robusto sera´ aplicado ao controle de Quadriro-
tores, uma classe especial de helico´pteros com quatro rotores e que se apre-
senta como um interessante desafio de controle por tratar-se de um sistema
na˜o-linear e com um certo grau de incertezas devido a` sua alta interac¸a˜o com
o ambiente. Na literatura, e´ possı´vel encontrar algumas propostas de te´cnicas
de controle, em geral, tratando-se de te´cnicas modernas na˜o-lineares como em
(BOUABDALLAH; SIEGWART, 2007), em que e´ abordada a questa˜o do controle
Backstepping e Modos Deslizantes. Em (CASTILLO; DZUL; LOZANO, 2004)
tem-se uma soluc¸a˜o baseada em saturac¸o˜es aninhadas, incluindo uma versa˜o
discreta para ser utilizada em sistemas embarcados. Em (RAFFO; ORTEGA; RU-
BIO, 2010) e´ apresentada uma soluc¸a˜o baseada em MPC (Model Predictive
Control) junto com um controlador H∞ na˜o linear. Entre as metodologias
lineares, destacam-se: o controlador LQR para o seguimento de trajeto´ria
apresentado em (COWLING, 2008) e te´cnicas aplicadas apenas ao problema de
atitude como em (BOUABDALLAH; NOTH; SIEGWART, 2004).
Por se tratar de um sistema na˜o linear, optou-se para o controle de
posic¸a˜o no plano x−y do quadrirotor por uma te´cnica de controle baseada na
metodologia de ganho-escalonado, conhecida como uma abordagem “Divide-
and-Conquer”, que utiliza uma famı´lia de controladores lineares para efetuar
uma tarefa de controle na˜o-linear (LEITH; LEITHEAD, 2000).
A metodologia de ganho-escalonado tem sido utilizada com sucesso
em problemas da indu´stria aerona´utica desde meados de 1960 e e´ aplica´vel
ao problema do quadrirotor, como sera´ mostrado no Capı´tulo 4. Este tipo
de controlador foi por muito tempo utilizado com uma famı´lia de contro-
ladores projetados para pontos de operac¸a˜o linearizados, te´cnica que ficou
classicamente conhecida como baseada em linearizac¸a˜o e tem sido uma das
mais utilizadas na indu´stria (LEITH; LEITHEAD, 2000; RUGH; SHAMMA, 2000).
Uma alternativa mais recente e que apresenta melhores resultados e´ conhe-
cida como ganho-escalonado Linear a Paraˆmetros Variantes (LPV) (BECKER;
PACKARD; BALAS, 1993; APKARIAN; ADAMS, 1998). Esta metodologia utiliza
uma representac¸a˜o do sistema na forma LPV (SHAMMA; ATHANS, 1992) e na˜o
exige necessariamente pontos de operac¸a˜o em equilı´brio. Esta opc¸a˜o sera´ uti-
lizada na modelagem do quadrirotor atrave´s de um modelo quasi-LPV, uma
reformulac¸a˜o do sistema na˜o-linear capaz de considerar as na˜o linearidades
do sistema como paraˆmetros variantes.
As formas mais modernas de ganho-escalonado utilizam conceitos da
teoria de controle robusto. Pode-se citar primeiramente a metodologia conhe-
1.2 Organizac¸a˜o do trabalho 5
cida como abordagem polito´pica (BIANNIC, 2000), que busca dividir o espac¸o
de paraˆmetros em politopos e em seguida faz a sı´ntese de um conjunto de
controladores para cada sistema polito´pico, sendo projetado um controlador
para cada ve´rtice do sistema polito´pico e utilizando uma interpolac¸a˜o des-
tes controladores atrave´s do mesmo paraˆmetro do sistema. A segunda forma
muito utilizada e´ conhecida como abordagem de ganho-escalonado LFT, uma
metodologia que procura transformar um sistema dependente de paraˆmetros
em um sistema incerto, o qual pode ser resolvido com metodologias cla´ssicas
de controle robusto (APKARIAN; GAHINET, 1995).
Entretanto, nenhuma das metodologias de ganho-escalonado citadas
possuem garantias quanto a incertezas no controlador, e qualquer variac¸a˜o
parame´trica ocorrida na implementac¸a˜o dos controladores anula as ga-
rantias projetadas de robustez. No caso de sistemas de controle fra´geis,
estas mudanc¸as podem resultar em um comportamento em malha fechada
completamente diferente do comportamento projetado. Tendo em vista
esta problema´tica, uma nova metodologia de ganho-escalonado, que sera´
chamada neste trabalho de ganho-escalonado resiliente, foi desenvolvida
para o controle do posicionamento do quadrirotor. Esta metodologia utiliza
os princı´pios da sı´ntese de conjuntos elipsoidais e permite a garantia de
resilieˆncia que outras metodologias na˜o oferecem. A ide´ia ba´sica utilizada
nesta metodologia e´ de dividir o espac¸o de paraˆmetros em politopos e
para cada sistema polito´pico encontrado efetuar uma sı´ntese robusta de um
conjunto elipsoidal de controladores que se interligue com os conjuntos pro-
jetados para os politopos vizinhos. A etapa final e´ enta˜o encontrar uma regra
de interpolac¸a˜o dos controladores que esteja sempre dentro do conjunto de
elipso´ides interconectados. Esta metodologia sera´ formalizada no Capı´tulo 4.
1.2 Organizac¸a˜o do trabalho
Uma revisa˜o sobre os conceitos teo´ricos que formam a base deste
trabalho se encontra no Capı´tulo 2, entitulado “Separac¸a˜o Topolo´gica”.
Neste capı´tulo sera´ inicialmente feita a apresentac¸a˜o formal desta ferramenta
atrave´s da definic¸a˜o de separac¸a˜o de sistemas gene´ricos interconectados. Em
seguida, sera´ definido o conceito de sistemas bem-colocados e apresentada
uma forma de representar sistemas dinaˆmicos atrave´s da interconexa˜o de um
operador (possivelmente incerto) e uma transformac¸a˜o linear. Apo´s, sera´
apresentado um teorema que garante que um sistema seja bem colocado,
utilizando a condic¸a˜o de Separac¸a˜o Topolo´gica. Por fim, sera´ mostrado
um subcaso da Separac¸a˜o Topolo´gica, conhecido como Separac¸a˜o Integral
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Quadra´tica (IQS), que permite resolver os problemas de separac¸a˜o de forma
metodolo´gica utilizando princı´pios de programac¸a˜o semi-definida.
O Capı´tulo 3 aborda a questa˜o fundamental deste trabalho, a sı´ntese
de conjuntos elipsoidais de controladores e o controle robusto, apresentando
uma revisa˜o de diversos estudos feitos nesta a´rea e tambe´m alguns resultados
novos. O capı´tulo inicia mostrando uma forma de representac¸a˜o de conjun-
tos elipsoidais, conhecida como elipso´ides matriciais. Enta˜o, medidas para o
controle do tamanho destes elipso´ides sa˜o discutidas, na forma de erros adi-
tivos e multiplicativos. Apo´s, e´ tratada a questa˜o das condic¸o˜es para que um
controlador pre´-especificado (e necessariamente possuindo as condic¸o˜es de-
sejadas) esteja dentro do conjunto a ser encontrado, o que permitira´ a sı´ntese
de conjuntos elipsoidais possuindo regio˜es em comum. Ale´m disso, sa˜o dis-
cutidas as condic¸o˜es de estabilidade e desempenho H∞, em conjunto com as
condic¸o˜es para robustez polito´pica e na forma LFT com matriz de incertezas
com norma limitada. Em seguida, sa˜o expostos os aspectos nume´ricos da
resoluc¸a˜o dos problemas encontrados, ale´m de ser apresentado o algoritmo
nume´rico de otimizac¸a˜o utilizado para resolver os problemas. Finalmente, e´
relatado um novo estudo que estende a capacidade de levar em conta variac¸o˜es
em K a` sı´ntese de conjuntos elipsoidais, permitindo resultados menos conser-
vadores. Este trabalho foi feito durante um esta´gio no Laborato´rio de Ana´lise
e Arquitetura de Sistemas (LAAS, Toulouse, Franc¸a), com durac¸a˜o de 5 me-
ses, realizado sob a orientac¸a˜o de Dimitri Peaucelle, onde foi abordada a
implementac¸a˜o e testes destes resultados teo´ricos. A validac¸a˜o destes foi feita
em sistemas da indu´stria aeroespacial contidos na base de dados COMPlib.
O Capı´tulo 4 trata da aplicac¸a˜o do controle resiliente e robusto ao qua-
drirotor. Este conte´m, inicialmente, a modelagem utilizada para descrever o
sistema do Quadrirotor, sendo explicadas as suposic¸o˜es feitas e apresentando
o modelo dinaˆmico na˜o-linear completo. Em seguida, e´ discutida a metodo-
logia de divisa˜o do sistema completo em subsistemas, o que permite o con-
trole em cascata. Discutem-se, tambe´m, modelos simplificados baseados em
linearizac¸a˜o, sendo que para os subsistemas de atitude e de posicionamento
no plano x− y sa˜o propostos modelos do tipo LPV. Em seguida, mostra-se
as metodologias de controle escolhidas para cada um dos subsistemas, sendo
que para o sistema de controle de atitude e´ proposto um controlador resili-
ente e robusto via sistemas LFT e para o sistema de posicionamento no plano
x−y, uma metodologia de ganho-escalonado LPV utilizando os princı´pios de
conjuntos elipsoidais de controladores. Finalizando o Capı´tulo 4, segue um
estudo comparativo entre a metodologia Resiliente proposta e um controlador
na˜o-linear do tipo Backstepping.
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A questa˜o da aplicac¸a˜o do controle resiliente e robusto ao problema
de controle longitudinal de aeronave e´ discutida no Apeˆndice A. O problema
foi proposto pela empresa Airbus-France, contextualizado num programa de
cooperac¸a˜o entre a empresa e o LAAS e tratado durante o esta´gio. Neste
apeˆndice, e´ feita, inicialmente, uma descric¸a˜o do sistema e dos seus com-
ponentes envolvidos, ale´m de ser apresentado o problema de controle. Em
seguida, e´ discutida a questa˜o de voˆo em diferentes condic¸o˜es parame´tricas,
o que leva a uma discussa˜o sobre as incertezas envolvidas na modelagem do
sistema e tambe´m sobre a necessidade de se utilizarem pontos de operac¸a˜o de
voˆo, chamados de pontos de voˆo, para a descric¸a˜o deste sistema. Expo˜e-se,
enta˜o, a metodologia utilizada para a sı´ntese de controladores H∞ para os
pontos de voˆo fornecidos e, em seguida, sa˜o discutidos os resultados obtidos.
Por fim, no Capı´tulo 5 sa˜o apresentadas algumas considerac¸o˜es finais
relacionadas a` realizac¸a˜o deste trabalho, bem como perspectivas para traba-
lhos futuros.
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2.1 Introduc¸a˜o
Na teoria de sistemas dinaˆmicos sa˜o encontradas diversas estruturas
teo´ricas nas quais podem ser obtidos resultados relativos a` ana´lise e sı´ntese
de controladores. Entre as ferramentas cla´ssicas, por exemplo, e´ possı´vel citar
abordagens gra´ficas como Nyquist e lugar das raı´zes, a lei de estabilidade de
Lyapunov, passividade, entre outras.
A` medida que a complexidade dos problemas de controle aumentam,
sa˜o necessa´rias novas estruturas teo´ricas. Na literatura, encontram-se algu-
mas opc¸o˜es de ferramentas para o controle robusto, ale´m da adaptac¸a˜o de
alguns conceitos cla´ssicos a` robustez. O conceito de bem-colocado (well-
posedness) e´ uma ferramenta muito utilizado para a ana´lise de estabilidade
de sistemas na˜o lineares e sistemas incertos. Muitas das ferramentas usadas
para o controle robusto tomam como base este conceito. Associado a ele
tem-se, por exemplo, o surgimento da ferramenta conhecida como ana´lise-µ
(DOYLE, 1982), que consiste de uma ferramenta com expressiva utilizac¸a˜o na
indu´stria. Como outro exemplo de ferramenta, e´ possı´vel citar ainda a pla-
taforma conhecida como Restric¸o˜es Integrais Quadra´ticas (IQC), do ingleˆs
Integral Quadratic Constraints (MEGRETSKI; RANTZER, 1997), a qual pode
ser vista como uma generalizac¸a˜o da abordagem cla´ssica via multiplicado-
res. Uma outra estrutura que tem sido bastante utilizada e´ conhecida como
Separadores Quadra´ticos (QS), como em (IWASAKI; HARA, 1998).
A ferramenta utilizada neste trabalho e´ inspirada no conceito de
Separac¸a˜o Topolo´gica e consiste de uma extensa˜o aos resultados de QS,
conhecidos como Separac¸a˜o Integral Quadra´tica (IQS). Esta ferramenta tem
sido utilizada em trabalhos como (PEAUCELLE; BAUDOUIN; GOUAISBAUT,
2009) e utiliza tanto conceitos de QS como conceitos de IQC, oferecendo
algumas extenso˜es a estas ferramentas, como a possibilidade de reformular
facilmente va´rios crite´rios de desempenho no domı´nio do tempo.
2.2 Princı´pios ba´sicos
Diversos problemas de controle, incluindo problemas como ana´lise
robusta ou sı´ntese de controladores esta´ticos, podem ser representados pela
estrutura de sistemas interconectados na Figura 2. Nesta figura temos dois
operadores matriciais representados por G1 e G2, definidos nos domı´nios Ω1
e Ω2, e sinais exo´genos w e z de dimenso˜es m e r, respectivamente.
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G2(Ω2)
G1(Ω1)
zw
Figura 2: Modelo de interconexa˜o para separac¸a˜o topolo´gica.
Para ilustrar a abrangeˆncia do modelo de interconexa˜o da Figura 2,
pode ser tomado o exemplo de um sistema de controle representado por:{
x˙(t) = Ax(t)+Bu(t)
y(t) =Cx(t)+Du(t) u(t) = Ky(t) (2.1)
Este sistema de controle pode ser adaptado ao modelo de interconexa˜o
da Figura 2 da seguinte forma:
I 0
0 K
A B
C D
(
x˙
y
)
︸︷︷︸
z
(
x
u
)
︸︷︷︸
w
Figura 3: Exemplo de interconexa˜o
neste caso, tem-se os sinais w e z representados por:
w=
(
x
u
)
, z=
(
x˙
y
)
ale´m disso, os operadores G1 e G2 sa˜o representados por:
G1 =
[
A B
C D
]
, G2 =
[I
K
]
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sendo que I representa o operador integral com condic¸o˜es iniciais nulas. Ou-
tros exemplos podem ser encontrados ao longo deste trabalho, como na inter-
conexa˜o mostrada na Figura 6.
Como sera´ visto adiante, os resultados que sera˜o apresentados base-
ados em separac¸a˜o topolo´gica utilizam condic¸o˜es impostas sobre o grafo e
o grafo inverso dos operadores lineares encontrados na Figura 2. Desta ma-
neira, definimos inicialmente o grafo G(•) do operador linear G1(Ω1) como
o conjunto de possı´veis entradas-saı´das:
G(G1(Ω1)) =
{[
w
z
]
∈Cm+r : z= G1(Ω1)w
}
(2.2)
De maneira similar, podemos definir o grafo inverso G−1(•) do ope-
rador linear G2(Ω2) da seguinte maneira:
G−1(G2(Ω2)) =
{[
w
z
]
∈Cr+m : w= G2(Ω2)z
}
(2.3)
Outro conceito dentro da Separac¸a˜o Topolo´gica que necessita ser com-
preendido e´ como identificar se dois grafos sa˜o topologicamente separados.
Os resultados principais de separac¸a˜o topolo´gica utilizam a condic¸a˜o de que
os grafos G(G1(Ω1)) e G−1(G2(Ω2)) sa˜o topologicamente separados, o que
nos leva a` seguinte definic¸a˜o.
Definic¸a˜o 2.1. O grafo de G(G1(Ω1)) e o grafo inverso G−1(G2(Ω2)) sa˜o
denominados como topologicamente separados se:
G(G1(Ω1))∩G−1(G2(Ω2)) = {∅} , ∀ Ω1 ∈Ω1,Ω2 ∈Ω2 (2.4)
Podemos garantir que os dois grafos sa˜o separados topologicamente
atrave´s da procura de um funcional θΩ1,Ω2(w,z) : m × r → chamado
separador topolo´gico, com as seguintes propriedades:
θΩ1,Ω2(w,z)< 0 se
[
w
z
]
∈ G(G1(Ω1)) (2.5)
θΩ1,Ω2(w,z)≥ 0 se
[
w
z
]
∈ G−1(G2(Ω2)) (2.6)
Este separador sera´ responsa´vel por provar a separac¸a˜o entre os grafos
relacionados.
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2.2.1 Interpretac¸a˜o de Lyapunov
Para demonstrar a poderosa generalizac¸a˜o do teorema de Separac¸a˜o
Topolo´gica e para esclarecer a questa˜o de como selecionar separadores apro-
priados, sera´ apresentada uma ligac¸a˜o entre o teste cla´ssico de estabilidade
para sistemas representados por varia´veis de estado, no sentido de Lyapunov,
e a existeˆncia de um separador topolo´gico especı´fico.
Para tal, e´ considerado o seguinte sistema na˜o linear:
x˙(t) = f [x(t)] , x(0) = x0 (2.7)
com t ∈ + , x(t) ∈ X ∀t ∈ + e f diferencia´vel. Este sistema pode ser
interpretado em termos da Figura 2 como:
w≡ x(t) , z≡ x˙(t)
com a seguinte definic¸a˜o para os operadores G2 e G1:
w= G2z : x(t) = x0+
t∫
0
x˙(τ)dτ
z= G1w : x˙(t) = f (x(t))
Definindo o operador ∇ como o operador gradiente e a func¸a˜o V :
X → definida no espac¸o de estados X ⊂ n, enta˜o e´ possı´vel estabelecer o
seguinte teorema:
Teorema 2.1. Se existir um separador topolo´gico θ(w,z) para os grafos de
G1 e G2, definido por θ(w,z) = 〈∇V (w),z〉t , enta˜o o sistema (2.7) e´ esta´vel
no sentido de Lyapunov, ou seja, existe uma func¸a˜o de Lyapunov V(x), posi-
tiva tal que V : X → +, e ale´m disso a derivada V˙ (x) e´ na˜o-positiva para
todo x em X, ou seja: [∇V (x)] f (x)≤ 0.
Prova: Devido a` existeˆncia do separador θ(w,z) para os grafos de G1 e G2,
e´ possı´vel afirmar que:
θ(w,z)< 0 se
[
w
z
]
∈ G(G1) (2.8)
θ(w,z)≥ 0 se
[
w
z
]
∈ G−1(G2) (2.9)
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enta˜o, se
[
w
z
]
pertence ao grafo de G−1(G2), a relac¸a˜o θ(w,z) ≥ 0 e´ va´lida
e, ale´m disso, e´ possı´vel afirmar que:
θ(w,z) = 〈∇V (w),z〉t =
〈
∇V (x), dx
dt
〉
t
=
t∫
0
(∇V (x)dx
dt
)dt =
t∫
0
∇V (x)dx=V (x)
ou seja, V (x)≥ 0, que e´ primeira condic¸a˜o do teorema de Lyapunov.
Ale´m disso, se
[
w
z
]
pertence ao grafo G(G1), a relac¸a˜o θ(w,z) < 0 e´
va´lida e:
θ(w,z) = 〈∇V (x), f (x)〉t =
t∫
0
∇V (x) f (x)dt ≤ 0
e portanto e´ deduzida a expressa˜o ∇V (x) f (x) ≤ 0, que consiste na segunda
condic¸a˜o exigida no teorema de Lyapunov.
2.3 Aplicac¸a˜o ao controle robusto e extenso˜es
O objetivo da sı´ntese robusta de controladores e´ projetar um controla-
dor que garanta certas propriedades desejadas a um sistema incerto, incluindo
todas as incertezas possı´veis. Para tratar a sı´ntese de controladores para sis-
temas incertos e´ necessa´rio adaptar o problema de sistemas com incerteza
ao diagrama da Figura 2. A metodologia utilizada para tal consiste em divi-
dir o diagrama em uma interconexa˜o de um bloco com informac¸o˜es sobre o
sistema e um bloco com outras informac¸o˜es, como as incertezas do sistema.
Neste trabalho e´ considerada a seguinte interconexa˜o:
Ez(t) =Aw(t) , w(t) = [∇z](t) (2.10)
sendo que E e A sa˜o matrizes constantes, eventualmente na˜o-quadradas e
tambe´m na˜o possuindo rank completo; ∇ e´ um operador, na˜o necessaria-
mente causal e possivelmente incerto, e que na˜o deve ser confundido com
o sı´mbolo ∇ usado neste trabalho para representar o conceito de gradiente.
Esta interconexa˜o pode ser representada pelo diagrama na Figura 4.
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∇
Ez(t) =Aw(t)
zw
Figura 4: Modelo de interconexa˜o para controle
O bloco com a representac¸a˜o do sistema, contendo as matrizes E e
A, representa um sistema descritor, que consiste numa generalizac¸a˜o aos
sistemas lineares permitindo modelar va´rios sistemas fı´sicos como circuitos
ele´tricos, sistemas de poteˆncia e outros sistemas interconectados, sistemas
robo´ticos e sistemas econoˆmicos (DAI, 1989). Quanto ao operador∇, sua es-
trutura e´ utilizada para incluir elementos ligados a` realimentac¸a˜o de sistemas
em geral, como o conjunto de integradores referentes a` dinaˆmica do sistema, a
estrutura matricial do controlador esta´tico utilizado e as incertezas modeladas
junto ao sistema.
2.4 Sistemas bem-colocados
Um conceito muito utilizado na a´rea de controle robusto e´ o de sis-
temas bem-colocados, que diz respeito a` interconexa˜o de sistemas em geral,
na˜o necessariamente dinaˆmicos. Este conceito tem sido utilizado em muitas
a´reas de conhecimento e, geralmente, esta´ associado a fenoˆmenos que pos-
suem um sentido fı´sico e que sa˜o realiza´veis.
Definic¸a˜o 2.2. O esquema da interconexa˜o da Figura 4 e´ dita ser bem-
colocada se, para todos sinais externos limitados (z,w) perturbando as
equac¸o˜es do sistema:
Ez(t) =Aw(t)+ z(t) , w(t) = [∇z](t)+w(t) (2.11)
e para todos os valores possı´veis do operador ∇, os sinais internos (Ez, w)
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sa˜o unicos e limitados em L2:
∃γ > 0 :
∥∥∥∥Ezw
∥∥∥∥≤ γ ∥∥∥∥ zw
∥∥∥∥ ,∀( zw
)
∈ L2,∀∇ (2.12)
No campo de sistemas dinaˆmicos pode-se, de uma maneira geral, asso-
ciar a propriedade de estabilidade a`s interconexo˜es bem-colocadas. A`s inter-
conexo˜es que na˜o possuem a caracterı´stica de bem-colocadas, denominadas
de mal-colocadas, associa-se a propriedade de instabilidade.
2.5 Separac¸a˜o Integral Quadra´tica
Esta sec¸a˜o apresenta os conceitos ba´sicos relacionados a` teoria IQS
utilizada neste trabalho para a sı´ntese de controladores. Esta ferramenta tem
sido utilizada para controle robusto em trabalhos como (PEAUCELLE, 2009)
e (PEAUCELLE; BAUDOUIN; GOUAISBAUT, 2009), nos quais e´ demonstrada sua
utilizac¸a˜o na ana´lise de desempenho com robustez. Ale´m da questa˜o de de-
sempenho, ela tem capacidade de tratar outros problemas de controle, como
por exemplo o de controladores variantes no tempo, como sera´ visto no
capı´tulo seguinte.
Como sera´ visto nesta sec¸a˜o, a natureza desta ferramenta baseia-se
em um teorema que propo˜e a Separac¸a˜o Topolo´gica do diagrama apresen-
tado na Figura 4, utilizando duas condic¸o˜es, uma sendo do tipo restric¸a˜o
quadra´tica e outra sendo do tipo IQC. A ferramenta conhecida como
Separac¸a˜o Quadra´tica propo˜e a separac¸a˜o dos espac¸os de func¸o˜es utilizando
apenas condic¸o˜es quadra´ticas (IWASAKI; HARA, 1998), (PEAUCELLE et al.,
2007), enquanto que a ferramenta conhecida como IQC propo˜e a separac¸a˜o
dos espac¸os utilizando apenas restric¸o˜es integrais quadra´ticas (MEGRETSKI;
RANTZER, 1997). Em ambos os casos, os resultados aplicados ao controle
robusto geralmente esta˜o limitados ao estudo de estabilidade robusta. No
caso do IQC, os resultados ligados a` desempenho na maioria das vezes
resumem-se a propriedades dissipativas do sistema, enquanto que para a QS,
poucos resultados sa˜o encontrados na literatura.
A ferramenta IQS, por utilizar restric¸o˜es das duas ferramentas cita-
das, permite tratar uma variedade maior de problemas de controle, incluindo
uma abrangeˆncia maior na questa˜o de desempenhos. Assim como no caso
de outras ferramentas discutidas, o teorema principal desta ferramenta relaci-
ona o fato de uma interconexa˜o de sistemas ser bem-colocada com algumas
restric¸o˜es matriciais. Este resultado pode ser encontrado no teorema apresen-
tado a seguir.
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Teorema 2.2. Dada a fatorizac¸a˜o E = E1E2, sendo E1 uma matriz com rank
completo, a interconexa˜o na Figura 4 e´ bem colocada se existe uma matriz
sime´trica Θ=Θ′ satisfazendo simultaneamente:
[E1 −A]⊥∗Θ [E1 −A]⊥ > (2.13)
e a restric¸a˜o integral quadra´tica:〈(E2z
∇z
)
Θ
(E2z
∇z
)〉
≤ 0 , ∀z ∈ L2 , ∀∇ (2.14)
A prova deste teorema e´ dada em (PEAUCELLE; BAUDOUIN; GOUAIS-
BAUT, 2009), e e´ suprimida por motivo de brevidade.
O Teorema 2.2 apresentado acima e´ responsa´vel pela maior parte dos
resultados teo´ricos abordados nesta dissertac¸a˜o. O separador Θ, quando en-
contrado, funciona em geral como um certificado de que a interconexa˜o do
diagrama 4 e´ bem colocada. A forma do separador Θ, em geral, pode ser
escolhida a priori. E´ possı´vel, por exemplo, fixar a forma do separador para
encontrar um certificado na forma de uma func¸a˜o de Lyapunov, ou ainda,
um separador que se assemelhe aos resultados do teorema do pequeno ganho
(PEAUCELLE, 2000).
2.6 Conclusa˜o
Neste capı´tulo, foram apresentados os princı´pios ba´sicos da Separac¸a˜o
Topolo´gica, um conceito que permite o estudo de sinais interligados por con-
juntos de sistemas. Mostrou-se que atrave´s deste conceito e´ possı´vel obter
resultados aplica´veis a` teoria de controle de sistemas robustos; alguns destes
me´todos sera˜o tratados em discussa˜o seguinte.
A ferramenta principal apresentada neste capı´tulo e´ o Teorema 2.2,
que se trata de uma especializac¸a˜o da Separac¸a˜o Topolo´gica conhecida como
Separac¸a˜o Integral Quadra´tica e que sera´ utilizada durante o restante deste
trabalho para derivar as condic¸o˜es para a sı´ntese de controladores resilientes
e robustos.
Para elucidar as diversas aplicac¸o˜es do conceito de Separac¸a˜o To-
polo´gica, foi mostrado como os crite´rios de estabilidade de Lyapunov podem
ser relacionados com a escolha de separadores topolo´gicos.
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3 SI´NTESE DE CONJUNTOS ELIPSOIDAIS PARA CONTROLE
3.1 Introduc¸a˜o
Este capı´tulo trata da formulac¸a˜o dos problemas de controle resiliente
e robusto, e aborda a questa˜o de como resolveˆ-los. Neste trabalho sera˜o abor-
dados tanto controladores esta´ticos quanto dinaˆmicos, sendo que a sı´ntese de
controladores dinaˆmicos e´ feita utilizando uma transformac¸a˜o cla´ssica do pro-
blema de sı´ntese dinaˆmica para um problema de sı´ntese esta´tica, baseada no
aumento da ordem do sistema em malha aberta, como apresentado na Sec¸a˜o
3.2.1.
A questa˜o de resilieˆncia e´ tratada atrave´s da sı´ntese de um conjunto de
controladores ao inve´s de apenas um controlador. Neste caso, um controlador
pertencente ao conjunto projetado e´ capaz de manter as caracterı´sticas proje-
tadas ao sistema de controle mesmo na presenc¸a de variac¸o˜es parame´tricas na
sua estrutura, desde que estas variac¸o˜es na˜o sejam suficientemente grandes a
ponto de fazer com que o controlador saia do conjunto de controladores pro-
jetado. Na Sec¸a˜o 3.2.3 sera´ mostrado que atrave´s da especificac¸a˜o de medidas
do tamanho destes conjuntos de controladores e´ possı´vel obter uma medida
da resilieˆncia de uma determinada sı´ntese; neste trabalho sera˜o tratadas as
resilieˆncias aditiva e multiplicativa.
A sı´ntese de controladores para sistemas incertos e´ tratada para sis-
temas incertos representados na forma polito´pica ou LFT com matriz de in-
certezas com norma limitada, como apresentado nas sec¸o˜es 3.3.2 e 3.3.3 res-
pectivamente. Ale´m da sı´ntese de controladores estabilizantes, tambe´m sera´
estudada, na Sec¸a˜o 3.3.4, a sı´ntese de controladores para desempenho H∞.
Na Sec¸a˜o 3.4.1 e´ discutido um estudo sobre a sı´ntese estabilizante com con-
troladores variantes no tempo.
A resoluc¸a˜o nume´rica dos algoritmos de sı´ntese apresentados neste
capı´tulo e´ tratada atrave´s de metodologias de programac¸a˜o na˜o-linear e de
resoluc¸a˜o de LMI’s. Na Sec¸a˜o 3.5.1 e´ apresentada a metodologia utilizada,
ale´m de um exemplo e alguns resultados nume´ricos.
3.2 Aspectos gerais
Nesta sec¸a˜o sa˜o apresentados alguns conceitos que sera˜o utilizados no
desenvolvimento dos resultados teo´ricos relacionados a` sı´ntese de controla-
dores resilientes e robustos. O primeiro deles consiste em uma metodologia
para aumentar a ordem do sistema antes de se efetuar a sı´ntese do controlador,
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permitindo assim a sı´ntese de controladores dinaˆmicos atrave´s de metodolo-
gias para a sı´ntese de controladores esta´ticos. Em seguida sa˜o apresentados
to´picos referentes a` sintese de conjuntos elipsoidais de controladores, como
uma representac¸a˜o de conjuntos de controladores na forma de elipso´ides ma-
triciais, e maneiras de especificar o tamanho destes elipso´ides matriciais, re-
presentados como erros aditivos e multiplicativos. Ale´m disso, tambe´m e´ dis-
cutida uma condic¸a˜o na forma de LMI para que um controlador pre´-definido
esteja dentro de um conjunto de controladores na forma de elipso´ide matri-
cial; como veremos adiante, esta condic¸a˜o sera´ u´til no processo de sı´ntese de
conjuntos de controladores que devam estar interconectados.
3.2.1 Representac¸a˜o de sistemas para a sı´ntese de controladores
dinaˆmicos
Neste trabalho, em muitos casos e´ utilizada a sı´ntese de controladores
dinaˆmicos, entretanto a metodologia utilizada para tal e´ atrave´s da utilizac¸a˜o
de metodologias de sı´ntese de controladores esta´ticos. Este fato e´ possı´vel
atrave´s da introduc¸a˜o de varia´veis de estado artificiais no sistema a ser con-
trolado que sera˜o agregadas ao controlador projetado (SYRMOS et al., 1995),
formando assim um controlador dinaˆmico.
Para ilustrar a metodologia, sera´ tomado inicialmente o sistema a ser
controlado, representado pela seguinte notac¸a˜o:{
x˙(t) = Ax(t)+Bu(t)
y(t) =Cx(t)+Du(t) (3.1)
sera´ considerado tambe´m um controlador dinaˆmico a ser projetado, represen-
tado de acordo com a seguinte relac¸a˜o:{
η˙(t) = AKη(t)+BKy(t)
u(t) =CKη(t)+DKy(t)
(3.2)
Para efetuar a sı´ntese do controlador dinaˆmico e´ necessa´rio efetuar uma
transformac¸a˜o no sistema (3.1), agregando as varia´veis de estado do con-
trolador dinaˆmico em (3.2), representadas por η . A representac¸a˜o do novo
sistema aumentado utiliza a notac¸a˜o apresentada na seguinte equac¸a˜o:{ ˙˜x(t) = A˜x˜(t)+ B˜u˜(t)
y˜(t) = C˜x˜(t)+ D˜u˜(t) (3.3)
no qual as novas matrizes da dinaˆmica do sistema sa˜o representadas por:
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A˜=
[
A
]
, B˜=
[
B
]
, C˜ =
[
C
]
, D˜=
[
D
]
,
neste caso, os vetores x˜, y˜, u˜ do sistema aumentado passam a representar as
informac¸o˜es do sistema de controle realimentado pelo controlador dinaˆmico.
A relac¸a˜o entre os vetores do sistema aumentado e do sistema de controle e´
dada por:
x˜=
[
η
x
]
, y˜=
[
η
y
]
, u˜=
[
η˙
u
]
,
ale´m disso, o controlador esta´tico projetado para o sistema aumentado e´ re-
presentado pela seguinte equac¸a˜o:
u˜(t) = K˜y˜(t) (3.4)
Tendo em ma˜os o controlador esta´tico K˜ projetado para o sistema au-
mentado, e´ possı´vel obter o controlador dinaˆmico equivalente. A relac¸a˜o en-
tre as matrizes da dinaˆmica do controlador dinaˆmico e o controlador esta´tico
para o sistema aumentado e´ dada pela seguinte estrutura:
K˜ =
[
AK BK
CK DK
]
(3.5)
Desta maneira, o problema de sı´ntese de controladores dinaˆmicos foi
transformado em um problema de realimentac¸a˜o esta´tica de saı´da, o qual sera´
tratado pelas metodologias apresentadas neste trabalho.
3.2.2 Conjuntos de controladores
Como explicado anteriormente, a questa˜o da resilieˆncia e´ tratada
atrave´s da sı´ntese de conjuntos de controladores esta´ticos, e portanto e´
necessa´ria uma representac¸a˜o para tais conjuntos.
Uma maneira tradicional de representar conjuntos de vetores definidos
no espac¸o n e´ atrave´s do conceito de elipso´ides e por meio de relac¸o˜es ma-
tema´ticas e´ possı´vel dizer se um dado vetor pertence ou na˜o ao conjunto elip-
soidal. Entretanto, controladores esta´ticos sa˜o representados em geral atrave´s
de matrizes definidas no espac¸o m×n, sendo em apenas alguns casos trata-
dos como vetores, como no caso de sistemas com apenas uma saı´da. Para
contornar esta dificuldade, os conjuntos de controladores esta´ticos sera˜o re-
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presentados por meio de elipso´ides matriciais, uma extensa˜o do conceito de
elipso´ides tradicionais ao espac¸o de matrizes m×n.
Define-se um elipso´ide matricial utilizando matrizes auxiliares defi-
nidas por K0, Z e R, com K0 ∈ m×n, Z ∈ m×m e R ∈ n×n, com Z > e
R> . Desta maneira, o elipso´ide matricial e´ formado pelas matrizes K0,Z,R
como o conjunto formado por todas matrizes K tal que a seguinte relac¸a˜o e´
satisfeita:
(K−K0)′Z(K−K0)< R (3.6)
E´ possı´vel fazer uma analogia da relac¸a˜o acima com a representac¸a˜o
cla´ssica de elipso´ides, tendo a matriz K0 representando o centro do elipso´ide.
Uma das principais diferenc¸as para com os elipso´ides regulares reside no fato
que R na˜o e´ necessariamente um escalar.
Os elipso´ides matriciais podem ser expressos atrave´s de uma
representac¸a˜o mais generalista, conhecida como forma H-dissipativa. Pode-
mos definir o conjunto de controladores K como o conjunto de todos K’s tal
que a seguinte relac¸a˜o e´ satisfeita:
[
K′
][X Y
Y ′ Z
][
K
]
≤ (3.7)
Este conjunto tambe´m pode ser chamado de {X ,Y,Z}-dissipativo. E´
possı´vel estabelecer uma relac¸a˜o entre a representac¸a˜o na forma H-dissipativa
e a forma apresentada na equac¸a˜o (3.6), visto que ambas sa˜o capazes de re-
presentar elipso´ides matriciais (apesar de a representac¸a˜o H-dissipativa ser
mais ampla). A relac¸a˜o e´ feita atrave´s das equac¸o˜es K0 ! −Z−1Y ′ e R !
K′0ZK0−X = YZ−1Y ′−X .
Apo´s a sı´ntese de um conjunto elipsoidal de controladores, e´
possı´vel escolher qualquer um dos controladores deste conjunto, caso
uma implementac¸a˜o seja desejada. A escolha natural de um controlador
consiste no centro do conjunto encontrado, representado por K0. Este contro-
lador possui a maior caracterı´stica de resilieˆncia desejada, por se localizar no
centro do conjunto {X ,Y,Z}-dissipativo.
Quando efetuando uma procura por conjuntos elipsoidais utilizando
a representac¸a˜o na forma H-dissipativa, e´ necessa´rio incluir uma condic¸a˜o
para que o conjunto a ser encontrado seja na˜o nulo. Esta condic¸a˜o deve ser
incluı´da em algoritmos de sı´ntese de controladores que fac¸am esta procura,
ou o resultado pode conter uma soluc¸a˜o vazia. A condic¸a˜o e´ baseada no fato
que a matriz R deve ser positiva definida, uma condic¸a˜o similar ao fato de
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que o raio de um elipso´ide convencional deve ser positivo. Esta condic¸a˜o e´
derivada da condic¸a˜o R> 0, e e´ dada por:
X < YZ−1Y ′ (3.8)
condic¸a˜o a qual deve ser incluı´da no caso da procura por um conjunto
{X ,Y,Z}-dissipativo, e que apresenta algumas dificuldades nume´ricas para a
sua resoluc¸a˜o, pois se trata de uma restric¸a˜o na˜o-linear e na˜o convexa.
3.2.3 Condic¸o˜es de resilieˆncia
Em se tratando de conjuntos elipsoidais, e´ necessa´rio de alguma ma-
neira controlar o tamanho do conjunto a ser encontrado. Essas medidas do
tamanho do conjunto podem indicar, de certa forma, o grau de resilieˆncia de
um controlador, ou seja, o quanto um controlador pode se afastar do seu valor
original sem que o sistema de controle perca as caracterı´sticas desejadas. Por
esta causa, chamaremos estas medidas de erros.
Neste trabalho utilizaremos duas especificac¸o˜es para estes erros, e que
sera˜o expressas modificando de alguma forma a condic¸a˜o (3.8) de na˜o nuli-
dade do conjunto. A primeira delas e´ definida como erro multiplicativo δ ∈ ,
e e´ expressa para um controlador K0 da seguinte forma:
K = K0+δK0 = (1+δ )K0 (3.9)
Apo´s manipulac¸o˜es matema´ticas, e´ possı´vel chegar a` seguinte
condic¸a˜o para que o conjunto tratado aceite um dado erro multiplicativo
δ em torno de um controlador K0, ou seja, (1+δ )K0 pertenc¸a ao conjunto a
ser procurado:
X < (1−δ 2)YZ−1Y ′ (3.10)
A segunda forma de erro utilizada neste trabalho e´ chamada de erro
aditivo, representada atrave´s de um erro ∆K ∈ m×m, e e´ expressa para um
controlador K0 como na seguinte expressa˜o:
K = K0+∆K (3.11)
Em geral, e´ especificado um limite ρ para a norma de ∆K , com
||∆K ||2 = ∆′K∆K ≤ ρ . A condic¸a˜o que garante que o conjunto aceite um erro
aditivo ρ em torno de um controlador K0, ou seja, K0+∆K esteja dentro do
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conjunto a ser procurado, e´ dada pela condic¸a˜o 3.12.{
Z =
≤ ρ ≤ YY ′−X (3.12)
A interpretac¸a˜o para o erro aditivo e´ a de que o conjunto a ser en-
contrado assemelha-se a uma circunfereˆncia, no caso do espac¸o Rn, e o erro
aditivo ρ pode ser associado a uma medida do raio desta circunfereˆncia.
3.2.4 Inclusa˜o de controladores pre´-definidos
Outra maneira de assegurar que o elipso´ide a ser encontrado seja na˜o
vazio, e´ determinar que algum controlador pre´-determinado esteja dentro do
elipso´ide. Como sera´ visto no capı´tulo a seguir, esta condic¸a˜o pode ser utili-
zada para auxiliar na sı´ntese de elipso´ides que precisem estar interconectados.
Para apresentar a condic¸a˜o de inclusa˜o de controladores pre´-definidos,
e´ suposto inicialmente um conjunto K de controladores a serem incluı´dos,
com um nu´mero n de controladores a serem incluı´dos, de acordo com a ex-
pressa˜o a seguir:
Ki ∈K, ∀i= 1 . . .n
E´ desejado que todos os controladores pertencentes ao conjunto K es-
tejam incluı´dos no elipso´ide a ser encontrado, e para que isto ocorra, e´ ne-
cessa´rio que para cada Ki, seja adicionada uma restric¸a˜o da forma:[
K′i
][X Y
Y ′ Z
][
Ki
]
≤ (3.13)
3.3 Sı´ntese robusta e resiliente
Esta sec¸a˜o apresenta condic¸o˜es ba´sicas para se efetuar a sı´ntese de
conjuntos elipsoidais de controladores utilizando como base os conceitos de
IQS apresentados no capı´tulo anterior. Entre as condic¸o˜es apresentadas, sera˜o
discutidas a sı´ntese elipsoidal de controladores visando a estabilidade, desem-
penho H∞, robustez polito´pica e na forma de LFT com incerteza com norma
limitada.
3.3.1 Sı´ntese estabilizante
A sı´ntese estabilizante (PEAUCELLE; ARZELIER, 2005) consiste em en-
contrar um conjunto elipsoidal de controladores no qual cada controlador per-
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tencente ao conjunto e´ capaz de estabilizar o sistema em malha fechada. Para
esta sı´ntese sera´ tomado um sistema de controle representado de acordo com
a seguinte notac¸a˜o:{
x˙(t) = Ax(t)+Bu(t)
y(t) =Cx(t)+Du(t) u(t) = Ky(t) (3.14)
O Teorema 3.1 estabelece condic¸o˜es para a sı´ntese de um conjunto
elipsoidal de controladores estabilizantes para o sistema (3.14).
Teorema 3.1. Se existirem matrizes sime´tricas P = P′ e R =
[
X Y
Y ′ Z
]
tais
que a seguinte LMI e´ satisfeita:
A B
C D

T [
Θ1 Θ2
ΘT2 Θ3
]
︸ ︷︷ ︸
Θ

A B
C D
≥ (3.15)
com Θ estruturado da seguinte maneira:
Θ1 =
[
X
]
, Θ2 =
[−P
Y
]
, Θ3 =
[
Z
]
enta˜o o seguinte conjunto de controladores, formado pelo conjunto {X ,Y,Z}-
dissipativo, estabiliza o sistema:
K =
{
K :
[
K′
][X Y
Y ′ Z
][
K
]
≤
}
Outra maneira de escrever a condic¸a˜o (3.15) e´ encontrada reagru-
pando os termos da restric¸a˜o em (3.15), e e´ representada atrave´s da seguinte
condic¸a˜o:
[
A B
]′ [ P
P
][
A B
]
≤
[
C D
]′ [X Y
Y ′ Z
][
C D
]
(3.16)
Prova: O resultado do teorema e´ baseado no Teorema 2.2. O primeiro passo
e´ colocar o sistema na forma de uma interconexa˜o como no diagrama da Fi-
gura 4. A metologia para tal e´ incluir as matrizes da dinaˆmica do sistema no
lugar da transformac¸a˜o linear A, e no lugar do operador incerto ∇, incluir
os integradores relativos a` dinaˆmica do sistema e a`s matrizes do controlador
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esta´tico a ser encontrado. Este procedimento e´ representado na Figura 5:
I 0
0 K
A B
C D
(
x˙
y
)
︸︷︷︸
z
(
x
u
)
︸︷︷︸
w
Figura 5: Sistema simplificado em malha fechada
Matematicamente, a interconexa˜o da transformac¸a˜o linear e o opera-
dor linear ∇ e´ representada pelas relac¸o˜es a seguir:
[ ]
︸ ︷︷ ︸
E
(
x˙
y
)
︸︷︷︸
z
=
[
A B
C D
]
︸ ︷︷ ︸
A
(
x
u
)
︸︷︷︸
w
,
(
x
u
)
︸︷︷︸
w
=
[I
K
]
︸ ︷︷ ︸
∇
(
x˙
y
)
︸︷︷︸
z
(3.17)
nas quais I representa o operador integral com condic¸o˜es iniciais nulas.
Em seguida, e´ necessa´rio provar que ambas as restric¸o˜es (2.13) e
(2.14), referentes ao Teorema 2.2 sejam satisfeitas, provando assim que o
sistema da Figura 3.17 e´ bem-colocado e portanto o sistema de controle e´
esta´vel.
A condic¸a˜o (2.13) do teorema e´ claramente satisfeita se a condic¸a˜o
(3.15) da sı´ntese estabilizante for satisfeita. Para notar este fato basta tomar
E1 = E2 = , e neste caso e´ obtida a seguinte relac¸a˜o:
[E1 −A]⊥∗Θ [E1 −A]⊥ =
[A B
C D
]′  −PX Y−P
Y ′ Z

︸ ︷︷ ︸
Θ
[A B
C D
]
>
O passo seguinte e´ provar que a segunda parte do teorema de IQS
e´ satisfeita. Para tal, basta reescrever a condic¸a˜o (2.14) para o sistema em
(3.17) e enta˜o provar que o lado direito da igualdade (3.18) e´ na˜o-positivo.
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〈(E2z
∇z
)
Θ
(E2z
∇z
)〉
=
〈(
x˙
I x˙
)[ −P
−P
](
x˙
I x˙
)〉
+
〈(
y
Ky
)
R
(
y
Ky
)〉
≤ 0 (3.18)
E´ possı´vel notar que o lado direito da igualdade e´ na˜o-positivo pois
ambos os termos presentes nesta expressa˜o sa˜o na˜o-positivos. Para o primeiro
termo, e´ obtido:
〈(
x˙
I x˙
)[ −P
−P
](
x˙
I x˙
)〉
=
∞∫
0
−x˙′(t)Px(t)− x(t)Px˙(t)dt =−x′(t)Px(t)≤ 0
O segundo termo e´ na˜o-positivo pois e´ assumido que um conjunto elip-
soidal na˜o vazio foi encontrado, e segue pela definic¸a˜o de conjuntos elipsoi-
dais em (3.7).
〈(
y
Ky
)
R
(
y
Ky
)〉
=
∞∫
0
(
y(t)
K(t)y(t)
)′
R
(
y(t)
K(t)y(t)
)
dt ≤ 0 (3.19)
o que encerra a prova.
Deve-se notar que a u´nica exigeˆncia feita sobre K e´ que a restric¸a˜o do
tipo IQC em 3.19 seja na˜o-positiva, o que implica que o controlador K pode
ser variante no tempo, assumindo uma forma K(t), desde que K(t) assuma
valores pertencentes ao conjunto {X ,Y,Z}-dissipativo. Por tratar-se de uma
restric¸a˜o envolvendo o operador integral em (3.19), e´ permitido que o valor
do controlador saia do conjunto, mas apenas por instantes, o que na˜o altera
o valor da integral. Ale´m destes fatos, nenhuma suposic¸a˜o e´ feita sobre a
taxa de variac¸a˜o do controlador, o que implica que esta variac¸a˜o pode ser,
inclusive, instantaˆnea.
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3.3.2 Sı´ntese estabilizante para sistemas polito´picos
A sı´ntese estabilizante para sistemas polito´picos consiste em encontrar
um conjunto elipsoidal de controladores capaz de estabilizar um sistema in-
certo representado atrave´s de um sistema polito´pico composto por n ve´rtices.
Para esta sı´ntese sera´ tomado inicialmente um sistema de controle incerto po-
lito´pico, com incertezas limitadas apenas a`s matrizes A e B. Este sistema
incerto pode ser expresso pela equac¸a˜o a seguir:
∑poly :
{
x˙(t) = A(∆)x(t)+Bu(∆)u(t)
y(t) =Cyx(t)+Dyuu(t)
u(t) = Ky(t) (3.20)
na qual a incerteza ∆ e´ normalizada na forma de um vetor ∆= ξ , pertencente
ao simplex representado pela equac¸a˜o a seguir:
Ξ=
{
ξ = (ξ1 . . .ξn) :
n
∑
i=1
ξi = 1,ξ ≥ 0
}
(3.21)
Desta maneira, o conjunto de matrizes da dinaˆmica do sistema po-
lito´pico, representado por M(ξ ), e´ enta˜o definido por meio de um conjunto
de ve´rtices M[1],M[2], . . . ,M[n], atrave´s da seguinte relac¸a˜o:[
A(ξ ) Bu(ξ )
Cy Dyu
]
︸ ︷︷ ︸
M(ξ )
=
n
∑
i=1
ξi
[
A[i] B[i]u
Cy Dyu
]
︸ ︷︷ ︸
M[i]
, ξ ∈ Ξ (3.22)
Teorema 3.2. Se existirem matrizes sime´tricas P = P′ e R =
[
X Y
Y ′ Z
]
tais
que o seguinte conjunto de LMIs e´ satisfeito:
[
A[i] B[i]u
]′ [
P
P
][
A[i] B[i]u
]
≤
[
Cy Dyu
]′ [X Y
Y ′ Z
][
Cy Dyu
]
,∀ i= 1 . . .n (3.23)
enta˜o o seguinte conjunto de controladores, formado pelo conjunto {X ,Y,Z}-
dissipativo, estabiliza o sistema:
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Kpoly =
{
K :
[
K′
][X Y
Y ′ Z
][
K
]
≤
}
Prova: a prova e´ similar para um sistema sem incerteza. A diferenc¸a princi-
pal e´ que a condic¸a˜o (3.16) deve ser satisfeita para todo o conjunto de matri-
zes {A(∆),B(∆)} possı´veis. Se a condic¸a˜o (3.23) e´ satisfeita, enta˜o e´ possı´vel
notar que:
 n∑
i=1
ξiA[i]
n
∑
i=1
ξiB[i]u
′ [ P
P
] n∑
i=1
ξiA[i]
n
∑
i=1
ξiB[i]u

=
n
∑
i=1
ξi
[
A[i] B[i]u
]′ [
P
P
][
A[i] B[i]u
]
≤
n
∑
i=1
ξi
[
Cy Dyu
]′ [X Y
Y ′ Z
][
Cy Dyu
]
=
[
Cy Dyu
]′ [X Y
Y ′ Z
][
Cy Dyu
]
e portanto teˆm-se que a condic¸a˜o (3.16) e´ satisfeita para todas matrizes
{A(∆),B(∆)} possı´veis.
3.3.3 Sı´ntese robusta estabilizante via sistemas LFT
A sı´ntese robusta estabilizante via sistemas LFT significa encontrar
um conjunto elipsoidal de controladores, no qual todos controladores deste
conjunto sa˜o capazes de estabilizar o sistema incerto, representado via LFT
com matriz de incertezas com norma limitada.
O sistema de controle incerto LFT com matriz de incertezas com
norma limitada tem a seguinte representac¸a˜o:
∑l f t :
 x˙(t) = Ax(t)+Bww(t)+Buu(t)z(t) =Czx(t)+Dzww(t)+Dzuu(t)y(t) =Cyx(t)+Dyww(t)+Dyuu(t) w(t) = ∆z(t) (3.24)
na qual u(t) = Ky(t) e ∆ e´ uma matriz incerta que reune os paraˆmetros
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incertos do sistema e os sinais w e z sendo sinais exo´genos inerentes a`
representac¸a˜o LFT, que na˜o devem ser confundidos com os sinais w e z ine-
rentes ao modelo de interconexa˜o da Figura 4. Assim, como no caso da
representac¸a˜o de conjuntos de controladores, tambe´m podemos utilizar in-
certezas H-dissipativas, como em (3.7), para representar a matriz incerta ∆.
Tanto no caso do conjunto de controladores como no de incertezas assumidas
por ∆, utiliza-se a incerteza H-dissipativa para representar um conjunto de
matrizes. Ale´m disso, tambe´m limitar-se-a´ a matriz incerta ∆ a um elipso´ide
matricial, representado pelo conjunto {Xl f t ,Yl f t ,Zl f t}-dissipativo.
Para declarar o teorema de estabilidade para o sistema 3.24, e´ ne-
cessa´rio definir inicialmente as matrizes:
N1 =
[
A Bw Bu
]
N2 =
[
Cz Dzw Dzu
]
N3 =
[
Cy Dyw Dyu
]
Teorema 3.3. Se existirem matrizes sime´tricas P = P′ e R =
[
X Y
Y ′ Z
]
tais
que a seguinte LMI e´ satisfeita:
N′1
[
P
P
]
N1 < τl f tN′2
[
Xl f t Yl f t
Y ′l f t Zl f t
]
N2+N′3
[
X Y
Y ′ Z
]
N3 (3.25)
enta˜o o seguinte conjunto de controladores, formado pelo conjunto {X ,Y,Z}-
dissipativo, estabiliza o sistema em 3.24:
Kl f t =
{
K :
[
K′
][X Y
Y ′ Z
][
K
]
≤
}
Prova: a prova deste teorema segue a linha da prova do Teorema 3.1. Inici-
almente, o sistema de controle e´ representado na forma (2.10), incluindo os
sinais relativos a` realimentac¸a˜o atrave´s de uma matriz incerta ∆. A interco-
nexa˜o e´ mostrada na Figura 6:
Com a interconexa˜o escrita nos moldes da Figura 4, teˆm-se as seguin-
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I 0 0
0 ∆ 0
0 0 K
A Bw Bu
Cz Dzw Dzu
Cy Dyw Dyu
x˙z
y

︸︷︷︸
z
xw
u

︸︷︷︸
w
Figura 6: Sistema simplificado em malha fechada.
tes relac¸o˜es:
 
︸ ︷︷ ︸
E
x˙z
y

︸ ︷︷ ︸
z
=
A Bw BuCz Dzw Dzu
Cy Dyw Dyu

︸ ︷︷ ︸
A
xw
u

︸ ︷︷ ︸
w
,
xw
u

︸ ︷︷ ︸
w
=
I ∆
K

︸ ︷︷ ︸
∇
x˙z
y

︸ ︷︷ ︸
z
(3.26)
nas quais I e´ o operador integral com condic¸o˜es iniciais nulas. Neste caso,
pode-se tomar E1 = E2 = .
Os passos seguintes desta prova sa˜o similares aos passos da prova do
Teorema 3.1. A primeira restric¸a˜o do Teorema 2.2 e´ satisfeita atrave´s da
condic¸a˜o (3.25). A segunda, por sua vez, e´ satisfeita por motivos similares
aos do Teorema 3.1, com a adic¸a˜o do termo (3.27) no lado direito da relac¸a˜o
(3.18). Este novo termo e´, por definic¸a˜o, na˜o-positivo, pois a incerteza ∇ e´
da forma H-dissipativa.〈(
z
∇z
)[
Xl f t Yl f t
Y ′l f t Zl f t
](
z
∇z
)〉
≤ 0 (3.27)
3.3.4 Sı´ntese H∞
A sı´nteseH∞ (PEAUCELLE; ARZELIER, 2003) consiste em encontrar um
conjunto elipsoidal de controladores no qual cada controlador e´ capaz de ga-
rantir um certo desempenho H∞ para o sistema de controle.
Para este tipo de sı´ntese, entradas e saı´das exo´geneas referentes a`
norma H∞ do sistema de controle devem ser incluı´das, o que resulta na se-
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guinte representac¸a˜o do sistema:
∑∞ :
 x˙(t) = Ax(t)+Bvv(t)+Buu(t)g(t) =Cgx(t)+Dgvv(t)+Dguu(t)y(t) =Cyx(t)+Dyvv(t)+Dyuu(t) u(t) = Ky(t) (3.28)
O desempenho H∞ estabelece, assumindo condic¸o˜es iniciais nulas,
que a norma da saı´da exo´gena g e´ limitada se a norma de v for limitada.
E´ possı´vel ler esta condic¸a˜o matematicamente como: os u´nicos sinais g e v
admissı´veis sa˜o os sinais tais que:
||g||≤ γα se ||v||≤ α
E´ possı´vel expressar esta condic¸a˜o na forma de um operador incerto
∇∞, definido da seguinte maneira:
v=∇∞g : ‖v‖< 1γ ‖g‖ (3.29)
Para declarar o teorema de desempenho para o sistema (3.28), e´ ne-
cessa´rio definir inicialmente as matrizes:
N1 =
[
A Bv Bu
]
, N2 =
[
Cg Dgv Dgu
]
, N3 =
[
Cy Dyv Dyu
]
Teorema 3.4. Se existirem matrizes sime´tricas P = P′ e R =
[
X Y
Y ′ Z
]
tais
que a seguinte LMI e´ satisfeita:
N′1
[
P
P
]
N1 ≤ τ∞N′2
[−
γ2
]
N2+N′3
[
X Y
Y ′ Z
]
N3 (3.30)
enta˜o o seguinte conjunto de controladores, formado pelo conjunto {X ,Y,Z}-
dissipativo, e´ capaz de garantir desempenho H∞ de valor γ ao sistema em
(3.28):
K∞ =
{
K :
[
K′
][X Y
Y ′ Z
][
K
]
≤
}
Prova: A prova deste teorema segue a linha da prova dos teoremas 3.1 e 3.3.
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Inicialmente, e´ necessa´rio representar o sistema de controle de acordo com a
seguinte interconexa˜o:
 
︸ ︷︷ ︸
E
x˙g
y

︸ ︷︷ ︸
z
=
 A Bv BuCg Dgv Dgu
Cy Dyv Dyu

︸ ︷︷ ︸
A
xv
u

︸ ︷︷ ︸
w
,
xv
u

︸ ︷︷ ︸
w
=
I ∇∞
K

︸ ︷︷ ︸
∇
x˙g
y

︸ ︷︷ ︸
z
(3.31)
A prova de que o sistema e´ bem colocado segue a linha das ja´ apresen-
tadas. A primeira condic¸a˜o do teorema de IQS, satisfeita atrave´s da condic¸a˜o
(3.30), e a segunda condic¸a˜o sa˜o provadas da mesma forma que nos outros
teoremas, com a adic¸a˜o do termo integral relativo aos sinais exo´genos g e
v, que e´ negativo, devido a` propriedades do operador incerto ∇∞, como na
relac¸a˜o a seguir:〈(
g
v
)[−
γ2
](
g
v
)〉
=−‖g‖2+ γ2‖v‖2 ≤ 0 (3.32)
3.3.5 Sı´ntese H∞ com robustez via sistemas LFT
A sı´ntese H∞ com robustez via sistemas LFT consiste em encontrar
um conjunto elipsoidal de controladores, no qual cada controlador perten-
cente ao conjunto e´ capaz de garantir um certo desempenho H∞ para um
sistema incerto, representado atrave´s de um sistema LFT com matriz de in-
certeza com norma limitada.
Para este tipo de sı´ntese, entradas e saı´das exo´genas, w e z, respectiva-
mente, referentes a` norma H∞ do sistema de controle, devem ser incluı´das;
ale´m das entradas e saı´das, v e g, referentes a` realimentac¸a˜o do sistema LFT,
o que resulta na seguinte representac¸a˜o do sistema:
∑l f t−∞ :

x˙(t) = Ax(t)+Bww(t)+Bvv(t)+Buu(t)
z(t) =Czx(t)+Dzww(t)+Dzvv(t)+Dzuu(t)
g(t) =Cgx(t)+Dgww(t)+Dgvv(t)+Dguu(t)
y(t) =Cyx(t)+Dyww(t)+Dyvv(t)+Dyuu(t)
w(t) = ∆z(t)
(3.33)
com u(t) = Ky(t) e ∆ definido da mesma maneira que em (3.24).
Para declarar o teorema de desempenho para o sistema (3.33) e´ ne-
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cessa´rio definir inicialmente as matrizes:
N1 =
[
A Bw Bv Bu
]
, N2 =
[
Cz Dzw Dzv Dzu
]
N3 =
[
Cg Dgw Dgv Dgu
]
, N4 =
[
Cy Dyw Dyv Dyu
]
Teorema 3.5. Se existirem matrizes sime´tricas P = P′ e R =
[
X Y
Y ′ Z
]
tais
que a seguinte LMI e´ satisfeita:
N′1
[
P
P
]
N1≤ τl f tN′2
[
Xl f t Yl f t
Y ′l f t Zl f t
]
N2+τ∞N′3
[−
γ2
]
N3+N′4
[
X Y
Y ′ Z
]
N4
(3.34)
enta˜o o seguinte conjunto de controladores {X ,Y,Z}-dissipativo e´ capaz de
garantir desempenho H∞ de valor γ ao sistema em (3.28):
Kl f t−∞ =
{
K :
[
K′
][X Y
Y ′ Z
][
K
]
≤
}
Prova: A prova para este teorema e´ baseada nos teoremas ja´ apresentados e
sera´ suprimida por motivo de brevidade.
3.3.6 Sı´ntese H∞ com robustez via sistemas polito´picos
A sı´ntese H∞ com robustez via sistemas polito´picos traduz-se em en-
contrar um conjunto elipsoidal de controladores, no qual cada controlador
pertencente ao conjunto e´ capaz de garantir um certo desempenho H∞ para
um sistema incerto, representado atrave´s de um sistema polito´pico composto
por n ve´rtices.
Para esta sı´ntese sera´ tomado, inicialmente, um sistema de controle
incerto polito´pico, com incertezas limitadas apenas a`s matrizes A, Bv e Bu.
Ale´m disso, devem ser incluı´das entradas e saı´das exo´genas v e g, referentes
a` norma H∞ do sistema. Este sistema incerto pode ser expresso pela equac¸a˜o
3.3 Sı´ntese robusta e resiliente 33
a seguir:
∑poly−∞ :
 x˙(t) = A(∆)x(t)+Bv(∆)v(t)+Bu(∆)u(t)g(t) =Cgx(t)+Dgvv(t)+Dguu(t)y(t) =Cyx(t)+Dyvv(t)+Dyuu(t) u(t) = Ky(t)
(3.35)
na qual a incerteza ∆ e´ normalizada na forma de um vetor ∆= ξ pertencente
ao simplex representado pela equac¸a˜o a seguir:
Ξ=
{
ξ = (ξ1 . . .ξn) :
n
∑
i=1
ξi = 1,ξi ≥ 0
}
(3.36)
sendo que ∆ e´ definido da mesma maneira que em (3.24). Desta ma-
neira, o conjunto de matrizes da dinaˆmica do sistema polito´pico, repre-
sentado por M(ξ ), e´ enta˜o definido por meio de um conjunto de ve´rtices
M[1],M[2], . . . ,M[n] atrave´s da seguinte relac¸a˜o:
A(ξ ) Bv(ξ ) Bu(ξ )Cg Dgv Dgu
Cy Dyv Dyu

︸ ︷︷ ︸
M(ξ )
=
n
∑
i=1
ξi
A[i] B[i]v B[i]uCg Dgv Dgu
Cy Dyv Dyu

︸ ︷︷ ︸
M[i]
, ξ ∈ Ξ (3.37)
Teorema 3.6. Se existirem matrizes sime´tricas P = P′ e R =
[
X Y
Y ′ Z
]
tais
que a seguinte LMI e´ satisfeita:
N[i]1
′ [ P
P
]
N[i]1 ≤ τ∞N′2
[−
γ2
]
N2 +N′3
[
X Y
Y ′ Z
]
N3,∀ i = 1 . . .n
(3.38)
com:
N[i]1 =
[
A[i] B[i]v B
[i]
u
]
, N2 =
[
Cg Dgv Dgu
]
, N3 =
[
Cy Dyv Dyu
]
enta˜o o seguinte conjunto de controladores, formado pelo conjunto {X ,Y,Z}-
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dissipativo, e´ capaz de garantir desempenho H∞ de valor γ ao sistema em
(3.28):
Kpoly−∞ =
{
K :
[
K′
][X Y
Y ′ Z
][
K
]
≤
}
Prova: A prova para este teorema e´ baseada nos ja´ apresentados, e sera´ su-
primida por motivo de brevidade.
3.4 Sı´ntese de controladores resilientes variantes no tempo
Esta sec¸a˜o tem por objetivo discutir sistemas de controle com con-
troladores variantes no tempo, com a forma K(t). Estes tipos de sistemas
de controle possuem diversas aplicac¸o˜es, entre elas, o controle baseado em
ganho-escalonado, no qual os ganhos de um controlador variam de acordo
com a evoluc¸a˜o de paraˆmetros do sistema. Num exemplo aerona´utico, os ga-
nhos de um controlador para o sistema de controle de voˆo de um avia˜o sa˜o,
em geral, variantes de acordo com paraˆmetros como altitude e velocidade do
avia˜o.
Como apresentado pela relac¸a˜o (3.19), as sı´nteses de conjuntos elip-
soidais discutidas ate´ este ponto admitem controladores com a forma K(t),
desde que o valor de K(t) na˜o saia do elipso´ide projetado ou que saia apenas
por instantes de tempo, de forma que a integral em (3.19) continue negativa.
Outro ponto importante nas sı´nteses discutidas e´ que nenhum limite e´ assu-
mido para a taxa de variac¸a˜o do controlador, representada por K˙(t), o que
permite que o controlador varie com taxas infinitas, representando assim um
resultado conservador. Este valor K˙(t) e´ definido para um controlador esta´tico
de dimenso˜es m×n de acordo com a relac¸a˜o 3.39.
K˙ =

d
dt K11(t)
d
dt K12(t) . . .
d
dt K1n(t)
d
dt K21(t)
d
dt K22(t) . . .
d
dt K2n(t)
. . . . . . . . . . . .
d
dt Km1(t)
d
dt Km2(t) . . .
d
dt Kmn(t)
 (3.39)
Em muitas aplicac¸o˜es pra´ticas e´ possı´vel estimar limites para as ta-
xas de variac¸a˜o do controlador K˙(t). Estas estimativas podem ser feitas, por
exemplo, tendo informac¸o˜es como taxas aceita´veis de variac¸o˜es parame´tricas
do sistema, perturbac¸o˜es aceita´veis a`s quais o sistema sera´ sujeito e re-
fereˆncias que sera˜o passadas ao sistema de controle. Tendo em ma˜os os
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limites aceitos para K˙(t) e uma metodologia de sı´ntese que leve em conta
estas variac¸o˜es, e´ de se esperar que os resultados sejam menos conservado-
res, o que implica em encontrar conjuntos elipsoidais de controladores com
tamanho maior do que aqueles encontrados com sı´nteses que na˜o levem em
conta K˙(t).
As condic¸o˜es apresentadas nesta sec¸a˜o sa˜o testadas em uma se´rie de
sistemas de controle de voˆo fornecidos pela biblioteca COMPlib (LEIBFRITZ,
2003), uma biblioteca de sistemas LTI coletados da literatura da engenharia,
consistindo, em sua maioria, sistemas que foram encontrados em aplicac¸o˜es
industriais. Estes resultados sa˜o discutidos na sec¸a˜o de resultados nume´ricos
3.5.3.1.
3.4.1 Sı´ntese estabilizante com controladores variantes no tempo
A sı´ntese estabilizante com controladores variantes no tempo consiste
em encontrar um conjunto elipsoidal de controladores no qual cada contro-
lador pertencente ao conjunto e´ capaz de estabilizar o sistema em malha fe-
chada. Ale´m disso, estes controladores podem ser variantes no tempo, en-
tretanto, a taxa de variac¸a˜o K˙(t) deve estar confinada dentro de um conjunto
especificado a-priori.
Para esta sı´ntese, e´ considerado um sistema de controle representado
como em 3.40. {
x˙(t) = Ax(t)+Bu(t)
y(t) =Cx(t)+Du(t) u(t) = K(t)y(t) (3.40)
O conjunto de valores permitidos a` taxa de variac¸a˜o do contro-
lador K˙(t) e´ definido utilizando novamente os conceitos de incertezas
H-dissipativas, como apresentado na Sec¸a˜o 3.2.2. Desta maneira, tem-se o
conjunto K˙ de todos os valores de K˙(t), tais que a condic¸a˜o 3.41 e´ satisfeita.
K˙ =
{
K˙ :
[
K˙′
][V1 V2
V ′2 V3
][
K˙
]
≤
}
(3.41)
O Teorema 3.7 estabelece condic¸o˜es para a sı´ntese de um conjunto
elipsoidal de controladores variantes no tempo e estabilizantes para o sistema
(3.40).
Teorema 3.7. Se existirem matrizes sime´tricas P = P′ e R =
[
X Y
Y ′ Z
]
tais
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que a seguinte LMI e´ satisfeita:

A B
C D
CA CB D D
C D

T
[
Θ1 Θ2
ΘT2 Θ3
]
︸ ︷︷ ︸
Θ

A B
C D
CA CB D D
C D
0

≥ (3.42)
e com Θ estruturado da seguinte forma:
Θ1 =
 X X
V1
 , Θ2 =

−P
Y
Y
V2
 ,
Θ3 =
 Z Z
V3

enta˜o qualquer controlador variante no tempo pertencente ao conjunto de
controladores Kv, definido em (3.43), estabiliza o sistema (3.40), sendo que
a taxa de variac¸a˜o K˙ deve estar limitada ao conjunto K˙, definido em (3.41).
Kv =
{
K :
[
K′
][X Y
Y ′ Z
][
K
]
≤
}
(3.43)
Prova: Assim como os demais teoremas apresentados neste capı´tulo, a
prova deste tambe´m e´ baseada no Teorema 2.2. Para resolver este problema e´
necessa´rio reescrever o sistema de uma maneira redundante, tal que o termo
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K˙ aparec¸a.
x˙(t) = Ax(t)+Bu(t)
y(t) =Cx(t)+Du(t), u(t) = K(t)y(t)
y˙(t) =Cx˙(t)+Du˙(t), u˙(t) = K(t)y˙(t)+ K˙(t)y(t)
(3.44)
A estabilidade deste sistema e´ equivalente ao bem-colocado da se-
guinte interconexa˜o:
−C −D −

︸ ︷︷ ︸
E

x˙
u˙
y
y˙
y

︸ ︷︷ ︸
z
=

A B
C D
−

︸ ︷︷ ︸
A

x
u
u
Ky˙
K˙y

︸ ︷︷ ︸
w
(3.45)

x
u
u
Ky˙
K˙y

︸ ︷︷ ︸
w
=

I
I
K
K
K˙

︸ ︷︷ ︸
∇

x˙
u˙
y
y˙
y

︸ ︷︷ ︸
z
(3.46)
A primeira condic¸a˜o do Teorema 2.2 e´ satisfeita atrave´s da condic¸a˜o
(3.42). A segunda, e´ satisfeita atrave´s da na˜o-positividade da expressa˜o a
seguir:
〈(
z
∇z
)
θ
(
z
∇z
)〉
=
〈(
x˙
x
)[
0 −P
−P 0
](
x˙
x
)〉
+
〈(
y
Ky
)[
X Y
YT Z
](
y
Ky
)〉
+
〈(
y˙
Ky˙
)[
X Y
YT Z
](
y˙
Ky˙
)〉
+
〈(
y
K˙y
)[
V1 V2
VT2 V3
](
y
K˙y
)〉
≤ 0
O primeiro, segundo e terceiro termos do lado direito desta desigual-
dade sa˜o na˜o-positivos pelos motivos ja´ comentados. O quarto termo tambe´m
e´ na˜o-positivo, visto que o valor de K˙ pertence ao elipso´ide formado pelo
conjunto {V1,V2,V3}-dissipativo.
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3.5 Aspectos nume´ricos
Esta sec¸a˜o apresenta algumas questo˜es relativas aos aspectos
nume´ricos envolvidos na sı´ntese de conjuntos elipsoidais de controlado-
res relatados neste capı´tulo. Inicialmente sera´ mostrado um exemplo de
construc¸a˜o de um problema de sı´ntese de um conjunto elipsoidal estabili-
zante, com especificac¸a˜o de erro multiplicativo. Em seguida, e´ discutido
um me´todo para a resoluc¸a˜o do problema anterior, utilizando te´cnicas de
otimizac¸a˜o na˜o-linear conhecido como Frank-Wolfe. Apo´s, e´ apresentada
uma metodologia para a maximizac¸a˜o dos conjuntos elipsoidais a serem
encontrados e, finalmente, alguns resultados nume´ricos relativos ao problema
de sı´ntese estabilizante com controladores variantes no tempo.
3.5.1 Resoluc¸a˜o nume´rica
Esta sec¸a˜o desenvolve um exemplo de sı´ntese estabilizante utilizando
uma especificac¸a˜o de erro multiplicativo. Nenhum valor nume´rico e´ atribuı´do
aos paraˆmetros do sistema, entretanto, todo o me´todo de resoluc¸a˜o nume´rica
e´ descrito e este e´ o mesmo aplicado a`s outras sı´nteses apresentadas neste
trabalho.
Um conjunto de ferramentas auxiliares foi utilizado. Inicialmente,
para a modelagem dos sistemas incertos utilizou-se uma toolbox para Ma-
tlab conhecida como RoMulOC (PEAUCELLE, 2005), voltada a` ana´lise robusta
de sistemas incertos e sı´ntese robusta de controladores. Para a modelagem
de problemas de programac¸a˜o de LMIs, foi utilizada a ferramenta YALMIP
(LO¨FBERG, 2004) e a resoluc¸a˜o destes problemas foi feita utilizando o solver
SDPT3 (TOH; TODD; TU¨TU¨NCU¨, 1999).
3.5.1.1 Exemplo de sı´ntese estabilizante com erro multiplicativo
Para ilustrar a metodologia usada para resolver os problemas
nume´ricos listados acima, um simples exemplo de sı´ntese estabilizante
com erro multiplicativo e´ exposto.
Problema 3.1. Encontrar um conjunto elipsoidal, definido pelo elipso´ide
formado pelo conjunto {X ,Y,Z}-dissipativo, de controladores estabilizantes
para o sistema (3.14), considerando resilieˆncia multiplicativa de valor δ .
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A soluc¸a˜o deste problema pode ser encontrada atrave´s da resoluc¸a˜o
da factibilidade do conjunto de desigualdades matriciais, definida em (3.47).
Estas restric¸o˜es foram construı´das atrave´s da condic¸a˜o de resilieˆncia (3.10) e
da sı´ntese estabilizante em (3.15).{
X ≤ (1−δ 2)YZ−1Y ′
L(X ,Y,Z)≤ (3.47)
sendo que a restric¸a˜o L(X ,Y,Z) ≤ representa o seguinte conjunto de
condic¸o˜es:

P≥ , Z ≥[
A Bu
]′ [ P
P
][
A Bu
]
≤
[
Cy Dyu
]′ [X Y
Y ′ Z
][
Cy Dyu
]
(3.48)
Como pode ser visto, o problema de factibilidade (3.47) e´ uma desi-
gualdade matricial na˜o-linear, cuja resoluc¸a˜o nume´rica, em geral, encontra di-
ficuldades. A metodologia utilizada para resolveˆ-la baseia-se em transformar
a desigualdade matricial na˜o-linear em um problema de programac¸a˜o na˜o-
linear com restric¸o˜es de forma LMI e func¸a˜o objetivo na˜o-linear. Para tal,
e´ utilizado um algoritmo de complementaridade coˆnica, apresentado em (EL
GHAOUI; OUSTRY; AITRAMI, 1997). Esta transformac¸a˜o e´ especificada atrave´s
da Proposic¸a˜o 3.1.
Proposic¸a˜o 3.1. O problema 3.1 e´ factı´vel se 0 e´ o mı´nimo do problema de
otimizac¸a˜o (3.49).
min tr(TS) t.q. :
L(X ,Y,Z)≤ , S=
[
Xˆ Y
Y ′ Z
]
≥
X ≤ (1−δ 2)Xˆ , T =
[
T1 T2
T ′2 T3
]
≥
(3.49)
Prova: com T ≥ e S ≥ , tr(TS) = implica em TS = . Como TS =[
T1Xˆ +T2Y ′ T1Y +T2Z
T ′2 Xˆ+T3Y
′ T ′2Y +T3Z
]
= , tem-se Xˆ =−T−11 T2Y ′=−T−11 (−T1YZ−1)Y ′=
YZ−1Y ′. Dessa forma, a condic¸a˜o na˜o-linear X ≤ (1− δ 2)YZ−1Y ′ tambe´m
sera´ satisfeita.
40 3 SI´NTESE DE CONJUNTOS ELIPSOIDAIS PARA CONTROLE
Deve ser notado que mesmo apo´s a sua transformac¸a˜o, tem-se um pro-
blema de otimizac¸a˜o na˜o-linear, devido a` func¸a˜o objetivo na˜o-linear tr(TS).
Entretanto, este pode resolvido atrave´s de um algoritmo Frank-Wolfe, como
explicado na Sec¸a˜o 3.5.2.
3.5.2 Aplicac¸a˜o do me´todo Frank-Wolfe ao problema de aproximac¸a˜o
coˆnica de segunda ordem
Nesta sec¸a˜o, procura-se explicar o algoritmo utilizado para a resoluc¸a˜o
nume´rica do problema de otimizac¸a˜o em (3.49). O algoritmo utilizado con-
siste no me´todo de Frank-Wolfe (BERTSEKAS, 1995), tambe´m conhecido
como me´todo do gradiente reduzido.
Este me´todo iterativo de programac¸a˜o na˜o-linear utiliza minimizac¸o˜es
sucessivas do gradiente da func¸a˜o objetivo. Na primeira fase deste algo-
ritmo e´ necessa´rio inicializar o algoritmo com uma soluc¸a˜o inicial factı´vel a`s
restric¸o˜es LMI, se tal soluc¸a˜o existir. Em seguida, a cada iterac¸a˜o, o me´todo
utiliza um passo de descida na direc¸a˜o do gradiente negativo, reduzindo, as-
sim, a func¸a˜o objetivo. O passo de descida e´ “reduzido” por meio de uma lar-
gura de passo α , de forma que este permanec¸a na regia˜o factı´vel das restric¸o˜es
lineares. A largura do passo pode ser utilizada como crite´rio de parada do al-
goritmo.
A aplicac¸a˜o deste algoritmo ao problema (3.49) pode ser resumida
atrave´s da seguinte sequeˆncia:
1. A condic¸a˜o inicial T0 e S0 e´ calculada utilizando, por exemplo, o se-
guinte controlador inicial (valores encontrados empiricamente sendo
deseja´vel um controlador inicial esta´vel para que os controladores do
conjunto tenham maior probabilidade de serem esta´veis tambe´m):
K0 =
[ − onesnx×ny
onesnu×nx onesnu×ny
]
(3.50)
sendo que onesnx,ny representa uma matriz com nx linhas e ny colu-
nas composta por 1’s. Os valores utilizados para nu e ny devem ser o
nu´mero de entradas e saı´das do sistema, respectivamente. A nx e´ asso-
ciado o nu´mero de varia´veis do controlador dinaˆmico (e 0 no caso de
controladores esta´ticos).
2. A direc¸a˜o (∆T,∆S), com ∆T = T −Tk, e ∆S = S− Sk calculada resol-
vendo o problema (3.54). Este fato e´ percebido atrave´s da seguinte
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aproximac¸a˜o de Taylor da func¸a˜o objetivo no entorno de Tk, Sk:
f (T,S)= tr(TkSk)+
∂ f (T,S)
∂T
∣∣∣∣
(Tk,Sk)
·(T−Tk)+ ∂ f (T,S)∂S
∣∣∣∣
(Tk,Sk)
·(S−Sk)
(3.51)
onde · e´ definido como o produto interno convencional de matrizes.
Sabendo que ∂ f (T,S)∂T
∣∣∣
(Tk,Sk)
= STk ,
∂ f (T,S)
∂S
∣∣∣
(Tk,Sk)
= TTk e utilizando o
produto interno usual de matrizes, e´ obtida a seguinte func¸a˜o objetivo:
f (T,S) = tr(TkSk)+ tr(STk (T −Tk))+ tr(TTk (S−Sk)) (3.52)
eliminando os termos constantes da func¸a˜o objetivo, tem-se:
f (T,S) = tr(SkT +TkS) (3.53)
portanto, a direc¸a˜o do passo em cada iterac¸a˜o e´ calculada atrave´s do
seguinte problema:
min tr(SkT +TkS) t.q. :
L(X ,Y,Z)≤ , S=
[
Xˆ Y
Y ′ Z
]
≥
X ≤ (1−δ 2)Xˆ , T =
[
T1 T2
T ′2 T3
]
≥
(3.54)
3. O ca´lculo de uma largura de passo αk tal que:
f (Tk+αk∆T,Sk+αk∆S)< f (Tk,Sk) (3.55)
e´ escolhida de maneira constante por motivo de simplificac¸a˜o. Nota-se
que para qualquer valor de αk no intervalo 0 < αk < 1 obte´m-se um
passo de descida que continua na regia˜o factı´vel das restric¸o˜es lineares.
O sucesso ou falha do algoritmo dependera´ dos crite´rios de parada
escolhidos, sendo que, caso o problema na˜o tenha uma soluc¸a˜o, na˜o e´ possı´vel
determinar este fato, o qual ser interpretado como um numero excessivo de
iterac¸o˜es. Os crite´rios de parada utilizada neste trabalho sa˜o:
• Uma possı´vel representac¸a˜o de sucesso e´ dada quando tr(TkSk)
e´ zero, aproximada por tr(TkSk) ≤ δ . Entretanto, a condic¸a˜o
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X ≤ (1− δ 2)YZ−1Y ′ e´ a verdadeira prova que o algoritmo obteve
sucesso e esta condic¸a˜o pode ser alcanc¸ada antes que tr(TkSk) apro-
xime 0 (e em alguns casos, devido a erros nume´ricos, o trac¸o pode ser
zero e a condic¸a˜o na˜o ser satisfeita).
• O crite´rio tr(Tk+1Sk+1)− tr(TkSk) ≤ δ significa que o algoritmo con-
verge lentamente e, provavelmente, para um valor diferente de zero.
• O nu´mero de iterac¸o˜es e´ tambe´m um crite´rio importante de falha. Se o
algoritmo executar mais passos que um nu´mero pre´-definido, isto pode
ser interpretado como uma falha em convergir.
Deve ser lembrado que um resultado de falha na˜o necessariamente
significa que na˜o existe soluc¸a˜o.
3.5.3 Maximizac¸a˜o dos conjuntos
Em alguns casos, pode ser interessante maximizar o conjunto de con-
troladores, desejando-se encontrar o maior raio possı´vel. Isso pode ser feito
fixando a forma do elipso´ide a uma circunfereˆncia, atrave´s da condic¸a˜o de
erro aditivo apresentada pela condic¸a˜o (3.12), e modificando a func¸a˜o obje-
tivo do problema de otimizac¸a˜o, atrave´s da inclusa˜o de um termo negativo k
multiplicando o erro aditivo, o que faz com que o algoritmo tente maximiza´-
lo.
O problema final, na forma transformada pelo algoritmo de comple-
mentaridade coˆnica, sera´:
min tr(TSk+STk)− kρ t.q. :
L(X ,Y,Z)≤ , S=
[
Xˆ Y
Y ′ Z
]
≥
Z =
≤ ρ ≤ YY ′−X , T =
[
T1 T2
T ′2 T3
]
≥
(3.56)
3.5.3.1 Resultados nume´ricos para sı´ntese de controladores variantes
no tempo
Esta sec¸a˜o conte´m alguns resultados nume´ricos para a metodologia
de sı´ntese de controladores variantes no tempo, como apresentado na Sec¸a˜o
3.4.1. A sı´ntese foi testada em exemplos relacionados a problemas de con-
trole de voˆo, propostos como parte da biblioteca COMPlib (LEIBFRITZ, 2003).
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Esta e´ uma biblioteca de exemplos de sistemas LTI coletados da literatura da
engenharia, consistindo, em sua maioria, sistemas que foram encontrados em
aplicac¸o˜es industriais. Este fato evidencia que a teoria apresentada neste tra-
balho encontra aplicac¸a˜o em problemas industriais.
Os resultados vistos na Tabela 1 foram testados utilizando um erro
multiplicativo de 0.5 e um elipso´ide matricial limitador da taxa de variac¸a˜o
K˙, representado na forma da incerteza {− , , }-dissipativa.
Tabela 1: Resultado de sı´ntese de controladores variantes no tempo na bibli-
oteca COMPlib.
Ex. nx nu ny #var #lin #it tempo falha?
AC1 5 3 3 58 32 30 45.5s sim
AC2 5 3 3 58 40 30 49s na˜o
AC3 5 2 4 68 47 5 6.9s na˜o
AC5 4 2 2 32 26 30 5.3s sim
AC6 7 2 4 81 55 6 22.7s na˜o
AC11 5 2 4 68 33 30 82s sim
AC12 4 3 4 77 37 30 109.7s sim
AC15 4 2 3 47 22 5 2s na˜o
AC16 4 2 4 63 44 5 4s na˜o
AC17 4 1 2 26 16 3 0.3s na˜o
3.5.3.2 Descric¸a˜o dos sistemas testados
• AC1 - Dinaˆmica no plano vertical de um avia˜o
• AC2 - Como AC1, com mudanc¸as nas matrizesC1, D11 e D12
• AC3 - Modelo do eixo lateral de um avia˜o L-1011
• AC5 - Boeing B-747 voando a 20.000 pe´s com velocidade Mach 0.8
• AC6 - Avia˜o modelo L-1011
• AC11 - Modelo linearizado de uma aeronave do tipo CCV
• AC12 - Equac¸o˜es linearizadas de movimento da dinaˆmica longitudinal
de um ASTOVL (Advanced Short Take Off and Vertical Landing)
• AC15 - Condic¸o˜es de voˆo de um transportador supersoˆnico com Mach
2.7
• AC16 - Uma versa˜o para realimentac¸a˜o de estados de AC15
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• AC17 - Modelo do eixo dinaˆmico lateral de um avia˜o L-1011
Na Tabela 1 sa˜o apresentados alguns elementos referentes a`
computac¸a˜o nume´rica das soluc¸o˜es como o nu´mero de varia´veis de de-
cisa˜o do problema de otimizac¸a˜o, o nu´mero de linhas, o nu´mero de iterac¸o˜es
e o tempo de computac¸o˜es. Como pode ser notado, o algoritmo de sı´ntese
obteve eˆxito em 6 dos 11 exemplos testados, sendo que em todos casos foram
obtidos baixos tempos de computac¸a˜o.
Deve ser lembrado que a escolha do controlador K(t) e´ arbitra´ria,
desde que a sua taxa de variac¸a˜o K˙ seja limitada pelo conjunto {− , , }-
dissipativo, e quanto mais pro´ximo do centro do conjunto de controladores
encontrado, mais resiliente sera´ o controlador escolhido.
3.6 Conclusa˜o
O principal to´pico abordado neste capı´tulo foram as condic¸o˜es para a
sı´ntese de conjuntos elipsoidais de controladores. O fato de ser utilizado um
conjunto de controladores, ao inve´s de apenas um, e´ o principal responsa´vel
pela caracterı´stica de resilieˆncia. Este fato e´ justificado pois um controlador
pertencente ao conjunto e´ capaz de aceitar incertezas em sua estrutura como
erros de implementac¸a˜o, arredondamentos nume´ricos, incertezas de compo-
nentes, desde que estes erros na˜o sejam grandes o suficiente para fazer com
que o valor real do controlador saia do elipso´ide projetado.
Como visto, as condic¸o˜es para a sı´ntese de conjuntos elipsoidais de
controladores consistiram, na maior parte, em condic¸o˜es do tipo LMIs. En-
tretanto, a restric¸a˜o de procura de um conjunto elipsoidal na˜o vazio mostrou
ser na forma de desigualdades matriciais na˜o-lineares. Enta˜o, para resolver
o problema principal de factibilidade envolvendo condic¸o˜es do tipo LMI e
uma condic¸a˜o na˜o linear, foi optado por uma transformac¸a˜o das restric¸o˜es,
utilizando uma metodologia conhecida como complementaridade coˆnica, re-
sultando em um problema de otimizac¸a˜o com func¸a˜o objetivo na˜o linear e
restric¸o˜es do tipo LMI. A resoluc¸a˜o desta foi feita utilizando o me´todo ite-
rativo conhecido como Frank-Wolfe, o qual foi adaptado ao problema em
questa˜o.
Tendo em vista que os conjuntos elipsoidais de controladores proje-
tados permitem controladores variantes no tempo com taxas de variac¸a˜o ins-
tantaˆneas (K˙ pode assumir valores infinitos) e sabendo que este fato pode ser
muito conservador se comparado com aplicac¸o˜es pra´ticas, foi apresentado
um estudo de sı´nteses de conjuntos elipsoidais de controladores variantes no
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tempo. A sı´ntese de controladores utilizando esta te´cnica pode permitir, por
exemplo, encontrar conjuntos de controladores maiores dos que os encon-
trados utilizando as outras. Esta metodologia foi testada em exemplos de
problemas de controle de voˆo reais, relatados na biblioteca de sistemas LTI,
conhecida como COMPlib. Tais resultados apresentados sa˜o uma primeira
mostra de que as condic¸o˜es discutidas neste trabalho podem ser utilizadas em
problemas reais encontrados pela indu´stria.
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4 APLICAC¸A˜O A QUADRIROTORES
4.1 Introduc¸a˜o
Neste capı´tulo, sera´ abordado o tema de controle resiliente e robusto
aplicado a` sı´ntese de controladores para quadrirotores, uma classe especial
de helico´pteros, dotados de quatro rotores e que se caracterizam por sua fa-
cilidade de construc¸a˜o, boa relac¸a˜o entre a capacidade de carga e volume do
veı´culo, assim como qualidade de voˆo estaciona´rio e em baixas velocidades.
Estes tipos de sistemas teˆm sido bastante estudados nos u´ltimos anos, devido
a`s suas possı´veis aplicac¸o˜es pra´ticas, como operac¸o˜es de monitoramento, por
exemplo.
Na literatura relacionada ao controle de quadrirotores, encontram-se
algumas propostas de te´cnicas de controle. Entre as principais, na˜o-lineares,
destacam-se por exemplo: (BOUABDALLAH; SIEGWART, 2007), que aborda a
questa˜o do controle Backstepping e Modos Deslizantes, (CASTILLO; DZUL;
LOZANO, 2004) que apresenta uma soluc¸a˜o baseada em saturac¸o˜es aninhadas
incluindo uma versa˜o discreta para ser utilizada em um sistema embarcado
e (RAFFO; ORTEGA; RUBIO, 2010), com uma soluc¸a˜o baseada em MPC (Mo-
del Predictive Control), juntamente com um controlador H∞ na˜o linear. No
campo das te´cnicas lineares teˆm-se em geral trabalhos que tratam do pro-
blema de controle de atitude como em (BOUABDALLAH; NOTH; SIEGWART,
2004). Em (COWLING, 2008) tem-se um exemplo de te´cnica linear aplicada ao
problema de controle de posic¸a˜o, sendo utilizado um controlador LQR para
o seguimento de refereˆncia para o Quadrirotor, trabalhando em conjunto com
um controlador do tipo MBPC.
A estrate´gia utilizada neste trabalho para o controle de voˆo do quadri-
rotor consiste em tratar o sistema de controle como uma estrutura de controle
em cascata, permitindo separar este em um sistema de controle para a rotac¸a˜o
do quadrirotor e para o seu posicionamento.
A te´cnica de sı´ntese de controle escolhida para o subsistema de rotac¸a˜o
utiliza um controlador dinaˆmico linear resiliente e robusto. O projeto e´ feito
utilizando um modelo LPV e levando em conta o desempenho H∞ para o
seguimento de refereˆncia dos aˆngulos desejados. Ale´m disso, sa˜o levadas em
conta variac¸o˜es nos paraˆmetros inerciais Ix, Iy e Iz do Quadrirotor. Para o
sistema de controle de posic¸a˜o no plano x− y, e´ utilizado um controlador do
tipo ganho-escalonado, tomando o aˆngulo yaw ψ como paraˆmetro variante.
A metodologia proposta para o controle baseado em ganho-escalonado pro-
cura manter garantias de resilieˆncia e utiliza conceitos da sı´ntese elipsoidal
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de conjuntos de controladores.
4.2 Modelagem do quadrirotor
Um quadrirotor constitui-se de um veı´culo composto por 4 propulsores
construı´dos em uma configurac¸a˜o em cruz, cada propulsor consistindo um
eixo acionado por motores ele´tricos com he´lices fixas em sua extremidade.
Os dois pares de propulsores contra´rios giram em direc¸o˜es opostas, fazendo,
assim, com que as forc¸as de arrasto tendam a se anular. Se a velocidade de
cada rotor for variada, e´ possı´vel moldar um conjunto de 4 forc¸as que sera˜o
aplicadas no quadrirotor, permitindo a sua sustentac¸a˜o, o controle do aˆngulos
de roll, pitch e yaw (φ , θ e ψ) e tambe´m das suas posic¸o˜es x, y e z no espac¸o.
O sistema e´ restrito a seis graus de liberdade, relativos a` posic¸a˜o e
rotac¸a˜o e que geralmente sa˜o relacionados com um eixo de coordenadas
inercial fixo na terra. A posic¸a˜o absoluta do centro de massa do quadri-
rotor e´ descrita por ξ = [x,y,z]T e sua rotac¸a˜o, pelos treˆs angulos de Euler
η = [φ ,θ ,ψ]T sendo que o aˆngulo roll se limita a (−pi2 ≤ φ ≤ pi2 ), o aˆngulo
pitch (−pi2 ≤ θ ≤ pi2 ) e o yaw (−pi ≤ ψ ≤ pi).
4.2.1 Modelo na˜o-linear
Na modelagem do quadrirotor discutida neste trabalho, sa˜o assumidas
algumas premissas:
• Os brac¸os e o corpo sa˜o rı´gidos;
• Simetria rotacional quanto ao eixo Z, portanto Ix = Iy;
• As forc¸as girosco´picas dos rotores sa˜o consideradas desprezı´veis;
• A ine´rcia do motor e´ pequena, portanto, a dinaˆmica desta e´ desconsi-
derada;
• Pequenos aˆngulos para φ e θ .
Diferentes modelagens dinaˆmicas foram encontradas na literatura. A
modelagem utilizada neste trabalho e´ encontrada em trabalhos mais recentes
como em (RAFFO; ORTEGA; RUBIO, 2010) e (COWLING, 2008), e e´ representada
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por: 
φ¨ = ( Iy−IzIx )θ˙ ψ˙− JrIx θ˙Ω+ LIxU2
θ¨ = ( Iz−IxIy )φ˙ ψ˙+
Jr
Iy φ˙Ω+
L
IyU3
ψ¨ = ( Ix−IyIz )φ˙ θ˙ +
1
IzU4
x¨= (cosφsenθ cosψ+ senφsenψ)U1m
y¨= (cosφsenθsenψ− senφ cosψ)U1m
z¨= g− (cosφ cosθ)U1m
(4.1)
sendo quem representa a massa do quadrirotor, g a gravidade eΩ a velocidade
resultante do giro dos propulsores. As forc¸as U1, U2, U3 e U4 relacionam-se
com as velocidades Ω, Ω1, Ω2, Ω3 e Ω4 de acordo com:
U1 = b(Ω21+Ω22+Ω23+Ω24)
U2 = b(Ω24−Ω22)
U3 = b(Ω23−Ω21)
U4 = d(Ω22+Ω24−Ω21−Ω23)
Ω=Ω2+Ω4−Ω1−Ω3
(4.2)
No modelo para as forc¸as resultantes em cada rotor, e´ utilizada uma
constante b, chamada de fator de propulsa˜o, que exprime uma relac¸a˜o linear
entre a forc¸a e o quadrado da velocidade angular da he´lice de um rotor. No
caso de U4, e´ utilizada uma constante d, chamada de fator de arrasto. O
sistema completo pode ser visto como uma interconexa˜o de 2 subsistemas
na˜o-lineares, representados pela Figura 7.
Nesta representac¸a˜o, Σrot significa o sistema de rotac¸a˜o, constuindo as
dinaˆmicas dos graus de liberdade relativos aos 3 aˆngulos de Euler, dados por:
Σrot

φ¨ = ( Iy−IzIx )θ˙ ψ˙− JrIx θ˙Ω+ LIxU2
θ¨ = ( Iz−IxIy )φ˙ ψ˙+
Jr
Iy φ˙Ω+
L
IyU3
ψ¨ = ( Ix−IyIz )φ˙ θ˙ +
1
IzU4
(4.3)
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Σrot Σpos
U2
U3
U4
x
y
z
U1
φ
θ
ψ
Figura 7: Divisa˜o em sistemas de rotac¸a˜o e posicionamento.
e Σpos, as dinaˆmicas do posicionamento do quadrirotor, com:
Σpos

x¨= (cosφsenθ cosψ+ senφsenψ)U1m
y¨= (cosφsenθsenψ− senφ cosψ)U1m
z¨= g− (cosφ cosθ)U1m
(4.4)
4.2.2 Modelo LPV para o sistema de rotac¸a˜o
Para o sistema de rotac¸a˜o, foi utilizada uma representac¸a˜o na forma
de um sistema a paraˆmetros variantes, cuja definic¸a˜o em (POUSSOT-VASSAL,
2008) e´ dada a seguir.
Definic¸a˜o 4.1. A classe de sistemas lineares de dimensa˜o finita cujos elemen-
tos das matrizes do espac¸o de estados dependem continuamente de um vetor
de paraˆmetros variantes no tempo ρ(t), e´ chamada de linear a paraˆmetros
variantes (LPV). Um sistema generalizado desta classe, de ordem n, pode ser
descrito por: {
x˙(t) = A(ρ(t))x(t)+B(ρ(t))u(t)
y(t) =C(ρ(t))x(t)+D(ρ(t))u(t) (4.5)
com ρ ∈ s, a saı´da y∈ ny , e a entrada u∈ nu . Todas as matrizes do espac¸o
de estados sa˜o func¸o˜es contı´nuas do paraˆmetro ρ , isto e´, A : s → n×n,
B : s → n×nu , C : s → ny×n e D : s → ny×nu . No caso em que algumas
das varia´veis do vetor ρ sa˜o tambe´m estados do sistema, e´ possı´vel enta˜o
chamar o sistema de quasi-LPV.
Observa-se que a equac¸a˜o (4.3) do sistema Σrot pode ser reescrita na
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forma de um sistema linear a paraˆmetros variantes, com a matriz A, rela-
tiva a` dinaˆmica do sistema, como func¸a˜o das derivadas dos aˆngulos, com:
A(φ˙ , θ˙ , ψ˙). O sistema pode, enta˜o, ser descrito como um sistema quasi-LPV,
cuja forma e´ apresentada na equac¸a˜o (4.6). Nota-se que para a construc¸a˜o
deste modelo, os termos contendo Ω sa˜o desprezados.
d
dt

φ
φ˙
θ
θ˙
ψ
ψ˙
=

0 1 0 0 0 0
0 0 0
(
Iy−Iz
Ix
)
ψ˙ 0
(
Iy−Iz
Ix
)
θ˙
0 0 0 1 0 0
0
(
Iz−Ix
Iy
)
ψ˙ 0 0 0
(
Iz−Ix
Iy
)
φ˙
0 0 0 0 0 1
0
(
Ix−Iy
Iz
)
θ˙ 0
(
Ix−Iy
Iz
)
φ˙ 0 0

︸ ︷︷ ︸
A

φ
φ˙
θ
θ˙
ψ
ψ˙

︸ ︷︷ ︸
B
+

0 0 0
L
Ix 0 0
0 0 0
0 LIy 0
0 0 0
0 0 1Iz

U2U3
U4
 (4.6)
4.2.3 Modelo LPV para o posicionamento no plano x-y
Uma possı´vel interpretac¸a˜o para o sistema de posicionamento do qua-
drirotor e´ dada da seguinte maneira: para avanc¸ar o quadrirotor em uma
direc¸a˜o desejada, e´ necessa´rio inclina´-lo de forma que a projec¸a˜o da forc¸a
normal do quadrirotor no plano x− y esteja alinhada com a direc¸a˜o dese-
jada. Esta projec¸a˜o e´ interpretada como a acelerac¸a˜o do quadrirotor neste
plano. Portanto, para se obter uma maior acelerac¸a˜o, e´ necessa´rio inclinar
mais o quadrirotor ou aumentar a forc¸a normal U1. Como sera´ visto mais
adiante, a abordagem de controle escolhida reserva a variac¸a˜o do controleU1
para o controle de altura, portanto, o controle de posicionamento e´ feito ape-
nas atrave´s da inclinac¸a˜o deste, assumindoU1 como um paraˆmetro que varia
pouco no entorno da forc¸a de equilı´brioU1 = mg.
A inclinac¸a˜o do quadrirotor e´ feita a partir da mudanc¸a dos aˆngulos φ
e θ , entretanto, o aˆngulo ψ tambe´m possui um papel importante pois define a
direc¸a˜o do eixo de refereˆncia do quadrirotor. Em resumo, para movimentar o
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quadrirotor no plano x−y, deve-se inclina´-lo, mudando os aˆngulos φ e θ , mas
essas inclinac¸o˜es dependera˜o do estado atual do aˆngulo ψ . Deve-se lembrar
que para inclinar o quadrirotor, apenas pequenas variac¸o˜es nos aˆngulos φ e
θ sa˜o necessa´rias, entretanto, o aˆngulo ψ pode assumir qualquer valor no
intervalo [−pi,pi]. Estas considerac¸o˜es mostram que e´ possı´vel representar o
sistema de posicionamento atrave´s de um sistema linear com um paraˆmetro
varia´vel, atrave´s da linearizac¸a˜o do sistema em torno dos aˆngulos φ e θ e
utilizando o aˆngulo ψ como o paraˆmetro varia´vel.
Levando em considerac¸a˜o as afirmac¸o˜es acima, e´ possı´vel aproximar
as dinaˆmicas das posic¸o˜es x, e y representadas por:x¨= (cosφsenθ cosψ+ senφsenψ)
U1
m
y¨= (cosφsenθsenψ− senφ cosψ)U1m
(4.7)
atrave´s de um sistema no qual os aˆngulos φ e θ sa˜o considerados entradas e
o aˆngulo ψ e´ considerado um paraˆmetro variante. Este sistema e´ deduzido
atrave´s da seguinte relac¸a˜o:
d
dt

x
x˙
y
y˙
=

0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0


x
x˙
y
y˙
+

0 0
∂ x¨
∂φ
∂ x¨
∂θ
0 0
∂ y¨
∂φ
∂ y¨
∂θ

[
φ
θ
]
(4.8)
em que as derivadas parciais sa˜o tomadas em φ = 0, θ = 0 eU1 em torno do
ponto de operac¸a˜o U1 = mg. Deste modo, as varia´veis parciais assumem os
seguintes valores:
∂ x¨
∂φ = (−senφsenθ cosψ+ cosφsenψ)U1m = gsenψ
∂ x¨
∂θ = (cosφ cosθ cosψ)
U1
m = gcosψ
∂ y¨
∂φ = (−senφsenθsenψ− cosφ cosψ)U1m =−gcosψ
∂ y¨
∂θ = (cosφ cosθsenψ)
U1
m = gsenψ
Desta maneira, tomando a linearizac¸a˜o em torno de φ ,θ ≈ 0 e tratando
ψ como um paraˆmetro varia´vel, e´ possı´vel obter a seguinte representac¸a˜o do
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sistema na forma LPV:
Σxy(ψ)

d
dt

x
x˙
y
y˙
=

0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0


x
x˙
y
y˙
+

0 0
gsenψ gcosψ
0 0
−gcosψ gsenψ
[φθ
]
(4.9)
4.2.4 Linearizac¸a˜o do modelo de altitude
O tratamento do sistema de altitude e´ feito considerando U1 como
varia´vel de controle e utilizando linearizac¸o˜es no entorno de φ ,θ = 0. A
varia´vel de controle e´ considerada perto do ponto de operac¸a˜oU1 = mg, por-
tanto, assumem-se apenas pequenas variac¸o˜es de acelerac¸a˜o no eixo z. A
representac¸a˜o ba´sica do sistema e´ dada pela seguinte equac¸a˜o na˜o linear:{
z¨= g− (cosφ cosθ)U1m (4.10)
que, apo´s as considerac¸o˜es do para´grafo anterior, assume a seguinte forma:
d
dt
[
z
z˙
]
=
[
0 1
0 0
][
z
z˙
]
+
[
0
∂ z¨
∂U1
]
∆U1 (4.11)
com: ∂ z¨∂U1 = −(cosφ cosθ)
1
m ≈ − 1m , e ∆U1 a variac¸a˜o de U1 em torno do
ponto de operac¸a˜o U1 = mg. Substituindo estes valores e´ obtido, enta˜o, o
seguinte sistema linear:
d
dt
[
z
z˙
]
=
[
0 1
0 0
][
z
z˙
]
+
[
0
− 1m
]
∆U1 (4.12)
4.2.5 Plataforma de simulac¸a˜o
O modelo escolhido para testes de simulac¸a˜o e´ um pequeno quadri-
rotor com 72 centı´metros de diaˆmetro e 20 centı´metros de altura conhecido
como OS4. Os paraˆmetros desta plataforma sa˜o descritos em (BOUABDAL-
LAH, 2007) e representados na Tabela 2.
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Tabela 2: Paraˆmetros utilizados no modelo do quadrirotor.
nome paraˆmetro valor unidade [mks]
massa m 0.65 kg
ine´rcia eixo x Ix 7.5e-3 kg.m2
ine´rcia eixo y Iy 7.5e-3 kg.m2
ine´rcia eixo z Iz 1.3e-2 kg.m2
coeficiente de empuxo b 3e-5 N.s2
coeficiente de arrasto d 7.5e-7 Nm.s2
ine´rcia rotor Jr 6e-5 kg.m2
tamanho brac¸o l 0.23 m
4.3 Controlador resiliente e robusto aplicado ao quadrirotor
Esta sec¸a˜o apresenta as metodologias de sı´ntese de controladores utili-
zada para cada um dos subsistemas, ale´m de apresentar a estrutura de controle
utilizada para controlar o sistema como um todo. Neste trabalho, e´ conside-
rado que o quadrirotor possui sensores capazes de medir todos os estados
do sistema, ou seja, os aˆngulos, as velocidades angulares, as posic¸o˜es e as
velocidades translacionais.
4.3.1 Estrutura de controle
A estrutura de controle escolhida para o quadrirotor baseia-se em uma
estrutura em cascata, que e´ implementada utilizando uma malha interna, fun-
cionando como um controlador escravo e uma malha externa como um con-
trolador mestre. A relac¸a˜o entre as duas malhas e´ tal que o sinal de controle
gerado pelo mestre e´ utilizado como refereˆncia para o escravo. Para que o
sistema de controle funcione de forma satisfato´ria, e´ deseja´vel que a malha
interior tenha uma dinaˆmica mais ra´pida que a exterior.
Uma das principais vantagens obtidas com esta estrutura de controle,
neste trabalho, e´ a possibilidade de separar a sı´ntese dos controladores para
cada subsistema, o que facilita a sı´ntese, pois reduz o sistema total a 3 subsis-
temas, sendo um de rotac¸a˜o (ordem 6), um de posicionamento no plano x− y
(ordem 4) e um de altura (ordem 2), reduzindo a complexidade nume´rica,
ale´m de contornar o problema do sistema completo ser do tipo sub-atuado.
O prec¸o a ser pago e´ que na˜o e´ obtido um ca´lculo exato das propriedades do
sistema como um todo, como estabilidade ou desempenho, devido a`s propri-
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edades da estrutura em cascata.
A tarefa de controle, neste trabalho, consiste em fazer com que o Qua-
drirotor seja capaz de seguir uma trajeto´ria no espac¸o cartesiano, represen-
tada pelos sinais de refereˆncia xr, yr e zr e obedecendo a uma refereˆncia para
o aˆngulo ψ , representada por ψr. A estrutura de controle utilizada traduz-se
em, primeiramente, separar o controle de posic¸a˜o no plano x− y do controle
da altura z. Para a altura, o sinal de controle U1 e´ tratado como a entrada, e
os aˆngulos φ e θ sa˜o considerados pequenos, de modo que cosφ cosθ ≈ 1.
Em seguida, para o posicionamento no plano x− y, o sinal de controle U1 e´
considerado constante (sujeito a pequenas variac¸o˜es advindas do controlador
de altura) e os aˆngulos φ e θ sa˜o tratados como os sinais de controle (gerados
pelo controlador de posic¸a˜o). Ale´m disso, e´ feita novamente a suposic¸a˜o de
pequenos aˆngulos para φ e θ , e o aˆngulo ψ e´ tratado como um paraˆmetro
variante do sistema. Tendo, finalmente, os aˆngulos φ e θ referenciados pelo
controlador de posic¸a˜o, e o aˆngulo ψ referenciado externamente pelo ele-
mento responsa´vel pela escolha das trajeto´rias, enta˜o o controlador de rotac¸a˜o
pode regular a rotac¸a˜o do quadrirotor para os valores desejados, utilizando as
entradasU2,U3 eU4 como sinais de controle.
Esta estrutura de controle em cascata e´ ilustrada na Figura 8, na qual
podem ser notados os sinais de refereˆncia xr, yr e zr sendo passados ao con-
trolador de posic¸a˜o e o sinal de refereˆncia ψr sendo incorporado aos sinais φr
e θr para enta˜o serem passados ao sistema de controle de atitude.
Kpos
Krot
Rotac¸a˜o
Σrot
Posic¸a˜o
Σpos
U1
U2U3
U4

φθ
ψ

[
φr
θr
]
+
−
xryr
zr

︸ ︷︷ ︸
ξr
[
ψr
]
xy
z

︸︷︷︸
ξ
+
−
[
η
η˙
]
[
ξ
ξ˙
]
Figura 8: Estrutura de controle.
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4.3.2 Controle de rotac¸a˜o
Como visto na Sec¸a˜o 4.2.2, e´ possı´vel representar o modelo na˜o-linear
do sistema de rotac¸a˜o atrave´s de um modelo LPV, no qual as derivadas φ˙ , θ˙
e ψ˙ aparecem na matriz da dinaˆmica do sistema. Uma sı´ntese resiliente deste
controlador e´ feita de modo que seja capaz de garantir desempenho H∞ ao
sistema de controle e tambe´m robustez em relac¸a˜o a variac¸o˜es dos paraˆmetros
Ix, Iy e Iz.
Com base em (3.33), a representac¸a˜o do sistema utilizada para efetuar
essa sı´ntese e´ dada por:
∑rot :

x˙r(t) = Arxr(t)+Brwwr(t)+Brvvr(t)+Bruur(t)
zr(t) =Crzxr(t)+Drzwwr(t)+Drzvvr(t)+Drzuu(t)
gr(t) =Crgxr(t)+Drgwwr(t)+Drgvvr(t)+Drguur(t)
yr(t) =Cryxr(t)+Drywwr(t)+Dryvvr(t)+Dryuur(t)
wr(t) = ∆zr(t)
(4.13)
A influeˆncia das variac¸o˜es parame´tricas nas constantes inerciais do
quadrirotor sa˜o muito maiores na matriz B do sistema (4.6) do que na matriz
A, portanto, a robustez do controlador e´ garantida incluindo incertezas nos
paraˆmetros encontrados na matriz B do sistema (4.6). Assim, o sistema passa
a ser representado pelos valores a seguir.
Ar =

0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 0 0
 , B
r
w =

0 0 0
1 0 0
0 0 0
0 1 0
0 0 0
0 0 1
 , B
r
u =

0 0 0
30.9 0 0
0 0 0
0 30.9 0
0 0 0
0 0 76.9

Dryv =

−1 0 0
0 0 0
0 −1 0
0 0 0
0 0 −1
0 0 0
 , D
r
zu =
30.9 0 00 30.9 0
0 0 76.9
 , Crg =
1 0 0 0 0 00 0 1 0 0 0
0 0 0 0 1 0

Cry = 6x6, Brv = 6,3, Drzw = 3,3, Drzv = 3,3, Drzu = 3,6
Drgw = 3,3, Drgv = 3,3, Drgu = 3,3Dryw = 6,3, Dyu = 6,3
(4.14)
e as incertezas foram consideradas sobre os termos encontrados na ma-
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triz B do sistema (4.6): LIx ,
L
Iy e
1
Iz , reunidas em uma matriz diagonal
∆=diag(∆ L
Ix
,∆ L
Iy
,∆ 1
Iz
), com:∣∣∣∆ L
Ix
∣∣∣≤ 0.05, ∣∣∣∣∆ LIy
∣∣∣∣≤ 0.05, ∣∣∣∆ 1Iz ∣∣∣≤ 0.05
A metodologia de sı´ntese do controlador utilizado para a rotac¸a˜o con-
siste na sı´ntese H∞ para sistemas LFT com incertezas de norma limitada,
apresentada na Sec¸a˜o 3.3.5.
4.3.2.1 Resultados de sı´ntese
Para esta sı´ntese, foi possı´vel obter um conjunto elipsoidal de con-
troladores com erro multiplicativo de 0.3, ale´m de uma norma H∞ de valor
menor que 1.3. O controlador utilizado, tomado como o centro do conjunto
encontrado, e´ representado por:
Krot :
{
η˙(t) = ArKη(t)+BrKy(t)
u(t) =CrKη(t)+DrKy(t)
(4.15)
com:
ArK =
−0.0589 −0.0006 −0.0002 0.0069 0.0001 0.0027−0.0006 −0.0594 −0.0003 0.0099 −0.0001 0.0051
−0.0002 −0.0003 −0.0587 0.0038 0.0001 0.004

BrK =
−0.0001 0 0−0.0002 0 0
−0.0001 0 0
 , DrK =
0.0017 0 0−0.284 0 0
0 −0.6959 −0.3009

CrK =
−0.0001 −0.0001 0 −0.7189 −0.2537 0.04640 −0.0001 0 0.0999 0.0184 −0.8884
0 0 0 0 0 0

(4.16)
4.3.3 Controle de posic¸a˜o no plano x− y
Como pode ser notado na equac¸a˜o (4.4), o sistema de posic¸a˜o con-
siste de um sistema na˜o linear. A metodologia proposta neste trabalho para
tratar essa na˜o-linearidade e´ chamada de ganho-escalonado LPV robusto e
resiliente (GS-LPV) e consiste em uma alternativa a`s metodologias cla´ssicas
de ganho-escalonado. A principal vantagem desta nova proposta e´ a de uti-
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lizar os conceitos de resilieˆncia no me´todo de sı´ntese do controlador do tipo
ganho-escalonado, o que pode torna´-lo mais preparado a aceitar incertezas
no controlador do que as metodologias cla´ssicas de controle do tipo ganho-
escalonado. A ide´ia principal consiste em dividir um problema de controle
na˜o-linear em problemas menores que possam ser tratados com a teoria de
controle linear resiliente e robusto, apresentada ate´ o momento.
Para ilustrar esta metodologia de uma forma gene´rica, e´ considerado
um sistema Σ dependente de um paraˆmetro ψ , na forma Σ(ψ). O problema a
ser resolvido, enta˜o, e´ encontrar um controlador parametrizado K(ψ) tal que
a seguinte relac¸a˜o seja satisfeita:
||Σ(ψ)!K(ψ)||∞ < γ , ∀ψ (4.17)
sendo que o operador ||•||∞ representa a norma infinita de um sistema, e
Σ !K, a realimentac¸a˜o do sistema Σ atrave´s do sistema K. Para dividir o
problema, e´ necessa´rio considerar o espac¸o de ψ , e dividir este espac¸o em
intervalos denominados Ii, formados pelo intervalo entre os aˆngulosψi eψi+1.
Ii = [ψi,ψi+1] (4.18)
Como o paraˆmetro ψ , no caso do quadrirotor, e´ limitado ao intervalo
[−pi,pi], optou-se, empiricamente, por dividir em 24 partes Ii de 15 graus
cada.
4.3.3.1 Metodologia para Controle baseado em ganho-escalonado LPV
Visto que o sistema e´ parametrizado por ψ , tem-se que para cada valor
de ψ , o sistema Σ(ψ) assume uma dinaˆmica diferente. A Figura 9 ilustra a
divisa˜o do espac¸o parame´trico ψ e a sua relac¸a˜o com o espac¸o de sistemas Σ.
A metodologia de controle utilizada procura dividir o problema de
sı´ntese de K(ψ) em pequenos intervalos K(ψ) comψ em Ii, como na equac¸a˜o
(4.19).
||Σ(ψ)!K(ψ)||∞ < γ, ∀ψ ∈ Ii (4.19)
Deve ser notado que a diferenc¸a da equac¸a˜o (4.19) para a equac¸a˜o
(4.17) e´ que na equac¸a˜o 4.19 o domı´nio de ψ e´ limitado a Ii. A soluc¸a˜o para
o problema reduzido e´ feita utilizando o conceito de elipso´ides de controla-
dores, como explicado no Capı´tulo 3, e o algoritmo de sı´ntese apresentado a
seguir. Cada iterac¸a˜o do algoritmo procura fazer a sı´ntese de um elipso´ide Ei
de controladores, com centro Ki, e que inclua o controlador obtido na sı´ntese
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ψ1 ψ2 ψ3 ψ4 ψ5 ψ6
I1 I2 I3 I4 I5 ψ
Σ(I1)
Σ(I2)
Σ(I3)
Σ(I4)
Σ(I5)
Figura 9: Mapeamento espac¸o de paraˆmetros - Espac¸o de sistemas.
anterior. O algoritmo a seguir explicita esta ide´ia, sendo que P pode ser con-
siderada uma propriedade qualquer como estabilidade, mas que no problema
do Quadrirotor, consiste na norma H∞ do sistema de controle:
1. Iniciar o algoritmo com i = 2 e fazer a sı´ntese de um controlador K1
capaz de garantir a propriedade P para o sistema Σ(ψ1).
2. Em seguida, fazer a sı´ntese de um conjunto elipsoidal Ei, no qual to-
dos controladores de Ei sa˜o capazes de garantir a propriedade P para
todo o conjunto de sistemas representado por Σ(ψ), ∀ψ ∈ Ii, incluindo
a condic¸a˜o para que o controlador Ki−1 esteja incluı´do em Ei (Sec¸a˜o
3.2.4).
3. Se obtiver sucesso na sı´ntese do passo anterior, tomar Ki como o centro
de Ei, atualizar i= i+1 e voltar ao passo 2. Se obtiver falha, terminar
o algoritmo com falha. Se na˜o houver mais intervalos Ii no espac¸o de
paraˆmetros, terminar o algoritmo com sucesso.
O resultado da metodologia de sı´ntese apresentada acima e´ um con-
junto de elipso´ides de controladores interconectados, como na Figura 10.
Apo´s a obtenc¸a˜o dos controladores Ki, com i= 1...n, e´ possı´vel elabo-
rar uma lei de controle linear por partes no paraˆmetro ψ . Para cada intervalo
Ii, e´ realizada a seguinte interpolac¸a˜o:
K(ψ) = θKi−1+(1−θ)Ki , ∀ψ ∈ Ii (4.20)
sendo que θ ∈ [0,1] e´ uma normalizac¸a˜o da posic¸a˜o de ψ no intervalo Ii.
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E2
E3
E4
E5
E6K1
K2
K3
K4
K5
K6
Figura 10: Interconexa˜o de conjuntos elipsoidais de controladores.
Devido a`s propriedades dos conjuntos elipsoidais de controladores ro-
bustos, e´ possı´vel garantir que, para um intervalo Ii, a lei de controle em (4.20)
assegura que a propriedade em (4.19) e´ satisfeita. O resultado desta metodo-
logia de sı´ntese e´, enta˜o, um conjunto de elipso´ides de controladores interco-
nectados e uma parametrizac¸a˜o K(ψ) capaz de resolver o problema completo
(4.17). Esta conclusa˜o e´ ilustrada na Figura 11. Deve ser notado que outras
interpolac¸o˜es alternativas a` proposta em (4.20) tambe´m sa˜o possı´veis.
Σ(I1)
Σ(I2)
Σ(I3)
Σ(I4) Σ(I5)
K0
K1
K2
K3
K4 K5
Figura 11: Relac¸a˜o entre o conjunto de controladores e o conjunto de siste-
mas.
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4.3.3.2 Mudanc¸a de varia´vel para obtenc¸a˜o de um modelo afim
No caso do quadrirotor, para executar a sı´ntese exigida no passo 2 do
algoritmo apresentado, sera´ utilizada a metodologia de sı´ntese H∞ de con-
troladores elipsoidais aplicados a sistemas polito´picos, como na Sec¸a˜o 3.3.6.
Para isto, em cada iterac¸a˜o do algoritmo, e´ preciso escolher os ve´rtices de um
sistema polito´pico que englobe todos os conjunto de sistemas Σ(ψ), ∀ψ ∈ Ii,
representado tambe´m por Σ(Ii), para simplificac¸a˜o de notac¸a˜o.
A escolha do sistema polito´pico formado pelos ve´rtices Σ(ψi) e
Σ(ψi+1) parece ser, a` primeira vista, a escolha natural. Entretanto este poli-
topo na˜o agrega todos os possı´veis valores de Σ(ψ), ∀ψ ∈ Ii, pois a relac¸a˜o
de ψ com o sistema Σ(ψ) na˜o e´ afim, como e´ possı´vel notar na equac¸a˜o (4.9)
devido aos termos sen e cos.
Dada uma transformac¸a˜o afim T : A → B, e´ possı´vel mostrar que
se o conjunto A possui a forma de um politopo com ve´rtices a1,a2, . . . ,an,
enta˜o B e´ o politopo formado pelos ve´rtices T (a1),T (a2), . . . ,T (an). No
caso de um sistema Σ(•) afim em seus paraˆmetros, e´ possı´vel mostrar que
um politopo de paraˆmetros representado por Co(p1, p2, . . . , pn) e´ mape-
ado pela transformac¸a˜o Σ(Co(p1, p2, . . . , pn)) no politopo representado por
Co(Σ(p1),Σ(p2), . . . ,Σ(pn)), sendo queCo(•) representa o envelope convexo
de um conjunto.
Como o sistema (4.9) na˜o esta´ na forma afim, e´ necessa´rio realizar
uma mudanc¸a da varia´vel utilizada para o ganho-escalonado, de modo que
o sistema fique na forma afim nesta nova varia´vel. E´ possı´vel notar atrave´s
da equac¸a˜o (4.9) que o sistema e´ afim se forem tomados como paraˆmetros
de ganho-escalonado os valores cosψ e senψ . A representac¸a˜o deste mesmo
sistema Σ, mas dependente de cosψ e senψ , sera´ representada por Σ′ e esta
transformac¸a˜o de varia´veis sera´ definida por um mapeamento H, atrave´s da
relac¸a˜o:
H(ψ) =
[
cosψ
senψ
]
(4.21)
De posse de uma representac¸a˜o de varia´veis que se relacione de forma
afim com o modelo LPV, e´ necessa´rio encontrar um politopo de paraˆmetros
Ai tal que o politopo de sistemas Σ′(Ai) contenha todo o conjunto de sistemas
representado por Σ(Ii). Como pode ser visto na Figura 12, a imagem H(Ii)
na˜o possui forma polito´pica, e portanto e´ necessa´rio encontrar um politopo Ai
capaz de cobrir toda imagem H(Ii). Um exemplo de me´todo de escolha de Ai
e´ ilustrado na Figura 12.
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ψi−2 ψi−1 ψi ψi+1 ψi+2 ψi+3
Ii−2 Ii−1 Ii Ii+1 Ii+2 ψ
cosψ
senψ
v1,i
v2,iv3,i
v4,i
ψi
ψi+1
Ai
Figura 12: Mudanc¸a de varia´veis - Mapeamento.
Pela Figura 12, e´ possı´vel notar que o politopo Ai =Co(v1,i,v2,i,v3,i,v4,i)
e´ capaz de cobrir toda a imagem H(Ii). Define-se, enta˜o, Ai por:
Ai =Co(v1,i,v2,i,v3,i,v4,i) (4.22)
com:
v1,i = (cosψi,senψi), v2,i = (cosψi,senψi+1)
v3,i = (cosψi+1,senψi+1), v4,i = (cosψi+1,senψi)
(4.23)
Nota-se que o politopo formado pelos paraˆmetros v1,i, v2,i, v3,i e v4,i
e´ capaz de englobar todos os valores de [cosψ,senψ]T com ψ ∈ Ii. Por-
tanto, se for encontrado um controlador, ou um conjunto de controladores,
capaz de garantir uma propriedade para o sistema polito´pico formado por
Co(Σ′(v1,i),Σ′(v2,i),Σ′(v3,i),Σ′(v4,i)), enta˜o o controlador tambe´m sera´ capaz
de garantir a propriedade para o conjunto de sistemas Σ(Ii). Este fato e´ va´lido
pois a seguinte relac¸a˜o e´ va´lida:
Σ(Ii)⊂ Σ′(Co(v1,i,v2,i,v3,i,v4,i))≡Co(Σ′(v1,i),Σ′(v2,i),Σ(v3,i),Σ′(v4,i))
(4.24)
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4.3.3.3 Sı´ntese do controlador
Inicialmente, seguindo a metodologia de sı´ntese ganho-escalonado
apresentada em 4.3.3.1, os possı´veis valores do paraˆmetro variante ψ , limi-
tado ao intervalo [−180,180], sa˜o divididos em 24 subintervalos de 15 graus
cada, representados por Ii.
Para a sı´ntese de cada elipso´ide matricial Ei e´ necessa´rio, primeira-
mente, construir um sistema polito´pico envolvendo o conjunto de sistemas
representado por Σxy(Ii). Este politopo, representado por ∑′xy,i(ξ ) e satisfa-
zendo ∑′xy,i(ξ )⊃ Σxy(Ii) e´ dado por:
∑′xy,i(ξ ) :

x˙xy(t) = Axyxxy(t)+Bxyv vxy(t)+B
xy
u,i(ξ )uxy(t)
gxy(t) =Cxyg xxy(t)+Dxygvvxy(t)+Dxyguuxy(t)
yxy(t) =Cxyy xxy(t)+Dxyyvvxy(t)+Dxyyuuxy(t)
(4.25)
Nota-se que as incertezas esta˜o todas concentradas nos conjuntos de
matrizes Bxyu,i(ξ ). O sistema incerto acima e´ escrito na forma polito´pica,
atrave´s da seguinte relac¸a˜o:
Axy Bxyv Bxyu,i(ξ )Cxyg Dxygv Dxygu
Cxyy Dxyyv Dxyyu
=

Axy Bxyv
4
∑
j=1
ξ jBxy, ju,i
Cxyg Dxygv Dxygu
Cxyy Dxyyv Dxyyu
 (4.26)
no qual o ı´ndice 4 do somato´rio e´ referente a` mudanc¸a de varia´vel proposta
em 4.3.3.2 e com ξ pertencendo ao seguinte simplex:
Ξ=
{
ξ = (ξ1,ξ2,ξ3,ξ4) :
4
∑
i=1
ξi = 1,ξ ≥ 0
}
(4.27)
As matrizes da dinaˆmica do sistema utilizadas para a sı´ntese de cada
elipso´ide matricial Ei sa˜o:
Axy =

0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0
 , Dxyyv =

−1 0
0 0
0 −1
0 0
 , Cxyg = [1 0 0 00 0 1 0
]
Cxyy = 4x4, Bxyv = 4,2, Dxygv = 2,2, Dxygu = 2,2, Dxyyu = 4,2
(4.28)
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Os ve´rtices do politopo que formam o conjunto de matrizes Bxyu,i(ξ ) =
4
∑
j=1
ξ jBxy, ju,i sa˜o construı´dos de acordo com a mudanc¸a de varia´vel proposta em
4.3.3.2, da seguinte maneira:
Bxy,1u,i =

0 0
senψi−1 cosψi−1
0 0
−cosψi−1 senψi−1
 , Bxy,2u,i =

0 0
senψi−1 cosψi+1
0 0
−cosψi+1 senψi−1

Bxy,3u,i =

0 0
senψi+1 cosψi−1
0 0
−cosψi−1 senψi+1
 , Bxy,4u,i =

0 0
senψi+1 cosψi+1
0 0
−cosψi+1 senψi+1

(4.29)
Os valores nume´ricos Bxy, ju,i sa˜o fornecidos atrave´s das matrizes B dos
sistemas Σxy(ψi), representadas pela notac¸a˜o Bxyu,i. Estes valores sa˜o forneci-
dos no apeˆndice B deste documento.
4.3.3.4 Resultados de sı´ntese
Como mencionado na condic¸a˜o (4.20), a lei de controle consiste em
uma interpolac¸a˜o de controladores extraı´dos dos centros dos elipso´ides Ei
projetados. Cada elipso´ide foi projetado para garantir um valor de norma H∞
de 1.4, ale´m de ser utilizada uma estrutura dinaˆmica de segunda ordem.
Cada controlador Kxyi projetado possui a seguinte forma:{
η˙xy(t) = AxyK,iηxy(t)+B
xy
K,iyxy(t)
uxy(t) =CxyK,iηxy(t)+D
xy
K,iyxy(t)
(4.30)
podendo ser representado atrave´s de apenas uma matriz, por motivo de sim-
plicidade, como:
Kxyi =
[
AxyK,i B
xy
K,i
CxyK,i D
xy
K,i
]
(4.31)
Os controladores Kxyi resultantes desta sı´ntese sa˜o apresentados no
apeˆndice B deste documento.
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4.3.4 Controle de altitude
Como visto na Sec¸a˜o 4.2.4, o modelo utilizado para o sistema de altura
consiste em uma linearizac¸a˜o do sistema na˜o linear (4.10) em torno de φ ,θ =
0 e U1 = mg. Para o controle de altitude foi optado um controlador H∞
resiliente, como apresentado na Sec¸a˜o 3.3.4. A representac¸a˜o utilizada para
efetuar essa sı´ntese e´ dada por:
∑h :

x˙h(t) = Ahxh(t)+Bhvvh(t)+Bhuuh(t)
gh(t) =Chgxh(t)+Dhgvvh(t)+Dhguuh(t)
yh(t) =Chy xh(t)+Dhyvvh(t)+Dhyuuh(t)
(4.32)
Numericamente, as matrizes da dinaˆmica do sistema assumem o se-
guinte valor:
Ah =
[
0 1
0 0
]
, Bhu =
[
0
−1
]
, Dhyv =
[−1
0
]
, Chg =
[
1 0
]
Chy = 2x2, Bhv = 2,1, Dhgv = 1,1, Dhgu = 1,1, Dhyu = 2,1
(4.33)
4.3.4.1 Resultados de sı´ntese
Atrave´s desta sı´ntese foi possı´vel projetar um conjunto elipsoidal de
controladores com erro multiplicativo de 0.3, ale´m de norma H∞ de 1.3. O
controlador utilizado, tomado como o centro do conjunto encontrado, e´ re-
presentado por: {
η˙(t) = AhKη(t)+BhKy(t)
u(t) =ChKη(t)+DhKy(t)
(4.34)
sendo que as matrizes da dinaˆmica do controlador assumem os seguintes va-
lores:
AhK =
[−0.1624] , BhK = [0.1955 −0.0247] , ChK = [−0.0208]
DhK =
[
0.0948 0.3061
] (4.35)
4.4 Controlador Backstepping
Para efeitos comparativos, um controlador Backstepping e´ projetado
e simulado no sistema Quadrirotor em questa˜o. Esta te´cnica de controle na˜o
linear e´ aplicada com sucesso ao caso do quadrirotor em diversas refereˆncias,
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como em (BOUABDALLAH; SIEGWART, 2005). A estrutura de controle para o
controlador Backstepping continua sendo a estrutura em cascata, e a metodo-
logia utilizada para efetuar a sı´ntese do controlador Backstepping e´ similar a`
metodologia encontrada na refereˆncia citada. Portanto, esta metodologia sera´
apresentada de forma sucinta.
As calibrac¸o˜es do controlador Backstepping foram feitas levando em
conta inicialmente que a malha interna relativa ao sistema de rotac¸a˜o deva
ser mais ra´pida que a malha do sistema de posicionamento, e em segundo
lugar que o sinal de controle na˜o atinja valores excessivos, o que em aspectos
pra´ticos implica na saturac¸a˜o dos sinais de controle. Os paraˆmetros foram
escolhidos empiricamente de forma que os valores do sinal de controle na˜o
fossem desproporcionais aos valores dos sinais de controle obtidos no con-
trole utilizando metodologia de controle resiliente e robusta.
4.4.1 Controle de rotac¸a˜o
A sı´ntese de um controlador de rotac¸a˜o, utilizando a metodologia
Backstepping e´ feita em passos, sendo que estes passos devem ser aplicados
a cada uma das equac¸o˜es na˜o-lineares em (4.3). Inicialmente, para estabilizar
a dinaˆmica do aˆngulo φ , toma-se sua equac¸a˜o:
φ¨ = ( Iy− Iz
Ix
)θ˙ ψ˙− Jr
Ix
θ˙Ω+ L
Ix
U2 (4.36)
E´ definido, enta˜o, um erro eφ entre o valor desejado de φ , representado
por φd e o seu valor atual, como na seguinte equac¸a˜o:
eφ = φd−φ (4.37)
As dinaˆmicas deste erro sa˜o, enta˜o, definidas, o que permitira´ a
manipulac¸a˜o do comportamento do sistema de controle. Estas dinaˆmicas sa˜o
representadas por:
e˙φ = φ˙d− φ˙
e¨φ = φ¨d− φ¨ (4.38)
Uma varia´vel virtual, que procura imitar o comportamento de φ˙ ,
tambe´m e´ definida da seguinte forma:
φ˙v = φ˙d +αφeφ (4.39)
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A qual possui um erro virtual dado por:
eφv = φ˙v− φ˙ (4.40)
Desta maneira, pode-se escrever a dinaˆmica do erro eφ em func¸a˜o,
apenas, do erro virtual:
e˙φ =−αφeφ + eφv (4.41)
Em seguida, e´ escrita a dinaˆmica do erro virtual:
e˙φv = φ¨d +αφ e˙φ − φ¨ (4.42)
Expandindo esta expressa˜o do erro, chega-se ao seguinte resultado:
e˙φv = φ¨d−α2φeφ +αφeφv− (
Iy− Iz
Ix
)θ˙ ψ˙+ Jr
Ix
θ˙Ω− L
Ix
U2 (4.43)
Deseja-se para a dinaˆmica do erro virtual uma expressa˜o dependente
apenas do pro´prio erro virtual e do erro eφ tal como:
e˙φv =−βφeφv− eφ (4.44)
Verifica-se que as expresso˜es das dinaˆmicas de eφ e eφv, dadas em
(4.41) e (4.44) respectivamente, sa˜o interdependentes. Este fato permite rees-
crever as dinaˆmicas dos erros de forma a regular o comportamento dinaˆmico
destes. Esta forma e´ representada por:[
e˙φ
e˙φv
]
=
[−αφ 1
−1 −βφ
][
eφ
eφv
]
(4.45)
A lei de controle que resulta na expressa˜o acima para o erro virtual e´:
U2 =
Ix
L
(
φ¨d +(1−α2φ )eφ +(αφ +βφ )eφv− (
Iy− Iz
Ix
)θ˙ ψ˙+ Jr
Ix
θ˙Ω
)
(4.46)
Deve ser notado que a lei de controle e´ func¸a˜o dos paraˆmetros do mo-
delo do sistema Ix, Iy e Iz, ale´m dos paraˆmetros αφ e βφ . Estes valores sa˜o
tomados como os valores nominais do modelo utilizado para a sı´ntese do con-
trolador, e na˜o sa˜o atualizados caso estes valores mudem com o tempo.
Em resumo, e´ possı´vel ajustar as velocidades desejadas para as taxas
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de erros e˙φ e e˙φv via a regulagem dos paraˆmetros αφ e βφ . Estes paraˆmetros
sa˜o, enta˜o, incorporados pela lei de controle, que por sua vez imprime este
comportamento desejado ao sistema de controle.
Da mesma maneira, finalizando as leis de controle para o sistema de
rotac¸a˜o, sa˜o obtidas as seguintes expresso˜es:
U3 =
Iy
L
(
θ¨d +(1−α2θ )eθ +(αθ +βθ )eθv− (
Iz− Ix
Iy
)φ˙ ψ˙+ Jr
Iy
φ˙Ω
)
(4.47)
U4 = Iz
(
ψ¨d +(1−α2ψ)eψ +(αψ +βψ)eψv− (
Ix− Iy
Iz
)φ˙ θ˙
)
(4.48)
A Tabela 3 expo˜e as escolhas dos paraˆmetros α e β utilizados para
simulac¸a˜o, e os po´los obtidos para a dinaˆmica dos erros das varia´veis em
questa˜o, como na expressa˜o (4.45):
Tabela 3: Escolha dos paraˆmetros α e β para o sistema de rotac¸a˜o.
Paraˆmetros Valores Po´los
αφ e βφ 1.4 e 3.6 -2 e -3
αθ e βθ 1.4 e 3.6 -2 e -3
αψ e βψ 1.4 e 3.6 -2 e -3
4.4.2 Controle de posicionamento
Assim como no caso da estrutura de controle representada pela Figura
8, para o sistema de posicionamento do quadrirotor com o controlador do
tipo Backstepping o sinal de controleU1 sera´ reservado para controlar a alti-
tude do quadrirotor, e os aˆngulos φ e θ sera˜o os responsa´veis por controlar o
posicionamento no plano x− y.
A lei de controle para o sistema de controle de altura e´ projetada utili-
zando a mesma metodologia de sı´ntese de controle do aˆngulo φ . A expressa˜o
paraU1, portanto, torna-se:
U1 =− mcosφ cosθ
(
z¨d +(1−α2z )ez+(αz+βz)ezv−g
)
(4.49)
4.4 Controlador Backstepping 69
Como na˜o sobraram varia´veis de controle para controlar o posiciona-
mento do Quadrirotor no plano x− y, os aˆngulos φ e θ sa˜o utilizados para
esta tarefa pelo controlador de posic¸a˜o. Apo´s calculados os valores deseja-
dos de φr e θr, estes valores sa˜o passados ao sistema de controle de atitude, e
espera-se que este seja ra´pido o suficiente para reproduzir fielmente os valores
desejados nos aˆngulos φ e θ , que por sua vez, servem de entrada de controle
para o sistema de posicionamento.
A metodologia utilizada para este sistema de controle consiste em uti-
lizar varia´veis auxiliares de controle ux e uy, tais como:x¨=
U1
m ux
y¨= U1m uy
(4.50)
com ux = (cosφsenθ cosψ + senφsenψ) e uy = (cosφsenθsenψ −
senφ cosψ). Tendo em ma˜os os valores deseja´veis para ux e uy, e o va-
lor desejado para o aˆngulo ψ , e´ possı´vel calcular, enta˜o, os valores que sera˜o
desejados para os aˆngulos φ e θ .
As leis de controle para ux e uy sa˜o calculadas de acordo com a mesma
metodologia Backstepping utilizada para as outras varia´veis de controle, e sa˜o
expressas por:
ux =− mU1
(
x¨d +(1−α2x )ex+(αx+βx)exv
)
(4.51)
e
uy =− mU1
(
y¨d +(1−α2y )ey+(αy+βy)eyv
)
(4.52)
A Tabela 4 expo˜e as escolhas dos paraˆmetros α e β e os po´los obtidos
para a dinaˆmica dos erros.
Tabela 4: Escolha dos paraˆmetros α e β para o sistema de posicionamento.
Paraˆmetros Valores Po´los
αz e βz 0.38 e 2.6 -1 e -2
αx e βx 0.38 e 2.6 -1 e -2
αy e βy 0.38 e 2.6 -1 e -2
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4.5 Estudo comparativo
Nesta sec¸a˜o e´ feito um estudo comparativo entre a proposta de controle
resiliente e robusta abordada na Sec¸a˜o 4.3, e o controlador Backstepping,
encontrado na Sec¸a˜o 4.4.
Inicialmente, na Sec¸a˜o 4.5.1, sera´ avaliada a robustez de ambos con-
troladores, o que quer dizer que sera˜o utilizados os controladores projetados
para controlar o sistema quadrirotor, com algumas incertezas incluı´das nos
paraˆmetros do sistema. Os paraˆmetros incertos considerados sa˜o as ine´rcias
nos eixos, Ix, Iy e Iz. Tais variac¸o˜es podem estar relacionadas com erros
na estimac¸a˜o dos paraˆmetros, mudanc¸as estruturais no quadrirotor como in-
clusa˜o de alguma carga, entre outras incertezas.
Em seguida, na Sec¸a˜o 4.5.2, sera´ analisada a resilieˆncia de ambos con-
troladores. Estas incertezas geralmente esta˜o associadas com incertezas liga-
das a` implementac¸a˜o dos controladores, como arredondamentos nume´ricos
devidos a limitac¸o˜es de processadores ou incertezas de elementos analo´gicos
como capacitores, resistores, etc. Estas mudanc¸as na estrutura do controla-
dor resultam em um sinal de controle fornecido pelo controlador diferente
do valor oferecido se a lei de controle fosse implementada de forma exata.
Devido a diferenc¸as nas estruturas dos controladores Resiliente e Robusto,
e Backstepping (uma estrutura e´ linear e a outra na˜o-linear) e por objetivos
comparativos, foi decidido incluir erros diretamente nos sinais de controle
gerados por cada controlador.
A comparac¸a˜o final e´ feita na Sec¸a˜o 4.5.3, e inclui tanto erros pa-
rame´tricos nas ine´rcias como nos sinais de controle.
4.5.1 Robustez
A primeira comparac¸a˜o feita leva em conta apenas incertezas nos
paraˆmetros do quadrirotor. Para isto foram tomadas incertezas nos paraˆmetros
Ix, Iy e Iz. Para a simulac¸a˜o do comportamento do quadrirotor, foram tomados
10 valores aleato´rios para cada paraˆmetro incerto. Os valores utilizados para
simulac¸a˜o foram extraı´dos de forma aleato´ria, utilizando uma distribuic¸a˜o
probabilı´stica uniforme, dos intervalos encontrados na Tabela 5.
A Figura 13 mostra as trajeto´rias no espac¸o 3, obtidas via simulac¸a˜o.
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Tabela 5: Intervalos de incerteza dos paraˆmetros do quadrirotor - ana´lise de
robustez
Paraˆmetro Intervalo de erro
Ix Ix+[−0.4,0.4]Ix
Iy Iy+[−0.4,0.4]Iy
Iz Iz+[−0.4,0.4]Iz
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Figura 13: Seguimento de refereˆncia - Robustez.
Como e´ possı´vel ver na Figura 13, ambas trajeto´rias dos controladores
resiliente e robusto e do Backstepping conseguiram seguir a trajeto´ria refe-
renciada, mesmo na presenc¸a dos erros. E´ possı´vel notar que a trajeto´ria do
controlador resiliente e´ mais suave se comparada com a do Backstepping, que
possui mudanc¸as bruscas da direc¸a˜o. Ale´m disso, podemos notar uma baixa
dispersa˜o de ambos os controladores em relac¸a˜o a`s incertezas do modelo. O
posicionamento do quadrirotor com ambos controladores ao longo do tempo
pode ser observado na Figura 14.
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Figura 14: Posic¸o˜es (x,y,z) - Robustez.
Na Figura 14, pode-se ver que ambos os controladores conseguiram
aproximar o comportamento das posic¸o˜es do quadrirotor ao longo do tempo
a`s posic¸o˜es de refereˆncia. Verifica-se uma baixa dispersa˜o de ambas as tra-
jeto´rias dos controladores quanto a`s variac¸o˜es parame´tricas propostas. No
caso do posicionamento da altura, tem-se que o controlador backstepping
projetado se aproxima com mais precisa˜o a` refereˆncia de altura, e portanto,
segue de maneira mais eficiente a` rampa referenciada para a altura. O com-
portamento do erro ao longo do tempo e´ evidenciado na Figura 15, a seguir.
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Figura 15: Erro de posic¸a˜o (x,y,z) - Robustez.
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Com a medida do erro na Figura 15 percebe-se que em muitos mo-
mentos os erros da posic¸a˜o x e y se assemelham, entretanto o controlador
Backstepping projetado possui erro, na maior parte do tempo, pouco inferior
ao erro do controlador resiliente. O erro no eixo z, entretanto, e´ superior,
mostrando que o Backstepping teve um desempenho melhor no seguimento
da rampa na altura. E´ possı´vel notar que a variabilidade (dispersa˜o) do con-
trolador Backstepping e´ levemente maior do que a do resiliente.
As figuras a seguir representam os sinais de controles de ambos con-
troladores, linear e Backstepping.
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Figura 16: Sinal de controle - Controlador LPV - Robustez.
Como e´ possı´vel ver na Figura 16, os sinais de controle do controla-
dor linear possuem variac¸o˜es suaves, enquanto que os sinais de controle do
Backstepping apresentam variac¸o˜es bruscas, como na Figura 17. Em ambos
casos nota-se a pequena variabilidade nos sinais de controle de ambos, devido
a`s incertezas parame´tricas.
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Figura 17: Sinal de controle - Controlador Backstepping - Robustez.
4.5.2 Resilieˆncia
Para a segunda ana´lise sera˜o consideradas incertezas inerentes ao con-
trolador e sera˜o desconsideradas as variac¸o˜es parame´tricas no sistema, assu-
mindo seu valor nominal. A incerteza utilizada para esta ana´lise consiste em
variac¸o˜es na saı´da dos sinais de cada controlador. Os valores utilizados para
simulac¸a˜o encontram-se nos intervalos dados na Tabela 6.
Tabela 6: Incertezas nos sinais de controle e aˆngulos de controle - ana´lise de
resilieˆncia.
Var. Controle Intervalo de erro
U1 U1+[−0.05,0.05]U1
U2 U2+[−0.1,0.1]U2
U3 U3+[−0.1,0.1]U3
U4 U4+[−0.1,0.1]U4
φr φr+[−0.25,0.25]φr
θr θr+[−0.25,0.25]θr
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Figura 18: Seguimento de refereˆncia - Resilieˆncia.
E´ possı´vel notar pela Figura 18 que ambos controladores foram capa-
zes de seguir a trajeto´ria referenciada, mesmo possuindo erros na lei de con-
trole. O posicionamento do quadrirotor com ambos controladores ao longo
do tempo pode ser observado na Figura 19, na qual nota-se uma pequena
variabilidade nas respostas do sistema com ambos controladores.
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Figura 19: Posic¸o˜es (x,y,z) - Resilieˆncia.
Pela Figura 19, nota-se que ambos os controladores aproximaram o
comportamento das posic¸o˜es do quadrirotor ao longo do tempo a`s posic¸o˜es
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de refereˆncia, independente dos erros introduzidos nos sinais de controle. O
comportamento do erro ao longo do tempo e´ evidenciado na Figura 20.
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Figura 20: Erro de posic¸a˜o (x,y,z) - Resilieˆncia.
Com a medida do erro mostrada na Figura 20, nota-se que em muitos
momentos o erro do controlador Backstepping projetado e´ menor do que o
do controlador resiliente. Entretanto, a variabilidade do sistema de controle
com o controlador Backstepping e´ maior, mostrando que incertezas na lei de
controle podem afastar o sistema de controle do comportamento inicialmente
projetado.
As figuras a seguir representam os sinais de controles de ambos con-
troladores.
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Figura 21: Sinal de controle - Controlador LPV - Resilieˆncia.
Nota-se na Figura 21 que os sinais de controle do controlador Resi-
liente possuem maior variac¸a˜o, se comparados com os sinais de controle do
controlador Backstepping da Figura 22.
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Figura 22: Sinal de controle - Controlador Backstepping - Resilieˆncia.
4.5.3 Robustez e resilieˆncia
A terceira ana´lise engloba tanto o teste de robustez quanto o teste de
resilieˆncia. Ou seja, levam-se em conta as variac¸o˜es parame´tricas do sistema
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e tambe´m sa˜o assumidas incertezas no sinal de controle. Os valores utilizados
para simulac¸a˜o se encontram nos intervalos encontrados nas tabelas a seguir.
Tabela 7: Intervalos de incerteza dos paraˆmetros do quadrirotor - ana´lise de
robustez e resilieˆncia.
Paraˆmetro Intervalo de erro
Ix Ix+[−0.2,0.2]Ix
Iy Iy+[−0.2,0.2]Iy
Iz Iz+[−0.2,0.2]Iz
Tabela 8: Incertezas nos sinais de controle e aˆngulos de controle - ana´lise de
robustez e resilieˆncia.
Var. Controle Intervalo de erro
U1 U1+[−0.05,0.05]U1
U2 U2+[−0.1,0.1]U2
U3 U3+[−0.1,0.1]U3
U4 U4+[−0.1,0.1]U4
φr φr+[−0.25,0.25]φr
θr θr+[−0.25,0.25]θr
A Figura 23 apresenta as trajeto´rias no espac¸o 3, obtidas via
simulac¸a˜o.
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Figura 23: Seguimento de refereˆncia - Robustez e resilieˆncia.
Como pode ser visto na Figura 23, ambos controladores foram capazes
de seguir a trajeto´ria referenciada, mesmo possuindo erros na lei de controle
e nos paraˆmetros do sistema. O posicionamento do quadrirotor com ambos
controladores ao longo do tempo pode ser observado na Figura 24.
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Figura 24: Posic¸o˜es (x,y,z) - Robustez e resilieˆncia.
Pela Figura 24, nota-se que ambos os controladores conseguiram apro-
ximar o comportamento das posic¸o˜es do quadrirotor ao longo do tempo a`s
posic¸o˜es de refereˆncia, independente dos erros introduzidos nos sinais de
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controle e nos paraˆmetros do sistema. O comportamento do erro ao longo
do tempo e´ evidenciado na Figura 25.
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Figura 25: Erro de posic¸a˜o (x,y,z) - Robustez e resilieˆncia.
Com a medida do erro dada na Figura 25, percebe-se que a variabili-
dade do controlador Backstepping e´ maior do que a do controlador Resiliente,
mostrando que variac¸o˜es na lei de controle afastam o controlador do compor-
tamento projetado para o sistema nominal.
As figuras a seguir representam os sinais de controles de ambos con-
troladores, Resiliente e Backstepping.
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Figura 26: Sinal de controle - Controlador LPV - Robustez e resilieˆncia.
Nota-se na Figura 26 que os sinais de controle do controlador Resili-
ente possui variac¸o˜es suaves, se comparados com o sinal de controle para o
controlador Backstepping da Figura 27.
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Figura 27: Sinal de controle - Controlador Backstepping - Robustez e re-
silieˆncia.
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4.6 Conclusa˜o
Neste capı´tulo foi apresentada uma metodologia de controle para qua-
drirotores, baseada em uma estrutura de controle em cascata e com algumas
garantias de resilieˆncia e robustez. Para o sistema de controle de rotac¸a˜o do
quadrirotor optou-se por um controladorH∞ resiliente e com robustez via um
sistema LFT. Para o sistema de controle de posicionamento no plano x−y foi
proposta uma nova metodologia de controle baseado em ganho-escalonado
LPV, baseada nos conceitos de sı´ntese de conjuntos elipsoidais, o que resulta
na maior resilieˆncia deste controlador em relac¸a˜o a metodos cla´ssicos de con-
trole baseado em ganho-escalonado. Para o sistema de controle de altura
optou-se por um controlador H∞ resiliente.
Os resultados comparativos entre a metodologia de controle desenvol-
vida e a metodologia de controle Backstepping, muito utilizada atualmente
no domı´nio de Quadrirotores, demonstraram que a metodologia desenvolvida
garante que o comportamento do sistema em malha fechada frente a incerte-
zas, tanto do controlador quanto do sistema, assemelha-se mais ao comporta-
mento nominal desejado do que o da metodologia Backstepping. Em outras
palavras, a metodologia de controle desenvolvida esta´ mais preparada para
tratar incertezas no controlador e no sistema.
A metodologia de controle Resiliente proposta mostra-se ideal para o
controle embarcado, por trabalhar com controladores lineares e na˜o precisar
utilizar func¸o˜es na˜o-lineares com elevado tempo de processamento, geral-
mente encontradas em te´cnicas na˜o-lineares de controle. Ale´m disso, a re-
silieˆncia utilizada no projeto dos controladores auxilia no quesito de garantir
desempenho frente a incertezas inerentes ao controlador como incertezas de-
vido a implementac¸o˜es eletroˆnicas, variac¸o˜es parame´tricas em componentes
ele´tricos e tambe´m nas transic¸o˜es devidas a` interpolac¸a˜o dos controladores,
enquanto que a robustez auxilia no quesito de garantir o desempenho pro-
jetado frente a erros de modelagem assim como variac¸o˜es parame´tricas do
sistema.
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Este trabalho abordou as metodologias de sı´ntese de controladores re-
silientes e robustos, bem sua aplicabilidade a problemas de controle de voˆo.
Pode ser visto, de maneira geral, que e´ possı´vel tratar a questa˜o da resilieˆncia
dos controladores projetados atrave´s do conceito de sı´ntese de conjuntos elip-
soidais de controladores. Ale´m disso, nota-se, atrave´s das problema´ticas tra-
tadas, que sistemas incertos do tipo polito´pico e LFT possuem grande aplica-
bilidade pra´tica.
A base deste trabalho, que segue o conceito de Separac¸a˜o Topolo´gica,
foi apresentada no Capı´tulo 2, no qual foi vista que uma grande variedade
de resultados teo´ricos, relativos ao controle robusto, pode ser derivada deste
conceito. Nesse capı´tulo, tambe´m foi apresentado o Teorema 2.2, o qual
provou ser uma ferramenta com va´rias aplicac¸o˜es ao controle robusto, como
evidenciado ao longo de todo o documento.
No Capı´tulo 3, foi discutida a sı´ntese de conjuntos elipsoidais de con-
troladores. Entre elas, foram apresentadas metodologias para a sı´ntese esta-
bilizante, robusta com sistemas polito´picos, robusta com sistemas LFT, H∞,
ale´m de combinac¸o˜es destes resultados. As condic¸o˜es derivadas para estas
sı´nteses tiveram sucesso nas aplicac¸o˜es pra´ticas deste trabalho, provando se-
rem trata´veis numericamente em aplicac¸o˜es encontradas pela indu´stria.
Ainda no Capı´tulo 3, foi apresentado um estudo feito sobre contro-
ladores variantes no tempo e discutidas maneiras de diminuir o conservado-
rismo dos conjuntos elipsoidais. As condic¸o˜es para esta sı´ntese levam em
conta as taxas de variac¸a˜o esperadas para controladores variantes no tempo e,
portanto, podem ser importantes para a sı´ntese de controladores para sistemas
com ordens grandes ou complexos. Esta metodologia de sı´ntese apresentou
sucesso emmuitos sistemas relacionados a problemas de controle de voˆo con-
tidos na biblioteca COMPlib de sistemas LTI (LEIBFRITZ, 2003).
A sı´ntese de controladores resilientes e robustos foi aplicada ao con-
trole do Quadrirotor, sendo relatada no Capı´tulo 4. O projeto do controlador
foi feito utilizando um controle do tipo Cascata, no qual foram utilizados: um
controlador resiliente e robusto via sistemas LFT para o sistema de rotac¸a˜o,
um controle do tipo ganho-escalonado LPV para o sistema de posicionamento
no plano x− y e um controlador resiliente para o sistema de controle de al-
tura. Um estudo comparativo foi feito entre a metodologia resiliente e ro-
busta apresentada e um controlador do tipo Backstepping. Atrave´s deste es-
tudo, notou-se que o controlador resiliente apresentou menor variabilidade,
tanto na presenc¸a de incertezas nos paraˆmetros inerciais do sistema, quanto
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na presenc¸a de incertezas nos sinais de controle. Estes resultados obtidos via
simulac¸a˜o, relativos ao comportamento dinaˆmico em malha fechada, sa˜o en-
corajadores e suportam a utilizac¸a˜o do me´todo apresentado em uma possı´vel
implementac¸a˜o do Quadrirotor em um sistema embarcado.
Outra aplicac¸a˜o abordada ao comando de voˆo e´ tratada no apeˆndice
A, no qual e´ observada a sı´ntese de controladores resilientes e robustos para
o controle de voˆo longitudinal de uma aeronave civil. Neste problema, pro-
posto pela empresa Airbus-France, foi executada a sı´ntese de controladores
para 633 pontos de voˆo para o avia˜o A-340. A metodologia utilizada consiste
na sı´ntese de conjuntos elipsoidais de controladores H∞, utilizando sistemas
incertos na forma de sistemas polito´picos. A grande taxa de sucesso obtida
nos testes feitos com os pontos de voˆo mostrou que e´ possı´vel tratar numeri-
camente a resilieˆncia, no caso deste tipo de sistemas.
As condic¸o˜es necessa´rias para resolver os problemas de sı´ntese de con-
juntos elipsoidais neste trabalho consistiram em restric¸o˜es do tipo LMI, jun-
tamente com uma desigualdade matricial na˜o-linear. A metodologia utilizada
para encontrar soluc¸o˜es factı´veis a`s restric¸o˜es, foi baseada na transformac¸a˜o
destas, em um problema de otimizac¸a˜o na˜o-linear. O algoritmo utilizado para
tal e´ conhecido como complementaridade coˆnica e a subsequente resoluc¸a˜o
deste problema e´ feita atrave´s de um me´todo iterativo de programac¸a˜o na˜o-
linear denominado Frank-Wolfe. Os resultados obtidos neste trabalho mostra-
ram que a metodologia de resoluc¸a˜o nume´rica proposta foi capaz de resolver
as condic¸o˜es de resilieˆncia para sistemas de controle de voˆo.
5.1 Perspectivas
O assunto resilieˆncia e´ recente e ainda carece de maiores estudos.
Procurou-se mostrar, neste trabalho, que ja´ existem soluc¸o˜es para o problema
da resilieˆncia. Estas sa˜o capazes de resolver algumas das dificuldades en-
contradas pela indu´stria e este fato pode encorajar a continuac¸a˜o de trabalhos
nesta direc¸a˜o.
Algumas melhorias, a curto prazo, podem ser feitas em relac¸a˜o a`s
questo˜es apresentadas, como a utilizac¸a˜o de me´todos de programac¸a˜o na˜o-
linear mais adaptados ao problema em questa˜o, ou capazes de resolver siste-
mas de ordens maiores, ou ainda encontrar condic¸o˜es que transformem o pro-
blema na˜o-linear em um problema de programac¸a˜o linear, com um mı´nimo
de conservadorismo possı´vel. A escolha de uma condic¸a˜o inicial factı´vel para
inicializac¸a˜o do algoritmo Frank-Wolfe e´ ainda outro to´pico a ser trabalhado.
Entre outras melhorias propostas, teˆm-se a utilizac¸a˜o do princı´pio da
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Separac¸a˜o Topolo´gica utilizando separadores relacionados a outras condic¸o˜es
de estabilidade, ale´m das baseadas em Lyapunov, como as do Pequeno Ganho.
A questa˜o da robustez polito´pica pode ser resolvida de forma mais efetiva uti-
lizando Varia´veis Slack para relaxar o conjunto de restric¸o˜es. Ale´m disso, a
utilizac¸a˜o de func¸o˜es de Lyapunov dependentes de paraˆmetros tambe´m pode
levar a melhores resultados. Em adic¸a˜o, e´ possı´vel transportar a teoria apre-
sentada para sistemas de tempo discreto.
A utilizac¸a˜o da metodologia de sı´ntese de controladores resilientes
pode ser futuramente integrada a outras de controle robusto com desempe-
nho e outras te´cnicas avanc¸adas de controle como o controle com saturac¸a˜o.
Essa combinac¸a˜o de te´cnicas pode resultar em interessantes contribuic¸o˜es ao
problema de controle multiobjetivo, uma linha de pesquisa muito visada pela
indu´stria e que carece de estudos.
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APEˆNDICE A – APLICAC¸A˜O AO CONTROLE LONGITUDINAL DE
AERONAVES
A.1 Introduc¸a˜o
Neste apeˆndice, sera´ abordada a aplicac¸a˜o do controle resiliente e
robusto ao controle longitudinal de um avia˜o comercial. O problema foi
proposto pela empresa Airbus-France, contextualizado num programa de
cooperac¸a˜o entre a empresa e o Laborato´rio de Ana´lise e Arquitetura de Siste-
mas (LAAS) e tratado durante um esta´gio, com durac¸a˜o de 5 meses, realizado
sob a orientac¸a˜o de Dimitri Peaucelle. Neste mesmo projeto, uma etapa an-
terior ja´ havia sido realizada, relativa a` ana´lise robusta e documentada em
(ARZELIER; CHEVARRIA; PEAUCELLE, 2010) e (CHEVARRIA et al., 2010).
O controle longitudinal de aeronaves consiste em controlar o movi-
mento entre o eixo de rotac¸a˜o longitudinal da aeronave e o plano horizontal,
relativo a` terra. Este movimento e´ conhecido como pitch e o aˆngulo represen-
tando este deslocamento angular e´ chamado de aˆngulo pitch, que na˜o deve
ser confundido com o aˆngulo de ataque da aeronave, definido como o aˆngulo
entre o eixo central do avia˜o e o vento relativo. Os eixos e aˆngulos citados
neste para´grafo podem ser vistos na Figura 28.
Figura 28: Eixos de rotac¸a˜o de um avia˜o.
O controle longitudinal e´ comandado pelo piloto atrave´s de um sides-
tick controller, o qual permite controlar a acelerac¸a˜o vertical da aeronave.
Este dispositivo, quando deslocado, gera um sinal de refereˆncia correspon-
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dente ao fator de carga, que por sua vez, e´ descrito pela relac¸a˜o a seguir.
nz = Fz/P (A.1)
na qual Fz representa a forc¸a de sustentac¸a˜o do avia˜o e P, o seu peso.
A estrutura do avia˜o responsa´vel por mudar o aˆngulo pitch da aero-
nave e´ o profundor, salientado em vermelho na Figura 29. O movimento
do profundor muda a forma do estabilizador horizontal, que, por sua vez,
muda a sustentac¸a˜o do estabilizador. Uma forc¸a F , enta˜o, e´ aplicada ao cen-
tro de pressa˜o do estabilizador horizontal, que encontra-se a uma distaˆncia L
do centro de gravidade do avia˜o e ocasiona um torque T (equac¸a˜o (A.2)) na
aeronave, sendo responsa´vel por mudar o aˆngulo pitch da mesma.
T = FL (A.2)
Figura 29: Localizac¸a˜o dos elevadores.
A.2 Definic¸a˜o do problema de controle
O problema de controle consiste de um seguimento de trajeto´ria, no
qual o fator de carga nz da aeronave e´ referenciada pelo piloto atrave´s de um
sinal nz,re f . Os demais sinais envolvidos no sistema de controle sa˜o apresen-
tados na Figura 30. Nesse diagrama, tem-se um sinal de controle dq referente
a` deflexa˜o do profundor e calculada pelo Controlador, a deflexa˜o dqr pelos
atuadores, o aˆngulo pitch θ e e sua taxa de variac¸a˜o θ˙ , e o aˆngulo de ataque
α .
Neste esquema, o atuador modela as dinaˆmicas dos elevadores, sendo
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Figura 30: Diagrama de controle.
representado por um filtro de primeira ordem com um ganho unita´rio e uma
constante de tempo ra´pida de 0.07s. Os sensores, por sua vez, tambe´m sa˜o
tratados como filtros unita´rios de primeira ordem. Para representar os 4 sen-
sores, a mesma constante de tempo de 0.1s e´ utilizada.
Classicamente, o problema do controle longitudinal de aeronaves e´ di-
vidido em partes, devido a` na˜o-linearidade deste sistema. Teˆm-se uma grande
dependeˆncia, por parte da dinaˆmica do sistema, de condic¸o˜es de voˆo como,
por exemplo, o nu´mero mach e a velocidade, o que leva a` necessidade de di-
visa˜o do problema em pontos de voˆo, como discutido na Sec¸a˜o A.2.1. As me-
todologias de controle para este tipo de sistema, em geral, utilizam princı´pios
de robustez. Neste trabalho e´ incluı´da a questa˜o da resilieˆncia a` sı´ntese dos
controladores.
A sı´ntese resiliente e robusta para o controle longitudinal foi feita to-
mando como base um modelo Simulink na˜o-linear do sistema, fornecido pela
empresa Airbus, em conjunto das condic¸o˜es de voˆo discutidas na Sec¸a˜o A.2.1.
Apo´s o tratamento das informac¸o˜es fornecidas, feito na etapa anterior deste
projeto e explicada em (ARZELIER; CHEVARRIA; PEAUCELLE, 2010), foram ob-
tidos 633 sistemas lineares de ordem 6, com 2 saı´das e 1 entrada, sendo cada
um destes o comportamento dinaˆmico da aeronave em uma dada condic¸a˜o de
voˆo.
A.2.1 Pontos de voˆo
Um ponto de voˆo e´ constituı´do por certas caracterı´sticas do voˆo de
uma aeronave do tipo A-340, em um certo momento. No caso do modelo
fornecido pela empresa, cada ponto de voˆo e´ composto por 10 paraˆmetros,
sendo que alguns destes paraˆmetros na˜o mudam de valor, e outros mudam
pouco e, na pra´tica, podem ser considerados fixos. A lista de paraˆmetros e´
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formada por:
1. Peso do avia˜o (weight).
2. Posic¸a˜o do centro de gravidade (cg).
3. Altitude do avia˜o (alt).
4. Velocidade corrigida (vc).
5. Nu´mero mach (mach), que relaciona velocidade da aeronave em
relac¸a˜o ao ar, com a velocidade do som, nas mesmas condic¸o˜es. E´
formulado como mach = vs/u, sendo que vs e´ a velocidade da fonte e
u e´ a velocidade do ar.
6. Configurac¸a˜o dos flaps (conf ).
7. Configurac¸a˜o do trem de aterrissagem (gear).
8. Fator de carga (nz).
9. Trac¸a˜o (tra).
10. Etapa do voˆo (phase).
A Tabela 9 fornece algumas informac¸o˜es adicionais sobre cada
paraˆmetro:
Tabela 9: Caracterı´sticas dos 633 pontos de voˆo
weight cg alt vc mach conf gear nz tra phase
unidade T % fts kts - - - - tra -
valor min 125 17 150 130 0.20 0 0 0.99 20.26 2
valor max 230 41 41250 340 0.86 0 0 1.00 43.60 2
nr. de valores
diferentes 3 2 114 32 27 1 1 2 527 1
valor mais
comum 125 41 28650 260 0.50 0 0 0.99 20.26 2
Entre as varia´veis que representam mudanc¸as significativas no sis-
tema, apenas 4 foram consideradas para a gerac¸a˜o dos pontos de voˆo, a saber:
peso do avia˜o, posic¸a˜o do centro de gravidade, velocidade corrigida e nu´mero
mach. Para gerar os 633 pontos de voˆo, foram considerados 3 valores para
o peso do avia˜o, 2 valores para o centro de gravidade. Para os valores de
velocidade corrigida e nu´mero mach, sua relac¸a˜o e´ dada na Figura 31.
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Figura 31: Relac¸a˜o entre velocidade corrigida e nu´mero mach
A.3 Sı´ntese de controladores com norma H∞ minimizada
Uma sı´ntese resiliente e robusta foi feita para cada um dos 633 pontos
de voˆo obtidos. A metodologia utilizada consiste na sı´ntese de conjuntos
elipsoidais de controladores H∞ para sistemas incertos de forma polito´pica,
como apresentado na Sec¸a˜o 3.3.6. Para cada ponto de voˆo, foi construı´do
um sistema incerto de forma polito´pica, tomando-se os pontos vizinhos como
ve´rtices do politopo. A metodologia para a escolha dos vizinhos de um ponto
de voˆo e´ baseada em uma distaˆncia Euclidiana d destes pontos no espac¸o
de paraˆmetros, proposta em uma etapa anterior deste projeto e discutida em
(ARZELIER; CHEVARRIA; PEAUCELLE, 2010).
A construc¸a˜o do problema de sı´ntese e´ feita fixando um erro multipli-
cativo de 0.5 e adaptando o problema para minimizar a normaH∞, de maneira
similar a` utilizada na Sec¸a˜o 3.5.3. A formulac¸a˜o deste problema, incluindo
a transformac¸a˜o utilizando o algoritmo de complementaridade coˆnica, discu-
tido na Sec¸a˜o 3.5.1, e adaptando o problema ao me´todo iterativo de Frank-
Wolfe, apresentado na Sec¸a˜o 3.5.2, e´ dado pela seguinte relac¸a˜o:
min trace(SkT+TkS)+βγ2 s.t. :
L(X,Y,Z)≤ , S=
[
Xˆ Y
Y′ Z
]
≥
X≤ (1−δ 2)Xˆ, T=
[
T1 T2
T′2 T3
]
≥
(A.3)
que e´ o problema usual de otimizac¸a˜o H∞ adaptado a minimizar a norma do
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sistema em malha fechada. Deve ser notado que γ2 e´ uma varı´a´vel de decisa˜o,
sendo o quadrado da norma H∞, que e´ a varia´vel a ser minimizada.
A.4 Resultados nume´ricos
Os testes de sı´ntese foram feitos utilizando controladores tanto
esta´ticos quanto dinaˆmicos (ordens 1 a 6) e procurou-se analisar os resulta-
dos obtidos para cada ordem. O primeiro resultado e´ apresentado no gra´fico
de barras horizontais da Figura 32. Neste, e´ apresentado o valor me´dio da
norma H∞ que foi obtido para o sistema de controle atrave´s da sı´ntese.
Esta foi feita nos 633 pontos pontos de voˆo e em cada uma das ordens dos
controladores dinaˆmicos testados. Deve ser observado que o gra´fico de barras
leva em conta apenas os casos nos quais a sı´ntese obteve eˆxito.
0 0.2 0.4 0.6 0.8 1
0
1
2
3
4
5
6
norm H
∞
co
nt
ro
lle
r o
rd
er
Figura 32: Norma H∞ me´dia dos pontos com eˆxito.
No gra´fico de barras horizontais da Figura 32, e´ possı´vel observar que
sa˜o encontrados menores valores para a norma H∞ do sistema de controle a`
medida que e´ aumentada a ordem do controlador procurado.
A Tabela 10, a seguir, mostra algumas informac¸o˜es nume´ricas adicio-
nais obtidas para cada ordem de controlador.
Finalizando esta sec¸a˜o de resultados, os histogramas a seguir mostram,
de uma maneira direta, os resultados obtidos para os 633 pontos de voˆo. O
u´ltimo valor de cada histograma representa o nu´mero de pontos de voˆo que
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Tabela 10: Resultados nume´ricos sı´ntese H∞.
Ordem me´dia pontos insta´veis tempo
Open loop 1.62 10 -
0 0.96 77 8m 40s
1 0.89 32 23m 17s
2 0.85 31 42m 16s
3 0.82 31 1h 8m 9s
4 0.80 29 1h 42m 10s
5 0.78 27 1h 59m 1s
6 0.75 26 2h 20m 51s
obtiveram norma H∞ maior ou igual a este valor limite. Ale´m de incluir
tambe´m o nu´mero de sı´nteses que na˜o obtiveram sucesso.
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Figura 33: Norma H∞ em ma-
lha aberta.
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Figura 34: Controlador de or-
dem 0 - Norma H∞,
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Figura 35: Controlador de or-
dem 1 - Norma H∞.
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Figura 36: Controlador de or-
dem 2 - Norma H∞.
Atrave´s dos histogramas apresentados, foi possı´vel acompanhar a
evoluc¸a˜o da sı´ntese H∞, de acordo com a ordem do controlador procurado.
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Figura 37: Controlador de or-
dem 3 - Norma H∞.
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Figura 38: Controlador de or-
dem 4 - Norma H∞.
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Figura 39: Controlador de or-
dem 5 - Norma H∞.
0 0.5 1 1.5 2 2.5 3 3.5
0
20
40
60
80
100
120
norm H
∞
Nu
m
be
r o
f F
lig
ht
 P
oin
ts
Figura 40: Controlador de or-
dem 6 - Norma H∞.
Nota-se que, a` medida que a ordem do controlador aumenta, o valor da norma
H∞ dos pontos de voˆo diminui. Ale´m disso, diminui tambe´m o nu´mero de
pontos de sı´ntese norma H∞ maior ou igual a 3.
A.5 Conclusa˜o
Neste apeˆndice foram abordadas questo˜es sobre a aplicac¸a˜o da me-
todologia de sı´ntese de controladores resilientes e robustos ao problema de
controle de voˆo longitudinal. As incertezas inerentes ao sistema foram mode-
ladas como incertezas polito´picas, e cada ve´rtice foi representado como um
ponto de voˆo vizinho ao ponto de voˆo em questa˜o. A metodologia utilizada
para a escolha dos pontos vizinhos foi apresentada em uma etapa anterior do
projeto relativa a` ana´lise robusta, documentada em (ARZELIER; CHEVARRIA;
PEAUCELLE, 2010). Os principais paraˆmetros utilizados para a modelagem
polito´pica foram o nu´mero mach e a velocidade, e a metodologia utilizada
para escolher os pontos vizinhos baseou-se em uma distaˆncia Euclidiana no
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espac¸o de paraˆmetros.
Os resultados nume´ricos obtidos foram encorajantes, mostrando que
para muitos pontos de voˆo foram obtido valores para a norma H∞ menores
que 1, mesmo com a inclusa˜o da condic¸a˜o de resilieˆncia na sı´ntese de contro-
ladores. E´ esperado que outras metodologias, como a utilizac¸a˜o de func¸o˜es
de Lyapunov dependentes de paraˆmetros e varia´veis de folga possam oferecer
resultados menos conservadores.
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APEˆNDICE B – RESULTADOS NUME´RICOS ADICIONAIS
B.1 Sistema de posicionamento x− y do quadrirotor
As informac¸o˜es nume´ricas das matrizes Bu discutidas na Sec¸a˜o 4.3.3.3
sa˜o apresentadas nesta sec¸a˜o.
Bxyu,1 =
 0 02.53 9.470 0
−9.47 2.53
 , Bxyu,2 =
 0 04.90 8.490 0
−8.49 4.90
 , Bxyu,3 =
 0 06.93 6.930 0
−6.93 6.93

Bxyu,4 =
 0 08.49 4.900 0
−4.90 8.49
 , Bxyu,5 =
 0 09.47 2.530 0
−2.53 9.47
 , Bxyu,6 =
 0 09.81 00 0
0 9.81

Bxyu,7 =
 0 09.47 −2.530 0
2.53 9.47
 , Bxyu,8 =
 0 08.49 −4.900 0
4.90 8.49
 , Bxyu,9 =
 0 06.93 −6.930 0
6.93 6.93

Bxyu,10 =
 0 04.90 −8.490 0
8.49 4.90
 , Bxyu,11 =
 0 02.53 −9.470 0
9.47 2.53
 , Bxyu,12 =
 0 00 −9.810 0
9.81 0

Bxyu,13 =
 0 0−2.53 −9.470 0
9.47 −2.53
 , Bxyu,14 =
 0 0−4.90 −8.490 0
8.49 −4.90
 , Bxyu,15 =
 0 0−6.93 −6.930 0
6.93 −6.93

Bxyu,16 =
 0 0−8.49 −4.900 0
4.90 −8.49
 , Bxyu,17 =
 0 0−9.47 −2.530 0
2.53 −9.47
 , Bxyu,18 =
 0 0−9.81 00 0
0 −9.81

Bxyu,19 =
 0 0−9.47 2.530 0
−2.53 −9.47
 , Bxyu,20 =
 0 0−8.49 4.900 0
−4.90 −8.49
 , Bxyu,21 =
 0 0−6.93 6.930 0
−6.93 −6.93

Bxyu,22 =
 0 0−4.90 8.490 0
−8.49 −4.90
 , Bxyu,23 =
 0 0−2.53 9.470 0
−9.47 −2.53
 , Bxyu,24 =
 0 00 9.810 0
−9.81 0

B.2 Matrizes do controlador de posicionamento do quadrirotor
Os controladores Kxyi utilizados no controlador do tipo ganho-
escalonado discutido na Sec¸a˜o 4.3.3.4 sa˜o apresentados nesta sec¸a˜o.
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Kxy1 =
−0.1057 0.0001 −0.0009 −0.0009 −0.0000 0.00000.0001 −0.1057 −0.0005 −0.0005 −0.0000 0.00000.0000 0.0000 −0.0291 −0.0774 0.0930 0.2414
0.0001 0.0001 −0.0930 −0.2414 −0.0292 −0.0774

Kxy2 =
−0.1237 0.0002 −0.0002 0.0011 −0.0000 0.00000.0002 −0.1240 −0.0001 0.0001 −0.0000 0.00010.0000 0.0000 −0.0522 −0.1429 0.1278 0.3159
0.0001 0.0000 −0.1278 −0.3155 −0.0522 −0.1432

Kxy3 =
−0.1227 0.0004 −0.0001 0.0009 −0.0000 0.00020.0004 −0.1226 −0.0000 0.0010 −0.0001 0.00000.0000 0.0000 −0.0878 −0.2436 0.1381 0.3340
0.0001 0.0000 −0.1381 −0.3335 −0.0878 −0.2439

Kxy4 =
−0.1228 0.0001 −0.0001 0.0009 −0.0001 0.00010.0001 −0.1227 −0.0001 0.0012 −0.0001 0.00020.0000 0.0001 −0.1220 −0.3332 0.1211 0.2857
0.0000 0.0000 −0.1211 −0.2852 −0.1222 −0.3338

Kxy5 =
−0.1225 0.0002 −0.0001 0.0005 −0.0000 0.00030.0002 −0.1227 −0.0001 0.0004 −0.0000 0.00030.0000 0.0000 −0.1498 −0.3956 0.0888 0.1944
0.0000 0.0000 −0.0888 −0.1940 −0.1499 −0.3964

Kxy6 =
−0.1226 0.0002 −0.0001 0.0012 −0.0001 0.00030.0002 −0.1225 −0.0001 0.0002 0.0000 0.00030.0001 0.0000 −0.1679 −0.4297 0.0485 0.0868
0.0000 0.0000 −0.0486 −0.0865 −0.1680 −0.4306

Kxy7 =
−0.1228 0.0002 −0.0001 0.0013 −0.0001 0.00010.0002 −0.1227 −0.0000 0.0007 −0.0001 0.00020.0001 0.0000 −0.1762 −0.4385 0.0047 −0.0252
−0.0000 −0.0000 −0.0047 0.0253 −0.1762 −0.4390

Kxy8 =
−0.1226 0.0003 −0.0001 0.0010 −0.0001 0.00020.0003 −0.1229 −0.0001 0.0007 −0.0001 0.00020.0001 0.0000 −0.1725 −0.4166 −0.0407 −0.1367
−0.0000 −0.0000 0.0405 0.1364 −0.1726 −0.4175

Kxy9 =
−0.1228 0.0002 −0.0001 0.0010 −0.0001 0.00020.0002 −0.1225 −0.0001 0.0003 −0.0000 0.00030.0001 0.0000 −0.1571 −0.3674 −0.0840 −0.2392
−0.0000 −0.0000 0.0838 0.2388 −0.1572 −0.3682

Kxy10 =
−0.1229 0.0001 −0.0001 0.0010 −0.0001 0.00020.0001 −0.1227 −0.0000 −0.0000 0.0000 0.00020.0000 0.0000 −0.1309 −0.2936 −0.1221 −0.3260
−0.0000 −0.0000 0.1219 0.3254 −0.1309 −0.2940

Kxy11 =
−0.1226 0.0001 −0.0001 0.0004 −0.0000 0.00020.0001 −0.1229 −0.0000 0.0006 −0.0000 0.00030.0000 0.0000 −0.0955 −0.1997 −0.1522 −0.3907
−0.0000 −0.0000 0.1521 0.3900 −0.0954 −0.2000

Kxy12 =
−0.1226 0.0002 −0.0000 0.0010 −0.0001 0.00020.0002 −0.1227 −0.0001 0.0014 −0.0001 0.00020.0000 0.0000 −0.0528 −0.0914 −0.1716 −0.4277
−0.0001 −0.0001 0.1716 0.4274 −0.0528 −0.0916

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Kxy13 =
−0.1229 0.0002 −0.0001 0.0003 −0.0000 0.00030.0002 −0.1229 −0.0001 0.0013 −0.0002 0.0001−0.0000 −0.0000 −0.0070 0.0216 −0.1802 −0.4382
−0.0000 −0.0001 0.1802 0.4382 −0.0070 0.0215

Kxy14 =
−0.1227 0.0002 −0.0001 −0.0000 0.0001 0.00050.0002 −0.1225 −0.0001 0.0011 −0.0001 0.0002−0.0000 −0.0000 0.0399 0.1338 −0.1763 −0.4176
−0.0000 −0.0001 0.1762 0.4167 0.0401 0.1342

Kxy15 =
−0.1228 0.0002 −0.0001 0.0006 −0.0000 0.00030.0002 −0.1227 −0.0001 0.0006 −0.0000 0.0003−0.0000 −0.0000 0.1231 0.3241 −0.1332 −0.2946
−0.0000 −0.0000 0.1332 0.2940 0.1233 0.3250

Kxy16 =
−0.1226 0.0001 −0.0001 0.0010 −0.0001 0.00020.0001 −0.1225 −0.0001 0.0007 −0.0001 0.0003−0.0001 −0.0000 0.1537 0.3894 −0.0969 −0.2006
−0.0000 −0.0000 0.0970 0.2002 0.1539 0.3902

Kxy17 =
−0.1228 0.0002 −0.0001 0.0006 −0.0000 0.00040.0002 −0.1228 −0.0001 0.0009 −0.0001 0.0003−0.0001 −0.0001 0.1732 0.4261 −0.0535 −0.0919
−0.0000 −0.0000 0.0536 0.0915 0.1733 0.4273

Kxy18 =
−0.1226 0.0002 −0.0001 0.0007 −0.0001 0.00020.0002 −0.1229 −0.0001 0.0009 −0.0001 0.0004−0.0001 −0.0001 0.1818 0.4373 −0.0071 0.0214
0.0000 0.0000 0.0072 −0.0213 0.1818 0.4379

Kxy19 =
−0.1229 0.0003 −0.0001 0.0011 −0.0001 0.00040.0003 −0.1226 −0.0001 0.0007 −0.0001 0.0001−0.0001 −0.0000 0.1776 0.4171 0.0403 0.1340
0.0000 0.0000 −0.0401 −0.1338 0.1777 0.4178

Kxy20 =
−0.1226 0.0002 −0.0001 0.0001 0.0000 0.00050.0002 −0.1228 −0.0001 0.0006 −0.0001 0.0002−0.0000 −0.0000 0.1615 0.3688 0.0849 0.2376
0.0000 0.0000 −0.0849 −0.2376 0.1615 0.3691

Kxy21 =
−0.1226 0.0003 −0.0001 0.0008 −0.0001 0.00030.0003 −0.1228 −0.0000 0.0009 −0.0001 0.0001−0.0000 −0.0000 0.1340 0.2943 0.1240 0.3251
0.0000 0.0000 −0.1238 −0.3244 0.1340 0.2948

Kxy22 =
−0.1228 0.0003 −0.0001 0.0002 0.0000 0.00040.0003 −0.1225 −0.0001 0.0001 0.0000 0.0003−0.0000 −0.0000 0.0975 0.2002 0.1546 0.3903
0.0000 0.0000 −0.1544 −0.3894 0.0974 0.2005

Kxy23 =
−0.1226 0.0003 −0.0001 −0.0001 0.0001 0.00050.0003 −0.1226 −0.0001 0.0007 −0.0001 0.0003−0.0000 −0.0000 0.0539 0.0916 0.1741 0.4275
0.0000 0.0001 −0.1740 −0.4267 0.0539 0.0919

Kxy24 =
−0.1227 0.0000 −0.0000 0.0006 −0.0001 0.00020.0000 −0.1227 −0.0001 0.0007 −0.0001 0.0002−0.0000 0.0000 0.0073 −0.0213 0.1825 0.4381
0.0000 0.0000 −0.1824 −0.4375 0.0072 −0.0213

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