Bilinear structures are able to represent nonlinear phenomena more accurately than linear models, and thereby help to extend the range of satisfactory control performance. However, closed loop characteristics are typically designed by simulation and stability is not guaranteed.
a special form of pole assignment [4] . In fact, the approach uses the Proportional-Integral-Plus (PIP) framework [5] , albeit in a modified form to address the system nonlinearities. Here, algebraic forms of the control gains can usually be derived off-line, to yield a practically useful control algorithm that has a similar degree of complexity to the PID-based bilinear compensator.
However, in contrast to [4] , the algorithm below is derived entirely in state space form, facilitating a concise stability analysis. Furthermore, in earlier research on SDP pole assignment, the model has been limited to a single element associated with the input, i.e. the system has no open loop zeros. To now address general bilinear models, it is essential to relax this constraint. Controllable Form: An important concept highlighted by this Letter, is that equation (1) can always be reduced into a controllable SDP model,
Equation (2) can be derived from (1) or directly estimated [3] in this form. Straightforward algebra shows that the parameters in (2) may be defined in various ways, potentially yielding control systems with different robustness properties. For the purposes of this Letter, however, it is sufficient to note that ( ) (2) is based on e.g.
and associated non-minimal state space representation of equation (2),
where ( ) r k is the command input and ( ) ( 1) 
is a vector of scheduled gains. However, for nonlinear pole assignment, a nonsingular transformation matrix ( ) k T of the state vector is now introduced, such that, 
then the closed loop state equation has the required design eigenvalues. Naturally, such a solution does not exist for arbitrary ( ) k T and D . Furthermore, it is well known that for time varying systems, as here, these eigenvalues do not necessarily determine the performance and stability of the closed loop response. However, now define the following ( ) k T and D that will meet these control goals. For 1
where 0 is a row of zeros. For 3 τ = ,
. Following this approach, similar transformations can be developed for 3 τ > but are omitted for brevity. For
. By contrast, for 1 τ > , 
Using these definitions when 1 τ > , the first n and last 1 τ − rows of equation (6) Stability: Substituting (4) into (3) yields ( )
. When the gains are determined as above, the closed loop transition matrix can always be decomposed
. Hence, pre-multiplying by
. Following a similar approach to Kuo [6], successive substitutions using (7) yields 
and solving the nonlinear pole assignment problem (6), yields and the stability proof are now presented in a unified state space form, potentially allowing for future extension of these methods to the multivariable and optimal design cases.
