The minimization of tool switches problem (MTSP) seeks a sequence to process a set of jobs so that the number of tool switches required is minimized. The MTSP is well known to be NP-hard. This paper presents a new hybrid heuristic based on the Biased Random Key Genetic Algorithm (BRKGA) and the Clustering Search (CS). The main idea of CS is to identify promising regions of the search space by generating solutions with a metaheuristic, such as BRKGA, and clustering them to be further explored with local search heuristics. The distinctive feature of the proposed method is to simplify this clustering process. Computational results for the MTSP considering instances available in the literature are presented to demonstrate the efficacy of the CS with BRKGA.
Introduction
The minimization of tool switches problem (MTSP) considers a set of jobs T = {1, ..., N } to be processed on a single machine. Let F = {1, ..., M } be the set of tools available for this machine and T f the set of jobs that require the tool f ∈ F . Each job t ∈ T requires a subset of tools F t ∈ F and can only process this job when all of this subset of tools is on the machine. Consider that the machine is capable of holding a maximum of C tools at a time, and C ≥ max t {|F t |}. It is assumed that C is less than the total number of tools required to process all jobs. Thus, tool switches are necessary, i.e., remove a tool from the machine and add another in its place. In the MTSP we are seeking a sequence to process a set of jobs so that the number of tool switches required is minimized.
MTSP is NP-hard [1, 2] and it has been studied by several authors, mostly through heuristics. Tang and Denardo [1] show that the MTSP for a given sequence of jobs can be solved in polynomial time by a policy known as KTNS (Keep Tool Needed Soonest). This policy states that when tool switches are required, the first tools required for the next job should be the first to be held in the machine.
Crama et al. [2] propose heuristics, based on heuristics for the traveling salesman problem, to solve the MTSP. Hertz et al. [3] also present and compare heuristics based on the traveling salesman problem, but the authors use a more appropriate definition of the "distance" between tools to be minimized. This improvement provides superior performance over the heuristics of Crama et al. [2] .
Matzliach and Tzur [4] present three heuristics for the MTSP with nonuniform tool sizes in a dynamic (online) environment. The proposed heuristics are based on the static problem and consider various assumptions with respect to the randomness of the process.
Shirazi and Frizelle [5] assess the efficiency of the methods currently employed by seven manufacturing companies for solving the tool switches problem and compare these methods with some available tool switching heuristics.
Fathi and Barnette [6] propose three heuristic procedures for solving the problem of scheduling a set of parts with given processing times and tool requirements on m identical parallel machines. The paper shows that these heuristics are effective to find a tool-switching plan for each machine in order to minimize the makespan.
Song and Hwang [7] propose an optimal tooling policy utilizing the concept of early insertions of tools in order to minimize the frequency of movements of the tool transporter for a flexible machine. This machine must process a set of parts with its production sequence already prescribed.
Ghrayeb et al. [8] consider the problem of scheduling printed circuit packs on sequencers. The authors present a mathematical model and a fast heuristic to solve this problem. The proposed heuristic is effective in reducing the number of changeovers of input tapes and can be used for the MTSP.
Al-Fawzan and Al-Sultan [9] present a tabu search algorithm to solve the MTSP. Senne and Yanasse [10] present three variants of the Beam Search algorithm for the MTSP. The authors adopt a depth first strategy of the enumeration tree and a scheme that considers partially ordered job sequences. All approaches found good results for the 1350 instances tested.
Konak and Kulturel-Konak [11] propose an Ant Colony Approach to minimize the number of tool switching instants, when the tool switch time is independent of the number of tool switches. The algorithm was applied to solve large sized instances of practical importance. Konak et al. [12] apply two Tabu Search approaches to solve this problem and show that they find solutions close to optimal in reasonable times.
Amaya et al. [13] present a memetic algorithm that combines Genetic Algorithm and local search heuristics. A hill climbing heuristic is used just after the mutation operator on every new individual generated. Computational tests show that hybrid evolutionary approaches are effective to solve the MSTP. Later, Amaya et al. [14] study three cooperative methods with local search mechanisms and one cooperative method with a model based on heterogeneous techniques. The last approach provides better solutions than those found by the Beam Search and Tabu Search. Also, Amaya et al. [15] combine a Genetic Algorithm with three different local search heuristics: hill climbing, Tabu Search and Simulated Annealing. The memetic algorithm with hill climbing found the best results.
Chaves et al. [16] present a new heuristic for the MTSP. This heuristic has a constructive phase, based on a graph where the nodes correspond to tools and an arc links two nodes if and only if these tools are required to execute some job. An additional improvement phase is based on Iterated Local Search (ILS).
The success in solving the MTSP exactly is limited to small instances. Laporte et al. [17] report that just a few instances among a set of 25 jobs instances were solved to optimality using the branch-and-bound scheme they proposed. Yanasse and Rodrigues [18] , Yanasse et al. [19] present an enumeration algorithm based on partial orders that obtained good results on instances in which the algorithm of Laporte et al. [17] failed. The computational results of Chaves et al. [16] show that the hybrid heuristic contributes to a significant reduction in the number of nodes in the tree of the enumeration algorithm.
This paper presents a new application of the hybrid method Clustering Search (CS) [20] to solve the MTSP. The CS detects promising areas of the search space using a metaheuristic that generates solutions to be clustered. These promising areas should be explored with local search heuristics as soon as they are discovered. A Biased Random Key Genetic Algorithm (BRKGA) [21] was chosen to generate solutions for the clustering process. A BRKGA encodes a solution as a vector of random keys and produces a feasible solution through the decoder. The use of the BRKGA made it possible to simplify some components of the CS. The users have at their disposal a robust method in which they need to implement only the decoder and local search heuristics. The computational results are compared with other methods found in the literature.
The remainder of the paper is organized as follows. Section 2 describes the basic ideas of CS and BRKGA. In Section 3 we introduce the new approach, describing in detail the BRKGA and CS applied to the MTSP. Section 4 reports computational experiments and Section 5 makes concluding remarks.
Methods
In this section we present the basic ideas of the CS and the BRKGA, including descriptions of the solution encoding and decoding, clustering process and local search.
Clustering Search
The Clustering Search (CS) (Oliveira et al. [20] ) is a hybrid method which combines metaheuristic-based heuristics and local search heuristics. The search is intensified only in areas of the search space that deserve special attention (promising regions). The CS introduces intelligence and priority to the choice of solutions on which to apply local search, instead of randomly choosing or applying local search to all solutions. Therefore, an improvement is expected in the convergence process associated with a decrease in computational effort through a more rational employment of the heuristics.
The CS divides the search space in regions called clusters. A solution center, c, represents the location of a cluster. This center is, generally, initialized at random and tends to progressively traverse promising points in the search space. The number of clusters N C is defined a priori.
The value of N C has no influence on the amount of local search performed by the CS. Thus, there is little impact on computational time. However, with a larger number of clusters, CS can efficiently discover more promising regions and intensify the search in only those regions.
Chaves [22] analyzes the behavior of CS with different numbers of clusters. The author shows that a number of clusters in the interval [10, 25] provides good results in solution quality and increases the efficiency of local search.
The CS consists of four components: the search metaheuristic-based heuristic (SM), the iterative clustering (IC), the analyzer module (AM), and the local searcher (LS). Fig. 1 shows the conceptual design of these components.
The SM component can be implemented by any optimization algorithm that generates diversified solutions in the search space. It must work as a full-time solution generator, exploring the search space by manipulating a set of solutions, according to its specific search strategy.
Solutions s k generated by the SM are sent to the IC. The IC gathers similar solutions into groups, maintaining a representative cluster center for each group. A distance metric, ∆, must be defined to provide a similarity measure for the clustering process. For example, in combinatorial optimization, the similarity can be defined as the number of movements needed to change a solution into the cluster center [20] .
An assimilation process is applied over the closest center c i to each newly generated solution s k . The assimilation can assume two different forms: crossover and path [20] . In crossover assimilation, we alter one or more positions in the center c i with information derived from solution s k , resulting in a new center. Path assimilation can generate several solutions, keeping the best one to be the new center. These exploratory moves are commonly referred to in path relinking theory [23] .
The AM component examines each cluster when it is active, indicating a probable promising cluster. A cluster density, δ j , is a measure that indicates the activity level inside the cluster j. For simplicity, δ j can count the number of solutions generated by SM and grouped into cluster j. Whenever δ j reaches a certain threshold λ, i.e. some information template becomes predominantly generated by SM, such cluster must be further investigated to accelerate the convergence process in it.
If the value of λ is large, the LS component will be applied a few times, while small values of λ results in many local searches. This parameter has to be tuned before the execution of the CS. The parameter λ may have a strong influence on the efficiency and effectiveness of the search as well as on computational time.
Finally, the LS component is an internal searcher module that provides the exploitation of a potentially promising search area, represented by a cluster.
Biased Random Key Genetic Algorithm
The Biased Random Key Genetic Algorithm (BRKGA) is a recent metaheuristic proposed by Gonçalves and Resende [21] . It has been used to solve sequencing and optimization problems. In the BRKGA, solutions are encoded as vectors of randomly generated real numbers in the interval [0, 1]. These numbers are called random keys.
The decoder, a deterministic algorithm, takes as input a solution vector and associates with it a feasible solution of the problem for which an objective value or fitness can be computed [24] . Thus, points in the random keys space are mapped to points in the problem space for evaluation [25] .
A BRKGA evolves a population of random-key vectors, or individuals, over a number of generations. The initial population is made up of p real n-vectors of random keys. Each component of an initial solution vector is generated randomly and independently in the real interval [0, 1]. The fitness of each individual is computed by the decoder. Then, the population is partitioned into two groups of individuals: a small group of p e elite individuals, i.e., those with the best fitness values, and the remaining set of p − p e nonelite individuals. To evolve the population, a new generation of individuals must be produced. All elite individuals in the population of generation k are copied without modification to the population of generation k + 1 [21] .
The BRKGA implements mutation by introducing mutants into the population. A mutant is simply a vector of random keys generated in the same way as an individual in the initial population. At each generation, a small number (p m ) of mutants are introduced into the population. With the p e elite individuals and the p m mutants accounted for in population k + 1, p − p e − p m additional individuals are needed to produce the p individuals that make up the new population. This is done by producing p − p e − p m offspring through the process of crossover, by combining pairs of individuals of the current population.
The parameterized uniform crossover [26] is used in BRKGA. Let ρ e be the probability that an offspring inherits the vector component of its elite parent. Let n denote the number of components in the solution vector of an individual. For i = 1, ..., n, the i th component of the offspring vector takes on the value of the i th component e(i) of the elite parent e with probability ρ e and the value of the i th component n e (i) of the non-elite parent n e with probability 1 − ρ e [27] . Parameter ρ e is always greater than 0.5.
The important feature of random keys is that all offspring formed by crossover are feasible solutions. Toso and Resende [28] concluded that the BRKGA has two distinct parts: one consisting of the genetic algorithm with its chromosome methods and generations, called problem-independent and the other consisting of the decoder, called problem-dependent.
CS with BRKGA
In this paper we propose to use the BRKGA as the SM component of CS. Thus, we seek to make the implementation of CS more independent in relation to the optimization problem. We use a random-key vector to represent a solution of any problem. Therefore, the distance metric is the Euclidean distance and the assimilation process is performed over the random-key vector. The local search (LS) is the only component that works with decoded solutions. Figure 1 shows the conceptual design of CS with BRKGA. Initially, we define a number of clusters N C. Their centers are generated with random keys by the method used in the BRKGA to generate the initial population. This set of solutions is not part of the population of BRKGA, and it evolves separately.
The BRKGA generates solutions for the clustering process. After each generation, the offspring are analyzed and clustered according to their similarities.
The IC component determines a distance metric to compute the similarity between a given solution and a cluster center. With centers represented by random keys, the similarity is based on the Euclidean distance. Thus, we avoid the cost of computing the number of movements needed to change a solution into the cluster center.
The assimilation process is applied over the closest center, considering the new grouped solution, causing a kind of perturbation on the solution. In this paper, we use a path assimilation. Then, we generate several solutions keeping the best evaluated solution to be the new center. These exploratory moves are commonly referred to in path relinking theory [23] . In the case of random keys, a move consists of replacing the value of the i th component of two solutions. The process terminates when a percentage of solutions in the path have been analyzed.
After performing the assimilation process, we conduct an analysis of the density δ j (AM component), verifying if this cluster can be considered promising. A cluster becomes promising when its density reaches the threshold λ (δ j ≥ λ).
The local search of CS (i.e. the LS component) intensifies the search in the neighborhood of a promising cluster center. The center is first decoded into a solution of the problem and then specific local search heuristics are applied to find the best possible solutions in the corresponding region.
Changes in the solution made by the local search need to be taken into account in the new cluster center. Then, the cluster center is adjusted to reflect these changes carrying out the inverse steps taken by the algorithm used to decode a random-key solution.
CS with BRKGA applied to MTSP
In this paper, we encode a solution to the problem as a vector of random keys that is later used by a decoding procedure to obtain a solution. A solution to the MTSP is represented indirectly by the following solution structure:
where n is the number of jobs. The decoding of the n random keys k 1 , . . . , k n of each solution into a sequence of jobs is accomplished by sorting the jobs in ascending order of their corresponding random keys values. Figure 2 shows an example of the decoding process for the MTSP. In this example there are five jobs. The sorted random keys correspond to the jobs sequence (3, 5, 1, 2, 4). The fitness of a solution with the job sequence is obtained with the KTNS algorithm [1] . It returns the total number of tool switches needed to process the jobs in this sequence. The pseudo-code of the KTNS is presented in Appendix A.
The initial clusters of CS and the initial population of BRKGA are made up of vectors with n random keys. Each component of the solution vector, i.e. each random key, is generated independently at random in the real interval [0, 1] . This paper uses a greedy method based on maximum diversity to create the initial centers. It generates a large set with q (q >> N C) random key vectors and a subset of cardinality N C with the largest diversity selected based on Euclidean distance. A possible example of initial clusters (with N C = 3 and n = 5) is: To implement a BRKGA, we simply need to specify how solutions are encoded and decoded, including how their corresponding fitness values are computed. When the next population is complete, the vector of random keys are decoded and their corresponding fitness values are computed for all of the newly created random-key vectors. The population is partitioned into elite and non-elite individuals to start a new generation.
The offspring of a new population are used in the clustering process of CS. At each iteration, one individual s k is grouped into the closest
Then, the cluster c 1 is the closest cluster for this individual s k . The density δ 1 is increased by one unit.
The assimilation process uses the path-relinking method [29] . The procedure starts by computing the symmetric difference between the center c j and the solution s k , i.e., the set of moves needed to reach s k from c j . A path of solutions is generated, linking c j and s k . At each step, the procedure examines all moves from the current solution s and selects the one that results in the best-cost solution, applying the best move to solution s. The set of available moves is updated.
The procedure terminates when a percentage ρ of the solutions in the path have been analyzed. Thus, the center is not moved to a new location too far away from the current one. The new center c j is the best solution along this path. In this paper, one move is to replace a single random key of c j by a random key of s k . An example of path-relinking moves between c 1 and s k are: After performing the path-relinking, we conduct an analysis of the density δ j , verifying if this cluster can be considered promising. A cluster becomes promising when its density reaches the threshold λ (δ j ≥ λ).
If the density δ j reaches λ, local search heuristics are applied to the center c j . In this paper, the Variable Neighborhood Descent (VND) [30] is implemented as local search component of CS, intensifying the search in the neighborhood of a promising cluster. The promising centers are decoded into a feasible solution of MTSP. For example, let us assume that the density δ j of the center c j = (0.32, 0.78, 0.02, 0.41, 0.93) reaches the threshold λ. Thus, we apply the VND on the decoded solution c j ≡ (3, 1, 4, 2, 5).
Our VND utilizes four descent heuristics: Shift(1), Swap (1,1), Shift(2), and Swap(2,2) (see examples of these neighborhoods in Figure 3 The descent heuristics are applied in the order {N 1 , N 2 , N 3 , N 4 }. Whenever a given heuristic fails to improve the incumbent solution, the VND chooses the next heuristic to continue the search. It returns to the first heuristic each time a better solution is found.
The solution spaces of the neighborhoods can be explored exhaustively, that is, all possible combinations are examined, and the best improving move is considered. When no improvement can be obtained, we stop.
The CS attempts to apply the VND only in promising regions. Thus, one strives to obtain the best possible solution within the neighborhood of a promising center.
At the end of VND, we adjust the cluster center to reflect the new order of the jobs. This process of CS+BRKGA is applied repeatedly. The stopping criterion used in this paper is a fixed number of generations. There are other possible stopping criteria, including stopping after a fixed number of generations since the generation of the last solution improvement, after a time limit is reached, or after a solution at least as good as a given threshold is found.
Computational Results
The CS and BRKGA were coded in C++ and the computational tests carried out on an Intel Core i7 3.4 GHz processor with 16GB of RAM. Nine problem sets are used in these tests: five sets introduced by Yanasse and Rodrigues [18] named A, B, C, D and E, and four sets introduced by Crama et al. [2] , named C 1 , C 2 , C 3 and C 4 . Table 1 shows the values of the parameters of the five sets of Yanasse and Rodrigues [18] and the four sets of Crama et al. [2] . These instances as well as our best solutions can be found at http://www.sjc.unifesp.br/docente/chaves.
We chose a subset of instances to tune the parameters of the proposed method. We tune one parameter at a time. Its best value (in terms of quality of solutions and computational time) is determined empirically. Although setting these parameters is kind of an art form, our experience and suggestions from [21] have led us to the parameters values shown in Table  2 . We can observe that the population size of CS+BRKGA was smaller and the number of mutants was larger than for the BRKGA. Though the CS+BRKGA used a small population, it was robust and enjoyed sufficient diversity. Tables 3-8 present the results for the ILS [16] , BRKGA, and CS+BRKGA. The entries in tables are the number of jobs (N ), the number of tools (M ), the machine capacity (C ), the best solution (S* ), the average solution (S ) over 20 runs, the average running time to find the best solution (T* ), and the average running time (T ) in seconds. The values in boldface show the best objective function value for each instance.
Chaves et al. [16] propose a ILS based in [31] . It starts from an initial solution generated by a constructive heuristic based on a graph where the vertices correspond the tools and an arc k = (i, j) binding vertices i and j exists if tools i and j are necessary for the execution of task k. The perturbation uses swap(1,1) moves to escape from local optima. The local search phase is also based on this move, with all solutions in the neighborhood being evaluated before the best one is returned. The stopping criterion of the ILS is a maximum number of iterations, defined as 3000 iterations. The tables of results show that CS+BRKGA performed better than ILS [16] . For groups A, B (Tables 3 and 4 ), C and E (Tables 5 and 7 ), the CS+BRKGA found optimal solutions for all instances (proven by enumeration using the ILS upper bound [19, 16] ). The ILS [16] does not find the optimal solution for two instances of C and one instance of E.
For group D (Table 6 ), the CS+BRKGA found optimal solutions for 189 of 260 instances (enumeration proved optimality of only those 189 instances) while ILS [16] did not find optimal solutions for 13 of these 189 instances. The ILS [16] found a better solution than CS+BRKGA for only one instance. Moreover, the CS+BRKGA obtained new upper bounds for three instances. The instances of Crama et al. [2] were solved by enumeration [18, 19] , the ILS [16] , the BRKGA, and CS+BRKGA. For each problem size (N, M, C), 10 instances were generated. Table 8 also shows the number of tool switches required by the best sequence found by the heuristics of Crama et al. [2] . The enumeration algorithm [18, 19] , limited to 3,600 seconds of computational time, was able to get the optimal solution only for instances with 10 and 15 jobs. For these instances, the ILS and CS+BRKGA found all optimal solutions. Considering instances with 30 jobs, CS+BRKGA found better solutions than ILS in 32 of 40 instances and solutions with the same number of tool switches for 8 instances (5 in set C 4 , that have larger capacities). For the instances with 40 jobs, CS+BRKGA found better solutions than ILS on all tested instances.
To show the advantage of the CS+BRKGA with respect to ILS when applied to MTSP, we calculated minimum (Min), maximum (Max ), mean (Mean), median (Median), and standard deviation (StdDev ) of the solution values obtained over 20 independent runs of these methods for each instance with 30 and 40 jobs. We also analyzed two other criteria for which lower values represent better results: the number of runs where the best known solutions (BK ) was not obtained (Nopt) and the average relative distance value to best known solution for those runs that did not reach BK (Avd ), expressed in percentages. Table 9 shows these results. We observe that the CS+BRKGA found the best-known solutions for all instances. Moreover, the CS+BRKGA found the BK solution in 22% of tests (average Nopt = 0.78) and the deviation from the BK solution, when the BK solution was not found, was, on average, 1.79% (column Avd ). The ILS found the BK solutions on a very small number of tests (only for sets (30, 40, 20) and (30, 40, 25) ) and its deviation from the BK solution was greater than 7%. The average improvement of the CS+BRKGA with respect to the ILS was 5% and 6% for instances with 30 and 40 jobs, respectively. The CS+BRKGA algorithm was robust, producing low percentage deviation from the best solution found (the average deviation found by CS+BRKGA was 0.8% for the instances of Yanasse and Rodrigues [18] and 1.5% for the instances of Crama et al. [2] ).
Finally, we performed a statistical analysis to compare our CS+BRKGA and ILS proposed in [16] considering the 80 instances of 30 and 40 jobs with 20 independents runs for each one (two sets of 1600 solutions). First, we apply the Shapiro-Wilk normality test, which reject the null hypothesis that the data are normally distributed (W = 0.685, p-value < 2.2 e-16).
We also apply a Wilcoxon signed-rank test (WSR) a non-parametric statistical hypothesis test [32] . This test is used to compare the two sets of solutions to investigate if a significant difference exists between the solutions of CS+BRKGA and ILS. The WSR indicated that the CS ranks were statistically less significant than the ILS ranks (Z = 580, p < 2.2e − 16). This result suggests that the use of CS+BRKGA on this set of instances improves the results found in comparison with ILS.
The local search method (LS) is responsible, on average, for 60% of the computational time and the assimilation process (path-relinking method) is responsible for 30% of the computational time. Therefore, the total compu-tational time of the ILS were better than the CS+BRKGA. However, the computational time of CS+BRKGA to find the best solution (T*) is, on average, less than for the ILS. The CS+BRKGA converges to best solutions in approximately 2% of the total time for smaller instances and 10% for instances with 30 and 40 jobs. Whereas the ILS converges within 7% and 47% of the total time, respectively. Generally the computational times of CS+BRKGA were competitive, finding very good solutions within few seconds for the instances up to 25 jobs and in a reasonable time for instances with 30 and 40 jobs.
For the 80 instances with 30 and 40 jobs, we made a boxplot analysis based on the computational time needed to find the best solution in each algorithm execution. In Figure 4 we observe that CS+BRKGA had a better overall behavior, being more efficient with regard to computational time. We can also observe that BRKGA without search intensification did not
find good results for the tested instances, although the computational time is very low. This same fact was reported by Amorim [33] , Roque et al. [34] , who studied the application of BRKGA to solve the p-Median and the unit commitment problem, respectively. The authors obtained good results when a local search heuristic was added to decoder of the BRKGA. Therefore, the proposed CS introduces intelligence and priority to the choice of solutions to apply, generally costly, local searches, instead of applying random or elitist choices. We perform computational tests applying the VND in all the offspring generated by the BRKGA. However, this approach did not result in better solution quality than those obtained with CS+BRKGA. Furthermore, there was a significant increase of computational time. In some cases this increase reached 30% of the time. Chaves [22] had shown that the combination of metaheuristic, path-relinking and local search proposed by CS is usually better than the combination of just two of these techniques. Figure 5 illustrates run-time distributions, or time-to-target (TTT) plot [35] , for MTSP instances. The experiment consists in running the ILS and CS+BRKGA 100 times on the instances of type (40, 60, 20) . Each run is independent of the other and stops when a solution with a cost which is at least as good as a given target value is found. In these experiments, we observe an integer value at most 5% greater than the best-known solution.
Regarding these experiments, we observe that the relative position of the curves implies that, given any fixed amount of running time, CS+BRKGA has a higher probability than does ILS of finding a solution whose objective function value is at least as good as the target objective function value. For example, in Figure 4 the probability of the CS+BRKGA to find a solution at least as good as the target value in at most five seconds is about 80%, in at most 10 seconds is about 95%, and in at most 20 seconds is about 99%. The probability of the ILS to find a solution at least as good as the target value in at most 20 seconds is only 20%. For a probability of 90% over 150 seconds are required. Other tested instances also had this same behavior.
Conclusions
This paper presents a new method based on the Biased Random Key Genetic Algorithms (BRKGA) and the Clustering Search (CS) to solve the Minimization of Tool Switches Problem (MTSP). The BRKGA and CS have been applied with success in many combinatorial optimization problems [21, 16] . However, this work is the first approach where both methods are used to solve an optimization problem. The idea of this paper was to simplify the clustering process of the CS based on the concept of random keys. With this, users have available an application in which one needs to only implement the decoder and local search heuristics.
Furthermore, this hybrid method detects the promising regions in the search space and applies local search only in these regions. The detection of promising areas becomes an interesting option and prevents the indiscriminate use of local search heuristics. This paper reports results found by BRKGA and CS on over 1,510 instances for the MTSP. The CS+BRKGA found optimal solutions for 1,360 instances (proven by Yanasse et al. [19] , Chaves et al. [16] ) and the best known solutions for the others. The results show that the CS+BRKGA is competitive for solving the MTSP. New different instances in size, difficulties and structure may be randomly generated to evaluate the performance of the CS+BRKGA.
For further work, it is intended to develop an API for the CS+BRKGA (coded in C++ and based on Toso and Resende [28] ). Then, it should be easy to apply this method to other combinatorial optimization problems. We also want to explore an automated algorithm for parameters tuning, as iterated F-race [36] . Other aspects of the CS may be analyzed by parallelizing its various algorithmic components and by applying it for multiobjective optimization problem.
Appendix A. KTNS pseudo-code Figure A .6 present the pseudo-code of the Keep Tool Needed Soonest (KTNS) policy, proposed by [1] , to minimize the total number of tool switches for a fixed job sequence.
KTNS Procedure
Step 1: Set J i = 1 for C values of i having minimal values of L(i, 0).
Break the ties arbitrarily. Set J i = 0 for the remaining M -C values of i. Set n = 1.
Step 2: Set W n = J. Stop if n = N.
Step 3: If each i having L(i, n) = n also has J i = 1, set n = n + 1 and go to Step 2.
Step 4: Pick i having L(i, n) = n and J i = 0. Set J i = 1.
Step 5: Set J k = 0 for a k that maximizes L(p, n) over {p: J p = 1}. Go to Step 3. Where:
• J is the vector whose ith entry J i is equal to 1 if tool i is on the machine at a given instant n, and 0 otherwise;
• L(i, n) is the first instant at or after instant n at which tool i is needed;
