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Abstract: Passivity is an imperative concept and a widely utilized tool in the analysis and
control of interconnected systems. It naturally arises in the modelling of physical systems
involving passive elements and dynamics. While many theorems on passivity are known in
the theory of robust control, very few converse passivity results exist. This paper establishes
various versions of converse passivity theorems for nonlinear feedback systems. In particular,
open-loop passivity is shown to be necessary to ensure closed-loop passivity from an input-
output perspective. Moreover, the stability of the feedback interconnection of a specific system
with an arbitrary passive system is shown to imply passivity of the system itself.
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1. INTRODUCTION
Passivity has emerged to be a crucial concept and tool
in the analysis and control of feedback systems, and
interconnected systems in general; see e.g. Willems (1972);
Moylan and Hill (1978); Vidyasagar (1981); Megretski and
Rantzer (1997); van der Schaft (2016). A salient result is
the passivity theorem, stating (in various versions) that the
standard feedback interconnection of two passive systems
is again passive (and hence stable in a certain sense).
While passivity theory is deep-rooted in physical systems
modeling and synthesis (such as electrical network theory)
based on the essential notions of power and energy, its
underlying concepts and results have turned out to be
equally valuable in the broad field of control, ranging from
adaptive control to stabilization of nonlinear systems.
While the passivity theorem pervades large parts of sys-
tems and control theory, the converse versions of the
passivity theorem seem to be much less recognized and
appreciated. The simplest version of a converse passivity
theorem, stating that the feedback interconnection of two
systems is passive if and only if the two (open-loop) sys-
tems are passive, was previously noted and proved within
the state-space context in Kerber and van der Schaft
(2011) (see also van der Schaft (2016)), and an easy proof
in the nonlinear input-output map setting will be provided
in Section 3.
The main part of the paper (Section 4) is concerned
with a different, and more involved, converse passivity
theorem, stating that if the feedback interconnection of
a system with an arbitrary passive system is stable (to be
specified later on), then the system is necessarily passive.
This basic idea is, sometimes implicitly, underlying a large
⋆ The authors gratefully acknowledge the support of the Institute
for Mathematics and its Applications, where this work was initiated
during the 2015-2016 program on Control Theory and its Applica-
tions.
part of literature on robotics and impedance control; see
e.g. Stramigioli (2015). In fact, a version of this result
was proved for linear single-input single-output systems in
Colgate and Hogan (1988) using arguments from Nyquist
stability theory, exactly with this motivation in mind. In
robotics the motivation for this converse passivity theorem
can be formulated as follows. Consider a controlled robot
interacting in operation with its environment (the normal
scenario). In many cases the environment is largely un-
known, while at the same time the stability of the robot
interacting with its environment can be often considered as
a sine qua non. Since the interaction of the robot with its
environment typically takes place via the conjugated vari-
ables of (generalized) velocity and force, whose product is
equal to power, it is not completely unreasonable to assume
that the environment, seen from the interaction port with
the robot, is, although unknown, a passive system. Thus
the converse passivity theorem treated in Section 4 gives a
clear rationale for the often expressed design and control
principle (Stramigioli, 2015; Colgate and Hogan, 1988)
that a controlled robot should be passive at its interaction
port with the unknown environment 1 . Differently from
Colgate and Hogan (1988); Stramigioli (2015), the proof of
the general nonlinear converse passivity theorem treated in
Section 4 will be based on the S-procedure lossless theorem
(see Megretski and Treil (1993) or (Jo¨nsson, 2001, Thm.
7)).
2. NOTATION AND PRELIMINARIES
Denote by Ln2 the set of R
n-valued Lebesgue square-
integrable functions:
1 The second author would like to thank Stefano Stramigioli for
many inspiring conversations on this and related subjects.
Ln2 :=
{
v : [0,∞)→ Rn :
‖v‖22 = 〈v, v〉 :=
∫ ∞
0
v(t)T v(t) dt <∞
}
.
Define the truncation operator
(PT v)(t) :=
{
v(t) t ∈ [0, T )
0 otherwise,
and the extended spaces
Ln2e := {v : [0,∞)→ R
n : PT v ∈ L2 ∀T ∈ [0,∞)}.
In what follows, the superscript n is often suppressed for
notational simplicity. Define the shift operator (STu)(t) =
u(t − T ) for T ≥ 0 and denote the identity system by
I : L2e → L2e. A system ∆ : L2e → L2e is said to be
causal if PT∆PT = PT∆ for all T ≥ 0. It is said to be
time-invariant if ST∆ = ∆ST for all T > 0. A causal ∆
is called bounded if its Lipschitz bound (Willems, 1971,
Section 2.4) is finite, i.e.
‖∆‖ := sup
T>0;‖PTu‖2 6=0
‖PT∆u‖2
‖PTu‖2
= sup
06=u∈L2
‖∆u‖2
‖u‖2
<∞.
∆ is said to be passive (Willems, 1972; van der Schaft,
2016) if
inf
T>0,u∈L2e
∫ T
0
u(t)T (∆u)(t) dt ≥ 0, (1)
strictly passive if there exists ǫ > 0 such that∫ T
0
u(t)T (∆u)(t) dt ≥ ǫ(‖PTu‖
2
2 + ‖PT∆u‖
2
2)
∀u ∈ L2e, T > 0, and output strictly passive if there exists
an ǫ > 0 such that∫ T
0
u(t)T (∆u)(t) dt ≥ ǫ‖PT∆u‖
2
2 ∀u ∈ L2e, T > 0.
Lemma 1. If ∆ is bounded, then passivity is equivalent to
inf
u∈L2
∫ ∞
0
u(t)T (∆u)(t) dt ≥ 0. (2)
Similarly, strict passivity and output strict passivity of ∆
are equivalent to∫ ∞
0
u(t)T (∆u)(t) dt ≥ ǫ(‖u‖22 + ‖∆u‖
2
2) ∀u ∈ L2
and ∫ ∞
0
u(t)T (∆u)(t) dt ≥ ǫ‖∆u‖22 ∀u ∈ L2,
respectively.
Proof. First, note that (2) can be obtained from (1) by
restricting u ∈ L2 and taking T to∞. Conversely, suppose
that (1) does not hold, then there exist T > 0 and u ∈ L2e
such that
∫ T
0
u(t)T (∆u)(t) dt < 0. Let u¯(t) := u(t) for
t ∈ [0, T ) and u¯(t) := 0 for t ≥ T . Then u¯ ∈ L2 and∫∞
0
u¯(t)T (∆u¯)(t) =
∫ T
0
u(t)T (∆u)(t) dt < 0. That is, (2) is
violated. This completes the proof for the first part of the
lemma. The rest of the lemma can be shown in a similar
fashion. ✷
The main object of study in this paper is the feedback
interconnection of causal systems Σ1 : L2e → L2e and
Σ2 : L2e → L2e described by
Σ1+
+
e2
e1
u2
u1
−
y1
y2
Σ2
Fig. 1. Feedback configuration
u1 = e1 − y2; u2 = e2 + y1;
y1 = Σ1u1; y2 = Σ2u2;
(3)
see Figure 1.
Definition 2. The feedback interconnection Σ1‖Σ2 is said
to be well-posed if the map (y1, y2) 7→ (e1, e2) defined by
(3) has a causal inverse F on L2e. It is finite-gain stable
if in addition to being well-posed, ‖F‖ < ∞. A well-
posed Σ1‖Σ2 is said to be passive if the map (e1, e2) 7→
(y1, y2) is passive. In the case where e2 = 0, the feedback
interconnection is said to be finite-gain stable if it is well-
posed and e1 7→ y1 is bounded.
3. FEEDBACK PASSIVITY
In this section, a simple proof that passivity of the closed-
loop system implies passivity of the open-loop compo-
nents is provided. Contrary to the state-space setting
in Kerber and van der Schaft (2011), the result adopts
the input-output perspective and is applicable to infinite-
dimensional systems, such as those modelled by time-delay
or partial differential equations.
Theorem 3. Given causal Σ1 and Σ2 for which Σ1‖Σ2 is
well posed, Σ1‖Σ2 is passive if, and only if, Σ1 and Σ2 are
passive.
Proof. (=⇒) By hypothesis,
inf
T>0,e1,e2∈L2e
∫ T
0
e1(t)
T y1(t) + e2(t)
T y2(t) dt ≥ 0.
Using (3) and the well-posedness of Σ1‖Σ2, this is equiv-
alent to
0 ≤ inf
T>0,u1,u2∈L2e
∫ T
0
(u1(t) + y2(t))
T y1(t)+
(u2(t)− y1(t))
T y2(t) dt
= inf
T>0,u1,u2∈L2e
∫ T
0
u1(t)
T y1(t) + u2(t)
T y2(t) dt
This implies that
inf
T>0,u1∈L2e
∫ T
0
u1(t)
T y1(t) dt ≥ 0
(by setting u2 = 0) and
inf
T>0,u2∈L2e
∫ T
0
u2(t)
T y2(t) dt ≥ 0
(by setting u1 = 0), which are equivalent to passivity of
Σ1 and Σ2, respectively.
(⇐=) This direction is well-known in the literature and
can be shown by reversing the arguments above. ✷
4. PASSIVITY AS A NECESSARY AND SUFFICIENT
CONDITION FOR STABLE INTERACTION
In this section we show that a necessary and sufficient
condition in order that the closed-loop system arising
from interconnecting a given system to an unknown, but
passive, system is stable, is that the system is passive itself.
We will formulate three slightly different versions of this
main result.
Theorem 4. Given a bounded time-invariant Σ1, the feed-
back interconnection Σ1‖Σ2 is finite-gain stable for all
bounded passive Σ2 if, and only if, Σ1 is strictly passive.
Proof. Sufficiency is well known in the literature. Indeed,
by Lemma 1, strict passivity of Σ1 and passivity of Σ2
yield
ǫ(‖y1‖
2
2 + ‖u1‖
2
2) ≤ 〈u1, y1〉+ 〈u2, y2〉
= 〈e1 − y2, y1〉+ 〈e2 + y1, y2〉
= 〈e1, y1〉+ 〈e2, y2〉.
Therefore,
‖y1‖
2
2 + 〈e1 − y2, e1 − y2〉 ≤
1
ǫ
(〈e1, y1〉+ 〈e2, y2〉)
or
‖y1‖
2
2 + ‖y2‖
2
2 − 2〈e1, y2〉+ ‖e1‖
2
2 ≤
1
ǫ
(〈e1, y1〉+ 〈e2, y2〉)
It follows that
‖y‖22 ≤ 2〈e1, y2〉+
1
ǫ
〈e, y〉 ≤
(
2 +
1
ǫ
)
‖e‖2‖y‖2,
where y := (y1, y2)
T and e := (e1, e2)
T and the Cauchy-
Schwarz inequality has been used.
To show necessity, define
H := {h = (u1, u2, e1, e2) ∈ L2 | u2 = e2 + Σ1u1}.
Note that if h ∈ H, then STh ∈ H for all T ≥ 0 due
to the time-invariance of Σ1. Define the quadratic forms
σi : H → R, i = 0, 1, as
σ0(u1, u2, e1, e2) :=
〈
u1
u2
e1
e2

 ,


I 0 0 0
0 I 0 0
0 0 −γI 0
0 0 0 −γI




u1
u2
e1
e2


〉
σ1(u1, u2, e1, e2) :=
〈
u1
u2
e1
e2

 , 1
2


0 −I 0 0
−I 0 I 0
0 I 0 0
0 0 0 0




u1
u2
e1
e2


〉
.
By Lemma 1, stability of Σ1‖Σ2 for all bounded passive
Σ2 implies the existence of γ > 0 such that
σ0(u1, u2, e1, e2) ≤ 0 ∀(u1, u2, e1, e2) ∈ H
such that σ1(u1, u2, e1, e2) ≥ 0.
This is equivalent, via the S-procedure lossless theorem
(see Megretski and Treil (1993) or (Jo¨nsson, 2001, Thm.
7)), to the existence of τ ≥ 0 such that
σ0(u1, u2, e1, e2) + τσ1(u1, u2,e1, e2) ≤ 0
∀(u1, u2, e1, e2) ∈ H.
In the subset {(u1, u2, 0, 0) ∈ L2 | u2 = Σ1u1} ⊂ H, this
implies that
‖Σ1u1‖
2
2 + ‖u1‖
2
2 − τ〈u1,Σ1u1〉 ≤ 0 ∀u1 ∈ L2.
Equivalently,
τ〈u1,Σ1u1〉 ≥ ‖Σ1u1‖
2
2 + ‖u1‖
2
2 ∀u1 ∈ L2.
It is obvious from the inequality above that τ 6= 0, hence
〈u1,Σ1u1〉 ≥
1
τ
(‖Σ1u1‖
2
2 + ‖u1‖
2
2) ∀u1 ∈ L2,
i.e. Σ1 is strictly passive, by Lemma 1. ✷
Certainly from a state space point of view the above
theorem has the drawback of relying on strict passivity,
since it is known that input strict passivity can only
occur for systems with direct feedthrough terms. Thus,
it excludes a large class of physical systems. The following
alternative version avoids this problem by relying only on
output strict passivity.
Σ1+
+
e˜2
e1
u2
u1
−
y1
Σ2
ǫI
ǫI
+
−
y2
+
−
Σ˜2
Σ˜1
u˜2
y˜1
Fig. 2. Loop transformation
Theorem 5. Given a bounded time-invariant Σ˜1, the feed-
back interconnection Σ˜1‖Σ˜2 is finite-gain stable for all
output strictly passive Σ˜2 if, and only if, Σ˜1 is output
strictly passive.
Proof. Sufficiency is well known in the literature and can
be shown in a similar manner using the arguments in
the sufficiency proof for Theorem 4. For necessity, note
that any output strictly passive Σ˜2 can be written as the
negative feedback interconnection of Σ2 and ǫI for some
bounded passive Σ2 and ǫ > 0; see Figure 2. To see this, let
Σ2 be bounded and observe by Lemma 1 that Σ˜2 satisfies∫ ∞
0
u˜2(t)
T y2(t) dt ≥ ǫ‖y2‖
2
2 ∀u˜2 ∈ L2,
whereby∫ ∞
0
(u˜2(t)− ǫy2(t))
T y2(t) dt =
∫ ∞
0
u2(t)
T y2(t) dt ≥ 0.
The last inequality holds for all u2 ∈ L2, since given any
u2 ∈ L2, u˜2 := (I + ǫΣ2)u2 ∈ L2 yields the desired u2.
Therefore, it follows that Σ2 is passive. By the same token,
the negative feedback interconnection of a bounded passive
Σ2 and ǫI with ǫ > 0 is necessarily output strictly passive.
By defining Σ1 := Σ˜1 + ǫI as illustrated in Figure 2,
one obtains the loop transformation configuration therein.
Consequently, the finite-gain stability of the feedback
interconnection Σ˜1‖Σ˜2 in Figure 2 is equivalent to that
of Σ1‖Σ2 in Figure 1 (Green and Limebeer, 1995, Section
3.5). Application of Theorem 4 then yields that Σ1 is
strictly passive. For sufficiently small ǫ > 0, it then follows
that Σ˜1 = Σ1 − ǫI is output strictly passive. ✷
Another feature of Theorem 4 is the fact that it requires
an external signal e2, which is not the typical case in
robotics applications. This motivates the following version
of converse passivity theorem. Recall that an output
strictly passive system has finite L2-gain (van der Schaft,
2016).
Theorem 6. Given a bounded time-invariant Σ1, the feed-
back interconnection Σ1‖Σ2 (with e2 = 0) has finite L2-
gain from e1 to y1 for all passive Σ2 if, and only if, Σ1 is
output strictly passive.
Proof. Sufficiency is well known in the literature. Indeed,
if Σ1 is output strictly passive and Σ2 is passive, then for
some ε > 0
〈e1, y1〉 = 〈u1 + y2, y1〉
= 〈u1, y1〉+ 〈y2, y1〉
= 〈u1, y1〉+ 〈u2, y2〉 ≥ ε‖y1‖
2
2,
showing that the closed-loop system is ε-output strictly
passive, and hence has L2-gain ≤
1
ε
.
To show necessity, define
H := {h = (u1, y1, e1) ∈ L2 | y1 = Σ1u1}.
Note that if h ∈ H, then STh ∈ H for all T ≥ 0 due
to the time-invariance of Σ2. Define the quadratic forms
σi : H → R, i = 0, 1, as
σ0(u1, y1, e1) :=
1
2
〈[
u1
y1
e1
]
,

0 0 00 I 0
0 0 −γ2I

[u1y1
e1
]〉
σ1(u1, y1, e1) :=
1
2
〈[
u1
y1
e1
]
,
[
0 −I 0
−I 0 I
0 I 0
][
u1
y1
e1
]〉
.
By Lemma 1, stability of Σ1‖Σ2 for all bounded passive
Σ1 implies the existence of γ such that
σ0(u1, y1, e1) ≤ 0 ∀(u1, y1, e1) ∈ H
such that σ1(u1, y1, e1) ≥ 0.
This is equivalent, via the S-procedure lossless theorem
(see Megretski and Treil (1993) or (Jo¨nsson, 2001, Thm.
7)), to the existence of τ ≥ 0 such that
σ0(u1, y1, e1) + τσ1(u1, y1, e1) ≤ 0 ∀(u1, y1, e1) ∈ H.
This implies that
−τ〈u1, y1〉+τ〈e1, y1〉+
1
2
‖y1‖
2
2−
1
2
γ2‖e1‖
2
2 ≤ 0 ∀e1 ∈ L2,
and thus in the subset {(u1, y1, 0) ∈ L2 | y1 = −Σ1u1} ⊂
H, this yields
〈u1, y1〉 ≥
1
2τ
‖y1‖
2
2 ∀u1 ∈ L2,
i.e., Σ2 is output strictly passive, by Lemma 1. ✷
In the case of linear single-input single-output systems, a
version of the above theorem was proved before in Colgate
and Hogan (1988), using an argument based on Nyquist
stability theory 2 .
5. CONCLUSIONS
Several versions of converse passivity theorems for nonlin-
ear systems are provided. Besides contributing to robust
control theory, these fundamental results have implications
in the field of robotics, as described in the introduction.
Future work will involve seeking similar results within the
context of large-scale interconnected systems.
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