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SEMIREGULAR ELEMENTS IN CUBIC VERTEX-TRANSITIVE
GRAPHS AND THE RESTRICTED BURNSIDE PROBLEM
PABLO SPIGA
Abstract. In this paper, we prove that the maximal order of a semiregular
element in the automorphism group of a cubic vertex-transitive graph Γ does
not tend to infinity as the number of vertices of Γ tends to infinity. This gives
a solution (in the negative) to a conjecture of Peter Cameron, John Sheehan
and the author [4, Conjecture 2].
However, with an application of the positive solution of the restricted Burn-
side problem, we show that this conjecture holds true when Γ is either a Cayley
graph or an arc-transitive graph.
1. Introduction
In this paper graphs are finite, connected, with no loops and with no multiple
edges. A graph Γ is cubic if it is regular of valency 3 and vertex-transitive if its
automorphism group Aut(Γ) acts transitively on the vertices of Γ.
A permutation g of a finite set Ω is said to be semiregular if 1 is the only
element of the cyclic group 〈g〉 fixing some point of Ω, that is, in the disjoint cycle
decomposition of g all cycles have the same length. By analogy, an automorphism
g of a graph Γ is semiregular if g is a semiregular permutation in its action on the
vertices of Γ.
An old conjecture of Marusˇicˇ, Jordan and Klin asserts that every finite vertex-
transitive graph admits a non-identity semiregular automorphism. This conjecture
was first proposed in 1981 by Marusˇicˇ [15, Problem 2.4], then was posed again by
Jordan [12], and was finally refined by Klin [13] in 1988. Now, this wide-open con-
jecture is known as the Polycirculant conjecture and is one of the most interesting
old-standing problems in the theory of finite permutation groups. We refer to [2, 3]
for more details on this beautiful problem and to [7, 8, 14] for some remarkable
evidence towards this conjecture.
Marusˇicˇ and Scapellato [16] have shown that every cubic vertex-transitive graph
admits a non-identity semiregular automorphism and hence they have settled the
Polycirculant conjecture for the automorphism group of a cubic vertex-transitive
graph. In their nice argument there is little information on the order of the semiregu-
lar automorphisms. In fact, their proof allows the existence of cubic vertex-transitive
graphs admitting non-identity semiregular automorphisms of order only 2. However,
empirical evidence suggests that cubic vertex-transitive graphs do have semiregular
automorphisms of large order, as the number of vertices of the graph grows. To
make this statement precise, Cameron, Sheehan and the author have proposed the
following conjecture [4, Conjecture 2].
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Conjecture 1.1. There exists a function f : N→ N with limn→∞ f(n) =∞ such
that, if Γ is a cubic vertex-transitive graph with n vertices, then Γ has a semiregular
automorphism of order at least f(n).
A short answer to this open problem is “no”.
Theorem 1.2. There exists no function f satisfying Conjecture 1.1.
However, much lies behind this laconic answer and, in fact, we prove that Con-
jecture 1.1 holds true for a large class of cubic vertex-transitive graphs. Let X be
a group and let Y be an inverse-closed and identity-free subset of X . The Cayley
graph Cay(X,Y ) has vertex-set X and two vertices x and x′ are adjacent if and
only if x(x′)−1 ∈ Y . We say that a graph Γ is a Cayley graph if Γ ∼= Cay(X,Y ),
for some group X and some subset Y ⊆ X . Moreover, a graph Γ is said to be
arc-transitive if Aut(Γ) acts transitively on the ordered pairs of adjacent vertices
of Γ.
The restricted Burnside problem [23, Section 1.1] asks whether there exists a
function g : N × N → N such that, if G is a finite d-generated group of exponent
e, then |G| ≤ g(d, e). In this paper, we use the positive solution of the restricted
Burnside problem [24, 25] to prove the following.
Theorem 1.3. There exists a function f : N → N with limn→∞ f(n) = ∞ such
that, if Γ is a cubic Cayley or arc-transitive graph with n vertices, then Γ has a
semiregular automorphism of order at least f(n).
Before concluding this introductory section and moving to the proof of Theo-
rems 1.2 and 1.3 we show that Conjecture 1.1 is very much related to the restricted
Burnside problem with d = 3. In fact, for some families of cubic graphs, Conjec-
ture 1.1 is equivalent to the restricted Burnside problem (for the class of finite
groups generated either by three involutions or by one involution and one non-
involution).
Recall that a graph is called a graphical regular representation or GRR if its
automorphism group acts regularly on its vertices. Now, if Γ is a GRR, then every
element of Aut(Γ) is semiregular. In particular, Conjecture 1.1 restricted to a cubic
GRR Γ asks whether the maximal element order of Aut(Γ) tends to infinity as
the number of vertices of Γ tends to infinity. Clearly, as Aut(Γ) acts regularly
on the vertices of Γ, we get that Γ has |Aut(Γ)| vertices. Moreover, a moment’s
thought gives that the maximal element order of Aut(Γ) tends to infinity if and
only if the exponent of Aut(Γ) tends to infinity. Finally, as Γ is cubic, the group
Aut(Γ) is generated either by three involutions or by one involution and one non-
involution. This shows that this particular instance of Conjecture 1.1 is equivalent
to the restricted Burnside problem with d = 3: in fact, the exponent of Aut(Γ)
tends to infinity if and only if |Aut(Γ)| tends to infinity.
Now, [19, Theorem 1.2] shows that the class of cubic GRRs is far from being
sparse and indeed McKay and Praeger conjecture [17] that most cubic vertex-
transitive graphs are GRRs. In particular, Conjecture 1.1 for cubic GRRs is a
rather interesting and important case.
Observe that ultimately the proof of Theorem 1.3 relies on the Classification of
the Finite Simple Groups. In fact, the Hall-Higman reduction [10] of the restricted
Burnside problem to the case of prime-power exponent uses the Schreier conjecture.
So, since our proof of Theorem 1.3 is inevitably dependent upon the CFSGs, we
feel free to use such a powerful tool in other parts of our argument.
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Finally, we do not try to optimize the choice of the function f in Theorem 1.3
(which we believe grows rather slowly) and we prove only an “existence” result. For
example, using the recent census of cubic vertex-transitive graphs [18], we see that
there exists a cubic Cayley graph Γ with 1152 vertices and admitting semiregular
automorphisms of order at most 6. For a rather more exotic example see Section 2.
We conclude this introductory section, by pointing out the following result that
is needed in our proof of Theorem 1.3 and that might be of independent interest.
(A graph Γ is said to be G-vertex-transitive if G is a subgroup of Aut(Γ) acting
transitively on the vertex-set V Γ of Γ.)
Theorem 1.4. There exists a function f : N× N→ N with
lim
n→∞
f(n,m) =∞, for each m ∈ N,
such that, if Γ is a cubic G-vertex-transitive graph with n vertices and N is a
minimal normal subgroup of G with m orbit on V Γ, then G contains a semiregular
element of order at least f(n,m).
1.1. Structure of the paper. The structure of this paper is straightforward. In
Section 2, we study a cubic graph related to the Burnside group B(3, 6), this should
highlight once again the relationship between Conjecture 1.1 and the restricted
Burnside problem. In Section 3, we collect some basic results on cubic vertex-
transitive graphs and on non-abelian simple groups. In Section 4, we first prove
Theorem 1.4 and then Theorem 1.3. We prove Theorem 1.2 in Section 5.
2. The group B(3, 6) and one interesting example
For positive integers d and e, the Burnside group B(d, e) is the freest group
on d generators with exponent e. From [10], we see that B(3, 6) is actually finite
and, in fact, |B(3, 6)| = 243753833. This gives that the largest group of exponent
6 and generated by an involution and by an element of order 6 is also finite. This
group is denoted by C(2, 6) in [11] and it is shown that |C(2, 6)| = 24 · 37 = 34992.
Moreover, a presentation for C(2, 6) with two generators a and b, where a2 = b6 = 1,
and sixteen relators is given in [11, Section 5, page 3633].
Using the computer algebra system magma [1], we have constructed the Cayley
graph Γ = Cay(C(2, 6), {a, b, b−1}) and the automorphism group Aut(Γ). In partic-
ular, we have checked that |Aut(Γ)| = 2 · |C(2, 6)| and hence Aut(Γ) consists merely
of the right regular translations by C(2, 6) and of the automorphism ϕ of C(2, 6)
fixing a and mapping b to b−1. With another computation we see that abϕ has order
12 and is semiregular. So, the largest order of a semiregular element of Aut(Γ) is 12.
This gives that in Theorem 1.3 we have f(34992) ≤ 12. So, although Theorem 1.3
shows that limn→∞ f(n) = ∞, we see that the growth rate is conceivably rather
slow.
We are confident that the Burnside group B(3, 6) is a rich source of other exotic
examples of this form. However, because of the computational complexity, we did
not try to construct larger cubic Cayley graphs.
Finally, we stress again that since we only prove the existence of a function f
satisfying Theorem 1.3, we do not try (by any means) to obtain the best bounds in
the arguments in the next sections.
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3. Some basic results
A graph Γ is said to be G-arc-transitive if G is a subgroup of Aut(Γ) acting
transitively on the arcs of Γ, that is, on the ordered pairs of adjacent vertices of Γ.
Given a vertex α of Γ, we let Gα be the vertex-stabiliser of α and we let G
[1]
α
be the pointwise stabiliser of the neighbourhood Γα of α. In particular, Gα/G
[1]
α
is isomorphic to the permutation group GΓαα induced by the action of Gα on Γα.
Moreover, for a subgroup H of G we write αH for the H-orbit containing α, that
is, αH = {αh | h ∈ H}. Finally, given another vertex β of Γ, we denote by d(α, β)
the length of a shortest path from α to β.
We start our analysis with some preliminary remarks.
Lemma 3.1. Let Γ be a connected cubic G-vertex-transitive graph and let α be
a vertex of Γ. Then G
[1]
α is a 2-group. Moreover, either Gα is a 2-group, or Γ is
G-arc-transitive and |Gα| = 3 · 2
s, for some s ≥ 0. In particular, every element of
G of order coprime to 2 and 3 is a semiregular element.
Proof. We start by showing that G
[1]
α is a 2-group. We argue by contradiction and
we let g be an element of G
[1]
α of prime order p > 2. Let γ be a vertex of Γ at
minimal distance from α with γg 6= γ. Write d = (α, γ). As g fixes pointwise Γα,
we must have d ≥ 2. Let α = α0, . . . , αd−1, αd = γ be a path of length d from α
to γ in Γ. By minimality, αgd−1 = αd−1 and hence g induces a permutation of the
neighbourhood Γαd−1 fixing αd−2. Since Γ is cubic and since |g| > 2, we see that g
fixes pointwise Γαd−1 . However, this contradicts γ
g 6= γ.
Now, Gα/G
[1]
α is isomorphic to a subgroup of Sym(Γα). As | Sym(Γα)| = 6, the
rest of the proof follows easily. 
Lemma 3.2. Let Γ be a connected cubic G-vertex-transitive graph. Then G contains
a 3-generated subgroup transitive on V Γ. Moreover, if Γ is also G-arc-transitive,
then G contains a 6-generated arc-transitive subgroup.
Proof. We prove the two parts of this lemma simultaneously. Fix α a vertex of Γ.
For each β ∈ Γα, choose gβ ∈ G with α
gβ = β. Moreover, if G is arc-transitive,
then fix β0 ∈ Γα and, for each β ∈ Γα, choose xβ ∈ Gα with β
xβ
0 = β. Write
H = 〈gβ | β ∈ Γα〉 and, if G is arc-transitive, write also K = 〈gβ , xβ | β ∈ Γα〉.
Clearly, H is 3-generated and K is 6-generated .
Write ∆ = αH . Let δ ∈ ∆. So, δ = αh, for some h ∈ H . As Γα ⊆ ∆, we get
Γδ = Γαh = Γ
h
α ⊆ ∆
h = ∆. Since δ is an arbitrary element of ∆, this shows that
the subgraph induced by Γ on ∆ is cubic. As Γ is connected, we must have ∆ = V Γ
and hence H is transitive on V Γ. By construction Kα is transitive on Γα and hence
K is arc-transitive. 
Using a celebrated theorem of Tutte [22] one can (if minded so) replace 6 by
3 in the statement of Lemma 3.2. We conclude this section with three lemmas on
non-abelian simple groups.
Lemma 3.3. There exists a function ν : N→ N with limn→∞ ν(n) =∞ such that,
if T is a non-abelian simple group of order n and R is a {2, 3}-subgroup of T , then
|T : R| ≥ ν(n).
Proof. We argue by contradiction and we assume that there exists no such function
ν. This means that there exist
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(i): a positive integer c,
(ii): an infinite family of non-abelian simple groups {Tm}m∈N and
(iii): a family {Rm}m∈N of {2, 3}-groups
with |Tm| < |Tm+1|, Rm ≤ Tm and |Tm : Rm| ≤ c, for every m ∈ N.
Observe that by the Burnside’s pαqβ-theorem, Rm is a proper subgroup of Tm.
Let Km be the core of Rm in Tm. Since Tm is a non-abelian simple group, we have
Km = 1. Clearly, |Tm| = |Tm : Km| ≤ |Tm : Rm|! ≤ c!. However this contradicts
limm→∞ |Tm| =∞. 
Given two integers x and f with x ≥ 2 and f ≥ 1, a prime r is said to be a
primitive prime divisor for xf − 1 if r divides xf − 1 and if r is coprime to xs − 1,
for each 1 ≤ s < f .
Lemma 3.4. Let x and f be integers with x ≥ 2 and f ≥ 1. Then xf − 1 has no
primitive prime divisors if and only if either (x, f) = (2, 6) or (x, f) = (2y − 1, 2)
for some y ∈ N. If r is a primitive prime divisor for xf − 1, then r ≥ f + 1.
Proof. The first part follows from [26]. Now, let r be a primitive prime divisor for
xf − 1. A computation shows that r divides xm − 1 if and only if m is a multiple
of f . As r divides xr−1 − 1 by Fermat’s little theorem, we deduce that f divides
r − 1. Thus r − 1 ≥ f and r ≥ f + 1. 
For the proof of the following lemma we recall the definition of Lie rank of a
simple group of Lie type G, here we follow [5, Sections 13.1, 13.2]. Now, G is a
group with a (B,N)-pair and the Weyl group W of this (B,N)-pair is a reflection
group generated by a set of simple reflections. The number of simple reflections is
defined to be the Lie rank of G. So, for instance, PSU3(q) has Lie rank 1. (The
order of the Weyl group W for untwisted groups is given in [5, Section 3.6] and for
twisted groups is given in [5, Section 13.3].)
Lemma 3.5. There exists a function µ : N→ N with limn→∞ µ(n) =∞ such that,
if T is a non-abelian simple group of order n, then T contains an element t of order
coprime to 2 and 3 and with |t| ≥ µ(n).
Proof. We argue by contradiction and we assume that there exists no such function
µ. This means that there exist a constant c and an infinite family of non-abelian
simple groups {Tm}m∈N such that, |Tm| < |Tm+1| and every element of order co-
prime to 2 and 3 in Tm has order at most c, for every m ∈ N.
Suppose that {Tm}m∈N contains a subsequence {Tms}s∈N such that, for every
s ∈ N, the group Tms is isomorphic either to an alternating group of degree ds or
to a group of Lie type of Lie rank ds, and lims→∞ ds =∞.
Let s0 ∈ N with ds ≥ 5, for every s ≥ s0. Now, we see that ds!/2 divides
the order of Tms (if Tms
∼= Alt(ds), then this is clear, and if Tms is a group of
Lie type of Lie rank ds, then ds!/2 divides the order of the Weyl group of Tms
and hence the order of Tms). From Bertrand’s postulate, there exists a prime ps
with ds/2 < ps ≤ ds. Observe that ps /∈ {2, 3} for every s ≥ s0. In particular,
for every s ≥ s0, the group Tms contains an element of order ps coprime to 2
and 3. As lims→∞ ps = lims→∞ ds = ∞, we contradict our choice of {Tm}m∈N.
This shows that there exists a constant r such that, for every m ∈ N, the group
Tm is either a sporadic simple group, or an alternating group of degree ≤ r, or a
group of Lie type of Lie rank ≤ r. In particular, since there are only finitely many
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sporadic simple groups and alternating groups in the family {Tm}m∈N, by replacing
{Tm}m∈N with a proper infinite subfamily if necessary, we may assume that every
element in {Tm}m∈N is a group of Lie type of Lie rank ≤ r. Moreover, since there
is only a finite number of possible ranks for the groups in {Tm}m∈N, there exists a
positive integer l such that, by replacing {Tm}m∈N with a proper infinite subfamily
if necessary, every element in {Tm}m∈N is a group of Lie type of Lie rank l.
Suppose that {Tm}m∈N contains a subsequence {Tms}s∈N such that, for every
s ∈ N, the group Tms is a group of Lie type in characteristic ps, and lims→∞ ps =∞.
Since Tms contains an element of order ps, we contradict our choice of {Tm}m∈N.
This shows that there exists a constant r such that, for every m ∈ N, the group Tm
is a group of Lie type in characteristic p with p ≤ r. Since there are only finitely
many primes ≤ r, arguing as above, we may assume that every element in {Tm}m∈N
is a group of Lie type in characteristic p, for a fixed prime p.
Observe that there is only a finite number of Lie types. So, as usual, we may
assume that every element in {Tm}m∈N is of the same Lie type.
Summing up, for every m ∈ N, we have Tm = Ll(pfm), for some fm ∈ N (where
we denote by Ll(p
f ) the group of Lie type L, of Lie rank l, in characteristic p and
defined over the field pf ). Let m0 ∈ N such that fm ≥ 7, for every m ≥ m0.
For m ∈ N, let em be the order of the Schur multiplier of Tm (for each group of
Lie type the order of the Schur multiplier can be found in [6, Table 6, page xvi]).
Observe that em is bounded above by a function of l. Now, from [6, Table 6,
page xvi], we see that (pfm − 1)/em divides |Tm|. For m ≥ m0, by Lemma 3.4 there
exists a primitive prime divisor rm for p
fm − 1 and, moreover, rm ≥ fm+1. As Tm
contains an element of order rm and as limm→∞ rm = limm→∞ fm =∞, we obtain
a final contradiction. 
Lemma 3.6 is inspired by [20, Lemma 14] and part of its proof is taken directly
from [20, Section 3] (unfortunately we were unable to readily deduce the statement
of Lemma 3.6 from [20, Lemma 14]).
Lemma 3.6. Let T be a non-abelian simple group, let ℓ ≥ 1, let ℓ′ be a divisor of
ℓ, let S1, . . . , Sℓ′ be proper subgroups of T and let M be an m-generated subgroup
of T ℓ. Suppose that
T ℓ =M
(
(S1)
ℓ
ℓ′ × · · · × (Sℓ′)
ℓ
ℓ′
)
.
Then (ℓ/ℓ′) ≤ |T |m.
Proof. For j ∈ {1, . . . , ℓ}, denote by Tj the jth direct factor of T
ℓ. Moreover, for
each i ∈ {1, . . . , ℓ′}, write
Ni = T (i−1)ℓ
ℓ′
+1
× T (i−1)ℓ
ℓ′
+2
× · · · × T iℓ
ℓ′
.
Clearly, Ni ∼= T
ℓ
ℓ′ and T ℓ = N1 × N2 × · · · × Nℓ′ . For i ∈ {1, . . . , ℓ
′}, denote
by πi : T
ℓ → Ni the natural projection and write Mi = πi(M). Clearly, Mi is
m-generated and
(1) T
ℓ
ℓ′ =Mi S
ℓ
ℓ′
i .
This shows that in the proof of this lemma we may assume that ℓ′ = 1.
We argue by contradiction and we suppose that ℓ > |T |m. Let g1, . . . , gm be m
generators of M . For each i ∈ {1, . . . ,m}, we have gi = (ti,1, . . . , ti,ℓ), for some
ti,j ∈ T . Since the entries {t1,j}j of the element g1 are in T and since T has |T |
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elements, the pigeon-hole principle gives that there exist at least ℓ/|T | coordinates
on which g1 is constant. In other words, there exists X1 ⊆ {1, . . . , ℓ} with |X1| ≥
ℓ/|T | and with t1,j = t1,j′ , for each j, j
′ ∈ X1. Arguing in a similar manner with the
element g2 and with the coordinates labelled from the elements of X1, we obtain
that there exists X2 ⊆ X1 with |X2| ≥ |X1|/|T | and with t2,j = t2,j′ , for each
j, j′ ∈ X2. In particular, |X2| ≥ ℓ/|T |
2. Now, an inductive argument gives that
there exists a subset Xm ⊆ {1, . . . , ℓ} with |Xm| ≥ ℓ/|T |
m and with ti,j = ti,j′ , for
every i ∈ {1, . . . ,m} and for every j, j′ ∈ Xm.
As we are assuming that ℓ > |T |m, we obtain |Xm| ≥ 2. Relabelling the index set
{1, . . . , ℓ} if necessary, we may assume that 1, 2 ∈ Xm. Now, consider π : N → T
2
the natural projection onto the first two coordinates and consider the diagonal
subgroup D = {(t, t) ∈ T 2 | t ∈ T } of T 2. By construction we have π(M) ≤ D. So,
by applying π on both sides of (1), we obtain
(2) T 2 = π(M)(S1 × S1) = D(S1 × S1).
Let t be an element of T \ S1. From (2), we have (1, t) = (a, a)(b, c) for some
a ∈ T and b, c ∈ S1. This yields a = b
−1 ∈ S1 and t = ac ∈ S1, a contradiction.
This contradiction arose from the assumption ℓ > |T |m. Hence ℓ ≤ |T |m and the
lemma is proved. 
4. Proof of Theorems 1.3 and 1.4
Proof of Theorem 1.4. Without loss of generality, we may assume our graphs to be
connected. So, let Γ be a connected cubic G-vertex-transitive graph with n vertices
and let N be a minimal normal subgroup of G with m orbits on V Γ.
Let O1, . . . ,Om be the orbits of N on V Γ. We show that Γ contains m vertices
β1, . . . , βm, with βi ∈ Oi for every i, such that the subgraph induced by Γ on
{β1, . . . , βm} is connected. Let X be a subset of vertices of Γ of maximal size with
the properties
(i): |X ∩ Oi| ≤ 1 for every i ∈ {1, . . . ,m}, and
(ii): the subgraph induced by Γ on X is connected.
If |X | = m, then the claim is proved. Suppose then that |X | = l < m. Without
loss of generality we may assume that X = {β1, . . . , βl}. Let γ be a vertex in Ol+1.
Since Γ is connected, there exists a path β1 = γ1, . . . , γu = γ in Γ from β1 to γ. Let
i be minimal such that
γi /∈
l⋃
j=1
Oj .
In particular, i ≥ 2 and γi−1 ∈ Ok for some k ≤ l. Since N is transitive on Ok,
there exists g ∈ N such that βk = γ
g
i−1. So, γ
g
i is adjacent to βk and γ
g
i /∈ ∪
l
j=1Oj .
Set X ′ = X ∪ {γgi }. By construction, X ⊂ X
′, the subgraph induced by Γ on X ′ is
connected and X ′ contains at most one vertex from each Oi. This contradicts the
maximality of X . Thus |X | = m and the claim is proved.
Fix β1, . . . , βm, with βi ∈ Oi for every i ∈ {1, . . . ,m}, such that the subgraph
induced by Γ on {β1, . . . , βm} is connected.
For each i ∈ {1, . . . ,m}, write Γβi = {βi,1, βi,2, βi,3}. Now, for each i ∈ {1, . . . ,m}
and j ∈ {1, 2, 3}, there exists a unique ki,j ∈ {1, . . . ,m} with βi,j ∈ Oki,j . So, choose
gi,j ∈ N with β
gi,j
i,j = βki,j and set
M = 〈gi,j | i ∈ {1, . . . ,m}, j ∈ {1, 2, 3}〉.
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Observe that M is 3m-generated.
We claim that the orbits of M on V Γ are exactly O1, . . . ,Om. Write ∆ = β
M
1 ∪
· · · ∪ βMm . Observe that from the definition of M , we have Γβi ⊆ ∆, for each i ∈
{1, . . . ,m}. From this it follows that Γδ ⊆ ∆, for each δ ∈ ∆. Now, recalling
that the subgraph induced by Γ on {β1, . . . , βm} is connected, it follows from a
connectedness argument that the subgraph induced by Γ on ∆ is cubic. As Γ is
itself cubic, we must have V Γ = ∆, from which our claim follows. We obtain
(3) N =MNγ , for every γ ∈ V Γ.
As N is a minimal normal subgroup of G, we have N = T1 × · · · × Tℓ, where
ℓ ≥ 1 and where T1, . . . , Tℓ are pairwise isomorphic simple groups (here Ti is possibly
abelian).
Suppose that N is soluble, that is, Ti is cyclic of prime order p, for some prime
p. Assume that Nγ = 1, for γ ∈ V Γ. Thus M = N and hence N is 3m-generated.
Clearly, this gives ℓ ≤ 3m and hence |N | ≤ p3m. In particular, n = |V Γ| ≤ mp3m.
As the elements of N are semiregular, we see that G contains a semiregular element
of order p. Finally, since p ≥ (n/m)
1
3m and since limn(n/m)
1
3m = ∞, the lemma
follows.
Assume that Nγ 6= 1. So, p ∈ {2, 3} by Lemma 3.1. Now |N : Nγ | ≤ |M | ≤
p3m ≤ 33m. In particular, Γ has order at most m · 33m. As the number of vertices
of Γ is bounded above by a function of m, there is nothing to prove in this case.
Suppose that N is not soluble, that is, Ti is a non-abelian simple group, for
each i ∈ {1, . . . ,m}. Denote by πi : N → Ti the natural projection onto the ith
direct factor of N . Denote by K the kernel of the action of G on N -orbits, that is,
K = ∩α∈V Γ(GαN). In particular,
K = KγN, for every γ ∈ V Γ.
As N has m orbits on V Γ, we have |G : K| ≤ m!.
Since N is a minimal normal subgroup of G, the group G acts transitively by
conjugation on the set of the simple direct summands {T1, . . . , Tℓ} of N . Moreover,
as K E G and as |G : K| ≤ m!, we obtain that K has at most m! orbits on
{T1, . . . , Tℓ}. Denote by ℓ
′ the number of K-orbits on {T1, . . . , Tℓ}. So, ℓ
′ ≤ m!.
Moreover, observe that as K = KγN (for γ ∈ V Γ) and as N acts trivially by
conjugation on {T1, . . . , Tℓ}, we have that K and Kγ have exactly the same orbits
on {T1, . . . , Tℓ}.
Now, fix α ∈ V Γ and write Si = πi(Nα). Since Nα is a {2, 3}-group, so is
Si. From the Burnside’s p
αqβ-theorem, we have Si 6= T and hence Si is a proper
subgroup of T . Clearly, Nα ≤ S1× · · ·×Sℓ. Since NαEKα, we see that Kα acts by
conjugation on the set {S1, . . . , Sℓ}. Moreover, as Kα has ℓ
′ orbits on {T1, . . . , Tℓ}
each of size ℓ/ℓ′, we get that Kα has exactly ℓ
′ orbits on {S1, . . . , Sℓ} each of size
ℓ/ℓ′. Let Si1 , . . . , Siℓ′ be representatives for the orbits of Kα on {S1, . . . , Sℓ}. Thus
we have
S1 × · · · × Sℓ ∼= (Si1)
ℓ
ℓ′ × · · · × (Siℓ′ )
ℓ
ℓ′ .
Observe further that as N ∼= T ℓ1 and Aut(N)
∼= Aut(T1)wr Sym(ℓ), the above
isomorphism is induced by an automorphism η of the whole of N .
From (3), we have
N = Nη = (MNα)
η =MηNηα ≤M
η
(
(Si1 )
ℓ
ℓ′ × · · · × (Siℓ′ )
ℓ
ℓ′
)
= N
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and we are in the position to apply Lemma 3.6 (withM replaced byMη,m replaced
by 3m, and S1, . . . , Sℓ′ replaced by Si1 , . . . , Sℓ′). We obtain (ℓ/ℓ
′) ≤ |T |3m. Recalling
that ℓ′ ≤ m!, we get ℓ ≤ |T |3mm!.
Observe that each N -orbit has size at most |N | = |T |ℓ and at least |N : Rℓ| =
|T : R|ℓ, where R is a {2, 3}-subgroup of maximal size of T . By Lemma 3.3, we get
mν(|T |)ℓ ≤ n ≤ m|T |ℓ.
As ℓ is bounded above by a function of |T | and m only, we see that the order of Γ is
trapped between two functions depending only on |T | and m. So, the proof follows
from Lemma 3.5. 
In view of Theorem 1.4, for proving Theorem 1.3 it suffices to remove the de-
pendency on m in the function f .
We now recall the important definition of a normal quotient of a graph. Let
Γ be a G-vertex-transitive graph and let N be a normal subgroup of G. Let αN
denote the N -orbit containing α ∈ V Γ. Then the normal quotient Γ/N is the graph
whose vertices are the N -orbits on V Γ, with an edge between distinct vertices αN
and βN if and only if there is an edge {α′, β′} of Γ for some α′ ∈ αN and some
β′ ∈ βN . Observe that the kernel of the action of G onN -orbits is K = ∩α∈V ΓGαN .
Moreover, Γ/K = Γ/N . The group G/K acts faithfully and transitively on the
graph Γ/N with vertex-stabilisers GαK/K, for α ∈ V Γ. Clearly, if Γ is G-arc-
transitive, then Γ/N is (G/K)-arc-transitive.
Proof of Theorem 1.3. We argue by contradiction and we assume this theorem to
be false. This means that there exist a constant c1 and an infinite family of cubic
vertex-transitive graphs {Γm}m∈N such that
(i): Γm is either a Cayley or an arc-transitive graph,
(ii): |V Γm| < |V Γm+1| and
(iii): every semiregular element of Aut(Γm) has order at most c1,
for every m ∈ N. Clearly, we may assume that each Γm is connected.
Suppose that there exists an infinite subsequence {Γms}s∈N of Cayley graphs.
For each s ∈ N, let Xs be a finite group and let Ys be a finite subset of Xs with
Γms = Cay(Xs, Ys). Now, every element of Xs has order at most c1 and hence Xs
has exponent at most c1!. By Lemma 3.2, Xs is 3-generated and hence the positive
solution of the restricted Burnside problem gives a constant c2 with |Xs| ≤ c2, for
every s ∈ N. However, this contradicts the infinitude of {Γms}s∈N. So, by replacing
{Γm}m∈N with a proper infinite subfamily if necessary, we may assume that Γm is
arc-transitive, for every m ∈ N.
For m ∈ N, write Am = Aut(Γm). By Lemma 3.2, the group Am contains a
6-generated arc-transitive subgroup Gm. Let Nm be a maximal (with respect to
inclusion) normal subgroup of Gm with Γm/Nm cubic. Define ∆m = Γm/Nm and
Hm = Gm/Nm. Observe that by the maximality ofNm, the groupHm acts faithfully
on V∆m and hence ∆m is a cubic Hm-arc-transitive graph. Moreover, as Γm/Nm
is cubic, it follows from an easy connectedness argument that the normal subgroup
Nm acts semiregularly on V Γm.
Suppose that there exists a constant c2 with |V∆m| < c2, for every m ∈ N.
Since Gm is 6-generated and since |Gm : Nm| = |Hm| ≤ | Sym(V∆m)| ≤ c2!, we
see from the Reidemeister-Schreier theorem [21, 6.1.8 (ii)] that Nm is (5c2! + 1)-
generated. As every semiregular element of Gm has order at most c1 and as Nm
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acts semiregularly on V Γ, we see that Nm has exponent dividing c1!. In particular,
the number of generators and the exponent of Nm are both bounded above by
constants. So, from the positive solution of the restricted Burnside problem, we see
that there exists a constant c3 with |Nm| ≤ c3. For every m in N, we have |V Γm| =
|V∆m||Nm| ≤ c2c3, a contradiction. This shows that there exists a subsequence
{ms}s∈N with |V∆ms | < |V∆ms+1 |, for every s ∈ N.
For each s ∈ N, letMms/Nms be a minimal normal subgroup of Gms/Nms . Write
Ums =Mms/Nms . Now, the maximality of Nms yields that
Γms/Mms
∼= ∆ms/Ums
is not cubic. Since ∆ms is Hms-arc-transitive, we must have that Ums has at most
two orbits on the vertices of ∆ms . So, by Theorem 1.4, Hms contains a semiregular
element gmsNms of order ≥ f(|V∆ms |, 2). Observe that gms acts semiregularly on
V Γms because Nms acts semiregularly on V Γms . Thus Gms contains a semiregular
element of order ≥ f(|V∆ms |, 2). As lims |V∆ms | =∞, for s sufficiently large Gms
contains a semiregular element of order > c1, a contradiction. This finally proves
the theorem. 
5. Proof of Theorem 1.2
Let m ≥ 1 be an integer. We denote by F3 the field with 3 elements and we let
J be the (2m × 2m)-matrix with coefficients in F3 defined by
(4) Ji,j =


(−1)i−j if i > j,
−(−1)j−i if j > i,
0 if i = j.
Clearly, the matrix J is antisymmetric, that is, Ji,j = −Jj,i for every i, j ∈
{1, . . . , 2m}.
We show that J is non-degenerate by performing Gaussian elimination. Keeping
the first row of J and, for each i ∈ {2, . . . , 2m}, replacing the ith row with the sum
of the (i− 1)th and of the ith row of J , we obtain the matrix
J ′ =


0 1 −1 1 −1 1 · · · 1
−1 1 0 0 0 0 · · · 0
0 −1 1 0 0 0 · · · 0
0 0 −1 1 0 0 · · · 0
· · · 0 −1 1 0
· · · 0 −1 1


.
Observe that the last 2m − 1 rows of J ′ are linearly independent. Moreover, the
entries in the first row of J ′ add up to 1, whilst the entries in the other rows of J ′
add up to 0. Thus J ′ is non-degenerate and so is J .
Since J is antisymmetric and non-degenerate, J determines a non-degenerate
symplectic form on the 2m-dimensional vector space F2
m
3 . We use this bilinear form
to construct an extraspecial 3-group.
Let V be the group given by the presentation
V =
〈
v1, . . . , v2m , z | v
3
i = z
3 = [vi, z] = 1,(5)
[vi, vj ] = z
Ji,j , for every i, j ∈ {1, . . . , 2m}
〉
.
Observe that V is an extraspecial 3-group of exponent 3 and of order 32
m+1.
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Let a : {v1, . . . , v2m , z} → V and b : {v1, . . . , v2m , z} → V be the maps defined
by
vi 7→ v
a
i =
{
vi+1 if i 6= 2
m,
v−11 if i = 2
m,
and z 7→ za = z,(6)
vi 7→ v
b
i =
{
v2m−i+2 if i 6= 1,
v−11 if i = 1,
and z 7→ zb = z−1.(7)
We show that a and b preserve the defining relations (5) of V and hence they
naturally extend to two automorphisms of V , which we will still denote by a and b.
Since both a and b map z to z±1 and vi to an element of the form v
±1
j , we see
that
(vai )
3 = (vbi )
3 = (za)3 = (zb)3 = [vai , z
a] = [vbi , z
b] = [vai , v
a
i ] = [v
b
i , v
b
i ] = 1,
for every i ∈ {1, . . . , 2m}. It remains to show that [vai , v
a
j ] = (z
a)Ji,j and [vbi , v
b
j ] =
(zb)Ji,j , for every two distinct elements i, j ∈ {1, . . . , 2m}. Observe that, as the
commutator satisfies the identity [x, y] = [y, x]−1, we may assume that i > j.
Furthermore, as V is a nilpotent group of class 2, we have [x, y−1] = [x−1, y] =
[x, y]−1, for every x, y ∈ V .
We start by dealing with a. If i 6= 2m, then using (4) and (6) we obtain
[vai , v
a
j ] = [vi+1, vj+1] = z
Ji+1,j+1 = z(−1)
(i+1)−(j+1)
= z(−1)
i−j
= zJi,j = (za)Ji,j .
If i = 2m, then, using again (4) and (6), we get
[vai , v
a
j ] = [v
−1
1 , vj+1] = [v1, vj+1]
−1 =
(
zJ1,j+1
)−1
= z−J1,j+1 = z(−1)
j
= zJi,j = (za)Ji,j .
Now we consider b. If j 6= 1, then using (4) and (7) we have
[vbi , v
b
j ] = [v2m−i+2, v2m−j+2] = z
J2m−i+2,2m−j+2
= z−(−1)
(2m−i+2)−(2m−j+2)
= z−(−1)
j−i
= zJj,i = z−Ji,j = (zb)Ji,j .
If j = 1, then, using again (4) and (7), we see
[vbi , v
b
j ] = [v2m−i+2, v
−1
1 ] = [v2m−i+2, v1]
−1 =
(
zJ2m−i+2,1
)−1
=
(
z(−1)
i−1
)−1
=
(
zJi,j
)−1
= z−Ji,j = (zb)Ji,j .
Our claim is now proved.
Using (6), we see that
(8) va
2m
i = v
−1
i , for every i ∈ {1, . . . , 2
m}.
In particular, a is an automorphism of V of order 2m+1. By (7), the element b2 fixes
every generator of V and hence b is an automorphism of V of order 2. Moreover,
combining (6) and (7), we get
zbab = (z−1)ab = (z−1)b = z = za
−1
,
vbab1 = (v
−1
1 )
ab = (vab1 )
−1 = (vb2)
−1 = v−12m = v
a−1
1 ,
vbab2 = (v2m)
ab = (v−11 )
b = v1 = v
a−1
2
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and, for i ∈ {3, . . . , 2m},
vbabi = (v2m−i+2)
ab = (v2m−i+3)
b = (v2m−(i−1)+2)
b = vi−1 = v
a−1
i .
It follows that bab = a−1. In particular,
Q = 〈a, b〉
is isomorphic to a dihedral group of order 2m+2.
Now, the group Q acts as a group of automorphisms on the vector space V/〈z〉
and hence we may regard V/〈z〉 as a Q-module over F3.
Lemma 5.1. The group Q acts irreducibly on V/〈z〉.
Proof. If m = 1 or m = 2, then the lemma follows from a direct computation.
Assume thatm ≥ 3. WriteW = V/〈z〉. We use an additive notation for the elements
of W . Let U be an irreducible 〈a〉-submodule of W and let ℓ be the dimension of
U over F3. Observe that since a2
m
acts as the inversion on W by (8), we see that
a2
m
acts faithfully on U and so does a. Hence by [21, 9.4.3], we get that 2m+1 = |a|
divides 3ℓ − 1 and that ℓ is the smallest positive integer with 3ℓ ≡ 1 mod 2m+1.
Now, using the binomial expansion 3ℓ = (1 + 2)ℓ =
∑(ℓ
i
)
2i and using m ≥ 3, a
computation shows that
32
m−1
≡ 1 mod 2m+1,
32
m−2
≡ 1 + 2m mod 2m+1.
Therefore 2m−1 = ℓ and hence dimU = 2m−1.
By (8) the element a2
m
acts by inverting each element of W and hence the
characteristic polynomial of a in its action onW is T 2
m
+1. Since the characteristic
of W is 3, we obtain
(9) T 2
m
+ 1 = (T 2
m−1
+ T 2
m−2
− 1)(T 2
m−1
− T 2
m−2
− 1).
Write
W+ = {w ∈W | w
a2
m−1
+a2
m−2
−1 = 0},
W− = {w ∈W | w
a2
m−1
−a2
m−2
−1 = 0}.
Clearly, W+ and W− are 〈a〉-invariant subspaces of W with dimW+ = dimW− =
2m−1. From the previous paragraph, we see that W+ and W− are irreducible 〈a〉-
modules.
Since the characteristic polynomials of the action a onW+ andW− are different,
we see that W+ and W− are non-isomorphic 〈a〉-modules. Moreover, as the order
of 〈a〉 is coprime to 3, we deduce from Maschke’s theorem that W+ and W− are
the only proper 〈a〉-submodules of W .
Let U be a non-zero Q-submodule of W . In particular, U is a non-zero 〈a〉-
submodule of W and hence W+ ≤ U or W− ≤ U . We have
0 = 0b = (a2
m−1
+ a2
m−2
− 1)b = (ab)2
m−1
+ (ab)2
m−2
− 1
= a−2
m−1
+ a−2
m−2
− 1
and, multiplying by −a2
m−1
, we obtain −1 − a2
m−2
+ a2
m−1
= 0. This shows that
W b+ =W−. ThusW =W+⊕W− ≤ U and henceW is an irreducible Q-module. 
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Define
(10) G = V ⋊Q.
In what follows we denote the elements of G as ordered pairs xv, with x ∈ Q and
v ∈ V . In particular, for x, y ∈ Q and v, w ∈ V , we have (xv)(yw) = (xy)(vyw).
Moreover, we identify Q and V with their corresponding isomorphic copies in G.
Write H = 〈a2
m
〉 and let Ω be the set of right cosets of H in G. Clearly, Hv1 =
〈a2
m
v21〉 by (8) and hence H ∩H
v1 = 1. Thus H is core-free in G and the action by
right multiplication of G on Ω endows G of the structure of a permutation group.
For the rest of this section we regard G as a subgroup of Sym(Ω).
Lemma 5.2. A semiregular element of G has order 1, 2, 3 or 6.
Proof. We argue by contradiction and we let g be a semiregular element of order ℓ
with ℓ /∈ {1, 2, 3, 6}. Since V has exponent 3, ℓ is divisible by 4. So, replacing g by
gℓ/4, we may assume that ℓ = 4. Since Q is a Sylow 2-subgroup of G, replacing g
by a suitable G-conjugate, we may assume that g ∈ Q. As Q is a dihedral group,
we see that g2 = a2
m
∈ H and hence g2 fixes the point H of Ω, a contradiction. 
Let Γ be the directed graph with vertex set Ω and with arc set
(11) {(Hg,Habg) | g ∈ G} ∪ {(Hg,Hbv1g) | g ∈ G} ∪ {(Hg,Hbv
−1
1 g) | g ∈ G}.
Lemma 5.3. The graph Γ has 2m+132
m+1 vertices. Moreover, Γ is connected, undi-
rected, cubic and G-vertex-transitive.
Proof. The vertex set of Γ is Ω and |Ω| = |G : H | = |Q||V |/|H | = 2m+132
m+1.
Now ab, bv1 and bv
−1
1 have order 2 because (ab)
2 = abab = aa−1 = 1 and
(bv±11 )
2 = b2(v±11 )
bv±11 = (v
±1
1 )
−1v±11 = 1 by (7). Therefore (Hab,H), (Hbv1, H)
and (Hbv−11 , H) are arcs of Γ. This shows that Γ is undirected.
The vertices of Γ adjacent to H are of the form Habh, Hbv1h and Hbv
−1
1 h, as
h runs through the elements of H . Using (8) we get
(Hab)a2
m
= Haba2
m
= Ha2
m
ab = Hab,
(Hbv1)a
2m = Hba2
m
(v1)
a2
m
= Ha2
m
bv−11 = Hbv
−1
1 ,
(Hbv−11 )a
2m = Hba2
m
(v−11 )
a2
m
= Ha2
m
bv1 = Hbv1.
Since H = 〈a2
m
〉, the neighbourhood of H is {Hab,Hbv1, Hbv
−1
1 } and hence Γ is
cubic.
The definition of the arc set (11) immediately gives that Γ is G-vertex-transitive.
It remains to show that Γ is connected. Write K = 〈ab, bv1, bv
−1
1 〉. Observe that
the elements ab, bv1 and bv
−1
1 map the vertex H to each of its three neighbours.
Therefore, the connected component of Γ containing H is {Hk | k ∈ K}. Thus it
suffices to prove that G = K. Now, (bv1)(bv
−1
1 ) = b
2vb1v
−1
1 = v
−2
1 = v1 by (7).
Thus v1 ∈ K and hence b = (bv1)(v1)
−1 ∈ K. Now, a = (ab)b ∈ K. Thus Q ≤ K.
Observing that the conjugates of v1 under Q generate the whole of V , we get V ≤ K
and hence G = K. 
Write A = Aut(Γ). (As usual, we denote by Aα the stabiliser in A of the vertex
α of Γ. In particular, AH is the stabiliser of the vertex H .)
Lemma 5.4. AH is a 2-group and |A : G| is a 2-power.
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Proof. Since G acts transitively on V Γ, we have A = AHG and hence it suffices to
show that AH is a 2-group. We argue by contradiction. So AH acts transitively on
ΓH by Lemma 3.1. Now, it is easy to verify that(
H,Hbv1, Hv
−1
1 , Hb,Hv1, Hbv
−1
1
)
is a cycle of Γ of length 6 passing through the two neighbours Hbv1 and Hbv
−1
1
of H . As AH is transitive on ΓH , the graph Γ admits a cycle of length 6 passing
through the two neighbours Hab and Hbv1 of H .
Using the definition of Γ and (6) and (7), we compute all the vertices of Γ at
distance ≤ 2 from either H or Hab. Figure 1 depicts this small neighbourhood of
Γ and shows that there is no cycle of length 6 containing H,Hab and Hbv1. (For
simplicity, in Figure 1 we write x to denote the vertex Hx.) This contradiction
shows that Γ is not arc-transitive.
1
bv−11bv1
v1 av−11v
−1
1
av1
ab
a−1v2m a
−1v−12m
abv−12ma
2bv2m a2bv
−1
2m abv2m
Figure 1. Local structure of Γ

Before continuing our discussion we need an elementary lemma on the abelian
subgroups of the general linear group GLℓ(2).
Lemma 5.5. An elementary abelian 3-subgroup of GLℓ(2) has size at most 3
ℓ/2.
Proof. Observe GLℓ(2) is a group of Lie type. It can be readily checked in [9,
Theorem 4.10.3 (a)] that the maximal order of an elementary abelian 3-subgroup
of GLℓ(2) is 3
⌊ℓ/2⌋. 
Lemma 5.6. Assume that G < A and let T be a minimal (with respect to inclusion)
subgroup of A with G < T . Then V is normal in T .
Proof. Let K be the core of G in T . Since G is a maximal subgroup of T , the
group T/K acts primitively on the set of right cosets of G in T . Since T/K is a
{2, 3}-group, T/K is of “affine” O’Nan-Scott type. Let S/K be the socle of T/K.
By primitivity and by Lemma 5.4, S/K is an elementary abelian 2-group with
S ∩G = K and T = SG. Let 2ℓ be the order of |S/K|. Now, if V ≤ K, then T/K
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is a 2-group and hence the primitivity forces |T : G| = 2. As V is characteristic in
G and GE T , we get V E T .
Suppose that V  K. We show that this yields to a contraction. Then V ∩K is a
normal subgroup of G properly contained in V . As Q acts irreducibly on V/〈z〉 by
Lemma 5.1, we must have V ∩K = 1 or V ∩K = 〈z〉. As T/K is a primitive group of
affine type with point stabiliserG/K, the groupG/K is isomorphic to an irreducible
subgroup of GLℓ(2). In particular, GLℓ(2) contains either an elementary abelian 3-
group of order 32
m
(if V ∩K = 〈z〉) or an extraspecial 3-group of order 32
m+1 (if
V ∩K = 1). As V contains an elementary abelian 3-subgroup of order 32
m−1+1, in
both cases we see that GLℓ(2) contains an elementary abelian 3-subgroup of order
at least 32
m−1+1. So, Lemma 5.5 gives
(12) ℓ ≥ 2(2m−1 + 1) = 2m + 2.
As |K ∩ V | ≤ 3 and as V is a Sylow 3-subgroup of T , we see that |S| = 3i2ℓ
′
,
for some i ∈ {0, 1} and some ℓ′ ≥ ℓ. Let R be the largest normal 2-subgroup of
S. Clearly, R is characteristic in S and hence normal in T . Moreover, |S : R| ≤ 6
and hence |R| ≥ 2ℓ
′−1. We now distinguish two cases, depending on whether R is
semiregular or not.
Assume that R is semiregular. Then RV is a subgroup of T acting semiregularly
on V Γ because R is semiregular and because AH is a 2-group by Lemma 5.4. Thus
2m+132
m+1 = |V Γ| ≥ |RV | = |R||V | = |R|32
m+1 ≥ 2ℓ
′−132
m+1
and m+ 1 ≥ ℓ′ − 1 ≥ ℓ− 1. However, this contradicts (12).
Assume that R is not semiregular. Let ∆ be the normal quotient Γ/R. As R is
not semiregular, we see that ∆ has valency 2 and hence ∆ is a cycle. Let F be
the kernel of the action of T on R-orbits. As R and AH are both 2-groups, so is
F . Moreover, as ∆ is a cycle, T/F is isomorphic to a dihedral group. However, the
3-group V F/F ∼= V/(V ∩ F ) = V is not isomorphic to a subgroup of a dihedral
group, a contradiction. 
In the next lemma we denote by CX(Y ) the centraliser of Y in X , by NX(Y )
the normaliser of Y in X and by Z(X) the centre X .
Lemma 5.7. A = G.
Proof. We argue by contradiction and we assume that G < A. Let T be a minimal,
with respect to inclusion, subgroup of A with G < T . From Lemma 5.6, we have
V ET . Now, T/V is a 2-group by Lemma 5.4 and hence, by minimality, |T : G| = 2
and |TH | = 4.
Write R = CT (H). We show that R is a Sylow 2-subgroup of T and that R =
QTH . Observe that, since H is the centre of Q, we get that HV/V is the centre
of G/V . Thus HV/V is a characteristic subgroup of G/V and hence normal in
T/V . This shows that HV E T . Since H is a Sylow 2-subgroup of HV , from the
Frattini argument we obtain T = NT (H)HV = NT (H)V . As |H | = 2, we have
NT (H) = CT (H) = R. Therefore T = RV . Clearly, R ∩ V = CV (H) = 1 and
hence R is a Sylow 2-subgroup of T . Finally, note that Q ≤ R because H = Z(Q)
and TH ≤ R because |TH : H | = |H | = 2.
Fix c ∈ TH \ H . Observe that replacing c by an element in the coset Hc, we
may assume that c fixes pointwise the neighbourhood ΓH = {Hab,Hbv1, Hbv
−1
1 }
of H . Since c normalises Q and since Q is a dihedral group of order 2m+1, we
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must have ac = ai and bc = ajb, for some odd i ∈ {1, . . . , 2m+1 − 1} and some
j ∈ {0, . . . , 2m+1 − 1}.
Given a vertex Hx of Γ, we denote by (Hx)c the image of Hx under the auto-
morphism c. We have
Hab = (Hab)c = Habc = Hc(c
−1abc) = (Hc)(ab)
c
= H(ab)
c
= Ha
cbc = Ha
iajb = Hai+jb
and hence ai+j−1 ∈ H . Thus i+ j = 1 or i+ j = 1+ 2m. Similarly, recalling that c
normalises also V , we have
Hbv1 = (Hbv1)
c = Hbv1c = Hc(c
−1bv1c) = (Hc)(bv1)
c
= H(bv1)
c
= Hb
cvc1 = Ha
jbvc1 = Hajbvc1
and hence aj ∈ H and
(13) vc1 = v1.
In particular, j = 0 or j = 2m. In what follows we discuss the various possibilities
for i and j.
Suppose that i = 1. Write C = CT (c). As i = 1, we have a
c = a and hence a ∈ C.
Since v1 ∈ C and since V = 〈v
ak
1 | k〉, we obtain V ≤ C. Thus V 〈a, c〉 ≤ C and
hence |T : C| ≤ 2. Assume that T = C. So, c is a central element of T fixing H . As T
acts faithfully on V Γ, we have c = 1, a contradiction. Assume that |T : C| = 2, that
is, C = V 〈a, c〉. Now C is intransitive on V Γ and the C-orbits form a bipartition
for Γ. As c centralises C and fixes the vertex H together with its neighbour Hab,
we see that c fixes every vertex in HC ∪ (Hab)C = V Γ. Thus c = 1, a contradiction.
This shows that i = 1 + 2m and ac = a1+2
m
.
Suppose that j = 2m, that is, bc = a2
m
b. Using (6), (7), (8) and (13), we obtain
v−11 = (v
−1
1 )
c = (vb1)
c = vbc1 = v
ca2
m
b
1 = v
a2
m
b
1 = (v
−1
1 )
b = v1,
a contradiction. Thus j = 0 and bc = b.
We are now ready to get a final contradiction. Note that
vc2 = (v
a
1 )
c = vac1 = v
ca2
m
a
1 = v
a2
m
a
1 = (v
−1
1 )
a = v−12 ,
and from this we similarly obtain
vc3 = (v
a
2 )
c = vac2 = v
ca2
m
a
2 = (v
c
2)
a2
m
a = (v−12 )
a2
m
a = va2 = v3.
From (4) and (5), we have z = [v1, v2] and hence by applying c on both sides of
this equality we get
(14) zc = [v1, v2]
c = [vc1, v
c
2] = [v1, v
−1
2 ] = [v1, v2]
−1 = z−1.
Again from (4) and (5), we have z−1 = [v1, v3] and hence by applying c on both
sides of this equality we get
(z−1)c = [v1, v3]
c = [vc1, v
c
3] = [v1, v3] = z
−1
and zc = z. Clearly, this contradicts (14). 
Proof of Theorem 1.2. For every m ≥ 1, let Gm be the group defined in (10) and
let Γm be the graph defined in (11). From Lemmas 5.3 and 5.7, Γm is a cubic
vertex-transitive graph with 2m+132
m+1 vertices and with automorphism group
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Gm. From Lemma 5.2, every semiregular automorphism of Γm has order at most
6. As limm→∞ |V Γm|, the theorem is proved. 
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