Abstract. We define the notion of a piecewise linear map from a fan Σ to building B(G) associated to a linear algebraic group G. We show that, when X Σ is a toric variety over C, the set of integral piecewise linear maps from Σ to B(G) classifies toric principal Gbundles on X Σ . Moreover we interpret Klyachko's classification of toric vector bundles as a one-to-one correspondence between rank r toric vector bundles and integral piecewise linear maps to the building B(GL(r)). Extending the case of line bundles, it is shown that criteria for ampleness and global generation of a toric vector bundle correspond to convexity conditions on the associated piecewise linear map. We also introduce the general notion of a prevaluation on a vector space with values in a semilattice. We give an alternative classification of toric vector bundles in terms of prevaluations with values in the semilattice of piecewise linear functions. This leads us to suggest higher rank generalizations of notions of piecewise linear function and convex polytope. Finally, we show how these are related to parliament of polytopes introduced in [DJS]. This is a preliminary version, comments are welcome.
Introduction
In this paper we wish to demonstrate that the notion of building associated to a linear algebraic group G naturally fits in the study of toric vector bundles and toric principal bundles. We hope that our approach serves as a unifying picture for different results in the literature regarding toric bundles (e.g. [Kaneyama75] , [Klyachko89] , [BDP16] , [Payne08, Payne09] , [DJS] ).
Let us start with a brief conceptual explanation for the appearance of the notion of building in classifying toric principal bundles: Often principal G-bundles on a toric variety are locally trivial and moreover the torus action on a trivializing chart is given via a homomorphism from the torus to G. The image of such a homomorphism necessarily lands in a maximal torus, and the arrangement of maximal tori in G is encoded in its building B(G).
Let Σ be a fan in Q n with X Σ its associated toric variety. It is a variety equipped with action of an algebraic torus T such that T has an open orbit isomorphic to T itself. A toric line bundle L on X Σ is a line bundle with a T -linearization, namely a linear action of T on L that lifts the action of T on X Σ . It is well-known that toric line bundles on X Σ are in one-to-one correspondence with functions φ : |Σ| → Q that are piecewise linear with respect to Σ and are integral, i.e. map Z n to Z (here |Σ| denotes the support of Σ, i.e. the union of all cones in Σ).
A toric vector bundle E on a toric variety X Σ is a vector bundle equipped with a Tlinearization. A toric principal G-bundle on X Σ , where G is a linear algebraic group, is a principal G-bundle together with a T -action which commutes with the G-action. In this paper we extend the correspondence between toric line bundles and piecewise linear functions to toric vector bundles and toric principal G-bundles.
A central concept introduced in the paper is that of a piecewise linear map into a building. Recall that a building is an abstract simplicial complex together with a collection of distinguished subcomplexes, called apartments, satisfying certain axioms. One can think of the notion of a building as a discrete version of the notion of a symmetric space from differential geometry and Lie theory.
To a linear algebraic group G, there corresponds a building B(G) whose simplices correspond to parabolic subgroups of G, its maximal simplices (i.e. chambers) correspond to Borel subgroups, and its apartments correspond to maximal tori in G.
We would like to view each apartment in B(G) as a copy of Z r (i.e. a free abelian group of rank r) or a copy of Q r (i.e. an r-dimensional Q-vector space), where r is the rank of the group. We thus identify the underlying set of the apartment associated to a maximal torus H with the cocharacter latticeΛ(H) or the Q-vector spaceΛ(H) ⊗ Q. The chambers in this apartment correspond to Weyl chambers inΛ(H) ⊗ Q. We think of the underlying set of the building B(G) to be the collection of all one-parameter subgroups (or cocharacters) of G, where each chamber is identified with the set of one-parameter subgroups lying in the same Weyl chamber of some maximal torus.
The following is one of the main definitions in this paper (Definition 3.1).
Definition 1. We say that a function Φ : |Σ| → B(G) is a piecewise linear map with respect to Σ if the following hold:
(1) For each cone σ ∈ Σ, the image Φ(σ) lies in an apartment A σ (which of course is not necessarily unique). Let H σ ⊂ G be the corresponding maximal torus. (2) For each σ ∈ Σ, the restriction Φ σ : σ → A σ =Λ(H σ ) ⊗ Q is a Q-linear map.
We call Φ an integral piecewise linear map if for each σ ∈ Σ, Φ σ sends σ ∩ N toΛ(H σ ).
Throughout the paper we use the term "function" for a function with values in Q and the term "map" for a function with values in a building.
Let X Σ be a toric variety over C and fix a point x 0 in the open torus orbit in X Σ . Let G be a linear algebraic group over C. Our first main result is the following (see Theorem 3.6).
Theorem 2. There is a one-to-one correspondence between toric principal G-bundles P over X Σ (with G = Aut(P x0 )) and integral piecewise linear maps Φ : |Σ| → B(G). This gives an equivalence of categories between the category of toric principal bundles on X Σ and the category of integral piecewise linear maps from Σ to buildings of linear algebraic groups.
The assumption that X Σ is defined over C is to guarantee that a toric principal G-bundle is equivariantly trivial over each toric affine chart (see Lemma 3.3). This is a result in [BDP17] (see also [BDP16, Lemma 2.7]) which itself relies on a result in [HK95] . Nevertheless, we expect the equivariant triviality to hold for toric principal G-bundles over affine toric varieties over other fields as well.
Remark. In the interesting papers [BDP16, BDP18] the authors give a classification of toric principal G-bundles over complex toric varieties using certain data of homomorphisms and cocycles as well as certain filtered algebras. It is not immediately clear (at least to us) that their data defines a piecewise linear map to the building B(G) (in the sense of this paper). The classification in [BDP16] seems to be in the spirit of Kaneyama's classification of toric vector bundles [Kaneyama75] . The classification in the present paper is in the spirit of Klyachko [Klyachko89] .
We observe that one can immediately recover characteristic classes of P from the piecewise linear map Φ. More precisely, the image of an Ad G -invariant polynomial p under the equivariant Chern-Weil homomorphism is given by the piecewise polynomial function p • Φ (Theorem 3.7).
In case of toric vector bundles we have the following. It is a reformulation of Klyachko's classification of toric vector bundles. Let k be an algebraically closed field and E ∼ = k r an r-dimensional k-vector space.
Theorem 3. Let X Σ be a toric variety over k. Then there is a one-to-one correspondence between toric vector bundles E of rank r over X Σ (with E = E x0 ) and integral piecewise linear maps Φ : |Σ| → B(GL(E)), where GL(E) is the general linear group on E. This gives an equivalence of categories between the category of toric vector bundles on X Σ and the category of integral piecewise linear maps from Σ to buildings of general linear groups.
Remark. When a preliminary draft of this paper was near finishing we came across a comment in passing in [Klyachko89, Sec. 6.1, p. 364] where the author mentions his classification using filtrations is analogous to Tits work on buildings. Also it was suggested to us by Bogdan Ion, that Theorem 2 can be interpreted as saying the building B(G) is a tropical or piecewise linear analogue of the classifying space of the group G. In the original paper of Klyachko there is a short comment to this effect as well (see [Klyachko89, Sec. 6 .1, p. 364]). We should also mention the paper [Payne09] where the author introduces a family of Klyachko filtrations parametrized by vectors in the fan. This is closely related to the piecewise linear map of a toric vector bundle defined in the present paper.
Another important concept in the paper is that of a prevaluation. A prevaluation is a function v : E \ {0} → Q satisfying the following: (1) For all 0 = e ∈ E and 0 = c ∈ k we have v(ce) = v(e). (2)(Non-Archimedean property) For all 0 = e 1 , e 2 ∈ E, e 1 + e 2 = 0, the inequality v(e 1 + e 2 ) ≥ min{v(e 1 ), v(e 2 )} holds. Note that these are the axioms defining a valuation on an algebra except that we work in a vector space and hence we do not have the multiplicativity property of a valuation. The above definition and the term prevaluation appears in [KKh12, Section 2.1].
It is easy to see that Z-valued prevaluations on E correspond exactly to decreasing filtrations on E indexed by Z (Proposition 4.2). We find it useful to identify the underlying set of the building B(GL(E)) with the set of all prevaluations v : E \ {0} → Q. This point of view helps to address some properties of toric vector bundles in a more natural setting (see Section 4 and Section 5). For example, there is a natural partial ordering on the set of prevaluations, namely v ≥ v if for all 0 = e ∈ E we have v(e) ≥ v (e). We use this partial order to define convexity notions for piecewise linear maps (see below).
One can define elementary symmetric functions i : B(GL(E)) → Q, i = 1, . . . , r (Definition 4.7). We observe that the T -equivariant Chern classes of a toric vector bundle can readily be obtained from its piecewise linear map Φ (Theorem 5.8). That is, the composition i • Φ : |Σ| → Q is exactly the piecewise linear map representing the i-th equivariant Chern class of E (recall that the equivariant Chow cohomology ring of X Σ is naturally isomorphic to the ring of integral piecewise polynomial functions). This is the special case of the Chern-Weil homomorphism for a toric principal G-bundle.
We also define the tensor product of buildings. It is observed that tensor product of toric vector bundles corresponds to tensor product of the corresponding piecewise linear maps (Proposition 5.9).
Recall that a function f :
Let f : |Σ| → Q be a piecewise linear function with respect to a complete fan Σ in Q n . To verify the convexity of f one can look at neighborhoods of codimension 1 cones. More precisely, one has the following: Let σ, σ ∈ Σ be any two maximal cones such that τ = σ ∩ σ is a codimension 1 cone. Let T σ , T σ be linear functions that coincide with f on σ, σ respectively. Then f is convex if and only if T σ (x) ≤ T σ (x) for x ∈ σ and T σ (x) ≥ T σ (x) for x ∈ σ (geometrically this means that the graph of f near τ looks up). We extend this criterion for convexity to piecewise linear maps Φ : |Σ| → B(GL(E)) and define what we call a buildingwise convex map (Definition 5.3). Alternatively, one can test convexity of a piecewise linear function f : Q n → Q by looking at the graph of the function over maximal cones. More precisely, let σ ∈ Σ be any maximal cone and T σ the linear function that coincides with f on σ. Then f is convex if and only if the graph of f lies above the graph of the linear function T σ . We also extend this criterion for convexity to piecewise linear maps and call it fanwise convexity. To arrive at the definitions of buildingwise and fanwise convexity, we replace the usual ordering of Q with the partial order on B(GL(E)), regarded as the set of all prevaluations on E. It turns out that, unlike the usual piecewise linear functions, the notions of buildingwise convexity and fanwise convexity are different for piecewise linear maps.
We give characterizations of nefness, ampleness and global generation of a toric vector bundle in terms of these convexity notions. These criteria follow from results in [HMP10] and [DJS] .
Theorem 4. Let E be a toric vector bundle on a complete toric variety X Σ with corresponding piecewise linear map Φ : |Σ| → B(GL(E)).
(1) E is nef (respectively ample) if and only if Φ is buildingwise convex (respectively strictly buildingwise convex). (2) E is globally generated if and only if Φ is fanwise convex.
While a toric line bundle is nef if and only if it is globally generated, the notions of nef and globally generated are different for toric vector bundles (see [DJS, Example 5 .3]). The above theorem shows that this is reflected in the fact that the notions of buildingwise convex and fanwise convex are different.
Remark. We expect that there are versions of results in this paper for affine buildings. More specifically, we expect that piecewise linear maps into affine buildings classify toric principal bundles over valued fields. In this regard the results in [JSY07] might be relevant.
Next, we give an alternative classification of toric vector bundles in terms of certain maps from E to the space of all piecewise linear functions on Q n . To this end, we introduce a natural generalization of the notion of a prevaluation. Namely, we consider prevaluations with values in a semilattice. Recall that a semilattice Γ is a partially ordered set together with a binary operation, denoted ∧ and referred to as meet. For γ 1 , γ 2 ∈ Γ, γ 1 ∧ γ 2 is defined as the greatest common lower bound of γ 1 and γ 2 . We say that a map π : E \ {0} → Γ is a prevaluation with values in Γ if it satisfies (a) For any nonzero e ∈ E and any 0 = c ∈ k we have π(ce) = π(e).
(b) (Non-Archimedean property) For any e 1 , e 2 ∈ E, where 0 = e 1 , e 2 , e 1 + e 2 , we have π(e 1 + e 2 ) ≥ π(e 1 ) ∧ π(e 2 ). (c) The image of π is a finite set. It is convenient to extend π to a map E → Γ ∪ {∞} by setting π(0) = ∞, where ∞ is larger than every element of Γ. We believe that the notion of a semilattice prevaluation is a natural concept to consider and it will prove to be important in combinatorial algebraic geometry. It is naturally related to subspace arrangements and (realizable) matroids. In fact, to each semilattice prevaluation π there corresponds a subspace arrangement A π in E as follows. For γ ∈ Γ consider the subspace E ≥γ = {e ∈ E | π(e) ≥ γ} and let A π = {E ≥γ | γ ∈ Γ} (see Proposition 6.3).
The semilattices that interest us in the study of toric vector bundles are the semilattices of piecewise linear functions and convex polytopes (Section 6.2 and Section 6.4). Let us denote by PL(Q n , Q) the set of piecewise linear functions (with respect to some fan) from Q n to Q. The set PL(Q n , Q) has a semilattice structure with respect to the partial oder ≥ on functions and the operation of taking minimum of functions. We also denote by PL(Z n , Z) the set of piecewise linear functions that send Z n to Z. Given a piecewise linear map Φ : |Σ| → B(GL(E)), consider the map h = h Φ : E \ {0} → PL(Q n , Q) given by:
h(e)(x) = Φ(x)(e), ∀0 = e ∈ E, ∀x ∈ Q n .
One verifies that h is a prevaluation with values in PL(Q n , Q) in the above sense. This gives a one-to-one correspondence between piecewise linear maps and semilattice prevaluations (Theorem 6.13).
Let X Σ , X Σ be complete toric T -varieties with toric vector bundles E, E respectively. Let us say that (X Σ , E) is equivalent to (X Σ , E ) if there is a complete toric T -variety X Σ and T -equivariant morphisms F :
. We prove the following (Theorem 6.14):
Theorem 5. The equivalence classes of toric vector bundles are in one-to-one correspondence with the set of prevaluations with values in PL(Z n , Z).
Remark. Since PL(Q n , Q) is closed under addition, it in fact has structure of a semiring. We plan to address this in regard to tropical geometry in a future work.
Let P(Q n ) denote the set of all (rational) polytopes in the dual space (Q n ) * . Given a semilattice prevaluation map h : E \ {0} → PL(Q n , Q), one defines a polytope map from E \ {0} to P(Q n ) by:
Let us see how the above is related to the notion of parliament of polytopes introduced in the interesting work [DJS] . Given a toric vector bundle E on X Σ , in [DJS] the authors associate to E a finite collection of polytopes {P(e) ⊂ (Q n ) * | e ∈ M}. Here the polytopes P(e) are lattice polytopes and are indexed by a certain finite set M ⊂ E. The matroid M is in fact the matroid associated to the subspace arrangement obtained by intersecting all the subspaces in the Klyachko filtrations of E. They call this finite set of polytopes the parliament of polytopes associated to E and use it to give, among other things, a criterion for global generation of E.
Let A h = {E ≥h | h ∈ PL(Q n , Q)} denote the linear subspace arrangement associated to a prevaluation h. Let {h 1 , . . . , h m } ⊂ PL(Q n , Q) be the image of h. For each i pick an e i ∈ E hi = E ≥hi \ E >hi . Also for each i let µ i be the rank of E hi = E ≥hi \ E >hi (see Section 6.1 for the notion of rank). We note that µ i = 0 unless E ≥hi is not a sum of other subspaces in the arrangement A. We have the following (Lemma 6.15 and Proposition 6.16).
Theorem 6. Let E be a toric vector bundle with corresponding prevaluation h : E \ {0} → PL(Q n , Q).
(1) The subspace arrangement A h coincides with the collection of all intersections of subspaces in Klyachko's filtrations. Hence the matroid M considered in [DJS] coincides with the matroid of the subspace arrangement A h . (2) The parliament of polytopes of E coincides with the multiset {P(e i ) | i = 1, . . . , m} where each P(e i ) is repeated µ i times.
Remark. While for many applications, finding the matroid M is definitely necessary, from a conceptual point of view, the description of the parliament of polytopes in the above theorem has the advantage of not explicitly mentioning a subspace arrangement or its associated matroid. That is, the polytopes in the parliament can be described as the collection of polytopes corresponding to the set of "maximal" values of h (which is a finite collection of piecewise linear functions).
Finally, in Section 6.4 we consider prevaluations with values in polytopes. The set of polytopes P(Q n ) is in one-to-one correspondence with the set CPL(Q n , Q) of concave piecewise linear functions, via sending a polytope to its support function. If we order P(Q n ) by reverse inclusion, this correspondence in fact becomes a lattice isomorphism. The lattice operations on P(Q n ) are intersection and taking convex hull of union. The main observation is that prevaluations ∆ : E \ {0} → P(Q n ), where P(Q n ) is regarded as a semilattice ordered by reverse inclusion and with convex hull of union as meet operation, are in one-to-one correspondence with prevaluations h : E \ {0} → CPL(Q n , Q) (Proposition 6.20). We suggest prevaluations with values in PL(Q n , Q) and P(Q n ) as higher rank generalizations of notions of piecewise linear function and polytope respectively.
Remark. It would be interesting to describe the vector bundles E that correspond to prevaluations h with values in concave piecewise linear functions, or equivalently polytopevalued prevaluations ∆ : E \ {0} → P(Q n ). It should be related to a strong notion of positivity for the dual vector bundle E * (the reason for the dual E * as opposed to E itself is our convention choices such as min versus max and concave versus convex).
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Notation. Throughout the paper we will use the following notation:
• k an algebraically closed field which we take to be our base field.
• G a linear algebraic group over k • B(G) its spherical Tits building of G, as a simplicial complex its simplices correspond to parabolic subgroups of G. The apartments in B(G) correspond to maximal tori in G. For a maximal torus H ⊂ G we identify its corresponding apartment A H with the cocharacter latticeΛ(H) or its Q-vector spaceΛ(H) ⊗ Q (Section 2).
• B(GL(E)) denotes the spherical Tits building of type A associated to G = GL(E).
We identify B(GL(E)) with the set of all prevaluations v : E \ {0} → Q. We denote the set of integral prevaluations, i.e. v : E \ {0} → Z, by B Z (GL(E)) (Section 4).
• T ∼ = G n m denotes an algebraic torus over k, with M and N its character lattice and cocharacter lattice respectively. In general, M and N denote rank n free abelian groups dual to each other. We denote the pairing between them by ·, · : N × M → Z. We let M Q = M ⊗ Q and N Q = N ⊗ Q to be the corresponding Q-vector spaces.
• Σ a fan in N Q with corresponding toric variety X Σ . We denote the support of Σ, i.e. the union of cones in it, by |Σ|. For the sake of convenience throughout we assume that Σ is a complete fan, that is, |Σ| = N Q . This assumption in fact is not necessary for several results in the paper. • X σ affine toric variety corresponding to a (strictly convex ratioanal polyhedral) cone σ ⊂ N Q .
• Φ : |Σ| → B(G) a piecewise linear map to the building of G (Section 3).
• PL(N, Q) and CPL(N, Q), the sets of piecewise linear functions and concave piecewise linear functions on the Q-vector space N Q respectively. We denote the set of piecewise linear functions (respectively concave piecewise linear functions) that attain integer values on N by PL(N, Z) (respectively CPL(N, Z)). Finally PL(Σ, Q) denotes the subset of piecewise linear functions that are linear on cones in Σ.
• P(M Q ), the set of polytopes in the Q-vector space M Q . We denote the set of lattice polytopes in M Q by P(M ).
• h a prevaluation with values in the semilattice (PL(N, Q), ≥, min) (Section 6.2).
• ∆ : E \ {0} → P(M Q ) a prevaluation with values in the semilattice of polytopes (P(M Q ), ⊆, ∨) (Section 6.4).
Preliminaries on toric vector bundles
Some of this review is taken from [Payne08] . Let T ∼ = G n m denote an n-dimensional algebraic torus over an algebraically closed field k. We let M and N denote its character and cocharacter lattices respectively. We also denote by M Q and N Q the Q-vector spaces spanned by M and N . For cone σ ∈ N Q let M σ be the quotient lattice:
Let Σ be a (finite rational polyhedral) fan in N Q and let X Σ be the corresponding toric variety. Also X σ denotes the invariant affine open subset in X Σ corresponding to a cone σ ∈ Σ. We denote the support of Σ, that is the union of all the cones in Σ, by |Σ|. For each i, Σ(i) denotes the subset of i-dimensional cones in Σ. In particular, Σ(1) is the set of rays in Σ. For each ray ρ ∈ Σ(1) we let v ρ denote the primitive vector along a ray ρ, i.e. v ρ is the unique vector on ρ whose integral length is equal to 1. We say that E is a toric vector bundle on X Σ if E is a vector bundle on X Σ and equipped with a T -linearization. This means that T acts on E lifting its action on X Σ , and for any t ∈ T , x ∈ X Σ , the action map E x → E t·x is linear.
We fix a point x 0 ∈ X 0 ⊂ X Σ in the dense orbit X 0 . We often identify X 0 with T and think of x 0 as the identity element in T . We let E = E x0 denote the fiber of E over x 0 . It is an r-dimensional vector space where r = rank(E).
For each cone σ ∈ Σ we have an invariant open subset X σ ⊂ X Σ . The space of sections Γ(X σ , E) is a T -module and decomposes into T -weight spaces:
where Γ(X σ , E) u is the weight space corresponding to a weight u ∈ M . Every weight section is determined by its value at x 0 . Thus restricting to E, the fiber over x 0 , we get an embedding Γ(X σ , E) → E. Note that if u ∈σ ∩ M then multiplication by the character
Moreover, the multiplication map by χ u−u commutes with the evaluation at x 0 and hence induces an inclusion
⊥ then these maps are isomorphisms and thus E σ u depends only on the class
For a ray ρ ∈ Σ(1) we write
We thus have a decreasing filtration of E: An important step in classification of toric vector bundles is that a toric vector bundle over an affine toric variety is equivariantly trivial. That is, it decomposes T -equivariantly as a sum of trivial line bundles. Let σ be a strictly convex rational polyhedral cone with corresponding affine toric variety X σ . Given u ∈ M , let L u be the trivial line bundle X σ ×A 1 on X σ where T acts on A 1 via the character u. One observes that the toric line bundle L u in fact only depends on the class [u] ∈ M σ . Hence we also denote this line bundle by L [u] . One has the following: Proposition 1.1. Let E be a toric vector bundle of rank r on an affine toric variety X σ . Then E splits equivariantly into a sum of line bundles
where
Proof. Without loss of generality we can assume that σ is a full dimensional cone. Let x σ denote the unique T -fixed point in X σ . One knows that every vector bundle over an affine variety is globally generated [Hartshorne77, Example II 5.16.2]. Thus the restriction map H 0 (X σ , E) → E xσ is a surjective T -equivariant map. Hence we can find weight sections s 1 , . . . , s r ∈ H 0 (X σ , E) such that their restrictions form a basis for E xσ . Now the set of x ∈ X σ where the set {s 1 (x), . . . , s r (x)} is linearly dependent is a closed T -invariant subset which does no contain x σ , hence it must be the empty set. The weight sections s i then provide an equivariant trivialization of E.
We usually denote the multiset
The above shows that the filtrations (E ρ i ) i∈Z , ρ ∈ Σ(1), satisfy the following compatibility condition: There is a decomposition of E into a direct sum of 1-dimensional subspaces indexed by a finite subset
such that for any ray ρ ∈ σ(1) we have:
Theorem 1.2 (Klyachko). The category of toric vector bundles on X Σ is naturally equivalent to the category of finite dimensional k-vector spaces E with collections of decreasing filtrations {E ρ i } indexed by rays ρ of Σ, satisfying the following compatibility condition:
for every ρ ∈ σ(1) and i ∈ Z. Remark 1.3. The first classification of toric vector bundles goes back to [Kaneyama75] (see [Payne08] for a nice brief history of the subject).
Buildings
A building is an abstract simplicial complex together with a collection of distinguished subcomplexes called apartments that satisfy certain axioms. One can think of the notion of a building as a "discretization" of the notion of symmetric space from Lie theory and differential geometry. To any linear algebraic group (over an arbitrary field and not necessarily algebraically closed) one can assign a building. Buildings play an important role in classifying algebraic groups.
We recall the definition of a building. Lemma 2.2. Suppose A, A are two apartments with nontrivial intersection. Then there is an isomorphism of A and A which pointwise fixes all the simplices in A ∩ A .
An important example of spherical buildings is constructed from a linear algebraic group as we now explain. Let G be a linear algebra group over a field k. For simplicity we assume that k is algebraically closed, although the construction works for non-algebraically closed fields as well. To G one can associate a building B(G) usually called the spherical Tits building of G. As an abstract simplicial complex, the simplices in B(G) correspond to proper parabolic subgroups of G. Recall that a subgroup P of G is a parabolic subgroup if G/P is a projective variety. It is well-known that P is a parabolic subgroup if and only if it contains a Borel subgroup. The simplicial structure of B(G) is as follows: (1) The vertices of B(G) correspond to maximal (proper) parabolic subgroups of G. (2) A set of vertices {Q 1 , . . . , Q m } form the vertices of a simplex σ if and only if the intersection Q 1 ∩ · · · ∩ Q m is a parabolic subgroup, which corresponds to the simplex σ. The apartments in the building B(G) are constructed as follows. For any maximal torus H of G, there are only finitely many parabolic subgroups containing H, and their corresponding simplices in B(G) form a subcomplex, namely the apartment A H associated to H. We note that the Weyl group
where N (H) is the normalizer of H in G, acts freely and transitively on Borel subgroups containing H. Thus W acts freely and transitively on the chambers in the apartment A H . The rank of the building B(G) is equal to the rank r of G.
Remark 2.3. Every parabolic subgroup contains the solvable radical R(G) of G. This implies that the building of G can be identified with that of its semisimple quotient G/R(G).
Remark 2.4. In this paper it is crucial for us to view an apartment as a lattice (i.e. a finite rank free abelian group). To this end, we identify the apartment A H associated to a maximal torus H ⊂ G with the cocharacter latticeΛ(H). Thus we regard the building B(G) as the collection of one-parameter subgroups in G. Depending on the context, we may also want to identify the apartment A H associated to a maximal torus H with the Q-vector spaceΛ(H) ⊗ Q.
Remark 2.5. Given any finite Coxeter group W , there is a Coxeter complex, a finite simplicial complex which can be constructed as follows. Suppose W is acting isometrically on a Euclidean space V such that there is no W -invariant subspace. Every reflection α ∈ W fixes a hyperplane H α . The collection of such hyperplanes H α is invariant under W . Connected components of their complements in V are called chambers, which are simplicial cones. The chambers and their faces together give a partition of V into simplicial cones. Let S be the unit sphere in V . Then the intersection of S with these simplicial cones gives a finite simplicial complex, called the Coxeter complex of W , whose underlying topological space is S, i.e., a finite triangulation of the unit sphere. When G is semisimple or reductive, each apartment in the building B(G) is a copy of the Coxeter complex associated to the Weyl group of G.
The spherical building of G = SL(r, k) or in other words, a spherical building of type A, has a nice concrete description as follows. Let E be a k-vector space of dimension r. Let B(GL(E)) be the simplicial complex whose vertices are the nontrivial vector subspaces of E. Two subspaces U 1 and U 2 are connected if one of them is a subset of the other. The msimplices of B(GL(E)) are formed by sets of m + 1 mutually connected subspaces. Maximal connectivity is obtained by taking r − 1 proper nontrivial subspaces and the corresponding (r − 1)-simplex corresponds to a complete flag:
Lower dimensional simplices correspond to partial flags with fewer intermediary subspaces. To define the apartments in B(GL(E)), it is convenient to define the notion of a frame. By
In other words, a frame is a basis for L but determined up to multiplying basis elements by nonzero scalars. Now an ordered frame (L 1 , · · · , L r ) defines a complete flag by putting U i = i j=1 L i , for all i = 1, . . . , r. Since reorderings of the L i also give a frame, it is straightforward to verify that the subspaces, obtained as sums of the L i , form a simplicial complex of the type required for an apartment of a spherical building.
Toric principal G-bundles and piecewise linear maps to B(G)
Let G be a linear algebraic group. Let B(G) denote the spherical Tits building associated to G. Recall that for each maximal torus H ⊂ G we identify the corresponding apartment A H with the Q-vector spaceΛ(H) ⊗ Q, whereΛ(H) denotes the cocharacter lattice of H (which is the dual lattice to its character lattice Λ(H)).
Throughout Σ is a fan in a Q-vector space N Q with support |Σ|. For simplicity we assume that Σ is a complete fan but for many of our results this assumption is in fact not necessary. (1) For each cone σ ∈ Σ the image Φ(σ) lies in an apartment A σ (which of course is not necessarily unique). Let H σ ⊂ G be the corresponding maximal torus.
We say that Φ is integral if for every cone σ, the map Φ σ restricts to give a linear map Φ σ : σ ∩ N →Λ(H σ ). (We Note that N =Λ(T ) is the cocharacter lattice of T and hence such a linear map is in fact the derivative of a group homomorphism φ σ : T σ → H σ where T σ is the subgroup with cocharacter lattice σ ∩ N .) Remark 3.2. Consider the group GL(E), where as usual E is a finite dimensional kvectors space. If we assume that G is an algebraic subgroup of GL(E) then we have a natural embedding of the building B(G) in the building B(GL(E)). LetH be a maximal torus of GL(E) that contains H. The inclusion H →H induces a natural embeddinǧ Λ(H) →Λ(H) and hence an inclusion of A H → AH of apartments, where A H , AH are the apartments in B(G), B(GL(E)) corresponding to H,H respectively. One verifies that this inclusion agrees with the simplicial structures of B(G) and B(GL(E)) and hence we have an inclusion of B(G) into B(GL(E)).
Recall that a principal G-bundle over a variety X is a fiber bundle P over X with an action of G such that G maps each fiber to itself and the action of G on each fiber is free, that is, every fiber can be considered as a copy of G. If G is a subgroup of GL(E) then one defines the associated vector bundle E to P as the fiber product E = P × G E.
With our usual notation, let X Σ be the toric variety associated to a fan Σ. Following [BDP16] we say that a principal G-bundle P over a toric variety X Σ is a toric principal G-bundle if T acts on P lifting its action on X Σ in such a way that the T action and the G-action on P commute. If G is a subgroup of GL(E) and P a toric principal G-bundle, it is straightforward to verify that the associated vector bundle E = P × G E is indeed a toric vector bundle.
Given a piecewise linear map Φ : |Σ| → B(G) we would like to construct a toric principal G-bundle P Φ over X Σ . We construct P = P Φ by gluing trivial G-bundles over affine toric charts. As usual, let X σ be the affine toric variety associated to a cone σ. Let P σ = X σ × G be the trivial G-bundle on X σ where G acts by acting on the second component from right. Moreover, T acts on X σ × G diagonally where it acts on G by multiplication from left via the homomorphism φ σ . That is, for t ∈ T , x ∈ X σ and g ∈ G we have:
We would like to define gluing maps between the trivializing charts (X σ , P σ ). Let σ, σ be two maximal cones with τ = σ∩σ . Let T τ ⊂ T be the stabilizer of the closed orbit O τ in X τ . We define a transition map ψ = ψ σ,σ : X τ → G so that the mapψ =ψ σ,σ : P σ |Xτ → P σ |Xτ given by:
intertwines the T -actions on P σ and P σ . One verifies that this is equivalent to the following:
Fix a point x 0 in the open orbit X 0 . Then (3) is equivalent to the following:
and moreover, ψ should extend to a regular map X τ → G. Now define ψ on the open torus orbit X 0 by:
Note that, in particular, ψ(x 0 ) = 1. It is clear that the equality (4) holds. We only need to show that ψ extends to a regular map on the whole X τ . For this, let s ∈ T and t ∈ T τ . We want to show that the limit of φ σ (ts)φ σ (ts) −1 exists as t → ∞. Since φ σ , φ σ are homomorphisms, it suffices to show that the limit of φ σ (t)φ σ (t) −1 exists. But we know that φ σ (t) = φ σ (t) ∈ H σ ∩ H σ for any t ∈ T τ . This is because, by definition of a piecewise linear map, Φ maps τ ∩ N to the intersectionΛ(H σ ) ∩Λ(H σ ). This implies that, for any t ∈ T τ we have φ σ (t)φ σ (t) −1 = 1. In particular the required limit exists and is equal to 1. From the definition (the equation (5)) it is clear that theψ σ,σ satisfy the cocycle condition. This finishes the construction.
In the other direction, we would like to associate a piecewise linear map to a principal G-bundle. For this we need equivariant triviality of toric principal bundles. As far as we know this is known for affine toric varieties over complex numbers. This is one of the main results in [BDP17] (see also [BDP16, Lemma 2.7]) which itself relies on a result in [HK95] . Below we state this result in a slightly different form (Lemma 3.3). Let P be a toric principal G-bundle over a complex affine toric variety X σ . Let x σ be a point in the unique closed T -orbit O σ in X σ . Thus T σ , the stabilizer of O σ , acts on the fiber P xσ via a homomorphism T σ → Aut G (P xσ ), where Aut G (P xσ ) denotes the G-equivariant automorphism group of the fiber P xσ .
Lemma 3.3. The toric principal G-bundle P is T -equivariantly isomorphic to the trivial bundle X σ × P xσ where T acts on X σ × P xσ diagonally and its action on P xσ is via a homomorphism φ : T → Aut G (P xσ ) extending the action of T σ on P xσ .
Remark 3.4. We expect the equivariant triviality to hold for toric principal G-bundles over affine toric varieties over other fields as well.
Let us assume that the base field is k = C. Suppose P is a toric principal G-bundle with the trivialization data {(X σ , φ σ ) | σ ∈ Σ}. By Lemma 3.3, for each σ ∈ Σ, the bundle P |Xσ is T -equivariantly isomorphic to X σ ×P xσ where T acts on P xσ via a homomorphism φ σ : T → Aut G (P σ ). Following [Klyachko89, §2] , the bundle P is determined by its restrictions P |Xσ , σ ∈ Σ, and its transition functions ψ σ,σ : X σ ∩ X σ → Hom G (P xσ , P x σ ), σ, σ ∈ Σ, which satisfy the usual cocycle condition as well as the equivariance condition (3). Hence, given σ, σ ∈ Σ, it suffices to define ψ σ,σ at a point x 0 in the open orbit X 0 . But the isomorphisms ψ σ,σ (x 0 ) : P σ → P σ allow us to identify all the G-spaces P xσ with the fiber P x0 . Hence we can assume that all the homomorphisms φ σ are to the same space Aut G (P x0 ) (which in turn we can identify with G itself) and all the transition functions ψ σ,σ (x 0 ) are identity. We thus conclude that the bundle P is determined by the homomorphisms φ σ : T → Aut G (P x0 ).
Fix an embedding G → GL(E) for some finite dimensional vector space E. Let E = P × G E be the associated toric vector bundle. We would like to show that for any maximal cone σ and any ray ρ ∈ σ(1), the one-parameter subgroup φ σ (T ρ ) is uniquely determine by the restriction of the bundle P to the affine toric chart X ρ . As in the Klyachko classification consider the subspace E ρ i defined by:
We note that φ σ (T ) ⊂ Aut G (P x0 ) ∼ = G is a subtorus and hence lies in a maximal torus H σ of G. Take a basis in E such that H σ is diagonal in this basis. Also choose coordinates in the torus T such that T ρ corresponds to the first coordinate. Then φ σ (t) = diag(t a1 , . . . , t ar ), t ∈ T ρ ∼ = G m . Without loss of generality let us assume a 1 ≤ · · · ≤ a r . Then the filtration E ρ i is the filtration corresponding to the standard flag and labeled by a 1 ≤ · · · ≤ a r . But this is exactly the filtration corresponding to the one-parameter subgroup φ ρ : t → diag(t a1 , . . . , t ar ). This shows that the homomorphism φ σ |Tρ is determined by the restriction P |Xρ . Thus we have proved the following.
Proposition 3.5. The homomorphisms {φ σ | σ ∈ Σ(n)} glue together to define a piecewise linear map Φ = Φ P : |Σ| → B(G).
We summarize the above discussion in the following. Theorem 3.6. Let X Σ be a toric variety over C. The maps P → Φ P and Φ → P Φ give a one-to-one correspondence between principal G-bundles P over X Σ (with G = Aut(P x0 )) and piecewise linear maps Φ : |Σ| → B(G). This gives an equivalence of categories between the category of toric principal bundles on X Σ and the category of piecewise linear maps from Σ to buildings of linear algebraic groups.
Finally, we describe the characteristic classes of a toric principal bundle in terms of its corresponding piecewise linear map. Extending the notion of Chern classes of a vector bundle, the characteristic classes of a principal bundle are given by the Chern-Weil homomorphism. Below we recall the equivariant Chern-Weil homomorphism and see how for a toric principal bundle it can be immediately recovered from the piecewise linear map associated to the bundle.
Let BT , BG denote the classifying spaces of T and G respectively. Also let ET → BT denote the universal bundle for T . Let P be a T -equivariant principal G-bundle on a Tvariety X (this means the action of T on P lifts that of X and commutes with the action of G on P).
Consider P T = P × T ET and X T = X × T ET . Recall that the equivariant cohomology H * T (X) is the cohomology of X T . Then P T is a princiapl G-bundle over X T and hence gives a map f : X T → BG. This then induces a homomorphism f * :
When G is semisimple the cohomology ring H * (BG) can be identified with S(g * ) G , the algebra of Ad G -invariant polynomials on the Lie algebra g = Lie(G). The equivariant Chern-Weil homomorphism is the homomorphism f * : S(g * ) G → H * T (X). We recall that the equivariant cohomology ring H * T (X Σ ) of a smooth complete toric variety X Σ is naturally isomorphic to the algebra of piecewise polynomial functions on N Q with respect to the fan Σ.
The isomorphism is given by the localization map:
Here the map H *
is induced by the inclusion {x σ } → X Σ , and S(t * ) denotes the polynomial algebra on the Lie algebra t = Lie(T ).
Theorem 3.7. Let P be a toric principal G-bundle on a smooth complete toric variety X Σ over C with the corresponding piecewise linear map Φ :
be an Ad G -invariant polynomial. Then the image of p under the equivariant Chern-Weil homomorphism is given by the piecewise polynomial function p • Φ.
Proof. We need to show that for any maximal cone σ ∈ Σ(n) the restriction of image of p to the fixed point x σ coincides with (p • Φ) |σ . The fixed point x σ gives a section BT → X T which induces a homomorphism H *
We thus obtain a map:
Recall that the action of T on P |Xσ is given by a homomorphism φ σ : T → P x0 ∼ = G. This gives a linear map dφ σ : t → g. One verifies that this induces the above homomorphism S(g * ) G → S(t * ). This finishes the proof.
Building of GL(E) and prevaluations
In this section we introduce the notion of a prevaluation on a vector space E. We will see that the set of all prevaluations on E can naturally be regarded as the "total space" of the spherical building B(GL(E)) associated to E.
As usual let E be an r-dimensional vector space over a field k.
Definition 4.1. We call a function v : E \ {0} → Q a prevaluation if the following hold:
(1) For all 0 = e ∈ E and 0 = c ∈ k we have v(ce) = v(e).
(2) (Non-Archimedean property) For all 0 = e 1 , e 2 ∈ E, e 1 +e 2 = 0, the non-Archimedean inequality v(e 1 + e 2 ) ≥ min{v(e 1 ), v(e 2 )} holds.
It is convenient to extend v to the whole E and define v(0) = ∞. We call a prevaluation v integral if attains only integer values, i.e. v : E \ {0} → Z. We denote the set of all Q-valued prevaluations on E by B(GL(E)) and the set of all integral prevaluations on E by B Z (GL(E)). The term prevaluation is taken from the paper [KKh12, Section 2.1].
The value set v(E) of a prevaluation v is the image of E \ {0} under v, i.e.
v(E) = {v(e) | 0 = e ∈ E}.
It is easy to verify that for every prevaluation v we have |v(E)| ≤ dim(E) and hence v(E) is finite. Each prevaluation v on E gives rise to a filtration F v = {F v≥a } a∈Q on E by vector subspaces defined by:
Conversely, a filtration F = {F a } a∈Q such that a∈Q F a = {0} defines a prevaluation v F by: v F (e) = max{a ∈ Q | e ∈ F a }, for all x ∈ E. The following is straightforward to verify.
Proposition 4.2. The assignments v → F v and F → v F are inverse of each other and give a one-to-one correspondence between the set of prevaluations on E (with values in Q) and the set of filtrations on E (indexed by Q).
Recall that a frame
Given a prevaluation v, we say that a frame L is adapted to a filtration {F a } a∈Q if every subspace F a is a sum of some of the L i . Also we say that L is adapted to a prevaluation v if it is adapted to the filtration F v . This is equivalent to the following: For any 0 = e ∈ E let us write e = i e i where e i ∈ L i . Then:
v(e) = min{v(e i ) | e i = 0}.
By the above (Proposition 4.2) the set B(GL(E)) can be identified with the set of filtrations on E indexed by Q.
Theorem 4.3. The set of prevaluations can naturally be identified with the spherical Tits building of GL(E), where the chambers are the sets C F corresponding to flags F in E, and the apartments are the sets A L corresponding to the frames L.
There is a natural partial order on the building B(GL(E)) of all prevaluation on E.
Definition 4.4 (Partial order on B(GL(E))). Given v, v ∈ B(GL(E)) we say v ≤ v if and only if v(e) ≤ v (e), ∀ 0 = e ∈ E.
We will use this partial order to define convexity of a map with values in B(GL(E)) (Section 5.2).
Let E, E be two finite dimensional vector spaces with dimensions r, r respectively. There is a natural map from B(GL(E))×B(GL(E )) to B(GL(E ⊗E )) the building corresponding to the tensor product of E and E . Let v, v be prevaluations on E. We define their tensor product v ⊗ v : (E ⊗ E ) \ {0} → Q as follows. For each 0 = e ∈ E ⊗ E let:
Here the maximum is taken over all possible representations of e = i e i ⊗ e i . Let F , F and F ⊗ F be filtrations corresponding to v, v and v ⊗ v respectively. One verifies that:
The above definition of tensor product of prevaluations (or equivalently filtrations) agrees with tensor product of frames. Given two prevaluations v ∈ A L and v ∈ A L one sees that v ⊗ v is the unique prevaluation in A L⊗L given by the following: for any e i ∈ L i , e j ∈ L j we have:
Thus v ⊗ v is adapted to the frame L ⊗ L and hence belongs to the apartment A L⊗L .
Remark 4.5. One can show that the above tensor product of prevaluations/filtrations is not well-defined on flags of subspaces, that is, one can find prevaluations v 1 , v 2 on E (respectively prevaluations v 1 , v 2 on E ) such that v 1 , v 2 give rise to the same flag in E, i.e. lie in the same simplex in B(GL(E)) (respectively v 1 , v 2 give rise to the same flag in E ) but v 1 ⊗ v 1 and v 2 ⊗ v 2 do not give the same flags in E ⊗ E .
For 1 ≤ i ≤ r let p i : k r → k denote the i-th elementary symmetric polynomial, i.e.
. . , L r } be a frame in the vector space E and let us define a map
We note that since p i is symmetric the number L,i (v) does not depend on the order of the values v(L i ) and only depends on the set L = {L 1 , . . . , L r }. Next proposition shows that the maps L,i coincide in the intersection of the apartments.
Proposition 4.6. Let L, L be two frames for E. Suppose a prevaluation v belongs to the intersection of the apartments A L and A L . Then for any
Proof. Let v(E \ {0}) = {a 1 , . . . , a s } be the value set of v and for each i = 1, . . . , s let d i denote the dimension of the vector space E v≥ai /E v>ai . From the definition of a frame adapted to a prevaluation one easily sees that {v(L 1 ), . . . , v(L r )} and {v(L 1 ), . . . , v(L r )} (regarded as multi-sets i.e. taking into account how many time each value of v appears there) coincide with the multi-set {a 1 , . . . , a 1 , . . . , a s , . . . , a s } where each a i appears d i times. Now since p i is symmetric we see that
Definition 4.7 (Elementary symmetric functions on B(GL(E))). From Proposition 4.6 it follows that we have a well-defined map i : B(GL(E)) → Q. We call this map the i-th elementary symmetric function on the building B(GL(E)).
Remark 4.8. One can define analogous of elementary symmetric functions on buildings of other semisimple Lie groups. In this generality, the elementary symmetric functions are Weyl group invariant polynomials.
Toric vector bundles and piecewise linear maps to B(GL(E))
In this section we consider the case of piecewise linear maps to the building of G = GL(E) where E is a finite dimensional vector space (as usual we put r = dim(E)). We will see that the Klyachko filtrations associated to a toric vector bundle determines a piecewise linear map to GL(E) giving a one-to-one correspondence between toric vector bundles and piecewise linear maps. Moreover, we will see that several notions concerning toric vector bundles, such as Chern classes, tensor product, ampleness and global generation, naturally translate to notions about piecewise linear maps to buildings such as elementary symmetric functions, tensor product of buildings and convexity. 5.1. Piecewise linear maps and prevaluations. As usual, Σ is a fan in a Q-vector space N Q . Recall that we say a map Φ : |Σ| → B(GL(E)) is a piecewise linear map with respect to Σ if the following holds: (1) For each cone σ ∈ Σ the image Φ(σ) lies in an apartment A σ in B(GL(E)). (2) For each σ ∈ Σ the restriction Φ σ : σ → A σ is a linear map (recall that we view each apartment in B(GL(E)) as a Q-vector space isomorphic to Q r via choice of a frame).
If we regard elements of B(GL(E)) as prevaluations on E, the "piecewise linearity" condition (2) above has the following interpretation. For each σ ∈ Σ there exists a multiset {u σ,1 , . . . , u σ,r } ⊂ M such that for any x ∈ σ, the prevaluation Φ(x) is given by:
Here e = i e i is the decomposition of the vector e in the frame L σ associated to the apartment A σ . A piecewise linear map Φ : |Σ| → B(GL(E)) is integral if for any x ∈ N , the corresponding prevaluation Φ(x) is integral, that is, it attains only integer values.
Let Φ : |Σ| → B(GL(E)) and Φ : |Σ| → B(GL(E )) be two piecewise linear maps.
Definition 5.1 (Tensor product of piecewise linear maps). The tensor product Φ ⊗ Φ : |Σ| → B(E ⊗ E ) is the piecewise linear map defined by:
where the tensor product on the righthand side is in the sense of Section 4.
The following is straightforward to verify.
Proposition 5.2. The map Φ ⊗ Φ is a piecewise linear map from |Σ| to B(GL(E ⊗ E )).
Proof. One verifies that for any cone σ ∈ Σ the map Φ ⊗ Φ sends the cone σ into the apartment A L⊗L and the corresponding linear map is given by the u σ,i ⊗ u σ,j .
5.2.
Notions of convexity for a piecewise linear map. Let Σ be a complete fan in N Q and let Φ : |Σ| → B(GL(E)) be a piecewise linear map to the building B(GL(E)). Below we discuss notions of convexity for Φ generalizing the notion of convexity of a piecewise linear function to Q. First let f : |Σ| → Q be a piecewise linear function in the usual sense. In this case, the convexity of f can be characterized as follows. Let σ, σ ∈ Σ(n) be two full dimensional cones that intersect in an (n − 1)-dimensional cone τ . Let T : N Q → Q (respectively T : N Q → Q) be the linear function that coincides with f |σ : σ → Q (respectively f |σ : σ → Q). Then f is convex on σ ∪ σ if for any x ∈ σ we have T (x) ≥ f (x) and for any x ∈ σ , T (x ) ≥ f (x ). And f is convex if it is convex on any σ ∪ σ where τ = σ ∩ σ is an (n − 1)-dimensional cone in Σ.
We can generalize this description of a convex piecewise linear function to piecewise linear maps to the building B(GL(E)) as follows. With notation as before, let σ, σ ∈ Σ(n) be maximal cones with τ = σ ∩ σ ∈ Σ(n − 1). We would like to say when Φ is convex on σ ∪ σ . Now let Φ σ , Φ σ denote the restrictions of Φ to the cones σ, σ respectively. By definition there are frames L, L such that Φ σ : σ → A L and Φ σ : σ → A L are given by linear maps. In other words, there are {u 1 , . . . , u r } and {u 1 , . . . , u r } such that for any x ∈ σ, x ∈ σ and 0 = e ∈ E we have:
Φ(x)(e) = min{ x, u i | e i = 0}, Φ(x )(e) = min{ x , u i | e i = 0}.
Here e = i e i , e i ∈ L i , and e = j e j , e j ∈ L j , are decompositions of e according to the frames L and L respectively. In particular, for x ∈ τ and 0 = e ∈ E we have:
Φ(x)(e) = min{ u i , x | e i = 0} = min{ u i , x | e i = 0}.
One knows that there is a (linear) isomorphism of the apartments A L and A L that pointwise fixes all the simplices in their intersection (in particular, all the simplices intersecting the image Φ(τ )) (see Lemma2.2). This then implies that there is a one-to-one correspondence L i → L i , i = 1, . . . , s, such that for any x ∈ τ we have u i , x = u i , x , for all i. In other words, u i −u i ∈ τ ⊥ . We can now define two linear maps T : N Q → A L , T : N Q → A L as follows. For any x ∈ N Q and 0 = e ∈ E put:
Definition 5.3 ((Buildingwise) convex map). We say that a piecewise linear map Φ : |Σ| → B(GL(E)) is (buildingwise) convex if for any τ ∈ Σ(n − 1) we have:
where ≤ is the partial order on the building B(GL(E)) as in Definition 4.4.
Definition 5.4 ((Buildingwise) strictly convex map). With notation as above, Φ : |Σ| → B(GL(E)
) is a (buildingwise) strictly convex map if and only if for any τ ∈ Σ(n − 1) we have:
In Section 5.4 we will see that buildingwise convexity (respectively strict buildingwise convexity) of a piecewise linear map is equivalent to the corresponding toric vector bundle be nef (respectively ample). This can be considered as a reformulation of [HMP10, Theorem 2.1].
Remark 5.5. We expect that buildingwise convexity of a piecewise linear map Φ is equivalent to the upper graph of Φ be a convex subset of N Q × B(GL(E)). Here we define the upper graph of Φ as {(x, v) | v and Φ(x) lie in the same apartment and v ≥ Φ(x)} ⊂ N Q × B(GL(E)), where as above, ≥ denotes the partial order on the set of prevaluations.
There is an alternative way to define convexity of a usual piecewise linear function. Let f : |Σ| → Q be a piecewise linear function with respect to a complete fan Σ in N Q . For each maximal cone σ ∈ Σ let S σ : N Q → Q be the linear function that coincides with φ on σ. Then φ is convex if for any maximal cone σ ∈ Σ the graph of f lies above that of of S σ , that is, for any x ∈ N Q we have S σ (x) ≥ f (x).
Generalizing the above, we define another version of convexity of a piecewise linear map into a building. This version of convexity turns out in general to be different from the previous one (Definition 5.3). In Section 5.4 we will see that this notion of convexity is equivalent to the corresponding toric vector bundle be globally generated (this follows from [DJS, Theorem ] ).
With notation as above, let Φ : |Σ| → B(GL(E)) be a piecewise linear map. For every maximal cone σ ∈ Σ let L σ and {u σ,1 , . . . , u σ,r } ⊂ M Q be the corresponding frame and multiset defining the linear map Φ σ . Let S σ : N Q → A Lσ be the linear map that coincides with Φ on σ, that is, for every x ∈ N Q : S σ (x)(e) = min{ x, u σ,i | e i = 0}, for any 0 = e ∈ E with e = i e i its decomposition with respect to the frame L σ .
Definition 5.6 ((Fanwise) convex map). We say that Φ : |Σ| → B(GL(E)) is fanwise convex if the following holds. For every maximal cone σ ∈ Σ(n) the graph of Φ lies under the graph of the linear map S σ . That is:
(As usual, ≥ is the partial order on the building B(GL(E)) in Definition 4.4.)
Note that in (9) we require the inequality to hold for x ∈ σ (or x ∈ σ ) while in (10) we want the similar inequality to hold for all x ∈ N Q . 5.3. Toric vector bundles and piecewise linear maps. Let Σ be a fan with the corresponding toric variety X Σ . In this section we consider toric vector bundles E on X Σ and we interpret the Klyachko data associated to a toric vector bundle E on X Σ as a piecewise linear map Φ E : |Σ| → B(GL(E)).
Recall that to each ray ρ ∈ Σ(1) one associates a decreasing filtration E ρ i , i ∈ Z in E such that for any cone σ ∈ Σ the filtrations E ρ , ρ ∈ σ(1) satisfy certain compatibility condition (Section 1). By Proposition 4.2, the filtration E ρ determines a prevaluation v ρ : E \{0} → Z by v ρ (e) = max{i | e ∈ E ρ i }, ∀0 = e ∈ E. The compatibility condition in fact asserts that for any cone σ ∈ Σ there exists a frame L σ = {L σ,1 , . . . , L σ,r } for E and a multiset u(σ) = {u σ,1 , . . . , u σ,r } such that all the prevaluations v ρ , ρ ∈ σ(1) are adapted to it and moreover, for any 0 = e ∈ E, we have:
Here e = i e i , e i ∈ L σ,i , is the decomposition of e in the frame L σ . Let us define a map Φ E : |Σ| → B(GL(E)) as follows. For any x ∈ |Σ|, Φ E (x) : E \ {0} → Z is the prevaluation given by: Φ E (x) = min{ x, u σ,i | e i = 0}.
The equation (11) exactly states that the map Φ E is a piecewise linear map to the building B(GL(E)) (in the sense of Definition 3.1). We thus obtain the following:
Theorem 5.7. There is a one-to-one correspondence between rank r toric vector bundles E on X Σ and the integral piecewise linear functions Φ : |Σ| → B(GL(E)).
We can also give a nice description of equivariant Chern classes of a toric vector bundle in terms of its corresponding piecewise linear map. First we recall that the equivariant Chow cohomology ring A * T (X Σ ) of a toric variety X Σ is naturally isomorphic to the ring of integral piecewise polynomial functions with respect to Σ. In this isomorphism, the equivariant Chern class c 1 (L) of a T -linearized line bundle L goes to a piecewise linear function that represents the divisor class of c 1 (L). We note that two T -invariant Cartier divisors represent the same class in A 1 (X Σ ) if the corresponding piecewise linear functions differ by a (globally) linear function on N Q . The next theorem extends this description of equivariant Chern classes to toric vector bundles. It is a reformulation of [Payne08, Proposition 3.1] in the language of piecewise linear maps to buildings. Moreover, it is a special case of Theorem 3.7 for characteristic classes of a toric principal G-bundle.
Theorem 5.8 (Equivariant Chern classes)
. Let E be a toric vector bundle over a toric variety X Σ with Φ E : |Σ| → B(GL(E)) its corresponding piecewise linear map. Then for any 1 ≤ i ≤ r, the i-th equivariant Chern class c T i (E) is represented by the piecewise polynomial function i (Φ E ), where i : B(GL(E)) → Q is the i-elementary symmetric function on the building B(GL(E)) (see Definition 4.7).
Let E, E be toric vector bundles with the corresponding piecewise linear functions Φ E : |Σ| → B(GL(E)) , Φ E : |Σ| → B(GL(E )).
Proposition 5.9 (Tensor product
On the other hand, let v : E \ {0} → Q, v : E \ {0} → Q be two prevaluations on E, E with corresponding filtrations F , F respectively. From (7) we know that the filtration F ⊗ F associated to the tensor product prevaluation v ⊗ v :
Positivity of toric vector bundles and convexity of piecewise linear maps.
In this section we relate the notions of ample, nef and globally generated for a toric vector bundle with the notions of convexity of piecewise linear maps discussed before (Section 5.2). These generalize the familiar statements for toric line bundles and usual piecewise linear functions.
The following gives criteria for nef and ampleness of a toric vector bundle in terms of the convexity of the corresponding piecewise linear map. It can be regarded as reformulation of [HMP10, Theorem 2.1].
Theorem 5.10. A toric vector bundle E over a complete toric variety is nef (respectively ample) if and only if the corresponding piecewise linear map Φ E is buildingwise convex (respectively strictly buildingwise convex), in the sense of Definition 5.3 (respectively Definition 5.4).
Proof. By [HMP10, Theorem 2.1], a toric vector bundle is nef (respectively ample) if and only if its restriction to any T -invariant curve is nef (respectively ample). More precisely, let C be a T -invariant curve in X Σ corresponding to a cone τ ∈ Σ(n − 1). Since Σ is complete there are maximal cones σ, σ ∈ Σ(n) with τ = σ ∩ σ . Let u, u ∈ M be such that u − u is orthogonal to τ . Let L u , L u be trivial line bundles on affine toric charts X σ , X σ and equipped with T -linearizations via characters χ u , χ u respectively. Then one can construct a line bundle L u,u on X σ ∪X σ by gluing the line bundles L u|X σ and L u |X σ via the transition function χ u−u which is regular and invertible on X τ . Let v τ ∈ σ be the vector that is dual to the primitive generators of τ ⊥ . One shows that the line bundle L u,u |C is isomorphic to
The line bundle L u,u on C ∼ = P 1 is nef (respectively ample) if and only a = v τ , u − v τ , u ≥ 0 (respectively a > 0). Now one knows that there is a one-to-one correspondence u i → u i between the vectors in the sets u σ and u σ such that the vector bundle E |C splits equivariantly as a direct sum of line bundles L u1,u 1 ⊕ · · · ⊕ L ur,u r ([HMP10, Corollary 5.5 and Corollary 5.10], in fact this can be concluded directly from general properties of a building namely Lemma 2.2). For each i, let us write L ui,u i = O P 1 (a i ). From the above, we know that u i − u i is a i times the primitive generator of τ ⊥ which is positive on σ. Now E |C is nef (respectively ample) if and only if a i ≥ 0 (respectively a i > 0) for all i. On the other hand, with notation as in Definition 5.3, the condition T (x) ≤ Φ(x) means that min{ x, u i | e i = 0} ≤ min{ x, u i | e i = 0}, ∀x ∈ σ , ∀0 = e ∈ E.
For each i, taking e = e i implies that x, u i ≤ x, u i . This shows that the nefness condition above is equivalent to x, u i − u i ≥ 0, for all x ∈ σ and all i. This in turn is equivalent to v ρ , u i − u i ≥ 0, for all ρ ∈ σ (1) and all i. This finishes the proof.
Theorem 5.11. A toric vector bundle E over a complete toric variety is globally generated if and only if the corresponding piecewise linear map Φ is fanwise convex (in the sense of Definition 5.6).
. . , L r } be a frame associated to it and corresponding multiset of vectors {u σ,1 , .
gives a necessary and sufficient condition for E to be globally generated. In our language of piecewise linear maps this condition can be stated as follows: For every σ ∈ Σ(n) and 1 ≤ i ≤ r the point u σ,i lies in the polytope P ei = {y | v ρ , y ≤ Φ(v ρ )(e i ), ∀ρ ∈ Σ(1)}. This then implies that u σ,i is a vertex of P ei . We would like to show that this condition is equivalent to fanwise convexity of Φ. We note that u σ,i lies in P ei if and only if:
Because of piecewise linearity of Φ, this in turn is equivalent to:
The above equation means that the graph of the piecewise linear function x → Φ(x)(e i ) lies below that of the linear function x → x, u σ,i , for all i, which is equivalent to the definition of fanwise convexity of Φ (Definition 5.6).
Example 5.12 (Toric line bundles). Let L be a toric line bundle on a toric variety X Σ . Let D = ρ∈Σ(1) a ρ D ρ be the torus invariant Cartier divisor corresponding to L. The building B(GL(E)) = B(G m ) consists of one apartment which we identify with Q. Thus in this case, a piecewise linear map into B(GL(E)) is just a usual piecewise linear function. The piecewise linear function Φ corresponding to L is given by Φ(v ρ ) = a ρ , ∀ρ ∈ Σ(1).
(We point out that many authors, for example [Fulton93, ?] define the piecewise linear function associated to the divisor D by Φ(v ρ ) = −a ρ . This corresponds to taking increasing filtrations instead of decreasing filtrations in Klyachko's construction.)
Example 5.13 (Tangent bundle of P n ). We recall Klyachko's filtrations for the example of tangent bundle of a projective space and then interpret this data as a piecewise linear map. Consider the projective space P n and let E = T P n be its tangent bundle. Identify the lattices M and N with Z n and let Σ ∈ Q n be the fan of P n . The primitive vectors on the rays in Σ are the vectors {v 1 , . . . , v n+1 } where v i is the i-th standard basis vector and v n+1 = −v 1 − · · · − v n . We write ρ i for the ray generated by v i . One identifies the fibre E of T P n over the identity of the torus T with N ⊗ Z k = k n . Hence, the vectors v 1 , v 2 , . . . , v d also form the standard basis for E = k n . One computes that the Klyachko filtrations are given as follows:
The n-dimensional cones in the fan are {σ 1 , . . . , σ n } where σ i is the cone spanned by {v 1 , . . . ,v i , . . . , v n+1 }, 1 ≤ i ≤ n + 1 (herev i means this vector is removed). For each σ i we have a basis of E and a collection of vectors u σi ⊂ M appearing in Klyachko's compatibility condition. Let {w 1 , . . . , w n } denote the standard basis elements in M ∼ = Z n . One computes that for any σ i the corresponding basis is {v 1 , . . . ,v i , . . . , v n+1 }. Moreover, for 1 ≤ i ≤ n, u σi = {w 1 − w i , w 2 − w i , . . . , w i−1 − w i , −w i , w i+1 − w i , . . . , w n − w i } and u σn+1 = {w 1 , . . . , w n }.
The piecewise linear map Φ = Φ T P n : |Σ| → B(GL(E)) is then given as follows. Let x ∈ N Q lie in the maximal cone σ i . Let 0 = e ∈ E and let us write it in the basis corresponding to σ i as e = j e j . Then:
Φ(x)(e) = min{ x, u σi,j | e j = 0}.
Prevaluations on a vector space with values in a semilattice
In this section we consider a generalization of the notion of a prevaluation on a vector space. Namely, a prevaluation on a vector space with values in a semilattice (Γ, ≥, ∧). For the usual prevaluations we have the semilattice (Q, ≥, min) of rational numbers with its usual ordering and taking minimum as the meet operation.
We will be interested in prevaluations with values in the semilattice of piecewise linear functions as well as with values in the semilattice of polytopes (Section 6.2 and Section 6.4). We will see that a prevaluation with values in piecewise linear functions is, in some sense, dual data to that of a piecewise linear map with values in a building as discussed before (Theorem 6.13).
6.1. Prevaluations with values in a semilattice. Let (Γ, ≥, ∧) be a meet-semilattice. That is, (Γ, ≥) is a partially ordered set (poset) together with a binary operation ∧ (meet) of greatest lower bound. That is, for any γ, η ∈ Γ, whenever we have µ ≤ γ, µ ≤ η, for some µ ∈ Γ, then µ ≤ γ ∧ η.
Definition 6.1. Let π : E \ {0} → Γ be a map that satisfies the following:
(a) For any nonzero e ∈ E and any 0 = c ∈ k we have π(ce) = π(e). (b) (Non-Archimedean property) For any e 1 , e 2 ∈ E, where 0 = e 1 , e 2 , e 1 + e 2 , we have: (12) π(e 1 + e 2 ) ≥ π(e 1 ) ∧ π(e 2 ).
(c) The image of π is a finite set.
We call such a map π a prevaluation on E with values in Γ. It is convenient to extend π to a map E → Γ ∪ {∞} by setting π(0) = ∞, where ∞ is larger than every element of Γ.
Remark 6.2. It is not hard to find an example of a semilattice Γ and a map π : E \{0} → Γ that satisfies (a) and (b) above but not (c).
The following is immediate from the definition.
Proposition 6.3. For every γ ∈ Γ the set:
is a vector subspace of E.
Thus to any semilattice prevaluation on E there corresponds an arrangement A π = {E ≥γ | γ ∈ Γ} of linear subspaces.
Lemma 6.4. Let π : E \ {0} → Γ be a semilattice prevaluation. (1) For any γ ∈ Γ there exits γ ∈ Γ such that γ lies in the image of π and E ≥γ = E ≥γ . (2) If the semilattice Γ is a lattice (i.e. also has a "join" operation) then the subspace arrangement A π = {E ≥γ | γ ∈ Γ} is closed under (finite) intersections.
Proof.
(1) Let γ be the smallest element in the image of π which is ≥ γ. This exists since the image of π is finite. Also γ ≥ γ implies that E ≥γ ⊂ E ≥γ . Suppose for some 0 = e ∈ E we have π(e) ≥ γ. From the above we see that π(e) ≥ γ and hence E ≥γ = E ≥γ . (2) Let γ 1 , . . . , γ s ∈ Γ and consider E ≥γ1 ∩ · · · ∩ E ≥γs . We claim that E ≥γ1 ∩ · · · ∩ E ≥γs = E ≥γ where γ = γ 1 ∨ · · · ∨ γ s . If for some e we have π(e) ≥ γ i , for all i, then π(e) ≥ γ 1 ∨ · · · ∨ γ s and hence e ∈ E ≥γ . Conversely, π(e) ≥ γ 1 ∨ · · · ∨ γ s implies that π(e) ≥ γ i for all i and hence e ∈ E ≥γ1 ∩ · · · ∩ E ≥γs .
Proposition 6.5. The arrangement A π has a semilattice structure coming from sum/union of subspaces. That is, for any E ≥γ1 , E ≥γ2 ∈ A π , the subspace E ≥γ1∧γ2 is the smallest subspace in A π that contains E ≥γ1 + E ≥γ2 . We denote E ≥γ1∧γ2 by E γ1 ∨ E γ2 .
Proof. Let γ = γ 1 ∧ γ 2 . Since γ ≥ γ 1 and γ ≥ γ 2 we have E ≥γ contains both E ≥γ1 and E ≥γ2 and hence their sum. Also if for some γ we have E ≥γ1 + E ≥γ2 ⊂ E ≥γ then γ ≤ γ 1 and γ ≤ γ 2 and hence by the definition of meet we have γ ≤ γ which implies that E ≥γ ⊂ E ≥γ as required.
Next, we discuss some generalities about dimensions of subspaces in a linear subspace arrangement. As usual let E be a finite dimensional k-vector space with r = dim(E). We assume k to be an infinite field and hence no k-vector space is a finite union of proper subspaces.
By a quasisubspace we mean a subset X ⊂ E of the form X = U \ s i=1 U i where U ⊂ E is a linear subspace and the U i are linear subspaces of U . The union s i=1 U i is allowed to be empty so, in particular, a subspace is considered to be a quasisubspace too. Empty set is also a quasisubspace. We define the rank of a quasisubspace X to be:
If we can also write X = U ⊂ j U j , for some other subspaces U j ⊂ U , then clearly we should have i U i = j U j and hence dim( i U i ) = dim( j U j ). Thus the rank of a quasisubspace is well-defined.
Remark 6.6. We would like to emphasize that the collection of quasisubspaces is closed under finite intersection but it is not closed under union. Thus it does not make sense to talk about additivity of the rank function with respect to taking union.
We now explain the connection between the notions of rank (of a quasisubspace) and the notion of matroid associated to a linear subspace arrangement. This was in fact our motivation for introducing these notions. Suppose A is an arrangement of linear subspaces Theorem 6.7. Let B be generic with respect to the arrangement of linear subspaces A. Then the matroid structure of the set of vectors B only depends on A (i.e. is independent of the choice of bases B i for the U i ).
Remark 6.8. We should point out that Theorem 6.7 above is stated in dual language compared to [Ziegler92, Theorem 4.9]. That is, to obtain former from the latter one should replace every subspace with its orthogonal complement.
Let B be a generic basis set for an arrangement A of linear subspaces (in the above sense).
Proposition 6.9. Let U ∈ A and let X be a quasisubspace of the form X = U \ Vi∈A (U ∩ V i ). Then the rank of X is exactly the number of elements of B that lie in X. In other words, the rank function µ restricted to the set of such quasisubspaces from the arrangement A coincides with the counting measure on the set B where we send X to X ∩ B.
Proof. If U ∈ A is a sum of other subspaces then by definition µ(X) = 0 and X ∩ B = ∅. If U is not a sum of other subspaces in A then U = U i for some i. We claim that X ∩ B = B i . To see this first note that B i ⊂ X because if B i intersects any other U j U i it would contradict the assumption that B is generic. Also if some b jk ∈ B j , j = i, lies in X ∩ B then b jk ∈ span(B i ) = U i which implies that B j ⊂ U i and hence U j U i . This contradicts that b jk ∈ X = U i \ ( i = U ).
Prevaluations with values in piecewise linear functions.
Recall that a function h : N Q → Q is piecewise linear if there exists a complete fan Σ in N Q such that h is linear restricted to each cone σ ∈ Σ. We denote the set of all piecewise linear functions on N Q by PL(N, Q).
Note that PL(N, Q) is a Q-vector space with respect to the sum and scalar product of functions. There is also a natural partial order on PL(N, Q) where h 1 ≤ h 2 if h 1 (x) ≤ h 2 (x), ∀x ∈ N Q . If h 1 , h 2 ∈ PL(N, Q) then min(h 1 , h 2 ) and max(h 1 , h 2 ) also belong to PL(N, Q). The partial order ≤ together with the operations min and max give PL(N, Q) the structure of a lattice. We also denote the set of piecewise linear functions that attain integer values on N by PL (N, Z) .
Finally, for a fan Σ, PL(Σ, Q) denotes the set of piecewise linear functions that are linear on cones in Σ and PL(Σ, Z) the subset of piecewise linear functions that have integer values on N .
Remark 6.10. Since PL(N, Q) is closed under addition, it in fact has structure of a semiring. But in this paper we do not address its semiring structure.
In this section we look at prevaluations h with values in the semilattice of piecewise linear functions PL(N, Q).
To a piecewise linear map Φ : |Σ| → B(GL(E)) there naturally corresponds a map h Φ : E \ {0} → PL(N, Q) given by:
We note that the fan with respect to which all the h Φ (e), 0 = e ∈ E, are piecewise linear is not necessarily Σ but a subdivision of Σ which depends on the multiset u(σ) because for x ∈ σ we have h Φ (e)(x) = Φ(x)(e) = min{ x, u σ,i | e i = 0} (see paragraph before Theorem 5.7).
Lemma 6.11. Let Φ : |Σ| → B(GL(E)) be a piecewise linear map. Then the map h Φ : E \ {0} → PL(N, Q) is a prevaluation with respect to the semilattice structure (PL(N, Q), ≥ , min). In fact, there is a subdivision Σ of Σ such that
Proof. For every x ∈ N Q , its image Φ(x) is a prevaluation E \ {0} → Q. The first claim follows from this. To prove the second claim recall that by definition of a piecewise linear map, for each maximal cone σ ∈ Σ there exists a multiset u σ = {u σ,1 , . . . , u σ,r } and a frame L σ such that h Φ (e)(x) = Φ(x)(e) = min{ x, u σ,i | e i = 0}, where e = i e i is the decomposition of e in the frame L σ . In particular, there are only a finite number of possibilities for the piecewise linear functions h Φ (e), for all 0 = e ∈ E. Thus we can take Σ to be a refinement of Σ such that all the h Φ (e) are linear on cones in Σ . Finally, if Φ is integral then all the h Φ (e)(x) = Φ(x)(e) attain integer values when x ∈ N . This finishes the proof.
Conversely, suppose h : E \ {0} → PL(N, Q) is a prevaluation with values in the semilattice (PL(N, Q), ≥, min). To h we can associate a map Φ h : |Σ| → B(GL(E)) by:
Theorem 6.13. With notation as above, the maps Φ → h Φ and h → Φ h give a one-to-one correspondence between the set of maps Φ : N Q → B(GL(E)) which are piecewise linear (with respect to some fan) and the set of prevaluations h : E \ {0} → PL(N, Q). Moreover, this restricts to give a one-to-one correspondence between the integral piecewise linear maps Φ : N → B Z (GL(E)) and integral prevaluations h : E \ {0} → PL(N, Z).
Proof. Let Φ : |Σ| → B(GL(E)) be a piecewise linear map and put h = h Φ . It follows from the definition that for any 0 = e ∈ E and x ∈ N Q we have Φ h (x)(e) = h(e)(x) = Φ(x)(e) which shows that Φ h = Φ. Conversely, let h : E \ {0} → PL(N, Q) be a prevaluation and put Φ = Φ h . In a similar way one verifies that h Φ = h. To prove the last claim one observes that if Φ is an integral piecewise linear map then h Φ is an integral prevaluation and conversely if h is an integral prevaluation then h Φ is an integral piecewise linear map.
Finally, we would to mention that to a prevaluation h : E \ {0} → PL(N, Q) one can associate a polytope map P h : E \{0} → P(M Q ), where P(M Q ) denotes the set of polytopes in the Q-vector space M Q . For 0 = e ∈ E define:
In Section 6.3 we will see that this is related to the notion of parliament of polytopes introduced in [DJS] (see also Remark 6.21 for the direction of defining inequalities of P h (e)).
6.3. Toric vector bundles and prevaluations with values in piecewise linear functions. Let Φ = Φ E be the integral piecewise linear map associated to a toric vector bundle E and let h = h Φ be its corresponding prevaluations with values in PL(N, Z). The next theorem can be considered as a generalization of the correspondence between equivariant line bundles on toric varieties and piecewise linear functions. Before stating it, we first consider an equivalence relation on the collection of toric vector bundles on toric varieties. Let X Σ , X Σ be complete toric varieties equipped with toric vector bundles E, E respectively. We say that (X Σ , E) is equivalent to (X Σ , E ) if there is a complete toric variety X Σ and T -equivariant morphisms F :
Theorem 6.14. The prevaluations h : E\{0} → PL(N, Z) are in one-to-one correspondence with the equivalence classes of toric vector bundles on complete toric varieties (with E as the generic fiber).
Proof. By Lemma 6.12 there exists a fan Σ such that Φ = Φ h is piecewise linear with respect to Σ. Thus h gives rise to a toric vector bundle E = E Φ on the toric variety X Σ . Now suppose Σ is another fan such that Φ is piecewise linear with respect to Σ as well. Take a common refinement Σ of the fans Σ and Σ . Clearly, Φ is piecewise linear with respect to Σ also. Let E , E denote the corresponding toric vector bundle on X Σ , X Σ respectively. We have birational T -equivariant morphisms F :
The equivalence of categories part of Klyachko's classification of toric vector bundles implies that E = F * (E) and E = F * (E ). This shows that (X Σ , E) and (X Σ , E ) are equivalent as required.
Let A h = {E ≥h | h ∈ PL(N, Q)} be the subspace arrangement associated to a prevaluation h : E \ {0} → PL(N, Z).
Lemma 6.15. The subspace arrangement A h coincides with the arrangement obtained by intersecting all subspaces in the Klyachko filtrations (i.e. subspaces E ρ i in the filtrations corresponding to the rays ρ in the fan).
Proof. We note that PL(N, Q) is a lattice with respect to min and max operations on piecewise linear functions. Thus by Lemma 6.4(2) the subspace arrangement A h is closed under finite intersections. Now let h ∈ PL(Σ, Q) with E ≥h ∈ A h its corresponding subspace. By definition 0 = e ∈ E ≥h if and only if h(e)(x) ≥ h(x) for all x ∈ N Q . This in turn is equivalent to h(e)(v ρ ) ≥ h(v ρ ) for all ρ ∈ Σ(1). But, from the definition of h(e)(v ρ ) = Φ(v ρ )(e), this is equivalent to e ∈ E ρ h(vρ) , for all ρ. Thus To finish the proof it remains to show that for any i ∈ Z and any ray ρ the Klyachko subspace E ρ i belongs to A h . Note that we can assume i is such that E ρ i E ρ i+1 . To prove the claim, we need to find a piecewise linear function h ∈ PL(N, Q) such that E ρ i = E ≥h . That is, we would like to have E ρ i = {e | Φ(v ρ )(e) ≥ h(v ρ ), ∀ρ ∈ Σ(1)}. For this to hold, take h(x) to be the piecewise linear function such that h(v ρ ) = i and h(v ρ ) is sufficiently small for all ρ = ρ so that Φ(v ρ )(e) ≥ h(v ρ ) always holds. This finishes the proof.
Let E be a toric vector bundle with Φ : |Σ| → B(GL(E)) its corresponding piecewise linear map and h = h Φ the prevaluation with values in PL(N, Q) associated to Φ (as in (13)). Let A = {E ≥h | h ∈ PL(N, Q)} denote the linear subspace arrangement associated to the prevaluation h = h Φ . Also let P = P h : E \ {0} → P(M Q ) be the polytope map associated to h as in (15). Let {h 1 , . . . , h m } ⊂ PL(N, Z) be the image of h. For each i pick e i ∈ E hi = E ≥hi \ E >hi . Also for each i let µ i be the rank of the quasisubspace E hi (in the sense of paragraph before Remark 6.6). By Proposition 6.9, µ i is equal to the number of elements of the matroid M (A h ) that lie in E hi . We note that µ i = 0 unless E ≥hi is not a sum of other subspaces in the arrangement A.
Proposition 6.16. The parliament of polytopes of E (as defined in [DJS] ) coincides with the multiset {P(e i ) | i = 1, . . . , m} where each P(e i ) is repeated µ i times.
Proof. The proposition follows from Lemma 6.15, Proposition 6.9 and definition of P h (see 15).
Example 6.17 (Tangent bundle of P 2 ). In Example 5.13 we saw the Klyachko data and the piecewise linear map associated to the tangent bundle of projective space P n . Let us consider the projective plane P 2 and determine the semilattice prevaluation h = h E : k 2 \ {0} → PL(N, Z) associated to its tangent bundle E = T P 2 . We follow notation from Example5.13 (see Figure 1) . By Lemma 6.15, the arrangement A = A h associated to this semilattice prevaluation is the intersection of all the subspaces appearing in the Klyachko filtrations. The arrangement A consists of subspaces {0}, k 2 and v i , i = 1, 2, 3. One computes that the values of h at the vectors v i are the following piecewise linear functions (below x = (x 1 , x 2 ) ∈ N Q = Q 2 ):
min(x 1 , x 2 ) x ∈ σ 3 .
One verifies that h(v i ), i = 1, 2, 3, are indeed strictly concave functions. Because of duality between the set of convex polytopes and concave piecewise linear functions, it is natural also to look at prevaluations with values in convex polytopes. Let P(M Q ) denote the collection of all convex polytopes in the Q-vector space M Q . Partially order P(M Q ) by reverse inclusion. The set (P(M Q ), ⊆) has structure of a meetjoin lattice. For ∆ 1 , ∆ 2 ∈ P(M Q ), their join is ∆ 1 ∩ ∆ 2 and their meet is the convex hull of ∆ 1 ∪ ∆ 2 . We denote it by ∆ 1 ∨ ∆ 2 (note that we are considering reverse inclusion and hence meet and join are switched).
Remark 6.18. The set of polytopes P(M Q ) is moreover equipped with Minkowski sum of polytopes which together with the convex hull of union makes it a semiring. In this paper we do not address this semiring structure.
In this section we consider prevaluations ∆ : E \ {0} → P(M Q ) where P(M Q ) is regarded as a semilattice (P(M Q ), ⊆, ∨). We see that the data of such a prevaluation is equivalent to that of a prevaluation with values in the semilattice (CPL(N, Q), ≥, min) of concave piecewise linear functions. We recall that a function h : N Q → Q is concave if for any x 1 , x 2 ∈ N Q and 0 ≤ t ≤ 1 we have: h(tx 1 + (1 − t)x 2 ) ≥ t h(x 1 ) + (1 − t) h(x 2 ).
Note that the set CPL(N, Q) of concave piecewise linear functions is closed under taking minimum and hence (CPL(N, Q), ≥, min) is a semilattice. We recall some well-known constructions about convex polytopes. Given a polytope ∆ ∈ P(M Q ) one defines its support function h ∆ : N Q → Q by:
(16) h ∆ (x) = min{ x, y | y ∈ ∆}.
It is well-known that h ∆ is a piecewise linear function (in fact it is piecewise linear with respect to the normal fan of ∆). Conversely, to each piecewise linear function there corresponds a (possibly empty) polytope ∆ h ∈ P(M Q ) defined by:
(17) ∆ h = {y ∈ M Q | x, y ≥ h(x), ∀x ∈ N Q }.
It is well-known that the maps h → ∆ h and ∆ → h ∆ give a one-to-one correspondence between the set of polytopes P(M Q ) and the set of concave piecewise linear functions CPL(N, Q).
Proposition 6.19. With notation as above, the maps ∆ → h ∆ and h → ∆ h give an isomorphism of the semilattices (P(M Q ), ⊆, ∨) and (CPL(N, Q), ≥, min).
Proof. Let ∆ 1 , ∆ 2 ∈ P(M Q ) be polytopes with ∆ 1 ⊂ ∆ 2 . It follows from (16) that h ∆1 ≥ h ∆2 . Similarly, if h 1 , h 2 ∈ CPL(N, Q) with h 1 ≥ h 2 then from (17) we have ∆ h1 ⊂ ∆ h2 . This proves the isomorphism between P(M Q ) and CPL(N, Q) as posets.
We would like to think of prevaluations ∆ from E to the semilattice (P(M Q ), ⊆, ∨) as higher rank generalizations of the notion of a polytope.
Consider a prevaluation h : E \ {0} → PL(N, Q). To h we can associate a map ∆ h : E \ {0} → P(M Q ) as follows: For 0 = e ∈ E let (18) ∆ h (e) = {y ∈ M Q | x, y ≥ h(e)(x), ∀x ∈ N Q }.
We regard ∆ h as a higher rank generalization of the notion of convex polytope associated to a usual Q-valued piecewise linear function. Conversely, let ∆ : E \ {0} → P(M Q ) be a prevaluation. To ∆ we associate a map h ∆ : E \ {0} → CPL(N, Q) as follows. For 0 = e ∈ E let h(e) be the support function of the polytope ∆(e). The map h ∆ is in fact a semilattice prevaluation. Similarly, we regard h ∆ as a generalization of the notion of support function of a usual convex polytope.
We have the following which is a corollary of Proposition 6.19 and the definitions.
Proposition 6.20. The maps ∆ → h ∆ and h → ∆ h give a one-to-one correspondence between the set of semilattice prevaluations ∆ : E \ {0} → P(M Q ) and the set of semilattice prevaluations h : E \ {0} → CPL(N, Q).
Remark 6.21. We point out that the inequalities (18) defining ∆(e i ) are reverse of those in (15) and [DJS] .
