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We study the effect of the domain wall on electronic transport properties in wire of ferromagnetic
3d transition metals based on the linear response theory. We considered the exchange interaction
between the conduction electron and the magnetization, taking into account the scattering by impu-
rities as well. The effective electron-wall interaction is derived by use of a local gauge transformation
in the spin space. This interaction is treated perturbatively to the second order. The conductivity
contribution within the classical (Boltzmann) transport theory turns out to be negligiblly small in
bulk magnets, due to a large thickness of the wall compared with the fermi wavelength. It can be,
however, significant in ballistic nanocontacts, as indicated in recent experiments. We also discuss
the quantum correction in disordered case where the quantum coherence among electrons becomes
important. In such case of weak localization the wall can contribute to a decrease of resistivity by
causing dephasing. At lower temperature this effect grows and can win over the classical contribu-
tion, in particular in wire of diameter L⊥ <∼ ℓϕ, ℓϕ being the inelastic diffusion length. Conductance
change of the quantum origin caused by the motion of the wall is also discussed.
I. INTRODUCTION
A. Resistivity in bulk magnetic metals
Since more than a century ago number of studies has been carried out on the electric transport properties in
ferromagnetic metals. They revealed many remarkable features which are not seen in non-magnetic metals. One of
the most notable phenomena would be the hysteretic and anisotropic behavior of the resistance in the magnetic field
(magnetoresistance) observed at small magnetic field of <∼ 1T, which has been already noted more than a hundred
years ago [1]. The magnetoresistance in the case of the field H parallel to the current I takes a minimum at a
finite value of the field (∼ 200Oe for instance for the case of Ni and Fe) . If the field is applied perpendicular to the
current, the curve of magnetoresistance is reversed; namely resistivity shows a maximum at certain field and decreases
as the field deviates from the value. The hysteretic behavior of the magnetoresistance is due to the fact that the
resisitivity is mostly governed by the magnetization M , which corresponds to a field of ∼ 1T and thus is larger than
the applied magnetic field in the field range we are interested in, except very close to the coercive field where the
magnetization vanishes. The observed resistivity ρ as a function of the field, H , has been shown to be well fitted by a
phenomenological relation of ρ ∼ ρ0 +∆ρani < cos2 θM >, where ρ0 is the field independent part and ∆ρani measures
the strength of the anisotropy in the resistivity [2,3] . θM is the mutual angle between the local magnetization and the
current, which depends on the magnetic field, and bracket denotes the average over the sample. The anisotropy ∆ρani
is expressed in terms of the resistivity in the case of the field parallel to the current, ρ‖, and that in the perpendicular
case, ρ⊥, as ∆ρani = ρ‖ − ρ⊥. In most of the ferromagnetic metals ρ‖ takes a larger value than ρ⊥; namely ∆ρani is
positive [4]. This anisotropic behavior of the resistivity is called anisotropic magnetoresistance (AMR).
A microscopic explanation of AMR has been given by Smit [2] and McGuire and Potter [3] in the following way. They
discussed that the conduction (s-) electron is coupled to the magnetization due to the scattered into the magnetic (d-)
band and spin-orbit interaction there, and that this process gives rise to an spin asymmetric lifetime, which depends
on the angle between the current and the field, resulting in an anisotropy. According to their arguments, positiveness
of ∆ρani is explained if the resistivity is dominated by the electron of the minority spin. It was shown recently that the
magnitude and the sign of ∆ρani can indeed be controlled by changing the spin asymmetry in scattering in magnetic
multilayers, which would support the above explanation [6].
B. Domain wall contribution to classical magnetoresistance
The magnetoresistance observed so far in bulk materials is mostly understood well in terms of AMR effect, which
assumes that the magnetization changes very slowly and hence the electron feels only the average magnetization [3].
1
However this assumption may not be good in real magnets which contains many domains having different direction
of the local magnetization. In fact the boundary of these domains is a structure called a domain wall where the
spins rotate spatially within a finite distance (Fig. 1). Such domain walls can lead to a scattering of the electron,
which is not taken into account in the standard AMR argument. In this paper we exclusively consider the effect of
domain walls on the electronic transport properties. Of particular interest would be the case of a small sample less
than a typical domain size ≃ 1 ∼ 10µm, since there the magnetic properties can be described in terms of domain
wall configuration. In fact in such samples the magnetization process as the field is swept will be described by the
nucleation of one or a few domain walls, motion of the walls by depinning followed by the annihilation. If domain
walls can have some contribution to the resistivity these dynamics of the wall will appear in the magnetoresistance
as discrete jumps in the measurement with the field is swept, since such events are faster (e.g., the speed of domain
wall motion is estimated to be about 182m/s in submicron wire of NiFe [7]) compared to the sweep speed. These
effects are similar to the Barkhausen noise [8]. Such effect will not be seen very clearly in bulk samples, since there the
contribution from many domain walls will be summed up in the observed magnetoresistance and thus the contribution
from each domain wall will not be visible. Indeed such jumps in the magnetoresistance has been observed recently in
a Ni wire of about the diameter of 300A˚ [9–12], in submicron [13] and micron size wire of Fe [5,14,15] and Co wires
[16,17].
Let us here give a rough estimation of the effect of the wall on the classical electron transport. The most important
parameter in doing this is the thickness of the wall, λ, the length in which the spins rotate spatially between the two
adjacent domains. This quantity is determined by the competition between the exchange energy per site, J , which
aligns the neighboring spins and the magnetic anisotropy energy in the easy axis, K, which tends to make thinner the
wall to keep minimum the deviation of spins from the easy axis, as λ =
√
J/Ka, a being the lattice constant. Thus
λ depends on the material and also on the sample shape since K depends on the shape. In the case of 3d transition
metals such as iron and nickel λ ≃ 500 ∼ 1000A˚ [10], and λ ∼ 150A˚ in Co thin film [18]. Hence this is very large
compared with the length scale of the electron, k−1F ∼ O(1A˚) (kF being the Fermi wave length of the electron). In such
materials, therefore, the conduction electron can adiabatically adjust itself to the local magnetization at every point
as it passes through the wall, resulting in a very small scattering probability by the wall. The classical resistivity
in the Boltzmann’s sense, which is proportional to the reflection probability by the wall, is thus expected to be
negligiblly small. This was explicitly shown by Cabrera and Falicov [19] by calculating in the clean limit the reflection
coefficient based on the one-dimensional Schro¨dinger equation for the electron coupled via exchange coupling to the
magnetization whose configuration is a domain wall. They obtained for the case of thick wall, kFλ≫ 1 the expression
ρw ∝ exp(−2πkFλ) for the wall contribution, and discussed that the wall can have large effect only if the wall is
extremely thin (kFλ <∼ 1) and if the conduction electron is strongly polarised by the magnetization. In hard magnets
with strong magnetic anisotropy as in materials containing rare-earth like SmCo5 and manganese perovskites, λ can
be as small as about 10A˚. Thus in such systems the resistivity may be dominated by scattering by domain walls, as
indicated in recent experiments in the ferromagnetic phase of manganese perovskites [20].
In the past few years there has been a renewal of interest in theory of the classical resistivity due to the domain
wall [21–27], because precise measurements of the effects are now becoming possible. It has been pointed out by
Levy and Zhang [23] that in the presence of a spin asymmetry in the electron lifetime, which is the case in most
ferromagnets, domain wall can have a substantial effect on the classical resistivity by mixing the two spin channels
with different resistivity, in agreement with the experiment on Co film [18]. The effect of lifetime asymmetry has been
further discussed in detail in ref. [25]. The domain wall resistivity in the ballistic limit has been discussed by use of
realistic band structures in ref. [26]. It was shown there that the existence of nearly degenerate bands at the Fermi
level in real magnets enhances the classical resistivity due to the wall.
One of systems of recent particluar interest is an atomic scale contact of magnetic metals in the ballistic region.
In such narrow contacts the profile of the wall is determined mostly by the shape rather than the anisotropy energy
of the bulk magnets, and thus the wall is trapped in a contact region, which is typically nm scale. The adiabaticity
does not hold in such cases of small kFλ comparable to 1, and a large effect from the wall is expected [19,26,27]. In
fact a magnetoresistance of 200% has been observed in ballistic Ni nanocontacts where the number of the channel is
less than N <∼ 10 [28], and this has been interpreted in terms of a strong reflection by a nanometer scale domain wall
[27]. Ballistic nano-contacts would be one of the novel systems in which a large magneto-electronic effect is expected.
In the dirty case in contrast, the effect is not so large, since the wall scattering is smeared out by impurity scattering
[27].
Intensive studies has been carried out experimentaly on sub-micron scale wires [9–15,?,17,29]. These are explained
in detail in §I E. A structure of layers of hard and soft ferromagnets would be an interesting possibility to investigate
the effect of the domain wall, since there the thickness of the wall can be controlled by the external magnetic field
as carried out in ref. [30]. Measurement of conductance through a sub-micron ferromagnetic dot on a semi-conductor
wire has been carried out [31]. Semi-conductors are interesting since the electron can feel a larger coupling to the wall
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can be larger due to a larger electron Fermi wavelength compared with metals.
C. Quantum transport
So far these studies both experimentally and theoretically are carried out mostly in the case of low resistivity
materials, where the transport can be discussed in terms of the classical theory. However besides the classical
transport, there is another important aspect in electronic transport at low temperature. This is the effect of the
quantum coherence among electrons, which modifies the low energy electronic properties significantly. The effect
becomes important in disordered metals with high resistivity, where the elastic mean free path becomes shorter due
to the elastic impurities, which cause only elastic scattering. The electron wave scattered by such normal impurities
can interfere with the incoming wave, leading to a state like a standing wave. This is called weak localization and
the resistivity in this case is enhanced due to the quantum interference [32,33]. This correction becomes large in low
dimensions such as in wires since there the interference becomes stronger. The interesting point of this situation is
that the electronic properties are very sensitive to a small disturbance because of the presence of coherence. For
instance in a non-magnetic metals of micron size, even a motion of a single impurity atom has been shown to change
at low temperature the conductance (G ≡ σA⊥/L, A⊥ and L being the crossssectional area and the length of the
system) of the entire system by disturbing the coherence [34]. The magnitude of the conductance change turns out
in most cases to be a universal order of e2/h [35]. It is then reasonable to expect that in mesoscopic ferromagnetic
metals, domain walls can lead to a large change of conductance in the presence of quantum interference. In fact this
possibility has been pointed out in ref. [22]. The most remarkable point is that because a domain wall destroys the
interference among the electron, the wall contributes to a negative quantum correction to the resistivity. In disordered
3d transition metals, this quantum correction can win over the classical contribution, and thus a nucleation of a wall
in the sample may lead to a decrease of resistivity. A recent numerical simulation also supports the negative resistivity
contribution from the wall in disordered thin wire [36]. Recently it has been pointed out that the geometric phase
attached to the electron spin as it passes through the wall can also cause important dephasing effect, which would
become important in multiply connected geometry [37,38]. The effect of dephasing due to the magnetic origin has
been considered also in the thin film of metal sandwiched by ferromagnetic layers. There the internal magnetic field at
the interface causes dephasing in the conduction layer in the presence of the spin-orbit scattering, which contributes
to a positive magnetoresistance [39].
In real materials there are source of dephasing other than such magnetic objects, such as phonons, electron-electron
interaction [32,33]. In magnets the fluctuation of the magnetization, i.e., spin wave, also contributes to the dephasing.
Such effects can be avoided by observing at low termperature. In bulk or film of ferromagnetic metals, the existence
of strong internal field of about 1T can also destroy the coherence [32,33]. Fortunately this is not the case in a narrow
wire as discussed in §IVA.
Quite recently experimental efforts in search for the quantum coherence in magnetic metals have been carried out
[40]. The resistivity of a Co wire of 1000A˚ width which contains a loop of 500nm has been studied in ref. [40]. It was
argued there that from the absence of Aharaonov-Bohm oscillations the phase-breaking length of the Co at T = 0.29K
is shorter than 0.3µm. The study of a ferromagnetic single electron transistor of double Ni/NiO/Co tunnel junctions
at 20mK has revealed that higher order tunneling processes dominate in the Coulomb blockade region, in which two
or more electrons coherently tunnels through the two junctions [41]. This result suggests the electronic coherence is
kept there for ∼ 2.5µm, which is the length of the Co island.
Because of its sensitivity these conductance fluctuation as a consequence of quantum interference has already been
used as a probe in the studies of various mesoscopic metallic or semi-conducting systems. For example a telegraph
noise due to a two-level oscillation of a defect in Bi film has been investigated and it turned out that the oscillation
at T <∼ 1K is governed by the quantum tunneling subject to the dissipation from the conduction electron [42]. Such
measurement of the quantum transport properties has been proved to be a useful probe also for studies of mesoscopic
spin-glass systems [43,44] and the magnetization flip of mesoscopic magnets [45].
D. Mesoscopic magnets
Quite recently the resistivity measurements has been carried out to investigate the the reversal of the magneti-
zation in mesoscopic magnets at low temperature [9–13,?,15–17,29–31]. They are motivated by the interest in the
magnetization reversal via quantum fluctuation of magnetization [46]. In the case of very small magnets this process
of magnetization flip is expected to be well described by the uniform rotation of the total magnetization. At high
temperature and in bulk magnets these processes are caused by the thermal activation over the energy barriers due
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to the anisotropy energy, nucleation energy or the pinning potential. If the thermal activation is the only process
of magnetization reversal, a freezing of the magnetization is expected in the limit of zero temperature. However,
particles of nanometer size have a finite quantum fluctuation, although it is not very large in large magnets compared
to the atomic scale. Thus another process of a magnetization flip is possible, i.e., via a quantum tunneling, leading to
a finite relaxation rate even at zero temperature [47,46]. The tunneling entity, the total magnetization in nanoscale
magnets, are macroscopic or semimacroscopic objects compared to the atomic scale, and thus these tunnelings are
called a macroscopic quantum tunneling (MQT) [48]. Assuming the case of very small magnets, the theories so far
are based on a simplified picture of the relaxation being described by a single variable which tunnels through a single
energy barrier. Then the relaxation expected will depend exponentially on time, M ∝ exp(−Γt) (Γ being the decay
rate). Many experimental attempts has been made in search for such quantum tunneling of magnetization for about a
decade [46]. In the studies at the beginning of the 90’s the the relaxation of the magnetization of small ferromagnetic
particles whose diameters are about 40 ∼ 150A˚ has been measured by use of SQUID (superconducting quantum
interference device) [49,50]. Because the sensitivity of the SQUID used was not so high, only a collection of many
particles could be measured. The observed relaxation was logarithmic in a wide range of the time, M ∼ Sv ln t, where
Sv is a constant called the magnetic viscosity, in contrast to the exponential dependence predicted by simple theories.
This discrepancy would be due to the distribution of the size and shape of the particles. A tendency of saturation
of Sv to a finite value as temperature decreases has been reported, but because the size distribution is unknown, no
definite conclusion could be drawn concerning whether the relaxation is really of the quantum origin or not.
Recent experiments thus aim at observation of relaxation without any ambiguity in the interpretation. A first such
possibility would be to use better samples. For example, magnetic molecules are good candidates because of their
uniform structure. In fact a crystal of Mn12 acetate, made up of molecules containing twelve manganese atoms which
form the total spin of S = 10, has been shown to exhibit the exponential decay of magnetization [51] consistent with the
picture of a single energy barrier [47]. The data clearly showed that the decay is due to the quantum tunneling below
2K. Further study on the system revealed the resonant tunneling in each molecule [52]. These behavior consistent
with a picture of a tunneling of the total magnetization through a single energy barrier may be natural because the
spin which tunnels, S = 10, is microscopic rather than mesoscopic. Magnets of biological origin is another candidate
for definitive experiments. For example the AC susceptibility has been measured on ferritine particles from horse
spleen, each particle is spherical and contains a cluster of antiferromagnetically coupled Fe atoms, the diameter being
75A˚ [53]. The imaginary part of the susceptibility showed a sharp peak at about 1MHz, which may to be explained by
the resonance with the coherent oscillation of the magnetization due to the quantum tunneling, namely a macroscopic
quantum coherence. Although there has been some arguments concerning the interpretation [54], further studies on
samples with different diameter indicates the above explanation would be correct [55,56].
As a second approach to a definitive experiments, direct observation of the magnetization of a single nanoscale
magnet has recently been carried out. Magnetic force microscope (MFM) [57] and micro-SQUID [58] has been used to
study the reversal of the magnetization of a small particle of γ-Fe2O3 with the size of 3000A˚ at room temperature and
of 800A˚ Co particle at low temperature. It turned out that even for such a small particle the relaxation is logarithmic
in time, which is argued to be due to pinning by inherent defects and surfaces [57,59]. Indeed recent measurement on a
smaller particle of 150 ∼ 300A˚ indicates the uniform rotation of the magnetization [60]. In the observed temperature
range of 0.2 < T < 6K, however, there was no indication of quantum tunneling.
In the case of wires, the nucleation, depinning and annihilation of domain walls can be driven by the quantum
fluctuation [61,62]. Intensive efforts has been put for experimental confirmation on Ni wires of width of 300 ∼ 400A˚
by use of resistivity measurements [9–11]. These earlier works seemed to suggest the depinning by quantum tunneling
below 5K [9–11], but in the SQUID measurement of a 650A˚ wire no evidence of quantum tunneling has been found
in the temperature range of 0.1 ∼ 6K [63]. It has been, however, indicated in the observation of the response to the
microwave that the energy levels of a pinned wall is quantized [11]. Another possibility of tunneling of the chirality
of the domain wall, i.e., the way the magnetization rotates inside the wall, has been discussed in Refs. [64,65].
E. Resistivity measurements of magnetic wires
For studies of the magnetic behaviors of nanoscale metallic magnets, electronic transport measurement can be
effective because of its sensitivity and facility. In fact a telegraph noise measurement of an antiferromagnetically
coupled small cluster of ErAs on GaAs, where the diameter of the clusters are estimated to be about 30A˚ has been
carried out [45]. It was shown that the telegraph noise was due to a flip of a magnetization of each cluster, the
magnitude being ∼ 41 ∼ 150µB. Result indicated that the flip is due to the tunneling below 350mK. Transport
measurements are particularly useful in magnetic wires. The measurement of the magnetoresistance of a Ni wire with
diameter of 200 ∼ 400A˚with the length of ∼ 10µm has revealed a discrete jump of the resistivity as the magnetic field
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along the wire direction is swept at temperature of 1.4 ∼ 22K [9,10]. The global curve of magnetoresistance observed
there was similar to the behavior of positive magnetoresistance common in bulk ferromagnetic metals [3]. The jump
appeared close to the minimum of the resistivity and was reproducible except for a slight distribution of the value of
the field at which the jump occurs. The magnitude was about 0.02% of the total resistivity. It was argued there that
the jump would be due to the change of the average magnetization associated with the depinning of a domain wall.
The explanation of this jump by use of the conventional AMR [3] has been given there and the displacement of the
wall was estimated from the magnitude of the jump to be about 1.2µm. They argued from the distribution of the
position of the jump that the depinning is dominated by quantum tunneling below 5K [10], but another measurement
on 650A˚ carried out by use of SQUID has found only process of thermal activation down to 0.13K [63]. Recently
similar experiment was carried out on Fe wire with width of 3000A˚ and there two reproducible jumps in the resistivity
have been observed at 0.3K, negative jump followed by a positive one as the field increases [13]. The first and second
jump are expected to be due to the nucleation and annihilation of a domain wall, respectively, and then the resistivity
seems to be suppressed by the wall. This decrease of resistivity by the wall is expected when the coherence among
electrons is important [22]. Other recent measurements on sub-micron scale wires also suggest a negative contribution
of the wall at low temperature [12,17]. These samples are dirty with the residual resistivity of about ρ0 ∼ 10µΩcm.
Negative contribution has also been seen in cleaner sample of Fe with ρ0 ∼ 0.2µΩcm [14]. These effects have been
observed to grow at lower temperature (below 50K [14] and 20K [17]). These behaviors might be considered as an
experimental confirmation of the quantum coherence effect predicted in ref. [22], although further detailed studies are
obviously needed. For instance the temperature of 20K seems to be rather high for the weak localization correction
to be important, especially for the clean case of ref. [14]. A classical origin of negative contribution from the wall,
arising from the effect of the surface, has been suggested in ref. [15]. Thus at present the reduction of the resistivity
due to the wall observed in wires at low temperature is not fully understood. In contrast, at room temperature, the
existence of the walls has been shown to enhance the resistivity in wires [29] and films [18], which is interpreted as
classical process of reflection with the lifetime asymmetry taken into account [23].
In order to give an definitive interpretation for such discrete jumps in the magnetoresistance, calculation of the
resistivity in the presence of a domain wall based on a microscopic consideration which takes into account various
effect such as AMR, the quantum correction and the spin asymmetry is necessary. In this paper we focus on the effect
of the quantum correction, since it can be especially interesting because of a substantial enhancement of the effect of
the wall expected in low dimension and at low temperature. A resistivity measurement in the weakly localized regime
of the electron is expected to be a powerful tool for studies of nanoscale magnets at low temperature.
This paper is organized as follows. In section II the classical resistivity due to a domain wall in the Boltzmann’s
sense is calculated based on the theory of linear response taking account the impurity scattering at the same time. The
electron is treated as in three-dimensions since in actual wires the diameter L⊥ would be large enough, L⊥ ≫ k−1F .
The wall is treated as flat which is justified if L⊥ <∼ λ. The interaction between the conduction electron and the
magnetization is the exchange coupling. We rewrite the system by use of a local gauge transformation which makes the
z-axis of the electron spin chosen always along the local magnetization. The wall is then expressed by a classical gauge
field, if the reaction from the electron on the wall is neglected. The effect of the wall is taken into account up to the
second order. In section III the quantum correction to the resistivity is discussed. The quantum correction becomes
important when there is enough scattering by disorder, which causes the interference between the scattered and
unscattered electron waves, leading to weakly localized states of the electron. This interference effect is expressed by a
particle-particle ladder (Cooperon), which is singular at small momentum transfer. The domain wall in ferromagnetic
metals turns out to give rise to a mass in the Cooperon, thus it suppresses the localization. The resistivity will,
therefore, decrease when a domain wall is nucleated, in contrast to naive classical intuition. The effect would be
particularly important in narrow wires. The resistivity change due to the motion of the wall is discussed in section
V. The case of weakly localized electron system is considered since there the effect will be much larger than that
expected from the classical argument based of the anisotropic magnetoresistance. Summary is given in section VI.
Details of calculation is given in Appendices. This paper is an extended and detailed paper of the letter published
before [22].
II. CLASSICAL RESISTIVITY DUE TO A DOMAIN WALL
We consider here the case of the s-d model where the conduction electron, c, couples to a localized spin, S, by
exchange coupling, the coupling constant being g. The Lagrangian of the electron in the imaginary time (denoted by
τ) is then written as
L =
∑
kσ
c†kσ(∂τ + ǫk)ckσ − g
∫
d3xS(x)(c†σc) +Himp, (1)
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where ǫk ≡ h¯2k2/2m − ǫF (ǫF being the Fermi energy). The spin index is denoted by σ = ± and σ is the Pauli
matrix. The last term describes the interaction between the electron and the impurity:
Himp ≡ v
∑
k,q
ni∑
i=1
eiq·Xic†k+qck, (2)
where v is the coupling constant and Xi’s are the position of the impurities which is assumed to be random, ni
being the number of impurities. Due to this interaction the electron has a finite elastic lifetime, τ ≡ h¯/[2πniv2N(0)],
N(0) ≡ V mkF /2π2h¯2 being density of states at Fermi energy (V is the system volume). Here we assume the same
lifetime for electron with both majority and minority spin. The effect of the lifetime difference has been discussed in
Refs. [23–25].
In the case of the system described by a single-band model, it can be shown in the Hartree-Fock approximation
that the effective Lagrangian describing the low energy behavior of the electron and the magnetization is the same
as eq. (1) with g replaced by the Coulomb repulsion, U , but then the exchange coupling J below is determined by
U [62]. The Lagrangian (1) can describe both s and d electron if g and thus the splitting (∆) below is appropriately
chosen.
The configuration of the localized spin is determined by the ferromagnetic Heisenberg model,
HS =
∫
d3x
[
J
2
|∇S|2 − K
2
S2z +
K⊥
2
S2x
]
, (3)
where J is the effective exchange energy and K and K⊥ are the magnetic anisotropy energy introduced phenomeno-
logically, which are assumed to include the effect of the demagnetization field. The transverse anisotropy energy, K⊥,
which determines the inertial mass of the wall, does not affect our calculation of a static wall. It becomes essential in
discussing the dynamics of the magnetization such as the tunneling of the chirality [64,65].
Here we are interested in the solution of a single domain wall. In terms of the polar coordinates, (θ, φ), that
represents the direction of S, the solution of a domain wall at z = z0 is given by
cos θ = tanh
z − z0
λ
, φ = ±π
2
. (4)
Here λ =
√
K/J is the thickness of the wall. The configuration is depicted in Fig. 1.
In eq. (1) the last term represents the interaction between the local spin and the electron. This term, however,
contains the interaction, which exists even far from the wall, and so does not lead to the scattering of the electron.
Thus we need to rewrite this interaction to the form appropriate for the perturbative calculation of resistivity. This
can be carried out by use of the local gauge transformation which rotates the spin axis of the electron so that the
z-axis is always along the local direction of the localized spin S. Explicitly this transformation is given by
aσ = σ cos
θ
2
cσ + e
−iσφ sin
θ
2
c−σ. (5)
In terms of the new electron operator, a, the Lagrangian is written as [62]
L =
∑
kσ
a†kσ(∂τ + ǫkσ)akσ +Hint +Himp, (6)
where
ǫkσ ≡ ǫk − σ∆ (7)
is the energy of the electron polarised in z-direction by the magnetization with ∆ ≡ g|S| being half the splitting
between the up and down spin electrons. The term Hint describes the interaction between the electron and the wall
and is given by
Hint ≡ h¯
2
2m
∫
d3x
[
1
2
∑
±
∓e∓iφ∇zθ(a†σ±
↔
∇z a) + 1
4
(∇zθ)2(a†σxa)
]
=
h¯2
2m
∑
k
∑
q//z

∑
±
∓ie∓iφ
(
kz +
q
2
)
Aqa
†
k+qσ±ak +
1
4
∑
p//z
ApA−p+qa
†
k+qak

 . (8)
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Here (a†
↔
∇ a) ≡ a†(∇a)− (∇a†)a,
Aq ≡ 1
V
∫
d3xe−iqz∇zθ = π
L
e−iqz0
1
cosh(πqλ/2)
δq⊥,0 (9)
is a classical gauge field which represents the domain wall, V ≡ L2⊥L being the system volume and q ≡ (q⊥, q), q⊥
being the momentum in xy-plane and q is along z-direction. Aq is finite only when q⊥ = 0, since we are considering
a flat wall perpendicular to the z-axis. Below we choose φ = π/2. We neglect the reaction to the wall from the
conduction electron, since the wall is much heavier than the electron, and then the gauge field aq can be treated as
a classical variable independent of time. Due to this gauge transformation, the electronic current in z-direction is
changed to be
Jz ≡ −
∫
d3x
eh¯
m
i
2
(c†
↔
∇z c) = J0z + δJ, (10)
where
J0z ≡
eh¯
m
∑
k
kza
†
kak (11)
is the usual current and there arises and additional current carried by the wall,
δJ ≡ − eh¯
2m
∑
k,q//z
Aqa
†
k+qσxak. (12)
A. Disordered case
We first consider a disordered case where the resistivity is dominated by normal impurities. The effect of the wall
is calculated perturbatively based on Kubo formula. The conductivity σ for the current along the wire is calculated
from the imaginary current-current correlation function
Q(iωℓ) ≡ h¯
V
< Jz(iωℓ)Jz(−iωℓ) >, (13)
where ωℓ ≡ 2πℓ/β being the Matsubara frequency and β ≡ 1/(kBT )) as (we define the Fourier transform of the
electron as an ≡ (1/
√
β)
∫ β
0 dτe
iωnτa(τ))
σ = lim
ω→0
Im(Q(h¯ω + i0)−Q(i0))/ω. (14)
Here Q(h¯ω + i0) is the retarded correlation function obtained by analytical continuation, Q(h¯ω + i0) ≡ Q(iωℓ →
h¯ω + i0), and Im denotes the imaginary part. We estimate the correction to the conductivity due to the wall to the
second order of Aq. In this section we consider only the correction to the classical (Boltzmann) conductivity (σc).
The quantum corrections represented by maximally crossed diagrams are considered in §III.
Zeroth order term of Q is obtained as Q0(iωℓ) = −(eh¯/m)2(h¯/V β)
∑
nkσ k
2
zGknσGk,n+ℓ,σ and this leads to a well
know classical conductivity due to the normal impurity, σ0 ≡ e2nτ/m (n being the electron density). Here the
imaginary time electron Green function includes the effect of the impurity and is given by
Gk,n,σ ≡ 1
i(ωn +
h¯
2τ sgn(n))− ǫkσ
, (15)
where ωn ≡ π(2n − 1)/β and sgn(n) = 1 and −1 for n > 0 and n < 0, respectively. Green function carrying a
frequency of ωn + ωℓ is denoted by Gk,n+ℓ,σ.
The first order contribution of Aq vanishes. The second order contributions to the Boltzmann conductivity are
shown in Fig. 2. The process Q1 arises from the correction of the both of the two current vertices by the wall, δJ , and
Q3 is due to the correction of one of the current vertex and a interaction with the wall. Q2 and Q4 are the self-energy
due to the wall and Q5 is the vertex correction. These are written as
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Q1 = −
(
eh¯
m
)2
1
4
1
β
∑
n
1
V
∑
kqσ
|Aq|2Gk− q
2
,n,σGk+ q
2
,n+ℓ,−σ
Q2 = −
(
eh¯
m
)2
h¯2
8m
1
β
∑
n
1
V
∑
kqσ
k2z |Aq|2[(Gk,n,σ)2Gk,n+ℓ,σ +Gk,n,σ(Gk,n+ℓ,σ)2]
Q3 = −
(
eh¯
m
)2
h¯2
2m
1
β
∑
n
1
V
∑
kqσ
kz
(
kz − q
2
)
|Aq|2[Gk− q
2
,n,σGk− q
2
,n+ℓ,σGk+ q
2
,n,−σ
+Gk− q
2
,n,σGk− q
2
,n+ℓ,σGk+ q
2
,n+ℓ,−σ]
Q4 = −
(
eh¯
m
)2
h¯4
4m2
1
β
∑
n
1
V
∑
kqσ
k2z
(
kz − q
2
)2
|Aq|2[(Gk− q
2
,n,σ)
2Gk− q
2
,n+ℓ,σGk+ q
2
,n,−σ
+Gk− q
2
,n,σ(Gk− q
2
,n+ℓ,σ)
2Gk+ q
2
,n+ℓ,−σ]
Q5 = −
(
eh¯
m
)2
h¯4
4m2
1
β
∑
n
1
V
∑
kqσ
k2z
(
k2z −
q2
4
)
|Aq|2Gk− q
2
,n,σGk− q
2
,n+ℓ,σGk+ q
2
,n,−σGk+ q
2
,n+ℓ,−σ.
(16)
The contribution from the wall needs to vanish in the limit of vanishing Zeeman splitting, ∆→ 0, since no scattering
occurs. This is not easy to see by looking at each term, Qi, but it will become obvious after we sum up these classical
contributions to be Q1−5 ≡
∑
i=1,5Qi. In fact the summation can be carried out in a straight forward manner by use
of identities
Gk,n,σGk,n+ℓ,σ = −i
(
ωℓ +
h¯
2τ
(sgn(n+ ℓ)− sgn(n))
)−1
(Gk,n,σ −Gk,n+ℓ,σ)
Gk+ q
2
,n,−σGk− q
2
,n,σ =
(
h¯2kzq
m
+ 2σ∆
)−1
(Gk+ q
2
,n,−σ −Gk− q
2
,n,σ). (17)
The result is (see Appendix A for details of calculation) Q1−5 = Qc +Q
′
c, where
Qc(iωℓ) =
1
2
(
eh¯∆
m
)2
1
β
∑
n
1
V
∑
kqσ
|Aq|2Gk− q
2
,n,σGk− q
2
,n+ℓ,σGk+ q
2
,n,−σGk+ q
2
,n+ℓ,−σ, (18)
and
Q′c(iωℓ) = −
1
4
(
eh¯
m
)2
1
β
∑
n
1
V
∑
kqσ
|Aq|2∆
∆− σ (kz+q/2)2m[
∆+ σ (kz+q/2)q2m
]2Gk,n,σGk,n+ℓ,σ. (19)
The term Qc is dominant and the contribution from the term Q
′
c turns out to cancel with the effect of the shift of the
electron density, which is calculated later.
The summation over Matsubara frequency, ωn, in eqs. (18) and (19) can be carried out by use of contour integration
(see Appendix C) and the contribution to the Boltzmann conductivity from the five classical processes, σ1−5 ≡
limω→0 Im(Q1−5(ω + i0)−Qc(i0))/ω, is obtained as σ1−5 = σc + σ′c, where
σc = −∆
2h¯3
8πτ2
(
eh¯
m
)2
1
V
∑
kqσ
|Aq|2
(ǫk− q
2
,σ + ǫk+ q
2
,−σ)
2[
(ǫk− q
2
,σ)2 +
(
h¯
2τ
)2]2 [
(ǫk+ q
2
,−σ)2 +
(
h¯
2τ
)2]2 , (20)
and σ′c is the contribution from Q
′
c;
σ′c =
h¯
32π
(
eh¯
m
)2
∆
τ2
1
V
∑
kqσ
|Aq|2[
ǫ2kσ +
(
h¯
2τ
)2]2 ∆− σ
(kz+q/2)
2
m[
∆+ σ (kz+q/2)q2m
]2 . (21)
Besides the processes in Fig. 2, there is another contribution the classical conductivity, which is due to the change
of the electron density in the presence of a domain wall. The correction to the electron density due to the interaction
(8) is written as (diagramatically shown in Fig. 3)
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δn =
h¯2
4m
1
βV
∑
kqnσ
|Aq|2
[
1
2
(Gknσ)
2 +
h¯2k2z
m
(Gk− q
2
,nσ)
2Gk+ q
2
,n,−σ
]
. (22)
After some calculation it reduces to (Appendix B)
δn = − h¯
3
16πmτ
1
V
∑
kqσ
|Aq|2
ǫ2kσ +
(
h¯
2τ
)2 ∆− σ
(kz+q/2)kz
m
∆+ σ (kz+q/2)q2m
. (23)
this shift of the electron density leads to a correction of the zeroth order conductivity, σ0 → σ0 + δσc, where δσc =
e2τδn/m is obtained from eq. (23) as
δσc = − h¯
16π
(
eh¯
m
)2
1
V
∑
kqσ
|Aq|2
ǫ2kσ +
(
h¯
2τ
)2 ∆− σ
(kz+q/2)kz
m
∆+ σ (kz+q/2)q2m
. (24)
It turns out after the k-summation that σ′c + δσc vanishes in the case of kFλ ≫ 1 (AppendixB). Thus the classical
correction to the conductivity due to the wall is given by σc.
To proceed further we neglect quantities of O((q/kF )
2) and approximate ǫk±q/2,∓σ ≃ ǫk ± [(h¯2kzq/2m) + σ∆].
This is because the momentum transfer, q, is limited to a small value of q <∼ λ−1 due to the form factor of the wall,
|Aq|2 ∝ [cosh(πqλ/2)]−2, and we are considering the case of a thick wall, kFλ≫ 1. The result of k-summation is (see
Appendix D)
σc = −e
2∆2τ2
8πh¯3
nw
∑
σ
∫ ∞
−∞
dx
x
1
cosh2 x
[
tan−1
(
2lσ
πλ
x+ 2∆
τ
h¯
)
+ tan−1
(
2lσ
πλ
x− 2∆τ
h¯
)]
, (25)
where x ≡ πqλ/2 and lσ ≡ h¯kFστ/m is the mean free path of the electron with spin σ, nw ≡ 1/L being the density
of the wall.
Using this result the contribution of the wall to the Boltzmann resistivity is given as
ρc ≡ (σ0 + σc)−1 − σ−10 ≃
|σc|
σ20
. (26)
The last expression is valid if the contribution from the impurity is much larger than that from the wall, namely if
|σc|/σ0 ≪ 1. (But see also the discussion below eq. (38))
Here we consider the case of a ferromagnet with weak disorder, and assume two further conditions;
∆τ/h¯≫ 1, (27)
which indicates that the effect of Zeeman splitting is not smeared by the width of energy level, and
m∆λ/kF h¯
2 ≫ 1. (28)
The second condition is satisfied if the Zeeman splitting is not too small. Both inequalities would be satisfied in the
case of d electron. In this case the classical correction due to the wall is obtained as (eq. (D10))
σc ≃ − e
2
4π2h¯
nw
∑
σ
lσ
λ
∫ ∞
0
dx
cosh2 x
= − e
2
4π2h¯
nw
∑
σ
lσ
λ
(∆τ/h¯≫ 1,m∆λ/kF h¯2 ≫ 1). (29)
B. Ballistic limit
The ballistic limit, l → ∞, is also of recent interest, as a large magnetoresistance is expected there as is indeed
realized in nano scale contacts [28]. In this limit the perturbative calculation with respect to domain wall contribution
relative to the normal impurity scattering based on Kubo formula fails. In this case Mori formula becomes valid,
which relates the resistivity with the correlation of random forces as [66]
ρc =
(
e2n
m
)−2
lim
ω→0
1
h¯ω
Im[χJ˙J˙ (h¯ω)− χJ˙J˙ (0)]. (30)
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Here χJ˙J˙ (iωℓ) ≡ −(h¯/V ) < J˙(iωℓ)J˙(−iωℓ) > with J˙ ≡ dJ/dt = ih¯ [H, J ]. ωℓ ≡ 2πℓ/β is a Bosonic Matsubara
frequency (β ≡ 1/(kBT )). The correlation function χJ˙ J˙(h¯ω) in eq. (30) denotes an analytical continuation of the
correlation function calculated for imaginary-time frequency, i.e., χJ˙J˙ (h¯ω) ≡ χJ˙J˙ (iωℓ → h¯ω + i0).
The non-conservation of the current (i.e., finite J˙) arises from the scattering by the wall. In fact eq. (8) and (12)
lead to
J˙z ≡ i
h¯
[H, Jz ] = i
( e
m
)
∆
∑
kqσ
σAqa
†
k+qσxak. (31)
The imaginary-time correlation function is then calculated as
χJ˙J˙(iωℓ) = −
h¯
L
(
e∆
m
)2∑
kqσ
|Aq|2 1
β
∑
n
Gk+q,n+ℓ,−σGknσ . (32)
The summation over ωn is carried out to obtain
χJ˙ J˙(iωℓ) = −
h¯
L
(
e∆
m
)2∑
kqσ
|Aq|2 f(ǫk+q,−σ)− f(ǫk,σ)
ǫk+q,−σ − ǫk,σ − iωℓ , (33)
Thus the resistivity is calculated as
ρc =
π∆2
e2n2
1
V
∑
kqσ
|Aq|2δ(ǫk+q,−σ − ǫk,σ)δ(ǫk,σ)
≃ π
2∆2
2e2n2V
nw
∑
σ
Nσ
∫ ∞
−∞
dq
cosh2 π2 qλ
∫ 1
−1
d cos θ
2
δ
(
h¯kFσq
m
cos θ + 2σ∆
)
=
m2∆2
4e2n2h¯3
nw
∑
σ
∫ ∞
Λc(σ)
dx
x
1
cosh2 x
, (34)
where Λc(σ) ≡ (πm∆λ/kFσ h¯2) and x ≡ πqλ/2. In bulk ferromagnet with thick wall (λ ≫ k−1F ) and not very small
Zeeman splitting, Λσ is large and thus the resistivity due to the wall is exponentially small,
ρc ≃ m
2∆2nw
2e2n2h¯3
∑
σ
e−2Λσ
Λσ
(τ →∞,Λσ ≫ 1). (35)
This is because the electron spin can follow adiabatically the rotation of the magnetization as it passes through the
wall and so there will be very small reflection [19].
On the other hand in nanoscale contacts where the thickness of the wall can be determined mostly by the sample
geometry, the wall can be very thin [27]. In this limit, λc → 0, we obtain
ρc ≃ m
2∆2nw
4e2n2h¯3
∑
σ
| ln Λσ| (τ →∞,Λσ → 0). (36)
Thus the resistance due to the wall, Rc ≡ ρcL/A⊥ in this case is obtained as
Rc =
h
e2
9π3
32
(k2F+ − k2F−)2
(k3F+ + k
3
F−)
2A⊥
∣∣∣∣ln(π4
)2 (k2F+ − k2F−)2λ2
kF+kF−
∣∣∣∣ . (37)
It is seen that in the case of atomic size contact the resistance due to a domain wall can be of order of h/e2, and thus
a large magnetoresistance is expected by switching the magnetization direction in a atomic size contact, where the
conductance in the absence of the wall is of order of quantized conductance, e2/h [27]. In contrast in disordered case
the effect in the limit of thin wall is not as large as in the ballistic case [27].
It is interesting that the result of the resistivity based on Kubo formula, eq. (26) with σc given by (25), has
the identical limiting value at τ → ∞ (the first term in eq. (D9)) as the result of Mori formula (eq. (34)), which
suggests that the Kubo formula calculation remains correct in this limit, although the perturbative treatment used
there becomes invalid. Furthermore it turns out that if we assume finite lifetime for the electron in Mori formula,
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which is again without justification, the result is identical to the result of Kubo formula (26). In fact Mori formula
treated this way leads to
ρc = (en)
−2 h¯
3
4π
(
h¯∆
τ
)2
1
V
∑
kqσ
|Aq|2 1[
ǫ2
k− q
2
,σ
+
(
h¯
2τ
)2] [
ǫ2
k+ q
2
,−σ
+
(
h¯
2τ
)2] , (38)
and this is shown to be equivallent to eqs. (25) and (26) by similar calculation as in §D. These facts may indicate the
correctness of the expression (25) and (26) for any value of τ .
III. QUANTUM CORRECTION
In the clean case, where kF ℓ is large, the classical theory of transport considered in the previous section describes
the electronic resistivity well. In disordered case with smaller kF ℓ, a correction becomes necessary, since the quantum
nature of the electron begins to be important as a result of strong scattering by elastic impurities. Elastic impurities
are those which cause only elastic scattering and thus do not destroy the coherence of the electron. In this case
the scattered electron wave interferes with the incoming wave, and a state like a standing wave is formed. In this
weakly localized state the conductivity is suppressed due to the quantum interference. The effect is stronger in
lower dimensions, where the backward scattering occurs more effectively. This weakly localized state is described
conveniently in terms of an amplitude of two electrons propagating in opposite direction interacting with each other
through multiple impurity scatterings (Fig. 4). This process of particle-particle propagation is called Cooperon. The
amplitude is related to the amplitude of the backward scattering, and is shown to grow at long wavelength because of
the quantum interference. In fact Cooperon for the two incoming electrons with the same spin σ and the momentum
of kF and −kF + q is calculated at small q and small thermal frequencies (ωn and ωn′) as [33]
Γσσ+−(q) ≃
niv
2
(Dq2 + ωn − ωn′)τ ≡ Γ0(q, n− n
′), (39)
where D ≡ (h¯2k2F τ/3m2) and +− denotes ωn > 0 and ωn′ < 0 (See Appendix E). (In calculating the quantum
correction in this section we neglect difference between two kFσ’s, i.e., quantity of O(∆/ǫF ) for simplicity.) We
consider here a ferromagnet with ∆τ/h¯ ≫ 1 and then Cooperons connecting the electrons with opposite spin does
not lead to any singular contribution and is thus neglected (Appendix E).
In (39) we have neglected the effect of inelastic scattering. In reality, the singularity of eq. (39) is smeared out due to
the inelastic scattering (e.g., by phonons, electron-electron interaction and spin flip scattering by magnetic impurities)
at finite temperature. Here we treat these inelastic scattering phenomenologically by introducing an inelastic lifetime,
τϕ (see Refs. [32,33] for microscopic discussion). A finite value of τϕ indicates that the coherence is kept only to the
spatial scale of ℓϕ ≡
√
Dτϕ. The Cooperon is modified then to be
Γ0(q, n− n′) = niv
2
(Dq2 + ωn − ωn′ + 1/τϕ)τ . (40)
In the calculation of the static conductivity the thermal frequencies in the Cooperon (ωn and ωn′) can be set equal
to zero, and thus we write Γ0(q) ≡ Γ0(q, ωn = 0) in this section. In terms of the Cooperon the quantum correction to
the conductivity is written in the absence of the wall as (eq. (E9))
σ0q = − 1
2π
(
eh¯
m
)2
1
V
4πh¯k2F
3
N(0)
(τ
h¯
)3∑
q,σ
Γ0(q), (41)
which is diagramatically expressed as in Fig. 5. This diagram is called a maximally crossed diagram, since the lines
denoting the impurity scattering is crossing each other maximally. The quantum correction is rewritten as
σ0q ≃ −2σ0
( τ
h¯
)2∑
q
Γ0(q)
= −2πσ0
(τ
h¯
) h¯2
mkF
1
V
∑
q
1
Dq2τ + κϕ
, (42)
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where κϕ ≡ τ/τϕ and we have used 2πniv2N(0)τ/h¯ = 1. The summation over q is cut off for small q at qz ∼ πL−1 in
the wire direction and q⊥ ∼ πL−1⊥ in the perpendicular direction. Here we consider the case where the perpendicular
dimension of the wire is small as compared with inelastic diffusion length, namely L⊥ <∼ ℓϕ. In this case q-summation
can be carried out in one-dimension along z-direction and we obtain
1
V
∑
q
1
Dq2τ + κϕ
=
1
L2⊥
1
π
∫ π/ℓ
π/L
dq
1
(qℓ)2/3 + κ
≃ 3ℓϕ
2L2⊥ℓ
2
, (43)
where we have used κ ≪ 1. In the last equality we used L ≫ ℓϕ, which we assume. The result of the conductivity
correction is thus
σ0q ≃ −3πσ0 ℓϕ
k2F ℓL
2
⊥
. (44)
A. Dephasing effect due to domain wall
Now we calculated the effect of the domain wall on the quantum correction. The quantum correction arises when
the coherence of the electron system is modified by the wall. There is thus no effect if the magnetization change inside
the wall is slow enough, in which case the electron can follow the magnetization change easily. The decoherence occurs
due to a non-adiabatic process. In fact the first term in the interaction with the wall, eq. (8), can cause dephasing
since it flips the electron spin. Thus the interference effect among electrons is suppressed due to this interaction
with the wall. This dephasing effect is most conveniently studied in terms of the correction to the Cooperon. The
correction to the Cooperon by the wall is shown up to the second order in Fig. 6. The process (a) is the most dominant
contribution. Diagram (b) contributes to dephasing but is not important since it contains only one Cooperon and
thus gives smaller contribution compared to process (a). Similar diagram (c) and the vertex correction type (d)(e)
are neglected because they include Cooperons with different spins and thus are suppressed by a factor of O(h¯/∆τ).
The effect of dephasing due to the process (a) becomes clear by summing up higher order processes shown in Fig. 7,
which gives rise to a mass of Cooperon (see eq. (52)). The Cooperon in the presence of the wall is calculated from
these consideration as
Γw ≡ Γ0 + Γ20Iw + Γ30I2w · · · ≃ Γ0
[
1
1− Γ0Iw
]
, (45)
where
Iw ≡
∑
k′
(Gk′,n,σ)
2G−k′+q,n′,σΣ
w
k′,n,σ + c.c., (46)
and
Σwk′,n,σ ≡
(
h¯2
2m
)2 ∑
q//z
(
k′z +
q
2
)2
|Aq|2Gk′+q,n,−σ, (47)
is the self-energy due to the wall scattering. For the case of kFλ ≫ 1 and ∆τ/h¯ ≫ 1 we are considering, this is
evaluated in the case of electron at the Fermi energy (|k′| = kF ) as (we consider the case ωn > 0)
Σwk′,n,σ =
(
h¯2
2m
)2
1
ih¯
2τ − ǫk′+q,−σ
∑
q//z
(
kF cos θ +
q
2
)2
|Aq|2
≃
(
h¯2kF cos θ
2m
)2
1
ih¯
2τ − 2σ∆
∑
q//z
|Aq|2
= 2
(
h¯2kF cos θ
2m
)2
1
ih¯
2τ − 2σ∆
nw
λ
, (48)
where θ is the angle of the incoming momentum k′ measured from the z-axis.
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Its imaginary part of Σw is related to the life-time due to the scattering by the wall as
1
τw(θ, σ)
≡ − 2
h¯
ImΣwk′,n>0,σ
=
1
2
nw
k2Fλ
(
ǫF cos θ
∆
)2
1
τ
. (49)
The real part is neglected since it has only irrelevant effect of shifting the energy. By use of τw, Iw of (46) is calculated
as
Iw ≃ − i
2
N(0)
∫ ∞
−∞
dǫ
1(
ih¯
2τ − ǫ
)2 (− ih¯2τ − ǫ)
〈
1
τw(θ)
〉
+ c.c.
= −2πN(0)κw, (50)
where brackets denotes the average over θ and κw is given as
κw ≡
〈
τ
τw
〉
=
nw
6λk2F
(ǫF
∆
)2
. (51)
We therefore obtain the Cooperon in the presence of the wall (eq. (45)) as
Γw(q) =
niv
2
Dq2τ + κϕ + κw
. (52)
It is seen that the spin flip scattering by the wall contributed to an additional dephasing time. Note that the electron
in the Cooperon here refers to the electron after the gauge transformation (5) , i.e., a.
In the presence of the wall, the quantum corrections given by eq. (42)) but with Γ0 replaced by Γw. Thus the
contribution of the wall to the quantum correction is given by (by use of (42))
δσq = 2σ0
( τ
h¯
)2∑
q
(Γ0(q)− Γw). (53)
In the same way as eq. (44), we obtain
δσq = σ0
√
3π
k2FL
2
⊥
(
1√
κϕ
− 1√
κϕ + κw
)
. (54)
This quantum correction is positive, since the wall suppresses the localization by causing the dephasing.
IV. TOTAL RESISTIVITY DUE TO DOMAIN WALL
We have calculated both the classical and quantum contribution to the conductivity from the wall. The full
conductivity due to the wall is obtained as ∆σw ≡ σc + δσq from eqs. (25) and (54). In the clean limit there is no
quantum correction. In the case of the disordered case with conditions (27) and (28) satisfied, the full correction to
the conductivity by the wall is obtained as (by use of σ0 =
e2
h¯
k2F ℓ
3π2 )
∆σw = σ0
[
−3
2
nw
k2Fλ
+
√
3π
(kFL⊥)2
(
1√
κϕ
− 1√
κϕ + κw
)]
, (55)
where we have neglected o(∆/ǫF ). The conductivity in the absence of the wall is expressed including the quantum
correction (σ0q) as
σ = σ0
[
1−
√
3π
(kFL⊥)2
1√
κϕ
]
. (56)
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In terms of the resistivity, which is the reciprocal of the conductivity, the wall contribution is obtained as ∆ρw ≡
(σ +∆σw)
−1 − σ−1 ≃ −∆σw/σ2. The relative ratio of the wall contribution and the full resistivity (ρ ≡ σ−1) is thus
obtained as
∆ρw
ρ
≃ 3
2
nw
k2Fλ
−
√
3π
(kFL⊥)2
(
1√
κϕ
− 1√
κϕ + κw
)
, (57)
where we have neglected the quantum correction in ρ−1 (eq. (56)). The first term is the classical contribution and
the second term is the quantum contribution, which reduces the resistivity. The classical contributions nw/(k
2
Fλ) is
proportional to the reflection probability caused by the interaction (8), which is not large in conventional 3d transition
metals where kFλ is large. The quantum contribution is also proportional to this probability (it is essentially τ
−1
w of
eq. (51)), but in this case the effect is enhanced at by the coherence, as indicated by a large factor of 1/
√
κϕ. Thus
at lower temperature where κϕ is smaller the quantum dephasing effect wins over the classical effect and thus the
resistivity contribution from the wall can be negative (see below).
In experiments the effect of dephasing by the wall would be separated from other classical effects by looking into
the temperature dependence. In fact the dephasing due to phonons, electron-electron interaction is known to decrease
at lower temperature, typically by a power law, τ−1ϕ ∝ Tα, α being a constant of O(1) [32,33]. Thus according to the
result (57) the decrease of the resistivity due to the dephasing effect will increase as
∆ρw
ρ
∝ T−3α/2, (58)
in the region τ−1w ≪ τ−1ϕ .
It has been discussed that at low temperature, e.g. below 1K, the dephasing time τϕ is mostly due to the
electron-electron interaction [32,33]. The temperature dependence of τϕ in this case has been estimated to be
τ−1ϕ ≃ [(kBT/
√
τ )/(kFL⊥)
2]2/3 in wires, and thus α = 2/3 [67]. Let us consider a wire of L⊥ = 150A˚ (KFL⊥ = 100,
k−1F ≃ 1.5A˚). If the elastic mean free path is ℓ ∼ 30A˚, which corresponds to ǫF τ/h¯ ∼ 10, the above expression
leads to κϕ = τ/τϕ ≃ 0.22 × 10−4 at T = 1K. The dephasing effect due to the wall is calculated from eq. (51).
Considering a wire length of L = n−1w = 1000A˚ and a thin wall kFλ = 200 as observed in Co film [18] and choosing
∆/ǫ = 0.2, we obtain κw = 3.1× 10−5. The relative contribution from the wall ∆ρw/ρ in this case is then calculated
as ∆ρw/ρ = −0.051. Note that the classical contribution in this case is smaller than the quantum contribution by a
factor of 10−4. This decrease of resistivity would be large enough to observe in experiments.
A. Effect of internal field on coherence
In ferromagnets the total magnetic field is given by B = H + 4πM , where H is the external field and 4πM is an
internal magnetic field due to the magnetization. In the case of clean Fe wire (ℓ ∼ 1.4µm) the internal field 4πM is
estimated from the of the behavior of the magnetoresistance due to the Lorentz motion (at external magnetic field of
about 0.1T) as 4πM ≃ 2.2T [5]. This large magnetic field can destroy the coherence and thus weak localization in the
case of film or bulk sample [32,33]. In contrast in mesoscopic wires the effect can be neglected if the wire is narrow
enough. In fact, in the case of magnetization along the wire direction, the magnetic flux penetrating though the wire
is Φ = 4πML2⊥. The modification of the interference of the electron becomes important if this flux is comparable to
the unit flux Φ0 ≡ h/2e = 2.1× 10−15[Tm2]. Thus if L⊥ <∼ 300A˚, the magnetic flux contained in any electron path is
too small to affect the coherence.
The effect of Lorentz motion dut to this internal field is neglected in disordered case since the parameter which
determines the effect, ωcτ (ωc ≡ eB/m), is small (for B = 2.2T and ℓ = 30A˚, ωcτ ≃ 10−3).
V. CONDUCTANCE FLUCTUATION DUE THE WALL MOTION
So far we have studied the resistivity due to a static wall. In this section we will discuss the change of the electron
transport due to the motion of the wall. Here we will discuss the conductance of the sample, G ≡ σ × (A⊥/L), A⊥
being the crosssectional area of the wire. The wall motion can affect the conductance in several different manner, but
the most significant effect will be that due to the quantum interference. It has been shown in disordered metal that
the fluctuation of the conductance can arise at low temperature as a consequence of quantum interference and that
such fluctuation is of universal order of e2/h = 3.9 × 10−5Ω−1 independent of sample size and dimensions [68]. It
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has been shown further that if a single impurity atom changes its position in such cases, the interference pattern can
change and as a result the conductance of the entire system can change by O(e2/h) [35]. Thus we may expect similar
effect of conductance change to arise due to the motion of domain walls. Within the argument of classical resistivity,
no change of Boltzmann resistivity is expected since it is determined by the reflection probability by the wall, which
does not depend on the wall position. If we take into account the quantum interference among the electron, however,
the motion can affect the conductance change by changing the interference pattern.
In the experimental situations, the conductance change of a classical origin would also be possible, since the
wall motion means the change of the total magnetization, and this, according to the argument of the anisotropic
magnetoresistance [3], can lead to the resistivity change. In this case the expected change for the motion of the
wall over a distance of r(≪ L) is δρ ≃ ∆ρani × (r/L), ∆ρani being the magnitude of anisotropic magnetoresistance;
∆ρani ≡ Max(ρ(H)) −Min(ρ(H)). In fact this is what is claimed by Hong and Giordano [9] to be the origin of the
observed jump in resistivity of Ni wire. Compared to this classical conductance change, that of a quantum origin is
much more sensitive to a small motion of a wall. Actually it turns out that a displacement of a wall over 100A˚ can
give rise to a conductance change sufficiently large to be observed.
If we write the conductance of the sample with a domain wall at z = r as G(r), we are interested in the difference
δG ≡ G(r) − G(0). Within the formulation based on Kubo formula, however, we cannot directly calculate the
conductance G or its change δG of a fixed sample, since we do not know the particular configuration of impurities of
the sample. We can only calculate the conductance averaged over the impurity configurations, in other words, over
many samples (this is not so of course in numerical calculations). Thus we will estimate the mean square of difference
of the conductance
< (δG)2 >imp= 2[< G(0)
2 >imp − < G(r)G(0) >imp], (59)
where <>imp denotes the average over impurity configurations. The quantity < G(r)G(0) >imp is expressed as
< G(r)G(0) >imp=
(
A⊥
L
)2
lim
ω,ω′→0
1
ωω′
[F (r, iωℓ = ω + i0, iωℓ′ = ω
′ + i0)− F (r, 0 + i0, 0 + i0)], (60)
where
F (r, iωℓ, iωℓ′) ≡ h¯
2
V 2
< [J(iωℓ)J(−iωℓ)]z=r[J(iωℓ′)J(−iωℓ′)]z=0 > . (61)
This correlation function is represented diagramatically by two electron loops connected through the interaction with
the domain wall. Diagrams with two loops which are not connected by the domain wall line does not contribute to
< (δG)2 >imp because this quantity is a difference of the cases with z = r and z = 0. The simplest contribution to
< G(r)G(0) >imp at the lowest, i.e., fourth, order in domain walls is that shown in Fig. 8(a) and (a’). The domain
wall is at z = r in the outer loop and is at z = 0 in the inner loop. Four Cooperons are included in these processes. To
calculate the contribution (a), let us first look into the part shown in Fig. 9. The domain wall line here is associated
with a factor of e−ipr, since one of the electron line here interacts with the wall at z = r and the other with z = 0.
Important contribution comes from the two cases of n′ > 0, n < 0 and n′ < 0, n > 0, in which case the amplitude δΓw
is written as
δΓw(q, n
′ − n) =
(
h¯2
2m
)2
(Γ0(q, n
′ − n))2
∑
k,p,σ
(
kz +
p
2
)(
−kz + qz − p
2
)
|Ap|2e−ipr
×Gk,n,σGk+p,n,−σG−k+q,n′,σG−k+q−p,n′,−σ, (62)
where Cooperons Γ0 is defined in eq.(39). This is evaluated in the case of q, p≪ kF and the result neglecting quantities
of O(∆/ǫF )
2 is
δΓw ≃ −
(
h¯2
2m
)2
πN(0)k2F τ
3h¯∆2
Γ20
∑
p
|Ap|2e−ipr. (63)
The p-summation here results in
∑
|Ap|2e−ipr = 2nw
λ
r/λ
sinh(r/λ)
=
2nw
λ
W (r/λ) , (64)
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where
W (x) ≡ x
sinhx
. (65)
We thus obtain
δΓw(q, n
′ − n) ≃ −2κwniv
2
τ2
(Γ˜0(q, n
′ − n))2W (r/λ) , (66)
where
Γ˜0(q, n) ≡ τ
niv2
Γ0(q, n) =
1
Dq2 + ωn
, (67)
and κw is the dephasing time due to the wall defined in eq. (51). (we suppress here the inelastic lifetime.) By use of
this δΓ, the process of Fig. 8(a) is written as (4 in the suffix denotes four Cooperons)
F4a(ωℓ, ωℓ′) =
(
eh¯
m
)4
1
V 2
∑
k,k′,q,σ
1
β2
∑
n,n′
kz(−k + q)zk′z(−k′ + q)z
×Gk,n+ℓ,σGk,n,σG−k+q,n′+ℓ′,σG−k+q,n′,σGk′,n+ℓ,−σGk′,n,−σG−k′+q,n′+ℓ′,−σG−k′+q,n′,−σ
×δΓw(q, |n+ ℓ− n′|)δΓw(q, |n− (n′ + ℓ′)|)
≃ F0W (r/λ)
2
τ4
1
β2
′∑
n,n′
(Γ˜0(q, |n+ l − n′|))2(Γ˜0(q, |n− (n′ + ℓ′)|))2, (68)
where
F0 ≡
[(
eh¯
m
)2
4k2F
3V
κwτ
2
]2
. (69)
The summation over the Matsubara frequencies,
∑′
n,n′ , is restricted to the following three cases where the Cooperons
has a singular contributions (ℓ and ℓ′ are positive);
I : n+ ℓ, n > 0, n′ + ℓ′, n′ < 0
II : n+ ℓ, n < 0, n′ + ℓ′, n′ > 0
III : n+ ℓ, n′ + ℓ′ > 0, n, n′ < 0.
(70)
Adding the contributions from these three cases and taking the terms linear in both ωℓ and ωℓ′ , which are relevant
to the conductance change, we obtain (see Appendix F)
F4a
ωℓωℓ′
≃ F0W
2
τ4
[12J6 + J
′
6], (71)
where
Jm ≡ 1
β2
∞∑
n,n′=0
1
(Dq2 + ωn + ωn′)m
, (72)
and
J ′6 ≡
1
β2
∞∑
n,n′=0
[
−8 1
(Dq2 + ωn + ωn′)3(Dq2 − (ωn + ωn′))3
+6
{
1
(Dq2 + ωn + ωn′)2(Dq2 − (ωn + ωn′))4
+
1
(Dq2 + ωn + ωn′)4(Dq2 − (ωn + ωn′))2
}]
. (73)
It can be shown by similar calculation that the process Fig. 8(a’) leads to a different factor in front of J6;
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F4a′
ωℓωℓ′
≃ F0W
2
τ4
8J6. (74)
Hence the contributions from the four Cooperons, F4 ≡ F4a + F4a′ , is obtained as
F4
ωℓωℓ′
≃ F0W
2
τ4
[20J6 + J
′
6]. (75)
Processes with five Cooperons are shown in Fig. 10. Although they contains two more Cooperons, the contributions
turns out to be the same order as four Cooperons processes. The result of these processes are (Appendix G)
F5
ωℓωℓ′
= −720F0W (r/λ)2 Dq
2
z
τ4
J7. (76)
Similarly contributions from six Cooperons shown in Fig. 11 are calculated as (Appendix G)
F6
ωℓωℓ′
= 3024F0W (r/λ)
2 (Dq
2
z)
2
τ4
J8. (77)
From these results the total correlation function F ≡ F4 + F5 + F6 is given as
F (iωℓ, iωℓ′)
ωℓωℓ′
=
F0W
2
τ4
[
20J6 + J
′
6 − 720Dq2zJ7 + 3024(Dq2z)2J8
]
. (78)
By use of contour integration Jm’s are calculated as (AppendixH)
Jm =
1
(2π)2(m− 1)(m− 2)
1
(Dq2)m−2
, (79)
and similarly J ′6 = 1/[(2π)
2(Dq2)4]. Thus
F (iωℓ, iωℓ′)
ωℓωℓ′
=
F0W
2
(2π)2τ4
[
1 + 1− 8 + 72
5
]∑
q
1
(Dq2)4
. (80)
The summation over q is carried out in one-dimension similarly to eq. (43). The result is (recovering τϕ and τw in
Cooperons)
1
τ4
∑
q
1
(Dq2 + 1/τϕ + 1/τw)4
≃ 3
4L
πℓ
∫ ∞
0
dx
(x2 + 3κ)4
=
5
√
3
32
L
ℓ
1
κ7/2
, (81)
where κ ≡ κϕ + κw. The conductance change is obtained by used of this and eqs. (59)(60)(80) as
δG ≃ e
2
h¯
κw
√
1− [W (r/λ)]2
√
7
2
√
3π2
√(
ℓ
L
)3
1
κ7/2
. (82)
VI. SUMMARY
We have studied the effect of the domain wall on electronic transport properties in wire of ferromagnetic metals.
We considered the case of 3d transition metals, and took into account the scattering by impurities as well. We have
first calculated the conductivity within the classical (Boltzmann) transport theory by use of linear response theory.
This contribution turns out to be negligiblly small in bulk magnets, but it can be significant in ballistic nanocontacts,
as indicated in recent experiments. Second we discussed the quantum correction of the conductivity due to the wall
in the disordered case. This contribution is due to the dephasing effect caused by the wall and thus gives negative
contribution to the resistivity. this effect grows at lower temperature and can win over the classical contribution, in
particular in wire of diameter L⊥ <∼ ℓϕ, ℓϕ being the inelastic diffusion length.
So far the studies of transport in magnetic metals has been carried out mostly in the system of low resistivity
and high temperature, partially because of the possible application to devices. Our main message here is that in
disordered system magnetism can affect the transport properties in a novel way by changing the quantum coherence
among electrons at low temperature. At present there are no experiment which clearly indicate this effect, but it will
be observed in the near future, for instance, in narrower wire with a long inelastic diffusion length.
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APPENDIX A: CALCULATION OF CLASSICAL CONDUCTIVITY BY KUBO FORMULA
Here let us give the details of derivation of eq. (18). Firstly by use of
kz(Gk,n,σ)
2 =
m
h¯2
∂
∂kz
Gk,n,σ, (A1)
and partial integration with respect to kz , the self-energy term Q2 is written as
Q2 = −B
4
1
β
∑
n
1
V
∑
kqσ
kz|Aq|2∂kz (Gk,n,σGk,n+ℓ,σ)
=
B
4
1
β
∑
n
1
V
∑
kqσ
|Aq|2Gk,n,σGk,n+ℓ,σ, (A2)
where B ≡ ((eh¯)2/2m2). The other self-energy contribution, Q4, can be rewritten by use of the identity
Gk,n,σGk,n+ℓ,σ =
1
i (ωℓ +∆nℓ)
(Gk,n,σ −Gk,n+ℓ,σ), (A3)
where
∆nℓ ≡ h¯
2τ
(sgn(n+ ℓ)− sgn(n)), (A4)
as
Q4 = −Bh¯
4
2m2
1
β
∑
n
1
V
∑
kqσ
k2z
(
kz − q
2
)2
|Aq|2 1
i (ωℓ +∆nℓ)
×[(Gk− q
2
,n,σ −Gk− q
2
,n+ℓ,σ)(Gk− q
2
,n,σGk+ q
2
,n,−σ +Gk− q
2
,n+ℓ,σGk+ q
2
,n+ℓ,−σ)]
= −Bh¯
4
2m2
1
β
∑
n
1
V
∑
kqσ
k2z
(
kz − q
2
)2
|Aq|2 1
i (ωℓ +∆nℓ)
×[−Gk− q
2
,n,σGk− q
2
,n+ℓ,σ(Gk+ q
2
,n,−σ −Gk+ q
2
,n+ℓ,−σ)
+(Gk− q
2
,n,σ)
2Gk+ q
2
,n,−σ − (Gk− q
2
,n+ℓ,σ)
2Gk+ q
2
,n+ℓ,−σ]
≡ Q4a +Q4b, (A5)
where
Q4a ≡ Bh¯
4
2m2
1
β
∑
n
1
V
∑
kqσ
k2z
(
kz − q
2
)2
|Aq|2Gk− q
2
,n,σGk− q
2
,n+ℓ,σGk+ q
2
,n,−σGk+ q
2
,n+ℓ,−σ,
Q4b ≡ −Bh¯
4
2m2
1
β
∑
n
1
V
∑
kqσ
k2z
(
kz − q
2
)2
|Aq|2 1
i (ωℓ +∆nℓ)
×
[
(Gk− q
2
,n,σ)
2Gk+ q
2
,n,−σ − (Gk− q
2
,n+ℓ,σ)
2Gk+ q
2
,n+ℓ,−σ
]
. (A6)
The sum of the terms Q4a +Q5 can then be simplified as
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Q4a +Q5 =
Bh¯4
4m2
1
β
∑
n
1
V
∑
kqσ
(kzq)
2|Aq|2Gk− q
2
,n,σGk− q
2
,n+ℓ,σGk+ q
2
,n,−σGk+ q
2
,n+ℓ,−σ. (A7)
This expression can be rewritten further by use of the identity(
h¯2kzq
m
+ 2σ∆
)
Gk+ q
2
,n,−σGk− q
2
,n,σ = Gk+ q
2
,n,−σ −Gk− q
2
,n,σ, (A8)
and the expression (A2) for Q2 as
Q4a +Q5 =
B
4m2
1
β
∑
n
1
V
∑
kqσ
|Aq|2[(2m∆)2Gk− q
2
,n,σGk− q
2
,n+ℓ,σGk+ q
2
,n,−σGk+ q
2
,n+ℓ,−σ
+2m2σ∆{Gk− q
2
,n,σGk+ q
2
,n,−σ(Gk− q
2
,n+ℓ,σ −Gk+ q
2
,n+ℓ,−σ)
+Gk− q
2
,n+ℓ,σGk+ q
2
,n+ℓ,−σ(Gk− q
2
,n,σ −Gk+ q
2
,n,−σ)}
+m2(Gk− q
2
,n,σ −Gk+ q
2
,n,−σ)(Gk− q
2
,n+ℓ,σ −Gk+ q
2
,n+ℓ,−σ)]
= Qc +Q1 + 2Q2 +Q
′
45, (A9)
where
Qc ≡ B∆2 1
β
∑
n
1
V
∑
kqσ
|Aq|2Gk− q
2
,n,σGk− q
2
,n+ℓ,σGk+ q
2
,n,−σGk+ q
2
,n+ℓ,−σ, (A10)
is the term which survives in the final expression, (18), and
Q′45 ≡ B
1
β
∑
n
1
V
∑
kqσ
σ∆|Aq|2[Gk− q
2
,n,σGk+ q
2
,n,−σGk− q
2
,n+ℓ,σ +Gk− q
2
,n+ℓ,σGk+ q
2
,n+ℓ,−σGk− q
2
,n,σ]. (A11)
Similarly by use of identities (A3) and (A8), Q4b of (A6) is rewritten as
Q4b = −Bh¯
2
2m
1
β
∑
n
1
V
∑
kqσ
k2z
(
kz − q
2
)
|Aq|2 1
i (ωℓ +∆nℓ)
×
[
(∂kzGk− q2 ,n,σ)Gk+
q
2
,n,−σ − (∂kzGk− q2 ,n+ℓ,σ)Gk+ q2 ,n+ℓ,−σ
]
= −Bh¯
2
2m
1
β
∑
n
1
V
∑
kqσ
k2z |Aq|2
1
i (ωℓ +∆nℓ)
×1
2
[(
kz − q
2
) [
(∂kzGk− q2 ,n,σ)Gk+
q
2
,n,−σ − (∂kzGk− q2 ,n+ℓ,σ)Gk+ q2 ,n+ℓ,−σ
]
+
(
kz +
q
2
) [
Gk− q
2
,n,σ∂kzGk+ q2 ,n,−σ −Gk− q2 ,n+ℓ,σ∂kzGk+ q2 ,n+ℓ,−σ
]]
= −Bh¯
2
4m
1
β
∑
n
1
V
∑
kqσ
k3z |Aq|2
1
i (ωℓ +∆nℓ)
×∂kz
[
Gk− q
2
,n,σGk+ q
2
,n,−σ −Gk− q
2
,n+ℓ,σGk+ q
2
,n+ℓ,−σ
]
+
Bh¯4
4m2
1
β
∑
n
1
V
∑
kqσ
k2zq
(
kz − q
2
)
|Aq|2 1
i (ωℓ +∆nℓ)
×
[
(Gk− q
2
,n,σ)
2Gk+ q
2
,n,−σ − (Gk− q
2
,n+ℓ,σ)
2Gk+ q
2
,n+ℓ,−σ
]
≡ Q′4b +Q′′4b. (A12)
The first term (≡ Q′4b) turns out by use of partial integration to be
Q′4b =
3Bh¯2
4m
1
β
∑
n
1
V
∑
kqσ
k2z |Aq|2
1
i (ωℓ +∆nℓ)
[
Gk− q
2
,n,σGk+ q
2
,n,−σ −Gk− q
2
,n+ℓ,σGk+ q
2
,n+ℓ,−σ
]
= −3
4
Q3a, (A13)
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where Q3a is the term which appears in the expression of Q3,
Q3a ≡ −Bh¯
2
m
1
β
∑
n
1
V
∑
kqσ
k2z |Aq|2[Gk− q2 ,n,σGk− q2 ,n+ℓ,σGk+ q2 ,n,−σ +Gk− q2 ,n+ℓ,σGk+ q2 ,n,−σGk+ q2 ,n+ℓ,−σ].
(A14)
The second term in (A12) is rewritten by use of (A8) and partial integration as Q′′4b = Q2 − (1/4)Q3a +Q′c where
Q′c ≡ −
B
2
1
β
∑
n
1
V
∑
kqσ
σ∆kz |Aq|2 1
i (ωℓ +∆nℓ)
[
Gk+ q
2
,n,−σ∂kzGk− q2 ,n,σ − Gk+ q2 ,n+ℓ,−σ∂kzGk− q2 ,n+ℓ,σ
]
. (A15)
Thus we obtain
Q4b = Q
′
4b +Q
′′
4b = −Q3a +Q2 +Q′c. (A16)
Similarly Q3 is written as
Q3 = Q3a +
Bh¯2
2m
1
β
∑
n
1
V
∑
kqσ
kzq|Aq|2[Gk− q
2
,n,σGk− q
2
,n+ℓ,σGk+ q
2
,n,−σ +Gk− q
2
,n,σGk− q
2
,n+ℓ,σGk+ q
2
,n+ℓ,−σ]
= Q3a − 4Q2 − 2Q1 −Q′45. (A17)
Adding the three equations (A9)(A16) and (A17), we finally obtain the result
Q1 +Q2 +Q3 +Q4 +Q5 = Qc +Q
′
c. (A18)
The term Q′c is rewritten by use of partial integration over q as
Q′c =
B
2
1
β
∑
n
1
V
∑
kqσ
σ∆kz |Aq|2 1
i (ωℓ +∆nℓ)
∂q
[
Gk+ q
2
,n,−σGk− q
2
,n,σ −Gk+ q
2
,n+ℓ,−σGk− q
2
,n+ℓ,σ
]
= −B
2
1
β
∑
n
1
V
∑
kqσ
σ∆kz(∂q|Aq|2) 1
i (ωℓ +∆nℓ)
[
Gk+ q
2
,n,−σGk− q
2
,n,σ −Gk+ q
2
,n+ℓ,−σGk− q
2
,n+ℓ,σ
]
.
(A19)
By use of (A3) and (A8) this becomes
Q′c =
B
2
1
β
∑
n
1
V
∑
kqσ
(∂q|Aq|2)
∆
(
kz +
q
2
)
∆+ σ (kz+q/2)qm
Gk,n,σGk,n+ℓ,σ. (A20)
APPENDIX B: CONDUCTIVITY CORRECTIONS δσ AND σ′
First we calculated the conductivity correction due to the shift of the electron density. The correction to the electron
density due to the interaction (8) is given by δn ≡ δn1 + δn2, where
δn1 =
h¯2
4m
1
βV
∑
kqnσ
|Aq|2 1
2
(Gknσ)
2, (B1)
and
δn2 =
h¯2
4m
1
βV
∑
kqnσ
|Aq|2 h¯
2k2z
m
(Gk− q
2
,nσ)
2Gk+ q
2
,n,−σ. (B2)
These contributions are shown diagramatically in Fig. 3. By use of (A8) the expression of δn2 is simplified to be
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δn2 = − h¯
2
4m2
1
βV
∑
kqnσ
|Aq|2
(
kz +
q
2
)2
2σ∆+ (kz+q/2)qm
(Gk,nσ)
2. (B3)
The summation over ωn is carried out as (see Appendix C)
1
β
∑
n
(Gk,nσ)
2 = − 1
2πi
∫ ∞
−∞
dzf(z)
i
τ
d
dz
1
(z − ǫkσ)2 +
(
h¯
2τ
)2
= − 1
2πτ
1
ǫ2kσ +
(
h¯
2τ
)2 . (B4)
Thus we finally obtain
δn = − h¯
3
16πmτ
1
V
∑
kqσ
|Aq|2
ǫ2kσ +
(
h¯
2τ
)2 ∆− σ
(kz+q/2)kz
m
∆+ σ (kz+q/2)q2m
. (B5)
Thus the correction of the zeroth order conductivity, δσc = e
2τδn/m is obtained as
δσc = − h¯
16π
(
eh¯
m
)2
1
V
∑
kqσ
|Aq|2
ǫ2kσ +
(
h¯
2τ
)2 ∆− σ
(kz+q/2)kz
m
∆+ σ (kz+q/2)q2m
. (B6)
The k-summation is easily carried out by rewriting it by the energy integration to obtain
δσc = − h¯
8
(
eh¯
m
)2
1
V
∑
qσ
Nστ |Aq |2
〈
∆− σ (kz+q/2)kzm
∆+ σ (kz+q/2)q2m
〉
, (B7)
where bracket denotes the angular average over kz ≡ kFσ cos θ.
Similarly the contribution σ′c, eq. (21), is calculated as
σ′c =
h¯
8
(
eh¯
m
)2
1
V
∑
qσ
Nστ |Aq |2
〈
∆
(
∆− σ (kz+q/2)2m
)
[
∆+ σ (kz+q/2)q2m
]2
〉
. (B8)
From these expressions (B7) and (B8) it is seen that in the limit of kFλ≫ 1 (i.e., q ≪ kF ) and ∆≫ h¯2kF /mλ, the
sum of two terms vanishes; σ′c + δσc = 0.
APPENDIX C: SUMMATION OVER ωN IN EQ. (18)
The summation over Matsubara frequency, ωn, in the expression of classical contribution to the conductivity, (18),
can be carried out by use of contour integration as follows. The quantity we consider is
Qc(iωℓ) = −B 1
V
∑
kqσ
|Aq|2Ikqσ(iωℓ), (C1)
where B = ((eh¯)2/2m2) and
Ikqσ(iωℓ) ≡ 1
β
∑
n
Gk− q
2
,n,σGk− q
2
,n+ℓ,σGk+ q
2
,n,−σGk+ q
2
,n+ℓ,−σ. (C2)
This function is written by use of contour integration with respect to z ≡ iωn as
Ikqσ(iωℓ) = − 1
2πi
∮
C0
dzf(z)Gk− q
2
,σ(z)Gk− q
2
,σ(z + iωℓ)Gk+ q
2
,−σ(z)Gk+ q
2
,−σ(z + iωℓ), (C3)
where f(z) ≡ 1/(1 + eβz) and Green function Gk,σ,n is here denoted by Gk,σ(iωn), and the contour C0 goes around
the imaginary axis in complex z-plane (Fig. 12). Noting that Gk,σ(z) = [z + (1/2τ)sgn(Im[z]) − ǫk,σ]−1 has a cut
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along Im[z] = 0, the contour can be changed to four paths C1 parallel to the real axis, namely z ≡ ±(ω′ + i0) and
z ≡ −iωℓ ± (ω′ + i0), where ω′ runs from −∞ to ∞ (Fig. 12). We then obtain
Ikqσ(iωℓ) = − 1
π
∫ ∞
−∞
dω′
[
f(ω′)
1
(ω′ + iωℓ +
ih¯
2τ − ǫk− q2 ,σ)
1
(ω′ + iωℓ +
ih¯
2τ − ǫk+ q2 ,−σ)
×Im
(
1
(ω′ + ih¯2τ − ǫk− q2 ,σ)
1
(ω′ + ih¯2τ − ǫk+ q2 ,−σ)
)
+f(ω′ − iωℓ) 1
(ω′ − iωℓ − ih¯2τ − ǫk− q2 ,σ)
1
(ω′ − iωℓ − ih¯2τ − ǫk+ q2 ,−σ)
×Im
(
1
(ω′ + ih¯2τ − ǫk− q2 ,σ)
1
(ω′ + ih¯2τ − ǫk+ q2 ,−σ)
)]
. (C4)
The classical conductivity is expressed by taking the imaginary part of the correlation function analytically continued
to ω + i0 ≡ iωℓ as
σw = lim
ω→0
Im
Qw(ω + i0)−Qw(i0)
ω
. (C5)
The imaginary part of Ikqσ(iωℓ = ω + i0) is obtained from (C4) as
ImIkqσ(ω + i0) = − 1
π
∫ ∞
−∞
dω′Im
(
1
(ω′ + ih¯2τ − ǫk− q2 ,σ)
1
(ω′ + ih¯2τ − ǫk+ q2 ,−σ)
)
×
[
f(ω′)Im
(
1
(ω′ + ω + ih¯2τ − ǫk− q2 ,σ)
1
(ω′ + ω + ih¯2τ − ǫk+ q2 ,−σ)
− f(ω′ − ω) 1
(ω′ − ω + ih¯2τ − ǫk− q2 ,σ)
1
(ω′ − ω + ih¯2τ − ǫk+ q2 ,−σ)
)]
= − 1
π
∫ ∞
−∞
dω′ [f(ω′)− f(ω′ + ω)] Im
(
1
ω′ + ω + ih¯2τ − ǫk− q2 ,σ
1
ω′ + ω + ih¯2τ − ǫk+ q2 ,−σ
)
×Im
(
1
ω′ + ih¯2τ − ǫk− q2 ,σ
1
ω′ + ih¯2τ − ǫk+ q2 ,−σ
)
. (C6)
By use of
f(ω′)− f(ω′ + ω) = −ωdf(ω
′)
dω′
+O(ω2) ∼ ωδ(ω′), (C7)
which holds at small ω and low temperature, we obtain
ImIkqσ(ω + i0) ∼ −ω
π
[
Im
(
1
ih¯
2τ − ǫk− q2 ,σ
1
ih¯
2τ − ǫk+ q2 ,−σ
)]2
. (C8)
The classical contribution to the conductivity, (C5), is then obtained as
σc = −∆
2h¯3
8πτ2
(
eh¯
m
)2
1
V
∑
kqσ
|Aq|2
(ǫk− q
2
,σ + ǫk+ q
2
,−σ)
2[
(ǫk− q
2
,σ)2 +
(
h¯
2τ
)2]2 [
(ǫk+ q
2
,−σ)2 +
(
h¯
2τ
)2]2 . (C9)
APPENDIX D: DERIVATION OF EQ. (25) AND (29)
The k-summation in (20) is carried out as follows. We neglect quantities ofO((q/kF )
2) and approximate ǫk±q/2,∓σ ≃
ǫk ± [(kzq/2m) + σ∆]. This is because the momentum transfer, q, is limited to a small value of q <∼ λ−1 due to the
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form factor of the wall, |Aq|2 ∝ [cosh(πqλ/2)]−2, and we are considering the case of a thick wall, kFλ≫ 1. Then σw
is written as
σc ≃ −∆
2h¯3
8πτ2
(
eh¯
m
)2
1
V
∑
q
|Aq|2Jq, (D1)
where
Jq ≡
∑
kσ
4(ǫk)
2[{
ǫk −
(
h¯2kzq
2m + σ∆
)}2
+
(
h¯
2τ
)2]2 [{
ǫk +
(
h¯2kzq
2m + σ∆
)}2
+
(
h¯
2τ
)2]2 . (D2)
This function is written as
Jq ≡ 2
∫ 1
−1
d cos θ
2
∫ ∞
−ǫF
dǫN(ǫ)
4ǫ2[{
ǫ−
(
h¯2kq cos θ
2m +∆
)}2
+
(
h¯
2τ
)2]2 [{
ǫ+
(
h¯2kq cos θ
2m +∆
)}2
+
(
h¯
2τ
)2]2
≡
∫ 1
−1
d cos θ
∫ ∞
−ǫF
dǫN(ǫ)Fθ(ǫ), (D3)
where N(ǫ) ≡ (V m3/2/π2√2h¯3)√ǫ + ǫF is the density of states, and k ≡
√
2m(ǫ+ ǫF )/h¯, θ being the angle between
k and the z-axis, and Fθ(ǫ) is defined by the last line. In the first line we have included the factor of two due to the
summation over the spin. The integration over ǫ can be carried out by use of contour integration. In doing this we
need to be a little bit careful since the density of states in three-dimensions N(ǫ) ∝ √ǫ + ǫF has a cut on the real
axis running from ǫ = −ǫF to ǫ = ∞. Choosing a closed path C2 in the ǫ-plane as in Fig. 13, the ǫ-integral in (D3)
is written as ∫ ∞
−ǫF
dǫN(ǫ)Fθ(ǫ) =
1
2
∮
C2
dǫN(ǫ)Fθ(ǫ). (D4)
The contour C2 contains four poles at ǫ = ǫ
∗
σ,± ≡ σ
(
∆+
h¯2k(ǫ∗σ)q
2m cos θ
)
± i h¯2τ . In ferromagnets with strong
polarization we are interested in, ∆ ∼ O(ǫF ), and then neglecting O(q/kF ) contributions we may approximate
ǫ∗σ,± ∼ σ
(
∆+ h¯
2kFσq
2m cos θ
)
± i h¯2τ , where h¯kFσ ≡
√
2m(ǫF + σ∆) is the Fermi momentum of the polarised electron.
The density of states estimated at the pole in the lower half plane, ǫ∗σ,−, has a opposite sign as the upper half plane,
i.e., N(ǫ∗σ,±) ∼ ±N(σ∆) ≡ ±Nσ. We therefore obtain∫ ∞
−ǫF
dǫN(ǫ)Fθ(ǫ) ≃ 2π
( τ
h¯
)3∑
σ
Nσ
1(
h¯2kFσq
2m cos θ + σ∆
)2
+
(
h¯
2τ
)2 , (D5)
where Nσ ≡ (V mkFσ/2π2h¯2). The integration over cos θ in eq. (D3) is then easily carried out to obtain
Jq =
2m2V τ4
πh¯8
∑
σ
1
q
[
tan−1
2τ
h¯
(
h¯2kFσq
2m
+∆
)
+ tan−1
2τ
h¯
(
h¯2kFσq
2m
−∆
)]
. (D6)
The conductivity (D1) is then obtained by use of the expression of Aq, eq. (9), (
∑
q |Aq|2 · · · =
(π/L)
∫
dq[cosh2(πqλ/2)]−1 · · ·) as
σc = −e
2∆2τ2
8πh¯3L
∑
σ
∫ ∞
−∞
dq
q
1
cosh2 π2 qλ
[
tan−1
2τ
h¯
(
h¯2kFσq
2m
+∆
)
+ tan−1
2τ
h¯
(
h¯2kFσq
2m
−∆
)]
. (D7)
Changing the variable x ≡ πλq/2 we obtain (25).
To look into the asymptotic behaviors at large ∆ it is useful to rewrite the result by use of tan−1 x = ±π/2 −
tan−1(1/x) for x > (<)0 as
σc = − e
2
4πh¯
∆˜2nw
∑
σ
[
π
∫ ∞
Λσ
dx
x
1
cosh2 x
+
∫ ∞
0
dx
x
1
cosh2 x
tan−1
2l˜σx
(2∆˜)2 − (l˜σx)2 + 1
]
, (D8)
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where ∆˜ ≡ ∆τ/h¯, l˜σ ≡ (2lσ/πλ), and Λσ ≡ 2∆˜/l˜σ = (πm∆λ/kFσ h¯2). We consider the case ∆˜ ≫ 1 and Λσ ≫ 1,
which would be satisfied for d electrons in 3d transition metals. In this case the inequality (∆˜)2 ≫ (l˜σ)2, l˜σ is satisfied
if ∆/ǫF is not too small. Then the conductivity correction is approximated as
σc = − e
2
4πh¯
∆˜2nw
∑
σ
[
4π
∫ ∞
Λσ
dx
x
e−2x +
l˜σ
2∆˜2
]∫ ∞
0
dx
cosh2 x
= − e
2
4π2h¯
∆τ2
mλ
nw
∑
σ
kFσ
[
2πe−2Λσ +
h¯
∆τ
]
. (D9)
In the case of a thick wall (λ≫ k−1F ) with a finite τ , the first term in (D9) is exponentially small and thus neglected.
The conductivity in this case is
σc ≃ − e
2
8πh¯
nw
∑
σ
l˜σ
∫ ∞
0
dx
cosh2 x
= − e
2
8πh¯
nw
∑
σ
l˜σ (∆τ/h¯,m∆λ/kFσh¯
2 ≫ 1). (D10)
On the other hand if we take the limit of τ → ∞ first, the first term in (D9) becomes dominant and the result of
Mori formula (eq. (35)) is obtained. The result of Cabrera and Falicov [19], obtained by calculating the reflection
coefficient in the absence of impurities, corresponds to this limit.
APPENDIX E: COOPERONS IN FERROMAGNETS
In this section we calculate the quantum correction to the conductivity in terms of the particle-particle ladder
amplitude (Cooperon). In this section we discuss the Cooperon in ferromagnets with ∆τ/h¯≫ 1, taking into account
the impurity scattering (eq. (2)) but in the absence of domain wall. Let us consider a correlation function
<< c†k,n,σc−k′+q,n′,σ′c
†
−k+q,n′,σ′ck′,n,σ >>=< c
†
k,n,σc−k′+q,n′,σ′c
†
−k+q,n′,σ′ck′,n,σ >
+
1
2
∑
k1,k2,q′
v2 <
∑
i,j
eiq
′(Xi−Xj) >imp
× < c†k,n,σc−k′+q,n′,σ′c†−k+q,n′,σ′ck′,n,σc†k1,n,σck2,n,σc
†
−k1+q′,n′,σ′
c−k2+q′,n′,σ′ > + · · ·
≡ −(Gk,n,σG−k+q,n′,σ′δk,k′ + Γσσ
′
nn′(k,k
′,q)Gk,n,σGk′,n,σG−k′+q,n′,σ′G−k+q,n′,σ′), (E1)
where we have treated the impurity perturbatively and double bracket denotes averaging over the electron states and
impurities, <>imp being the average over impurity. (In taking the impurity average, the self-energy processes are not
included since they are already taken into account as a lifetime τ of the Green function.) The function Γσσ
′
nn′ is defined
by the last line and Cooperon denotes the singular part of Γσσ
′
nn′ for q ∼ 0, which is calcualted below. By use of eq.
(E1) the current correlation function, eq. (13), which is related to the conductivity, is expressed as
Q(iωℓ) = −
(
eh¯
m
)2
h¯
V β
∑
nkσ
[
k2zGknσGk,n+ℓ,σ
+
∑
q
kz(−k + q)zGk,n,σGk,n+ℓ,σG−k+q,n,σG−k+q,n+ℓ,σΓσσn,n+ℓ(k′ = −k+ q,q)
]
≡ Q0 +Q0q. (E2)
The first term, Q0 corresponds to the Boltzmann conductivity and the second term Q0q (described in Fig. 5) turns
out to describe the quantum effect. If the electron elastic mean free path is long (i.e., low impurity density) the second
contribution Q0q is small but as kF l becomes smaller the this term becomes important (see in eq. (E10)).
We now show that Γσσn,n+ℓ(k
′ = −k+q,q) contains a singular contribution at small q, which indicates the enhance-
ment of the backward scattering due to the coherence, namely the weak localization of electron. Cooperon denotes
this singular contribution and is calcualted by summing over the ladder contribution shown in Fig. 4(a). (There is
another contribution to Γ which is singular for q ∼ k+ k′, called a diffuson, represented by the diagram in Fig. 4(b),
but we do not consider this process since it does not contribute to the conductivity because of the current vertex.)
The result of Cooperon is (we write Γσσn,n+ℓ(k
′ = −k+ q,q) simply as Γσσn,n+ℓ(q) below)
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Γσσ
′
nn′(q) = niv
2
[
1 + niv
2Iσσ
′
nn′ (q) + (niv
2Iσσ
′
nn′ (q))
2 + · · ·
]
≃ niv
2
1− niv2Iσσ′nn′ (q)
, (E3)
where
Iσσ
′
nn′ (q) ≡
∑
k
Gk,n,σG−k+q,n′,σ′ . (E4)
We consider the important case of small q (q <∼ l−1) , and then this function can be expanded with respect to q as
Iσσ
′
nn′ (q) ≃
∑
k
[
Gk,n,σGk,n′,σ′ −
(
h¯2kzq
2m
)2 {
(Gk,n,σGk,n′,σ′)
2 −Gk,n,σ(Gk,n′,σ′)3 − (Gk,n,σ)3Gk,n′,σ′
}]
. (E5)
The summation over k can be written in terms of the integration over the energy, ǫ, from −ǫF to the infinity, and
this integral is carried out in the same way as in eq. (D3). The first term of (E5)is calculated as
I
(1)σσ′
+− ≡
∑
k
Gk,n>0,σGk,n<0,σ′
=
∫ ∞
−ǫF
dǫN(ǫ)
1[
ih¯
(
1
2τ + ωn
)− ǫ+ σ∆] 1[−ih¯ ( 12τ − ωn′)− ǫ+ σ′∆]
≃ 2πi
(σ − σ′)∆ + ih¯ ( 1τ + ωn − ωn′)N(0), (E6)
where we have neglected higher order of O(ǫF τ/h¯)
−1 and O(∆/ǫF ). It is seen from this result that for the electrons
with the same spin (σ = σ′), I
(1)σσ
+− ≃ 2πNτ/h¯[1− (ωn − ωn′)τ ] +O((ωn − ωn′)τ)2 is large but for σ = −σ′, I(1)σ,−σ+−
is smaller by a factor of (∆τ/h¯)−1. In the case of σ = σ′ other terms in eq. (E5) are calculated to obtain
Iσσ+−(q) ≃ 2πN
τ
h¯
[1− (Dq2 + ωn − ωn′)τ ], (E7)
where D ≡ [(h¯kF )2τ/3m2]. In this case the sum of the ladder (E3) turns out to be singular at low energy (by use of
2πniv
2N(0)τ/h¯ = 1);
Γσσ+− ≃
niv
2
[Dq2 + ωn − ωn′ ]τ . (E8)
This singular behavior indicates the enhancement of the backward scattering amplitude due to the quantum interfer-
ence [32,33]. On the other hand if σ = −σ′, Iσ,−σ is small and thus Γσ,−σ+− is not important. For the case of both n
and n′ are positive or negative, it is easy to sea that the ǫ-integral that corresponds to eq. (E6) vanishes. Therefore
Γσσ
′
nn′ is important only if nn
′ < 0 and σ = σ′. Other contributions are neglected below.
By use of (E2) and (E8), we obtain the quantum correction to the conductivity as
σ0q = − 1
2π
(
eh¯
m
)
1
V
4πh¯k2F
3
N(0)
(τ
h¯
)3∑
q,σ
Γσσ+−
= − 2
3π
e2
h¯
ℓ2
1
V
∑
q
1
Dq2τ
. (E9)
In three-dimensions, 1V
∑
q
1
Dq2τ ≃ 32π2
∫ ℓ−1
L−1
dq
ℓ2 =
3
2π2ℓ3 and thus the ratio to the classical conductivity is obtained
as
σ0q
σ0
= − 3
π
1
(kF ℓ)2
= − 3
4π
(
h¯
ǫF τ
)2
. (E10)
One can see that σ0q is a “quantum” correction, which vanishes in the limit of h¯→ 0.
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APPENDIX F: SUMMATION OVER MATSUBARA FREQUENCY IN EQ. (68)
Here we will carry out the summation over Matsubara frequencies in eq. (68),
J ≡ 1
β2
′∑
n,n′
(Γ˜0(q, |n+ l − n′|))2(Γ˜0(q, |n− (n′ + ℓ′)|))2
=
1
β2
∑
n,n′
1
(Dq2 + |ωn+ℓ − ωn′ |)2(Dq2 + |ωn − ωn′+ℓ′ |)2 . (F1)
The summation here
∑′
n,n′ is restricted to the following three cases, where the Cooperons becomes important at
small q;
I : n+ ℓ, n > 0, n′ + ℓ′, n′ < 0
II : n+ ℓ, n < 0, n′ + ℓ′, n′ > 0
III : n+ ℓ, n′ + ℓ′ > 0, n, n′ < 0.
(F2)
Firstly the contribution from the case I is written as
JI =
1
β2
∞∑
n=0
−ℓ′∑
n′=−∞
1
(Dq2 + ωn+ℓ − ωn′)2(Dq2 + ωn − ωn′+ℓ′)2
=
1
β2
∞∑
n=0
∞∑
n′′≡−(n′+ℓ′)=0
1
(Dq2 + ωn+ℓ + ωn′′+ℓ′)2(Dq2 + ωn + ωn′′)2
. (F3)
We are interested in only the term proportional to ωℓωℓ′ . Expanding 1/(Dq
2 + ωn+ℓ + ωn′′+ℓ′)
2 with respect to ωℓ
and ωℓ′ we obtain this term as
JI ≃ ωℓωℓ′ 1
β2
∞∑
n=0
∞∑
n′′=0
1
(Dq2 + ωn + ωn′′)6
. (F4)
The contribution from case II turns out to be the same; JII = JI. Case III is treated as follows.
JIII =
1
β2
0∑
n=−ℓ
0∑
n′=−ℓ′
1
(Dq2 + ωn+ℓ − ωn′)2(Dq2 + ωn′+ℓ′ − ωn)2
=
1
β2
ℓ∑
n′′≡−n=0
ℓ′∑
n′′′≡n′+ℓ′=0
1
(Dq2 − ωn′′−ℓ − ωn′′′−ℓ′)2(Dq2 + ωn′′ + ωn′′′)2 . (F5)
By use of
∑ℓ
n=0 F (n) =
∑∞
n=0(F (n)− F (n+ ℓ)) (F (n) being any function) we obtain
JIII =
1
β2
∞∑
n≡=0
∞∑
n′=0
[
1
(Dq2 − (ωn + ωn′) + ωℓ+ℓ′)2(Dq2 + ωn + ωn′)2
− 1
(Dq2 − (ωn + ωn′) + ωℓ′)2(Dq2 + ωn + ωn′ + ωℓ)2
− 1
(Dq2 − (ωn + ωn′) + ωℓ)2(Dq2 + ωn + ωn′ + ωℓ′)2
+
1
(Dq2 − (ωn + ωn′))2(Dq2 + ωn + ωn′ + ωℓ+ℓ′)2
]
. (F6)
Taking the term proportional to ωℓωℓ′ we obtain JIII ≃ ωℓωℓ′J ′6 where J ′6 is defined in eq. (73). Adding these results
we obtain eq. (71).
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APPENDIX G: CALCULATION OF DIAGRAMS WITH FIVE AND SIX COOPERONS
Here the processes containing five and six Cooperons (eqs. (76)(77)) are calculated. Firstly let us evaluated the
diagram Fig. 10(a). There are three different contributions shown in Fig. 10(a-(i-iii)) with different configuration of
δΓw and Γ. The diagram Fig. 10(a-i) is calculated as
F5a(i) =
(
eh¯
m
)4
1
V 2
∑
k,k′,k′′,q,σ
1
β2
′∑
n,n′
kz(−k + q)zk′z(−k′′ + q)zGk,n+ℓ,σGk,n,σG−k+q,n′+ℓ′,σG−k+q,n′,σ
×Gk′,n+ℓ,−σGk′,n,−σG−k′+q,n′,−σGk′′,n,−σG−k′′+q,n′,−σG−k′′+q,n′+ℓ′,−σ
×δΓw(q, |n+ ℓ− n′|)δΓw(q, |n− (n′ + ℓ′)|)Γ(q, |n− n′|). (G1)
Here the summation
∑′
n,n′ is carried out in the two cases,
I : n+ ℓ, n > 0, n′ + ℓ′, n′ < 0
II : n+ ℓ, n < 0, n′ + ℓ′, n′ > 0.
(G2)
Summation over k′ and k′′ gives rise to a contribution small at q → 0;
∑
k′
k′zGk′,n+ℓ,−σGk′,n,−σG−k′+q,n′,−σ ≃
∑
k′
k′zGk′,n+ℓ,−σGk′,n,−σGk′,n′,−σ
[
1− h¯
2(k′ · q)
m
Gk′,n′,−σ
]
= − h¯
2
m
qz
∑
k′
k′zGk′,n+ℓ,−σGk′,n,−σ(Gk′,n′,−σ)
2,
≃ − qz
mh¯
4π
3
k2FN(0)τ
3, (G3)
for both cases I and II (in the last line we have neglected quantities of O(∆/ǫF )
2). We thus obtain for case I
F5a(i)I ≃ −F0
2k2F q
2
z
3m2τ3
w
( r
λ
)2
×
∞∑
n=0
−ℓ′∑
n′=−∞
1
(Dq2 + ωn+ℓ − ωn′)2
1
(Dq2 + ωn − ωn′+ℓ′)2
1
(Dq2 + ωn − ωn′) . (G4)
By similar calculation as in Appendix F and by use of D ≡ h¯2k2F τ/(3m2), the term linear in both ωℓ and ωℓ′ of F5a(i)I
results in
F5a(i)I
ωℓωℓ′
≃ −F0[W (r/λ)]2 2Dq
2
z
τ4
8J7. (G5)
Similarly, other contributions are calculated and the result of F5a ≡
∑
α=I,II F5a(i)α+
∑
α=I,II F5a(ii)α+
∑
α=I,II F5a(iii)α
is obtained as
F5a
ωℓωℓ′
≃ −F0[W (r/λ)]2 2Dq
2
z
τ4
J7 [(8 + 8) + (4 + 10) + (10 + 4)]
= −F0[W (r/λ)]2 2Dq
2
z
τ4
44J7. (G6)
Diagram (a’) is calculated as
F5a′
ωℓωℓ′
≃ −F0[W (r/λ)]2 2Dq
2
z
τ4
J7 [4 + 10 + 2 + 2 + 14 + 14]
= −F0[W (r/λ)]2 2Dq
2
z
τ4
46J7. (G7)
Other diagrams (b)(c)(d) give rise to the same contributions as (a)+(a’) and so the result of five Cooperons processes
are obtained as
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F5
ωℓωℓ′
≃ −F0[W (r/λ)]2 2Dq
2
z
τ4
J7(44 + 46)× 4
= −F0[W (r/λ)]2720Dq
2
z
τ4
J7. (G8)
Diagrams of six Cooperons in Fig. 11 are calculated in the same way. For example, diagram (a) leads to
F6a
ωℓωℓ′
≃ −F0[W (r/λ)]2 (2Dq
2
z)
2
τ4
J8(14 + 7 + 10 + 11 + 14 + 7)× 2
= −F0[W (r/λ)]2 (2Dq
2
z)
2
τ4
126J8. (G9)
Here bracket denotes the summation over six different ways of putting two δΓ’s and two Γ’s. Two factors of 2 in the
first line are due to the two cases I and II. There are other processes with different arrangement of n′ and n′ + ℓ′,
corresponding to (a’) in Fig. 8, which give the equal contribution.Thus
F6aa′
ωℓωℓ′
= −F0[W (r/λ)]2 (2Dq
2
z)
2
τ4
252J8. (G10)
It turns out that (b),(c) leads to the same contribution and thus we obtain
F6
ωℓωℓ′
≃ −F0[W (r/λ)]2 (Dq
2
z)
2
τ4
3024J8. (G11)
APPENDIX H: CALCULATION OF JM AND J
′
6
The summation over the Matsubara frequency in the expression of Jm and J
′
6, eqs. (72) and (73) is carried out
here. Jm can be written by use of contour integration as
Jm =
1
β2
∞∑
n,n′=0
1
(Dq2 + ωn + ωn′)m
=
(−1
2πi
)2 ∫
C+
dz
∫
C+
dz′f(z)f(z′)
1
[Dq2 − i(z + z′)]m
= −
(
1
2π
)2 ∫ ∞
−∞
dz
∫ ∞
−∞
dz′f(z)f(z′)
1
[Dq2 − i(z + z′ + i0)]m , (H1)
where C+ denotes the contour which surrounds the imaginary axis in the upper-half z-plane, and we have deformed
the path to the path just above the real axis. By use of partial integration we obtain
Jm =
(
1
2π
)2
1
(m− 1)(m− 2)
∫ ∞
−∞
dz
∫ ∞
−∞
dz′
df(z)
dz
df(z′)
dz′
1
[Dq2 − i(z + z′ + i0)]m−2
=
(
1
2π
)2
1
(m− 1)(m− 2)
1
(Dq2)m−2
. (H2)
Similarly J ′6 is written as
J ′6 =
(
1
2π
)2 ∫ ∞
−∞
dz
∫ ∞
−∞
dz′f(z)f(z′)
d2
dzdz′
[
1
[Dq2 − i(z + z′)]2[Dq2 + i(z + z′)]2
]
=
(
1
2π
)2
1
(Dq2)4
. (H3)
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FIG. 1. A configuration of a domain wall in a mesoscopic wire.
FIG. 2. The contributions to the Boltzmann conductivity which are the second order with respect to the interaction with
the domain wall, denoted by wavy lines. Solid lines indicate the electron Green functions and the current vertex (expressed by
crosses) with wavy line represents δJ .
FIG. 3. Shift of the electron density due to the second order interaction with the domain wall.
FIG. 4. (a): Particle-particle ladder (Cooperon) in the absence of domain wall. Dotted line denotes the impurity scattering.
This process is singular at q ∼ 0 if ωn · ωn′ < 0. (b): Particle-hole ladder (Diffuson) process. This process is also singular at
q ∼ k+ q′ but does not contribute to the quantum correction to the conductivity.
FIG. 5. Quantum correction to the conductivity expressed in terms of Cooperon. Cooperon is defined by Fig. 4(a), but it is
twisted here (maximally crossed diagram).
FIG. 6. Effect of domain wall on the Cooperon to the second order. Hatched square denotes the particle-particle ladder
(Cooperon). (a): Self-energy type. This is the dominant process. Process (b) contains only one Cooperon and thus gives
smaller contribution compared to (a). Process (c) and the vertex correction type (d)(e) include Cooperon(s) with different
spins, and thus are suppressed in ferromagnets (∆τ/h¯≫ 1).
FIG. 7. Higher order orrection by the wall to the Cooperon which represents a dephasing time by the wall.
FIG. 8. Contributions to the conductance change due to the motion of the wall over a distance of r at the lowest (fourth)
order of domain wall interaction. Processes with four Cooperons are shown here. The domain wall is at z = r and z = 0 in
outer and inner loop, respectively. n and n+ ℓ denotes the Matsubara frequencies ωn and ωn+ℓ, respectively. (a) and (a’) are
different in the Matsubara frequencies of the internal loop. Current vertices are denoted by crosses.
FIG. 9. Particle-particle ladder which includes the motion of the domain wall. One of the electron line here interacts with
the wall at z = r and the other with the wall at z = 0.
FIG. 10. Contributions to the conductance change containing five Cooperons. Although they contains more Cooperons their
contributions are the same order as four Cooperons processes. Diagrams (i)(ii)(iii) correspond to three different contributions
which is obtained by cyclic replacement of δΓ’s and Γ. In processes (b)-(d) only one of such contribution is shown.
FIG. 11. Contributions to the conductance change containing six Cooperons.
FIG. 12. The contour C0 of integration in complex z-plane appeared in the summation over the Matsubara frequencies.
Because of the function f(z), there are poles on the imaginary axis at z = (2n − 1)πi/β where n = 0,±1,±2 · · ·. C1 is a
deformed contour parallel to the real axis.
FIG. 13. The contour of integration C2 in complex ǫ-plane. There is a cut on the real axis from ǫ = −ǫF to +∞, because of
the behavior of the density of states, N(ǫ) ∝ (ǫ+ ǫF )
1/2 in three-dimensions.
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