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Resumen
La construccio´n de mosaicos de ima´genes permite obtener representaciones de grandes dimensiones y resolucio´n de una misma
escena. Son frecuentes hoy dı´a las ca´maras fotogra´ﬁcas que incorporan un software destinado a su construccio´n o aplicaciones
en lı´nea como Google Maps que permiten visualizar mapas resultantes de la construccio´n de foto-mosaicos. Habitualmente los
mosaicos panora´micos son generados a partir de ima´genes adquiridas mediante una ca´mara que u´nicamente efectu´a movimientos
de rotacio´n alrededor de un punto ﬁjo. Cuando las condiciones de adquisicio´n varı´an y la ca´mara tambie´n se traslada, surgen
feno´menos, como el de paralaje, que diﬁcultan la unio´n no perceptible de las ima´genes. A ello hay que an˜adir las diferencias en
apariencia que varias fotografı´as adyacentes pueden presentar debido a mecanismos automa´ticos de las ca´maras, como el de control
de exposicio´n. En el presente trabajo se describe un procedimiento completo para la construccio´n automa´tica de mosaicos con
apariencia totalmente continua y consistente, en los que las uniones de las distintas ima´genes que lo conforman no son visibles.
Las ima´genes son registradas mediante me´todos que garantizan consistencia geome´trica, y unidas utilizando te´cnicas de fusio´n (o
blending), con el objetivo de asegurar una transicio´n no visible entre ima´genes y una apariencia global coherente en todo el mosaico.
El procedimiento descrito es aplicado sobre una secuencia con el ﬁn de evaluar su utilizacio´n en el contexto de las ima´genes ae´reas
de grandes dimensiones. Copyright c© 2013 CEA. Publicado por Elsevier Espan˜a, S.L. Todos los derechos reservados.
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1. Introduccio´n
La unio´n de diversas ima´genes de una misma escena en una
u´nica imagen de mayores dimensiones se conoce como Mosai-
co. La construccio´n de mosaicos es muy comu´n en la actuali-
dad, y son numerosas las ca´maras fotogra´ﬁcas que incorporan
un software con la opcio´n de generarlos a partir de una secuen-
cia de ima´genes. En el caso concreto de los mosaicos panora´mi-
cos, la ca´mara se suele colocar en un trı´pode, o se mantiene lo
ma´s ﬁja posible en una posicio´n, de forma que so´lo pueda efec-
tuar movimientos de rotacio´n, aproximadamente sobre el punto
focal de la ca´mara.
Sin embargo, en cuanto las condiciones de adquisicio´n di-
ﬁeren del caso descrito, que se considera ideal, pueden darse
circunstancias que diﬁculten su generacio´n. Ası´, desde un punto
de vista geome´trico, si la ca´mara no realiza u´nicamente un mo-
vimiento de rotacio´n, sino que tambie´n hay de traslacio´n, apare-
ce el efecto conocido como paralaje. Dicho feno´meno consiste
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en la desviacio´n angular de la posicio´n aparente de un objeto,
producida por la variacio´n del punto de vista, y se traduce en
inconsistencias en el momento de superponer dos ima´genes ad-
yacentes. Dichas inconsistencias se acentu´an a medida que la
distancia entre la ca´mara y la escena decrece.
A menudo, las ca´maras son utilizadas con el mecanismo de
ca´lculo de exposicio´n automa´tica activado. Desafortunadamen-
te, dicha exposicio´n automa´tica puede dar lugar a problemas,
como el de la disparidad en la apariencia de ima´genes geome´tri-
camente adyacentes (ver Figura 1). Si a ello an˜adimos la posi-
bilidad de unir fotografı´as adquiridas en dı´as distintos, o bajo
condiciones de iluminacio´n tambie´n cambiantes, la visibilidad
de la unio´n entre dichas ima´genes puede resultar ma´s que evi-
dente.
La construccio´n de mosaicos consta de tres etapas: regis-
tro geome´trico de las ima´genes, procesado fotome´trico, y ﬁnal-
mente una etapa de fusio´n (o blending). El objetivo de la etapa
ﬁnal es obtener una transicio´n suave y sin artefactos entre las
diferentes ima´genes que componen el mosaico, de manera que
el resultado sea lo ma´s homoge´neo y convincente posible.
El principal problema que se desea abordar en el presente
trabajo es el de la construccio´n automatizada de ortofotomo-
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saicos, mediante la unio´n de una secuencia de ima´genes ae´reas
de alta resolucio´n. El ortofotomosaico resultante debe presentar
una apariencia uniforme, y las uniones entre las ima´genes que
lo conforman deben ser imperceptibles.
La importancia de una correcta y convincente unio´n de un
conjunto de ima´genes de una misma escena va ma´s alla´ de la
mera obtencio´n de un buen aspecto este´tico. Para los cientı´ﬁcos
expertos, pertenecientes a los campos de la arqueologı´a, bio-
logı´a (Naydenova and Jelev (2009)) o geologı´a (Escartı´n et al.
(2008)), resulta mucho ma´s co´modo y eﬁciente poder traba-
jar con una u´nica imagen, de grandes dimensiones, continua
y coherente, que no hacerlo con un conjunto de ima´genes aisla-
das y con diferencias radiome´tricas entre ellas. Ası´, por ejem-
plo, Solberg et al. (1996) evaluaron positivamente los beneﬁ-
cios de la utilizacio´n de ima´genes de sate´lite de alta resolucio´n
para la generacio´n de mapas y clasiﬁcacio´n de especies de a´rbo-
les en los bosques, o Lear (1997) apunto´ el intere´s de diversos
campos, como el estudio del suelo o de la agricultura, por la
utilizacio´n de dicho tipo de ima´genes de grandes dimensiones.
Uno de los principales ejemplos de generacio´n de ortofo-
tomapas de grandes dimensiones es Google Maps. Los mapas
ofrecidos por dicho servicio, que gozan de una resolucio´n ma´s
que aceptable en funcio´n de la regio´n geogra´ﬁca cubierta, pre-
sentan una apariencia consistente en a´reas relativamente exten-
sas. Sin embargo, son evidentes las transiciones entre transectos
pertenecientes a momentos de adquisicio´n diferentes, con con-
diciones ambientales cambiantes o capturados con una ca´mara
con distintas caracterı´sticas y/o conﬁguracio´n (ver Figura 1).
Figura 1: Ejemplo de artefactos en la transicio´n entre ima´genes presentes en
Google Maps (afueras de la ciudad de Girona). Los artefactos son debidos no
u´nicamente a las diferencias en apariencia de las ima´genes implicadas sino tam-
bie´n a un error en el alineamiento geome´trico de las mismas.
En el presente trabajo se describen las fases de procesa-
miento de una secuencia de ima´genes, correspondientes al la-
go de Banyoles (en la provincia de Girona, Espan˜a), capturadas
con una ca´mara de 39 Mpı´xeles desde un ultraligero. La aplica-
cio´n de dicho mosaico sera´ el estudio y control de todo el perﬁl
del lago desde los puntos de vista geolo´gico y biolo´gico.
1.1. Secuencia de ima´genes
La secuencia utilizada para la construccio´n del mosaico cons-
ta de 41 ima´genes, adquiridas con una ca´mara profesional Has-
selblad H3D-39, equipada con un sensor de 39 Mpı´xeles de
Figura 2: Seleccio´n de ima´genes colindantes de la secuencia procesada. Al-
gunas de las ima´genes presentan oleaje en la superﬁcie del lago (derecha e
izquierda) mientras que en otras el agua se encuentra en calma (centro).
36,7 × 49,00 mm. Cada una de las ima´genes tiene una reso-
lucio´n de 6216 × 5412 pı´xeles, con una profundidad de color
de 16 bits por canal, y un total de tres canales, al tratarse de
ima´genes en color. Dicha informacio´n se encuentra almacena-
da en formato RAW, y en canales separados, aunque tambie´n
se dispone de la correspondiente versio´n en formato JPG, para
una ra´pida manipulacio´n y visualizacio´n de las mismas.
Ası´ mismo, para algunas de las ima´genes se dispone de
informacio´n de georeferenciacio´n. Concretamente, se conocen
las coordenadas UTM de algunos puntos ﬁduciales, que per-
miten la construccio´n de una primera estimacio´n del mosaico.
Los puntos, no obstante, son fruto de la marca manual de los
mismos, a partir del conocimiento de las coordenadas UTM de
dos puntos geode´sicos que aparecen en el mapa, por lo que un
mosaico basado u´nicamente en dicha informacio´n no serı´a lo
bastante preciso.
Las ima´genes fueron adquiridas desde una ca´mara montada
en un aeroplano y orientada hacia abajo. La trayectoria recorri-
da por el aeroplano obedece a un barrido con transectos Norte-
Sur, y se prolongo´ durante 12 minutos, en una misma jornada,
con condiciones lumı´nicas cambiantes y con alteraciones cons-
tantes en la direccio´n del viento. Debido a dichos cambios de
direccio´n, ası´ como a los pequen˜os cambios de orientacio´n del
aeroplano durante la adquisicio´n, la superﬁcie del lago mues-
tra en algunas de las ima´genes ciertos artefactos lumı´nicos. Los
artefactos son debidos a la diferente direccio´n de incidencia de
los rayos solares sobre las pequen˜as ondulaciones del agua, y
ello provoca que la superﬁcie presente en ocasiones un aspecto
signiﬁcativamente diferente al del resto de ima´genes.
2. Trabajos previos
El problema de la generacio´n automa´tica de ortofotomapas
con apariencia uniforme y verosı´mil consta de varias etapas,
que deben ser completadas de forma secuencial. La literatura
al respecto es extensa, aunque no todas las propuestas ponen el
mismo e´nfasis en cada una de las etapas en cuestio´n. La gene-
racio´n de ortofotomapas se podrı´a considerar incluida dentro de
la categorı´a de los me´todos de generacio´n de panoramas, aun-
que salvando algunas diferencias. En el caso de los panoramas
de ima´genes, la ca´mara no acostumbra a moverse signiﬁcati-
vamente de un punto de rotacio´n, evita´ndose ası´ efectos como
el de paralaje, mientras que en el caso de los ortofotomapas
basados en ima´genes ae´reas el punto de vista cambia constan-
temente, ya que el aeroplano se desplaza. Por otro lado, mien-
tras que las ima´genes que constituyen un panorama suelen ser
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Figura 3: Cobertura de las ima´genes adquiridas por el aeroplano siguiendo una
trayectoria de barrido de ida y vuelta en direccio´n vertical, donde el recta´ngulo
sombreado simboliza la primera imagen de la secuencia.
capturadas en un intervalo de tiempo relativamente reducido,
las adquisiciones ae´reas pueden extenderse durante dı´as, hecho
que puede acrecentar a su vez la disparidad de apariencias entre
los diferentes transectos de las mismas.
En lo que se reﬁere estrictamente al registro geome´trico,
la aproximacio´n ma´s utilizada en la literatura es la basada en
bu´squeda de correspondencias (Zitova´ and Flusser (2003)). Da-
das dos ima´genes, en cada una de ellas se determina un conjun-
to de puntos de intere´s, mediante algoritmos como los de Ha-
rris (Harris and Stephens (1988)), SIFT (Lowe (2004)) o SURF
(Bay et al. (2006)), entre otros. Para dichos puntos su corres-
pondencia en la otra imagen es determinada, tal y como se rea-
liza en trabajos como Gonza´lez et al. (2001). Las correspon-
dencias son utilizadas para el ca´lculo de una matriz de trans-
formacio´n plana, denominada homografı´a (Kanatani and Ohta
(1999)), que permite convertir las posiciones de los pı´xeles de
una de las ima´genes al sistema de coordenadas de la otra. Di-
cha forma de proceder es factible cuando la escena se puede
considerar plana, es decir, cuando el relieve de la escena no es
signiﬁcante respecto de la distancia entre la ca´mara y la escena.
Cuando la escena no obedece a dichas condiciones, es posible
recurrir a te´cnicas de registro no rı´gido (Are´valo and Gonzalez
(2008)), que permiten transformaciones ela´sticas de las ima´ge-
nes, que no pueden ser modeladas por una homografı´a.
Uno de los primeros me´todos para el registro de ima´genes
adquiridas por un vehı´culo ae´reo, con informacio´n de georefe-
rencia precisa, fue el propuesto en Kumar et al. (1998), que uti-
lizaba como mecanismo de bu´squeda de puntos de intere´s entre
las ima´genes un me´todo de ﬁltrado multiescala, con seleccio´n
de puntos prominentes (Lindeberg (1993)). Una de las limita-
ciones del algoritmo se encuentra en el hecho que las relacio´n
de movimiento entre las ima´genes a registrar y el sistema de re-
ferencia deben ser mayoritariamente translacionales, con pocos
cambios en rotacio´n, escala o oblicuidad. Ası´ mismo, los cam-
bios en la iluminacio´n global debı´an ser corregidos mediante
el ﬁltrado de las ima´genes. Dicho me´todo, a su vez, extendı´a
un trabajo previo, concretamente el de Kumar et al. (1995), en
el que se desarrollaba un sistema completo para la generacio´n
de mosaicos a partir de ima´genes de vı´deo ae´reas. Dicho tra-
bajo utilizaba el ﬂujo o´ptico (Horn and Shunck (1981)) para
la estimacio´n del movimiento de la ca´mara. Sin embargo, los
me´todos basados en el ﬂujo o´ptico (Girosi et al. (1989)) suelen
requerir poco movimiento entre las ima´genes capturadas, para
que la estimacio´n del mismo sea posible. Ese requisito impide
su aplicacio´n sobre secuencias de fotografı´as, y restringe su uso
a secuencias de vı´deo con alta frecuencia de ima´genes.
Tegolo and Valenti (2001) presentaron un me´todo de ge-
neracio´n de mapas caracterizado por la suposicio´n de ausencia
de distorsiones y perspectiva en las ima´genes, debido a la gran
distancia entre el terreno y el vehı´culo ae´reo de adquisicio´n,
ası´ como tambie´n por la utilizacio´n de coordenadas polares para
la representacio´n de la informacio´n. El me´todo se centra en la
concatenacio´n de ima´genes consecutivas, realizando un regis-
tro basado en el conocimiento de ciertos puntos caracterı´sticos
en las ima´genes, pero no aporta soluciones para la correccio´n
de los artefactos en las uniones, ni trata el problema del cierre
de bucles. Su aplicacio´n queda restringida, por lo tanto, a un
nu´mero de escenarios muy reducido.
Son diversos los me´todos de la literatura que combinan los
ortofotomapas con modelos digitales de elevacio´n, ya sean cons-
truidos por medio de otro tipo de sensorizacio´n (Lear (1997)
o Morse et al. (2010)), como a partir de te´cnicas de recupera-
cio´n de estructura a partir del movimiento (o SFM, del ingle´s
Structure From Motion) de la ca´mara (Nicosevici et al. (2009)).
En lo que se reﬁere al segundo grupo, Wehn et al. (2002)
propusieron un sistema completo que abarcaba el hardware de
adquisicio´n, el de preprocesado de las ima´genes adquiridas y la
generacio´n de un ortofotomapa, que era proyectado sobre una
estimacio´n de la estructura tridimensional del suelo. El algorit-
mo tiene presente las necesidades de calibracio´n radiome´trica,
correccio´n atmosfe´rica y la eliminacio´n de efectos producidos
por los reﬂejos de la luz desde diferentes a´ngulos en la escena.
La etapa de preprocesado mencionada requiere la intervencio´n
del usuario. En cuanto a la estimacio´n de la estructura tridi-
mensional de la escena, se utiliza una pira´mide multiresolucio´n
para la bu´squeda de los puntos de intere´s. Sin embargo, ma´s
alla´ del preprocesado de las ima´genes, no se menciona ningu´n
otro mecanismo que asegure una transicio´n no perceptible entre
las mismas. En el mismo contexto, Zebedin et al. (2006) utiliza-
ron tanto informacio´n multiespectral como te´cnicas de recons-
truccio´n 3D para la generacio´n de modelos digitales de super-
ﬁcie densos. Ası´ mismo, los modelos son utilizados con ﬁnes
de clasiﬁcacio´n. Dicho tipo de me´todos, entre los que tambie´n
cabrı´a mencionar el trabajo de Ding et al. (2008), pueden llegar
a obtener resultados de apariencia convincente. No obstante, la
densidad y la precisio´n de las reconstrucciones no permiten dar
a una ortofoto generada, a partir de dicho modelo, la nitidez
que las ima´genes originales poseı´an, especialmente si eran de
alta resolucio´n. Los efectos de diferentes exposiciones no son
compensados, y aunque en visualizaciones de regiones concre-
tas no sean perceptibles, el mapa global sı´ que presentara´ dichos
artefactos.
Botterill et al. (2010) desarrollaron un framework completo
para la construccio´n de mosaicos de ima´genes ae´reas en tiempo
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real. Dicho framework utiliza un algoritmo basado en modelos
Bag-of-Words (BoW) (como en Nicosevici and Garcia (2009))
para la localizacio´n de las ima´genes que puedan ser alineadas
con la ma´s recientemente adquirida. Los puntos de intere´s de
las ima´genes son localizados mediante la aplicacio´n del detec-
tor de esquinas de Harris (Harris and Stephens (1988)) o SIFT
(Lowe (1999)). Las transformaciones de perspectiva son cal-
culadas utilizando las correspondencias proporcionadas por el
BoW y el framework BaySAC (Botterill et al. (2009)), que per-
mite la supresio´n de datos espurios (outliers). Finalmente, la
costura o´ptima, es decir, el camino de corte entre dos ima´genes
que minimiza las diferencias fotome´tricas entre ambos lados
del mismo, es calculada mediante la aplicacio´n del algoritmo
de Dijkstra (1959) sobre las diferencias entre las ima´genes su-
perpuestas. La aproximacio´n presenta algunas carencias, como
son algu´n mecanismo para la compensacio´n de los diferentes
tiempos de exposicio´n, o la aplicacio´n de algu´n me´todo para
evitar la degeneracio´n del aspecto global del mosaico, a medida
que el nu´mero de ima´genes registradas aumenta. El algoritmo
o´ptimo de bu´squeda de costuras no asegura tampoco una tran-
sicio´n suave entre las ima´genes, en caso de imprecisiones en el
registro, cuyo efecto, de hecho, puede irse incrementando con
el paso del tiempo, debido a la naturaleza secuencial del proce-
so.
De los me´todos mencionados hasta el momento, orientados
hacia la generacio´n de ortofotomapas ae´reos, so´lo algunos de
ellos contemplan la necesidad de correcciones en las ima´ge-
nes para la compensacio´n de efectos lumı´nicos no deseados, y
ninguno de ellos plantea la necesidad de algoritmos para el sua-
vizado de las transiciones.
Uno de los primeros autores en abordar el problema de la
generacio´n de mosaicos ae´reos (aunque obviando etapas co-
mo la de registro), sin artefactos en la transicio´n de las ima´ge-
nes, fue Milgram (1975), quien desarrollo´ un algoritmo para la
unio´n de dos ima´genes alineadas de forma manual. El me´todo
propuso un ajuste de “orden cero” para compensar las diferen-
cias de iluminacio´n, y una estrategia no o´ptima para la deﬁni-
cio´n de la lı´nea de costura (o seam) en la regio´n de superpo-
sicio´n. Dicha estrategia buscaba, para cada lı´nea de la imagen,
la pareja de pı´xeles horizontalmente vecinos que ofrecı´a una
transicio´n ma´s suave, es decir, una menor diferencia fotome´tri-
ca. El me´todo fue ideado para trabajar sobre ima´genes entre las
que hubiese una traslacio´n horizontal. Alrededor de cada una
de esas parejas de pı´xeles se deﬁne una extensio´n de un nu´mero
arbitrario de pı´xeles, con el objetivo de aplicar sobre la mis-
ma un promedio ponderado, que permita suavizar la transicio´n.
El algoritmo presentado es simple, pero establecio´ las bases de
la mayor parte de los me´todos de suavizado que aparecerı´an
en las siguientes de´cadas. Milgram (1977) propuso posterior-
mente una mejora para el algoritmo, que an˜adı´a un criterio para
la seleccio´n de los pı´xeles en la etapa de compensacio´n de las
diferencias de iluminacio´n, con tal de tratar correctamente las
sombras y los objetos en movimiento, teniendo en cuenta u´ni-
camente los niveles de gris ma´s informativos (evitando nubes y
otros feno´menos atmosfe´ricos). Tambie´n fue incluida una fun-
cio´n de coste en el ca´lculo de la costura entre las ima´genes, para
controlar las coordenadas de los puntos origen y destino.
En el mismo contexto, Zhu and Yang (2000) propusieron
hasta tres me´todos diferentes, aplicables a la unio´n sin costu-
ras de ima´genes en la generacio´n de ortofotomapas. El primero
de ellos es la correccio´n de los niveles de gris (en el caso de
ima´genes en escala de grises), de acuerdo con la diferencia en
los niveles de luminancia de dos pı´xeles correspondientes a una
misma posicio´n. El segundo consiste en la aplicacio´n de un sua-
vizado o feathering a lo largo de una cierta extensio´n alrededor
de la lı´nea de unio´n. Los me´todos de feathering permiten sua-
vizar la transicio´n alrededor de una costura, mediante la apli-
cacio´n de un promedio ponderado de los valores del a´rea de
superposicio´n. Finalmente, el tercer me´todo consiste en un sua-
vizado en el dominio wavelet. Sin embargo, los primeros dos
me´todos no tienen la capacidad de tratar con problemas de re-
gistro, ni de compensar diferencias de exposicio´n entre ima´ge-
nes, mientras que el tercero resulta muy costoso en cuanto a
recursos computacionales se reﬁere, condicionando ası´ su apli-
cacio´n sobre ima´genes de grandes dimensiones.
Wen and Zhou (2008) propusieron un me´todo para el ca´lcu-
lo de la costura entre ima´genes con superposicio´n. El algoritmo
requiere la conversio´n de las ima´genes adquiridas en color al
espacio HIS (Hue, Intensity, Saturation, i.e., Tono, Intensidad,
Saturacio´n), y busca el camino que da lugar a un error mı´ni-
mo, en cuanto a la suma de diferencias entre pı´xeles vecinos en
los diferentes planos HIS. Ası´ mismo, propone la aplicacio´n de
feathering sobre un entorno de taman˜o adaptativo, para obtener
una transicio´n suave entre ambos lados del camino encontrado.
El me´todo es capaz de trabajar con ima´genes en color, pero su
aplicacio´n se centra en el proceso de ima´genes registradas ho-
rizontal o verticalmente, que no den lugar a trayectorias com-
plejas para la realizacio´n del corte. Por otro lado, los problemas
relativos a diferentes tiempos de exposicio´n no se contemplan.
A pesar del nu´mero relativamente reducido de propuestas
en el campo ae´reo, en la bibliografı´a relacionada con la cons-
truccio´n de mosaicos de ima´genes aparecen tambie´n numero-
sos me´todos para la combinacio´n de varias ima´genes, de forma
que las costuras entre ellas no sean visibles. Dichos me´todos,
no obstante, pueden ser tambie´n aplicados, dependiendo de la
situacio´n, a ima´genes ae´reas.
La limitacio´n de Milgram (1975) y Milgram (1977) en el
nu´mero de ima´genes a fusionar –restringido a dos– fue abor-
dada, en primera instancia, por Peleg (1981), quien introdujo
el concepto de Funcio´n de Eliminacio´n de Bordes (SEF, Seam-
Eliminating Function). SEF se basa en una funcio´n de suaviza-
do de la luminancia (i.e., un mapa de ponderacio´n), calculada
mediante un algoritmo iterativo de relajacio´n, y que es usada
para ajustar la transicio´n entre un nu´mero arbitrario de ima´ge-
nes con superposicio´n (a pesar de que la informacio´n de dicha
superposicio´n no se utiliza), estableciendo como cero el valor
de las diferencias de luminancia alrededor de los bordes.
Burt and Adelson (1983) introdujeron en 1983 el concep-
to de Image Spline, una transformacio´n que permitı´a obtener
una transicio´n suave entre varias ima´genes. El me´todo podı´a ser
aplicado en varios escenarios, a diferencia de Milgram (1975),
donde el autor se habı´a centrado u´nicamente en ima´genes de
sate´lite. Las ima´genes a ser combinadas son descompuestas en
un conjunto de componentes pasa-banda, y se aplica sobre ca-
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da una de las bandas una spline diferente, con una apropiada
amplitud de transicio´n. El objetivo es el de fusionar las carac-
terı´sticas con la misma escala en cada uno de los niveles de la
descomposicio´n. Finalmente, los componentes procesados son
recombinados en la imagen mosaico, mediante una simple adi-
cio´n. El me´todo suprime la visibilidad de las costuras y reduce
los efectos de los posibles desalineamientos cuando el regis-
tro no es lo bastante preciso, apareciendo como contrapartida
dobles contornos o efectos fantasma cuando dicho desalinea-
miento es signiﬁcativo.
Pe´rez et al. (2003) propusieron un me´todo gene´rico de inter-
polacio´n, basado en la resolucio´n de las ecuaciones de Poisson,
para la edicio´n sin visibilidad en la transicio´n y la clonacio´n de
regiones seleccionadas, aplicable en la construccio´n gene´rica de
mosaicos y ortofotomapas. El me´todo permite suprimir la visi-
bilidad de las uniones a lo largo de las regiones colindantes a los
bordes. Ası´ mismo, se basa en la idea de que, mediante una ade-
cuada mezcla de los gradientes de una imagen con los de otra,
es posible fusionar de manera convincente las regiones de la
imagen (que tambie´n pueden ser objetos manualmente seleccio-
nados) con una apariencia transparente. El entorno de trabajo se
basa en la ecuacio´n diferencial parcial con condiciones de bor-
de de tipo Dirichlet, las cuales especiﬁcan el Laplaciano de una
funcio´n desconocida sobre un dominio de intere´s, junto con los
valores desconocidos de la funcio´n en los lı´mites del dominio.
Como extensio´n de la te´cnica presentada por Bertalmio et al.
(2000), Pe´rez et al. (2003) propusieron modiﬁcar el problema
de la interpolacio´n de ima´genes, a trave´s de las ecuaciones de
Poisson, introduciendo ma´s restricciones en forma de campo de
vectores guı´a. Dicho campo de vectores, que pueden ser o no un
campo de gradiente, permite controlar el comportamiento de la
interpolacio´n. En el mismo contexto, Levin et al. (2004) propu-
sieron un me´todo basado en varias funciones de coste, para la
evaluacio´n de la calidad de la unio´n deﬁnida en el dominio del
gradiente. Los autores llamaron GIST (Gradient-domain Image
Stitching) al entorno de trabajo desarrollado, proporcionando
dos me´todos principales para la fusio´n de ima´genes. En primer
lugar, las ima´genes son combinadas en el dominio del gradien-
te, reduciendo ası´ las inconsistencias globales entre las partes
unidas, debidas a cambios en la iluminacio´n y a variaciones en
la respuesta fotome´trica de la ca´mara. En una segunda etapa, la
imagen de mosaico es inferida mediante optimizacio´n sobre la
imagen de gradiente, reducie´ndose los artefactos alrededor de
los lı´mites de las ima´genes y la duplicacio´n de bordes.
El problema de la unio´n de ima´genes en tiempo real, pa-
ra la generacio´n de mosaicos en lı´nea, fue abordado por Zhao
(2006). El autor propuso un me´todo eﬁciente de fusio´n para
la creacio´n de ima´genes de mosaico dina´micas de alta calidad
y con generacio´n en tiempo real, a partir de un nu´mero arbitra-
rio de ima´genes. Desafortunadamente, el me´todo presenta algu-
nas desventajas, en ciertas circunstancias, respecto a los me´to-
dos convencionales. En primer lugar, la etapa de fusio´n se ba-
sa en una versio´n mejorada de un promedio ponderado multi-
resolucio´n Burt and Adelson (1983), que prioriza los pı´xeles
cercanos al centro de las ima´genes, pero dicha estrategia no
siempre ofrece los mejores resultados cuando aparecen proble-
mas de registro. En segundo lugar, el mecanismo de correccio´n
de la exposicio´n toma como referencia el propio mosaico gene-
rado hasta el momento. Este hecho puede conducir a una dege-
neracio´n de la exposicio´n global, cuando alguna de las ima´ge-
nes implicadas presenta una excesiva o escasa exposicio´n.
Ma´s recientemente, Mills and Dudek (2009) presentaron
una combinacio´n de te´cnicas para la creacio´n de mosaicos de
ima´genes de alta calidad a pesar de la presencia de objetos en
movimiento en la escena. La te´cnica utiliza funciones heurı´sti-
cas para determinar la costura o´ptima, tanto en los dominios de
la luminancia como del gradiente, de manera combinada con un
algoritmo de splining multiresolucio´n Burt and Adelson (1983),
que permite reﬁnar los resultados alrededor de los bordes selec-
cionados. La compensacio´n de exposicio´n de las ima´genes se
lleva a cabo basa´ndose en el mosaico generado hasta el momen-
to, aunque dicho me´todo puede conducir a una degeneracio´n
del mismo, a medida que se incrementa el nu´mero de ima´ge-
nes. Adema´s, el algoritmo de fusio´n utilizado por el me´todo
puede producir dobles contornos, especialmente en presencia
de estructuras complejas en la escena.
El me´todo propuesto se basa en varios de los conceptos
mencionados en el resumen de trabajos previos relacionados,
intentando aplicar las te´cnicas ma´s adecuadas para la resolu-
cio´n del problema que nos ocupa.
3. Construccio´n del mosaico
La construccio´n del mosaico se divide en diferentes etapas
ejecutadas de manera secuencial. Dichas etapas incluyen la ge-
neracio´n, en primer lugar, de una primera estimacio´n geome´tri-
ca del mosaico, basada en los datos de georeferenciacio´n mar-
cados manualmente en todas las ima´genes de la secuencia. Una
vez la topologı´a de la trayectoria ha sido estimada (ver Figu-
ra 3), y por lo tanto las superposiciones entre ima´genes perte-
necientes a los distintos transectos han sido determinadas (Eli-
bol et al. (2010)), es posible proceder a una bu´squeda de puntos
y correspondencias entre ima´genes consecutivas y no consecu-
tivas con superposicio´n de a´reas comunes. Dichas correspon-
dencias sera´n utilizadas, a su vez, y en combinacio´n con los
puntos ﬁduciales marcados manualmente, para reﬁnar el regis-
tro geome´trico de las ima´genes, mediante la aplicacio´n de un
algoritmo de alineamiento global, tal y como se describe en Fe-
rrer et al. (2007). Dado que las ima´genes pueden haberse visto
afectadas por los diferentes mecanismos de ajuste automa´ticos
de la ca´mara, como la apertura o el tiempo de exposicio´n, es
necesario efectuar una ecualizacio´n fotome´trica de las mismas,
con el objetivo de dar a todas ellas un aspecto global similar.
Finalmente, y con el objetivo de eliminar, en el mayor grado
posible, cualquier artefacto fruto de errores en el registro, las
diferencias fotome´tricas no solventadas o a la manifestacio´n del
feno´meno del paralaje, se realizara´ una etapa de fusio´n. En di-
cha etapa se pretende otorgar a la imagen de mosaico resultante
una apariencia lo ma´s continua y convincente posible.
3.1. Registro geome´trico
Dada la secuencia de ima´genes con la que se ha trabaja-
do, en primer lugar se ha procedido al registro entre parejas de
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ima´genes consecutivas, con el objetivo de obtener una primera
aproximacio´n de la topologı´a del mosaico. Para ello, se ha apli-
cando un me´todo basado en la bu´squeda de puntos caracterı´sti-
cos y sus correspondencias, y concretamente se han utilizado el
detector de puntos de Harris (Harris and Stephens (1988)) y el
descriptor SURF (Bay et al. (2006)). En cada una de las ima´ge-
nes se han buscado una serie de puntos caracterı´sticos que, una
vez identiﬁcados en la imagen posterior de la secuencia, han
permitido la estimacio´n de una transformacio´n geome´trica en-
tre las mismas, representada por una matriz denominada homo-
grafı´a (Hartley and Zisserman (2003)). Durante la deteccio´n de
correspondencias es posible que algunas de ellas no sean co-
rrectas, ya sea por presencia de ruido en las ima´genes, o porque
no obedecen al movimiento dominante entre las mismas, por
pertenecer a objetos en movimiento. Dichas correspondencias,
conocidas como outliers, han sido eliminadas mediante el algo-
ritmo de RANSAC propuesto por Fischler and Bolles (1981).
Una vez dispuestas todas las ima´genes en un mismo mar-
co, y por lo tanto acotadas las vecindades de bu´squeda, ha si-
do posible localizar correspondencias entre ima´genes no con-
secutivas, necesarias para la aplicacio´n de un algoritmo de ali-
neamiento global (Ferrer et al. (2007); Elibol et al. (2008)). El
alineamiento global tiene en cuenta las correspondencias entre
ima´genes consecutivas, aquellas entre ima´genes no consecuti-
vas, y las coordenadas ﬁduciales de que se pueda disponer, que
en el caso que nos ocupa han sido dos. Los puntos ﬁduciales
permiten situar unı´vocamente en el globo el mosaico generado,
y son interpretados como restricciones geome´tricas, durante el
proceso de ajuste de las posiciones de todas las ima´genes. El
alineamiento global se traduce en la minimizacio´n de los resi-
duos de la funcio´n de coste que se presenta a continuacio´n:
argmin
(
τ ·
∑
1≤l≤m
1≤k≤n
(‖irlk‖2 + ‖ jrlk‖2) + υ ·
o∑
k=1
‖prk‖2
)
(1)
donde τ y υ son pesos de ponderacio´n, m es el nu´mero de co-
rrespondencias existentes entre una pareja de ima´genes, n es el
nu´mero de parejas de ima´genes con superposicio´n y irlk,
jrlk y
prk
se deﬁnen como:
ir
l
k =
ixlk − ijH · jx˜lk (2)
jr
l
k =
jxlk − jiH · ix˜lk (3)
prk = ixk − imH · mx˜0k (4)
El primer te´rmino de la Ecuacio´n 1 representa el error de
reproyeccio´n de las correspondencias, es decir, aque´l que mide
la distancia entre el resultado de aplicar la transformacio´n entre
ima´genes sobre los puntos de intere´s y la posicio´n real de las co-
rrespondencias en ambos sentidos de la transformacio´n. Ası´, en
la Ecuacio´n 2, ixlk es un punto detectado en la imagen i mientras
que jx˜lk es su correspondencia en la imagen j. Ambos puntos
esta´n expresados en coordenadas homoge´neas, y ijH representa
la transformacio´n plana entre ambas ima´genes, mientras que los
papeles se intercambian en la Ecuacio´n 3. El segundo te´rmino
de la Equacio´n 1 hace referencia a los puntos ﬁduciales cono-
cidos, que nos permiten georeferenciar todo el mosaico, y mide
la desviacio´n en la posicio´n de un determinado punto ﬁducial
ixk, capturado en la imagen i, respecto de la posicio´n real mx˜0k
en el plano del mosaico.
La importancia del alineamiento global emerge en las si-
tuaciones de cierre de lazos, dado que permiten mejorar signi-
ﬁcativamente la trayectoria de la ca´mara cuando se vuelven a
visitar a´reas ya mapeadas previamente. En ausencia de situa-
ciones de cierre de lazos, y teniendo en cuenta que las secuen-
cias pueden estar constituidas por miles de ima´genes, la deriva
acumulada por las transformaciones entre parejas conduce a la
obtencio´n de mosaicos ostensiblemente inconsistentes, con des-
alineamientos como el de la Figura 1.
3.2. Procesado fotome´trico
Estimacio´n de la calidad de las ima´genes
En la pra´ctica no existe un criterio u´nico y objetivo que
permita identiﬁcar la imagen con ma´s calidad visual, dada una
cierta secuencia de las mismas, puesto que el concepto de “ca-
lidad” implica diferentes aspectos cognitivos. Sin embargo, lo
que sı´ que es cierto es que dos ima´genes adquiridas con la mis-
ma distancia focal, aquella que haya sido adquirida a menor
distancia de la escena presentara´ un nivel de detalle ma´s ele-
vado que la que haya sido adquirida desde ma´s lejos. Segu´n lo
dicho, la distancia a la escena podrı´a ser utilizada como medida
para indexar la calidad de las ima´genes adquiridas.
Un me´todo ma´s robusto de indexado de las ima´genes con-
sistirı´a en utilizar la medida de Total Variation Osher and Rudin
(1990); Dibos and Koepﬂer (1999) como evaluador de calidad.
La medida de Total Variation se denota como TV y su valor se
deﬁne de la siguiente manera:
TV =
1
W · H
W−1∑
x=1
H−1∑
y=1
‖g(x, y)‖ (5)
donde W y H son las dimensiones horizontal y vertical de la
imagen y g(x, y) corresponde al vector de gradiente del pı´xel
(x, y). TV evalu´a la magnitud media de los valores de gradiente,
otorgando una mayor puntuacio´n a aquellas ima´genes con las
transiciones ma´s deﬁnidas entre pı´xeles colindantes, y por lo
tanto, ma´s nı´tidas. Por el contrario, las ima´genes borrosas reci-
ben una puntuacio´n baja, ya que las transiciones entre pı´xeles
colindantes son ma´s difusas.
Extensio´n global del contraste
Una vez seleccionada una imagen como referencia, en fun-
cio´n de la distancia de adquisicio´n de la ca´mara respecto de la
escena o de su valor de TV , es necesario evaluar el contraste
de la misma. El valor TV es utilizado para ello, ası´ como pa-
ra calcular la ganancia que sera´ aplicada para obtener contraste
global (o ampliﬁcacio´n de gamma) en el resto de ima´genes. La
ganancia debe encontrarse sobre un umbral TS , con el objetivo
de evitar una ampliﬁcacio´n excesiva de las a´reas de pobre con-
traste, e.g., regiones mono´tonas sin textura. TS dependera´ del
ratio sen˜al-ruido de la imagen, que puede variar notablemente
en funcio´n de las condiciones meteorolo´gicas durante la adqui-
sicio´n. Un valor experimental de TS = 5 ha sido utilizado du-
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rante los experimentos. El factor de extensio´n TV re f erenciaTV (k) se apli-
ca sobre los componentes x e y de los gradientes de la k-e´sima
imagen.
En el caso en que las diferencias de iluminacio´n no sean
u´nicamente fruto de diferentes tiempos de exposicio´n, sino que
dependan de otros factores, como la temperatura del color (di-
ferente entre el amanecer y el atardecer, por ejemplo), se ha-
ce adema´s necesario efectuar una clonacio´n de estilo entre las
ima´genes capturadas. Ası´, es posible utilizar un me´todo como
el de Reinhard et al. (2001), que permite transferir el estilo de
color de una de las ima´genes al resto de la secuencia, con tal de
obtener el aspecto ma´s uniforme posible del mosaico ﬁnal.
3.3. Fusio´n de las ima´genes
El feno´meno del paralaje puede afectar tanto al proceso de
registro geome´trico como al de fusio´n de las ima´genes. La exis-
tencia de paralaje, en aquellas secuencias adquiridas por una
ca´mara que haya realizado un movimiento de traslacio´n, puede
diﬁcultar el correcto registro geome´trico entre ima´genes adya-
centes. Ası´ mismo, incluso cuando el registro obtenido sea muy
preciso, existe la posibilidad de que aparezcan dobles contor-
nos, en las regiones comunes superpuestas, debido a los dife-
rentes puntos de vista desde los que se han capturado los obje-
tos o estructuras de la escena. La ausencia de informacio´n de
calibracio´n de los para´metros intrı´nsecos de la ca´mara, que per-
mita corregir distorsiones debidas a la lente, tambie´n puede dar
lugar a dicho artefacto durante la fusio´n.
La solucio´n para evitar los artefactos de doble contorno con-
siste en utilizar informacio´n de una u´nica imagen para cada uno
de los pı´xeles del mosaico construido, siempre que esto sea po-
sible. Con el objetivo de reducir, en la mayor medida posible,
los efectos en el a´rea de superposicio´n, obteniendo a su vez una
transicio´n suave entre ima´genes, la fusio´n se realiza u´nicamente
en una regio´n poco extensa (de unos pocos pı´xeles) alrededor de
una costura o´ptima previamente calculada. Consecuentemente,
la proporcio´n del mosaico en la que la informacio´n proviene de
ma´s de una imagen es ı´nﬁma, y por lo tanto la posibilidad de
aparicio´n de artefactos en las a´reas de superposicio´n se ve muy
reducida.
Primer y segundo mapas de proximidad
El me´todo de suavizado propuesto requiere la determina-
cio´n del primer y segundo mapas de proximidad a nivel de pi-
xel. El primer mapa de proximidad contiene, para cada coorde-
nada de pı´xel, el ı´ndice de la imagen cuyo centro es ma´s cer-
cano. El segundo mapa de proximidad, como su nombre indi-
ca, contiene el ı´ndice de la imagen cuyo centro es el segundo
ma´s cercano a dicho pı´xel. De forma similar a Agarwala et al.
(2004), se aplica un algoritmo de corte de grafo sobre la super-
posicio´n entre ambos mapas, que permite calcular los bordes de
las ima´genes y las regiones de suavizado establecidas a su alre-
dedor. Para cada pı´xel del borde y de la regio´n de suavizado se
seleccionan dos ı´ndices. Consecuentemente, cada pixel ubica-
do fuera de dicha a´rea (es decir, los correspondientes a la mayor
parte del mosaico) es asociado a una u´nica imagen.
La distancia Euclı´dea entre un pixel IM(x, y), expresado en
el sistema de coordenadas del mosaico, y el centro de la n-e´sima
imagen In(x, y), se pondera por un factor wn(s), tal y como se
muestra en la Ecuacio´n 6:
dmM(x, y) = wn(s) ·
√
(xM − xn)2 + (yM − yn)2 (6)
donde el escalar wn(s) es un cociente entre el taman˜o de la ima-
gen n-e´sima y la imagen que presenta un taman˜o ma´s pequen˜o,
una vez registrada. Por razones de eﬁciencia temporal, el co-
ciente no se calcula basa´ndose en el a´rea de las ima´genes, una
vez transformadas, sino en la longitud de sus dia´metros, con el
objetivo de obtener u´nicamente una aproximacio´n, de la forma
que se muestra en la Ecuacio´n 7:
wn(s) = smin/sn (7)
donde smin es el dia´metro de la imagen ma´s pequen˜a de un con-
junto dado, y sn es el dia´metro de la n-e´sima imagen.
La ponderacio´n presentada prioriza los pı´xeles de las ima´ge-
nes adquiridas a menor altitud y que, por lo tanto, se puede con-
siderar que presentan un mayor nivel de detalle. Ası´, en aque-
llos casos en los que una imagen adquirida a una menor altura
se encuentre superpuesta con otra adquirida a mayor altura, la
primera imagen sera´ la que aportara´ la mayor parte de los pı´xe-
les para la regio´n comu´n.
Regiones de interseccio´n
La superposicio´n entre el primer y el segundo mapas de pro-
ximidad determina las regiones donde el corte de grafo a nivel
de pı´xel puede ser efectuado. De tal modo, para cada regio´n
de superposicio´n, la textura proveniente de las dos ima´genes
con mayor calidad puede ser recuperada. El corte de grafo pue-
de ser, a su vez, calculado con tal de obtener el lı´mite o´pti-
mo entre las mismas, que determinara´ la contribucio´n de ambas
al mosaico ﬁnal. Se deﬁne ROIi, j como la regio´n de intersec-
cio´n entre las ima´genes i y j, donde i es la imagen ma´s cerca-
na, j es la segunda imagen ma´s cercana y R denota la regio´n
del mosaico donde coinciden simulta´neamente i y j. Es decir,
ROIi, j = Ri, j ∪ Rj,i.
Corte de grafo a nivel de pı´xel
La estrategia de fusio´n propuesta utiliza un algoritmo de
bu´squeda de borde o´ptimo, para calcular los mejores lı´mites de
las ima´genes en las regiones de superposicio´n. Se realiza un
corte de grafo a nivel de pı´xel en las regiones de interseccio´n,
determinadas por el primer y segundo mapas de proximidad. El
algoritmo busca un camino que minimice el coste de la tran-
sicio´n, de un lado al otro del borde, para cada pareja de pı´xe-
les colindantes. La funcio´n tiene tres te´rminos ponderados, que
controlan el comportamiento del corte:
C = μ1 · f (I1, I2) + μ2 · s(g1, g2) + μ3 · L (8)
El primer te´rmino μ1 · f (I1, I2) mide las diferencias de in-
tensidad entre los pı´xeles superpuestos. El segundo te´rmino μ2 ·
s(g1, g2) mide los gradientes a lo largo del borde B. Finalmen-
te, el tercer te´rmino μ3 · L mide la longitud L del camino. Co-
mo aportacio´n en el presente trabajo, nuestro me´todo utiliza el
te´rmino de gradiente s(g1, g2), en la funcio´n de coste que con-
trola el corte, que mide el coste de la transicio´n de un lado al
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otro del borde, a medida que el camino o´ptimo se va calculando.
El te´rmino de gradiente es combinado con el te´rmino de intensi-
dad f (I1, I2), y se diferencia de otros me´todos de la bibliografı´a
como el de Mills and Dudek (2009), en el que el corte se reali-
za, o bien en el dominio de las diferencias de intensidad, o bien
en el domino de las diferencias en el gradiente, de manera ex-
cluyente la una de la otra. El te´rmino de gradiente permite tratar
con ima´genes adquiridas con diferentes tiempos de exposicio´n,
en las regiones de superposicio´n. En dicho caso, un corte de gra-
fo basado u´nicamente en los valores de intensidad considerarı´a
que las diferencias entre pı´xeles vecinos son grandes, incluso
si el registro es preciso, y consecuentemente el corte calculado
no serı´a el ma´s adecuado. En cambio, si se utiliza la diferen-
cia entre los vectores de gradiente, el camino o´ptimo podra´ ser
encontrado, independientemente de los diferentes tiempos de
exposicio´n de las ima´genes. Adema´s, el hecho de trabajar en
el dominio del gradiente permite compensar las diferencias de
exposicio´n, en el momento de recuperar la luminancia.
Mediante esta estrategia (ver Figura 6) se minimizan los
efectos del paralaje y las imprecisiones en el registro geome´tri-
co, dado que el corte de grafo tiende a situar el borde en regio-
nes sin textura, donde las diferencias morfolo´gicas son bajas.
Por la misma razo´n, los cortes sobre objetos en movimiento
tienden a ser evitados, beneﬁciando dicho comportamiento la
consistencia visual del resultado fusionado.
Realizar un corte de grafo, especialmente a nivel de pı´xel, es
habitualmente una operacio´n costosa, en te´rminos computacio-
nales, cuando la medida de la regio´n a procesar es signiﬁcati-
vamente grande. Sin embargo, las regiones en las cuales reali-
zamos el corte de grafo, determinadas por la interseccio´n entre
el primer y segundo mapas de proximidad, son raramente ex-
tensas. Adema´s, dicho proceso puede ser paralelizado, usando
las ventajas de los recientes procesadores de mu´ltiples nu´cleos,
con tal de reducir el tiempo de ejecucio´n de uno de los ma´s
importantes cuellos de botella de la secuencia de proceso.
Fusio´n en el dominio del gradiente
Una vez el borde o´ptimo ha sido localizado, sera´ necesario
obtener una transicio´n suave entre las regiones adyacentes. In-
cluso en el caso de secuencias en las que las ima´genes han sido
procesadas, para reducir los efectos de posibles diferencias de
iluminacio´n y exposicio´n, y en las cuales se ha realizado una
ecualizacio´n de histograma, el corte de grafo puede conducir a
una imagen con bordes visibles. Por lo tanto, el suavizado de la
transicio´n entre las diferentes regiones de la imagen es funda-
mental. La fusio´n de ima´genes alrededor de los bordes calcu-
lados debe ser realizada en un a´rea limitada, lo suﬁcientemente
ancha como para asegurar una transicio´n suave y no percepti-
ble, pero tambie´n lo suﬁcientemente estrecha como para reducir
la posible visibilidad de regiones borrosas o dobles contornos.
El me´todo propuesto consiste en la aplicacio´n de un prome-
dio ponderado alrededor de los bordes en el dominio del gra-
diente, tal y como se propone en la Ecuacio´n 9:
gˆx(x, y) =μg1x(x, y) + (1 − μ) · g2x(x, y)
gˆy(x, y) =μg1y(x, y) + (1 − μ) · g2y(x, y)
(9)
donde g1x, g
1
y , g
2
x y g
2
y son las matrices de gradiente en las direc-
ciones x e y, correspondientes a las dos ima´genes involucradas,
gˆx y gˆy son las matrices de gradiente en las direcciones x e y,
despue´s de la fusio´n, y μ es la funcio´n de transicio´n de suavi-
zado, concretamente una funcio´n de Hermite de tercer orden.
La ventaja de aplicar un promedio ponderado en el dominio
del gradiente es la compensacio´n automa´tica de las diferentes
exposiciones entre ima´genes vecinas, cuando se integra la lu-
minancia desde los gradientes, como etapa ﬁnal.
Recuperacio´n de la luminancia desde el gradiente
Despue´s de procesar independientemente cada una de las
a´reas correspondientes a las regiones de superposicio´n alrede-
dor de los bordes, los fragmentos resultantes necesitan ser uni-
ﬁcados en una u´nica imagen, de mayores dimensiones. Cada
fragmento procesado debera´ ser actualizado en la imagen del
mosaico ﬁnal, mientras que la informacio´n perteneciente a re-
giones sin superposicio´n debe ser recuperada de las ima´genes
originales pertinentes. Dicha forma de proceder permite con-
servar el mayor nivel de detalle posible en aquellas regiones en
las que la fusio´n, susceptible de producir efectos visuales no
deseables, no sea necesaria.
Una vez el mosaico ﬁnal en el dominio del gradiente ha sido
compuesto, despue´s de la fusio´n alrededor de los bordes, se ob-
tiene un campo de gradiente no integrable o inconsistente. Para
recuperar los valores de luminancia de los campos de gradiente
Gx y Gy, es necesario resolver la ecuacio´n de Poisson ∇2I = G˜
(Fattal et al. (2002)).∇2 es el operador Laplaciano∇2 = δ2I
δx2+
δ2I
δy2
y G˜ es la divergencia del campo de vectores G, deﬁnida como
G˜ = δGx
δx +
δGy
δy .
La resolucio´n del sistema de ecuaciones diferenciales re-
quiere la especiﬁcacio´n de condiciones de contorno. Se utili-
zan condiciones de contorno de tipo Neumann, deﬁnidas como
∇I · n = 0, i.e., la derivada en la direccio´n normal n es cero.
El sistema es resuelto utilizando un multigrid Poisson solver
(Kazhdan and Hoppe (2008)). La solucio´n proporcionada por el
algoritmo se encuentra deﬁnida respecto a un te´rmino aditivo,
en relacio´n a los valores de intensidad recuperados. Consecuen-
temente, un algoritmo de mapeo, como Minimum Information
Loss (Neumann et al. (1998)), debe ser aplicado para obtener
dicho factor. El objetivo principal del algoritmo de mapeo es
el de manipular apropiadamente el rango dina´mico de la ima-
gen calculada, con tal de permitirle encajar de la mejor manera
posible en el rango limitado de un dispositivo de presentacio´n,
manteniendo a su vez la mayor parte de la informacio´n de deta-
lle.
4. Resultados y discusio´n
La Figura 2 muestra algunas ima´genes de 39Mpı´xeles (6216
× 5412) utilizadas para la construccio´n del mosaico (ver Figu-
ra 5). Cabe destacar la diferencia de aspecto de la superﬁcie del
agua, que presenta a su vez iluminacio´n no uniforme, debido a
la posicio´n del sol respecto a la ca´mara, en el momento de la
adquisicio´n, durante toda la secuencia (ver Figura 4).
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El mosaico ha sido generado, durante el registro geome´tri-
co, en una primera iteracio´n, utilizando SURF, tanto para la de-
teccio´n de puntos caracterı´sticos (permitiendo un ma´ximo de
3000 por imagen durante la bu´squeda) como para su descrip-
cio´n, mientras que en una segunda ejecucio´n los resultados de
la deteccio´n han sido reﬁnados mediante Harris. Los puntos ca-
racterı´sticos han sido distribuidos uniformemente sobre todo el
a´rea de las ima´genes, ya que el porcentaje de superposicio´n en-
tre las mismas es elevado. Han sido utilizadas 23794 correspon-
dencias para la ejecucio´n del alineamiento global, modelado so-
bre transformaciones con seis grados de libertad, que ha dado
lugar a un error de reproyeccio´n medio de un 0,083% respecto
del taman˜o total de la imagen. En dicho alineamiento global se
han utilizado los valores τ = 0,5 y υ = 0,5, con el ﬁn de otorgar
la misma importancia tanto a los puntos caracterı´sticos encon-
trados en las ima´genes como a los puntos de control ﬁduciales
marcados manualmente. En cuanto a los para´metros que con-
trolan el corte de grafo a nivel de pixel, los valores utilizados
han sido μ1 = 0,4, μ2 = 0,4 y μ3 = 0,2. Los valores han si-
do determinados experimentalmente, basa´ndose en la idea que
las ima´genes a registrar tienen, por lo general, una apariencia
similar y, por lo tanto, los pesos relativos a las diferencias fo-
tome´tricas y de gradientes deben ser similares. Ası´ mismo, el
peso asociado a la longitud del corte tiene un peso inferior al
del resto, ya que en el caso que nos ocupa la longitud de dicho
corte, dado el buen registro de las ima´genes, no es especial-
mente relevante. En aquellos casos en los que las diferencias
en los tiempos de exposicio´n entre ima´genes sean ma´s acusa-
dos, un mayor valor del factor que controla el gradiente permi-
tira´ un mejor corte, dado que el gradiente no es sensible a la
exposicio´n. Por lo que se reﬁere al tercer para´metro, un valor
excesivamente bajo podrı´a resultar en un corte demasiado largo
y complejo, que podrı´a repercutir en la calidad del suavizado
posterior, por lo que en ningu´n caso es aconsejable prescindir
de dicho factor. Los resultados son convincentes, teniendo en
cuenta la gran dimensio´n de las ima´genes y el hecho de que no
se ha podido realizar la calibracio´n de la ca´mara (Tsai (1986);
Faugeras et al. (1992)) y, por lo tanto, no han podido ser corre-
gidas las distorsiones provocadas por la lente.
En lo referente a la calidad de la fusio´n, se puede obser-
var que las diferencias de exposicio´n entre ima´genes han sido
compensadas, y que las uniones entre ima´genes tampoco son
perceptibles. En dichas uniones no hay dobles contornos o re-
giones borrosas gracias al uso de un corte de grafo para la se-
leccio´n o´ptima de los lı´mites y la aplicacio´n del suavizado en
el dominio del gradiente, en una regio´n relativamente estrecha
alrededor de los mismos. El uso de te´cnicas de suavizado en
el dominio del gradiente ha permitido que se hayan resuelto
con solvencia no so´lo los diferentes tiempos de exposicio´n, sino
tambie´n los aspectos dispares entre ima´genes colindantes, como
las de la Figura 4. Algoritmos como Burt and Adelson (1983)
no son capaces de trabajar sobre escenarios con paralaje ni dife-
rentes condiciones de iluminacio´n (ver Figura 6), mientras que
el me´todo propuesto funciona satisfactoriamente en dichos es-
cenarios. El problema de ma´s difı´cil solucio´n es la presencia de
agua encrespada en el lago, por efecto del viento. El aspecto
del agua en las ima´genes afectadas dista signiﬁcativamente del
de las ima´genes no afectadas. No obstante, la transicio´n obteni-
da por el me´todo propuesto es suave y permite que el mosaico
conserve una apariencia continua y consistente.
(a) (b)
Figura 4: Detalle de una regio´n central del mosaico del lago de Banyoles antes
(a) y despue´s (b) de la aplicacio´n de la te´cnica de fusio´n. En el a´rea del detalle
contribuyen un total de seis ima´genes, con evidentes diferencias de exposicio´n.
La imagen resultante es totalmente continua, sin visibilidad de costuras, y la
exposicio´n es constante en todo el ae´rea.
5. Conclusiones y trabajo futuro
La construccio´n de ortofotomapas, a partir de ima´genes ad-
quiridas desde un vehı´culo ae´reo, es una tarea con una presen-
cia razonable en la literatura. Sin embargo, la obtencio´n de una
imagen con apariencia de alta calidad no ha sido siempre un
objetivo prioritario, como sı´ lo ha sido en el contexto de la ge-
neracio´n de panoramas de ima´genes. El objetivo del trabajo ha
sido presentar toda una secuencia de proceso capaz de obtener,
de forma automa´tica, ortofotomapas de alta calidad, sin artefac-
tos geome´tricos ni fotome´tricos entre las ima´genes fusionadas.
El sistema propuesto da lugar a ortofotomapas georeferen-
ciados, y el registro geome´trico entre las ima´genes es reﬁnado
mediante la aplicacio´n de un algoritmo de alineamiento global,
que a su vez tiene en consideracio´n puntos ﬁduciales, manual-
mente marcados en algunas ima´genes. Dicho algoritmo permi-
te garantizar la consistencia del mosaico generado, ası´ como
evitar la degeneracio´n geome´trica sufrida por los me´todos de
registro secuenciales. En lo que se reﬁere al aspecto fotome´tri-
co, la utilizacio´n de un algoritmo de corte de grafo, a nivel de
pixel, permite obtener emplazamientos precisos para las costu-
ras que minimizan las diferencias fotome´tricas de la transicio´n,
ası´ como obtener transiciones suaves en escenas con paralaje
moderado. Adema´s, dichas transiciones son suavizadas poste-
riormente mediante un me´todo de fusio´n en el dominio del gra-
diente que, adema´s de conseguir una transicio´n no perceptible,
permite tambie´n la compensacio´n de las posibles diferencias
de iluminacio´n o tiempos de exposicio´n entre ima´genes. Se ha
propuesto un mecanismo de priorizacio´n de las ima´genes que
otorga mayor peso a aquellos pı´xeles adquiridos a menor dis-
tancia del suelo y, por consiguiente, corresponden a una ima-
gen con mayor resolucio´n y afectada en menor medida por los
feno´menos atmosfe´ricos. Dicha ponderacio´n es utilizada tanto
durante el ca´lculo de las costuras o´ptimas como durante la se-
leccio´n de la contribucio´n de las ima´genes al ortofotomapa. Se
ha demostrado la aplicacio´n del algoritmo propuesto a partir de
un vuelo ae´reo sobre el lago de Banyoles, dando lugar a un mo-
saico en color de alta resolucio´n, de apariencia consistente y sin
artefactos geome´tricos ni fotome´tricos, que resultara´ de utilidad
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Figura 5: Aspecto del mosaico de Banyoles construido, una vez ejecutadas las etapas de registro geome´trico, con alineamiento global, y de fusio´n. Las transiciones
entre ima´genes resultan imperceptibles en la pra´ctica. U´nicamente se vislumbra la diferencia de textura de la superﬁcie del lago, en una regio´n correspondiente a
una imagen en la que el agua se encontraba ligeramente crispada. Las dimensiones del mosaico son 23740×39076 pı´xeles y las de la seleccio´n 2000×2000 pı´xeles.
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Figura 6: Comparacio´n entre los resultados obtenidos por el algoritmo Burt and Adelson (1983) y el me´todo propuesto. Las dos ima´genes a la izquierda fueron
adquiridas con una diferencia de aproximadamente un an˜o (Girona, 2010 y 2011), y su apariencia es dispar. El leve paralaje de la escena provoca que el me´todo de
Burt and Adelson (primer mosaico) muestre dobles contornos alrededor de los ediﬁcios de la zona central. El me´todo propuesto (segundo mosaico) no so´lo no es
sensible a dicho efecto, sino que adema´s permite compensar las diferencias en la iluminacio´n del ambiente (Fuente: Instituto Cartogra´ﬁco de Catalunya).
para el estudio geolo´gico de los ma´rgenes del mismo. Aunque
el presente trabajo se ha centrado en el procesamiento de una
secuencia de ima´genes ae´reas, el me´todo propuesto es gene´ri-
co y presenta mu´ltiples aplicaciones, como la construccio´n de
panoramas o la generacio´n de mosaicos submarinos. Los meca-
nismos adaptativos de correccio´n de las ima´genes permiten que
el algoritmo obtenga buenos resultados independientemente del
origen de las ima´genes adquiridas.
Como extensio´n al trabajo desarrollado, resulta interesan-
te tratar el problema de la uniﬁcacio´n de superﬁcie del agua,
en casos en los que su apariencia varı´a considerablemente en-
tre ima´genes adyacentes, debido a feno´menos atmosfe´ricos co-
mo el viento. Dicho tratamiento requerirı´a, muy probablemen-
te, la utilizacio´n de me´todos de segmentacio´n para el proceso
especı´ﬁco de dicho elemento.
English Summary
Automatic construction of ortophotomaps: a photome-
tric approach
Abstract
Mosaicing allows to obtain a high-resolution representation of a
given scene. Oﬀ-the-shelf still cameras including built-in soft-
ware to build photo-mosaics and online applications such as
GoogleMaps allowing to visualize maps resulting from a photo-
mosaic are common nowadays. In most cases panoramic mo-
saics are generated from images acquired by means of a camera
undergoing uniquely a rotation movement. When the acquisi-
tion conditions change, and the camera also performs a trans-
lation movement, the parallax phenomenon appears. If parallax
exists, the seamless combination of the images is even more
challenging. Additionally, adjacent photographs may present
diﬀerences in appearance due to some automatic camera me-
chanisms, such as the automatic exposure. In this work a full
processing pipeline intended to automatically build seamless
mosaics with continuous and consistent appearance is descri-
bed. Images are joined using methods which guarantee geo-
metrical consistency, and fused using blending techniques, to
achieve a non-visible transition between images. The described
pipeline is applied on a high-resolution image sequence in or-
der to evaluate its application in the context of aerial images of
large dimensions.
Keywords:
Image processing, image enhancement, image matching, image
registration, gradient methods
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