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Abstract
This is the first chapter of a new and unconventional textbook on
quantum mechanics and quantum field theory. The chapter introduces
standard quantum mechanics by means of a symmetry principle, with-
out reference to classical mechanics. The mathematical foundation of
this approach comes from a recent paper of Naudts and Kuna on co-
variance systems. The standard representation of quantum mechanics
is derived. Next, spin and mass of a quantum particle are explained
as labels of projective representations of the Galilei group.
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1 Classical algebra of functions of po-
sition
1.1 A no-go statement
A non-relativistic particle has a position q in euclidean space Rn,
n = 3. In classical mechanics one assumes that the particle has also a
velocity v ∈ Rn. Such an assumption cannot be made in quantum me-
chanics: one believes that it is impossible to know at once the position
of a particle and its velocity. Classically, the knowledge of both posi-
tion and velocity at some given time t0 allows to calculate the orbit
t → q(t) of the particle. In quantum mechanics we must not assume
that such an orbit exists. Indeed, given the orbit and assuming it to
be a differentiable function, one would be able to calculate velocities.
This would mean that both positions and velocities are known, which
must not be assumed in quantum mechanics. Hence, orbits may not
be differentiable. The prospect of working with orbits, which in the
best case are continuous but not differentiable, is not very attractive.
Therefore one abandons the concept of a classical orbit and tries to
proceed in another way.
1.2 Pure and mixed states
Let be given any function f of position q. If the particle has position
q then the function f can be evaluated in this position. The resulting
number is denoted 〈f〉 and is called the quantum mechanical expec-
tation value in the given state. Obviously, for a particle with position
q is
〈f〉 = f(q) (1)
⇒ In mathematical texts it is common to use the notation ω(f)
instead of 〈f〉. Let C0(Rn) denote the C∗-algebra of continuous
complex functions of Rn vanishing at infinity. The position q of
the particle determines a mathematical state ω of C0(Rn) by
ω(f) = f(q), f ∈ C0(Rn) (2)
Note that ω is a pure state. Its Gelfand-Naimark-Segal (GNS)
representation is one-dimensional.
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The physical state of a one-particle system at a given time t is only
partly determined by the position q of the particle. Other information
fixing the physical state will be discussed in what follows. For this
discussion the notion of reducibility is important. The physical state
is reducible if it can be written as a convex linear combination of other
physical states. This means that there exists states, labeled 1 and 2,
and a number λ, strictly positive and strictly less than 1, such that
〈f〉 = λ〈f〉1 + (1− λ)〈f〉2 (3)
holds for all functions f . A state which is reducible is also called a
mixed state. If it is irreducible then it is a pure state. The reason why
mixed states are not so relevant is that they can be decomposed into
pure states, and hence, that they are less fundamental.
In classical mechanics a state which is reducible in the above sense
is also reducible when functions of both position and momentum are
considered. In quantum mechanics a state, which is reducible in the
sense of (3), can still be irreducible when the additional information
determining the physical state is taken into account. In such a situ-
ation it corresponds with a physical state of the particle in which its
position is not well determined.
⇒ In mathematical terms this means that the state ω of C0(Rn)
may be non-pure, but that, because of the extra information
determining the physical state of the system, the physical state
cannot be written as a convex combination of other physical
states. This statement is made more precise in the next sections.
In any case, there exists a (generalized) probability distribution ρ
of Rn such that the following decomposition holds
〈f〉 =
∫
Rn
dq ρ(q)f(q) (4)
for all functions f(q). It is then obvious to suggest that the particle is
at position q with probability density ρ(q). However, such a probabilis-
tic interpretation is misleading if it is not supported by experimental
evidence. The theory of quantum mechanics can be established with-
out entering these interpretational matters. The price we pay for this
attitude is that the relation between quantum mechanics and exper-
imental physics is not clarified. This is acceptable because anyhow a
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profound analysis of quantum experiments is out of the scope of the
present text.
1.3 Fourier decomposition and convolution
algebra
Later on the Fourier transform of functions f(q) is used. It is given
by
f˜(k) = (2pi)−n
∫
Rn
dq e−ikqf(q) (5)
The inverse transformation is then
f(q) =
∫
Rn
dk f˜(k)eikq (6)
Note the unusual place of the factor (2pi)−n and of the minus sign in
the exponential function of the forward transformation. Physicists call
the function q → eikq a plane wave with wavevector k. The formula
(6) is then called the decomposition of the function f into plane waves.
The convolution between two fourier transformed functions f˜ and
g˜ is given by
(f˜ × g˜)(k) =
∫
Rn
dk′ f˜(k′)g˜(k − k′) (7)
The conjugate f˜∗ of f˜ is defined by
f˜∗(k) = f˜(−k) (8)
Note that throughout the text a ∗ is used to denote the hermitean
conjugate. In physics literature one uses quite often a † to this pur-
pose.
⇒ With the operations (7) and (8) the linear space L1(Rn) of
complex integrable functions over Rn becomes an involutive Ba-
nach algebra. It is known that the inverse Fourier transform g
of an integrable function g˜ belongs to C0(Rn) and that it satis-
fies ||g||∞ ≤ ||g˜||1 (see e.g.[5], Theorem 7.5). Hence the inverse
Fourier transform is a continuous morphism of the involutive
Banach algebra L1(Rn) into C0(Rn).
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2 Symmetries of physical state space
2.1 Covariant representations
Additional information about the physical state of the particle comes
from the requirement that any function of position f is represented as
an operator fˆ on a Hilbert space H and that symmetry operations on
f are represented by unitary transformations of H. Before explaining
these points in more detail let us formulate a few postulates. These
postulates should not be taken too absolute. They are helpful to
explain quantum mechanics. As presented here, they do not form a
basis for an axiomatic foundation.
Postulate 1 (Postulate of reality) A quantum particle can be ob-
served by measuring functions of its position.
This means that what counts are quantum mechanical expectation
values 〈f〉 where f ≡ f(q) is a function of the position q of the particle.
Postulate 2 (Postulate of covariance) The functions of position
must be represented as operators on a Hilbert space. Symmetry oper-
ations acting on functions of position must be represented as unitary
operators of this Hilbert space.
⇒ Also anti-unitary operators should be allowed. An anti-unitary
operator θ is complex anti-linear:
θλψ = λθψ (9)
and satisfies
〈θψ|θφ〉 = 〈φ|ψ〉 (10)
⇒ These postulates replace two postulates of conventional quan-
tum mechanics, one stating that with any measurable quantity
corresponds a selfadjoint operator of a Hilbert space (called an
observable), the other one stating that the result of measuring
an observable returns one of its eigenvalues and leaves the sys-
tem in the corresponding eigenstate. The latter statement has
not been generally accepted.
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An example of a symmetry group of a particle is formed by the
shifts in position: any position q is shifted to the position q+a, with a
some fixed vector, element of Rn. The set of all shifts is the additive
group Rn,+. The action of the shifts can be lifted to the algebra
of functions of position: Any function f transforms into a function g
given by g(q) = f(q − a), q ∈ Rn. More generally, we require that
there is given a group X of relevant symmetries of the particle and
that this group acts on all functions of the position of the particle.
⇒ Technically, the group X will always be assumed to be locally
compact. It acts on the C∗-algebra C0(Rn) by means of automor-
phisms {σx : x ∈ X}. One has σxσy = σxy for all x, y ∈ X, and
σe = 1 (e is the neutral element of X). The map x ∈ X → σxf
is continuous for all f ∈ C0(Rn).
Consider a representation of functions f(q) as operators fˆ of a
Hilbert space H. In quantum field theory several inequivalent repre-
sentations will be needed, in quantum mechanics only one representa-
tion, the standard representation of quantum mechanics, is relevant.
It will be introduced in the next section.
⇒ In mathematical texts the notation pi(f) is more common than
fˆ . pi is a *-representation of C0(Rn) as bounded operators of the
Hilbert space H. One has pi(fg) = pi(f)pi(g) and pi(f)∗ = pi(f)
for all f, g ∈ C0(Rn).
The following definition explains in more detail the contents of
postulate 2.
Definition 1 The representation fˆ of functions f is X-covariant if
for any symmetry transformation x of X, which maps a function
f into a function g, there exists a unitary operator U(x) such that
gˆ(q) = U(x)fˆ(q)U(x)∗ holds. The covariant representation is said to
be irreducible if the only operators commuting with all fˆ and all U(x)
are multiples of the identity operator.
The transformations U(x) of a covariant representation are also
said to be canonical transformations. The relation between irreducibil-
ity of the quantum mechanical expectation values and irreducibility
of covariant representations is discussed later on.
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⇒ The automorphisms {σx, x ∈ X} are implemented as unitary
operators {U(x) : x ∈ X} of H, satisfying
1. pi(σxf) = U(x)pi(f)U(x)
∗ for all x ∈ X and f ∈ C0(Rn).
2. The map x ∈ X → U(x) is strongly continuous.
In general, the unitary operators U(x) do not form a representa-
tion of the group X. This means that U(xy) is not necessarily equal
to U(x)U(y). In this situation one says that U is a projective repre-
sentation of X.
Let
ζ(x, y) = U(xy)∗U(x)U(y) (11)
Then, obviously,
U(x)U(y) = U(xy)ζ(x, y) (12)
From the definition one can deduce that ζ(x, y) commutes with all
operators fˆ . To show this, assume x transforms f into g, and y
transforms g into h. Then one has
U(yx)fˆU(yx)∗ = hˆ
= U(y)gˆU(y)∗
= U(y)U(x)fˆU(y)∗U(x)∗ (13)
The latter can be written as
fˆ ζ(y, x) = ζ(y, x)fˆ (14)
and shows that fˆ commutes with ζ(y, x). In the present chapter ζ(x, y)
will always be a complex number so that it commutes automatically
with the operators fˆ .
We will always assume that if e is the neutral element of the group
X then U(e) is the identity operator.
⇒ With this assumption it is easy to verify that always ζ(e, y) =
ζ(x, e) = 1. A further property, left as an exercise, is
U(y)∗ζ(z, x)U(y) = ζ(zx, y)∗ζ(z, xy)ζ(x, y) (15)
This is called the cocycle property. The factor ζ appearing in
(12) is called an operator valued right multiplier.
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Two cocycles ζ and ζ ′ are equivalent if there exist complex num-
bers λ(x) of modulus one such that
ζ ′(x, y) = λ(x)λ(y)λ(xy)ζ(x, y) (16)
holds for all x, y in X. Note that necessarily λ(e) = 1 holds.
2.2 The postulate of states
Let be given a representation which is covariant for the symmetry
groupX. Any normalized element ψ of the Hilbert spaceH determines
quantum expectation values 〈f〉 by
〈f〉 = 〈ψ|fˆ |ψ〉 (17)
More generally, it determines a set of correlation functions F (f, x, y)
by
F (f, x, y) = 〈U(y)∗ψ|fˆ |U(x)∗ψ〉 (18)
Obviously, one has 〈fˆ〉 = F (f, e, e) with e the neutral element of X.
⇒ We use here the bra-ket notation. It is related to the mathe-
matical notation for the inner product of the Hilbert space by
〈φ|ψ〉 ≡ (ψ, φ) (19)
For any operator A is
〈φ|A|ψ〉 ≡ 〈φ|Aψ〉 (20)
Let us now postulate that
Postulate 3 (Postulate of states) The physical state of a quan-
tum particle is fully determined by a normalized element ψ (called
the wavefunction) in the Hilbert space of an irreducible X-covariant
representation of the algebra of functions of position. Two wavefunc-
tions φ and ψ determine the same physical state if there exists an
isometry V which maps φ onto ψ, and commutes with all operators fˆ
and U(x).
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⇒ An isometry V is a linear operator satisfying 〈V φ|V ψ〉 = 〈φ|ψ〉
for all wavefunctions φ,ψ, i.e. V ∗V = I. Because of the assump-
tion that the covariant representation is irreducible the isometry
V is automatically a unitary operator. Indeed, V V ∗ is a projec-
tion operator which commutes with all operators fˆ and U(x).
Because the covariant representation is irreducible, there follows
that V V ∗ = I.
If φ and ψ are two wavefunctions which determine the same phys-
ical state then they have the same correlation functions. Indeed, let
V be the isometry which maps φ onto ψ and which commutes with all
operators fˆ and U(x). Then one has
Fψ(f, x, y) = 〈U(y)∗ψ|fˆ |U(x)∗ψ〉
= 〈U(y)∗V φ|fˆ |U(x)∗V φ〉
= 〈U(y)∗φ|fˆ |U(x)∗V ∗V φ〉
= 〈U(y)∗φ|fˆ |U(x)∗φ〉
= Fφ(f, x, y) (21)
The converse is also true. If two wavefunctions have the same corre-
lation functions then they determine the same physical state.
⇒ Proof: Assume that always Fφ(f, x, y) = Fψ(f, x, y). A linear
operator V is defined by
V fˆU(x)∗φ = fˆU(x)∗ψ (22)
Indeed, if fˆU(x)∗φ = gˆU(y)∗φ, then one has for all h and z
Fφ(fh, x, z) = 〈U(z)∗φ|hˆfˆU(x)∗φ〉
= 〈U(z)∗φ|hˆgˆU(y)∗φ
= Fφ(gh, y, z) (23)
But this implies that Fψ(fh, x, z) = Fψ(gh, y, z) and hence
〈hˆ∗U(z)∗ψ|fˆU(x)∗ψ〉 = 〈hˆ∗U(z)∗ψ|gˆU(y)∗ψ〉 (24)
Because the covariant representation is irreducible the Hilbert
space is spanned by the elements hˆ∗U(z)∗ψ. One concludes
therefore that
fˆU(x)∗ψ = gˆU(y)∗ψ (25)
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This shows that V is well-defined. That V is an isometry follows
from
〈V hˆ∗U(y)∗φ|V fˆU(x)∗φ〉 = 〈hˆ∗U(y)∗ψ|fˆU(x)∗ψ〉
= Fψ(fh, x, y)
= Fφ(fh, x, y)
= 〈hˆ∗U(y)∗φ|fˆU(x)∗φ〉 (26)
Clearly, V maps φ onto ψ. Remains to show that V commutes
with all fˆ and all U(x). Fix a function f and a symmetry x in
X. Let g be a function which transforms into h under x. Then
one calculates
V fˆU(x)gˆU(y)φ = V fˆhˆU(x)U(y)φ
= V fˆhˆζ(x, y)U(xy)φ
= fˆ hˆζ(x, y)U(xy)ψ
= fˆ hˆU(x)U(y)ψ
= fˆU(x)gˆU(y)ψ
= fˆU(x)V gˆU(y)φ (27)
Because the functions gˆU(y)φ span the Hilbert space one ob-
tains V fˆU(x) = fˆU(x)V , which shows that V commutes with
operators fˆ and with operators U(x).
Note that the wavefunctions φ and eiαφ, with α a real number,
always determine the same physical state. Indeed, the operator V =
eiαI is an isometry commuting with all operators of the Hilbert space.
A ray of the Hilbert space is a set of all normalized elements of H
which differ only by a complex phase factor from a given normalized
wavefunction ψ. Traditionally, the physical state of a quantum particle
is associated with such a ray.
Note also that, in principle, the definition of a physical state de-
pends on the choice of symmetry group X.
⇒ Let pi and pi′ be two *-representations of C0(Rn) as bounded
operators of the Hilbert spaces H resp. H′. Assume pi and pi′ are
X-covariant, i.e. for each x ∈ X there exist unitary operators
U(x) and U ′(x) of of H resp. H′ implementing the action of X
in C0(Rn). Let φ, φ′ be normalized elements of H resp. H′. Then
φ and φ′ determine the same physical state if there exists an
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isomorphism V of the Hilbert spaces H and H′ which maps φ
onto φ′, and which intertwines pi and pi′ and intertwines U and
U ′. By the latter is meant that V pi(f) = pi′(f)V and V U(x) =
U ′(x)V for all f ∈ C0(Rn) and x ∈ X.
2.3 Irreducibility
It is now time to explain why covariant representations should be
irreducible (see Def. (1)). Let us assume that the representation is
reducible. Then there exists operators which commute with all fˆ and
all U(x). In particular, there exists a projection operator E which
commutes with all fˆ and all U(x) and which is not zero and not equal
to the identity. The wavefunctions of the Hilbert space H can now be
classified into three groups. First consider wavefunctions ψ for which
Eψ 6= 0 and Eψ 6= ψ. Then λ = 〈ψ|Eψ〉 satisfies 1 > λ > 0 and the
correlation functions F (f, x, y) can be written as
F (f, x, y) = 〈U(y)∗ψ|fˆU(x)∗ψ〉
= 〈U(y)∗ψ|fˆU(x)∗Eψ〉
+〈U(y)∗ψ|fˆU(x)∗(1− E)ψ〉
= 〈U(y)∗Eψ|fˆU(x)∗Eψ〉
+〈U(y)∗(1− E)ψ|fˆU(x)∗(1− E)ψ〉 (28)
To obtain the latter, we have used the property of projection operators
that E2 = E and (1−E)2 = 1−E, as well as the assumption that E
commutes with all fˆ and all U(x). Now let
ψ1 = λ
−1/2Eψ and ψ2 = (1− λ)−1/2(1− E)ψ (29)
Then ψ1 and ψ2 are wavefunctions which are properly normalized. We
obtain
F (f, x, y) = λF1(f, x, y) + (1− λ)F2(f, x, y) (30)
with
F1 = 〈U(y)∗ψ1|fˆU(x)∗ψ1〉 (31)
and
F2 = 〈U(y)∗ψ2|fˆU(x)∗ψ2〉 (32)
This shows that the state described by ψ is reducible. Hence it is not
a physical state (see the discussion at the beginning of the chapter).
There remain the wavefunctions ψ for which Eψ = 0 or Eψ = ψ.
Let F be the orthogonal projection on the subspace Hψ spanned by
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elements of the form fˆU(x)∗ψ. This F obviously commutes with all
fˆ and U(x) and satisfies Fψ = ψ. Now, the Hilbert space H can be
replaced by its subspace Hψ. In this subspace there are no projection
operators E different from 0 or I which commute with all fˆ and with
all U(x) and for which Eψ = 0 or Eψ = ψ. Hence, the requirement
that the state described by ψ is irreducible implies that the covariant
representation, reduced to this subspace, is irreducible.
3 Standard representation of quantum
mechanics
What is known as the standard representation of quantum mechanics
is a representation of the classical algebra of functions of position
which is covariant for the group of shifts in space. This representation
is constructed now.
3.1 Construction of a covariant representation
Consider the Hilbert space of functions of position ψ(q) which are
quadratically integrable
∫
Rn
dq |ψ(q)|2 < +∞ (33)
A function of position f(q) determines an operator fˆ by
fˆψ(q) = f(q)ψ(q) (34)
Mapping functions f(q) onto operators fˆ in this way is a representa-
tion of the classical algebra of functions of position.
⇒
The Hilbert space is H = L2(Rn,C). A *-representation pi of
the C∗-algebra C0(Rn) is defined by
pi(f)ψ(q) = f(q)ψ(q), q ∈ Rn (35)
for all f ∈ C0(Rn) and ψ ∈ H.
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The most relevant symmetry group is the group Rn,+ of shifts in
position space. Given a in Rn,+ a function f is transformed into the
function g given by
g(q) = f(q − a) (36)
A representation U of the group of shifts is defined by
U(a)ψ(q) = ψ(q − a) (37)
It satisfies
U(a)fˆU(a)∗ψ(q) = fˆU(a)∗ψ(q − a)
= f(q − a)U(a)∗ψ(q − a)
= f(q − a)ψ(q)
= g(q)ψ(q)
= gˆψ(q) (38)
with g given by (36). This shows that the representation fˆ of functions
f(q) is covariant for the representation U of the group of shifts.
⇒ The covariant representation is irreducible.
Proof: Let us first prove that the assumption that
〈φ|fˆU(a)∗ψ〉 = 0 (39)
holds for all f and a implies that either ψ = 0 or φ = 0. Because
〈φ|fˆU(a)∗|ψ〉 =
∫
Rn
dq f(q)ψ(q + a)φ(q) (40)
one concludes that ψ(q + a)φ(q) = 0 for almost all q and for all
a. This implies that either φ = 0 or ψ = 0.
Now let E be a projection operator which commutes with all fˆ
and all U(a). Then Eψ = ψ and Eφ = 0 implies
〈φ|fˆU(a)∗ψ〉 = 〈φ|fˆU(a)∗Eψ〉
= 〈Eφ|fˆU(a)∗ψ〉
= 0 (41)
so that either φ or ψ is zero. This shows that E is either 0 or I.
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3.2 Physical states
Expressions (17) and (18) can now be made more explicit. Let ψ
be any normalized quadratically integrable function of position. It
determines quantum expectation values of functions of position f(q)
by
〈fˆ〉 = 〈ψ|fˆ |ψ〉
=
∫
Rn
dq f(q)|ψ(q)|2, (42)
The correlation functions F (f, a, b) are given by
F (f, a, b) = 〈U(b)∗ψ|fˆ |U(a)∗ψ〉
=
∫
Rn
dq f(q)ψ(q + a)ψ(q + b) (43)
Example 1 An example of a physical state is given by the following
wavefunction
ψ(q) = (2piλ2)−n/4e−|q|
2/4λ2 (44)
with λ any positive number. One has
〈f〉 = (2piλ2)−n/2
∫
Rn
dq f(q)e−|q|
2/2λ2 (45)
and
F (f, a, b) = (2piλ2)−n/2
∫
Rn
dq f(q)e−|q+a|
2/4λ2e−|q+b|
2/4λ2
= e−|a−b|
2)/8λ2
∫
Rn
dk f˜(k)e−ik·(a+b)/2e−λ
2|k|2/2 (46)
Each ray of the Hilbert space of the standard representation de-
termines a distinct physical state.
⇒ Proof
If two wavefunctions ψ and φ give rise to the same physical state
then they have the same correlation functions. Hence one has
∫
Rn
dq f(q)φ(q + a)φ(q + b) =
∫
Rn
dq f(q)ψ(q + a)ψ(q + b)
(47)
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for all functions f and for all a and b. Decomposition into plane
waves gives
∫
dk
∫
dk′ eik·ae−ik
′·bf˜(k − k′)
[
φ˜(k)φ˜(k′)− ψ˜(k)ψ˜(k′)
]
= 0
(48)
Because f , a, and b, are arbitrary this implies that
φ˜(k)φ˜(k′) = ψ˜(k)ψ˜(k′) (49)
for almost all k and k′. The only solution to the latter is that a
complex number λ exists such that φ = λψ holds.
3.3 Characteristic function of a physical state
Given a wavefunction ψ introduce a functional χ by
χ(k, q) = e−ik·q/2
∫
Rn
dq′ ψ(q′)eik·q
′
ψ(q′ − q)
=
∫
Rn
dq′ eik·q
′
ψ(q′ + q/2)ψ(q′ − q/2) (50)
It clearly satisfies χ(0, 0) = 1 and χ(k, q) = χ(−k,−q). For any choice
of complex numbers λ1, . . . , λn and for any choice of k1, . . . , kn and
q1, . . . , qn in R
n is
n∑
j,j′=1
λjλj′e
i(kjqj′−kj′qj)/2χ(kj′ − kj , qj′ − qj) ≥ 0 (51)
With χ one can calculate quantum expectation values and corre-
lation functions. Indeed, one has, using decomposition of f into plane
waves,
F (f, a, b) =
∫
Rn
dq f(q)ψ(q + a)ψ(q + b)
=
∫
Rn
dk f˜(k)
∫
Rn
dq eik·qψ(q + a)ψ(q + b)
=
∫
Rn
dk f˜(k)e−ik·(a+b)/2χ(k, b− a) (52)
Following Moyal [7] χ(k, q) is called the characteristic function of the
physical state determined by the wavefunction ψ.
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In example (1) one has
χ(k, q) = exp(−λ2|k|2/2) exp(−|q|2/8λ2) (53)
This follows immediately by comparing (46) with (52).
The Wigner function ρ (see e.g. [3], Ch 1 sect 8) is related to the
characteristic function χ by a simple Fourier transform
ρ(q, k) =
∫
Rn
dq′ eik·q
′
ψ(q + q′/2)ψ(q − q′/2)
= (2pi)−n
∫
dk′
∫
dq′ e−ik
′·qeik·q
′
χ(k′, q′) (54)
In example (1) one finds
ρ(q, k) = 2n exp(−|q|2/2λ2) exp(−2λ2|k|2) (55)
⇒ The Wigner function ρ has been used as an ersatz for a probabil-
ity density function. When properly scaled, it is interpreted as
the probability density of a point (q, k) (or (q, p) with p = h¯k) in
classical phase space. Expression (55) is indeed a gaussian distri-
bution in position q with variance λ2, multiplied with a gaussian
distribution in wavevector k with variance 1/4λ2. However, in
general the Wigner function is not a positive function. This fol-
lows immediately because χ is in general not positive definite.
Indeed, it satisfies (51) which differs from the usual requirement
for positive definiteness by the appearance of an additional term
exp(i(kjqj′ − kj′qj)/2). One concludes that the above interpre-
tation is not correct.
3.4 Generators of the group of shifts
The shift operators U(a) form a Lie group with generators Kj, j =
1, 2, · · · , n:
U(a) = exp

i
n∑
j=1
ajKj

 (56)
⇒ The map λ ∈ C → U(λa) is strongly continuous. Take a equal
to one of the the basis vectors ej, j = 1, 2, . . . , n of cartesian co-
ordinates in Rn. Then by Stone’s theorem there exists a unique
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self-adjoint operator Kj such that
U(λej) = e
iλKj (57)
for all real λ. Because the group Rn,+ is abelian (56) follows.
Expansion of (56) for small values of a gives
U(a) = I+ i
n∑
j=1
ajKj + · · · (58)
with I the identity operator. On the other hand, expansion of (37)
gives
U(a)ψ(q) = ψ(q)−
n∑
j=1
aj
∂
∂qj
ψ(q) + · · · (59)
Comparison of both expressions gives
Kjψ(q) = −i ∂
∂qj
ψ(q) (60)
⇒ The operator Kj is an unbounded self-adjoint operator with a
domain which should be specified carefully. The previous expres-
sion is not valid for all wavefunctions ψ of the Hilbert space, but
is true if the partial derivative of ψ(q) is again a square integrable
function.
Let Qj , j = 1, 2, · · · , n, denote the multiplication operators. They
are defined by Qjψ(q) = qjψ(q) for all wavefunctions ψ for which the
function qjψ(q) is square integrable. For further use let us calculate
fˆψ(q) = f(q)ψ(q)
=
∫
Rn
dk f˜(k)eikqψ(q)
=
∫
Rn
dk f˜(k)eikQψ(q) (61)
Hence one obtains
fˆ =
∫
Rn
dk f˜(k)eikQ (62)
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It is now straightforward to derive the canonical commutation re-
lations (CCR). From definition (37) follows
U(a)Qψ(q) = Qψ(q − a)
= (q − a)ψ(q − a)
= (q − a)U(a)ψ(q)
= (Q− a)U(a)ψ(q) (63)
Hence, on the domain of definition of Q holds
U(a)Q = (Q− a)U(a) (64)
i.e.
U(a)QU(a)∗ = e−iaKQeiaK = Q− a (65)
This implies
i[K,Q] = I (66)
with I the identity operator. To see this, make an expansion of (65)
for small values of a.
⇒ Traditionally, one defines the momentum operator P in such a
way that P = h¯K holds with h¯ Planck’s constant. Then one
obtains the CCR in their well-known form
[P,Q] =
h¯
i
I (67)
Usually one associates Planck’s constant h¯, which is a very small
number, with a quantum deformation of classical mechanics. In par-
ticular the canonical commutation relations (67) are interpreted in
this way. This is a miss- conception. Planck’s constant enters into the
formula if one tries to replace the classical notion of momentum by a
quantum mechanical one using the formula P = h¯K which comes from
quantum electrodynamics. As shown above, the canonical commuta-
tion relations can be written as i[K,Q] = I. No constant of Planck is
involved and the result of the commutation is not a small number.
3.5 Von Neumann uniqueness theorem
Von Neumann’s theorem states that the standard representation of
quantum mechanics is unique up to unitary equivalence. Up to now
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we considered functions of position as basic observable quantities, and
shifts in position as basic symmetry elements. Then the only covariant
representation which is irreducible is the standard representation, up
to unitary equivalence. The latter means that if another representa-
tion exists in some Hilbert space H′ then there exists an isometry V
of the Hilbert space H of the standard representation into H′ which
maps operators (fˆ)H onto operators (fˆ)H′ , and operators U(x) onto
operators U(x)′.
In the sections that follow the group of symmetries X will be ex-
tended. This will change the notion of irreducibility. As a consequence
the unicity will get lost and other representations like the spinor rep-
resentation will come into play.
⇒ Proof: The proof is similar to the proof, in the section about
the postulate of states, that, if two wavefunctions determine the
same correlation functions, then they determine the same phys-
ical state. The trick is to find wavefunctions ψ in H and ψ′ in
H′ which determine the same correlation functions. Then, by
a slight generalization of the above mentioned proof, one con-
cludes that an isometry exists which intertwines the two repre-
sentations.
Let
g(q) = 2n/2e−|q|
2
(68)
and
Ga(q) = g(q − a/2) (69)
An operator E is defined by
E =
∫
Rn
da e−|a|
2/4GˆaU(a)
∗ (70)
Using the identity∫
Rn
dk e−|k|
2/2eiak = (2pi)n/2e−|a|
2/2 (71)
one can write f as
f(q) = (2pi)−n/2
∫
Rn
dk e−|k|
2/4eiqk (72)
Hence one can write E in the following way
E =
∫
Rn
da e−|a|
2/4(2pi)−n/2
∫
Rn
dk e−|k|
2/4eik(Q−a/2)e−iaK
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= (2pi)−n/2
∫
Rn
da e−|a|
2/4
∫
Rn
dk e−|k|
2/4ei(kQ−aK) (73)
To obtain the latter we have used the well-known result
ei(A+B) = eiAeiBe(1/2)[A,B] (74)
which is valid for any pair of operators A and B satisfying
[B, [B,A]] = 0 and is a special case of the Baker-Campbell-
Hausdorff formula. Expression (73) shows that E is a symmetric
operator.
Now calculate, using again (74) and (71),
E2 = (2pi)−n
∫
Rn
da e−|a|
2/4
∫
Rn
dk e−|k|
2/4ei(kQ−aK)
×
∫
Rn
da′ e−|a
′|2/4
∫
Rn
dk′ e−|k
′|2/4ei(k
′Q−a′K)
= (2pi)−n
∫
Rn
da e−|a|
2/4
∫
Rn
dk e−|k|
2/4
×
∫
Rn
da′ e−|a
′|2/4
∫
Rn
dk′
×e−|k′|2/4ei((k+k′)Q−(a+a′)K)ei(ka′−k′a)/2
= (2pi)−n
∫
Rn
da
∫
Rn
dk
∫
Rn
da′
∫
Rn
dk′
×e−|a−a′|2/4e−|k−k′|2/4e−|a′|2/4
×e−|k′|2/4ei(kQ−aK)ei(ka′−k′a)/2
=
∫
Rn
da e−|a|
2/4
∫
Rn
dk e−|k|
2/4ei(kQ−aK)
= E (75)
This shows that E is a projection operator.
The previous calculation can be generalized to show that for any
function f and any shift a one has
EfˆU(a)E = λ(f, a)E (76)
with
λ(f, a) = e−|a|
2/4
∫
Rn
dk f˜(k)e−|k|
2/4 (77)
Now, the proof of the theorem is almost finished. Let ψ be a
wavefunction in the range of E, i.e. satisfying Eψ = ψ. Then
one has
F (f, a, b) = 〈U(b)∗ψ|fˆU(a)∗ψ〉
21
= 〈ψ|fˆ−bU(b)U(a)∗ψ〉
= ξ(b,−a)〈ψ|fˆ−bU(b− a)ψ〉
= ξ(b,−a)〈ψ|Efˆ−bU(b− a)Eψ〉
= ξ(b,−a)λ(f−b, b− a)〈ψ|Eψ〉
= ξ(b,−a)λ(f−b, b− a) (78)
This shows that in any covariant representation there exists a
wavefunction ψ which determines a state with correlation func-
tions given by
F (f, a, b) = ξ(b,−a)λ(f−b, b− a) (79)
As discused before, this implies uniqueness of the standard rep-
resentation of quantum mechanics, up to unitary equivalence.
4 Rotation symmetry
In this section rotation symmetry is studied with the intention to
clarify the mechanical spin of a quantum particle.
4.1 Group of shifts and rotations
Besides the group of shifts one can also consider rotations in space as
basic symmetry operations. The group law is given by
(b,M)(a,Λ) = (b+Ma,MΛ) (80)
As before, a and b are vectors by which the particle is shifted, Λ and
M are elements of the rotation group SO(n).
⇒ Note that the group X is now a semidirect product of Rn,+
and SO(n), not a direct product. One has in particular
(0,Λ)(a,1) = (Λa,Λ) (81)
while
(a,1)(0,Λ) = (a,Λ) (82)
We continue working with the standard representation of quantum
mechanics. A unitary representation U of this group is defined by
U(a,Λ)ψ(q) = ψ(Λ−1(q − a)) (83)
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⇒ Indeed, one verifies that U is unitary
〈U(a,Λ)φ|U(a,Λ)ψ〉 =
∫
Rn
dq U(a,Λ)ψ(q)U(a,Λ)φ(q)
=
∫
Rn
dq ψ(Λ−1(q − a))φ(Λ−1(q − a))
=
∫
Rn
dq ψ(Λ−1q)φ(Λ−1q)
=
∫
Rn
dq ψ(q)φ(q)
= 〈φ|ψ〉 (84)
That U is a representation follows from
U(b,M)U(a,Λ)ψ(q) = U(a,Λ)ψ(M−1(q − b))
= ψ(Λ−1(M−1(q − b)− a))
= ψ((MΛ)−1(q − b−Ma)
= U(b+Ma,MΛ)ψ(q) (85)
Next one verifies that for any wavefunction ψ one has
U(a,Λ)fˆU(a,Λ)∗ψ(q) = fˆU(a,Λ)∗ψ(Λ−1(q − a))
= f(Λ−1(q − a))U(a,Λ)∗ψ(Λ−1(q − a))
= f(Λ−1(q − a))ψ(q)
= gˆψ(q) (86)
with g(q) = f(Λ−1(q − a)).
One concludes that the standard representation of quantum me-
chanics is also covariant for the enlarged group of rotations and shifts
all together. The correlation functions are now given by
F (f, (a,Λ), (b,M)) = 〈U(b,M)∗ψ|fˆ |U(a,Λ)∗ψ〉
=
∫
Rn
dq f(q)ψ(Λq + a)ψ(Mq + b)) (87)
It is left as an exercise to show that F (f, (a,Λ), (b,M)) can be ex-
pressed in terms of correlation functions F (f, a, b) which involve only
shifts in space a and b.
With the basic symmetry group consisting of shifts and rotations
the standard representation of quantum mechanics is not any longer
unique, i.e. von Neumann’s uniqueness theorem does not hold in
this case. Another representation exists which is known as the spinor
representation. It is discussed in the next section.
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4.2 Path depending representations
A particle like an electron has an intrinsic spin. This suggests that the
particle spins around an axis which is hard to believe because as far
as is known the electron is a point particle without internal structure.
The mathematical characterization of the spin of the electron involves
a so-called spinor representation of the rotation group SO(3) instead
of the standard representation used in section 4.
The spinor representation is a projective representation. In the
physics literature one often speaks of a two-valued representation, al-
thoug this is a slightly different concept. The latter is best described
as a path depending representation because the representation of an
element of the rotation group depends on the path by which it is
reached, starting from the identity transformation. The existence of
such path depending representations is a consequence of the fact that
the rotation group SO(3) is double connected, which means that all
closed paths in the group belong to one of two classes. In the first class
all closed paths starting and ending with the identity transformation
can be reduced by continuous deformation to the path of length zero.
In the other class such a reduction is not possible. For example, any
path winding by 2pi around an arbitrary axis belongs to the latter
class. On the other hand one can show that the path winding by 4pi
around any axis belongs to the former class.
4.3 The universal covering group
The universal covering group of SO(3) is SU(2), the group of unitary
two-by-two matrices with determinant 1. By definition this means
that SU(2) is simply connected and that there exists a map from
SU(2) to SO(3) which is continuous and which is locally an isomor-
phism of groups. This map is not unique. The conventional choice is
constructed as follows.
Let σ1, σ2, σ3 denote the Pauli matrices
σ1 =
(
0 1
1 0
)
σ2 =
(
0 −i
i 0
)
σ3 =
(
1 0
0 −1
)
(88)
They satisfy σ2j = I (j = 1, 2, 3). With the Pauli matrices one asso-
ciates with each position q in R3 a 2-by-2 matrix M(q) by
M(q) =
3∑
j=1
qjσj (89)
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Matrices of this type have a vanishing trace TrM(q) = 0. Now let u
be an element of SU(2). The transformed matrix uM(q)u∗ has again
a vanishing trace. Hence it can be written into the form M(q′) with
q′ another vector of R3. Now, the map from q to q′ is a rotation. Let
Ξ(u) denote this rotation: q′ = Ξ(u)q.
⇒
To see this we show that the scalar product between two vectors
q and q′′ does not change when they transform to q′ resp. q′′′:
q′ · q′′′ =
3∑
j=1
q′jq
′′′
j
=
1
2
TrM(q′)M(q′′′)
=
1
2
TruM(q)u∗uM(q′′)u∗
=
1
2
TrM(q)M(q′′)
= q · q′′ (90)
It is clear that Ξ(I) = I and that
Ξ(u)Ξ(v) = Ξ(uv) (91)
Hence the map Ξ is a homomorphism of SU(2) in SO(3).
Assume now that u in SU(2) exists for which Ξ(u) is inversion
of R3. Then
uM(q)u∗ = −M(q) (92)
holds for all q. This implies that u commutes with all 2-by-2
matrices. Now, the only matrices commuting with all 2-by-2
matrices are multiples λI of the identity matrix I. But u = λI in
combination with (92) implies |λ|2 = −1 which has no solution.
One concludes that inversion is not in the range of Ξ so that all
Ξ(u) are proper rotations.
The matrix −I can also be represented as U(x) with x any vector of
length 2pi. With a vector x 6= 0 one can associate a rotation with angle
|x| and rotation axis x/|x|. With x = 0 one associates the identity.
Clearly, this realizes a map from SU(2) to SO(3). However, it is not
one-to-one. Rotations with angles |x| ≤ pi suffice already to obtain all
of SO(3).
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Consider now a path in SO(3) from the identity to some arbitrary
rotation Λ. With Λ correspond two elements U(x) of SU(2). However,
if one starts with mapping the identity of SO(3) onto the identity of
SU(2) and follows the path linking the identity with Λ then there is
a unique corresponding path in SU(2). It ends at one of the elements
U(x) representing Λ. Hence the path determines uniquely which el-
ement of SU(2) corresponds with Λ. In particular, consider now a
closed path starting and ending at the identity of SO(3). Then the
corresponding path in SU(2) is either closed, returning to I, or open,
ending at −I.
4.4 A projective representation of SO(3)
It is clear that Ξ(−u) = Ξ(u). Hence the inverse of the map Ξ from
SU(2) to SO(3) is not unique. Let v(Λ) be such an inverse. This
means that Ξ(v(Λ)) = Λ for all rotations Λ. We can chose this inverse
so that small rotations Λ are identified with elements u of SU(2) which
differ not too much from the identity matrix. The latter means that
v(Ξ(u)) = u for u in the neighborhood of the identity matrix I.
The map v is a projective representation of SO(3) as unitary 2-by-2
matrices. The multipier ξ(Λ,Λ′) is defined by
ξ(Λ,Λ′) = v(Λ)v(Λ′)v(ΛΛ′)∗ (93)
Now calculate
Ξ(ξ(Λ,Λ′)) = Ξ(v(Λ)v(Λ′)v(ΛΛ′)∗)
= Ξ(v(Λ))Ξ(v(Λ′))Ξ(v(ΛΛ′)∗)
= ΛΛ′(ΛΛ′)−1
= I (94)
But the only u in SU(2) for which Ξ(u) = I are u = ±I. One concludes
that
ξ(Λ,Λ′) = ±1 (95)
⇒ Ξ(u) = I means M(q) = uM(q)u∗ for all q. The only elements
u of SU(2) which commute with all 2-by-2 matrices are u = ±I.
Hence, Ξ(u) = I implies u = ±I.
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4.5 A spinor representation of SO(3)
A spinor is a pair of quadratically integrable functions |ψ0, ψ1〉 nor-
malized by
||ψ0||2 + ||ψ1||2 = 1 (96)
⇒
Nonrelativistic spinors belong to the Hilbert space
L2(Rn,C)⊕ L2(Rn,C) (97)
A representation of the classical algebra of functions of position is
obtained from the standard representation in the obvious way
fˆ |ψ0, ψ1〉 = |fˆψ0, fˆψ1〉 (98)
In a similar way one obtains a representation of the group of shifts
U(a)|ψ0, ψ1〉 = |U(a)ψ0, U(a)ψ1〉 (99)
Now let Λ be a rotation in SO(3) and v(Λ) the corresponding element
of SU(2) then the action U(Λ) on the spinor |ψ0, ψ1〉 is defined by
U(Λ)|ψ0, ψ1〉 = |v(Λ)0,0U(Λ)ψ0 + v(Λ)0,1U(Λ)ψ1,
v(Λ)1,0U(Λ)ψ0 + v(Λ)1,1U(Λ)ψ1〉 (100)
where U(Λ) is the representation of the rotation group in the standard
representation. In other words, the projective representation v(Λ) of
the previous subsection is combined with the representation U(Λ) of
the standard representation of quantum mechanics.
The above definition gives a projective representation of SO(3). It
is obvious that
U(Λ)U(Λ′) = ξ(Λ,Λ′)U(ΛΛ′) (101)
with phase factor ξ(Λ,Λ′) equal to ±1. If the rotations Λ and Λ′ are
small enough then ξ(Λ,Λ′) = 1 holds.
For further usage note that the conjugate of U(Λ) is given by
U(Λ)∗|ψ0, ψ1〉 = |v(Λ)0,0U(Λ)∗ψ0 + v(Λ)1,0U(Λ)∗ψ1,
v(Λ)0,1U(Λ)
∗ψ0 + v(Λ)1,1U(Λ)
∗ψ1〉 (102)
Note also that the representation U(a,Λ) of X is now defined by
U(a,Λ) = U(a, I)U(0,Λ) ≡ U(a)U(Λ) (103)
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4.6 Discussion
Let Λ3(α) denote a rotation by the angle α around the third axis. It is
easy to check that v(Λ3(α)) equals ± exp(i(α/2)σ3) (which sign holds
depends on α and on the choice of inverse v(Λ)). Now, apply twice
the same rotation. Then
v(Λ3(2α)) = ξ(Λ3(α),Λ3(α))v(Λ3(α))
2 (104)
This implies that ξ(Λ3(pi),Λ3(pi)) = −1, independent of the choice of
v(Λ). hence, ξ does take on both values +1 and −1.
⇒ Indeed, (104) gives
I = v(I) = v(Λ3(pi)Λ3(pi))
= ξ(Λ3(pi),Λ3(pi))v(Λ3(pi))
2
= ξ(Λ3(pi),Λ3(pi))e
ipiσ3
= −ξ(Λ3(pi),Λ3(pi)) (105)
Under the rotation Λ3(α) the spinor |ψ0, ψ1〉 transforms into
U(Λ3(α))
∗|ψ0, ψ1〉 = ±|e−iα/2U(Λ3(α))ψ0, eiα/2U(Λ3(α))ψ1〉 (106)
The expectation value
〈f〉 = 〈ψ0|fˆ |ψ0〉+ 〈ψ1|fˆ |ψ1〉 (107)
is mapped into
〈U(Λ3(α))ψ0|fˆ |U(Λ3(α))ψ0〉+ 〈U(Λ3(α))ψ1|fˆ |U(Λ3(α))ψ1〉 (108)
and does not show any sign of the fact that a projective representation
is involved.
However, correlation functions do show a difference. To see this,
calculate
F (f, (a,Λ3(α)), (b,Λ3(β)))
= exp(−i(α − β)/2)〈U(a,Λ3(β))∗ψ0|fˆ |U(a,Λ3(α))∗ψ0〉
+ exp(i(α − β)/2)〈U(a,Λ3(β))∗ψ1|fˆ |U(a,Λ3(α))∗ψ1〉 (109)
The phase factors exp(±i(α − β)/2) are due to the projective nature
of the representation.
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More generally one has
F (f, (a,Λ), (b,M))
=
∑
j,j′,j′′
v(M)j′,j〈U(b,M)∗ψj′ |fˆ |U(a,Λ)∗ψj′′〉v(Λ)∗j,j′
= Tr v(Λ)∗Xv(M)
with Xj,j′ = 〈U(b,M)∗ψj′ |fˆ |U(a,Λ)∗ψj〉 (110)
4.7 Final remarks
Note that what is studied here is the mechanical spin of the electron.
The magnetic moment of the electron will be discussed later on in the
context of relativistic quantum mechanics.
The spinor representation seems to break the rotational symmetry
of space because it favours the third direction. Indeed, the components
ψ0 and ψ1 of the spinor |ψ0, ψ1〉 correspond with spin up or down in
this third direction. However, this is only apparently so. E.g., a
rotation by −pi/2 around the second axis makes the first axis into
the preferred direction. Indeed, let Λ = Λ2(−pi/2). Then one has
v(Λ) = ±2−1/2(1− iσ2) so that
U(Λ)∗|ψ0, ψ1〉 = ±2−1/2|U(Λ)∗(ψ0 + ψ1),−U(Λ)∗(ψ1 − ψ0)〉 (111)
Now, the meaning of a spinor of the form 2−1/2|ψ,ψ〉 is that of a
particle with spin up in the first direction. After rotation it becomes
|U(Λ)∗ψ, 0〉.
The spinor representation can be reduced by restricting the Hilbert
space to spinors of the form
|λφ, µφ〉 (112)
with λ and µ complex numbers and φ a square integrable function.
Extra symmetries must be considered to make it irreducible. These
are not discussed here. The spinor representation is considered again
in the context of relativistic quantum mechanics. There the question
of irreducibility is discussed in detail.
5 Time evolution
In nonrelativistic quantum mechanics time is considered as a param-
eter, not as a coordinate on the same footing as the position coordi-
nates. As a consequence, we do not consider functions f of position
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and time, but only of position. In other words, we reuse the classi-
cal algebra of functions of position and the standard representation of
quantum mechanics introduced before.
5.1 Postulate of time evolution
One can consider time evolution as a symmetry operation which trans-
forms physical states into physical states. In line with the treatment
of the group of shifts and rotations one does also require that the
representation of the classical algebra of functions is covariant for the
group of time translations. This leads to the following
Postulate 4 (Postulate of time evolution) The time evolution is
determined by unitary operators V (t) which transform any wavefunc-
tion ψ into the wavefunction ψt at time t by
ψt = V (t)
∗ψ (113)
The wavefunction ψt depends on time in a continuous manner. The
unitary operators satisfy the obvious requirements that V (0) = I and
V (s)V (t) = V (t+ s).
⇒ For convenience, we require here that the unitary operators V (t)
form a group. In principle, also projective representations should
be allowed here.
The generator of the group of unitary operators V (t) is denoted Ω.
It is the frequency operator. It is selfadjoint: Ω∗ = Ω. By definition
is
V (t) = eiΩt (114)
It is tradition to introduce the Hamilton operator H. It is obtained
from the frequency operator by multiplication with Planck’s constant
H = h¯Ω (115)
⇒ To be more precise, the postulate of time evolution requires that
{V (t) : t ∈ R} is a strongly continuous one-parameter group of
unitary operators. The existence of Ω follows then from Stone’s
theorem.
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5.2 Schro¨dinger equation
From (113) and (114) follows immediately
i
d
dt
ψt = Ωψt (116)
⇒ In many interesting cases Ω is an unbounded operator defined
on a dense domain of the Hilbert space. From Stone’s theorem
follows that the domain of Ω consists precisely of those wave-
functions ψt for which the derivative dψt/dt is a quadratically
integrable function.
After multiplication with h¯ (116) reads
ih¯
d
dt
ψt = Hψt (117)
This is the famous Schro¨dinger equation. Many examples involving
specific choices of Hamilton operator H are discussed in the next chap-
ter. In the next section of the present chapter a specific expression for
Ω / H describing free particle motion is derived.
5.3 The Heisenberg picture
In the so called Heisenberg picture of quantum mechanics time evo-
lution is associated with operators instead of with wavefunctions. By
postulate the time evolution of any operator A is given by
At = V (t)AV (t)
∗ (118)
with V (t) the group of unitary operators discussed above. In this
picture , an operator A without index t is by convention an operator
at t = 0; Time-dependent wavefunctions do not occur. The relation
between the two pictures is such that for any operator A and for any
wavefunction ψ one has
Aψt = (Atψ)t (119)
⇒ This follows from
Aψt = AV (t)
∗ψ
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= V (t)∗[V (t)AV (t)∗]ψ
= V (t)∗Atψ
= (Atψ)t (120)
In particular, let 〈·〉t denote the quantum expectation in the state
described by the wavefunction ψt. Then one has for any operator A
〈A〉t = 〈ψt|A|ψt〉
= 〈ψ|At|ψ
= 〈At〉 (121)
It is quite easy to derive a differential equation for time-dependent
operators. Taking the time derivative of (119) one obtains immedi-
ately
i
d
dt
At = [At,Ω] (122)
It is tradition to multiply this equation with Planck’s constant. Then
one obtains
ih¯
d
dt
At = [At,H] (123)
This is Heisenberg’s equation of motion.
5.4 Discussion
The two pictures, that of Schro¨dinger and that of Heisenberg, are of
course equivalent. In practical situations they are often complemen-
tary. The formal solution of the Schro¨dinger equation is given by
(113). Usually the generator Ω (or H) is given. Spectral theory is
then needed to calculate V (t). From a numerical point of view this
can be a hopeless task. A more modest goal is then to solve the
Schro¨dinger equation for a given initial condition ψ or to solve the
Heisenberg equation for an initial condition A. Quite often one can
obtain in this way partial information about the time evolution of a
quantum particle.
6 Mass of the particle
It is possible to derive the time evolution of a free quantum particle
from the principle that canonical transformations should be described
by unitary transformations (see postulate 2). This is the topic of the
present section.
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6.1 Galilei transformations
A quantum particle must obey the same laws of physics wether de-
scribed in a frame at rest or in a frame moving with velocity v.
The group X to be considered is that of the Galilei transformations,
i.e. general coordinate transformations described by 10 parameters
(a,Λ, t, v), 3 displacement components, 3 rotation angles, time, and 3
components of velocity. Its group law is
(b,M, s,w)(a,Λ, t, v) = (b+Ma+ tw,MΛ, s + t, w +Mv) (124)
The formula for the inverse is found to be
(a,Λ, t, v)−1 = (−Λ−1(a− tv),Λ−1,−t,−Λ−1v) (125)
Can we extend the standard representation of quantum mechanics
into a representation which is covariant with respect to the full Galilei
group X? The surprising answer is that this is only possible in a
physically meaningfull way with a projective representation of X. As
discussed before, this means that there exist complex numbers ξ(x, y)
of modulus one such that
U(x)U(y) = ξ(x, y)U(xy) (126)
(ξ is related to ζ introduced in (12) by ξ(x, y)U(xy) = U(xy)ζ(x, y) —
since ξ is a scalar this distinction between left and write multiplier is
not important here). The reason why a projective representation of X
is acceptable is that the physical state is only determined by the ray
to which a wavefunction ψ belongs. Hence U(xy)ψ and ξ(x, y)U(xy)ψ
refer to the same physical state.
For the Galilei group one obtains
U(b,M, s,w)U(a,Λ, t, v)
= ξ(b,M, s,w; a,Λ, t, v)U(b +Ma+ tw,MΛ, s + t, w +Mv)
(127)
Only when ξ is identically equal to 1 is U a real representation of the
Galilei group.
6.2 Construction of projective representations
For each velocity v let R(v) denote the unitary operator implementing
the transformation to a frame moving with velocity v. Let
U(0, I, 0, v) = R(v) (128)
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and
U(0, I, t, 0) = V (t) (129)
and
U(a,Λ, 0, 0) = U(a,Λ) (130)
with U(a,Λ) and V (t) as defined in previous sections. The projective
representation is necessarily of the form
U(a,Λ, t, v) = λ(a,Λ, t, v)U(a − tv,Λ)R(Λ−1v)V (t) (131)
with λ(a,Λ, t, v) a complex number of modulus 1.
⇒ Indeed, using twice (127), one obtains
U(a,Λ)R(v)V (t) = ξ(a,Λ, 0, 0; 0, I, 0, v)ξ(a,Λ, 0,Λv; 0, I, t, 0)
× U(a+ tΛv,Λ, t,Λv) (132)
This implies (131).
Without restriction one can assume that λ(a,Λ, t, v) ≡ 1.
⇒ Indeed, one can always define new operators U ′(a,Λ, t, v) by
U ′(a,Λ, t, v) = λ(a,Λ, t, v)U(a,Λ, t, v) (133)
Then U ′ is again a projective representation, this time satisfying
λ ≡ 1. The projective representations U and U ′, together with
the representation fˆ of classical functions f , determine equiva-
lent covariant representations.
An appropriate choice for the unitary representation R is
R(v) = eiκ(v/c)·Q (134)
with κ some real constant, and c the speed of light.
⇒ Speed of light is used here to give κ the dimension of a wavevec-
tor. It is of course not very natural to introduce c in a non-
relativistic context. But it makes notations more consistent
throughout the book.
34
A long calculation (reproduced in the appendix) shows then that a
necessary condition for U(a,Λ, t, v) to be a projective representation
is that κ 6= 0 and that the generator Ω of the time evolution V (t) is
of the form
Ω =
c
2κ
K2 + d (135)
with d a real constant. The resulting expression for ξ is
ξ(b,M, s,w; a,Λ, t, v) = exp(i(κ/c)[w ·Ma− s|v|2/2− (s+ t)w ·Mv])
(136)
6.3 Position of the moving particle
In the previous subsection has been shown that the standard repre-
sentation of quantum mechanics contains a projective representation
of the 10-parameter Galilei group provided that the generator Ω of
the time evolution is of the form (135).
Assume now that the particle is described in the frame of the lab
at time t = 0 by a wave function ψ which belongs to the domain of
the position operators Qj, i.e.
||Qjψ||2 =
∫ 3
R
dq |qjψ(q)|2 < +∞ (137)
for j = 1, 2, 3. The quantum expectation value of its position at t = 0
equals
〈Qj〉 =
∫ 3
R
dq qj|ψ(q)|2 (138)
Consider a Galilei frame moving with speed v with respect to the
frame of the lab. Assume the two frames have parallel axes and coin-
cide at t = 0. The expected position in the moving frame is denoted
〈Q〉v,t and is related to that in the frame of the lab by
〈Q〉v,t = 〈Q〉0,t − tv (139)
⇒ The particle as observed in this moving frame at time t has wave
function U(0, I, t, v)∗ψ. The observed position has components
〈Qj〉v,t = 〈U(0, I, t, v)∗ψ|Qj |U(0, I, t, v)∗ψ〉
=
∫ 3
R
dq qj|U(0, I, t, v)∗ψ(q)|2 (140)
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Now calculate
U(0, I, t, v)∗ψ(q) = V (t)∗R(v)∗U(−tv)∗ψ(q)
=
∫
R3
dk φ˜(k)eik·qe−i(|k|
2c/2κ+d)t (141)
with
φ(q) = R(v)∗U(−tv)∗ψ(q)
= e−i(κ/c)v·qψ(q − tv) (142)
Fourier transform of the latter gives
φ˜(k) = (2pi)−3
∫
R3
dq e−ik·qφ(q)
= (2pi)−3
∫
R3
dq e−ik·qe−i(κ(v/c)·qψ(q − tv)
= (2pi)−3
∫
R3
dq e−ik·(q+tv)e−iκ(v/c)·(q+tv)ψ(q)
= e−itk·ve−i(κ/c)t|v|
2
ψ˜(k + κv/c) (143)
Hence (141) becomes
U(0, I, t, v)∗ψ(q)
=
∫
R3
dk e−itk·ve−i(κ/c)t|v|
2
eik·qe−i(|k|
2c/2κ+d)tψ˜(k + κv/c)
=
∫
R3
dk e−it(k−κv/c)·ve−i(κ/c)t|v|
2
ei(k−κv/c)·q
×e−i(|k−κv/c|2c/2κ+d)tψ˜(k)
= e−iκ(v/c)·qe−i(κ/c)t|v|
2/2e−idt
×
∫
R3
dk eik·(q+tv)e−it|k|
2c/2κψ˜(k) (144)
Insertion in (140) gives
〈Qj〉v,t =
∫ 3
R
dq qj
∣∣∣∣
∫
R3
dk eik·(q+tv)e−it|k|
2c/2κψ˜(k)
∣∣∣∣
2
=
∫ 3
R
dq (q − tv)j
∣∣∣∣
∫
R3
dk eik·qe−it|k|
2c/2κψ˜(k)
∣∣∣∣
2
= 〈Qj〉0,t − tvj (145)
The previous calculation shows also that the time-dependent po-
sition of the particle has two contributions, one of which is given by
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(139) and which is the trivial effect of transforming to a frame mov-
ing with velocity v, and one which is the intrinsic evolution of the
wavefunction, given by
〈Qj〉t =
∫ 3
R
dq qj
∣∣∣∣
∫
R3
dk eik·qe−it|k|
2c/2κψ˜(k)
∣∣∣∣
2
(146)
Note that the constant d in (135) is clearly not relevant. It does not
appear in the time evolution of the physical state of the particle.
Let us now make a rather formal calculation in order to analyze
the behaviour of the contribution 〈Qj〉0,t. From the CCR (see (66))
follows that
e−ik·QΩeik·Q =
c
2κ
(K + k)2 + d (147)
This implies
e−ik·QeiΩteik·Q = exp(it(
c
2κ
(K + k)2 + d)) (148)
and hence
〈eik·Q〉0,t = 〈e−iΩtψ|eik·Q|e−iΩtψ〉
= 〈ψ|eik·Qeit( c2κ (K+k)2+d)|e−iΩtψ〉
= eit|k|
2c/2κ〈ψ|eik·Qeitk·Kc/κψ〉 (149)
Development for small k gives
〈Qj〉0,t = 〈Qj〉0,0 + ct
κ
〈Kj〉0,0 (150)
This shows that Kc/κ is the velocity operator of the particle, in the
same way as Q is the position operator. Using P = h¯K, which is the
conventional definition of momentum in quantum mechanics, one sees
that the mass m of the particle is given by
m =
h¯
c
κ (151)
6.4 Free equation of motion
Note that Schro¨dinger’s equation (116), in case of the free particle,
can be written as
i
d
dt
ψt = − c
2κ
n∑
j=1
∂2
∂q2j
ψt (152)
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(use (60) and (135) to see this — we put d = 0). The formal solution
of this equation, given a wavefunction ψ at t = 0, is of course
ψt = V (t)
∗ψ (153)
A more explicit solution is obtained by taking v equal to 0 in (141).
This gives
ψt(q) =
∫
R3
dk ψ˜(k)eik·qe−i(|k|
2c/2κ)t (154)
with ψ˜ the fourier transform of ψ, as before. The common interpre-
tation of this formula is that the plane wave eik·q evolves in time by
multiplication with a phase factor e−i(|k|
2c/2κ)t. To obtain the time
evolution of a wavefunction ψ it suffices therefore to decompose it
into plane waves and to insert the time evolution of the latter.
6.5 Time reversal
Time reversal maps the element (a,Λ, t, v) of the 10-parameter group
onto the element (a,Λ,−t,−v). It is a symmetry of classical mechan-
ics. Any solution of the equations of motions of classical mechanics
is again a solution after reversal of time. It should also be a symme-
try of quantum mechanics. First we verify that under time reversal a
particle with mass κ > 0 transforms into a particle with mass κ < 0.
This is seen immediately from the definition (see (131) — λ is taken
equal to 1) that
U(a,Λ, t, v) = U(a− tv,Λ)R(Λ−1v)V (t) (155)
with
R(v) = eiκ(v/c)·Q and V (t) = eiΩt = eit|K|
2c/2κ (156)
(we take the constant d in (135) equal to zero).
Since time reversal is a symmetry of quantum mechanics there
should exists a unitary operator θ of the Hilbert space of wave func-
tions implementing this symmetry, at least if the posutlate (2) holds.
It turns out that the postulate must be weakened slightly. Wigner[1]
showed that each symmetry operation must be implemented either by
a unitary or by an anti-unitary operator. In case of continuous sym-
metries, as considered so far, one can exclude the anti-unitary case.
However, time reversal is a discrete symmetry. It turns out that the
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operator θ which we are looking for maps each wavefunction ψ onto
its complex conjugate ψ. It clearly is anti-unitary.
Take the complex conjugate of (152). One obtains
− i d
dt
ψt = −
c
2κ
n∑
j=1
∂2
∂q2j
ψt (157)
It is clear that ψ−t satisfies Schro¨dinger’s equation again. Also ψt
satisfies Schro¨dinger’s equation but this time for a particle with mass
−κ. One concludes that the anti-unitary operator θ implements time
reversal.
7 Quantum particle on a circle
In this section we study the motion of a quantum particle on the
circle. Starting point for the description are functions f(α) where α
is an angle between 0 and 2pi. A rotation by an angle α′ transforms
the function f(α) into the function g(α) given by
g(α) = f(α− α′modulo 2pi) (158)
The symmetry group X is the group of rotations SO(1).
The description of the particle on the circle is very similar to that
of a particle on the real line. The main novelty that occurs is that
the wavevector operator K and the frequency operator Ω (resp. the
momentum operator P and the Hamilton operator H) have purely
discrete spectra. This means that there exists an orthonormal basis
(ψn)n of the Hilbert space of wavefunctions which diagonalises K and
Ω. In the terminology of classical mechanics, the quantum particle
can be at rest at specific discrete values of the energy. One says that
the energy is quantised. A quantum of energy is the amount of energy
needed to bring a particle at rest again at rest, but now at a higher
energy level. This quantisation of energy is the origin of the name of
quantum mechanics.
⇒ The mathematical reason for the important difference between a
particle on the real line and one on the circle is that in the latter
case the group of symmetries X is compact. Its dual group Z,+
is discrete.
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7.1 Representation
The obvious choice of Hilbert space consists of square integrable func-
tions ψ(α) which depend on the angle α. A function f(α) is repre-
sented by the operator fˆ which maps ψ(α) onto f(α)ψ(α). A unitary
representation U(α) of SO(1) is defined by
U(α′)ψ(α) = ψ(α− α′modulo 2pi) (159)
⇒ It satisfies
U(α′)fˆU(α′)∗ψ(α) = fˆU(α′)∗ψ(α − α′modulo 2pi)
= g(α)U(α′)∗ψ(α− α′modulo 2pi)
= g(α)ψ(α)
= gˆψ(α) (160)
where g(α) is given by (158). This shows that it implements
rotation of functions f(α).
An orthonormal basis of the Hilbert space is formed by the wave-
functions
ψn(α) =
1√
2pi
einα (161)
Obviously, one has
U(α′)ψn(α) =
1√
2pi
ein(α−α
′)
= e−inα
′
ψn(α) (162)
This shows that the wavefunctions ψn are eigenfunctions of the oper-
ator U(α′).
7.2 CCR and free particle motion
Let K denote the generator of rotations
U(α) = e−iαK (163)
(note the minus sign in the definition of K). Then (162) shows that
Kψn(α) = nψn(α) (164)
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i.e., the operator K has a discrete spectrum with eigenvectors ψn, and
with corresponding eigenvalue the integer n.
The position operator Q is defined by
Qψ(α) = αψ(α) (165)
The operators Q and K satisfy the same canonical commutation rela-
tions (CCR) as in the case of a particle on the real line.
The frequency operator for the free particle motion is convention-
ally taken equal to
Ω =
c
2κ
K2 (166)
with κ a positive constant ((h¯/c)κ = m is the mass of the particle).
Clearly, the frequency operator Ω has a discrete spectrum. The eigen-
values are n2c/2κ with n an integer number. Each eigenvalue, except
for zero, is twofold degenerate. The time evolution of the eigenfunc-
tions ψn is given by
(ψn)t = e
−ict/2κψn (167)
Multiplying ψn with the complex phase factor exp(−ict/2κ) does not
change the state of the particle. Hence, the state of the particle de-
scribed by the eigenfunction ψn does not depend on time. In other
words the particle is at rest. The correlation functions in this state
are given by
F (f, α′, α′′) = ein(α
′−α′′) 1
2pi
∫ 2pi
0
dα f(α) (168)
Notes to Chapter 1
Functions of position Quantum mechanics is introduced here
starting with functions f(q) of position q. This might give the impres-
sion that only functions of position are experimentally measurable.
This is not the point of view taken here. All information about the
physical state of the quantum particle is encoded in the correlation
functions F (f, a, b). In principle, this information is experimentally
accessible. Two physical states differ if they are described by different
correlation functions. It is understood of course that, if two states
differ, then it is feasible, at least in principle, to make the difference
by experimental means. This point of view is the standard one. New
is that we emphazise that the notion of physical state depends on the
symmetry group X under consideration. In particular, properties like
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spin and mass of the particle lable different states of the same particle.
This requires that one uses the Galilei group as the relevant symmetry
group. In this context a physical state is not longer uniquely deter-
mined by a ray in Hilbert space. We support our point of view by
noting that spin and mass can be measured experimentally so that
in our approach there is still a one-to-one relation between physical
states which are experimentally distinguishable and correlation func-
tions F (f, x, y).
Symmetry Symmetry is the holy grail of theoretical physics. Our
picture of the world is idealized by introducing symmetry principles,
eventually noting that they are not perfectly satisfied. In elementary
particle physics Lie groups and Lie algebras are dominant tools. Rep-
resentations of groups are used to classify particles. In the present
formalism the group of symmetry elements is not considered on itself
but acts on an algebra of observable quantities. The emphasis lies
on combined representations of the algebra, together with the group
acting on it. These are called covariant representations. Their impor-
tance to physics has been brought up by Doplicher et al [2].
Correlation functions Correlation functions form the corner stone
of the mathematical approach to quantum mechanics known under the
name of C∗-algebraic approach. In this context they are called math-
ematical states. Each mathematical state induces a Hilbert space
representation through the Gelfand-Naimark-Segal (GNS) theorem.
The material presented in this book is mostly based on results
obtained in the C∗-algebraic formalism. Of particular influence was
the formulation of quantum mechanics and quantum field theory in
terms of the Weyl algebra. See Petz [8] for an introduction to these
matters. In [9], representations of the Weyl algebra are considered as
covariant representations of a smaller algebra. This is the basic idea
underlying the present approach to quantum mechanics and quantum
field theory. In Naudts and Kuna [10] the notion of mathematical state
of a C∗-algebra is generalized to that of correlation functions F (f, x, y)
of a covariance system. An accompanying generalized GNS-theorem
is also proved.
Planck’s constant Throughout the book the abundant use of
Planck’s constant h¯ is avoided by dividing classical quantities like en-
ergy, mass, and momentum, with h¯. The more common alternative is
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to choose units such that h¯ = 1. Planck’s constant links the absolute
units of quantum mechanics to the units of classical mechanics which
historically have been chosen without knowing their mutual relations.
In particular, h¯ is a manifestation of the relation between mass and
frequency resp. inverse distance, in a similar way as speed of light c is
a relation between time and distance.
One often says that classical mechanics is obtained from quantum
mechanics by taking the limit taking h¯ equal to zero. If literally taken,
this is obviously wrong since quantum mechanics can be formulated
in such a way that h¯ does not appear. On the contrary, one must
introduce h¯ to introduce classical concepts like energy, mass, and mo-
mentum.
Rotation symmetry An introductory text explaining the rota-
tion group is found in [6]. The time spent on studying rotation sym-
metry may seem exagerated for a chapter introducing basic quantum
mechanics. However, spin of quantum particles cannot be understood
correctly without going through rotation symmetry with attention to
sufficient detail.
Spin It is common to describe spin as an internal property of the
particle like mass or charge, and, at the sime time, as an extra degree
of freedom attached to the particle. This is quite strange because
charge or mass are not considered to be extra degrees of freedom. In
the present book al three properties are treated on the same footing,
being labels for different representations of a given particle.
Mass of the particle The discovery that mass is a parameter
labeling projective representations of the Galilei group goes back to
Levy-Leblond [4].
Exercises
1. Expression (52) gives the correlation function F (f, a, b) in terms
of the characteristic function χ(k, a). It can be inverted, giving
χ(k, a) in terms of F (f, a, b).
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⇒ Introduce new variables c = (a+ b)/2 and d = b−a. Then
(52) becomes
F (f, c− d/2, c + d/2) =
∫
Rn
dk f˜(k)e−ik·cχ(k, d) (169)
Fourier transforming this expression gives
(2pi)nf˜(k)χ(k, d) =
∫
dc eic·kF (f, c− d/2, c + d/2) (170)
Now, make an explicit choice of f(q), e.g. f = g with
g(q) = (2pi)−n/2 exp(−(1/2)|q|2) (171)
It satisfies g˜(k) = (2pi)−n exp(−(1/2)|k|2). The desired re-
lation reads now
χ(k, d) = e(1/2)|k|
2
∫ +∞
−∞
dc eic·kF (g, c−d/2, c+d/2) (172)
2. Show that for a particle without spin F (f, (a,Λ), (b,M)) can
be expressed in terms of correlation functions F (f, a, b) which
involve only shifts in space a and b (see section (4)).
⇒ Calculate
F (f, a, b)
= 〈ψ|U(b)fˆU(a)∗|ψ〉
=
∫
dq f(q)ψ(q + a)ψ(q + b)
=
∫
dq f(q)
∫
dk eik·(q+a)ψ˜(k)
∫
dk′ e−ik
′·(q+b)ψ˜(q + b)
= (2pi)n
∫
dk eik·aψ˜(k)
∫
dk′ e−ik
′·bψ˜(k′)f˜(k′ − k) (173)
Fourier transforming this expression w.r.t. a and b gives
ψ˜(k)ψ˜(k′)f˜(k′ − k)
= (2pi)−n
∫
da
∫
db e−ik·aeik
′·bF (f, a, b) (174)
Now make the same choice of function f as in the previous
exercise. There follows
ψ˜(k)ψ˜(k′) = e(1/2)|k
′−k|2
∫
da
∫
db e−ik·aeik
′·bF (g, a, b)
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(175)
Next calculate
F (f, (a,Λ), (b,M))
= 〈ψ|U(b,M)fˆU(a,Λ)∗|ψ〉
=
∫
dq f(q)ψ(Λq + a)ψ(Mq + b)
=
∫
dq f(q)
×
∫
dk ψ˜(k)eik·(Λq+a)
∫
dk′ ψ˜(k′)e−ik
′·(Mq+b)
(176)
In combination with (175) this gives
F (f, (a,Λ), (b,M))
=
∫
dq f(q)
∫
dk eik·(Λq+a)
∫
dk′ e−ik
′·(Mq+b)
×e(1/2)|k′−k|2
∫
da′
∫
db′ e−ik·a
′
eik
′·b′F (g, a′, b′)
= (2pi)n
∫
dk
∫
dk′
∫
da′
∫
db′ eik·(a−a
′)e−ik
′·(b−b′)
×e(1/2)|k′−k|2f˜(M−1k′ − Λ−1k)F (g, a′, b′) (177)
3. Consider a free quantum particle on the real line R. Solve
Heisenberg’s equations of motion for the position and wavevector
operators Q resp. K.
⇒ Ω equals (c/2κ)K2. One calculates that
[Q,Ω] = (ic/κ)K and [K,Ω] = 0 (178)
Now, Ω is time-independent. Hence the equations of motion
can be written as
i
d
dt
At = ([A,Ω])t (179)
In particular one obtains
i
d
dt
Qt =
ic
κ
Kt
i
d
dt
Kt = 0 (180)
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The solution of the latter equation is Kt = K. Integration
of the former equation gives
Qt = Q+ (tc/κ)K (181)
This shows that (c/κ)K is the velocity operator. This was
noted already in section (6).
Appendix A — Construction of a pro-
jective representation
From the definitions follows immediately that
U(a,Λ, 0, v)ψ(q) = eiκ(v/c)·(q−a)ψ(Λ−1(q − a)) (182)
Using this expresssion one calculates
U(b,M, 0, w)U(a,Λ, 0, v)ψ(q)
= eiκ(w/c)·(q−b)U(a,Λ, 0, v)ψ((M)−1(q − b))
= eiκ(w/c)·(q−b)eiκ(v/c)·((M)
−1(q−b)−a)ψ(Λ−1((M)−1(q − b)− a))(183)
and
U(b+Ma,MΛ, 0, w +Mv)ψ(q)
= exp(iκ((w +Mv)/c) · (q − b−Ma)))
× ψ((MΛ)−1(q − b−Ma)) (184)
Comparing both using (127) gives
ξ(b,M, 0, w; a,Λ, 0, v) = eiκ(w/c)·(Ma) (185)
One verifies easily that ξ as given by this expression is a cocycle of
the 9-parameter group not including time.
Finally let us extend ξ so as to contain time. Because V (t) com-
mutes with U(a,Λ) there exists a function f such that Ω = f(K).
This implies
V (t) = eiΩt = eif(K)t (186)
Hence,
V (t)R(v)ψ(q) =
∫
Rn
dk eik·qeif(k)tφ˜(k) (187)
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with
φ(q) = eiκ(v/c)·qψ(q) (188)
From
φ˜(k) = (2pi)−n
∫
Rn
dq e−ik·qeiκ(v/c)·qψ(q)
= ψ˜(k − κ(v/c)) (189)
follows then
V (t)R(v)ψ(q) =
∫
Rn
dk eikqeif(k)tψ˜(k − κv/c)
=
∫
Rn
dk ei(k+κv/c)·qeif(k+κv/c)tψ˜(k) (190)
On the other hand is
V (t)R(v) = ξ(I, 0, t, 0; I, 0, 0, v)U(−tv, I)R(v)V (t) (191)
and
U(−tv, I)R(v)V (t)ψ(q)
= R(v)V (t)ψ(q + tv)
= eiκ(v/c)·(q+tv)V (t)ψ(q + tv)
= eiκ(v/c)·(q+tv)
∫
Rn
dk eik·(q+tv)eif(k)tψ˜(k) (192)
Because ψ is arbitrary one concludes from (190), (191) and (192) that
ei(k+κv/c)·qeif(k+κv/c)t = ξ(0, I, t, 0; 0, I, 0, v)eiκ(v/c)·(q+tv)eik·(q+tv)eif(k)t
(193)
This can be written as
ξ(0, I, t, 0; 0, I, 0, v) = e−itk·ve−if(k)teif(k+κv/c)t (194)
Note that ξ does not depend on k. This gives the set of equations
(assuming that t 6= 0)
∂f
∂kj
(k + κv/c) =
∂f
∂kj
(k) + vj (195)
The solution is a quadratic form
f(k) =
c
2κ
|k|2 + β · k + d (196)
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No solution exists if κ = 0 and v 6= 0.
Let us now calculate ξ(b,M, s,w; a,Λ, t, v). Start with evaluation
of
U(a,Λ, t, v)ψ(q)
= U(a− tv,Λ)R(Λ−1v)V (t)ψ(q)
= eiκ(v/c)·(q−a+tv)
∫
Rn
dk ψ˜(k)
× exp(ik · Λ−1(q − a+ tv)) exp(it(|k|2c/2κ+ β · k + d))
=
∫
Rn
dk ψ˜(Λ−1(k − κv/c)) exp(ik · (q − a+ tv))
× exp(it(|k − κv|2c/2κ + Λβ · (k − κv/c) + d)) (197)
Let ψ′(q) = U(a,Λ, t, v)ψ(q). One obtains from the previous expres-
sion
ψ˜′(k) = e−ik·(a−tv)ψ˜(Λ−1(k − κv/c))
× exp(it(|k − κv/c|2c/2κ + (Λβ) · (k − κv/c) + d)))(198)
Using this result twice one obtains
U(b,M, s,w)U(a,Λ, t, v)ψ(q) = U(b,M, s,w)ψ′(q)
= ψ′′(q) (199)
with
ψ˜′′(k) = ψ˜′(M−1(k − κw/c))e−ik·(b−sw)
× exp(is(|k − κw/c|2c/2κ +Mβ · (k − κw/c) + d))
= e−iM
−1(k−κw/c)·(a−tv)ψ˜(Λ−1(M−1(k − κw/c) − κv/c))
× eit(|M−1(k−κw/c)−κv/c|2c/2κ+Λβ·(M−1(k−κw/c)−κv/c)+d)
× e−ik·(b−sw)eis(|k−κw/c|2c/2κ+Mβ·(k−κw/c)+d) (200)
On the other hand is, using (127),
U(b,M, s,w)U(a,Λ, t, v)ψ(q)
= ξ(b,M, s,w; a,Λ, t, v)U(b +Ma+ tw,MΛ, s + t, w +Mv)ψ(q)
= ξ(b,M, s,w; a,Λ, t, v)ψ′′′(q) (201)
with
ψ˜′′′(k) = e−ik·(b+Ma+tw−(s+t)(w+Mv))ψ˜((MΛ)−1(k − κ(w +Mv)/c))
×ei(s+t)(|k−κ(w+Mv)/c|2c/2κ+(MΛβ)·(k−κ(w+Mv)/c)+d)) (202)
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The equality ψ′′(q) = ξ(b,M, s,w; a,Λ, t, v)ψ′′′(q) should hold. This
yields an expression for ξ which should not depend on k. This is only
possible if β = 0. Then one obtains
ξ(b,M, s,w; a,Λ, t, v)
= exp(iκ[w ·Ma− s|v|2/2c − (s+ t)w ·Mv]) (203)
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