Consider the problem of sequentially estimating quantiles of any distribution over a complete, fullyordered set, based on a stream of i.i.d. observations. We propose new, theoretically sound and practically tight confidence sequences for quantiles, that is, sequences of confidence intervals which are valid uniformly over time. We give two methods for tracking a fixed quantile and two methods for tracking all quantiles simultaneously. Specifically, we provide explicit expressions with small constants for intervals whose widths shrink at the fastest possible t −1 log log t rate, as determined by the law of the iterated logarithm (LIL). As a byproduct, we give a non-asymptotic concentration inequality for the empirical distribution function which holds uniformly over time with the LIL rate, thus strengthening Smirnov's asymptotic empirical process LIL, and extending the famed Dvoretzky-Kiefer-Wolfowitz (DKW) inequality to hold uniformly over all sample sizes while only being about twice as wide in practice. This inequality directly yields sequential analogues of the one-and two-sample Kolmogorov-Smirnov tests, and a test of stochastic dominance. We apply our results to the problem of selecting an arm with an approximately best quantile in a multi-armed bandit framework, proving a state-of-the-art sample complexity bound for a novel allocation strategy. Simulations demonstrate that our method stops with fewer samples than existing methods by a factor of five to fifty. Finally, we show how to compute confidence sequences for the difference between quantiles of two arms in an A/B test, along with corresponding always-valid p-values.
Introduction
One of the most fundamental problems in statistics is the estimation of the location of a distribution based on independent and identically distributed samples. While the mean is the most common measure of location, the median and other quantiles are important alternatives. Quantiles are more robust to outliers and are well-defined for ordinal variables, and sample quantiles exhibit favorable concentration properties, which allow for strong estimation guarantees with minimal assumptions.
In this paper, we consider the sequential estimation of quantiles. Our key tool is the confidence sequence: a sequence of confidence intervals which are guaranteed to contain the desired quantile uniformly over an unbounded time horizon, with the desired coverage probability. For example, if Q(1/2) denotes the true median and Q t (p) denotes the sample quantile function after having observed t samples (see Section 3 for precise definitions), then for any desired coverage level α ∈ (0, 1), Theorem 1(a) yields the following confidence sequence guarantee:
where u t := 0.52t −1 [1.4 log log(2.04t) + log(9.97/α)]. (1) In addition to confidence sequences for a fixed quantile, we also derive families of confidence sequences which hold uniformly both over time and over all quantiles. For example, if Q(p) is the true quantile function, then for any α ∈ (0, 1), Corollary 2 yields P ∀t ∈ N, p ∈ (0, 1) : The convenient, closed form for u t given above is discussed in the proof of Theorem 4, but Corollary 2 offers better constants if one is willing to perform numerical root-finding. For example, with α = 0.05, we can take u t := 0.72t −1 (log log(et) + 8.12) in (2).
For a fixed sample size, the celebrated Dvoretzky-Kiefer-Wolfowitz (DKW) inequality (Dvoretzky et al., 1956 , Massart, 1990 bounds the uniform-norm deviation of the empirical CDF from the truth with high probability. Corollary 2 follows from Theorem 2, which gives an extension of the DKW inequality that holds uniformly over time. From a theoretical point of view, Theorem 2 gives a non-asymptotic strengthening of the empirical process law of the iterated logarithm (LIL, Smirnov, 1944) . From a practical point of view, as Figure 1 illustrates, our time-uniform DKW inequality of Theorem 2 is only about a factor of about two wider in the radius of the high-probability bound, relative to the fixed-sample DKW inequality. This factor grows at a slow √ log log t rate, so holds over a very long time horizon.
In practice, rather than estimating the quantile of a single distribution, one often wishes to estimate the difference between quantiles of two distributions, as in a randomized experiment or "A/B test". We discuss how to construct confidence sequences for such pairwise differences directly, with greater efficiency than a simple Bonferroni correction over per-arm estimates. We also present an equivalent formulation in terms of one-sided or two-sided, always-valid p-value processes (Johari et al., 2015) .
Beyond estimation, one may choose to actively seek a distribution which maximizes a particular quantile, as in a multi-armed bandit setup. We discuss an extended application of our bounds to the problem of finding an arm having an approximately best quantile with high probability, while minimizing the total number of samples drawn. Our algorithm, and the corresponding sample complexity analysis, improve on the current state of the art, both in rates and in simulation.
Related work
The pioneering work of Darling and Robbins (1967a) introduced the idea of a confidence sequence, as far as we are aware, and gave a confidence sequence for the median. Their method exploits a standard connection between concentration of quantiles and concentration of the empirical CDF, as does our work, and their method extends trivially to estimating any other fixed quantile. Their confidence sequence was based on the iterated-logarithm, time-uniform bound derived in Darling and Robbins (1967b) , and so shrinks in width at the fastest possible t −1 log log t rate, like our Theorem 1(a). For the median, their constants are excellent, but the lack of dependence on which quantile is being estimated leads to looseness for tail quantiles, as illustrated in Figure 1 . Our results for fixed-quantile estimation yield significantly tighter confidence sequences for tail quantiles (and are also slightly tighter for the median). Our proof techniques lean heavily upon recent advances in the theory of time-uniform martingale concentration developed in Howard et al. (2018a,b) .
The problem of selecting an approximately best arm, as measured by the largest mean, was studied by Even-Dar et al. (2002) and Mannor and Tsitsiklis (2004) , who gave an algorithm and sample complexity upper and lower bounds within a logarithmic factor of each other. The best-arm identification or pure exploration problem has received a great deal of attention since then; we mention the influential work of Bubeck et al. (2009) and the proposals of , Kaufmann et al. (2016) , and Zhao et al. (2016) , whose methods included iterated-logarithm inequalities.
The problem of seeking an arm with the largest median (or other quantile), rather than mean, was first considered by Yu and Nikolova (2013) , as far as we are aware. Szörényi et al. (2015) proposed the problem formulation that we use, and gave an algorithm with a sample complexity upper bound mirroring that of Even-Dar et al., including the logarithmic factor. Szörényi et al. include a confidence sequence valid over quantiles and time, derived via a union bound applied to the DKW inequality (Dvoretzky et al., 1956 , Massart, 1990 , similar to the bound used by Darling and Robbins (1968, Theorem 4 Kalyanakrishnan et al. (2012) ; we improve the upper bounds of Szörényi et al. by replacing the logarithmic factor by an iterated-logarithm one, and we achieve considerably better performance in simulations. Shorack and Wellner (1986) give an extensive survey of results for the empirical process, and by extension, the empirical distribution function for any sequence of i.i.d. observations. Of particular relevance is the LIL proved by Smirnov (1944) , and the proof given by Shorack and Wellner (1986) , based on an improvement of a maximal inequality due to James (1975) . This maximal inequality is the key to our sophisticated nonasymptotic empirical process iterated logarithm inequality, Theorem 2. The latter leads to new quantile confidence sequences that are uniform over both quantiles and time which are significantly tighter than the bounds of Szörényi et al. mentioned earlier.
Paper outline
After an introduction to the conceptual ideas of the paper in Section 2, we present our confidence sequences for estimation of a fixed quantile in Section 3, while Section 4 gives confidence sequences for all quantiles simultaneously. Section 5 offers a graphical comparison of our bounds with each other and existing bounds from the literature, as well as advice for tuning bounds in practice. In Section 6, we analyze a new algorithm for quantile -best-arm identification in a multi-armed bandit, with a state-of-the-art sample complexity bound, while Section 7 presents sequential hypothesis tests: A/B tests based on quantiles, sequential oneand two-sample Kolmogorov-Smirnov tests for equality of distributions, and a sequential test of stochastic dominance. We gather proofs in Section 8.
Warmup: linear boundaries and quantile confidence sequences
Before stating our main results in the next section, we first walk through the derivation of a simple confidence sequence for quantiles to illustrate basic techniques. For this section only, let (X t ) ∞ t=1 be a sequence of i.i.d., real-valued observations from some continuous distribution, and for some p ∈ (0, 1), let q ∈ R be such that P(X 1 ≤ q) = p. We wish to sequentially estimate this p-quantile, q, based on the observations (X t ). At a high level, our strategy is as follows:
1. We first imagine testing a specific hypothesis H 0,x : q = x for some x ∈ R. Using the standard duality between tests and confidence intervals, we will then construct a confidence interval for q consisting of all those values of x ∈ R for which we fail to reject H 0,x . which is guaranteed to contain q uniformly over time with high probability: P(∀t : q ∈ CI t ) ≥ 1 − α.
To give a rigorous example, consider the random variables ξ t := 1 Xt≤q for t ∈ N. We cannot observe ξ t since q is unknown, but we know (ξ t ) is a sequence of i.i.d. Bernoulli(p) random variables. A standard result due to Hoeffding (1963) shows that the centered random variable ξ 1 − p is sub-Gaussian with variance parameter 1/4, i.e., Ee λ(ξ1−p) ≤ e λ 2 /8 for any λ ∈ R. Writing L 0 := 1 and, for t ∈ N,
we observe the well-known fact that (L t ) ∞ t=0 is a positive supermartingale for any λ ∈ R. Then, for any α ∈ (0, 1), Ville's inequality (Ville, 1939) yields P(∃t ≥ 1 : L t ≥ 1/α) ≤ α, or equivalently,
gives a boundary, linear in t, which the centered process
is unlikely to ever cross. For λ > 0, this bounds the upper deviations of the partial sums
above their expectations, while for λ < 0, this bounds the lower deviations. Thus, writing
) . In other words, with probability at least 1 − α,
yielding a confidence sequence for the p-quantile, q. The main drawback of this confidence sequence is that u t does not decrease to zero as t ↑ ∞, so that the confidence sequence will (almost surely) not approach zero width as our sample size grows without bound. In other words, the precision of this estimation strategy is unnecessarily limited. The confidence sequences of Section 3 remove this restriction by replacing the O(t) boundary of (4) with a curved boundary growing at the rate O( √ t log t) or O( √ t log log t).
Confidence sequences for a fixed quantile
We now state our general problem formulation, which removes the assumption that observations are realvalued or from a continuous distribution. Let (X i ) ∞ i=1 be a sequence of i.i.d. observations taking values in some complete, totally-ordered set (X , ≤). We shall also make use of the corresponding relations ≥, < and > on X . Write F (x) := P(X 1 ≤ x) for the cumulative distribution function (CDF), F − (x) := P(X 1 < x), and define the empirical versions of these functions F t (x) := t −1 t i=1 1 Xi≤x and F − t (x) := t −1 t i=1 1 Xi<x . Define the (standard) upper quantile function as Q(p) := sup{x ∈ X : F (x) ≤ p} and the lower quantile function Q − (p) := sup{x ∈ X : F (x) < p}. Finally, define the corresponding upper and lower empirical quantile functions Q t (p) := sup{x ∈ X : F t (x) ≤ p} and Q − t (p) := sup{x ∈ X : F t (x) < p}. We extend the empirical quantile functions to hold over domain p ∈ R by taking the convention that the supremum of the empty set is inf X , so that Q t (p) = Q − t (p) = inf X for p < 0 while Q t (p) = Q − t (p) = sup X for p > 1. The following remarks will aid intuition:
• Q(p) and Q t (p) are right-continuous, while Q − (p) and Q − t (p) are left-continuous.
• Q t (p) is the tp + 1 order statistic of X 1 , . . . , X t , and Q − t (p) is the tp order statistic.
• Q − is ordinarily denoted F −1 (e.g., Shorack and Wellner, 1986, p. 3, equation (13) ). We adopt alternative notation to maximize clarity in the case of ambiguous quantiles.
Fixing any p ∈ (0, 1) and α ∈ (0, 1), our goal in this section is to give a (1 − α)-confidence sequence for the true quantiles Q − (p), Q(p) in terms of sample quantiles. In particular, we propose positive, real-valued sequences l t (p) and u t (p) for t ∈ N, each decreasing to zero as t ↑ ∞, satisfying
Stated differently, for q ∈ [Q − (p), Q(p)], we would have
We propose two specific confidence sequences. The first can be expressed in closed form with small constants, and its width also has the smallest possible asymptotic rate of t −1 log log t, but it tends to yield marginally wider confidence intervals in practice. This confidence sequence is based on the stitching method (Howard et al., 2018b , Theorem 1), in which we divide time into geometrically-spaced epochs [mη k , mη k+1 ), and bound the miscoverage event within the k th epoch by a probability which decays like k −s . Fix any η > 1, s > 1, which control the shape of the confidence radius over time, and m ≥ 1, the time at which the confidence sequence starts to be tight. For each p ∈ (0, 1), define
As a specific example which performs well in practice, take η = 2.04, s = 1.4 to obtain
where (t) = 1.4 log log(2.04t/m) + log(9.97/α). (9) The second method requires numerical root-finding to compute, and has a worse asymptotic rate of O( t −1 log t) (Howard et al., 2018b, Proposition 10) , but is usually preferable in practice, as we explore in Section 5. This method uses the beta-binomial bound of Howard et al. (2018b, Proposition 6) . Below, we denote the beta function by B(a, b) = 1 0 u a−1 (1 − u) b−1 du. Fix any r > 0, a tuning parameter which controls the range of times over which the confidence sequence is tight, as we explain in Section 5. Define
where M p,r (s, v)
The following result, proved in Section 8.1, shows that both the above methods yield valid confidence sequences for any fixed p.
Theorem 1 (Confidence sequence for a fixed quantile). Defining f t (p) := S p (t ∨ m) from (8) for any p ∈ (0, 1) and any α ∈ (0, 1), we have
The same holds with f t from (10) in place of f t .
Inspection of (8) reveals that f t (p)/t = O t −1 log log t as t → ∞. It is a straightforward consequence of the law of the iterated logarithm that this rate is the best possible:
Proposition 1 (Quantile confidence sequence lower bound). If u t = o t −1 log log t as t → ∞, then for any p ∈ (0, 1) such that F (Q(p)) = p, we have
This result is proved in Section 8.2. Note that the condition F (Q(p)) = p holds for all p ∈ (0, 1) when F is continuous.
We briefly remark on a related problem, that of estimating the least nonnegative quantile, or more generally, the smallest p such that Q(p) ≥ x for some x ∈ X . By the equivalence F − (x) ≤ p ⇔ x ≤ Q(p), we see that the smallest p satisfying Q(p) ≥ x is exactly F − (x). We can therefore solve this problem with a confidence sequence for F − (x), which is unbiasedly estimated by F − t (x), an average of i.i.d. Bernoulli observations. One valid confidence sequence is given by {p ∈ [0, 1] : (Howard et al., 2018b) .
Having presented our confidence sequences for a fixed quantile, we next present bounds that are uniform over both quantiles and time.
Confidence sequences for all quantiles simultaneously
Theorem 1 is useful when the experimenter has decided ahead of time to focus attention on a particular quantile, or perhaps a small number of quantiles (via a union bound). In some cases, however, it may be preferable to estimate all quantiles simultaneously, so that the experimenter may adaptively choose which quantiles to estimate after seeing the data. Recall that for a fixed time t and α ∈ (0, 1), the DKW inequality (Dvoretzky et al., 1956; Massart, 1990 ) states that
In tandem with equations (50) and (52) of Section 8, the DKW inequality yields
In this section, we derive (1 − α)-confidence sequences which are valid uniformly over both quantiles and time, based on function sequences l t (p), u t (p) decreasing to zero pointwise as t ↑ ∞:
As in Section 3, we propose two methods. The first is based on the following non-asymptotic iterated logarithm inequality for the empirical process ( F t − F ) ∞ t=1 , which may be of independent interest. We use it, in tandem with Theorem 1, to prove our sample complexity bound for quantile -best-arm identification in Section 6.
Theorem 2 (Empirical process finite LIL bound). For any m ≥ 1, A > 1/ √ 2, and C > 0, we have
We give the proof in Section 8.3. To better understand the quantity α A,C , note that any value of η ∈ (1, 2A 2 ) satisfying γ(A, C, η) gives an upper bound for α A,C . For fixed A, any value η ∈ (1, 2A 2 ) is feasible for sufficiently large C, while for fixed C, any value η > 1 is feasible for sufficiently large A. In either case,
as may be expected from a typical exponential concentration bound. By taking A arbitrarily close to 1/ √ 2, conclusion (18) immediately implies the following asymptotic upper LIL.
Corollary 1 (Smirnov, 1944) . For any (possibly discontinuous) F , we have lim sup
A comprehensive overview of results for the empirical process √ t( F t − F ) can be found in Shorack and Wellner (1986) . We mention in particular the law of the iterated logarithm derived by Smirnov (1944) (cf. Shorack and Wellner, 1986, page 12, equation (11)), which says that for continuous F , the bound (19) holds with equality, seeing as the lower bound on the lim sup follows directly from the original LIL (Khintchine, 1924) applied to F t (Q(1/2)), an average of i.i.d. Bernoulli(1/2) random variables. Theorem 2 strengthens Smirnov's asymptotic upper bound to one holding uniformly over time.
The following confidence sequence follows immediately from Theorem 2, as detailed in Section 8.5.
Corollary 2 (Quantile-uniform confidence sequence I). For any m, A, and C satisfying the conditions of Theorem 2, letting g t :
where α A,C is defined as in Theorem 2.
For a specific example, take m = 1, A = 0.85, C = 8.13, and η = 1.009, so that g t = 0.85 t(log log(et) + 8.12) and α A,C = 0.05, yielding
Note that g t does not depend on p, like the DKW-based fixed-time inequality (15). The second method yields a g t that depends on p; it is notationally quite cumbersome, but often yields tighter bounds, especially for p near zero and one. This confidence sequence is derived by following the same contours as those of the stitching technique behind the fixed-quantile bound (8). However, within each epoch, rather than focus on a single quantile, we take a union bound over a grid of quantiles, with the grid becoming finer as time increases. Below, we write logit(p) := p/(1 − p) and logit −1 (l) = e l /(1 + e l ). Fix δ > 0, a parameter controlling the fineness of the quantile grid, and fix η > 1, s > 1, and m ≥ 1 as in (8). We require the following notation to state our bound:
With all the required notation in place, we now state our final confidence sequence.
Theorem 3 (Quantile-uniform confidence sequence II). For any α ∈ (0, 1),
The proof is provided in Section 8.6. Note that g t (p) = O( √ t log t), owing to the log j(p, t) term in (25). In the next section, we graphically compare these bounds to visualize their tightness. p = 0.05 p = 0.5 p = 0.95 10 2 10 3 10 4 10 5 10 2 10 3 10 4 10 5 10 2 10 3 10 4 10 5 0 1 2 3 4 5 t u t t Szorenyi et al. (2015) Uniform DKW, our Corollary 1 Our Theorem 3 Darling & Robbins (1967) Stitching, our Theorem 1(a) Beta-Binomial, our Theorem 1(b) Pointwise DKW (Massart, 1990) Pointwise Bernoulli (Hoeffding, 1963) In each case, we show the upper confidence bound radius u t which satisfies Q t (p + u t ) ≥ Q(p) with high probability, either for a fixed t and p, or uniformly over t, p, or both. The fixed-time (and fixed-quantile) Bernoulli bound is based on a Crameŕ-Chernoff inequality using the Bernoulli cumulant-generating function, and is the best one can hope for based on such exponential concentration techniques, thus giving a lower bound for the techniques considered here. This bound goes back to Hoeffding (1963, equation 2.1), at least; see Torossian et al. (2019, Proposition 8) for a recent application to quantile estimation. The DKW inequality effectively matches the fixed-sample Bernoulli bound for the median, but holds uniformly over all quantiles at a fixed time, a remarkable fact. However, because the DKW bound does not depend on p, it becomes far too loose for p near zero and one.
Graphical comparison of bounds
The beta-binomial confidence sequence of Theorem 1(b) holds uniformly over time while staying fairly close to the lower bound over a wide time range (note the log scale for time). The stitching-based alternative of Theorem 1(a) is slightly looser over the plotted range, though it is evident that it will become tighter for large enough t, thanks to its smaller asymptotic rate. Darling and Robbins (1967a, Section 2) give a similar bound based on a sub-Gaussian uniform boundary, which is only slightly worse than Theorem 1(a) for the median, but substantially worse for p near zero and one.
Among bounds holding uniformly over both time and quantiles, Corollary 2 and Theorem 3 yield the tightest bounds outside of a brief time window near the start. The bound of Theorem 3 gives u t growing at an O( t −1 log t) rate for all p = 1/2, which is worse than that of Corollary 2, but the superior constants of Theorem 3 and its dependence on p give it the advantage in the plotted range. Szörényi et al. (2015) also give a bound which grows as O( t −1 log t), but with worse constants due to the application of a union bound over individual time steps t ∈ N. A similar technique was employed by Darling and Robbins (1968, Theorem 4 ), but using worse constants in the DKW bound, as their work preceded Massart (1990) . Finally, Corollary 2 gives an O( t −1 log log t) bound which is especially useful for theoretical work, as in our proof of Theorem 4. √ t to facilitate comparison, for the confidence sequence of Theorem 1(b) optimized for three different times m = 100, 1,000, and 10,000, according to (29).
Figure 1 starts at t = 32 and all bounds have been tuned to optimize for, or start at, t = 32, in order to ensure a fair comparison. For Theorem 1(a), Corollary 2, and Theorem 3, we simply set m = 32. For Theorem 1(b), we suggest setting r as follows to optimize for time t = m:
where W −1 (x) is the lower branch of the Lambert W function, the most negative real-valued solution in z to ze z = x, and the second expression uses the asymptotic expansion of W −1 near the origin (Corless et al., 1996) . See Howard et al. (2018b, Proposition 2, Proposition 6, and discussion therein) for details on this choice. Figure 2 illustrates the effect of this choice. The confidence radius u t gets loose very quickly for values of t lower than about m/2, but grows quite slowly for values of t > m. For this reason, we suggest setting m around the smallest sample size at which inferences are desired.
6 Quantile -best-arm identification
As an application of our quantile confidence sequences, we present and analyze a novel algorithm for identifying an arm with an approximately optimal quantile in a multi-armed bandit setting. Our problem setup matches that of Szörényi et al. (2015) . We assume K arms are available, numbered 1, . . . , K, and each arm k may be pulled to obtain an i.i.d. sample from a distribution F k over X . Write Q k for the quantile function on arm k: Q k (p) := sup{x ∈ X : F k (x) ≤ p}. Fixing some π ∈ (0, 1), our goal is to select an -optimal arm with high probability, according to the following definition:
Definition 1. For ∈ (0, 1 − π), we say arm k is -optimal if Q k (π + ) ≥ Q j (π) for all j = k. Kalyanakrishnan et al. (2012) introduced the LUCB algorithm for highest mean identification, for which gave a simplified analysis in the = 0 case. Both are key inspirations for our QLUCB (quantile LUCB) algorithm and following sample complexity analysis. QLUCB proceeds in rounds indexed by t. At the start of round t, N k,t denotes the number of observations from arm k. Write X k,i for the i th observation from arm k, and let Q k,t (p) denote the sample quantile function for arm k at round t:
QLUCB requires a sequence (l n (p), u n (p)) which yields fixed-quantile confidence sequences, as in (6). Our analysis is based on confidence sequences given by (9), by using α ≡ 2δ/K; the factor of two gives us Input target quantile π ∈ (0, 1), approximation error ∈ (0, 1 − π), and error probability δ ∈ (0, 1). Sample each arm once, set N k,1 = 1 for all k ∈ [K] and set t = 1. while L π+ k,t < max j =k U π j,t for all k ∈ [K] do, Set h t ∈ arg max k∈[K] L π+ k,t and l t ∈ arg max k∈[K]\ht U π k,t . Sample arms h t and l t . Set N k,t+1 = N k,t + 1 if k = h t or k = l t , and N k,t+1 = N k,t otherwise. Increment t ← t + 1. end while Output any element of arg max k∈[K] L π+ k,t . one-sided instead of two-sided coverage at level δ/K, which is all that is needed. Let
where (t) = 1.4 log log(2.04t/m) + log(4.99K/δ), (32) and let l n (p) := f n∨m (1 − p)/n and u n (p) := f n∨m (p)/n. We write L π+ k,t and U π k,t for the lower and upper confidence sequences on Q(π + ) and Q(π), respectively, for arm k at time t:
QLUCB is described in Figure 3 . Theorem 4 below bounds the expected sample complexity of QLUCB and shows that it successfully selects an -optimal arm with high probability. The sample complexity is determined by the following quantities, which capture how difficult the problem is based on the sub-optimality of the π-quantiles of each arm; here we take the supremum of the empty set to be zero:
Theorem 4. For any π ∈ (0, 1), ∈ (0, 1 − π), and δ ∈ (0, 1), QLUCB stops with probability one, and chooses an -optimal arm with probability at least 1 − δ. Furthermore, with probability at least 1 − δ, the total number of samples T taken by QLUCB satisfies
The above theorem is proved in Section 8.7. As an alternative to (32), one may use a one-sided variant of f t from (10); see Howard et al. (2018a, Proposition 7) for details. As seen below, this alternative performs well in practice, though the rate of the sample complexity bound suffers slightly, replacing the log|log( ∨ ∆ k )| term with |log( ∨ ∆ k )|. Figure 4 shows mean sample size from simulations of the quantile -best-arm identification problem, for variants of QLUCB as well as the QPAC algorithm of Szörényi et al. (2015) and the Doubled Max-Q algorithm of David and Shimkin (2016) . In all cases, we have K = 10 arms and set = 0.025, while π ranges between 0.05 and 0.95. In the left panel, nine arms have a uniform distribution on [0, 1], while one arm is uniform on [2 , 1 + 2 ]. In the middle panel, nine arms have Cauchy distributions with location zero and unit scale, while one arm has location 2(Q(p + ) − Q(p)), where Q(·) is the Cauchy quantile function. This choice ensures that the one exceptional arm is the only -optimal arm. In the right panel, nine arms have N (0, 1) distributions, while one arm has a N (0, 2 2 ) distribution. In this case, the exceptional arm is the only -optimal arm for π larger than approximately 0.53, while it is the only non--optimal arm for π smaller than approximately 0.45. Between these values, all ten arms are -optimal. with standard normal distributions except for one, which has a standard deviation of two instead of one. In this last case, the exceptional arm is best for quantiles above 0.53, while for quantiles below 0.45, the other arms are all -optimal. "Doubled Max-Q" shows Algorithm 2 from David and Shimkin (2016) . "QPAC DKW" shows a different algorithm by Szörényi et al. (2015, Algorithm 1) , which is based on looser confidence sequences derived from a naive union bound over the DKW inequality, as visualized in Figure 1 , and "QPAC B-B" shows the same procedure with the beta-binomial confidence sequence of Theorem 1(b) instead. "QLUCB Stitched" shows our algorithm as analyzed in Theorem 4, with the confidence sequence (32) based on Theorem 1(a), while "QLUCB B-B" uses a one-sided variant of Theorem 1(b). "QLUCB DKW" uses the same confidence sequence as QPAC, for comparison. Observe that our proposed changes in algorithm and in confidence sequences both yield improvements, separately and together.
We run QPAC both in its original form and with the beta-binomial confidence sequence of Theorem 1(b). We also run QLUCB with three confidence sequences: the choice analyzed in Theorem 4 with the confidence sequence (32) based on Theorem 1(a); a one-sided variant of the beta-binomial confidence sequence of Theorem 1(b) (see Howard et al., 2018b, Proposition 7) ; and the same naive DKW-based confidence sequence used in the original QPAC algorithm.
The results show that QLUCB provides a substantial improvement on QPAC and Doubled Max-Q, reducing mean sample size by a factor of at least five among the cases considered, and often much more, when using the one-sided beta-binomial confidence sequence. Most of the improvement appears to be due to the tighter confidence sequence given by Theorem 1, although the QLUCB sampling procedure also gives a noticeable improvement. The stitched confidence sequence in QLUCB performs similarly to the beta-binomial one, staying within a factor of three across all scenarios and usually within a factor of 1.5.
7 Sequential hypothesis tests based on quantiles 7.1 Quantile A/B testing A/B testing, the use of randomized experiments to compare two or more versions of an online experience, is a widespread practice among internet firms (Kohavi et al., 2013) . While most A/B tests compare treatments by mean outcome, in many cases it is preferable to compare quantiles, for example to evaluate response latency (Liu et al., 2019) . In such experiments, our Theorem 1, Corollary 2, and Theorem 3 may be used to sequentially estimate quantiles on each treatment arm, and the resulting confidence bounds can be viewed as often as one likes without risk of inflated miscoverage rates. However, it is typically more desirable to estimate the difference in quantiles between two treatment arms. Naturally, simultaneous confidence bounds for the arm quantiles can be used to accomplish this goal: the minimum and maximum distances between points in the per-arm confidence intervals yield bounds on the difference in quantiles. Furthermore, by finding the smallest α ∈ (0, 1) such that the two arms have disjoint confidence intervals, an always-valid p-value process is obtained for testing the null hypothesis of equal quantiles (Johari et al., 2015) . However, the following result gives tighter bounds by more efficiently combining evidence from both arms to directly estimate the difference in quantiles.
In order for distances between quantiles to be well-defined, X must be a metric space, and we assume X = R for simplicity. We continue to operate in the multi-armed bandit setup of Section 6 with K = 2, and use the same notation: Q k denotes the right-continuous quantile function for arm k ∈ {1, 2}, F k,t and Q k,t denote the empirical CDF and right-continuous empirical quantile function for arm k at time t ∈ N, and N k,t denotes the number of samples observed from arm k at time t. As in Section 6, the choice of which arm to sample at time t may depend on the past in an arbitrary manner. Fix p ∈ (0, 1), the quantile of interest, and r > 0, the same tuning parameter used in f of Theorem 1.
We wish to estimate the quantile difference Q 2 (p) − Q 1 (p). Recall the definition of M p,r from (11), and define the following one-sided variant based on Proposition 7 of Howard et al. (2018b) . Write B x (a, b) = x 0 p a−1 (1 − p) b−1 dp for the incomplete beta function, and define
For each k and t, define G k,t , G + k,t , and G − k,t by
With the above definitions in place, we are ready to state the main result of this section.
Theorem 5 (Two-sample sequential quantile tests). For any α ∈ (0, 1), p ∈ (0, 1) and r > 0, under the two-sided null hypothesis H 0 : Q 2 (p) − Q 1 (p) = δ , we have
Furthermore, under the one-sided null hypothesis H 0 :
Theorem 5 gives two-tailed or one-tailed sequential hypothesis tests for a given difference in quantiles between two arms. Inverting the two-tailed test (41) yields a confidence sequence: with probability at least 1 − α,
Alternatively, we can obtain a two-tailed, always-valid p-value process from (41) for the null hypothesis
or a one-tailed, always-valid p-value process from (42) testing H 0 :
Each always-valid p-value process satisfies P(∃t ∈ N : p t ≤ x) ≤ x for all x ∈ (0, 1), so p t serves as a valid p-value regardless of how the experiment is stopped, adaptively or otherwise (Johari et al., 2015) . Note that, since these p-values only involve evaluating h t (x, 0), they can be used when X is not a metric space.
The proof of Theorem 5 is given in Section 8.8, and exploits the product supermartingale technique of Kaufmann and Koolen (2018) . In brief, for each individual arm, we have a nonnegative supermartingale quantifying information about the true quantile for that arm, and the product of these two supermartingales will still be a supermartingale, one which jointly captures evidence against the null from both arms. We use the one-and two-sided beta-binomial mixture supermartingales from Howard et al. (2018b, Propositions 6 and 7), as with Theorem 1(b). Other supermartingales are available, but the beta-binomial mixture performs well in practice, as we have discussed in Section 5.
Typically, A/B tests are run with a single control or baseline arm to be compared against multiple treatment arms (Kohavi et al., 2009 ). In such cases, rather than computing a p-value for each pairwise comparison of treatment arm to control, we may wish to compute a p-value for the null hypothesis that the control is no worse than any of the treatment arms. Formally, we have K arms in total, arm k = 1 is the control arm, and we wish to test the global null H 0 :
Using a Bonferroni correction across k = 2, . . . , K, it follows that
gives an always-valid p-value process for the global null H 0 .
Any of the p-values obtained in this section may be used for online control of the false discovery rate in large-scale, "doubly-sequential" experimentation, when one is faced with a potentially infinite sequence of sequential experiments (Yang et al., 2017; Zrnic et al., 2018) .
Sequential Kolmogorov-Smirnov tests and a test of stochastic dominance
As an easy consequence of Theorem 2, we obtain a sequential analogue of the one-sample Kolmogorov-Smirnov test. Suppose we wish to sequentially test the null hypothesis H 0 : F = F 0 for some fixed distribution F 0 . Write
where α A,c is defined in Theorem 2.
Corollary 3. For any α ∈ (0, 1) and A > 1/ √ 2, the test which rejects H 0 : F = F 0 as soon as F t − F 0 ∞ > A t −1 (log log(et/m) + C(A, α)) gives a valid, open-ended sequential test of H 0 with power one. That is, if H 0 is true, the probability of stopping is at most α, while if H 0 is false, the probability of stopping is one.
The fact that this test has power one follows from the Glivenko-Cantelli theorem and the fact that the boundary becomes arbitrarily small, A t −1 (log log(et/m) + C(A, α)) → 0 as t → ∞ (Robbins, 1970) . A sequential two-sample test follows from an application of the triangle inequality and a union bound, by applying Theorem 2 to each sample with error probability α/2. Here we suppose (X t ) ∞ t=1 are i.i.d. from distribution F , while (Y t ) ∞ t=1 are i.i.d. from distribution G, and we wish to test the null hypothesis H 0 : F = G. We denote the empirical CDF of Y 1 , . . . , Y t by G t . Corollary 5. For any α ∈ (0, 1) and A > 1/ √ 2, the test which rejects H 0 : F ≤ G as soon as
gives a valid, open-ended sequential test of H 0 with power one.
In Corollary 5, we are able to use error probability α in our application of Theorem 2 to each sample, rather than α/2. This holds because we need only a one-sided confidence bound on each CDF rather than the two-sided bound of Theorem 2. Since the proof of Theorem 2 involves a union bound over the upper and lower confidence bounds, it yields valid one-sided bounds as well, each with half the total error probability.
Proofs
We make use of many results from Howard et al. (2018a,b) as well as the definitions of sub-Bernoulli, subgamma, and sub-Gaussian processes and uniform boundaries.
The functions Q − t and Q t act as "inverses" for F t and F − t in the following sense: for any x ∈ X and any p ∈ R, we have
Our strategy in the proofs of both Theorem 1 and Theorem 3 will be to construct a martingale (S t (p)) ∞ t=1 which satisfies
for all t ∈ N a.s. Applying a time-uniform concentration inequality to bound the deviations of (S t (p)), we obtain a time-uniform lower bound F t (Q − (p)) > p − l t (p) and a time-uniform upper bound F − t (Q(p)) < p + u t (p), both of which hold with high probability. We then invoke equations (49) and (55) to obtain a confidence sequence for Q − (p), Q(p) of the form (6).
The martingale (S t (p)) is defined as follows. Let π(p) := 0, F (Q(p)) = F − (Q(p)),
noting that π(p) ∈ [0, 1] since F − (Q(p)) ≤ p ≤ F (Q(p)). Now define S 0 (p) = 0 and
for t ∈ N. When F (Q(p)) = F − (Q(p)), so that P(X 1 = Q(p)) = 0, we have F − t (Q(p)) = p + S t (p)/t = F t (Q(p)) for all t ∈ N a.s. When F (Q(p)) > F − (Q(p)), we are still assured F − t (Q(p)) ≤ p + S t (p)/t ≤ F t (Q(p)) for all t ∈ N, as desired. In either case, the increments ∆S t (p) := S t (p) − S t−1 (p) are i.i.d., meanzero, and bounded in [−p, 1 − p] for all t ∈ N. This key fact allows us to bound the deviations of S t (p) using time-uniform concentration inequalities for Bernoulli random walks.
Proof of Theorem 1
As defined in (59), the increments of the process (S t (p)) ∞ t=1 ,
are i.i.d., mean-zero, and bounded in [−p, 1 − p]. Fact 1(b) and Lemma 2 of Howard et al. (2018a) verify that the process (S t (p)) is a sub-Bernoulli process with range parameters g = p, h = 1 − p. In fact, defining V t := p(1 − p)t and
it is straightforward to verify that the process (exp {λS t (p) − ψ(λ)V t }) ∞ t=1 is a supermartingale for all λ ≥ 0. We now invoke results from Howard et al. (2018b) to construct time-uniform bounds for the process (S t (p)) based on the above property:
• The sequence f t (p) is based on the polynomial stitched boundary of Howard et al. (2018b, equation 6 ), using the fact that a sub-Bernoulli process with range parameters g = p and h = 1 − p is also sub-gamma with scale c = (1 − 2p)/3 (Howard et al., 2018a, Proposition 1) . So Theorem 1 of Howard et al. (2018b) yields
If we replace (S t (p)) with (−S t (p)), which is sub-Bernoulli with range parameters g = 1 − p and h = p and therefore sub-gamma with scale c = 2p − 1, we obtain
A union bound yields the two-sided result
• The sequence f t (p) is based on a two-sided beta-binomial mixture boundary drawn from Proposition 6 of Howard et al. (2018b) , which therefore satisfies
By construction, F − t (Q(p)) ≤ p + S t (p)/t ≤ F t (Q − (p)) for all t, so that with (64) we have
We now use implications (49) and (55) to conclude
which is the desired conclusion. The same conclusion follows for f by using (65) in place of (64).
Proof of Proposition 1
The classical law of the iterated logarithm implies lim sup
Since u t = o( t −1 log log t), we have lim sup t→∞ ( F t (Q(p)) − p)/u t = ∞. Hence, with probability one, there exists t 0 such that F t0 (Q(p)) > p + u t0 . Then property (49) implies Q(p) ≥ Q t0 (p + u t0 ), which yields the desired conclusion.
Proof of Theorem 2
Our proof is based on inequality 13.2.1 of Shorack and Wellner (1986, p. 511) (cf. James, 1975) . We repeat the following special case; here (·) ± denotes that we may take either the positive part of (·) on both sides of the inequality, or the negative part on both sides.
Lemma 1 (Shorack and Wellner, 1986 , Inequality 13.2.1). Fix λ > 0, β ∈ (0, 1), and η > 1 satisfying (1 − β) 2 λ 2 ≥ 2(η − 1). Then for all integers n ≤ n having n /n ≤ η, we have
Now fix any η ∈ (1, 2A 2 ) satisfying γ(A, C, η) > 1, and for k = 0, 1, . . . , define the event
On the one hand, we have
On the other hand, we will show that, for each k ≥ 0, the conditions of Lemma 1 are satisfied with λ := A log log(eη k ) + C and β := 1 − 2(η − 1)/(A 2 C) = γ(A, C, η) η/(2A 2 ). It is clear that β ∈ (0, 1) since A, C, η, and γ(A, C, η) are all required to be positive. Also,
Hence, for each k, Lemma 1 implies
Applying the one-sided DKW inequality (Massart, 1990 , Theorem 1) then yields
Since γ(A, C, η) > 1, a union bound yields
after bounding the sum by an integral. Combining (71) with (76), we conclude
We note that Theorem 1 of Massart (1990) requires that the tail probability bound in (74) is less than 1/2. If this is not true, however, then our final tail probability will be at least one, so that the result holds vacuously. This completes the proof of the first part of the theorem.
To obtain the final claim, (18), note that the calculations in (74) and (76), together with the first Borel-Cantelli lemma, imply P(A + k or A − k infinitely often) = 0.
Proof of Corollary 1
Fix any > 0 and let A = 1/ √ 2 + . Applying Theorem 2 with m = 1 and any C > 0, the second result (18) implies lim sup
The conclusion follows since was arbitrary.
Proof of Corollary 2
Theorem 2 implies that F t (Q − (p)) ≥ F (Q − (p)) − g t /t uniformly over t ≥ m and p ∈ (0, 1) with high probability. Hence (50) implies Q − (p) ≥ Q −
Proof of Theorem 3
Our strategy is to show that g t yields a time-and quantile-uniform boundary for the sequence of functions S t :
The conclusion then follows by the same steps as in the proof of Theorem 1, inequalities (66) and (67).
Our argument is adapted from the proof of Theorem 1 of Howard et al. (2018b) . Similar to that proof, here we divide time t into an exponential grid of epochs demarcated by mη k for k ∈ Z ≥0 . For each epoch, we further divide quantile space (0, 1) into a grid demarcated by p kj based on evenly-spaced log-odds. We then choose error probabilities α kj for each epoch in the time-quantile grid, so that k≥0 j∈Z α kj ≤ α/2, giving a total error probability of α/2 for the upper bound on S t (p), with the remaining α/2 reserved for the lower bound.
We make use of the function ψ G,c (λ) := λ 2 /[2(1 − cλ)] for each c ∈ R (Howard et al., 2018a) . For each k ∈ Z ≥0 and j ∈ Z, let
.
For the (k, j) epoch in the time-quantile grid, we define the boundary
where c kj := (1 − 2p kj )/3, and λ kj ≥ 0 is chosen so that ψ G,c kj (λ kj ) = log(α −1 kj )/η k+1/2 (note ψ G,c kj (λ) increases from zero to ∞ as λ increases from zero towards 1/c kj , so such a λ kj can always be found). As in the proof of Theorem 1, we use the fact that S t (p) is a sub-gamma process with scale c = (1 − 2p)/3 and variance process V t = p(1 − p)t for each p ∈ (0, 1). Then Theorem 1(a) of Howard et al. (2018a) implies that, for each k ∈ Z ≥0 and j ∈ Z, we have
Taking a union bound over k and j, we have P(G) ≥ 1 − α where G is the "good" event
Now fix any t ∈ N and p ∈ (0, 1), and let
These choices ensure that mη kt ≤ t ∨ m < mη kt+1 and p kt(jtp−1) < p ≤ p ktjtp . From the definition of S t (p), for any p ∈ (0, 1) we have, on the event G,
The remainder of the argument involves upper bounding the right-hand side of (86) by an expression involving only t and p to recover (27).
To upper bound h ktjtp (t), we follow the steps in the proof of Theorem 1 of Howard et al. (2018b) (see eq. 41) to find, for all t ∈ N,
Assume p ≥ 1/2 (we will discuss the case p < 1/2 afterwards). Since p ktjtp ≥ p ≥ 1/2, we have p ktjtp (1 − p ktjtp ) ≤ p(1 − p) = r(p, t)(1 − r(p, t)). By (85), we have k t ≤ log η ((t ∨ m)/m) and |j tp | ∨ 1 = j tp ∨ 1 ≤ (t ∨ m)/m log(p/(1 − p))/(2δ) + 1. Hence
This completes the upper bound for h ktjtp (t); it remains to upper bound t(p ktjtp − p). Note that, by the definition of p kj ,
Our choice of j tp in (85) implies
The following technical result bounds the spacing between two probabilities in terms of their odds ratio:
Lemma 2. Fix any a > 0 and p ∈ [1/2, 1), and define q p by q p /(1 − q p ) = e a p/(1 − p). Then q p − p ≤ (a/2) p(1 − p).
We prove Lemma 2 below. Invoking Lemma 2 with a = 2δ/η kt/2 , we conclude
where the last step uses η kt+1 > (t ∨ m)/m. Combining (86) with (87), (89), and (92) yields the boundary g t .
The case p < 1/2 is very similar. Note that, by our choice of j tp in (85) and the definitions (80) of p kj and (22) of r(p, t), we are assured p ≤ p ktjtp ≤ r(p, t) ≤ 1/2. Starting at the step below (87), we again have p ktjtp (1 − p ktjtp ) ≤ r(p, t)(1 − r(p, t)), as desired. Also, |j tp | ∨ 1 = −j tp ∨ 1 ≤ √ t|log(p/(1 − p))|/(2δ) + 1, as desired. This shows that (89) continues to hold. Finally, using Lemma 2, we have
showing (92) holds.
We have thus verified the high-probability, time-and quantile-uniform upper bound S t (p) ≤ g t (p) in (79). For the lower bound, we repeat the above argument to construct a time-and quantile-uniform upper bound on S t (p) = −S t (1 − p). The process ( S t (p)) ∞ t=1 is also sub-gamma with scale (1 − 2p)/3, and for 0 < p 1 < p 2 < 1, the relation S t (p 1 ) ≤ S t (p 2 ) + t(p 2 − p 1 ) continues to hold, so that the step leading to inequality (86) remains valid. Then the above argument yields S t (p) ≤ g t (p) uniformly over t and p with high probability, i.e., S t (p) ≥ − g t (1 − p), as required in (79).
Proof of Lemma 2. Some algebra shows that
For p = 1/2, the right-hand side is decreasing in p, hence is maximized at p = 1/2:
≤ e a − 1 e a + 1 = tanh(a/2).
Since d dx tanh x x=0 = 1 and d 2 dx 2 tanh x ≤ 0 for x ≥ 0, we have tanh x ≤ x for x ≥ 0, from which the conclusion follows.
Proof of Theorem 4
Let k ∈ arg max k∈[K] Q k (π) denote an arm with optimal π-quantile, and q := Q k (π) the corresponding optimum quantile value. Denote the set of -optimal arms by A := {k ∈ [K] : Q k (π + ) ≥ q }.
First, we prove that if QLUCB stops, it selects an -optimal arm with probability at least 1 − δ. By our choice of u n and l n to give one-sided coverage at level δ/K, the proof of Theorem 1 and a union bound show that P ∃t ∈ N and k = k : U π k ,t < q or L π+ k,t > Q k (π + ) ≤ δ.
Suppose QLUCB stops at time T with some arm k ∈ A c , so that Q k (π + ) < q . Then it must be true that L π+ k,T ≥ U π k ,T , which implies that L π+ k,T > Q k (π + ) or U π k ,T < q must hold. But (96) shows that this can only occur on an event of probability at most δ. So with probability at least 1 − δ, QLUCB can only stop with an -optimal arm.
Next, we prove that QLUCB stops with probability one and obeys the sample complexity bound (36) with probability at least 1−δ. Let g n := n −1 (log log(en) + C) for n ∈ N , where C = (3/4) log(34K 2 /(δ(K −1)). We choose this quantity to eventually control the deviations of Q k,t (p) from Q k (p) uniformly over k, t and p, via Corollary 2. For each k ∈ [K], define
We will show that, once each arm has been sampled τ k times, the confidence bounds are sufficiently wellbehaved to ensure that QLUCB must stop, on a "good" event with probability at least 1 − δ. This will imply that QLUCB stops after no more than K k=1 τ k rounds on the "good" event, and this sum has the desired rate.
Define the "bad" event at time t,
We exploit our previous results to bound the probability that B t ever occurs:
Proof. First, by the definition of U π k,t and our choice of u n , the proof of Theorem 1(a) yields
We use a one-sided result here rather than the two-sided result stated in Theorem 1. For B 2 t , with A = 2 and any C > 1, the value η = 3/2 is feasible for the right-hand side of (20) in Corollary 2. These choices ensure γ 2 (A, C, η) > 4/3, so that the probability bound in (20) is upper bounded as follows:
Our choice of C makes the right-hand side equal to (K − 1)δ/K 2 . Hence, by a union bound,
Combining (100) with (102) via a union bound, we have P(∪ ∞ t=1 B t ) ≤ δ as desired.
The following lemma verifies that an arm's confidence bounds are well-behaved, in a specific sense, once the arm has been sampled τ k times and B 2 t does not occur. 
Proof. Suppose first that k ∈ A, which implies ∆ k ≤ . From the definition of L π+ k,t ,
since we are on (B 2 t ) c . Now using the definition of τ k twice, we have
again since we are on (B 2 t ) c . This last expression is the definition of U π k,t , so we are done with the first case. Now suppose instead that k ∈ A c , which implies ∆ k ≥ . The definition of U π k,t yields
since we are on (B 2 t ) c . Now the definition of τ k yields
using the definition of ∆ k in the final step.
Using Lemma 4, we can prove the above claim that QLUCB must stop when arms have been sampled sufficiently, so long as B t does not occur.
Lemma 5. On B c t , if N ht,t ≥ τ ht and N lt,t ≥ τ lt , then QLUCB must stop at time t.
Proof. We consider three cases in turn.
1. Suppose l t ∈ A. Then L π+ ht,t ≥ L π+ lt,t by the definition of h t , and L π+ lt,t ≥ U π lt,t by Lemma 4(a). So L π+ ht,t ≥ U π lt,t and QLUCB must stop.
2. Suppose l t ∈ A c and h t = k . Then L π+ ht,t ≥ U π ht,t by Lemma 4(a), while U π ht,t ≥ q by the definition of even B 1 t . Also, q > U π lt,t by Lemma 4(b). Hence L π+ ht,t > U π lt,t and QLUCB must stop. 3. Suppose l t ∈ A c and h t = k . Then U π k ,t ≤ U π lt,t by the definition of l t , and U π lt,t < q by Lemma 4(b). But U π k ,t < q implies B 1 t and hence B t , which contradicts our assumption. So this case cannot occur on B c t .
We can now show that QLUCB stops after no more than 
since whenever h t = k or l t = k, we have N k,t+1 = N k,t + 1. Hence P(T ≤ K k=1 τ k ) ≥ 1 − P(∪ ∞ t=1 B t ) ≥ 1 − δ using Lemma 3. It remains to show that T < ∞ a.s., and to show that K k=1 τ k has the desired rate. First, Corollary 1 of Howard et al. (2018b) implies that P(B 1 t infinitely often) = 0, while Theorem 2 implies P(B 2 t infinitely often) = 0. So, with probability one, there exists t 0 such that B t occurs for no t ≥ t 0 , and the above calculations show that T ≤ t 0 + K k=1 τ k . We conclude T < ∞ almost surely. Second, to show that K k=1 τ k has the rate given in (36), we use the following lemma, which bounds the time for an iterated-logarithm confidence sequence radius to shrink to a desired size. Lemma 6. Suppose (a n (C)) n∈N is a real-valued sequence satisfying a n = O( n −1 (log log n + C)) as n, C ↑ ∞. Then min {n ∈ N : a n (C) ≤ x} = O log log x −1 + C x as x ↓ 0, C ↑ ∞.
Proof. Our condition on a n (C) implies, for small enough x and large enough C, min {n ∈ N : a n (C) ≤ x} ≤ min n ∈ N : log(1 + log n) + C n ≤ x 2 A 2 =: t(x).
Use log(1 + x) ≤ x to see that log x = 2 log √ x ≤ 2( √ x − 1), and that
as n ≥ √ n. So n ≥ C 2 A 4 /x 4 implies that (log(1 + log n) + C)/n ≤ x 2 /A 2 , and we must have t(x) ≤ C 2 A 4 /x 4 + 1. Hence we may write t(x) = min n ∈ N :
which immediately yields t(x) ≤ A 2 [log(1 + log(1 + C 2 A 4 /x 4 )) + C]
as desired.
Examining the form of u n and l n given in (8) along with the definition of g n , we see that a n (C) = g n + [u n (π) ∨ l n (π + )] satisfies the condition of Lemma 6 with C = log(K/δ), which implies
Summing over k yields the desired sample complexity (36), completing the proof.
Proof of Theorem 5
We extend the definition of S t (p) from (59) to the two-armed setup: for k ∈ {1, 2}, let π k (p) := 0, F k (Q k (p)) = F − k (Q k (p)), p−F − k (Q k (p)) F k (Q k (p))−F − (Q k (p)) , F k (Q k (p)) > F − k (Q k (p)),
and define S k,0 (p) = 0 and, for t ∈ N,
The increments are mean-zero and bounded in [−p, 1 − p] conditional on the past, so the process (S k,t (p)) is sub-Bernoulli with variance process p(1 − p)t and scale parameters g = p, h = 1 − p (Howard et al., 2018a, Fact 1(b) ). Then the proof of Propositions 6 and 7 of Howard et al. (2018b) shows that the processes L k,t := M p,r (S k,t (p), p(1 − p)N k,t ),
L + k,t := M 1 p,r (S k,t (p), p(1 − p)N k,t ), and (123) L − k,t := M 1 1−p,r (−S k,t (p), p(1 − p)N k,t )
are nonnegative supermartingales with EL k,0 = EL + k,0 = EL − k,0 = 1, with respect to the filtration (F t ) generated by the observations. For the two-sided test, we form the product L t := L 1,t L 2,t , which is also a nonnegative supermartingale. Indeed, if we choose to sample arm 1 at time t, a choice which is predictable with respect to (F t ), then L 2,t = L 2,t−1 , so E L t F t−1 = L 2,t−1 E ( L 1,t | F t−1 ) ≤ L t−1 ; likewise if we choose to sample arm 2. Then Ville's inequality yields
Our goal is to lower bound L t under the null hypothesis H 0 : Q 2 (p) − Q 1 (p) = δ . Suppose we strengthen this hypothesis to Q 1 (p) = x 1 and Q 2 (p) = x 2 := x 1 + δ for some x 1 ∈ R. We still cannot compute S k,t (p) without knowledge of π k (p). But since π k (p) ∈ [0, 1], we are assured S k,t (p)/N k,t ∈ D k,t (x k ) for all t, so that log L k,t ≥ G k,t (x k ) for k = 1, 2, by the definitions of L k,t and G k,t . Hence, on the stronger hypothesis, we have log L t ≥ log G 1,t (x 1 ) + log G 2,t (x 1 + δ ), for all t ∈ N.
On H 0 , then, we have log L t ≥ min x∈R [G 1,t (x) + G 2,t (x + δ )] for all t ∈ N,
and the conclusion (41) for the two-sided test follows from (125) and (127).
For the one-sided test, we follow a similar argument. We form the product L 1 t := L + 1,t L − 2,t , which is a supermartingale by an analogous argument as that above for L t . Ville's inequality yields P ∃t ∈ N : L 1 t ≥ 1/α ≤ α. Now suppose we strengthen the null hypothesis to Q 1 (p) = x 1 and Q 2 (p) = x 2 ≤ x 1 + δ for some x 1 , x 2 ∈ R. Then the argument above shows that log L ± k,t ≥ G ± k,t (x k ) for k = 1, 2, so that log L 1 t ≥ log G + 1,t (x 1 ) + log G − 2,t (x 2 ) (128) 
and the conclusion (42) for the one-tailed test follows as before.
