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Abstract
Currently, coherent optical systems transmit large volumes of information thanks to the
use of high-order modulation formats. However, such modulation formats are more suscep-
tible to phase perturbations generated by imperfections in the lasers used in the transmit-
ter and receiver. This work focused on an analysis of laser imperfections and their impact
on the performance of coherent optical receivers with high-order modulation formats. In
particular, the two main sources of phase perturbations were evaluated: laser phase noise
and fluctuations in the operating frequency, an effect known as carrier frequency jitter.
First, the impact of laser imperfections was evaluated by simulations. Phase noise was
modeled as a Wiener process, and frequency jitter was assumed to be sinusoidal. The
results allowed to evaluate the behavior of the system under different conditions of fre-
quency and amplitude of the jitter signal. Later, the impact of phase perturbations was
evaluated through experiments. It was observed that the laser linewidth calculated by
existing methods is not sufficient to predict the behavior of the digital signal process-
ing algorithms under intense jitter conditions. Alternatively, the work suggested a more
convenient methodology for predicting the impact of laser perturbations on system per-
formance, which takes into account the composition of phase noise and carrier frequency
jitter.
Keywords: coherent optical systems; phase noise; phase perturbations; carrier frequency
jitter; sinusoidal frequency jitter; linewidth estimation; digital signal processing.
Resumo
Atualmente, os sistemas ópticos coerentes transmitem grandes volumes de informação
graças à utilização de formatos de modulação de alta ordem. No entanto, esses formatos
de modulação são mais suscetíveis a perturbações de fase geradas por imperfeições nos
lasers utilizados no transmissor e receptor. Este trabalho centrou-se em uma análise das
imperfeições do laser e seu impacto sobre o desempenho de receptores ópticos coerentes
com formatos de modulação de alta ordem. Em especial, avaliaram-se as duas fontes
principais de perturbações de fase: o ruído de fase do laser e as flutuações na frequência
de operação, efeito conhecido como jitter de frequência da portadora. Primeiramente,
investigou-se o impacto das imperfeições do laser por meio de simulações. O ruído de fase
foi simulado como um processo discreto de Wiener, e o jitter de frequência foi modelado
como uma forma de onda senoidal. Os resultados permitiram avaliar o comportamento do
sistema sob diversas condições de frequência e amplitude do sinal de jitter. Posteriormente,
o impacto das perturbações de fase foi avaliado por meio de experimentos. Observou-se
que parâmetro de largura de linha calculado por métodos existentes não é suficiente para
prever o comportamento dos algoritmos de processamento digital de sinais sob condições
intensas de jitter. Alternativamente, o trabalho sugeriu uma metodologia mais conveniente
para prever o impacto das perturbações do laser no desempenho do sistema, que leva em
consideração a composição de ruído de fase e jitter de frequência.
Palavras-chaves: sistemas ópticos coerentes; ruído de fase; perturbações de fase; jitter
de frequencia da portadora; jitter de frequência senoidal; estimação de largura de linha,
processamento digital de sinais.
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Currently, advanced coherent optical systems play a prominent role in the field
of wired digital communications. Due to their efficiency and very high information capac-
ity, they are able to transmit vast amounts of data at long distances with high system
performance. For many years, direct detection optical systems supported the traffic de-
mands using simple on-off keying (OOK) as modulation format. However, the massive
increase in worldwide data flow, brought about by the increase in IP services and video
streaming, has challenged the current (and expensive) telecommunication infrastructure.
Therefore, advanced systems that are able to work under the current infrastructure are
demanded, not just for longer link reaches, but also for higher transmission capacities.
Ideally, it is necessary to drastically increase the capacity of optical systems without losing
the huge investments in current infrastructure. The most convenient alternative to reach
this goal is to raise the system spectral efficiency by incorporating high-order modula-
tion formats, such as quadrature phase shift keying (QPSK) and quadrature amplitude
modulation (QAM). These techniques are able to send a higher number of bits in a given
spectral range when compared to the common OOK. Consequently, they are able to in-
crease the bit transmission rate without increasing of the required bandwidth, or able
to decrease the symbol rate (and therefore the required bandwidth) while maintaining
the bit rate. Naturally, intermediate configurations between these two extremes are also
possible.
The detection process of phase-modulated signals requires a considerable amount
of computational effort and has to be carried out by means of a coherent detector. For
this reason, innovations like wavelength division multiplexing (WDM), erbium doped fiber
amplifiers (EDFA) and dispersion compensating fibers (DCF) have been implemented for
maintaining the low complexity of OOK systems, since these approaches enhance the ca-
pacity and the link reach without the need of drastic changes in the receiver architecture
(FARJADY; PARKER, 2002), (DESURVIRE et al., 1991), (RAMACHANDRAN, 2007).
Nevertheless, in reality, the information transmission requirements have been growing in
such a way that the use of high-order modulation and coherent detection methods are
mandatory to keep up with the exponential increase in Internet traffic.
Coherent detection is based on a coherent combination between the received
modulated signal and a reference signal derived from a local oscillator through an optical-
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to-electrical conversion device. Equally important is a subsequent digital signal process-
ing (DSP) stage, which is incorporated for compensating fiber impairments. This kind of
receiver brings important benefits into the system. First, it increases the optical receiver
sensitivity which, by itself, allows for greater link span losses. Second, it enables the use
of more spectrally efficient modulation formats. Finally, instead of implementing costly
physical impairment compensation devices, coherent detection allows for significant dig-
ital signal processing gains. Such improvements embody DSP compensations for several
transmission impairments, such as chromatic dispersion (CD), polarization mode disper-
sion (PMD), carrier signal offsets, spectrum narrowing, etc. (ZHANG, 2012). It should
be emphasized, however, that coherent reception produces some additional impairments,
which have to be compensated by specific DSP algorithms. Carrier phase noise, which is
one of the most representative of these impairments, arises due to the non-monochromatic
nature of the employed lasers. Phase noise appears as a random symbol phase variation
that can result in a total reference loss of the quadrature and in-phase received components
with respect to the transmitted constellation. Nevertheless, efficient DSP carrier recovery
algorithms are able to restore the correct symbol phases before the decision stages.
The phase noise intensity is higher for wider linewidth lasers. Therefore, in-
tense research efforts are focused on developing narrow-linewidth lasers in an attempt
to raise the performance of phase-noise-sensitive systems. The need for narrow-linewidth
lasers challenges manufacturers not just in the fabrication processes but also in the laser
characterization. A new generation of narrow linewidth lasers requires more accurate
measurement techniques, in consequence, a vast literature about semiconductor lasers
characterization can be found. For instance, the work in (OKOSHI et al., 1980) intro-
duces a novel method able to increase the resolution of the existing linewidth estimation
mechanisms. Here, the technique receives the name of delayed self-homodyne interfer-
ometer (DSHI) and the results show how a 50-kHz resolution can be obtained. Later,
(TSUCHIDA, 1990) proposes an improvement on the DSHI. It is shown that a resolu-
tion increment can be obtained by the inclusion of a recirculating delay that allowed
the same fiber segment to be used multiples times. However, the large losses limit the
method contributions. In (DAWSON et al., 1992), a new approach called the recircu-
lating delayed self-heterodyne interferometer with loss compensation was developed, in
order to relieve the limitations of the setup proposed in (TSUCHIDA, 1990). Other im-
portant techniques have been developed (LUDVIGSEN et al., 1998), (KIM et al., 1999),
(DUTHEL et al., 2009), (CHEN et al., 2011), (MAHER; THOMSEN, 2011), (HUYNH et
al., 2012), (KOJIMA et al., 2015), (SUTILI et al., 2016), all with the target of providing
robust techniques that allow estimating narrow linewidths for an accurate semiconductor
laser characterization.
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A second source of phase perturbation originates from the frequency deviation
between the two lasers, which adds a phase shift between consecutive samples that is pro-
portional to itself. Theoretically, this frequency drift is slowly varying, in which case the
phase effects are compensated in two stages, consisting of frequency recovery, followed by a
carrier phase recovery. In practical implementations, the inevitable mechanical vibrations
modify the laser oscillation frequencies, resulting in a random variable for the frequency
offset, (SELMI et al., 2009), (HOFFMANN et al., 2008a) a phenomenon which is known
as carrier frequency jitter (CFJ). It has been recently shown that laser frequency vari-
ations caused by mechanical disturbances significantly degrade the performance of feed-
forward carrier phase recovery (CPR) algorithms (GIANNI et al., 2011). Consequently,
in order to avoid such degradations, the frequency offset should be compensated before
the CPR block. Frequency fluctuations have been modeled as a low frequency sinusoid
(KUSCHNEROV et al., 2010), (PIYAWANNO et al., 2010), (GIANNI et al., 2013), an
assumption that was supported by experimental measurements in (FERREIRA, 2017).
However, in other laser architectures, different waveforms can be observed.
In (QIU et al., 2013), a low complexity frequency recovery algorithm for track-
ing the frequency offset over time is proposed. Here, CPR is implemented by means of
a digital phase-locked loop (DPLL) method. The suggested algorithm is evaluated in
both serial and parallel contexts for QPSK and 16-QAM. The simulation results show
that the described algorithm is capable of effectively compensating the frequency off-
set fluctuations. In (KUSCHNEROV et al., 2010) and (PIYAWANNO et al., 2010), the
Viterbi&Viterbi (V&V) and DPLL performances against frequency offset drift are eval-
uated in a polarization multiplexing (PM) context for PM-QPSK and PM-16-QAM, re-
spectively. The work in (GIANNI et al., 2011) presents two carrier recovery architectures
for QPSK, denoted as S-DPLL+VV and P-DPLL+VV, consisting in a serial DPLL and
a parallel DPLL, respectively for frequency offset drift compensation and the V&V as
phase recovery method for both cases. In (GIANNI et al., 2013) the previous scheme is
extended for 16-QAM.
1.2 CONTRIBUTIONS
This thesis first evaluates the impact of both phase noise and CFJ on the
performance of high-order QAM systems by simulation. Phase noise is modeled as a dis-
crete Wiener process, and CFJ is simulated as a sinusoidal waveform. The work reveals
the relation between the system performance degradation and the intensity of transceiver
imperfections. In a second stage of this thesis, the impact of laser imperfections is carried
out from a practical perspective supported by experimental data. Is is shown that current
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methods for linewidth estimation fail under intense CFJ levels. To circumvent this prob-
lem, we developed a methodology to combine CFJ and phase noise metrics for predicting
the DSP performance with improved accuracy.
The rest of this work is structured as follows: Chapter 2 presents the basis
of coherent optical systems as well as the main transmission impairments. Chapter 3,
explains some semiconductor lasers fundamentals and highlights the phase perturbations
generated by laser imperfections. Simulation results are presented in Chapter 4. Chapter
5 focuses on the processing of experimental data. Lastly, Chapter 6 concludes the thesis.
28
2 COHERENT OPTICAL COMMUNICA-
TION SYSTEMS
A coherent optical communication system is composed of three general blocks,
as illustrated in Figure 2.1. The transmitter is a set of optoelectronic devices that converts
the information signal into the optical domain for fiber transmission. The physical channel
is the optical path composed of optical filters, the optical fiber and amplifiers. The receiver
is an arrangement of elements that translates the received signal to the electric domain
and compensates eventual transmission impairments. The modules that compose these












Figure 2.1 – An optical communication system.
2.1 TRANSMITTER
In the transmitter block, firstly, an input bit sequence is mapped into a specific
constellation according to the digital modulation format. Then, the corresponding symbol
sequence goes through a pulse shaping stage. Later, the electric analog signal modulates
an optical carrier, which is injected into the optical fiber for transmission.
2.1.1 Digital mapping
The mapping of a binary sequence into a digital constellation allows increasing
the system capacity. Multilevel modulation formats provide a higher spectral efficiency as
they convey several bits using only one symbol. In a M-QAM system, with M denoting
modulation order, each symbol corresponds to k bits, where k = log2M. According to
(HAYKIN, 2001), the rule that governs the symbol construction is given by:
𝑠𝑖 = 𝐴𝑖 + 𝑗𝐵𝑖 (2.1)
where 𝑖 = 1, 2, 3...𝑀 points the location of the symbol within the constellation. In Eq. 2.1,
𝑗 is the imaginary unit and 𝐴 and 𝐵 are two integer vectors whose elements depend on the
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modulation order. For 4-QAM 𝐴,𝐵 ∈ {±1}, for 16-QAM 𝐴,𝐵 ∈ {±1,±3}, for 64-QAM
𝐴,𝐵 ∈ {±1,±3,±5,±7} and for 256-QAM 𝐴,𝐵 ∈ {±1,±3,±5,±7,±9,±11,±13,±15}.
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Figure 2.2 – M-QAM constellations.
The increment of the modulation format order raises the system spectral effi-
ciency, nevertheless, the reduction of the distance among symbols makes the system less
robust to additive noise and phase perturbations. Usually, the digital mapping is per-
formed through the common Gray mapping, which, when employed in high-order mod-
ulation formats, is susceptible to high levels of phase perturbations. An intense phase
perturbation can cause a significant rotation in the constellation and give rise to cycle
slips (MEYR et al., 1998). In square QAM constellations, the signal is invariant under a
rotation of 2𝜋/𝑀 . Then, when random data is transmitted, the carrier synchronizer can-
not distinguish between an angle 𝜃 and an angle 𝜃 plus an integer multiple of 2𝜋/𝑀 . This
limitation produces catastrophic errors at reception as the symbols carry useful informa-
tion in their phases. A better option for mapping bits to a digital constellation consists in
generating a QAM sequence that does not convey information in the phases of the sym-
bols, instead, use the difference of phase between two consecutive symbols. This approach
is known as differential encoding. In a differential encoding context, the phase of the 𝑛𝑡ℎ
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symbol is the phase difference between the transmitted symbols in instants (𝑛+1) and 𝑛
(MEYR et al., 1998). At the receiver, symbols are detected coherently, and the phase of
the symbols is obtained as the phase difference between consecutively detected symbols.


















Figure 2.3 – 16-QAM bit to symbol assignment through differential encoding.
The binary sequence is first divided into sets of four bits. To assign to each set
a point in the complex plane, the four bits have to be analyzed separately in groups of
two. The first two bits indicate the quadrant, and the last two bits designate the position
within the quadrant. After quadrant selection, the symbol distribution is carried out as
shown in Figure 2.3 (PFAU et al., 2009), (FATADIN et al., 2010). In the 64-QAM case,
the procedure is basically the same, nevertheless, the binary sequence is initially divided
into groups of six bits. Thus, the first pair of bits defines the quadrant jump, while the
last four the position within the quadrant. Figure 2.4 shows the differential encoding for
64-QAM deduced from Figure 2.3. At reception, differential decoding uses the same logic
to revert the encoding process, generating the detected binary sequence that is ideally
equal to the transmitted one. In general, differential encoding offers a higher robustness
against phase perturbations, nevertheless, it causes a system performance penalty because
of correlated neighboring errors.





























































Figure 2.4 – 64-QAM bit to symbol assignment through differential encoding.
2.1.2 Pulse shaping
Once at the mapper output, the symbol sequence passes through a shaping
filter. The pulse shaping block allows representing the symbol sequence in an electrical
analog signal suitable for electro-optical conversion. There are several pulse shapes, but
the highest spectral efficiency is achieved by Nyquist pulses.
2.1.2.1 Nyquist pulse shapes
According to Nyquist, bandwidth-limited systems present a restriction over
their symbol transmission rate. The symbol rate of a system with bandwidth W cannot
exceed 2W symbols per second without intersymbol interference (ISI) (BARRY et al.,
2004). The restriction of a symbol rate to 2W symbols per second is known as Nyquist rate.
Thus, the minimum bandwidth required to avoid ISI is half the symbol rate, however, not
just any pulse with this bandwidth will do. The pulse spectrum that satisfies the Nyquist
criterion is illustrated in Figure 2.5, where 𝑇 is the symbol period. As the frequency
response of the Nyquist pulse is a rectangular waveform, its impulse response is given by:
𝑔(𝑡) = sin(𝜋𝑡/𝑇 )
𝜋𝑡/𝑇
, (2.2)
and corresponds to the sinc function shown in Figure 2.6. The minimum bandwidth
(𝑊 = 1/2𝑇 ) is desirable, but the ideal band-limited pulse is impractical. Because of that,
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Figure 2.6 – Nyquist pulse in time domain.
new pulse shapes are suggested for practical implementation. This is the case of the raised
cosine filter, in which the bandwidth W is larger than its minimum value by a factor of
1 + 𝛼𝑟𝑜𝑙𝑙−𝑜𝑓𝑓 as:
𝑊 = 1 + 𝛼𝑟𝑜𝑙𝑙−𝑜𝑓𝑓2𝑇 , (2.3)
where 𝛼𝑟𝑜𝑙𝑙−𝑜𝑓𝑓 is the excess bandwidth parameter or roll-off parameter. For the ideal
case, 𝛼𝑟𝑜𝑙𝑙−𝑜𝑓𝑓 = 0 and there is no excess-bandwidth. Increasing the excess-bandwidth
simplifies implementation but, of course, transmission requires more channel bandwidth.







1− (2𝛼𝑟𝑜𝑙𝑙−𝑜𝑓𝑓 𝑡/𝑇 )2
)︃
(2.4)
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and its frequency response corresponds to:
𝐺(𝑓) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩






|𝑓 | − 1−𝛼𝑟𝑜𝑙𝑙−𝑜𝑓𝑓2𝑇
)︁]︁
for 1−𝛼𝑟𝑜𝑙𝑙−𝑜𝑓𝑓2𝑇 < |𝑓 | < 1+𝛼𝑟𝑜𝑙𝑙−𝑜𝑓𝑓2𝑇
0 for 1+𝛼𝑟𝑜𝑙𝑙−𝑜𝑓𝑓2𝑇 < |𝑓 | .
(2.5)
Figure 2.7 shows the frequency response of the raised cosine filter for different
𝛼𝑟𝑜𝑙𝑙−𝑜𝑓𝑓 values.
















Figure 2.7 – Frequency response of the raised cosine filter.
Raised cosine filters are commonly used in current communications systems,
however, the most used configuration to avoid ISI consists in implementing a root raised
cosine filter in transmission and a root raised cosine filter as a matched filter at reception.
On the other hand, the matched filter can also be implemented by an adaptive filter for
tracking the eventual dynamicity of the channel (BARRY et al., 2004).
2.1.3 Electro-optical conversion
Electro-optical conversion is carried out through an optical modulator. The
optical modulator modulates an optical carrier by an electric signal that contains the
information to be transmitted. The modulation process is usually realized in one of two
ways, by direct modulation of a light source, or by using an external modulator. Direct
modulation is characterized by the interrupted operation of the optical source (on-off)
depending on the information signal. This operation principle makes direct modulation
simple and inexpensive, however, it does not allow generating multi-level signals and
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the resulting pulses are considerably chirped (RAMASWAMI et al., 2010). On the other
hand, external modulation consists in modulating a continuously operated light source
using an additional device. The need for more components makes external modulation
more expensive, but it has the advantage of minimizing undesirable effects, particularly
chirp.
Within external optical modulators, the Mach-Zehnder modulator (MZM) is
an interferometric structure that performs intensity modulation using the principle of








Figure 2.8 – Mach-Zhender modulator. 𝑃𝑖𝑛𝑀𝑜𝑑: input signal. 𝑃𝑜𝑢𝑡𝑀𝑜𝑑: output signal
The light entering the MZM is divided into two paths. Each path presents
a phase modulator whose phase modulation depends on the waveguide refractive index.
Then, varying the refractive index by means of the application of an external voltage allows
to control the phase shift between paths. In this way, after the recombination of the two
electric fields, the interference varies between constructive and destructive, depending on
the relative phase delay between the two arms. In practice, there is a voltage 𝑉𝜋 which,
when applied to the signal, causes a phase delay of 𝜋 radians. The pull-push configuration
consists in applying two voltages such that 𝑣1 = −𝑣2 = 𝑉 , where 𝑉 is related to the
output power according to:






that is, always that 𝑣1 and 𝑣2 make 𝑉 be (2𝑘 + 1) × 𝑉𝜋 with 𝑙 ∈ 0, 1, 2, ..., then, the
interference between arms is totally destructive and there is no any output power. Other-
wise, when 𝑉 is (2𝑘)× 𝑉𝜋 with 𝑘 = 0, 1, 2, ..., both arms interfere constructively and the
output power is maximum. Figure 2.9 shows the MZM output with respect to voltage 𝑉 .
Note that, with this modulator configuration, it is possible to obtain binary phase shift
keying (BPSK) modulation.
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Figure 2.9 – Output power of the MZ modulator.
For higher order modulation formats, a new structure is constructed from the
combination of two MZM. The in-phase and quadrature modulator (IQM) is shown in
Figure 2.10. In this modulator, the input signal is equally divided between the in-phase
(I) and quadrature (Q) arms. The signal of the quadrature arm passes through a phase
modulator and experiences a delay of 𝜋/2 radians, so that the signal modulated in the
MZM of arm Q is orthogonal to the signal modulated in the MZM of arm I. Finally, the
signals from these two arms are recombined at the output of the modulator. As each MZM
generates a signal that carries information in only one component (I, Q), the combination










Figure 2.10 – IQ modulator.
In a polarization multiplexing system, the optical modulator integrates two
IQM, as illustrated in Figure 2.11. Besides, it integrates a polarization beam splitter (PBS)
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for splitting the input signal. After the modulators, the signals in both arms are again







Figure 2.11 – IQ modulator with polarization multiplexing.
2.2 OPTICAL CHANNEL
The optical fiber imposes several perturbations to the signal, such as fiber loss,
CD, PMD, and non-linear effects (AGRAWAL, 2002), leading to a received signal which
is a corrupted version of the transmitted one. In addition, in amplified systems, another
source of perturbation appears from amplified spontaneous emission noise (ASE).
2.2.1 Amplified spontaneous emission (ASE)
In an amplified system, stimulated emission is the physical principle behind sig-
nal amplification. As it was initially studied by Einstein (PAULI, 1994), stimulated emis-
sion refers to photon generation due to the atom transition from its higher energy level E2
(excited state) to its lower energy level E1 (ground state) in the presence of an electromag-
netic field. The generated photons through stimulated emission not only have the same
energy as the incident photons, but also the same direction of propagation, phase, and
polarization (AGRAWAL, 2002), (RAMASWAMI et al., 2010), (DEMTRöDER, 2005).
Therefore, the amplification process is the result of the contribution of generated photons
that add constructively to the incident field. On the other hand, in spontaneous emission,
photons are emitted in random directions, polarizations, and phases (RAMASWAMI et
al., 2010). Consequently, amplified spontaneous emission appears as noise at the output
of the amplifier and becomes a source of degradation of the system performance.
The power spectral density (PSD) of spontaneous-emission-induced noise 𝑆𝑠𝑝(𝑣)
is nearly constant in the signal bandwidth. Thus the ASE noise can be treated as additive
white Gaussian noise. According to (AGRAWAL, 2002), 𝑆𝑠𝑝(𝑣) is given by:
𝑆𝑠𝑝(𝑣) = (𝐺− 1)𝑛𝑠𝑝ℎ𝜈, (2.7)
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where ℎ is Planck’s constant, 𝜈 is the optical frequency, and the parameter 𝑛𝑠𝑝 is the
spontaneous emission factor, defined as:
𝑛𝑠𝑝 =
𝑁2
𝑁2 −𝑁1 , (2.8)
where 𝑁1 and 𝑁2 are the atomic populations for the ground and excited states, respec-
tively.
In optical systems, the optical signal-to-noise ratio (OSNR) is an important




where 𝑃𝑇 is the total power of the signal considering two polarization orientations and
𝐵𝑟𝑒𝑓 is the reference bandwidth, whose typical value is 12.5 GHz, corresponding to a 0.1
nm resolution bandwidth of optical spectrum analyzers at 1550 nm.
The most popular measure of communications systems performance is the bit
error rate (BER), which corresponds to the ratio between the number of bits detected with
error and the total amount of transmitted bits. Relating BER and OSNR allows analyzing
the robustness of the system against different sources of degradation. For deriving a
mathematical expression that relates these two parameters, it is necessary to user another
well-known parameter, the signal-to-noise ratio (SNR). The SNR is a measure of the signal





where 𝐸𝑠 is the total signal energy and 𝑁0 is the noise PSD. The relation between SNR






















where erfc denotes the complementary error function. Finally, for a system with additive
white Gaussian noise (AWGN) and Nyquist pulse shaping, it is possible to relate SNR
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where 𝑝 is the number of polarization modes and 𝑅𝑠 refers to the symbol rate. Therefore,
from Eqs. 2.11, 2.12, 2.13 and 2.14 a theoretical bond amidst BER and OSNR is obtained.
2.2.2 Fiber losses
One of the most important limitations of optical fiber transmission is the
signal attenuation during its propagation as result of fiber losses. Consequently, at the
end of the link, the signal experiences a power reduction that can hamper its detection
(KEISER, 2000). The sensitivity parameter determines the minimum amount of power
required in reception for recovering the signal for a certain BER, limiting the distance
between transmitter and receiver. This condition gives rise to the need of amplifiers in
order to compensate for accumulated losses. However, each amplification stage contributes
to additional system costs (AGRAWAL, 2002) and noise.
For fiber losses characterization, the attenuation coefficient 𝛼 is defined in




where 𝑃𝑎𝑣 is the average optical power and 𝑧 the propagation distance. Thus, if 𝑃𝐼𝑛 is the
power launched at the input of a fiber with length 𝐿, the output power 𝑃𝑂𝑢𝑡 is given by:
𝑃𝑂𝑢𝑡 = 𝑃𝐼𝑛 𝑒−𝛼𝐿. (2.16)







Two of the main sources of fiber losses are material absorption and Rayleigh
scattering. Absorption losses are related to the materials that compose the fiber. On the
other hand, scattering losses take place because of microscopic variations in the material
density, producing a fluctuation in the refractive index (BAGAD, 2007). Figure 2.12,
shows the attenuation profile for the wavelength window between 1100 nm and 1700 nm
in a standard single mode fiber (SSMF).
It can be observed in Figure 2.12 that the region with lower attenuation, and
consequently the most suitable for long-haul transmission, is approximately between 1530
nm and 1625 nm that, according to (NAGAYAMA et al., 2002), corresponds to the C
(1530 nm – 1565 nm) and the L (1565 nm – 1625 nm) bands.
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Figure 2.12 – Attenuation value for SSMF over optical channels. Adapted from (ZHANG,
2012).
2.2.3 Chromatic dispersion
In an optical fiber, the refractive index is wavelength dependent. Then, as the
light pulse propagating through the fiber is composed of different spectral components,
groups of wavelengths travel with a different velocities, arriving at different times at the
receiver. This phenomenon generates pulse broadening, an effect known as chromatic
dispersion (CD) (SHAPIRO, 1975), (SABRA, 1981), (CANTOR, 1983). CD is the result
of two main contributions. First, material dispersion arises because the refractive index of
silica is frequency dependent. The second CD component is called waveguide dispersion
and takes place because the pulse energy does not propagate entirely in the core. The
power distribution between core and cladding is wavelength dependent, and the effective
index depends on the power distribution (RAMASWAMI et al., 2010).
For mathematical modeling of CD, one can consider a single-mode fiber of
length 𝐿 and a transmitted pulse with spectral linewidth Δ𝜔. A specific spectral compo-
nent at the frequency 𝜔 arrives at the output end of the fiber after a time delay 𝑇 = 𝐿/𝑣𝑔,
where 𝑣𝑔 is the group velocity, defined as (AGRAWAL, 2002):
𝑣𝑔 = (𝑑𝛽/𝑑𝜔)−1. (2.18)
The propagation constant 𝛽 can be related to the angular frequency 𝜔, speed of light 𝑐
and effective index ?¯? as follows:
𝛽 = ?¯?(𝜔/𝑐). (2.19)
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where 𝛽2 = 𝑑2𝛽/𝑑𝜔2 is known as the group-velocity dispersion (GVD) parameter. Eq. 2.20








Δ𝜆 = 𝐷𝐿Δ𝜆. (2.21)










Dispersion compensating fibers (DCF) are often used to mitigate CD (GRUNER-
NIELSEN et al., 2005). Theses special fibers are designed to have the opposite 𝐷 param-
eter than the SSMF, therefore, they are able to revert the dispersive effect experienced
by the signal after transmission for compensating the accumulated dispersion. Never-
theless, DCFs contribute to additional insertion losses. Therefore, chromatic dispersion
compensation through digital signal processing has been widely used in coherent optical
systems.
2.2.4 Polarization mode dispersion (PMD)
In a single-mode optical fiber, the fundamental mode is composed of two or-
thogonally polarized components known as vertical and horizontal polarizations, or also
referred as X and Y polarizations. Over ideal conditions, through an optical fiber without
imperfections and with circular symmetry, both polarizations propagate with identical
group velocities. In practice, however, the fiber cross-section deviates from circular to el-
liptical due to external stresses or fabrication irregularities, resulting in birefringence. In
a birefringent fiber, orthogonal polarizations travel with different group velocities, giving
rise to the concept of fast and slow axis. Under this condition one of the polarizations
arrives earlier at the link end, generating a pulse broadening known as polarization mode
dispersion (PMD) (RASHLEIGH; ULRICH, 1978), (POOLE; WAGNER, 1986), (GAL-
TAROSSA, 2005). Figure 2.13 illustrates the PMD effect.
In fibers used for optical transmission links, birefringence is a random phe-
nomenon since the variations in the core format are not constant, therefore, the delay
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Time Time





Figure 2.13 – Polarization mode dispersion.
between both polarizations will be random too. Thus, the differential group delay (DGD)




where 𝑃𝑃𝑀𝐷 is the PMD parameter of a fiber with length L, measured in 𝑝𝑠/
√
𝑘𝑚.
The energy interchange between both polarization modes causes information
coupling, resulting in polarization interference. In consequence, the fields at end of the
link are an altered version of the originals ones. Linear effects on the polarization suffered
by the optical signal when propagating through the fiber can be represented using Jones
formalism (JONES, 1942). According to Jones formalism, the electric fields received at






where 𝐸𝑅,𝑋 and 𝐸𝑅,𝑌 are the electric fields of the signals received in polarizations X and
Y, respectively, while 𝐸𝑇,𝑋 and 𝐸𝑇,𝑌 are the transmitted electric fields. Matrix J is defined
in frequency domain as:
J =
⎡⎣𝐻𝑋𝑋 𝐻𝑋𝑌
𝐻𝑌 𝑋 𝐻𝑌 𝑌
⎤⎦ . (2.25)
In Eq. 2.25, 𝐻𝑖𝑗 𝑖, 𝑗 ∈ (𝑋, 𝑌 ), is the influence of the input signal in polarization
𝑗 on the output signal in polarization 𝑖. In order to compensate for the effect of PMD in
digital form, the Jones inverse matrix must be estimated and its evolution over time must
be tracked. The above procedure is implemented by means of an equalizer, whose coeffi-
cients are dynamically updated in order to keep up with the time-varying characteristics
of the transmission medium.
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2.2.5 Nonlinearities
This thesis does not intend to go into details about non-linear perturbations.
However, it is important to remark that during its propagation through the optical fiber,
the signal is disturbed by mainly two kinds of non-linear effects, inelastic light scatter-
ing and phase modulations. Two examples of inelastic scattering are Brillouin scattering
(BRILLOUIN, 1922) and Raman scattering (RAMAN, 1928). In both phenomena, the
frequency of a photon propagating through the optical fiber is shifted to a lower frequency
so that the energy difference appears in the form of a phonon. These scattering processes
result in a loss of power at the incident frequency, however, that loss is negligible at low
power levels. On the other hand, at high powers levels, the scattering becomes important.
As Brillouin scattering occurs only in the backward direction, it not only decreases the
power in the incident frequency, but it can also cause damage to the transmitter. Ra-
man scattering, in turn, takes places in both, backward and forward directions. Although
scattering may affect the performance of the system, Raman scattering can be used to
amplify an optical signal by transferring energy to it from a pump beam.
Nonlinear phase modulation appears with a nonlinear dependence of the refrac-
tive index with power, a phenomenon known as Kerr effect (KERR, 1875), (DZIEDZIC et
al., 1981), (WEINBERGER, 2008). The Kerr effect can give rise to three types of nonlin-
ear effects, self phase modulation (SPM), cross phase modulation (XPM) and four wave
mixing (FWM). SPM only has impact in single channel systems with high levels of CD.
On the other hand, XPM is significative in WDM systems because the phase modulation
of a specific channel depends not only on the optical power in this channel but also on the
optical power in all channels. Finally, FWM arises in systems that transmit information
on several frequencies. FWM consists in the generation of new frequencies due to the
mixing of existing frequencies. These new frequencies can cause interference with other
existing signals (AGRAWAL, 2002), (RAMASWAMI et al., 2010).
2.3 RECEIVER
After the optical channel, the receiver must carry out opposite processes on the
received sequence for recovering the transmitted signal. In systems in which the spectral
efficiency is raised by means of phase-modulated formats, a coherent receiver is required,
giving rise to coherent optical systems (OKOSHI; KIKUCHI, 1988). A coherent receiver
is composed of a set of building blocks as follows.
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2.3.1 Front-end
The front-end uses a local oscillator laser and a photo-detector arrangement for
obtaining the electric signals that correspond to the in-phase and quadrature components.
The resulting analog electrical signal needs to be further converted to the digital domain
and processed for recovering the transmitted information. Figure 2.14 shows the structure



































Figure 2.14 – Block diagram of a front-end with balanced detection for a single polariza-
tion system.
As shown in Figure 2.14, the optical front-end contains a local oscillator which
generates the reference signal for the coherent mixing. The receivers can be classified
as homodyne, heterodyne or intradyne, depending on the degree of similarity between
the nominal central frequencies of the transmitter laser and the local oscillator laser.
In a homodyne receiver, the lasers central frequencies are nominally identical, while in
a heterodyne both frequencies differ by a large value, which is typically about twice
the received signal baseband bandwidth. Practical implementation of these two kinds of
coherent receivers is quite challenging regarding complexity and cost constraints. On the
other hand, the intradyne receiver compensates the disadvantages of complexity, cost,
sensitivity and bandwidth requirements of other architectures by using DSP algorithms.
In this type of receiver, the center frequencies of the signals are not exactly the same,
but similar, presenting a small offset which can be compensated by means of advanced
algorithms in the DSP stage (LEVEN et al., 2007).
The 90∘ 2x4 hybrid promotes the linear combination between the received
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signal and the reference signal. It is composed of four 3 dB couplers and one 90∘ phase
shifter. The mathematical process that describes the generation of its four outputs is
primarily based on the transference function of a 3 dB coupler H which, according to























where 𝐸𝑟(𝑡) and 𝐸𝐿𝑜(𝑡) are the fields of received signal and local oscillator signal, respec-
tively.












































From Eqs. 2.35-2.38, the transfer function that relates the inputs and outputs

















Signal mixing is carried out by the photo-detection process. The photo-detection
block is formed by two pairs of balanced photo-detectors which carry out the optical-
electrical conversion. In simple terms, a photo-detector generates a current 𝐼𝑝 that is
proportional to the input power 𝑃𝑖𝑛𝑝𝑑 as indicated by (AGRAWAL, 2002):
𝐼𝑝 = 𝑅𝑃𝑖𝑛𝑝𝑑, (2.40)
where 𝑅 is the responsivity factor. The responsivity of a photo-detector is an indicator of
its conversion efficiency 𝜂 and can be derived as:




where 𝑞, ℎ and 𝜈 are the electron charge, Planck’s constant and optical frequency, respec-




Subsequently, based on Eqs. 2.35-2.38 and 2.40, the photo-currents correspond-
ing to in-phase and quadrature components of the detected electrical signal are given by:
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The electric fields of the received and local oscillator signal can be then defined
as (HO, 2005):
𝐸𝑟(𝑡) = [𝐴𝑠(𝑡)𝑒𝑗𝜑𝑠(𝑡) + 𝜂𝑠(𝑡)]𝑒𝑗𝜔𝑜𝑡, (2.45)
and
𝐸𝐿𝑜(𝑡) = [𝐴𝐿𝑜 + 𝜂𝐿𝑜(𝑡)]𝑒𝑗𝜔𝐿𝑜𝑡, (2.46)
where 𝐴𝑠 and 𝐴𝐿𝑜 are the amplitudes of the received signal and the local oscillator signal,
respectively. One can note that while the optical signal amplitude is variant over time,
the amplitude of the signal coming from the local oscillator is constant. In addition, 𝜑𝑠 is
the optical signal phase and 𝜔𝑜 and 𝜔𝐿𝑜 are the angular frequencies of the optical carrier
and the local oscillator signal, respectively. Finally, 𝜂𝑠 is the complex Gaussian noise of
the optical signal and 𝜂𝐿𝑜 the local oscillator noise.
Using relationship:
|𝑎+ 𝑏|2 = |𝑎|2 + |𝑏|2 + 2R {𝑎𝑏*} , 𝑎, 𝑏 ∈ 𝑍, (2.47)
the photo-currents of Eqs. 2.43 and 2.44 as redefined as:



















where 𝜔𝐼𝐹 is the intermediate frequency corresponding to the difference between angular
frequencies of the carrier signal and local oscillator:
𝜔𝐼𝐹 = 𝜔𝑜 − 𝜔𝐿𝑜. (2.50)
Considering homodyne coherent detection, the intermediate frequency becomes
zero and the photo-currents can be expressed through equations (HO, 2005):














After the optical front-end, the electrical signal is digitized for later being
processed in the DSP stage. Further details of DSP block are presented in next section.
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It is clear that the higher the order of the modulation format the greater
the spectral efficiency of the system. Moreover, polarization diversity also significantly
improves spectral efficiency, since it allows the system to transmit two independent signals
using the same optical fiber in the same frequency. For this case, in which two orthogonally
polarized signals are sent at the same time in the same frequency, the receiver has to
be properly designed to correctly recover the in-phase and quadrature components of
the X and Y polarization signals. In a dual polarization front-end, it is necessary to
incorporate two 90∘ 2x4 hybrids and four pairs of balanced photo-detectors, as well as
a PBS for dividing the optical signal and local oscillator signal into two orthogonally





















Figure 2.15 – Block diagram of a front-end for a dual polarization system.
Such as in a coherent receiver of a single polarization, in a dual polarization
coherent receiver, after optical-to-electric conversion, the analog signals in X and Y po-
larizations have to be digitized. After that the signals are digitally processed for reverting
the eventual perturbations experienced during modulation, propagation, and reception.
2.3.2 Digital signal processing (DSP)
Once the signals have been converted from electric to optical domain, they are
digitized and processed for compensating transmission impairments. In this section, the
main DSP algorithms for this task are presented.
2.3.2.1 Quadrature imbalance (QI)
In practical coherent receivers, imperfections on hybrids, phase shifter or photo-
detectors can produce loss of orthogonality between in-phase and quadrature components
of the signal, a phenomenon known as quadrature imbalance (QI). The QI effect can be
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clearly observed in the constellation diagram of the signal after digitization. Figure 2.16
shows a QPSK constellation with QI.
Figure 2.16 – Quadrature imbalances on QPSK constellation.
The system performance can be significantly degraded if QI is not compensated
by the receiver DSP for high-order modulation formats (FARUK; SAVORY, 2017). The
Gram-Schmidt orthogonalization procedure (GSOP) is a well-known technique for orthog-
onalization of two non-orthogonal vectors. Therefore, GSOP is often incorporated in the
DSP stage for QI compensation. From (FATADIN et al., 2008), given two non-orthogonal
components of the received signal denoted by 𝐼 ′(𝑡) and 𝑄′(𝑡), the GSOP results in a new
pair of orthonormal components 𝐼(𝑡) and 𝑄(𝑡). The procedure is as follows: first, 𝐼(𝑡) is





and later, an intermediate variable 𝑄𝑜(𝑡) is obtained using 𝑄′(𝑡) and 𝐼 ′(𝑡):









where 𝜌 = 𝐸[𝐼(𝑡)𝑄(𝑡)] and 𝑃𝐼 and 𝑃𝑄 are the average power of the respective component:
𝑃𝐼 = 𝐸[𝐼2(𝑡)], (2.56)
𝑃𝑄 = 𝐸[𝑄2(𝑡)]. (2.57)
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In simple terms, the Gram-Schmidt orthogonalization is based on defining a
new vector that is orthogonal to the initially selected vector. This makes the two vectors




I=I'/   P1
Figure 2.17 – GSOP orthogonalization.
Figure 2.18 shows an example in which the GSOP has been applied to a non-
orthogonal constellation. After normalization, the constellation presents again its charac-
teristic shape, without distortions introduced in the optical front-end.
(a) Constellation before GSOP (b) Constellation after GSOP
Figure 2.18 – Constellation before and after GSOP.
2.3.2.2 CD compensation
As CD varies slowly over time (SALEH, 1991), the digital signal processing
tasks for its compensation can be performed by a static equalizer (XU et al., 2010).
In (SAVORY, 2008) and (KUSCHNEROV et al., 2009b) a frequency domain transfer
function that models the signal propagation through the fiber in the absence of fiber
nonlinearity, is defined as:
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where 𝜔 is the signal angular frequency. The dispersion compensating filter is therefore
given by the all-pass filter 1/𝐺(𝑧, 𝜔), which can be approximated using for instance nonre-
cursive methods as time domain equalizer (TDE) (SAVORY, 2008), (KUSCHNEROV et
al., 2009b) and frequency domain equalizer (FDE) (KUSCHNEROV et al., 2009b). On the
other hand, some approaches try to invert the transfer function of the fiber by means of
adaptive filters, this is the case of the works in (SPINNLER et al., 2008), (KUSCHNEROV
et al., 2009a), (GOLDFARB; LI, 2007) and (XU et al., 2010).
2.3.2.3 Equalization
On ideal conditions, in a system with polarization diversity, both Y and X
polarizations remain unaltered after fiber propagation. Nonetheless, in a real context,
the fiber link introduces some effects on the signals, distorting the transmitted signal.
Polarization mode dispersion corresponds to a critical perturbation experienced by the
signal in a birefringent fiber (WINFUL, 1986). Birefringence leads to a periodic power
exchange between the two polarization components. Then, at the receiver, the signal
received in one polarization is a mixture between the original information sent in each
independent polarization by the transmitter (AGRAWAL, 2002). The above condition can
be understood as a polarization interference, a phenomenon that has to be compensated
by means of digital signal processing.
The technique able to accurately recover the two original signals is equaliza-
tion. An equalizer is a filter whose task is to apply over the signal the opposite effect
of the channel for compensating PMD and residual CD. In polarization demultiplexing,
an adaptive equalizer composed of four linear filters is required. The filter coefficients
must be dynamically updated for tracking channel variations in time. Within the mech-
anisms for filter adaptation, there are supervised adaptive algorithms, as the least-mean-
square (LMS) and the recursive least-square (RLS), whose working principle is based on
the use of a training signal as described in (ROMANO et al., 2010) and (HAYKIN, 2014).
On the other hand, non-supervised adaptive techniques, such as the constant modulus
algorithm (CMA) and the radius directed equalization (RDE), do not require a training
signal for operating. Hence, non-supervised algorithms are known as blind algorithms.
Now, the CMA and RDE fundamentals are presented as well as some variants found in
literature.
• Constant modulus algorithm (CMA)
The CMA belongs to an extended family of blind adaptive-filtering algorithms that mini-
mizes the distance between the modulus of the equalizer output and some specific constant
values, without using a training signal (GODARD, 1980). Mathematically, if x(𝑘), h(𝑘)
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and 𝑦(𝑘) are the input vector, filter impulse response and output of the equalizer, then,



























where 𝑞 and 𝑝 are positive integers. The 𝑟𝑞 parameter defines the value that |𝑦(𝑘)|𝑞 should
attain and 𝑒𝑝𝐺𝑜𝑑𝑎𝑟𝑑 denotes the error offset between them, raised to the power of 𝑝. The
expression that governs the coefficient updates of a Godard equalizer filter is given by
(GODARD, 1980), (SAYED, 2008):
h(𝑘 + 1) = h(𝑘)− 12𝜇 𝑝 𝑞 (|𝑦(𝑘)|
𝑞 − 𝑟𝑞)𝑝−1 |𝑦(𝑘)|𝑞−2 𝑦*(𝑘)x(𝑘),




where 𝜇 is the step size and 𝑒(𝑘) is the error function. Setting 𝑞 = 𝑝 = 2 corresponds to























Eqs. 2.62 and 2.63 evidence that whenever the input symbols have constant modulus, the
target of the error minimization based on CM is to keep |𝑦(𝑘)|2 as close as possible to
the constant value of 𝑟2. From (GODARD, 1980), (SAYED, 2008) and (FATADIN et al.,
2009), the updating equation for CMA is given by:
h(𝑘 + 1) = h(𝑘)− 2𝜇 (|𝑦(𝑘)|2 − 𝑟2) 𝑦*(𝑘)x(𝑘),
= h(𝑘)− 2𝜇 𝑒𝐶𝑀𝐴(𝑘) 𝑦*(𝑘)x(𝑘).
(2.64)
Clearly, for PSK signals, CM is the optimal criterion in the sense that for perfect equal-
ization, the error 𝑒𝐶𝑀𝐴(𝑘) becomes zero as the whole symbol sequence lies on a circle.
In (JOHNSON et al., 1998), the CM criterion cost function is examined through
several illustrative examples and the results confirm the characteristic of non-convexity
what was already observed by Godard. The CM cost function presents not only a global
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minimum but local minima, a condition that makes the initialization of CMA a critical
step for accurate convergence. Center-spike initialization is the most recommended tech-
nique in the literature (SJOLANDER, 2011). In coherent optical systems, CMA carries
out the polarization demultiplexing through the butterfly structure presented in Figure
2.19. The sequences of the received signals in both polarizations x𝑖𝑛(𝑘) and y𝑖𝑛(𝑘) are
Figure 2.19 – Butterfly structure for adaptive equalization.
the input of the structure, while h𝑥𝑥, h𝑥𝑦, h𝑦𝑥, h𝑦𝑦 correspond to the four finite impulse
response (FIR) digital filters of size (1 × N) and 𝑥𝑜𝑢𝑡 and 𝑦𝑜𝑢𝑡 are the equalized and



























ℎ𝑦𝑦(𝑘) ℎ𝑦𝑦(𝑘 − 1) ℎ𝑦𝑦(𝑘 − 2) . . . ℎ𝑦𝑦(𝑘 −𝑁 + 2) ℎ𝑦𝑦(𝑘 −𝑁 + 1)
]︁𝐻
,(2.69)
and the input vectors are formed by the samples:
x𝑖𝑛(𝑘) =
[︁





𝑦𝑖𝑛(𝑘) 𝑦𝑖𝑛(𝑘 − 1) 𝑦𝑖𝑛(𝑘 − 2) . . . 𝑦𝑖𝑛(𝑘 −𝑁 + 2) 𝑦𝑖𝑛(𝑘 −𝑁 + 1)
]︁𝑇
, (2.71)
where 𝑇 is the transpose operator.
Then, from Eq. 2.65, the equalizer outputs are:
𝑥𝑜𝑢𝑡 = h𝐻𝑥𝑥 x𝑖𝑛 + h𝐻𝑥𝑦 y𝑖𝑛, (2.72)
𝑦𝑜𝑢𝑡 = h𝐻𝑦𝑥 x𝑖𝑛 + h𝐻𝑦𝑦 y𝑖𝑛. (2.73)
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Based on the above concepts, the taps of the four filters are updated according
to (SAVORY, 2010):
h𝑥𝑥(𝑘 + 1) = h𝑥𝑥(𝑘) + 𝜇𝜀𝑥x𝑖𝑛𝑥*𝑜𝑢𝑡, (2.74)
h𝑥𝑦(𝑘 + 1) = h𝑥𝑦(𝑘) + 𝜇𝜀𝑥y𝑖𝑛𝑥*𝑜𝑢𝑡, (2.75)
h𝑦𝑥(𝑘 + 1) = h𝑦𝑥(𝑘) + 𝜇𝜀𝑦x𝑖𝑛𝑦*𝑜𝑢𝑡, (2.76)
h𝑦𝑦(𝑘 + 1) = h𝑦𝑦(𝑘) + 𝜇𝜀𝑦y𝑖𝑛𝑦*𝑜𝑢𝑡, (2.77)
where 𝜇 is the step size and 𝜀𝑥 and 𝜀𝑦 denote the error signals, given as:
𝜀𝑥 = (1− |𝑥𝑜𝑢𝑡|2), (2.78)
𝜀𝑦 = (1− |𝑦𝑜𝑢𝑡|2). (2.79)
Note that in Eqs. 2.78 and 2.79 the output signal modulus is being compared
with the modulus 1.
The CMA was devised for modulation formats whose symbols have constant
modulus. Accordingly, its performance degrades for higher-order constellations in which
symbols present different amplitudes. Then, for extending the CM criterion to high-
order modulations, some modifications on the algorithm are required. Several variants
of the constant modulus algorithm can be found in literature. For instance, (BANOVIC
et al., 2006) presents three different approaches based on the CMA principle for 16-
QAM and 64-QAM which outperform the original proposal. Reference (WEI et al., 2010)
presents the mathematical development of the so-called modified constant modulus algo-
rithm (MCMA), in which they split the output of the equalizer into real and imaginary
parts and estimate error signals for both components. In (ABRAR; NANDI, 2010), by
generalizing and modifying some existing cost functions, two new generic and efficient
multi-modulus families of blind equalization algorithms are presented. These new ap-
proaches receive the name of multimodulus algorithm (MMA) and second multimodulus
algorithm (CMMA).
• Radius directed equalization (RDE)
While the CMA error criterion achieves good performance for PSK signals, it may not be
accurate for square-M-QAM constellations with M greater than 4. CMA presents a poor
performance in systems with high order modulation formats because the constellations
do not exhibit constant modulus (READY; GOOCH, 1990). It has been demonstrated in
(READY; GOOCH, 1990) and (FATADIN et al., 2009) that the RDE algorithm outper-
forms CMA in coherent systems which do not present constant modulus constellations.
The above is supported by the fact that high order square modulation formats even
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without presenting a constant modulus are made up of sets of symbols with the same
magnitude. Then, for RDE implementation, the total constellation is divided into re-
gions, each one corresponding to a specific radius. Figure 2.20 shows the separation in
regions of the 16-QAM constellation.
(a) RDE radii for 16-QAM (b) RDE regions for 16-QAM
Figure 2.20 – RDE regions for 16-QAM.
RDE algorithm uses an alternative error criterion that is based on the offset
between the equalizer output and the nearest constellation radius. Its working principle
consists in finding out the region that the equalizer output sample belongs to. Once the
region is estimated, the appropriate radius 𝑅𝑘 is selected for error signal calculation, as:
𝜀(𝑘) = 𝑦(𝑘)(𝑅𝑘 − |𝑦(𝑘)|2). (2.80)
After the error is calculated through Eq. 2.80, the RDE algorithm updates the
filters taps according to Eqs. 2.74, 2.75, 2.76 and 2.77. The RDE algorithm has some inter-
esting variants which try to increase the equalizer performance. For example, in (LAVERY
et al., 2015) a modified radius directed equalizer for high-order QAM, called probabilis-
tic RDE is presented. In (FILHO et al., 2011), it is remarked that, although the RDE
error is smaller than for CMA case, a higher modulation order implies a smaller distance
among radii, causing a decrement in the performance of the algorithm. Therefore, RDE
can present slow convergence and high symbol error rates, which become unacceptable
for low signal-to-noise ratios. Thus, a new version of RDE algorithm was presented.
55
3 PHASE PERTURBATIONS - FUNDA-
MENTALS AND COMPENSATION
3.1 PRINCIPLES OF SEMICONDUCTOR LASERS
3.1.1 Basic concepts
An optical transmitter converts the electric input signal into an optical signal
for later injecting it into an optical fiber. An important transmitter element is the optical
source that generates the light for posterior modulation and transmission. Semiconduc-
tor lasers are one of the main light sources and, therefore, are a major component of
optical transmitters. In coherent optical communications, two light sources need to be
incorporated into the system, a transmitter laser and a local oscillator laser. Techniques
for semiconductor lasers manufacturing have evolved through the years. The predecessor
of the laser received the name of optical microwave amplification by stimulated emis-
sion of radiation (MASER) and was brought to light by Schawlow e Townes in 1958
(SCHAWLOW; TOWNES, 1958). The inclusion of the word “light” to the device name
was proposed first for Gordon Gould, who made important contributions with Townes
as a partner. After these pioneering works, there were several papers which proved the
feasibility of using semiconductors as an active medium for coherent light generation. For
example, (HALL et al., 1962) and (ARNOLD; MAYBURG, 1963) propose the first prac-
tical demonstrations of gallium arsenide-based lasers. Two other remarkable works are
(RIPPER; LEITE, 1965) and (DYMENT; RIPPER, 1968), led by Ripper and Leite. On
the other hand, the threshold current density required for the coherent emission of light
was a critical aspect of concern. The first laser devices had impractical current density
thresholds inhibiting light transmission in continuous mode. The migration of simple semi-
conductor junctions to more complex ones and the reduction of the active region of the
laser allowed to decrease the threshold of current density for practical implementations
(PANISH et al., 1970), (ETTENBERG, 1975). In the telecommunications context, the
migration of gallium arsenide to other semiconductor crystals based on indium phosphide
provided the transition of the light wavelength to other bands (HSIEH et al., 1976), (OE
et al., 1977), (KAMINOW et al., 1979), (AKIBA et al., 1979). Indeed, the advance of op-
tical communications is linked to the development of high performance lasers. Therefore,
from the first studies to the present, the goal has been to obtain lasers with optimized
features, that is, low linewidths and high output powers.
Regarding laser operating principle, let us consider an atom and two of its en-
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ergy levels, E1 and E2, known as ground state and excited state, respectively (DEMTRöDER,
2005). When an incident photon of the electromagnetic field has an energy equal to the
energy difference between the two states, it is absorbed by the atom, inducing a transition
from E1 to E2. After that, the atom returns to its ground state emitting light during the
transition. There are two processes for light emission, stimulated emission and sponta-
neous emission. In the case of the spontaneous emission, the atom transition from E2 to
E1 is independent of any external radiation, and resulting photons are emitted in random
directions, polarization, and phase. On the other hand, in the stimulated emission pro-
cess, after photon incidence, the emitted photons match with the incident one in energy,
frequency, polarization and propagation direction. This is the amplification principle of
the laser devices, which receive their name from light amplification by stimulated emission
of radiation (LASER).
During the interaction between atoms and the electromagnetic field, there are
three important quantities related to the atomic densities in the ground and the excited
states and with the spectral density of the electromagnetic energy. 𝑅𝑠𝑝𝑜𝑛, 𝑅𝑅𝑠𝑡𝑖𝑚, 𝑅𝑅𝑎𝑏𝑠,
represent the spontaneous emission rate, stimulated emission rate and absorption rate,
respectively. For coherent emission of light, stimulated emission rate has to dominate,
thus, two conditions are strictly required for lasers operation. First, thermal equilibrium
implies 𝑅𝑠𝑝𝑜𝑛 > 𝑅𝑅𝑠𝑡𝑖𝑚. Therefore, all lasers must operate away from thermal equilibrium.
On the other hand, even satisfying this condition, it is possible that 𝑅𝑅𝑠𝑡𝑖𝑚 < 𝑅𝑅𝑎𝑏𝑠, thus,
in order to the stimulated emission rate exceed absorption rate, the atomic density of
the excited state has to be greater than the atomic density of the ground state. This
requirement is known as population inversion and is a prerequisite for laser operation.
Population inversion is usually achieved by means of an external pump that is typically
performed by a polarization current.
The laser structure is commonly constructed by setting a Fabry-Perot (FB)
cavity between two plane and parallel facets localized at the extremes. The cavity encloses
a gain medium that in the case of semiconductor lasers is a semiconductor material.
The idea of placing the gain medium in a FB cavity is to get a high gain for some
specific wavelengths that correspond to resonant wavelengths. As population inversion
must be satisfied, the p-type and n-type cladding layers are pumped with a polarization
current until the active region exhibits a gain. Figure 3.1a displays the basic structure of
a semiconductor laser while Figure 3.1b shows the cavity operation.
At the beginning, an input signal propagating inside the active layer reaches
the right facet. A portion of light leaves the cavity and the rest is reflected in the direction
of the left facet. Then, a part of the energy is again reflected and goes back to the right
facet, and this process is repeated. For cavity resonant wavelengths, all the waves emitted














Figure 3.1 – Semiconductor laser operation. Adapted from (AGRAWAL, 2002).
from the right facet are added in phase, this way, the amplitude of the transmitted wave
is greater in these wavelengths in comparison with the other ones (RAMASWAMI et al.,
2010). Lasers do not need only a gain medium for working, but require a positive feedback.
Before reaching the feedback state, the device acts as an amplifier. Consequently, the
pumping current has to be incremented until the gain medium surpasses the cavity losses
and the amplifier starts to oscillate. The current needed for reaching the laser threshold
is known as threshold current. Beyond the threshold, the device is no longer an amplifier
but an oscillator or laser and is able to produce coherent light.
3.1.2 Longitudinal modes
As it was remarked in the previous section, a FB laser oscillates simultaneously





, 𝑘 ∈ 𝑍 (3.1)





where 𝑛 is the cavity refractive index, 𝑙 the cavity length and 𝑐 is the speed of light.
All the wavelengths that satisfy the condition in Eq. 3.1 are called longitudinal
modes of the laser. Therefore, a FB laser is known as a multi-longitudinal mode (MLM)
laser. A MLM laser tends to present a large spectral width, a characteristic that limits its
use in high-speed optical communications, where the spectral width of the source must
be as narrow as possible to minimize the effects of chromatic dispersion and enable the
use of high-order modulation formats (RAMASWAMI et al., 2010).
Under ideal conditions, according to the gain and loss profile in semiconductor
lasers presented in Figure 3.2, the mode closest to the gain peak becomes the dominant
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mode. As the gain in the other modes does not exceed the cavity losses, they never reach
the threshold. However, in practical contexts, the adjacent modes carry a considerable






Figure 3.2 – Longitudinal modes profile. Adapted from (AGRAWAL, 2002).
The alternative for dealing with longitudinal modes is to design a single-
longitudinal mode (SLM) laser, which emits light predominantly in only one mode. The
common mechanism used for SLM laser construction is the manipulation of the cavity
losses profile for getting the smallest loss for the desired wavelength and to discard the
other wavelengths by applying them higher losses. The mode-suppression ratio (MSR) is
a parameter for performance characterization of SLM lasers that determines the level to
which longitudinal modes are suppressed regarding the main mode (AGRAWAL, 2002),
(RAMASWAMI et al., 2010).
3.1.2.1 Distributed feedback lasers (DFB)
In distributed feedback semiconductor lasers (DFB), the feedback is no longer
originated from the reflectivity in the facets localized at the cavity extremes as described
in FP lasers. Instead, in a DFB a set of reflectors are closely distributed throughout the
cavity length forming an area known as corrugation or grating section. Figure 3.3 shows






Figure 3.3 – DFB structure.
An incident wave experiences a series of reflections during its propagation.
Reflected waves add in phase to the resulting transmitted wave only for the wavelengths
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that satisfy the Bragg condition, given by (AGRAWAL, 2002):
Λ = 𝑚(𝜆𝐵/2?¯?), (3.3)
where Λ is the grating period (corrugation period), ?¯? is the average mode index, and the
integer𝑚 represents the order of Bragg diffraction. As several wavelengths accomplish Eq.
3.3, the condition for SML is readjusted so that the strongest transmitted wave occurs
only for the wavelength for which the corrugation period is exactly equal to half the
wavelength (RAMASWAMI et al., 2010). The above requisite allows suppressing all other
longitudinal modes. By varying the corrugation period, it is possible to obtain different
operating wavelengths. DFBs are widely used in high-speed transmission systems.
3.1.2.2 External cavity lasers (ECL)
The principle of single-mode operation in external cavity lasers is based on
coupling an extra cavity to the cavity where gain occurs (see Figure 3.4a). As the primary
cavity has a set of resonant wavelengths, the same occurs with the coupled cavity. When
a portion of light crosses the gain cavity facet, it propagates through the second cavity
and suffers a reflection caused by its reflectivity facet, going back to the first cavity. Thus,
the feedback is achieved only for the wavelengths that are simultaneously a longitudinal
mode of both cavities. If the gain and the coupled cavities are accurately designed, only
one wavelength satisfies this condition and, therefore, the laser oscillates in a single-
longitudinal mode (FLEMING; MOORADIAN, 1981), (RAMASWAMI et al., 2010).







(b) ECL gain profile
Figure 3.4 – ECL structure and loss profile. Adapted from (AGRAWAL, 2002).
The coupling of cavities modifies the gain and loss profile of the laser. Figure
3.4b presents the profile for an external cavity laser in which it is observed how the
longitudinal mode that is closest to the gain peak and has the lowest cavity loss becomes
the dominant mode (AGRAWAL, 2002). When a diffraction grating is used in the coupled
cavity, the laser receives the name of grating external cavity laser, and its tunability is
obtained modifying the angle of the grating with regard to the primary cavity.
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3.1.2.3 Vertical-cavity surface-emitting lasers (VCSEL)






therefore, the spacing between longitudinal modes can be manipulated controlling the
cavity length. Hence, a laser with a very small cavity presents widely spaced longitudinal
modes. As it can be observed in Figure 3.2, the gain of the medium has a specific band-
width, consequently, if the laser is designed to make the length of the cavity sufficiently
small, the mode spacing increases such that only one longitudinal mode occurs within the
gain bandwidth. Due to the thin active layer of a vertical-cavity surface-emitting laser,





Figure 3.5 – VCSEL structure. Adapted from (RAMASWAMI et al., 2010).
The VCSELs architecture presents a low cost and facilitates packaging. How-
ever, the reduced active region limits the VCSELs output power and leads to consider-
able heating of the device, generating the need for efficient thermal cooling (FAVRE et
al., 1986), (MOORADIAN, 1991), (TROPPER et al., 2004), (AGRAWAL, 2002), (RA-
MASWAMI et al., 2010).
3.1.3 Laser spectral linewidth
Ideally, a single-longitudinal mode laser should have a monochromatic nature
and generates light in a single and precise frequency. However, spontaneous emission alters
the phase and amplitude of the laser field. Firstly, photons generated from spontaneous
emission contribute with random phases to the optical field. On the other hand, am-
plitude fluctuations induce relaxation oscillations, which cause additional phase changes
while restoring the field amplitude to the steady state value. As consequence of phase
perturbations, lasers emit light in a band of frequencies (HENRY, 1983).
The light emitted by a SLM has an spectrum 𝑆(𝜔) that, according to (AGRAWAL,




Γ𝐸𝐸(𝑡) 𝑒𝑥𝑝[−𝑗(𝜔 − 𝜔𝑜)𝜏 ] · 𝑑𝜏, (3.5)
Chapter 3. PHASE PERTURBATIONS - FUNDAMENTALS AND COMPENSATION 61
with,
Γ𝐸𝐸(𝜏) =< 𝐸*(𝑡)𝐸(𝑡+ 𝜏) >, (3.6)
where 𝐸(𝑡) is the optical field, 𝜔𝑜 is the carrier angular frequency and 𝜏 is the delay.
Symbol <> denotes the expectation operator.
Ideally, the spectrum of a SLM laser is found to be Lorentzian, and its spectral
linewidth, Δ𝐿𝑊 , is defined as the full width at half maximum (FWHM). The Lorentzian
spectrum is illustrated in Figure 3.6, and is given by (HENRY, 1986), (KRUGER; PE-
TERMANN, 1988):
Δ𝐿𝑊 = 𝑅𝑠𝑝𝑜𝑛
(1 + 𝛽2𝑐 )
4𝜋𝐼
, (3.7)






Figure 3.6 – Lorentzian spectrum.
linewidth enhancement factor, as it leads to an additional enhancement of the spectral
width (HENRY, 1982). On its part, 𝐼 is the average intensity related to the laser output




where 𝑣𝑔 is the cavity group velocity, ℎ𝑣 is the photon energy and 𝛼𝑚 is the facet loss. The
average intensity is a function of the cavity gain 𝑔, waveguide loss 𝛼𝐿, facet reflectivity
𝑟𝑚 and cavity length 𝑙. Eq. 3.7 evidences that a lower laser linewidth can be obtained
by decreasing the 𝑅𝑠𝑝𝑜𝑛 through a reduction of the cavity length (AGRAWAL, 2002).
Moreover, if in the laser design the 𝛽𝑐 factor is adjusted for being small, a considerable
reduction over laser linewidth is experienced. On the other hand, with regard to the
average intensity, due to its relation of inverse proportionality with laser linewidth, an
increment over the output power or over the cavity length causes a reduction of Δ𝐿𝑊 .
Contrary to what is expected, a constant increase of the lasing power is not
necessarily assumed as a linewidth reduction. The laser linewidth could decrease as power
increases until saturation point and then it can stay stable or even begin to rebroaden. This
is a consequence of effects that generate a residual linewidth, for instance, the 1/𝑓 noise
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and the excess spontaneous-emission noise (O’MAHONY; HENNING, 1983), (GOLD-
BERG et al., 1991).
3.2 FREQUENCY OFFSET
In an intradyne coherent receiver, in which the operating frequencies of the
transmitter laser and local oscillator laser are similar, but not identical, a perturbation
in the phase of the received signal is generated as a consequence of the frequency offset
Δ𝑓 between them. The beating between two optical signals whose central frequencies
are different results in a signal that oscillates in an intermediate frequency (SELMI et al.,
2009), (HOFFMANN et al., 2008a). The receiver input signal in the presence of phase and
frequency offset is expressed as (FARUK; SAVORY, 2017) (HOFFMANN et al., 2008b):
𝑟(𝑘) = 𝑠(𝑘)𝑒𝑗(𝜃(𝑘)+𝑘ΔΦ) + 𝑤(𝑘), (3.9)
where 𝑠(𝑘) is the transmitted signal, 𝜃(𝑘) is the phase noise and 𝑤(𝑘) is the AWGN. Term
ΔΦ is the frequency offset-induced phase offset between the instants 𝑘 and 𝑘 + 1, given
by:
ΔΦ = 2𝜋Δ𝑓𝑇𝑠𝑎, (3.10)
where Δ𝑓 is the difference between the central frequencies of the transmitter and the local
oscillator lasers, and 𝑇𝑠𝑎 is the time between samples. Practical implementations show
that lasers experience fluctuations on their central frequencies that are originated from
mechanic vibrations, temperature changes or tuning mechanisms. Therefore, in practice,
Δ𝑓 varies over time, a phenomenon that receives the name of carrier frequency jitter (CFJ)
(GIANNI et al., 2011). Figure 3.7 illustrates the variation of the laser PSD over time.
CFJ can be modeled as random or deterministic process. In (SUNTER; ROY,
2004) and (OU et al., 2004) the complete characterization of different types of digital jitter
can be found. In a first attempt to study the CFJ effect, it is reasonable to assume the most
simple approach, which consists in defining the jitter signal as a well-known waveform.
Therefore, from experimental results in (FERREIRA, 2017), Δ𝑓 can be modeled as a
sinusoidal signal:
Δ𝑓 = Δ𝐹1 +
Δ𝐴
2 sin(2𝜋𝑓𝐴𝑡), (3.11)
where Δ𝐹1 is the constant frequency offset between the two lasers, and Δ𝐴 and 𝑓𝐴 the
peak-to-peak amplitude and the frequency of the sinusoidal jitter, respectively. The target
of a frequency estimator is to identify the frequency offset that produces the phase shift
experienced by the received symbols. Frequency recovery techniques can be widely clas-
sified as blind and training-aided methods. An interesting description of training-aided
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Figure 3.7 – Time variation of the frequency offset.
approaches is found in (FARUK; SAVORY, 2017) while three of the blind algorithms for
frequency recovery are presented in the next sections.
3.2.1 Time-domain differential phase method
The time-domain differential phase technique consists in finding the average
phase shift ΔΦ between two consecutive samples. The average phase shift ΔΦ that suffers
two adjacent symbols is caused by the frequency offset between transmitter laser and local
oscillator laser Δ𝑓 :
ΔΦ = 2𝜋Δ𝑓𝑇𝑠𝑎, (3.12)







Figure 3.8 – Block diagram of time-domain differential phase based method.
The procedure shown in Figure 3.8 consists of the following steps: initially,
the received sample in the 𝑘𝑡ℎ instant 𝑟(𝑘) is multiplied by the complex conjugate of the
previous sample 𝑟(𝑘−1). The operation results in a complex number whose phase is equal
to the phase difference between the two samples. Next, any phase modulation information
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that is encoded in the signal is removed using the Mth-order power operation, with M
denoting modulation order. The output of this block is then averaged over a large number
of samples 𝑁𝑡 and the argument of the resulting value is calculated. Finally, it is necessary
to divide the obtained phase by 𝑀 to correct for the earlier Mth-order power application.
The resulting phase is an estimate of the phase difference ΔΦ between consecutive samples
(LEVEN et al., 2007), (FERREIRA, 2017).
Although the time domain method can be easily used for M-PSK signals,
the performance is considerably degraded for high-order QAM formats. This degradation
happens because only a small portion of the constellation points has equal phase spacing,
which hinders frequency offset extraction. Even for an M-PSK signal with large M, a time-
domain-based method can become unstable when operating at a low optical-to-signal noise
ratio region with relatively large phase noise (ZHOU, 2014).
3.2.2 Frequency domain methods
A popular method for frequency offset estimation is based on spectral analysis,
in which the basic idea is to detect the frequency corresponding to the peak of the fast
Fourier transform (FFT) of the signal. Since the spectrum of the Mth-order power of the
signal exhibits a peak at M times the frequency offset, Δ𝑓 can be estimated from the
corresponding spectrum (FARUK; SAVORY, 2017). Figure 3.9 shows the step-by-step
procedures of this technique known as Mth-order power algorithm.
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Figure 3.9 – Block diagram of frequency recovery based on spectral analysis.
The Mth-order power is carried out for the purpose of removing the phase
modulation information of the transmitted signal. The frequency offset Δ𝑓 is given by the
index position of the peak of the FFT operation divided by M. The parameter 𝑇𝐷𝑆𝑃 is the
clock period of the DSP functions (FERREIRA, 2017) that can be adjusted to the time
between samples. FFT-based methods can achieve much more reliable frequency offset
estimation than the time-domain-based method (by using the same number of samples)
but the implementation complexity is bigger, especially for higher-order QAM formats
(ZHOU, 2014), (PFAU et al., 2009). As highlighted previously, the key of the Mth-order
power algorithm is to find the frequency offset by means of FFT application. However,
if this procedure is carried out once over whole input signal, the algorithm estimates
only a single frequency offset value for all time instants. In a practical context, when
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the laser operating frequencies vary over with time, the frequency offset becomes a time-
dependent process. Thus, in a system with CFJ, it is not enough to compensate the phase
perturbations of the whole signal by the same ΔΦ value. The above problem is a critical
disadvantage of the current technique, as it represents an obvious source of performance
degradation.
3.2.3 Blind frequency search methods
The blind frequency search (BFS) algorithm is a universal frequency offset
estimator than uses the concept of minimum mean square distance error (MSDE) in
terms of Euclidean distance as frequency selection criterion. BFS process is carried out
in two stages: a coarse frequency offset estimation and subsequent a fine frequency offset
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Figure 3.10 – Block diagram of blind frequency search method.
According to Figure 3.10, the first stage of BFS algorithm consists in defining
a set of test frequency offset values and next to correct the input signal 𝑟(𝑘) for each one.
Then, a decision stage is applied on all of the corrected samples and the resulting symbols
are taken as a reference for mean squared error calculation. Finally, the optimal frequency
offset value is the one that gives the minimum MSDE (ZHOU, 2014). The procedure in
the second stage is the same as the previously described, however, the frequency step is
smaller and the test values depend on the frequency offset found in coarse estimation.
Reference (ZHOU et al., 2011) presented a general description of BFS algorithm along
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with its implementation, in which the frequency offset is first scanned at a coarse step
size of 10 MHz and then at a fine step size of 1 MHz.
3.3 PHASE NOISE
Ideally, the laser is designed for generating light in a single frequency. In prac-
tice, however, lasers emit the signal in a band of frequencies, giving rise to what is known
as phase noise. Phase noise on the received signal causes a random rotation in the constel-
lation, which leads to a total loss of reference for the quadrature and in-phase components.
Phase noise can be modeled as a Wiener process, where the phase perturbation experi-
enced by the 𝑘𝑡ℎ symbol (PFAU et al., 2009) is given by:




where Δ(𝑘) and Δ(𝑚) are Gaussian random variables with zero mean and variance:
𝜎2Δ = 2𝜋Δ𝜈𝑇𝑠𝑎, (3.14)
where Δ𝜈 is the sum of the transmitter and local oscillator laser linewidths, and 𝑇𝑠𝑎 the
time between samples. In consequence, the higher Δ𝜈𝑇𝑠𝑎, the higher the phase noise inten-
sity. Eqs. 3.13 and 3.14 show that laser linewidth-induced phase noise in the 𝑘𝑡ℎ instant is
the result of the addition of 𝑘 independent and identically distributed increments. Figure
3.11 reflects the random rotation of two 16-QAM constellations of different lengths.












(a) 16-QAM constellation with 10000 symbols












(b) 16-QAM constellation with 30000 symbols
Figure 3.11 – Constellation rotation due to Wiener phase noise.
In the DSP block, the target of the phase recovery stage is to identify the
phase perturbation experienced by the samples as consequence of Wiener phase noise and
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subsequently to compensate it. In the next sections, some algorithms for phase recovery
are described. First, the Viterbi & Viterbi (V&V) algorithm is presented as a suitable
solution for PSK and QPSK modulation formats, followed by the blind phase search (BPS)
for high order modulation systems. Another important approach found in literature for
phase recovery is the pilot-symbol aided estimation. Pilot-symbol-based methods exhibit
more immunity to cycle slips (MEYR et al., 1998), albeit at the expense of transmission
overhead. In this technique, pilot symbols are time-multiplexed with data payload and
are used at reception as a reference for improving the phase noise estimation. Works in
(MAGARINI et al., 2012) and (SPALVIERI; BARLETTA, 2011) present simple pilot-
aided carrier recovery methods, while (PAJOVIC et al., 2015) and (MILLAR et al., 2016)
incorporate an alternative technique known as multi-pilot aided carrier phase estimation.
3.3.1 Viterbi & Viterbi
The Viterbi&Viterbi phase recovery algorithm (VITERBI; VITERBI, 1983) al-
lows accurate phase noise estimation for PSK and QPSK modulation formats. For phase
recovery, it would be desirable that samples keep in their phases only the portion corre-
sponding to noise. For this reason, the transmitted information contained in the signal
must be removed. V&V algorithm principle is mainly based on applying the Mth-order
power to remove phase modulation. Figures 3.12 and 3.13 present the BPSK and QPSK








Figure 3.13 – 4th power applied to QPSK constellation.
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As it can be observed in Figures 3.12 and 3.13, all symbols in the constellation
are located in the same position after Mth-power. Therefore, any additional deviation
from the theoretical symbol phase can be calculated through a simple argument operation.
Let us consider for example a symbol corrupted by additive noise and phase noise. The
received signal can be represented by:





where, |𝑟(𝑘)| and 𝜃𝑇 (𝑘) are the amplitude and phase originally transmitted, 𝜃(𝑘) is the
phase noise and 𝑤(𝑘) additive noise. After Mth-power, the signal can be expressed as:





where 𝑤𝑐(𝑘) corresponds to the cross terms between signal and noise. In Eq. 3.16 the data
dependency is removed from the symbol phase since exp(2𝑗𝜃𝑇 (𝑘)) = 1 for a BPSK signal
and exp(4𝑗𝜃𝑇 (𝑘)) = −1 for a QPSK signal. Consequently, the phase noise contribution
can be estimated as the argument of the signal Mth-power, divided by M (VITERBI;




Phase noise is a process of independent Gaussian increments, where, the phase
of a current sample (phase noise contribution) depends on the previous sample phase. On
the other hand, as additive noise is modeled as a Gaussian process, the noise in a current
sample is independent of the noise of past and future samples. Taking advantage of this
fact, and in order to mitigate the additive noise effect over phase estimates, a moving
average (MA) filter is incorporated (FERREIRA, 2011). Defining 𝑁𝑃𝑁 as filter window










The V&V phase recovery algorithm requires an additional process. Phase un-
wrapping has to be carried out since the argument operation is limited between −𝜋 and
𝜋 radians, reducing the phase estimation into the interval -𝜋/𝑀 and 𝜋/𝑀 . As a con-
sequence, discontinuities in the estimate can generate errors in the decodification stage.















where UN denotes the unwrap function. Figure 3.14, summarizes the descriptive block
diagram of the operating principle of V&V algorithm.




Figure 3.14 – Block diagram of Viterbi&Viterbi algorithm.
3.3.2 Blind phase search (BPS)
3.3.2.1 Conventional one-stage BPS
Phase recovery can be carried out by different methods depending on the
modulation format. For QPSK, the Viterbi&Viterbi algorithm is a convenient approach
due to its simplicity and effectiveness. On the other hand, for higher-order QAM signals,
BPS represents an accurate technique that demands greater complexity of implementation
but offers a good performance (PFAU, 2009). Figure 3.15 illustrates its implementation.


























Figure 3.15 – Block diagram for the one-stage BPS algorithm.
𝑘𝑡ℎ instant is still corrupted by phase noise and additive noise. In this way, for phase noise




|𝑟(𝑛)𝑒𝑗𝜙 − 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛[𝑟(𝑛)𝑒𝑗𝜙]|2, (3.20)
where 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛[.] refers to minimum distance decision in accordance with the given QAM
constellation, 𝜙 represents the test phases in the range [−𝜋/4 𝜋/4) due to the 𝜋/2 rota-
tional symmetry of the QAM constellations, 𝑓𝑙𝑜𝑜𝑟(.) corresponds to the flooring function,
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𝑐𝑒𝑖𝑙(.) indicates the ceiling function and 𝑁𝐵 is an integer denoting the length of the sum-
ming window within which the squared Euclidean distances of the symbols are summed up
filter out the additive noise. With the above defined distance metric, the BPS algorithm
finds a phase angle having the minimum distance metric:
𝜃(𝑘) = 𝑈𝑁 [𝑎𝑟𝑔𝑚𝑖𝑛𝜙∈[−𝜋/4𝜋/4)𝑀(𝜙, 𝑘)], (3.21)
where 𝜃(𝑘) is the phase estimate for the 𝑘𝑡ℎ symbol, 𝑎𝑟𝑔𝑚𝑖𝑛𝜙(𝐴) refers to the search for
phase 𝜙 which minimizes 𝐴 and 𝑈𝑁 [.] stands for the conventional unwrapping operation
to overcome discontinuities. In practice, it is impossible to solve the above minimization
problem over a continuous phase range. Hence, it is necessary to discretize the test phases





4 , 𝑤ℎ𝑒𝑟𝑒 𝑖 = 0, 1, ..., 𝐼 − 1, (3.22)
where 𝑖 is the index of the discrete phase angles and 𝐼 is the total number of phase angles
that defines the test-phase resolution (LI et al., 2011). The computational complexity of
the algorithm is highly dependent on the number of test phases. In order to decrease
computational efforts, low-complexity phase recovery algorithms based on BPS have been
proposed. For instance, in (ZHOU, 2014) a scheme called multistage hybrid blind phase
search and maximum likelihood algorithm is presented. As well, a common approach for
reducing the operational and computational cost is the two-stage BPS algorithm initially
proposed in (PFAU et al., 2009).
3.3.2.2 Two-stages BPS
Two-stage BPS is able to reach the same system performance by means of a
comparable phase noise tolerance with regard to conventional BPS technique but reducing
the total number of test phases (PFAU et al., 2009). The block diagram of a general two-
stage BPS estimator is shown in Figure 3.16.
The operation principle of this scheme is to carry out in BPS first stage a
coarse phase estimation for finding a rough location of the optimal phase angle and,
subsequently, to apply a fine phase search. As it can be observed in Figure 3.16, the value
of phase estimate obtained in the initial stage is the reference input of the next stage,
and the new test angles are calculated based on it. Thus, with 𝐼1 and 𝐼2 being the total
number of test phase angles in first and second stages, respectively, the vectors 𝜑𝑖𝑗 ,𝑗 that





− 𝜋4 , 𝑤ℎ𝑒𝑟𝑒 𝑖1 = 0, 1, ..., 𝐼1 − 1, (3.23)



































































2 , 𝑤ℎ𝑒𝑟𝑒 𝑖2 = 0, 1, ..., 𝐼2. (3.24)
The metric distances are calculated in the same way as in conventional one-
stage BPS, using the Eq. 3.20, where 𝑁𝐵 is replaced by 𝑁1 and 𝑁2, which correspond to
the noise rejecting window length of the 1𝑠𝑡 and 2𝑛𝑑 stages, respectively.
Complexity reduction is achieved when the total number of test phase angles
is reduced regarding classical BPS case. In a two-stages BPS, the test-phase resolution
is defined by the product of 𝐼1 and 𝐼2, and the entire complexity of an estimator is
determined by the sum. For conserving a similar test-phase resolution as a one-stage
BPS algorithm, the product between 𝐼1 and 𝐼2 must be approximately equal to 𝐼, and
for decreasing computational efforts, the sum of these two values should be minimized.
Considering the 64-QAM format, as an example, one-stage BPS needs 64 test-phase angles
(LI et al., 2011), in two-stage BPS, just 8 test-phase angles in each stage are required.
This way, the phase estimation resolution remains constant and the total number of test
angles reduces to 16, improving the algorithm complexity by a factor of 4.
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4 IMPACT OF WIENER PHASE NOISE
AND A SINUSOIDAL CARRIER FRE-
QUENCY JITTER ON THE SYSTEM
PERFORMANCE
After a theoretical introduction about the main coherent optical systems con-
cepts, transmission impairments, DSP algorithms and principles of semiconductor lasers,
this chapter presents the first results of the current work. CFJ has been evaluated in
several previous publications (QIU et al., 2013), (PIYAWANNO et al., 2010), (GIANNI
et al., 2011), (GIANNI et al., 2013), (KUSCHNEROV et al., 2010), however, its impact
on certain high-order modulation formats, e.g. 64 quadrature amplitude modulation (64-
QAM), has not been determined. Although the problem of carrier frequency recovery
can be modeled analytically in certain conditions, its performance in practical systems
depends strongly on the deployed signal processing algorithms. Therefore, this chapter
evaluates the impact of CFJ on system performance considering typical frequency and
phase recovery algorithms. In particular, it investigates the following operating condi-
tions: QPSK at 32 GBd (100 Gb/s), 16-QAM at 32 GBd (200 Gb/s), 64-QAM at 43 GBd
(400 Gb/s) and 64 GBd (600 Gb/s). The system performance is assessed in terms of the
optical signal to noise ratio (OSNR) required to achieve a BER=2.4×10−2.
4.1 SYSTEM MODEL
4.1.1 Simulation setup
Figure 4.1 shows the simulation setup implemented in Matlab. The setup is a
coherent optical communication system able to work in QPSK, 16-QAM, and 64-QAM.
The system supports dual polarization transmission in only one WDM channel centered at
𝑓0 = 0 Hertz. From a bit sequence source of variable size, the digital modulator generates
an equiprobable symbol constellation according to the modulation alphabet. After that,
the symbol sequence passes through a pulse shaping filter that over-samples it into two
samples per symbol. In particular, the pulse shaping is performed by a raised cosine filter
with a configurable roll-off. Later, the oversampled signal is converted from digital to
analog domain by a digital to analog converter (DAC). The DAC output is an electric
signal that modulates the laser carrier during the electro-optical conversion. Finally, the
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1 2 3Adaptive matched filter Frequency recovery Stage Phase recovery Stage
Figure 4.1 – System block diagram.
signal is amplified and, consequently, ASE noise is inserted. In the optical path, the
condition of propagation is noise loading (NL), whose effect on the signal is to introduce
AWGN. From Eq. 2.14, the amount of noise to add is calculated based on the OSNR
value. At the receiver, the optical front-end is performed for dual polarization operation.
Receiver noise is considered negligible in all simulations. Once the signals X and Y are
in the electric domain, they are digitized by an analog to digital converter (ADC) and
sent to the DSP stage for impairments compensation. To compensate the disturbances
experienced by the signals during transmission, the DSP block has three stages. First, an
adaptive butterfly equalizer is used as a matched filter whose taps are updated dynamically
through the RDE algorithm. In the second step, frequency recovery is implemented using
the Mth-order power technique and, finally, the two stages BPS algorithm performs the
phase recovery process. It should be noted that the primary objective of the simulations
is to measure the effects of CFJ on the performance of typical DSP algorithms for carrier
recovery.
4.1.2 Simulation parameters
The system performance evaluation is done by means of canonical curves that
relate BER with OSNR. Each curve belongs to a specific set of configuration parame-
ters, such as the DAC/ADC bandwidth, laser linewidth, frequency offset, and CFJ. The
representative configuration parameters are summarized in Tables 4.1 and 4.2.
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Table 4.1 – System configuration parameters.
Binary Source DAC/ADC
Type Random Bandwidth 32 GHz
Size 𝑙𝑜𝑔2(𝑀)× 218 Sample factor 16
Digital modulator Optical modulator
Type Gray Type IQ
Modulation format QPSK, 16QAM, 64QAM Mode Polarization multiplexing
Symbol rate Configurable
Pulse shaping Channel
Type Raised cosine Link Noise Loading
Roll-off 0.1 Type AWGN
Sample factor 2 samples per symbol Noise variance Configurable
Front end Digital demodulator and Decisor
Type Dual polarization receiver Type Gray
Photo-detection Balanced Decision criterion Minimum distance
Table 4.2 – System impairments and DSP configuration parameters.
Transmission Impairments Impairments Compensation by DSP
Additive
noise
Amplification noise Matched filter
Radius directed equalization
Number of taps: 15
Step size: 0.001Channel noise
Frequency
offset
Fixed frequency offset: 1 GHz Frequency
recovery
Mth-order power
in frequency domainCarrier frequency jitter: Configurable
Phase
noise
Transmitter laser linewidth: 100 kHz Phase recovery
Two-stages BPS
N: 100
𝐼1 = 𝐼2 : 30Local oscillator linewidth: 100 kHz























where 𝜃(𝑘) is the Wiener-distributed phase noise, Δ𝐹1 is the frequency offset and 𝜑𝑗 is
the phase shift between transmitter and local oscillator jitters, set to 𝜋 as a worst-case
condition. Parameters Δ𝐴 and 𝑓𝐴 are the CFJ amplitude and frequency. Both values were
configured according to Table 4.3, which contains representative values used by component
manufacturers.
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4.2 SYSTEM PERFORMANCE RESULTS
Figures 4.2, 4.3, 4.4 and 4.5 show the performance achieved by the four sim-
ulated operating conditions. There are twelve curves in each figure: the black solid curve
indicates the theoretical performance, while the others correspond to the scenarios pre-
sented in Table 4.3.
OSNR [dB]









FEC Limit @ 2.4e-2
Theoretical
[70,711-MHz pp; 1e-5 kHz]
[40-MHz pp; 1e-2 kHz]
[22,361-MHz pp; 10 kHz]
[22,361-MHz pp; 100 kHz]
[22,361-MHz pp; 35 kHz]
[100-MHz pp; 35 kHz]
[70,711-MHz pp; 35 kHz]
[70,711-MHz pp; 23 kHz]
[70,711-MHz pp; 12 kHz]
[70,711-MHz pp; 70 kHz]
[200-MHz pp; 35 kHz]
Figure 4.2 – QPSK at 32 GBd.
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FEC Limit @ 2.4e-2
Theoretical
[70,711-MHz pp; 1e-5 kHz]
[40-MHz pp; 1e-2 kHz]
[22,361-MHz pp; 10 kHz]
[22,361-MHz pp; 100 kHz]
[22,361-MHz pp; 35 kHz]
[100-MHz pp; 35 kHz]
[70,711-MHz pp; 35 kHz]
[70,711-MHz pp; 23 kHz]
[70,711-MHz pp; 12 kHz]
[70,711-MHz pp; 70 kHz]
[200-MHz pp; 35 kHz]
Figure 4.3 – 16-QAM at 32 GBd.
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FEC Limit @ 2.4e-2
Theoretical
[70,711-MHz pp; 1e-5 kHz]
[40-MHz pp; 1e-2 kHz]
[22,361-MHz pp; 10 kHz]
[22,361-MHz pp; 100 kHz]
[22,361-MHz pp; 35 kHz]
[100-MHz pp; 35 kHz]
[70,711-MHz pp; 35 kHz]
[70,711-MHz pp; 23 kHz]
[70,711-MHz pp; 12 kHz]
[70,711-MHz pp; 70 kHz]
[200-MHz pp; 35 kHz]
Figure 4.4 – 64-QAM at 43 GBd.
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FEC Limit @ 2.4e-2
Theoretical
[70,711-MHz pp; 1e-5 kHz]
[40-MHz pp; 1e-2 kHz]
[22,361-MHz pp; 10 kHz]
[22,361-MHz pp; 100 kHz]
[22,361-MHz pp; 35 kHz]
[100-MHz pp; 35 kHz]
[70,711-MHz pp; 35 kHz]
[70,711-MHz pp; 23 kHz]
[70,711-MHz pp; 12 kHz]
[70,711-MHz pp; 70 kHz]
[200-MHz pp; 35 kHz]
Figure 4.5 – 64-QAM at 64 GBd.
The three dashed lines represent important limits of reference. The black hor-
izontal line points out the FEC limit at a BER=2.4×10−2. The brown vertical dashed
line indicates the theoretical OSNR required for this FEC limit, while the purple one
corresponds to the maximum acceptable required OSNR suggested by manufacturers (J.
D. Reis et al., 2015).
Figure 4.2 shows the results for QPSK modulation at 32 GBd. Three of the
eleven cases exhibit OSNR penalties exceeding the OSNR limit threshold. These cases
correspond to CFJ configurations with a large peak-to-peak amplitude, a high oscilla-
tion frequency, and both conditions. It is interesting to observe that a low frequency can
compensate a large peak-to-peak amplitude. This is the case of a CFJ with 100 MHz
amplitude and 35 kHz frequency. Unlike, a high CFJ frequency cannot be easily compen-
sated by a low amplitude, as evidenced in the curve of 22.36 MHz amplitude and 100
kHz frequency. The simulated performance was very similar for the remaining eight cases,
with penalties ranging between 0.48 and 0.73 dB. A similar behavior was observed for
16-QAM modulation at 32 GBd in which the minimum required performance was not
achieved for the same three cases. For the other eight cases, although the performance
degraded with respect to QPSK, the curves still attained the FEC limit in the allowed
region, with penalties in the range between 0.54 to 2.24 dB.
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Increasing the symbol rate and the modulation order severely degrade the
system performance, as it can be observed in Figures 4.4 and 4.5. Although an increase
in symbol rate alleviates phase distortions because of shorter sampling times, raising the
order of the modulation format degrades the system performance due to a small Euclidean
distance between constellation points. For 64-QAM at 43 GBd, only four of the eleven
simulated scenarios achieved the recommended OSNRs. As expected, 64-QAM at 64 GBd
is less susceptible to CFJ, and eight cases exhibited satisfactory performance.
The performance degradation due to CFJ was also evaluated using OSNR
penalty curves. The OSNR penalty values are obtained for the FEC limit at BER=2.4×10−2
subtracting the theoretical OSNR to the simulated OSNR at this point for each curve.
Figures 4.7, 4.8, 4.9, and 4.10 show the 3D graphs that relate the OSNR penalty to a
certain amplitude and frequency of the jitter. The color bar of Figure 4.6 associates the
color of the line with the amount of the penalty. Orange represents the cases with higher
penalty and the red the cases in which the curve does not reach the BER limit in the
studied OSNR range or the penalty exceeds the suggested value.
OSNR Maximum Penalty




























Figure 4.7 – QPSK OSNR penalty.
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Figure 4.9 – 64-QAM at 43 GBd OSNR penalty.
Table 4.4 summarizes the OSNR penalties obtained for each case. The hy-
phen indicates scenarios for which the BER limit was not achieved, while the cells in
red text indicate that for these scenarios the penalty exceeds the suggested value. It is
possible to observe that the system behavior is critically influenced by the laser imper-
fections related to the frequency fluctuations. The system performance depends on the
modeling and configuration of the carrier frequency jitter since the degradation is directly
proportional to the peak-to-peak amplitude and to the frequency with which the laser
operating frequency varies. These are not surprising results because it is reasonable to
expect that the faster the frequency offset changes, the less effective are the frequency
and phase recovery processes since the DSP algorithms are not intentionally designed for
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Figure 4.10 – 64-QAM at 64 GBd OSNR penalty.
Table 4.4 – Obtained OSNR penalties.
CARRIER FREQUENCY JITTER PENALTY AT BER = 2.4e-2
Number Peak-To-Peak [MHz] Frequency [kHz] QPSK 16-QAM 64-QAMat 43 GBd
64-QAM
at 64 GBd
1 70,711 0,00001 0,4834 0,5628 1,4369 2,8190
2 40 0,01 0,4936 0,5425 2,0158 2,4080
3 22,361 10 0,4841 0,5766 1,8852 2,4840
4 22,361 100 - - - 4,1230
5 22,361 35 0,4967 0,6721 1,9538 2,5760
6 100 35 0,7682 2,2471 - -
7 70,711 35 0,6771 1,5594 - 6,4320
8 70,711 23 0,6627 1,5180 - 4,3710
9 70,711 12 0,7357 1,9536 4,1816 2,8110
10 70,711 70 - - - 4,0240
11 200 35 - - - -
frequency offset tracking. As expected, the CFJ impact is more prominent for high-order
modulation formats, which inherently have a smaller phase perturbations tolerance due to
the lower spacing between adjacent constellation points. On the other hand, for the same
modulation format, the higher symbol rate improved the system robustness against phase
perturbations as a consequence of the proportional relation between phase noise and sym-
bol period. It is interesting to observe that cases 4 and 10, which exhibit the highest CFJ
frequency (100 and 70 kHz, respectively), could not be recovered with a QPSK constel-
lation at 32 GBd, but were recovered with a 64-QAM constellation at 64 GBd. However,
case 6, which has the highest CFJ amplitude (100 MHz), was recovered for QPSK at 32
GBd, but not for 64-QAM at 64 GBd. This indicates an improved robustness against
CFJ frequency in higher rates and modulation orders, but some susceptibility to the CFJ
amplitude. These preliminary results about system performance clearly show the need of
taking into account the instability of the laser operating frequency, a phenomenon which
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is inevitable in practical implementations. For this reason, it is imperative that the DSP
algorithms be able to deal with the carrier frequency jitter for proper system operation
within the established performance limits.
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5 IMPACT OF EXPERIMENTAL PHASE
NOISE AND CARRIER FREQUENCY JIT-
TER ON THE SYSTEM PERFORMANCE
In Chapter 4, the impact of phase noise and CFJ on the performance of op-
tical receivers with high-order modulation formats was carried out by simulation. Phase
noise was modeled by a discrete Wiener process, while CFJ was modeled as a sinusoidal
waveform. This Chaper evaluates the system impact of these two imperfections using
experimental data. However, a first question is how to characterize the laser linewidth
and the CFJ profile from experimental traces. Linewidth estimation for narrow-linewidth
lasers is not a trivial task. Therefore, we start with a theoretical review of linewidth esti-
mation methods. After that, we show that current linewidth estimation methods diverge
when the laser is subject of a high CFJ. Lastly, we show how to combine phase noise and
CFJ metrics to predict the system performance.
5.1 LINEWIDTH ESTIMATION OF SEMICONDUCTOR LASERS
Coherent optical communications increases the system spectral efficiency through
the use of high order modulation formats. The incorporation of such modulation formats
demands a more complex detector along with a digital signal processing stage for system
impairments compensation. In addition, multilevel modulation approaches are more sus-
ceptible to phase noise, which can impair the transmission. Chapter 3 emphasized how
the laser linewidth is strongly related to phase noise intensity, so that the greater the
linewidth, the greater the degradation of symbol phases. As spectrally efficient modula-
tion formats are relatively intolerant to laser phase noise, the interest in laser linewidth
estimation methods raised (MATSUDA et al., 2014). Optical precision metrology and
high-resolution spectroscopy are other areas that require small laser linewidths (ZHOU
et al., 2008).
In general, in phase noise sensitive systems, the linewidth of involved lasers
has an impact on the bit error rate performance, and in particular on the carrier phase
recovery process of coherent optical systems. Manufacturers are focusing their efforts on
the fabrication of very narrow linewidth lasers. However, accurate linewidth estimation
techniques are also required. Nowadays, the laser characterization becomes considerably
arduous because currently available methods for these measurements present a limited
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resolution. As a consequence, manufactures of narrow linewidth lasers can only provide
approximate values of their linewidths. This section presents a general review of the meth-
ods for linewidth estimation and brings up the main concepts related to this challenge.
The linewidth estimation process is typically divided into two parts. The first
stage generates a photo-current from the beating between the laser under test and a copy
of itself delayed by a certain time. After that, this photo-current is analyzed in detail
through estimation techniques in order to obtain the final linewidth estimate. There are
several mechanisms to carry out both stages, as presented below.
5.1.1 Techniques for photo-current generation
The basic idea of this stage is to convert the optical phase or frequency fluctua-
tions into variations of light intensity in a Mach-Zehnder interferometer (LUDVIGSEN et
al., 1998). There are three well-known methods for obtaining such photo-current: delayed
self-homodyne (DSHO), delayed self-heterodyne (DSHT) and delayed self-heterodyne
with coherent receiver techniques. All of them involve the beating between an optical
field and one copy of itself delayed by a certain time.
5.1.1.1 Delayed self-homodyne (DSHO)
In a DSHO setup, the laser signal is firstly split by a 3 dB coupler into two















Figure 5.1 – Delayed self-homodyne setup.
As mentioned in (HUYNH et al., 2012), the electric field of the optical sig-





where 𝑃 is the laser output power, 𝜔𝑜 the optical angular frequency and Φ(𝑡) the laser
phase noise in continuous time notation. After splitting, one of the two beams remains
unaltered meanwhile the other passes through a fiber delay that introduces a time delay
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of 𝜏𝑑. Usually, the optical delay is chosen to be long enough to make the phase dynamics of
the interfering fields become uncorrelated on the detector. A polarization controller (PC)
is used to align the lasers polarization states at the photo-detector input. Therefore, using












Subsequently, the two signals at 𝐴′ and 𝐵′ are again combined by means of
a 3 dB coupler and the resulting field is photo-detected. The total input electric field on





𝑃 𝑒𝑗[𝜔𝑜𝑡+Φ(𝑡)] + 12
√
𝑃 𝑒𝑗[𝜔𝑜(𝑡+𝜏𝑑)+Φ(𝑡+𝜏𝑑)]. (5.4)
The intensity of the photo-detector output is:
𝐼(𝑡) = 𝑅 |𝐸𝑜(𝑡)|2, (5.5)
where 𝑅 is the photo-detector responsivity. Then, from Eq. 2.47 the resulting photo-



































= 𝑅 12 {𝑃 + 𝑃 R [cos(Φ(𝑡)− 𝜔𝑜𝜏𝑑 − Φ(𝑡+ 𝜏𝑑)) + 𝑗 sin(Φ(𝑡)− 𝜔𝑜𝜏𝑑 − Φ(𝑡+ 𝜏𝑑))]}
= 𝑅𝑃 12 {1 + 1 cos [Φ(𝑡)− 𝜔𝑜𝜏𝑑 − Φ(𝑡+ 𝜏𝑑)]}
(5.6)
DSHO presents important disadvantages. First, (ZHOU et al., 2008) makes
reference to low frequency noise in the detected intensity spectrum that disturbs the
measurements in the region near to direct current (DC). Besides, (LUDVIGSEN et al.,
1998) remarks that the DSHO technique precludes the use of a standard RF spectrum
analyzer to measure the spectrum of the photo-current fluctuations.
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5.1.1.2 Delayed self-heterodyne (DSHT)
The DSHT method is proposed in order to avoid low frequency noise contri-
butions that affect the spectrum visualization in the DSHO approach. In this case, an
acousto-optic modulator (AOM) is used to shift the spectrum up in frequency of the














Figure 5.2 – Delayed self-heterodyne setup.











where Ω denotes the frequency shift. From Eqs. 5.7 and 5.8 the incident field on the





𝑃 𝑒𝑗[(𝜔𝑜+Ω)𝑡+Φ(𝑡)] + 12
√
𝑃 𝑒𝑗[𝜔𝑜(𝑡+𝜏𝑑)+Φ(𝑡+𝜏𝑑)]. (5.9)
The current of the photo-diode output is proportional to the intensity of the



































= 𝑅 12 {𝑃 + 𝑃 R [cos(Ω𝑡+ Φ(𝑡)− 𝜔𝑜𝜏𝑑 − Φ(𝑡+ 𝜏𝑑)) + 𝑗 sin(Ω𝑡+ Φ(𝑡)− 𝜔𝑜𝜏𝑑 − Φ(𝑡+ 𝜏𝑑))]}
= 𝑅𝑃 12 {1 + 1 cos [Ω𝑡+ Φ(𝑡)− 𝜔𝑜𝜏𝑑 − Φ(𝑡+ 𝜏𝑑)]} ,
(5.10)
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5.1.1.3 Delayed self-heterodyne with coherent receiver
Delayed self-heterodyne with coherent receiver adds a 2x4 90∘ hybrid in the
receiver for beating the signal with its delayed version. After the hybrid, the fields are
photo-detected by a pair of balanced photo-detector as discussed in Chapter 2. Coherent
detection can, as a general principle, increase the sensitivity of measurements (PIELS et
al., 2015) and allows to deploy techniques that will be part of coherent optical transceivers.





























Figure 5.3 – Delayed self-heterodyne with coherent receiver setup.















































′(𝑡) +𝐺′(𝑡)) , (5.16)
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Through Eqs. 5.5 and 2.47, the four photo-currents are obtained as:
𝐼1(𝑡) = 𝑅 |12
(︁








































𝐼2(𝑡) = 𝑅 |12
(︁
















































= 𝑅𝑃 14 {1 + cos (𝜔𝑜𝜏𝑑 + Φ(𝑡+ 𝜏𝑑)− Ω𝑡− Φ(𝑡))} ,
(5.20)












= 𝑅𝑃 14 {1− cos (𝜔𝑜𝜏𝑑 + Φ(𝑡+ 𝜏𝑑)− Ω𝑡− Φ(𝑡))} .
(5.21)
Finally, the in-phase and quadrature components are given by the following
photo-currents:
𝐼𝑖(𝑡) = 𝐼1(𝑡)− 𝐼2(𝑡)
= 𝑅𝑃 12 cos
(︂
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𝐼𝑄(𝑡) = 𝐼3(𝑡)− 𝐼4(𝑡)
= 𝑅𝑃 12 cos (𝜔𝑜𝜏𝑑 + Φ(𝑡+ 𝜏𝑑)− Ω𝑡− Φ(𝑡)) .
(5.23)
Once the photo-current is available, signal processing techniques are applied.
In this work, is used the delayed self-heterodyne with coherent receiver method for all
measurements. Thus, at the coherent receiver output, an optical field 𝐸𝑑 is reconstructed
from the quadrature and in-phase photo-currents. We will use this approach to estimate
laser perturbations in the rest of this work.
5.1.2 Linewidth estimation from the reconstructed optical field after a coher-
ent receiver
The laser linewidth estimation is realized in a DSP stage after the photo-
detection process. Figure 5.4 shows four of the current methods for linewidth estimation







θ(t)=arg[Ed(t)] Instantaneous Frequency Variance
Mean PSD of Instantaneous Frequency
Fit to PSD of Instantaneous Frequency
Lorentzian PSD of the reconstructed optical field
Δk/2πTsa
Figure 5.4 – Techniques for linewidth estimation.
5.1.2.1 Lorentzian spectrum
The first and simplest approach to obtain a coarse laser linewidth estimate is
based on the power spectral density 𝑆(𝑓) of the reconstructed optical field. This method is
applied to lasers under the assumption of a Lorentzian lineshape originated from a Wiener
phase noise. As it is shown in figure 5.4, the PSD is obtained through the squared of the
Fourier transform of the field. Once, 𝑆(𝑓) is accurately calculated, the laser linewidth
corresponds to the FWHM of the spectrum. The PDS lineshape is strongly related to
the time delay introduced by the fiber delay. In (RICHTER et al., 1986) simulation
results of the PSD for several values of 𝜏𝑑 can be found. According to this work, the
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spectrum is strictly Lorentzian for the time delay which makes phases of the optical field
become totally decorrelated. Otherwise, if the phases of the signal to beat are statistically
correlated, the spectrum complexity increases due to oscillations in both lateral regions
of the central peak. The Lorentzian spectrum approach presents limitations for linewidth
estimation because the measurement performance depends on FFT resolution used in the
DSP. The higher the FFT resolution, the greater computational effort. Figure 5.5 shows
the form of a typical Lorentzian PSD.
























Figure 5.5 – Lorentzian power spectrum.
5.1.2.2 Instantaneous frequency variance
In this method, the introduction of the concept of frequency modulation (FM)
noise is a relevant guide for phase noise characterization. As it is observed in Figure 5.4,
the first step to execute is to obtain the phase noise sequence by getting the argument of
the field samples. Then, the instantaneous frequency is calculated from the variations over
time of the phase normalized by the time between samples. Using a discrete time notation





arg {𝐸𝑑(𝑘)𝐸*𝑑(𝑘 − 1)} , (5.24)
where 𝑇𝑠𝑎 is the time between samples. Then, the linewidth estimate given by the method
is (MAHER; THOMSEN, 2011), (CHEN et al., 2011):
Δ𝜈 = 2𝜋𝑇𝑠𝑎 𝑣𝑎𝑟[𝑓𝑖(𝑘)]. (5.25)
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From Eq. 5.25, and taking into account that Δ𝜈 is twice the linewidth of the
laser, the final laser linewidth estimate is:
Δ𝐿𝑊 = 𝜋𝑇𝑠𝑎 𝑣𝑎𝑟[𝑓𝑖(𝑘)]. (5.26)
The instantaneous frequency variance technique is suitable in the case of low
additive noise.
5.1.2.3 Mean of power spectral density of instantaneous frequency
The FM spectrum 𝑆𝐹 (𝑓) corresponds to the PSD of the instantaneous fre-
quency, thus:
𝑆𝐹 (𝑓) = |F[𝑓𝑖(𝑡)]|2, (5.27)
In an ideal context, the FM spectrum follows a white noise behavior, that is,
it presents a flat PSD at all frequencies. However, the presence of different phase noise
sources forces the assumption of a realistic non-white FM spectrum. At this point, it
is imperative to stand out the works in (PIELS et al., 2015), (OLMEDO et al., 2016)
and (KAKKAR., 2017), in which a detailed description about FM spectrum regimes is
presented. According to (ZHOU et al., 2008), (PIELS et al., 2015), (OLMEDO et al.,
2016) and (KAKKAR., 2017), the spectrum of the instantaneous frequency is composed
by three main contributions:
𝑆𝐹 (𝑓) = 𝑆𝐹1(𝑓) + 𝑆𝐹2(𝑓) + 𝑆𝐹3(𝑓) (5.28)
where 𝑆𝐹1(𝑓) is the white noise spectrum caused by spontaneous emission, 𝑆𝐹2(𝑓) is the
high frequency spectrum originated from the relaxation oscillations and, finally, 𝑆𝐹3(𝑓) is a
low frequency noise source known as 1/𝑓 noise. If the laser phase noise is ideally described
by a random walk, the linewidth enhancement is induced only by the white FM noise.
Therefore, the low and high frequency noises can be neglected. In this context, the FM
noise is white and its spectral density is given theoretically as (KIKUCHI; IGARASHI,
2011), (HUYNH et al., 2012), (KIKUCHI, 1989):
𝑆𝐹 (𝑓) = Δ𝑣/𝜋. (5.29)
In a practical context, during the DSP stage for linewidth estimation, the
available FM spectrum presents all noise contributions, as seen in Figure 5.6a for an
experimental signal. Hence, two steps have to be carried out, as shown in Figure 5.6.
Firstly, high frequency components are eliminated for neglecting the relaxation oscillations
contribution, (see Figure 5.6b). Subsequently, the flat FM spectrum region is selected to
take in consideration only white noise. This spectral window is then considered as the
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(a) Total FM-Noise spectrum





















(b) Cut FM-Noise spectrum





















(c) Mean of FM-Noise spectrum
Figure 5.6 – Steps for mean of power spectral density of instantaneous frequency method.
complete PSD of instantaneous frequency and it can be approximated by its mean, (see
Figure 5.6c). The laser linewidth estimate obtained by the method is thus calculated as:
Δ𝜈 = 𝜋𝑚𝑒𝑎𝑛(𝑆𝐹−𝑊𝑖𝑛𝑑𝑜𝑤(𝑓)), (5.30)




As a consequence of disregarding most of the spectrum, the method loses
reliability. Then, the linewidth estimate can differ from the real value. A better alternative
to overcome this inconvenient is presented in shortly.
5.1.2.4 Fit to power spectral density of instantaneous frequency
Under white phase noise assumption adopted in the previous method, the laser
linewidth is given by:
Δ𝜈 = 𝜋 𝑆𝐹 (𝑓). (5.32)
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On the other hand, the flat region of the spectrum can be mathematically






From Eq. 5.33, it can be observed that when the output power 𝑃 is increased,
the linewidth decreases in proportion to 𝑃−1. Then, it could be wrongly concluded that
for an extremely high input power the laser presents an approximately zero linewidth.
Interesting results in (KIKUCHI, 1989) show that in a high power state the linewidth
can become constant (non-zero) for power increments and even it can rise again. The
above makes sense because while the white noise component is power dependent, the low
frequency noise (1/𝑓 Noise) is not. Hence, regardless of the power, there is a residual laser
linewidth originated by others sources of phase noise. Therefore, a better approximation
of the FM spectrum for laser linewidth estimation is then given by:




where 𝑘1 is a measure of the 1/𝑓 noise influence. Parameter 𝑘1 can be obtained through
a computational fitting function, from which Δ𝜈 can be estimated. In literature, different
works consider several phase noise sources. For example, in (KOJIMA et al., 2015), the
FM spectrum is supposed to be the sum of three components:






where the term 𝑘2/𝑓 2 represents additional low frequency noise components. Once the FM
spectrum has been mathematically defined as Eq. 5.34 or 5.35, the fit to power spectral
density of instantaneous frequency method consists in carrying out a fitting process to
find the most accurate values for k1 and k2 that describe the experimental FM spectrum,
and subsequently extracting Δ𝜈 . Figure 5.7 shows the fit of the FM spectrum of an
experimental signal. Finally, after Δ𝜈 calculation, the laser linewidth is derived from:
Δ𝐿𝑊 = Δ𝜈/2. (5.36)
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Figure 5.7 – FM-Noise spectrum fit.
5.2 EXPERIMENTAL EVALUATION OF LASER LINEWIDTH ES-
TIMATION TECHNIQUES
This section evaluates the performance of laser linewidth estimation tech-
niques. The estimation process is carried out using the setup described in Section 5.1.1.3
(delayed self-heterodyne with coherent receiver method with Ω = 40 MHz and 5 km of
fiber delay) followed by offline digital signal processing. The experimental data is captured
from four semiconductor lasers. Three of them are tested in normal operating conditions,
while the other is tested under suboptimal operating conditions that generate three dif-
ferent types of phase perturbations, comprising six different sources. Table 5.1 shows the
operating wavelength of the devices in the six evaluated conditions.
Table 5.1 – Available experimental data.
Laser 1 2 3 4 5 6
Wavelength 1550nm 1550nm 1550nm 1535nm 1550nm 1565nm
As it was presented in Section 5.1, in this work, the field detected by means of
the delayed self-heterodyne with coherent receiver method is the base for laser linewidth
estimation. From experimental traces, 670.000 samples are processed off-line using Mat-
lab. As the phase perturbation experienced by the signal is the contribution of the fre-
quency offset and the Wiener phase noise, a frequency recovery stage has to be applied
before laser linewidth estimation. Frequency recovery is carried out through theMth-order
power method in frequency domain. Next, the three techniques for linewidth estimation
described in Sections 5.1.2.2, 5.1.2.3 and 5.1.2.4 are applied to the recovered signal. Specif-
ically, for mean of power spectral density of instantaneous frequency method, the PSD of
Chapter 5. IMPACT OF EXPERIMENTAL PHASE NOISE AND CARRIER FREQUENCY JITTER
ON THE SYSTEM PERFORMANCE 94
the instantaneous frequency is cut off at approximately 1 GHz, and the average is com-
puted on the flatter region of the window. In the case of the fit to power spectral density
of instantaneous frequency method, the fit operation is performed on the band limited by
0 Hz and 1 GHz. After these processes, linewidth estimates for the six lasers are obtained
and presented in Table 5.2.
Table 5.2 – Linewidth estimates.
Laser Instant FrequencyVariance
Mean of PSD of
Instantaneous Frequency
Fit to PSD of
Instantaneous Frequency
1 28.26 kHz 33.77 kHz 33.54 kHz
2 55.63 kHz 274.91 kHz 234.59 kHz
3 33.35 kHz 136 kHz 116.76 kHz
4 28.69 kHz 30.09 kHz 30.82 kHz
5 4.1 MHz 69.89 kHz 44.54 kHz
6 1.67 MHz 43.75 kHz 37.76 kHz
Ideally, the laser linewidth values obtained through the three methods should
be near, taking into account little imprecisions in the techniques. However, according to
Table 5.2, in four out of the six cases (lasers 2, 3, 5 and 6) the three values differ in tens
of kHz. Additionally, the other two cases, corresponding to laser 1 and laser 4, present
estimates of linewidth very similar, however, they vary in few kHz. This difference among
the results gathered from different approaches limits the laser specification precision, and
raises doubts about which method is the most accurate. Alternatively, we propose to
compute the OSNR performance penalty from experimental traces, and later estimate
an equivalent laser linewidth. To do this, impairments resulting from laser frequency
fluctuations receive a special interest since, as it was shown in Chapter 4, the CFJ reduces
the efficiency of the DSP algorithms.
5.2.1 System setup
As it was noted before, the available experimental data is the optical field
reconstructed through the delayed self-heterodyne with coherent receiver method. This
field has 4.000.000 samples and its phase corresponds to the phase perturbations that a
received sequence of symbols would suffer if the laser tested in the setup was used in a
coherent system. For experimental data application, traces with the first 670.000 samples
are considered to reduce the processing time. The block diagram of the implemented
simulator is shown in Figure 5.8.
To obtain the phase sequence, three procedures have to be applied to the
experimental data. Initially, the angle operation recovers the signal phase. However, these
phases can be altered coming from the limitation between −𝜋/4 and 𝜋/4 presented by the
function. Then, this process is corrected by an unwrap function. As the simulator works
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Binary Source Digital Modulator
















Figure 5.8 – Simulator block diagram.
with arbitrary symbol rate, the sequence of phases after unwrapping is interpolated in
order to adapt its sample rate of 20 Gsps to the system symbol rate. That is, interpolation
acts up-sampling or down-sampling depending on the required adaptation rate. At this
point, the experimental sequence of phases is ready for being injected into a symbol
constellation. The simulator supports the transmission of alphabets, 16-QAM and 64-
QAM with a symbol rate of 32 GBd and 43 GBd, respectively. The digital modulator
must produce enough quantity of symbols to multiply a sequence with 670.000 phases.
Therefore, as the sampling rate of the experimental data is 20 GSps, then, for the systems
at 32 GBd and 43 GBd, the phases traces are up-sampled by a factor of 1.6 and 2.15,
respectively. Consequently, the 16-QAM modulator generates 1.072.000 symbols, while
the 64-QAM modulator requires 1.440.500 symbols. The constellation generated at the
modulator block is then multiplied by a signal 𝑒𝑗𝜁 , where 𝜁 denotes the sequence of
experimental phases. After that, the signal is transmitted through an AWGN channel.
At reception transmission impairments are compensated by DSP. In an ideal
context, in which the operating frequency of the laser is fixed in time, the Mth-order
power algorithm described in Section 3.2.2 is efficient enough for frequency recovery. Nev-
ertheless, practical implementations suffer the consequences of frequency fluctuations. The
Mth-order power can be adjusted in such a way that it is possible to compensate for the
additional penalties caused by fluctuations. For example, let us suppose the sinusoidal CFJ
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shown in Figure 5.9a. The amplitude axis represents the different values of the frequency
offset through the time. If Mth-order power is performed over all samples of the signal,
only a single frequency offset is estimated and compensated. A considerable penalty in the
algorithm performance arises as theMth-order power technique does not realize frequency
tracking. Accordingly, the average frequency offset given by the black line does not match
the real jitter behavior drawn in blue. Accomplishing a perfect tracking of the blue curve
(a) Total jitter signal.
(b) Division by windows.
Figure 5.9 – Carrier frequency jitter treatment.
is computationally infeasible, nonetheless, a coarse version with reasonable resolution can
be constructed. Figure 5.9 indicates that the CFJ treatment can be done not over all sam-
ples of the signal, but by means of windowing. In Figure 5.9b, the same sinusoidal CFJ
is sliced in sections of fixed size. Then, Mth-order power algorithm computes an average
frequency offset in each window. As the sections have a reduced number of samples, the
average differs in a smaller amount from the extreme values. After this process, the black
curve, although not being exactly the same as the blue one, is by far more accurate than
the one in the previous scenario. The tracking resolution can be adapted by manipulating
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the window size, that naturally depends on the CFJ intensity. The block diagram of the
method applied in this work is shown in Figure 5.10. In the diagram, 𝑟(𝑘) stands for the
signal at the DSP block input which already was contaminated with additive white noise
and phase perturbations. When the algorithm starts, 𝑟(𝑘) is split into shorter windows
denoted as 𝑟1(𝑘), 𝑟2(𝑘), 𝑟3(𝑘),..., 𝑟𝑛(𝑘), being 𝑛 the total number of windows. After that,
each block goes through the stages of the classical Mth-order power algorithm to find
the frequency offsets Δ𝑓1, Δ𝑓2, Δ𝑓3,..., Δ𝑓𝑛. Finally, the frequency offset-induced phase
noises noted by Δ𝜑1, Δ𝜑2, Δ𝜑3,..., Δ𝜑𝑛 are compensated individually in each window. The
blocks after frequency recovery are grouped again for obtaining 𝑟(𝑘), that is forwarded to
the phase recovery stage. In the diagram, 𝑇𝐷𝑆𝑃 denotes the time period considered in the









































Figure 5.10 – Block diagram of the sliced Mth-oder power algorithm.
It should be noted that as theMth-order power algorithm is based on the FFT,
its accuracy is directly associated with the transform resolution. At the same time, the
transform resolution depends on the quantity of samples in a block, so that the window
size is a decisive parameter in the operation of the proposed algorithm. In other words,
the technique performance depends on the equilibrium between an appropriated block
size for a reasonable frequency tracking, and the number of samples needed for a good
FFT resolution. Consequently, it is possible that, even after the sliced Mth-order power
algorithm, a residual CFJ degrades the system performance.
After compensating the frequency offset and the CFJ, the Wiener phase noise
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is estimated in the phase recovery stage. The simulator recovers the original phase by
applying the conventional one-stage BSP algorithm to the signal. From Section 3.3.2, the
configuration parameters of the algorithm are shown in Table 5.3. Finally, as the vector
Table 5.3 – Configuration of BPS for phase recovery.
BSP Configuration Parameters
Test phases I Maximum phase Summing window 𝑁𝐵
40 𝜋/4
82 for OSNR < 16 dB
52 for 16 dB < OSNR ≤ 18 dB
30 for OSNR ≥ 20 dB
of test phases is limited between −𝜋/4 and 𝜋/4, the output of the BSP algorithm passes
through an unwrapping stage.
After simulator description, the next sections consolidate the results concerning
to the performance of the 16-QAM and 64-QAM coherent systems when experimental
phase perturbations are applied.
5.2.2 Results for 16-QAM
To compute the OSNR performance penalty from experimental phase pertur-
bations, the sliced Mth-order power algorithm was optimized for each laser. For 16-QAM
system, the window size was optimized for a fixed OSNR equal to 19 dB. Different window
sizes were evaluated and the block length achieving the lower BER was selected. Figure
5.11 presents the BER variation with respect to window size for the six experimental
traces.
As it was expected, the curve that describes the BER variation against window
size presents a different behavior for each tested laser. The curves corresponding to lasers
1, 2, 3 and 4 experience a decreasing profile with the increase of window size values. On
the contrary, the BER corresponding to lasers 5 and 6 increase with long window sizes,
reaching a BER of up to 9 × 10−2. It should be noted, however, that for window sizes
smaller than 10.000, the curves of lasers 5 and 6 exhibit a decreasing behavior, an aspect
that can be related to the low FFT resolution obtained with this number of samples in
these cases. Table 5.4 summarizes the optimum window size for each laser.
Table 5.4 – Optimum window size for 16-QAM system.
Laser 1 2 3 4 5 6
Optimum WS 800.000 960.000 800.000 960.000 10.000 10.000
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Figure 5.11 – Optimum window size for jitter correction in 16-QAM system.
From Table 5.4, it can be intuited that the six lasers present different CFJ
intensities. Naturally, for higher frequency jitter variations, the window size needs to
be smaller (lasers 5 and 6). Clearly, if the frequency offset varies in great proportions
regarding the nominal value, the tracking comes more accurate for blocks with a smaller
size. Otherwise, in a scenario with slow oscillations, in which the frequency offset is almost
constant a wide window is enough to track the signal (lasers 1, 2, 3 and 4). After window
size optimization, the sliced Mth-order power algorithm is configured each time depending
on the experimental trace to use. It should be clarified that window size optimization does
not ensure a total elimination of the CFJ effects, because even with the more appropriate
block size, frequency tracking is not perfect, giving rise to residual frequency jitter.
To assess the 16-QAM format performance, the OSNR was evaluated in the
interval between 16 dB and 23 dB, in steps of 0.5 dB. For each OSNR value, the simulation
is repeated three times in order to average the BER and to smoothen the curve. Figure
5.12 shows the performance curves for the six experimental traces. In the figure, the black
solid curve corresponds to the theoretical performance of a 16-QAM coherent system at
32 GBd operating in a single polarization mode. The remaining curves correspond to the
experimental traces associated with the lasers. In addition, the horizontal dashed black
line indicates the FEC limit at BER = 1×10−3, and the vertical dashed green line points
to the theoretical OSNR required for this FEC limit (17.75 dB). Table 5.5 collects the
OSNR values required for the curves to attain a BER = 1 × 10−3 as well as the OSNR
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Figure 5.12 – Performance of the 16-QAM coherent optical system.
penalty at this point.
Table 5.5 – OSNR Penalties for 16-QAM coherent optical system.
Laser OSNR at BER = 1e-3[dB]
OSNR Penalty [dB]







According to Figure 5.12 and Table 5.5, the higher performance is reached by
the lasers 1 and 4, which present approximately the same curve. Lasers 2 and 3 suffer a
non-critical performance degradation in comparison with the previous ones, while lasers
5 and 6 evidence a poor performance in the whole investigated OSNR region. Taking into
consideration that all of the six test systems are subject to identical channel conditions,
and that they use the same DSP block, the difference among the performances curves
is related to the phase perturbations applied to the symbols. As previously emphasized,
the phase perturbations extracted from the experimental data are a contribution of the
Wiener phase noise caused by the laser linewidth, and CFJ due to the operating frequency
fluctuations. In addition, starting from the fact that the device under tests (DUTs) used
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for capturing the experimental measures correspond to current commercial lasers, a small
linewidth is assumed. Therefore, it is valid to suppose that the Wiener phase noise associ-
ated with each laser is not high enough to be considerably harmful to a 16-QAM system
which employs an efficient phase recovery algorithm. Then, one can conclude that the
OSNR penalty presented by the system appears because of CFJ. After this assumption,
and observing Table 5.4 and Table 5.5, it can be concluded that a high CFJ variation
implies a considerable performance degradation, as it is the case of lasers 5 and 6. Again,
here as in Chapter 4, the results show how the intensity of the laser frequency fluctuations
affects negatively the DSP algorithms performance.
At this point, the OSNR penalty computed for the curves allows finding the
equivalent linewidths of the lasers seen by the DSP algorithms in a 16-QAM system. For
this, the simulator in Figure 5.8 is used to get the performance of the system against
simulated Wiener phase noise. During the tests, 15 values of linewidth (considering trans-
mitted and local oscillator lasers, Δ𝜈) are selected between 0 Hz and 3.000 kHz. The
symbol period is configured in 31.25 𝜇𝑠 that corresponds to a symbol rate of 32 GBd.
Figure 5.13 shows the 16-QAM system performance for 15 values of Δ𝜈𝑇𝑠.



























Figure 5.13 – Simulated performance of 16-QAM coherent optical system.
Analyzing the graph, one can note how a higher Δ𝜈𝑇𝑠 product causes a more
prominent degradation in the system performance. This behavior is supported by Eq. 3.14,
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in which it is observed that the variance of the phase noise increments from one symbol to
other is directly proportional toΔ𝜈𝑇𝑠. On the other hand, it is worth mentioning that even
for Δ𝜈𝑇𝑠 = 0, the performance curve presents a penalty with respect to the theoretical
one as consequence of the differential encoding. The OSNR penalty for simulated phase
noise regarding the theoretical performance is calculated for every curve in the FEC limit
at BER = 1× 10−3. The results are summarized in Table 5.6.
Table 5.6 – OSNR Penalty for 16-QAM with simulated phase noise.
Δ𝜈𝑇𝑠 Δ𝜈 [kHz]
OSNR at
BER = 1e-3 [dB]
Penalty at
BER = 1e-3 [dB]
0 0 18.15 0.40
6.25e-07 20 18.15 0.41
1.25e-06 40 18.17 0.42
2.50e-06 80 18.20 0.45
3.12e-06 100 18.25 0.50
6.25e-06 200 18.30 0.55
1.25e-05 400 18.44 0.69
1.87e-05 600 18.45 0.70
2.50e-05 800 18.68 0.93
3.12e-05 1000 18.87 1.13
3.75e-05 1200 18.98 1.23
5.00e-05 1600 19.32 1.57
6.25e-05 2000 19.76 2.01
7.50e-05 2400 20.10 2.35
9.37e-05 3000 20.31 2.56
Once Δ𝜈𝑇𝑠 values and the corresponding OSNR penalties are available, a
useful curve is constructed to obtain the laser linewidth from a DSP perspective. Figure
5.14 relates the OSNR penalty in dB with the Δ𝜈𝑇𝑠 product. The blue curve relates the
values registered in the first and last column of Table 5.6. The fitted red curve correlates
the parameters in a continuous interval defined between 6 × 10−7 and 1.3 × 10−4 for
Δ𝜈𝑇𝑠 and 0.3995 dB and 2.5648 dB for OSNR penalty. Although the red curve offers a
valid relation between parameters, its increasing behavior is not perceptible until Δ𝜈𝑇𝑠 =
6×10−6. As consequence, it can be possible that the technique looses resolution for small
Δ𝜈 values. To estimate the linewidth of the lasers using this tool the procedure is as
follows: for each tested laser, the OSNR penalty in Table 5.5 is positioned in the vertical
axis. After that, this point is projected on the red curve to finally find the corresponding
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Figure 5.14 – Simulated curve for Δ𝜈Ts vs OSNR penalty for 16-QAM coherent optical
system.
where Δ𝐿𝑤′ can be understood as the equivalent linewidth of the laser from a systemic
point of view. Table 5.7 gathers the lasers linewidths obtained by means of the current
estimation methods and through the DSP performance.
Table 5.7 – Linewidth estimates by four methods.
Laser VarianceInst. Freq.
Mean of PSD of
Inst. Freq.




1 28.26 kHz 33.77 kHz 33.54 kHz 50.7 kHz
2 55.63 kHz 274.91 kHz 234.59 kHz 253 kHz
3 33.35 kHz 136 kHz 116.76 kHz 145.5 kHz
4 28.69 kHz 30.09 kHz 30.82 kHz 66.1 kHz
5 4.1 MHz 69.89 kHz 44.54 kHz 431 kHz
6 1.67 MHz 43.75 kHz 37.76 kHz 583 kHz
Comparing the results along the rows, first, it is noted that the linewidth
calculated by performance differs considerably from the estimate by instantaneous fre-
quency variance in all cases. Secondly, for lasers 2 and 3, the systemic linewidth is very
close to the ones found through methods mean of PSD of instantaneous frequency and
fit to PSD of instantaneous frequency. In the case of lasers 1 and 4, the calculus of the
linewidth is limited as consequence of the low resolution presented by the fitted curve for
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small Δ𝜈 values. However, for both lasers, the systematic linewidth also tends to match
the linewidths obtained by the two spectral methods. On the other hand, the equivalent
linewidths corresponding to lasers 5 and 6 differ by far from the results given by the
others three estimation methods. To interpret the results, it is interesting to note that
linewidth estimation by means of current techniques was carried out before CFJ compen-
sation. In addition, it is already known that the CFJ is a low frequency effect, therefore,
as spectral methods manipulate high frequencies, it is expected that they are not able
to detect the jitter perturbations. Unlike spectral methods, instantaneous frequency vari-
ance is a time domain technique. Thus, calculated phase increments are a contribution
not only from the Wiener phase noise that has to be measured but also from other phase
noise sources and CFJ. Therefore, naturally, the accuracy of the method is negatively
influenced by a high intensity of laser imperfections. The loss of reliability of the method
is observed in lasers 5 and 6, in which, due to the high CFJ, the estimated linewidths
through instantaneous frequency variance are in the range of megahertz, while the other
three methods estimate linewidths in some hundreds of kilohertz. Moreover, in low CFJ
scenarios, as in lasers 2 and 3, the method estimates are also considerably different from
the equivalent linewidths found by means of system performance. That is, the method
resolution is limited for both low and high CFJ because of the possible presence of other
phase noise sources. In consequence, it can be concluded that, among the three evalu-
ated estimators the most suitable are the mean of PSD of instantaneous frequency and
fit to PSD of instantaneous frequency methods. Nevertheless, the above assumption loses
reliability in high CFJ contexts as in lasers 5 and 6, in which both spectral methods
designate a smaller linewidth with regard to the systematic value. In this way, it is valid
to affirm that the methods commonly used by manufacturers to characterize the lasers
are not accurate enough as they do not take in consideration the effect of the CFJ on the
system performance. Customers are interested in obtaining from manufacturers the value
of the laser linewidth associated with the performance that their systems would present
when the laser is used. Therefore, the strategy here proposed is a convenient option as
it characterizes the laser in both high and low CFJ context when the jitter is compen-
sated through a frequency recovery algorithm. While it is true that laser characterization
from a performance perspective presents notable advantages against the other options,
at the same time this method demands a greater complexity. Obtaining the systematic
linewidth as previously done required a complex simulator operation. Then, the weakness
of our approach gives rise to a new question. Is it possible to predict the performance of
a 16-QAM system at 32 GBd using a certain laser using low-complexity computations?
This issue is going to be evaluated in future sections.
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5.2.3 Results for 64-QAM
Nowadays, the exponential growth of the data traffic challenges the telecommu-
nications infrastructure. Therefore, to keep up with the current requirements, spectrally
efficient systems are required. The 64-QAM modulation format appears as an alternative
to implement systems able to transmit higher volumes of information than its predeces-
sors using the same spectral resources. On the other hand, increasing the constellation
size makes the system more susceptible to phase perturbations. Thus, both the Wiener
phase noise and the CFJ require special attention.
In the 64-QAM case, the window size was optimized for an OSNR of 26 dB.
The window size was varied from 3.000 to 1.440.500 samples with non-uniform spacing.
The results are shown in Figure 5.15. The six curves in Figure 5.15 exhibit the expected


















Figure 5.15 – Optimum window size for jitter correction in 64-QAM system.
behavior based on previous results. Again, the BER for lasers 1, 2, 3 and 4 decreases
with an increase in the window size. However, because of the low CFJ in these lasers, all
BER values are similarly small, varying between 6 × 10−4 and 2 × 10−3. In a different
way, the BER achieved by the system when lasers 5 and 6 are used increases for higher
window sizes, varying from approximately 1 × 10−3 to 2 × 10−1. The optimum window
size for each laser is shown in Table 5.8.
From current results, a strong consistency with the previous section is observed.
In a severe CFJ context as in the case of lasers 5 and 6, the best frequency offset tracking
is achieved slicing the jitter signal in small windows of 10.000 samples. Meanwhile, for
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Table 5.8 – Optimum window size for 64-QAM system.
Laser 1 2 3 4 5 6
Optimum WS 320.000 1.000.000 1.000.000 800.000 10.000 10.000
slow frequency offset fluctuations presented by lasers 1, 2, 3 and 4, a large window is
able to go along with the signal, favoring at the same time the resolution of the FFT. Now,
the simulations are carried out for every test laser and the proposed frequency recovery
algorithm for CFJ compensation is configured according to Table 5.8.
The evaluated OSNR range is defined between 19 dB and 29 dB in steps of 0.5
dB. In a similar way, in order to smoothen the curves, three rounds are executed for each
OSNR value. At the receiver, the DSP block keeps unaltered with exception of the window
size in the sliced Mth-order power algorithm. The window size is configured depending on
the laser to test in a specific simulation. Figure 5.16 compares the performance obtained
in the 64-QAM system at 43 GBd for the six lasers. The reference points for performance





















Figure 5.16 – Performance of the 64-QAM coherent optical system.
evaluation are again the FEC limit at BER = 1×10−3, the performance theoretical curve
and the theoretical OSNR for this BER (25.0332 dB). Thus, it is observed from BER vs
OSNR curves that the best-behaved lasers are 1 and 4 as result of the mild frequency
fluctuations and/or of the low residual jitter after DSP compensation. Laser 3 either
presents a considerable performance degradation unlike lasers 2, 5 and 6 that generate
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a OSNR penalty around of 1 dB. Table 5.9 gathers the OSNR penalty computed in each
case.
Table 5.9 – OSNR penalties for 64-QAM coherent optical system.
Laser OSNR at BER = 1e-3[dB]
OSNR Penalty [dB]







The performance curves of the 64-QAM system confirm that the OSNR penalty
increases for high levels of frequency offset fluctuations. For an intense CFJ, as in lasers
5 and 6, even after jitter compensation in the frequency recovery stage the received
signal still experiences the negative effects of the residual jitter and/or of the low FFT
resolution. Once the OSNR penalty generated for the six test laser are available, the
systemic linewidth associated with this performance degradation is determined. For that,
in the same way, the simulator deployed in Figure 5.8 evaluates the performance of the
64-QAM system against simulated Wiener phase noise. During the tests, 13 values of total
linewidth (transmitted and local oscillator lasers, Δ𝜈) are selected between 0 Hz and 2.000
kHz. For a symbol rate of 43 GBd, the symbol period is configured in 23.25 𝜇𝑠. Figure
5.17 shows the 64-QAM system performance for the different values of Δ𝜈𝑇𝑠.
The Wiener phase noise intensity is directly proportional to Δ𝜈𝑇𝑠, conse-
quently, the system presents a higher performance degradation as the product increments.
Based on these curves, a direct relation between Δ𝜈 and OSNR penalty in a 64-QAM sys-
tem at 43 GBd can be obtained. Table 5.10 shows these OSNR penalties.
Finally, Figure 5.18 relates the OSNR penalty at BER = 1 × 10−3 with the
Δ𝜈𝑇𝑠 product. The red fit covers the region delimited roughly by 4.5× 10−7 and 5× 10−5
in the Δ𝜈𝑇𝑠 axis. For this interval, the OSNR penalties vary from 0.5 dB to 5 dB. As the
64-QAM constellation is more susceptible to phase noise, the resolution of the curve is
higher for small values of laser linewidth than in the case of Figure 5.14 for the 16-QAM
system.
To characterize a device, from the OSNR penalty generated by the specific
laser, the corresponding value of Δ𝜈𝑇𝑠 is extracted using the red curve. Later, Eq. 5.37
provides the equivalent linewidth seen from a DSP performance perspective. Table 5.11
compares the estimates of the lasers linewidths computed through the four methods in
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Figure 5.17 – Simulated performance of 64-QAM coherent optical system.
Table 5.10 – OSNR penalty for 64-QAM with simulated phase noise.
Δ𝜈𝑇𝑠 Δ𝜈 [kHz]
OSNR at
BER = 1e-3 [dB]
Penalty at
BER = 1e-3 [dB]
0 0 25.60 0.56
4.65e-07 20 25.61 0.57
9.30e-07 40 25.58 0.55
1.86e-06 80 25.70 0.66
2.32e-06 100 25.69 0.65
4.65e-06 200 25.79 0.76
9.30e-06 400 26.02 0.99
1.39e-05 600 26.32 1.29
1.86e-05 800 26.59 1.56
2.32e-05 1000 26.99 1.95
2.79e-05 1200 27.35 2.32
3.72e-05 1600 28.31 3.28
4.65e-05 2000 29.86 4.83
question, being one of them the approach suggested in this work.
The systemic linewidth computed for lasers 1, 2, 3 and 4 stay in the same
band as the linewidth found by means of the two spectral methods. It supports the fact
that, in a low jitter scenario, analyzing the PSD of the instantaneous frequency is enough
for laser characterization even when both of them do not take in consideration the CFJ ef-
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Figure 5.18 – Simulated curve for Δ𝜈Ts vs OSNR penalty for 64-QAM coherent optical
system.
Table 5.11 – Linewidth estimates by four methods with 64-QAM.
Laser VarianceInst. Freq.
Mean of PSD of
Inst. Freq.




1 28.26 kHz 33.77 kHz 33.54 kHz 21.72 kHz
2 55.63 kHz 274.91 kHz 234.59 kHz 199 kHz
3 33.35 kHz 136 kHz 116.76 kHz 108.26 kHz
4 28.69 kHz 30.09 kHz 30.82 kHz 36.9 kHz
5 4.1 MHz 69.89 kHz 44.54 kHz 215 kHz
6 1.67 MHz 43.75 kHz 37.76 kHz 243 kHz
fects. Nevertheless, when the device experiences a high CFJ level, the spectral approaches
are not recommended since they neglect the contribution of the jitter to the phase per-
turbations. As result of the above statement, the equivalent linewidth of lasers 5 and 6
differs by far from the other estimates, becoming the most realistic laser specification.
5.3 COMBINING LASER LINEWIDTH AND CFJ TO PREDICT
THE SYSTEM PERFORMANCE
The phase traces extracted from experimental data bring the phase perturba-
tion of Wiener phase noise and CFJ. Consequently, after system performance evaluation,
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we try to relate the OSNR penalty with the laser imperfections intensity, with low com-
plexity signal processing. Bringing up the fact that the OSNR penalty in the system is
raised by a large laser linewidth and CFJ, in this work, we propose a convenient strat-
egy for performance forecasting. The idea is to know beforehand the performance of a
coherent optical system at a determined symbol rate when a specific laser is used as the
transmitter laser and local oscillator laser. The starting point to develop a performance
forecasting tool consists in understanding that the intensity of the frequency fluctuations
can be quantified by the difference between two frequency offsets computed in adjacent
windows (Δ𝑓 Jump). In other words, logically, the CFJ is more severe when the jumps in
frequency from one window to the next are higher. Figure 5.19 shows again the sinusoidal
CFJ sliced in smaller windows. According to the previous analysis, the management of
the jumps marked in red gives key information about the jitter variation, then, the first
step is to capture these jumps from the experimental data.
Figure 5.19 – Jumps of the sinusoidal carrier frequency jitter.
Each original experimental data is cut off at 670.000 and the resulting sequence
is sent through the block of frequency offset estimation shown in Figure 5.20. The window
size is configured to 10.000 samples (smaller window in Table 5.4). Then, after this process,
67 different values of the frequency offset are obtained and stored. Subtracting the values
in adjacent windows results in 66 jumps, which describes the jitter behavior. The stored
jumps are given in units of Hz/(10.000× 𝑇𝑠).
After capturing the frequency offset jumps for all lasers, the next step to
follow is to estimate the jitter probability distribution. Thus, using the Matlab function
histogram the relative frequency of the jumps is computed. Figures 5.21 and 5.22 show
the histogram for laser 2 and 6, respectively.
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Figure 5.20 – Frequency offset estimation.























Figure 5.21 – Probability distribution of the jumps for laser 2.
From Figure 5.21, the lager jump for laser 2 is found in approximately −5
THz/s with a relative frequency of 2/66. On the other hand, according to Figure 5.22,
in the case of laser 6, the histogram presents one jump in 230 THz/s and another one
in 540 THz/s. In general, as it was expected, within a low CFJ scenario (laser 2), the
difference between frequency offsets from one window to the next is by far smaller when
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Figure 5.22 – Probability distribution of the jumps for laser 6.
compared with a context of high jitter (laser 6). These results support the hypothesis
that the jitter characterization can be realized by means of the transitions experienced
by the frequency offset through samples.
High-order modulations formats are more vulnerable to phase perturbations.
Therefore, the OSNR penalty is caused not mostly by the CFJ, but also by the laser
linewidth. Consequently, if the performance degradation that experiences a M-QAM co-
herent system is the result of the coupling of these perturbations, they should be enough
to predict the impact of laser imperfections on system performance. Previously, the CFJ
intensity was evaluated through the average jump of the frequency offset. On the other
hand, our performance forecast tool requires the most reliable linewidth estimate obtained
by the three estimation methods. As mentioned before, none of the strategies applied on
the experimental traces matched the equivalent linewidth systematically estimated. How-
ever, the spectral methods presented a high accuracy in low CFJ scenarios. Therefore, the
mean of PSD of the instantaneous frequency is selected due to its lower complexity. Table
5.12 presents the average jump of the frequency offset and the linewidth estimate for 29
experimental measurements obtained using three lasers in normal operating conditions,
and a fourth laser in different operating conditions to simulate 29 DUTs in total.
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of Inst. Freq. [kHz]
1 3.18e+11 33.8 16 6.21e+13 87.1
2 1.73e+12 274.9 17 6.88e+13 89.8
3 8.58e+11 136 18 4.93e+13 50.2
4 3.55e+11 31.9 19 5.65e+13 7782.9
5 3.92e+11 30.1 20 4.92e+13 472.3
6 3.69e+11 31.2 21 7.21e+13 1335.5
7 3.96e+11 31.1 22 2.29e+13 740.5
8 3.77e+11 30.2 23 1.08e+13 821.7
9 2.80e+13 49.5 24 3.69e+13 929.5
10 2.88e+13 69.9 25 7.77e+12 570
11 2.84e+13 58 26 1.87e+13 642.8
12 2.82e+13 60.8 27 3.80e+13 662.9
13 2.75e+13 62.7 28 5.99e+13 903.7
14 4.99e+13 54.3 29 3.15e+12 267.1
15 3.38e+13 43.8
5.3.1 Results for 16-QAM
Table 5.12 characterizes 29 devices in terms of linewidth and CFJ. Again, we
can question if the measure of the laser imperfections from experimental phase perturba-
tion traces allows forecasting the performance of a 16-QAM coherent system at 32 GBd
when the laser is used in transmitter and reception. For that, the OSNR penalty for each
of the 29 lasers is calculated by means of the simulator of Section 5.2.1. Table 5.13 present
these OSNR penalties.
Table 5.13 – OSNR penalties for 16-QAM coherent system
Laser OSNR Penalty[dB] Laser
OSNR Penalty
[dB]
1 0.48 16 2.39
2 0.73 17 2.35
3 0.60 18 1.61
4 0.49 19 -
5 0.50 20 1.85
6 0.47 21 3.28
7 0.47 22 1.38
8 0.52 23 1.17
9 0.85 24 1.98
10 0.92 25 1.02
11 0.94 26 1.29
12 0.92 27 1.50
13 0.94 28 2.42
14 2.02 29 0.64
15 1.22
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Once all DUTs are characterized by their linewidth estimate, frequency offset
average jump and OSNR penalty, Figure 5.23 shows a 3D curve that allows observing the
relation between both phase perturbations sources and the system OSNR penalty. The
horizontal axis corresponds to laser linewidth estimate and vertical axis to average jumps.
The third dimension is defined by the circle fill color which depends on the OSNR penalty
as indicated in the color bar.
































Figure 5.23 – Relation between laser linewidth estimate, average jump and OSNR penalty
for 16-QAM coherent optical system.
Available data produce 29 isolated points instead of forming a surface. Conse-
quently, it is not possible to generate a color map mesh. However, the 3D graph allows
recognizing the pattern followed by the color of the circles. Note that for a laser present-
ing a low average jump (up to 3× 1010 kHz/s) together with a low linewidth (up to 300
kHz), the system OSNR penalty remains smaller than 1 dB (shades of blue). Otherwise,
when one of the axes increases, the OSNR penalty raises progressively to approximately
1.5 dB (shades of cyan). Naturally, in the worst case, when both parameters rise at the
same time, the degradation becomes critical reaching penalties of 2 dB to 2.5 dB (shades
of green and yellow). From these observations, Figure 5.23 also confirmed that exist a
relation of direct proportionality between the OSNR penalty and the laser imperfections
intensity. Therefore, the 3D map is able to forecast the performance of a semiconductor
laser just from a phase perturbation trace without simulation procedures. The forecasting
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tool is based on the identification of regions delimited by thresholds of OSNR penalty.
That is, once the experimental data is available, the mean of PSD of the instantaneous
frequency is applied to estimate the laser linewidth. At the same time, the jump collec-
tion is carried out by the process in Figure 5.20 to later computing the average jump.
Finally, these both values are positioned in the horizontal and vertical axis of the map,
respectively. The region of the resulting intersection point gives a reasonable estimate of
the OSNR penalty that the 16-QAM coherent system would present if the evaluated laser
was used as transmitter laser and local oscillator laser.
5.3.2 Results for 64-QAM
For the 64-QAM coherent system, the same procedure as previous section is
performed. Table 5.14 presents the OSNR penalties for the 29 DUTs.
Table 5.14 – OSNR penalties for 64-QAM coherent system
Laser OSNR Penalty[dB] Laser
OSNR Penalty
[dB]
1 0.59 16 1.72
2 0.99 17 2.12
3 0.78 18 1.36
4 0.66 19 -
5 0.63 20 2.25
6 0.59 21 -
7 0.61 22 1.97
8 0.59 23 1.89
9 0.96 24 3.07
10 1.04 25 1.42
11 0.98 26 1.86
12 0.96 27 1.92
13 0.95 28 3.83
14 1.29 29 0.90
15 1.11
Figure 5.24 relates the laser linewidth estimates, frequency offset average jumps
and OSNR penalties for the 29 DUTs. The color of the circles follows the expected be-
havior. Again, the OSNR penalty increase with a increase of the laser linewidth, average
jump or both. However, as 64-QAM system is more susceptible to phase perturbation,
the OSNR penalty is higher in comparison with 16-QAM system for the same laser im-
perfections intensity. For instance, lasers with a linewidth between 600 kHz and 900 kHz,
and an average jump of 1×1010 kHz/s to 3×1010 kHz/s were localized in a region limited
by 1.5 dB of OSNR penalty for 16-QAM. In the case of 64-QAM, the penalty of these
lasers are limited by a 2 dB. The same behavior is perceived for the remaining points.
In addition, there is a laser associated with a OSNR penalty grater than 3 dB in the
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Figure 5.24 – Relation between laser linewidth estimate, average jump and OSNR penalty
for 64-QAM coherent optical system.
64-QAM system. In a similar way, this color map allows forecasting the performance of
a 64-QAM coherent system when an specific laser is used by means of the identification
of regions limited by OSNR penalty thresholds. Once an approximate OSNR penalty is
estimated, the laser can be characterized by finding the equivalent linewidth according to
Sections 5.2.2 and 5.2.3.
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Conclusions
Coherent optical communications systems are the current solution to keep up
with the exponential growth of data traffic through the networks. Nevertheless, coherent
systems are also subject to additional channel impairments. The use of two lasers in
coherent systems gives rise to phase perturbations that degenerate the received signal.
These phase perturbations come mainly from two laser imperfections, namely phase noise
and fluctuations on the operating frequency, a phenomenon known as carrier frequency
jitter (CFJ). As spectrally efficient modulation formats are more susceptible to phase
perturbations, this work focused on evaluating the interplay of the laser imperfections
and the performance of coherent systems with typical DSP algorithms for high-order
modulation formats.
First, by simulations, the results evidenced that the OSNR penalty in a QPSK,
16-QAM and 64-QAM systems increase for higher laser linewidths and for an intensive
CFJ. Performance values were obtained assuming Wiener phase noise and a sinusoidal
CFJ. Later, from experimental data, we confirmed that high levels of laser imperfections
critically degrade the system performance. In addition, it was shown that predicting the
impact of laser imperfections on the system performance requires correlating linewidth
estimation metrics with CFJ metrics. We proposed to use offset jumps between symbol
sequences as a measure for CFJ.
The contributions of this thesis motivate future works to evaluate the impact
of laser imperfections on a higher order modulation formats, such as as 256-QAM. On the
other hand, it would be interesting to evaluate other techniques for linewidth estimation
in a higher CFJ context. In addition, in future works, the robustness of the performance
forecasting tools can be validated with the inclusion of additional lasers typically used in
industry. Finally, as CFJ compensation was carried out through a modification of a well-
known frequency recovery algorithm, novel techniques for frequency offset tracking can
be developed based on the behavior of the frequency fluctuations revealed in our work.
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