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We present a new set of QCD codes in both message passing and data parallel versions. The message passing
package used is PARMACS, although other packages may be used. Data parallel software is written in High
Performance Fortran, an emerging standard based on Fortran 90. Software engineering methods have been
applied to a physics application to create thoroughly tested and documented codes for the next generation of
massively parallel supercomputers.
1. Introduction
UKQCD has for the last three years been re-
liant on a 64-node i860/transputer Meiko Surface
\Maxwell", running with  = 6:2 and hypercu-
bic lattice size of 24
3
 48. A TMC 16K pro-
cessor CM-200 Connection Machine \Euclid" has
also been used (based at the Edinburgh Paral-
lel Computing Centre) for development work and
some production codes ( = 6:0 and lattice size
of 16
3
 48). The parallel codes have been writ-
ten in C with CS-tools for message passing and
i860 assembler (Meiko machine) and CM Slice-
wise Fortran (CM-200).
The types of code used at Edinburgh are
 GAUGE. Generates quenched gauge con-
gurations using the Hybrid over-relaxed
algorithm [1] with SU(2) subgroups. This
consists of 1 Cabibbo-Marinari heatbath
update, 5 over-relaxed updates and a reuni-
tarisation, and uses the Wilson gauge ac-
tion.
 SOLVER. Generates quark propagators
fromgauge congurations, using the SW ac-
tion[2], and conjugate gradient or minimal
residual solvers. Red-black and non-red-
black decompositions have been used with
unigrid methods.
 CORRELATE. Ties up quark propaga-
tors into particle propagators.
 SMEAR. Smears source and/or sink with
Wuppertal/Jacobi smearing.
 ANALYSE. Turn particle propagators
into physics results i.e. decay constants,
masses, form factors etc.
2. The need for portable codes
The ABRC is purchasing an MPP system for
physics research in the UK in 1993-1994 and
UKQCD needs to be in a position to run codes
on this system as soon as it is up and running.
The existing codes have grown to the point where
porting, expansion and extension are non-trivial.
We therefore need a new set of codes which are
portable between manyMPP platforms. This im-
plies a need for both Message Passing and Data
Parallel codes. With the high turn-over rate of
students and Postdocs, and the often low experi-
ence of high performance computing and software
engineering methods, these codes need to be fully
and clearly documented for quick understanding,
as do the methods used to create them and the
rationale behind the design.
The nature of physics research is such that the
functionality of the codes will change throughout
their lifetime, with the implication that the codes
must be easy to modify and extend.
3. System specication
3.1. Message Passing codes
These are written in standard Fortran 77 with
PARMACS for message passing. This combina-
tion ensures a high success rate for compilation
on new platforms. Fortran is used instead of C
2on the MPP machine because of the better vec-
torisation of compilers, comprehension by other
scientists and ease of testing and debugging.
The PARMACS layer is isolated as far as possi-
ble, and has been designed to be easily changed to
use dierent message passing packages. Schemes
for the use of PVM, CHIMP and CS-tools have
been designed, but not yet implemented.
3.2. Data parallel codes
These are written in subset High Performance
Fortran (HPF) [3]. This is an emerging standard
similar to Fortran-90 and CM Fortran, and al-
though very few compilers are currently available
it is likely that this subset (or something simi-
lar), which is designed to be quickly and easily
implemented, will be available on new machines.
3.3. Workstation codes
Workstations are used to perform some opera-
tions in the system, such as analysis. These codes
are written in C, exploiting its greater exibility
with text and le handling, memory access and
data manipulation.
3.4. Required physics elements
In addition to the existing component types
discussed previously we will need
 HMC. Generate dynamical gauge congu-
rations with the SW action.
 GAUGEFIX. Gauge x a given congu-
ration (future option)
The codes are written using a library of com-
mon routines since so much code is shared be-
tween applications.
3.5. User interface
All parameters are input via plain text les
with a free format (i.e. elds do not need to be
in a xed position) and labelling so that users do
not need to have expert knowledge of the codes,
and can modify run parameters as simply as pos-
sible without having to read a huge user manual.
A common interface is to be used (i.e. one appli-
cation writes out all batch scripts and runs the
physics codes) again so that new and/or occa-
sional users do not have to waste time relearning
the system for a dierent application.
4. Design methodology
As there is more than one person working on
the project care needs to be taken when den-
ing interfaces between modules. Documentation
must be written in parallel with design work
so that information and understanding can be
shared between project members in a readable
format. This is the area where the creation of
most physics codes suers, physicists are not typ-
ically taught any engineering techniques in the
early years of their careers, and attack such a
large problem as this with a piecewise rather than
global view, not giving sucient consideration to
interfacing of components and division of labour.
We have adopted a modied version of the `Wa-
terfall' method [4] of software design as shown in
gure 1 in conjunction with Yourdon methodol-
ogy [5] for structured analysis.
5. Current position
 GAUGE. Working fully in MP/HPF ver-
sions. Runs on Sun4, DEC-ALPHA, CM-
200, Cray YMP-8, INTEL iPSC-860 and
MEIKO CS-1-860. Vectorisation is being
improved at the moment.
 SOLVER. Working fully in HPF, and
without Clover in MP, runs on the same
machines as above. This code vectorises ex-
tremely well.
This solver is due to appear in the GENE-
SIS and PARKBENCH benchmark suites.
 HMC. Written by Mike Peardon, using the
existing library of routines. Working in
HPF with SW action. Only running on
CM-200 at present. MP version is planned
for the next few months.
 GAUGEFIX . An empty slot has been de-
ned for this application, although no de-
sign work has yet been planned.
 SMEAR, CORRELATE, ANALYSE.
Not yet designed, work is planned to start
after Lattice '93.
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Figure 1. The Waterfall method of Software Engineering.
6. Conclusions
In the spring of 1994, UKQCD will have a
portable set of QCD codes with a fully docu-
mented and tested library of routines for further
expansion and extension. The rigid testing of
the codes adds greater condence in the accuracy
of physics results extracted, a common problem
with massively parallel codes.
Applying software engineering methods to a
physics research project of this magnitude (a new
approach for most research groups) need not be
dicult, and has many benets.
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