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ABSTRACT
Fairness has become a central issue for our research community as
classification algorithms are adopted in societally critical domains
such as recidivism prediction and loan approval. In this work, we
consider the potential bias based on protected attributes (e.g., race
and gender), and tackle this problem by learning latent representa-
tions of individuals that are statistically indistinguishable between
protected groups while sufficiently preserving other information for
classification. To do that, we develop a minimax adversarial frame-
work with a generator to capture the data distribution and generate
latent representations, and a critic to ensure that the distributions
across different protected groups are similar. Our framework pro-
vides theoretical guarantee with respect to statistical parity and
individual fairness. Empirical results on four real-world datasets
also show that the learned representation can effectively be used for
classification tasks such as credit risk prediction while obstructing
information related to protected groups, especially when removing
protected attributes is not sufficient for fair classification.
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• Information systems→ Social networks;Datamining; •Com-
puting methodologies→ Artificial intelligence;
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1 INTRODUCTION
Consequential decisions in societally critical domains, ranging from
criminal justice, to banking, to medicine, are increasingly informed
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by predictions frommachine learning models. These machine learn-
ing models heavily rely on historical data and can inherit existing
biases, leading to discriminative outcomes. For instance, in the crim-
inal justice system, Angwin et al. [2] find that African-American
defendants tend to be assessed with a higher risk than they actu-
ally are compared with white defendants;1 in online advertisting,
a female user may be shown lower-priced products than a male
user, even though they have similar preferences [11, 38]. As a result,
fair machine learning is emerging as a central issue for deploying
machine learning models in human society [20].
We focus on the issue of fairness with respect to protected at-
tributes such as gender and race in a classification setting to ensure
“fair” decisions across protected groups. However, the formulation
of “fairness” is non-trivial and a growing body of research has
examined a variety of definitions and developed computational
approaches for achieving desired characteristics [1, 6, 14, 18, 18,
19, 21, 22, 24, 25, 29, 34, 44]. For example, statistical parity entails
that the proportion of the individuals in a protected group clas-
sified as positive instances are identical to the proportion of the
whole population, and Kamishima et al. [25] use regularization
techniques to achieve statistical parity. Other popular metrics in-
clude false negative rates, false positive rates, and calibration within
groups (see Corbett-Davies and Goel [9] for a recent survey). Here
we highlight two important theoretical results: 1) simultaneously
satisfying multiple fairness metrics can be challenging and even
provably impossible for three intuitive metrics [27]; 2) Dwork et al.
[12] show that if the distributional distance between features of
different groups is small, Lipschitz conditions imply both statistical
parity and individual fairness2
We build on the theoretical results in Dwork et al. [12] and
propose an adversarial representation learning framework that
achieves statistical parity and individual fairness. Specifically, we
formulate fairness as an optimization problem of learning repre-
sentations for individuals, such that given an individual’s latent
representation, a task-specific classifier can obtain good perfor-
mance, while one can hardly distinguish individuals in any pro-
tected groups. Our approach reduces the Wasserstein distance be-
tween the feature distributions of people in different protected
groups through an adversarial framework. Namely, a generator
learns the data distribution and transform the original (biased)
features into latent representations, while a “critic” ensures the
distributions of latent representations are indistinguishable across
projected groups.
1This article has sparked tremendous interest, including some criticism on their
methodology [8, 15].
2Individuals that are similar to each other should receive similar predictions.
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(c) Fair Representation.
Figure 1: Illustration of fair representations. Figure 1(a)
shows the original features, Figure 1(b) shows the the origi-
nal features excluding the gender attribute, and Figure 1(c)
shows the fair representations learned by our model. The
features are scaled and projected into R2 using PCA. The
solid orange points represent male individuals, and hallow
blue points represent females. The solid lines are decision
boundaries by linear classifiers, where the light blue areas
are classified as having more than $50,000 annual income,
and the white areas are the opposite. 2,000 random samples
from the Adult dataset are plotted.
The advantage of our framework is twofold. First, our framework
provides theoretical guarantees on two important fairness metrics,
statistical parity and individual fairness. Such guarantees are par-
ticularly strong given the impossibility results in Kleinberg et al.
[27]. Second, compared to prior work on adversarial learning for
fair classification [13, 30, 43], our framework directly minimizes the
distributional distance of latent representations between protected
groups rather than minimizing the ability to predict protected at-
tributes. Our method effectively blocks the information related to
protected attributes and hence ensures fairness properties with any
downstream models that satisfy Lipschitz conditions.
To illustrate the intuition of our fair representations, we present
an example from the Adult dataset [28], where individuals are
labeled by whether their income exceeds $50,000 per year. We vi-
sualize the dataset by projecting the attributes to R2 by PCA in
Figure 1. The black dashed line is the decision boundary of logistic
regression w.r.t. the label, and different colors indicate different
gender. In this dataset, females are less likely to have a high in-
come compared to their male counterparts, and such bias carries
over into the predictions from the original features. Based on the
original features, the distributional difference between males and
females is clear (Figure 1(a)) and the logistic regression classifier
gives males about 2.39 (Figure 3(d)) more chances of having a high
income. A straightforward strategy to mitigate such bias is to re-
move the attribute “gender” from the data. However, even after
removing “gender”, the distributional difference still exists in Fig-
ure 1(b), and males are now 1.95 (Figure 3(d)) more likely to have
a high income. This is because the data suffers from “indirect dis-
crimination” [18, 40]: other attributes relevant to “gender” may still
inflict discrimination upon females. This motivates us to reduce
both direct and indirect discrimination by learning fair representa-
tions of data that are independent of gender. Figure 1(c) showcases
our learned fair representations, where one can hardly distinguish
males and females as a whole, and males and females are equally
likely to have a high income when this representation is used by a
learning algorithm.
To further evaluate the effectiveness of our algorithm in pro-
moting fair decision-making, we conduct experiments on four real-
world datasets in Section 5. First, we use gender as the protected
attribute for all four datasets. Experimental results show that clas-
sification is fairer using our learned representations than by using
original attributes, with or without the protected attribute, in terms
of multiple fairness metrics. Furthermore, we extended our model
to the case where the protected attribute is categorical with more
than two classes, e.g., race and demonstrate how our method can
also be used to discover biases.
Finally, we highlight our contributions as follows:
• We use the Wasserstein Distance to measure if a learned repre-
sentation is fair and as a result, provide theoretical guarantee
for two common formulations of fairness constraints, statistical
parity and individual fairness.
• We develop an adversarial framework to incorporate our new
metric and learn fair representations for given individuals.
• We validate our proposed framework by conducting extensive
experiments on real-world datasets. Using the learned latent rep-
resentations, we can obtain a competitive prediction performance
while ensuring that the protected attributes are unidentifiable.
We will release our code upon publication.
2 RELATEDWORK
We summarize related work in the following three strands.
Fair representation learning. Most relevant to our work are
studies on fair representation learning. Zemel et al. [42] was the first
to propose learning fair intermediate representations: their method
involves finding k prototypes in the same space as the input data.
Their approach is similar k-means, which assigns each sample point
to the closest prototype while adding the fairness constraint and
classification performance to the optimization objective. However,
their representation is inflexible and loses too much information.
Recent advances in generative adversarial networks have also
inspired studies that learn fair representations [5, 13, 30]. Edwards
and Storkey [13] first made the connection between adversarial and
fair machine learning, and Beutel et al. [5] analyzed Edwards and
Storkey’s algorithm and found that their method can be instable
when the demographics of the protected attribute are imbalanced.
Zhang et al. [43] used a adversarial agent which attempts to predict
the protected attribute solely based on the classifier output; Madras
et al. [30] used an adversary objective based on the learned repre-
sentations in order to achieve statistical parity and equalized odds.
These methods are all based on using a classifier that predicts the
protected attribute as the adversarial component.
However, such an adversarial setup requires that any adversary
cannot predict the protected attribute, which can be too difficult
to optimize in practice. Our method directly reduces the distribu-
tional distances between different groups induced by the protected
attribute in the latent space. Thus, it is automatically ensured that
any classifier cannot predict the protected attribute better than ran-
dom guessing and the two fairness constraints are satisfied. Hence,
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with our model, a rather simple architecture is enough for both ef-
ficiently preserving information and ensuring fairness constraints,
which makes the optimization of our model much easier.
Adversarial learning and autoencoder. Wang et al. [41] sum-
marizes the framework of autoencoders, and there exists many
variations [4, 26]. Adversarial networks were first proposed by
Goodfellow et al. [17]. Most relevant to our work is WGAN pro-
posed by Arjovsky et al. [3], which replaces the KL-divergence with
the Wasserstein Distance, to improve stability of convergence.
Discovering biases. Another important direction we have not
discussed is to discover biases in algorithmic systems. Many studies
give concrete examples and case analysis of biases in algorithmic
systems [11, 23, 31, 36–38]. The existence and origin of algorithmic
bias and its legal background were thoroughly surveyed by Calders
and Žliobaite˙ [7], Gellert et al. [16], Romei and Ruggieri [35]. Several
criteria are proposed for quantifying the extent of biases [12, 29,
32, 33, 35, 42].
3 PROBLEM DEFINITION
Given a set of individuals {u1, · · · ,uN }, each individual ui is de-
noted as a triple (xi ,yi ,pi ), where xi ∈ Rd represents their at-
tributes, yi ∈ {0, 1} is the label used for the specific relevant classi-
fication task, and pi ∈ {0, 1} is the protected attribute that we hope
to conceal in the classification process.
Indeed, there are some attributes, such as gender, race, age, etc.,
which should not be used in the decision-making process, because
using it would violate fairness and legitimacy of the result, no mat-
ter how accurate the model is fitted on the observed data. It is
our intention that the protected attributes have no impact on the
decision-making process. This process should give due considera-
tion to an individual’s traits and talents instead of a relevant group
to which they belong. To this end, simply ignoring the protected
attribute alone is not enough, because other attributes are often
correlated with the protected attribute, and it is often useful when
removing possible bias.
In this section, we consider only binary protected attributes. In
Section 4.4, we extended the model to the multi-class scenario and
conducted experiments. As such, samples can be categorized into
different groups according to their protected attributes. Groups that
suffer from discrimination are called protected groups. Furthermore,
we define nc as the number of samples that belongs to a particular
protected category (i.e., pi = c) and denoteU (c) as the subset with
pi = c .
It is natural to assume that some different distributional rules
govern the generation of data of the different groups. We define
two probability measures over the Borel sets of Rd , say µ0 and µ1,
as the generator of data with pi = 0 and pi = 1, respectively.
Learning fair representations. The goal is to learn a repre-
sentation vector for each individual in some latent feature space
Rk (k ≤ d). We define a mapping f : Rd → Rk , xi 7→ zi , where
zi is the desired representation of xi . Each component of zi is
real-valued and continuous. Let Z = [z1, . . . , zn ], for a classifica-
tion task, we first map X = [x1, . . . , xn ] to Z, and then map Z to
Y = [y1, . . . ,yn ].
Usually, a good representation vector is expected to preserve
most of the information from the original vector. However, when
fairness is at risk, we wish to further impose some constraints on
the distribution of instances in the feature space, such that statistical
parity and individual fairness are met.
Fairness constraints. We define Ψ : Rk → [0, 1] as the classifier
that assigns each individual a classification score. In this paper, we
discuss two popular realizations of fairness constraints, as listed
below. Similar ideas are also discussed in Corbett-Davies et al. [10],
Dwork et al. [12], Zemel et al. [42].
• Statistical parity (Corbett-Davies et al. [10]): all groups with
the protected attribute receive similar expected classification
scores, i.e., E[Ψ(Z)|P] = E[Ψ(Z)];
• Individual fairness (Dwork et al. [12]): similar individuals
receive similar scores, i.e., |Ψ(z1) − Ψ(z2)| ≤ K ∥z1 − z2∥2. In
other words, the difference between the classification scores
is bounded by the difference between individual features.
These are two representative definitions of algorithmic fairness
from relevant literature. Throughout the paper, we use these defi-
nitions to refer to their respective notions of fairness.
4 OUR APPROACH
In this section, we propose a minimax adversarial gaming frame-
work to learn the fair representations of the relevant individuals.
Intuitively, to meet fairness constants, the fair representations are
those that lose the information about the protected attributes while
preserving as much of the other information of that individual as
possible. In other words,
• It contains little or no information about the protected at-
tributes. Therefore, it is difficult to distinguish the protected
groups from the others according to fair representations.
• Still, it can preserve as much information as possible except
for the protected attribute. , except for the protected attribute,
as possible.
4.1 Framework
To hide the protected attributes, we impose the constraint that the
conditional distributions given the protected attributes are identical
across the feature space. Therefore, we define a fairness metric to
evaluate the quality of a learned representation:
L = LA + αLD (1)
The proposed metric L comprises of two parts: LA is the informa-
tion loss term, evaluating how much information the embedding
mapping f has not preserved compared with the original feature
matrix; and LD measures how close the distributions over different
groups of the protected attribute (i.e., µ0 and µ1) are in the latent
space. We expect that a fair representation has small-valued LA and
LD . The hyperparameter α controls the trade-off of the system.
Later in this section, we introduce the relationship between the
proposed fair metric L and the fairness constraints theoretically.
Prior to that, we present the overall structure of our approach.
Overall, as Figure 2 shows, the proposed framework consists of two
components: 1) the generator, which takes individual features X
as the input, learns representations Z of individuals, and recovers
individual features according to the learned representations and
2) the critic, which measures the distance between µ0 and µ1. The
critic guides the learning process of the generator, ensuring that
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Figure 2: Structure of our proposed model. Red circles
(square) represent X (U) of individuals in protected group,
while blue ones indicate that of other individuals.
the different values of the protected attributes can hardly be distin-
guished in the representation space while the generator provides
the representations of individuals. Note that the goal of the critic
and the generator correspond to LD and LA respectively. We next
introduce how to implement the critic and the generator.
Generator. The generator aims to generate data representations.
In this paper, we use an autoencoder as an example to implement
the generator and learn the representations of the individuals. In
particular, the autoencoder comprises of two multilayer percep-
trons: the encoder f , which takes data as input and produces latent
representation; and the decoder д, which operates inversely. We
define LA in (1) as the mean square error between X and д(f (X )),
since д ◦ f tries to reproduce X when X is given.
For simplicity and interpretability, we use a single linear layer
for both the encoder and the decoder. Thus, the latent features are
simply linear transformations of the original attributes. We denote,
therefore, Z = XA, where A ∈ Rd×k defines a linear mapping to
the feature space.
µ0, µ1 and the encoder f induces probability measures on the
latent space Rk , f (µ0) and f (µ1), representing the distributions of
data with different pi ’s in the latent space. Since we are always
concerned with the distributions on the latent space, for notational
convenience, in the following paper, we use µ0, µ1 themselves to
refer to the probability measures on the latent space without speci-
fying f .
Critic. The goal of the critic is to keep the protected attributes
similar for different groups. To calculate LD , we measure the dis-
tance between µ0 and µ1 by the Wasserstein Distance, or the Earth
Mover’s Distance (EMD), as follows:
LD = DW (µ0, µ1) = inf
γ ∈Γ(µ0,µ1)
(∫
Rk×Rk
∥z0 − z1∥2dγ (z0, z1)
)
(2)
The sole context is Euclideanmetric space. µ0, µ1 are two probability
measures defined on Rk , which represent the distribution of data
with different pi in the latent space. Γ(µ0, µ1) is the collection of all
probability measures on Rk × Rk , with two marginal distributions
of µ0 and µ1 respectively.
This definition is based on the intuition of optimal transport, i.e.,
the minimum “weight” that needs to be transferred to transform
the density of µ0 into µ1.
Unfortunately, the computation of (2) is intractable. Instead, we
use the Kantorovich-Rubinstein Duality [39]:
DW (µ0, µ1) = 1
K
sup
∥D ∥L ≤K
Ez∼µ0D(z) − Ez∼µ1D(z) (3)
Here, D is our critic, which is taken across all functions Rk → R
satisfying the Lipschitz condition. The Lipschitz condition provides
that |D(z0) − D(z1)| ≤ K ∥z0 − z1∥2. K here is called the Lipschitz
constant, denoted by ∥D∥L , as in (3).
In this paper, we use a linear mapping to implement the critic
D, which is used to approximate the EMD. This approach, in turn,
provides a useful gradient for the generator to ensure that the EMD
is close to zero. The efficiency of this approach is tested in [3].
Therefore, our objective can be written in the following minimax
form:
min
A
max
D
L(A, D) = LA + αLD (4)
Here, LA is the information loss term, and LD is the approximation
of EMD provided by the critic D. LD is first maximized to ensure
good approximation and to yield a usable gradient for the generator.
Then the generator Aminimizes both the information loss and the
EMD distance. Note that the critic is a real-valued linear mapping,
and is therefore a vector in Rk .
To ensure Lipschitz condition in general multilayer neural net-
works, we may clamp the model parameters to the range of [−c, c],
where c is a positive real number. This is the approach practiced
by [3]. Since neural networks are differentiable, this ensures bounded
first-order derivative and therefore the Lipschitz condition.
4.2 Relation to Fairness Constraints
Dwork et al. [12] explained that statistical parity and individual
fairness can be jointly achieved if theWasserstein Distance between
two groups is small. Here, we give concrete reasons for why we
have selected the Wasserstein Distance as an optimization objective
by showing that it may ensure the fairness of the classification
results on the learned features for a wide range of well-conditioned
classifiers.
Definition 1. Suppose Ψ is a mapping Rk → R satisfying
|Ψ(z0) − Ψ(z1)| ≤ K ∥z0 − z1∥2
where K is a positive constant, then we say Ψ satisfies the Lips-
chitz condition, and denote it by ∥Ψ∥L ≤ K , where K is called the
Lipschitz constant.
Theorem 1. If Ψ is a mapping Rk → R representing a classifier,
and ∥Ψ∥L ≤ K , µ0, µ1 are two probability measures defined over Rk
that generates the two categories of the protected attribute, then
the individual fairness is bounded by the Lipschitz constant as is
the Definition 1. Furthermore, the statistical parity is bounded by
the Wasserstein disance and the Lipschitz constant:
|Ez∼µ0Ψ(z) − Ez∼µ1Ψ(z)| ≤ KDW (µ0, µ1) (5)
Theorem 1 shows how to principally ensure both statistical parity
and individual fairness. Clamping parameters or ℓ2 weight decay
both reduce the Lipschitz constant of the classifier. (5) shows that by
reducing the EMD distance, enforcing individual fairness achieves
statistical parity as well.
4.3 Model Learning
By putting everything together, we obtain our model with the
dynamics as a minimax adversarial game:
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Algorithm 1 The learning algorithm.
1: Normalize the input data
2: for niter training epochs do
3: Sample a batch of data x (i )0 , . . . , x
(i )
L from U
(i ) for i = 0, 1
4: while not converged do
5: Update the parameters of the critic:
LD =
1
L
L∑
i=1
D(f (x (0)i )) − D(f (x (1)i ))
θD = θD + µ
∂
∂θD
LD
6: Clipping the values of θD to the range of [−c, c]
7: end while
8: Update the parameters of the autoencoder:
LA =
1
L
2∑
i=1
L∑
j=1
(д(f (x (i )j )) − x (i )j )
LD =
1
L
L∑
i=1
D(f (x (0)i )) − D(f (x (1)i ))
θA = θA − µ ∂
∂θA
(LA + αLD )
9: end for
min
A
max
D
L(A, D) = LA + αLD
=
1
n
n∑
i=1
(д(f (xi )) − xi )2
+
1
n0n1
∑
i
∑
j
D(f (x (0)i )) − D(f (x (1)j ))
Let θA and θD indicate the parameters of the autoencoder and
the critic respectively, we introduce how to learn θA, θD , and the
latent representation U simultaneously. Algorithm 1 is the training
process. First, the critic is trained sufficiently until the terminal
condition is met. In our experiments, we keep training the critic
until the change in value is less than 1e − 3. Then, the autoencoder
is trained to minimize the MSE loss and the EMD by using the
gradients provided by the critic.
4.4 Beyond Binary Protected Attributes
Previously, we assume the protected attribute is binary, i.e. gender.
In practice, protected attributes are often multi-class categorical
variables. Suppose the protected attribute is converted to numeric
representation P = 0, 1, . . . ,np − 1, where np is the number of
categories that the protected attribute may assume.
Our original formulation of the model in the binary case may be
viewed as an approximation of the following objective:
min 1n
∑
i (д(f (xi )) − xi )2 (6)
s. t. DW (f (U (0)), f (U (1))) = 0
where U (j) represents the collection of samples which satisfies
pi = j, j = 0, 1.
The direct extension to the multi-class case would be adding
as many constraints as to ensure that the distributional difference
between any two classes is zero. However, this would add
(p
2
)
con-
straints. Therefore, it is more desirable to define the multi-class
objective in a “one-vs-rest” manner. We denote U (−j) as all the
samples that pi , j. The multi-class objective is then
min 1n
∑
i (д(f (xi )) − xi )2 (7)
s. t. DW (f (U (j)), f (U (−j))) = 0, j = 0, . . . ,np − 1
Intuitively, this adds p constraints and p critics that are needed to
approximate the Wasserstein distances. However, we discovered
in our experiments that using only one linear critic for all the
distributions has similar performance comparing with using one
linear critic for each of the distributions. Therefore, we used only
one linear critic to approximate the distributions.
Implementation note. For a given i , a training iteration is exactly
like Algorithm 1, replacing U (0),U (1) withU (j),U (−j). In practice,
to ensure that each class’s distributional difference with the rest is
sufficiently optimized, we train for one specific class for 10 iterations
before we turn to the next class.
5 EXPERIMENTAL SETUP
In this section, we describe the datasets, baselines, and evaluation
metrics used in our experiments.
Datasets. We conduct experiments on four real-world datasets:
• Adult [28]. This dataset is extracted from the 1994 Census data-
base. Each sample represents an individual and is classified based
on whether the individual’s annual income exceeds $50,000.
• Statlog [28]. This is the German credit data. In this dataset, every
individual is classified as either good or bad in terms of credit
risks.
• Fraud. This dataset is provided by PPDai, the largest unsecured
micro-credit loan platform in China. It consists of over 200,000
registered users and over 37 million call logs between them. Each
user’s features are extracted from their basic information (e.g.,
age, gender, education, etc.) and call behavior (e.g., call number,
call duration, etc.). We aim to determine each user’s credit risk
by deducing whether they will default pn a loan for more than
90 days.
• Investor. This dataset is provided by PPDai. It consists of almost
10,000 registered investors, and each of which is classified as
investing over $73,000. The attributes are the user’s basic in-
formation (e.g., age, gender, residential place, house price) and
behavior (e.g., frequency of use of the app, etc.)
For all datasets, we choose Gender as the protected attribute. Female
is the protected group in our tasks. Note that although gender is a
binary attribute in all the four datasets, we recognize that gender
may not be binary.
Tasks. In our experiments, we first learn the latent representa-
tions according to the given feature matrix X, then we conduct the
following classification tasks to validate the effectiveness of the
learned representations:
• Task I. We use the representation methods to learn the latent
features of the data and estimate the information loss by MSE
and the distributional distance between different groups of the
protected attribute.
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Samples Attributes Protected (%) Positive (%)
Adult 48,842 14 33.0 24.0
Statlog 1,000 20 15.0 30.0
Fraud 205,835 37 21.1 10.0
Investor 9,827 6 42.0 11.0
Table 1: Statistics concerning datasets. The columns are the
numbers of samples and attributes and percentages of pro-
tected group (female) and positive samples.
Adult Statlog Fraud Investor
AutoEncoder 0.02 0.02 0.02 0.04
AutoEncoder-P 0.05 0.02 0.09 0.15
LFR 1.12 1.17 0.86 1.10
NRL 0.10 0.15 0.21 0.06
Table 2: MSE loss when reconstructing the original features.
Lower values indicate less information loss of the corre-
sponding representation of the original data.
• Task II. We further use the learned latent features to classify
against the data label and examine the size of performance drop
and whether the results meet fairness constraints.
Baseline methods. In our experiments, we employ and compare
the following different methods for representation learning.
• Original. This method directly uses all features to train a classifier
for task I.
• Original-P. This process employs all features except for the pro-
tected one to train the classifier.
• AutoEncoder. This process uses an autoencoder to learn represen-
tations according to all features.
• AutoEncoder-P. This method uses an autoencoder to learn repre-
sentations according to all features but the protected one.
• LFR. This is a model for learning fair representations that was
proposed by [42]. In this method, instances are assigned to cer-
tain prototypes as latent representations. We use the parameters
advised by the authors [42].
• NRL. This is the proposed fair representation learning method.
We also have compared NRL with the methods proposed by
Madras et al. [30] and Edwards and Storkey [13]. However, we omit
the detailed results considering their unstable performance. More
specifically, these two methods often require a more complex net-
work architecture than ours. In addition, when using a three-layer
neural network for autoencoder and the adversary on the Adult
dataset, we found the adversary in Madras et al. [30] and Edwards
and Storkey [13]’s model indeed cannot predict the protected at-
tribute. However, after the representation is learned, a classifier of
the same architecture usually separates well the protected groups.
Methods of evaluation. We evaluate the quality of the represen-
tation learning using the following metrics:
• The mean square error of the autoencoder, which estimates the
information loss of the representation.
• The EMDdistance between the representations of different groups.
In addition, in order to investigate the actual effect of our method,
classification based on the learned latent representations is also
studied. To obtain the classification results, we employ RLR(ℓ2-
regularized Logistic Regression, also known as the ridge logistic
regression) on X and Z. The following metrics are used to quantify
the quality of classification.
• Classification performance against labels, evaluated by the F1-
score. F1-score is calculated by the harmonic average of the pre-
cision and recall scores of the prediction.
• The statistical parity score of the classification result against
labels, defined as
max ( 1n0
∑
pi=0 Ψ(zi ), 1n1
∑
pi=1 Ψ(zi ))
min ( 1n0
∑
pi=0 Ψ(zi ), 1n1
∑
pi=1 Ψ(zi ))
• Consistency score of the classification, defined as
yNN = 1 − 1
n
n∑
i=1
yˆi − 1k ∑j ∈kNN (xi ) yˆj

This equation evaluates the average differences in classification
scores between a point and its k-nearest neighbors. A similar
calculation is also used in [42]. In our experiments, we use k = 1.
Specifically, to evaluate performance, fair representations are
first learned and then fixed. On the learned latent features (or the
original features, if no representation is learned), the EMD dis-
tance between the groups of the protected attribute and the MSE
reconstruction loss are computed.
Then, we train a logistic regression on the latent features to
predict labels of data. The logistic regression predicts for each
sample a score between 0 and 1 representing its probability of
being positively labeled. Using the predicted score, the statistical
parity score and the consistency score are calculated.
6 EXPERIMENTAL RESULTS
We first compare our model performance with other approaches
using a binary gender attribute, and then extend this to multi-class
categorical variables. We further show how our models can be used
to discover bias in the dataset.
6.1 Model Performance
Since we attempt to impose fairness constraints, our method is
necessarily outperformed in classification by methods without con-
sideration of fairness, including Original, Original-P, AutoEnecoder,
and Autoencoder-P. However, the advantage of our method is
twofold: 1) it better satisfies fairness constraints than methods
without consideration of fairness; 2) it preserves more informa-
tion and better satisfies fairness constraints than prior approaches,
namely, LFR.
Reconstruction loss. Table 2 shows the MSE loss of reconstruct-
ing the original features. As we expected, NRL sacrifices perfor-
mance in information preservation at the cost of enforcing the
distributions between two groups being identical, compared to
AutoEncoder and AutoEncoder-P. However, NRL preserves much
more information than LFR.
Fairness constraints in classification. Figure 3 shows the met-
rics to evaluate fairness, including the statistical parity score, the
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Figure 3: Evaluation of fairness and classification performance. Ori., AE are short for Original and AutoEncoder. For statistical
parity and EMD distance, lower values indicate fairer performance. For consistency, higher scores suggest better results in
terms of individual fairness. For Classification, higher scores indicate better performance.
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Figure 4: EMDdistance and theweight of the linear encoder. The x-axis is the EMDdistance of each individual features between
the protected groups. The y-axis is the weight corresponding to the feature in the linear encoders. The higher the absolute
value, the more importance the model gives the feature in the representation. It can be observed that as the EMD increases,
the weight converges to zero, indicating that the model is more reluctant in using that feature in the representation.
EMD distance, and the consistency score. For the former two met-
rics, lower values indicate better results: lower statistical parity
means that the classification has no preference for one category of
the protected attribute over the other; lower EMD distance indicates
that the information of the protected attribute is better obstructed.
For consistency, higher values are better since they capture indi-
vidual fairness of the classification: similar samples are treated
similarly.
NRL consistently provides the best performance in all fairness
constraints. We note that AutoEncoder and AutoEncoder-P are
sometimes sufficient for achieving strong performance in statistical
parity and consistency (Fraud and Investor), because both of these
metrics rely on predictions and gender does not really matter in
these prediction tasks. In comparison, LFR is not even competitive
in these easy cases.
Figure 3(d) shows the cost of fairness. Since we actively loses
any information relevant to the protected attribute which is often
correlated to the label, the performance in classification inevitability
drops compared to methods without considering fairness. However,
our method is better compared to LFR, indicating better information
preservation, consistent to results in Table 2. Our results suggest
that our method can serve as a benchmark to test whether simply
approaches such as AE-P and Original-P are enough for achieving
desired fairness constraints.
Our experiments evidence that in most cases, simply removing
the protected attribute is insufficient. In three of the four datasets,
AE-P and Original-P cannot be fairer than NRL. For the Investor
dataset, AE-P obtains even lower F1-score and a higher MSE loss.
The Fraud dataset deserves special attention: its statistical parity
and consistency is already low enough due to the removal of the
protected attribute. Representations learned by NRL and LFR could
not be fairer than in the original dataset with the protected attribute
removed. Although removing the attribute cannot keep the EMD
low, if one is concerned only with classification results, such a
simple modification is fair.
How fair representations are generated. It is also of crucial
interest that how the model chooses to represent the data. In this
section, we give some concrete examples to illustrate how themodel
learns the proper representation of data that is fair.
For each individual feature of a dataset, we explored the relation-
ship between EMD of that feature across the protected groups and
the weight of that feature in the linear encoder. We scatter-plotted
the EMD and the weights in Figure 4. One may observe the trend
that the linear encoder tends to assign smaller weights in terms of
absolute value to features with higher EMD. Since features with
higher EMD contribute more to the difference of the joint distri-
bution of all features, it is an empirical evidence that the linear
encoder attempts to suppress information related to the protected
attribute with the help of the critic.
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6.2 Multiclass Protected Attributes
We take the race for an example of a multi-class protected at-
tribute. In Adult dataset, the feature "race" may take as many as five
categories: “White”, “Asian-Pac-Islander”, “Amer-Indian-Eskimo”,
“Other”, and “Black”.
For model implementation and parameters in this experiment,
the encoder is a three-layer neural network with ReLU nonlinearity.
The dimensions of all the hidden layers and the output layer are
10. The decoder is the reversal of the encoder. Finally, the critic is
a linear mapping to R, as in previous univariate experiments, and
the weight of the loss, α , is set as 1000.
For evaluation, the metric which measures the statistical fairness
of a prediction, statistical parity, can be thus defined in the multi-
class case:
max1≤i≤0np−1( 1nj
∑
pi=j Φ(zi ))
min1≤i≤np−1( 1nj
∑
pi=j Φ(zi ))
(8)
which is the ratio of the maximum to the minimum of the average
predicted scores of each class derived by the protected attribute.
Originally, the F1-score of the classification task is as high as
0.64, as indicated in Figure 3(d) Through our learned representation,
the F1-score is dropped to 0.42 at the cost of fairness. This is lower
than shown in Figure 3(d), indicating that race is more costly than
gender when concealed. As a comparison, we also trained vanilla
autoencoder on the Adult dataset, with the same architectures for
the encoder and the decoder. However, it is hard to converge to
a more efficient representation than a simple linear autoencoder,
and the average of our attempts yields 1.9 MSE and 0.530 F1 score.
Therefore, we also trained a linear autoencoder for comparison.
Experiment results are listed in Table 3, in which we listed two
metrics: average prediction score, obtained by a regularized linear
classifier based on specific representations; and one-vs-rest EMD,
obtained by calculating the distribution difference between one
specific class and all others. Using the average prediction score, we
may compute the statistical parity for the four methods: 1.70 for
original features, 1.77 for multilayer autoencoder, 2.18 for linear au-
toencoder, and 1.01 for NRL. This indicates that NRL may efficiently
prevent discrimination when the protected attribute is multiclass.
One should note that when race information is not hindered by
NRL, all other three methods tend to assign lower probabilities of
high income to groups of American-Indian-Eskimos and Blacks.
This reflects that such discriminatory tendency exists in the data.
Our model shows an alternative reality: what would happen if all
except race is considered? In Table 3, we see that the probabilities
across ethnic groups are leveled around 0.24, a rather high prob-
ability, and is close to the White and Asian-Pacific-Islanders, as
predicted by original features. The results may shed light on how
the economic status of some individuals or ethnic groups as a whole
would have been were they not discriminated based on their race.
6.3 Discovering Biases
Another important problem in the field of algorithmic bias is to
discover potential biases. We have so far presented some concrete
examples of how the model can “correct” the labels of some females
whose labels are “unfairly” negative, while these females have sim-
ilar male counterparts with positive labels. To see if our model can
Metric Method AIE API Black Other White
Avg. Score
Ori. 0.185 0.261 0.153 0.160 0.255
MAE 0.164 0.291 0.174 0.178 0.249
LAE 0.359 0.544 0.280 0.613 0.314
NRL 0.239 0.240 0.238 0.237 0.239
1vsR EMD
Ori. 0.468 0.430 0.281 0.418 0.274
MAE 0.097 0.098 0.096 0.151 0.075
LAE 0.164 0.291 0.174 0.178 0.249
NRL 0.001 0.001 0.002 0.002 0.0017
Table 3: Results for multiclass protected attribute. We listed
two metrics for fairness: Avg. Score, which stands for av-
erage prediction score, and 1vsR EMD, which stands for
one-vs-rest EMD distance. AIE stands for Asian-Indian-
Eskimo, and API stands for Asian-Pac-Islander. Four meth-
ods are considered: original features, MAE (multilayer au-
toencoder), LAE (linear autoencoder), and our approach.
be used for discovering biases, we explicitly “discriminate” some
females by flipping their labels. Specifically, we match each male
to its nearest female in terms of Euclidean distance and select the
pairs in which both the male and female are positively labeled. We
use two approaches to examine the robustness of our framework
to such added discrimination: 1) whether we can predict the real
label; 2) whether we can detect such discrimination.
Detecting flipped labels. We apply a linear classifier to both our
learned representation and the original features. The regularization
strength for each classifier is tuned to maximize the proportion
of which the flipped labels are corrected. For Adult dataset, 1399
such pairs are selected, and the same amount of female’s labels
are manually changed to be negative. Based on our learned rep-
resentation, 84.4% of the flipped females are predicted as positive
by a linear classifier, while on the original features, only 40.6% are.
Similarly, 93 pairs are selected for Statlog dataset, and learning on
our representation corrects 46.2% of the flipped labels, while on the
original features, only 8.6% are successfully classified as positive.
Locating discriminated individuals. The problem of locating
discriminated individuals may also be conveniently formulated as
locating “mislabeled” samples due to the influence of the protected
attribute that ought to have no influence. In practice, an impor-
tant problem is how to efficiently locate samples that are probably
mislabeled, and human experts may proceed to check the labels in
detail. In our experiment setting, it is desirable to locate the females
whose labels we manually flipped.
An individual is likely to be discriminated or mislabeled if when
the protected attribute is not considered, he or she has a high predic-
tion score compared to when the protected attribute is considered.
Suppose the prediction score based on original features ispo and the
score based on our fair representation ispf . We define the following
statistics to quantify the “strength” of discrimination against an
individual as follows:
sd = 1 −
po
pf
(9)
Then we sort the female individuals by sd in descending order,
and check the proportion of flipped females among females with
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Figure 5: Locating discriminated individuals. The x-axis is
the fraction of females selected, and the y-axis is the frac-
tion of “discriminated” (flipped) females discovered.
the highest sd . The results in Adult and Stalog are in Figure 5.
Individuals identified with high sd are clearly much more likely to
be these “discriminated” ones, compared to a random baseline.
7 CONCLUSION
In this paper, we proposed learning a latent representation of at-
tributes that achieves fairness by obstructing information concern-
ing a protected attribute as much as possible, while preserving other
useful information. Our method pre-processes the data and removes
both direct and indirect discrimination for downstream tasks. We
formulate this problem in a minimax adversarial framework by
learning a transformation of features such that the distributions
between different groups of the protected attribute, e.g., male and
female, are indistinguishable. This framework provides theoretical
guarantee on statistical parity and individual fairness, and also
achieves strong empirical results on four real-world datasets. We
also note that for some tasks where protected attributes do not play
any role, it seems sufficient to remove the protected attributes. Our
method can be used as a benchmark to detect these cases.
For future work, it is interesting to explore if our approach can
be extended to applications beyond fairness. For example, it is often
useful to infer the counterfactual scenario: what would happen
when one variable is absence? With that variable as the protected
attribute, one may further analyze the problem. Another promising
direction is to further consider continuous protected attributes or
discrete ones with a large value range, such as age.
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A SUPPLEMENTARY MATERIALS
A.1 Model Parameters.
We employ a simple linear layer for the encoder, the decoder, and the
critic. Thus, the representation U is simply a linear transformation
of the input X.
The continuous variables of all four datasets are scaled by their
mean and standard variance. For NRL and AE, the dimension for
the feature space is 12 for Adult, 23 for Statlog, 30 for Fraud, and 5
for Investor. The dimension for AE-P is reduced by one. α for NRL
is 10 for Adult, Fraud, and Investor, and 100 for Statlog. The inverse
of the regularization strength for logistic regression for all datasets
is 0.01.
A.2 Details of Evaluation.
We used NRL to learn fair representations on the entire dataset.
After that, two classifiers are trained on the learned representations
to evaluate performance as described in Section 5.
For each classifier, the parameters are trained on 70% of the data,
i.e. the training set, randomly and uniformly sampled from the
whole dataset. The scores are calculated on the remaining test set.
This process is repeated 5 times and the scores are averaged.
The whole process from training fair representations to training
classifiers is repeated 10 times and the final displayed scores in
Table 2 and Table ?? is the average of the 10 repeated experiments.
A.3 Parameter Analysis
We analyzed the influence of several hyperparameters, including
the dimension of the feature space, the trade-off parameter α , and
the regularization strength of the linear classifier, on information
preservation, classification performance, and fairness. When study-
ing one of them in particular, other hyperparameters are fixed, as
described earlier in this section.
Figure 6 shows the influence of dimension. As we observed in
experiments, a sufficiently high dimension, usually close to the
original number of attributes, helps MSE and EMD reduction. In
a higher dimension, MSE is more easily reduced, which makes it
easier at reducing EMD as well. Therefore, we would suggest a suffi-
ciently high dimension, often close to the dimension of the original
attributes, unless there is need for dimensionality reduction.
Figure 7 shows the trade-off between fairness and information
preservation, controlled by α . Figure 8 shows the influence of the
regularization strength of the classifier, which maps the samples
in our learned feature space to the classification scores. Except
for Adult, the influence of the regularization strength is mild, but
the classification is still fairer when the regularization is stronger.
Furthermore, the cost of achieving fairness in terms of classification
results is not expensive.
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Figure 6: Dimension and MSE and EMD. Generally, as the dimension increases, both MSE and EMD reduces.
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Figure 7: Parameter α and MSE and EMD. α controls the strength of fairness constraints; higher α enforces the model to
generate fairer representation by reducing EMD.
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Figure 8: Inverse of regularization strength of the classifier and the performance. The x-axis is the inverse of the regularization
strength; higher values means weaker regularization. The right-most value is proximal to the case where there is no regularization at all.
