Tomkinson. A neutron scattering study of strong symmetric hydrogen bonds in potassium and cesium hydrogen bistrifluoroacetates: Determination of the crystal structures and of the single-well potentials for protons.
I. INTRODUCTION
Hydrogen bonds are ubiquitous in Nature, so the concept of hydrogen bonding is of fundamental importance in many disciplines across physics, chemistry, and biology. However, there are many unresolved problems about the quantum nature of this particular chemical bond. [1] [2] [3] [4] [5] The enormous range of energy, from about 2 to 40 kcal mol −1 , may be part of the difficulty, for hydrogen bonds might be not amenable to a single concept. In particular, current controversies are focussed on very strong hydrogen bonds OHO (VSHB) whose lengths are shorter than ≈ 2.45Å. [6] [7] [8] [9] [10] These bonds exhibit exceptional physical and chemical properties. In addition, the possible role of VSHB's in enzymatic catalysis broadens their potential significance. [11] [12] [13] [14] [15] [16] [17] [18] The purpose of this present paper is to enlighten on some structural and dynamical features of these bonds.
It is a widespread opinion that structural, 7-10 dynamical, 19 and magnetic 16, [20] [21] [22] properties of VSHB's in crystals are inconsistent with the relatively long-range attraction, predominantly electrostatic in nature, attributed to weak hydrogen bonds. Gilli et al., [8] [9] [10] or Tian and Li, 23 have suggested a resonance between covalent structures (e.g., O-H· · · O ←→ O· · · H-O), but Sørensen et al. 24 have opposed a counterexample to this view.
From the dynamical viewpoint, one can distinguish "single well hydrogen bonds" (SWHB) and "low barrier hydrogen bonds" (LBHB), [12] [13] [14] 21, 22 depending on the shape of the potential for protons moving along the O· · · O direction. (In the present paper, this coordinate is x a and the eigen state vector |x a n is at hν an .) These potentials could explain different chemical reactivities, for example isotopic fractionation factors, 21 but experimental or theoretical evidences are rather scarce.
The prototypical intramolecular strong-symmetric hydrogen bond (SSHB) in the crystal of potassium hydrogen maleate, KH(OOC-CH=CH-COO), or KHM, has been thoroughly investigated with X-ray or neutron diffraction, [25] [26] [27] infrared and Raman, [28] [29] [30] [31] inelastic neutron scattering (INS), 27, [32] [33] [34] NMR, 35, 36 and calorimetry. 37 The linear hydrogen bond is very short (R OO = 2.427(1)Å at 5 K) and crystallographically symmetrical. The probability density of the hydrogen bond proton located at the center, visualized as a thermal ellipsoid, accords with a single-well. INS spectra of single-crystals of various H/D derivatives have revealed a large number of |x a n states (at least 7 between 500 and 1300 cm −1 ) consistent with a symmetric funnel-shaped potential (Fig. 1) . To the best of our knowledge, this potential has never been confronted with theoretical quantum chemistry, so the interpretation is circumstantial. Wilson et al., 38 using plane-wave density functional theory, have calculated the potential energy in this crystal, but only for a very limited range of proton displacements (∆x a ≈ ±0.1Å) that cannot make any contact with the funnel shape. 39 On the other hand, calculations of the isolated maleate ion lead to a LBHB at variance with the crystal structure. 38, 40, 41 We are not aware of any theoretical modelling of very large proton displacements (∼ 2Å) for KHM in the crystal field.
To the best of our knowledge, the funnel-potential of KHM is unique. Could it be of general relevance to SSHB's? That is the question at issue in this present paper. This question is controversial since a new intramolecular VSHB (R OO = 2.388(5)Å at 20 K) has been reported in the crystal of 4-cyano-2,2,6,6-tetramethyl-3,5-heptanedione (4CTH). 22 In contrast to KHM, the hydrogen bond is not linear (r OH ≈ 1.22Å, OHO ≈ 157 • ) and, needless to say, non centrosymmetric. An INS band at 371 cm −1 , tentatively assigned to |x a 1 , along with solid-state NMR measurements, were regarded as possible evidences of a LBHB. However, there are solid counterarguments to this conclusion. (i) These authors point out that "the neutron [diffraction] data better fit a single anisotropic thermal ellipsoid...", so a single-well is more plausible, even though the academic case of a potential barrier below the zero-point energy cannot be excluded. (ii) The same authors report that ab initio calculations of the isolated molecule lead to an imaginary frequency suggesting a potential barrier at the center. However, such calculations are not conclusive. For example, they lead to a LBHB for the isolated maleate ring that is at variance with the SWHB observed in the crystal. One cannot exclude the important role of the crystal field in the calculation of the optimized geometry. In addition, spectroscopic observables are representative of an effective potential that can be different from the Born-Oppenheimer potential. (iii) The INS spectra were measured only below 640 cm −1 , so it is unknown whether higher transitions corroborate a double-well. (iv) Even for the methyl deuterated derivative, the neutron flux scattered by all atoms is much greater than that scattered by the single hydrogen bond proton, so the contrast of intensities is not sufficient to establishing an assignment scheme.
(v) The invaluable information provided by infrared and Raman is missing. These numerous drawbacks show that the band assignment and the double-well proposed by these authors deserve reservations. Furthermore, it is widely accepted that the potential barrier and the hydrogen bond length should decrease simultaneously. A double-well for a hydrogen bond shorter than that in KHM would be therefore rather odd, unless it would be due to the nonlinear OHO geometry. Unfortunately, the large number of tetramethyl groups is a serious hurdle for further INS studies of this interesting system.
In the present paper, in order to fully exploit the contrast of intensities for infrared, Raman, and INS, we consider crystals in which hydrogen bond protons are singled out. Potassium, or cesium, hydrogen bistrifluoroacetate, KH(CF 3 COO) 2 , (KTFA), or CsH(CF 3 COO) 2 , (CTFA), are known examples of "intermolecular" SSHB's. 42 At room temperature, trifluoroacetate dimers, H(CF 3 COO) − 2 , are linked by crystallographically symmetric hydrogen bonds with R OO = 2.435(7)Å or 2. 38 (3)Å, respectively. The vibrational spectra of these salts at a very low temperature 19, 43, 44 evidence several |x a n states in the same frequency range as for KHM (500-1100 cm −1 ), but with quite different profiles of intensity. In a previous work, 44 it was suggested that CTFA could be a LBHB case, but there is no neutron diffraction data to support this proposal. We report below single-crystal neutron diffraction measurements consistent with single-wells for protons at any temperature. This result prompts us to revisit the vibrational spectra and we propose a funnel-potential largely inspired by that shown in Fig. 1 , but not quite the same. We tentatively rationalize these various potentials with bare protons H ⊕ weakly bound to ⊖ O--O ⊖ bonds. This paper is organized as follows. The crystal structures at room and cryogenic temperatures are presented in Section II. In Section III, we propose an assignment scheme for the |x a n states based on infrared, Raman and INS spectra. In Section IV, we elaborate on the theoretical framework for proton dynamics, we determine the best potential, and we examine some consequences to the quantum nature of SSHB's.
II. CRYSTAL STRUCTURES
Single crystals were obtained by slow crystallization from aqueous solutions. Approximately cubic samples (3 × 3 × 3 mm 3 ) were loaded into aluminum containers and then mounted in a cryostat. Measurements (see Table I ) were carried out with the Stoe fourcircle diffractometer 5C2 at the Orphée reactor (Laboratoire Léon-Brillouin). 45 Data analysis was carried out with the computer package CRYSTALS. 46, 47 Absorption corrections were ignored.
The structures at room temperature are similar to those previously determined with X-rays. 42 At low temperatures, the lattice parameters (Table I) (Tables II and III) the two salts is smaller than that previously determined with X-rays. 42 This is likely a consequence of the huge X-ray cross-section of Cs atoms.
There is no evidence of any splitting of the proton sites that could suggest a double-well and the thermal factors at low temperatures are consistent with a quasi-harmonic single-well for the ground state. Supposing an oscillator mass of 1 amu (see below Sec. IV), the meansquare amplitudes for the three proton modes at frequencies about 800 cm −1 (ν a ), 1250 cm −1 (out-of-plane bending, γ), and 1600 cm −1 (in-plane bending, δ), 44 
The averaged value u 2 0 ≈ 0.015Å 2 compares to the thermal factors U(iso) = 0.0166Å 2 in Tables II and III small at low temperatures, compared to those for protons, while at room temperature the thermal ellipsoids for protons and oxygens are similar. This suggests that the mean-square amplitudes for protons are largely temperature independent and temperature effects arise from primarily convolution with the probability density of O atoms. This is consistent with rather deep wells for protons, such that the populations of excited states remain negligible at room temperature. There is therefore no evidence of any double-well, even at room temperature. On the other hand, the thermal population of phonons at low frequencies should account for the increase of the thermal factors of heavy atoms at room temperature.
III. INS BAND PROFILES

INS band intensities are proportional to the nuclear cross-sections for incoherent scat-
tering, on the one hand, and to the scattering function, on the other. 48 The incoherent cross-section is rather large for protons (σ H ≈ 80 b) and negligibly small for all other nuclei under consideration. The scattering function S(Q, ν) depends on the neutron momentum transfer vector Q = k 0 −k f , defined by the initial, k 0 , and the final, k f , wave vectors, and on the energy transfer hν. With the TFXA-spectrometer utilized in Ref. [44] , only scattering events corresponding to the maximum of the scattering function for harmonic bare protons are counted (see Appendix).
The previously reported INS spectra of the two salts are very similar. 44 The γH modes give narrow single bands at ≈ 1225 cm −1 (KTFA) or ≈ 1260 (CTFA) and overtones at ≈ 2450 cm −1 (KTFA) or ≈ 2515 cm −1 (CTFA), consistent with quasi-harmonic oscillators. The intensity ratios I 0−→2 /I 0−→1 accord with an oscillator mass of ≈ 1 amu. The full widths at half maximum (FWHM) of ≈ 50 cm −1 are representative of the density-of-states, convoluted with the spectrometer resolution (∆ν/ν ≈ 0.02) that is ∆ν ≈ 25 cm −1 at 1250 cm −1 . The upper bound for the frequency dispersion (FWHM −∆ν ≈ 25 cm −1 ) accords with rather small coupling terms between protons. Similarly, the δH modes show single bands at ≈ 1600 cm −1 (FWHM ≈ 70 cm −1 ) for both salts. For KTFA, the weak overtone at ≈ 3200 cm −1 is also consistent with a quasi-harmonic oscillator with m ≈ 1 amu. (The overtone is not clearly observed for CTFA, presumably because of larger statistical errors.)
In marked contrast to the bending modes, the stretching show broad profiles, composed of partially resolved sub-bands between 500 and 1100 cm −1 , which cannot be rationalized with 7 a quasi-harmonic model (see Fig. 4 ). Tentative decompositions with gaussian components are very similar for the two salts ( Fig. 4 and Table VI ). Only one component at ≈ 850 cm −1 for CTFA is not visible for KTFA. Such similar profiles for quite different crystal structures suggest that the crystal-field is not the main band splitting factor. Further information can be sorted out of the Infrared and Raman spectra.
In the infrared, the γH's are rather weak and the δH's are practically invisible. The spectra are dominated by narrow bands, due to TFA entities, superimposed to the very broad stretching profiles. The maxima of intensity at ≈ 800 cm −1 coincide with those observed with INS. Above 1000 cm −1 , there are long tails of continuous intensity, extending up to at least 2000 cm −1 , which are not observed with INS. The broader profiles observed in the infrared, at the Brillouin-zone center, compared to INS, for the whole density-of-states, confirm that dispersion is not the main band shaping mechanism. In fact, weak dynamical coupling is in line with the rather large proton-proton distances in the crystals. (The shortest distances are 4.34Å for KTFA and 6.72Å for CTFA.)
The Raman spectra are exclusively due to the TFA entities, while proton modes are invisible. For KTFA, the strong Raman bands at 850-854 cm −1 , analogous to that observed for CTFA, 44 suggest that the INS counterpart should exist, although it is not resolved. Table VII, . The other sub-bands are associated with |ν a n states. Owing to the spectrometer resolution ranging from ≈ 10 to 20 cm −1 , the intrinsic bandwidths should be much less than the FWHM's in Table VII . Such narrow components are consistent with long-live stationary states.
The assignment scheme in
IV. PROTON DYNAMICS
Within the framework of the Born-Oppenheimer approximation, the vibrational Hamiltonian can be partitioned as 
where x a , y, z are proton coordinates, while X i , Y i , Z i , are normal coordinates for heavy atoms. When an excited proton state, say |x a n , is close enough to a heavy atom state,
, weak coupling terms lead to state mixing (resonance). Within the framework of first order perturbation theory, the energies of the uncoupled states are shifted apart and the mixed vector states can be written as |1 = α|x a n + β|A i N i ,
with α 2 + β 2 = 1. The INS intensity of the transition to the unperturbed state, |x a 0 −→ |x a n , is distributed among transitions |x a 0 −→ |1 and |x a 0 −→ |2 with relative intensities proportional to α 2 and β 2 , respectively. Such resonances are more likely to occur among the numerous |x a n states than with the quasi harmonic bending states. In addition, more than two states can be eventually mixted, but we do not need to elaborate any further, as our purpose is limited to a qualitative interpretation.
The INS intensities of the components at 527 and 559 cm −1 in Table VI are thus attributed to resonances with TFA modes. These intensities are added to the 0 −→ 1 transition (Table   VII) for higher excited states and with the observed relative intensities as:
In addition to the gaussian and harmonic wells, the linear term is crucial to adjusting relative intensities, and the cubic term accounts for anharmonic corrections to the upper energy levels. For the sake of definiteness, the number of parameters is set equal to the number of observed transitions. Note that this model potential cannot account for the continuum of infrared intensity that could be due to unbound states.
Eigen states were calculated with the variational method (see Appendix) and the coefficients were adjusted via least square fitting exercises. The maximum deviation of ≈ 2% (Table VII) is comparable to the spectrometer resolution and within the bandwidths. The calculated intensities are in qualitative agreement with observations, so the eigen functions should be reasonably well calculated. Needless to say, the potential shape is imposed by the assignment scheme, so additional terms in (4), or alternative grouping of intensities, or minor corrections for the unperturbed levels should be of no consequence to the overall shape.
C. Discussion
The wave function in the ground state is practically symmetrical with respect to the center, in accordance with the crystal structure. In addition, the mean square amplitude (the variance of the gaussian-like squared wave function, u 2 0a ≈ 0.02Å 2 ) is comparable to the thermal parameters at low temperatures (Table IV) . It is worthy of note that a double-well with a barrier height below the ground state would increase u 2 0a beyond the limit imposed by the thermal factor. At room temperature, the population of excited states (≈ 5%) should give a diffuse probability density too weak to be visible with the precision of neutron diffraction.
In the excited states, the spatial extension of the wave functions is much greater than R OO , so the proton is no longer confined between the O atoms. For KHM, it was speculated that the hydrogen bond could be broken at a rather modest energy cost, thanks to the internal strain of the ring. 27 However, this view was not confirmed with DFT calculations. 23 Furthermore, there is no internal strain for intermolecular SSHB's, so this option must be abandoned.
Upon the assumption that the bond is not broken by vibrational excitations, the mean position x 2 a 1 2 ≈ 1Å in the excited states of KTFA suggests that the proton is localized around one of the two oxygens. It seems to be weakly bound to the lone-pairs via the overlap between vibrational wave functions and electron orbitals. Similarly, the delocalized wave functions in the upper symmetrical well of KHM (Fig. 1) 
, arising from the overlap between the localized orbitals. These states can be termed "delocalized proton orbitals". The rather small |1 − |2 splitting of 30 cm −1 in Fig. 1, compared to the mean level spacing greater than 100 cm −1 , suggests proton "tunnelling" between the shallow minima created by lone-pairs. It is not clear as to whether these delocalized states contribute to the binding energy. In any case, this contribution should be marginal.
In the excited states, the charge compensating proton is apparently no longer involved in the bonding, so we speculate that the "bare" The funnel potentials suggest that the total binding energy can be partitioned in two parts: the binding energy for protons, the "hydrogen bonding" contribution, and the "covalent bonding" energy for the bare ⊖ O--O ⊖ bond. Accordingly, SSHB are essentially covalent bonds, with a marginal hydrogen bond character. If we suppose that for shorter R OO 's the binding energy of H ⊕ vanishes, then SSHB's should be close to the physical limit for the existence of hydrogen bonds. Conversely, we extrapolate that as R OO increases, the hydrogen bond character increases while the covalent bonding decreases, so that the total binding energy decreases. For the sake of continuity near the dissociation threshold, the O· · · H-O scheme emphasizing the covalent nature of the OH bond and long-range dipolar interactions should supersede the "ionic" scheme. Potential functions consistent with energy levels, profiles of intensity, and thermal ellipsoids, are over determined. They enlighten on unforeseen dynamics and electronic structures suggesting that there is not yet a clear understanding of the nature of the hydrogen bond at the fundamental level of quantum mechanics. We propose a comprehensive rationale accounting for similarities (funnel potentials) and differences (symmetry/asymmetry) of the three best studied strong symmetric hydrogen bonds. However, the adequacy of a model to observations, as good as it can be, is not a definite proof that this model is unique. The interpretation advocated in this work should be confronted with complementary experiments, for example solid-state NMR, and theoretical investigations.
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Appendix: Calculation of energy levels, wave functions and INS intensities
The variational method is appropriate to determine analytical potential functions fitting any given energy level scheme. The expansion of the eigen functions with harmonic basis sets allows us to calculate all matrix elements of interest for vibrational spectroscopy. In this appendix we gather the formulae to resolve the Schrödinger equation for a dimensionless particle with mass m experiencing a potential V (x) along the x coordinate:
where V p is polynomial and V G is the sum of three gaussians, to allow for a rich variety of potential shapes. We also propose a straightforward method to test the accuracy of the eigenfunctions.
In order to construct a basis set, let ν 0 = ω 0 /(2π) be a frequency and consider the dimensionless variables ξ = α x, with α = m ω 0 / ,Ṽ = V /( ω 0 ) andẼ = E/( ω 0 ).
ThenṼ p = 6 l=1ṽ l ξ l ,
Here, the scaled energies are such that the level spacing of the harmonic oscillator is 1 instead of 4 in Ref. [56] . The coefficients v l , divided by a factor of 2 compared to Ref.
[ 56] , are such that the potential energy of the harmonic oscillatorṼ = ξ 2 /2 corresponds tõ v l = 1/2 δ l,2 (where δ l,2 is the Kronecker symbol). Then, α = α 0 √ν 0 m can be expressed in A −1 units with α 0 = 0.17273 andν 0 = ω 0 /(2 π c) in cm −1 units.
In the new variables Eq. (5) reads:
with ψ = √ α Ψ normalized with respect to ξ. For a harmonic oscillator the normalized solutions of (9) are: u n (ξ) = (2 n n! √ π) −1/2 H n (ξ) exp(−ξ 2 /2) n = 0, 1, . . . ,
{H n } being the Hermite polynomials. The functions {u n } form a suitable orthonormal basis set for bound states. For numerical calculations the dimension N of the basis has to be finite. We found N = 60 is suitable to calculate the 10 lowest energy levels with good accuracy (see below). The matrix elements ofĥ in (9) are:
The matrix elements for a sixth order polynomial potential or a gaussian potential can be found in Refs. [56] and [57] , respectively. With the alternative definition of the scaling factors, the algorithms for the polynomial form are: h p n,n = (n + 1 2 ) ( 1 2 +ṽ 2 ) + 3 4 (2 n 2 + 2 n + 1)ṽ 4 + 1 8 (20 n 3 + 30 n 2 + 40 n + 15)ṽ 6 ; h p n,n−1 = 1 2 √ 2 n ṽ 1 + 3 2 nṽ 3 + 5 4 (2 n 2 + 1)ṽ 5 ; h p n,n−2 = 1 2 n (n − 1) − 1 2 +ṽ 2 + (2 n − 1)ṽ 4 + 15 4 (n 2 − n − 1)ṽ 6 ;
h p n,n−3 = 1 2 n (n − 1) (n − 2) 2 ṽ 3 + 5 2 (n − 1)ṽ 5 ; h p n,n−4 = 1 4 n (n − 1) (n − 2) (n − 3) ṽ 4 + 3 4 (2 n − 3)ṽ 6 ;
h p n,n−5 = 1 4 n (n − 1) (n − 2) (n − 3) (n − 4) 2ṽ 5 ; h p n,n−6 = 1 8 n (n − 1) (n − 2) (n − 3) (n − 4) (n − 5)ṽ 6 .
All other matrix elements are zero except the symmetric ones:ĥ p n−l,n =ĥ p n,n−l , l = 1, . . . , 6. For the gaussian potential W = a exp(−b x 2 ), the scaled potential isW =ã exp(−b ξ 2 ), withã = a/( ω 0 ) andb = b/α 2 . Matrix elementsŴ n,m in the subset {u n } N −1 n=0 are calculated according to Ref. [57] . The first row of a (N, 2N − 1) auxiliary matrixĜ iŝ
for m (even)=0,. . . , 2N-1 , with θ =b/(1 +b). The second row is:
; for m (odd)=1,. . . ,2N-2.
Each successive row of index n (2 ≦ n ≦ N − 1) depends on the two previous ones as:
G n,m = 1/ √ n ( √ mĜ n−1,m−1 + √ m + 1Ĝ n−1,m+1 − √ n − 1Ĝ n−2,m ); m = n, n + 2, n + 4, . . . , 2N − n − 1
All elements not explicitly assigned are set to zero. Let us redefineĜ as the (N, N ) square matrix corresponding to its first N columns. The procedure above has led to an upper triangular matrix. The elements of the lower triangle are obtained by symmetryĜ(n, m) = G(m, n), for all n, m such that m < n. The (N, N ) matrix corresponding toW isŴ = aĜ(b), so the matrixĥ for the full potential (6) is:
If {Ẽ n } N −1 n=0 are eigenvalues in increasing order, andĈ is the (N, N ) matrix whose column n is the normalized eigenvector corresponding toẼ n , the eigenfunctions are
The eigenvalues and eigenfunctions in physical units are
and
The eigenfunctions are analytical functions whose derivatives are easily computed, so the accuracy can be checked by substitution in (5) . As a rule of thumb, the last coefficients of each series {Ĉ n,m } N −1 m=0 (say, the last 10 for N = 60) have to be very small. The parameter ω 0 largely determines whether the truncated expansions of {Ψ n } are good approximations. As a rule of thumb the exponential in (10) should be small (say ∼ e −2 ) at the estimated limits for the the particle position. This leads to ω 0 ≈ 16 /(m ∆x 2 ), where ∆x is the width of the classically allowed region, orν 0 ≈ 16/(mα 2 0 ∆x 2 ) withν 0 and ∆x in cm −1 andÅ units, respectively. For a single minimum this is obtained if ω 0 is close to the first observed transition. In this case, N = 40 is sufficient. For potentials composed of a narrow well and a shallow upper part it is necessary to increase the size to N = 60. The accuracy for the 10 lower eigenvalues is largely within experimental errors and the accuracy of the eigenvectors is better than 1%. Further increment of N is unnecessary as numerical errors increase for higher powers of x.
The INS intensity for a transition |0 → |n at energy E n is proportional to the scattering Cs(1) 0.0009(3) 0.0015(3) 0.0019(3) 0.0000 0.0009(2) 0.0000 0.0319(6) 0.0359 (7) 0.0526(9) 0.0000 0.0244(6) 0.0000 F(1) 0.0048(2) 0.0069(3) 0.0061(2) -0.00185(18) 0.00239(17) 0.00167 (19) 0.0614(8) 0.069(1) 0.068(1) -0.0250(8) 0.0275 (7) 0.0110 (8) F(2) 0.0095(2) 0.0082(3) 0.0030(2) 0.00077 (19) 0.00246(17) 0.0006 (2) 0.0959(13) 0.0907 (14) 0.0369 (7) 0.0065 (8) 
