INTRODUCTION
An important problem in the theory of integral equations of the type (1.1) where K(x, y) is real, symmetric and in L, on the square 2& , -a < x, y < a, is the determination of the eigenvalues. Only for relatively few kernels is it possible to find an explicit representation of the eigenvalues. In other cases it is desirable to obtain approximations of these eigenvalues.
It is clear that the eigenvalues of (1.1) can be considered as functions of a. In this way one obtains what could be called "eigenvalue curves." In 1966 G. M. Wing [l] b o served that the "shape" of these curves is, in some cases, describable in terms of quite general properties of the kernel. There Wing showed that under appropriate conditions on K, certain functions of x1 are convex. He also obtained results for the sums of eigenvalues. These convexity theorems provide further information on eigenvalue bounds. For example, suppose it has been shown that &(a) is a convex function on some interval. Then, for any two points a, and aa in the interval and any 01 in (0, l), J,(q + (1 -a) 4 < Jl(4 + (1 -4&4. (1.2) If the right side of (1.2) is known or can be estimated from above, then upper bounds on x,(a) are available for all a = (YU~ + (1 -a) u2 in (a, , az). In this paper we shall extend the results in [I] . It has been found convenient to consider the basic interval as fixed and introduce the parameter a into the kernel K. In order to obtain more general results we replace the parameter a by an arbitrary positive function g(s). Most of the time we place conditions on the kernel, Q(s) x, g(s) Y), and obtain results about the sums, A,(g(s)). However, in some cases, it is desirable to place conditions on the kernel h(s) Gd4 ~9 g(s) Y) h w ere 4 > s is some positive function. In this way we obtain theorems about h(s) A,(g(s)). It will be clear that our propositions can always be stated in terms of h(s) K(g(s) X, g(s) y) and h(s) A,(g(s)); usually we take h(s) = 1 and leave the obvious generalizations to the interested reader. The work is organized as follows:
In Section 2 we consider real Hilbert-Schmidt kernels, K(x, y). It is shown that under certain conditions h,(g(s)) is a convex function of s. The concept of an approximately convex function is defined and applied.
Representable kernels, that is, kernels which can be represented as integrals of other kernels, are considered in Section 3. Convexity theorems for the sums of eigenvalues are stated and proved. If the kernel is representable as a Laplace or &-transform we show that certain "eigenvalue curves" are always convex.
Finally in Section 4 some related questions and the possibility of extending our method to other types of problems are discussed.
The following theorem due to Ky Fan [2] and J. Hersch [3] will be used extensively in our work. THEOREM 1.2. Let K(x, y) be real, symmetric and in L,( Z& and suppose its first j eigenvalues are positive. Let S, , 1 < n <j, be any set of orthonormal functions *I ,..., z/n on -a ,< x, y < a. Then a a A, -t .** + A, = M;x ss
The maximum is assumed when the I& are the corresponding eigenfunctions of K.
REAL HILBERT-SCHMIDT KERNELS
In this section we prove several theorems which guarantee the convexity of certain eigenvalue curves. Theorem 2.1 is the principal result; it is a generalization of a result due to G. M. Wing [I]. x, g(s) Y) +1(x> g(s)) MY, g(s)) dx dr A kernel which illustrates Theorem 2.1 is furnished by the El function, defined by E,(I x -y 1) = i J," e-tlr-vl f . (2.4) This kernel arises in transport theory from the study of time independent, one-velocity, isotropic transport in a uniform slab. The eigenvalues of El are unknown but various authors have obtained quite good bounds for the largest eigenvalue (see [4] and [5] ). Ifg(s) = s, then E,(s 1 x -y I) is a convex function of s for each (x, JJ) # (x, x). Thus by Theorem 2.1, h,(s) is a convex function of s on (0, co). Moreover, since E,(s ( x -y 1) is a strictly decreasing function of s for each (x, y) f (x, x), h,(g(s)) is strictly decreasing. Under the hypotheses of Theorem 2.1, h,(g(s)) is a convex, hence continuous, function on (0, s,,). However, in general, we cannot say anything about the right-or left-hand limits at 0 and s,, , respectively; they may not exist. Are there conditions under which these limits exist? The affirmative answer is the content of THEOREM 2.2. Let K(x, y) and g(s) satisfy the hypotheses of Theorem 2.1. In addition, assume K(x, y) is continuous on Zs and that s0 and S are bothjinite.
Suppose KMS) x9 g(s) y> is a monotone function of s for each jxed (x, y) in Zl . where s = tir + (1 -CC) sa . Since the kernel is nonnegative, &(x, g(s)) can be chosen nonnegative. Hence, from (2.9)
Using Schwarz's inequality on the last term and the classical Rayleigh-Ritz principle on the others, we find
which is the desired result. where K(t) and F(x, y, t) are functions of some specified type. Results on the eigenvalues of such kernels have been published by several authors, including Mullikin [4] , Roark and Wing [8] , and Wing [5] and [l] .
The first theorem is a true convexity result for sums of eigenvalues. is a convex function of s. COROLLARY 
Let all the hypotheses of Theorem 3.1 hold. If k(t) is nonnegative almost everywhere, then A,(g(s)
) is a convex function of s for all n.
PROOF. Since k(t) is nonnegative, all eigenvalues of K are positive. The conclusion now follows by Theorem 3.1, establishing the corollary. , s1 , s2) dx dy < 4(D -C) c2 j" K"(t) dt.
C Therefore, we take for E E = 2(D -C)1'2 (j; h2(t) dt)"' E^.
The desired conclusion now follows by a straightforward application of Theorem 2.4. So far the convexity of A,(g(s)) is gu aranteed only for transforms which are representable by (3.2) . In some cases it may be impossible to show that a given kernel has a representation which satisfies the hypotheses of Theorem 3.1. Of course Theorems 2.4 and 3.2 apply to such transforms but A,(g(s)) may not be convex. If the kernel of the transform is itself representable as a certain type of transform, we can sometimes show that A,(g(s)) is convex. is a monotone nonincreasing sequence of nonnegative numbers and thus has a limit, call it 7, which is nonnegative. We claim this limit is zero. To see this consider the expression and the convergence is monotone. If in the last theorem we replace the word "nonnegative" with the word "positive" we can say even more. The CourantWeyl Minimax Principle is still applicable, wherefore (3.32) holds and the convergence is monotone. However, a corollary [12] of the Fischer MaximumMinimum Principle [13] states that if a positive definite kernel is added to a positive definite kernel, the eigenvalues are actually increased. Thus that is, the convergence is strictly monotonic.
EXAMPLE.
There is a nice application of the last theorem which we now discuss. In Section 2 we introduced the El function. Recall that WI x -y I) = + j," e-tl*-YI $.
We take g(s) = (s)l12. Note that ----lcos(zt(x--y))Idzdt< j;+dt. j;--&dz 9 +g2 t =zlogm, 2g whence (3.25) is inL,(Q. The other hypotheses of Theorem 3.4 are satisfied. Hence, for the El kernel, +/2~,(s1/2) is convex on (0, co). ~r/~~&(s~/~) is also strictly decreasing.
CONCLUSION
As discussed in the introduction, there is a real need to determine upper bounds for the eigenvalues of Fredholm integral equations, and much information on these bounds is possible if the "shape" of certain functions related to the eigenvalues is known. It has been shown that the convexity of these functions can sometimes be deduced by an examination of the kernel. It is hoped and believed that the ideas presented in this paper will be useful and can be applied to even more complex problems.
It is perhaps unfortunate that when the methods developed in this paper are used to prove the convexity of certain "eigenvalue curves," the curves are almost always strictly convex. It would be interesting and valuable if one could determine conditions under which the "eigenvalue curves" are linear.
Another problem is to determine conditions under which one can assert the existence of a function, g(s), such that K(g(s) X, g(s) y) is a convex function of s. Also one would like to be able to compare two such g's. The author has investigated these questions for kernels of the displacement type, K = K(l x -y I).
Recently the author applied the kernel function approach to SturmLiouville systems. Although it is too early to predict final results, the procedure appears to compare favorably with a method introduced by G. Polya and M. Schiffer in [IO] .
