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Abstract
The optimization problems involving stochastic systems are often encoun-
tered in financial systems, networks design and routing, supply-chain management,
actuarial science, telecommunications systems, statistical pattern recognition analy-
sis associated with electronic commerce and medical diagnosis.
This thesis aims to develop computational methods for solving three opti-
mization problems, where their dynamical systems are described by three different
classes of stochastic systems with jumps.
In Chapter 1, a brief review on optimization problems involving stochastic
systems with jumps is given. It is then followed by the introduction of three op-
timization problems, where their dynamical systems are described by three differ-
ent classes of stochastic systems with jumps. These three stochastic optimization
problems will be studied in detail in Chapters 2, 3 and 4, respectively. The lit-
erature reviews on optimization problems involving these three stochastic systems
with jumps are presented in the last three sections of each of Chapters 2, 3 and 4,
respectively.
In Chapter 2, an optimization problem involving nonparametric regression
with jump points is considered. A two-stage method is proposed for nonparametric
regression with jump points. In the first stage, we identify the rough locations of all
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the possible jump points of the unknown regression function. In the second stage,
we map the yet to be decided jump points into pre-assigned fixed points. In this
way, the time domain is divided into several sections. Then the spline function
is used to approximate each section of the unknown regression function. These
approximation problems are formulated and subsequently solved as optimization
problems. The inverse time scaling transformation is then carried out, giving rise to
an approximation to the nonparametric regression with jump points. For illustration,
several examples are solved by using this method. The result obtained are highly
satisfactory.
In Chapter 3, the optimization problem involving nonparametric regression
with jump curves is studied. A two-stage method is presented to construct an ap-
proximating surface with jump location curve from a set of observed data which
are corrupted with noise. In the first stage, we detect an estimate of the jump loca-
tion curve in a surface. In the second stage, we shift the jump location curve into
a row pixels or column pixels. The shifted region is then divided into two disjoint
subregions by the jump location row pixels. These subregions are expanded to two
overlapping expanded subregions, each of which includes the jump location row
pixels. We calculate artificial values at these newly added pixels by using the ob-
served data and then approximate the surface on each expanded subregions in which
the artificial values at the pixels in the jump location row pixels for each expanded
subregion. The curve with minimal distance between the two surfaces is chosen
as the curve dividing the region. Subsequently, two nonoverlapping tensor product
cubic spline surfaces are obtained. Then, by carrying out the inverse space scaling
transformation, the two fitted smooth surfaces in the original space are obtained.
For illustration, a numerical example is solved using the method proposed.
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In Chapter 4, a class of stochastic optimal parameter selection problems de-
scribed by linear Ito stochastic differential equations with state jumps subject to
probabilistic constraints on the state is considered, where the times at which the
jumps occurred as well as their heights are decision variables. We show that this
constrained stochastic impulsive optimal parameter selection problem is equivalent
to a deterministic impulsive optimal parameter selection problem subject to con-
tinuous state inequality constraints, where the times at which the jumps occurred
as well as their heights remain as decision variables. Then we show that this con-
strained deterministic impulsive optimal parameter selection problem can be trans-
formed into an equivalent constrained deterministic impulsive optimal parameter
selection problem with fixed jump times. We approximate the continuous state in-
equality constraints by a sequence of canonical inequality constraints. This leads
to a sequence of approximate deterministic impulsive optimal parameter selection
problems subject to canonical inequality constraints. For each of these approximate
problems, we derive the gradient formulas of the cost function and the constraint
functions. On this basis, an efficient computational method is developed. For illus-
tration, a numerical example is solved.
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1.1 A Brief Description
Stochastic systems are systems which are subject to random or stochastic distur-
bances. The optimization problems involving stochastic systems are dealing with
optimal decision making for complex systems involving uncertain data. There are
many real world applications in areas such as economics, networks design and rout-
ing, supply-chain management, actuarial science, telecommunication systems, sta-
tistical pattern recognition analysis associated with electronic commerce and med-
ical diagnosis.
This thesis aims to study three classes of optimization problems, where their
dynamics are described by three different classes of stochastic systems with jump
phenomena. They are: (i) nonparametric regression with jump points; (ii) nonpara-
metric regression with jump curves; and (iii) stochastic optimal parameter selection
problems with state jumps.
1
1.2 The Optimization Problems Involving Stochastic
Systems with Jumps
Nonsmooth and abrupt change phenomena are often observed in environmental sys-
tems.
In (Holling, 1985), a review on discontinuous, imperfectly reversible change
in ecological systems is presented. On the other hand, the focus of the review
reported in (Brooks, 1985) is on socio-technical systems.
In (Ermoliev and Norkin, 1997), a class of stochastic optimization problems
involving complex stochastic systems is considered, where the behaviors of the sys-
tems could be nonsmooth and could also exhibit abrupt changes. Nonsmooth and
discontinuous behaviours are often encountered due to changes in structure of the
system. For example, discontinuity phenomena occurred in manufacturing systems,
communication networks, and neural nets could be due to the presence of discrete
variables in the governing dynamical systems. In environmental systems, abrupt
changes could partly be caused by nature.
1.3 Three Optimization Problems Involving Stochas-
tic Systems
1.3.1 Nonparametric regression with jump points
Statistical modelling generally assumes smoothness and continuity of the phenom-
ena of interest. However, some phenomena may experience sudden or sharp changes.
For example, groundwater levels may undergo drastic changes in very short dura-
tions of time (Shao and Campbell, 2002) due to sudden changes in environment,
such as land clearing. In financial portfolio management, the amount of stocks of a
particular investor can be viewed as experiencing a jump when he/she purchases or
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sells his/her stocks. These sudden changes are reflected as jumps in visual display.
Without considering these jumps, we may make serious errors in drawing inference
about the process under study. It is clearly important to estimate both the number
of jumps and their locations and magnitudes. Problems related to regression with
jump points have been addressed and investigated for more than two decades. In
(McDonald and Owen, 1986), a family of smoothing algorithms that can produce
discontinuous output is proposed. The proposed smoother can be used for smooth-
ing with edge detection. It is applied to study sea surface temperature data, where
discontinuities are caused by the changes in ocean currents. In (Yin, 1988), an al-
gorithm is proposed to estimate the number, locations and magnitudes of jumps. In
this algorithm, the right-sided and left-sided moving averages of the observation at
a given point are calculated. The differences between these two values are then used
to estimate the number, locations and magnitudes of the jumps.
In (Lombard, 1988), it is demonstrated that Fourier analysis is a useful sup-
plementary tool for calculating the cumulative sum (CUSUM) - a diagnostic tool for
detecting change points in the data. This idea is applied to construct sample distri-
bution functions in change-point problems. The technique is used in the simulation
study of three data sets appeared in the statistical literature.
In (Lee, 1990), a class of nonparametric regressions with change points is
considered. The focuses are on the following points: (i) detecting the locations of
discontinuities; (ii) classifying discontinuities by their degrees; and (iii) estimat-
ing the sizes of discontinuities. These tasks are achieved from sampled (spare and
noisy) data. The algorithm for detecting the jumps and their magnitudes is devel-
oped based on pairing patterns.
In (Muller, 1992), an estimator is proposed for detecting locations and sizes
of discontinuities or change-points. To detect the location and its magnitude of a
discontinuity, the proposed estimator is developed based on a comparison of the left
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one-sided and right one-sided kernel smoothers. This estimator has been applied to
detect discontinuities in financial derivatives based on annual flow volume data.
In (Wu and Chu, 1993), the idea of kernel-type estimators is used to obtain an
estimator for the detection of the locations of jump points and their magnitudes of a
regression. Precise kernel-type formulas are derived. The almost sure convergence
property and the limiting distribution of this kernel-type estimator are obtained.
The limiting distribution is used to test the number of jump points and asymptotic
confidence intervals for the magnitudes of the jump points of the regression. The
choices of kernel functions and bandwidths for setting up these kernel-type estima-
tors are discussed. Simulation studies show that the asymptotic properties hold for
reasonable sample sizes.
In (Wang, 1995), a method is proposed to detect the jumps and sharp cusps
of an observed function which is interrupted with noise. This method is developed
by making use of the large absolute values across fine scale levels of the wavelet
transformation of the data. It has been used to detect the jump points and their mag-
nitudes in the simulation study of some simulated examples as well as an example
using a set of stock market return data.
In (Muller and Song, 1997), a regression, which is everywhere smooth except
at a point, is considered. This point is a discontinuity point and it has only one-
sided limit. A two-stage estimation scheme for the detection of the jump locations
is proposed, where asymptotic properties of this estimator are also studied.
Most of the estimators mentioned above are of the kernel type. The key idea is
to investigate the difference between the estimators of the left- and right-hand side
limits at an observation point of the unknown regression function. On this basis,
the locations and magnitudes of the jumps can be estimated by using the maximum
likelihood argument. However, the overall fittings obtained using these methods are
not very satisfactory at around the jump points and at around the end points.
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The spline function approximation methods have also been applied for de-
tecting the jump points. In (Koo, 1997), a knot-merging procedure is proposed
to estimate a smooth regression function with a finite number of discontinuities at
unknown locations by a linear spline approximation with multiple knots. This pro-
cedure includes the least squares method, stepwise knot addition, stepwise basis
deletion, and knot-merging, while the Baye’s information criterion is used to se-
lect the final model. The proposed method can detect the jumps of a regression
function, and it has been used in the simulation study of real data. In (Miyata and
Shen, 2003), a function estimation procedure is proposed for implementation in
nonparametric regression. This estimation procedure is based on free-knot splines
and an associated algorithm. In contrast to conventional splines with knots confined
to distinct design points, the free-knot splines allow the selection of knot numbers,
the replacement of knots at any location and placing repeated knots at the same lo-
cation. This flexibility substantially improves the representation power of splines,
leading to an adaptive spline estimator for functions with inhomogeneous smooth-
ness and/or with discontinuities. However, since a large number of spline functions
is being used, it is important to devise efficient schemes for knot selection. The
existing knot selection schemes, such as the stepwise selection, are not suitable for
the purpose due to the knot confounding difficulty. In this paper, a new knot se-
lection scheme is proposed using an evolutionary Monte Carlo algorithm and an
adaptive model selection criterion. The evolutionary algorithm locates the optimal
knots accurately, while the adaptive model selection strategy guards against the se-
lection error in searching through a large candidate knot space. The performance
of the procedure is examined and illustrated via simulations. The usefulness of the
procedure is illustrated by an application to an actual data set.
In (Julious, 2001), a two-line model is introduced for parameter estimation
of a regression when the location of the change points are known, where an F-test
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is used to detect a change in the regression coefficient. An algorithm is then pro-
posed for parameter estimation for cases when the change points are unknown. It is
observed that for the case when the locations of the change points are not known,
the F-test does not conform to its expected parametric distribution. Nonparametric
bootstrap methods are thus proposed as a way of overcoming the problems encoun-
tered. For illustration, a physiology example is solved using the proposed method,
where the regression change represents the change from aerobic to anaerobic energy
production.
In (Chu and Marron, 1991), discussions on the differences between two es-
timators are given, where the weights of one of the estimator are chosen by direct
kernel evaluation, while the weights of the other are chosen by convolution of the
kernel. It was found that the performances of these estimators are nearly the same
for situations, where the design points are fixed and equally spaced. However, the
performances of these two estimators are quite different for situations, where the
design points are not equally spaced or are randomly chosen.
In (Gijbels, Peter and Kneip, 1999), a two-step method is suggested for a
nonparametric regression. The first step is to use a kernel-type diagnostic test to
estimate the jump points, while the second step is to construct a smooth curve based
on local least-squares.
It is well known that smoothing splines provide nice curves which smooth
discrete, noisy data. In (Craven and Wahba, 1979), a practical, effective method
for estimating the optimum amount of smoothing from the data is proposed, where
the derivatives are estimated from the data by differentiating the resulting (nearly)
optimally smoothed spline.
In (Akaike,1974), the history of the development of statistical hypothesis test-
ing in time series analysis is briefly reviewed, where it is noted that the hypothesis
testing procedure is not adequately defined as the procedure for statistical model
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identification. The classical maximum likelihood estimation procedure is reviewed.
The Akaike information criterion (AIC) is introduced, which is defined by
AIC = (-2)log-(maximum likelihood) + 2(number of independently adjusted
parameters within the model).
On this basis, a new minimum information theoretical criterion (AIC) estimate
(MAICE), which is defined by the model and the maximum likelihood estimates
of the parameters, is introduced.
When there are several competing models, the MAICE gives the minimum of
AIC. MAICE provides a versatile procedure for statistical model identification. It is
free from ambiguities that exist when the conventional hypothesis testing procedure
is used. The effectiveness of MAICE in time series analysis is demonstrated with
some numerical examples.
In (Tong and Lim, 1980), the AIC is proposed for model selection in a thresh-
old autoregression. It is shown that the class of threshold autoregressive models
is able to capture the notion of the limit cycle of a nonlinear system. This is im-
portant, as the limit cycle plays the main role of the cyclical data modelling. The
threshold models are then applied to the study using real data. From the study, it is
seen that this new class of models has good potential in the analysis of cyclical data.
Simulation results presented in the paper demonstrate that this new class of models
exhibits some nonlinear vibrations.
The AIC (Akaike, 1974) and a bias-corrected version, AICC (Hurvich and
Tsai, 1989; Hurvich and Tsai, 1991) are two methods for the selection of regression
and autoregressive models. Both criteria may be viewed as estimators of the ex-
pected Kullback-Leibler information. In (Hurvich and Tsai, 1991), the bias of AIC
and AICC for both the normal linear regression and autoregressive candidate models
is investigated in the case of underfitting (i.e. none of the candidate models includes
the true model). A simulation study in which the true model is an infinite-order au-
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toregression indicates that AICC provides substantially better model selections than
AIC, even in the case involving moderate sample sizes.
In (Shao and Campbell, 2002), a method is proposed for the study of the
trends in groundwater levels. These trends have been monitored by Agriculture
Western Australia throughout the South-West of Western Australia for 10 years.
The method is a constrained segmented regression with unknown number of change
points. The model parameters are estimated by the multiple linear regression, while
a modified AIC is used for model selection. A simulation study has carried out on
some typical examples, demonstrating the performance of the proposed method.
1.3.2 Nonparametric regression with jump curves
Surface fitting has many important applications in meteorology, geology and im-
age processing. For example, meteorologists are interested in data fitting for equi-
temperature surfaces in sky or in ocean. Geologists reconstruct the mine surfaces
according to mineral samples. However, we often encounter situations, where the
curves to be fitted are discontinuous. When the discontinuous locations on a sur-
face are curves, they are called jump location curves (JLCs). The jump location
curves are not known precisely as the observation data are corrupted with noise.
An important example in image processing is the images with step discontinuities
(or step edges) at the outlines of the objects. The edges often contain much of the
image information. The image structures of the edges are very important for the
understanding of the surface structures (Gonzalez and Woods, 1992).
For situations where the JLCs are known, the design space can be separated
into several regions. One can then achieve data fitting in each of these regions as
usual (Muller and Song 1994).
There are a number of methods available in the statistics literature for de-
tecting the JLCs. In (Korostelev and Tsybakov, 1993), piecewise polynomials are
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proposed to be used for approximating the JLCs. The maximum likelihood is used
to estimate the polynomial coefficients.
In (O’Sullivan and Qian, 1994), an optimization approach is proposed for the
estimation of a simple closed curve, which describes the boundary of an object of
an image. The objective function of the optimization problem measures the normal-
ized image contrast between inside and outside of a boundary. Numerical methods
are developed to implement the approach, and simulation studies are performed to
quantify statistical performance characteristics. Two sets of simulations are carried
out. The first set models emission computed tomography (ECT) images, while the
second set deals with images with a locally coherent noise pattern. In both cases, it
is observed that the error characteristics are encouraging. The approach works well
in the medical imaging field.
In order to detect the jump location curves, the following method is proposed
in (Hall and Raimondo, 1997), where a straight line is thrown randomly into a plane,
within which a regular grid is inscribed. Each grid vertex that lies above the line
is coloured in black, while each below it is coloured in white. Then, the line is
removed and an attempt is made to reconstruct the image from the pattern of vertex
colours in an m×m section of the grid. It is shown that for any ε > 0 the line can be
approximated to within the order m−1(log m)(log log m)1+ε, with probability one,
and that there is no deterministic subsequence along which the best achievable rate
is better than (m log m)−1(log log m)−1−εwith positive probability. These results
are not valid for the case when ε = 0. By virtue of these results, near-optimal local
linear approximations to general smooth boundaries are developed.
In (Qiu and Yandell, 1997), the problem of locating the jumps in regression
surfaces is considered, where it is assumed that the jump surfaces and the noise are
mild enough. For a given design point, a least squares plane is fitted in a neigh-
bourhood of this design point. The gradient vector of this plane contains both the
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continuous and jump information of the regression surface at this design point. The
continuous information is removed by using two neighbouring least squares planes
along the direction of that gradient vector. In this way, the jump information is
extracted. A jump detection algorithm can thus be constructed for which the com-
putational requirement is O(NK), where N is the sample size and k is the window
width of the neighbourhood. This property makes it possible to handle large data
sets.
In (Wang, 1998), a method based on wavelet theory is proposed to estimate
jump and sharp cusp curves of a function in the plane. The asymptotic theory for
the method is established. The validity of this asymptotic theory is verified through
simulation study. The proposed method is near-optimal and it can be implemented
by fast algorithms. The method has been applied to the simulation study of a real
image.
In (Qiu, 1997), the question on the estimation of bivariate jump regression
functions is considered. Based on differences of two one-sided kernel smoothers
and a rotation transformation, an almost sure consistent estimator of the jump loca-
tion curve is proposed. This estimator is first developed for an ideal case when the
jump location curve has an explicit function form. Then, it is generalized to a more
general case when the explicit function form does not exist.
Several jump-preserving surface fitting methods are suggested in (Chu, Glad,
Godtliebsen and Marron, 1998) and (Qiu, 1998). In (Chu, Glad, Godtliebsen and
Marron, 1998), it was argued that classical smoothers cannot avoid blurred image
on the sharp edges. The requirement of moderately large smooth stretches for the
edge-preserving smoothers is discussed. This is called sigma filtering.
In (Qiu, 1998), a three-stage procedure is proposed for constructing discon-
tinuous regression surfaces (DRSs) from noisy data. The computational require-
ment of the method is simple, and this method provides a general model under mild
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assumptions. In the first stage, a jump detection criterion is introduced to detect
possible jump positions (jump candidate points). In the second stage, a local princi-
pal component (PC) line through the jump candidate points in a neighbourhood of
a design point is constructed. This PC line provides a first-order approximation to
the true jump location curve (JLC). In the third stage, observations on the same side
of the line as the given point are combined. Then, a weighted average procedure is
used to fit the surface at the point. For the case when there are no jump candidate
points in the neighbourhood, all observations in that neighbourhood are used in the
surface fitting. On the other hand, for the case when the centre of the neighbour-
hood is on a jump location curve, only those observations on one side of the line
are used. In this way, the blurring phenomenon can be avoided around the jump
locations. This method requires O(N(k∗)2) computation, where N is the sample
size and k∗ is the window width.
Edge detection in image processing is essentially an application of jump de-
tection in regression surfaces. In most text books on image processing, the designs
of edge detectors are based on gradient estimation. In other words, these detectors
make use of properties associated with first-order derivatives of the image intensity
function. The first-order derivatives are large or infinite at edge pixels (Gonzalez
and Woods 1992) and (Marr and Hildreth, 1980).
In (Marr and Hildreth, 1980), an edge detection theory is presented in two
parts. (1) Intensity changes, which could occur over a wide range of scales in any
natural image, are detected for different scales separately. An appropriate filter,
which is applicable to any given scale, is obtained. The filter is a two-dimensional
Gaussian operator. It is shown that the filter does not need to be orientation-
dependent under some mild conditions. The way to detect intensity changes for
a given scale is to find the zero values of the Laplacian of the convolution of the
Gaussian operator with the image. Then, the discovered intensity changes for
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each channel are represented by the oriented primitives called zero-crossing seg-
ments. Images Intensity changes on surface discontinuities, reflectance or illumina-
tion boundaries all have spatially localized property. Thus, the zero-crossing seg-
ments of different channels are dependent.
In (Canny, 1986), optimal filtering techniques are employed for the design of
edge detectors. Other edge detectors are constructed based on various techniques,
such as random field models (Geman and Geman 1984), surface fitting (Haralick,
1984), anisotropic diffusion (Perona and Malik, 1990), local smoothing and hypoth-
esis testing (Qiu and Bhandarkar, 1996), residual analysis (Chen, Lee and Pavlidis
1991), global cost minimization using hill-climbing search (Tan, Gelfand and Delp,
1989), simulated annealing (Tan, Gelfand and Delp, 1991), and the genetic algo-
rithm (Bhandarkar, Zhang and Potter, 1994).
In (Canny, 1986), a computational edge detection method is proposed, where
a comprehensive set of goals for the computation of edge points is clearly defined.
These goals match precisely the desired behaviours of the detector with minimum
assumptions on the form of the solution. Detection criterion and localisation crite-
rion are defined for a class of edges, where these criteria are described by appro-
priate functions in terms of impulse response. A third criterion is introduced for
the detector which is restricted to cases where there is only one response to a sin-
gle edge. Detectors are constructed for several common image features, including
step edges, by using existing optimization techniques. Focusing on step edges, it is
found that there is a natural uncertainty principle between detection and localisation
performance, where detection and localisation are the two main goals. On the basis
of this principle, a single operator shape, which is optimal at any scale, is derived.
This optimal detector has a single approximate implementation, where edges are
marked at maxima in gradient magnitude in a Gaussian smoothed image. By using
operators of several widths, this simple detector is generalised to deal with cases in-
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volving different signal to noise ratios in the image. A general method is presented
for feature synthesis of images involving fine to coarse integration of information
from operators at different scales. It is observed that the step edge detector performs
considerably better when the operator point spread function is extended along the
edge. This detection scheme makes use of several elongated operators at each point,
while the directional operator outputs are integrated with the gradient maximum de-
tector.
In (Haralick, 1984), a step edge detection is implemented by using the facet
model. In the facet model, any analysis that uses the pixel values in some neigh-
bourhood has its final authoritative interpretation relative to the underlying gray
tone intensity surface. These neighbourhood pixel values are observed noisy sam-
ples. An edge will occur in a pixel if and only if there is some point in the pixel’s
area which has a negatively sloped zero crossing of the second directional deriva-
tive. This second directional derivative is taken in the direction of a nonzero gradient
at the pixel’s centre. Whether or not a pixel should be marked as a step edge pixel
is determined by its underlying gray tone intensity surface, which is estimated by
the pixels in its neighbourhood.
The scale-space technique involves generating coarser resolution images by
the convolution of original image with a Gaussian kernel. It is difficult to obtain
accurately the locations of the edges at coarse scales. In (Perona and Malik, 1990),
a new definition of scale-space is introduced, and a class of algorithms that realize
it by using a diffusion process. These algorithms produce images that remain sharp
on the region boundaries. Thus, the proposed method supplies a high quality edge
detector through exploiting global information.
In (Qiu, 1996), the question on the detection and localization of step edges
and roof edges is considered. Based on local smoothing and statistical hypothesis
testing, an edge detection technique is proposed, where the hypothesis testing pro-
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cedures for detection and localization of step edges and roof edges are formulated.
In (Chen, Lee and Pavlidis, 1991), a residual analysis is presented, where the
moving average filters of regularization are used to obtain the residual images. The
strength of the correlation is used to eliminate noise, weak edges and so forth.
In (Tan, Gelfand and Delp, 1989), an edge detection is presented as a mini-
mization problem. The concept of an edge is introduced in terms of accurate local-
ization, thinness, continuity, and length. The mathematical formulation of a com-
parative cost function is given for evaluating edges based on the description. The
function involves information from both image data and local edge structure. Edges
are detected by a proposed heuristic iterative search algorithm for minimizing the
comparative cost function. An efficient method for computing the cost function is
developed.
In (Tan, Gelfand and Delp, 1991), a mathematical formulation of a cost func-
tion to evaluate the quality of edge configurations is given. It is expressed as a linear
sum of weighted cost factors. The characteristics of the minimum cost configura-
tions are analysed for edge detection based on the choices of weights. A simulated
annealing method is used to minimize the cost function.
In (Bhandarkar, Zhang and Potter, 1994), a genetic algorithm is proposed as
a cost minimization technique for edge detection. The edge detection problem is
formulated as the problem of choosing a minimum cost edge configuration, where
edge configurations are regarded as two-dimensional chromosomes with fitness val-
ues inversely proportional to their costs. The crossover operator and the mutation
operator are then constructed for the two-dimensional chromosomal representation.
The designed knowledge-augmented mutation operator exploits knowledge of the
local edge structure in the edge image. It is observed that this genetic algorithm is
robust against noise. Its rate of convergence is fast and the quality of the final edge
image obtained is good.
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Most jump detection methods mentioned above for searching the JLCs are
based on maximization/minimization procedures. They are computationally very
expensive, as seen in (Muller and Song, 1994; Qiu, 1997) where the maximiza-
tion procedures in the kernel-type methods are used. In (Korostelev and Tsybakov,
1993), the maximum likelihood technique is used to compute the estimators for the
piecewise polynomial coefficients. It is also computationally intensive.
In (Qiu, 2002), a procedure is proposed for detecting jump location curves
of a regression from a set of noisy data surfaces based on kernel local smoothing
techniques.
In (Stark, 1992), the least square curve fitting method is used. The least square
method is one of the curve-fitting methods. The least square curve-fitting method
assume that the fitted curve with known data points is an n degree polynomial.
The sum of square of errors between estimated magnitudes and measured
magnitudes is the total error square. The least square curve-fitting problem is easy
to be solved, where the first order derivatives of the total error square with respect
to coefficients of the estimated polynomial are set to be zero. This gives rise to
a system of linear equations in coefficients, which can be easily solved by using
any existing equation solver. The polynomial with these obtained coefficients is the
required fitted curve.
The Lagrangian extrapolation formula can be found in (Rade and Westergren,
1998; Tam, Kurbatskii, 2000). In practice, discrete values are often obtained from
sampling or experiment. These discrete values actually represent data points on a
continuous function. If the obtained data points are accurate enough, one may wish
to find intermediate values of the continuous function on which these data points
are located. The process of finding intermediate values is called interpolation. If
the obtained data points are not accurate, a continuous function is constructed to fit
these data points such that the error is minimized. The process of fitting data points
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by a continuous curve is called curve-fitting. Interpolation could be regarded as a
special curve fitting, in which the function must exactly pass through the obtained
data points. The Lagrange interpolation polynomial is the simplest polynomial for
implementing interpolation.
The approximation method that uses tensor product splines is a more effective
method than other surface approximation techniques (Boor, 2001; Dierckx, 1993)
for constructing approximate surfaces of functions with several variables.
In the area of computer aided design, curve and surface fitting is an important
step in the design of optimal shapes for many industrial products, such as cars, ships,
airplane, propeller blades and so forth. It is also an important tool for describing
the physical phenomena arise in geological and medical applications. In (Ferguson,
1986), methods for constructing curves and surfaces are developed. Particular fo-
cuses are on the modelling of curves and surfaces using spline curves and tensor
product spline surfaces. The paper also points out that many problems in this area
can be dealt with by using B-spline representation and then solved by numerical
optimization and linear algebra techniques.
Tensor product splines are used in (Boehm, Farin, and Kahman, 1984) for
surface modeling. In (Potra and Liu. 2007), the class of tensor product cubic splines
is considered for the optimization process for two-dimensional polyacrylamide gel
electrophoresis (2D-PAGE) image alignment. They use a combined forward-inverse
tensor product cubic splines to align very large collections of gel images.
A project at the University of Texas at Austin makes use of non-uniform ratio-
nal tensor product cubic splines and rational B-splines trimming curves to achieve
the visualization and modeling of large molecules, which is then used as a sup-
porting tool for the synthetic drug design and structural reasoning applications. The
rational parameterization allows the representation for the contribution of each atom
to a macromolecular structure surface(http://ccvweb.csres.utexas.edu/ccv/projects/
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angstrom/sd/shape.php).
In (Wahba, 1990; Duchon, 1977), the formula for the penalized least square
method is derived for the construction of the smoothing splines fitting. The penal-
ized least squares method is a frequently used method in the smoothing spline fitting
theory for data involving noise. This method is a minimization problem, where a
function, which consists of a least-square-like term plus a penalty term, is to be
minimized.
A review on curve and surface fitting methods, which include those using
tensor product splines proposed in the computer aided design literature, is reported
in (Ferguson, 1986).
Although tensor product splines have been used extensively for interpolation
and surface fitting, they have not been used for fitting the surfaces with jumps.
In (Muller, and Song, 1994), a maximin estimator is proposed for estimating
the location and the magnitude of a discontinuity of a smooth multidimensional
regression. The maximin estimator is able to select the boundary on which the
minimal estimated directional difference amongst all points in the neighbourhood
about this boundary is minimized. The proposed maximin estimator is obtained
based on the differences of kernel on strong consistency of the boundary estimators
and the corresponding rates of convergence.
1.3.3 Stochastic optimal control problems with state jumps
In (Teo and Jennings, 1999), a general class of optimal control problems is con-
sidered, where the cost function is minimized subject to canonical inequality con-
strains. The classical control parameterization technique partitions the time (plan-
ning) horizon into several subintervals. The partition points are called the switching
times. Then, piecewise constant or piecewise linear functions with possible discon-
tinuities only at these pre-fixed switching times are used to approximate the control
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functions. Thus, approximate optimal control problems involving piecewise con-
stant or piecewise linear control functions with pre-fixed switching time points are
obtained. These approximate optimal control problems can be regarded as respec-
tive optimal parameter selection problems. It is intuitively clear that the accuracy
of the approximation depends on the number of the switching time points. How-
ever, a larger number of switching time points will give rise to a larger number of
decision variables. Thus, to obtain an accurate approximation to the optimal con-
trol, the number of decision variables may need to be very large. Consequently, the
dimension of the corresponding optimization problem may become too large to be
solved effectively. Intuitively, the situation could be much improved if the switch-
ing time points are also regarded as decision variables. This intuition is, in fact,
valid. However, the gradients of the cost function with respect to these switching
points turn out to be discontinuous. Thus, any gradient-based optimization tech-
nique based on these gradients will not be effective. To overcome this deficiency,
a time scaling transform, which is called the control parameterization enhancing
transform (CPET)(Lee, Teo, Rehbock and Jennings, 1997; Teo, Jennings, Lee and
Rehbock,1999), is introduced to map these variable switching time points into pre-
fixed knots via the introduction of an additional differential equation. With this
time scaling transform, the approximate optimal control problems involving piece-
wise constant or piecewise linear control functions with varying switching time
points are converted into equivalent optimal control problems involving piecewise
constant or piecewise linear control functions with pre-fixed switching time points.
Thus, the transformed problems can be regarded as standard optimal parameter se-
lection problems. Each of which is solvable by any existing gradient-based tech-
nique.
In (Friedman, 2006) and (Oksendal, 2003) fundamental theory on Ito stochas-
tic differential equations (SDE) driven by Wiener processes and counting processes
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(for example Poisson processes) and their many important applications are reported.
A stochastic differential equation (SDE) is a differential equation of which at least
one term is a stochastic process so that the solution of a stochastic differential equa-
tion is also a stochastic process. The SDE is a powerful mathematical tool which
has many real world applications in areas ranging from engineering to economics.
In (Aberkane, Ponsart and Sauter, 2006), the problem of static output feed-
back H-infinity control of a continuous time Active Fault Tolerant Control Systems
with Markovian Parameters (AFTCSMP), which is interrupted by Wiener process,
is investigated. First, the output feedback stochastic stabilization of the AFTC-
SMP with Wiener process subject to multiple failure processes is considered. The
necessary and sufficient conditions, which are expressed in terms of a nonlinear
matrix inequality feasibility problem, for the internal exponential stability in the
mean square sense are obtained. To eliminate the nonlinearities, an LMI relax-
ation scheme is presented. In this way, a tractable sufficient condition is obtained.
Based on this result, the output feedback H-infinity control of a continuous time
Active Fault Tolerant Control Systems with Markovian Parameters (AFTCSMP)
with Wiener process, which is expressed in terms of an LMI optimization prob-
lem, is studied by using the convex programming approach. Efficient numerical
algorithms are thus developed for solving these problems.
In (Situ, 2005), a class of optimal control problems described by linear Ito sto-
chastic differential equations driven by counting processes is considered and stud-
ied.
In (Teo, Ahmed 1974), a class of stochastic optimal control problems is con-
sidered, where the dynamical system is described by Ito stochastic differential equa-
tions driven by Wiener processes. It is shown that this class of stochastic optimal
control problems is equivalent to a class of optimal control problems involving lin-
ear parabolic partial differential equations. However, numerical solution methods
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available in the literature (see, for example, (Huang, 2000) and (Wang, 2003)) for
solving such deterministic optimal control problems with dynamics being described
by partial differential equations are only applicable for small dimensional problems.
(Huang, Wang and Teo, 2000) proposed an approach to numerically solve the
Hamilton-Jacobi-Bellman (HJB) equation governing a class of optimal feedback
control problems. The approach is referred to the viscosity approximation to the
HJB equation. They perturbed the first order HJB equation by adding a diffusion
term with a small singular perturbation parameter. The time and spatial variables
of the resulting equation can be discretized respectively by the Modified Method
of Characteristic (MMOC) and a finite scheme. The usefulness of the method is
demonstrated through solving numerical examples.
In (Wang, Jennings and Teo, 2003), a finite volume method is proposed to
solve Hamilton- Jacobi-Bellman (HJB) equations which is obtained from a class
of optimal feedback control problems. The method is based on a finite volume
discretization in state space coupled with an upwind finite difference technique, and
an implicit backward Euler finite differencing in time. This method is absolutely
stable. It is shown that the system matrix of the resulting discrete equation is an
M -matrix (Berman and Plemmons, 1994). Numerical experiments are carried out
to test the effectiveness of the proposed method on problems with up to three states
and two control variables. The results of the numerical experiments show that the
method yields accurate approximate solutions.
The optimal parameter selection problems occur in many dynamic optimiza-
tion models where the controls are restricted to be constant functions of time. Ex-
amples of these can be found in a number of parameter identification problems,
controller parameter design problems, as well as economic and industrial manage-
ment type problems. Furthermore, it plays a fundamental role in the numerical
computation of optimal control problems. To be more specific, after the control
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parameterization (see (Teo, Goh and Wong, 1991)), all optimal control problems
essentially are reduced to optimal parameter selection problems. Thus, the solv-
ability of optimal parameter selection problem is crucial for generating numerical
solution methods to many complex optimal control problems.
In (Ahmed and Georgenas, 1973) and (Teo, Ahmed 1974), respective neces-
sary conditions for optimality are derived for deterministic and stochastic optimal
parameter selection problems. Computational methods for solving deterministic
optimal parameter selection problems are reported in (Dolezal, 1981), (Reid and
Teo, 1980) and (Teo and Goh, 1989), where the system dynamic is described by
ordinary differential equations in (Dolezal, 1981), and (Teo and Goh, 1989), while
the system dynamic is described by parabolic partial differential equation in (Reid,
1980).
As a historical note, a pointwise (in time) maximum priciple was developed
for non-singular optimal parameter selection problems in(Pontryagin, Boltyanskii,
Gamkrelidze and Mishchenko, 1962). This result was, however, found to contain
some errors in (Hofer and Sagirow, 1968). A correct version of the result may be
found in (Ahmed and Georgenas, 1973) and (Boltyanskii, 1971).
In (Dolezal, 1981), necessary optimality conditions for are obtained for opti-
mal parameter selection problems, where the dynamic system is described by ordi-
nary differential equations with general boundary conditions.
In (Reid and Teo, 1980), an optimal parameter selection problem, where the
dynamic system is described by parabolic partial ordinary differential equation with
first boundary condition, is considered. The gradient formula of the cost function
with respect to the parameter is derived. On the basis, a numerical solution method
is proposed. In this numerical solution method, it is assumed that the solution of
the parabolic partial ordinary differential equation is computable. This is, of course,
only true for problems with small dimension.
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In (Teo and Goh, 1989), a unified computational approach to the numeri-
cal solution of a class of combined optimal parameter selection and optimal con-
trol problems with general constraints is proposed. This approach is based on the
control-parameterization technique, and is supported by regions convergent analy-
sis. In this paper, it is also shown that several different classes of unconventional
optimal control problems can be transformed into special cases of the problem. Four
numerical examples are shown using the proposed approach.
Optimal filtering problems and optimal fusion problems can be formulated as
specific stochastic optimal control problems. These problems have been extensively
studied in the literature, see for example, (Basin, Sanchez and Martinez-Zuniga,
2007), (Feng, Teo, and Ahmed, 2006), (Tanikawa, 2006) and (Takeuchi, 2008).
In particular, an optimal fusion problem is considered in (Feng, Teo, and Ahmed,
2006), where the measurement data are obtained from multiple sensors. It is shown
that this optimal fusion problem is equivalent to a deterministic optimal control
problem. Optimal filtering problems with multiple sensors are also considered in
(Feng, Teo and Rehbock, 2008) and (Feng, Teo and Zhao, 2005).
In (Basin, Sanchez and Martinez-Zuniga 2007), the optimal filtering problem
for linear systems described by stochastic Ito differential equations with multiple
state and observation delays are considered, where the emphases are on the study
of optimal estimate, error variance, and various error covariances. The paper deals
with the most general case of multiple delays in both state and observation equa-
tions, which are allowed to be different from each other. In the general case, the
determination of the filter gain matrix can be obtained through solving an infinite
set of equations, which is clearly an impossible task. However, in a particular case
of equal or commensurable delays in the observation and state equations, it suffices
to solve a finite set of filtering equations. Through an example, the performance
of the designed optimal filter for linear systems with state and observation delays
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is verified against the best Kalman-Bucy filter obtained for linear systems without
delays.
In (Feng, Teo, Ahmed, Zhao and Yan, 2006), the question of optimal fusion
of sensor data for Kalman filtering is considered. The basic problem is to design
a linear filter whose output provides an unbiased minimum variance estimate of a
signal process whose noisy measurements from multiple sensors are available for
input to the filter. The problem is to assign weights to each of the sources (sensor
data) dynamically so as to minimize estimation errors. The problem is formualted
as an optimal control problem where the weight given to each of the sensor data is
considered as one of the control variables satisfying certain constraints. There are
as many controls as there are sensors. Using a time scaling transform, an efficient
method is developed for determining the optimal fusion strategy. Some numerical
results are presented for illustration.
In (Tanikawa, 2006), the fixed-point smoothing problem for discrete-time lin-
ear stochastic systems with unknown disturbances is considered. A new smoothing
algorithm is obtained from the optimal filter with disturbance decoupling property
for these systems. The algorithm is robust with respect to the unknown disturbances.
In the absence of the unknown inputs, the algorithm reduces to the standard optimal
smoother derived from the Kalman filter. Thus, it is clear that the new smooth-
ing algorithm is a natural extension of the standard optimal smoother to the linear
systems with unknown diaturbances.
In (Takeuchi, 2008), the concern is on an optimization problem of the gain
matrix which is used in the linear observation for the Kalman filter. The optimal out-
put feedback, which minimizes the power of the linearly encoded signal, is given by
the least-squares estimate of the linear term. Then, the channel outputs become the
innovations process which has the same structure as the model of parallel Gaussian
channels with output feedback. The remaining task is the optimal selection of the
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gain matrix in the observation such that the estimation error is minimized.
In (Feng, Teo and Zhao, 2005), the question of sensor scheduling in discrete
time is considered, where the basic problem is to design a linear filter such that its
output provides an unbiased minimum variance estimate of a signal process. It is
assumed that the noisy measurements of this signal process from multiple sensors
are available for input to the filter. One source (sensor data) is to be selected dy-
namically so as to minimize estimation errors. This problem is formulated as an
optimal control problem. For the calculation of the optimal scheduling strategy, a
branch and bound method is developed based on the positive semi-definite property
of the error covariance matrix.
In (Feng, Teo and Rebbock, 2008), a general class of optimal sensor schedul-
ing problems in discrete time is considered, where there are sensors available for
acquiring data so as to estimate the needed but unknown signal. It is assumed that
only one of the sensors can be turned on at any moment and that different weights
can be assigned to different sensors. This problem is formulated as a discrete time
deterministic optimal control problem involving both discrete and continuous val-
ued controls. A computational method is developed for solving this discrete time
deterministic optimal control problem based on a branch and bound method in con-
junction with a gradient-based method. The branch and bound method is used to de-
termine the optimal schedule of sensors, where a sequence of lower bound dynamic
systems is introduced so as to provide effective lower bounds for the construction
of the branching rules. Each of the branches is an optimal weight vector assignment
problem and a gradient-based method is developed for solving this optimal control
problem. For illustration, two numerical examples are solved.
In (Goh and Teo, 1990), a class of optimal parameter selection problems,
where the dynamics is described by a linear Ito stochastic differential equation with
some controllable decision parameters appearing nonlinearly in the system. The aim
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is to minimize the expected value of a cost function subject to some probabilistic
constraints on the state. It is first shown that this problem is equivalent to a deter-
ministic optimal parameter selection problem subject to continuous state inequality
constraints. The continuous state inequality constraints are then transformed into
equivalent equality constraints using a constraint transcription given in (Teo and
Goh, 1987). The paper then goes on to suggest that any standard gradient-based
constrained optimization technique can be used to solve the transformed problem.
However, as pointed out in Remark 6.6.5 of (Teo and Goh, 1991), the equality con-
straints obtained by this constraint transcription fail to satisfy any constraint quali-
fication. Thus, the transformed problem cannot be solved effectively by using any
standard gradient-based constrained optimization technique. In particular, the con-
straint violation cannot be avoided in the numerical computation if this constraint
transcription is used.
In view of the serious deficiency of the constraint transcription introduced in
(Teo and Goh, 1987), a computational procedure is proposed in (Jennings and Teo,
1990) to solve a class of functional inequality constrained optimization problems. In
this paper, a novel constraint transcription is introduced to transform the functional
inequality constraints into non-smooth equality constraints. Then, a local smooth-
ing function is constructed to approximate these equality constraint functions as a
sequence of conventional inequality constraints. These inequality constraints do not
always fail to satisfy constraint qualification as for case of the constraint transcrip-
tion introduced in (Teo and Goh, 1987). In this way, a sequence of conventional
approximate optimization problems subject to inequality constraints is obtained.
Each of these approximate problems can be considered as a conventional optimiza-
tion problem, and hence is solvable by any standard gradient-based optimization
technique. There are two parameters involved in the proposed approximation. One
is to control the smoothness of the approximation, while the other controls the ac-
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curacy of the solution obtained. The main result of the paper ensures that, for any
given smoothness parameter, if the accuracy parameter is chosen sufficiently small,
then any feasible solution of the conventional approximate inequality constraints
will satisfy the original functional inequality constraints.
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Chapter 2
Nonparametric regression with jump
points
2.1 Introduction
In this chapter, a two-stage method is presented for nonparametric regression with
jump points. After the rough locations of all the possible jump points are identified
by using an existing efficient kernel method, a smoothing spline function is used to
approximate each segment of the regression function. A time scaling transformation
is derived so as to map the yet to be decided jump points and the spline knots into
fixed points. In this way, each of these approximate problems can be solved as an
optimization problem by many existing optimization techniques. The method is
applied to several examples. The results obtained show that the method is highly
efficient.
The main reference for this chapter is (Wu and Chu, 1993; Craven and Wahba,
1979; Lee, Teo, Rehbock and Jennings, 1997; McQuarrie and Tsai, 1998; Schwarz,
1978; Shao and Campbell, 2002; Wu, Liu, Teo and Shao, to appear in 2008.).
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2.2 Notations and Methodology
The following notations are used in this chapter. Let X be the response variable with
respect to the variable t. For a given set of observations {Xi, ti}, i = 1, 2, · · · , n,
the regression function is written as:
xi = m (ti) + εi, i = 1, · · · , n, (2.2.1)
where m is an unknown function defined on [0, T ], {εi} , i = 1, · · · , n, are inde-
pendent and identically distributed N(0, σ2) normal random variables. For each
i = 1, ..., n, εi represents the variation of xi around m (ti). Without loss of gen-
erality, we can let T = 1. Otherwise, a re-scaling of T can be used. To form a
segmented regression, we write m(t) as:
m(t) = ml(t), for τl−1 < t ≤ τl, l = 1, · · · , N , (2.2.2)
where τ0 = 0 and τN = 1, where τi, i = 1, · · · , N−1, are jump points. This setting
covers the case of the change of mean values (step changes) as a special case by
choosing ml(t) as constants. Note that the form of the regression m (t) is usually
unknown, and hence is nonparametric. It is well-known that spline functions are
effective for approximating nonparametric regressions if they are smooth. However,
the smoothing spline does not work well directly for regressions with jump points,
since the smoothing spline is rather sensitive to the location of jump points. Some
difficulties in jump point estimation have been demonstrated in (Julious, 2001) for
linear regression with only one jump point. Intuitively, the jump points should be
identified before applying the smoothing spline to each of the individual segments
defined by the jump points. This is the motivation behind our proposed two-stage
method.
The proposed method consists of two steps. First, we should locate all po-
tential locations of jump points. Then, we use a time scaling transformation to
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transform the potential jump points and spline knots into pre-fixed points. By doing
this, the parameter estimation using least squares becomes an optimization problem,
which can be solved by many efficient optimization techniques, such as the sequen-
tial quadratic approximation optimization method. Finally, the modified Akaike’s
information criterion is used to determine which potential jump points are real jump
points. We then obtain the final model.
2.3 Estimation for Potential Jump points
In statistics, the kernel method is an efficient and powerful statistical tool to detect
jump points. Therefore, it is used in our two-stage method to find potential jumps.
We assume that the following conditions are satisfied.
(A1) . The number of the observation points is sufficiently large to detect
all the possible jump points. That is, the number of jump points is very small in
comparison with the number of observation points and the number of observation
points between consecutive jump points is sufficiently large for spline fitting.
(A2) . The jump points should be located in the interval [δ, 1− δ], where δ is
some small positive constant. That is, there is no jump point in the neighborhoods
of the boundary points on which they become undetectable.
(A3) . There is at most one jump point between ti and ti+1, i = 0, 1, · · · , n,
where t0 = 0 and tn+1 = 1.
(A4) . The regression errors εi, i = 0, · · · , n, are independent and identically
distributed (i.i.d) normal random variables with mean 0 and variance σ2 < ∞.
Let K be the kernel function with the bandwidth h. There are two popular
methods to construct kernel estimators, depending on the choice of weights by either
direct kernel evaluation or the convolution of the kernel with a histogram obtained
from the data. Each estimator has several important advantages and disadvantages.
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A thorough review on this subject can be found in the paper by (Chu and Marron,
1991). In (Gijbels, et al, 1999), the first method is used to construct an estimator to
detect the vicinity of the jump points. In our two-stage method, the second method
is used to identify rough positions of the jump points.








Kh (t− τ) dτ , for t ∈ (0, 1) , (2.3.1)
where Kh (·) = h−1K (·/h), s0 = 0, si = (ti + ti+1) /2, i = 2, · · · , n − 1, and
sn = 1. Let m̂1 (t) and m̂2 (t) be the two Gasser-Muller estimators obtained with
the kernel functions K1 and K2, respectively, using the same bandwidth h. Let
J (t) = m̂1 (t)− m̂2 (t) . (2.3.2)
To continue, we need to analyze the value of |J (t)| .
If m (t) has no jump point, then, under the usual regularity conditions, m̂1 (t)
and m̂2 (t) are uniformly strongly consistent estimators of m (t). Thus, the variation
of |J (t)| would not be obvious. If m (t) has a jump point, then the value of |J (t)|
would have an obvious change around the jump point. In Figure 2.1, we give an
example where m (t) has a jump at t = 1/2. Write
m (t) = ϕ (t) + ψ (t) (2.3.3)
where ϕ (t) is the continuous part of m (t), while ψ (t) is a step function to char-
acterize the jumps of m (t). The magnitude of |J (t)| corresponding to ϕ (t) is of
small order. However, the magnitude corresponding to ψ (t) is symmetric and con-
vex downward in the neighborhood of the jump point if the kernel functions K1 and
K2 are chosen such that
K1 (t) = K2 (−t) . (2.3.4)
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Figure 2.1: the magnitudes of |J (t)| and the regression function m (t) .
Furthermore, if K1, K2 have compact support in [−1, 1], then the widths of the
neighborhoods mentioned above are no more than 2h. Based on the above discus-
sions, we can give a numerical procedure to estimate rough locations (and hence,
number) of the jump points.
Algorithm 2.3.1 (Kernel method to detect the potential jump points).
Step 1: Choose h such that h = O(n−1/3).




K 6= ∫ 0−1 K.
Step 3: Let K1 (t) = K (t) and K2 (t) = K (−t). Calculate J (t) by using (2.3.1)
and (2.3.2), where h is given in Step 1.
Step 4: Find all the points, which correspond to local maxima of |J (t)| .
The points obtained by Algorithm 2.3.1 are considered as potential jump
points due to Step 4. In the next section, we will use a time scaling transforma-
tion to find the accurate positions of these jump points.
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2.4 Segmented Regression with Constraints
Suppose that {τ1, τ2, · · · , τN−1} is a set of potential jump points (obtained from
the kernel method crudely). Then, the interval [0, 1] has been partitioned into N
subintervals [τl−1, τl] , l = 1, · · · , N . For each l = 1, · · · , N , let the observa-
tion points contained in the subinterval [τl−1, τl] be denoted by tl,1, · · · , tl,Nl and
let xl,1, · · · , xl,Nl be the corresponding observations. The regression function is
denoted by ml (t) in the subinterval (τl−1, τl] , where l = 1, · · · , N , τ0 = 0 and
τN = T. Now, we use the segmented regression to fit the segment ml (t) for
l = 1, · · · , N .
The most widely used approach to curve fitting is least squares. If we place no
restrictions on the residual sum of squares, this method is, in fact, an interpolation
which may exhibit fluctuation. To avoid this, we append a smoothness requirement
in the cost function. In this chapter, we will introduce the cubic spline for fitting the
segment ml (t).
A general cubic spline basis is defined as
{
1, t, t2, t3, (t− θ1)3+ , · · · , (t− θK)3+
}
. (2.4.1)
where (t− θk)+ = max {0, t− θk}, θk, k = 1, · · · , K, are the knot points. Since
the smoothness requirement is incorporated in the cost, we need the estimator m̂l (t)
of ml (t) to be continuously differentiable at the knot θk, k ∈ {1, · · · , K} . Write







al,k+4 (t− θl,k)3+ , (2.4.2)
where θl,1, · · · , θl,il , are the il pre-fixed knots contained in the l − th segment,
al,1, · · · , al,il+4, are the coefficients. Note that (t− θk)+ = max {0, t− θk} and
(t− θk)3+ is a polynomial of degree three. Thus (t− θk)3+ is twice continuously
differentiable. Therefore, there are no further restrictions to be imposed on m̂l (t) .
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Define the cost function as:













where τ = [τ1, τ2, · · · , τN−1]ᵀ, a = [a1,1, a1,2, · · · , a1,i1+4, · · · , aN,iN+4]ᵀ , while λ
is the smoothness penalty parameter.
Our objective is to find a (τ, a) such that (2.4.3) is minimized subject to the
following constraints
tl,Nl ≤ τl ≤ tl+1,1, l = 1, ..., N − 1. (2.4.4)
For this optimization problem, the estimates of the jump locations and the
optimal regression coefficients are obtained simultaneously. Let this problem be
referred to as Problem (2.P ).
For the penalized parameter λ, it could be chosen it by the generalized cross-
validation method (Craven and Wahba, 1979). Here it will be chosen interactively.
To solve Problem (2.P), we need to compute the cost. We note that the cost
(2.4.3) is composed of two parts. Since the first part is only related to the coefficient
vector a, it is easily computed. The second part is the sum of some integrals with
the limits of the integrations being related to the jump points. The computation of
this part of the cost is difficult. Clearly, its gradient will be even harder to compute.
To overcome this difficulty, we will introduce a time scaling transform. By this
transform, the jump points and the spline knots are all mapped into some pre-fixed
points.
2.5 A Time Scaling Transformation Method
We suppose that τ1, · · · , τN−1, are N − 1 variable times in the time interval (0, T ).
A time scaling transform is introduced such that the variable times τ1, · · · , τN , are
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sequentially transformed into pre-fixed times ξ1, · · · , ξN in a new time scale. This
transform was called the control parameterization enhancing transform in (Lee, Teo,
Rehbock and Jennings, 1997). It was introduced to overcome the numerical diffi-




= v (s) , (2.5.1)
with initial condition
t (0) = 0, (2.5.2)
where v (s) satisfies the following conditions:
• v (s) ≥ 0 for all s;
• v (s) is piecewise constant on the interval (ξi−1, ξi] ;
• ∫ ξi
ξi−1
v (s) ds = τi − τi−1, i = 0, 1, · · · , N, (2.5.3)
where τ0 = 0, τN = T , ξ0 = 0. and ξN = 1.
Now we apply this transform to our problem such that the jump points
τ1, τ2, · · · , τN−1
are sequentially mapped into the fixed points
ξ1, · · · , ξN−1
and the spline knots
θl,1, θl,2 · · · , θl,il











where l = 1, · · · , N.











where κI is the indictator function defined by
κI (s) =
{
1, if s ∈ I
0, otherwise,
ξk,j , k = 1, · · · , N ; j = 1, · · · , ik, satisfy the following conditions:





ξk,j = T ; (2.5.5)






ξk+1,1 = θk+1,1 − θk,ik , k = 1, · · · , N. (2.5.7)














v (s) ds. (2.5.8)
Thus cost function (2.4.3) is equivalent to the transformed cost function given be-
low.












v (s) ds, (2.5.9)
where ξ = [ξ1,1, ξ1,2, · · · , ξ1,i1+1, · · · , ξN , iN+1]ᵀ. We have the following optimiza-
tion problem.
Problem (2.P̂ ). min J̄ (ξ, a) subject to (2.5.4), (2.5.5), (2.5.6) and (2.5.7).
The conclusions of the following theorem are clear.
Theorem 2.5.1. Problem (2.P) is equivalent to Problem (2.P̂ ) in the sense that
(τ , a) is the optimal solution of Problem (2.P) if and only if (ξ, a) is an optimal
solution of Problem (2.P̂ ). Furthermore, they have the same optimal cost value.
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2.6 Model Selection
Note that the kernel method presented in Section 2.3 tries to detect all the potential
jump points. The spline approximation method outlined in Section 2.4 can be used
in conjunction with the time scaling transform introduced in Section 2.5 to fit a
smooth curve to each regression segment between successive jump points so as
to achieve optimum fitting of the unknown regression with jumps. Suppose that
P is the number of candidates jump points. Then, the number P is required to
be chosen appropriately. Several methods for choosing it have been suggested in
the literature. We propose to use the Akaike information criterion (AIC) (Akaike,
1974) for the purpose of model selection. In (Tong, 1980), AIC is applied for model
selection in a threshold autoregression. In (Hurvich and Tsai, 1989), a modified
Akaike information criterion AICc is used in the case of small samples. It is forced
that the AICc dramatically reduces the bias and hence leads to the improvement of
the model selection. The AICc penalizes the RSS by a function of the number of






N − P − 2 , (2.6.1)
where N is the number of observations, P is the number of free parameters in
the model and RSS (residual sum of squares) is the first part of the cost (2.4.3).
Note that AIC tends to overestimate the number of parameters. Thus, we will use
Bayesian information criterion (BIC) (Schwarz, 1978; McQuarrie and Tsai, 1998)
as a criterion instead of AIC when the number of observation points is large enough,
where
BIC = N ln
RSS
N
+ P ln(N) (2.6.2)
In our simulation study, for those examples, where the data are generated from a
mathematical function, BIC will be used as the criterion as the data can be collected
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as much as we need. For the real data, we will use AICc as the criterion since the
observation points are limited.
Algorithm 2.6.1.
Step 1: Set τ = {τ1, τ2, · · · , τN−1} , which is a set of candidate jump points. Let Γ
be the updated solution set and initially Γ is chosen as an empty set. AICc =
1000.
Step 2: Choose candidate jump points {τi}mi=1 ⊂ τ and for given spline knots θ,
use the time scaling transform (2.5.1) to convert the corresponding Problem
(2.P ) into its equivalent Problem (2.P̂ ). Solve Problem (2.P̂ ) and evaluate
the corresponding AIC
′
c (or BIC). Let Γ
′ denote the current solution set.
Step 3: If AIC ′c ≤ AICc, then set Γ = Γ′ , AICc = AIC ′c and goto Step 2. If there is
no possible candidate jump points, then stop.
2.7 Reverse Transform
Since the time scaling transform given in Section 2.5 is a one-to-one mapping, we
can find the reverse transform to map the estimated jump points back to the original




ξj, i = 1, · · · , N − 1. (2.7.1)
2.8 Numerical Examples
To test the performance of our proposed method, some numerical examples are
presented here. All calculations are carried out within the Matlab environment.
For the simulated study, the data were generated by the following equation:
xi = m (ti) + εi, i = 1, · · · , n (2.8.1)
37
with ti = i/n and εi sampled randomly from a normal distribution with standard
deviation σε. In the next numerical examples, we choose λ = 0.1.
Example 2.8.1. Let n = 200, σε = 0.2 and the data is produced from (2.8.1) with
m (t) = 2−2 |t− 0.26|1/5 1 (t ≤ 0.26)−2 |t− 0.26|3/5 1 (t > 0.26)+1 (t ≥ 0.78) .
(2.8.2)
First, we use Algorithm 2.3.1 to detect rough locations of the jump points. It will be
good if the locations of these jump points are given. Let the spline knots vector be
[0.1, 0.15, 0.3, 0.5, 0.6]ᵀ, and let λ = 0.01. We use BIC as criterion. The obtained
results are: 0.25225, 0.78178 which are the two jump points. The corresponding
BIC obtained is −4.1056. The result is depicted in Figure 2.2. We do the same
simulation for 100 times. The results are depicted in Figure 2.3.










the estimate of m(t)
The magnitudes of |J(t)| 
Figure 2.2: Results obtained for Example 2.8.1 with λ = 0.01.
Now, we choose λ = 10, and depict the obtained result in Figure 2.4. From
Figure 2.4, we can see that if λ is large enough, then the fitting becomes linear
fitting. Thus, the parameter λ controls the gradient change rate of the splines.
Example 2.8.2. We now apply our method to a real example, which contains the wa-
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The error of the two kernels
Figure 2.3: Results obtained (100 times simulation) for Example 2.8.1 with λ =
0.01.









Figure 2.4: Results obtained for Example 2.8.1 with λ = 10.
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ter levels (depths) in boreholes monitored irregularly over time. The data are taken
from the database of Agriculture of Western Australia and have been analyzed in
(Shao and Campbell, 2002). There are 49 observations. The observation points as
well as its jumps estimated by Algorithm 2.3.1 is depicted in Figure 2.5. We can see
that the kernel method cannot present an good jump estimator since the number of
observation points is too little from the figure. Thus, we have to consider all the po-
tential jump points and then use the AICC as the criterion to choose the best model.
In the process of fitting, we suppose that all of the jumps are positive since the level
of the groundwater does not experience drop instantly. We re-scale the time to the
new interval [0, 1] . The final model obtained 3 jump points: 0.1050, 0.2727, 0.4554.
AICC = −4.3148. The obtained results are depicted in Figure 2.6.








The difference of the two kernels 
The real data points 
Figure 2.5: Observation points and the estimations of the jump points of Example
2.8.2.
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Figure 2.6: The fitting curve for Example 2.8.2.
41
Chapter 3
Nonparametric regression with jump
curves
3.1 Introduction
A two-stage method is proposed to construct an approximating surface with jump
location curve from a set of observed data which are corrupted with noise. In the
first stage, a nonparametric kernel method is used to detect an estimate of the jump
location curve in a surface. In the second stage, we introduce a space scaling trans-
form to shift the jump location curve into a row pixels or column pixels, which we
assume, without loss of generality, is a row pixels. The shifted region is then divided
into two disjoint subregions by the jump location row pixels. These subregions are
expanded to two overlapping expanded subregions, each of which includes the jump
location row pixels. The Lagrangian interpolation is used to calculate artificial val-
ues at these newly added pixels by using the observed data. Then, the tensor product
cubic splines are constructed using the least square fitting method to approximate
the surface on each expanded subregions in which the artificial values at the pixels
in the jump location row pixels for each expanded subregion created by using the
Lagrangian interpolation are used in the fitting process with a penalty on the differ-
ence between the two surfaces across the jump location row pixels. The inclusion
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of these artificial values assimilates the use of curvature information of the tensor
product cubic splines during the fitting process. The curve with minimal distance
between the two surfaces is chosen as the curve dividing the region. Subsequently,
two nonoverlapping tensor product cubic spline surfaces are obtained. Now, by
carrying out the inverse space transformation, the two fitted smooth surfaces in the
original space are obtained. For illustration, a numerical example is solved using
the method proposed.
The main reference for this chapter is (Qiu, 2002; Rade and Westergren, 1998;
Tam, Kurbatskii, 2000; Boor, 2001; Dierckx, 1993; Wahba, 1990; Duchon, 1977;
Liu, Wu, Teo and Shao submitted.).
3.2 Statement of Problem
Consider a real-valued surface function f(x, y) defined on Ω = [0, 1] × [0, 1]. We
assume that it contains a unique jump location curve, y = J(x) or x = J(y). The
jump location curve divides the region Ω into two connected regions Ω1 and Ω2
such that Ω1 ∩ Ω2 = ∅ and Ω1 ∪ Ω2 = Ω.
Let the surface function f(x, y) be written as:




1, x ≥ J(y) or y ≥ J(x)
0, otherwise,
(3.2.1b)
while g(x, y) and h(x, y) are continuously differentiable functions on Ω for which
h(x, y) denotes the jump magnitude.
Let
{(xi, yi) = (i/n1, i/n1) : i = 1, 2, ..., n1} (3.2.2)
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be the set of the observation points in Ω. Suppose that a set of observation data is
obtained from the regression function (3.2.1a) and (3.2.1b), which is corrupted by a
Gaussian noise, at the set of the observation points defined by (3.2.2). More specif-
ically, we consider the regression function defined by (3.2.1a) and (3.2.1b), which
is interrupted by a Gaussian noise. We assume that the observation data (xi, yi, zi),
i = 1, · · · , n, are collected at the observation points (xi, yi), i = 1, · · · , n, as fol-
lows.
zi = f(xi, yi) + εi, i = 1, ..., n; xi, yi ∈ [0, 1], (3.2.3)
where {zi} are the estimated magnitudes of the surface collected from the noisy
observation at the observation points {(xi, yi)} ⊂ Ω, where Ω ⊂ R2. The bivariate
regression function f(x, y) is continuous everywhere except at the JLC, and {εi}
are independently identically distributed Gaussian noise with mean 0 and variance
σ2.
3.3 The Jump Detection Procedure
In this section, we shall review a method which can be used to detect a rough lo-
cation of the JLC. This method, which is due to (Qiu, 2002), uses two estimators
M
(1)
n (x, y), M
(2)
n (x, y) and the threshold Un to detect jumps, where





















































K2(x, y) = 12/11(1− x2)(12/11(1− (y − 0.5)2)I[−1/2,1/2]×[0,1](x, y), (3.3.4a)
K1(x, y) = K2(x,−y), (3.3.4b)
hn = k1/n1 and pn = k2/n1, where k1 and k2 are two positive odd integer numbers.
Clearly, the sample size is n = (n1)2. Furthermore, we note that the estima-
tors M (1)n (x, y) and M
(2)
n (x, y) are used to detect jumps which are parallel to the
x-axis and the y-axis, respectively. For each j = 1, 2, let
D̂j = {(xi, yi) : M (j)n (xi, yi) > Un}
be the set of points which is an estimate of the JLC.
The following is an algorithm for finding an estimate of the JLCs.
Algorithm 3.3.1.
Step 1: Calculate the quantities of M (1)n (xi, yi) and M
(2)
n (xi, yi).
Step 2: Calculate quantities Un.
Step 3: Compare M (1)n (xi, yi) with Un for all points (xi, yi).
Step 4: Compare M (2)n (xi, yi) with Un for all points (xi, yi).
Step 5: If M (1)n (xi, yi) > Un, add (xi, yi) up to set D̂1.
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Step 6: If M (2)n (xi, yi) > Un, add (xi, yi) up to set D̂2.
From Algorithm 3.3.1, we collect all those points (xi, yi) in each of D̂j ,
j = 1, 2. From which, we can determine easily either D̂1 (i.e., the jumps are parallel
to the x−axis) or D̂2 (i.e., the jumps are parallel to the y−axis) is to be used as an
estimate of the JLCs.
Two modification procedures are reported in (Qiu, 2002) for making the de-
tected JLC thinner by deleting scattered jump candidates.
3.4 Space Scaling Transformation
Let the observation points be denoted by {xi, yj} and let the corresponding values
of the surface at these observation points be denoted by zi,j , i = 1, ..., n1; j =
1, · · · , n2. Suppose that the observation points are regularly distributed. That is,
xi = x0 + ih1, i = 1, · · · , n1,
and
yj = y0 + jh2, j = 1, · · · , n2,
where x0 = y0 = 0.
From Algorithm 3.3.1, we obtain an estimate of the JLC. Without any loss of
generality, we assume that the estimate obtained is parallel to the x−axis (i.e., D̂1).
It divides the space Ω into two connected but disjoint regions Ω1 and Ω2. Clearly,
D̂1 is irregular in shape, and therefore Ω1 and Ω2 are also irregular. Thus, it is hard
to fit this surface by the existing available method. To overcome this difficulty, we
will introduce a space scaling transform which maps the jump curve into a parallel
line. By this transformation, the two original irregular subregions Ω1 and Ω2 are
mapped into two new subregions and the jump curve is located in the boundary
lines of these two new subregions.
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Since we assume that the JLC is parallel to the x-axis, we use y = Ĵ(x)




D̂1 denote the lower and upper
bounds of the coordinate y of the estimated JLC, respectively. Clearly, we can find
an integer n̂ such that
min
y








D̂1 ≤ y = Ĵ(x) ≤ min
y
D̂1 + (n̂ + 1) h2.
Let y = Ĵs(x) denote the shifted JLC. For each fixed xi, where i = 1, ..., n1,
we shift the column pixels f (xi, y) , i = 1, ..., n1, such that the JLC is located











D̂1 ≤ y = Ĵs(x) ≤ min
y
D̂1 + h2.
By this transformation, the original region has been divided into two subregions G1
and G2, where




G2 = {(x, y) : 0 ≤ x ≤ 1, min
y
D̂1 + h2 ≤ y ≤ 1}.
If the jump location curve is parallel to the y-axis, we use x = J̄(y) to denote the de-
tected JLC. In a similar way, we can define min
x
D̂2, maxx D̂2 and the corresponding












D̂2 ≤ x = J̄(y) ≤ min
x
D̂2 + (n̄ + 1) h1.
Let x = J̄s(y) denote the shifted JLC. We shift the row pixels f (x, yi) such











D̂2 ≤ x = J̄s(y) ≤ min
x
D̂2 + h1.
The row pixels divide the region into two disjoint rectangles G3 and G4, where
G3 = {(x, y) : − (n̄ + 1) h1 ≤ x ≤ min
x
D̂2, 0 ≤ y ≤ 1}
and
G4 = {(x, y) : min
x





We now introduce a space scaling transform with which the shifted JLC is
located between the lines y = θ1 and y = θ1 + h2. It is presented in the following
as a theorem.
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Theorem 3.4.1. Let the detected JLC be denoted by y = Ĵ(x) and let the column
pixels be shifted by a one-to-one mapping defined below.
x̃ = x, (3.4.1a)
ỹ = y − (ŷi −min
y
D̂1), for x ∈ [xi, xi+1) (3.4.1b)
where ŷi is chosen such that
ŷi − h2 ≤ Ĵ(xi) ≤ ŷi.











Similarly, the space scaling transform with which the shifted JLC is located
between the lines x = θ2 and x = θ2+h2 is presented in the following as a theorem.
Theorem 3.4.2. Let the detected JLC be denoted by x = J̄(y) and let the row pixels
be shifted by a one-to-one mapping defined below.
x̃ = x− (x̄i −min
x
D̂2), for y ∈ [yi, yi+1) (3.4.2a)
ỹ = y, (3.4.2b)
where x̄i is chosen such that
x̄i − h1 ≤ J̄(yi) ≤ x̄i.





D̂2 + h1]× [0, 1].
49
In any practical situation, the estimate of the JLC is either parallel to the
x−axis or to the y−axis. Thus, either Theorem 3.4.1 or Theorem 3.4.2 is used.
Without any loss of generality, we consider the situation, where Theorem 3.4.1 is
to be applied. Then, the original space after shifting is divided into two disjoint
subregions, denoted by G1 and G2. On each of these subregions, the surface is
smooth, and hence can be approximated by product splines using surface fitting
methods. In this chapter, we shall develop a new surface fitting method using a
least square criterion, where the estimation of the JLC forms part of the surface
fitting process of the two continuous surfaces. This is achieved by formulating
this surface fitting problem as an optimization problem, and hence it is solvable by
any efficient optimization techniques, such as quasi-Newton methods or conjugate
gradient method. Before using the optimization method, the subregions G1 and G2
are expanded to G̃1 and G̃2, respectively, where




G̃2 = {(x, y) : 0 ≤ x ≤ 1, min
y
D̂1 ≤ y ≤ 1}.
When we consider the surface fitting on the expanded subregions G̃1 and G̃2,
we shall use the Lagrangian extrapolation method to generate some artificial obser-
vation values in the overlapping area of G̃1 and G̃2 in next section.
If the estimate of the JLC is parallel to the y−axis (i.e., Theorem 3.4.2 is to
be applied), the original space, after shifting, is divided by two disjoint subregions
G3 and G4. Similarly, we obtain the two corresponding expanded subregions G̃3
and G̃4, as well as the corresponding optimization problem.
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3.5 Lagrangian extrapolation
In this section, we shall show how the required artificial points in the overlapping
area of G̃1 and G̃2 are to be obtained by using the cubic interpolation polynomial
method. The introduction of these artificial points is to ensure that the resulting
product spline approximating surface obtained is achieved as if the curvature of the
product splines are having been incorporated in the surface fitting process.
Consider the situation where the estimated JLC is parallel to x−axis. Sup-
pose that the space scaling transform has been applied, leading to the two disjoint
subregions G1 and G2 and that these two subregions have been expanded to G̃1 and
G̃2, respectively. These two expanded subregions are overlapping in the boundary
of the estimated JLC.






























































. This can be done as follows.
Let

















the y in the right of (3.5.1) by ȳ−i,j , i = 1, ..., n1; j = 1, 2, 3. Then, we obtain a
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where i = 1, ..., n1.
By solving the system of linear equations in (3.5.2), we obtain the values of
the coefficients ci,k (Anton and Rorres, 2000). With these coefficient values ci,k,

























. In a similar way, we obtain artificial values at
other added points.
Similar discussion applies to the disjoint subregions G3 and G4 and their ex-
panded subregions G̃3 and G̃4.
3.6 Surface fitting
We shall use the penalized least square method to construct two disjoint approx-
imating product spline surfaces. This is achieved by formulating the least square
surface fitting by product splines as an optimization problem. The cubic spline is
given by




0, |x| ≥ 2,
1
2
|x|3 − x2 + 2
3
, |x| ≤ 1,
−1
6
|x|3 + x2 − 2|x|+ 4
3
, 1 < |x| < 2.
Suppose that the estimated JLC is parallel to x−axis. Define






































where k1 and k2 are two integers, and ai,j , bi,j , i = 1, ...k1; j = 1, ..., k2, are
the coefficients of the two product cubic splines, respectively. The smoothness of













Denote ρ = [ρ1, . . . , ρn1 ]
ᵀ. Let Ω̃1 = [0, 1]× [− (n̂ + 1) h2,ρ] and let Ω̃2 = [0, 1]×
[ρ, 1], where θ1 ≤ ρ ≤ θ1 + h2. Then, the problem of fitting such a surface can be
formulated as the following optimization problem
min J (a, b, ρ) =
∑
(xi,yj)∈G̃1
(ϕ (xi, yj)− zij)2 +
∑
(xi,yj)∈G̃2





ϕ2xx(x, y) + 2ϕ
2









ψ2xx(x, y) + 2ψ
2





where a = [a1,1, ..., a1,k1 , a2,1, ..., ak1,k2 ]
ᵀ and b = [b1,1, ..., b1,k1 , b2,1, ..., bk1,k2 ]
ᵀ are
the coefficients vectors and λ is a penalty constant. For easy reference, let this
problem be referred to as Problem (3.P).















































































































































































ϕ2xx(x, y) + 2ϕ
2



















ψ2xx(x, y) + 2ψ
2










ϕ2xx(x, ρk) + 2ϕ
2









ψ2xx(x, ρk) + 2ψ
2





Then, we can find out a∗, b∗, and ρ∗.
For the case when the estimate JLC is parallel to y−axis, we can deal with it
in a similar way as follows.
Denote β = [β1, . . . , βn1 ]
ᵀ. Let Ω̃3 = [− (n̄ + 1) h1,β] × [0, 1] and let Ω̃4 =
[β, 1]× [0, 1], where θ2 ≤ β ≤ θ2 + h1. Then, the problem of fitting such a surface
can be formulated as the optimization problem which is similar to (3.6.1). Thus,
we can obtain the optimal values of the coefficients vectors and β. Let them be
determined as c∗, d∗, and β∗.
3.7 Inverse Space Transformation
Since the space scaling transformation is a one-to-one mapping, we can find the in-
verse transformation to map the estimated JLC and the two approximating surfaces
on the two shifted subregions, say G1 and G2, back to the original space according
to either Theorem 3.4.1 or Theorem 3.4.2. They are stated in the following as two
separate theorems.
Theorem 3.7.1. Consider the situation where the estimated JLC is parallel to x-
axis. Suppose that the estimated JLC and the two approximating tensor product
cubic spline surfaces have been constructed on the shifted disjoint subregions G1
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and G2 using the approach presented in earlier sections. Then, these estimated JLC
and the two approximating product cubic spline surfaces are mapped back to the
original space by the following inverse transformation.
{
x = x̃,
y = ỹ + ŷi −min
y
D̂1. (3.7.1)
Theorem 3.7.2. Consider the situation where the estimated JLC is parallel to y-
axis. Suppose that the estimated JLC and the two approximating tensor product
cubic spline surfaces have been constructed on the shifted disjoint subregions G3
and G42 using the approach presented in earlier sections. Then, these estimated
JLC and the two approximating tensor product cubic spline surfaces are mapped
back to the original space by the following inverse transformation.
{






In this section, we shall construct approximating tensor product cubic spline surface
to the surface of the regression function given by
f(x, y) = 0.25(1− x)y + [(1 + 0.2 sin(2πx))]Iy
≥ 0.6 sin(0.2x + 0.4) + εij. (3.8.1)
where (x, y) ∈ [0, 1]× [0, 1] and i, j ∈ {1, 2, ..n1}. All calculations are carried out
within the Matlab environment.
Suppose that the observation data are obtained from (3.8.1) which is corrupted
by a Gaussian noise, εi ∼ N(0, 0.32), at the points (xi, yi) = (i/n1, i/n1), ∀ i =
1, 2...n. The regression surface has a unique JLC
φ(x) = 0.6 sin(0.2x + 0.4)
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and the jump magnitude is
1 + 0.2 sin(2πx).
We define the following two Epanechnikov kernel functions, K1(x, y) and
K2(x, y)(http://www.quantlet.com/mdstat/scripts/mm3/pdf/mm3pdf.pdf).
K2(x, y) = 12/11(1− x2)(12/11(1− (y − 0.5)2)I[−1/2,1/2]×[0,1],
and
K1(x, y) = K2(x,−y).
We choose n1 = 100. The sample size is n = (n1)2. hn = k1/n1 and
pn = k2/n1, where k1 and k2 are two positive odd integer numbers.
The regression function f(x, y) in (3.8.1) with n1 = 100 is depicted in Figure
3.1. The observations, the regression function f(x, y) with noise εi ∼ N(0, 0.32).
The figure of M (1)n (x, y) in (3.3.1) for f(x, y) in (3.8.1) is displayed in Figure 3.2.
If we remove the noise in (3.8.1), we obtain f(x, y) − εi. After we perform the
space scaling transformation for f(x, y)− εi and the surface fitting by tensor prod-
uct cubic splines for the two continuous surfaces combined with the row pixels or
the column pixels that the jump location curve is shifted into, we show the two over-
lapping subregions in Figure 3.3. After we process f(x, y) in (3.8.1) according to
procedures given in Section 3.3, 3.4, 3.5 and 3.6 , we obtain Figure 3.4.
After we process f(x, y) in (3.8.1) according to procedures given in Section































































Figure 3.3: The obtained two subregions after processing f(x, y)− εi according to















Figure 3.4: The resultant figure after processing f(x, y) according to the procedures




problems with state jumps
4.1 Introduction
This chapter considers a class of stochastic optimal parameter selection problems
described by linear Ito stochastic differential equations with state jumps subject
to probabilistic constraints on the state, where the times at which the jumps oc-
curred as well as their heights are decision variables. We show that this constrained
stochastic impulsive optimal parameter selection problem is equivalent to a deter-
ministic impulsive optimal parameter selection problem subject to continuous state
inequality constraints, where the times at which the jumps occurred as well as their
heights remain as decision variables. Then, by introducing a time scaling transform
(Lee, Teo, Rehbock and Jennings, 1997), we show that this constrained determinis-
tic impulsive optimal parameter selection problem is transformed into an equivalent
constrained deterministic impulsive optimal parameter selection problem with fixed
jump times. A constraint transcription technique (Jennings and Teo, 1990) is then
used to approximate the continuous state inequality constraints by a sequence of
canonical inequality constraints. This leads to a sequence of approximate determin-
istic impulsive optimal parameter selection problems subject to canonical inequality
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constraints. For each of these approximate problems, we derive the gradient formu-
las of the cost function and the constraint functions. On this basis, an efficient
computational method is developed.
The main reference for this chapter is (Teo, Goh and Wong, 1991; Goh and
Teo, 1990; Teo and Ahmed, 1974; Lee, Teo, Rehbock and Jennings, 1997; Jennings
and Teo, 1990; Liu, Feng and Teo, to appear in 2008.).
4.2 Statement of Problem
Consider an impulsive dynamical system described by linear Ito stochastic differ-
ential equations defined on a fixed time interval (0, T ]:
dξ(t) = A(t, δ)ξ(t)dt + B(t, δ)dt + D(t, δ)dw(t) (4.2.1.a)
ξ(0) = ξ0 (4.2.1.b)
ξ(τ+i ) = J
iξ(τ−i ) + ∆i + γ
i, i = 1, . . . , m. (4.2.1.c)
Here, ξ(t) = [ξ1(t), . . . , ξn(t)]ᵀ ∈ Rn is the state vector; δ = [δ1, . . . , δr]ᵀ ∈
Rr is the system parameter vector; ξ0 = [ξ01 , . . . , ξ0n]ᵀ ∈ Rn is the initial state
vector which is Gaussian with mean µ0 and covariance matrix Ψ0; and w(t) =
[w1(t), . . . , wd(t)]






where E{·} denotes the mathematical expectation and I is the identity matrix.
Equation (4.2.1.c) are conditions on the state jumps, where J i ∈ Rn×n, i = 1, . . . , m,
are given coefficient matrices, τ1, . . . , τm, are the time points at which the state
jumps are occurred, ∆i, i = 1, . . . , m, are Gaussian vectors with mean 0 and co-
variance matrices Ki, i = 1, . . . , m, and γi = [γi1, . . . , γ
i
n]
ᵀ, i = 1, . . . , m, are the
magnitude vectors of the jumps. Let τ = [τ1, . . . , τm]ᵀ.
We assume that the following conditions are satisfied.
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(i). A(t, δ) ∈ Rn×n, B(t, δ) ∈ Rn and D(t, δ) ∈ Rn×d are continuously differ-
entiable with respect to all their arguments.
(ii). The Wiener process w(t) and the random vectors ξ0, ∆i, i = 1, . . . , m, are
statistically mutually independent.
The probabilistic state constraints given below arise naturally when the state is
required to stay within a given acceptable region with a given degree of confidence
for all t ∈ [0, T ].
Prob{ak ≤ (ck)ᵀξ(t) ≤ bk} > αk, ∀t ∈ [0, T ], k = 1, . . . , N, (4.2.2)
where ck, k = 1, . . . , N , are n−vectors, and ak, bk, αk, k = 1, . . . , N , are real
constants.
Define a compact set
Ω = {δ ∈ Rr : hj(δ) ≤ 0, j = 1, . . . , M}, (4.2.3)
where hj , j = 1, . . . , M , are continuously differentiable functions of the parameter
δ. Let h = [h1, . . . , hM ]ᵀ.
For the jump time vector τ = [τ1, ..., τm]ᵀ, it is assumed, without loss of gen-
erality, that
0 < τ1 < · · · < τm < T . (4.2.4)
Let T be the set of all those τ = [τ1, . . . , τm]ᵀ which satisfy (4.2.4). For brevity in
notation, we denote τ0 = 0 and τm+1 = T .




≤ γij ≤ γij , i = 1, . . . , m; j = 1, . . . , n. (4.2.5)
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An element (δ, τ ,γ) ∈ Ω × T × Γ is said to be a feasible parameter vector
if it satisfies the probabilistic state constraints (4.2.2). Let D be the class of all such
feasible parameter vectors. We may now state our problem formally as follows.
Problem (4.P1). Given the dynamical system (4.2.1), find a feasible parameter vec-
tor (δ, τ ,γ) ∈ D, such that the cost function






[(ξ(t))ᵀQ2(t, δ)ξ(t) + (Q1(t, δ)
ᵀξ(t) + Q0(t, δ)]dt} (4.2.6)
is minimized, where ϕ(γ) is a penalty term to prevent high jumps, and S2(δ) ∈
Rn×n and Q2(t, δ) ∈ Rn×n are positive semi-definite matrices which are contin-
uously differentiable with respect to their respective arguments, while S1(δ) and
Q1(t, δ) (respectively, S0(δ) and Q0(t, δ)) are n−vector valued functions (respec-
tively, real-valued functions) which are also continuously differentiable with respect
to their respective arguments.
Problem (4.P1) is a stochastic impulsive optimal parameter selection prob-
lem with probabilistic constraints. We shall show that it is equivalent to a deter-
ministic optimal parameter selection problem subject to continuous state inequality
constraints. A numerical computational method will be developed for solving this
equivalent constrained deterministic optimal parameter selection problem. This is
to be done in several stages as detailed below.
4.3 Deterministic Transformation
In this section, we shall show that the stochastic impulsive optimal parameter se-
lection problem (4.P1) can be transformed into a deterministic impulsive optimal
parameter selection problem.
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For each δ, it is clear from (4.2.1) that the solution of system (4.2.1), for
t ∈ (τi−1, τi) with i = 1, . . . , m, is given by
ξ(t) = Φ(t, τi−1 | δ)ξ(τ+i−1) +
∫ t
τi−1




Φ(t, s | δ)D(s, δ)dw(s), (4.3.1)




= A(t, δ)Φ(t, s), t > s (4.3.2a)
Φ(s, s) = I. (4.3.2b)
Theorem 4.3.1. The process {ξ(t) : t ≥ 0} is a Gaussian process with mean and
covariance matrix given, for t ∈ (τi−1, τi) with i = 1, ..., m, by
µ(t) = E{ξ(t)}
= Φ(t, τi−1 | δ)µ(τ+i−1) +
∫ t
τi−1
Φ(t, s | δ)B(s, δ)ds, (4.3.3)
and




Φ(t, s | δ)D(τ, δ)(D(s, δ))ᵀ(Φ(t, s | δ))ᵀds, (4.3.4)
respectively. Here, at t = τi with i = 1, ...,m, the mean and the covariance matrix
of ξ(τ+i ) are
µ(τ+i ) = J
iµ(τ−i ) + γ
i, (4.3.5)
and
Ψ(τ+i ) = J
iΨ(τ−i )(J
i)ᵀ + Ki, (4.3.6)
respectively.
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Proof: Since ξ0 is a Gaussian vector and the linear transformation of a Gaussian is
Gaussian, it follows from (4.3.1) with i = 1 that {ξ(t) : 0 ≤ t ≤ τ1} is a Gaussian
process. Its mean and covariance matrix are given, for t ∈ (0, τ1), by
µ(t) = E{ξ(t)} = Φ(t, 0 | δ)E{ξ0}+
∫ t
0
Φ(t, s | δ)B(s, δ)ds
= Φ(t, 0 | δ)µ0 +
∫ t
0
Φ(t, s | δ)B(s, δ)ds (4.3.7)
and




Φ(t, s | δ)D(τ, δ)(D(s, δ))ᵀ(Φ(t, s | δ))ᵀds, (4.3.8)
respectively.
Note that ξ(τ−1 ) is a Gaussian vector. Since the linear transformation of
Gaussian is Gaussian, it follows from (4.2.1c) with i = 1 that ξ(τ+1 ) is Gaussian
with the mean and covariance matrix given by
µ(τ+1 ) = E{ξ(τ+1 )} = E{J1ξ(τ−1 )}+ γ1 = J1µ(τ−1 ) + γ1, (4.3.9)
and
Ψ(τ+1 ) = E{[ξ(τ+1 )− µ(τ+1 )][ξ(τ+1 )− µ(τ+1 )]ᵀ}
= E{[J1ξ(τ−1 )− J1µ(τ−1 ) + ∆1][J1ξ(τ−1 )− J1µ(t−1 ) + ∆1]ᵀ}
= E{[J1ξ(τ−1 )− J1µ(τ−1 )][J1ξ(τ−1 )− J1µ(τ−1 )]ᵀ}+ E{∆1∆ᵀ1}
= J1E{[ξ(τ−1 )− µ(τ−1 )][ξ(τ−1 )− µ(τ−1 )]ᵀ}(J1)ᵀ + K1
= J1Ψ(τ−1 )(J
1)ᵀ + K1. (4.3.10)
respectively.
By the same token, we can show that for i = 2, the process {ξ(t) : t ∈ [τ1, τ2]}
is a Gaussian process with the mean and covariance matrix given, for t ∈ (τ1, τ2),
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by
µ(t) = Φ(t, τ1 | δ)µ(τ+1 ) +
∫ t
τ1
Φ(t, s | δ)B(s, δ)ds (4.3.11)
and




Φ(t, s | δ)D(τ, δ)(D(s, δ))ᵀ(Φ(t, s | δ))ᵀds, (4.3.12)
respectively.
At t = τ2, it follows from (4.2.1c) with i = 2 that the mean and the covariance
matrix of ξ(τ+2 ) are
µ(τ+2 ) = E{ξ(τ+2 )} = J2µ(τ−2 ) + γ2, (4.3.13)
and
Ψ(τ+2 ) = E{[ξ(τ+2 )− µ(τ+2 )][ξ(τ+2 )− µ(τ+2 )]ᵀ}
= J2Ψ(τ−2 )(J
2)ᵀ + K2, (4.3.14)
respectively.
The process can be repeated for i = 3, .., m. This completes the proof.
From (4.3.7), it follows that, for t ∈ (τi−1, τi) with i = 1, 2, ..., m, µ(t) is the
solution of the following system of differential equations:
dµ(t)/dt = A(t, δ)µ(t) + B(t, δ) (4.3.15a)
with initial condition
µ(0) = µ0, (4.3.15b)
and jump conditions
µ(τ+i ) = J
iµ(τ−i ) + γ
i. (4.3.15c)
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Similarly, it follows from (4.3.8) that, for t ∈ (τi−1, τi) with i = 1, 2, ..., m,
Ψ(t | δ) is the solution of the following matrix differential equation:
dΨ(t)/dt = A(t, δ)Ψ(t) + Ψᵀ(t)A(t, δ) + D(t, δ)(D(t, δ))ᵀ (4.3.16a)
with initial condition
Ψ(0) = Ψ0, (4.3.16b)
and jump conditions
Ψ(τ+i ) = J
iΨ(τ−i )(J
i)ᵀ + Ki, i = 1, . . . ,m. (4.3.16c)
Consider the cost function (2.6). Since E{ξ(t)ξᵀ(t)} = Ψ(t) + µ(t)(µ(t))ᵀ,
it follows that
g0(δ, τ ,γ) = ϕ(γ) + S2(δ)[Ψ(T ) + µ(T )(µ(T ))






{trace[Q2(t, δ)(Ψ(t) + µ(t)(µ(t))ᵀ)]
+ Q1(t, δ)
ᵀµ(t) + Q0(t, δ)}dt. (4.3.17)
We now consider the probabilistic state constraint (4.2.2). Since ξ(t) is a
Gaussian vector with mean µ(t) and covariance Ψ(t), it is clear that for each
k = 1, . . . , N , the scalar product (ck)ᵀξ(t) is a Gaussian variable with the mean











}dy ≤ 0, (4.3.18)
for all t ∈ [0, T ]. These constraints are continuous state inequality constraints.
Now, we have transformed the stochastic optimal parameter selection problem
into a deterministic optimal parameter selection problem defined as follows.
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Problem (4.P2). Given the dynamical system (4.3.15a)-(4.3.15c) and (4.3.16a)-
(4.3.16c), and the continuous state inequality constraints (4.3.18), find a feasible
parameter (δ, τ ,γ) ∈ Ω×T ×Γ, such that the cost function (4.3.17) is minimized.
We now summarize the results obtained so far below as a theorem.
Theorem 4.3.2. Problem (4.P1) is equivalent to Problem (4.P2).
4.4 Time Scaling Transformation
Problem (4.P2) is a deterministic impulsive optimal parameter selection problem
subject to continuous state inequality constraints, where the jump times are deci-
sion variables to be determined optimally. This will encounter difficulty in numer-
ical calculation when the jump times of the impulsive optimal parameter selection
problem are varying. In this section, we will use a time scaling transform reported
in (Lee, Teo, Rehbock and Jennings, 1997) to map these variable jump times into
fixed knots in a new time scale.
We consider a new time variable s which varies from 0 to m + 1. We re-scale
t ∈ [0, T ] into s ∈ [0,m + 1]. The transformation from t ∈ [0, T ] to s ∈ [0,m + 1]
is defined by the differential equation




t(0) = 0, (4.4.1b)
where υi = τi − τi−1. Let Υ be the set of all those υ = [υ1, . . . , υm+1]ᵀ ∈ Rm+1
such that
υi ≥ 0, i = 1, . . . , m + 1. (4.4.2)
Obviously, the following constraint must also be satisfied.
m+1∑
i=1
υi = T. (4.4.3)
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Denote µ̂(s) = µ(t(s)), and Ψ̂(s) = Ψ(t(s)). Then, (4.3.15) and (4.3.16)
are transformed into
dµ̂(s)/ds = υ(s)[A(t(s), δ)µ̂(s) + B(t(s), δ)] (4.4.4a)
µ̂(0) = µ0 (4.4.4b)
µ̂(i+) = J iµ̂(i−) + γi, i = 1, . . . , m, (4.4.4c)
and
dΨ̂(s)/ds =υ(s)[A(t(s), δ)Ψ̂(s) + Ψ̂
ᵀ
(s)A(t(s), δ)
+ D(t(s), δ)(D(t(s), δ))ᵀ] (4.4.5a)
Ψ̂(0) =Ψ0. (4.4.5b)
Ψ̂(i+) =J iΨ̂(i−)(J i)ᵀ + Ki, i = 1, . . . , m. (4.4.5c)
The cost function (4.3.17) is transformed into






L̂0(t(s), µ̂(s), Ψ̂(s), δ, v,γ)ds, (4.4.6)
where
Φ̂0(µ̂(m + 1), Ψ̂(m + 1), δ,γ) = ϕ(γ) + S
ᵀ
1(δ)µ̂(m + 1) + S0(δ)
+ trace{S2(δ)[Ψ̂(m + 1) + µ̂(m + 1)(µ̂(m + 1))ᵀ]}
and
L̂0(t(s), µ̂(s), Ψ̂(s), δ,v,γ) = υi{trace[Q2(t(s), δ)(Ψ̂(s) + µ̂(s)(µ̂(s))ᵀ)]
+ Q1(t(s), δ)
ᵀµ̂(s) + Q0(t(s), δ)}, i ∈ (i− 1, i).












}dy ≤ 0, (4.4.7)
for all s ∈ [0,m + 1], where k = 1, . . . , N .
Then, after this time scaling transformation, Problem (4.P2) is equivalent to
Problem (4.P3). Given the dynamical system (4.4.1), (4.4.4) and (4.4.5), find a
feasible parameter from (δ,υ,γ) ∈ Ω×Υ× Γ such that the cost function (4.4.6)
is minimized subject to the constraints (4.4.3) and the continuous state inequality
constraints (4.4.7).
4.5 Constraint Transcription
From the continuous state inequality constraints (4.4.7), we see that these inequality
constraints are to be satisfied for all s ∈ [0,m + 1]. They are extremely difficult
to deal with directly. We shall use a constraint transcription technique introduced
in (Jennings and Teo, 1990) to approximate these continuous state inequality con-
straints.
Let σ = (δ, υ, γ). For each k = 1, . . . , N , the continuous state inequality






max{q̂k(s, µ̂(s | σ), Ψ̂(s | σ)), 0}ds = 0. (4.5.1)
Then, Problem (4.P3) is equivalent to
Problem (4.P4). Problem (4.P3) with the continuous state inequality constraints
(4.4.7) replaced by their respective equality constraints (4.5.1).
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However, the equality constraints (4.5.1) are non-differentiable. For each
k = 1, . . . , N , we use the constraint transcription method to construct a smooth-
ing function L̂k,ε(s, µ̂(s), Ψ̂(s)) to approximate the non-smooth function
max{q̂k(s, µ̂(s), Ψ̂(s)), 0}






0, if q̂k(s, µ̂(s), Ψ̂(s)) < −ε,
(q̂k(s, µ̂(s), Ψ̂(s)) + ε)
2/4ε, if − ε ≤ q̂k(s, µ̂(s), Ψ̂(s)) ≤ ε,
q̂k(s, µ̂(s), Ψ̂(s)), if q̂k(s, µ̂(s), Ψ̂(s)) > ε.
(4.5.2)
For any ε > 0, L̂k,ε(s, µ̂(s), Ψ̂(s)), k = 1, . . . , N , are continuously differen-
tiable and they do not always fail to satisfy the constraint qualifications (see Chapter
3 of (Teo, Goh and Wong , 1991)).






L̂k,ε(s, µ̂(s|σ), Ψ̂(s|σ))ds. (4.5.3)
Problem (4.P4) with (4.5.1) replaced by
Gk,ε(σ) = 0 (4.5.4)
is denoted as Problem (4.P4(ε)).
To relate the solutions of Problem (4.P4) and Problem (4.P4(ε)) as ε → 0, we
need some assumptions as
(A1) Ω̊× Υ̊× Γ̊ 6= ∅, where
Ω̊× Υ̊× Γ̊
={σ ∈ Ω×Υ× Γ : max
s∈[0,m+1]
q̂k(s, µ̂(s|σ), Ψ̂(s|σ)) < 0, k = 1, . . . , N}.
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(A2) For any parameter vector σ in Ω × Υ × Γ, there exists a parameter vector
σ̄ ∈ Ω̊× Υ̊× Γ̊ such that
ασ̄ + (1− α)σ ∈ Ω̊× Υ̊× Γ̊ for all α ∈ (0, 1].
Then, we have the convergent result given in the following theorem.
Theorem 4.5.1. Suppose that σ∗ is an optimal solution of Problem (4.P4) and σ∗ε







Proof: By assumption (A1) and (A2), there exists a σ̄ ∈ Ω̊× Υ̊× Γ̊ such that
σα = ασ̄ + (1− α)σ∗ ∈ Ω̊× Υ̊× Γ̊, ∀α ∈ (0, 1].
For any ε1 > 0,∃ an α1 ∈ (0, 1) such that
ĝ0(σ
∗) ≤ ĝ0(σα) ≤ ĝ0(σ∗) + ε1, ∀α ∈ (0, α1).
Choose α2 = α1/2. Then, it is clear that σα2 ∈ Ω̊ × Υ̊ × Γ̊. Thus, there exists a
ε2 > 0 such that
q̂k(s, µ̂(s|σα2), Ψ̂(s|σα2)) < −ε2, ∀s ∈ [0,m + 1], k = 1, . . . , N.
If we choose ε = ε2, then Gk,ε(σα2) = 0, k = 1, . . . , N . Hence, σα2 is an






∗) ≤ ĝ0(σ∗ε) ≤ ĝ0(σ∗) + ε1.
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Letting ε → 0 and noting that ε1 > 0 is arbitrary, the conclusion of the theorem
follows.
Since the equality constraints (4.5.4) fail to satisfy any constraint qualifica-
tion, Problem (4.P4(ε)) cannot be solved efficiently by any gradient-based opti-
mization technique. Thus, we shall introduce a further approximation as defined
below.
Problem (4.P4(ε, β)). Given dynamical system (4.4.1), (4.4.4) and (4.4.5), find a
feasible parameter from (δ, σ, γ) ∈ Ω ×Υ × Γ such that the cost function (4.4.6)
is minimized subject to the constraints
−β + Gk,ε(σ) ≤ 0, k = 1, . . . , N. (4.5.5)
The following theorem is crucially important, justifying the significance and
usefulness of the approximate problem (4.P4(ε, β)).
Theorem 4.5.2. For any ε > 0, there exists a β(ε) > 0 such that for all β, 0 <
β < β(ε), if a parameter vector σ is such that the inequality constraints (4.5.5) are
satisfied, then the constraint (4.5.1) are also satisfied.
Proof: Since Ω ×Υ × Γ is compact, it follows from (4.4.4) and (4.4.5) that for
any s ∈ [0,m+1] and any σ ∈ Ω×Υ×Γ, µ̂(s|σ) and Ψ̂(s|σ) is bounded. Then,
for each k = 1, . . . , N , and for any s ∈ [0,m + 1], σ ∈ Ω×Υ× Γ,
dq̂k(s, µ̂(s | σ), Ψ̂(s | σ))
ds
is bounded. That is, there exists a positive constant ηk such that, for all σ ∈ Ω ×
Υ× Γ,
∣∣∣∣∣
dq̂k(s, µ̂(s | σ), Ψ̂(s | σ))
ds
∣∣∣∣∣ ≤ ηk, a.e. s ∈ [0,m + 1].
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min{m + 1, ε
2ηk
}
Assume that there exists a σ ∈ Ω×Υ× Γ such that
−β + Gk,ε(σ) ≤ 0
for any β such that 0 < β < ρk,ε but
Gk(σ) > 0.
Since q̂k is a continuous function of s almost everywhere in [0,m + 1], it implies
that there exists a s̄ ∈ [0,m + 1] such that
q̂k(s̄, µ̂(s | σ), Ψ̂(s | σ)) > 0.
Again by continuity, there exists an interval Ik ⊂ [0,m+1] containing s̄ such
that
q̂k(s, µ̂(s | σ), Ψ̂(s | σ)) > −ε/2, ∀s ∈ Ik.
Thus, the length |Ik| of the interval Ik must satisfy
|Ik| ≥ min{m + 1, ε
2ηk
}.
From the definition of Gk,ε(δ, υ,γ) and the fact that L̂k,ε is nonnegative, we have










≥− β + min
s∈Ik
{L̂k,ε(s, µ̂(s|σ), Ψ̂(s|σ))ds} |Ik|
≥ − β + min{m + 1, ε
2ηk
} ∗ ε/16 = −β + ρk,ε.
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This is a contradiction, because β < ρk,ε. Thus, the proof is complete.
Now, the equality constraints (4.5.1) are approximated by





L̂k,ε(s, µ̂(s | σ), Ψ̂(s | σ))ds ≤ 0, (4.5.6)
where k = 1, . . . , N , β > 0 is the parameter for adjusting the feasibility of the
solution, while ε > 0 is the parameter for adjusting the accuracy of the solution.
For each ε > 0 and β > 0, Problem (4.P4(ε, β)) is an optimal parameter
selection problem subject to canonical inequality constraints, where Ψ̂(s) is deter-
mined by a system of differential equations in matrix form. We shall re-define the
variables of the systems of differential equations (4.2.1a) and (4.2.1c) and rewrite
these systems together as a system of standard ordinary differential equations in
vector form.
Let x(s) be the vector formed by t(s), µ̂(s) and the independent components
of the matrix Ψ̂(s), i.e.,
x(s) = [t(s), µ̂ᵀ(s), ψ̂11(s), . . . , ψ̂1n(s), ψ̂22(s), . . . , ψ̂2n(s), . . . , ψ̂nn(s)]
ᵀ.
(4.5.7)
Let f be the corresponding vector obtained from the right hand sides of (4.4.1a),
(4.4.4a) and (4.4.5a). Furthermore, let Φ0, L0 andLi,ε, i = 1, ...N , be obtained from
Φ̂0, L̂0 and L̂k,ε, k = 1, ...N , respectively, with t(s), µ̂(s) and Ψ̂(s) appropriately
replaced by x(s).
Then, for each ε and β, Problem (4.P4(ε, β)) is equivalent to
Problem (4.P5(ε, β)). Given the dynamical system
dx(s)/ds = f(s,x(s), σ) (4.5.8a)
x(0) = x0 (4.5.8b)
x(i+) = ψi(x(i−),σ), i = 1, . . . , m, (4.5.8c)
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where x0 and ψi are obtained from (4.4.1b), (4.4.4b), (4.4.5b) and (4.4.4c), (4.4.5c),
respectively, find a feasible parameter σ ∈ Ω×Υ× Γ, such that the cost function





L0(s, x(s | σ),σ)ds, (4.5.9)
is minimized subject to the constraints (4.4.3) and





Lk,ε(s, x(s | σ),σ)ds ≤ 0, k = 1, . . . , N. (4.5.10)
To solve Problem (4.P5(ε, β)) as a mathematical programming problem, we
need the gradients of cost function and constraint functions. They can be obtained
by using similar idea as that given for Theorem 5.2.1 of (Teo, Goh and Wong, 1991).
Details of these gradients are presented below in the following two theorems.
Theorem 4.5.3. The gradient of the cost function (4.5.8) with respect to σ are given
by

















where the Hamiltonian H0 is defined by
H0(s, x, λ, σ) = L0(s,x(s),σ) + (λ(s))ᵀf(s,x(s),σ), (4.5.12)










λ(m + 1) =
[











































, i = 1, . . . , m. (4.5.14c)
Recall that the cost function is given by








0,σ)− (λ0(s))ᵀf(s,x(s), σ)} ds. (4.5.15)



































































































































































































































This completes the proof.
We can also obtain the gradients of the constraint functions (4.5.10) in a sim-
ilar way.
Theorem 4.5.4. For each k = 1, . . . , N , the gradient of the constraint function

















where the Hamiltonian Hk is defined by
Hk(s, x,λ,σ) = Lk,ε(s, x(s),σ) + (λ(s))ᵀf(s, x(s),σ), (4.5.24)



















The proof is similar to that given for Theorem 4.5.3.
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4.6 Numerical Example
In this section, we solve an example using our proposed methods as follows. Con-
sider the dynamic system defined on (0, 1] with the coefficients given by
A =
(



































, ∀i = 1, 2.



































, a = −3, b = 3, α = 0.9.
We apply the solution procedure presented in previous sections to solve this
example, where the corresponding version of the Problem (4.P5(ε, β)) is solved
using the optimal control software package MISER3.3 (Jennings, Fisher, Teo and
Goh, http://www.cado.uwa.edu.au/miser), which was implemented in FORTRAN
77. The optimal parameter obtained is δ∗ = −0.692009. The optimal cost function
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value obtained is g∗0 = 11.2821699. The first jump appears at time τ
∗
1 = 0.28796
with the corresponding magnitude vector γ1,∗ = [−1.01096, 1.40555]ᵀ. The second
jump appears at time τ ∗2 = 0.69132 with the corresponding magnitude vector γ
2,∗ =
[−1.43826, 0.756040]ᵀ.
The optimal trajectories of the mean and covariance processes are illustrated
in Figure 4.1 and Figure 4.2. For the simulation of ξ(t), we have obtained 500
samples in Matlab. The results are given in Figure 4.3 and Figure 4.4.








Figure 4.1: Solid line: µ1(t); dotted line: µ2(t).
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Figure 4.2: Solid line: Ψ11(t); dashed line: Ψ22(t); dotted line: Ψ12(t).









Figure 4.3: * line: µ1(t); dotted line: 500 samples of ξ1(t).
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Figure 4.4: * line: µ2(t); dotted line: 500 samples of ξ2(t).
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Chapter 5
Conclusions and Suggestions for
Future Studies
For nonparametric regression with jump points, we proposed a new two-stage method
for solving spline approximating regression problem with jump points. First, we
detect the rough locations of jump points based on the kernel method. Then, we
introduce a time scaling transform to reformulate our regression problem as a non-
linear optimization problem which is easy to solve using any gradient-base method.
Also, some numerical results are presented and the result obtained showed that our
proposed method is efficient.
For nonparametric regression with jump curve, a two-stage method was pro-
posed to construct an approximating surface with jump location curve from a set
of observed data which are corrupted with noise. This method is developed based
on a nonparametric kernel method, a space scaling transform, tensor product cubic
splines approximation using least square error criterion, and inverse space transfor-
mation. A numerical example was solved using the method proposed.
For stochastic optimal control problems with state jumps, we considered a
class of stochastic optimal parameter selection problems involving an impulsive
dynamical system subject to probabilistic constraints on the state. We have shown
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that this stochastic optimal impulsive parameter selection problem with probabilis-
tic constraints is equivalent to a deterministic impulsive optimal parameter selection
problem with continuous state inequality constraints. A numerical method was de-
veloped for solving this equivalent constrained deterministic impulsive optimal pa-
rameter selection problem. From the numerical study through solving a numerical
example, we see that the solution method is effective.
The following are some future research projects directly related to the current
research.
1. Projects related to Chapter 2 are:
(i) Application of the results obtained in Chapter 2 to the study of time
series analysis in economics;
(ii) Extension of the results obtained in Chapter 2 to problems subject to
constraints arising from various practical specifications;
(iii) Further statistical analysis so as to gain further understanding of the
properties of the break points. This knowledge will be useful for con-
structing a more efficient method to detect the unknown break points
more accurately.
2. Projects related to Chapter 3 are:
(i) Application of the results obtained in Chapter 3 to the study of image
processing;
(ii) Further statistical analysis so as to gain further understanding of the
properties of the jump curves. This knowledge will be useful for con-
structing a more efficient method to determine the jump curves more
accurately.
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(iii) Extension of the results obtained in Chapter 3 to cases involving multi-
ple jump curves.
3. Projects related to Chapter 4 are:
(i) Extension of the results obtained in Chapter 4 to the case involving dis-
crete time system;
(ii) Extension of the results obtained in Chapter 4 to the case involving im-
pulsive system subject to Poisson disturbances;
(iii) Extension of the results obtained in Chapter 4 to the case involving con-
trol in the problem specification.
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