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ABSTRACT
Signed network analysis has attracted increasing attention in
recent years. This is in part because research on signed net-
work analysis suggests that negative links have added value
in the analytical process. A major impediment in their effec-
tive use is that most social media sites do not enable users
to specify them explicitly. In other words, a gap exists be-
tween the importance of negative links and their availability
in real data sets. Therefore, it is natural to explore whether
one can predict negative links automatically from the com-
monly available social network data. In this paper, we in-
vestigate the novel problem of negative link prediction with
only positive links and content-centric interactions in social
media. We make a number of important observations about
negative links, and propose a principled framework NeLP,
which can exploit positive links and content-centric interac-
tions to predict negative links. Our experimental results on
real-world social networks demonstrate that the proposed
NeLP framework can accurately predict negative links with
positive links and content-centric interactions. Our detailed
experiments also illustrate the relative importance of various
factors to the effectiveness of the proposed framework.
Categories and Subject Descriptors
H3.3 [Information Storage and Retrieval]: Information
Search and Retrieval—Information filtering
General Terms
Algorithms; Design; Experimentation
Keywords
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1. INTRODUCTION
Social networks have enabled a vast diversity of relations
between users such as friendships in Facebook1, follower re-
lations in Twitter2 and trust relations in Epinions3. The
increasing availability of large-scale online social network
data is useful not only for various tasks in social network
analysis such as community detection [20] and link predic-
tion [15], but it is also leveraged for various traditional data
mining tasks such as feature selection [22] and recommenda-
tions [21]. The vast majority of existing research has over-
whelmingly focused on social networks with only positive
links. However, social networks can contain both positive
and negative links. Examples of signed social networks in-
clude Epinions with trust and distrust links, and Slashdot4
with friend and foe links. The recent availability of signed
social networks in social media sites such as Epinions and
Slashdot has motivated increasing research on signed net-
work analysis [11, 13, 3].
It is evident from recent work that negative links have
significant added value over positive links in various ana-
lytical tasks. For example, a small number of negative links
can significantly improve positive link prediction [7, 13], and
they can also improve the performance of recommender sys-
tems in social media [24, 18]. Similarly, trust and distrust
relations in Epinions can help users find high-quality and re-
liable reviews [7]. Furthermore, the specification of negative
links is interesting in its own right. On the other hand, it is
generally not very desirable for online social networks to ex-
plicitly collect negative links [8, 12]. As a consequence, most
social media sites such as Facebook and Twitter do not en-
able users to explicitly specify negative links. Therefore, it
is natural to question whether one can predict negative links
automatically from the available data in social networks. A
key assumption is that while explicit data is often not avail-
able about negative links, the combination of content-centric
and structural data in social networks may contain implicit
information about negative linkages. While this problem is
very challenging [3], the results of such an approach have
the potential to improve the quality of the results of a vast
array of applications.
To preserve the generality of our approach, it is impor-
tant to use social network data which is pervasively avail-
able across social networks in various forms. First, an ob-
vious source of useful data are the positive linkages which
1https://www.facebook.com/
2https://twitter.com/
3http://www.epinions.com/
4http://slashdot.org/
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Figure 1: An Illustration of the Differences of Positive and Negative Link Prediction, Sign Prediction and
Negative Link Prediction.
are commonly available in most social networks. Second,
in most social media sites, users can create or post con-
tent5 and other users can comment, like/dislike and rate
such content. In fact, such user interactions form the domi-
nant social media activities6, today. For example, users can
comment, like, or dislike content such posts and videos. An-
other example is the case of Epinions, where users can rate
the helpfulness of reviews written by others. In this paper,
we study the novel problem of negative link prediction from
these two pervasive sources in social media. However, we do
not assume that examples of negative links are available. To
achieve this goal, we need (a) theories explaining the rele-
vance of positive links and content-centric user interactions
for negative link prediction, and (b) combining these theories
with mathematical models to predict negative links. These
goals are achieved by our novel framework for the negative
link prediction problem (NeLP). Our main contributions are
summarized below,
• We provide a principled way to exploit positive links
and content-centric user interactions for the problem
of negative link prediction;
• We propose a novel framework NeLP to predict nega-
tive links by incorporating positive links and content-
centric user interactions mathematically; and
• We evaluate the proposed NeLP framework in real-
world social media datasets to understand the effec-
tiveness and mechanisms of the proposed framework.
The rest of paper is organized as follows. In Section 2,
we formally define the negative link prediction problem. We
perform preliminary analysis on these datasets in Section 3
to study the interaction between existing social theories and
negative link presence. In Section 4, we combine these the-
ories with a mathematical formulation for negative link pre-
diction. This is referred to as the NeLP framework. Section
5 presents experimental results with discussions. Section 6
briefly reviews related work. Finally, Section 7 concludes
with future work.
2. PROBLEM STATEMENT
Let U = {u1, u2, . . . , um} be the set ofm users in the social
network. A signed network can be decomposed into a pos-
itive network component Gp(U , Ep) and a negative network
component Gn(U , En) where Ep and En are the sets of posi-
tive and negative links, respectively. Let P = {p1, p2, . . . , pM}
5 The term “content” may be manifested in diverse ways
such as statuses, tweets, images, or videos.
6http://www.marketingprofs.com/charts/2010/4101/
social-media-brand-followers-hunting-for-deals
be the set of M pieces of content such as posts. We use
A ∈ Rm×M to denote the user-content relationships where
Aij = 1 if pj is created by ui, and Aij = 0 otherwise. Users
can express opinions on content via comments, likes/dislikes,
and ratings. Some social media sites provide explicit ways
of enabling user feedback on content. Examples include
likes/dislikes in Youtube, and “very helpful”/“not helpful”
ratings in Epinions. Other more common forms of feed-
back in large-scale social networks such as Facebook and
Twitter allow users to express their opinions in the form of
textual comments and replies. In such cases, we adapt off-
the-shelf opinion mining tools to extract user opinions from
such texts. We use O ∈ Rm×M to represent the user-post
opinion relations where Oij = 1, Oij = −1 and Oij = 0, if
ui expresses positive, negative and neutral (or no) opinions,
respectively, on pj .
With the aforementioned notations and definitions, the
problem of negative link prediction in social media is for-
mally defined as follows:
Given the positive network Gp, and content-centric user in-
teractions A and O, we aim to develop a predictor f to
predict the negative network Gn with Gp, A and O as,
f : {Gp,A,O} → Gn (1)
The negative link prediction problem in this paper is quite
different and much more challenging than the existing frame-
works for positive/negative link prediction [13], and the sign
prediction problem [26]. An illustration of their differences
for the existing variations of the problem is demonstrated in
Figure 1 as follows:
• One of the existing variations predicts positive and
negative links from existing positive and negative links.
On the other hand, as illustrated in Figure 1(c), we do
not assume the existence of negative links.
• The second variation (Figure 1(b)) predicts signs of
already existing links. On the other hand, the negative
link prediction problem needs to identify the pairs of
nodes between which negative links are predicted to
exist.
3. DATA ANALYSIS
Because positive link prediction is dependent on “typi-
cal” behavior of social networks such as triadic closure, it is
natural to explore similar properties of negative links with
respect to other positive links, and content-centric interac-
tions. Such an understanding lays the groundwork for a
meaningful negative link-prediction model. For the purpose
of this study, we collected two datasets from Epinions and
Table 1: Statistics of the Epinions and Slashdot
Datasets.
Epinions Slashdot
# of Users 14,765 7,275
# of Positive Links 272,513 67,705
# of Negative Links 52,704 20,851
# of Posts 612,321 300,932
# of Positive Opinions 6,937,986 1,742,763
# of Negative Opinions 163,502 42,260
Slashdot, that explicitly allow users to express both positive
and negative links. Note that the negative links in these two
datasets only serve as a ground-truth about typical proper-
ties and the underlying social theories. However, they are
not explicitly used in the proposed framework for the prob-
lem of negative link prediction.
Epinions is a popular product review site. Users can cre-
ate both positive (trust) and negative (distrust) links to
other users. They can write reviews for various products
and other users can express opinions on these reviews with
the use of “helpfulness” ratings from 1 to 6. In this work,
we view ratings larger than 3 as positive, and those lower
than 3 as negative. This assumption is used to populate the
user-content opinion matrix O of the Epinions dataset.
Slashdot is a technology news platform in which users
can create friend (positive) and foe (negative) links to other
users. They can also post news articles. Other users may
annotate these articles with their comments and opinions.
In this case, we computed the sentiment polarities of com-
ments based on an off-the-shelf manually labeled sentiment
lexicon, i.e., MPQA Subjectivity Lexicon 7. These sentiment
polarities are used to populate the user-content opinion ma-
trix.
Some additional preprocessing was performed on these
two datasets by filtering users without any positive and neg-
ative links. A number of key statistics of these datasets are
illustrated in Table 18. It is evident from these statistics
that users are more likely to express positive opinions than
negative opinions in social media.
3.1 Where Are our “Enemies”?
Our first analytical task is to examine the typical struc-
tural relationships of “enemies” within the positive network.
In other words, if ui has a negative link to uj in the negative
network Gn, we investigate the typical position of uj with
respect to ui in the positive network Gp. In the following sec-
tions, we will use ui+uj , ui-uj and ui?uj to denote positive,
negative and missing links between ui to uj , respectively.
For each negative link ui-uj in Gn, we use breadth-first
search to compute the shortest path from ui to uj in Gp. If
paths exist from ui to uj , we report the length of the short-
est path. Otherwise we report the length as “inf” to indicate
there is no path from ui to uj in Gp. The ratio distributions
of the lengths of the shortest paths for all negative links
are demonstrated in Figures 2(a) and 2(b) for Epinions and
Slashdot, respectively. In both datasets, more than 45% of
negative links ui-uj have shortest path lengths less than 3,
and more than 80% of them have shortest path lengths less
than 4. These results suggest that our “enemies” are often
close to us in the positive network Gp. For example, about
7http://mpqa.cs.pitt.edu/lexicons/subj$_$lexicon
8Datasets and code will be available at http://www.public.
asu.edu/~jtang20/SignedNetwork.htm
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Figure 2: Ratio Distributions of the Length of Short-
est Path for Pairs with Negative Links in the Posi-
tive Networks.
82.64% and 87.86% of enemy-pairs are within 3-hops of each
other in the positive networks of Epinions and Slashdot, re-
spectively.
3.2 Social Theories in Signed Networks
In this subsection, we investigate two of the most impor-
tant social theories for signed networks, i.e., balance the-
ory [9, 2] and status theory [14].
In general, balance theory is based on the intuition that
”the friend of my friend is my friend” and ”the enemy of my
enemy is my friend” [9]. This theory relates the balance of
signs on a triad involving three users in a social network with
positive and negative links. We use sij to denote the sign
of the link between ui and uj where sij = 1 (or sij = −1)
if there is a positive link (or a negative link) between ui
and uj . Balance theory suggests that a triad 〈ui, uj , uk〉 is
balanced if the following is true - (a) sij = 1 and sjk = 1,
then sik = 1 ; or (b) sij = −1 and sjk = −1, then sik = 1.
For a triad 〈ui, uj , uk〉, there are four possible signed com-
binations (+,+,+), (+,+,-), (+,-,-) and (-,-,-), while only
(+,+,+) and (+,-,-) are balanced. Based on the discussion
in [13], the directions of links are ignored in the study of
balance theory because balance theory is designed for undi-
rected networks. We computed the relative presence of these
four possible combinations and find that 92.31% and 93.01%
of triads in Epinions and Slashdot are balanced, respectively.
In status theory, a positive link from ui to uj indicates
that ui has a higher status than uj ; while a negative link
from ui to uj indicates that ui has a lower status than uj .
For a triad, status theory suggests that if we take each neg-
ative link, reverse its direction, and flip its sign to positive,
then the resulting triangle (with all positive link) should be
acyclic. We first obtain all triads and then follow the above
way to examine whether these triads satisfy status theory or
not. We find that 94.73% and 93.38% of triads in Epnions
and Slashdot satisfy status theory, respectively.
3.3 Negative Links and Content-centric Inter-
actions
Content-centric interactions relate the opinion of user ui
on the content posted by user uj . The user ui can ex-
press negative opinions on content posted by another user uj
by disliking, giving negative comments, or negative ratings.
Such types of content-centric interactions may be viewed as
negative interactions between ui and uj . A negative inter-
action from ui to uj is often a manifestation of user ui’s
disagreement and antagonism toward uj . It is therefore rea-
sonable to surmise that negative interactions might be cor-
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Figure 3: The Ratios of Negative Links with respect
to the Number of Negative Interactions.
related with negative links. In this subsection, we study the
correlation between negative interactions and negative links.
Let N ∈ Rm×m be a user-user negative interaction matrix
where Nij denotes the number of negative interactions from
ui to uj . We can obtain N from the user-content authorship
matrix A and the user-content opinion matrix O as N =
−A(O−)> where O− = O−|O|
2
is the negative part of O.
To verify the correlation between negative interactions and
negative links, we aim to answer the following question: Are
pairs of users with negative interactions more likely to have
negative links than those without negative interactions?
For each pair 〈ui, uj〉 with negative interactions (or Nij 6=
0), we first randomly select a user uk that ui does not have
negative interactions with (or Nij = 0), and then use S (or
R) to indicate whether 〈ui, uj〉 (or 〈ui, uk〉) has a negative
link where S = 1 (or R = 1) if ui has a negative link to
uj (or ui has a negative link to uk), otherwise S = 0 (or
R = 0). Let s be a vector of Ss over all pairs of users
with negative interactions and r be the corresponding vector
of Rs. We conduct a two-sample t-test on s and r. The
null hypothesis and the alternative hypothesis are defined
as H0 : s ≤ r, H1 : s > r. The null hypothesis is rejected
at significance level α = 0.01 with p-values of 5.72e-89 and
1.93e-109 for Epinions and Slashdot, respectively. Evidence
from the t-test suggests a positive answer to the question:
there is a strong correlation between negative interactions
and negative links, and users with negative interactions are
likely to have negative links.
We further investigate the direct impact of negative in-
teractions on negative links. For a given value of K, we
calculated the ratio of pairs with both negative links and at
least K negative interactions over all pairs with at least K
negative interactions. The ratio distributions with respect to
the number of negative interactions are demonstrated in Fig-
ures 3(a) and 3(b), respectively. Note that the ratios of ran-
domly selected pairs with negative links among all n(n− 1)
pairs of users are 2.4177e-04 and 3.9402e-04 in Epinions and
Slashdot, respectively. From the figures, we note that the
ratios are much higher than the random ones even when K is
very small. This observation further supports the existence
of the correlation between negative interactions and nega-
tive links. Furthermore with increase of K, the ratios tend
to increase. Therefore, an increase in the number of neg-
ative interactions increases the likelihood of negative links
between users.
3.4 Discussion
We summarize the insights obtained in the aforementioned
discussion as follows:
• Most of our“enemies”are close to us within a few (e.g.,
2 or 3) hops in the positive network.
• Most of triads in signed networks satisfy balance the-
ory and status theory.
• Pairs of users with negative interactions are more likely
to have negative links than those without them.
• Negative interactions between users increase the propen-
sity of negative links.
These observations provide the groundwork for our pro-
posed framework for negative link prediction.
4. THE PROPOSED FRAMEWORK - NeLP
Algorithms for all variations of the link prediction prob-
lem are either unsupervised methods [15, 10] or supervised
methods [17, 13]. Supervised methods consider the link pre-
diction problem as a classification problem by using the ex-
istence of links as labels and have several advantages over
unsupervised methods such as superior performance, adapt-
ability to different data domains, and variance reduction [17].
Similar to traditional supervised link prediction, we can con-
sider the negative link prediction problem as a classification
problem where we need to construct labels and extract fea-
tures. Different from traditional link prediction, there are
unique challenges in preparing training data in the nega-
tive link prediction problem. For example, existing links are
given in traditional link prediction such as positive links in
positive link prediction, and positive and negative links in
positive and negative link prediction, while existing negative
links are not given in the negative link prediction problem.
Next we will first give details about label construction and
feature extraction for the negative link prediction problem.
Finally, the optimization formulation and solution will be
discussed.
4.1 Label Construction
Let Eo denote pairs of users with missing links. In most
previous formulations of link prediction, including the signed
version, label construction is trivial because the presence of
links is specified. However, we study the scenario where no
negative links are provided, and therefore the labels for En
are really an unspecified subset of Eo ∪En. What is worse,
the sizes of En and Eo are extremely imbalanced. For exam-
ple, the imbalance ratios En : Eo are 1:4131 and 1:2534 in
Epinions and Slashdot respectively. We treat missing links
as positive samples and negative links as negative samples.
Label construction is to construct positive and negative sam-
ples from Eo∪En. Since the ratio of Eo in En∪Eo are often
bigger than 99.9%, we can randomly select a subset of sam-
ples from En∪Eo as positive samples PS. Next we introduce
a way to select samples from En ∪ Eo as negative samples
based on previous observations. The process is shown in
Algorithm 1.
Next, we describe Algorithm 1 for negative sample con-
struction. The strong correlation between negative inter-
actions and negative links suggests that users with negative
interactions are likely to have negative links. Therefore from
line 2 to line 4 in Algorithm 1, we construct negative sam-
ple candidates based on this observation. With the positive
links from Gp and negative links ui-uj from NS, we con-
struct a signed network G in line 5. Most of the triads in
Algorithm 1: Negative Sample Construction
Input : The positive network Gp and user-user
negative interaction matrix N
Output : Negative sample set NS and the reliability
weight matrix W
1: Initialize NS = ∅
2: for all Nij 6= 0 do
3: NS = NS ∪ {〈ui, uj〉}
4: end for
5: Construct G as a signed network with positive links
from Gp and negative links ui-uj from NS
6: Remove samples 〈ui, uj〉 from NS if ui-uj is in any
triads of G that does not satisfy status theory
7: Add samples 〈ui, uk〉 into NS if ui-uk can make all
triads that involve ui and uk in G satisfying status
theory
8: for all 〈ui, uj〉 ∈ NS do
9: Calculate a reliability weight Wij
10: end for
signed networks satisfy status theory. Therefore we refine
NS by (a) excluding 〈ui, uj〉 from NS if ui-uj is in any tri-
ads of G that does not satisfy status theory in line 6; and (b)
adding samples 〈ui, uk〉 into NS if ui-uk can make all triads
that involve ui and uk in G satisfying status theory in line
7. The reliability of these negative samples may vary. For
example, observations from data analysis indicate that neg-
ative sample candidates with more negative interactions are
more likely to have negative links, and are therefore more
likely to be reliable. Therefore, we associate each 〈ui, uj〉
with a reliability weight Wij , which is defined as follows:
Wij =
{
f(Nij) if Nij 6= 0
r otherwise
. (2)
if the pair 〈ui, uj〉 ∈ NS has negative interactions, we define
the reliability weight as a function f of the number of nega-
tive interactions Nij where f(x) ∈ [0, 1] is a non-decreasing
function of x. This is because the more negative interac-
tions two users have, the more likely it is that a negative
link exists between them. Otherwise, the pair 〈ui, uj〉 ∈ NS
is added by line 7 in Algorithm 1 and we set the reliability
weight to a constant r.
4.2 Feature Extraction
We extract three types of features corresponding to user
features, pair features and sign features. User features and
pair features are extracted from two given sources, such as
positive links and content-centric interactions, as follows:
• User features are extracted for each user ui including
ui’s indegree (or outdegree) in terms of positive links,
the number of triads that ui involved in, the number
of content-centric items (e.g., posts) that ui creates,
the number of ui’s posts that obtain positive (or nega-
tive) opinions, and the number of positive (or negative)
opinions ui expresses; and
• Pair features are extracted for a pair of users 〈ui, uj〉
including the number of positive (or negative) interac-
tions from ui to uj , the number of positive (or nega-
tive) interactions from uj to ui, Jaccard coefficients of
indegree (or outdegree) of ui and uj in terms of posi-
tive links, and the length of the shortest path between
ui and uj .
We construct a weighted signed network with the given
positive links and negative links from NS where the weights
of positive links are 1 and the weights of negative links are
their reliability weights. For a pair 〈ui, uj〉, signed features
include weighted indegree (or outdegee) in terms of nega-
tive links of ui, weighted indegree (and outdegee) in terms
of negative links of uj , Jaccard coefficients of indegree (or
outdegree) of ui and uj in terms of negative links and 16
weighted triads suggested by [13].
With definitions of user features, pair features and sign
features, we extract 45 features in total for each pair 〈ui, uj〉
including 8 user features of ui, 8 user features of uj , 7 pair
features, and 22 signed features.
4.3 The NeLP Optimization Framework
Through label construction and feature extraction, we
prepare training data to learn classifiers for the negative link
prediction problem. However, the labels of the training data
are noisy, and especially so for negative samples. Therefore,
it is necessary for the base classifier to be tolerant to training
data noise. In this paper, we choose a soft-margin version
of support vector machines as our basic classifier because it
has been proven to be highly noise-tolerant [5].
Let X = {x1, x2, . . . , xN} be the set of user pairs in Eo ∪
En and xi be the feature vector representation of the pair
xi. The standard soft-margin support vector machine for
the negative link prediction problem is as follows:
min
w,b,
1
2
‖w‖22 + C
∑
xi∈PS∪NS
i
s.t. yi(w
>xi + b) ≥ 1− i, xi ∈ PS ∪NS
i ≥ 0 xi ∈ PS ∪NS (3)
Eq. (3) introduces the term i for the soft-margin slack
variable of xi, which can be viewed as the allowance for the
noise in this training sample. The parameter C controls
the degree of impact of this term. In the negative link-
prediction problem, the noise-levels of positive and negative
samples are different because positive samples PS are gener-
ally more robust than the (indirectly derived) negative sam-
ples. As discussed earlier, the reliability of negative samples
is explicitly quantified with their weights. These intuitions
suggest that we should allow more errors in negative sam-
ples especially when their weights suggest unreliability. This
yields the following formulation:
min
w,b,
1
2
‖w‖22 + Cp
∑
xi∈PS
i + Cn
∑
xj∈NS
cjj
s.t. yi(w
>xi + b) ≥ 1− i, xi ∈ PS
yj(w
>xj + b) ≥ 1− j , xj ∈ NS
i ≥ 0, j ≥ 0 (4)
In Eq. (4), we use two parameters Cp and Cn to weight
the positive and negative errors differently. We use a larger
value for Cp compared to Cn to reflect the differential be-
havior of the positive and negative samples. For a negative
sample xj , we introduce a weight cj to further control its
error based on its quantified reliability weight. For the neg-
ative sample xj corresponding to the pair 〈ui, uk〉, we set
cj = Wik where Wik is the reliability weight for 〈ui, uk〉.
This additional term allows differential control of the noise
in negative samples of varying reliability.
Balance theory suggests that triads in signed networks are
likely to be balanced. Therefore, if there is a positive link
between ui and uj , and both ui and uj do not have positive
links with another user uk, the types of (ui, uk) and (uj , uk)
in the negative graph Gn are likely to be the same. In other
words, to ensure the structural balance, it is likely that both
are negative links where 〈ui, uj , uk〉 forms a balanced triad
or both are missing links where there is no triad among
〈ui, uj , uk〉. With this intuition, we introduce a matrix B
where Bh` = 1 if there is a positive link between ui and uj
where we assume that xh and x` denote pairs 〈ui, uk〉 and
〈uj , uk〉 respectively. Otherwise, we assume that Bh` = 0.
Then, we force xh and x` to have the same types of links if
Bh` = 1 by introducing a balance-theory regularization:
min
1
2
∑
h,`
Bh`(w
>xh −w>x`)22 = w>XLX>w (5)
Here, L is the Laplacian matrix based on B. The number
of pairs in En ∪ Eo is usually very large, which leads to
a large number of terms in the balance theory regulariza-
tion. The observation from data analysis suggests that our
“enemies” are usually close to us in the positive network.
Hence, in this work, we only consider pairs whose shortest
path lengths are 2, and pairs in NS and PS in the balance
theory regularization. We assume that there are l + µ sam-
ples in X where the first l ones are from PS ∪ NS. The
significance of the introduction of the balance theory regu-
larization is two-fold. First, it allows us to model balance
theory. Second, it allows us to include more samples during
the learning process in addition to NS and PS. A similar
function is achieved by this approach, as achieved by unla-
beled samples in semi-supervised learning [28]. With these
components, the proposed NeLP framework is able to solve
the following optimization problem:
min
w,b,
1
2
‖w‖22 + Cp
∑
xi∈PS
i + Cn
∑
xj∈NS
cjj
+
Cb
2
w>XLX>w
s.t. yi(w
>xi + b) ≥ 1− i, xi ∈ PS
yj(w
>xj + b) ≥ 1− j , xj ∈ NS
i ≥ 0, j ≥ 0 (6)
We solve the optimization problem in Eq. (6) based on the
dual form [1]. The classical representer theorem states that
the solution to this minimization problem of Eq.( 6) exists
in HK and can be written as follows:
w∗ =
∑
i
αiK(xi,x) (7)
Eq.( 6) can be rewritten as follows:
min
α,b,
1
2
α>Kα+ Cp
∑
ui∈PS
i + Cn
∑
uj∈NS
cjj +
Cb
2
α>KLKα
s.t. yi(
∑
k
αkK(xk,xi) + b) ≥ 1− i, ui ∈ PS
yj(
∑
k
αkK(xk,xj) + b) ≥ 1− j , uj ∈ NS
i ≥ 0, j ≥ 0 (8)
where K is the Gram matrix over all samples.
We define si for xi as follows:
si =
{
Cp for xi ∈ PS,
Cnci for xi ∈ NS. (9)
After the introduction of two sets of multipliers β and γ,
the Lagrangian function of Eq.( 8) is as follows:
L(w, b, , α, γ) =
1
2
α>(K + CbKLK)α+
l∑
i=1
sii
−
l∑
i=1
βi[yi(
∑
k
αkK(xk,xi) + b)− 1 + i]−
l∑
i=1
γii (10)
where β and γ are Lagrange multipliers.
To obtain the dual representation, we set
∂L
∂b
= 0⇒
l∑
i=1
βiyi = 0
∂L
∂i
= 0⇒ si − βi − γi = 0⇒ 0 ≤ βi ≤ si (11)
With Eq. (11), we can rewrite the Lagrangian as a func-
tion of only α and β as follows:
L(α, β) =
1
2
α>(K + CbKLK)α− α>KJ>Yβ +
l∑
i=1
βi
(12)
in Eq. (12), J = [I 0] where I is an l× l identity matrix and
0 is a l × µ rectangular matrix with all zeros, and Y is a
l × l diagonal matrix composed by labels of samples in PS
and NS.
By setting ∂L
∂α
= 0, we obtain
α = (I + CbKL)−1J>Yβ (13)
After substituting back in the Lagrangian function, we ob-
tain the dual problem as a quadratic programming problem:
max
β
l∑
i=1
βi − 1
2
β>Qβ
s.t.
l∑
i=1
βiyi = 0
0 ≤ βi ≤ si (14)
where Q is defined as follows:
Q = YJK(I + CbKL)−1J>Y (15)
Table 2: Confusion Matrix of a Binary Classifier.
True class = -1 True class = 1
Predicted class = -1 true pos. (tp) false pos. (fp)
Predicted class = 1 false neg. (fn) true neg. (tn)
5. EXPERIMENTS
In this section, we present experiments which (a) quan-
tify the performance of the proposed NeLP framework in
predicting negative links, and (b) evaluate the contribution
of various model components to the performance. We begin
by introducing performance evaluation metrics, which are
useful in both contexts.
5.1 Evaluation Metrics
All forms of link prediction can be viewed as highly imbal-
anced classification problems. In such cases, straightforward
accuracy measures are well known to be misleading [25]. For
example, in a sparse network, the trivial classifier that la-
bels all samples as missing links can have a 99.99% accu-
racy. In negative link prediction, we aim to achieve high
precision and recall over negative links, defined in terms of
the confusion matrix of a classifier as shown in Table 2:
precision = tp
tp+fp
and recall = tp
tp+fn
. Usually precision
and recall are combined into their harmonic mean, the F-
measure. Therefore we will adopt F1-measure as one metric
for the performance evaluation. As suggested in [25], in
some scenarios, we put more emphasis on precision because
the most challenging task is to seek some negative links with
high probability, even at the price of increasing false nega-
tives. Hence, we also report the precision performance.
5.2 Performance of Negative Link prediction
In this subsection, we assess the proposed framework in
terms of (a) the performance of NeLP with respect to base-
line methods; and (b) the generalization of the proposed
framework across social media sites. For the first evalua-
tion, we define the following baseline methods:
• Random: This predictor randomly guesses the labels of
samples. As suggested in positive link prediction [16],
a random predictor should be used as a baseline method
to meaningfully demonstrate the performance signifi-
cance of other predictors;
• sPath: Observations in data analysis suggest that our
“enemies” are always close to us in the positive net-
work and sPath assigns negative links to pairs whose
shortest path lengths is L;
• negIn: Given the strong correlation between negative
interactions and negative links, negIn suggests negative
links to these pairs with negative interactions;
• negInS: after obtaining negative link candidates via
negIn, negInS further refines these candidates by per-
forming a removing step and an adding step as shown
in Algorithm 1; and
• NeLP-negIn: NeLP-negIn is a variant of the proposed
NeLP framework. Instead of using negative links sug-
gested by negInS as NeLP, NeLP-negIn uses negative
links found by negIn.
For parameterized methods, we report the best perfor-
mance of each baseline method. For NeLP, we set its param-
eters as {Cp = 1, Cn = 0.5, Cb = 0.1} and {Cp = 1, Cn =
Table 3: Performance Comparison of Negative Link
Prediction in Epinions and Slashdot.
Algorithms
Epinions Slashdot
F1 Precision F1 Precision
random 0.0005 0.0002 0.0008 0.0004
sPath 0.0040 0.0075 0.0090 0.0172
negIn 0.2826 0.2097 0.1986 0.1483
negInS 0.2893 0.2124 0.2072 0.1524
NeLP-negIn 0.3206 0.2812 0.2394 0.2083
NeLP 0.3242 0.2861 0.2441 0.2139
0.7, Cb = 0.01} in Epinions and Slashdot, respectively. We
empirically find that f(x) = 1− 1
log(1+x)
works well for the
proposed framework. More details about parameter sensi-
tivity of NeLP will be discussed in later subsections. The
comparison results are demonstrated in Table 3.
We make the following observations:
• sPath obtains much better performance than random
guessing, which further supports the hypothesis that
our “enemies” are close to us in the positive network;
• negIn improves the performance significantly in both
datasets. These results suggest the existence of corre-
lation between negative interactions and negative links;
• by removing candidates suggested by negIn that do not
satisfy status theory and adding candidates to make
open triads closure to satisfy status theory, negInS out-
performs negIn. For example, negInS gains 2.37% and
1.45% relative improvement in terms of F1-measure
in Epinions and Slashdot, respectively. These results
indicate that status theory can help us remove some
noisy samples and add some useful samples for train-
ing. These observations can also be used to explain the
reason why the performance of NeLP based on nega-
tive links suggested by negInS is better than that based
on negIn; and
• the proposed framework always obtains the best per-
formance. There are three important components of
NeLP. First, NeLP introduces Cn to control errors in
negative samples. Second, NeLP introduces cj to con-
trol the error in the sample xj , which is related to the
number of negative interactions based on our obser-
vations from data analysis. Third, NeLP introduces
balance theory regularization to model balance the-
ory, which also allows us to include more samples in
the classifier learning process. More details about the
effects of these components will be discussed in a later
subsection.
Because the classifier learned by the proposed framework
is based on the same set of features extracted from per-
vasively available sources for most social media sites, it is
possible to generalize the classifier learned in one site to
other sites and we further investigate how well the learned
classifier generalizes across social media sites. In particular,
we evaluate the performance of the classifier on Epinions
(or Slashdot), which is learned from Slashdot (or Epinions).
The results are shown in Figure 4. Note that in the figure
x→ y denotes training on x and evaluating on y. These re-
sults show that there is very good generalization of the clas-
sifier learned by NeLP although there is remarkably little
decrease in performance regardless of which dataset is used
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Figure 4: The Negative Link Prediction Performance across Epinions and Slashdot where x → y denotes
training on x and evaluating on y.
Table 4: Component analysis for NeLP in Epinions.
Cn cj Cb F1-measure Precision
0.5 f(x) = 1− 1
log(1+x)
0.1 0.3242 0.2861
1 f(x) = 1− 1
log(1+x)
0.1 0.3188 0.2793
0.5 f(x) = 1 0.1 0.3067 0.2612
0.5 f(x) = 1− 1
log(1+x)
0 0.3084 0.2686
1 f(x) = 1 0 0.2992 0.2342
Table 5: Component Analysis of NeLP in Slashdot.
Cn cj Cb F1-measure Precision
0.7 f(x) = 1− 1
log(1+x)
0.01 0.2441 0.2139
1 f(x) = 1− 1
log(1+x)
0.01 0.2403 0.2094
0.7 f(x) = 1 0.01 0.2287 0.1902
0.7 f(x) = 1− 1
log(1+x)
0 0.2347 0.1972
1 f(x) = 1 0 0.2213 0.1722
for training. In summary, compared to baseline methods,
the proposed framework obtains significant performance im-
provement, and it also has very good generalization across
social media sites.
5.3 Component Analysis of NeLP
In this subsection, we investigate the effects of various
NeLP components on its performance. In NeLP, we intro-
duce Cn, cj and Cb to control three components of NeLP. In
particular, Cn controls errors from negative samples, cj con-
trols the error from the negative sample xj and Cb controls
the contribution from the balance theory regularization. By
setting Cp = 1 and varying different values of Cn, cj and
Cb, we can examine the impact of these components on the
performance of NeLP. The results of component analysis are
shown in Tables 4 and 5 for Epinions and Slashdot, respec-
tively.
The first row in each table represents the performance
of NeLP with all three components. We make the following
observations about different variations of NeLP in other rows
of the table:
• in the second row, we set Cn = 1, which gives equal
weights to positive and negative samples. This ap-
proach effectively eliminates the differential importance
given to errors from negative samples. The perfor-
mance degrades, which suggests that the errors of neg-
ative and positive samples should be treated differ-
ently;
• in the third row, we set cj = 1 instead of the reliabil-
ity weight related to the number of negative interac-
tions to eliminate the component controlling the error
in the negative sample xj . The performance reduces a
lot. For example, the precision reduces by 8.70% and
11.08% in Epinions and Slashdot, respectively. These
results support the importance of the number of nega-
tive interactions to indicate the reliability of negative
samples;
• in the fourth row, we set Cb = 0 to eliminate the con-
tribution from the balance theory regularization. and
the performance is consistently worse than that with
the balance theory regularization. This illustrates the
importance of the balance theory regularization in the
proposed NeLP framework; and
• in the fifth row, we eliminate all these three compo-
nents and the performance further degrades. These
results suggest that the three components contain com-
plementary information.
5.4 Impact of Balance Theory Regularization
The analysis of the previous subsection shows the im-
portance of balance theory regularization. In this subsec-
tion, we perform a more detailed analysis of the impact
of the balance theory regularization on NeLP by showing
how the performance varies with the changes in the value
of Cb. This parameter controls the contribution from the
balance theory regularization. We vary the values of Cb as
{0, 0.001, 0.01, 0.05, 0.1, 0.5, 1} and the results are shown in
Figures 5(a) and 5(b) for Epinions and Slashdot, respec-
tively. In general, with increase in Cb, the performance first
improves, peaks, and then drops dramatically.
In particular, with the increase of Cb, we make the follow-
ing observations:
• By increasing the value of Cb from 0 to 0.001, the per-
formance increases significantly. For example, NeLP
gains 4.02% and 4.41% in terms of precision in Epin-
ions and Slashdot, respectively. These results further
support the importance of the balance theory regular-
ization in the NeLP framework;
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Figure 5: The Impact of the Balance Theory Regularization on NeLP
• Within certain parameter ranges, such as from 0.001
to 0.1 in Epinions, the performance is relatively stable.
This property is practically useful because it makes it
easier to set Cb; and
• After certain values such as 0.05 in Slashdot, the per-
formance decreases dramatically. A large value Cb re-
sults in balance theory regularization dominating the
learning process at the expense of other factors.
In summary, the parameter analysis on Cb suggests that
balance theory regularization is important for the NeLP
framework.
6. RELATEDWORK
In this section, we briefly review work which is related to
different variants of the link prediction problem.
6.1 Positive Link Prediction
Positive link prediction infers new positive links in the
near future based on a snapshot of a positive network. Ex-
isting methods can be roughly divided into unsupervised
methods and supervised methods. Unsupervised methods
are usually based on the topological structure of the given
positive network. In [15], several unsupervised link predic-
tion algorithms are proposed, such as Katz, Jaccard’s coeffi-
cient and Adamic/Adar. In [19], several unsupervised algo-
rithms based on low-rank matrix factorization are proposed.
There are usually two steps for supervised methods. First,
they extract features from available sources to represent each
pair of users and consider the existence of positive links as
labels. Second, they train a binary classifier based on the
representation with extracted features and labels. In [17],
the authors show several advantages of supervised link pre-
diction algorithms such as superior performance, adaptation
to different domains and variance reduction. In [25], the fea-
tures extracted from human mobility have very strong pre-
dictive power and can significantly improve the positive link
prediction performance.
6.2 Positive and Negative Link Prediction
Positive and negative link prediction infers new positive
and negative links by giving a snapshot of a signed network,
which has attracted increasing attention in recent years [?].
In [7], an algorithm based on trust and distrust propagation
is proposed to predict trust and distrust relations. In [13],
local-topology-based features based on balance theory are
extracted to improve the performance of a logistic regres-
sion classifier in signed relation prediction. Features derived
from longer cycles in signed networks can be used to improve
the positive and negative link prediction performance [4].
In [10], a low-rank matrix factorization approach with gener-
alized loss functions is proposed to predict trust and distrust
relations.
6.3 Sign Prediction
Sign prediction infers the sign of a given link. In [26], user
behavior of decision making can be used to predict signs
of a given unsigned network accurately. The authors also
show the importance of modeling balance theory and status
theory in the sign prediction problem. Tang et al. proposed
a framework to incorporate social theories such as status
theory into a machine learning model and infer the signs
of links in a target network by borrowing knowledge from
a different source network [23]. In [27], the authors use the
transfer learning approach to leverage sign information from
an existing and mature signed network to predict signs for
a newly formed signed social network.
7. CONCLUSION
Research in signed network analysis suggests that nega-
tive links have added value over positive links and they can
potentially help various social media services such as rec-
ommender systems. However, most social media sites do
not enable their users to specify negative links. This makes
the problem of negative link prediction more challenging. In
this paper, we investigate the problem of negative link pre-
diction. To preserve the generality of our approach, we use
positive links and content-centric interactions as sources to
predict negative links because these two sources are perva-
sively available in social media. We first analyze the impact
of various social theories, such as balance theory and status
theory, on negative links. Then we leverage these insights
to provide a principled way to exploit positive links and
content-centric interactions. Finally, we propose the NeLP
framework for negative link prediction. Experimental re-
sults on two real-world social media datasets demonstrate
the effectiveness and generalization of the proposed frame-
work. Further experiments illustrate the impact of various
model components.
There are several interesting directions needing further
investigation. First, negative links predicted by the pro-
posed framework may benefit various social media applica-
tions such as positive link prediction and recommender sys-
tems. Therefore, we plan to investigate how to incorporate
the proposed framework into these applications to improve
their performance. Second, in addition to positive links and
content-centric interactions, the user-generated content is
also pervasively available in social media. We would like
to investigate whether user generated content is useful and
how to exploit it for the negative link prediction problem.
Finally the constructed labels in the studied problem may
be noisy; hence we choose a noise-tolerant support vector
machine as the basic algorithm for the proposed framework.
Learning with noisy labels has been extensively studied in
the machine learning community [6] and we will experiment
with the use of other noise-tolerant algorithms as basic al-
gorithms for the problem of negative link prediction.
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