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ОБ ОДНОЙ ТОПОЛОГИЧЕСКОЙ АЛГЕБРЕ БЕСКОНЕЧНЫХ МАТРИЦ 
М. Абель 
I. Пусть А - секвенциально полная отделимая локально 
ih -выпуклая алгебра с единицей ^ над Ci топология которой 
определена системой : XeA] непрерывных полунорм, и 
Г(А) - множество всех бесконечных матриц (% =(Qnfc) над А , 
удовлетворяющих условиям 
ЬО 
XpxCa h к)<»о при всех Xe А 
2) последовательность (Qnit)h6IN сходится в А для каж­
дого Ke N; 
3) последовательность ( сходится в А . 
Для каждого ке IW пусть Q l c  обозначает предел последователь­
ности (Рп,Лье(% в  алгебре А . Множество тех матриц &{—. 
S=(P^ ic) над А , которые удовлетворяют условиям І),2) и 
X рх(ОиК — °1к) Ä о при всех ХеД 
обозначим через A(A). Нетрудно заметить, что Д (А)с P(A). 
Пусть, далее, 
Д(AW (cw)«е HfA)• Qhlt. = 9» при к>п^ 
где А  - нулевой элемент алгебры А , Ä - одно из алгебр 
F(A) или A(A) и 
для каждой матрицы CC =(р п <)еГ(А), 
Определяя алгебраические операции на как обычно в 
случае матриц и топологию семейством полунорм ; ̂ еА} , 
множество 6д является отделимой локально /іг-выпуклой не­
коммутативной ^-алгеброй над С с единицей § = (<?пк^) 
где £цк* 0 при k*n и Si1nn = і при всех пе IN (см. [2] ). 
Для каждой топологической алгебры А над С и каждой то­
пологической А-алгебры 6 над С через Лс'м(<0,А) обозначим 
пространство всех нетривиальных непрерывных Д-гомоморпиз-
мов В на А , наделенное слабой топологией. Кроме того, че­
рез ju обозначим вложение А в (Ьд , определяемое ра­
венством yu(a)*0 n ka) при всех аеА . Если, кроме вышеука­
занного, алгебра А обладает свойствами 
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(1) алгебра А коммутативна, 
(2) представление Гельфанда алгебры А является тополо­
гическим изоморфизмом А на C(kom(A,C),C) в топологии равно­
мерной сходимости на конечных множеств, покрывающих Аэт(Ар). 
(3) пространство кот CA tCJ локально равностепенно неп­
рерывно, 
то (см.[2]) алгебра 8Д  удовлетворяет следующим усло­
виям : 
(а) /^/-подмодуль,порожденный подалгеброй всюду 
плотен в йд j 
(б) для каждого < f e  A/>/nfA,f) существует ^еА-окп(0 д )  
такой, что iPtf ((*(<*)) = при всех cte А-
Для каждой топологической алгебры А через taс#А обоз­
начим радикал алгебры А , через W^(A) ( lTft i(A) и ?%(А)) —-мно­
жество всех максимальных замкнутых левых (соответственно, 
правых и двусторонних) идеалов алгебры А , а через Wl i  (А) -
подмножество тех идеалов из TTfcfA) , коразмерность которых 
р а в н а  е д и н и ц е .  П у с т ь ,  д а л е е ,  C L i X q )  -  y f a )  д л я  к а ж д ы х  а « А  
и <f>€ kcrvt(/\%C), и 0(А- функция Ае/п (A^C) в & с  , опреде­
ляемая равенством OLА(ф) = при всех и 
Oi =CQn*.) е д  • Пусть обозначает одно из множеств 
Vfl t  (6А), (^) или 7%Щ). 
Как известно (см.[4J, стр. 179-180), множества Г(С) 
и А(С) являются некоммутативными банаховыми алгебрами 
с единицей над € . Однако эти алгебры имеют различные ал­
гебраические структуры. Например, алгебра Г(С) полупрос­
та, а алгебра Д(С) таковой не является (см. [5], теорема 
I). В статье [5],теорема 2, показано, что 
tact A(A) = І(с п к.^е A(A)HAfA") '• Слл =O V*e|N j. 
Кроме того, (F(C) fC) = (см. [З], стр. 13), а мно­
жество кем (&(<?),€) содержит, кроме гомоморфизма , все 
гомоморфизмы CfV 4  , определенные равенством <f>n(C) СИ п  при 
всех C= Cc i 1 l t)е МО. 
Учитывая вышеуказанное и результаты статей Ü,2J, спра­
ведлива 
Теорема . Пусть А - секвенциально полная отделимая 
локально tn-выпуклая алгебра с единицей над С , обладающая 
свойствами (1),(2) и (3). Тогда справедливы следующие ут-
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верждения: 
1) алгебра ffA) полупроста; 
2) XadA(A) =: • 
=  i ( c w ) «  Д(А ) :  &  A (C )  ф бWbA^  
3) каждый фе Axxn(PfA),С) определяет tfe ^vom(A1C) 
такой, что Ф = tF 0T^ и пространства Axxn (PfA) 1C) и коп\(А )С) 
гомеоморфны; 
4) каждый Jlc (YYA))определяет С)такой, что 
«-U = {(Qnlt) в /ТА): ТЯик» - ̂-QkYV)! 
5) каждый Фе Axxn (A(A) tC) определяет <|>е Puxn(А,4?) 
и IvOm (Л(С)уС) такие, что Ф(&) = ̂ OX zYtf)] при всех Ote 
е  A f A )  и  п р о с т р а н с т в а  L o m ( A C A ) 9 С)  и  A om ( )>С ) х  
гомеоморфны; 
6) каждый М*cTlj^ определяет с^LornifiJt) и так, 
что , , 
-U = і<9е€бА : Sf f<p)eMl, 
причем отображение (M,<p)->bZ^ есть  биекция 
Tlf f  х Aem (А, —>7?Л. 
В заключение отметим, что является некоммутативной 
банаховой ^.-алгеброй с единицей, если А - банахова ал­
гебра с единицей. Кроме того, алгебре 6Д и С(ДогиА^) 
(всех 6с-значных непрерывных функций на AomA ) изоморфны, 
если А - коммутативная Д*-алгебра с единицей. 
Л и т е р а т у р а  
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раняющих сходимость. Уч. зап. Тартуск. ун-та (в печати). 
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О ЗАМКНУТОСТИ МАКСИМАЛЬНЫХ ИДЕАЛОВ В 
МЕТРИЗУЕМЫХ Q-АЛГЕБРAX 
М. Абель и В. Киппер 
I. Топологическая алгебра А над F (где F=R или IF~0) 
называется <6-алгеброй, если множество квазиобратимых эле­
ментов алгебры А открыто (в топологии алгебры А). Хорошо 
известно (см., например, [і], стр. 17), что банахова алгеб­
ра является 6L -алгеброй, но существуют Q-алгебры, которые 
не являются банаховыми (см. [3,6,7}). 
В статье [3] приведен пример такой банаховой алгебры, 
которая содержит максимальные идеалы, не являющиеся замкну­
тыми. В той же статье при помощи теоремы BapanoyjIoca (см. 
[I], следствие 12, или [б],теорема 6.4) показано, что все 
максимальные левые (правые) идеалы банаховой алгебры замк­
нуты*, если она содержит ограниченную правую (левую) аппрок­
симативную единицу. 
Известно,(см. (%], стр. 77), что регулярные максималь­
ные односторонние и двусторонные идеалы в Q-алгебрах замк­
нуты. При этом существуют (см. выше) Q -алгебры, в которых 
не все максимальные идеалы замкнуты. Чтобы описать условия 
замкнутости всех максимальных идеалов в метризуемых Q-ал­
гебрах, через C 0(A) обозначим множество всех последова­
тельностей (сС)сА , которые стремятся к нулю в топологии 
алгебры А . 
Справедлива следующая 
Теорема. Пусть А - метризуемая Q-алгебра над F. Ес­
ли выполнено условие 
(хк) для каждой (q^ е Clb (А) существуют (L) е Co(A) 
и fee А такие, что ) при всех 
то каждый максимальный левый (правый) идеал алгебры А 
замкнут. 
Доказательство. Пусть L - максимальный левый идеал 
алгебры А и а - любой элемент замыкания идеала L в топо­
логии алгебры А . Тогда (ввиду метризуемости алгебры А ) 
существует последовательность (о*)с L , которая сходится 
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к Q e  в топологии алгебры А . Пусть, далее, ft,-Q 0  и In = 
-O 0-Q h  при » >І . Поскольку (tv,) е. C e(A) , то по усло­
вию (4.) существуют последовательность (е*)е C0(A) и сжА 
т а к и е ,  ч т о  в *  =  S t C  п р и  в с е х  п е М .  
Пусть L a-^aeA'. айв L^. Если ceL , то L c=A * в этом 
случае множество L c  замкнуто в топологии алгебры А . 
Пусть, теперь, е е AX L . Тогда L c, образует левый идеал ал­
гебры А . Поскольку множество A^ = ̂ at+і •. а еAr j  CfeL "Jj со­
держит L , то A 4=A . Поэтому с = Q 1C +C 1  для некоторых 
atefii и t'eL . Значит, (aa^-aje =- -ctleL для каждого аеА. 
Таким образом, идеал Lc регулярен (см. Ot]) и о'^А являет­
ся  пр а вой  е диницей  по  мод улю  L e .  
Чтобы показать максимальность идеала Le , предположим, 
что существует левый идеал M алгебры А , содержащий L e  и 
некоторый элемент me A\L C. Так как тьф L и множество A 1= 
*= lamt-hC : <зеА,СеЦсодержит L , то A j u=A . Поэтому 
с -QwMe-HC, 1  при некоторых а*бА и I e-L . Учитывая это, 
получим (а 1-Ct 1Q vm)tt = о'б'е L . Поэтому а' - аа'т € Lc и 
O t  = (а 1  - O 1QV) + O 1Q 1Vnе М, что не возможно. Таким образом 
Lc является регулярным максимальным левым идеалом алгебры 
А и поэтому L 6, замкнут в топологии алгебры А . 
Нетрудно заменить, что при всех neN , где 
I 4*C 1  и в* = ¢,-Ch при /і>1 . Поскольку последователь­
нос т ь  ( S m ) ^L c  и  с х о ди т с я  к  C 1  в  тополо гии  а л г е бры  А  , т о  
^mL e  . Отсюда ясно, что C^eL . 
Доказательство для правых идеалов проводится аналогич­
но. 
У. Пусть А - локально W-выпуклая алгебра'над F (см. 
[4]), топология которой определена системой 
непрерывных полунорм. Сеть (в^)>вдСА называется огра­
ниченной левой аппроксимативной единицей алгебры А , если 
I )  Ц т  - а ) -  О  п р и  в с е х  * е  С  и  а е А  
Ограниченная правая аппроксимативная единица алгебры А оп­
ределяется аналогично. 
В статье [2] (см, также [5]) показано, что каждая пол-
ж 
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ная метризуемая локально па -выпуклая алгебра А над С удов­
летворяет условию (О, если А содержит ограниченную пра­
вую (левую) аппроксимативную единицу. Учитывая это, имеет 
место 
Следствие I. Пусть А - полная метризуемая локально т -вы­
пуклая в-алгебр а над С , содержащая ограниченную правую( ле­
вую) аппроксимативную единицу. Тогда каждый максимальный ле­
вый (правый) идеал алгебры А замкнут. 
3. В [8], стр. 34 ,  отмечено (без доказательства), что 
теорема факторизации банаховых алгебр остается справедливой 
и для полных локально ограниченных алгебр над С . Поэтому 
такие алгебры удовлетворяют условию («О . Кроме того, пол­
ные локально ограниченные алгебры являются метризуемыми 
Q-алгебрами (по лемме З.б из [?]). Следовательно, по тео­
реме !,справедливо 
Следствие 2. Пусть А - полная локально ограниченная ал­
гебра над <Г , содержащая ограниченную праву»(левую) аппрок­
симативную единицу. Тогда каждый максимальный левый (правый) 
идеал алгебры А замкнут. 
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algebras. Mem. Amer. Mafch. Soe.,1952,11.1-79. 
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J. НЕ ЯВЛЯЕТСЯ РАДИКАЛОМ КУРОША-АМИЦУРА 
К. Каарли 
В настоящей заметке строится контрпример, показывающий, 
что известный в теории почти-колец радикал Je не является 
радикалом в смысле Куроша-Амицура. Необходимые сведения о 
почти-кольцах читатель найдет в [і]. 
Пусть A= - циклическая группа порядка 4 и В -
счетная группа экспоненты 2. Представим элементы В как 
0,!-последовательности с конечным числом единиц и пусть 
С - подгруппа в В , состоящая из последовательностей с 
четным числом единиц. Положим 6 = А + В> и отождествим 
А и В с их каноническими образами в 6 . 
Зададим на В преобразование ? правилом 
Y(O) = (1,0,0,...), 
(0,.,.,0,1, х,, X1, •. •) = (0 , » . » , I ,  •  •  * )  
к. >. 
и определим на (д преобразование -4, формулой 
U4H.. £ а= я.. 
Пусть S - почти-кольцо преобразований на 61 , порож­
денное единственным элементом 4. . Отметим, что фактичес­
ки S состоит из всех "полиномов" + ... + 
Кроме S рассмотрим почти-кольцо T, состоящее из всех 
преобразований t на <д , удовлетворяющих условиям: 
1) t постоянно на С \ (0), причем ( С \ (0} 
2) t постоянно на В\С , причем ( Б\ С) < е 2 А+В 
3) I (л и / 0 64)} . 
Теорема. Пусть А/ - почти-кольцо преобразований группы 
G , порожденное почти-кольцами 5 и T . Тогда 
1) S является идеалом, а T- правым идеалом в А/ и 
N = S + T ; 
2) S = /о(АЛ; 
3) S является S-идеалом в <3» и Сі/В - 0-неприво-
димый S -модуль. Следовательно, S / J0 ( S )• 
Л и т е р а т у р а  
1. Каарли К., Минимальные идеалы в почти-кольцах. Уч. зап. 
Тартуск. ун-та, 1975,  366, 105-142. 
О СВОБОДЕ ПОЛУГРУППЫ СПЕЦИАЛЬНЫХ ИДЕАЛОВ 
У. Кальюлайд 
1. Известна роль сплетений групп при доказательстве сво-
бодно-порожденности неразложимыми многообразиями полугруппы 
нетривиальных групповых многообразий; теор. 23.4 (Шмелькина 
и Нейманов) в [4]. Конструкция треугольного произведения 
позволила автору доказать, что свободна также полугруппа 
многообразий представлений (над любым полем) полугрупп, [2]. 
Для теоремы Шмелькина-НеЙманов имеется, однако, и другой 
путь доказательства, использующий иную технику, [б]. Руко­
водствуясь этим, приведем здесь еще одно доказательство от­
меченной выше теоремы из [2], основанное на рассуждениях 
работы [5]. При этом уместно сформулировать этот результат в 
следующей форме. 
2. Теорема. Пусть К - поле, а F- свободный моноид с 
элементами счетного множества X =f хі > хз. > • ] в каче­
стве системы свободных образующих. Полугруппа собственных 
специальных идеалов полугруппового кольца К Г F J свободна. 
Доказательство. В [5] отмечается, что кольцо R-KlFl 
является левым и правым FI-кольцом без нетривиальных инва­
риантных справа элементов. Следовательно, можно воспользо­
ваться теоремой 5 из той же [5]; согласно этой теореме, по­
лугруппа 3? всех ненулевых двусторонних идеалов кольца R 
свободна с множеством всех неразложимых собственных идеалов 
R в качестве системы свободных образующих. Далее, заметим, 
что произведение собственных специальных идеалов кольца R 
будет снова собственным специальным идеалом в R , и этим в 
9¾ выделяется подполугруппа Yv таких идеалов. Теорема 
будет доказана, если для любых идеалов А и В из IR 
таких, что ABePz мы покажем Ae-Yv- и 
Это последнее утверждение и будем доказывать теперь. 
Заметим, что из однозначности разложения идеала А £ Tv 
на неразложимые множители вытекает инвариантность всех этих 
множителей относительно всякого специального автоморфизма 
кольца R. Название "специальные" носят те автоморфизмы 
ю 
(эндоморфизмы) кольца R, которые индуцированы автоморфиз­
мами (эндоморфизмами) моноида F. 
Далее, удобно ввести следующее понятие. Эндоморфизм 
кольца R назовем особым, если ,он индуцирован таким эндо­
морфизмом ч моноида Г , что X с . Покажем, что 
для любого особого эндоморфизма (і : R R имеем A сАІ, 
Действительно, пусть и - любой элемент в A7 а подмноже­
ство S = fX1 )•.XnJ с X такое, что и € К[хи--.,хп1. 
В силу особости <2. существуют такие что Xizt = *l, 
с е іп . Рассмотрим подстановку f на X такую, что х/= 
= Xr , Cein , и продолжим ее до автоморфизма R. Ясно, 
что f является специальным автоморфизмом /? и согласно 
сделанному выше замечанию имеем поэтому - А, По нашей 
конструкции иП - и • следовательно, и = € A^ = A^, 
Этим А с доказано. 
Завершаем теперь доказательство основного утверждения. 
Из особости л и специальности идеала AB вытекает 
AB => A^B з,Д8, 
а тем самым и соотношение А Б =A^&>. Особость ^ влечет 
также Rt — R. Поэтому A^ - идеал в R и теперь из 
свободы полугруппы rR следует, в частности, что A . 
Далее, пусть ^ - любой специальный эндоморфизм кольца R. 
Для всякого и € А можно построить особый эндоморфизм 
Yi : R —* R , совпадающий с ^ на элементе и. Действи­
тельно, для всех Xi е S полагаем х^ = XiP е F , а на 
дополнении X < S определяем п как произвольную 
сюръекцию X \ S —** X. Полученное таким образом отображение 
^ X —*• F продолжим до специального эндоморфизма у -•/?-> 
Ry который будет особым по построению. Имеем ~иІ€ 
€ •= А , что доказывает специальность идеала А. Ана­
логично доказывается специальность В. Теорема доказана. 
3. В кольце KCFJ можно построить свободное дифферен­
циальное исчисление Фокса [3] и вывести, в частности, все 
результаты, которые реферируются на первых двух страницах 
работы [I]; опускаем детали этого перевода свободного ис­
числения в полугруппевую ситуацию. Имея это, можно доказать 
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следующее утверждение. 
Предложение I. Пусть многообразие Q линейных представ­
лений полугрупп задается битождествами вида ^cu=Oj где в 
запись элементов і е KLFJ входят лишь а элементов из 
X . Тогда равенство - Qi • Qx • ... • л, при т >г не­
возможно . 
Из нее немедленно вытекает 
Предложение 2. Если в условиях и обозначениях предложе­
ния I дополнительно имеем п - { } то многообразие нераз­
ложимо. 
Доказательство предложения I проводится параллельно со­
ответствующему доказательству в групповом случае, [I]. Не­
сколько видоизменить надо лишь начало доказательства леммы 
I на стр. І209-І2І0 работы [I], где выводится определенного 
вида выражение для элемента и . Но это выражение имеется 
для элемента и также в кольце KCFJ • следует учесть со­
отношения 
которые выполнены для любых X1;, Xj е X и любого t € /А/. 
Дальнейшие подробности опускаем. 
Л и т е р а т у р а  
1. Гринберг А.С., Об умножении многообразий пар. Сибирск. 
матем. ж., 1973, 6, I207-1215. 
2. Кальюлайд У., Треугольные произведения представлений по­
лугрупп и ассоциативных алгебр. Успехи матем. наук, 1977, 
4, 253-254. 
3. Кроуэлл Р., Фокс Р., Введение в теорию узлов. Москва, 
1967. 
4. Нейман X., Многообразия групп. Москва, 1969. 
5. Bergman G., Lewin J., The eemigroup of ideala of a j'г 
ів (usually) free. J. London Math. Soe., 1975, 11, 21-31 
6. Dunwoody M,, On produet varieties. Math. Zeitschr., 1968 
104, 91-97. 
' СИЛЬНАЯ ПЛОСКОСТНОСТЬ плоских 
ФАКТОРПСГЛГОЧОВ РИСА 
М. Кильп 
Пусть S -моноид. Левый S-полигон M называется с л» 
бо плоским, если функтор фМ сохраняет все включения JTsS 
где I - правый идеал моноида S. Левый S-полигон M на­
зывается плоским, если • M сохраняет все мономорфизмы 
правых $ -полигонов (см. [_%]). Левый $ -полигон M на­
зывается сильно плоским, если # M сохраняет все уравнители 
и' коунивер^.альныз квадраты правых S-полигонов (см. [2] ). 
В [lj показано, что факторполигон Риса 5/1 моноида S по 
левому идеалу I является слабо плоским тогда и только тог­
да, когда S/I является плоским. 
Теорема. Следующие свойства моноида S эквивалентны: 
(1) все плоские левые, факторполигоны .моноида S Яв­
ляются сильно плоскими, 
(2) либо в S существуют элементы х,у такие, что 
х SO у S = уб, либо S удовлетворяет следующим трем ус­
ловиям: 
а) для произвольных х,у б S существует ZeS такой, 
что xZ= у*, 
б) из = следует € = О, 
в) для любой последовательности 
* * * *' *4»1 ап+і»*" 
элементов моноида S ,где An = для всех натураль­
ных п., существует такое натуральное число N , что 
Л и т е р а т у р а  
1. Кильп M., Классификация моноидов по свойствам их фак-
торполигонов Риса. Уч.зап. Тартуск. ун-та, 1983, 640, 
29-30. 
2. StenatromfB., Flatness and localization over monoids. 
Math. Nachr., 1972, 315-334. 
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О ПОЛУГРУППЕ ЭНДОМОРФИЗМОВ ДШМОЙ АБЗЙЕВОЙ ГРУППЫ 
П.Пуусемп 
Для произвольной группы 6 обозначим через t tui, Gi 
полугруппу всех ее эндоморфизмов. Имеет место 
Теорема. Бели полугруппа всех эндоморфизмов некоторой 
группы G изоморфна полугруппе £>си155 , где % - непе­
риодическая делимая абелева группа, то группы Gl и й изо­
морфны. 
Преаде чем доказать теорему, докажем три леммы. 
Леша I. Вели ^иІ(х-4гиІСі или WLGL^ WLCJ^^TO груп­
па G коммутативна ( Q. - аддитивная группа всех рацио -
нальных чисел, CQpoe) - группа типа р°° ). 
Доказательство. Пусть выполнены предположения ледеш. 
Тогда в полугруппе ^rui GL всегда из равенства сле­
дует р=.О или oL=l, ибо аналогичным свойством обладают 
полугруппы ^irvcLи . Полугруппа является 
кошутативной. Поэтому группа всех внутренних автоморфиз­
мов группы Gi также коммутативна. Следовательно,коммутант 
GLz группы GL содержится в центре £(&) группы Q. и отоб­
ражение к,* *• G —* G , определяемое равенством [<^ кЗ= 
=. afVoL, является эндоморфизмом группы G при каждом 
K.€.GL . Вели CLQ, Gi , то внутренний автоморфизм си , порож­
денный элементом CL, удовлетворяет равенствам, G(К*-А)= 
* [а[аг. . к*-о>к\ Из последнего равен­
ства следует, что KNO или au-1. Так как Pi, CL - произ­
вольные элементы из группы Gi , то отсюда следует коммута­
тивность группы G. . Лемма доказана. 
Лемма 2. Если ^ KcLGi^-WLQ., где G. - некоторая груп­
па,  то  Q. .  
Доказательство. Предположим, что Тогда 
по л ш I группа Gt является абелевой. Каждый ненулевой 
эндоморфизм группы GL является автоморфизмом, ибо анало­
гична! свойством обладает группа (Ц . Поэтому Gi-Q4 или 
G^Cp, р - простое число, где Cp - циклическая группа по­
рядка р (см. [4], предложение). Но группа определяется 
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своей полугруппой эндоморфизмов в классе всех групп (см. [I], 
теорема 4.2). Следовательно,Лемма доказана. 
Лежа 3. Вели іде Gi - некоторая группа 
и SB - делимая абелева группа, то группа GL коммутативна. 
Доказательство. Пусть выполнены предположения леммы. 
Тоіда . где $>- * Ct иди C-^p60) • Обозначим 
через Iel проекцию группы Й на подгруппу S1 , а через л* 
образ элемента Oiettxdb при изоморфизме ^ . Пусть 
GiL=3<wst:*. Тогда WLfcl (см. [lj , лемма 1.6) и по 
лемме I группы коммутативны. Цдемпотенты $с*, te j , по­
парно ортогональны и суммируемы (см.[2], лемма 2). Поэтому 
группа H = < G4 i > , порожденная подгруппами Gl груп­
пы GL , является коммутативной. 
Пусть L&G. Тогда 1 обладает в 5>irvdLGi свойством 
St*.tv =-StlM L&3). Если tv= d*, ТО OL= ( LC j ). ЯСНО, 
что cL-l. Следовательно, КлК<а) и И с 51 CGL) . В силу 
включения И c£(GO теперь ясно, что =. st> для кадцого 
гQ . Аналогично равенству L=I получим | = 1 , т.е. е. 
. Поэтому Gt с %(&) и группа GL коммутативна. 
Лемма доказана. 
Доказательство теоремы. Пусть £=г\Д& ^ krvd& , I^e JB 
- непериодическая делимая абелева группа. По лемме 3 группа 
GL является коммутативной. Тогда 
іде A1^ Q ( ІеЛ ) и fc. ~ ). Отметим , что 3*0 
в силу непериодичности группы . Обозначим через \ про­
екцию группы S на подгруппу Aji и через t- проекцию 
группы S на подгруппу . Образы элементов icL и при 
изоморфизме (Lixd£)^.4njdut>. обозначим соответственно через se* 
и < >. Так как {it>, r> \ U3 \ - совокупность попарно ор­
тогональных и суммируемых идемпотентов, то 
< А * Л >  I  і е З , j 7  =  ( . Ф A 1 * )  © ( < в ^  В > ) ,  
где А*==3тлс> и 
В силу леммы 1.6 из [I] A** (Snac5)S 4rulQ. Тогда 
по лемме 2 А*-&. Аналогично получим, что 
Щ и 6Q . Так как группы неразложимы (в1 
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прямое произведение), то группы В-* также неразложимы (см. 
\1\, следствие І.І4). 
Докажем, что Б*^ С, ^ р.*") для каждого . Для этого 
заметим,  что ИотЛ\ Д>0,  *ибо группа С.изоморфна не -
которой факторгруппе группы ¢1 . Тогда также Honv 
(см.[3], лемма I). Отсюда следует, что C(^ee) для Неко­
торого с^., ибо У- <0. , гомоморфный сЬраз делимой 
группы деішм, делимая подгруппа выделяется в виде прямого 
слагаемого в самой группе и группа Ь* неразложима. Поэтому 
CCfraoK^л^СШи (3:аЧ./смЛ31. лемма 7). Следовательно , 
£>-* * ССрП для вдцого и 
Так ііак группа делима, го Gl - ^ для некоторой 
подгруппы С группы Gi . Обозначим через fc* проекцию груп­
пы Gi на подгруппу С . Тоіда и О1"для каждых 
U j  ,  .  П о э т о м у  I t ^ t C = O  и  T i S C - O  д л я  к а а д ы х  U I ,  
Ясно, что такой X является нулевым. Следовательно, -X+- Ok 
и Gt-fi* аг.В . Теорема доказана. 
Отметим, наконец, что в работе [5] рассматриваются коль­
ца эндоморфизмов непериодических делимых абелевых групп. Там 
доказано, что если % , £>*" - делимые абелевы группы, причем 
% - непериодическая, и кольца всех эндоморфизмов групп й 
и 6*" изоморфны (пусть * - указанный изоморфизм), то су­
ществует такой групповый изоморфизм t: что 
= T4OLtr для каждого эндоморфизма ос группы % . 
Л и т е р а т у р а  
Й^ЧЙгГЙК.'W^?T!?8!r0B r"mu 
2. Цуусемп П., Об определяемости периодической абелевой груп­
пы своей полугруппой эндоморфизмов. Изв. АН ЭССР, Физ. , 
Матам., 1980; 25, * 3, 241-245. 
3. Пуусемп П., Об определяемости периодической абелевой груп­
пы своей полугруппой эндоморфизмов в классе всех периоди­
ческих абелевых групп. Изв. АН ЭССР, Физ., Мат м., 1980 , 
29, * 3, 246-253. 
4. Szele, Т., Die Abelschen Gruppen ohne eigentliche Bndo -
morphismen. Acta sci. math. Szeged, 1950, 13, 54-56. 
5. May, W., Bndomorphlsm rings of abelian groups with ample 
divisible subgroups. Bull. London Math. Doc., 1973, 10, 
Nr. 3, 270-272. 
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0- И Ä-КЛАССЫ В ПОЗИЦИОННОЙ MIWE логики 
Э. Реди 
Пусть N - множество всех натуральных чисел (без нуля), 
E k -  { 0 ;  1 ;  . к ~ 1 )  и  I E  ш ( Е к ; к е І )  ,  г д е  I c N .  
Чщ)ез S(E) обозначается симметрическая поликатегория [2] 
над системой E и над полным полиграфом (без нульмерных 
граней). При 1 = (2} соответствующая система S(E2) называется 
позиционной алгеброй [I, с. 127] логики. 
Определение I. функции f^Skr, и geS?» называются 
of-эквивалентными, ^если существуют функции C 1C S k",..., c„eS[\ 
d^e ,... , dne такие, что " 
f  = C 1  х  . . .  c h х  д ,  д  =  . . .  d n y f .  
Определение 2. функции j е S k* и де называются 
«^-эквивалентными, если существуют функции CeS^dtSk так, что 
Определение 3. функции f е 5кп и называются 
(©-эквивалентными, если существует функция h  £  так, что 
f и h являются ^-эквивалентными, а h и д - !^-эквивалентными, 
Функции из S 2  7  2 нумер ируем соответственно таблице I. 
Таблица I 
О I 2 3 4 * # # 8 ...16 ...32 • •• 64. • .128. ..255 
IH О О O О о о о о О I I 
IIO О О O О о о о о I О I 
IOI О О О О о о о I О О I 
IOO О О О О о о I о О О I 
OII О о О о о I о о о О I 
OIO О о О О I о о о о О I 
OOI О о I I о о о о о О I 
ООО О I О I о о о о о О I 
Поскольку отношения £ и % коммутируют, то отношение 
oÖ является их объединением, причем 5?-класс и of-класс пе­
ресекаются тогда и только тогда, когда они содержатся в од­
ном 0-классе. 
Теорема I. В позиционной алгебре логики S(E2) множества 
трех- и двухместных функций разбиваются на S-классы, изоб­
































































































































I 90( 1651 |I02 153 105 150 0 255 
Таблица 3 






3 12 5 IO б 9 
В этих таблицах большие прямоугольники означают <0-классы, 
маленькие означают /-классы (как обычно, Ж «клас­
сы, стоящие в одном столбце (в одной строке), образуют £-
классы (соответсвенно, # -классы). 
Теорема 2. В поликатегории S(E) $ -класс, содержащий 
функцию j , состоит из ZCf/(t-s){ элементов, где s есть число 
элементов в образе функции / и сумма берется по всем 6 
[t* S ) ИЗ Г . 
Следствие I. В позиционной алгебре логики S ( E z )  всякий 
$-класс- содержит два элемента: функцию и ее отрицание. 
Следствие 2. В позиционной алгебре трехвалентной логики 
SfE 3) все $ -классы содержат либо 3, либо б элементов. 
Совокупность двухместных функций в позиционной алгебре 
трехвалентной логики разбивается на один трехэлементный 
класс (состоящий из постоянных функций), 255 шестиэлементных 
классов, состоящих из функций с двухэлементными образами, и 
3025 шестиэлементных классов ̂ состоящие из функций с трехэле­
ментными образами. 
Следствие 3. В поликатегории S ( E z y E l )  Все £-классы со­
держат либо 5, либо 8, либо б элементов. Они состоят из фун­
кций с одно-, двух- и трехэлементными образами, соответст­
венно. 
Л и т е р а т у р а  
1. Белоусож В.Д., п-арные квазигруппы. Кишинёв, 1972. 
2.Реди 3., Односторонние идеалы симметрических поликатего­
рий. Уч. зап. Тартуск. ун-та, 1974, 336, 31-61. 
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ОБ АФФИННОЙ ПОЛНОТЕ МОДУЛЕЙ 
А. Сакс 
Рассматриваются унитарные модули над кольцом с едини­
цей R . Если модуль M порождается подмножеством {а,,,. ,а*,}, 
то обозначаем этот факт через M = <сц,..., а*. > . Функция 
f :М —»М называется согласованной, если для произвольных 
U = 4,..., и, ) имеем 
^ ( » • • • ~ ^(^4 ;«««; "" » • • • 10.^— (з^ ̂ . 
Функция j, :МК—+Ы вида 
(^-4 » • • • I&n, ) = + . . • + (о I 
где I4ЛпЛ R , t&M, называется полиномиальной. Множес­
тво всех rv-арных согласованных (полиномиальных) функций на 
модуле M обозначим через Ck(M) (Pk(M)). Модуль M называется 
аффинно полным, если Ck(M) = Pfv(M) для всех п,> 4 . 
Получены следующие результаты. 
Теорема I. Пусть А и В модули над дуо-кольцом без де­
лителей нуля. Если А непериодический и В точный, то их пря­
мая сумма аффинно полная. 
Следствие. Векторное пространство аффинно полно тогда 
и только тогда, когда его размерность не меньше двух. 
Теорема 2. Нециклический свободный модуль над любым 
кольцом является аффинно полным. 
Теорема 3. Пусть R - кольцо квадратных матриц над те­
лом. R-модуль M является аффинно полным тогда и только тог­
да, когда он имеет не меньше двух простых прямых слагаемых. 
Отметим, что теорема I является обобщением одного ре­
зультата Нёбауэра [1 ], а утверждение следствия впервые по­
лучено В рнером С 2]. 
Л и т е р а т у р а  
1. Nobauer, W., Ifflnvollatandigen Moduln. Math. Nachr., 
1978, 86, 85-96. 
2. Werner, H., Produkte von Kongruenzklaeaengeometr ien uni-
vereeller Algebren. Math. Z., 1971, 121. 111-140. 
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К ШРЕЩЕЛЯЕЮСТИ МАЛЫХ КАТЕГОРИЙ 
В. Фляйшер 
В работе Iil автором была доказана определиемость сво­
бодного полигона над моноидом своей полугруппой эндоморфиз­
мов. Обобщению этого результата посвящена работа Л.А. Скор-
някова [3] , в которой рассматриваются сплетения моноидов. 
В настоящем сообщении мы дадим другое обобщение резуль­
тата работы [13 на случай малых категорий. Пусть JC произ­
вольная малая категория, т.е. категория, объекты которой 
составляют множество. Через OS Ji будем обозначать мно­
жес т в о  о б ъ е к т о в  к а т е г о р и и  X  .  Для  п р о и з в о л ь ных  A 1 B e  OiJC 
множество морфизмов из объекта Л в объект В в категории !К 
обозначим через 8) . Категорию JC назовем сильно 
связанной, если для любых Л } &€ОвЭ<. 
Известно ([.Zl , следствие 5.1.2), что всякая малая ка­
тегория конкретна, т.е. изоморфна подкатегории категории 
множеств. Поэтому в дальнейшем объекты малой категории % 
мы будем считать некоторыми множествами. 
Пусть CK - произвольная сильно связанная малая катего­
рия и пусть OiJi . Через Л обозначим попарно 
-  неп е р е с е к ающее с я  о бъ е дин ени е  множе с т в  А ;  ( і € 3 )  ,  т . е .  
к =• QfAj На множестве А рассмотрим множество 
отображений в себя, определяемое следующим образом. Отобра­
жение ij?: A-* Л принадлежит %>д(30 в  том и только том 
злучае, если для любого It iJ найдется морфизм d £ ЖЛ;,А:) 
при некотором JeJ такой, что . ® 
i f f t iO  ̂ oL (аО 
для любого О-і € Л і . Ясно, что множество S^(У^ является 
полугруппой. 
Теорема I. Пусть и о£ - произвольные сильно связан­
ные малые категории, 0$ Ji (iej}, О Zf В{С; I Jfi ПРИ_  
чем и  пусть Л^О^с , С в-ДС," . Полу­
группы и S c(Sf) изоморфны тог^а и только тог­
да, если категории и Ž изоморфны. 
Покажем теперь, как из теоремы I следует определяемоеть 
свободного полигона над моноидом своей полугруппой эндомор­
физмов ([.1 3, следствие 2). Пусть R - произвольный моноид 
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и F -  свободный правый R- полигон с базой X 
Пусть ЗС полная подкатегория категории ро£ -R всех правых 
R -полигонов, объекты Ci Зі которой суть свободные цикли­
ческие полигоны Xi R (ІёЗ ). Ясно, что в этом случае ка­
тегория ЗС является сильно связанной. Теперь остается заме­
тить, что SpfaOсEnct f tF и применить теорему I. 
Аналогичным образом теорема I позволяет полностью ре­
шить вопрос об изоморфизме полугрупп эндоморфизмов произ­
вольных проективных полигонов. Известно, что всякий проек­
тивный правый Я-полигон P представим в виде объединения 
попарно-непересекающихся правых идеалов (LeÜ), по­
рожденных идемпотентами . Пусть теперь ЗС - полная 
подкатегория категории poi- R , объекты которой OS ЗС--
s(€;R. I ІеУ] . Заметим, что категория ЗС сильно связанная, 
поскольку для любых € З отображение R R такое, 
что а^для любого t€ R , является R -гомомор­
физмом. Теперь легко убедиться, что =- EncL f iP При­
меняя теорему I, нетрудно получить необходимые и достаточ­
ные условия изоморфизма полугрупп эндоморфизмов проективных 
полигонов. Отметим однако, что проективный полигон своей 
полугруппой эндоморфизмов,вообще говоря, не определяется. 
Из теоремы I очевидным образом вытекают также результа­
ты об определяемости свободных топологических или упорядо­
ченных полигонов (см.[43). 
Л и т е р а т у р а  
1. Фяяйшер В.Г.,Определяемость свободного полигона его по-
л^ппой эндоморфизмов, Уч. зап. Тартуск. ун-та, 1975, , 
2. Цаленко М.Ш., Шульгейфер Е.Г., Основы теории категорий. 
Наука, 1974. 
3. Skornjakov L.A. On tehe wreafch producfe of monoida, Uni-
veraal algebra and applioafcions, Banach Cenfcer publi-
oations, Vol. 9, 1982,181-185. 
4. Knauer U., Mikhalev A.V. Endomorphism monoids of acfcs 
over monoids, Semigroup Forum, Vol. 6, 1973»50-58. 
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ОБОБЩЕНИЕ ОДНОЙ TECP ЕШ ГРОТЕНДИКА 
А. Aacма 
Пусть X - пространств» с положительной ме­
рей, F - пеле IR или £ , А - лекальне выпуклее пространстве 
над F , тепелегия которого епределена семейством : оіебС] 
непрерывных пелунерм, и «£ fX,А) - множестве всех (классов 
эквивалентнестей) А-значных ^-измеримых функций ^ на X , 
для квторых 
(4) = J р< (^Х)) с(р < too 
X 
при всех Л€0(. Множество обCX,А) наделим лекальне выпук­
лой тепелегией, определенней системей пелунерм {: 4. € <М j . 
Пополнение множества А) в этой топологии обозначим 
через СЩА) . Алгебраические операций на L(X yА) опре­
делим поточечно. Таким образом LfX, А) еЪть локально вы­
пуклее пространстве над Fr . 
Пусть AeB - тензорное произведение локально выпуклых 
пространств А и S , наделенное проективной топологией, а 
А&8 - его пополнение в этой топологии. Как показал Гретен-
дик И, пространства L(X,F)®A и L(X,А) топологически 
изоморфны. В данной заметке дается аналогичное описание 
пространства L (У,А)@8 в случае, когда А и 6 - локально 
выпуклые пространства над F. 
Для этого нужны 
Лемма I. Пусть А ,в,С и D - локально выпуклые прост­
ранства над F , а Д-» С и &-+D - топологические изо­
морфизмы. Если множества pfA) и 0(8) всюду плотны в С и 
D соответственно, то ігоодолжение изоморфизма 
£•0: А®6 —р-СФО 
на ASe является топологическим изоморфизмом пространств 
А®6 И СбО. 
Лемма 2. Пусть А,В и С - локально выпуклые простран­
ства над F . Тогда пространства А<8 (веС)и ("А® В)® С то­
пологически изоморфны. 
По леммам I и 2 справедливо следующее обобщение теоремы 
Гротендика Cll. 
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Теотзема. Пусть А и В - локально выпуклые пространства 
над F и Xц) - пространство с положительной мерой. 
Тегда пространства LfX,А)® 6 и LfX y  А® тепелегически 
изоморфны „ 
Поскольку пространства L(X^X v) и L (X 4) LfX 1.)) 
топологически изоморфны (см.QJ,), т@ имеет место 
Следствие I. Пусть А и 6 - локально выпуклые прост­
ранства над F и X k  =(3£ к )Х к )рк) при K=I fг - пространства 
с пел ежите льными мерами. Ter да пространства L(X 4 jA)e>L(X 4 )8i) 
и L(X #xX a, А^В) топологически изоморфны. 
Нетрудно заметить, что пространства L(X fA) и L(X, Б) 
топологически изоморфны, если топологически изоморфны про­
странства А и В . Учитывая это и выше сказанное, справед­
ливо следующее обобщение результата из Ц]. 
Следствие 2. Пусть А - локально выпуклое пространство 
над F и Х к г=('Э^ 12 ч^ с к=І,2 - пространства с положитель­
ными мерами. Тогда пространства L(X V >L(X 4 >A)) и LO^kX j l jA) 
топологически изоморфны. 
Л и т е р а т у р а  
1. Grothendieck A., Prodaibs fcensoriels fcopologiques et es-
paces nucleaires. Mem. Amer. Math. Soc., 1955,26,1-I/о. 
2. Willoox А.В., Note on certain group algebras. Proo.Amer. 
Math. Soc., 1956,2,874—879» 
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СПЕКТРАЛЬНОЕ ПРОСТАВЛЕНИЕ И РАЗМЕРНОСТЬ НЕКОТОРЫХ 
КЛАССОВ ПАРАКОМПАКГОВ5 БЛИЗКИХ К МЕТРИЗУЕМЫМ 
Ю.Х.Брегман 
Определение I. Обратный спектр (Х*,& Aj назы­
вается жестким, если все пространства Х* являются параком-
пактами, все проекции JL% - уплотнения, ̂  - 6-дискретная 
сеть в Х«і и Jifi (3*) = ¾, для любых •< >уЗ . 
Теорема I. Предельное пространство жесткого спектра яв­
ляется паракомпактным ^-пространством (т.е. пространством с 
^-дискретной сетью) й каждое паракомпактное 6-пространство 
гомеоморфно пределу жесткого спектра из метризуемых прост­
ранств. 
Теорема 2. Для топологического пространства X следующие 
условия эквивалентны: 
I/ X является паракомпактным 6-пространством и dCm X^zt; 
2/ X гомеоморфно пределу жесткого спектра кз пространств 
размерности dLim не более ъ> ; 
3/ X гомеоморфно пределу жесткого спектра из метризуемых 
пространств размерности oUtn не более # . 
Теорема 3. Пусть ^ :Х-»У является уплотнением регуляр­
ного пространства X на паракомпакт У и пусть f является та­
кой ^-дискретной сетью в У, что /™7£) будет сетью в X. 
Тогда существует паракомпактное пространство Z и уплот­
нения у :Х-» 2 и к : 2 -» У такие, что Ыші Ъ 4 cUmX, 
и f = . 
Теорема 4. Для произведения бесконечной системы прост­
ранств со счетной сетью { X* UtA) имеет место неравенство 
с&>* П{Х * : ^ Ajf Л/ , если все конечные подпроизведения 
этого произведения тлеют размерность не более и, . 
В докладе будет также дана спектральная характеристика 
класса ^-пространств (т.е. регулярных пространств с ^-кон­
сервативной сетью) . 
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КРИТЕРИИ СУММИРУЕМОСТИ РАСХОДЯЩЕЙСЯ 
ПОСЛЕДОВАТЕЛЬНОСТИ К КРАЙНЕЙ ТОЧКЕ ЕЕ 
ЯДРА РЕГУЛЯРНОЙ ПОЛОЖИТЕЛЬНОЙ МАТРИЦЕЙ 
Н.А. Давыдов 
Говорят, что последовательность!комплексных чисел 
суммируется к числу Z матрицей А = (()) (< - о, ъ >), если 
ряды 
(!) 
сходятся для каждого іл-о,и^ . Матрица А на­
зывается регулярной, если она суммирует каждую сходящуюся 
последовательность к ее пределу. 
Точка ^ называется крайней точкой ядра в смысле Кноп-
па (I. с.7Ч- ) расходящейся последовательности , если 
она не является внутренней точкой никакого отрезка прямой, 
целиком лежащего в ядре этой последовательности. 
Справедливы следующие теоремы 1-4: 
Теорема I. Для того чтобы регулярная положительная мат­
рица А-(LG-пк)) суммировала хотя бы одну ограниченную расходя­
щуюся последовательность к крайней точке ее ядра, необходимо 
и достаточно, чтобы 
Іспг тах апК-0. (2) 
Эту теорему можно сформулировать иначе: для того чтобы 
регулярная положительная матрица А-&ал<)) не суммировала ни 
одной расходящейся последовательности к крайней точке ее яд­
ра, необходимо и достаточно, чтобы 
(3)  
•7-7-55 <5£И «*> 
Теорема 2. Пусть ArC(t2W)- регулярная положительная мат­
рица и j Zjj - расходящаяся последовательность комплексных чи­
сел, ядро Ru) которой имеет по крайней мере одну крайнюю 
точку, и пусть ряды (I) сходятся для каждого 
Для того чтобы матрица А суммировала последова­
тельность j к крайней точке Z1 ее ядра, необходимо и до-
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статочно, чтобы точка ^ была единственным А. -частичным 
пределом второго рода*^ этой последовательности. 
Теорема 3. Если регулярная положительная матрица A= 
=•( **)) суммирует расходящуюся последовательность к 
крайней точке ее ядра, то для любого $уо в & -окрест­
ность точки # попадают члены л- -), причем 
X. ~ і. 5-. °пс<1) 
із/ І. / о -г oo ьг/ <- і, 
Теорема 4. Для того чтобы регулярная положительная 
матрицаЛ^ЦОпк)) суммировала расходящуюся ограниченную пос­
ледовательность к крайней точке % ее ядра, необходимо 
и достаточно, чтобы для любого £>о в <Г -окрестность точ­
ки попадали члены , причем 
X Ои „ cij = 1 • 
л-*» ;-і і. , 
При доказательстве теорем приходится пользоваться лем­
мой I (2, с.29), следствием теоремы I работы [з], а также 
леммой: ^ 
Пусть А=((Ank)) положительная матрица, для которой 
о >•) , и{2*j - расходящаяся последователь­
ность комплексных чисел, ядро которой имеет по крайней ме­
ре одну крайнюю точку. Тогда из сходимости радов (I) для 
всех п=оуi,ž,... следует их абсолютная сходимость для всех 9 -
= 19, 1.2,"" 
Л и т е р а т у р а  
1. Харди Г., Расходящиеся ряды. М., ИЛ., I951, 504 с. 
2. Давъщов Н.А., Суммирование ограниченных последователь­
ностей регулярными матрицами. Респ. сб."Теория функций, 
функциональный анализ и их приложения", выпуск 23, Г975, 
3. Давццов Н.А., О ядре в смысле Кноппа регулярного поло­
жительного преобразования. Изв. вузов, Математика, 
 2(249), 1983, с. 30-40. 
Определение конечного и бесконечного А -частичного пре­
дела первого и второго рода последовательности см. в 
работе [3], с. 31. 
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О НЕРАВЕНСТВАХ СЛАБОГО ТИПА В ПРОСТРАНСТВЕ ХАРДИ 
А.Забулёнис, К.Адомайтис 
ПУСТЬ -ПОЛУПЛОСКОСТЬ [ ^ (о < р < oo) -
классическое пространство Харди функций, аналитических в 
. Положительная мера yt в называется мерой Карле-
со  на  порядка  j ?  (  j *  S  C v , )  [ з ]  ,  если  для  всех  x e f c f c l + ) W>0 
справедливо 
: \ х - X0 \ s V ;  < W ^ i CowA. W . 
Теорема вложения Карлесона-Дарена [2] утверждает, что 
JyV ^ Су» (а <<£<<*>) равносильно оценке 
\ I U2-Mp*d^l>) 4 Covvot l  tl 4 (О 
Пусть O^o < Л , , 
S5 Uo) ̂  6 Ü \ *- О * Н> Л V vH*= \, 
Определим следующее условие, налагаемое на меру у» 
\ ( 4 CowA1 ^ (. г. tB.^) 
/условие Cv не зависит от 5" /. 
Справедливы следующие утверждения: ^ 
Лемма I. Пусть ~ oo < ^< оа . Тогда ^ t C r f  равносиль­
но тому, что у р 6 ( j1» '• , 
Теорема I. Если і <оСч <х> , то условия С& и C r f  экви­
валентны. 
Следствие. Пусть 4 <. =t<oo . Тогда J* равносильно 
тому, что dyU)е О чг)^с1^в(„г) f  где Б C0 # 
Теорема 2. Пусть о < Ьо , J £ 4 . Тогда уЕ Cdc экви­
валентно неравенству слабого типа ^ 
j*  ̂г & Q-\ • \ U5-M 1̂ %-f Р> "̂ \ 4 Со\аД.  ̂
I ?>ö° 
Пусть L - пространство Марцинкевича последователь­
ностей , для которых САХХЛ UClvo \ > 1\ і Со чЛ. "I ^ 
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\г*\ - последовательность точек полуплоскости 
- оператор в пространстве Харда ; 
Последовательность % называется редкой, если 
Iwl 
I1V-
\ > 0 . 
W 
Из теоремы 2 следует обобщение результатов : 
Теорема- 3. Следующие утверждения эквивалентны: 
1. Последовательность Z можно разбить в конечное 
объединение редких подпоследовательностей. 
2. W) S ; 
3. і СW [ ^ c \  Uv УЦ < 
Аналогичные утверждения справедливы и дяя пространства 
Харди в круге. 
Л и т е р а т у р а  
1. Забулёнис А.Р . ,  Об одном операторе  вложения  в  пространст­
вах Харди. Лит.матем.сб., 1982, 22, 1 3, 93-97. 
2. Duren Р.Ъ., Iheory of Hp epaoee. I.Y., Acadealo Preee1 
1970. 
3. Aaar В., Bonaml А., Heaeuree de Jfcrleeon d ordre =T et 
eolutlone au bord de 1 equation *b , Bull. Soo. eath. 
Prance, 1979, 107, 23-48. 
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ПОРЯДОК ПРИБЛИЖЕНИЯ НОРМАЛЬНЫМИ 
СРЕДНИМИ РИДА ФУРЬЕ-ЧЕБЫІЕВА 
А.Кивинукк 
Пусть X - пространство непрерывных на [-I1 I] функ­
ций или пространство с нормой 
Il f I = I11 р (4 - ^ *Ц Р-
Тогда для ^ £ X имеем ее ряд Фурье-Чебышева 
f(x)~ f(0)+2Z f(k)TK^), д 
где Tk(x) = ооо алсьо-ixj- полиномы Чебышева, ^ (к) -
коэффициенты Фурье-Чебышева. П.Л.Бутцер, Р.Л.Стене [і] 
рассмотрели модуль непрерывности 
x^11' 
где оператор сдвига определяется рядом 
як ((X) ~ f(P) + л X f Ck) Т к«,) T k tX) . 
Пусть EwGf) - наилучшее приближение функции ^ алгебраи­
ческими полиномами. Тогда из результатов [2j следует для 
нормальных средних Зигмунда второги порядка 
^f(X) = \{о fV)T,<*) 
Теорема. Для всех ^ 6 X , и = имеем 
сАІГ - 40) 1 С0Т(| ; С0О-І-) Il ^ - £ и ̂  1 ̂  
^ 5" ̂ t4Gf) +" j I ; WO 
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К ОБОБЩЕНИЮ ОДНОЙ ТЕОРЕМЫ ЦЕЛЛЕРА 
3. Кольк 
Приведенное в данной заметке обобщение одной теоремы 
Целлера позволяет, в частности,с единой точки зрения полу­
чить две теоремы Г.Кангро ([23, теоремы 3 и 4). 
В теории суммируемости числовых последовательностей важ­
ную роль играет понятие ВК-лространства, т.е. банахова 
пространства последовательностей, в котором имеет место схо­
димость по координатам. Пусть f - множество всех последо­
вательностей, имеющих только конечное число ненулевых эле­
ментов. Говорят, что в ВК-пространстве ос имеет место схо­
димость по отрезкам, если и^.^ьт х =х в о( для всех^ 
тс = (%&)€ °( > где = §и\) 0) • - -)-
Для числовой матрицы A= (а- и к) и последовательности 
х =(^ l t) матричное преобразование А определяется равенст­
вами Ax = (A r t X), 
K c t - ( k z I N )  (!) 
в предположении, что ряды в ( I )  сходятся. Запись 
означает, что преобразование T отображает пространство X 
в пространство J4. Исвестна (см.[і], стр. 28) следующая 
Теорема Целлера. Если сх и уз> являются ^-пространст­
вами и в oL имеет место сходимость по отрезкам, то 
А :  A x e p  ,  H A x  I I i M I I x I I  (M>0,xecL fmeN). 
Пусть = (Jj c c), где S g t- - символ Кронекера. Поло­
жив в теореме Целлера о(.-I , где {х=(^ k): IMI=ZIŠkI < 0 0}, 
приходим к следующему результату (см.[I], стр. 28). 
Следствие I. В случае пространства р 
А: I-^fb 4=Ф Ае Кер (КСIN), IAeJ-Ов). 
При изучении суммируемости абстрактных последователь­
ностей ВК-пространства числовых последовательностей за-
1  Вместо urn ((к) пишем коротко fcmfOO. 
О K-TOO 
Свооодные индексы и индексы суммирования,' если пределы 
их изменения не указаны, принимают все значения из мно­
жества N = {4,2, -
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ііецяются BK-пространствами абстрактных последовательностей 
ИЛЕ т. н. обобщенными ВК-пространствами. 
Пусть E - банахово пространство над полем IR или (С. 
Тогда множество *(Е) всех последовательностей X= (зск),хкеЕ, 
является векторным пространством относительно покоординат­
ных операций. Линейное подпространство ос(£)с /ь(Е) с ло­
кально выпуклой топологией называется обобщенным {^-прост­
ранством, если вложение <х(Е)-> 4 (E) непрерывно, где *>(£) 
наделено топологией покоординатной сходимости. В частности, 
банахово обобщенное К-пространство называется обобщенным 
ВК-пространством. Говорят, что в обобщенном К-пространст-
ве «с(Е) имеет место сходимость по отрезкам, если ее(E) о 
~3f(E) и £і=х в л(Е) для всех хеосЕ) . где f(B) - мно­
жество последовательностей х£-б(Е) , имеющих только конеч­
ное число отличных от нуля в E элементов. 
известными обобщенными ВК-пространствами, рассмотрен­
ными также в работах [2,3],- являются при -HjcKoo 
с(Е)=(х=(хк)бб(Е): j&/nxKeE, 
v r(g)={x e<1(£):щіф^Сп^кчу*}. 
Нетрудно доказать, что таковыми являются и пространства 
Av(E)= {**•*(£): 
СМ^(Е) = {зС€/>(Е): |*| = [Z(hT1Ik^ 
если zUpcoo. Пространство сгбр(Е) при E=C введено в 
работе [4] и затем исследовано разными авторами. 
Для банаховых пространств E и F пусть Ol ~ (A n i i) -
матрица, элементами которой являются линейные непрерывные 
операторы Апк  из E в F . Рассмотрим матричное преобразо­
вание OL определенное равенствами Oloc = (0£пг), Ol t bX = 
=zE.KAnkX g  (пбІКІ), если эти ряды сходятся. Обобщив тео­
рему Целлера, получаем следующий результат. 
Теорема I. Если оі(Е) и Ji(F) являются обобщенными 
8К-пространствами и в ы.(Е) имеет место сходимость по от­
резкам, то 
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Ol:d(E)->p(F) <^PÜxep(F), |(Йх|4МЙ (M>0,rec((E),nelN). 
Пусть S={xeE: MxlKIj и ек(зс)=(^кіх) , . Так 
как в 4,(t) имеет место сходимость по отрезкам, то из тео­
ремы T вытекает 
Следствие 2. Для обобщенного ВК-пространства p(F) 
öt: C(E)-^fX=? ölek(x)6|i(i) («$), 4і^к5ІЕек(^=0^. 
Применяя теперь следствие 2 к описанным выше обобщенным 
ВК-пространствам, получаем следующие теоремы. 
Теорема 2 (ср. [2],теоремы 3 и 4). Для банаховых прост­
ранств E и F при Нрсоо 
OM(ERtF)<^> EU l lAltiX IAk i  to); 
01:  )- )<=» AkixIIp=IW)-
Теорема 3. При zI^jxoo 
ГЭ^£р, -Lm ^ 1Z k i 1IIA k lI--EJ-O (xeS ;  LtlN), 
Ol: C(E)-^vp(F) < 
( - l uFlX--S-wPh. (lf Z-K=I IIAklxll rf = %); 
OL: ?(P^6v(F)<^ - l l lPxeS^Akix-Ak-,,L tI=W (Ae iX-P); 
а : «ЁЬсИрЮ» ^xeS 
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СУММИРУШ9Е РЕШЕНИЯ ДЮФЕРЕНЦИАЛЫШ УРАВНЕНИЙ 
Р. Контус, В. Рэйнерт, Т. Сырлус 
I. Рассматривается неоднородное линейное дифференциальное 
уравнение 
_ L\f = (!) 
где оператор L = Д-0р\и^ Рд ̂  > rv^ ) •, ^ + іы, 
а D - оператор дифференцирования. Функция с^с^х) считается 
либо представимой, либо заданной функциональным рядом* 
е^>о = Z сХчіЧ о (2) 
по некоторой системе функций^ определенной в промежу­
тке X , а коэффициенты R . В качестве системы функций 
{Ч *-1 і рассматривается система степенных или же тригонометри­
ческих функций. 
Нахождение общего решения дифференциального уравнения 
(I) сводится к разыскиванию одного частного решения у = 
этого уравнения, поскольку его общее решение имеет вид 
3 = kJ i S k ) У*  > 
где - общее решение соответствующего однородного уравне­
ния Ly = 0 и оно считается известным. Частное же решение ур­
авнения (I) разыскивается в виде 
У*  = (3) 
с неопределенными коэффициентами скс R. 
Допустимы следующие случаи: а) ряд (2) сходится в опреде­
ленном смысле в области X и в этой же области X существует 
сходящееся решение (3); б) ряд (2) расходится, но суммируем в 
области X в определенном смысле некоторым методом А и сущес­
твует в этой же области X сходящееся решение (3); в) ряд (2) 
удовлетворяет предположению из а) и решение (3) предполагает­
ся расходящимся, но суммируемым в области X в определенном 
смысле некоторым методом Д ; г) ряды (2) и (3) удовлетворяют 
соответственно условиям случаев б) и в). 
1BMecTO Шбудем всюду писать Zuk , а иногда 
^Предполагаем всюду далее W-- о, і. 
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Далее ограничиваются случаями б) - г), приводят понятие 
суммируемого решения уравнения (I) и необходимые условия для 
существования таких решений. 
2, Пусть A= - треугольна# регулярна# метод суммиро­
вания рядов, заданий в виде преобразования ряда в последо­
вательность. В таком случае имеем для ряда (3) 
(4) 
Ряд (3) называют А-суммируемым в точке x=xQ к сумме H , ес­
ли существует^-
•Lvwv lVl ) = ' rLlAx О ). (5) 
Функциональный ряд (3) считают А-суммируемым (равномерно A-
суммируемым) к сумме rIi = HU) в области X , если равенство(5) 
справедливо (выполняется равномерно) в области X . При этом 
пишут 
lLi U) - А I Ck.), 
Имея в виду теорему (см.CI], гл.І, §3) о перемене порядка 
почленного дифференцирования и предельного перехода по индек­
су г в последовательности (4), дадим для уравнения (I) пер­
вого порядка следующее 
Определение I. Ряд (3) называют А-суммируемым решением 
уравнения (I), где т=1 , в области X , если в этой области 
I) имеется точка у. = х0 , в которой существует предел (5) ̂по­
следовательность j сходится равномерно и 3) выполняется то­
ждество 
роА(2.< ^ки>) + рлA (і^ х)) - А I 
Отметим, что суммируемые решения уравнения первого поряд­
ка вида (I) на основании указанной выше теоремы удовлетворяют 
условию у 
A ̂  PvIel̂ oo 1- рл = poi А (2. С* чк1,о) ̂ f P1 А 
Аналогично определяется понятие суммируемого решения для 
общего уравнения (I). 
Определение 2. Ряд (3) называют А -суммируемым решением 
уравнения (I) в области X , если в этой области I) имеется 
точка х = Хо» в которой существуют пределы 
1 Вместо Lm Urx будем писать , а иногда Lim и.л. 
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•IL Uu) = A ( 2. cKu?̂  
2) последовательность сходится равномерно и 3) выпол­
няется тождество 
3. Относительно необходимых условий существования сумми­
руемых решений уравнения (I) приведем теоремы 2 и 3, в дока­
зательствах которых применяется 
Теорема I. Если шд 
(6) 
является в точке х = х„-+о (С, <*.)-суммируемым при <*^0 , то этот 
ряд абсолютно (С ,<*. )-суммируем для всех іх\^\*й|. 
Теорема 2. Если ряд (6) является (С,)-суммируемым ре­
шением уравнения (I) при U , m = 2 и <^Схй) =. , где 
х0 о, также (С,о< )-суммируем, то выполняется условие 
с« = о I, 
а если K2-Clt. £ O(Cxk) , то условие 
^ckAk1 = (л* Xu ^ -
Теорема 3« Если ряд (б) является ( С,л )-суммируемым ре­
шением уравнения (I) при m = 2 и evixu) = 2<,к V , где ¥ 0 > 
также (С,а )-суммируем , то ряд (6) сходится в точке х = %«.. 
Замечание I. При доказательстве теоремы 3 используются 
тауберова и лимитирующая теоремы метода ( С, л ) (см. L2 ] или 
С 3 Л ). 
Замечание 2« Имеются аналоги теорем 2 и 3 для остальных 
случаев б) - г), а также таких уравнений (I), в которых сво­
бодный ЧЛеН Q I*) = 5L <ч <х ч-
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ОПЕРАТОРЫ ЗАМЫКАНИЯ, НЕПРЕРЫВНОСТЬ И 
НЕПОДВИЖНЫЕ ТОЧКИ ОТОБРАЖЕНИЙ 
А.Лиепинып 
Исследуется существование неподвижных точек отображе­
ний, основываясь на понятик непрерывности вещественных фун­
кций на множестве с некоторым оператором замыкания (необя­
зательно топологического замыкания). Для таких функций по­
лучен аналог теоремы Вейерштрасса. Ситуация, изучаемая в 
основных теоремах существования неподвижных точек, для слу­
чая топологических пространств рассмотрена в . 
1. Пусть X - непустое множество. Отображение 
JS. PX >-* /=X , где /З ="</И-/Л 
назовем оператором замыкания на X , если для любых 
S еРХ выполнено: 1) ^ <=& =5> J(Л) cz^Sf 
2) Ac=S СИ) j 3) -5 (,4)) =т 
Пусть 5 - оператор замыкания на Л" , **-•• X^t ̂  
и Xf-^X' . Скажем, что: 1) замкнуто, 
если = A j  2 )  X  компактно, если для любой 
центрированной системы ОС. замкнутых подмножеств множес­
тва X пересечение множеств системы ОС непусто,* 3) -zf-
непрерывно, если <r для любого 
А €• PX j 4) "zf* полунепрерывно снизу (полунепре­
рывно сверху), если 
( -Zf C-T) для любого A-GZ0Xj 
5) _у^ непрерывно, если ^ (^r(X)J ст «=5 Of(A)) для 
любого AerzcIX 
Пусть -V е-Л' . Для любого положим 
^ j / 1 -  ( j / -  л ~ * ( - j ^ )  ( °—~х ). Через 
< 5 ( 4 ^  о б о з н а ч и м  м н о ж е с т в о  n ( - * J -  о ,  
через °ž^-*y) - множество (сЗ(^с "(*))) и че­
рез о<% - множество /О* Cfn* 
2. Предложение. Пусть X - непустое множество, ^5-
оператор замыкания на УС и r£ - X . 
Предположим, что X компактно и полунепрерывно 
снизу (полунепрерывно сверху). 
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Тогда существует такое , что 
-Z^Cл^) ¢-66*)=*- т£-(х^Л 
Доказательство. Пусть и == "z^ *(~*~7), 
Предположим, что -у*? . В силу полунепрерывности 
снизу отображения множество И- тогда замкнуто. Для 
любого б-Ж положим xf/t •'=*'£'* (І7--»и '<7/). До­
пустим, что сЛ_/Т -*=*0 .Тогда 
центрированная система замкнутых подмножеств в А\ Следо­
вательно, /"*} ^<2^ , что невозможно. Поэтому 
л еЛИ 
7& (<х) ~-"£о G . Для любого поло­
жим ^5% •• =I -d- ~М (.J- <*»_, -rf О J7J . Тогда 
/іеЖ? центрированная система замкнутых подмно­
жеств множества X" . Следовательно, /~"2  ̂о5, 
Пусть -X е- Z7 . Имеем: = "z^o • 
3. Теорема 1. Пусть - непустое множество, 5"~ 
оператор замыкания на , -/• •• Az и -d .• 
Предположим, что компактно, Hr полунепрерывно 
снизу и выполнено условие: 
-^Слг 6" Az š? у е с5( 
-*У ̂ C-iO =* 
=*" <~*С-х) . 
Тогда_yf имеет неподвижную точку. 
Доказательство. Существует такое _* > что 
-6(̂ ) =Г CVX7/: . Для любого <Г ̂ (&(-*•)) 
имеем: -£•(-*J . Следовательно, =уГ£*;. 
4. Теорема 2. Пусть Ж - непустое множество и ото­
бражение J^r-' имеет неподвижную точку. 
Тогда существует такой оператор замыкания на X 
и такое отображение -& .• X *—, что 
1) X - компактно; 
2) •£" - полунепрерывно снизу; 
3) ><•* <гЛ" «Г ; 
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Доказательство. Пусть J • Положим 
J5~(A) •• = A UtCyJ Для любого л̂ - er/2Y , 
и -ZŽ (р^ .-= _zf ДЛЯ любого 
5. Теорема 3. Пусть УС - непустое множество, ч_5" 
оператор замыкания на и отображения j-f- X*—** 
и Tf- A" JR непрерывны. 
Предположим, что выполнены условия 
1) (^>w_ -7Ž- CJZl  ̂
2) е X G <S(&{-*)) • 
=Ф ^ • 
Пусть -x 0  е -  /ч и -JC е" сі?(й<о) . Тогда ^ 
Доказательство. Допустим, что -v. Тогда су­
ществует такое  ̂(E-<̂ (<3{-xJ) , что С*J • 
Следовательно, в силу непрерывности отображения -zf- сущес­
твует такое ле-Ж , что -zf- Of1C-*)) < (̂PO-
Тем самым:  ̂-zž- . Но =4¾ p̂ oj 
одноэлементно, а в силу непрерывности отображений^-/T и if-
имеем е-и J_, -½ C/:'7(-xj)<? C-̂ 0). 
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ЯДЕРНОЕ ВКЛЮЧЕНИЕ ПОСЛЕДОВАТЕЛЬНОСТНОГО МЕТОДА 
СУММИРОВАНИЯ, ОПРЕДЕЛЕННОГО МЕТОДОМ ЧЕЗАРО 
Л. Лооне 
Пусть пи - пространство ограниченных последовательнос­
тей с обычной нормой. Пусть Am= Cco m nI z) матричные методы 
суммирования для любого m/=0,4,... с Aw.! ит-?ги. Говорят, 
что последовательность x = (fk) суммируема последователь^-
ностным методом (Am) к числу cu , если равномерно отно­
сительно п существует предел 
iüf\Aj 2Г <3-#7ink ^ к ~ ̂  ' 
у 0  m, k ^ 
Пусть К - множество, определяющее ядро Кноппа (см. 
Ш). Ядром последовательностного метода (Am) называется 
ядро, определяемое множеством 
K x - = I t o U  I t B q 1 C K 0 ;  ( 1 )  
Тут Q - множество всевозможных операторов ф: W и -
E (а тeyim)k ) причем dco В обозначает замкнутую оболочку 
множества Ь . 
Последовательноетный метод суммирования называется эр­
годическим, если множество (4), которое определяет его яд-
ро, ( 2 )  
(см.И). Пубть P - некоторый оператор выделения подпосле­
довательности, т.е. P=Cftnlc) с jbnk = <^КП)к. , где П</7Щ< 
< jvln-H) Уь€ІМ. Последовательностный метод 
(Ä-j ̂  ) является эргодическим, причем множеством 
(2), определяющим ядро, является множество Lp (см.[2]). 
Рассмотрим последовательностный метод суммирования (A y n) 
определенный методом Чезаро следующим образом; 
) "Т~ 4 0- ) если k ^n tm . 
Q t y t nL — < , , W/ 
К  1 О у если п >к или к > h+m . 
Теорема I. Для метода (3) имеет место включение 
^(г)СК ) V-xfctn 
тогда и только тогда, когда л о . 
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Доказательство основывается на теореме 7 из статьи JV]. 
Теорема 2. Для метода (3), прж, <*>о, имеет месте включе­
ние . 
Ke t, (%) е Lp M V хс ки 
тогда и только тогда, когда 
Hjufi С W- hJ - < 00 * (4) 
Доказательство проводится по схеме доказательства тео­
ремы 4 статьи [2]. 
Пусть Р(зс) - множество банаховых пределов элемента %, 
Следствие 2.1. Для метода (3), при, <х >о, верно включение : 
Kou Сое) С Fcac) V rC еги , 
Теорема 3. Условие (4) является необходимым и достаточ­
ным для того, чтобы 
FCx) с Lp(X) V ОС € т. 
Доказательство следует из теоремы 4 статьи [2]. 
Следствие 3.1. Для метода (3) имеет место включение 
K04(X) С Lp(x) V = G ТИ 
лишь тогда, когда 
F (х) С Lp (х) V Ъ € ии. 
Л и т е р а т у р а  
1. Лооне Л., Ядро «<-суммируемости Питерсена. Уч. зап. Tap-
туск. ун-та, 1978.448,46-51. 
2. Лооне Л., Эргодический кдасс методов суммирования Питер­
сена. Уч. зап. Тартуск. ун-та, 1982.596.153-160. 
б 
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ТАУБЕРОШ ТЕОРЕМЫ С ОСТАТКОМ ДЛЯ МЕТОДОВ СУММИРОВАНИЯ 
ТИПА МЕТОДОВ ГЕЛЬДЕРА И ЧЕЗАРО 
Г.А.Михаяин 
Пусть fglp^ocyn-x etiZK%pA°"V, Pn 
ST-Ht= Srl, Szt6tL Ẑ 0 Pk S?-<; Hf= ̂ ofl и?-"//=" 
C^* - f/z-о, oU <,г, •••), CSyz)- задыіжм по-
след о вателм ость с элементами из отделимого локально выпук­
лого пространства Fr . 
Будем говорить,что бесконечно удаленная точка (><0 явля­
ется (Pf/ч,<Г)-точкой последовательности (8Л) ,если 3(Пк), 
Cmk') ,замкнутые гиперплоскости Gk (K=I3ZyO ,определяемые 
непрерывными линейными формами :р R ,и элементы F; 
VKOCK-)=l(k*<j2,-)такие,ЧТО С^к)( п)(з^е^,^„еe><--FA$c<W%i> 
и >с0-
Здесь /*4 л, & п € Я  C V н а п е р е д  заданы. 
Теорема I. Пусть Ьп>о,^пЧ>0(М,о^с1^т/?>,1^/ек^оо^ 
когда о<С<*< Р%/Г£у4 /^oiL А л /<Г^ CoL=O/, -г,- ; п~о/ я̂ 
Ecли(Ьо)-(Pf (Ч*1 <Г)-точка (T-S z t) и ,то (оо-) - (p}ff* /^-точ­
ка 
Следствие I. При условиях теоремы I 0*0 ~ (Р> Л,О- точка 
СHft 0) и f C^ e i. В частноети ̂  Д* (Pff). ^ 
Выделим некоторые классы ,принадлежность которым 
об е сп ечив а е т , ч т о  ( Ьо  -  (  Р , /V s * ,  (T ) - т очк а  ( S n )  •  
I/ для любой абсолютно выпуклой окрестности нуля Z(Co) 
существуют vKfo° и <Г>с? такие,что̂ ) Ĉ Syt)€ Ыо) 
Cnk * п^/п*Ркн ), ; 
2/ существует элемент (:0€F .такой, что ()/£>о)СЗ^к ̂ 0 0 f  
SxJsftrt Cš/n S/?)~ k/nn Оял > ^ Wjl,-f 
причем <Г„р„/р/> >5~>0 Ct/*)); 
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3/ о<А=C1̂ CSfT Sft̂ i)Pn.УбкPn--V(п* m# frtc)); 
b/ GCrt овред едена в 3/, CL f l-Kt »г*е ^o^F- фиксировано, 
к п Ъ -  H  ( Н ъ о ^  C r i t c  < п ± / п *  ̂ r z к і - 1  ) ;  
5/ для любой абсолютно выпуклой окрестности нуля fy(o) Szz0f 
$>оф' сГ* (п0 < ф̂  
6/ 3ic£F такой, что (*£>0)(3£>0, і\>Оі fc/pf (rrK $ 
</1 Шй/п^г^,Pntert-Sfz)= %/wl+Ö , 4м . 
Последовательности (Tzzkr) , (тк) наперед задана и такие, 
что я£ъВ,/Ъюъ8і>о(*к\ Самыми общими из отмеченных бу­
дут условия I/ и 2/. 
Теорема 2. Если для (Sa) выполнено одно из условий Jf-
6 /  И З Ы > 0 : A z 0 { 1 )  / v Z Z 0 S ^ = е г о ,  
копа AkSzzs/Rx 1 -KaO-  г  w  
Теорема 3. Если в условиях теоремы 2 Cn-Cft , /¾=^'¾ 
и 3#>0 , d>0 : H^0-(Pft) или ̂ ¾¾ , то Szz <$* ^T = 
^(PfO ІПк-^^к • Например, если CSfTSn4) fgVfa €*/£ =(Pft) 4 
и fg°*^ (Р(0 ,то Sfitnftf=Cfft) CVxfl. 
Теорема 4. Если в условиях теоремы 2 Cn-ZtfJt^y и 3<£>0: 
4 / / / f  =  и л и  Л / ,  C ^ t =  , т о -  Ж ) ^ / f c C f c ) ) .  
Например,если (Sft-Sn^1Wn УРл - CPCO и Д* H^=Cfti), то 
ZifiSfz - (Pf*) (ftK-K -"tK СУК)). 
Теоремы 1-4 обобщают известные результаты,отмеченные 
в работах fl] - [3J и др. 
Литература 
1. Давыдов Н.А. Об одном свойстве методов Чезаро суммирова­
ния рядов.-Мат.сб.,1956,38/80/,вып.4,с.509-524. 
2. Каягро Г. Тауберовы теоремы с остаточжым членом для мето­
да Риса.-Уч.залис.Тарт.ун-та,1971,277,с.155-160. 
3. Кангро Г. Тауберовы теоремы с остаточным членом для мето­
да Риса.-Уч.запис.Тарт.ун-та,I972,305,с.156-166. 
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РЕЗОНАНСНЫЕ ТЕОРЕМЫ ОТНОСИТЕЛЬНО АБСОЛЮТНОЙ 
СХОДИМОСТИ В ПРОСТРАНСТВЕ ИЗМЕРИМЫХ ФУНКЦИЙ 
Л. Даллас 
Пусть ] - пространство измеримых по Лебегу 
конечных почти всюду на отрезке [.0/4] функций. Через 1 + 
обозначим множество последовательностей* 
Будем говорить, что ряд 
zh 
с Хй-И является абсолютно /L-сходящимся, если для любого 
£>0 найдётся последовательность £ такая, что 
Uj > ̂Ko c)) < £ • 
Ы>0 J 
Множество всех абсолютно '/^-сходящихся рядов обозначим 
через Пространство ограниченных по мере последова­
тельностей обозначим через Ioa(M). Множество іКМ) с (k/v-Sos 
является F/ч-пространством. 
Пусть f={f«;(^jjc - некоторая система функций. 
Говорят, что система у* является системой абсолютной 
П-сходимости для , если ряд 
ZfcfAi) w 
является абсолютно ^-сходящимся для любого I • 
Теорема I. Пусть л>0 . Для того, чтобы система / была 
системой абсолютной д.-сходимости для с р. ж, необходимо 
и достаточно, чтобы последовательность і/р+4/і*4/п. 
Теорема 2. Пусть /і>0. Для того, чтобы система ̂  была 
системой абсолютной / -сходимости для , необходимо и 
достаточно, чтобы 
В случае абсолютной сходимости в смысле сходимости поч-
1EcflH пределы изменения индексов не указаны, то они 
принимают все целочисленные значения от О до <*=». 
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ти всюду такие резонансные теоремы получены Нииишиннм [і]. 
Пусть, далее, /4=(<cu*.J - бесконечная числовая матрица, 
удовлетворяющая для некоторой (Ук)&1+ условиям 
=0 (2) 
I^rH </ . (з) 
I Vh, I 
Рассмотрим матричное преобразование ряда (I) 
Тк,(А^)= I f к Ш . 
Система ^ называется системой Iй|-суммируемости для 
если последовательность (Ttv) сIi(M)для всех ф 
Теорема 3. Если матрица ft удовлетворяет условиям (2) 
и (3), то система у является системой |АI-суммируемости 
для (4б/ <оо) в точаости тогда, когда она система схо­
димости по мере для If*. 
Условия (2) и (3) очень сильны. Например, единичная 
матрица £=(сuj, где 
f Л при і = к 
CttLld- ' 
О при M-*-
им не удовлетворяет. Но, как показывает непосредственная 
проверка, в случае единичной матрицы теорема 3 не имеет 
места. 
Л и т е р а т у р а  
I. Никишин Е.М., Резонансные теоремы и надлинейвые опера­
торы. Успехи матем. наук, 1970, 25, IfcI, I29-I9I. 
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НЕОБХОДИМЫЕ И ДОСТАТОЧНЫЕ УСЛОВИЯ ДЛЯ СУММИРУЕМОСТИ 
СО СКОРОСТЬЮ ОБОБЩЕННЫХ ПОСЛЕДОВАТЕЛЬНОСТЕЙ В 
БАНАХОВЫХ ПРОСТРАНСТВАХ 
КЛІаюс, А.Тали 
Пусть X и У - банаховы пространства над полем комп­
лексных чисел С (или ), а Il и V - направленные по 
отношению > множества. Рассмотрим обобщенные последователь­
н о с т и  X  =  (  I  ̂  )  C  ^  X  t  L i  6  H  H Ä = ( Ä Ü O ) c O < o t <  X u /  .  
Воспользуемся обозначениями работы [3] для множеств обобщен­
ных последовательностей У : 
C f l t , X )  -  м н о ж е с т в о  с х о д я щ и х с я  п о с л е д о в а т е л ь н о с т е й ,  
C0(U fX) - множество последовательностей, сходящихся к 
нулю 6 X , 
KKL ( ti,X) - множество ограниченных последовательностей, 
ігъо^ Ü,X)= кп,(11,Х)Л Сд( 11, X), 
С ( 'LLvK) - множество X -сходящихся последовательностей, 
I T L ( U ) X )  -  м н о ж е с т в о  X  - о г р а н и ч е н н ы х  п о с л е д о в а т е л ь н о с ­
тей. 
Дополним список обозначений еще двумя символами: 
mc(U.X)= m( z LL X)Л Cf UД), 
IHC x (U j X)= m x (U,X)Ac x tU,X).  
Будем, далее, считать множества WlC(U1X) и WX0(Li1X) 
банаховыми пространствами с нормой IlXII= 4LLfi Il (см. 2 ). 
Пусть Av, ( ~е U) - некоторые линейные непрерывные опе­
раторы из пространства ITl С?( li, Л) в У . Тогда оператор A = 
= ( Av) переводит последовательность JL € ITLCfli,X) в после­
довательность (AvK) , где Av-XeV . Сформулируем, далее, 
две теоремы, обобщающие, с одной стороны, теорему I работыЩ 
а с другой стороны, теорему 5 работы [2]. 
Теорема I. Преобразование А является преобразованием 
типа игСх( 11, X) —> ITLC f 11, V) тогда и только тогда, когда 
1° для каждого 8-6 X существует Av & , Fflet=Cfru), 
= Ь ( LL в IL ), и последовательность ( Av6-) ограничена, 
2° для каждого Ь £ X существует Iim ( Ave^ ) (г, 
^  ( А ' л ) х =  А ( ^ с ^ )  =  ^ и У - ^ а )  .  
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3° для каждого X = С ̂ lu ) е пгС(1Х;Х> и нвхонфинальног$ в Уз 
множества E существует tim ( А,Л Jr0 Ус)X » где UZX=Cfc') с 
fc' = $= при и,е E и ̂  =ЪеХ при ILeHXEi 
Наряду со скоростью Jte= (A a) ( u.£ И) рассмотрим другую 
числовую последовательность J-L=Cjnv,) , где Ve 1W и 
Теорема 2. Преобразование А является преобразованием 
типа пгс (11,Х)—+ ітьсЛ If,У) тогда и только тогда, когда^ 
_ I0 для каждого $ € X _имеет место соотношение 
Л & 6 ПгСА( IZ1Y ) , где & = (Ja) и ̂ a = & (  LLG ) ,  
2° ( А°х) 8- в пас y^czIT, У) для каждого 6-е X , 
3°^ІіА^^ Ilrruc^ 2° , 
4° С Д °х ° fЕ)х £ Лгсч 1/,У) для каждого X £ ГПС(U5)O и 
неконфинального в 1Х множества E , 
5° ̂IVVIjW - А *Л* ̂EaIIrric/ 00 ' 
где Ea- Іи'е1ІІ a'> uf. 
В частности, когда ,Av.= 4 (i/elf), теорема 2 превраща­
ется в теорему I. Если, к тому же Xa= 4 ( и£ІІ ), то по­
лучаем теорему 5 работы [2І. Теоремы I и 2 применяются, на­
пример, к матричным и к полунепрерывным методам суммирования 0 
Остановимся подробнее на случае матричного метода,определен­
ного числовой матрицей A =(Clat). Обозначим X= У ,U=V=IN, 
a = к и 1/"= Ia » Из теоремы 2 следует 
Теорема 3. Матричное преобразование A = C(Xafe) является 
преобразованием типа С (j/V,X)-> C^(NjX) тогда и только тог­
да, когда 
1° существуют шті ̂  = & и ^ ^ 
2° существуют іщь ZLiCLn^/ACL и йт JirbL 
3° существуют Gn а »= а. и Ämя ca„Ä- ClJ (к =0,1,...), 
4' ZJdCLbI/А *)< с 
5° 
^ Подмножество Eнаправленного множества IL называется 
конфинальным в U , если для любого т £ Il существует а'£Ь 
такой, что а'> LL о Операторы Au.0 х рассматриваются в 
пространстве тсСЫ,Х) ,поэтому их нормы снабжаются индексом 
то. 
3 Оператор у?с определяется здесь также,как в теореме I. 
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В частности, когда X = R , теорема 3 является теоре­
мой I работы [I]. 
Пусть, далее, А - полунепрерывный метод, определенный 
#ри помощи преобразования последовательности X — f в по-
рл довательноеть (zIyv.) с 
Чм- в  %  »  ( І )  
Ігде 1^бСО;оо[ = V и - некоторые числа. Здесь 
X =  У , 1LL=IN и а = £ . Из теоремы 2 вытекает теперь 
Теорема 4. Преобразование А , определенное соотношени­
ем (I), является преобразованием типа Сх( IDIfX)—>Cz^EO;ооГ, X ) 
тогда и только тогда, когда 
1° существуют пределы 
UmEcLi(V)=sCL, Iunji^CLkjHv-)-ai 
k а.] - 6(1), 
лД? 
3° существуют пределы 
EtmClfc(IZ-)=CLfcj Щгъ Q-JV)- &fc] (4 = 0,4,...) 
F / [<ч<от "0-6,1- t̂U), 
5° ^ 4 
Л и т е р а т у р а  
t. Кангро Г., 0 множителях суммируемости типа Бора-Харди.І. 
Изв. АН ЭстССР, Физ.мат., Г969, 18, NS, 137-146. 
8. Ламп В., Преобразования обобщенных последовательностей. 
Уч.зап. Тартуск. ун-та, 1968, 220. 67-83. 
8. Тали А., Выпуклые семейства методов суммирования обоб­
щенных последовательностей в локально выпуклых простран­
ствах. Настоящий сборник, стр.61. 
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О СРЕДНИХ АРИФМЕТИЧЕСКИХ СФЕРИЧЕСКИХ СУММ ФУРЬЕ 
В*Г. Дономаренко 
Пусть С - пространство непрерывных на всей плоскости 
функций f(x,y) с периодом по каждой переменной и ряд 
' а) 
гае с f7In- -я -JC 
является рядом Фурье функции 4&}f) € С. 
Обозначим через средние арифметические 
сферических частных сумм ряда (і): 
$ (/; *,у)=М '1E ̂  ;х,у), «) 
где 
-J 
5я(/;л,у) = Г,^стпе 
В работе A tH 1  Подкорытова Cl 7 приведена следующая 
оценка сверху уклонения функции і/) от сумм вида (2): 
% (f;x,y)l *Aco(f;N~Ч), О) 
где Jt - константа, не зависящая от / и N , а 
В настоящей заметке доказывается теорема, из которой 
следует более точная по порядку оценка, чем приведенная 
S гл. 
Теорема Г. Если fСх^у) 6 С » то справедлива оценка: 
RJfi в) =Zfiy, у)-$ (te,y)L ̂ BHjZEk //;, с) /V /V £ Л * 
где 6 - константа, не зависящая от / и А/ , а 
7 
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W - , (5) 
~Г(x,у)- тригонометрические полиномы вида: 
Неравенство (4) является аналогом известного для 
функций одной переменной неравенства С.Б.Стечкина (смJXb. 
Из неравенства (4) вместо оценки (3) вытекает следую-
вая 0Ц6ВКа: N-%N) .  
Оценка <4) в смысле порядка не может быть улучшена. 
Представление о точности, в этом смысле, оценки (4) 
даёт следующая 
Теорема 2*. Пусть /УЬСоС )̂- класс функций при­
надлежащих £ , для которых 
где E#(£)g определено в (5), а {ot#}- произвольная мо^ 
нотоино убывающая к нулю последовательность чисел*. Тогда 
N 
Sup R„f/;e) х/ yZZ < . 
Х=І 
^ Соотношение U^TR означает, что M1CR^ U ^MJL ІГ , где 
Mj,>0 Мл>0 - некоторые константы. 
Л и т е р а т у р а  
Ii Подкорытов А.В., Средние Фейера сферических сумм Фурье. 
Вестник IeHHHrpf. ун-та, i I, вьш.І, 1978, 146-149. 
2*. Стечкин С .Б., О приближении периодических функций сум­
мами Фейера. Тр. матем. ин-та им. В.А.Стеклова, 62, 
1962, 48. 
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О РАВНОМЕРНО ^-СУММИРУЕМЫХ ДВОЙНЫХ ГОСЛЩОВАТЕЛЬЮСТЯІ 
Е.В.Рабец 
Продолжая начатое в I2J изучение ^-сходимости двойных 
последовательностей, назовем множество В двойнях последова­
тельностей равномерно (<£)-сушируемнм к s (си£) -регуляр­
ной матрицей Л- (а;кгпп), если существует последовательность 
{£;*} ,<г,, \о , такая, что 
/ I / 
^ s> t 
для всех IsmftJe Е. Здесь область W-сходимости после­
довательностей A($m„),fsfn/1)€£ . Множество E назовем равномер­
но ограниченным, если существует такое число Н, что 
ДЛЯ всех f } е Е. 
Использование равномерной -суммируемости двойных по­
следовательностей -регулярными матрицами позволяет дока­
зать ряд теорем о структуре их полей сходимости /т .  3,4 / .  
В одномерном случае аналогичные вопросы исследовались в ра­
ботах Мазура, Орлича, Брудно /см. Г13/. Метода доказатель­
ства приводимых нами теорем 1-4 позаимствованы у Питерсе-
на [3]. 
Необходимые понятия и факты из теории суммирования 
двойных последовательностей изложены в статье [2J. 
Теорема !.П У С Т Ь — ;  -  (Ad)-регулярная матрица ж 
fsm*J~ счетное множество равномерно ограниченннх 
последовательностей, каждая из которах fc£j -суммируема к О 
матрицей Л . Тогда существует множество ограниченных после­
довательностей равномерно (Ж -суммируемых к 0 матри­
цей Л и таких, что 
*Jb "*л л  
S t J * / г * , 2 , .  . . ) .  
Пусть {ur] - ограниченная последовательность, не стре­
мящаяся к 0, такая, что Urfr̂ o, игЛ-/,(Lr f̂-ur)-+o /г+ <*>); 
м \ -  п о с л е д о в а т е л ь н о с т и  т а к ж е ,  ч т о  
где о{/77, Л),^/5^/770^//77, /?); p = /77<S7/i, К), €/*/ТТ&Х/х, к). 
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Теорема 2. ЕслиIs^) - счетное множество равно­
мерно ограниченных последовательностей, равномерно fd) -сумми­
руемых к 0 (ле£)-регулярно! матрицей Л-<іхМ/тго) , а Jfyr+,)* 
для некоторой последовательности /#../ . J» то 
ограниченная последовательность {SrrtnJ (d) -суммируется 
матрицей ./ к о, где 
=4- 5», ^ Л 
®Л» * 
Используя описанную в теореме 2 операцию сплетения по­
следовательностей /S 7̂ J , могут быть доказаны 
Теорема 3.ПустьіЛлі /6=/.2....) - счетное множество (adj-
регулярных матриц таких, что 
- • 
и каждая матрица /йб-суммирует хотя бы одну ограниченную 
расходящуюся последовательность. Тогда существует ограни­
ченная расходящаяся последовательность, fc£j -суммируемая 
всем* &*{А» .). j 
Теорема 4.Пусть І Л  }  - счетное множество /2&я&-регу-
лярных матриц, каждая из которых (Л*{А*2$ (cl)-суммирует 
ограниченную последовательность IsJjftJ (6-2А~) * не являющу­
юся -̂суммируемой матрицами Лг //½/** А) . Если Л*/сг;к/п„) 
ограниченно сильнее каждой матрицы множества, то Л (c£j-
суммирует ограниченную последовательность, не суммируемую 
по области О ни одной из матриц множества. 
Л и т е р а т у р а  
1. Кангро Г.Ф., Теория суммируемости последовательностей и 
рядов.- В сб."Математический анализ, т.12, Итоги науки 
!техники. ВИНИТИ АН СССР". М: 1974, с. 5 - 70. 
2. Рабец 1.В., Об ограниченной регулярности и совместности 
3. Petereen G.M., Regular Matrlx Traneformatione. Mc. Graw-
Hill, 1966, ch. 4. 
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TEOP ЕШ 0 СРШЕМ, ЗАВИСЯЩИЕ ОТ 
ПОСЛЕДОВАТЕЛЬНОСТИ 
3. Реймерс 
В этой работе выводятся теоремы о среднем значении для 
матричных методов суммирования, аналогичные теоремам о сре 
днем значении Юрката и Пейеримхоффа [з] , но выполнение 
ние которых зависит от последовательностей к которым эти 
теоремы применяются. 
Пусть A= (<ЯИ К) - треугольный матричный метод суммиро­
вания, преобразующий последовательность у = (Xli) в после­
довательность ^ Я», где 
ІС »0 
Предположим, что CX h^Q и У х  £ О при всех индексах. 
Будем также считать, что в преобразованиях встречающиеся 
члены с отрицательными индексами равны нулю и что 
^ и ̂  И ^н ' 
Теорема I. Если последовательность У = (У к) удовлетво­
ряет условию 
+К-
—  к. 
^ V+к 4- К 
-к V 





(J f tI j cI VK 1  
при некотором K z, где О £ Kz £. и - К . 
Доказательство. Из-за условия (I) мы имеем при некото­
ром ¢, что 
и-к 
Z N=O 
^ И - IZ-HC У + К 
и~К 
Z- ~75 Яи-.с -<^ 





•7 Qu v+fc 
и-к 
H-K 
j I QtA-K  i  "*V 
1  1  /=м 
äKSÄrl -
""î H I f«— -v' H-KxH-K-1 1 ,"- £ a, ДЧгі 
Применяя к последней сумме ещё раз такие же преобразования 
мы приходим в конце концов к неравенству (2). 
Из доказательства видно, что оценка (?) бул.ет выпол­
нятся в виде 




I — Ct и ч/+*- К .  
Теорема 2. Если последовательность X =  (У*) удовлетво­
ряет условию 
^ k I  ̂ к  f c - > »  і с -  ̂  f  —  |  d  k  O k  k - v  I  
то выполняется оценка 
и Jl j _ 
5Т I I I ^ 
К=о 
к <4 . 
(3) 
(4) 
Доказательство. Из-за условия (>) мы имеем 
к. к 
Ni —О 
Д ̂  I — f ^ko j^oj 0 ̂ k-I -( -*v-tJ-- ( -Vvj IJ — 
\J—С '** 
= К 0  <Д-2Г I õk-'-Okv У і ^ 
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^ I C(k O— <2*-^ Vv 1 -
Vaf 
~ ( ä K A K M \ -
Суммируя подученное неравенство по к, получаем 
/L / ̂ н ! = zL (^k V-^ I ^ 2Z j Ak Д іс^) I . 
\)a# к 1^O >>=Ö Jl=O 
Пусть метод Вороного-Нёрлунда (И , рм) определен пос­
ледовательностью />и>0 и пусть = ро+ ••• +Pn« Метод 
(М , ри) удовлетворяет оценке (2), если Л>0 и Ü£±i мо­
нотонно возрастает (тогда выполнено условие (I)) или если 
| * к .  
Метод (Щ ^>„) удовлетворяет оценке (4), если л*./ О и 
Х ^ - ч / м о н о т о н н о  у б ы в а е т  п р и  к а ж д о м  - > > ,  е с л и  
Пусть метод средних Рисса (Я, р^) определен после­
довательностью р*>0. Метод (R, рк) удовлетворяет оценке 
(2), если Хк> О и Pm i  -tW< /монотонно возрастает 
(тогда выполнено условие (2)). Метод (R t  ри) удовлетворяет 
оценке (4), если /»*- монотонно убывает при 
каждом V» если (тогда выполнено условие (3)). 
Л и т е р а т у р а  
1• Jurfcat, W., Peyerlmhoff1 i.s Mittel wertsätse bei Mat-
гіх- und Integraaltransformationen, Math. Z., 1951. 55. 
92-108. ' ' * 
2. Peyerlmhoff, A., Untersochungen über absolute summier-
barkeit. Math. Z., 1953,57,265-290. 
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МНОШШИ СХСЩЙЮСШ СО СКОРОСТЬЮ В ТЕОРИИ 
ТРИГОНОМЕТРИЧЕСКИХ РВДОВ 
Я. Смкк 
Множители сходимости со скоростью, которые мы называем 
К-мультипликаторами типа (}E ̂ ) , были определены и пол­
ностью изучены в работах Кангро. Ему принадлежит следующий 
результат (см. fl], лемма 5 и примечание 3). 
Теорема 1, Для того, чтобы £ е (Е*;Е̂ ) необходимо 
и достаточно, чтобы 
и г 'ф' = от CD 
к=- п+4 К 
= O ( X k)  ( Z )  
причем в случае Ai " O(J)t Ah Tfc €)(*) следует заменить Õ 
на о. 
Оказывается, что теорему 1 можно использовать для изуче­
ния мультипликаторов пространств Липшица. Для этого мы ис­
пользуем методику !"^-конструктивных пространств, которая 
была выработана автором . В результате получена полная 
характеристика мультипликаторов классов Y3)), 
при с, Д 6 С о, 4) 
Теорема 2. Пусть d,/3 6 fo Л ) и Последо­
вательность s является мультипликатором класса: 
а) ( LpfWuLf (*'P*) тогда и только тогда, когда (1) 
и (2) выполнены при к - ( 4 )  и /t =  ( к с і ~ л ) ;  
б) (WtrLfC*,?)̂ ) тогда и только тогда, когда (1) 
и (2) выполнены при  ̂= (кс+*) и > ä (yO; 
в) ( VZcLif (CtlP)i WjtLf(JilP)J тогда и только тогда, 
когда (1) и (2) выполнены при д = и д. - (K̂ rfb)t 
Литература 
1. Кангро Г., Множители суммируемости для рядов о̂грани­
ченных методами Рисса и Чесаро. Уч. зап. Тартуск. 
ун-та, 1971, 277, 130-154. 
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ЭЛЕМЕНТАРНЫЙ МЕТОД АЛЕКСИНА В КОНСТРУКТИВНОЙ ТЕОРИЙ 
ФУНКЦИЙ И ^-МУЛЬТИПЛИКАТОРЫ 
Я. Сикк 
В своих последних исследованиях проф. Г. Ф.Кангро зна­
чительно дополнил методику теории суммируемости.Новые поня­
тия, как А ̂-суммируемость и ДА-ограниченность рядов и пос­
ледовательностей, множители суммируемости со скоростью (мы 
используем термин ^-мультипликаторы) и т. д. создали осно­
вание теории суммируемости со скоростью (см. [1, 2]). Роль 
этой теории огромна ибо классическая теория суммируемости яв­
ляется ее частным случаем и большинство результатов этой тео­
рии верны и в том случае, когда рассматриваемые последова­
тельности и ряды принадлежат к любому банахову пространству 
X. Одним из основных понятий в теории суммируемости со ско­
ростью является понятие Х-мультипликатора (мультипликатор 
Кангро). Х-мультипликатор, это последовательность, которая 
преобразует каждый А-суммируемый ряд, который сходится с 
данной скоростью, в 8-суммируемый ряд, сходящийся с другой 
определенной скоростью. 
В настоящем докладе мы хотим указать на один определен­
ный способ применения X-мультипликатора в теории функций. 
Точнее, мы применяем X-мультипликаторы для расширения и 
уточнения метода Алексича (см. [4]). 
Пусть *o . эс<, ... ,ал,,...элементы банахого пространствах 
а б? (£в) последовательность ,Tц сthк) - метод 
суммирования. Пусть 
ЭС - S xK 
KT=O 
И 3* , 
^ -Xk -
Метод Алексича основывается на сравнении скоростей сходимости 
последовательностей Il х Ilx и цен Zx-Sy Hx если 
,Ціп. Eх = & существует. Применяя такое сравнение, Алек­
сия и Кралик получили многие существенно новые результаты в 
теории функций. Например, Алексич доказал: для того, чтобы 
5 6 Lcp (4,р) j необходимо и достаточно выполнение условия 
Ktfn?- $ Н р = Ш )  
при T = C4. 
Оказывается, что последовательность £ , которая играет 
решающую роль при этой методике, является ничем иным как Jf-
-мультипликатором типа Г T0 , Тл0) , при котором £-"=;( SltTi) 
является Х-муль типликатором типа ,Tq) . Такое обстоя­
тельство позволяет: во-первых, существенно сокращать доказа­
тельства результатов типа Алексича, ибо рассматриваемые X-
-мультипликаторы полностью изучены в работах Кангро; во вто­
рых, станет ясным, какие конкретные методы T пригодны и при 
каких случаях T можно заменить наиболее простым методом E-
Некоторые аспекты этих проблем изучены автором. Получена сле­
дующая теорема, которую мы приводим в терминологии и обозна­
чении автора (см. [3]). 
Теорема. Пусть X - одно из пространств Lили Lp при 
реп,*?; , д - (ц.с), и Zi - метод Зиг-
цуцда порядка L , где с/(/ % 1, г, .. и « ¢(0,4) . Для 
того, чтобы і -тая производная необходимо и 
достаточно, чтобы i^^zU4zj<' 
Литература 
1. Кангро Г., Множители суммируемости для рядов !-ограни­
ченных методами Рисса и Чезаро. Уч. зап. Тартуск. 
ун-та, 1971, 277« 130-154. 
2. Кангро Г., В множителях суммируемости типа Бора-Харди для 
заданной скорости, 1. Изв. АН Эст. ССР. Физ. матем. 
1969. 18,  2, 137-146. 
3. Сикк Я., О !"^-дополнительных пространствах рядов Фурье. 
Уч. зап. Тартуск. ун-та, 1975. 355, 222-235. 
4« Kralik D., Elementary methods of the theory of series in 
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ВКЛЮЧЕНИЕ ПОЛЕЙ СИЛЬНОЙ СУММИРУЕМОСТИ 
В. Coouep, 3. Зрит 
Пусть метод суммирования А определен матрицей А ~(л„ к) 
преобразования последовательности в последовательность.Пос­
ледовательность эс~(х к) называется А -суммируемой, если, 
существует конечный предел £іт , где 
^ >ZT QW . 
Последовательность .х = (ott) называется сильно Л-суммируе­
мой со степенью р (здесь р=ф>) > Рк >О ) к числу f, если 
Через C 5  обозначим множество всех сходящихся к нулю пос­
ледовательностей. Если (уп)Е: C0 для всех (ссм)& C0, то мы 
скажем, что метод А является методом типа C c-* C a  . Рас­
смотрим теперь такие методы Л и 0= (£„*) , где 
«„*>0, &,*>&Пусть [CA/= [(¾): 3 Z Д>? ГЧ, f 
теорема 1. Пусть метод А - нормален и метод В - тре­
уголен и выполнены следующие условия: 
I0 Z Sm < 
г 0  " < А < 9« , 
з° Ч"/р.=&(4), 
тогда для того, чтобы LC aJ С L CgJ ,достаточно, чтобы ме­
тод G-B t4"* был методом типа C e-* C e  . (Здесь А - /  - об­
ратная матрица матрицы А ). 
Пусть оC^fA- )  - последовательность матриц At- =(Gmte) 
Последовательность CCet(Xtf) называется сильно ос-суммируе­
мой со степенью р к числу і , если 
Iirn ZZ Л*" = о 
равномерно по і (Здесь, как и раньше, р-(рк) , Pk > 0). Мно­
жество всех сильно «^-суммируемых последовательностей обоз­
начим через [с*] ̂  . Рассмотрим методы ы, , где атк > О. 
Имеет место следующее обобщение теоремы б из статьи [2%. 
Теорема 2. Пусть и Ъ«/рк = Ф(4) , а 
ZX, <Оо . Тогда [С*]* С 
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Замечание ¢. Можно доказать, что если существуют преде­
лы Itm Z. о пік = а  и Hm Q n u  = O (равномерно по /), то 
при 0<pk4,fyK4-H и -*оо включение [.Coit ] Icu не 
имеет место. 
Отметим, что при U- ( A ) t  A  =  ( G i h t c )  , имеем [С/J^= 
= С C aIЗначит, частным случаем теоремы 2 является сле­
дующее 
Следствие і. ] Пусть А = (CLhti) - матричный метод 
суммирования, где ^ > О и Sup Т. а п к  ^ °° • Тогда при 
0<рк < и ?*/рк = имеет место 
CcJ * С ГсЛ< 
Последовательность £. = (6*^ называется мультипликатором 
множества X, если (e KJC x)e. X для всех X. Теорему і 
можно применить для изучения мультипликаторов множества 
Теорема 3. Если метод А - нормален, а 8= Z r, где 
=  > т о  д л я  того, чтобы последовательность £ = 
.= («Е^был мультипликатором множества ["C 4  3 ̂  ,достаточ­
но , чтобы У а Л л е  (<£-^ I — 0(^7 и метод £ = 6/4был ме­
тодом типа C e  C 0. 
Л и т е р а т у р а  
1. Maddox, I., Spaces of sfcrongly summable sequences.Quarfc. 
Journal of Mafch. Oxford ser. 2, 1967,18,345-355. 
2. Nanda, S., Some sequence spaces and almosb convergence. 
J. Ausfcral. Mafch. Soo. (Series A), 1967,22.446-455. 
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ВЫПУКЛЫЕ СЕМЕЙСТВА МЕТОДОВ СУММИРОВАНИЯ ОБОБЩЕННЫХ 
ПООЩОВАТЕЛЬНОСТЕЙ В ЛОКАЛЬНО ВЫПУКЛЫХ ПРОСТРАНСТВАХ 
А.Тали 
I.Пусть ii и 1/ - направленные по отношению > множества, 
а X и У - отделимые ЛВП над полем комплексных чисел (Г 
(или R ), топологии которых определены соответственно семей­
ствами полунорм Р~ {jt j и P=IplРассмотрим обобщенные по­
следовательности X = ( 5 J , где X и 0.6 16. Заметим, что 
обобщенными последовательностями являются, например, обыкно­
венные последовательности X=( n̂) (где U-=Ki и U= IN), двой­
ные последовательности̂  = ( n̂ta) (где И = (т,П)и U= IN ) и функ­
ции H с LlG [0;oo[ = U/. Пусть,далее, X= (Xu) - числовая 
последовательность, где О < X. 
Определение I. Будем говорить, что последовательностьX 
является сходящейся со скоростью X (X -сходящейся), если 
Iun *= и существует предел foriAa( ^) и что X явля-. 
ется ограниченной со скоростью X (X -ограниченной), если 
Erri = 5 и последовательность [ XuX ûu - £ )} ограничена. 
Введем для множеств последовательностей X следующие 
обозначения: 
4 (UjX) - множество всех последовательностей, 
C(UtX) - множество сходящихся последовательностей, 
C0C tl,X) - множество последовательностей, сходящихся к 
нулю £ X , 
In(Ii1X) - множество ограниченных последовательностей, 
rnc0(U,X)= m(U,X)n c0(U,X), 
Cx(UfX) - множество X -сходящихся последовательностей, 
C*(U,X) - множество X -сходящихся последовательностей , 
для которых 
ІП (IL j л) - множество X -ограниченных последовательностей, 
Пусть А ( е 1/ ) - операторы из некоторого множества 
ХдС4(И,Х) в пространство У . Тогда оператор A = (Av) пе­
реводит последовательность XG Хд в последовательностьсДд), 
где Ау.Х€ У. Оператор А определяет метод суммирования А. 
Множество Лд является полем применения метода А. Обозная 
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чим поле суммирования метода А символом CM , поле сумми­
рования к нулю - символом C0 А и поле ограниченности - сим­
волом m А . 
Определение 2» Будем говорить, что метод Ä суммирует по­
следовательность X со скоростью X , если (AvX)G С (Ir5Y) и 
ограничивает X со скоростью Л , если (AviK) £ ГПЛ( 1/, У) . 
2. Рассмотрим, далее, некоторое семейство методов сум­
мирования Aoc с непрерывным параметром1=^CJoL0; p0L ,гдед-х!охі. 
Определение 3. Будем говорить, что семейство методов A^ 
является выпуклым, если при любых оL < б выполняются условия 
тА^с пъАр,сД^с сАр (!) 
и справедлива импликация 
xEmA^X6oA^,oL<y^p=>x6cAy. (2) 
Если условия (I) и (2) имеют место с заменой в них сим­
вола С на C0 , то будем называть семейство Aq, нуль-вы­
пуклым (см. [2] ). ^ 
Обозначим A^X= (1^) ^ исформули-
руем общие теоремы о нуль-выпуклости и выпуклости„ 
Теорема I. Рассмотрим семейство методов Aql , предпола­
гая, что mA, С/TlAft и С.Ac С Ад при любых ^<(Ь. Пусть,да-
^ lToiSae ^oCcfet ' „ . г 
лее, существуют преобразования t и b с Ы.£]Ы.0; р0-і Li 
Se JO; 1  и % 6 ]<%;&[ та.чие, что при лкх5ых оС£Ы0;р>0-1[} <5 , % 
и любой полунорме П.6 P выполнены следующие три условия: 
1° Преобразования являются преобразованиями ти-
аа Х^Лт,Со(%У)-^С/%У).. 
2° Преобразования Q^at являются преобразованиями ти­
па У Пт( ,У)—> 6( V, У) и удовлетворяют при каждом 
,Ь ̂ ^ 
/ ч  e t ,  I  о .  О  —  
где Cöv у )= 6 у к f CX)—» О при 36 (г . 
3° При любом Л £ /TlAecHC0 A0̂ 4 справедливо неравенство 
іг(^+<г)^ Kp,-р.LE^frAot̂ )] + Lр,-P-CG0. (AetK)], 
T -
Промежуток J oL0; (ъ0 [ может быть и бесконечным. 
2 В условиях ограниченности постоянные могут зависеть и от 
=I И Cf . 
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г Д е [ Е у .  ( E  С  A o i f ^ )  и  K p . ,  L - J i  -  н е к о т о р ы е  п о с т о я н н ы е .  
Тогда семейство AOI является нуль-выпуклым с d £ . 
Общая теорема о выпуклости сводит исследование семей­
ства Aec на выпуклость к исследованию его на нуль-выпуклость» 
Теорема 2. Пусть X = V и Aoc - линейные преобразования, 
переводящие каждую последовательность X =C с постоянными 
членами ^ = ( ыб Il) в последовательности 6 
С пгс( , У) , причем hm Tj^ - CLol ̂  , где 0 - не­
которые числа. Если семейство Aou нуль-выпукло, то оно и 
выпукло. 
В основе применения выпуклых семейств к суммирова­
нию со скоростью лежит 
Теорема 3. Пусть X = У , A^= (Ay) - некоторые последова­
тельности с (К Av. f oo и Aol - линейные преобразования, пе­
реводящие каждую последовательность X = ( Q ^ (теrIi) 
в последовательность ( ^) с 7^ = CLot̂ - » где О*О - не­
которые числа, а) если семейство методов Aoc , где A^X -
= -\ является нуль-выпуклым, то при любых < /3 справед-
ливы имплика^ш^ ^ ^ 
A^X6C^C^X)=)AAX6C^(Ü;X), . (4; 
б) Если семейство А' является выпуклым, то импликации (3)-
-(5) справедливы с заменой в них C4 на С . 
Теоремы I и 2 являются обобщениями теорем I и Г работы 
[2] , а теорема 3 обобщает теорему I работы [Il. 
Л и т е р а т у р а  
1. Тали A., U применении теорем выпуклости к суммированию 
со скоростью.Материалы конференции "Методы алгебры и 
функционального анализа при исследовании семейств опера­
торов", Тарту, 1978, 27-29. 
2. Тали А., О нуль-выпуклых семействах методов суммирования, 
.уч.зап. Тартуск. ун-та, 1981, 504 , 48-57. 
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ОБ УСЛОВИЯХ СУЩЕСТВОВАНИЙ ПРОИЗВОДНОЙ 
В СМЫСЛЕ ГИЕБСА 
М.Ф. Тиман 
Известно (см. C i] )» что естественной областью опре­
деления ортонормированной на С°Л] системы функций Уолша 
\ в  нумерации Гіэли является не отрезок !.Oji] , 
OO _ к  
а группа точек X= Я, ^ X k  принимает значе-
k-l 
ния либо ноль, либо единицу) с групповой операцией 
0 0  X k-+ ( ксА),) 
X +  ¾ =  2  — 7 5  .  
•<~± 
Пусть теперь Lp означает пространство 
измеримых по Лебегу на [о,і] функций (а) , для кото­
рых Il S о) 14C x)! ~ р <*°) j 
а при Р—оо (I ^ (х) (I = V-LtxlWy І4сх)| 
1  7 1  Xt  [ а ,  1 ]  
Функцию <^(х) С 1>р (і^ р называют (см. V^j ) 
производной от функции J[(xJ в смысле Гиббса и обознача­
ют 4 t i^OO = S-W I если 
J- j -ž  С C4c*J-^-§ C * J | | f = 0  •  
K = O  "  
Справедливы следующие утверждения. 
Теорема I. Пусть 4c*J£^p и 
£ a""X-Wp , а) 
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где Y - (г ()j для г: °о и £= і при р=оо ;  
R Л й ) р ~  I I  ) ~ $ S ^ 1  р  ,  S n C ? > * )  -  ч а с т н ы е  с у м ­
мы ряда Фурье-Уолша функции (х) , Тогда у функции Cx; 
существует производная в смысле Гиббса 4^(*) £. Д ̂  
Существуют примеры функций, показывающие, что при 
каждом фиксированном р (і< условие (!) не может 
быть улучшено. 
Теорема 2. Пусть ^ (kJ G Zp (і ̂  P £ »о) . Для того, 
чтобы у неё существовала производная в смысле Гиббоа 
4^(4) С » необходимо и достаточно выполнение ус­
ловия 
ОСИ, 
Примером функции ^.o(xj € I ̂  , у которой не су­
ществует 1 %) £ Lw , может служить, например, функ­
ц и я  ( х )  ,  р а в н а я  X  д л я  и  1 -   д л я  ± < х $ £  
Л и т е р а т у р а  
1. Качмаж С., Штейнгауз Г., Теория ортогональных рядов. 
Физматгиз, Москва, І99В. 
2. Bufczer, P.L., Wagner, H.J., Walsh-Fourier series and the 
concepfc of a derivafcive. Appi. Anal. 3, 1973»NeI,29-46. 
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О Т-БАЗИСАХ В FK-ПРОСТРАНСТВАХ 
М. Тыннов 
Пусть E — FK-пространство, содержащее все последова­
тельности е кчо,..,,OyI lO v  ,,) , где на к-ом месте Введем 
следующие обозначения: 
1) T=( 1T k v x) - матрица, удовлетворяющая условиям 
ILm. Г = Л , Trt-OnpH куп., 
К ->00 r vK-
2) tr h  = 
3) Cv-X = E т^к.х^е к, «=(**)<•£•, 
4 )  E t k  = ^ c c e E :  & г а  S^ 1 - х  = х  ̂  ,  
5' Тб = ^ 1X : (бк'Х) ограничена в Ej ̂ 
6) 4 (ОС) = 5 зс k; 
KT 1  ' 
7 )  K l C t ) ,  
= |£.=(t„): М<П '*)= ® ( <) Ф 3 йлл^л-і)^ 
Если 
A-,-ГЛІ, 
тогда T-C - метод Чезаро, а при сі-\ - метод арифмети­
ческих средних, т.е. 
T-  -  ̂  ~  1 ^  = 4 / 2 ' )  '  '  •  
Lh-K. - 'I ^ К 
Для метода Чезаро, T=C , 
Гсм.[з]; [і], стр. 183,171). Если Ы.- /\ , тогда обычно при­
меняется обозначение х  
( "C- c Cl z I e '  
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Соответствующий класс последовательностей для метода взве­
шенных средних Рисса найден Кангро ([2], стр. 223). 
Если E = Et , тогда скажем, что в E имеет место 
T-суммируемость по отрезкам или система последовательностей 
является T-базисом в E . 
Если E С E t 6  , тогда скажем, что в E имеет место ог­
раниченность по отрезкам. 
Имеет место следующая 
Теорема. Для того чтобы в E множество последовательнос­
тей было Т-базисом в E необходимо и достаточно, что­
бы было выполнено условие 
(т. т , <  У Е  =  Е .  (I) 
Для всех Ffc-пространств верно включение 
( H a r l C r ) - Е т й С  E t k C  E  .  
Можно показать, что условие (4) является необходимым и дос­
таточным условием и для того, чтобы 
т.е.,чтобы в E имело место Т-ограниченность по отрезкам-. 
Е нтинасом (см. [4]) доказано, что 
1 » ' Е  = e C k  ^  Е т Е с ч -
Л и т е р а т у р а  
1. Барон С.А., Введение в теорию суммируемости рядов. Тал­
лин, 1977. 
2. Кангро Г., О множителязГсуммируемости. Уч. зап. Тартуск, 
ун-та, 1955,37,191-232. 
5. Bos»nquet, L.S., Note on convergence and eummability 
factors. J. London Math. Soc., 1945.20.39-48. 
4. Buntinas, M., Convergent and Bounded Ces&ro Sections in 
FK-Spaces. Math. Z., 1971.121.191-200. 
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ВКЛЮЧЕНИЕ МЕТОДОВ СУММИРОВАНИЯ СО СКОРОСТЬЮ 
В КЛАССЕ ФУНКЦИОНАЛЬНЫХ PRROB 
X. Тюрнпу 
Рассмотрим систему ср = {^к,} интегрируемых по Лебегу на 
е =[р, Ь] функций Cjp i c  , для которых ряд 
% , (!) 
сходится по мере на е для всех х 6 : Л £*А*<еоЬ 
где о«сЛ кЛ»о , 
Пусть А и Ъ регулярные треугольные методы суммирова­
ния. Говорят, что ряд (I) является почти всюду (п.в.) на е 
А-суммируемым со скоростью ^ , или, короче ЛС-суммируе-
мым, если п.в. на е существует предел 
где ^ — сумма ряда (І)з смысле сходимости по мере. 
В настоящей заметке мы исследуем включение со скоростью 
методов суммирования в классе рядов (I), т.е. мы найдем та­
кие условия на методы суммирования А и 5 , чтобы из 
В л  -суммируемости ряда (I) с xXoC£% п.в. на е,СС выте-
кало ^^суммируемость ряда (!) для п.в. на (ко­
роче, в классе рядов ( I ) ) .  Исследованием включе­
ния со скоростью методов суммирования в классе ортогональ­
ных рядов занимались многие математики, притом большинство 
иэ них воспользовались методом , где 
, Г А При к-S sPO n  -, 
*к ~1 О при К >» \П 
и  ( з а д а н н а я  последовательность натуральных чисел. Mn 
воспользуемся понятием сильной суммируемости со скоростью 
Л . Кроме того, мы требуем, чтобы метод А сохранял Л -схо­
димость, т.е. метод А переводит все Л-сходящиеся после­
довательности опять в Л-сходящиеся (см. напр.[і]стр.І39). 
Говорят, что ряд (I) для х е€\ является п.в. на £. 
сильно А6 -суммируемым со скоростью Л (короче, [ABj-сум­
мируемым) , если п.в. на е существует предел 
XL Icu, Л! Jl )Іг, 
ІМ?0 tLCo' 
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где ̂  — сумма ряда (I) в смысле сходимости по мере. 
Если & — метод сходимости, то вместо CA В] -суммируе­
мости говорят о (/^суммируемости. В работе [Д.] найдет 
УСЛОВИЯ для того, чтобы из А*-суммируемости п.в. на е ор-
т©нормального ряда (!) с хе^л вытекало САІ х-су?.олируе~ 
мость. Ш получим в некотором смысле 'более общий результат. 
Теорема 1. Пусть метод А сохраняет /^-сходимость. Если 
(2) 
где f 
Л IM IDTV X  И-L ) 
то из !^-суммируемости п.в. на е«се ряда (I) с Уоб 
вытекает ч£А] -суммируемость п.в. на C 1, ряда (I) с 
Я частности, если B=A , то выполнение условия (2) 
гарантирует, что из Л -суммируемости п.в. на е, ряда (I) 
с У» б. & л следует его ГЛІЛ- суммируемость п.в. на . 
Далее, пусть ряд (I) для является п.в. - на е, 
-оутлируемым. Если метод /\ сохраняет /^-сходимость ж 
выполнено условие (2), то по теореме I ряд (I) для х»е£л 
является п.в, на et {"/^-суммируемым и }  следовательно, 
подавно -суммируемым п.в. на е, . Итак,имеет место 
Теорема 2. Пусть метод А сохраняет /^-сходимость и 
выполнено условие (2). Тогда в классе рядов (I) А Л  Э Е»*. 
Например, если А — метод взвешенных средних Рисса R 
и В« , где метод P h  определен треугольной мат­
рицей у. - FV-f/Р*Л" , то условие (2) выполнено, и, сле­
довательно, если метод P 1  сохраняет A 4-сходимость, то 
Р*Э Pt t  в классе рядов (I). Если учесть, что для таких 
скоростей Л в классе всех рядов , то получаем, 
что в классе рядов ( I )  методы Рисса эквивалентны между со­
бой. 
Л и т е р а т у р а  
I. Кангро Г., О множителях суммируемости типа Бара-Харди 
для заданной скорости. Изв. АН Зет.ССР. Фиэ. матем.1969, 
18, 2,137-146. 
2.чКангро Г., Сильная суммируемость ортогональных рядов со 
скоростью. Изв. АН Эст.ССР Физ. матем. І579,28,ЖГ,І-8. 
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ОБ ИЗМЕРИМОСТИ ПРОИЗВОДНОЙ ГАТО 
ІІ.М.Чобан 
Через P обозначим некоторое частично упорядоченное нор­
мированное тело, доя которого: 
1. Вели , то ^, где $ - норма на P ; 
2. Пусть Р* = {х*р 1 х >о} . Тогда [р+] = P4" и {о } , а 
P есть полное в смысле Чеха пространство со счетной базой. 
Пусть .X и Y - топологические P -модули без изолиро­
ванных точек, L - непустое замкнутое в X множество, для 
которого о ф L , G - непустое открытое в X множество. 
Через впер Y обозначим все подмножества пространства Y . 
Однозначное отображение : G —е^. Y назовем много­
значным отображением.Отображение А-измеримо, если е-' U = 
=г(хе G \ 6(-X1) л u ^ есть А-множество пространства Q 
для каадого открытого в Y множества U . Если е-1 U открыто 
в Q для каждого открытого в Y множества Ij , то называ­
ется полунепрерывным снизу отображением. 
Рассмотрим однозначное отображение f : G —s- Y . Для 
каждых XcG и £ > о положим 
t̂V с*) = - HocV to< ̂(і}< е Л* P4; x+tl* G\] , 
С  > o )  
Множество называется £-производной Гато,а мно­
жество ^yt(X) - производной Гато в точке эс по направлениям 
L . Отображения и Il в 0(5иіем случае многозначны. 
Отображение £ дифференцируемо по Гато по направлениям L в 
обычном смысле, если отображение -£[_ однозначно и для каж­
дой точки * е G существует такой Z = ссэО >о , что мно­
жество езс) компактно. 
П.™™. G Pv* G « L I *,* + Ils Gj , 
Gt = ((t,x,0 € Qt \ < & }. Множества Q и Gt , 
где t > о , открыты в P4"" G xL . Рассмотрим непрерывные 
однозначные отображения : G —*- P+ * G * G , n : G 
• G и Ъ : Р* * Y*Y —»- Y , где <^U, 
x.-h U) , ri(t,x, l) =x и tvd ,о-, Ь) = t*f ( fe -«O . Ото­
бражение $ : G —*. Y порождает отображение f : p4G* Q 
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— >  P + x Y x Y  ,  г д е  ? ( ! , * , % )  =  (t , | ( х ) ,  .  Сво й с т в а  
отображения \ определяются свойствами отображения $ . По 
построению, для каждого открытого в V множества Xi и лю­
бого г > о имеем 
l̂U = п.( GtA ^^»)) . 
Это равенство позволяет определить свойства отображений £(_ 
и f£і_ в зависимости от свойств отображения % . Например, 
если отображение % непрерывно, то отображения полуне­
прерывны снизу. Бели же отображение % А-измеримо, L есть 
полное сепарабельное метризуемое пространство и пространство 
X метризуемо, а пространство Y метризуемо и сепарабельно, 
то отображения А-измеримы. Из этих фактов вытекают: 
Теорема I. Пусть Y есть локально бикомпактное простран­
ство со счетной базой. Тоіда: 
Г. Если отображение % непрерывно, то Ф есть Q s  -мно­
жество для каждого бикомпактного множества Ф <=- Y . 
2. Если отображение ? А-измеримо, пространство X метризу­
емо и, V есть полное сепарабельное метризуемое подпространс­
тв то отображение А-измеримо. 
Теорема 2. Пусть X - метризуемое пространство, Y -
полное метризуемое пространство со счетной базой, С, есть 
полное сепарабельное подпространство и ^ : G —Y есть 
такое отображение, что отображение ^zl однозначно. Тоща: 
1. Если ^ непрерывно, то есть В-измеримое отображение 
классаі. 
2. Если отображение £ В-измеримо, а пространство X сепа­
рабельно , то и отображение $'L В-измеримо. 
Дусть P=Y есть поле действительных чисел, X = P2 , 
1 =(1,о) и L = {(* ,^)\ + * 1} . Тогда существует 
такое однозначное В-измеримое отображение f : X —Y 
класса Г, для которого отображения и f'L однозначны, а 
отображения и | t L  не В-измеримы для всех U t 0, 
где. E0 > о . 
Аналог производной Гато можно рассматривать и для много­
значных отображений. Для них теорема I остается верной. 
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О СИСТЕМАХ ПРЕДСТАВЛЕНИЯ В ПРОСТРАНСТВАХ ІЛ[0^] )^>0 
В.И. Филиппов 
В padgrax [і] и [z] А. А. Талалян вводит понятие представ­
ляющей системы (с.п.) и устанавливает некоторые свойства 
э тих  с и с т ем  в  п р о с т р ан с т в а х  L^LO i Q > д  >0. 
Теорема I. Пусть {/*{*)£ -~с.п. пространстваIfl°/C f  
6^4. Тогда {£. hCX)$£LI является с. п. в пространствах 
, 0<<£< 4. 
Следствие. Пусть непрерывна на (-о9,со) монотон-
новозрастакщая функция, <р(0) - О , 'у/фСу)-*+*}, 
YTN +6)+<? ), OL>0 , T>Q . Тогда, если ZH 
- с.п. в I f bLO tI] , f , ^TO - с.п. в 
Теорема 2. Если *(*)$*-< - с.п. в С £<МІ и она ос­
тается с.п. после отбрасывания люоых N функции, тогда 
Cx)- с.п. в пространствах LftrLO, 4] \ р,>0. 
Следствие. Если - с.п. в JL F T  10,*} У  0< 
го j f c%v , - с.п. в L ELLOM , 0< фб ̂  . 
Пусть 6г - произвольная выпуклая область, такая, что о^ 
резок Lo iQcGc. Как следует из работ Ю.Ф.Коробейнака (см. 
•Г з ] ,  М ) ,  е с л и  К  +сДІ ,  , A j ^ - с . п .  
в Д(G) , то также является с.п. в 4(¾).Непос­
редственно из теоремы 2 следует 
Теорема 3. Если выполнены предыдущие условия, то сксте-
А** ; ̂  К  ЬК&Х HL=N P > 
является с.п. в пространствах L!^[0)(] ,Р,>0, 
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О СПЕКТРЕ НЕКОТОРЫХ КОМПАКТНЫХ ОПЕРАТОРОВ 
А. И. Шахбазов 
Пусть A(D) - банахова алгебра всех функций, голо­
морфных в относительно4 компактной области "D с. С * и 
непрерывных в её замыкании P . Пусть ((&$'"/&.) I 
D-*' D - такое отображение, что все Ifi & A(D) , и пусть 
U- - фиксированный отличный от 0 элемент A (D) . Легко 
проверить,JWto линейный оператор T'- A(D)-> A (D), 
= Ufe)f (Lfte)) , компактен (здесь £ A(D) и На­
шей целью является вычисление спектра <^(Т) такого опера­
тора T ( при /1=1 и D= £ <С аналогичная 
задача решена Камовицем [4J). 
Так как ф (D^) - компактное подмножество в D ,то 
отображение If имеет в единственнуюішеподвижную точ­
ку Ze , причем D и итерации отображения tp равно­
мерно на D сходятся к постоянному отображению . 
(ср. FsJ, стр. 105 ) . Пусть Л={ > Ajj - множество всех 
ненулевых собственных значений матрицы Якоби отображения Cp 
в точке 2а (без учета кратностей); ясно, что 0< I Х^|< і. 
для всех i^zdi, j S . Напомним, что собственное значение 
>р<= А называется резонансным-,если существуют такие целые 
неотрицательные числа Tfl 1  ,...,W s  , что Х W t-> % и Ар— 
= Д™* • - ' Ays • Дусть Ae - множество всех нерезо­
нансных Xfy £ Л. (легко понять, что если А ф 0 , то и 
Л.0Ф 0 ) і обозначим через H(If) мультипликативную под­
полугруппу в (С , порожденную множеством A 0I/ { O 1  Ij 
Теорема. d>(T)= LL(Ze) • П(^) . В частности, 
если U-CZ0) Oy, то оператор rJr квазинильпотент н, а ес­
ли Іі(2в)~ і. у то спектр 1P совпадает с полугруппой П(ф). 
Наш подход к доказательству этой теоремы существенно от­
личается от подхода Камовица [4] и состоит в применении те­
ории возмущений в сочетании с теоремой Пуанкаре о локальной 
линеаризации (возмущенного) отображения Y в окрестности 
точки Zc . Для простоты изложения рассмотрим случай, 
когда CL^ й. (общий случай легко сводится к этому) . Не ог-
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раничивая общности, можем считать, что % Пусть 
Ift (2)= (ff?)-+- AgZ , где Ag - диагональная матрица, 
IfAgfK £ і . Отображению ^ отвечает возмуще­
ние Tg оператора T > а именно, (TiS)(г) = $(¾(2)) . 
Оператор Ig тоже компактен и при малых б сколь угодно 
точно аппроксимирует оператор T (в равномерной оператор­
ной топологии). Ясно, что Ag можно выбрать так, что соб­
ственные значения матрицы Якоби отображения в точке О 
будут все отличны от 0, различны и нерезонансны. Поэтому по 
теореме Пуанкаре (см., например, [Г], с. 176) в малой ок­
рестности точки 0 можно перейти к новым координатам W 
(биголоморфно связанным с исходными координатами 2) , в 
которых росток отображения будет иметь вид Ag W , 
где Ag - диагоЖльная матрица (её диагональные элемен­
ты - это собственные значения матрицы Якоби отображения ̂  ) . 
Это позволяет найти спектр (и собственные векторы) операто­
ра Tg в алгебре <£TEwJ3 сходящихся степенных рядов от 
переменных V/ (достаточно переписать уравнение 
для собственных функций в виде системы уравнений для коэф­
фициентов степенного ряда, представляющего £ в окрест­
ности начала координат) . Оказывается, что спектр операто­
ра Tjr состоит из О, I и всех чисел = fat "* f^n.t » 
где JUn£ - диагональные элементы матрицы Ag , а 
£ =: (Я-і '' " > Я* ) " либо# целочисленный вектор с неотри­
цательными координатами . Если позаботиться о том, 
чтобы числа flt ̂  / Л̂(£ были мультипликативно незави­
симы (т.е. чтобы из соотношения вида уі^ • ' = ' 
г д е  K i  , . . . ,  K m  g  %  , сле д о в а л о  б ы ,  ч т о  в с е  K i = O  ;  
этого всегда можно добиться, выбирая надлежащим образом 
матрицу Ag ) , то каждому собственному значению , 
) , будет отвечать в алгебре (TCCwi 
единственная с точностью до скалярного множителя собствен­
ная функция "( ) — Wi*1 • • ' \л/$к . Так как 
<f£(D)cD при малых g , то итерации отображения ^ 
"стягивают" 5 к неподвижной точке 0; отсюда легко сле-
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дует, что все собственные функции оператора 1% в алгеб­
ре CfCwIj в действительности принадлежат алгебре Л (D) . 
Поэтому спектр оператора Te в алгебре ^fD) тот же, 
что в алгебре ([[[ЩJ . Для завершения доказательства 
остается воспользоваться известными результатами теории 
возмущений (см., например, {j2] , теорема 3.16 на с, 269) , 
из которых следует, что спектр оператора T в A(D) 
состоит в точности из предельных точек объединения спектров 
операторов , где {£g ̂ ~ подходящая последова­
тельность положительных чисел, стремящееся к 0. Расшифровка 
этого утверждения совпадает с формулировкой нашей теоремы 
(в рассматриваемом сейчас случае U= £) 
Описанный приём даёт также рецепт вычисления собствен­
ных функций оператора T (при - всех, а при 
Z - хотя бы по одной для каждой ненулевой точки 
спектра) . Аналогичный подход применим и к некоторым дру­
гим алгебрам голоморфных функций, например, к алгебре 
 ***( D) всех голоморфных ограниченных функций в 
области 
Л и т е р а т у р а  
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НЕЧЕТКАЯ МОДИФИКАЦИЯ ЛИНЕЙНО УПОРЯДОЧЕННОГО ПРОСТРАНСТВА 
А.Шостак 
В нечеткой топологии важную роль играют нечеткий отрезок, 
J(L), построенный Б.Хаттоном [IJt и нечеткая прямая 1R(L) ,оп­
ределенная в [ 2] по аналогии с 3(L). Исследованию топологичес­
ких и алгебраических свойств этих пространств поевящено значи­
тельное число работ ( С lj—f 5Д И др.). С.Е. Pодабаух [5J поста­
вил проблему, унифицировав конструкцию Б.Хаттона, для каждого 
топологического пространства X построить нечеткую модифика­
цию, которая в категории нечетких топологических пространств 
JFLcÄ играла бы роль, в определенном смысле аналогичную роли 
пространства X в категории топологических пространств Тор . 
Мы предлагаем решение этой задачи для случая, когда X - ли­
нейно упорядоченное пространство. 
Конструкция S(K) .  Пусть X - линейно упорядоченное то­
пологическое пространство. Обозначим черезУГх) множество 
всех невозраставдих полунепрерывных снизу функций. : X-* J = 
=[0,1] , и положим l(t% Для каждо­
го І€ X рассмотрим отображения p t  : -* 0  и Л* : ZFfx) -» 0 , 
определяемые равенствами Pt(Z) = JtLtf) и А<(*) = I -l(t~). Не­
четкую топологию V  на J r (X)  зададим предбазбй T i  =  ( р е  ,Л ( : і еХ ) .  
В дальнейшем IF(X) предполагается наделенным T ; простран­
ство (T-(X)yT) называется нечеткой модификацией пространства X. 
Легко проверяется, что отображение у : X -*• F(X)9 определя­
емое равенством Vt*) = 1<к , где аеХ и j jj >явля­
ется отображением нечетко гомеоморфного вложения. 
Имеют место следующие утверждения: 
Теорема I. Для каждого линейно упорядоченного простран­
ства X пространство !F(X) нечетко нормально. 
Теорема 2. Конструкция & сохраняет вес, число Линделефа 
и число Суслина. Точнее говоря,имеют место следующие равенства: 
w(X)= o f y (  J r (X ) ) ,  C t x )  =  CfCF(X ) ) ,  ( l x )  =  e F ( ? ( x ) ) .  
В частности, X компактно тогда и только тогда, когд: Sr(X) не­
четко  компак тно  Г  2  ]  ,  [ 7 ] ,  
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Теорема 3. X связно тогда и только тогда, когда Sr(X) 
нечетко связно. 
Теорема 4. Пространство Sc(X) имеет нечеткое кружево 
[6] тогда и только тогда, когда X метризуемо. 
Примеры JF(R) ( S r (D))  естественно изоморфно нечет­
кой прямой (соответственно, нечеткому отрезку)CIJ, Г2J. 
Замечание I. Включив в я все постоянные функции,по­
лучим новую конструкцию, которую обозначим Jc • Нетрудно 
показать, что %Г(х)с#&),где &г : Jop -*З^иг - функтор lo-
вена. Теоремы 1-4 сохраняют силу и для конструкции . 
Замечание 2. Очевидные изменения в конструкции Jr 
позволяют обобщить ее и на случай L-нечетких пространств, 
где L - произвольная структура. 
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ЗАМЕНИМОСТЬ МЕТОДОВ СУММИРОВАНИЯ 
Э. Юрямяэ 
Впервые проблема заменимости методов суммирования вст­
речается в [З], где она поставлена в следующем виде: при 
каких условиях для данного метода суммирования А , сохраня­
ющего сходимость, найдется регулярный метод В , для кото­
рого С} = Сд, Символом C a  обозначается поле суммируемости 
метода А . Выяснилось, что в данной задаче регулярность 
можно заменить "регулярностью для нулевых последователь­
ностей" или мультипликативностью метода &« С изучением 
этой задачи связано изучение различных отличительных под­
множеств поля данного метода суммирования (см.[2,3,4]). 
Для абсолютной суммируемости проблема заменимости рас­
смотрена в [с], при этом условие С = Сд заменено условием 
где обозначает поле абсолютной суммируемости 
метода А • Такое изменение проблемы оказывается естествен­
ным, так как не известны хорошие условия для соотношения 
I a*-I (или C a  -£&). 
Во всех цитированных (и многих других) работах для за­
менимости (особенно для корегулярных методов) даны раз­
личные достаточные и необходимые или только достаточные 
условия топологического характера. При этом не обращается 
внимание на то, как найти заменяющий метод S. 
В настоящем приведем для заменимости некоторые доста­
точные условия иного характера, из которых получаем возмож­
ность нахождения соответствующего метода В. 
Метод суммирования А определяем матричным преобразо­
ванием 
7* е  Д/** 
Полем суммируемости Сд данного метода А=£&**) называет­
ся множество тех последовательностей X- =• , для кото­
рых € С-. Поле суммируемости C a  является некото­
рым РК-престранством, в котором каждый линейный непрерыв­
ный функционал выражается формулой 
/ М  
с 5 Atу  
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где (Г*.) € I и х. - Известие, что для каждого ^ 
найдется такой метод £, что fbc)*£t*igX, где C 8  2¾. Ес­
ли £^O, те метод 3 можно выбирать таким образом, что 
^6 = <%' , z  ч 
1  Если метод А = (о#ису сохраняет сходимость, т.е. С А2£, 
тогда *е^fOe Сд и е#н = Aueje(¾, где £иіив4 И е=0 
для кФт Пусть ä*«= ІСт.^е.к. Метод А называем нуль-ре­
гулярным, если С-дЭС0 и CL4ck iO для всех к . Метод Л ,сох­
раняющий сходимость, называется заменимым, если найдется 
такой нуль-регулярный метод в, что Cgt = Сд . 
На основе вышеуказанных фактов получается следующая 
Теорема 1. Если система 
~ О , K=I tZ 1-. . , (2) 
имеет такое решение, что и ЪФО, тогда метод 
&~С&мк)' где 
щ»с " / J Q-+itc t&ma > 
#t<m 
является заменяющим методом для А. 
Замечание. Если система (2) имеет нетривиальное решение 
(Т*)еС и V=O, то для полученного метода 3 имеет месте 
соотношение Cg 2 С4, В этом случае мы можем говорить о за­
менимости в широком смысле. 
На основе следующего примера получаем, что условие тео­
ремы 1 является действительно только достаточным. Пусть 
и о( к^О для всех Нормальный метод Д с(5и*) ;  
где et*,* — , если /с , является заменимым, так как 
J3<x*£ k  сходится при всех X. *=С$к)€С а  (см.[і],стр. 
228), но для этого метода система (2) имеет только три­
виальное решение. 
Преобразование (1) определяет метод абсолютного сумми­
рования, если L. Поле абсолютной суммируемости 
является ^-пространством, в котором каждый линейный не­
прерывный функционал выражается формулой 
J-Cx-) — Р*. *>«С } 
где (&*)€ Аг . Для каждого j. найдется такой метод В, что 
/C x-) =  JlT * £* 
79 
«  4 з 4 * -
Мвтед В называется абсолютного регулярным, если 
21л іщлс = ŽZŠk для всех (Sn) € £, 
Метед А , для которого Cfi 21 , называется абсолютно 
заменимым, если йайдется такой абсолютно регулярный метод 
В> , чте Lb 2 li. 
На есневе вышеуказанных фактов можно получить следующую 
теорему. 
Теорема 2. Если система 
&*,ІСJLtm. = yI , K= 4,Z,... , 
имеет нетривиальнее решение ^/tcH)€ M , тогда метод S = J 
#к« ) 
является абсолютно заменяющим методом для 4 . 
Аналогичными рассуждениями можно получить и другие "за- . 
менимости", при которых данный метод Л заменяется методом 
В> , более подходящим для данного вопроса. Например, за­
менить данный метод треугольным, данный метод транслативным. 
Іанный метод секционно-ограниченным методом и т.д. При 
этом над© учесть, что некоторые хорошие свойства методов 
суммирования (как, например, Акционно-ограниченность) яв­
ляются инвариантами, т.е. зависят не от метода, а от его 
поля суммируемости. В этих случаях надо рассматривать за­
менимость в широком смысле. 
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Ö СХОДИМОСТИ ИНТЕНКЖЯЦИОШОГО ПРОЦЕССА ЛАГРАНЖА-
ЛАГЕРРА И РЯДОВ ФУРЬЕ-ЛАГЕРРА 
Л.В.Борисова 
Пусть { Yx)} - последовательность многочленов 
Лагерра, ортонормальных на промежутке [О± c^) с ве­
сом иг(ос) = е~̂ ос 06 5 oc-j-i . Матрицу TYl 0 *̂ *.} 9 
, /1-=4,2,,3,.. - , узлов интерполирования, лт- -я 
строка которой ос г ̂  г. ос ^ . , z_ ас/*,и-
состоит из корней многочлена Лагерра Pt̂ oiYx) , назовем 
матрицей Лагерра. 
Для любой действительной, непрерывной, ограниченной на 
LO;+ =*>) функции ^ такой, что равномер­
но непрерывна на [О j + , и любого натурального /г. 
положим 
/,»)= (Y) 
где (TVIOL3 Х) - фундаментальные многочлены Лагранжа. 
Обозначим через <0 модуль непрерывности функции 
jf £ С на отрезке LCL, ь J с. (о j 00) , а через JT-
множество вещественных, непрерывных на £0j + =») , неубыва­
ющих, полуаддитивных #шщий с 3 и;(о)-О ". Для лю­
бой функции et? введем класс функций Cco • Если 
u}C&)&SL и oj>/^<f)=01cvf<f)j для любого отрезка 
£а, 6 J с С о ; •+ , то говорим, что f-(sQG С со 
Пусть <§ (VKoc, f) - множество точек расходимости интер­
поляционного процесса Лагранжа, построенного по матрице Wl 
для функции 
Рассмотрим (п-±) -ую частную сумму ряда фурье-Лагерра. 
По определению f 
f;,x) =/5 PtTYx)= ] f ( t ) C n - , ( г )  
где <U(t.)-~<2-(t)ctt , £^рк<*>(±>р™Га0 
Следуя П.ЛЛебышеву, запишем (I) в"виде 
Хл-(Pl-1,£,х) = J/ »-1 аы-М, (3) 
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где ССКІІ^) функция ограниченной вариации на^ЛТ, сііб 
с бесконечным множеством точек роста. 
Преимущество интегрального выражения (3) для интерполяцион­
ного многочлена в том, что оно устанавливает формальную ана­
логию меяоду интерполяционным многочленом для / и Cn-L)-
ой частной суммой ряда Фурье. 
Из работ И.Марцинкевича и Г.Грюнвальда по тригонометрическо­
му интерполированию и работ Л.Карлесона по радам Фурье след­
ует, что интерполяционный процесс Лагранжа и рады фурь мОгут 
вести себя по-разному, т.е. существует непрерывная функция 
такая, что ее ряд Фурье почти всюду сходится, а интерполяци­
онный процесс Лагранжа расходится всюду. Поэтому интересно 
было бы получить ответ на следующие вопросы: 
!.Пусть С , £ % !Хн-Ш*,/, OOI (4) 
почти везде на [о, + «>»5. 
Что можно сказать о поведении разности 
Umt ,т.е. 
о сходимости в среднем с порадком р с весом в Хх 
интерполяционного процесса Лагранжа-Лагерра? 
2.Пусть верно (4) для некоторой непрерывной функции. Что мо­
жно сказать о поведении (2), т.е. о сходимости рада Фурье-
Лагерра? 
3.Пусть и) € Л и и> (y^)£yt п О . 
Является ли это условие необходимым для расходимости в точ­
ке интерполяционного процесса Лагранжа-Лагерра функции^^, 
4.Что можно сказать о характеристике /j) с точки 
зрения меры и категории? 
Частичный ответ на поставленные вопросы дают следующие утве* 
радения: 
Теорема I. Пусть Tytac -матрица Лагерра и <*7-і. . 
Существует функция ^ 6- С (Lo , + «=*0) такая, что 
1) 6¾, I Zvu (TVLol,^ ОСУ\ = - п. 6, , 
2 )  I c m  ( [  \ H o O - ,  
* V , 
3) Um S *С°° (Lot) - HcO всюду на 
Р Lv^ 
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равномерно на каждом Cct > 6 j c б о > -*- <=*>). 
TftnpftMR 2. Пусть ТУІ"-- матрица Лагерра, *.7-4- .Если 
° °  С яУСн-гъ^о > 
то существуют функция £*с- > и шюкество <§ второй 
категории на Lo> •+ таіяе, что везде на £ 
1Хп.(9П«-,[,я0-^{яЭ1-7О. 
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ВЛОЖЕНИЕ 5ДЕР РЕГУЛЯРНЫМИ ПРЕОБРАЗОВАНИЯ»! 
А,В. Ревеню 
Пусть S i T  м н о ж е с т в а  д е й с т в и т е л ь н ы х  ч и с е л  с конечна -
ми или бесконечно удаленными предельными точка* соответст­
венно U ж р .Через F(S) / F (T)/ обозначим какмзчпфгдь 
линейные пространства комшгекснозначных функций фцредедеж-
ных на S / T /,причем Ff 5) соде ришт все постоянные на 
S функции.Лине иные о гв рации в F(S)/ F(T)/ определяет­
ся обычным образом.Также естественно южно определить опера­
цию: умножения функций. 
Всюду ниже рассматриваются линейные оператора 
А: F(S)-^F(T) такие,что AfX) ограниченная на T фунхцид 
если X ограничена на S . 
Оператор А назовем регулярным,если для всякой X € F(S) 
такой, что существует &zn эс( 3) ,существует также &т AfxXti 
и оба предела равны. "* 
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Будем считать две функции XlfX2 € FCS) тождественными, 
если Сип (%/Э) -X2(S)) = 0 .Аналогично дом F(T) .Тогда нор­
мой ограниченной фуцдщщ X € F(S) / у е F(T) / назовем 
число H эс Il » &яі |х(ЯІ/ WyW - 5т [y.(t) I Лнорюой оіюрагора 
А: F(S)-^F(T) /в случае существование/ назовем норну его 
сужения на подпространстве ограниченных из F(S) функций.' 
Обозначим через K(LL) ядро /в смысле Кйоппа/ функции 
Ц€ F(S) / LL € F(T) / s будем говорить,что оператор 
Л : F(S)--F(T) осуществляет вложение ядер /вложение огра­
ниченных ядер/,если для любой ЭС € F(S) /любой ограничен­
н о й  X  €  F ( T )  /  с п р а в е д л и в о  в к л ю ч е н и е  K Y A ( X ) )  с K ( X ) .  
Назовем оператор А: F(S)-*- F(T) сильно регулярным,если 
из  равенства  K(X) ~{(Х} следует  равенство  К(Л(Х))={0.} в  
где & - конечная Jtm бесконечно удаленная точка комплексной 
плоскости. 
Оцределение.Онвратор А • FCS)—F(T) обладает свойством 
/іДеслж для любой X € F(S) такой,что К(А(х)) Э 0 , 
существует функция Z(S)-*-+oo (3-*-а) такая,что Z-X € FC S) 
х K(A(ZX ))ZO. 
Теорема Ii Линейный регулярный оператор А :  F(S)-^F(T) 
осуществляет вложение ограниченных ядер тогда и только тог­
да, когда. ИЛИ = 1 . 
Теорема 2. Всякая регулярная матрица A= (&„„) обладает 
свойством /X/. 
Теорема 5. Всякий сильно регулярный оператор А :  F(S)-^F(T), 
обладающий свойством /!/,осуществляет вложение ядер. 
Теорема 4. Для того,чтобы регулярная матрица А = ( ünjf) 
осуществляла вложение ядер для любой последовательности, к 
которой она применима,необходимо и достаточно, чтобы А была 
сильно регулярной. 
Теорема 5. Если для произвольных регулярных матриц А и 
В из равенства AlBtojHoo} следует,что A(Х) расходится 
к бесконечности,то для любой ограниченной последовательнос­
ти Z имеет место включение K(AfZj)C^K(B(Z)) f  
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О ПЛОТНОСТИ ФУНКЦИОНАЛЬНЫХ AUTEEF 
В. Ф. Емельянов 
Определение I. Множество А функций называется алгеб­
рой, если J,+f^A, frfgbA , AfieA всякий раз, как только 
fi&Af^A ;  A6# . Пусть £ есть метрическое пространство 
всех функций, измеримых и конечных почти всвду на отрезке 
Сод]. 
Теорема 4. Алгебра А, состоящая из непрерывных на от­
резке [од] функций, плотна в пространстве 3 тогда и толь­
ко тогда, когда существует множество Z нулевой меры такое, 
что для любых точек X4Ф Xz из множества [ОД] \ Z можно 
указать функцию j из* алгебры А , для которой 
Требование непрерывности функций алгебры А для спра­
ведливости теоремы 1 по существу. Чтобы сформулировать тео­
рему в общем случае, дадим 
Определение 2. Алгебра А называется алгеброй Реньи на 
отрезке [од], если существует последовательность функций 
(/«,) из алгебры А и множество 2Г нулевой меры такие, что 
для любых точек из множества [ОД] можно указать но­
мер Av = I(X l 1JLz), при котором /к (jCi) Ф f^(x. t). 
Теорема 2. Алгебра А , состоящая из измеримых, конечных 
почти всюду функций, плотна в пространстве 3 тогда и толь­
ко тогда, когда она является алгеброй Реньи. 
Теорема 3. Алгебра А , состоящая из существенно ограни­
ченных, измеримых на отрезке [од] функций, плотна в прост­
ранстве 1-^(0,4) (4$р,<+оо) тогда и только тогда,когда она 
является алгеброй Реньи. 
Теорема 4. Алгебра А функций из ^(ОД) плотна в 
пространстве Lrv(O lI) (4$ fu<+ooj тогда и только ,тогда, 
когда выполнены условия і) алгебра А является алгеброй 
Реньи, 2) для любой функции /в4 функция 4c'bfeA принадле­
жит замыканию алгебры А по норме пространства LP(O fI). 
Определение 3. Множество А функций называется *-алгеб­
рой» если у# jXf t^A всякий раз, как только 
f,*A? О обозначает операцию свертки функций). 
Будем говорить, что множество функций А различает ко-
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синус коэффициенты Фурье, если для любых значений К и tn 
при / *Аі можно указать функцию такую, что 
J f(x.) С04, 7СА, OL сіэс. =Jt JfC*)c*A ItM X, ö£fc . 
Если для любого zv = 0,-/r.. можно указать функцию fe-A, для 
которой левая часть предыдущего соотношения отлична от нуля, 
то говорят, что косинус-коэффициенты Фурье множества функ­
ций А не исчезают. 
, Теорема 5. # -алгебра функций плотна в пространстве 
тогда и только тогда, когда она различает косинус 
коэффициенты Фурье и все они не исчезают. 
О ПЛОТНОСТИ КОЛЬЦА, СОДЕРЖАЩЕГО ЗАДАННУЮ ФУНКЦИЮ 
Л.А. Шведенко 
Определение і. Множество функций К называется кольцом, 
зсли для любых функций /б К и 5 6 /С , f + в € K9 
^Определение 2. Если на [0,і] задана существенно ограни­
ченная функция, то величина ¥&) ~ у|*^/К :^ н а з ы~ 
ваетоя существенным колебанием и обозначается со ((p(xj). 
Определение 3. Функция (f называется взаимно-одно­
значной почти всюду на fo,l], если существует множество £, 
!нулевой меры Лебега, так что сужение функции (f на мно­
жество fo.ljxjf есть взаимнооднозначная функция.. 
Теорема jL. Пусть Cf - измеримая, взаимно однознач­
ная почти всюду на [о,і] и ее существенное колебание <4, то 
кольцо с 1 содержащее (р плотно в пространстве UXOt 1) , 
(У<д<-#-оо). Существуют примеры, показывающие, что в теоре­
ме нельзя отбросить требование взаимной однозначности поч­
ти всюду на [О,і] и ограничение, наложенное на существенное 
колебание. 
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ЗАМЕЧАНИЯ К ОДНОЙ ТЕОРЕМЕ Й.МАРЦЕНКЕЕЙЧА 
Л. Ю. Ермакова 
(̂ .-пространство непрерывных 1Я -периодических функций 
с обычным определением норма /////<•,„ = и 
модулем непрерывности ffift б) . Л -множество всех действи­
тельных , полуаддитивных, непрерывных, неубывающих на ГоуЛ*] 
функций £>/>) , (Dfo) = O ; Sloc £1 -множество функций 
для которых JL1-O. 
Если (А>«е JŽ, и (A )H f S 1 )  ~  0  j  и> (S j J  ,то говорим,что-f 
Если же j ,то -ffftS . 
Пусть т  =  { х К п ) ,  Х к „ ^ * » к / л » * 1  , К^О, I j...., Zr, - И г о, I j.... 
-матрица равноотстоящих узлов интерполирования. Л~ { а * ;  \ ,  
K= 0,1 ,Ij.... ; з,.... матрица, удовлетворяющая усло­
виям Теплица. Для любой функции  ̂е положим 
I n (A i W j I j X)  = L o Gin i  J n  ( ?Н , £  ) ,  п , о , і Х . . . .  (L ) j  
T(w,i*) = Г 5> tT=-Vfj Й *"Чг'- ""'-½-)]. 
Обозначим через <f - £ (АЛ) множество точек расходимос­
ти линейного метода (±) для +£ Ct0 . 
И.Марцинкевич показал, ГУ] , что существует -/£ Cxlr , 
для которой (z ŷ 4 J -метод суммирования последовательности 
интерполяционных полиномов Лагранжа расходится хотя бы в 
одной точке. 
Один из основных вопросов линейных методов суммирования 
интерполяционных процессов Лагранжа состоит в выяснении джя 
заданных функций а> и матрицы Я характеристических 
множеств S - £ (А}1) . 
Справедливы теоремы 
Теорема I. Пусть Зб. і?0 . Тогда верно одно из следую­
щих утверждений: 
а/ либо для любой T-матрицы Я и для всех /« Ло 
линейный интерполяционный процесс Itl (Aj *) сходится 
равномерно на Г  с ,  л  t )  ;  
в/ либо существует {б Cuo и множество второй категории 
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S такие, что интерполяционный процесс {!» Uj Г*і} 1, ъ) } 
расходится везде на <§ 
Теорема 2. Если = ̂/,, 1  =  £ , Л ,  . . . , п ,  " -  5/ - -- и 
и) £ JX удовлетворяет условию 
4 %  M Y  о О ( т і )  r \  >  Q  
И-9-o J 
то существует функция £о и множество 6 второй катего­
рии также, что 
I I n  (  * ) ~  4 Q  
везде на ^ ; если же и ^<-0 (-£)£" £''1 ^ oo ; 
то существует функция \ & Сл> и множество f второй кате-
"""ane^E /І„ ( „ , и л  
Следствие/й.Марцинкевич, /"/J /.Существует точка *-*<, и 
функция -f£ Ci* такие, что в предположении выполнения усло­
вий теоремы 2 о матрице суммирования 
ITn (д, Ш J V, л: у) / - с~=. , 
В основу доказательства этих теорем положены следующие 
леммы. 
Лемма I. Пусть функция бЭ^ P3 и пусть {VL (4, xJj -после­
довательность линейных операций из ŝ- в С ,-г ,для кото­
рых можно указать счётное множество //,•] то чек, плотное на 
Го, ж J ,последовательность функций /4; j , ,и по­
ложительную постоянную С такие, что С вполне определяется 
через tO <? и для любого / - / 3,... справедливы соотно­
шения: ц 4; К б u) W 
<о/Ч-, rj & 
£ f ; j  ъ )  -  t i '  M  b f r o  ( ч )  . 
Тогда существует функция -fe и множество ^ второй 
категории такие,что 
^ /  % Г 7 (J, *•] ~ "ffr) ! > О . 
Лемма 2.Пусть функция и пусть f Z4. (•/, *)і - последо­
вательность операций из в , определённая в леммеі. 
Тогда если можно указать последовательность / <Г„/ положи­
тельных чисел и последовательность J J функций такие,что 
ti~ {„ -о, I l l i l t  Л ( ^ )  ,  S - )  6 Tj 
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2ГП7 lUn( «С, ъ)1 * С, >о 
h -7 «-• . 
где (¾ завжсжт только от и? и точка к; ̂Г°,ЛЯ]. 
Тоіда. существует функция J? £ Cj> ж постоянная с > & 
также, что выполняются соотношения (jt) ~(4j леммы I. 
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СУММИРОВАНИЕ ПОСЛЕДОВАТЕЛЬНОСТЕЙ С НАПЕРЁД ЗАДАННЫМ 
МНОЖЕСТВОМ ЧАСТИЧНЫХ ПРЕДЕЛОВ РЕГУЛЯРНЫМИ МАТРИЦАМИ 
Н.В. Третьяк 
Целью настоящей работы является установление для регуляр­
ных матриц,удовлетворяющих требованию і = * 
K-O МК ' / I / 
необходимых и достаточных условий,чтобы они могли суммиро­
вать последовательности с любым наперёд заданным множеством 
частичных пределов к наперёд заданному числу € , подчинён­
ному некоторым естественным ограничениям. 
Определение I. Будем говорить,что 7-матрица А = (й**) 
обладает свойством (cP6) ,если существует возрастающая пос­
ледовательность натуральных чисел такая,что 
Iim Ža*K. = О . 
Ut / ч 
Определение 2. Будем говорить,что T-матрица Л = I0wN 
обладает свойством (^pj ,если для любого числа р€[о,іJ 
существует возрастающая последовательность //C1-/ натуральных 
чисел такая,что й'гг? Ž Qhkc- Р. 
К-*=о t=f С 
12 
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Определение 3. Будем говорить,что 7-матрица А = 
обладает свойством (Pi Q) ,если для любых чисел P и 9 
/р,Я€Со,і] f о$Р+<іи / существуют возрастающие без общих 
членов последовательности {«•} и^ {К;} натуральных чисел 
такие,что Cim %аН к\ = р Ьг»Х0«к," = ф . 
"->•0 (ж/ 1  І-і  
Теорема I. Пусть А*(а**)- T -матрица,удовлетворяющая усло­
вию / I /. Для того чтобы_для любого наперёд заданного 
замкнутого множества Fc (Г / F? {*"} / и любого числа«еРаС 
существовала последовательность имеющая F в качестве 
: множества всех своих частичных пределов и суммируемая матри­
цей Л к числу о( ,необходимо и достаточно,чтобы матрица А 
обладала свойством f&,) 
Теорема 2. Пусть T -матрица, удовлетворяющая усло­
вию III. Для того чтобы для любого наперёд заданного замк­
нутого множества FcC I РФ /*>} / и любого числа <хе <Г 
^акого что&€[іь1л]I Ili lxe FO € / существовала последователь­
ность {Ьк} ,имеющая F в качестве множества всех своих частич­
ных пределов и суммируемая матрицей А к числу о(, необходимо 
к достаточно, чтобы матрица А обладала свойством СЮ . 
Теорема 3. Пусть - T-матрица,удовлетворяющая усло­
вию / I /. Для того чтобы для любого наперёд заданного замк­
нутого множества FcT / F~{ *>) / и любого числа & в <Г 
такого, что о( принадлежит треугольнику с вершинами в 
точках \ Zj /2,,¾,¾ ̂  Zr Л <Г /,существовала последователь­
ность /5*/ , имеющая F в качестве множества всех своих частич­
ных пределов и суммируемая матрицей А к числу of , необходимо 
и достаточно, чтобы матрица Л обладала свойством Q) . 
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О МНОЖИТЕЛЯХ СХОДИМОСТИ НЕКОТОРЫХ КЛАССОВ 
КРАТНЫХ РЯДОВ ФУРЬЕ 
Ю. Липпус 
Настоящая работа является продолжением работ [IJ и 
[2] по рассмотрению мультипликаторов между классами ря­
дов Фурье, сходящихся по разным последовательностям ин­
дексов. 
Наведём во множестве Rj2 всевозможных пар 
неотрицательных целых чисел частичный порядок. Будем пи­
сать и* Wi-(WiflWz) , если ил и , Пусть L 
обозначает пространство интегрируемых функций двух пере­
менных, 2тг-периодичных по обеим переменным. Для каждого 
f € L пусть 
= Z оси с і*і-(і&,і,iv)) 
ItH*. 
fctZi 
обозначает прямоугольную частную сумму порядка п его 
ряда Фурье. Пусть - некоторая последователь­
ность точек ни) е , удовлетворяющих условию Vi ( г.) і 
<и.и «--<), ии)^ о . Определим класс L-(Ti) таких f^L , 
частные суммы ряда Фурье которых сходятся по норме по пос­
ледовательности Tl , т.е. Il f - ShudP 11 U= СЮ при 
£, ->> оО . 
Пусть Ж = I некоторая другая последователь­
ность индексов m с эе) £ Wz , икжіі wuatf-U , и пусть J = 
-J. Al*Jifetz2 - некоторая двумерная числовая последователь­
ность. Будем говорить, что 7 принадлежит классу I lf(и), 
L ,Л ж )) , если при любой f £ Lp(TZ) ряд 
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yL X(UcU) е. 1""" 
IeZ 1  
где c(fc) - коэффициенты Фурье функции f , является рядом 
Фурье некоторой функции из L p  (ш) . 
Рассмотрим здесь только вещественные множители, т.е. 
пусть >(и)-Ufcifc R при I и I * Ifci , и пусть последователь­
ность А * выпукла по обоим индексам, д* A(I 1 1I 1) - Ht,, I 1)-
-I Mk 4*4,kJ* *«,•*, * х  >* о и д* Au,, l j >/ о . 
Определим при каждом эе =4.,2, ... числа Pse(A) сле­
дующим образом. 
Находим иццексы ни) и nU*t) такие, что паи и*(ж)^ 
& г( с *Ь) и M(ItX)S, I и ((.+ ¢'-4) . Если такого 
M(H f) не существует, то полагаем ии+г) = (ео , оо) . 
Если ^v i(X) < M 1  ((.+-() , то пусть 
Qy 3 t(A)= А( H xU + -ч), W 1(X)) • ( ^ и 4((.<. )- m L(ae), W 1(X)]) 
( - 4, , ... , Г ) , И пусть 
R e(A) ~ ^ іг> *> Q w 5 t(A) ̂ Ж О, WI 1C Х))' ( / f kWi-K.{ г W 1(Z) f  
HI 1(Se)- H i  ) , L А( Wl/*),0) -f- Я(и^(ае))' (* + ИА И )- M z(X) 1  
ni t(*)J)3 • ( 4 *• кп^и, [ H 4Ct *Ь) - M 1  (¾), (ж) - и,( t )] ) ] . 
Если Hi 1(X) > M 1(CM) И *!,,(*)< и, (ы-ч) , то пусть 
QyjeC Я) * ^ ( wi 4(ac.) , и г(і+ 1- *)) • 4  *  и/ и. £ ю 4(с + и - ж 4(*), иі,(аг)5 ) 
( У * 4, 5 » ... , t ) , И 
С JO ( Д) = киечх/ { Qv a bO), ЯСк іДяе), О). + <л<и.п\ * ,((,*<)- *,(x) t  '4 vt г- а 
Ht 4Cx) - и 4( )І) 7 E Д (О, wi t(x)) + J (•«(*))• "км ( м^Сс+t) - н1,(«е), 
ш 4(аб)5 )1' ( ̂  + мъи {n 1(t*£)-»vi 1(ae), W1 (ж) — и^((.*^-х)3) 1 • 
Теорема. Цусть Я-? ;{(*)? UeW1) - двумерная выпук­
лая последовательность. Тогда необходимым и достаточным ус­
ловием принадлежности % к классу (Lf(TC) , Lf (W)) явля-
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ется (при условии, что t ~ г: с*) = &С4) ) 
Cse(A) =0(4) ( зе —> «*» ) . 
Отсюда можно выделить некоторые частные случаи в ка­
честве следствий. 
Следствие I. Если последовательности индексов ж и 
Ж лакунарны С и-Znj-ы > с м ) и связаны следу­
ющим образом: иы * и*с*) < нам) , ж •(*)/и,-(«.) •>/£«,-> і и 
и4(см)/Mj(=е) г Ctl- >і (j = і,.г H с , cfу , C1 у обозначают 
абсолютные положительные постоянные), то выпуклая после­
довательность rX принадлежит классу Ufсп), lF(ш)) тогда 
и только тогда, когда она принадлежит классу (L, L F(WI>) F  
т.е. когда A(w,(<), оь £*$(<<* + Жо, г̂с*>) + 
t- Л ( wr ( эе >) - ( -f * W1 (¾)) • (Л + Caг-)) - & С 4 ) ( ас «о) . 
Следствие 2. Если последовательности ^ и %% свя­
заны следующим образом: и а) 6 ^c*) & и и-м.) t игс<л = wtc»>, 
M1CAT) = И, C CF-' ) И W2C=C)- MTC=C)) , ТО ВЫПУКЛАЯ 
последовательность % принадлежит классу (.Lfl(It) ,LpCm)) 
в том и только в том случае, когда 
А(и,И), Wt (ЯЕ) ) - с /+ Ki1Cac) ) «- <2>С-() ( й -ч «о ) . 
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О СХОДИМОСТИ ИНТЕРПОЛЯЦИОННЫХ ПРОЦЕССОВ в 
КОМПЛЕКСНОЙ ОБЛАСТИ 
А.А.Привалов 
Пусть ^ - односвязная область с гладкой границей С 
удовлетворяющей условию Келлога-Альяера [і] , то есть угол 
( S )  , образованный касательной к  Г  с  вещественной 
осью, как функция длины дуги 6 имеет на Г модуль неп­
рерывности Со( , h) , удовлетворяющий условию 
J e W * ' j b h I Л  <  с о .  
о 
Через E = y>(w) обозначим функцию, которая однолистно отоб­
ражает область IW / > і на дополнение к 0 так, 
что бесконечно удаленные точки соответствуют друг другу. 
Далее, пусть A (Э)— -пространство всех комплексных ан­
алитических в 2 и непрерывных на 3 функций / с обы-
лным определением нормы Ц j- Ц - т ему. j j с 2) j и мод­
улем непрерывности 
Если JTf7=^2U } — упоредочное конечное подмнож­
ество множества /7 такое, что catcfTTrt < п и при обх­
оде кривой Г в положительном направлении точка 
следует за точкой кроме точек Z1 и Zzt , то мо­
дулем изменения функции j  6 Л  @  ( % )  назовем функц­
ию п ) натурального аргумента определяемую равенст­
вами V(f, 0)=0 и 
<f(j, л) = ZZ - J-(z<)\, П € Д/ Zn+*!=?* • 
J L n  K = I  
Через Л обозначим множество непрерывных полуаддитивных 
неубывающих на [Oj ск>) функций СО таких, что OO(O)=O j 
а через JZ С J2, ~ подмножество выпуклых вверх функций 
OO С tfL . Если OO € Л, и <^(£ JtJj= Q 
то  говорим у € АО (Щ 8) ; если же oo G lJLj и 
Vfhn)- 0{ои(гг~')]г , то говорим €̂У̂ ой). 
Пусть теперь задана матрица = j?кп}, т, я-/,£,5,..^ 
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узлов интерполирования, принадлежащая P 
Определение. Матрицу называем правильной,если 
для любого tl € А/ точки Z jcn , У ̂  К š /Z j  образующие 
M -ю строку матрицы IfYl при отображении с помощью функ­
ции ž? = ф (W) области j WI > ± на дополнение к Э 
переходят в вершины правильного tt -угольника, вписанного 
в единичный круг. 
Для любой функции J- £ Л С СЬ) по матрице W можня 
построить последовательность <£п (Wtj Jj Z)} интерполя­
ционных многочленов Лагранжа. 
Справедливы следующие утверждения. 
Теорема I. Пусть 717 -правильная матрица, функция 
и 
Tf+)= z: z <%. 
'"'J/ itpTn^i Ік-pl + l ' 
Если (^ ̂ ~ ^ , то 
п-.TS (mJ j  *)- f <*> Il= °- (І) 
Теорема 2. Пусть -правильная матрица. Если функ­
ции со E J2/ и CV € і_/2/ такие, что 
,Sik КЖ г -,4., #7-« 
то для любой функции / С Л С (COj Э)/1 У(со) верно 
( I ) .  
Следствие (С.Я.Альпер [ I J ). Если Ztl -правильная матр­
ица ̂ CV е lIL И UJ )̂— О , то для лю­
бой функции / 6 АСС<ч&) верно (I). 
Теорема 3. Пусть правильная матрица Tft = ̂  Zxrrt)-
такая, что Z lcn = У* ( ) , Wzczz = 
S Š к $ П, п= J, £,3, ... » и пусть функция CVe JZ 
удовлетворяет условию 
СО (~ J /2 > О. 
п -»> схэ 1 Л / 
Тогда существует функция У £Г AC (^Vj 3) такая,что 
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4+m J <£n (Wj £ ё)— J-(Z) j > О Л-*- oo 1 
почти везде на Г ; 
«ели же / J \ о 
-fcrrt CX) (nf™ К — 0h0V 
Л—V Oo 
то существует £ €J}C (Я), $) = Oj сО($)}^ 
такая, что 
I dn ( У7, £ z) I = ®о 
везде на 
/ 1  — о о  
Г . 
Л И Т Е Р А Т У Р А  
1.Адыіер С.Я. О сходимости интерполяционных полиномов Лагр-
анжа в комплексной области. - УМН,1956,т.XI,вып.5,с.44-50. 
2.Герман А.Х. Об интерполировании в комплексной области. -
Aniaysie Math.,1989, т.6,вып.2,с.121-135. 
3.PriYalov А.А. ( Привалов А.А. )-Addition о the article 
"On. the divergence of interpolaition processss at a fixec 
point".-eAmer.Mathe Soce Trausl.",1970,91, 2,pp.79-98. 
О НЕКОТОРЫХ СВОЙСТВАХ ФУНКЦИЙ ИЗ АНИЗОТРОПНЫХ 
КЛАССОВ КАІЬДЕРОНА-ЗИГМУНДА 
Р.И'. Пел еще нко 
Анизотропные классы функциональных пространств, явля-
щжеоя аналогами классов T1? &) , it, M Кальдерона-
Зжгмунда, рассматривались рядом авторов [і],С£] . В настоя­
щей работе получена характеристика анизотропных классов 
Кальдеро на -Зигмунда с помощью локальных приближений функ­
ций», В изотропное случае такая характеристика получена в 
работе 1>.А>,Брудного C3J 
Пусть j,l (Mi lJbL z,.. juн) - вектор с положительными 
координатами и суммой f , Через {Пхр} обо­
значим семейство п -мерных прямоугольных параллелепипе­
дов с центром в точке х , имеющие рёбра длины *СМі, 
L-1,2t--n , параллельные осям координат.. 
Для заданного jn рассмотрим множество чисел 
§м  {  V= Z  р .  А , J f hAy  А ) "  целочисленные неот­
рицательные векторы} . Упорядочим множество этих чисел по 
их возрастанию 
2 = Д, < Gf < - - С 4^ ' ' 
Обозначим множество полиномов вида р($) =LC p-Ц* 
где = . уА 
Далее рассматриваются функции / б Lp(Q) t где 
и £ - измеримое, ограниченное подмножест­
во к*. 
Определение I. Функция / принадлежит классу T x p^(X) $  
если существует такой полином p(f) е ZPf t n  , х ± а ̂  , 
что для любого параллелепипеда /7^т у о ̂ -Zii справедли­
во неравенство 
j  j  W - f W K a y  X  -  # '  ,  
Определение 2. Функция fe i?//k(Th если f ± Т/^/х) 
и существует такой полином р(у) & f 
что 
f  5  ІШ-P (V ) I ^ y i f  - -O t r l i i J z r -O  
# П Пх,т 
Для функции f определим локальное приближение 
Ей,,Р  ) = ? Ih f  (аппт.ті . 
Точку л: множества Л назовём > -регулярной, если 
C  x  f i r /  
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В ниже формулируемых теоремах точка х является // -регу­
лярной точкой измеримого, ограниченного множества. 
Теорема It Для принадлежности функции / классу 
Tfjt (X) необходимо и достаточно, чтобы при йт 
С ̂  У ''T) 
^ Л ^ CLNTTF £LYVL —-ZLPI+ IL ' существовал. 
*Г->И cCa- ^ P  
Теорема 2. Для принадлежности функции f классу 
^лу> (X) при < йм и XTA^ , $- TN , необходимо 
и достаточно, чтобы выполнялось условие 
<Г->о Г 
Теорема 3. Для принадлежности функции классу 
Ьрл^(:г) при Qt-J. * Я*, , необходимо и доста­
точно, чтобы выполнялось условие (J) и существовали 
пределы ( '/<)-%) производных много­
членов Pzffle. , наименее уклоняющихся от / в про­
странстве UpUnnxlT). 
С помощью метода вещественной интерполяции О/J при 
с < А - определим анизотропные классы функций, пола­
гая 
для 0 £ < . 
Определение не зависит от выбора числа £ , а при 
\  Ž  ,  / J T  ~  ^ Л / / <  F A ) '  
Теорема 4. Для принадлежности функции / классу 
(X) при ÜM необходимо и достаточно, чтобы 
выполнялось условие (і). 
I и т е р а т у р а  
I1. Ильин BJh, Функциональные пространства о [Q), 
Записки научных семинаров ЛОМИ АН СССР, 3(Л 1972 ),51-7 5. 
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2. Ахмеджанов А., Некоторые свойства анизотропных классов 
Кальдерона-Зигмунда'. теоремы вложения и их пршожения, 
Алиа-Ата, 1976, 10-14. 
3'. Брудный Ю,А., Локальная теория полиномиальной аппрокси­
мации. Теория функций, функциональный анализ и их при­
ложение, I9BI, £36, 3-12. 
4. Берг Й., Лёфстрём Й., Интерполяционные пространства. 
Введение. Москва, 1960. 
О МАКСИМАЛЬНОЙ ФУНКЦИИ 
К.Адомайтис 
Пусть \ 6 L } ^ £ V Л I 4" . . Обозначим 
FtM) • 4 T Ч 1  • 
Угловой максимальной функцией называется 
V I - X U X 4 V  
Пусть - пространство функций , для которых 
=  ) )  M _  ̂ І У - ) _  
^ -OO 
Известно, что при некоторых условиях на гладкость и 
убывание в бесконечности функции у , где 
W пространство Харди. (см.Гі^). 
Положительная мера уь в - 1 (* t 4^) • 
называется Карлесоновой (j\EC ) f  если д л я  в с е х  X 6  6. R , 
Ч>о справедливо 
JA У-о\ ^ | ^ ^s- ̂  i Covrit. Vv , ^ 
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Справедливы следующие утверждения: 
Теорема I. Пусть ja £ С . Тогда 
^ \ СІ M < Со хoi, \\ ^ \і 
Теорема 2. Если = Sap { \  ^ U ) \  :  \ к \  <  6  L 
и существует \ € ІЦ такая , что W t О ,то 
из (2) следует JA £ С 
Теорема 3. Пусть <^(л) € LaCq100) 
непрерывный линейный функционал Д(•) 
вид 
Имеют место аналоги теорем I и 3 
максимальной функции 
H ^ U ) =  S a p  V f u ' ч М  ;  V 0 V  
если условие (I) заменить условием 
у ^ \ ^ t ^ " *о\ < V. ̂  ^ Со \г&\ W > 
Л и т е р а т у р а  
1. Fefferman С., Steln Е.М., Hp ерасее of aeveral variab-
les. Acta Math., 1972, 129, 137-193-
2. Garnett J.В., Bounded analytic functlone. Academlo preee, 
1981. 
, то каждый 
на Ц имеет 
\ ^ \ 6 С 
для радиальной 
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ЗАМЕЧАНИЕ В СВЯЗИ С ОДНОЙ ЗАДАЧЕЙ 
О ХАРАКТЕРИСТИЧЕСКИХ ФУНКЦИЯХ 
Е.А.Горин, С.Т.Норвидас 
Задача, о которой пойдет речь, была сформулирована Мар­
ком Кацем в его лекции [4] и заключается в описании всех 
тех функций ^ двух переменных, для которых суперпозиция 
40?«>Ч ) является характеристической функцией вероятност­
ного распределения при любом выборе пары характерис­
тических функций. М.Кац высказал предположение (оправдываю­
щееся не полностью), что такие функции должны обладать 
некоторой специальной симметрией. 
Введем несколько обозначений. Если G - локально ком- • 
пактная абелева группа, то P = PCG) - совокупность всех 
непрерывных положительно определенных функций на G , а P0 s 
- ̂(G) - совокупность, характеристических функций на 5. По 
теореме Бохне^а P совпадает с множеством преобразований 
Jypbe положительных борелевских мер на двойственной группе, 
P 0  выделяется из P условием <у(0)»1 „ При G-=R 1  (веществен­
ная ось) множество P 0  совпадает с классом обычных характе­
ристических функций. Сиволом Gj будем обозначать группу, 
алгебраически изоморфнуюG , но дискретную. В частности, 
P(Gj) - это множество всех (не обязательно непрерывных) по­
ложительно определенных функций на G . При натуральном г 
через A n" будем обозначать замкнутый единичный полидиск la*k 
в комплексном евклидовом пространстве C n. 
Далее, Ke=KCG,*) - класс таких функций $; А —> С , что 
4<><р е РСб), если Y = Аналогич­
но, Ke = KeCG,а) определяется условием . В этих 
обозначениях исходная задача М.Каца заключается в конструк­
тивном описании класса . Разумеется, ее можно рас­
сматривать для произвольных групп, но здесь мы ограничимся 
серией Rwv евклидовых пространств; соответствующей класс 
функций будет обозначаться KeCm,, и) или кратко Ко. 
Для точек X lZeCv через ж обозначается точка с комп­
лексно-сопряженными координатами, IL - точка, все координа­
ты которой равны L , Xxfc - точка, координата которой суть, 
IOI 
произведения координат Лиг. Если «с - мультииндекс, то 
2* имеет координаты 
Теорема. Функция ^ тогда и только тогда принадлежит 
классу K 0Cmr lH) , когда она допускает представление 
40*W Xc^a- 1Z?, 
где суммирование производится по всем мультииндексам, числа 
C^js неотрицательные, с конечной суммой (равной 1). 
Такое представление единственно.- Ответ, как мы видим,не 
зависит от п . Достаточность, конечно, очевидна. В частном 
случае, когда /п~ і , і = 1 сформулированное утверждение бы­
ло установлено Герцем, Кохенхеймом и Вайсом еще в середине 
б О - х  г о д о в  ( т о ч н у ю  с с ы л к у  м о ж н о  н а й т и ,  н а п р и м е р ,  в  Ш ) .  В  
общем случае доказательство может быть основано на индукции 
по И/ и теоремах о крайних точках, и ниже мы приводим схему 
такого доказательства (имея в виду установить необходи­
мость). 
(!) Легко убедиться, что функции класса К.(гг>, ) непре­
рывны в А* , что для них ^ §Лі) при всех н и, кро­
ме того, 4(5) -4k>. 
(2) Если <$ - непрерывная функция на , то для нее 
принадлежность к классу К (6,к ) или K(Q 1), п.) - равносиль­
ные свойства. В одну сторону -от Qd к Q - это очевидно. 
С другой стороны, согласно замечанию Хыоитта-Цукермана (см. 
[3], стр.545), характеры (¾ поточечно . аппроксимируется 
характерами в . В сочетании с теоремой Бохнера это дает ана­
логичную аппроксимацию для функций класса P , что ввиду неп­
рерывности ^ и позволяет установить равносильность. 
(3) Так как группы при всех m изоморфны между со­
бой (ввиду равномощности базисов Хамеля над полем рациональ­
ных чисел), из (I) и (2) вытекает, что классы KCm,п,) сов­
падают при всех rw. 
(4) Пусть <£е K(nv,iv,) и FM (R w)I 4 41 ^,Фиксиру­
ем конечный набор точек зс*>е JR" 1  и и для ЛеД" положим 
F(X)= X <5(Лх 
Согласно (3) имеем Je K(2m,rt), а отсюда легко следует, что 
Fe KCw lIx). 
І5) При 4®К("Чк) , е С-1/2., 1/23 и Ae Д положим 
и(д)=£0)+©ЦСхха) " <f(z) -1 Ц(лх 2.) 
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Согласно (I) и (4) имеем IF(X)H F(I) и FCx) =- Ff*) , а 
отсюда легко вытекает, что и,«г€ К.(п ,п.). 
(6) Обозначим через К замыкание в поточечной,топологии 
на Д* класса К . Аналогичный смысл имеет Rf 0  . Утверждение 
(5) сохраняется с заменой К на К . Вместе с тем, K 0  есть 
компакт. Пусть g - крайняя точка этого (выпуклого) компак­
та. Тогда ^(Ххг.) едФЛ<ЗС2.) . Действительно, если в этом 
случае воспользоваться соотношениями (5), то получится, что 
функции Ct t, tfv , отвечающие значениями = ±. І/2 , кратны 
д(г) , а потому это верно в отношении д(? хг}± g(>*2)и,сле­
довательно, g(xxa), 
(7) Из известного описания класса K eC wI *) ытекает, 
что K e( rM) принадлежит замкнутой выпуклой оболочке сис­
темы {£"ьН • Отсюда и из (б) вытекает, что крайние точки 
множества Ко Gn,, и.) принадлежат замкнутой выпуклой оболочке 
системы S* . В силу обратной теоремы Крейна-Миль-
мана (см., например,[2], стр. 16) фактически они принадле­
жат замыканию S системы S0 . Легко видеть, что S , кроме Sw 
содержит лишь функции, тождественно равные О внутри A n  . 
Пусть теперь K 0Ow l*) (в частности, непрерывна). По 
теореме Крейна-Мильмана в интегральной форме ([2], стр. 13) 
существует такая вероятностная борелевская мера j-t на 5,что 
4 есть центр тяжести этой меры. Обозначим через С* а ц-ме-
ры точек . Тогда разность между левой и правой частя­
ми равенства, утверждаемого теоремой, будет представлять 
функцию, равную О внутри . Однако эта функция непрерыв­
на на /ts , чем доказательство завершается. 
Отметим, что функции K 0(nv,ti^ имеют характер поло­
жительно определенных, и на этом может быть основан другой 
подход к теме. 
Л и т е р а т у р а  
1. JJyкач E., Характеристические функции. M.: "Наука", 1979. 
2. Зелпс Р., Лекции о теоремах Соке. M.: "Мир",1968. 
3. Хьюитт 3., Росс К., Абстрактный гармонинеский анализ.M.: 
"Наука", 1975. 
4. Kac М., A personal history of Scottish book. В кн. Maul-
din R.D.(ed). The Scottish book: mathematics fro# the 
Scottish Caf6. Boston: Basel; Stuttgart: Birkhäser,l98l. 
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МИНИМАКСНОЕ ОЦЕНИВАНИЕ СЛУЧАЙНОГО ВЕКТОРА 
В ЛИНЕЙНОЙ МОДЕЛИ 
В. Ваатманн 
Пусть в системе 
Z  =  A x  +  е  ч  
(I) 
 ̂г= С ас. •+ V j 
А , С — матрицы порядка мся н,*к \ х — к -мерный случай­
ный вектор с математическим ожиданием Я и ковариационной 
матрицей D е ,у — векторы случайных возмущений с нулевыми 
математическими ожиданиями и ковариационными матрицами R t, 
R1, причем Предположим, что х , е , взаимно не­
коррелированные векторы; матрицы С , D ,  R 1 ,  P 1  и вектор х. 
считаем заданными. 
По наблюдению за вектором % требуется оценить вектор г. 
В работах [і,2] рассмотрен случай неточно заданного детер­
минированного вектора х (хтНх-$ 1 , fj > <? — матрица порядка 
к*к) и получены линейные минимаксные оценки для Z-
Мы рассмотрим случай, когда информация относительно 
матрицы А ограничивается заданием условия A^K , где 
К — ограниченное замкнутое выпуклое множество и наедена 
для вектора г линейная минимаксная оценка г = L ̂  * с от­
носительно критерии 
Е1( і-г іГ  ***-  ,  ( 2 )  
где L — матрица порядка с— ы.-мерный вектор, E — 
— оператор математического ожвдания, норма эвклидова. 
Оказывается, что задача минимизации по L , с.  максималь­
ной по А е. К среднеквадратической ошибки оценивания в (2) 
можно свести к задаче максимизации некоторой функции. 
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Теорема. Линейная минимаксная оценка для вектора z в 
системе (I) относительно критерия (2) и множества К э А 
имеет следующий вид: 
£ = A 0 X + A 0 D C ^ £ D C  +  £ t )  ( Ij - С х.) } 
где A0 удовлетворяет условию 
U  A 0PAo =  ^ A P A r  
и 
P = O- Ocr(CZ)CfR1)"1 со 
При этом 
^tK>v E H Z - 2 К = (A9PA0 +R1) . 
2 А е AC 
Л и т е р а т у р а  
1. Куке Я., Олман В., Минимаксная линейная оценка коэффи-
^eHTOB^gergeccHH^^I, ̂2. Изв^АН^ЭССР, физ. -мат., 1971, 
2. Läuter, Н., A minimax linear estimator for Iinear рага-
meters under restrictions in form of inequalities. Math. 
Operationsforsch. Statist., 1975,ž., 689-695. 
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ПРОЕКЦИОННЫЕ МЕТОДЫ В НЕКОРРЕКТНО ПОСТАВЛЕННЫХ ЗАДАЧАХ 
Г. Вяйніктсо 
При практическом решении некорректно поставленных задач, 
например интегральных уравнений первого рода, следует разум­
но соединить регуляризацию и дискретизацию задачи. Результат 
легче интерпретируется, если дискретизацию провести на 
"функциональном" уровне, позаботившись о близости по норме 
дискретизированного (конечномерного) оператора к исходному. 
Пусть нужно решить уравнение 
А 0 Uz=̂ 0, (I) 
где А0£<£(Ц> F) вполне непрерывный оператор, HyF- гиль-
,бертовы пространства, |0 & 91 (А). Как правило, вместо A0 и 
нам известны некоторые их приближения AsoC(HjF) И f-e F, 
IlA-AoIN̂ ? flf-folKS', так что в действительности мы распо­
лагаем не уравнением (I), а уравнением 
Д а •  ( 2 )  
Опишем основные методы регуляризации: метод Тихонова 
о̂(Гі-Д%А)иЬ( = Л̂  (<*>0 -параметр); (3) 
неявная итерационная схема 
(otІ+А̂ )к,к = ос(...) и- сог уб >о)у (4) 
явная итерационная схема 
И/к—UzK-1 ~ytcA /*е(®J (|д.||"а.)  • 
В методе Тихонова параметр ы. подбирают по принципу невязки 
так, чтобы ItAuvi-̂ Ha S- ($+11 "и И*?)') итерации (4) и (5) 
останавливают на первом к, для которого(ІЛuK-fIl̂ £(5+ ІІи̂ Н̂ ); 
параметр задается. Подробнее об этом см. [1,2]. 
Для практического применения методов (3)-(5) следует 
провести дискретизацию оператора А * Есть, однако, некоторые 
соображения в пользу того, чтобы проводить дискретизацию не 
после регуляризации, а до нее. Цусть Pr̂  и Orrv- ортопроекто-
ры в H и F соответственно; их разумно выбрать так, чтобы 
сумма погрешностей Il Qtnf- f (( и Il Qn A Pn - А Il ^ Il От А - Д |( + 
+ 11 PixA*-A*11 была сравнима с <54̂ . Огрубляя уравнение (2) 
до уравнения 
Qrrv A Rv - 5т» f-) (2») 
применим к нему методы (3)-(5): 
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(^i"+P n A*ö« v AF> v )u . K =otu K _ 1 +P r v A^ f w  f  (к=4,д,, . . .  ) ,  (4') 
ск= Uzkm-^OfPkvA^m.AHkS1- P K A * Q ^  ( K ~ b Z j ~ - ) .  ( 5 * )  
Цусть (f,,..., и %,..., Vm,"" базисы подпространств Pr vH и 
Qy^F; обозначим 
Gc= (¾-'' , 6t-fri', f-;)ZW< («атрщы Грана), 
B= (А ify, у-; )у2,, £ = ( ( { / % ) , . . . ,  ( $ >  * ~ ) ) т.  
Метод (3f) реализуется так: ^ot = ZuJвектор (л-*= (и.*..., 
определяется из системы уравнений 
с< G^ ^cc+ B7Gif1 В и*= B7Gf J . (3 ) 
В методах (4') и (5') vcK -J^l и пересчет векторов 
коэффициентов иЛ^ («-*>•••/ ч*)т проводится так: 
"h B^Gy1 В U- = (х^> ^ +B^jI ( K="1;^..(4") 
Qlf CCk=T GlfH:4 -уч (B7Gf Bu- -В Gy ^ ) ( X=-VA,...). (б") 
Принцип невязки выбора OL (останова итераций) приобретает 
форму 
с«;чв й-|), »t/y + i i f-a.fü+(a.s f ÄCh t  
-t- ilQnvA-A|| -t- Il PnA4-A *ll]} (^ = Hr0c или j±K ). (6) 
Проиллюстрируем сказанное на интегральном уравнении 
(Acc)Ct)= j = $(іг) (с,£І;£<7І). (7) 
Еіудем считать, что оператор А вполне непрерывен из H = 
= (а,6-) в F= L^(Cjd); скалярное произведение в И примем 
в виде (и, )у Цусть <f0> у.,,..., ̂ ri - стан­
дартный базис пространства кусочно-линейных на [Q7 &J функций 
с сеткой 6,- = а, +Jк (J= Oj ..., іг), к= (&•-а,))ъ> Тв і ^^,)= 
= ¾' UV = о, »0. Далее, пусть Чч,..., tm. - стан­
дартный базис пространства кусочно-постоянных на [ C j  e t ]  функ­
ций с сеткой =с + і т (C=OzIyflivIH)y т= (г(-с.)/пг, т.е. fc Н) 
равна I на и нулю в остальных точках. Тогда в 
схемах (3 )-(5 ) Q l j l - V  I r n  ( Г^- единичная матрица порядкаniX 
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в случае гладких и Xtyб) имеем также 
где 6^ -1 при J=4;...> rv-'1 и d-=<i/z при J= о, к. После 
умножения первого и последнего уравнения системы (з") на Z/A, 
а остальных на УА., система (З") в приближении (8) приобра-
тает хорошо известный в вычислительной практике вид 
=C I- 1V--aiW* -f "i-i+ 41 
6 J 
trv р rrv 
TYV 
=  X  ̂  * J ) £ U I . * ) ,  J  =  O YIy,..., iv; ^1= U1 J 
Аналогично запишутся системы (4") и (5м). К системе (9) 
обычно приходят квадратурно-разностным методом в применении 
к уравнению (3), которое в данном случае имеет вид 
О(.[-И.''{Л)-+U,(<B)J -F $ [ 5 U,FA')DÕ>' -
= С-Ь, •$)•£• C-F) (LT} CL < I 6 T-T (C^)= И* (^)=0, 
Оценим норны в правой части (6). Имеем Av = J-1A7, где^u = 
= - ее " + l^j *&(<]) ~ W£(<X} &>) * И'(А,) = Ц,'(4-)=О], (ATf)(^) = 
= j . Известные оценки кусочно-линейной ап­
проксимации дают IIPrvAv-AvJI^ где А = IIATH1 .Если 
•ffa) и (Ж-б/б) дифференцируемы по і, то Hf-Qm^fl <: ll-fljtr/z, 
IIQ^A-AlKa 1TA, где о,,= JJAJ v v^(A,u)ltU 
Очевиднн обобщения с использованием сплайнов более вы­
сокого порядка как для (7) так и для многомерных интеграль­
ных уравнений первого рода. Второй подход основан на онлай­





-1 X, -Л 
- 1  1  
а, л 
-І Ч і 
1 ч 1 
4 4 4 
1 % 
Ю8 
Допустим, что ядро и свободный член уравнения (7) ухе 
проадпроксимированы, 
m rv rw s . 
Ж  4  = Z Z  Ус  W=Z  d t  *м) ,  С-1 
где Ynv ~ НвКОТОрЫв функции ИЗ L x ( C j d ) t  f 1 , . . .  ,  У П .  
- ів £>(j),a Хиу ^n, - некоторые линейные комбинации 
ф у н к ц и й  J J f n ,  •  П р о с т р а н с т в о  H  =  W 2 1  f a , т е п е р ь  
целесообразно снабдить скалярным произведением л = 
= j -t- jusfädb J<r(b)d/> ш) соответственно, Ju, = - u," + 
OI, OU «,  ̂
+ Cu-,zO^i, uy'(aj)= и.*((г) = Q. (В таком случае, например, 
линейные сплайны Xy соответствуют кубическим <(?. , удовлет­
воряющим краевым условиям (о.) = ^4)=0.) Метод (3) примет 
вид 
=  l O ' =  ,  K =  /  
'XjX2)j,j'=i ^ 4= — ; ̂ m.) ,> - = (ctV-'v ctW.) . 
Аналогично запишутся методы (4) и (5). При этом HAtce4-^Jj = 
= (G t (K fu-Ot ) ,  КГи-d)*, I l ^ l l - (S r - , -УД .  
Литература 
1. Вайникко Г.М. Принцип невязки для одного класса регуляри-
зационных методов. - Ж. вычисл. мат. и мат. физ., 1982, 
т. 22,  3, с. 499-515. 
2. Вайникко Г. Методы решения линейных некорректно поставлен­
ных задач в гильбертовых пространствах. - Тарту: Тартуск. 
ун-т, 1982, - IIO с. 
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ОБ ИТЕРАЦИОННОМ МЕТОДЕ УДЗАВЫ ДЛЯ РЕШЕНИЯ 
ЗАДАЧИ УПРУГО-ІИАСТИЧЕСКОГО ИЗГИБА ТОНКИХ 
ПЛАСТИН 
С.Н. Волошановская 
( 1 )  
Рассматривается задача о малых упругопластич ских про­
гибах тонкой пластинки в предположении применимости закона 
пластичности Генки. 
Уравнения равновесия пластинки записываются в виде 
где -Sc_ - срединная поверхность пластинки, 
, P , Р. - составляющие внешней нагрузки, 
Ч  ъ  
V  \ \ к ,  K j j *  j  
-t 
- t - толщина пластинки. 
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Считаются выполненными соотношения деформационной тео­
рии пластичности, связывающие компоненты деформаций 6л* и 
напряжений (см., напр., ) 
< 2 )  
где 
е^( б) , Ui iIy  
- пластическая составляющая деформации: 
Л 
У < 0> 1^ 1> 1  % і 0 -
Здесь (б^) заданная непрерывная выпуклая функция 
?(б5)б0 . 
Понимаются обычные в теории тонких пластин соотношения 
между деформациями и перемещениями £lj . 
( 3 )  
1I ^k QXj 1Хі> ( 4 )  
Перемещения , Vt^ , Uj подчиним граничным усло­
виям жесткой заделки 
"'I r'0' "«А», 
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Пусть - множество напряжений G(y €•/, , удовлетво­
ряющих уравнениям равновесия, 
Ivi S-(G)^oJ 
Задача (1) - (5) может быть сформулирована в виде^ задачи 
поиска седловой точки Лагранжиана 
і-иА vub Z,(e>u>f) 
JU* 
где ' 
-°гН) т °г (L) 
V=W,' XWfxW^i 
і 
X(6,w-,<j,) - j-j\ (6,6)+] ̂  
Для поиска седловой точки предлагается использовать алгоритм 
Удзавн [з] . Сходимость алгоритма Уд завы установлена для 
весьма широкого класса функций $($) и, в частности, для 
функций соответствующих условиям пластичности Мизеса. 
Л и т е р а т у р а  
1. Г.Яюво, Ж.^Л.Лионе. Неравенства в механике и физике. 
Москва, "Наука", 1Ö80. 
2. Гловинеки, Лионе, Тремольер. Численное исследование ва­
риационных неравенств. Москва, "Мир", 1679. 
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0 СХОДИМОСТИ НЕЯВНОЙ РАЗНОСТНОЙ СХЕМЫ для 
ЗАДАЧИ СОВМЕСТНОГО ДВИЖЕНИЯ ПОВЕРХНОСТНЫХ 
И ПОДЗЕМНЫХ ВОД 
Ж.Д. Глазырина 
Рассматривается модель, описывающая неустановившееся 
движение воды в открытом русле реки, когда расход потока в 
нем сравним с притоками из грунтовых вод. 
Пусть Q ± Xi к L ) L -1, i j f 
Fi- {о*Х44І, QsrIot Xjl = O,!], 
П - I Xj-Q-(Ot- CX L £) f О * Xj £ / j _ разрдд в  
области -П-
Рассматривается следующая задача: 
ft ~ ( 1 )  
<ЪГ tU\ = °> (2) 
хе П, 
U(x,t)\p =7 lt(x,i)L = О, <f(x,o) - U0 (X)1 (3) 
1 <? _ 
где [' Jn - скачок функции при переходе через разрез /7 . 
Функции pK t ) , t) , Uo(K) , Q(XjU), TFfaи) -
заданы, причем предполагается, что 
f̂h f j &(xi P) P) -положительны,-
ограничены и непрерывны по P 
Задача (1) - (3) описывает совместное движение русло­
вых и фильтрационных вод в области Si- . Разрез Л соот­
ветствует руслу реки. Искомая функция UUt) определяет 
высоту свободной поверхности жидкости. 
Случай более общей модели рассматривался в работе [і] , 
где дано определение .обобщенного решешя задачи, исследова-
15 
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ны вопросы существования и единственности обобщенного реше­
ния. 
Для задачи (1) - (S) строится неявная разностная схе­
ма. Дока&4но существование решения разностной схемы и при" 
некоторых условиях на.шаги сетки к и Z его единствен­
ность. При условии положительности функций //Лі> , <f/x,i) 
и Utl*) доказана положительность решения разностной 
схемы. Получены априорные оценки в сеточных аналогах норм 
соболевоких пространств, которые существенно используются 
при доказательстве сходимости построенной разностной схемы. 
Доказана сильная сходимость кусочно-постоянных воспол­
нений решений разностной схемы к обобщенному решению исход­
ной дифференциальной задачи. Техника доказательства сильной 
сходимости основана на получении оценки кусочно-постоянных 
восполнений разностной производной по времени в специальном 
соболевском пространстве и применении одной теоремы о компак­
тности [2 ] . Близкая методика была использована в [ 3J 
при доказательстве сходимости разностной схемы для квазили­
нейного параболического уравнения. 
Л и т е р а т у р а  
1. Антонцев С.И.,Мейрманов А.М., Математическая модель сов­
местного движения поверхностных и подземных вод. Новоси­
бирск, 1979'. 
2. Дуби некий Ю.А, Слабая'сходимость в нелинейных Эллиптичес­
ких и параболических уравнениях. Матем.сб.,1965. 69 (10S). 
3. Масловская JI.В. О сходимости разностных методов для не­
которых вырождающихся квазилинейных уравнений параболичес­
кого типа. 2BN и МФ, т.12,  6, 1972. 
114 
О КОРРЕКТНОСТИ И СХОДИМОСТИ РАЗНОСТНОЙ СХЕМЫ 
В ТРЕТЬЕЙ КРАЕВОЙ ЗАДАЧЕ ДЛЯ АБСТРАКТНЫХ 
ЭЛЛИПТИЧЕСКИХ ОПЕРАТОРОВ 
А.Г. Каменский 
В работе изучаются два вопроса: устойчивость решений 
эллиптической системы уравнений в ограниченной области при 
малых негладких возмущениях коэффициентов и границы области 
и сходимость решений разностной схемы. Рассматривается тре­
тья краевая задача для нелокальных операторов (см.[і]). 
Пусть для каждого Я/. задано гильбертово про­
странство Hrv с нормой //•// и скалярным произведением (у) 
и плотное в Hrv линейное многообразие H^ , наделенное 
структурой гильбертова пространства с нормой //-//у и скаляр­
ным произведением С'ь'1 • Предположим, что оператор естес­
твенного вложения Jk : H1? -> H компактен и Il j» Il 4 і • 
Пусть Irv - ограниченная полуторалинейная форма на HfI , 
а Lck> - ассоциированный с ней оператор в . Назо­
вем фридрихсовым расширением формы неограниченный опе­
ратор Ziv- Cj(ь) J** в ^*и с естественной об­
ластью определения . Предположим, далее, что для каждого 
h ^ А заданы связывающие линейные ограниченные операторы 
Ij Ч*-» Н,, К: равномерно ог~ 
раниченные в совокупности, обладающие следующими свойствами: 
IlI l iIl ? C1  IXII ОIlVnXll1 - С„ ы< (IoHJ) j  Ш*ХІІи 
~ "Х"1 » Ч --І • где константы 
Сг,сІ>С/|>0 не зависят от Yb . 
Теорема I. Пусть существуют такие ? >о, что для 
любого hи ос.к , ¢: //J 
.  Н е .  £ >  с е  й  
а для любых Xf И* и £ //^ таких, что IlZhIb £ і 
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L*. 
к -> tx> — 
и аналогичное равенство справедливо для сопряженных форм . 
Тогда фридрихсовы расширения форм ^ операторы имеют 
компактные резольвенты и если L0 инъективен, то ^ и все 
Zkv при достаточно больших Av обратимы и 
> И "О 
Пусть ^rvv - ограниченное открытое множество, 
- граница ^ ̂ , причем JZk С J>0 при и > Y , 
V - конечномерное гильбертово пространство, l/J 
- соболевское пространство функций и, , квад­
ратично суммируемых вместе с градиентом; скалярное произведе­
ние и норму в мы обозначаем С >'1 и f/'Z/y , ре­
зервируя символы С'з О и //' Il для L2CJZhyVj . Пусть 
V: (JtbУ) - оператор градиента, а ^ -
о п е р а т о р  о г р а н и ч е н и я  ф у н к ц и и  н а  Г  ,  P  - > / z V y ) .  
Предположим теперь, что заданы линейные ограниченные 
операторы в ,  ̂в Z2 f̂ 2h, l/J и 
£  ; , V )  - р L z  f A > ,  W  »  и  о г р а н и ч е н н а я  ф у н к ц и я  ^  н а  
. Определим форму на H *(J2h t Vj равенством 
^ ^х> %) x73cJ^5A х>э) + 
и пусть - фридрихсово расширение Zh, . Интерпретируя 
теорему I применительно к данному случаю, введем операторы 
естественного вложения Xh ! )-ъ Lz (Jl1 l/J и будем гово­
рить, что последовательность JZtv равномерно наполняет ^ , 
если: (JZXJZh) -»о ; существуют равномерно ограничен­
ные в совокупности операторы продолжения Пп 
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-» явные оценки для норм таких операторов см. [2] ) ;
и наконец если для любого £ >о существует Ce такое, что 
для любого h/ и HPhUlI€ ІШ/І^+ Cjlu/іz 
Теорема 2. Пусть последовательность равномерно 
наполняет _У2. и существует такое Сд , что Qe 
ICg(iXfTc). Предположим, что последовательности Qri 
аппроксимируют S0 s Q0 ̂ Q0 , в том смысле, что ; 
і-hrvIĥ lj=S ?s-и аналогично для Q^j , 
и Г(5) для любой непрерывн-
К— 
rK, Г 
ной на функции оС . Тогда Z0 и Zfv имеют компакт­
ные резольвенты, и если Z0 инъективен, то Z0 и при 
достаточно больших к обратимы и 
L* ICV-iWII = ° 
h h ° \сл, )^н<(м,у) 
Аналогичным образом интерпретируется теорема I для 
разностной схемы. В качестве Н* берется пространство 
сеточных функций 3; / V" , где - некоторое 
множество точек дискретной решетки с шагом L= . 
Оператор продолжения Hhy строится так: сначала функция % 
продолжается на множество , составленное из кубов с 
ребром L , а затем уже на 
Л  и  т  е  р  а  т у р а  >  
1. Онанов Г.Г., Скубачевский А.Л., Прикладная механика, 
1979,т.ХУ, #5. 
2. Голь||штейн В.M., Сибирский математический журнал, 1982, 
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О СРАВНИТЕЛЬНОМ ТЕСТИРОВАНИИ ПРОГРАММ РЕШЕНИЯ 
СИСТЕМ ОБЫКНОВЕННЫХ ДИФФЕРЕНЦИАЛЬНЫХ УРАВНЕНИЙ 
Р.Kepre 
В последнее время возрос интерес к сравнительному тес­
тированию программ общематематического назначения (OMH),т.е. 
к вопросам исследования программ с целью определения их ка­
чества, в первую очередь, корректности, надежности и робаст-
ности, в целях упорядочения программ по установленным показа­
телям., Для того чтобы оценить различные характеристики ка­
чества программ OMH, необходимо разрабатывать наборы тест-
задач,, запрограммировать для них тест-программы и обеспечить 
автоматический прогон на ЭВМ этих тест-программ при соблюде­
нии единых условий тестирования. В докладе описывается авто­
матический прогон с помощью диалоговой системы тестирования, 
работающей в системе разделения времени. 
Каждая тест-задача обыкновенных дифференциальных урав­
нений с начальными условиями должна иметь явное определение 
уравнений задачи, ее начальных условий и точное решение за­
дачи или какую-нибудь процедуру, которая дает возможность 
измерить погрешность получаемых приближенных решений. Соз­
данный комплект тест-задач для задачи Коши обыкновенных 
дифференциальных уравнений включает наборы Фокса [I], Кроха 
[2], Халла с. соавторами [З] и многие другие тест-задачи из 
литературы. Комплект классифицирован по трем независимым 
признакам. Во-первых, 
- линейные задачи, 
- нелинейные задачи, 
во-вторых, 
- однородные задачи, 
- неоднородные задачи, 
в-третьих, 
- уравнения I порядка, 
- уравнения II порядка, 
- уравнения высших порядков, 
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— системы I порядка небольшой размерности (размерность 
меньше или равно десяти), 
— системы I порядка большой размерности, 
— специальные задачи для проверки робастности, 
— задачи с некоторыми особенностями. 
При этом системы I порядка имеют подклассификацию, которая 
учитывает число обусловленности якобиана в начальной точке 
тл^с і I 
$(s) = —± — 
/Vii1K, /Ac I 
и расположение собственных чисел Ac на комплексной плоско­
сти, а именно: 
— число обусловленности 6 10, 
— все по модулю "большие" собственные числа Ac имеют 
отрицательную вещественную часть и IO < fCs) 4 1000, 
— все по модулю "большие* собственные числа лс имеют 
отрицательную вещественную часть и )?1000, 
— среди собственных чисел Ас, найдется "большое" по 
модулю число с положительной вещественной частью, 10, 
— найдется нулевое собственное значение. 
В докладе приводятся результаты сравнительного тести­
рования ряда программ решения систем I порядка обыкновенных 
дифференциальных уравнений. 
Л и т е р а т у р а  
1. Fox,Р., A comparative study of cosputer programs for 
IategratiBg differential equations. nCACM", 1972, 15. 
941-948. 
2ii KroghtP., On testibg a subroutine for the numrrical 
integration of ordinary differential equations. "J.Assoc. 
Comput.Maoh.", 1973, 20, 545-562. 
3. Hull, . ., Bnright,W.H,, Pellen,B.M., Sedgwick.A.E., 
Comparing numerioal methods for ordinary differential 
equations. "SIAM J. Numer. Anal.", 1972, 2.» 603-637. 
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АППРОКСИМАЦИЯ ЭКСТРЕМАЛЬНОЙ ЗАДАЧИ, 
СОДЕРЖАЩЕЙ ИНТЕГРАЛЬНЫЕ ФУНКЦИОНАЛЫ 
Р. Лепп 




/ FK(oc(i)tt) cCt 4 õ , Jc = Vj.. .j ж., (2) 
или при ограничении 
(od-Ü : /ЛэсЩ-б] Ä О при почти всех * ̂loi 1] j. (3) 
Задаче {(1),(2)} или /(I), (3)} поставим в соответствие 
последовательность экстремальных задач в пространствах 
Ip с нормой для элемента Jitb= (^ои.,...,Хи.^) 
где к^і^-^i4s Ii-Ilo " разбиение отрезка [о, і] такое, что 
к ълх Итак, в пространстве ір требуется мини-
Kv -#ad> Oh Ci= П 
мизировать функцию 
при ограничениях а 
V-O ; \Сп) 
шл прм ограничении 
H ±0. (3n) 
За связмвавцне операторы LpLol'j]—> примем опера­
торы сноса на сетку f с обычными условиями. 
Приведем условия, гарантирующие сходимость оптимальных 
значений задач ((Iri), (2Л)} (или задач /(LJ, (3J} к опти­
мальному значению задачи |(І), (2)} (задачи /(1),(3)j и 
сходимость соответствующих оптимальных множеств X1 к X . 
Теорема I. Пусть функции F. ЫZt),j=о, • т,непрерывны по 
'ас,<); выпуклы по ас при всех и пусть для всех 
почти всех L^lcl i]f всех j = щ и некоторого р, р<оо/ 
IF-(*Л)І4 К) + 1х|P ^ Aj. it) 6 Л/ГO1 А]} 
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причем ft-цуо для некоторого к , тогда оптимальные значения за­
дач /(Iri ), (2h)j сходятся к оптимальному значению задачи • 
{(I), (2)} и любая ограниченная последовательность (-х^), где 
Х,1, содержит дискретно слабо сходящуюся подпоследова­
тельность вх! 
Теорема 2. Пусть для функции R3(X1̂ z) выполнены условия 
теоремы I и пусть функция Н(эс,±) непрерывна и выпукла по 
х для почти всех t<zLe,il и измерима по і для всех осе R. 
Тогда утверждение теоремы I верно для задач {(Ih), (3„)}и 
(Ш, (3)}. 
Замечание I. Условия теорем I и 2 (и более слабые усло­
вия) гарантируют существование решения задачи [(1)-(3)) 
даже при бесконечном числе ограничении (см. [і] ) . 
Замечание 2. Доказательства теорем I и 2 опираются на 
проверку условий теоремы 4 из [2]. 
Замечание 3. Аппроксимировать задачу (I)-(3) по схеме 
[2] нельзя, так как множество (эсі-fc); H (хЩ-ец 0 при почти 
всех 11 L o i  <] j не имеет внутренних точек в L p  Со, і] ,  
Замечание 4. Если имеется бесконечное число ограниче­
ний, то теорема I справедлива при следующих дополнительных 
ограничениях: 
1. F j  ( у - , t )  равностепенно непрерывны и равномерно ограни­
чены. 
2. Субградиенты Fx равномерно ограничены. 
Л и т е р а т у р а  
1. Поляк Б.Т., Полунепрерывность интегральных функционалов 
"бТГВИи!0)?Ті,вб5$Гх ю а,стрем)™- Ктем-
2. Васин В.В., Дискретная аппроксимация и устойчивость в 
экстремальных задачах. X. вычисл. матем. и матем. физ., 
1982; 22, # 4, 824-839. 
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ПРИБЛИЖЕННЫЙ МЕТОД РЕШЕНИЯ ЗАДАЧИ ДВУХ-
ЭТАПНОГО СТОХАСТИЧЕСКОГО ПРОГРАММИРОВАНИЯ 
Р. Лепп 
Пусть даны борелевская вероятностная мера [ц на 
(2-ЛЗи Зс^так&я, что ,м ) = 4, случайный вектор LpfztTî  
множество X с Rš, функции , А ; х -*> £ , 
g ' £г*Х * (Z1 -+ R., <Я : X * R'"'-»#. Рассмотрим задачу 
нелинейного двухэтапного стохастического программирования 
{f /xj ч-äJ (I) 
гДв G2fx,š) = f l/y,k) <}(y>*>'š)^o) yžoj. 
Нетрудно показать , что если (2 липшицева по .х £ X 
с константой Липшица K(^)ZL1 fe^pJ и если d(x}k) диффе-
ренцируема по х £ X при почти всех % е 27 ,той функция 
ffx) = f q, / х, b) cL^lk) дифференцируема. Но вычисление 
значений функции ? ) ее градиента в общем случае очень 
затруднительно. Поэтому представляют интерес приближенные 
методы решения задачи (I). 
Если вектор k прюишает конечное число значений I1r.,.½^ 
с положительными вероятностями /г,, .., £. /гt = 4} то 
задача (I) преобразуется к следующей задаче детерминирован­
ного нелинейного программирования: 
+ г=/,,..,»?]. 
которую можно решать любым известнш методом. Исходя из это­
го представления, дискретизируем задачу (I) следующим обра­
зом. 
Определение. Сеткой L IZkvj B^] для задачи (I) назо­
вем множество узлов Sn ̂  23 вместе с многозначным отображе­
нием Ba : EJn, Е; таким, что 
4) ̂ Cn е Sn C^kv) у Sn (^и.) е т. V £ 2* 
8, (ZJ - GC, 
3) вп (hitb) л вп (^ j = ф > ф . 
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Пусть LSn1BJ сетка * пусть & - алгебра X1 состоят мз всех 
подмножеств множества Sn.. Определим меру на & следующим 
образом: Нп(Ы=/и(Вц(ё^)). Вместо задачи (I) рассмотрим за­
дачу (In): 
Основной трудностью при решении задачи (Iri) при фиксирован­
ном п является ее большая размерность по yk . В настоящем 
докладе предложим для решения этой задачи комбинированный 
метод стохастических градиентов и штрафных функций. 
Фиксируем сетку С2вн ] с узлами { :̂n; L̂  [j, которой мы здесь 
не конкретизируем. Вычисляем вероятности 
Обозначим через tvK реализацию случайной величины w , прини­
мающей значения из множества [ с положительными вероятнос­
тями {Лп, (к с^,) в к-ом независимым испытании. Итератив­
ный процесс для решения задачи (In) представим в следующем 
вщце: 
эСк.-н = Jtx (^к ~ з*. Ч ?Xk , ) сК, ьоК)) (2) 
~  +  ̂  ~  ( Х к  (  Ч*ъК f  C-K I ) ) ,  ^ ^  
^ + ^Knuzoc t Oj ^n) LOk= Lt 
f=ky (yZiCy It;*,) ciL- , ч 
Здесь JTx ж Jt+ операторы проектирования на множества X и Rf 
соответственно. 
Теорема. Пусть функции ffx), h(^k)t непрерывны 
вместе со своши производимо* и выпуклы поэс,у и (у, соот­
ветственно при всех Ь е £, X- выпуклы* компакт, числовые 
последовательности (¾ , удовлетворяют условиям: 
^ - f O j  Z :  -  СХЗ _ Ck-* OO у ZZ с£ гі OO^ 
тогда для любого начального приближения {эс<, , с 11j 
последовательность, определенная процессом [(2), (3)}, с 
вероятностью единица сходится к множеству решений задачи 
(In ). 
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ГРАДИЕНТНЫЙ МЕТОД МИНИМИЗАЦИИ ФУНКЦИИ 
ПРИ НАЛИЧИИ ОГРАНИЧЕНИЙ ТИПА РАВЕНСТВ 
Р. Лепп 
Рассмотрим следующую проблему минимизации: 
= о}, X е 't. (I) 
Важнш классом алгоритмов для решения задачи (I) являются 
методы, базирующиеся на последовательной минимизации модифи­
цированной функции Лагранжа (см.напр. [lj). Параллельно с 
этими методами исследовались и методы, где множитель Лаг­
ранжа ищется зависимыми от » и которые не требуют минимиза­
ции модифицярованной функции Лагранжа на каждом итерационном 
шаге (см. напр.[2/), но требуют минимизацию нормы квадрата 
градиента по А функции Лагранжа. В последнее время (см.,напр. 
|3),[4]) появились работы, в которых эта квадратичная форма 
добавляется к модифицированной функции Лагранжа, т.е. 
+  +  С " - ^ ^  + " V b c ^ Y c j A I )  ( 2 )  
и затем минимизируется Sfx1XiCj по і -х , л) Здесь через 
Vx -j. обозначена матрица производных функции ограничений 
%ііх), і•/,• • >>п. Метод минимизации, предложенный в f4Jj тре­
бует довольно точной минимизации функции (2) по (*'- А) на каж­
дом итерационном шаге и дает лишь эвристические правила для 
увеличения штрафных множителей с- на следующей итерации. 
В настоящем докладе предлагается итеративный метод на­
хождения стационарной точки задачи (I), где по хделается 
один шаг по направлению уменьшения значений модифицирован­
ной функции Лагранжа L (X1A1C) - /Yx) +- Xt$( г SL с^^(х), 
по А шаг по направлению уменьшения значения квадратичной фор­
мы i|/x(x)-t- VxgrW X Ilz1 а значения штрафных множителей 
Cc выбираются зависимыми от нарушения ограничений 
^i(X)-=Oj о т. Метод имеет следующий вид: 
^hH = "У-щ. ~ ^n. + ff T(Xn.)\ n  Vx. ЧЪі) J 
К+4 = К-£ъ + ^fxn) KJi (3) 
СІЧ = т. 
Наложим ограничения на функции f ( o c ) ;  g c ( z )  }  і  *  4 , . . n t ,  
и на шаговые множители <fh- -
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1) функции f(oc)t cfi(x) f u = m, непрерывно дифферен­
цируемы, 
2) матрица SI x  %( х )  имеет полный ранг при всех х е R4, 
3) градиенты , %і-х(эс) ,'і = У/..m, удовлетворяют 
условию Липшица, ^ 
Teopaia Если выполнены условия I)-4), то предельные 
точки последовательности f х,1( \н) , полученные методом (3), 
принадлежат множеству стационарных точек Z* задачи (I), где 
2 '« { I x * ,У) :  Il  AM*F c $7 :х- )У  /I i -  С ,  I l y ( xv I l i  = O 
Приведенная теорема гарантирует сходимость метода (3) 
лишь теоретически. При численном реализации метода возника­
ет проблема конкретного выбора шаговых множителей ?п и Sn. 
Например, можно А и S выбирать так: 
 ̂- - f -  Q X. (Х',і #-#, | Cn ; / J.t| ~ X(1t_() -  у,- Trl / j) 
с;., = іі Rc g f.-т  ̂ ЧКУіі ̂  fN jt 5) 
где (Xyjl cuv H Можно доказать, что выбранные по формулам 
(4) и (5) шаговые множители и удовлетворяют условии 
4) теоремы. При практической реализации метода (3) требуют­
ся еще некоторые дополнительные эвристические ограничения на 
Л и т е р а т у р а  
1. Hestenes, M., Optimization Tbeory. Wiley & Sons, 1975. 
2. Miele, А., Cragg, E., Iyer, R., Levy, A., Use of the 
augmented penalty function in mathematical programming 
problems. J. Optimiz, Theory Appi., 1971,2, 115-130. 
3. vi Pillo, G., Grippo, L., A new class of augmented Lag-
rangians in nonlinear programming. SIAlI J. Gontrol and 
Optimiz., 1979,12, 618-628. 
4. Di Pillo, G., Grippo, L., Lamparieilo, P., Ametbod for 
solving equality constrained optimization problems 
by unconstrained minimization. Lect. Uotes in Contr. 
Inf. Sci., v. 23, Optimization Techniques, Eroc. 
9th IPIP Conf., Springer-Verlagt-Berlin, 1980, pp. 
96-105. 
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МЕТОД ЛЕВЕНБЕРГА-МАРКВАРТА В ЗАДАЧАХ 
ОЦЕНИВАНИЯ ПАРАМЕТРОВ РАСПРЕДЕЛЕНИЯ 
М. Ломп, В. Ольман 
Рассматривается задача оценивания параметра 
определяющего одномерное распределение FCoci р) 
по заданным экспериментальным частотам с\, ̂  , попадания в 
интервалы [АъЛо-Л ̂ &-*,*•>--ч Задача решается ми­
нимизацией либо функционала 
т.е. методом % -квадрат, либо функционала 
0|/ (р) = - p)] ™"> 
т.е. методом максимального правоподобия. 
Минимизация производится методом Л венберга-Марквар-
та [Z], т.е. 
^ . р*-+(F F1(^ic) + ATF 
где F (р> " Цд^\ в случае миними­
зации функционала ,(O) = Z- ̂ г(р) . Параметр X , опре­
деляющий метод, выбирается в соответствии с [I]. 
Метод реализован на языке ФОРТРАН-ІУ,, Для описания 
параметрического распределения F (к, допустимо пред­
ставление как в виде плотности, так и в виде функции рас­
пределения. 
Так как во многих практических задачах на параметр 
наложены ограничения в виде прямоугольных параллелепипедов 
то в метод внесены простые модификации. Необходимые произ­
водные вычисляются приближенным дифференцированием. 
Получены хорошие численные результаты для смеси тре­
угольных распределений. 
Л и т е р а т у р а  
1. Круг Г.К. и др., Планирование эксперимента в задачах 
нелинейного оценивания и распознавания образов. Моск­
ва, 1981. 
2. Donald W.Marquart, An algorithm for Leaat-Squarea Esti-
mation of nonlinear Parameters.SIAM, 19°3,11»N°2,431-441 -
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О РОСТЕ ПОГРЕШНОСТИ ПРИ ОПЕРАТОРНЫХ HTEPtiwr 
А. Минц 
Операторное уравнение 
Au — ̂  1 (I) 
где А - самосопряжённый неотрицательный ограниченный операг 
тор в гильбертовой пространстве H • решается методом операг 
торных итераций 
В , - - B c ^ ( A )  ( 2 )  
Здесь <j( \)еС Lo,[(АО j о ̂ g(x) ̂ V \ , 
причем приближение к решению (I) вычисляется следующим обраг 
зом: 
uH-(I-ABk) w.0 t Bk ? где Ц, 0еН?к = 2 . 
Предполагается, что при вычислении B0 была сделана ошибка 
с нормой £ , а дальнейшие вычисления выполнялись без ошибок. 
Обозначим SK-II QK-RKIJ } где -приближённое значение 8К. 
Тогда справедливы следующие утверждения: 
а) при к<- 6 fl 
= о) 
выполняется для не слишком больших С' 
б) в случае вполне непрерывного А, при выполнении некоторо­
го условия на спектр Д , ^ 
£  ̂  > /  в  Ц Х }  Q  -  е , о п л {  > 0  
при достаточно больших с . 
Доказательство первого утверждения основано на неравен­
стве 
£.it,-iU+Sk.l)> (4) 
полученном из очевидного равенства 
Учитывая, что S0 < £ , из (4) легко получить неравенство 
4с,б2"'1) t (5) 
12? 
где С • - некоторые коэффициенты. Для нжх выполняются следую­
щие соотношения, полученные из (4) и (5): 
С-і 1 -С*\1 ((С-а-м) +Z(^ - 2 + ...+ С(і.лу2-і*^-А)/2+') (6) 
при нечётном і, 2*-і > > і, 
CfN * + С с,"+... +• е 4. C14X) (S') 
при чётном L, 2К-1 > і > О , 
причём при с >2 ~1 положим С* -О. Легко вычислить С0К u. С*; 
c' = l,CXf-l)/2. (7) 
Используя (6), (6*), (7), можно доказать по индукции, что 
Х\ Таким обгазом, 
£ «  .  ( 8 )  
Очевидно, что для выполнения оценки (3) достаточно вы­
полнения неравенства к 
£-2"(і-(£'2"У ) / ( i S 2 " s )  ž  e - £ - Z K  .  О) 
Отсюда получаем 
С>(і-(і-2к'У ) / ( і - £ - 2 * ~ ' )  .  (9') 
_ -IVl 
Предположим для простоты, что £ - .2 и рассмотрим 
^ т.е. Очевидно, что если О') выпол­
няется для некоторого Ky то оно выполняется и для всех 
к < К о . Положив в (9 *) K = M , получаем с >,і (1 J f по­
этому (9), а, следовательно, и (3) выполняется при с >,1, 
т.е. при достаточно малых С . Утверждение а) доказано. 
Рассмотрим теперь только два первых члена в (5). 
Очевидно, что, если не выполняется оценка 
±)б «2 'E-2% (I0) 
то не выполняется и (3). Из (IO) получаем 
К  > - ¾ ,  £  + * £ )  .  
При таких к оценка (3) не имеет места. 
Исследуем теперь случай а = Пусть сначала 
A=Xl, где Х>°- Тогда /1)-J(A)I 1 можно рассматри­
вать скалярный случай: 
Т28 
где (\\~ _ числовая последовательность. В этом случае "• =° W-
£ „ , = • -  ( j g a - i ) - £ K ,  ( п )  
где gV= к. - E к . Исследуем поведение I £*+J | при достаточно 
больших к. 
Цредвсуіожим, что 1&%1 возрастает неограниченно. Тогда 
при достаточно больших К имеем і E1^1I =- £К+І 0 и по ин­
дукции можно доказать, что при достаточно больших К имеет 
место неравенство ^, 
,  е - ,  
Цусть теперь А- вполне непрерывный оператор. В базисе 
своих собственных элементов он представляется в виде диаго­
нальной матрицы; 
где Л ^ - собстззнные значения Л . 
Тогда 8^ = % ( g (Л)) \ а 
| £ ;  I .  
Если существует такое А с > О - собственное значение А , 
что I I возрастает, неограниченно, то 
1 Zl I і , и, следовательно, 
,где е >о. 
Таким образом доказано ж второе утверждение. 
17 
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РШЕНИЕ УРАВНЕНИЯ СВЕРТКИ С ЯДРОМ 
ПЛОТНОСТЬЮ НОРМАЛЬНОГО ЗАКОНА 
В. Ольман 
Рассматривается уравнение свертки 
J ftywpt- <D 
в пространстве M - j £(*)•' ff-fC*) I с// < -^0l Vd.> о j. 
Доказана 
Теорема. Между решениями уравнения (I) в классе M 
и парами аналитических на комплексной плоскости функций 
, ̂  fö) , имеющих период I, т.е. KYKfr+/f)> 
L = J Z *  е с т ь  в з а и м о з н а ч н о е  с о о т в е т с т в и е ,  а  и м е н н о ,  
' ( ЩР) -- d-
где б£(-)- преобразование Лапласа, а /< ̂ xJ и /г ̂ xj 
четная и нечетная составляющие какого-либо решения урав­
нения (I). 
Данная задача решает проблему описания преобразова­
ний оценки среднего нормального закона, сохраняющих 
допустимость (байесовость) в случае обобщенного априор­
ного распределения d& 
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ТОЧНЫЙ ТРЕХЭТАПНЫЙ МЕТОД ДНЯ РЕШЕНИЯ 
ОДНОЙ ЗАДАЧИ ОПТИМИЗАЦИИ ИЕРАРХИИ 
Т. Рийсмаа 
В некоторых случаях задачу оптимизации иерархии можно 
преобразовать к виду 
hfv^ ( I К(М 1  кі«п,ч+оі AeM k-fcN ІІЧ- *)) (I) 
V-,k*,* Js< <T* d ' } > 
где Іі: N^R1 A- d-выпукла, N= ( oj,...} . Множество реше­
ний этой задачи индуцирует множество оптимальных иерархий. 
Определим А •• R4 R так, что J - выпукла и 
при к € N. 
Для решения поставленной задачи разработан следующей 
метод. zx ^ 
I0 Решается уравнение к * (к) - (км) = о . 
Пусть к. некоторое решение этого уравнения. 
^ 2° Вычисляются натуральные числа ближайшие к 
< , с" < к < к° такие, что ограничения kL^= * -< 
(i-r <, 2. ) были бы удовлетворены для некоторых w ^ (sl 
Ml= (LeU). 1 А 
3° Решаются две линейные задачи 
Vnuv & (с- ) *w\u A h, (2) 
yyiA1wiI . л 
^eN , (1=лд)_ 
Оптимальное значение к* для < выбирается из условия 
Пусть ююицум в (2)z когда K1= к* реализуется при 
nV^i .hV mL- Тогда Ini і - решение задачи (2), 
*4= k* (l-Й,) к;• = .... VU4̂ Utл _ 
решение задачи (I). / 
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РЕГУЛЯРНОСТЬ РЕШЕНИЯ ЗАДАЧИ НЕЙМАНА НА ПРЯМОУГОЛЬНИКЕ 
В.А. Рукавишников 
В работах [і] - [2j установлены необходимые и достаточ­
ные условия, при которых решение задач Дирихле, Неймана и 
со смешанными граничными условиями для уравнений Лапласа и 
Пуассона в прямоугольнике принадлежит классу CKî (Q), В [З] 
- [б] исследован вопрос гладкости решения выше перечислен­
ных задач для уравнения Лапласа в произвольном многоуголь­
нике с прямолинейными сторонами. В книге [б] даны условия, 
при которых решение задачи Дирихле с однородными граничны­
ми условиями для уравнения Гельмгольца на прямоугольнике 
принадлежит классу CstA^) • В настоящей работе получены 
необходимые и достаточные условия регулярности решений за­
дачи Неймана для уравнения Гельмгольца в прямоугольнике и 
второй краевой задачи для однородного эллиптического урав­
нения второго порядка с постоянными коэффициентами в прямо­
угольнике, которая после приведения уравнения к каноничес­
кому виду сводится к задаче Неймана для уравнения Гельм­
гольца в параллелограмме. 
I. Рассмотрим задачу 
(!) - Д V + Õ,V - {(х), Х£2 , 
(2) M1 CtedSlii,*L=і,г,зд 
где ^2=^2.L/(u прямоугольник со сторонами 92и 
лежащими ̂ соответственно на координатных осях 
и с вершиной Э5?(1'Г), находящейся в начале координат; -
единичный вектор внешней нормали к д51и). 
Предположим, что Ciro , а правые части граничных условий 
м уравнения гладкие, т.е. 
(3) ^(п)е.Cx-a,</S?), Vuв J, і~і,%,3,h 




(4) ^ M ^ (J ô d'1) ̂u.&ь,іЧ+Ч>ь*к-ІІ)) 
^£i-2-2/v ^ 
)/ ... ^n 
.4+1 /J HA di?. 
ao'5*"! ̂ ntw L = i,Z,s,4, ÕX = VJC , производные f: *f;+j ВЗЯТЫ ПО 
дуге границы 35Ž , началом отсчета которой является угол 
дй 1 1 4  в (4) ..,[£] , SL^g=O при ^<4 , а при 6^4 
^ J 
~ If ~ £ ) 
['ЛІ+і-п, Sj ^v2 
здесь 
п J Для P - нечетных, 
С*-:- j g . для 9 - четных. 
Кроме того, в (4) =O при е<&. 
Имеет место следующая теорема. 
Теорема I. Для того чтобы решение задачи (I) - (2) 
ffzje ск,ju(^2) »dLe(o.i) необходимо и достаточно выполнение 
условий (3) - (4). фи этом имеет место оценка 
ИЧ,(2) -
где & - постоянная, не зависящая от (я-). 
2. В прямоугольнике SZ рассмотрим задачу 
(5) Ry з - Z "*• ігг(оь) = O, хаЯ 
t,s=i c7xCu-lS 
(6) Ц = ŽX jjfs COl Vfte), геЭ2,1.4,y 
1)3 
Предположим, что оператор В - строго эллиптичен, коэф­
фициент 4 >о 
После приведения уравнения (5) к каноническому виду ис­
ходная задача сводится к задаче Неймана для уравнения 
Гельмгольца, т.е. 
(7)  -д  V + си ( с ь )  =  о  ,  =Cg= G-, 
(8)  d f j  "V a t '  '  3 : 6  9 ^ ' '  і = , ' г ' 3 >" 
Заметим, что в новой системе координат область G- является 
г  а )  - , г  I г )  
параллелограммом с углом между сторонами о Ь и о Ь 
равным , где 
= соъеі^ ^ V Ьц Ь*ъгЬ\І.—J 
Очевидно, что о < ̂  < і . 
Сформулируем основную теорему. 
Теорема 2. Для того, чтобы решение ( з )  задачи (7) - (8) 
принадлежало классу CKiJG-) при ^ = ^ 
необходимо и достаточно, чтобы "Pi С С*.- і 1 , ) }  L  - I , І, -у при 
PiIл, } Pj%r несократимая дробь, в угловых точках 
выполнялись условия согласования 
7. Гііі7 
(9)  23 C-I 
л =с 
где 6 [к^ 
- ч 
(о- -/7 • ^frv'Ai/)- 2 
С = [  ̂ " i J ,  ^  ™°-> Yl- I t Z, . .  
производные от f; и взяты в направлении от вершины уг­
ла, кроме того при кVftj^0, | = і,2,зл вы­
полнялись условия интегрального типа 
гтт  >t f ° ,  *  иррационально,  
Д/ =о Для Vi=O, . 
г ) і  ( t nod  Р - ) ,  
і )нн± V i к  * » .  « -  = o ( m c d . p j ) ,  / >  « ,  *  й"  
1)4 
При ЭТОМ н 
11V11CKa(Q) - ̂ ЕН,;ІІ^-ІЛ(96"''). 
где - постоянная, не зависящая от U1(Ot). 
Заметим, что дифференциальные свойства решения задачи 
(7) - (Q) в параллелограмме 6 при условии регулярности 
правых частей граничных условий, заданных на сторонах Э&* 
(<! = 1,2,3,4), зависят от величины угла, а также при ^ и 
^ (и- лт-іот выполнения в угловых точках условий согласова­
ния (9), и, кроме того, при f (fc от выпол­
нения условий интегрального типа (IO), которые в свое оче­
редь определяются интегральными свойствами правых частей 
граничных условий и предельными значениями функций Yi 
в угловых точках параллелограмма (более подробно 
см. [ 7 ]  ) .  
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О СУЩЕСТВОВАНИЙ СЛУЧАЙНОГО PSSEHtffl 
СЛУЧАЙНОЙ ЭКСТРЕМАЛЬНОЙ ЗАДАЧИ 
Э. Таим 
Рассматривается случайная экстремальная задача 
тл-к х  {{(х,ю) j х  е Г( іхо} (  (I)  
гдеШ,І,Р) - вероятностное пространство, п-мерное 
евклидово пространство, R ki R n  * л —* R и Г -
точечно-множественное отображение из Sl & R.n \ Случайным ре­
шением задачи (I) называется селектор [і] отображения Г та­
кой, что 
p[w( ЭС6 TWj =4. ^ 
Теорема. Если задача (I) имеет при каждом ^ как де­
терминированная задача решение, f (-X1 ĵ) непрерывна по х при 
каждом lv и измерима при кащдом Xekni а отображение Г изме­
римо [2j и его значения замкнуты, то задача (I) имеет случай­
ное решение. 
Следствие, Если функции f: Sl-^R и о ; X ^ R  не­
прерывны по л при каздом mlSI и измеримы при каждом z к X и 
задача гуи,их (^ix1 о) | ^ fx, 4 О, х- е Xjj  ̂
где замкнуто, имеет при каждом как детерминиро­
ванная задача решение, то она имеет и случайное решение. 
Л и т е р а т у р а  
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1974,Ш, 229-236. 
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СХОДИМОСТЬ МЕТОДА СЕТОК В СИЛЬНОЙ НОРМЕ ПРИ РЕШЕНИИ 
КРАЕВОЙ ЗАДАЧИ УРАВНЕНИЯ ЧЕТВЕРТОГО ПОРЯДКА 
Э. Тамме 
Во многих работах ясследована сходшость метода сеток в 
норме Wa2" прж решении уравнения четвертого порядка (см 
напр. [і-4]). В настоящей работе получена оценка скорости 
сходимости этого метода в норме 
В прямоугольной области <% = {%= 
et= \} 9.} с границей Г рассмотрим задачу 
р"% + р,г^55 + = ь u^0' Slr^' (І) 
где р 4 і )  р 4 г )  Pii - заданные полоеителине постоянные, 
- заданные функции и - вторая производная по нор­
мами к границе . 
Введем прямоугольную сетку 
^к~ ̂  хі~ > сгК)' 
с шагами Задачу (I) аппроксимируем разност­
ной задачей 
iKiC 5  Pu ус -Г PiM 3A^: + Paiус = к, ья-и, ^ 
где = у и IdL yL - ̂  . - правая и левая разностные 
прожзводнне, Чк), M,*/"I*.-). Slk=Sin l̂Tix- Г/15. , 
а -1 на сторонах Ot1= прямоугольника н V-Z ни 
сторонах 
О б о з н а ч и м  ^ ;  г д е  U t  -  к  ( я  у )  -  з н а ч е н и е  р е ш е - г  
ния задачи (I) и у/ - его приближение, найденное как решение 
задачи (2). Из (I) и (2) вытекает, что погрешность ?( яв­
ляется решением задачи 
Ц*,*К/ ^tQki г, я;(Гк х,(^0/ (3) 
где tt= LKu>-fw <i' Vv", -/К,-
Введем пространство H+ (Slti) сеточных функций ?, , 
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определенных на сетке SZtMHvf,'У,(-к,, (%Н)АД -K̂  
((М,И)Ц,̂ 2+»)кг)) и удовлетворяющих условию Z1 = о при 
цг O 1  I1-Zv 1 y  I 3 .= о #I1= N 1. В Ht LSlf t) пользуемся нормой пространст­
ва Соболева 
Nrt Na-I 
IteM l f=IX T- [№іЧЛ ц і /-+ (¼1¾)1] -r 
gid Vi ^d. ^d. 
i,-o h~o t]=0 tI-I 
MH Na,-J 
t (VzVO1] + £[t ЙФ U^t Wj tA + 
i',= 1 Ч'О 
Nr1 Ni-I W1-I M  ̂
i 
I1 
MI W IV,4 Ni-/ 
Z DfiM)4 IW'/] U 1K 1̂ YL Ц V Ач)' 
(,= 1 Yi 1Г° 1^0 
Для решения задачи (3) выводится априорная оценка, из 
которой следует, что, если решение задачи (I) и. е С6(Й) то 
имеем место оценки погрешности 
Ilzlli,-  ̂ (А,1 + )/ 
где M - постоянная. 
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О НЕКОТОРЫХ МЕТОДАХ РЗВЕНИН ОБРАТНОЙ ЗАДАЧИ 
ОПРЕДЕДЕНИЯ ЯДРА НАСЛЕДСТВЕННОЙ СРЕДЫ 
Т. Тобнас 
Рассмотрим процесс распространения одномерной волны 
деформации в наследственной среде. Пусть U[x, Ъ\- перемеще­
ние, с - скорость волны, % [irj - начальная деформация и 
К ( г I - функция ядра, характеризующая физические свойства 
среды. Будем считать, что КШ- непрерывная, монотонно убы­
вающая и интегрируажая на интервале LO1 ) функция. Извест­
но, что тогда Ui xt -f) удовлетворяет следующему уравнению: 
U t t -  C z U k x  Ч -  j  K l  Ь ~ Т )  L L t i r  d r -  O f  ( I )  
U ( X i O )  =  O ,  X i D j -  0  (  U k  ( O i t l -  % ( t )  .  
Пусть имеется возможность измерить деформацию ик(х,і) 
в точке K-I » т.е. пусть задана 
= (2) 
Отметим, что при Ь ̂ LO1 £C^i 2, 
Обратная задача определения ядра K l i r )  состоит в сле­
дующем: задано измерение ^ От) , требуется по функции 
«г] определить ядро • 
Применяем к уравнению (I) преобразование Лапласа. Обоз­
начая К Н) - $ \(Щ fo*\-£%ih) и = ! , полу­
чим для преобразования Далласа неизвестного ядра КЩ следую­
щее выражение: __ 
K H l  = с1/" Lh, 4 . (3) 
Если намерение ^ (fj таково, что выражение (3) опре­
деляет функцию к м) , являющую преобразованием Лапласа, 
то VfU I определяет однозначно адро K/f I= j? И j ,  
Рассмотрим другой подход к задаче определения ядра 
К  Щ  осно в а н н ы й  н а  м е т о д а х  о п т и м и з а ц и и .  П у с т ь  К ( H - K ^ )  
где d - Ui,, ,, k̂J неизвестный параметр, принадлежащий 
ограниченному замкнутому выпуклому множеству/Vf с \С- Допус­
тим, что и и - utx(f ' ci) вместе со своими про­
изводимо! первого и второго порядка непрерывны по , 
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Пусть т 
j  L ^  ( 4 )  
Требуется определять /-J- так, чтобы 1 = ̂ 7M ̂ cd^ 
Поставленную задачу можно решить, например, методом 
проекция градиента. Выпишем выражение для градиента функции 
Ы) через решение сопряженного к (I) уравнения. 
Пусть р-р U 1  + ; „L) - решение уравнения 
~- z L их (f( і\ J ~ (^'7 ix-И) / 
где <Г- дельтафункция» т.е. ( ̂ lK] $' (K-J) d*~ f^) -
^ cx с С £> f ' 
Отметим еще один подход к решению поставленной обратной за­
дачи. А, именно» сперва можно дискретизировать исходную за­
дачу методом Галеркина, а затем, как и выше, рассмотреть за­
дачу определения ядра в виде задачи минимизации с ограниче­
ниями. Упрощение» получаемое в результате дискретизации, 
состоит в том, что вместо двух интегро -дифференциал ьных 
уравнений в частных производных на каждом яаге нужно решать 
две системы обыкновенных дифференциальных уравнений, также 
содержащих интегральные члены. Метод особенно упрощается в 
т о м  в а ж н о м  ч а с т н о м  с л у ч а е ,  к о г д а  Д -  • = * .  г ^  z г д е  
и f.' - неизвестные параметры. Тогда задача сводится к 
задаче минимизации, в которой ограничения заданы в виде сис­
темы обыкновенных дифференциальных уравнений. Для таких за­
дач существуют хорошо разработанные численные методы. 
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ИССЛЕДОВАНИЕ РАЗНОСТНЫХ СХЕМ ДЛЯ 
НЕЛИНЕЙНЫХ ПАРАБОЛИЧЕСКИХ УРАВНЕНИЙ 
М. Фивер 
Используя приведенную в работах (1,2] методику, изучает­
ся сходимость разностных схем для нелинейного параболическо­
го уравнения в двух- и трехмерном случае. При этом сущест­
венную роль играет неравенство коэрцжтжвности джя нелинейно­
го разностного эллиптического оператора второго порядка, 
входящего в рассматриваемое уравнение. 
Рассмотрим задачу 
+ хе& t-be>(o,r\, (I) 
и (1X1O) = CC0 CDC) } X GrSLj (2) 
и ~ и. Cx,-h)£ H *6̂ 0, t̂ £0,T]y (3) 
где б̂ з, 
= бус і̂Чаа,-
Ht(SV) IaŜ 1(Sl) - пространство Соболева; 
о - J о<"г, < а , с L- 4, mj, 311 - граница, H - замыкание. 
Предположим, что: 
I-, джя каждого л>о существует такое число ̂ >0, что при 
всех -X- е- Sl , te С Ot T j ; $с € R t и. € L-а., о. j 
ŽL f (xtt, a)l V >  ̂
— < 'J " 
(условие локальной эллиптичности оператора А̂ Л) ; 
2, функции а,ijCx.it,и,) дифференцируемы и 
(а, іЦ^І 1 j %jfŠ**J, (¾¾¾, 
Vx в Sl, Vt€ ІО,Т], VueL~a,cC], ̂  = 
Построим на области -Š2. равномерную сетку .CL*, с шагом 
 ̂,  ̂ аа«,- узлы сетки, лежащие на 
&&. Дусть Coc = fr,2r,...,r) сетка шагаy=¾/ на CotTj . за­
дачу (I), (2), (3) аппроксимируем неявной разностной схемой 
+ Л*г60j = , ,-Leozc, (4) 
<цС*,о)= уо(х) , осе А*., (5) 
M ~ ЛЛ Ct) е- <4 focffc)̂  Но ../Т", (6) 
где sl Z(Sii)y 4 
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1% +% C ajj /¾)¾¾)], 
Н?№*)= («г, H 7-CSL aX^ hsi^o}> H kCSI*)= W K'4si±)-
пространотво Соболева сеточных функций : JSt R с нормой 
к > 0 , 
где такая максимальная подсетка сетки что ^0V = 
= Э?- -• S ŵOT не использует значения nr вне , 
Теорема I. Пусть выполнены условия I, 2. Тогда для любых 
HeHSl4s), таких что Uy1(^)L, M*) L ± cl 
(.Vteco t ) при достаточно малых <с (при ItCĉ <4 ) имеет место 
неравенство 
± <^ l U t d TUy 
+-M^eH '• » 
где С аР*> • X4̂ rx , *'=%, при к:'- % при 
#* = Ь, с > О . w 
Доказательство. Введем обозначения t = ~у , -JE. 2, ¾., 
£ = &/-£—т). Оценим скалярное произведение 
хг ^Лат^ 4"  А ъ ^ , у и У х т ( M z ^ - A b x f Q b t )  
Пользуясь равенством * = 0,5 01 *)-кэ,5Ч: 5¾ будем иметь 
1  с*% + - Ale: Jp ̂ О'= (а' ^ 
+ тЧ% ,^ьЧ) + Xе (А trg'- ^ • 
При выполнении условий I, 2, имеет место неравенство коэр­
цитивное» (см. [б]): 
Cfttxу' - **tft JtO> Tf-1з'-f U^ c- 1 1V 
дяя любых ^, ̂eHf(Sl j k) t  Il ̂ Il^ CL' 
' Xt •+ AfcrJf - Але J* ̂аА) 7- IltHi- И & С + 
-hV 2l/^C Mi-ZbX HarfJ-. 
Оценим левую часть последнего неравенства, применяя неравен­
ство Ком ж £-неравенство: 
6*-JLtca) IMt? +Ti tfs$ Я? (**' О -
^ //£/(*-+1- Ці% -tV\*ty~A*T^/fo . * 
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Выбирая получим 
(л-л с+.) Ш?^ IIŽlfr+^lliZ+Atx^-AbT^C , 
"s3Ti ii?  ̂ LI * C+I-J «+л«з4 - AfcT̂ Cl • 
Так как ЛтСл< 4, то найдется такая £«>о, что 
с ХТСл 1- CZTbCf+'- 4 4 + ATCec В + Ел) , 
ж значит 
IlStHf 6 с -f + AtСл. (14€OJQstK+AiOT̂  ̂Ааі̂ К̂ ) . 
Используя последнее неравенство неоднократно, получим 
откуда следует утверждение теореші. 
OflKTiM, что если в соотношений (7) выбрать г = *̂ , то 
можно вывести следующее неравенство 
мл* 'j * ю - JaW »3 ± 
 ̂ д. І!І*(°)ІІл +Щ Ii*£ •+ Амг̂ Но] 
где L* - положительная постоянная, зависящая от а. 
Замечание I. Допустим, что решение о* задачи (I), (2), 
(3) и решение задачи (4), (5), (6) (с = u.„) удовлет­
воряют условиям Й u* K1, Й Kt& о-, причем tv* достаточно гладкое. 
Тогда из неравенства (8) следует оценка 
-u-*«5lli' t < c^ Il^(¢)-U- iCtf = (b(A3'^z). 
Замечание 2. Проблема сходимости в метрике ообожевского 
пространства H"* (при ограничении на вага ̂  ж т ) изучались 
и в [з], где рассматривается разностная схема (построенная 
на базе суміаторного тождества) для многомерного квазыиней-
ного параболического уравнения. 
Для явной разностной схемы 
-Jt ̂ AAtJ. = , **Л*,*«о,г,...,т-т , 
у (зс, о)̂  , OceSLt̂ 1 
=^yCoct) elfp , t - о/т,.. .,T ? 
аппроксимирующей задачу (I), (2), (3) имеет место 
Теорема 2. Пусть выполнены условия 1, 2. Тогда для любых 
 ̂Hl C-sU) , таких, что Я Ю f,  ̂л. 
(t̂ olV,...,т ) при ограничении вида CA 
McL̂ o a da , £< имеет место неравенство 
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""rL Kg<(o)-gl(°) C t 
+¥"Ж +iА < * У *  , 
ГД Ctx d̂ '- <žA*'- і£-аР~j JC dcPe flr *̂ при т̂ Ъ̂ ОС. 
Опсвтім, что нрм выполнении условяй теорема 2 имеет мес­
то ж следующее неравенство 
6  Ü y 4 o ) - y x ( o ) l £ - t - v l l  I l f y - i - М т у ' - ~ А  \  
где Llv - положительная постоянная, зависящая от а, Отсцда 
уже следует аналогичный результат, полученный в замечании I. 
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ДВЛПАРАМЕТРИЧЕСКАЯ ШУЖРИЗАЦИЯ НЕКОРРЕКТНЫХ ЗАДАЧ 
У. Хямарик 
Пусть HhF гильбертовы пространства. Рассмотрим уравне­
ние 
A u  =  f  (I) 
с вполне непрерывным оператором f)-} MA) в общем 
нетривиально. Цусть fe£(A), но вместо f и А известны прибли­
жения fafF И A 0  ed(U,r) Такие, ЧТО Г! f  ö  - -f Il  < Ö ?  ІІАа-АІІ^л. 
Рассмотри» двухпараметрическую регуляризацию уравнения 
(I). Первый этап регуляризация осуществляется проекционным 
методом: выбором и-мерных подпространств Иисй и F nCF о 
соответствующими ортопроекторами Ри и Qn получается спроек­
тированное уравнение А* ии = Gnfa, Ar̂ oriAflв, с решением 
Параметром регуляризации является A=H га, A Pn ViQ* ІГ\ Отметим, 
что А-»о <==> и-»**, Введем ортопроекторы Р:Н~»£м*); <?.-f->£7a) 
И  о б о з н а ч е н и я  f  j  =  > ™ л л  { р  I  I i  (  Г - P n )  f A * A ) r / J i l  5  С  ) .  
I II (J-Q n) IflA^r z jH 5 С A r  >. 
На втором этапе регуляризации используем однопараметри-
ческое семейство функции { ̂tx) о с условиями 
и вычисляем 
S 4* r  u-^=Xfejn hA 6U c, + C^ c x  (В„)ПЛ. (2) 
Здесь Uu начальное приближение к (можно положить U0 = о ); 
при н=г, выбираем Д„> (In=R1; в случае несамосоп­
ряжённой задачи (I) і  Л п  = P nAlQ- Обозначим че­
рез и, ближайшее к U 0  решение уравнения (I). 
Теорема I. Цусть M=F. а  уравнение 
(I) проектируется методом Галеркина (F„ - Nm)^ причем пред— 
полагаем, что н„ О л/7 А)= о, р„ -> >, >і . 
Если параметры ог и к = йг{{(Аик>ил)/ііия»л, и* с н„} выбрать 
так, ЧТО А +*-»0, (А + <*)" d -4 О при б ТО IIunjiy-UeIl-X? 
при Л ^ с. 
Если начальная погрешность представима в виде 
1 9  145 
=(A kA) f t z 2W, <J, р > о  f  (3) 
то справедлива оптимальная по порядку на классе (3) оценка 
Il и.и><* если 
1) при выбрать ктосх д1/г "",) ? 
2) при ро< р Spi выбрать А* 
3) при рі <>-</*<? выбрать outü1W1) I1 =<2(ь?)> 
В случае р*»« сч * р при выборе А х ^zizfT 
*с =0(e>**'t*^1+^справедлива оценка liu*|(y-UltNC ,лИ/'Тч-'--') 
В случае р*-* Го*р при выборе с х AyfzrPc" ̂  
А=(?(лГо/^1^°+^ справедлива оценка - и, ц < с  ̂ c j l iT r- '  1{ 
Теорема 2. Цустъ уравнение (I) проектируется методом 
наименьших квадратов (Fn = AdW, причем предполагается, что 
НиЛчЖД^о, p„-»p? Если выбрать с* и 
{ IlАиЛ/ЙииI, и„бК} так, ЧТО « + й-^О, & 2(о,-I-^f 1-*о 
при Д-Х7, ТО I lU r t f t i t  - *І/ при д->о. 
При начальной погрешности (3) справедлива оценка 
Иt^h,й- - u* Iu С дЬ^г 1 - 4) ̂  если 
1) при гі2г°> выбрать *И-юс ^ (\2/(Г*/,)у 
2) при 2fxc<h і Zx 1 выбрать л1 /(/л cx-0(atl/ir'><-r+*) y 
3) при ^ ^ 2 ^ с выбрать ахй2/ег+1^ 4) > 
В случае 2/to s fw s р при выборе А * й'1/</**+4\ 
<х~ справедлива оценка Ии*(<у-и.л< с 4\ 
В случае при выборе о х: ̂ 2zTlc 
A = OfaP o z Z" 1 ' л*справедлива оценка і іи и , а - и,и< с { 
Теорема 3. Пусть уравнение (I) проектируется методом 
наименьшей ошибки С н* = A1Tfh ), причем предполагается, что 
F„ п JVfА*)= о, О» -»Q. 
Если параметры с* и f i- v>f { НА*4„ jl/ц f„ I/ , -Tn 6 F„} 
выбрать так,  что <*+ Fi ->о, & г ( < *  +  А 3 У* -~>о  при о-><э, то 
Hu„,<v -и,//-» о при л-^о. 
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При начальной погрешности (3) справедлива оценка 
Iuhyw-UxIi5C f если 
1) при п*2р0> выбрать А2+ахь1/(Р*й\ 
2) при ifospsr*+*) f>2>/4выбрать cf-(3(õ?/(Xo(Р+4I), 
3) при выбрать «хд1/<г*41^ Ь=0(аг"І°+і)г'), 
4) при р<г;+4<2 выбрать ахеУг***, h^o(^/h(r \ 
Частными случаями двухпараметрической регуляризации яв­
ляются регуляризация проекционными методами (<х- о) или вы­
числение приближении по (2), где проекторы % и Q* опущены 
(А =OZ 
Отметим, что класс методов (2) включает итерационные 
методы (ро-W, метод Тихонова в случае н = г? 
д - о  м е т о д  Л а в р е н т ь е в а  ( р о - 4 )  и  п р о ч и е .  
Методы Галеркина и Лаврентьева коммутируют: независимо 
от последовательности применения их найдём приближения u„/G, 
из уравнений locir Ph Ati PJuriici. - Pt4Iij. Применение метода наи­
меньших квадратов и метода Тихонова эквивалентно примене­
нием метода Тихонова, и Галеркина, приближения ип>01 на-
ходятся из уравнений («I R, Un,# ̂  Метод иаи-
меньшей ошибки - Тихонова эквивалентно нахождением прибли­
жении 4и,е из уравнений f-Qn AdA « - CUd , а затем 
q - Ад . Если использовать базис Hn шш Гп , матрица 
Грама которой имеет ограниченное число обусловленности, то 
число обусловленности в первом из приведенных трех уравнений 
возрастает не быстрее чем f*+ в двух последних уравне­
н и й  н е  быс т р е е  ч е м  ( < х +  б 2 ) ' 1 .  
В заключение приведем некоторые результаты об урав­
нении Вольтерра Jir^a,л) - (и)> которое трактуем как 
операторное уравнение Au--•( с Д: La(Qi)L1 (о,і). Цусть функ­
ции зт, >) и £(<•) непрерывно дифференцируемы и % «л) >о. Ес­
ли в методе наименьших квадратов н„=5", где S* - подпро­
странство сплайнов порядка к-і с узлами ^ 
то (isi/м и Если в методе наименьшей ошибки г* = 5^ 
ТО К X 7/п И р2 - * -
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КОНЕЧНО-ЭЛЕМЕНТНАЯ СХЕМА С ПАРАМЕТРОМ 
ДНЯ УРАВНЕНИЯ HABbE-GTOKCA 
Б. Шифрин 
I. Постановка задачи и проекционная схема. В ограничен­
ной лштплщевой области XL с Я2 ищутся функции U •= Iu4. Ut) 
(скорость жидкости) и р (давление) такие, что* 
-  ДИ *  U k U x ^ +Vp ,  с^і  U-O (*• * & )  і  ( I )  
uU =0. (2) 
Обобщенная постановка Задачи (I) - (2) такова CC 2 J ) : 
J i  Cb(U i ZlS)+£  ( U t U i W )  =  U j I t r )  и/еУс-% (3)  
Здесь Л* - {trе(Wl(Q)Y'- Vfo. = 0 j, J = divW= о] , 
а, (u.uo » с«,г^ х  1¾' кммм*Ju^k щ ̂ , 
(£-иг)== tVx f-l - Я ) . Трилинейная форма 
(•»•»-) ограничена и обладает свойствами 
I f (VL t KVf)  ш - киж ) -  UwU y t X t W i )  (U t V t OWiU) i  (4) 
i (U,U,U) *  (ckvU,  U l Ui)^ (4^ 
Пусть ot с Io j  і  ] . Положим 
і і  (U i V i U/)- .= и  i(U.V.w)  - ( I-A i lU l W j V) .  (5)  
Ясно, ЧТО K t (U t V i Ur) & (U i Zf t Ur) VfceJ, У V t W Ь 74.  < 
В работе мы анализируем следующую проекционную схему: 
K 1  е  J 1, < и,,л;>* It(^ iU kW k)^(^,¾) (3,) 
Схема считается нестандартной ( Г4] ): вообще говоря, Jk<£ J. 
^Ниюе договоримся о сумг.шровании по повторяющимся индексам. 
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2. Некоторые свойства схемы (3 ). I) Схема имеет в ок­
рестности нуля единственное решение,коль скоро 
$ % ' £І4« ' 
К указанному решению сходятся итерации стоксовского и ози-
^овского типа (подробнее см. в С 33). 
2) Известно, что исходаая задача (3) разрешима при VjfJ* 
благодаря свойству ^(UiUiVL)=O J . Это свой­
ство при дискретизации не сохраняется: /C(IlkUkU1t)^O при, 
Uke ]k ф J (кроме случая ос -i/Z), однако результат о раз­
решимости при We 7ц* схемы (Stt)O все же имеет место, 
коль скоро функции из X "соленоцдальны в среднем". Мы по­
казываем это в п.з . 
3) Пространства % того же типа удается строить так, 
что удовлетворяется условие внешней аппроксимации [4]: 
1)̂ ]̂  VW*J{ ( f%} - ортопроекторы изІУна J, JÄ). 
В этой ситуации схема (Зк) позволяет аппроксимировать (вЦ) 
несингулярные решения задачи (S). Это следует из [4] .Мож­
но указать и оценки точности схемы. Если в области £cÄa 
в ее £ -окрестности &£ содержится одно и то же число t <«• 
решений задачи (3), причем все они несингулярны, то столько 
же решений имеет в G схема (3*) с Ь < Ь . 
3. Разрешимость схемы при условии соленоидальности в 
среднем. Пусть задано регулярное семейство f = разбие­
ний области XI на конечные элементы К (Іі* шміійіпк 
Введем подпространства Jh с Jim Ilt <•* так, чтобы для 
всех е Jk выполнялось условие (см.,например, [f, Z] ): 
Щсіэе. ~ О к € ^ ($1 - У К ) ( 6 ) 
Лемма. Для любого £ >с>, любых Y, f € *(&) справедлива 
оценка (HmiejJffti 1^ц - кусочно-постоянные усреднения по ): 
Iyy і с(,'" (с =с<еі) (7) 
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Следствие. Для. любого 6 >о найдется C= Cat) такое, что' 
|(<Л Ц,,ЧЧЦвгГ'нцЦ^И^, иД, SifureTC (8) 
Действительно, в силу ( 6 ) для {Щ)к имеем 
(вІІ Ц,, ̂k)= о ( ̂ IkSOtttt УК ) , а потому 
К«* и„Л^ = |(^>ЧЛ^- І < ̂ і ЧІк(й)к^»(і74к.(0{ПиГ 
Далее применяем (7) и учитываем, что I. ILljft** LlL в К 
Теорема. Пусть выполнено условие 
Д: = рх- ІІІ-5» (G=CCt) ИЗ (S)) 
Тогда задача (Зк>. имеет по крайней мере одно решение Uwkx , 
«"••л» s р:= (гHiii)/( + д), 
Доказательство теоремы на основе известного следствия . 
теоремы Брауэра (см. [21, стр. 134) сводится к проверке 
неравенства а.(UbiUk) - - H1Uk) * О Vuh: IlU6Hk*! 
Решающую роль при этом играет оценка (8;. 
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ОЬ ОДНОЙ ИШЖГРО-даФФЕРЕНЦИАЛЬНОЙ ЗАДАЧЕ КОЛЕБАНИЙ 
Я. ЯВНО 
Рассматривается существование и единственность решения 
смешанной задачи 
OttU,*) + VltU ,л)М&(*,+), 
° , ou<oc; у (D 
V0(х) . (4Сх,о)= v<Gc)v } 
,•&)— о) о схэ. J 
Здесь G Cx-,-½)} ) } V0(X̂  ViGc) - заданные функции, 
ifU,*) - искомая. 
Если предполагать, что существуют производные V0ivCx 
v/Yx); 6хХ (*,о) Л° 0 помощью замены переменных можно пе­
рейти к более простой задаче 
UuUjt) + j Ж*-SJ U++Ы, 4)с&а = а?4>о((х^) + FUyt) ̂ j (2) 
(XUp) - tl±Up)=o} іі(.о;-іг) ~/Сі(̂ j-t) = о. j 
При этом функция FCxŷ r) удовлетворяет условию FUp) = о 
С применением преобразования Лапласа для задачи (2), ре­
шением краевой задачи в пространстве изображений и затем 
применением обратного преобразования Лапласа получается фор­
мальный вид решения задачи (2). Исследование свойств этого 
решения дает следующий результатам. 
Если функции Ж(Ь)) FUfb), FiUj+), FttCx FkUjVj 
Fkt U}e)j Fxtf Uji) непрерывны и экспоненциально огра­
ничены, т.е. абсолютно ограничены функцией Neat где M и 
а.постоянные, не зависящие от X , а изображение кі(р) функ­
ции Уі W удовлетворяет условию 
найдется такая «: , что при Rep ><х, >с >о (3) 
то задача (I) имеет единственное классическое решение, кото­
рое можно найти методом преобразования Лапласа. 
Достаточном условием для того, чтобы имело место (3), 
является непрерывность и экспоненциальная ограниченность 
функций # U)} Ус /(-Ь) j lk /yU)} причем J&Co) = o . 
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О НЕКОТОРЫХ ВАРИАНТАХ МЕТОДОВ ЛИНЕАРИЗАЦИИ 
О. Ва&рманн 
Рассмотрим задачу решения уравнения 
Fm^O, (I) 
гдеF- Jbc-Rh-+ Rt" . В случае дифференцируемости Frx; для 
решения уравнения (I) часто применяются методы вида 
~Х К  - Q(XK/AK/F(XK)) , K-OJI (2) 
где Q(Хк,А*,F(Xk)) - некоторое отображение, действующее из 
в /?* , а AK - линейное отображение из Rm-* Rn / 
Метод )іьтон& (б (хК/A KlFfxx)) = Ak-Ffr^lf * Rh Ak=Fk̂ IF(Xk)] ) 
в практических расчетах обычно реализуется в виде 
F(JCK ) (Х*« 'JC1C)=- F(Xt)f (3) 
поскольку ранение систеіш линейных уравнений более эконом­
ная операция, чем обращение матрицы, а методы типа Ньютона 
вида г 
Xku=Xk -AJ-(X1C)i (4) 
где Ak - инверсия Якобиана или некоторая ее аппроксимация, 
используются в основном в теоретических исследованиях. 
В данном сообщении описываются некоторые случаи, когда 
не существует значительного различия между "стоимостью" 
обоих вариантов методов вида (2) или когда по некоторым 
основаниям даже предпочтительнее использовать варианты, в 
которых Ak используется в явном веде. 
При Q(xK) А<, Ffr*)) = AkF(XK) +2 L Ffc) - f[Ffa t/И, F(vK)) -/->,̂ (5) 
где -Гус * Xk - Ak F(XK) , f - произвольный вещественный пара­
метр (не равный нулю), получим класс методов четвертого 
порядка скорости сходимости, если )Ц - f(xK)AK B 0(1 F(JIk)II) 
[I]. Применение метода (5) эквивалентно решению трех линей­
ных систем с той же матрицей, но с различными правыми частя­
ми. Обращение матрицы и решение трех систем методом Гаусса 
требуют соответственно h3 и умножений и делений. 
К тому же, в методах, где используются инверсия Якобиана 
или ее аппроксимация, легко проводить итерационное уточне­
на 
нйе решения для достижения требуемой точности. 
Одним из способов уменьшить объем вычислений в сред­
нем на одну итерацию является следующий: fK вычисляется 
не на каждом шаге, а через шаг или несколько шагов, а на 
промежуточных шагах аппроксимируется по некоторой ите­
рационной формуле (например по формуле Шульца), вычисляя 
AKf(x'«) в виде произведений матриц на вектор (cp.f3j). 
Знание точной или приближенной (псевдо-) инверсии 
якобиана полезно во многих случаях. Например, она позвол­
яет вычислять число обусловленности, или оценку для него, 
облегчает оценивать погрешности для приближенного решения 
и т.д. 
Если вычисления проводятся в не обычной арифметике, 
а интервальной арифметике, то предпочтение отдается интер­
вальным аналогам метода Ньютона с использованием инверсии 
якобиана или ее аппроксимации. Интервальный аналог метода 
исключения Гаусса дает очень пессимистические оценки для 
ошибок вычислений 1.4], Интервальные аналоги имеют большое 
значение при автоматической проверке (с помощью ЭВМ) су­
ществования решения уравнения (!) в данной области и по­
лучения строгих оценок погрешностей iä'J 
Пусть F(х) не является обратимой, а она имеет лишь 
псевдообратную матрицу L , то метод 
/ = L FCXk)] !'(Xk)X k -[ F(хк)] F(xK) (б) 
позволяет отыскивать псевдорешение уравнения (I) с мини­
мальной нормой (по крайней мере в линейном случае). 
Если положить 0U k,A^ f(Xk)) _ M^U'(**)] *?(*«) где 
Mk " [F(Xk)J F(xk) гАкі и , то (2) превращается^ 
в метод Левенберга-Марквардта. Известно, что-
- [F(X.:)] и поэто'му его Также можно привести к виду 
(6). С другой стороны, при определении подходящего пара­
метра Л «г иногда возникает необходимость многократно об­
ращать матрица или решать соответствующие линейные сис­
темы на одном шаге итерации. К преодолению этой трудности 
можно применять вариант метода Левенберга-Марквардта, где 
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вычисляется в явном виде, причем для уточнения 
Vk 40,-1,.- ) вектор (х«) (qtxK) =[F/*K)] f(x«) ) 
аппроксимируется по формуле * 
-ММКУ*"))}/*'), j'1 
т.е. применяя матрицу на вектор. 
После определения приемлемого Я* полагается X = /С 
и только тогда вычисляется 
Аналогично можно построить параллельные варианты ме­
тодов вида (2), сохраняющие порядки скорости сходимости, 
присущие соответствующим последовательным методам [" 2J. 
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