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ABSTRACT A theoretical description of ion diffusion in the electric field set up by the double layer in the neighborhood
of a charged interface is presented. Such a description is needed for the understanding of diffusion-controlled chemical
kinetics and transport of ionic species in a variety of systems of interest in biophysics, electrochemistry, and colloid
science. The ion dynamics are taken to be governed by the Smoluchowski diffusion equation and the average
electrostatic field is obtained from the nonlinear Poisson-Boltzmann equation. Diffusion in finite regions with partially
absorbing boundaries of planar, cylindrical, or spherical geometry is considered. The complete analytical solution of the
Smoluchowski-Poisson-Boltzmann equation for counterions between two planar charged interfaces is given. Simple
expressions are derived for certain useful integral quantities, viz., mean absorption times and absorption probabilities, in
all geometries considered. Finally, lateral counterion diffusion and its consequences for surface re-encounter-enhanced
chemoreception is considered.
INTRODUCTION
A wide range of problems in biophysics, electrochemistry,
and colloid science relate to the properties of the electric
double layer, consisting of an ionic solution in contact with
a charged interface. Since the pioneering work of Gouy (1)
and Chapman (2), a vast literature has accumulated
concerning the derivation, accuracy, and application of the
Poisson-Boltzmann (PB) equation and other theories of the
equilibrium ion distribution in the double layer. In con-
trast, very little theoretical work has been devoted to ion
diffusion in the double layer. However, such work is crucial
to the understanding of diffusion-controlled chemical
kinetics and transport of ionic species in an immense
variety of systems. In dealing with these problems, previous
authors have either resorted to linear approximations and
numerical solutions (3, 4) or simply neglected many-body
effects (screening) altogether (5, 6).
In the following, we present a number of simple analytic
results of general validity related to ion diffusion in the
electrical double layer, which can be derived without
invoking any approximations beyond the nonlinear PB
equation for the mean electrostatic potential and the
Smoluchowski equation (7) for the diffusion of an ionic
species in that potential. We consider diffusion in finite
regions of space (as is always the case in practice), where
the internal boundary consists of a charged interface of
planar, cylindrical, or spherical geometry. Most of the
results are strictly valid only for the no-salt case, i.e., when
the ionic solution contains only the counterions required to
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balance the interfacial charge. However, for strongly over-
lapping double layers, the effect of the coions may be
neglected (8) and our results should then provide reason-
able approximations to the counterion dynamics in the
presence of added salt.
The paper is organized as follows. First, we introduce
some basic notation and briefly discuss the Smoluchowski-
Poisson-Boltzmann (SPB) equation for the propagator
f (r, t ro). We then solve the SPB equation for the case of
counterions between two charged planes to obtain the
exact propagator in terms of elementary functions. Having
obtained the most general solution, corresponding to par-
tially absorbing boundaries at two arbitrarily located inter-
ior planes, we present, in Appendix A, the propagators for
some useful special cases. With the aid of these propaga-
tors, one may investigate in detail the ion dynamics, for
example, through the appropriate time correlation func-
tions (B. Halle, manuscript in preparation).
In many applications, the full propagator is not needed
and one requires only the probability that a given ion at
time t has not yet reached a certain location or not yet
become absorbed there. This probability can often be
approximated by a decaying exponential with a character-
istic mean absorption time (MAT). (We illustrate the
accuracy of this exponential approximation for the planar
case.) By direct integration of the PB equation, we obtain
simple expressions for the MAT. For planar and cylindri-
cal geometry, the results are analytical, whereas for spheri-
cal geometry, one integral remains to be evaluated numeri-
cally. Furthermore, we derive simple expressions for the
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probability that an ion gets absorbed at one boundary
rather than at the other one. The expressions for this
probability, as well as for the MAT, are completely general
in the sense that we allow for partial absorption at both
boundaries.
Next follows a general discussion of the effects of
geometry and potential on the MATs and on the absorp-
tion probability. We introduce a quasi-potential that
enables us to express the Smoluchowski equation in a
geometry-independent form. It is seen that the effect of
geometry is equivalent to that of a logarithmic potential.
We also comment briefly on the form equivalence between
surface and space diffusion for certain geometries.
Finally, we study the extent of lateral vs. radial ion
diffusion in the electrical double layer. This question is
closely related to the concept of reduction of dimen-
sionality for diffusion in finite regions as advanced by
Adam and Delbriick (9). However, as emphasized by Berg
and Purcell (10), even in the absence of physical adsorp-
tion, a diffusing ligand executes a quasi-two-dimensional
random walk in the vicinity of the interface for extended
periods of time. This intriguing phenomenon, which leads
to a highly efficient sampling of the interface by the ligand,
may be regarded as a special case of the well-known effect
of reactant-pair re-encounters on the kinetics of homo-
genous solution reactions (12), viz., the case where the
reactant partners differ greatly in size. We present simple
expressions for the mean number of ion-surface encounters
and for the surface coverage of absorbing receptor sites
needed to achieve a given ultimate absorption probability.
We show that the electrostatic interactions in the double
layer may enhance the re-encounter effect by several
orders of magnitude. This result should be of considerable
interest in biological as well as technological applications
involving chemoreception (6, 10) or heterogeneous cataly-
sis at charged interfaces (cells, organelles, macromole-
cules, surfactant micelles, etc.).
THE SPB EQUATION
We shall consider ion diffusion in a finite three-dimen-
sional space bounded by two surfaces, one of which is
charged (see Fig. 1). Such a diffusion space will be called a
cell. A parameter s specifies the cell geometry: planar (s =
1), cylindrical (s = 2), or spherical (s = 3). The coordinate
perpendicular to the boundaries will be called the radial
coordinate, r. The radii of the charged interface and the
outer cell boundary are denoted by a and b, respectively.
(In the planar case, there is only one relevant length scale
and we may set a 0.) Note that the planar case emerges
from the other two geometries in the limit a, b », (b - a).
The planar cell may represent an actual structural
element, such as a synaptic cleft or part of a multibilayer
structure (liposome, lyotropic mesophase). The cylindrical
and spherical cells may represent, to a good approximation,
the average structure of an isotropic solution, the solute
a
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FIGURE I Geometry of the diffusion cell. Charged surfaces have been
shaded. The planar (s = 1) and cylindrical (s = 2) geometries are treated
as effectively infinite in two and one dimension(s), respectively.
concentration of which is related to the cell radius b. For
s = 2,
b = (rlnm) 1/2, (la)
where I is the length of the cylinder unit that carries one
elementary charge and nm is the number density of such
units (monomers in the case of a linear polyelectrolyte).
For s = 3,
b= (7rnc) 1/3 (1 b)
where nc is the number density of spherical solutes, e.g.,
protein molecules or surfactant micelles.
As usual, we model the ionic solution as a collection of
point charges, ze, imbedded in a homogeneous dielectric of
relative permittivity Er. The interficial charge distribution
is represented by a fixed uniform surface charge density, a.
This surface charge is balanced by an opposite net charge
in the ionic solution, so that the entire cell is electroneutral.
Because of the radial symmetry of the boundaries and the
fixed surface charge distribution, the mean electrostatic
potential, i/1(r), averaged over the position of all ions, must
also be radially symmetric.
If, in addition to the approximations inherent in the
description of the interactions, one introduces a statistical-
mechanical mean-field approximation, one obtains the PB
equation for the mean electrostatic potential, VI(r). For a
radially symmetric system with no added salt, i.e., with
only counterions in the ionic solution, the PB equation is
rl-s d [rs-l'(r)]=zen(b) F ze4(r)]
dr EOEr kBT J (2)
where the prime denotes differentiation with respect to r
and n(r) -n(b) exp [-zeO/'(r)/kBT] is the local counter-
ion number density. At the outer cell boundary, O(b) = 0
by convention. Because of the electroneutrality of the cell,
we have the boundary conditions
(3a)4, (a) = --
Ifolf,
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and
0'(b) = 0. (3b)
If the surface potential Vl0 is given, rather than the surface
charge density a, then Eq. 3a is replaced by
A(a) = 40. (3c)
Analytical solutions to Eq. 2 exist for planar and cylindri-
cal geometry (12-14). For spherical geometry, however,
one must resort to numerical methods.
While the potential obtained by solving Eq. 2 is strictly
valid only for the no-salt case, it does remain accurate even
in the presence of added salt as long as zeil(r) I >> kBT for
all r, so that the coions contribute negligibly to the
double-layer charge distribution (8). All the results in this
paper that are based on the no-salt PB Eq. 2 are therefore
valid also in the presence of salt as long as this so-called
strong overlap condition is satisfied.
All information about the ion self-diffusion process is
contained in the propagator f(, t [-ro). Because of the
radial symmetry of A1(r), we shall be concerned only with
the radial propagator f(r, t ro), which is obtained by
integrating over the other two coordinates. The quantity
f (r, t ro) rS 'dr is the probability of finding a given ion in a
"shell" of thickness dr around r at time t, given that it had
the radial coordinate ro initially. (We choose to definef (r,
t ro) so as to incorporate the angular factors of 27r[s = 2]
and 4w(s = 3).) We shall assume that the radial propaga-
tor satisfies the Smoluchowski mean-field diffusion equa-
tion (7)
-f(r, tIro) = r-' rs-rI D(r) [d + "'(r)'f(r,t'Iro) (4)at Olr [Or ~ r) 4
In some of the following sections, we shall allow for a
spatial dependence in the counterion diffusion coefficient
D(r); this may account for dynamical correlations with
solvent molecules (15, 16). However, in most applications,
one will have a constant D, which will then act merely to
scale the time coordinate. In Eq. 4, 4(r) is the potential of
mean force acting on the diffusing particle, expressed in
units of kBT. We shall approximate +(r) by the (reduced)
mean PB potential,
zeif.(r)
+(r)= kBT (5)
which is obtained by solving Eq. 2. When this approxima-
tion has been made, we shall refer to Eq. 4 as the
Smoluchowski-Poisson-Boltzmann (SPB) equation.
In order to solve the partial differential Eq. 4, we need
an initial condition and two boundary conditions. The
former is
f (r, 0 1 ro) = r'-s 6(r - ro). (6)
The boundary conditions are expressed in terms of the
radial flux density, j(r, t ro), which is related to the
propagator through the continuity equation
a f (r, t I ro) + r'-s a rs-I j(r, tl ro) = 0.at cl~~r
Comparison with Eq. 4 shows that
j(r, t ro) = - D(r) + X'(r)] f (r, t ro)
which can also be expressed as
j(r, t I ro) = - D(r) e-+(r)- [ell)f (r, t I ro)].Or
(7)
(8a)
(8b)
The most general boundary condition is the partial
absorption (or "radiation") condition
(9a)j(a, tl ro) + a'- Kaf(a, tI ro) - 0,
j(b, tIro) - b'-s Kbf(b, tIro) = O, (9b)
where the coefficients Ka and Kb measure the absorption
efficiency at each boundary. For example, with r = a
perfectly reflecting and r = b perfectly absorbing, we have
Ka = 0 and Kb = oo. If both boundaries are perfectly
reflecting, then f(r, t ro) evolves toward the equilibrium
distribution
f(r) e(r) [fbd rs' e ,O)]- (10)
However, if Ka or Kb iS finite, thenf(r, X ro) = 0.
In many applications in chemical kinetics (1 1, 17, 18),
the diffusing particle may either decay spontaneously (e.g.,
electronic deactivation) or react with another species
(usually called the scavenger). The effects of a spontaneous
decay or of a uniform scavenger distribution can be
incorporated simply by adding to the right-hand side of the
Smoluchowski Eq. 4 a sink term - k, f(r, t ro), where k, is
a first-order (or pseudo-first-order) rate constant. As can
easily be verified, the propagator then becomes
f(r, tlro; k,) = e-k" f(r, t |Iro; k = 0). (1 1)
COUNTERION DIFFUSION IN PLANAR
GEOMETRY
In this section, we shall present an analytic solution to the
SPB equation for planar geometry and partially absorbing
boundaries. We consider the diffusion of a counterion
within an arbitrary "slice" (cl . r . c2) of the space
between two charged planes (see Fig. 2). The midplane is
at r = 0 and the charged planes are at r = ± b. (When
considering single-cell diffusion spaces elsewhere in this
paper, we take r = a or 0 at the charged interface and r = b
at the outer cell boundary, which is the midplane in the
planar case.)
The solution to Eq. 2 with s = 1 that satisfies the
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FIGURE 2 The charged planes are located at r = ±b. The diffusing
counterion is confined to the range c, s r - c2, with -b ' cl < C2 s b.
boundary conditions of Eq. 3 is (12, 14)
ze0Q)0 Q) = 2In cos ~, (12)kBT
where we have introduced the dimensionless coordinate
-Kr =yx. (I
The reciprocal Debye length, K, is defined by
z2e2n(0) 1/2
2,EOekBT
Furthermore,
-= Kb (15)
1.5
1.0
0.5
0-
-1
log ( izeelb)
FIGURE 3 The solution to the transcendental Eq. 17a (solid curve). The
approximate Eq. 18 (dashed curve) is accurate to better than 1% for
y> 1.2.
approximation
r / 2eoerkBT\ I2 + Izeolb (18)
13) is quite accurate in the strong coupling regime.
If, in Eq. 4, we set s = 1, let D be a constant, introduce
the dimensionless time variable
(14) T K2Dt = y2 D (19)
and the dimensionless propagator
b (20)
and
and make use of Eqs. 12 and 13, we get the SPB equation
(16)
Since the counterion density at the midplane, n(O), is
unknown, we need an additional relation to determine K or
-y. This relation is obtained by substituting Eq. 12 into
either of the boundary conditions of Eqs. 3a and 3c. The
result is
|zea Ib
2EoErkBT (17a)
or
,y = arccos exp (2 T) (17b)
When solving the transcendental Eq. 17a, care must be
taken to choose, among the infinity of solutions, the one in
the interval [0, r/2]. For convenience, this solution is
plotted in Fig. 3, from which it is also seen that the
aT, TI(wo = dt -d - 2 tan (] fQ,( T to).,a,r cl~~~~~~clI o) (21)
The general solution to the Smoluchowski diffusion equa-
tion can always be written as an eigenfunction expansion
(19), which in the case of Eq. 21 takes the form
ftc;T ) C E exp[ (X2 1)T]. (22)
n-0
The derivation of the eigenfunctions y,,n(), the eigenvalues
l, and the normalization constants N, which depend on
the form of the potential and on the boundary conditions,
can be found in Appendix A. Also included there are some
useful special cases of the general solution.
As defined in Appendix A, the quantities (XA 1) are
nonzero positive numbers. Consequently, the propagator
fr;T to) decays to zero as -r o. However, in the special
case that both boundaries are perfectly reflecting, the
propagator should decay, not to zero, but to the equilib-
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rium distributionf(t). In this case, we must therefore add
to the right-hand side of Eq. 22
-(t)= sec (23)
tan S.2 - tan {
where (, = Kci = 7Sci/b. This equilibrium distribution,
which was obtained from Eqs. 10 and 12, is normalized
according to
t2d!(t) (24)
The propagator given by Eq. 22 and Appendix A
completely determines the self-diffusion of counterions in a
system with planar geometry and the most general bound-
ary conditions. But its usefulness extends beyond applica-
tions to planar geometry since, by virtue of its analyticity,
it reveals, in a qualitative way, many features of the
(radial) counterion diffusion in other geometries. (The
cylindrical and spherical cases, in particular, reduce to the
planar case whenever a, b >> b -a.)
A quantity of interest in many applications is the
probability, Q(t), that a given counterion has not yet been
absorbed at one of the boundaries at time r. It is obtained
from the propagator by averaging the initial position over
the equilibrium distribution and integrating the current
position over the entire diffusion space, i.e.,
Q (r) = E dtof(o) f6 dtfQ(, r to).
which can be summed exactly (20) to give
rabs = j (tan 7 + cot 7-- (29)
In the next section, we show how this simple result can be
derived more directly.
In the strong coupling regime, when the right-hand side
of Eq. 17a greatly exceeds unity, y approaches its maxi-
mum value of r/2. The decay of Q(r) is then completely
dominated by the slow decay of the first term in the sum of
Eq. 27. It is easy to show that the time constant of this
slowly decaying exponential approaches Tabs, which is
essentially given by the first term in Eq. 28. Hence, in the
strong coupling limit,
Q(r) t exp -
bas
(30)
In Fig. 4 we illustrate the accuracy of this approximation in
two cases: no coupling (y = 0), i.e., free diffusion, and a
1.0
Q (t) 0.5
(25)
As will be shown in the next section, the mean time that
elapses before the particle is absorbed is (in units of
b2[y2D] -').
Tab6 = f dir Q(r). (26)
In order to exhibit the simplicity of the results, we end
this section by giving explicit formulae for Q(r) and .abs in
the special case that the charged interface is perfectly
reflecting, while the midplane is perfectly absorbing. From
Appendix A, we have
Q(r) = 2ycot Zy
n-O
{[(2n + 1) ]2_2
exP[ [(2n + 1)] 72 (27)
Inserting this into Eq. 26 and performing the integration,
we get
2bs273cot7 j[(2n± 1)j]-72}y (28)
0
1.0
QIt) 0.5
0
0
0
tITabs
2
2
3
3
tIT1bs
FIGURE 4 The probability, Q(t), that a diffusing particle remains, at
time t, in a planar system with a charged reflecting boundary (r - - b in
Fig. 2) and an absorbing cell boundary (r - 0). Solid curves represent the
exact Eq. 27 and dashed curves represent the exponential approximation
in Eq. 30. The mean absorption time, -abs, is (in units ofb2/D) 1/3 for free
diffusion ('y = 0) and 20.47 for the strong coupling example ('y =
1.555245, C/X - 100, 40 = -8.3273).
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strong coupling example ('y = 1.555245). Because of the
close agreement between the exponential approximation,
Eq. 30, and the exact result, Eq. 27, it is, for many
purposes, sufficient to characterize the diffusion process by
a suitably defined MAT. In the following section, we
therefore present expressions for MATs of counterions
diffusing in an electric double layer.
THE MAT FOR ARBITRARY POTENTIAL
The first-passage time concept has been widely used in the
dynamical description of physical processes (21). When
applied to translational diffusion, as done first by
Schrodinger (22) and von Smoluchowski (23), the mean
first-passage time, r, gives the mean time taken for a
diffusing particle to reach a given coordinate for the first
time. For free diffusion in an infinite (or semi-infinite)
one-dimensional space,
(31)
x2
2D'
which can be regarded as the converse of the famous
Einstein-Smoluchowski relation for the mean-square dis-
placement (x2), accumulated during a given period of
time
(X2) = 2Dt. (32)
As was first shown by Pontrjagin et al. (24, 24a) (see
also references 17 and 25-27), the mean first-passage time
for a particle diffusing in a bounded one-dimensional
system in the presence of an external field can be expressed
as a convoluted double integral involving the Boltzmann
factor of the external potential. This result is important
because it circumvents the need to solve the Smoluchowski
equation to get the propagator and to then perform the
infinite sum, as we did in deriving Eq. 29. When the
external field has radial symmetry, the extension to cylin-
drical or spherical boundaries is straightforward (26).
While most interest has been focused on perfectly absorb-
ing or perfectly reflecting boundaries, it is possible to
generalize the result of Pontrjagin et al. (24, 24a) to
partially absorbing boundaries (28, 29). In the presence of
partially absorbing boundaries, one asks for the mean time
required for a diffusing particle to become absorbed at
some point. Since absorption does not necessarily occur at
the first visit, we shall henceforth use the term mean
absorption time (MAT) rather than mean first-passage
time.
In this section, we present the general MAT formulae
for radially symmetric systems with arbitrary external
potential of mean force and with partially absorbing
boundaries. These formulae have appeared in the literature
before; however, most of them were in a less general form.
In the following section, we shall focus on the PB double-
layer potential and show how, in that case, the general
formulae lead to simple expressions for the MAT. In
particular, we shall show that the MAT can be expressed
in terms of a single integral, without the need to evaluate
the convoluted double integral. For planar and cylindrical
geometry, this single integral can be performed analyti-
cally.
The probability that a given particle, which was located
at r = ro initially, has not yet been absorbed at time t is
obtained by integrating the propagator over the diffusion
space, i.e.,
Q(t ro) = jbdrrs f(r, t Iro). (33)
Obviously, Q(0 r0) = 1 and, unless both boundaries are
perfectly reflecting, Q(oo ro) = 0. The absorption probabil-
ity density, F(t ro), where F(t ro)dt is the probability
that the particle is absorbed between t and t + dt, is given
by
F(tIro) = bs-I j(b, tIro)
- as-'l j(a, t _Q(t ro) (34)asj(a,ejIro) = -4
The second equality can be verified by integrating the
continuity equation, Eq. 7, over the diffusion space and
then using Eq. 33. The MAT r(ro) is the mean time that is
required for a particle, initially located at r = ro, to become
absorbed at a boundary; i.e.,
r(ro) = f dt t F(t ro) = I dt Q(tl ro), (35)
where the second equality follows from Eq. 34 and integra-
tion by parts. We shall indicate the nature of the bounda-
ries by two subscripts on -(r0): A for perfectly absorbing, R
for perfectly reflecting, and P for partially absorbing. The
first subscript refers to the inner boundary (r = a) and the
second subscript refers to the outer boundary (r = b).
The general expression for rpp(ro) can be derived from
the Smoluchowski equation, Eq. 4, and Eq. 35 with the
boundary conditions of Eq. 9. Several different derivations
have been presented in the literature, the simplest being
the direct integration method of Deutch (29). The result
is
1 + K0f(a) J,(a, ro) + Kbf(b)JI(ro, b)
+ Ka Kbf(a)f(b)[JOJl(a, ro) - Jo(a, ro)J1]
= Kaf(a) + Kbf(b) + K.Kbf(a)f(b)JO . (36)
Here we have introduced the integrals
J(r1, r2) == fr2dr [D(r)rs'-f(r)]-'[i dre-rsf(rI)]n (37a)
J.(r,, r2)
_
fr dr [D(r)rs' f(r)]' [Jr drrS lf(r,)] (37b)
The equilibrium distribution f(r) is defined in Eq. 10.
Whenever r, = a and r2_= b, we shall, as in Eq. 36, omit the
arguments of Jn and Jn. These integrals are interrelated
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through
J1(r, r2) + .11(r1, r2) = J0(r1, r2) = J0(r1, r2), (38a)
J2 - J1 = J2 -J1 (38b)
The rather formidable-looking Eq. 36 simplifies consid-
erably in important special cases. Thus, if r = a is perfectly
reflecting (Ka = 0),
TRp(rO) [Kbf(b)] + J1(r0, b); (39a)
if r = b is perfectly reflecting (Kb = 0),
TpR(ro) = [Kaf(a)]- l + J, (a, r0); (39b)
and, if both boundaries are perfectly absorbing
(Ka = Kb = °°),
TAA(ro) = Joil(a, ro) - J0(a, ro)Jl (39c)
Jo
Another quantity of interest is the MAT, Tpp, corre-
sponding to an initial equilibrium distribution. It is
obtained by averaging rpp(ro) overf(ro), i.e.,
= f dro roi'f (ro) Tpp(ro). (40)
With Eqs. 36 and 37, this leads to
1 + K,f(a)J2 + Kbf(b)J2
+ KaKbf(a)f(b) [JoJ2 j]
K,f(a) + Kbf(b) + KaKbf(a)f(b)Jo
subtracting off the corresponding free-diffusion MAT. The
excess MAT is particularly useful if it can be defined in
such a way that it becomes independent of b. For example,
from Eqs. 37b and 39a, we have the excess MAT
ATRA(rO) = dr [D(r)r-''f(r)]- I dr'r' lf(r')
-fb dr [D(r)r''] f drerrs. (44)
eA a
A b-independent excess MAT can be obtained in the limit
(45)
This quantity is a measure of the maximum effect of the
potential on the MAT. Iff(r) is independent of b and if
D(r) approaches a constant value for large r, then it can be
shown that ATRA(rO) diverges as b for planar geometry
(s = 1) and as ln b for cylindrical geometry (s = 2).
However, for spherical geometry (s = 3), Aroo(ro) is finite,
provided that +(r) decays faster than r-2. With a constant
diffusion coefficient, we get, for s = 3,
DA/rRA(rO) = odrr2[e-+°-1]ro a
+-l; drr[e- I-1]+ l;drr-'
*-1ii f di' r'2[e- - 1]
(41) 1 r.X
Jo dr(r - a3r-2) [eo( ) - 1].3 r (46)
An expression equivalent to Eq. 41 was derived by Deutch
(29). From Eq. 41, we obtain the special cases
TRP = [Kbf(b)] + J2; (42a)
TPR = [Kaf(a)I` + J2; (42b)
TAA -J (42c)Jo
From the above it follows also that
TRp(a) - TRP = TPR(b) - TPR (43)
In the foregoing, we have tacitly assumed that absorp-
tion can take place only at the boundaries r = a and/or r =
b. But we might also want to know, for example, the mean
time, rRA(ro - c), required for a particle initially at r = ro
to reach r = c for the first time, when a - rO < c < b. (The
subscript R now refers to r = a and A to r = c. Since the
particle is absorbed at r = c, we do not have to specify the
nature of the r = b boundary.) We then set b = c in the
preceding formulae, so that, according to Eq. 39a,
rRA(rO - c) = J1(ro, c). If, as in the no-salt double-layer
case, the external potential depend explicitly on b, then
rRA(r o--c) will, of course, also depend on b, albeit not via
the integration limits.
It is sometimes convenient to define an excess MAT by
THE MAT FOR THE PB POTENTIAL
We shall now apply the formulae of the preceding section
to the case of a z-valent counterion diffusing among other
identical counterions (but no coions) in the ionic solution
outside a charged interface (located at r = a) of planar
(s = 1), cylindrical (s = 2), or spherical (s = 3) geometry.
The potential of mean force acting upon a counterion is
approximated by the mean electrostatic potential as given
by the PB equation, Eq. 2, with the boundary conditions of
Eq. 3. In dimensionless form, we have
dxd-[X$-'X~'(X)] = -2y2 xs1e-(x);
-0'()=2C=
-6(i= (1) = 0,
(47a)
(47b)
(47c)
where X, y, and x are defined by Eqs. 5, 15, and 16,
respectively, and where we have introduced the further
dimensionless quantities
A a ab~j (48a)
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Using Eqs. 10 and 47, we can now express the c
luted multiple integrals of Eq. 37 in a simple form, v
only the following integral remains to be evaluated:
,5(XI, X2) - f 2dx x-s e(X)
xI
Considering the relationships of Eq. 38, we need
evaluate three integrals, viz.,
b2
JO(X1, X2) D- XS-2 C A5(xI, X2);
b2D1(Xl,X2) = 2DS2 [ee(x2)-e#(x)];
= 2D 2 [72(1j -
where we have assumed a constant diffusion coefficie
Combination of Eqs. 10, 36, 38, and 50 now leads I
pp(X0) = bA2s2C b2[ee(xo) + I [2KbAX-2CIS(Xo, 1)TPAXO) +_K2
-Ka -Kb] + DKKbb- e#(\) -el'(,\)] Ie(xo, 1) -Is)Kah-er bjeDK]
where
Ks=Ka~e + Kb + KKbe \I) b IsID.
In the special cases, Eq. 51 reduces to
(48b) Tp
b
= 2ce#A) + b [(I _s) e6(1I)
onvo- 2 '(1 - AS) e()- [1 e#<)]2
where TAA = D {2sX-2C 2y2 4X-2Cis2'J
(55b)
(55c)
In the limit of vanishing coupling (C = 0, y = 0), the
(49) preceding MAT formulae for double-layer counterion dif-
fusion reduce to those for free diffusion. However, the
Lonly free-diffusion results are more directly obtained by setting
+(r)-0 in Eq. 10 and substituting the result into Eqs. 36,
37, and 41. Assuming a constant diffusion coefficient and
(50a) transforming to the dimensionless radial coordinate x =
r/b, we get
sK, sD 2
(5c)
+ ±k,I + K (1 - A2) - (K, + XsKb)I,(xo, 1)Ks 2
+ KaKbb2-s(l - X2)Is(X, Xo)J}
(52)
(56)
and
19(1 - X5) b2 bjI_ Xs+2) 1
Tp - | + - + - [(Ka + XA Kb)I,Tp= sKT5 sD(I1-X) (s +2) K,
- (K. + X5Kb)(l - 2)-4D b - ],, (57)
where
bsWs-2C
TRP(XO) = 2KbY
+ 2Dy2 {2Xs 2CI(xo, 1) - [1 - e*(Xo)] ; (53a)
Tp bsXs- 2C e(A) 19 e°AX0) e+(A)]TrPR(XO) = K072 + 2Dy' [e~o (53b)
K5 - K. + Kb + K.Kbb2Is/D (58)
and
IS(x, X2) fxX2dx xl -s
X2-Xl, s= 1;
In (X2/X1), s = 2;
1 1
x -x-1) s=(3.
TAA(XO) = 2IYy2 1(1 - e l"JI,(xo, 1)/I. - [1 - e+(X°)]-. (53c)
In a similar way, we obtain from Eqs. 10, 38, 41, and
51:
bs-2C_ b129(( Xs) eM(A) Kb [1 eA)pp=K'572 D t2sXs52C -2,Y2 -K5Y2[1
_ As-2CI5] _ KaKbb2-se [1 - e+(X)]214D'y-2CK5,Y2 J (54)
with the special cases
bsWs-2C
TRP = 2KbY
+ D - [1- -Ae2CJ; (55a)
Special cases of Eqs. 56 and 57 have appeared frequently
in the literature (6, 9, 10, 25, 28).
For planar and cylindrical geometry, the PB Eq. 47 has
an analytic solution and the integral IA(x, x2) in Eq. 49 is
elementary. Some explicit results are given in Appendix B
(planar geometry) and in Appendix C (cylindrical geome-
try). For the planar case, Figs. 5-7 display the magnitudes
of several MATs. Note that the MATs (expressed in units
of b2/D) in Figs. 5 and 6 are completely determined by the
coupling parameter C/X (see Eq. 48).
In connection with Figs. 5 and 6, it is instructive to
consider the shape of the PB mean potential (Eq. 12) in the
strong coupling regime, where C/A>> 1 and y approaches
7r/2 (see Eq. 17a and Fig. 3). In this coupling regime, the
potential falls very sharply near the charged interface,
while it remains quite flat in the neighborhood of the cell
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1 2 3 0 0.5
tog (C/A) XO
FIGURE 5 MATs for inward (toward the charged interface) diffusion in
planar geometry vs. the coupling parameter C/A = zec b (2eo,kg T)-'-
In the free-diffusion limit (C/A = 0), DTAR(0)/b2 1/2, and DTAR/b2
1/3.
boundary. The behavior of the MATs for diffusion toward
the charged interface (Fig. 5) can now be rationalized. As
the coupling becomes stronger, TAR tends to zero because
most initial positions are very close to the charged inter-
face, whereas TAR( 1) levels off at a constant value
[DrAR(M)/b2 = 2/2r2], which reflects the nearly free diffu-
sion in the neighborhood of the cell boundary.
As for diffusion away from the charged interface, Fig. 6
shows that, in the strong coupling regime, TRA - TRA(O),
since most initial positions are near the charged interface
(x = 0). Moreover, in this regime, DTRA/b2 = 2C/(7r2X),
i.e., the MAT is proportional to b3. It is seen that the mean
residence time of a counterion in the double layer can be
several orders of magnitude longer than if it were governed
(Fig. 7) by free diffusion.
For planar geometry, it is of interest also to consider the
counterion diffusion in the entire interlamellar space,
rather than just in the region on either side of the midplane.
The preceding analysis is readily extended, and in Fig. 8 we
2
Iog(DT) 1
0
-1 0 1 2 3
log (C/A)
FIGURE 6 MATs for outward diffusion in planar geometry vs. the
coupling parameter C/A = zeclb (2eOe,kyT)-'. In the free-diffusion
limit (C/A - 0), DTRA(O)/b2 = 1/2, and DrRA/b2 = 1/3.
FIGURE 7 MATs in planar geometry vs. initial position xo (in units of
b). The two TAR (Xo) curves have been scaled up by a factor of 42; e.g.,
TAR(O) - TRA(O) = 1/2 for free diffusion. Solid curves are examples of
strong coupling (y - 1.555245, C/X - 100, 00 - -8.33), while dashed
curves represent free diffusion ('y 0).
show the mean time for diffusion from one of the charged
interfaces to an arbitrary coordinate x. The expression for
this MAT is given by Eq. B1 2. It is noteworthy that, in the
strong coupling example, counterions make considerable
excursions from the charged interface (x = - 1) on a
relatively short time scale, even though they have to diffuse
against a very strong electrostatic force. From Fig. 8 we
can thus deduce that, for C/X = 100, b = 10 nm, and D =
1 x 10-9 m2 s- , it takes 4 us to diffuse across the
interlamellar space, whereas a mere 0.2 us is required to
diffuse from the interface, where X = -8.33, to a point 4
nm out, where 0 = -1. The long residence time of a
counterion in the double layer is thus not due to a
continuous long-time confinement in the deep potential
well in the immediate neighborhood of the charged inter-
face, but is rather a cumulative "Sisyphus effect" with the
1.0
I..L
- 0.5
x
1t
0 L
-1 0
x
FIGURE 8 The mean time, RA, (-1- x), for diffusion from the left
interface to the coordinate x, in units of TRA (- 1- 1). The solid curve is
an example of strong coupling ['y = 1.555245, C/A 100, -0 -8.33,
DTRA (- 1 - 1)/b2 = 41.76], while the dashed curve represents free
diffusion [y = 0, DTRA (- 1 1)/b2 = 2].
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counterion repeatedly "falling" back into the well after
nearly having escaped from the double layer (cf. the
discussion of surface re-encounters).
In this connection, we note a general property of the
MAT TRA (-1 - 1) for diffusion across the interlamellar
region (the interfaces of which are now located at x = ± 1).
According to Eq. 39a,
TRA(-
-" 1) =-J1(-1, 1) (60)
Now, for any potential that is symmetric with respect to
the midplane, i.e., for which
+(-x) = +x, (61)
it follows from Eq. 37 (with s = 1 and constant D) that
J,(- 1, 1) = 2[J1(- 1, 0) + Jl(- 1, 0)], (62)
where the integrals on the right-hand side refer to a
half-lamella. Combination of Eqs. 39, 60, and 62 then
yields
TRA,(-1 1) = 2[TRA(O) + TAR(L)], (63)
where the MATs on the right-hand side refer to a half-
lamella (with reflection or absorption at the midplane x =
1). In the strong coupling regime, the right-hand side of
Eq. 63 is dominated by one of the MATs [TRA (0) if the
diffusing particle is attracted to the interfaces] and the
mean time taken to cross the interlamellar space is just
twice the mean time required to diffuse, against the field,
from the interface to the midplane or vice versa. By
contrast, in the free-diffusion case it takes, on the average,
four times as long to traverse the interlamellar space as to
diffuse from interface to midplane. These general predic-
tions are borne out by Fig. 8.
In the planar case, the dimensionless MATs Dr/b2 are
determined completely by the single parameter C/A. For
cylindrical or spherical geometry, however, the MATs
depend on two parameters: the coupling parameter C
(independent of the cell size b) and the cell size parameter
A (independent of the coupling). MAT plots for cylindrical
and spherical geometry are shown in Figs. 9-12. The
qualitative behavior in cylindrical geometry is reminiscent
of that in planar geometry. For example, Fig. 9 shows the
leveling off of TAR(1) in the strong coupling regime [if also
AX- 0, then DrAR(l)/b2 = 1/2], while Fig. 10 shows that,
in the strong coupling regime, rRA (X) is proportional to the
coupling parameter C [if also A - 0, then DTRA(X)/b2 -
(5C - 2)/4]. A difference between planar and cylindrical
geometry is that in the latter the "target" for inward
diffusion vanishes in the limit A -- 0. As a consequence,
DrAR(l)/b2 for free diffusion diverges in the limit of
infinite dilution. However, as the electrostatic coupling
increases (C > 1), this geometric effect is canceled and
DTAR(l)/b2 attains a finite value even for X - 0 (see Fig.
9).
FIGURE 9 MAT for inward diffusion in cylindrical geometry vs. the
coupling parameter C - zeu a (2eoe,kD,T)- for different values of the
cell size parameter X a/b. In the free-diffusion limit (C = 0),
Dr,RA(1)/b2 = 0.16,0.90,2.05, and 3.20 in order of decreasing A.
The simple asymptotic behavior exhibited by the MATs
for cylindrical geometry is not apparent in Figs. 11 and 12
for spherical geometry. It can be seen that as X , 0 at
fixed coupling, the MATs approach the free-diffusion
limit. Thus, DTAR(1)/b diverges, while DTRA(X)/b2 1/6.
As C increases at fixed A << 1, the onset of electrostatic
retardation of the outward diffusion occurs abruptly at a
critical C value.
In this section, we have obtained MAT expressions for
the no-salt PB potential. As noted above, these results
remain approximately valid in the presence of added salt in
the strong overlap regime. In the opposite regime of weak
overlap, i.e., thin double layers (8), an excess MAT for
spherical geometry can be obtained from Eq. 46. In the
general case, the free-diffusion and no-salt results given
here provide lower and upper bounds for counterion MATs
and absorption probabilities.
ABSORPTION PROBABILITIES
In this section, we consider the probability Ppp(a ro) [and
its complement Ppp(b ro)] that a given particle, which is
known to be located at r = ro at some instant, eventually
gets absorbed at the r = a boundary rather than at the r =
b boundary. The nature of the boundaries is indicated by
subscripts as for the MAT. (Here, however, the cases with
one or two perfectly reflecting boundaries are trivial.)
Unless both boundaries are perfectly reflecting, the par-
ticle is certain to get absorbed eventually, so that
Ppp(a Iro) + Ppp(b I ro) - 1. (64)
In the limit b - oo, Ppp(a ro) and Ppp(b ro) are usually
referred to as the capture and escape probabilities, respec-
tively.
A differential equation satisfied by the escape probabil-
ity (for arbitrary geometry) has been derived by Onsager
(30) and Tachiya (31) and later extended to partial
absorption by Sano and Tachiya (32). If there is radial
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FIGURE 10 MAT for outward diffusion in cylindrical geometry vs. the
coupling parameter C = zea a (2eOe,kBT)-' for different values of the
cell size parameter A = a/b. In the free-diffusion limit (C = 0),
DTRA(X)/b2 = 0.10, 0.24, 0.25, and 0.25 in order of decreasing A.
symmetry, the solution to this differential equation can be
expressed in terms of the integrals defined by Eq. 37. This
solution can, however, also be obtained by the direct
integration method used by Deutch (29) for the MAT. The
general result, which is derived by this simple method in
Appendix D, is
Ppp(aIro) = Kaf(a) + K.Kbf(a)f(b)Jo(ro, b) (65a)
Kaf(a) + Kbf(b) + KaKbf(a)f(b)Jo
Kbf(b) + KaKbf(a) f(b)Jo(a, ro)
P(r) = Kjf(a) + Kbf(b) + KaKbf(a)f(b)JO (65b)
Special cases of Eq. 65 have appeared in the literature (17,
27, 30, 31, 33).
The absorption probability with initial equilibrium dis-
tribution is given by
Ppp(a) f bdro ro ' f(ro) Ppp(a ro) (66)
3
DTARAl)
b2
0
-1 0 1
log C
FIGURE 11 MAT for inward diffusion in spherical geometry vs. the
coupling parameter C = zeaa (2oe,k, T) 'for different values of the
cell size parameter A = a/b. Note that the curves are scaled differently. In
the free-diffusion limit (C = 0), DrAR(l)/b2 = 0.21, 2.84, and 32.8 in
order of decreasing A.
0
ctN
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FIGURE 12 MAT for outward diffusion in spherical geometry vs. the
coupling parameter C = Ize Ia (2.EOr,kBT)-' for different values of the
cell size parameter A = a/b. In the free-diffusion limit (C = 0),
DrRA(X)/b2 = 0.083, 0.16, and 0.17 in order of decreasing A.
and similarly for Ppp(b). With Eqs. 37 and 65, this leads
to
Ppp(a) Kaf(a) + K.~Kbf(a)f(b)J,Ppp(a) = Kaf(a) + Kbf(b) + KaKbf(a) f(b)Jo
Kbf(b) + KaKbf(a) f(b)J,
Kaf(a) + Kbf(b) + KaKbf(a) f(b)Jo
(67a)
(67b)
The extension of Eqs. 65 and 67 to internal absorbing
boundaries is straightforward, as already discussed for the
MAT. For example, the probability that a particle, which
is known to be at r = ro at some instant, reaches r = cl
before r = c2 (with c, < ro < c2) is given by Eq. 65a as
PAA(Cl, C2 r0) - JO(rO, C2)M0CI, C2)' (68)
It is possible to express the general MAT formula, Eq.
36, in terms of the absorption probabilities. Using Eqs.
36-39 and 65, we find
Tpp(rO) = TRp(rO) - Ppp(a ro)rRP(a)
= TpR(ro) - Ppp(b I rO)rpR(b). (69)
Special cases of Eq. 69 have appeared in the literature (27,
34).
The absorption probabilities for double-layer counterion
diffusion are obtained by combining Eqs. 10, 38, 50, 65,
and 67 to give (with x r/b)
Ppp(A xo) = #ee- [I + Kb D Is(Xo, 1 ;
pp x) =KI [I + Kae D() I(A, xo);
(70a)
(70b)
K b2_s (1I e#(\))11
PPP(X) e *O(X) + Kb Is 2As2C (71a)
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P (1) = K I + Ds2 [ -ix)
with the special cases
PAA(XIXO) = I(xo, 1)is =
PAA(X = 1 - I1 -eO\]2Xs-2CIs
(71 b)
(72a)
(72b)
The free-diffusion limit is recovered by setting -- 0 in
Eq. 70 or in Eqs. 10, 37, and 67. For example, one obtains
the following capture probabilities (b -)
PPA(a I rO) = 1 (s = I or 2); (73a)
pPA(aIro) = (D +i) (s= 3). (73b)
ro K,, a
The certainty of capture in planar (s = 1) and cylindrical
(s = 2) geometry was first pointed out by P6lya (35). For a
perfectly absorbing boundary at r = a, Eq. 73b reduces to
the familiar result
PAA(a I ro) =-
rO
(s= 3). (73c)
Again, we obtain analytic expressions for the absorption
probabilities of counterions diffusing in planar and cylin-
drical geometry. Some of these formulae are given in
Appendices B and C. Figs. 13-15 show the absorption
probability vs. initial position for the three geometries, in
each case for a strong coupling example and for free
diffusion. The effect of the geometry of the diffusion space
on the absorption probability is discussed in the next
section. The symmetry in Fig. 13 is a manifestation of a
general result for diffusion between two planar boundaries
1.0
x°
-
_7 0.5 \
0
-1 0
xo
y.
FIGURE 14 The probability, PAA(X xO), that a counterion, located at xo
in a cylindrical cell, reaches the charged interface (x = X) before it
reaches the cell boundary (x = 1). The solid curve is an example of strong
coupling (C = 5, X = 0.02, 40 = -10.29), while the dashed curve
represents free diffusion (C = 0, X = 0.02).
with a potential that is symmetric with respect to the
midplane. From Eq. 65a,
PAA(-1I| XO) JO(xOI I ).JA(-n I 1)E
According to Eqs. 37 and 61,
(74)
JO( -xo, 1 ) + Jo(xo, 1 ) = JO(-1, 1 ), (75)
so that
PAA(- I -XO) + PAA(-1I XO) = 1. (76)
EFFECTS OF GEOMETRY AND POTENTIAL
For the purpose of discussing the effects of the geometry of
the diffusion space, it is convenient to write the Smolu-
chowski equation in dimensionless form. With x r/b and
0 * :S
FIGURE 13 The probability, PAA( -1 xo), that a counterion located at
xo and confined by charged planar interfaces at x ± 1, reaches the left
interface (x = - 1) before it reaches the right one. The solid curve is an
example of strong coupling (y - 1.555245, C/X = 100, 00 - -8.33),
while the dashed line represents free diffusion (y = 0).
FIGURE 15 The probability, P,A(X xo), that a counterion, located at xo
in a spherical cell, reaches the charged interface (x - X) before it reaches
the cell boundary (x = 1). The solid curve is an example of strong
coupling (C = 10, X = 0.1, 4o = - 8.64), while the dashed curve represents
free diffusion (C = 0, X = 0.1).
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T-Dt/b2, Eq. 4 reads
-f(x,T-I Xo) = X-S.a xsaT ax
*[f(x -r IXo) + 0'(x)f(x, rIxo) (77)
where we have assumed a constant diffusion coefficient.
Consider first the case of free diffusion [+'(x) = 01
between perfectly reflecting or absorbing boundaries (Ka,
Kb = 0 or o). From Eq. 77 and the boundary conditions of
Eq. 9, it then follows immediately that the MATs can be
expressed as
b2
(TRA, TAR, TAA) = DFA(X), (78)
where Fs is a geometry-dependent function of X = a/b. This
observation was central to the discussion of biological
diffusion processes by Adam and Delbriick (9). We
emphasize that Eq. 78 is valid for all values of X.
In the presence of a spatially varying potential +(x), Eq.
78 is not generally valid. This is because ¢(x) may depend
on a or b separately, rather than on their ratio. This is the
case for the PB potential in the absence of added electro-
lyte. As an example, consider planar geometry. From Eqs.
17a and B 1, it is clear that ¢(x) depends explicitly on b (for
constant surface charge density). Indeed, it follows from
Eqs. B8 and B9 that in the limit of very strong coupling
(- - .7r2),
tRA 'X b3 (79a)
TAR cc b. (79b)
Some insight about the effect of a spatially varying
potential, +(x), on the diffusion may be gained by defining
a propagator
g(X, tIxo) 3 fXs-,f(X, rIxO) (80)
and a quasi-potential
0(x)-¢(x) - (s - 1) ln x. (81)
In terms of these quantities, Eq. 77 becomes
aa g(, (Xo=2 a -g(Ax, Tj xo) = g(x, riIxO) + - [k'1(x)g(X, TiIXo)]. (82)O9r OX4x
The explicit geometry dependence in Eq. 77 is now
disguised by g(x, Tlxo) and by the quasi-potential +(x),
and Eq. 82 has the "planar geometry form" for all values of
the geometry parameter s. Some interesting consequences
follow from this fact.
In terms of the propagator g(x, r xo), free diffusion in
any (radially symmetric) geometry is equivalent to diffu-
sion in planar geometry in the presence of a repulsive
logarithmic potential, e.g., -ln x for cylindrical and -2 ln
x for spherical geometry. Conversely diffusion in a geome-
try s with a logarithmic potential, +k(x) = a ln x + j3, is
equivalent to free diffusion in a space with geometry s - a.
Hence diffusion in an attractive potential, +(x) = ln x, in
cylindrical geometry is equivalent to free diffusion in
planar geometry, whereas diffusion in a repulsive potential,
(x) = -In x, in cylindrical geometry is equivalent to free
diffusion in spherical geometry.
In the case of the electric double layer, both parts of the
quasi-potential are affected in the same direction by
changes in geometry at constant surface charge density a
and constant (b - a). Thus, as a increases toward infinity,
both cylindrical (s = 2) and spherical (s = 3) geometry
degenerate into planar (s = 1) geometry and ¢(x) becomes
more negative. As a consequence, TpR(XO) decreases, while
TRp(Xo) and Ppp (X xo) increase.
In this paper, we have considered the radial projection of
the diffusion in three-dimensional spaces of various
radially symmetric geometries. It is worth noting, however,
that some of these results can be applied also to diffusion in
two-dimensional spaces, i.e., to diffusion on surfaces of
various geometries. Thus, the three-dimensional cylindri-
cal diffusion problem is formally identical to the planar
surface diffusion problem with a central potential. Similar-
ly, the three-dimensional planar diffusion problem is for-
mally identical to the cylindrical surface diffusion problem
with a potential that depends only on the azimuthal angle.
However, the spherical surface diffusion problem has no
three-dimensional counterpart and must be treated in its
own right. This has recently been done by Sano and
Tachiya (36). We note that their result for the MAT can
be obtained also by direct integration of the Smoluchowski
equation.
LATERAL DIFFUSION AND SURFACE
RE-ENCOUNTERS
In previous sections, we have considered only the radial
propagator that describes diffusion normal to the bounding
surfaces. Here we shall discuss also the lateral diffusion,
i.e., diffusion parallel to the bounding surfaces. In particu-
lar, we ask for the root-mean-square lateral displacement
of a counterion, initially located at the charged interface,
during the mean time it takes to reach the radial coordi-
nate a + c. Since the mean potential varies only in the
radial direction, the lateral diffusion is free. Consequently,
we have for planar geometry
(r )I/2 = [4DTRA(O - C)]/;2
and for cylindrical geometry
(Z ) =2 [2DiTRA(a - a + c)] 1/2,
(83)
(84)
where z is the axial displacement (z = 0 initially). An
analogous relation for spherical geometry does not exist,
because the spherical Laplacian does not contain an inde-
pendent lateral part. However, the question of lateral
diffusion is of lesser interest for spherical geometry
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10because of the absence of an infinite (or long compared
with b - a) dimension under most conditions.
With the MAT formulae of Appendices B and C, Eqs.
83 and 84 yield
(r2) 1/2bVb2si 2/Y C
c c 'Y b
+ tan y b - sin y cos() (85)
and
<r2>1/2 5
0
(z2)I1/2 b 1 ((S2 + 1) (Cl1) a C2 a2
c c 75 ( s2 )[ b ) b)
+ l[s C + 2] {(a+c)
* sin [2s ln (a )] ()sin [2s In
+ 12[(3 )C (S2-)| + )
a+ c) a(2 ) (a) 1/2
As written, Eq. 86 is valid for the strong coupling case as
defined by Eq. C2b. In the free-diffusion limit, one gets
(r2 ) 1/2
= 12; ~~~(87)
c
(Z2 ) 1/2 [+ a 2in I(1 c) ]1/2 (88)
If a << c, then (z2)1/2 = (r2)12/2, as expected. The rms
lateral displacement before the counterion reaches the
outer cell boundary is, for planar geometry,
0 1.00.5
c/b
FIGURE 16 The rms lateral displacement, (r2 )1/2, of a counterion
during the mean time required to diffuse a distance c out from the planar
charged interface. The solid curve is an example of strong coupling (y =
1.555245, C/X = 100, 00 = - 8.33), while the dashed line represents free
diffusion (y = 0).
first diffusing to the surface, where it is adsorbed, and then
proceeding to the receptor by surface diffusion. It was
concluded that this reduction of the dimensionality of the
diffusion space makes the two-stage process competitive,
provided that the surface diffusion coefficient is not too
small. While actual adsorption, e.g., by imbedding part of
the diffusing molecule in the hydrocarbon interior of a lipid
bilayer membrane, usually reduces the diffusion coeffi-
cient drastically, the counterion diffusion coefficient is not
expected to vary significantly within the diffusion space.
The double-layer interaction may thus be important in
speeding up the binding of ionic ligands to receptors at
charged interfaces.
The efficiency of a two-stage process for a nonadsorbed
ligand is crucially dependent on the frequency with which
it samples the receptor-bearing surface. It is therefore of
(r2 1/2 (2 tan -y 1/2
b V y
and, for cylindrical geometry, in the limit a << b,
(z2)1/2 [(S2 + 5)C - (S2 + 3)]1/2
b A2-(S2+I)
(89)
(90)
From Figs. 16 and 17, in which we have plotted Eqs. 85
and 86 for typical strong coupling cases and for free
diffusion, one can conclude that a strong electrostatic
coupling may substantially enhance the rms lateral dis-
placement of a counterion during its residence time in the
cell. For very strong coupling, the counterion diffusion may
thus be characterized as quasi-two-dimensional or quasi-
one-dimensional in the planar and cylindrical cases,
respectively.
Adam and Delbruck (9) discussed a two-stage process,
whereby a ligand arrives at a surface-bound receptor by
4
<Z2012
c 2
0
0 0.5
c/b
FIGURE 17 The rms axial displacement, (Z2) 1/2, of a counterion during
the mean time required to diffuse a distance c out from the cylindrical
charged interface. The solid curve is an example of strong coupling
(C = 5, X = 0.02, k0 = -10.29), while the dashed curve represents free
diffusion (C = 0, X = 0.02).
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interest to obtain an estimate of the mean total number,
N(3, c), of encounters with the interface, given that one has
occurred, before the ligand reaches the radial coordinate
a + c. In order to define a re-encounter within a continu-
ous-space description of the ligand motion, we must intro-
duce a distance 3: a collision with the surface is regarded as
a re-encounter only if the ligand, since the last surface
encounter, has sampled the region outside a distance 6
from the surface.
Let P,, (6, c) be the probability of having exactly n
encounters before reaching the radial coordinate a + c.
Then,
N(b,c) =TjnPn(6,c).
n-I
3
° 2
cn
0
0.05
(91)
Since, after an encounter, the ligand arrives at radial
coordinate a + 3 with unit probability, we can express
Pn (6, c) in terms of the adsorption probability of Eq. 65 as
Pn(6, C) = [PAA (a la + 3)]n
* PAA(a + cIa + 6), 6<c. (92)
Inserting this into Eq. 91, performing the geometric sum
and using Eq. 65, we obtain
N(b, C) Jo (aa c,) b < C. (93)
Jo (a,a+ 3)' 3c(3
Combination of Eqs. 50a, B2, and 93 yields for counter-
ion diffusion in a planar double layer
N(b, c) I , (0, C)
b+ sin (8 b) cos [(2 b)] (94)
y b + sin (y) cos [ (2 - b)c]
In the free-diffusion limit, this reduces to
C
N(6, c) =, < c. (95)
Eq. 94 is plotted in Fig. 18, from which we see that the
electrostatic interaction may increase the number of sur-
face encounters by several orders of magnitude. Because of
the arbitrariness in the choice of 6, the exact numbers
obtained for N(3, c) are of limited significance. The trends,
however, are suggestive.
As a final application, let us once more consider the
process whereby a ligand becomes associated with a sur-
face-bound receptor. We shall let a denote the fractional
surface coverage of the receptors. The receptor patches,
which can be of arbitrary shape, are characterized by an
effective radius R. Ligands are absorbed on collision with
receptor patches and reflected elsewhere.
We now ask for the conditional absorption probability,
0.5
c/b
1.0
FIGURE 18 The conditional mean number of encounters, N(5, c), of a
counterion with the planar charged interface before it has receded a
distance c out from the interface. Distinct encounters are separated by
excursions that reach at least a distance 5 - 0.05b out from the interface.
The solid curve is an example of strong coupling (y = 1.555245, C/X =
100, 40 = -8.33), while the dashed curve represents free diffusion
(y=O).
Pabs, defined as the probability that a ligand that is known
to have encountered the surface at least once will get
absorbed by a receptor before it reaches the outer cell
boundary. Pab, can be decomposed as
(96)Pabs, (a) = E Qn(at),
n-I
where Qn is the probability of a sequence of exactly n - 1
reflective surface encounters followed by an absorptive
one, all prior to reaching the cell boundary. If successive
encounters are independent and if each reflective encoun-
ter leaves the ligand at a distance 6 from the surface, then
Q.(a) = a[(1 - a) PAA(a a + 6)] . (97)
If the distance between successive encounter points on
the surface is less than the effective receptor radius R, then
the encounters are clearly not independent. Given a reflec-
tive encounter, the probability of adsorption at the next
encounter will then be <a. As a rough condition for
independence, we shall use 6 = R. This is plausible in the
case of free diffusion (10), and it can be shown to be a
sound choice also in the presence of a PB potential,
provided that R << b. Setting 3 = R and performing the
geometric sum, we get
a
Pabs(\, 11-(1-aX) PAA, (alIa±+R)
__1 (98)
+N(R, b) ,
where the last equality follows from Eqs. 65a and 93.
We denote by al/2 the receptor coverage required to
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make Pabs = 0.5. According to Eq. 98
1/2 =N(R, b) + (99)
In the free-diffusion limit, Eqs. 95 and 99 yield
a1/2= b (100)
R+
Eq. 100 shows that, for a given catch (Pabs = 0.5), a smaller
receptor coverage (fewer receptors) is needed if the total
receptor area is finely dispersed (so that R << b). In other
words, many small receptors catch more ligands than a few
big ones (with the same total area). Moreover, it is seen
that only a tiny fraction of the surface has to be covered by
receptors to achieve Pa,b. = 0.5, provided that R << b. These
points were made and discussed in detail by Berg and
Purcell (10).
For free diffusion, the surface re-encounter phenomenon
is a consequence of the random-walk nature of the ligand
motion, according to which any imaginary plane (normal
to the radial coordinate), once crossed, will be recrossed
many times before the ligand has undergone an appre-
ciable net displacement from the plane. In the presence of a
potential, which, like the PB potential, forces the ligand
toward the surface, the re-encounters should be even more
numerous (see Fig. 18).
Fig. 19, which is based on Eqs. 94 and 99, shows how
a 1/2 varies with the receptor radius, R, for counterion
diffusion in a planar double layer. We see that the electro-
static interaction can have a dramatic effect, lowering the
necessary receptor surface coverage by several orders of
magnitude. A numerical example may serve to further
illustrate the effect. Consider a planar double layer with
b = 20 nm consisting of monovalent counterions in water at
0
-2
tis
01
0
-4
-6
-3 -2 -1
log (R/b)
FIGURE 19 The receptor surface coverage al/2, required to achieve h
the maximum catch of ionic ligands at a planar charged surface vs.
effective receptor radius, R (in units of the fixed cell size, b). The so
curve is an example of strong coupling (,y = 1.555245, C/X = 100, ti
-8.33), while the dashed curve represents free diffusion.
250C outside a charged surface with one elementary
charge per square nanometer. On the surface, circular
receptors of radius 0.5 nm are arranged on a hexagonal
lattice with a spacing of 50 nm. Although the receptors
occupy only a fraction 3.6 x 10-4 of the surface, the catch
of monovalent ligands is half of what it would be if the
surface were completely covered by receptors. The biologi-
cal and technological advantages of this phenomenon are
obvious.
APPENDIX A
The Counterion Propagator in Planar
Geometry
In this appendix, we solve the SPB equation for the counterion propagator
in planar geometry (cf. Eq. 21):
fQf(',rIo)0 -[- 2tanJf(Q,7-0o), (Al)
subject to the initial condition (cf. Eq. 6)
(A2)
The boundary conditions, corresponding to partial absorption at {l and
6 are obtained from Eqs. 8a, 9, and 12 as
cos a, [J(Q1, r to) - 2 tan siO1!(, r It 0) =
- sin O If(01, 'r w = o; (A3a)
COS 02 [If'Q(2, r to) - 2 tan U2!( 2, IT o)]
+ sin 02!( 2, -r t) = 0; (A3b)
where we have replaced the absorption coefficients of Eq. 9 by
0i, arctan ( yD) (A4)
A perfectly reflecting boundary corresponds to 0, - 0 and a perfectly
absorbing one to Oi - 7r/2.
We attempt a solution of the form
!(.QT I to) = @(t) T(T). (A5)
Substitution into Eq. Al yields
T'(r)-0= Q)(_)2 tan t 3 , - 2seC2 t = _ (X2 _ I), (A6)T(r) = Q() - 0(e)
where we have denoted the separation constant by _ (X2 _ 1). The
time-dependent part of the solution is obtained immediately from Eq. A6
as
T(r) = exp [-(X2 - 1)r]. (A7)
0 The spatial part is the solution to the second-order ordinary differential
equation
ialf e"(t) - 2 tan t 0'(0) + [X2 _ 1 - 2sec2f] 0(t) = 0. (A8)the
lid By introducing the new dependent variable
y() =-- cos (e), (A9)
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we can transform Eq. A8 into normal form, lacking the first derivative,
y"(4) + [X2 - 2sec2%] y(Q) = 0. (A10)
As can easily be verified, the general solution to Eq. A10 is
y(4) = a [tan t cos Xt - X sin Xt]
+ # [tan t sinXt + X cos Xt], (All)
where a and ,B are constants to be determined from the initial and
boundary conditions.
The boundary conditions on y(4) follow from Eqs. A3, A5, and A9:
cos 01 [y'(tl) - tan 4, y(,)] - sin 01 y(tl) = 0; (Al2a)
COS02[y(Y2) - tant2y(42)] + sin02y(42) =0; (Al2b)
Inserting y(4) and y'(Q) from Eq. Al1, we find that Eq. A12 will only
have the physically uninteresting solution a = , = 0, i.e., y(t) = 0, for
arbitrary values of X. However, if X takes on special values, the so-called
eigenvalues X,, (n = 0, 1, 2, . . .), then a and , may be nonzero. These
eigenvalues are obtained by requiring the determinant of the coefficients
of a and ,B in Eq. Al 2 to vanish. This results in the eigenvalue equation
cot [X. (42 -01 [(An- 1) sin (01 + 02) COS 41 COS 42
-sin 01 sin 02 sin (42 -1)1 = (An-1)
[Xn COS 01 COS 02 COS 41 COS 42
-Xn COS (01 + 4) COS (02 - 42)1
-n sin 01 sin 02 CoS (2 - 41);
n = 0, 1, 2,. . . . (A1 3)
According to Eq. A1l, we can write the eigenfunctions of Eq. A10 as
where
yn (4) = a.U,u (4) + #.v. (4),
un (4) = tan 4 cos XA" -XA sin XA,;
v,, () = tan 4 sin XA" + XA cos X,, 4.
The eigenfunctions yn (4) are easily shown to be orthogonal on the interval
[41 421:
f1 d4 ym (4) Yn (4) = lmnNn,
with the normalization constant given by
N =-(a2 + ,2) (X2 _ )(2-41)
+ tan 42 [an COSX42 + On sin X42]2
-tan 1 [an COSXn4l + OnX sin XMI1]2
- (Xn + XAn) sin [Xn(42- 1)]
* {(2 - A") COS [X(41 + 42)]
+ 2an(3.sin [XA(n1 + 42)11
(A16)
(A14)
(A15a)
From Eqs. A5, A7, and A9, we have
co
J(f, T I to) = sec 4 E gn (4o)y (4) exp [-(X2 - I)T]. (A 18)
n-O
Setting r = 0 and using Eq. A2,
6 (t - to) = sec tE gn(to) yn(t).
n-O
(A19)
Multiplying by cos 4 yQ() and integrating over 4, using Eq. A16, we get
g.(4o) = KNn 1 cOs o Y,, (4o), (A20)
which is inserted into Eq. A18 to give
f(t, Tr to)
=CO E
[Yn(tO) Yn(t)] exp [-( In-1)r]. (A21)
Together with Eqs. A 13-A1 7, this represents the general solution to our
problem. As can be seen from Eqs. A14 and A 17, the term within square
brackets in Eq. A21 depends only on the ratio an/nln (or #./a.). This ratio
is obtained from Eq. Al 2a or A I 2b as a function of 0E, 41, and Xn or 02, 42,
and Xn, As noted in the main text, in the case that both boundaries are
perfectly reflecting (0, - 02 = 0), one must add the equilibrium
distributionf() from Eq. 23 to the right-hand side of Eq. A21.
The probability, Q(r), that a given counterion has not yet been
absorbed at one of the boundaries at time 7 is given by Eq. 25, which can
be combined with Eqs. 23, A14, A15, and A21 and then integrated to
give
Q(T) = [tan 42- tan 41]-'
ZN"- {sec 42[an COSXn2 + fln sin XnU2]
n-O
- sec 4I [ancosXntI + On sin Xt I] }2
- exp [-(Xn-1)T]. (A22)
The mean time to adsorption, Tab,, is given by Eq. 26, which can be
(Al 5b) combined with Eq. A22 and then integrated to give
Tabs = [tan 42-tan4i ]-'
00
* Z (x2-_1- N-1
n-O
* Isec 42 [an COS \nt2 + (3n sin Xnt2]
-sec41 [a. cosXX.41 +f3 sinX.1]}2. (A23)
In the remainder of this appendix, we present some special cases of the
general solution. In these special cases, the boundaries of the counterion
diffusion space are taken to coincide with the charged interface and the
midplane (c, = -b and c2 = 0 in Fig. 2). The boundary conditions
considered are perfect reflection and perfect absorption. To facilitate
comparison with the cylindrical and spherical cases, we shift the origin of
coordinates to the charged interface. Moreover, we let x denote the
distance from the charged interface, measured in units of the cell "radius"
b. The charged interface is thus located at x = 0 and the midplane (outer
cell boundary) at x = 1. Furthermore, we transform back from r to t
according to Eq. 19, so that time is now measured in seconds. To conform
with the notation used elsewhere in this paper, we shall indicate the nature
(A 17) of the boundaries by subscripts on the mean absorption time.
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Case I: Reflection at the Charged Interface and Absorption at
the Midplane. N. = -n (X2_ 1) [Y + cotycos2 X,,y];2n
(2n + 1)7r
Xn= n=0, 1,2,...
Yn (x) = ( )n+I an{tan [y(I - x)] sin [(2n + 1) rx]
(2n 1)irrn)-
-)= 2 co Ecos((2n+ 1) x2ey 22
2 2
Nn
-.
(2n + 1) Y2;
Q(t) 2-ycot Z{[(2n±1) }y2
b2 1]
TRA = - tan y + cot y - -.
Case II: Absorption at the Charged Interface and Re
at the Midplane. To obtain the eigenvalues Xn, we must sc
transcendental equation
XncotXny+ tany = 0; n = 0, 1, 2, ....
The solutions to Eq. A29 are given by the intersections of the
cot X.-y with the curve -y tan y/X.-y, as shown in Fig. 20. It is sc
the eigenvalues are confined to the ranges
(n+ -1)r
<
2A <( ; n=0,1,2,.---
The remaining results for this case are
(A24) Q(t) = 2 csc 2y , n N-' sin2 X"_y
n-o
*exp |-[(XAny)2 y2] Dt} (A33)
(A25)
(A26)
b2 cos2 ly
TAR = - ot 'Y-- .
2D-y7 y
(A34)
From Fig. 20 it is clear that in the strong coupling regime, where - /2,
X,, approaches (n + 1) w/y. However, in contrast to case I, this does not
cause Q(t) to be dominated by a single (slowly decaying) exponential.
The reason is the obvious fact that the electrostatic interaction only
retards counterion diffusion away from the charged interface.
Case Ill. Absorption at the Charged Interface and at the
Midplane.
(A28) XAntanX,, y-tany=O; n=O, 1,2,...; (A35)
yn(x) = - a.{tan [y(1 - x)] cos [XA,y(1 - x)]
- Xn sin [XnY(1 - x)]1; (A36)
N 2 n 1) [, + cot y sin (A37)
Q(t) = cot yE a' Nn' [1 - secycos X,,y]2
n-e
* exp| -R(A7), - 'Y2b]b-2; (A8)
(A30) ~AA | t [2COS2 y + sin 2-y/]y2D 27y+ sin 2y (A39)
y.(x) = f3,{tan [y(1 - x)] sin [X.,y(1 - x)]
+ Xn cos [XnY (I - x)]I; (A31)
Xn.}
FIGURE 20 Graphical solution of the eigenvalue Eq. A29 (with
y tan-y = 10).
Case IV: Reflection at the Charged Interface and at the
Midplane.
(n + 1)wrA-= ( ) ; n = 0, 1,2.
y. (x) = (-1)n,|tan [y(1 -x)] sin [(n + 1)7rx]
z cos [(n + 1)rx]
N=n=
2
{[(n + 1)7r]2' 2-
2y
The propagator evolves toward the equilibrium distribution
f(x) zycoty sec2 [7(1 -X)],
b
and, since no absorption takes place, Q(t) and -TRR 0
(A40)
(A41)
(A42)
(A43)
BIOPHYSICAL JOURNAL VOLUME 46 1984
(A32)
404
APPENDIX B
MATs and Absorption Probabilities for
Planar Geometry
With the charged interface at x = 0 and the other cell boundary at
the reduced PB potential takes the form (12, 14)
+(x) = 2 ln cosy(1 - x),
where x r/b and X - Kb, the latter quantity being obtained fro
15. Substitution into Eq. 49 yields
rX2 1
II (xI, x2) =f dxcos2y(1 -x)=
[Y(x2 - xI) + sin Y(x2 - x,) cosy(2-x, -x2-
Using Eqs. 17, Bi, and B2, we find that Eqs. 53 and 55 (with
yield
b tan + 2 -0ya-
TRP(XO)= + 2D 2 - Xo) Y tan j
+ sin 2 y(I - xo) [tan y - tan y( - xo)};
~R()=(b b2 tan -yTrRP (0) -+ 2D -
Kb 2D) y
b sin2ay b2D'y2
b2 [2X=(1 -X2) + sin 2Xy(l - xO)]TAA(XP ) = 2Ds2 | b 2s + sin 2n2 J
*sin2 y - sin2 Y(1 XO)
with the special case
TRA (-1 1) = ( + sin2 (B13)
Using Eqs. 17, 72, BI, and B2, we obtain the absorption probabilities
2-y(I - xo) + sin2 y(I - xo)(Bi) PAA(OI|XO) = 2y + sin 2y
m Eq. 2
PAA (0) = 2y + sin 2'
(B14)
(B15)
For diffusion in the entire interlamellar space, with charged interfaces at
x= ±1,weget
PA(1IXO)2 2yx + sin 2-yxo)
PAA (- Ix 0) = (B16)
APPENDIX C
MATs and Absorption Probabilities for
Cylindrical Geometry
Apart from the coupling parameter C and the cell size parameter X, it is
convenient to introduce also the (positive) quantity
x1--lnX. (C1)
The equations take on slightly different forms depending on whether one
(B5) has the weak coupling case, with
C < (I + )-' and y < 1 (C2a)
or the strong coupling case, with
C> n(1 + 1)-l and y> I
(B7)
(C2b)
We shall give only the strong coupling results. The corresponding weak
coupling formulae are obtained simply by replacing the parameter s (not
to be confused with the geometry parameter) by i s everywhere.
In the strong coupling case, we define the parameter s through
btan y b2
TrRP = + tany+ coty--i-
KbY 2D-y
bsin 2y b2 cos2 1
'TPR + I~cot y2KaY 2Dy 'y
b2 [ C(OS2y + sin2/-y)]
TAA ~COot Y
2D-y 2Y + sin 2-y
(B8)
(B9)
(B10)
Eqs. B3 and B4, in the special case Kb = 0o, have appeared previously in the
literature (26).
It is straightforward to derive MAT formulae also for diffusion in the
entire interlamellar space, with charged interfaces at x = ±1. As an
example, we consider the mean time taken for a counterion to reach the
coordinate x for the first time, starting at the charged interface x = -1.
According to Eq. 39a,
TRA(-I - X) =J,(-I, X), (BlI)
so that
TRA( - I X) = 2Dy2 {tan fy [,y(1 + x)
+ sin -y(I + x) cos y(1 - x)] + cos2 y - cos2 'yxl, (B12)
_( I2+ 1)1/2.
It is obtained by solving the transcendental equation
(s2 + 1) [scot(siq)+ 1]- = C.
The reduced PB potential is given by (12, 13)
(x) = 2 In Ix [cos (s In x) - sin (s In x)]
where x -r/b. Substitution into Eq. 49 yields
I2(X1, X2) = S[ s2 + (S2 1) sin (2s In x2)(3s2 .(S2 1)+
+
-(3(2 l cos (2s In x2)]-xi+S2(s + 4
[(2+) + - 3l)sin (2s Inx)
s2 s(s n1)
3s2 -1)
CHAN AND HALLE Smoluchowski-Poisson-Boltzmann Description ofIon Diffusion
(C3)
(C4)
(C5)
(C6)
405
Using Eqs. C3-C6, we find that Eqs. 53 and 55 yield
b2C 29 (S(+52
TRP (x) = Kb (S2 + 1) + 4D(s2 + 1) (4(s2 + 1)
S2(C 1) +)+ (s + 1) C + 2
* s sin (2s In xo)
(3s2 _ 1) J2
* cos (2s In xo)J ); (C7)
a2 (s2 + 1) sin2 (sn)
'rPR (Xo) = KaS2C
+ 2D(22± ) {xO [cos (s In xo) - sin (s In xO)]
- X2 [cos (Sq) + sin (s5)]}; (C8)
b2c
rRP (Kb1S )
b2 1 1 (S+ 2+5)C
D4 (s +1 4(S2 + 1)2J
+x 2(s + 1) sin2 (Sq)- I 4 +C 12 [(S2 + 1)2
- s (S2 - 3) sin (2sq) + (3S2 1) cos (2sq)]}; (C9)
a' (s2 + 1) sin2 (sq)
TPR = KaS C
42Cj1 - X2[1 + 2(s2 + 1) sin2(Sq) (CIO)
Eq. C9 (with Kb = oo) has recently been used in connection with the
interpretation of counterion spin relaxation in polyelectrolyte solutions
(37).
Combining Eqs. 72a and C6, we obtain the absorption probability
s2 (S2 + 5)- x2 [(S2 + 1)2
+ s (S2 - 3) sin (2s ln xo)
PAA (XIXO)-= +(3S2 1) cos (2sIn x0)] (Cli1)
±2( 2 5) _ X2[(S2 + 1)2
- s (S2 - 3) sin (2sn)
+ (3S2 _ 1) cos (2sq)]
APPENDIX D
Absorption Probabilities by Direct
Integration of the Smoluchowski Equation
In this appendix, we show how the general Eq. 65 for the absorption
probabilities can be derived by the direct integration method used by
Deutch (29) in the case of the MAT. We begin by noting that the
probability of absorption at a particular boundary is just the accumulated
flux across that boundary, i.e.,
Ppp (a ro) == - fO- dt a'-' j(a, t ro). (DI)
Direct integration of the continuity Eq. 7 from a to r yields
rs-I j(r, t ro) - as- j(a, t ro)
- dr'rtS Itf (r', t ro). (D2)
Setting r = b, we obtain a relation between the boundary fluxes
bs-'Ij(b, tro) - as-'j(a,tlro)
=- J dr'r'$ f(r', t ro). (D3)
-a drrsait
We now multiply Eq. D2 by r` eO')/D(r) and integrate from a to b:
beo(r) b eo~~~~~~~~~~~~~~~~~~~~4(r)
-bdr e(r) t rO) + as-'j(a, t Iro) f dr r'-sdr DI(r) tlro) D(r)
b eO(r) r aIdrr'-S frJ dr' rpsI- f (r', tIro). (D4)
a D(r) ~a alt
Using, in turn, the flux density expression of Eq. 8b, the boundary
conditions of Eq. 9, and the flux relation Eq. D3, we can transform the
first integral in Eq. D4 as follows:
Jb eO(r)
- dr D(r) j(r, t ro) = eI(b)f (b, t ro) -e f (a, t ro)
- ee(b) bs-'(b, t ro) + e(a) 'j(a, tl ro)
Kb Ka
- eIe(a)+ -e (b) as- j(a, tIro)
Ka Kb
I fb a
--eo(b) J dr' r'S- I-f(r', t ro).
Kb a at (D5)
Inserting this expression into Eq. D4, we get
as-Ij(a, t Iro)
1 b a
-e (b) J dr' r' -f (r', t ro)Kb a at
+ j bdrre-s(r) j drr'r-3 Af(r',tro)
, KbD(r) a(t
Ka Kb a D(r)
(D6)
Finally, we integrate Eq. D6 over time, using the definition Eq. DI, the
initial condition Eq. 6, andf (r, c ro) = 0:
Ppp (a ro) =
K e (b) + dr r- D(r)
_ e (a) + eOMb) + fbdrrl-s eKa Kb a D(r)
(D7)
If we multiply the numerator and denominator by KaKbf(a)f(b) fb dr
rd-Ie-#(r) and then use the definitions Eqs. 10 and 37, we arrive at the
desired expression, Eq. 65a.
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