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Abstract
Approximate Bayesian Computation (ABC) is a family of statistical inference techniques, which is 
increasingly used in biology and other scientific fields. Its main benefit is to be applicable to models
for which the computation of the model likelihood is intractable. The basic idea of ABC is to 
empirically approximate the model likelihood by using intensive realizations of model runs. Due to 
computing time limitations, ABC has thus been mainly applied to models that are relatively quick to
simulate. We here aim at briefly introducing the field of statistical emulation of computer code 
outputs and to demonstrate its potential for ABC applications. Emulation consists in replacing the 
costly to simulate model by another (quick to simulate) statistical model called emulator or meta-
model. This emulator is fitted to a small number of outputs of the original model, and is 
subsequently used as a surrogate during the inference procedure. In this contribution, we first detail 
the principles of model emulation, with a special reference to the ABC context in which the 
description of the stochasticity of model realizations is as important as the description of the trends 
linking model parameters and outputs. We then compare several emulation strategies in an ABC 
context, using as case study a stochastic ecological model of community dynamics. We finally 
describe a novel emulation-based sequential ABC algorithm which is shown to decrease computing 
time by a factor of two on the studied example, compared to previous sequential ABC algorithms. 
Routines to perform emulation-based ABC were made available within the R package EasyABC.
Keywords
Approximate Bayesian Computation, complex model, calibration, emulation, inference, meta-
modelling.
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1. Introduction
A number of ecological and environmental models represent detailed mechanistic or interaction 
processes to grasp the complexity of living biological systems (Grimm and Railsback 2005). These 
models pose important methodological challenges to be calibrated with field data, since available 
data often inform only indirectly on the processes themselves. For instance, population-level 
information may be available rather than individual-level data, or moving individuals may not be 
tracked through space and time. In such cases, the use of inverse methods is necessary to infer from 
indirect data the processes that have most influenced the system studied. Historically, pattern-
oriented modelling has played a central role for diffusing this concept of inverse modelling in 
ecology (Grimm et al. 2005). This field of research has been linked to the more general Bayesian 
framework in the last decade through the development of a family of computational inference 
techniques called Approximate Bayesian Computation (ABC, Beaumont et al. 2002) or likelihood-
free inference. These techniques are particularly well suited to perform model inference when the 
likelihood of the model is analytically intractable, since ABC empirically estimates this likelihood 
by relying on intensive model simulations. 
ABC consists in simulating a large number of times the model with parameters q drawn in a prior 
distribution p(q). The results of each simulation x~f(x|q) are then generally summarized by a 
number of summary statistics S(x), although this step has been bypassed in some ABC applications 
(Sousa et al. 2009). The same summary statistics are computed on the data y to be fitted. A distance 
between data and simulations is computed r(S(x),S(y)), and the simulations at a distance smaller 
than a threshold level e, called tolerance, are retained. The parameters values used for these retained
simulations form a sample of the approximate posterior distribution, whose density is proportional 
to p(q) prq{r(S(x),S(y))<e} where  prq{z} represents the probability distribution of z for a given 
parameter q. This approximate posterior distribution approximates the exact posterior distribution 
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which is proportional to p(q) prq{x=y}. This approximation has been shown to perform well in a 
number of ABC implementations for which exact likelihood computations are possible (e.g., Jabot 
& Chave 2009).
A number of improvements of this basic ABC scheme have been developed in recent years (Marin 
et al. 2012) and implemented in various softwares (Wegmann et al. 2010, Csilléry et al. 2012, Jabot 
et al. 2013), while ABC implementations have progressively diffused in various biological fields 
and beyond (Wilkinson 2009, Beaumont 2010). A major remaining challenge for ABC is its 
computational burden. Many ways to speed up the ABC procedure are available, including the 
sequential improvements of the approximate posterior distribution (ABC-SMC, Sisson et al. 2007, 
Beaumont et al. 2009, Toni et al. 2009, Lenormand et al. 2013, Albert et al. 2014), the coupling to 
Markov chain Monte Carlo (ABC-MCMC, Marjoram et al. 2003, Wegmann et al. 2009) or the use 
of prior information to perform an ABC-based re-calibration (Lagarrigues et al. 2014), but even 
these improved schemes typically require tens of thousands to millions of model runs, which is 
generally unreachable for models whose simulations take more than several minutes of computing 
time. 
To further speed up ABC implementations for computationally-demanding models, it has been 
recently proposed to use simpler statistical models instead, called emulator or meta-model, that will 
approximate the outputs of the complex model using various interpolation techniques (Henderson et
al. 2009, Jandarov et al. 2013, Meeds and Welling 2014, Wilkinson 2014). Concretely, the coupling 
of emulation techniques with ABC, hereafter called ABC-Emulation, consists in 1) simulating a 
small number of model realizations with various parameter values, 2) fitting the emulator on these 
model realizations, and 3) performing ABC using the emulator instead of the original model.
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Meta-modelling has a long history in computer science (Sacks et al. 1989, Santner et al. 2003) and a
number of emulation techniques can be mobilized depending on the specificities of the models to be
emulated (O'Hagan 2006, Levy and Steinberg 2010). Meta-modelling has been used in particular to 
perform Bayesian calibration (O'Hagan 2006) and optimization (Jones 2001, Picheny and 
Ginsbourger 2014). More recent contributions have demonstrated how some emulation techniques 
could be mobilized in an ABC framework (Henderson et al. 2009, Jandarov et al. 2013, Meeds and 
Welling 2014, Wilkinson 2014). They have however not provided a detailed comparison of the pros 
and cons of various emulation strategies nor of the gain brought by ABC-Emulation approaches 
compared to classical ABC ones. In this context, the aim of this contribution is 1) to assess the gain 
in computing cost provided by ABC-Emulation, 2) to compare various emulation strategies, and 3) 
to provide guidelines for potential users. We will compare the efficiency of two well-known 
emulation techniques – local regressions (Cleveland 1979) and Gaussian processes (Matheron 1963,
Rasmussen and Williams 2006), in the context of ABC applications, that is in the presence of a 
trend between model parameters and summary statistics and of substantial stochasticity in model 
outputs. We will further explore the influence of the number of initial model realizations on the 
quality of the emulation-based inference. We will compare emulation strategies based either on the 
emulation of the summary statistics of model outputs, or on the principal component axes (PCA) of 
these summary statistics. We will finally explore the use of emulation techniques within a sequential
ABC framework (Lenormand et al. 2013). The ABC-Emulation techniques detailed in this 
contribution have been included in the R package "EasyABC" (Jabot et al. 2013).
2. Material and Methods
2.1.  The strategy of ABC-Emulation
ABC-Emulation consists in four steps. First, a small number n of design points are drawn in the 
parameter space of the model using any sampling scheme. We will here make use of a latin 
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hypercube sampling scheme to cover the parameter space efficiently (Carnell 2012), but alternative 
schemes could also be used. Importantly, these design points do not need to be drawn in the prior 
distribution of the model parameters. They only need to provide a good coverage of this distribution
so that the approximation of the model works well in all areas of the parameter space. Second, the 
design points are used to perform n realizations of the original model and the n model outputs are 
recorded, where the term "output" represents the set of summary statistics that are computed on the 
simulation result. Third, an emulator is fitted to these n outputs. Fourth, a standard ABC procedure 
is launched using the emulator instead of the original model. Importantly, this fourth step can also 
make use of any methodological improvements already developped in the litterature on ABC, such 
as sequential schemes or post-processing treatments (Marin et al. 2012). A detailed algorithmic 
presentation of ABC-Emulation is presented in Table 1.
2.2.  Emulation based on local regressions
The first type of emulator tested consists in performing locally weighted regressions (Cleveland 
1979). For a point x in the space of model parameters values, this locally weighted regression 
consists in 1) selecting the αn closest design points, where n is the number of design points for 
which the set of summary statistics v to be emulated has been computed using the original model 
and α is the proportion of design points that are used – this proportion was chosen with a cross-
validation procedure by minimizing the root mean square error of the local regression predictions. 
This lead to αn values that were generally close to 50; 2) computing the weights of the selected 
design points – here we used a tricubic weight function following Cleveland (1979), that is equal to 
(1-(d/d_max)^3)^3, where d is the distance between the design point and x and d_max is the 
maximal distance between the selected design points and x; 3) performing a multiple linear 
weighted regression to predict the value of each composant vi(x)  of v at point x, using as 
explanatory variables the model parameters – here we used a polynomial weighted regression of 
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degree 2 following Cleveland (1979): vi(x)=bi0 + Sj bij xj  + Sj<k bijk xj xk ; 4) recording the remaining 
non-explained stochasticity at point x by computing the weighted covariance matrix of the residuals
of the weighted regression. Emulation-based model realizations at point x are then  multivariate 
normal simulations with mean v(x) and covariance matrix equal to the empirical covariance matrix 
of the residuals of the local regression. We compared inference results based on the emulation of 
untransformed summary statistics, and on the emulation of the principal component axes of the 
summary statistics. Seven values of n were compared: 100, 200, 500, 1000, 2000, 5000 and 10000. 
We further assessed the performance of deterministic emulators in which emulation-based model 
realizations at point x were equal to v(x).
2.3.  Emulation based on Gaussian processes
The second type of emulator tested was based on Gaussian processes (Rasmussen and Williams 
2006, Diggle and Ribeiro 2007). A Gaussian process is a random field Z(x) with zero mean and 
covariance s ² R(x,y) where R(x,y) is a kernel function to be specified. We here compared five 
classical kernel functions: Gaussian, exponential, matérn 3/2, matérn 5/2 and power-exponential. 
Since we were interested in stochastic models, we further used a nugget term (Gramacy and Lee 
2012) which is an additional noise term at each design points, following a centred normal 
distribution with variance t ². Gaussian processes were fitted using the R package "DiceKriging" 
(Roustant et al. 2012) for each summary statistic independently. We also used a variant of this 
approach in which the principal component axes of the summary statistics were fitted.
 
Gaussian processes are the most widely used emulators in the meta-modelling literature, although 
they become computationally-demanding to fit when the number of design points becomes larger 
than a few hundreds. In the examples below, we were able to fit Gaussian processes up to n=500 
design points and got saturated memory problems for n equal to 1000 and above. Therefore, only 
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three values of n were compared: 100, 200 and 500.
2.4. Measuring the inference quality of emulation-based strategies
We performed the analyses on a model of ecological community dynamics (Jabot 2010) that makes 
use of four parameters and outputs four summary statistics. This model is hereafter referred to as 
the "community model". It is implemented in the R package "EasyABC" (Jabot et al. 2013) and is 
thus convenient to manipulate and available for the research community. This model is sufficiently 
quick to simulate to perform standard ABC procedures, so that it enables to compare the accuracy 
of emulation-based and standard ABC. We first performed 100,001 realizations of the community 
model using uniform prior distributions on each model parameter. Prior distributions for parameters
ln(I), h, ln(A), and ln(s ) were [3;5], [-25;125], [ln(0.1);ln(5)] and [ln(0.5);ln(25)] respectively, 
following Jabot (2010). We randomly selected 100 of these realizations to serve as 100 virtual 
datasets, and performed, for each of these 100 virtual datasets, a standard ABC inference based on 
the 100,000 remaining simulations. The 100 resulting approximate posterior distributions serve as 
reference posterior distributions to measure the inference quality of emulation-based strategies. The 
inference quality of an emulation-based strategy was then measured as the similarity between the 
emulation-based and the reference posterior distributions. This posterior similarity was computed 
for each virtual dataset as the L2 distance between the reference and the emulation-based posterior 
distributions. To compute this L2 distance, we divided each support of the parameter prior 
distribution into 6 equally-sized bins, leading to a grid of 64=1296 cells, and we computed in each 
cell the squared differences between the weights of the reference and the emulation-based posterior 
distributions (Lenormand et al. 2013). We report in the result section and in the figures the median 
of the L2 distance among the 100 virtual datasets to summarize the inference quality of a particular 
emulation strategy. To serve as a comparison, we further launched another set of 100,000 model 
realizations to assess the speed of convergence of the posterior distribution based on a standard 
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ABC procedure. Emulation-based and standard ABC procedures were compared with and without 
using the post-processing treatment based on local regressions proposed by Beaumont et al. (2002).
 2.5 Use of an emulator in a sequential ABC framework
We finally explored whether emulation techniques could enable to further speed-up sequential ABC
techniques. Sequential ABC consists in performing multiple steps of exploration of the parameter 
space. Starting with a random sampling exploration of the prior distribution, as in standard ABC, 
sequential ABC procedures then make use of previous ABC simulations to perform an importance 
sampling of the parameter space. This enables to sample more intensively areas of the parameter 
space with large posterior densities (Doucet et al. 2001, Marin et al. 2012).
Concretely, our emulation-based sequential ABC algorithm consisted in 1) performing n initial 
model realizations at n design points, randomly drawn in the prior distribution, using a latin 
hypercube sampling design (Carnell 2012); 2) fitting an emulator on these n model realizations – 
we used an emulator based on local regressions and n=100; 3) performing a sequential ABC 
procedure using the emulator, and starting from the n design points – we used the sequential 
algorithm proposed by Lenormand et al. (2013) that was shown to outperform previously proposed 
algorithms with default tuning parameters a=0.5 and paccmin=0.05 ; 4) performing an importance 
sampling of n new points in the parameter space based on the results of the sequential ABC 
procedure using the emulator, and simulating the original model on these n new points – we used 
the importance sampling scheme of Lenormand et al. (2013); 5) repeating steps 2 to 4 a predefined 
number of times K. In these subsequent steps i, all the previously simulated model realizations ( n *
i ) are used to fit the emulator, but only the n design points which lead to the closest to data 
summary statistics are used to initialize the sequential ABC procedure based on the emulator. A 
detailed algorithmic presentation of the ABC-Emulation sequential algorithm is presented in Table 
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2.
To assess the gain in computing speed provided by the use of an emulator, we computed at the end 
of each step the maximal distance d between the target summary statistics and the summary 
statistics simulated with the original model, of the n=100 closest simulations. We compared this 
maximal distance to the one obtained with the sequential algorithm of Lenormand et al. (2013).
All analyses were performed with the R software (R Core Team 2014). And routines to perform the 
ABC-Emulation techniques tested in this contribution have been included in the R package 
"EasyABC' (Jabot et al. 2013).
3. Results
3.1.  Comparing the different emulation strategies
Our first finding was that stochastic emulators performed largely better than deterministic ones. 
When the ABC rejection scheme was used, the median posterior similarity among the 100 virtual 
datasets was almost twice smaller for stochastic emulators compared to the deterministic ones, 
when a low number (below 500) of model simulations were used to fit the emulator (Fig. 1A). The 
performance of stochastic and deterministic emulators was similar for larger numbers of model 
simulations. When the post-processing treatment of Beaumont et al. (2002) was used (Fig. 1B), the 
superiority of stochastic emulators was even larger, with a median posterior similarity two to three 
times smaller for stochastic emulators compared to deterministic ones (Fig. 1B). Reproducing the 
stochasticity of the original model is thus key to get a good approximation of the posterior 
distribution. 
Our second finding was that the gain brought by emulation (Fig. 1A) was largely reduced when the 
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post-processing treatment of Beaumont et al. (2002) was used in concert (Fig. 1B). This is not 
surprising since the post-processing treatment proposed by Beaumont et al. (2002) already uses 
information on the local relationship between parameter values and summary statistics. The 
emulation-based strategy based on local regressions still enabled to get the same inference quality 
(measured as the median posterior similarity) for about twice less model simulations, when the 
number of model simulations was between 500 and 2000 (Fig. 1B). The gain was then negligible or 
null for larger number of simulations. This means that this emulation-based strategy is likely to be 
useful only for very computationally costly models for which no more than a few hundreds of 
simulations are manageable. 
Our third finding was that the type of emulator used was not affecting much the results (Fig. 2). 
Emulations based on Gaussian processes were not found to clearly outperform emulations based on 
local regressions, whatever the type of covariance kernel used. Since emulations based on Gaussian 
processes become computationally problematic when the number of design points is larger than a 
few hundreds, we recommend the use of local regressions which do not have such problems and 
perform similarly or even better (Fig. 2). Finally, the emulation of the principal component axes of 
the summary statistics instead of the summary statistics themselves was not found to improve 
inference quality (Fig. 2).
3.2.  Performance of an emulation-based sequential ABC algorithm 
The use of emulators based on local regressions in the sequential ABC framework enabled to speed 
up the convergence of simulations towards the target summary statistics by roughly a factor of two 
(Fig. 3). Emulation-based sequential ABC is therefore likely to be an interesting technique for a 
much wider array of applications than emulation-based standard ABC which was shown to bring a 
speed up in computing time only for a small range of simulation numbers (Fig. 1B). This algorithm 
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of emulation-based sequential ABC was included in the R package "EasyABC" (Jabot et al. 2013), 
as well as the other emulation-based standard ABC algorithm.
4. Discussion
Meta-modelling has already been used in ecology to upscale spatially and temporally costly 
simulators (Urban 2005, Marie and Simioni 2014). It has also been used to perform sentivity 
analysis or pointwise inference of such simulators (Kwon and Hudson 2010, Coutts and Yokomizo 
2014). Its use in the context of approximate Bayesian computing (ABC) has been pioneered by a 
handful of studies which have demonstrated its potential (Henderson et al. 2009, Jandarov et al. 
2013, Meeds and Welling 2014, Wilkinson 2014). There is however presently little guidelines on 
how to choose among the variety of emulation strategies (Levy and Steinberg 2010). This study 
aimed at comparing various emulation strategies in the context of ABC. Based on the studied 
community model, we first evidenced that the use of stochastic emulation strategies was critical to 
get good inference results (Fig. 1). We then demonstrated that emulator types had little impact on 
the efficiency of the ABC-Emulation inference (Fig. 2). We therefore recommend the use of local 
regressions instead of Gaussian processes which have been used in most emulation-based ABC 
studies so far (Meeds and Welling 2014, Wilkinson 2014). Local regressions present the double 
advantage of enabling to model the covariances among multiple summary statistics and of not 
posing any computational problem when the number of design points to fit the meta-model 
becomes larger than a few hundreds.
Another important finding of our study was that most of the gain brought by the use of emulators 
disappeared when used in combination with the post-processing local regression adjustment 
proposed by Beaumont et al. (2002) (Fig. 1B). This is not so surprising since this post-processing 
treatment is actually very close in spirit to a meta-modelling approach.
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In contrast, we showed that emulation could be beneficial in the context of sequential ABC 
schemes, enabling to gain about a factor of 2 in computing cost (Fig. 3). Meeds and Welling (2014) 
and Wilkinson (2014) already proposed to use sequential schemes. There is however a major 
difference between their and our schemes. In these previous studies, the quality of the emulator was 
sequentially improved, and this emulator was then used to compute the posterior distribution of the 
parameters. In contrast, in our sequential scheme, the emulator is only used to design efficient 
importance samplings which are sequentially improved, but it is not used to replace the original 
model in the computation of the posterior distribution. This leads to another advantage of our 
emulation-based sequential ABC scheme: the discrepancy between the meta-model and the original 
model can only result in sub-optimal importance samplings which will slow down the convergence 
of the posterior distribution, but will not bias it. 
Our findings are based on a specific simulation model of ecological community dynamics (Jabot 
2010). The benefits of using this particular model was that it is sufficiently quick to simulate so that 
standard ABC inferences can be performed for the sake of comparison. This model is further 
available in the R package "EasyABC" so that the analyses can be transparently reproduced. Still, 
the generality of these findings should be further assessed on other case studies. Both the emulation-
based standard and sequential ABC inference routines examined in this study have been 
implemented in the R package "EasyABC" so as to ease the assessment of ABC-Emulation 
performance in other case studies.
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Table 1. ABC-Emulation algorithm
1. Sample n design points qi in the support of the prior distribution p(q)
2. Simulate the original model at the n design points xi ~ f(xi|qi) and compute the summary 
statistics of the simulations S(xi)
3. Fit a stochastic emulator g on the n sets of simulated summary statistics S(xi) = g(qi)
4. Use the emulator g instead of the original model in a standard ABC scheme*, that is:
a) Sample N points qj in the prior distribution p(q) (with N >> n)
b) Simulate the emulated summary statistics S(xj) ~ g(S(xj)|qj)
c) Compute the distance between the data and the simulations ρ(S(xj),S(y)) 
d) Keep the closest to data simulations such that ρ(S(xj),S(y)) < ε to form the approximate 
posterior distribution.
*Note that the rejection-based ABC algorithm has been used here for simplicity. Any other ABC 
scheme can also be used in step 5 (see Jabot et al. 2013 for a description of ABC schemes 
currently implemented in the R package "EasyABC").
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Table 2. ABC-Emulation sequential algorithm
1) Sample n design points qi in the prior distribution p(q)
2) Simulate the original model at the n design points xi ~ f(xi|qi)
3) Compute the summary statistics of the simulations S(xi) and the distance between the 
simulations and the data ρi = ρ(S(xi),S(y)) 
4) Set the initial particle weights wi=1
5) Build a reference table T={(qi,S(xi),ρi,wi)} of previous simulations of the original model 
that will be used to fit the emulator
6) For step k = 1 to K:
a) Fit a stochastic emulator gk using all the particles of the reference table T: S(xi) = gk(qi)
b) Keep the set Sk of the n particles qj of the reference table T with the smallest ρj
c) Perform the sequential ABC algorithm of Lenormand et al. (2013) using the set Sk of 
weighted particles as the starting set and the emulator gk instead of the original model f.
This will produce a final set of n weighted particles FSk={(ql,gk(ql),wl)}
d) Use this final set FSk to perform an importance sampling ISk* of n new weighted 
particles (qm,wm)
e) Simulate the original model for these n new particles xm ~ f(xm|qm) and compute their 
distance to the data ρm = ρ(S(xm),S(y)) 
f) Add these new weighted particles to the reference table T
7) Among the particles of the reference table T, keep the closest to data particles such that 
ρ(S(xj),S(y)) < ε to form the approximate posterior distribution.
*ISk is defined as follows:
1) pick a particle qi of the set FSk with probability wi / Sj wj
2) sample a new particle from a multivariate normal distribution qi'~ N(qi,S) with S equal to 
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twice the weighted empirical covariance matrix of the set FSk
3) set for this new particle qi' a weight wi'=p(qi') / Sj (wj / Sl wl) d(qi',qj,S) where d(x,m,S) is 
the density at x of a multivariate normal distribution N(m,S).
Note that it is also possible to repeat step6 until the proportion of new accepted particles falls 
below a predefined threshold (as in Lenormand et al. 2013), instead of for a predefined number of 
times K.
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Figure 1. Comparison of emulation-based and standard ABC. Inference quality of emulation-
based strategies using local regressions in (A) a rejection-based ABC inference and (B) an ABC 
inference using the postprocessing treatment of Beaumont et al. (2002). Black lines with crosses 
represent the inference quality of standard ABC inference. Red lines with triangles represent the 
inference quality of emulation-based ABC with deterministic emulators. Green lines with circles 
represent the inference quality of emulation-based ABC with stochastic emulators.
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Figure 2. Comparison of the efficiency of various stochastic emulation strategies. The green
line with circles represent the inference quality of stochastic emulators based on local regressions.
Blue crosses represent emulators of principal component axes of the summary statistics based on
local regressions. Black symbols represent emulators based on Gaussian processes with Gaussian
(squares), exponential (downward triangles), matérn 3/2 (diamonds), matérn 5/2 (upward triangles)
and power-exponential (plain squares) covariance kernels. Plain circles represent emulators of
principal component axes of the summary statistics based on Gaussian processes with Gaussian
covariance kernels. ABC inference was performed using the postprocessing treatment of Beaumont
et al. (2002).
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Figure 3. Efficiency of emulation-based sequential ABC. Maximal distance d between the target
summary statistics and the 100 closest simulations for a standard ABC scheme (dotted black line), a
sequential ABC scheme using the Lenormand et al. (2013) algorithm (green dashed line) and the
emulation-based sequential scheme (blue plain line). The target summary statistics were obtained by
simulating the community model with parameters (ln(I)=4; ln(A)=0, h=25; ln(s )=0.5).
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