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5Zusammenfassung
Die Reichhaltigkeit und breite Anwendbarkeit der Theorie der holomorphen Funktionen in der
komplexen Ebene ist stark motivierend eine ähnliche Theorie für höhere Dimensionen zu entwick-
eln. Viele Forscher waren und sind in diese Aufgaben involviert, insbesondere in der Entwicklung
der Quaternionenanalysis. In den letzten Jahren wurde die Quaternionenanalysis bereits erfol-
greich auf eine Vielzahl von Problemen der mathematischen Physik angewandt.
Das Ziel der Dissertation besteht darin, holomorphe Strukturen in höheren Dimensionen zu
studieren. Zunächst wird ein neues Holomorphiekonzept vorgelegt, was auf der Theorie rechts-
invertierbarer Operatoren basiert und nicht auf Verallgemeinerungen des Cauchy-Riemann-Systems
wie üblich. Dieser Begriff umfasst die meisten der gut bekannten holomorphen Strukturen
in höheren Dimensionen. Unter anderem sind die üblichen Modelle für reelle und komplexe
quaternionenwertige Funktionen sowie Clifford-algebra-wertige Funktionen enthalten. Außerdem
werden holomorphe Funktionen mittels einer geeignete Formel vom Taylor-Typ durch spezielle
Funktionen lokal approximiert.
Um globale Approximationen für holomorphe Funktionen zu erhalten, werden im zweiten Teil
der Arbeit verschiedene Systeme holomorpher Basisfunktionen in drei und vier Dimensionen
mittels geeigneter Fourier-Entwicklungen explizit konstruiert. Das Konzept der Holomorphie ist
verbunden mit der Lösung verallgemeinerter Cauchy-Riemann Systeme, deren Funktionswerte
reellen Quaternionen bzw. reduzierte Quaternionen sind. In expliziter Form werden orthogonale
holomorphe Funktionensysteme konstruiert, die Lösungen des Riesz-Systems bzw. des Moisil-
Teodorescu Systems über zylindrischen Gebieten im R3, sowie Lösungen des Riesz-Systems in
Kugeln des R4 sind. Um konkrete Anwendungen auf Randwertprobleme realisieren zu können
wird eine orthogonale Zerlegung eines Rechts-Quasi-Hilbert-Moduls komplex-quaternionischer
Funktionen unter gegebenen Bedingungen studiert. Die Ergebnisse werden auf die Behandlung
von Maxwell-Gleichungen mit zeitvariabler elektrischer Dielektrizitätskonstante und magnetis-
cher Permeabilität angewandt.

7Abstract
The richness and widely applicability of the theory of holomorphic functions in complex analysis
requires to perform a similar theory in higher dimensions. It has been developed by many
researchers so far, especially in quaternionic analysis. Over the last years, it has been successfully
applied to a vast array of problems in mathematical physics.
The aim of this thesis is to study the structure of holomorphy in higher dimensions. First, a new
concept of holomorphy is introduced based on the theory of right invertible operators, and not by
means of an analogue of the Cauchy-Riemann operator as usual. This notion covers most of the
well-known holomorphic structures in higher dimensions including real, complex, quaternionic,
Clifford analysis, among others. In addition, from our operators a local approximation of a
holomorphic function is attained by the Taylor type formula.
In order to obtain the global approximation for holomorphic functions, the second part of the
thesis deals with the construction of different systems of basis holomorphic functions in three
and four dimensions by means of Fourier analysis. The concept of holomorphy is related to the
null-solutions of generalized Cauchy-Riemann systems, which take either values in the reduced
quaternions or real quaternions. We obtain several explicit orthogonal holomorphic function sys-
tems: solutions to the Riesz and Moisil-Teodorescu systems over cylindrical domains in R3, and
solutions to the Riesz system over spherical domains in R4. Having in mind concrete applications
to boundary value problems, we investigate an orthogonal decomposition of complex-quaternionic
functions over a right quasi-Hilbert module under given conditions. It is then applied to the treat-
ment of Maxwell’s equations with electric permittivity and magnetic permeability depending on
the time variable.
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Introduction
Over the last thirty years the theory of generalized holomorphic functions has proved its impor-
tance in a variety of fields from theoretical to practical issues. It has been developed for decades
as a generalization of the holomorphic function theory in the complex plane to higher dimen-
sions and also considered as a refinement of classical harmonic analysis. There are mainly two
approaches, in which such generalization can be performed: one is the function theory of several
complex variables, and the other is to use Clifford algebras, what is nowadays called Clifford
analysis. A standard example is quaternionic analysis, which is particularly adequate for the
treatment of three- and four-dimensional structures. The starting point of both theories is the
consideration of null-solutions of particular systems of first order partial differential equations
in Euclidean spaces. Clifford analysis has several advantages over the theory of several complex
variables. One advantage is that it does not depend on the parity (oddness or evenness) of the
dimension of the underlying Euclidean space. Another advantage is that higher order partial
differential operators can be factorized into products of lower order operators (for example, the
classical Laplacian can be factorized into first order partial differential operators, in a similar
way as in the complex case).
The extension of the concept of complex differentiability by the difference quotient-limit for-
malism is not straightforward in higher dimensions. At the end of the 19th century, few at-
tempts were made to extend this concept to the Hamiltonian quaternion algebra. Because of
the non-commutativity of quaternions, the only (quaternionic) functions for which the difference
quotient-limits exist are, respectively, of the form f(x) = ax+ b or xa+ b for certain quaternion
constants a, b; see [90, 100]. Therefore, this class of functions is too restrictive and, thus, such
an approach was abandoned in favor of more helpful and useful ones. On the other hand, the
class of holomorphic functions which is directly generated from analytic functions of a complex
variable is too large; they are functions in which each component can be represented by power se-
ries (in one variable). A well-established approach is based on the generalization of the so-called
Cauchy-Riemann operator. In quaternionic analysis, R. Fueter is the one who brought the notion
of holomorphy into the 30s, called by himself regularity, in an analogous of the Cauchy-Riemann
equations [51, 52]. At the same time G. Moisil and N. Teodorescu independently introduced
another generalized Cauchy-Riemann equations in the three-dimensional Euclidean space, which
is now known as the Moisil-Teodorescu system and with solutions so-called monogenic [104].
In their work, the isomorphic matrix representation of quaternions was used instead of the one
introduced by W. R. Hamilton. The advantage of both approaches is that the (three- and four-
dimensional) Laplacian can be factorized by the generalized Cauchy-Riemann system and its
conjugate in an analogous way to the complex case. Hence the theory of holomorphy/ mongenic-
ity can be seen as a refinement of the theory of harmonicity. The theory of regular functions (of
one quaternionic variable) was summarized in 1973 by C.A. Deavours [37] and was supplemented
in 1979 by A. Sudbery [155], who also developed a new kind of quaternionic derivative by using
exterior differential calculus. Since then quaternionic analysis has been well established with the
theory of holomorphic and monogenic functions as the main objective [12, 17, 24, 25, 26, 33, 34,
39, 41, 45, 60, 63, 66, 68, 69, 72, 78, 85, 88, 92, 96, 105, 106, 129, 131, 134, 144, 150, 163].
14 Introduction
In this thesis, we will study the concept of holomorphy in higher dimensions, especially in quater-
nionic analysis including reduced, real and complex quaternions. Accordingly, the main objectives
are subdivided into the following parts:
I. At first one has to study a new notion of holomorphy;
II. Main task is to construct explicit orthogonal systems of holomorphic functions in three
and four dimensions, and hypermonogenic functions in the three dimensional space. The
different systems should be well-adapted not only to theoretical purposes but also to the
requirements of numerical approximations;
III. Finally, the results of I. and II. have to be combined. Connecting these two points we
expect to contribute successfully to the study of concrete boundary value problems, as in
the analytic qualitative way and as an efficiency in the improvement of already existing
numerical methods;
In general, in higher dimensions the concept of holomorphy is defined by various generalizations
of the Cauchy-Riemann system. Moreover, discrete and continuous mathematics study different
structures by very different methods. The first aim of this thesis is to understand if there exists
a general notion of holomorphy englobing different mathematical structures, and such that it
can be used in both continuous and discrete cases. Following previous works of K. Gürlebeck,
K. Habetha and W. Sprößig [61, 69, 72], a new notion of holomorphy will be introduced. Our
method relies on the theory of right invertible operators given in the works of D. Przeworska-
Rolewicz [124, 125]. This approach arises from the mutual interaction of the triple operators:
the algebraic derivative, the initial projection and the algebraic integral. The advantage of the
new holomorphic notion is that it can be used for both continuous and discrete cases in only one
method.
The second part of this thesis deals with different systems of holomorphic (resp. monogenic)
functions; the notions of holomorphy and monogenicity are defined by means of an analogue of the
Cauchy-Riemann equations. It is a fact that the homogeneous components of series representing
a holomorphic (resp. monogenic) functions are themselves holomorphic (resp. monogenic). The
main idea is the construction of systems of basis holomorphic (resp. monogenic) functions that
maintain most well-known properties of the powers zn in complex analysis. A first result is due
to R. Fueter based on special quaternionic valued holomorphic polynomials, the so-called Fueter
polynomials, which are built in terms of the hypercomplex variable zi = xi − eix0 (i = 1, 2)
[50, 51, 52, 53]. Later they were used in the development of the corresponding Taylor series
expansions. However, his system is not orthogonal with respect to the L2-inner product. In
2001, based on the Fueter polynomials, H. Leutwiler constructed a basis of (reduced quaternionic
valued) homogeneous holomorphic polynomials in three dimensions [97]. His ideas were extended
to arbitrary dimensions by R. Delanghe within a Clifford algebra framework [40]. It should
be mentioned that the underlying generalized systems are not orthogonal as well. The so-
called Appell system of holomorphic polynomials was introduced by H. Malonek and M. Falcão
[47, 48, 99]. Here the Appell property is connected with the hypercomplex derivative [63]. It
is shown that the system is orthogonal with respect to the L2-inner product, but it is not
complete. Consequently, it does not form a basis for the space of square integrable holomorphic
functions. The same set was already studied by M. Abul-Ez and D. Constales in the 1990s
[2, 3]. Other results on Appell systems were considered, e.g., in [24, 74, 93, 123]. In 2004
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I. Cação et al. [26, 27, 28, 29] constructed an orthonormal complete system of quaternionic
valued homogeneous holomorphic polynomials defined in the ball of R3. A few years later,
J. Morais introduced a new system of homogeneous holomorphic polynomials defined in the
ball of R3 but now taking values in the reduced quaternions [68, 105, 108, 111, 112]. This
system is orthogonal and complete in the space of square integrable holomorphic functions.
Due to their many important properties, the systems constructed by I. Cação and J. Morais
could be successfully applied to the approximation of (reduced) quaternionic valued holomorphic
functions [64, 65, 67, 68, 108, 110, 111, 112]. Recently, J. Morais has constructed two distinct
complete orthogonal systems of holomorphic polynomials over 3D prolate spheroids and studied
their properties. [106, 107]. In [114] it has been shown that the underlying prolate spheroidal
holomorphics play an important role in defining the holomorphic Szegö kernel function for 3D
(prolate) spheroids. These results have been employed in the investigation of a rather wide class
of approximation properties for holomorphic functions over (prolate) spheroids in terms of those
systems [113].
In view of many applications to boundary value problems in mathematical physics, the natural
task arises to develop a similar function theory to different type of domains. This will be the
second aim of this thesis proposal. Let us now briefly recall that in the reduced quaternionic
case the holomorphy, or briefly A-holomorphy, is defined using the following generalized Cauchy-
Riemann operator:
D := ∂
∂x0
+ e1
∂
∂x1
+ e2
∂
∂x2
,
where x = (x0, x1, x2) ∈ R3 and {e1, e2} are the imaginary units of the real quaternions H.
The null-solutions to the above operator coincide with the solutions of the Riesz system in three
dimensions. Our first task is to obtain a system of homogeneous A-holomorphic polynomials in a
finite cylinder of R3 based on the system defined in a ball introduced by J. Morais in [105]. The
underlying functions are expressed in terms of products of Chebyshev polynomials and associated
Legendre functions. As we will show, these results can be extended to an arbitrary axisymmetric
domain as well. The new system will preserve most properties of the one defined in the ball.
However, the orthogonality of the polynomials in cylindrical geometry is not reached. More
precisely, the polynomials are orthogonal for different indices and for the same index they are
orthogonal under certain conditions. We then obtain just an orthogonal basis for the subspace
of square integrable homogeneous A-holomorphic polynomials of degree n ∈ N0. One method
to overcome this problem is to apply the Gram-Schmidt process for orthonormalizing the set of
basis polynomials. Nevertheless, this approach is numerically highly unstable and therefore not
appropriate to an infinite system. Coming back to the structure of the basis polynomials, we
observe that the non-orthogonality comes from the fact that the associated Legendre functions
are known as spherical functions, and therefore, they are not suitable for cylindrical domains. It
also gives us an idea how to look for another construction based on the Bessel functions, which
are called cylindrical functions. Following this idea, we then attain a countably infinite explicit
orthogonal system of reduced quaternionic holomorphic functions over an infinite cylinder with
respect to the real-valued inner product. An extension of these results to the space of quaternionic
valued functions with respect to the quaternion-valued inner product in an infinite cylindrical
domain of R3 is also proposed.
In quaternionic analysis, the generalized Cauchy-Riemann operator, also known as the Cauchy-
16 Introduction
Fueter operator, is given by
∂ :=
∂
∂x0
+ e1
∂
∂x1
+ e2
∂
∂x2
+ e3
∂
∂x3
,
where x = (x0, x1, x2, x3) ∈ R4 and {e1, e2, e3} be the imaginary units of the real quaternions H.
Its left and right kernels are solutions of the Riesz system, which are called quaternionic valued
holomorphics, or briefly H-holomorphics. One of the bases for the space of square integrable
four-dimensional left holomorphic functions of four real variables was developed by S. Bock in
2010 [23]. The underlying functions are built by means of a recursion formula. In this thesis,
based on the factorization of the Laplace operator by first order partial differential operators
[26, 93, 105], we obtain an explicit orthogonal basis of homogeneous H-holomorphic polynomials
for the H-holomorphic function space with respect to a scalar inner product defined in the unit
ball in R4. The idea behind the construction of the system is the application of the conjugate of
the Cauchy-Fueter operator to a well-defined four-dimensional harmonic set (see J. Avery [7]).
In particle physics, the Dirac equation is a relativistic wave equation derived by the British
physicist P. Dirac in 1928 [44]. Nowadays, a Dirac operator, denoted by D, is understood as a
differential operator that is a formal square root of a Laplacian. In quaternionic analysis, the
null-solutions to the Dirac operator
D := e1
∂
∂x1
+ e2
∂
∂x2
+ e3
∂
∂x3
,
coincide with the solutions of the Moisil-Teodorescu equations. A modification of the Dirac oper-
ator is the so-called Dirac type operator Dα := D+α with a given potential α, which is regarded
as a higher-dimensional Vekua type operator [143]; its kernels are called Dα-hypermonogenic.
The motivation of studying this operator is that it and its conjugate factorize the Helmholtz
type operator. This operator arises in the treatment of physical problems involving partial dif-
ferential equations in both space and time. A first effort to study the Dirac type operator with a
real potential α, its fundamental solution and related operators was done by K. Gürlebeck [58].
Later, S. Bernstein, K. Gürlebeck and W. Sprößig extended those results to the cases of real
quaternionic potentials in quaternionic analysis and of paravector potentials in Clifford analysis;
see [16, 17, 69, 72, 141, 143]. In complex quaternions, a very detailed study of the Dirac type
operator with complex and complex quaternionic potentials was given by V. Kravchenko and M.
Shapiro [85, 88]. A similar effort for complex potentials in the framework of Clifford analysis was
proposed in the work of Xu Zhenyuan [162, 163]. The authors showed numerous analogues of
the main results of complex analysis. In this thesis, we construct an explicit orthogonal system
of quaternionic valued Dα-hypermonogenic functions in the unit ball in R3 with real potential α
and study some of its fundamental properties.
The last part of this thesis is concerned with complex quaternions, also called biquaternions
by Hamilton. The algebra of biquaternions can be considered as a tensor product of the field
of complex numbers and the algebra of real quaternions: C ⊗ H. It has been mainly used in
quantum mechanics, special and general relativity, classical and relativistic electrodynamics, as
well as signal processing [35, 54, 75, 95]. In complex quaternionic analysis, the terminology of
monogenicity is defined by the Dirac operator in an analogous way as in real quaternionic setting.
However, having in mind that the complex quaternion algebra contains zero divisors, many of the
main theorems of real quaternionic functions are not presented in complex quaternionic analysis.
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In the book of V. Kravchenko and M. Shapiro [88], the authors studied the Dα-hypermonogenic
functions with complex potential α and presented a certain number of new results of the basic
integral formulae in complex quaternionic analysis, such as the Stoke’s, the Borel-Pompeiu’s,
the Cauchy’s and so on. They will be used in our considerations while studying the orthogonal
decomposition of the right quasi-Hilbert module in complex quaternionic analysis.
It has been already known that orthogonal decompositions of a Hilbert space play an important
role in the treatment of various boundary value problems of mathematical physics, including the
Laplace, Helmholtz, Maxwell, Schrödinger, Klein-Gordon, Lamé and Stokes (later Navier-Stokes)
equations. This topic appears in the work of many authors [16, 17, 69, 71, 72, 141, 144]. As far as
we know, such orthogonal decomposition with complex potential in complex quaternionic analysis
is much more complicated and is still unknown. Following the ideas by K. Gürlebeck and W.
Sprößig [69, 71, 72, 141, 144], we introduce an orthogonal decomposition of the square integrable
complex quaternionic function space into its subspaces of Dα-hypermonogenic functions. Here
we assume that each Dα-hypermonogenic function permits a Fourier expansion. These results
will be used to study various related boundary value problems.
The thesis is divided into six chapters. Now we will give an outline for each chapter.
In Chapter one, we recall some basis facts about quaternionic analysis including real, complex and
reduced quaternions. Since the theory of complex quaternionic analysis has been only recently
developed, the first section mainly deals with the complex quaternionic setting. In the second
section, some well-known generalizations of the Cauchy-Riemann operator in three- and four-
dimensional structures is studied in detail. Their corresponding kernels form the space of the
holomorphic (as well as monogenic/hypermonogenic) functions.
Chapter two gives a new emphasis to the so-called holomorphic functions for the general case. The
mean value formula based on the right invertible operators theory is given. We then attain three
important operators of a calculus: a Cauchy-type integral operator, an algebraic integral operator
and an algebraic derivative. In addition, we also introduce the so-called Plemeij projections.
Their properties are studied in detail. Our new notion covers many well-known holomorphic
structures, which are listed in the second section. Besides of several examples of continuous
holomorphy for different structures, we study the quaternionic discrete holomorphy introduced
by K. Gürlebeck in [59]. In order to make our results more applicable, we end up the chapter by
giving the Taylor type and Taylor-Gontcharov type formulae.
Chapter three explores systems of A-holomorphic functions over cylindrical domains in R3. Fol-
lowing the ideas given by I. Cação and J. Morais et al., in the first section we convert the
underlying system of A-holomorphic polynomials [68, 105, 108, 111, 112] into cylindrical coordi-
nates. Properties such as the Appell property, the periodicity and parity, the recurrence formulae
and the estimates for their norms are studied in detail. It is shown that the set of the scalar
parts of the basis elements forms also an orthogonal Appell system in a finite cylindrical domain.
Unfortunately, the resulting polynomials are not entirely orthogonal for different degrees with
respect to the real-valued inner product. Therefore, for each n ∈ N0 one gets only a basis for the
subspaces of homogeneous polynomial Riesz-solutions of degree n. In addition, we also study
the zeros of this system and give their geometric interpretation. Finally, an explicit orthogonal
Appell system of homogeneous quaternionic valued holomorphic polynomials in finite cylinders
of R3 with respect to the quaternion-valued inner product is derived. In the second section, we
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construct a new countably infinite A-holomorphic function system, in which each element is built
in terms of Bessel functions of the first kind, Chebyshev polynomials and hyperbolic functions.
Based on the orthogonality of Bessel functions and Chebyshev polynomials, we prove that the
new functions are orthogonal with respect to the real-valued inner product over an infinite cylin-
drical domain, which can be seen as a layer between two parallel planes. We also construct and
study a countably infinite orthogonal system of quaternionic valued holomorphic functions in the
infinite cylinder of R3 with respect to the quaternion-valued inner product. The new function
sets are not Appell systems. However, by acting the hypercomplex derivative two times to each
element of the system, we can obtain a similar system with different coefficients depending on
the indices.
In Chapter four we continue with the idea of extension of holomorphic function systems in
higher dimensions, particularly in the space of quaternionic valued functions defined on R4. We
construct an explicit homogeneous polynomial system of four real variables as solutions to the
Riesz system. The functions are built in terms of Jacobi polynomials and circular functions.
We prove that the system is orthogonal with respect to the scalar inner product over the unit
ball. In addition, we compute their norms explicitly. Since for each degree n ∈ N0 the number
of the orthogonal basis polynomials is equal to the dimension of the subspace of homogeneous
H-holomorphic polynomials, we attain an orthogonal basis in the subspace of homogeneous poly-
nomials Riesz-solutions of degree n and consequently an orthogonal basis of the square integrable
H-holomorphic function space defined in the unit ball over R4. Furthermore, the H-hypercomplex
derivatives of our new polynomials are written in terms of similar polynomials one degree lower.
Ultimately, some recurrence formulae satisfied by those polynomials are given, from which all
basis polynomials can be found.
Chapter five is devoted to the study of the structure of solutions of the Moisil-Teodorescu type
equations. We construct a system of Dα-hypermonogenic functions with a real-valued potential
α := k, k ∈ R. To do this, we begin with the scalar spherical wave functions, which are solutions
of the scalar Helmholtz equation obtained by the method of separation of variables in spherical
polar coordinates. The functions are built in terms of products of spherical Bessel functions of
the first kind, associated Legendre functions and Chebyshev polynomials. These functions are
orthogonal with respect to the real-valued inner product in the unit ball over R3, and therefore,
they can be used as a set of basis functions in solving boundary value problems by spherical
wave expansions. From this function system, we construct an explicit set of quaternionic kernels
of the Dirac type operator Dk, which are called quaternionic spherical wave functions. Each
function is a linear combination of spherical wave functions and products of monogenic functions
by regular spherical Bessel functions. We also prove that their scalar parts form an orthogonal
set with respect to the real-valued inner product. We end up by showing the orthogonality of
the underlying quaternionic spherical wave functions as well as computing the explicit norms of
the functions.
In Chapter six, an orthogonal decomposition of the square integrable complex quaternionic func-
tion space into its subspaces of Dα-hypermonogenic functions is proposed, where α is a complex
number. We start with the fundamental solutions of the Dirac type operator Dα. Based on
the well-known basis integral formulae of complex quaternionic analysis in [85, 88], we prove the
mean value and the Weierstrass theorems. Let G be an arbitrary symmetric domain relative to
the origin with a sufficient smooth boundary. With the assumption of existence of Fourier ex-
pansion for each Dα-hypermonogenic function, a new orthogonal decomposition with respect to
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the complex quaternion-valued inner product in G of the right quasi-Hilbert module of complex
quaternionic functions is introduced. It will be applied to study the existence and uniqueness,
and a representation formula for solutions of related boundary value problems. For numerical
purposes, we prove an estimate for the kernel of the Teodorescu transform. Finally, using the
previous results we examine the Maxwell’s equations with the electric permittivity, magnetic
permeability and electric conductivity depending on the time variable.
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1 Preliminaries of Quaternionic Analysis
The Real Quaternionic Algebra was discovered in October 1843 by the Irish mathematician
W.R. Hamilton as a vectorial extension of the algebras of real and complex numbers. W.R.
Hamilton’s original motivation was to create a type of hypercomplex numbers related to the
three-dimensional space in the same way as the standard complex numbers are related to the
plane. In his first conjecture, complex numbers would need one extra imaginary part, i.e., one
real part and two distinct imaginary parts. For the generalization of the so-called “Theory of
Couplets" to the “Theory of Triplets", W.R. Hamilton had fundamentally in mind the use of
these triplets to represent rotations in the three-dimensional space, just like complex numbers
may be used to represent rotations in the two-dimensional plane. W.R. Hamilton spent years
trying to search for such a three-dimensional extension without any success; even his children
were aware of his frustrating attempts at these numbers. The discovery of the real quaternions
was developed while W.R. Hamilton was walking with his wife along the Royal Canal. He devoted
most of his remaining life studying them and published his results in several journals. His last
book “Elements of Quaternions” [76] was edited by his son and published in 1866 after his death.
Apparently, only in the 1930s the development of a higher-dimensional holomorphic function
theory could be achieved. The breakthrough came with the works of the Romanian mathemati-
cians G. Moisil and N. Teodorescu [104], as well as by the Swiss mathematician R. Fueter [50].
Since then, quaternionic analysis became a well-established branch in mathematics, whose con-
tinued enrichment has been recognized by many researchers. Nowadays, quaternions and their
applications to the treatment of boundary value problems of mathematical physics in three and
four dimensions played a key role in this development.
The works of S. Bernstein [16, 17], F. Brackx, R. Delanghe, F. Sommen [25], I. Cação [26, 27],
C. A. Deavours [37], K. Gürlebeck, K. Habetha and W. Sprößig [69, 72], S. Krausshar et al.
[34], V. Kravchenko and M. Shapiro [85, 87, 88], H. Leutwiler [96], H. Malonek [98], J. Morais
[105, 106, 109], J. Ryan [130], V. Soucek [150], A. Sudbery [155] give a comprehensive account
of the aforementioned theory and its more recent achievements.
In this opening chapter we supplement the preliminary review material of quaternionic analysis
and its associated function theory, which are basic for the sequel. The algebra of real quaternions
is an associative but non-commutative algebra. The well-known generalized Cauchy-Riemann,
Dirac and Dirac type operators in higher dimensions, in particular, in the real- and complex-
quaternionic settings, as well as in the reduced quaternions, are presented. The null-solutions of
the underlying operators are called, respectively, holomorphic, monogenic and hypermonogenic
functions. However, the non-commutativity of the quaternionic algebra makes it important to
distinguish between an application of the Dirac and Dirac type operators from the left- and
right-hand sides. An important property of quaternionic analysis is that it allows to factorize
the Laplacian and the Helmholtz-type operator into first order partial differential operators
(particularly by the generalized Cauchy-Riemann operator and its adjoint) in a similar way as
in the complex case. This factorization gives rise to the generation of classes of holomorphic,
monogenic and hypermonogenic functions from harmonic ones.
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1.1 Real and Complex Quaternionic Analysis
1.1.1 Real Quaternions
We begin by recalling some basic algebraic facts about real quaternions. Let {e0, e1, e2, e3} be
an orthonormal basis of the Euclidean vector space R4 with a product that fulfills the following
relations:
(i) e20 = e0, eje0 = e0ej = ej (j = 1, 2, 3);
(ii) e21 = e22 = −1; e1e2 = −e2e1 := e3.
This non-commutative product generates the algebra of real quaternions denoted by H, in honor
of its discoverer. The notation H(R) is often used for describing more general situations. W.R.
Hamilton used the notation {1, i, j, k} for the standard system {e0, e1, e2, e3}. However, for a
further extension, we would like to give the more general notation: {e0, e1, e2, e3}. Usually, the
basis element e0 = 1 is regarded as the identity element of H. Sometimes we will keep the
notation e0 for the readers’ convenience.
Each element of H is given in the following form:
a := a0 + a1e1 + a2e2 + a3e3,
where a0, a1, a2, a3 are real numbers. As a set, H can be considered as the vector space R4 over
the real numbers. The algebra of real quaternions is a successful extension of the complex field
C to higher dimensions, since any complex number a0 + ia1 (a0, a1 ∈ R) can be written in the
form of a quaternion a0 + e1a1 + 0e2 + 0e3. We could also have chosen e2 or e3 to play the role
of the imaginary unit i =
√−1 in classical complex analysis.
The neutral element of addition, known as additive identity quaternion, is defined by
0H := 0 + 0e1 + 0e2 + 0e3.
The scalar and vector parts of a are
Sc(a) := a0,
and
Vec(a) := a1e1 + a2e2 + a3e3.
The vector part of a can be briefly denoted by the symbol a. We recall that the complex numbers
with zero real part are called pure complex. Similarly, in case Sc(a) = 0, the quaternion a is
called pure quaternion (also called pure imaginary or right quaternion by W.R. Hamilton [76]).
A pure quaternion can be viewed as a vector plus a zero scalar.
The quaternion conjugation of the basis {e0, e1, e2, e3} is defined by following properties:
e0 := e0, ej := −ej , (j = 1, 2, 3);
hence for a given a ∈ H, the quaternion
a := Sc(a)− a = a0 − a1e1 − a2e2 − a3e3
is called conjugate quaternion of a. For all a, b ∈ H and λ ∈ R, the mapping a 7→ a has the
following properties:
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(i) a± b = a± b; (ii) a = a;
(iii) λa = λa; (iv) ab = b a;
(v) a ∈ R⇔ a = a; (vi) a is a pure quaternion ⇔ a = −a.
The norm or absolute value of a is then given by
|a|H :=
√
aa =
√
aa =
√√√√ 3∑
l=0
a2l .
A quaternion a with |a|H = 1 is called a unit quaternion. If a ∈ H \ {0H}, then the quaternion
a−1 :=
a
|a|2H
is the multiplicative inverse of a. The inverse of a unit quaternion is its conjugate. In particular,
the following properties hold:
(i) aa = aa = |a|2H; (ii) |ab|H = |a|H|b|H;
(iii) |a|H = | − a|H = |a|H; (iv) (ab)−1 = b−1a−1, ab 6= 0H.
The quaternions are indeed a skew field (also called a strictly non-commutative division ring);
that means, every non-zero element has a multiplicative inverse. The quaternions remain the
simplest algebra after the real and complex numbers. Indeed, the real numbers, the complex
numbers, and the quaternions are the only associative real division algebras; and amongst these
the quaternions are the most general.
Now, let us denote byG an open, simply and connected domain with a sufficient smooth boundary
Γ. We consider a quaternion-valued function or, briefly, an H-valued function,
u : G→ H, u(x) = u0(x) + u1(x)e1 + u2(x)e2 + u3(x)e3
=: u0(x) + u(x),
where ul (l = 0, 1, 2, 3) are real-valued functions defined in G. Properties such as continuity,
differentiability, integrability, and so on, have to be fulfilled by all components ul. Depending on
the case, the domain G will be either in R3 or R4, and we shall always mention this explicitly.
From now on, we denote by A(X,Y ;Z) the spaces of Y -valued functions defined on X over the
field Z. Let us consider the right linear Hilbert space of square integrable H-valued functions
defined in G, that we denote by L2(G,H;H). As usual, the right H-valued inner product of two
elements u, v ∈ L2(G,H;H) is given by
(u, v)L2(G,H;H) :=
∫
G
u(x)v(x)dG(x) ∈ H, (1.1.1)
where dG(x) stands for the Lebesgue measure on G. We remark that using the embedding of R
in H the inner product of two real-valued functions u, v : G → R can be written also by using
the inner product (1.1.1), and it will be denoted simply by (u, v)L2(G).
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The norm induced by this quaternionic inner product,
‖u‖2L2(G,H;H) := (u, u)L2(G,H;H) =
∫
G
|u(x)|2HdG(x)
coincides with the usual L2-norm of u, considered as a function vector-valued. In the real-linear
Hilbert space of square integrable H-valued functions defined in G, denoted by L2(G,H;R), we
consider the following real-valued inner product
(u, v)L2(G,H;R) =
∫
G
Sc
[
u(x)v(x)
]
dG(x), u, v ∈ L2(G,H;R). (1.1.2)
1.1.2 Complex Quaternions
A natural idea to extend the definition of a real quaternion, a = a0 + a1e1 + a2e2 + a3e3, is to
replace all real components a0, a1, a2 and a3 by complex numbers. We then obtain the algebra
of complex quaternions or biquaternions, denoted by CH. It is also often denoted by H(C). Its
elements are of the form
a := a1 + ia2, a1, a2 ∈ H. (1.1.3)
We assume that the complex imaginary unit and the quaternionic vector units commute, i.e.
iel = eli (l = 0, 1, 2, 3).
The additive identity complex quaternion is
0CH := 0 + 0e1 + 0e2 + 0e3 + 0i+ 0ie1 + 0ie2 + 0ie3.
The complex quaternion algebra is isomorphic to the famous Pauli algebra P (named after W.
Pauli) [72], which is generated by Pauli matrices completed by the unit matrix σ0
σ0 =
(
1 0
0 1
)
, σ1 =
(
1 0
0 −1
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
0 1
1 0
)
.
Each element p ∈ P is therefore represented by
p = p0σ0 + p1σ1 + p2σ2 + p3σ3 + p4σ2σ3 + p5σ3σ1 + p6σ1σ2 + p7σ1σ2σ3,
where pl ∈ R (l ∈ {0, . . . , 7}).
Remark 1.1.1. Unlike the algebra of real quaternions, the algebra of complex quaternions does
contain zero divisors. For example, we note that
(1 + ie1)(1− ie1) = 0.
Although representation (1.1.3) will be often used, another possible one is also sometimes helpful
a = a0e0 + a1e1 + a2e2 + a3e3, (1.1.4)
with complex numbers al = a1l + ia
2
l ; a
1
l , a
2
l ∈ R (l = 0, 1, 2, 3). From this representation the
scalar and vector part of a are, respectively, Sc(a) := a0 and Vec(a) := a1e1 + a2e2 + a3e3 = a.
Three possible conjugations in CH are readily given by:
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(i) aC := a1 − ia2 = ∑3l=0 (a1l − ia2l ) el;
(ii) aH := a1 + ia2 =
∑3
l=0
(
a1l + ia
2
l
)
el;
(iii) aCH := a1 − ia2 = ∑3l=0 (a1l − ia2l ) el.
Definitions (i), (ii) and (iii) are called, respectively, complex, quaternion and complex quaternion
conjugations. Using these conjugations, one can derive different expressions for the absolute value
of a complex quaternion. However, not all of them are worthy; for example, the absolute value
of a complex quaternion using (ii) does not give any information about its components as in the
real quaternionic case. The following formula is often used
|a|2CH :=
3∑
l=0
|al|2C.
Here |.|C denotes the usual absolute value of a complex number. A direct computation shows
that the product of a complex quaternion and its complex quaternion conjugation is again a
complex quaternion:
aCHa = |a1|2H + |a2|2H + 2i(a10a21 + a13a22 − a11a20 − a12a23)e1
+ 2i(a10a
2
2 + a
1
1a
2
3 − a12a20 − a13a21)e2 + 2i(a10a23 + a12a21 − a11a22 − a13a20)e3.
In CH, we can introduce an absolute value of a given by
|a|20 := Sc(aCHa).
The complex quaternion-valued functions, also called CH-valued functions, defined on G taking
values in the algebra of complex quaternions are defined by
u : G ⊂ R3 → CH, u(x) = u0(x) + u1(x)e1 + u2(x)e2 + u3(x)e3
=: u0(x) + u(x),
where ul (l = 0, 1, 2, 3) are complex-valued functions defined on G. Their topological properties
are defined similarly as in the H-valued cases.
We now focus our considerations on the space of square integrable CH-valued functions defined
in G denoted by L2(G,CH;CH). The right complex quaternion-valued inner product using the
complex quaternion conjugation of u, v ∈ L2(G,CH;CH) is given by:
(u, v)L2(G,CH;CH) :=
∫
G
u(x)
CH
v(x)dG(x), (1.1.5)
where dG(x) denotes the Lebesgue measure on G. In general, the inner products (1.1.5) is CH-
valued. It is important to note, however, that it still satisfies the important properties of an
inner product.
Proposition 1.1.2. Let u, v, w be elements in L2(G,CH;CH) and λ ∈ CH. The CH-valued
inner product (1.1.5) fulfills the relations:
(i) (u, u)L2(G,CH;CH) = 0CH iff u ≡ 0CH;
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(ii) (u, v)L2(G,CH;CH)
CH
= (v, u)L2(G,CH;CH);
(iii) (uλ, v)L2(G,CH;CH) = λ
CH
(u, v)L2(G,CH;CH) and (u, vλ)L2(G,CH;CH) = (u, v)L2(G,CH;CH)λ;
(iv) (u+ v, w)L2(G,CH;CH) = (u,w)L2(G,CH;CH) + (v, w)L2(G,CH;CH).
Proof. From (u, u)L2(G,CH;CH) = 0CH and
uCHu = |u1|2H + |u2|2H + 2i(u10u21 + u13u22 − u11u20 − u12u23)e1
+ 2i(u10u
2
2 + u
1
1u
2
3 − u12u20 − u13u21)e2 + 2i(u10u23 + u12u21 − u11u22 − u13u20)e3,
it follows that u1 ≡ u2 ≡ 0H. Therefore, we obtain u ≡ 0CH. Properties (ii), (iii) and (iv) follow
directly from (1.1.5).
The properties (iii) and (iv) show that the CH-valued inner product is right CH-linear. Therefore,
the space L2(G,CH;CH) equipped with the inner product (1.1.5) has the structure of a right
CH-module or a right quasi-Hilbert module, since the property (u, u)L2(G,CH;CH) ≥ 0 fails.
Taking only the scalar part of the CH-valued inner product, a complex-valued inner product
(also known as scalar product) can be obtained
(u, v)0 := Sc
{
(u, v)L2(G,CH;CH)
}
=
∫
G
Sc
[
u(x)
CH
v(x)
]
dG(x). (1.1.6)
Equipped with the scalar product (1.1.6), L2(G,CH;C) becomes a Hilbert space.
Definition 1.1.3. Two elements u and v in L2(G,CH;CH) are called CH-orthogonal if and only
if (u, v)L2(G,CH;CH) = 0CH.
From the CH-valued inner product (1.1.5), a norm of a CH-valued function could not be created.
However, according to [72], from the complex magnitude (or complex norm), ‖u‖C, of the element
u defined by
‖u‖2C := uHu =
∑3
j=0
{
(u1j )
2 − (u2j )2 + 2iu1ju2j
}
∈ C,
the unique norm ‖u‖ can be defined by ‖u‖4 :=
∣∣∣‖u‖2C∣∣∣2. It should be mentioned that this norm
is real-valued. It satisfies the condition: ‖uv‖ = ‖u‖ ‖v‖ for any u, v ∈ CH.
We will denote by B(G,CH;CH) a general normed space consisting of functions defined on G
taking values in the complex quaternions, on which two different norms are defined. The first
one is deduced from the CH-valued inner product (1.1.5)
‖u‖2L2(G,CH;CH) :=
∣∣∣∣∣∣
∫
G
u(x)
CH
u(x)dG(x)
∣∣∣∣∣∣
CH
, (1.1.7)
while the second one is given by [34]
‖u‖20 :=
∫
G
Sc
[
u(x)
CH
u(x)
]
dG(x) =
∫
G
(|u1(x)|2H + |u2(x)|2H) dG(x). (1.1.8)
In our considerations, we will often use the norm (1.1.8) and therefore its properties are consid-
ered in detail below. The scalar norm was successfully used by several authors like in complex
quaternions by D. Constales et al. [34] and in complex Clifford analysis by P. V. Lancker [91].
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Proposition 1.1.4. Let u, v ∈ L2(G,CH;CH). The norm (1.1.8) satisfies the following proper-
ties:
(i) ‖u‖0 ≥ 0 and ‖u‖0 = 0 iff u1 ≡ u2 ≡ 0H, that means u ≡ 0CH;
(ii) ‖λu‖0 = |λ|C ‖u‖0 for λ ∈ C;
(iii) ‖λu‖0 ≤
√
2|λ|0 ‖u‖0 for λ ∈ CH;
(iv) ‖u+ v‖0 ≤ (‖u‖0 + ‖v‖0).
Proof. Statement (i) follows directly from the definition of the norm (1.1.8). For Statement (ii)
one gets
‖λu‖0 =
[∫
G
Sc(λu
CH
λu)dG(x)
] 1
2
=
[∫
G
Sc(uCHλλu)dG(x)
] 1
2
=
[∫
G
Sc(uCH|λ|2Cu)dG(x)
] 1
2
= |λ|C
[∫
G
Sc(uCHu)dG(x)
] 1
2
= |λ|C ‖u‖0 .
Now, let λ ∈ CH. From λu = (λ1u1 − λ2u2) + i(λ2u1 + λ1u2) direct computations show that
Sc(λu
CH
λu) = |λ1u1 − λ2u2|2H + |λ2u1 + λ1u2|2H
≤ 2 (|λ1u1|2H + |λ2u2|2H + |λ2u1|2H + |λ1u2|2H)
= 2
[(|λ1|2H + |λ2|2H) (|u1|2H + |u2|2H)] = 2|λ|20 (|u1|2H + |u2|2H) .
The proof of Statement (iii) is complete. We now prove Statement (iv). From the definition of
the norm (1.1.8) it follows that
‖u+ v‖20 =
∫
G
Sc
(
(u+ v)
CH
(u+ v)
)
dG(x) =
∫
G
(|u1 + v1|2H + |u2 + v2|2H)dG(x)
≤
∫
G
(|u1|2H + |v1|2H + |u2|2H + |v2|2H + 2|u1|H |v1|H + 2|u2|H |v2|H)dG(x)
= ‖u‖20 + ‖v‖20 + 2
∫
G
(|u1|H |v1|H + |u2|H |v2|H)dG(x) ≤ (‖u‖0 + ‖v‖0)2.
Moreover, the norm (1.1.8) satisfies the parallelogram identity; that means
‖u+ v‖20 + ‖u− v‖20 = 2(‖u‖20 + ‖v‖20).
Proposition 1.1.5. The complex scalar product (1.1.6) and the norm (1.1.8) satisfy
(v, u)0 =
1
4
(‖u+ v‖20 − ‖u− v‖20 + i ‖u+ iv‖20 − i ‖u− iv‖20).
Proof. The left-hand side is
(v, u)0 =
∫
G
Sc(vCHu)dG(x)
=
∫
G
[
(u10v
1
0 + u
1
1v
1
1 + u
1
2v
1
2 + u
1
3v
1
3) + (u
2
0v
2
0 + u
2
1v
2
1 + u
2
2v
2
2 + u
2
3v
2
3)
−i(u10v20 + u11v21 + u12v22 + u13v23 − u20v10 − u21v11 − u22v12 − u23v13)
]
dG(x).
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From (1.1.8) for the right-hand side, it follows that
‖u+ v‖20 − ‖u− v‖20 + i ‖u+ iv‖20 − i ‖u− iv‖20
=
∫
G
[
|u1 + v1|2H + |u2 + v2|2H − |u1 − v1|2H − |u2 − v2|2H
+i(|u1 − v2|2H + |u2 + v1|2H − |u1 + v2|2H − |u2 − v1|2H)
]
dG(x).
For the real and complex imaginary parts a straightforward computation shows that
|u1 + v1|2H + |u2 + v2|2H − |u1 − v1|2H − |u2 − v2|2H
= (u10 + v
1
0)
2 + (u11 + v
1
1)
2 + (u12 + v
1
2)
2 + (u13 + v
1
3)
2
+ (u20 + v
2
0)
2 + (u21 + v
2
1)
2 + (u22 + v
2
2)
2 + (u23 + v
2
3)
2
− (u10 − v10)2 − (u11 − v11)2 − (u12 − v12)2 − (u13 − v13)2
− (u20 − v20)2 − (u21 − v21)2 − (u22 − v22)2 − (u23 − v23)2
= 4(u10v
1
0 + u
1
1v
1
1 + u
1
2v
1
2 + u
1
3v
1
3 + u
2
0v
2
0 + u
2
1v
2
1 + u
2
2v
2
2 + u
2
3v
2
3)
and
|u1 − v2|2H + |u2 + v1|2H − |u1 + v2|2H − |u2 − v1|2H
= 4(−u10v20 − u11v21 − u12v22 − u13v23 + u20v10 + u21v11 + u22v12 + u23v13).
The identity of both sides completes the proof.
In the spaces B(G,CH;CH), which is equipped with the norm (1.1.8), the norm convergence of
a sequence (un) to an element u is defined by ‖un − u‖0 → 0 as n approaches infinity. Then the
space B(G,CH;CH) is a Banach space if it is complete with respect to that norm.
We will make use of the spaces of CH-valued functions Ck(G,CH;CH), Ck,β(G,CH;CH), (0 <
β ≤ 1), Lp(G,CH;CH), W kp (G,CH;CH), W
k+ 1
2
p (G,CH;CH) and
◦
W kp (G,CH;CH), which are
defined as follows:
(i) Ck(G,CH;CH) is the space of k-times continuously differentiable functions on G;
(ii) Ck,β(G,CH;CH) (0 < β ≤ 1) is the space of k-times continuously differentiable func-
tions, whose k-th derivative is Hölder continuous with the exponent β, i.e. for all u ∈
Ck,β(G,CH;CH) we have∥∥∥u(k)(x)− u(k)(y)∥∥∥
0
≤ C|x− y|β, ∀x, y ∈ G,
where C is nonnegative real constant;
(iii) Lp(G,CH;CH) is the space of all functions, whose p-th power is Lebesgue integrable in G,
i.e. for all u ∈ Lp(G,CH;CH) we have∫
G
|u(x)|p0 dG(x) < +∞;
(iv) W kp (G,CH;CH) is the space of k-times differentiable functions in Sobolev’s sense, whose
k-th derivative belongs to Lp(G,CH;CH);
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(v)
◦
W kp (G,CH;CH) is the space of k-times differentiable functions in Sobolev’s sense, whose
k-th derivative belongs to Lp(G,CH;CH) and vanish on the boundary Γ;
(vi) W k+
1
2
p (G,CH;CH) is the Sobolev-Slobodeckij space with the fractional order k + 12 .
1.1.3 Reduced Quaternions
The increase in applications to boundary value problems in three dimensions using quaternionic
methods lead several authors to consider the approximation of functions defined in domains of
R3 and with values again in R3. This could be carried out by identifying vectors from R3 with
the so-called reduced quaternions. The concept of reduced quaternion was first introduced by H.
Leutwiler in 1992 [96] (see also [78]). We also refer to the works of I. Cação [26], K. Gürlebeck
and J. Morais [64, 65, 66], R. Lavicka [92] and J. Morais et al. [105, 108, 109, 111, 112, 113, 115].
Let us consider the subset A := spanR{1, e1, e2} of H, then the real vector space R3 may be
embedded in A via the following identification
x := (x0, x1, x2) ∈ R3 ↔ x := x0 + x1e1 + x2e2 ∈ A.
As a matter of fact, throughout the text we will often use the symbol x to represent a point in R3
as well as to represent the corresponding reduced quaternion. An element of A is called reduced
quaternion. It should be noted that A is a real vectorial subspace, but not a subalgebra, of H.
There is another way of embedding R3 in H by using the set of pure quaternions. However, the
advantage of working with reduced quaternions while using series expansions lies in the fact that
the powers of reduced quaternions with integer exponent are again reduced quaternions.
We shall always assume the quaternion
0A := 0 + 0e1 + 0e2
to be the neutral element of addition in the sequel. The scalar and vector parts of x, Sc(x)
and Vec(x), are defined as x0 and x1e1 + x2e2, respectively. The conjugate of x is the reduced
quaternion
x = x0 − x1e1 − x2e2;
the norm |x| of x is defined by
|x|2 = xx = xx = x20 + x21 + x22,
which coincides with its corresponding Euclidean norm as a vector in R3. A reduced quaternion-
valued function or, briefly, an A-valued function, is given by
u : G ⊂ R3 → A, u(x) = u0(x) + u1(x)e1 + u2(x)e2.
We proceed by considering the real-linear Hilbert space of square integrable A-valued functions
defined in G denoted by L2(G,A;R) endowed with the real-valued inner product of u, v ∈
L2(G,A;R) defined by
(u, v)L2(G,A;R) =
∫
G
Sc
[
u(x) v(x)
]
dG(x). (1.1.9)
The inner product of two real-valued functions f, g : G −→ R is also defined by the inner product
(1.1.9) and for simplicity will be denoted by (f, g)L2(G).
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1.2 Multi-dimensional Generalizations of the Cauchy-Riemann
Operator
Let f be a complex function over a domain G ⊂ C. The complex derivative of f at a point z ∈ G
is the limit
lim
h→0
f(z + h)− f(z)
h
.
If the derivative of f exists at z, we denote its value by f ′(z) and f is called complex differentiable
at z. If f is complex differentiable on some neighborhood of z thenf is called holomorphic at z.
Let z = x+ iy (x, y ∈ R). Following Wirtinger’s calculus the Cauchy-Riemann operator is given
by
∂
∂z
:=
1
2
(
∂
∂x
+ i
∂
∂y
)
,
where z = x − iy denotes the complex conjugate of z. A consequence of the differentiability of
f(z) = u(x, y)+ iv(x, y) is the Cauchy-Riemann differential equations for the real and imaginary
parts of f(z):
(CR)

∂u
∂x
− ∂v
∂y
= 0,
∂u
∂y
+
∂v
∂x
= 0.
As in the case of two variables, we may now characterize a possible analogue of the Cauchy-
Riemann equations in an open domain of the Euclidean space Rn+1. More precisely, let u =
(u1, u2, . . . , un)be a continuously differentiable vector-field on an open domain Ω ⊂ Rn for which
n∑
l=1
∂ul
∂xl
= 0,
∂um
∂xl
− ∂ul
∂xm
= 0 (m 6= l, 1 ≤ m, l ≤ n),
or, in a more compact form
(R)
{
div u = 0,
rot u = 0.
(1.2.1)
Recall that the n-tuple u is said to be an M. Riesz system of conjugate harmonic functions
in the sense of E.M. Stein and G. Weiß [151, 152], and system (R) is called the Riesz system
[126]. It clearly generalizes the classical Cauchy-Riemann system for holomorphic functions in
the complex plane. The (R)-system has a physical relevance as it describes the velocity field of
a stationary flow of a non-compressible fluid without sources nor sinks. As was pointed out by
E. M. Stein, any generalized (R)-system is necessarily elliptic. In the next sections we consider
generalizations of the (R)-system in three and four dimensions.
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1.2.1 A Generalized Cauchy-Riemann Operator
For a real-differentiable A-valued function f defined in G ⊂ R3 that has continuous first partial
derivatives, the (reduced) quaternionic operators
D := ∂
∂x0
+ e1
∂
∂x1
+ e2
∂
∂x2
(1.2.2)
and
D := ∂
∂x0
− e1 ∂
∂x1
− e2 ∂
∂x2
(1.2.3)
are called, respectively, generalized and conjugate generalized Cauchy-Riemann operators on R3.
We further assume the reader to be familiar with the fact that the operators (1.2.2) and (1.2.3)
factorize the Laplace operator in R3 in the sense that
∆3 = DD = DD,
in a similar way as in the complex case.
Definition 1.2.1 (A-Holomorphy). A continuously real-differentiable A-valued function f is
called left A-holomorphic (resp. right A-holomorphic) in G if and only if there holds Df = 0H
(resp. fD = 0H) in G.
Definition 1.2.2 (A-Anti-Holomorphy). A continuously real-differentiable A-valued function f
is called left A-anti-holomorphic (resp. right A-anti-holomorphic) in G if and only if there holds
Df = 0H (resp. fD = 0H) in G.
An important observation is that left and right A-holomorphic functions are two-sided A-
holomorphic, i.e. they satisfy simultaneously the equations
Df = fD = 0H.
More precisely, an A-holomorphic function satisfies the Riesz system [126]:
(R)
{
divf = 0,
curlf = 0
or, more precisely 
∂f0
∂x0
− ∂f1
∂x1
− ∂f2
∂x2
= 0,
∂f1
∂x0
+
∂f0
∂x1
= 0,
∂f2
∂x0
+
∂f0
∂x2
= 0,
∂f2
∂x1
− ∂f1
∂x2
= 0.
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We denote the subspace L2(G,A;R)∩kerD of polynomial (R)-solutions of degree n byR+(G;A;n)
and by R+(G;A) := L2(G,A;R)∩kerD the space of square integrable A-holomorphic functions
defined in G. H. Leutwiler has shown in [97] that the space R+(G;A;n) has dimension 2n+ 3.
The concept of complex differentiation is not easy to extend in higher dimensions. Some at-
tempts were made to extend this definition to quaternion-valued functions. Due to the lack of
commutativity of the quaternionic algebra, two approaches were possible:
lim
h→0H
(f(x+ h)− f(x))h−1 or lim
h→0H
h−1 (f(x+ h)− f(x)) .
However, the only quaternionic functions for which these type of limits exist are, respectively, of
the form
f(x) = ax+ b and f(x) = xa+ b, a, b ∈ H.
Therefore, this generates a too restrictive class of functions and, thus, these approaches were
abandoned in favor of more useful ones. A first effort toward the notion of quaternionic derivative,
generalizing the complex derivative ∂∂z , was proposed by A. Sudbery [155]. Later, while studying
a generalized Bochner-Martinelli integral formula, I. Mitelman and M. Shapiro in [103] considered
the operator (12D) as a generalized derivative in the quaternionic setting. K. Gürlebeck and H.
Malonek proved that holomorphy and hypercomplex derivability are equivalent in all dimensions,
and that the hypercomplex linearization of the holomorphic function f is exactly given by (12D)f .
This leads to the following definition:
Definition 1.2.3 (A-hypercomplex derivative, see [63, 103, 155]). Let f be a continuously real-
differentiable A-holomorphic function in G. The expression (12D)f is called A-hypercomplex
derivative of f in G.
Definition 1.2.4 (A-hyperholomorphic constant). A continuously real-differentiable A-holo-
morphic function f with an identically vanishing A-hypercomplex derivative is called A-hyper-
holomorphic constant.
1.2.2 Dirac and Dirac Type Operators
The Dirac equation given by P. Dirac in 1928 describes the behavior of fermions. The first system
that describes the concept of regular quaternion-valued functions by means of an analogue of
the Cauchy-Riemann equations was introduced by R. Fueter in 1932 [50]. Only in A. Sudbery’s
paper [155] the study of null-solutions of the Dirac operator was worked out.
For a possible extension of the classical Cauchy-Riemann operator in the complex plane, we now
introduce the so-called Dirac operator
D := e1
∂
∂y1
+ e2
∂
∂y2
+ e3
∂
∂y3
, (y1, y2, y3) ∈ R3.
We shall note that the Dirac operator can be obtained from the operator (1.2.2) via the equality
D = −e2De1,
and the identification
x = x0 + x1e1 + x2e2 ∈ A → y = x2e1 + x1e2 + x0e3 ∈ H.
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Remark 1.2.5. If instead of {1, e1, e2, e3} we use the so-called Dirac (or Gamma) matrices{
γ0, γ1, γ2, γ3
}
, the Dirac equation describes the propagation of a free fermion in three dimen-
sions; more precisely, we write
Du =
3∑
µ=0
γµ∂µu = ∂/u = 0,
where ∂/ denotes the Feynman slash notation.
The analysis of functions with values in H and CH requires a different treatment. In fact, it is
important to distinguish between the application of the Dirac operator on a real (or complex)
quaternionic valued function f = f0 + f from the left- and right-hand sides (see [69]):
Df = −div f + gradf0 + curl f
and
fD = −div f + gradf0 − curl f .
By means of
D = e1
∂
∂y1
+ e2
∂
∂y2
+ e3
∂
∂y3
= −D
we denote the adjoint Dirac operator, which is a square root of the Laplace operator ∆ in R3 in
the sense that
∆ = −(D)2 = −D2 = DD = DD.
Let G be a bounded domain in R3 with a sufficient smooth boundary. Now let us consider first
the spaces of CH-valued functions. For simplicity, we denote the quaternion conjugate of a by a.
Definition 1.2.6 (Monogenic). A continuously differentiable CH-valued function f is called left
monogenic (resp. right monogenic) in G if and only if Df = 0CH (resp. fD = 0CH) in G.
The theory of left monogenic functions in CH is completely similar to the theory of right mono-
genic ones. Throughout the whole dissertation, we only use left monogenic functions and for
simplicity call them monogenic functions.
We can go one step further. Let α ∈ C, the following operator
Dα := D + α
is called operator of Dirac type.
If α is a pure complex number, the Dα operator coincides with the Dirac operator with mass.
Moreover, the Dirac type operator and its conjugate factorize the Helmholtz type operator in
the sense that
∆α := ∆ + α
2 = DαDα = DαDα.
Some fundamental results of Dirac type operators with real numbers or paravectors can be found
in the work of K. Gürlebeck and W. Sprößig (see [69, 72, 141]). Also, V. Kravchenko and M.
Shapiro [85, 88] considered the Dirac type operator with complex potentials.
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Definition 1.2.7 (Dα-hypermonogenic). A continuously differentiable CH-valued function f is
called left Dα-hypermonogenic (resp. right Dα-hypermonogenic) in G if and only if Dαf =
0CH (resp. fDα = 0CH) in G. Analogously, for solutions of the equation Dαf = 0CH (resp.
fDα = 0CH) a reasonably natural name is left Dα-anti-hypermonogenic (resp. right Dα-anti-
hypermonogenic).
The theory of left Dα-hypermonogenic (resp. left Dα-anti-hypermonogenic) functions is com-
pletely similar to the theory of right Dα-holomorphic (resp. right Dα-anti-hypermonogenic)
ones. We only use left Dα-hyperholomrphic (resp. left Dα-anti-hypermonogenic) functions and
call them Dα-hypermonogenic functions (resp. Dα-anti-hypermonogenic) for simplicity.
We continue with the study in real quaternions. Let α := k ∈ R, the so-called monogenic and
Dk-hypermonogenic in H are defined similarly as in complex quaternion case. For k = 0, the D0-
hypermonogenic functions coincide with the monogenic functions. Besides, the three-dimensional
Helmholtz operator ∆k := ∆ +k2 can be factorized by the Dirac type operator Dk := D+k and
its conjugate Dk
∆k = DkDk = DkDk.
Moreover, in real quaternions the equation
Df = 0H
is equivalent with the so called Moisil-Teodorescu system
(MT)
{
div f = 0
gradf0 + curl f = 0
or, in more detail 
∂f1
∂y1
+
∂f2
∂y2
+
∂f3
∂y3
= 0,
∂f0
∂y1
+
∂f3
∂y2
− ∂f2
∂y3
= 0,
∂f0
∂y2
− ∂f3
∂y1
+
∂f1
∂y3
= 0,
∂f0
∂y3
+
∂f2
∂y1
− ∂f1
∂y2
= 0.
1.2.3 The Cauchy-Fueter Operator
If instead of dealing with quaternionic functions defined in domains of R3 we consider functions
defined in domains in R4 we are undoubtedly lead to the so-called Cauchy-Fueter operator (also
known in literature as the Cauchy-Riemann-Fueter operator [155])
∂ :=
∂
∂x0
+ e1
∂
∂x1
+ e2
∂
∂x2
+ e3
∂
∂x3
=
∂
∂x0
+D , (1.2.4)
where x = (x0, x1, x2, x3) ∈ R4. The Cauchy-Fueter operator was first introduced by R. Fueter
(see [50, 51]) for contextual generalization purposes of holomorphic functions in H, which were
called regular in his consideration.
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The Cauchy-Fueter operator (1.2.4) and its conjugate
∂ =
∂
∂x0
− e1 ∂
∂x1
− e2 ∂
∂x2
− e3 ∂
∂x3
(1.2.5)
factorize the four-dimensional Laplace operator in the sense that ∆4 = ∂∂ = ∂∂. For more
details about this theory we refer the reader to [69, 72, 85, 88, 138, 139]. In the following the
notion of holomorphy in the four-dimensional space is presented.
Definition 1.2.8 (H-holomorphy). A function f is said to be left (resp. right) H-holomorphic in
G if f is in C1(G,H) and satisfies ∂f = 0H (resp. f∂ = 0H) in G. The two-sided H-holomorphic
functions are called H-holomorphic.
The theory of left H-holomorphic functions is entirely equivalent to the theory of right H-
holomorphic ones. The H-holomorphic functions are also called regular functions by several
authors following the terminology of R. Fueter.
A direct observation shows that the equations ∂f = f∂ = 0H is equivalent to the Riesz system
denoted by (R)-system:
(R)

∂f0
∂x0
− ∂f1
∂x1
− ∂f2
∂x2
− ∂f3
∂x3
= 0,
∂f0
∂x1
+
∂f1
∂x0
= 0, −∂f2
∂x3
+
∂f3
∂x2
= 0,
∂f0
∂x2
+
∂f2
∂x0
= 0, −∂f3
∂x1
+
∂f1
∂x3
= 0,
∂f0
∂x3
+
∂f3
∂x0
= 0, −∂f1
∂x2
+
∂f2
∂x1
= 0.
Remark 1.2.9. The equation ∂f = 0H is equivalent to the Cauchy-Fueter system denoted by
(CF)-system. Let x = y+e2z, where y = x0 +e1x1 and z = x2−e1x3, and f = h(y, z)+e2g(y, z)
with h and g be complex functions of two complex variables. In this case the (CF)-system
becomes the pair of complex equations
∂h
∂y
=
∂g
∂z
,
∂h
∂z
=
∂g
∂y
.
Hence it can be seen as a complexification of the classical Cauchy-Riemann system in the plane.
Moreover, the (CF)-system is equivalent to the generalized Moisil-Teodorescu system [104], [12,
13, 21, 41, 45, 131, 132, 134]. A series of fundamental results are obtained in [21, 41, 131, 132].
The subspace L2(G,H;R) ∩ ker ∂ of polynomial (R)-solutions of degree n will be denoted by
M+(G,H;n). In [40], R. Delanghe has shown that the spaceM+(G,H;n) has dimension (n +
2)2. We denote further by M+(G,H) := L2(G,H;R) ∩ ker ∂ the space of square integrable H-
holomorphic functions defined in G. Additionally, we introduce the following notations: B :=
B1(0) is the unit ball in R4 centered at the origin, the hypersphere S = ∂B be its boundary and
dσ (resp. dV ) be the Lebesgue measure on S (resp. B).
Let us now introduce the H-hypercomplex derivative for H-holomorphic functions and H-hyper-
holomorphic constant.
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Definition 1.2.10 (H-hypercomplex derivative, see [63, 103, 155]). Let f be a continuously
real-differentiable H-holomorphic function in G. The expression (12∂)f is called H-hypercomplex
derivative of f in G.
Definition 1.2.11 (H-hyperholomorphic constant). A continuously real-differentiable H-holo-
morphic function f with an identically vanishing H-hypercomplex derivative is called H-hyper-
holomorphic constant.
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2 Algebraic Aspects of Holomorphic
Functions
The notion of "holomorphy" was introduced in 1854 by C. Briot and J. Bouquet, students of A.
L. Cauchy. It is derived from the Greek words holos meaning entire, and morphe meaning form
or appearance. Holomorphic functions are the central objects of the study in complex analysis.
They are the null-solutions of the Cauchy-Riemann equations.
So far, general ideas how to generalize the theory of holomorphic functions of a complex variable
to higher dimensions leads the researchers to rich results. Most of these ideas were performed by
means of an analogue of the Cauchy-Riemann operator in the complex plane. Our starting point
is the work of K. Gürlebeck, K. Habetha and W. Sprößig [59, 61, 69, 72], which relies in a very
general notion of holomorphy (also called L-holomorphy) based on the theory of right invertible
operators [43, 118, 124, 125, 127, 157]. In our considerations, the concept of L-holomorphy
will be introduced in the so-called mean value formula. The advantage of our approach is that
holomorphy can be considered in the continuous and discrete cases within one calculus. The
three fundamental operators, a Cauchy-type integral operator, an algebraic integral operator
and an algebraic derivative, are introduced. General Plemelj projections are also defined. We
proceed by studying the properties of the underlying operators. In addition, we present a large
number of results in order to show that our new notion covers numerous well-known holomorphic
structures in real, complex and higher-dimensional analysis. Finally, new formulae of Taylor-
and Taylor-Gontcharov type are obtained.
2.1 A General Notion of Holomorphy
In this section we provide a new notion of holomorphy by using three different operators in
Banach spaces under given conditions. We begin by recalling some basis facts of right invertible
operators. The theory of right invertible operator started with the works of D. Przeworska-
Rolewicz [124, 125], and was later developed in [43, 118, 122, 127, 157].
Let W be an infinite-dimensional Banach space and L(W ) the Banach algebra of all bounded
linear operators on W . Further, let A be an element of L(W ) and the domain of A is denoted
by D(A).
Definition 2.1.1. An operator A ∈ L(W ) is called relatively regular if there exists an operator
B ∈ L(W ) such that ABA = A.
Definition 2.1.2. An operator A ∈ L(W ) is called right invertible (resp. left invertible) if there
exists an operator B ∈ L(W ) such that AB = I (resp. BA = I), where I stands for the identity
operator. In this case B is called right-inverse (resp. left-inverse) to the operator A.
Obviously, right and left invertible operators are relatively regular. Moreover, if A is right
invertible then its right-inverse is left invertible and vice-versa.
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Let X,Y, Z be Banach spaces. We introduce the bounded linear operators T , Tr and P :
(i) T : X → imT ⊂ Y is an injective operator,
(ii) Tr : Y → Z is a generalized trace operator,
(iii) P : imTr → Y .
Furthermore, we assume that these operators satisfy the conditions:
(i) PTrPu = Pu for all u ∈ imTr,
(ii) imTr T ⊂ kerP ,
(iii) imT ∩ kerTr = {0}.
Now, let u ∈ imT ∩ imP . It follows that u = Pw = Tv and u = Pw = PTrPw = PTrTv = 0.
Therefore, we have imT ∩ imP = {0}.
Based on the three operators T, Tr and P , a concept of general holomorphy can be deduced
[146].
Theorem 2.1.3 (Mean value formula). Set imT ⊕ imP =: Y1 ⊂ Y . There exists a unique linear
operator L with D(L) = Y1 and L : D(L)→ X, such that
u = PTru+ TLu. (2.1.1)
Proof. Let u ∈ D(L) = imT ⊕ imP . Then u can be represented by u = Pv+Tw, with v ∈ imTr
and w ∈ X. Applying the operator PTr from the left, and using the fact that imTr T ⊂ kerP
and PTrP = P , it follows that
PTr u = PTrP v + PTrT w = P v.
We then attain the first item of formula (2.1.1). For the second item, we use the injectivity of
the operator T . On the linear set L(imT ), there exists a linear operator L˜ with L˜Tw = w. The
operator L˜ can be extended to a linear operator L defined on Y1 by setting Lz := L˜z1, where
z = z1 + z2 with z1 ∈ imT and z2 ∈ imP . We have then Lz1 = L˜z1 and Lz2 = 0.
To prove the linearity of the operator L, we have for the additivity
L(z + z′) = L(z1 + z2 + z′1 + z
′
2) = L˜(z1 + z
′
1) = L˜z1 + L˜z
′
1 = Lz + Lz
′;
for the homogeneity with a real constant λ it follows that
L(λz) = L˜(λz1) = λL˜z1 = λLz.
Now, applying the operator L and using the assumptions of the operators P, T and Tr we have
Lu = LPTr u+ LT w = LPTrP v + LPTrT w + w = LP v + w = w,
that means,
u = Pv + Tw = PTru+ TLu.
For the uniqueness, we assume that L1 is another linear operator, which fulfills also the decom-
position formula (2.1.1). Then from the injectivity of operator T we have TLu − TL1u = 0.
Hence Lu = L1u.
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In complex and higher-dimensional analysis, the formula (2.1.1) coincides with the Borel-Pompeiu
formula [61, 69, 70, 72, 85, 88].
We proceed by studying the properties of the above operators.
Corollary 2.1.4. The operators L,P, T and Tr fulfill the following properties:
(i) The operator L is the left-inverse to the operator T , i.e. LT = I;
(ii) Set R := TL then R is a projection onto Y1 with imR = imT ;
(iii) It holds kerL = imPTr.
Proof. Statement (i) follows straightforwardly from the definition of L in the proof of Theorem
2.1.3. We now prove Statement (ii). Since L is left-inverse to the operator T , it follows that
R2 = TLTL = TL = R. Moreover, it is evident that imR ⊂ imT . Now, let v ∈ imT then
v = Tw and
Rv = RTw = TLTw = Tw;
in other words, imT ⊂ imR. To prove Statement (iii), let u ∈ kerL, then
u = PTr u+ TLu = PTr u ∈ imPTr.
On the other hand, it follows from u ∈ imPTr that u = PTr v with v ∈ Y . Therefore, from
u = PTr v = PTrPTr v + TLu = PTr v + TLu,
we have TLu = 0. Because of the injectivity of the operator T , we conclude that Lu = 0; hence
u ∈ kerL.
Statement (i) does indeed show that the operator T is left invertible and its left-inverse is
the operator L. This leads to the relation of two main operators in calculus: integration and
differentiation.
Now, we intend to introduce an operator calculus with a Cauchy-type integral operator, which
will be regarded as an algebraic integral operator and an algebraic derivative.
Definition 2.1.5. Elements u ∈ kerL ∩ Y are called L-holomorphic. The operator L is called
algebraic derivative.The operator PTr is called initial value projection and the operator T is
called generalized Teodorescu transform. From the point of view of operator theory, T is also
called algebraic integral.
We remark that holomorphic functions are often referred to regular functions [53]. In complex
analysis, the class of holomorphic functions coincides with the class of analytic functions. There-
fore, the term analytic appears to be in widespread using among physicists, engineers, and in
some older texts. In higher dimensions, the term monogenic is widely used by numerous authors
and the operator L is also known as Dirac operator (named after P. Dirac) [63, 69, 129].
Let us now consider the following operators:
Pr : = TrP : imTr → Z,
Qr : = I − Pr.
The operators Pr and Qr are called general Plemelj projections.
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Corollary 2.1.6. The operators Pr and Qr fulfill the following properties:
(i) It holds P 2r = Pr, Q2r = Qr and QrPr = PrQr = 0;
(ii) An element ξ ∈ Z is the generalized trace of an element u from kerL if and only if Prξ = ξ;
(iii) We have Qrξ = TrTLu with ξ = Tr u.
Proof. From the condition PTrP = P , we obtain
P 2r ξ = TrPTrPξ = TrPξ = Prξ,
with ξ ∈ Z. This leads immediately to
Q2r = (I − Pr)(I − Pr) = I − Pr − Pr + P 2r = I − Pr = Qr
and
QrPr = (I − Pr)Pr = Pr − P 2r = 0 , PrQr = Pr(I − Pr) = Pr − P 2r = 0.
Statement (i) is attained. In order to prove (ii), let ξ = Tr u ∈ Z and u ∈ kerL. Then we have
u = PTr u+ TLu = PTr u = Pξ.
It now follows that ξ = Tr u = TrP ξ = Prξ. Conversely, let us assume that ξ = Prξ and
ξ = Tr u. Then
Tr u = ξ = Prξ = TrPξ = TrPTr u.
On the other hand, Theorem 2.1.3 yields
Tr u = TrPTr u+ TrTLu.
Hence TrTLu = 0. Since imT ∩ kerTr = {0}, it follows that TLu = 0. Therefore, Lu = 0, that
is u ∈ kerL. For Statement (iii), we have
Tr u = TrPTr u+ TrTLu.
Hence it holds
TrTLu = Tr u− TrPTr u = ξ − TrP ξ = ξ − Prξ = Qrξ.
In the complex plane the sums, products and compositions of holomorphic functions are holo-
morphic; moreover, the quotient of two holomorphic functions is holomorphic whenever the de-
nominator is non-zero. However, due to the non-commutativity property of the multiplication,
in Clifford algebras the pointwise product of monogenic/holomorphic functions is, in general, not
monogenic/holomorphic.
2.2 Examples of L-Holomorphy
In this section, the notion of holomorphy as well as the notions of algebraic operator and initial
value projection are illustrated by several examples. We show that these operators fulfill the
well-known mean value formula.
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2.2.1 L-Holomorphic Structures in the Plane
2.2.1.1 Real L-Holomorphy
To begin with, we consider a classical example of all real valued functions u ∈ C1[0, 1] with the
following operators:
L :=
d
dt
(differential operator),
(T ·)(t) :=
t∫
0
· dτ (integral operator),
P := I (identity operator)
Tr : C1[0, 1]→ R with Tr u := u(0) (initial value).
Then we get the well-known mean value theorem, which is the main theorem of differential-
integral calculus
u(t) = u(0) +
t∫
0
du
dτ
dτ = PTr u+ TLu.
Obviously, the class of all L-holomorphic functions consists of all real constants.
We proceed with the study of holomorphy in fractional calculus using the so-called Riemann-
Liouville operators (see in [116, 135]). Let u ∈ C([0, 1]) and −∞ < α < +∞, we consider the
absolute continuous function
(Iα0+u)(t) :=
1
Γ(α)
t∫
0
1
(t− τ)1−αu(τ)dτ,
which has almost everywhere a derivative in L1[0, 1]. Here Γ denotes the well-known Gamma
function. This operator is called Riemann-Liouville fractional integral of order α. Let 0 < α < 1.
The so-called Riemann–Liouville fractional derivative of order α is defined by
(Dα0+u)(t) :=
d
dt
(I1−α0+ u)(t),
with u ∈ C1([0, 1]). Now, let us consider the following operators with a fixed α ∈ R+0 \ N:
(Lu)(t) := (Dα0+u)(t) :=
d[α]+1
dt[α]+1
(I
1−{α}
0+ u)(t),
(Tu)(t) := (Iα0+u)(t),
((PTr)u)(t) :=
m−1∑
k=0
tα−k−1
Γ(α− k)
dm−k−1
dtm−k−1
Im−α0+ u(t),
where [α] and {α} are, respectively, the integer and the remainder of α; and m = [α] + 1. The
mean value formula holds
u(t) =
m−1∑
k=0
tα−k−1
Γ(α− k)
dm−k−1
dtm−k−1
Im−α0+ u(t) + I
α
0+D
α
0+u(t).
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The first idea of a fractional calculus appeared in 1697 in the work of G. W. Leibniz. He defined
a fractional-order differentiation with non-integer values of α as follows:
dαekx
dxα
:= kαekx.
Later L. Euler extended this relation either to negative or non-integer (rational) values of α [46].
J. B. J. Fourier was the first who generalized the notion of differentiation to arbitrary functions
[49]. Another well-known fractional derivative was introduced by M. Caputo in 1967 [30], which
was named Caputo fractional derivative:
(CaD
α
t u)(t) :=
1
Γ(n− α)
t∫
a
u(n)(τ)
(t− τ)α+1−ndτ.
2.2.1.2 Complex L-Holomorphy
In complex analysis, the class of holomorphic functions coincides with the class of analytic func-
tions. Moreover, each holomorphic function can be expanded in a Taylor series in a neighborhood
of each point in its domain.
Let G ⊂ C be a bounded domain with a sufficient smooth boundary Γ and u ∈ C1(G). For
t = ξ + iη ∈ C and z = x+ iy ∈ C we then have
L := ∂ :=
1
2
(∂ξ + i∂η),
(T ·)(z) := − 1
2pii
∫
G
1
t− z · dG(t),
(P ·)(z) := 1
2pii
∫
Γ
1
t− z · dΓ(t).
The trace operator Tr is defined as a non-tangential limit from inner points tending to the
boundary Γ. The mean value formula is written as
1
2pii
∫
Γ
u(t)
t− z dΓ(t)−
1
2pii
∫
G
1
t− z (∂u)(t)dG(t) =
{
u(z) , z ∈ G
0 , z ∈ C \G .
An alternative to the classical complex derivative with a given complex potential α was introduced
on unpublished notes by S. Bernstein; the following operators were defined:
Dα :=
∂
∂z
+ α =
1
2
(
∂
∂x
− i ∂
∂y
)
+ α,
D∗α :=
∂
∂z
+ α =
1
2
(
∂
∂x
+ i
∂
∂y
)
+ α,
with the corresponding fundamental solutions:
eα(z) =
e−αz
z
and eα(z) =
e−αz
z
.
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Then the following integral operators can be defined:
(TG,α ·)(ξ) := − 1
pi
∫
G
e−α(z−ξ)
z − ξ · dG(z),
(FΓ,α ·)(z) := − 1
2pii
∫
Γ
e−α(z−ξ)
z − ξ · dΓ(z),
and
(T ∗G,α ·)(ξ) := −
1
pi
∫
G
e−α(z−ξ)
z − ξ · dG(z),
(PTr∗Γ,α ·)(z) := −
1
2pii
∫
Γ
e−α(z−ξ)
z − ξ · dΓ(z).
These operators satisfy also the mean value formulae
(FΓ,αu)(x) + (TG,αD−αu)(x) =
{
u(x) , x ∈ G
0 , x ∈ C \G
and
(F ∗Γ,αu)(x) + (T
∗
G,αD
∗
−αu)(x) =
{
u(x) , x ∈ G
0 , x ∈ C \G .
2.2.2 L-Holomorphic Structures in Higher Dimensions
2.2.2.1 The Matrix Form of an L-Holomorphy Model
Let us now consider the model of L-holomorphy in matrix form studied by M. E. Saak and W.
Sprößig in [133, 140]. Let {Ei}mi=1 be a family of square matrices of order l and their entries be
elements of {0, 1,−1}. These matrices have to fulfill the following conditions:
EiE
∗
i = E
∗
i Ei = I,
E∗i Ej + E
∗
jEi = 0, i 6= j; i, j = 1, . . . ,m,
where E∗i is the adjugate of Ei and I is the identity matrix of order l. Furthermore, we set
E(a) :=
m∑
i=1
Eiai,
E∗(a) :=
m∑
i=1
E∗i ai, a = (a1, . . . , am)
T .
The determinant of E(a) is given by detE(a) =
(∑m
i=1 a
2
i
) l
2 .
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Let G be a bounded domain in Rm with a Liapunov boundary Γ, we then attain the following
operators:
L :=
m∑
i=1
Ei∂i,
(T ·)(x) := 1
σm
∫
G
E∗(y − x)
|y − x|m · dG(y),
(PTr ·)(x) := − 1
σm
∫
Γ
E∗(y − x)
|y − x|m E(n) · dΓ(y).
Here σm denotes the area of the m-dimensional unit sphere. The mean value formula for the
functions u ∈ C1(G) is
(PTru)(x) + (TLu)(x) =
{
u(x) , x ∈ G,
0 , x ∈ IRm \G.
2.2.2.2 The Dzhuraev’s Model
We now consider an example of L-holomorphy in R3, the so-called Dzhuraev’s model introduced
in 1982 [45]. Let G be a bounded domain in R3 with a sufficient smooth boundary Γ and let
u := (u1, u2) be defined by u = u1 + iu2. With three real variables x1, x2, x3, we set z := x2 + ix3
and recall the Cauchy-Riemann operator
∂
∂z
:=
1
2
(
∂
∂x2
+ i
∂
∂x3
)
.
For three real variables y1, y2, y3, let υ := y2 + iy3. Then from the matrix
E(y − x) := −1|y − x|3
(
y1 − x1 −(υ − z)
υ − z y1 − x1
)
,
and, by setting
n(y) :=
(
n1 n2 − in3
−(n2 + in3) n1
)
,
we obtain
L := ∂x :=
(
∂
∂x1
2 ∂∂z
−2 ∂∂z ∂∂x1
)
,
(T ·)(x) := 1
σ3
∫
G
E(y − x) · dG(y),
(PTr ·)(x) := 1
σ3
∫
Γ
E(y − x)n(y) · dΓ(y).
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2.2.2.3 Quaternionic Monogenic Functions
In quaternionic analysis, the term L-holomorphy is often referred to as the terminology of the
so-called monogenicity, which is related to the Dirac operator. As described in Chapter 1,
monogenic functions are solutions of the Mosil-Teodorescu system. For a detailed study of the
general properties of the solutions to the Dirac and Dirac type operators with real or paravector
potentials, we refer the reader to the works of K. Gürlebeck and W. Sprößig [69, 72]. The study
of the Dirac type operators with complex and complex-quaternion potentials can be found in the
works by V. Kravchenko and M. Shapiro [85, 88].
We now consider a more general case, which was given in the talk of W. Sprößig in the conference
ICCA9 (Weimar 2011). Let G be a bounded domain in R3 with a sufficient smooth boundary Γ.
Having in mind the basis operators with complex potential α: the Dirac type operator Dα, the
Teodorescu operator Tα and the Cauchy-Fueter operator Fα (for more details, see, Chapter 6),
we can consider the matrix forms of triple operators in complex quaternions. The operator
Dα,s :=
(
Dα −s
0 Dα
)
can be seen as the generalized Dirac operator for any s ≡ s(x) ∈ C∞(G). In addition, we
introduce
Tα,s :=
(
Tα TαsTα
0 Tα
)
as the generalized Teodorescu transform and
Fα,s :=
(
Fα TαsFα
0 Fα
)
as the generalized Cauchy-Fueter operator. Moreover, the following formula of Borel-Pompeiu
type is fulfilled: for any function U = (u1, u2)T ∈W 12 (G;CH⊗ CH) it holds
U = Fα,sU + Tα,sDα,sU.
The Plemelj projections are given by
Pα,sU :=
(
Pα trΓTαsFα
0 Pα
)
U
and Qα,s := I − Pα,s, where
I :=
(
I 0
0 I
)
.
2.2.2.4 The L-Holomorphy Model on the Sphere
Let Sm−1 be a sphere in m-dimensional Euclidean space. The notion of holomorphy on the sphere
was studied by P. Van Lancker [91] by using the spherical Dirac operator on Sm−1: ΓS + α
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with α ∈ C \ (N∪ (−N)). Let Ω be a bounded domain in Sm−1 with a smooth boundary C. We
consider the following operators:
Lα := ω(ΓS + α) (Günter’s derivative),
(Tα ·)(ξ) := −
∫
Ω
Eα(ω, ξ) · dS(ω) (Teodorescu transform),
(PC,α ·)(ξ) := −
∫
−C
Eα(ω, ξ)n(ω) · dC(ω) (Cauchy-Fueter type operator),
where Eα(ω, ξ) is a fundamental solution of the Günter’s derivative. The solutions of Lαu = 0
in Ω are called inner spherical holomorphic functions of order α in Ω; moreover, we have
LαEα(ω, ξ) = δ(ξ − ω),
where δ denotes the Dirac delta functional. A corresponding Borel-Pompeiu formula is given by
PC,αu+ TαLαu =
{
u in Ω,
0 in S \ Ω.
Furthermore, we introduce a singular integral operator of Bitzadse’s type
(SC,αu)(ξ) := 2 lim
ε→0
∫
C\Bε(ξ)
Eα(ω, ξ)n(ω)u(ω)dS(ω) = 2v.p.
∫
C
Eα(ω, ξ)n(ω)u(ω)dS(ω).
One can prove the algebraical identity: S2C,α = I; see [91]. Let Ω
+ := Ω and Ω− := co(Ω).
Applying the general trace operator as a non-tangential limit with respect to C on the sphere
towards the boundary C, we get Plemelj-Sokkotzkij-type formula:
n.t.− lim
t→ξ
t∈Ω±
(FC,αu)(t) =
1
2
[±I + SC,α]u(ξ).
Then the Plemelj projections are attained:
QC,α :=
1
2
[I − SC,α] and PC,α := 1
2
[I + SC,α].
2.2.2.5 Real Clifford valued Holomorphic Functions
This section deals with the concept of holomorphy given in the real Clifford algebra Clm(R)
introduced by H. Begehr et al. in [14]. A fundamental basis of a Clifford algebra can be found
in many materials such as [32, 39, 42, 60, 72]. Let G be an open bounded non-empty subset of
Rm with a Liapunov boundary Γ. We consider the following operators:
Lhu := Du+ uh and L
∗
hu := uD − hu,
where D :=
∑m
k=1 ek
∂
∂xk
and h =
∑m
k=1 ekhk, with hk ∈ R (k = 1, . . . ,m). The corresponding
Teodorescu and Cauchy-Fueter operators are then obtained [14]:
(Thu)(x) := − 1
σm
∫
G
[(Dgm)(r, |h|)u(y) + gm(r, |h|)u(y)h] dG(y), x ∈ Rm,
(T ∗hu)(x) := −
1
σm
∫
G
[u(y)(Dgm)(r, |h|)− hu(y)gm(r, |h|)u(y)] dG(y), x ∈ Rm,
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and
(Fhu)(x) :=
1
σm
∫
Γ
[(Dgm)(r, |h|)n(y)u(y) + gm(r, |h|)n(y)u(y)h] dΓ(y), x ∈ Rm \ Γ ,
(F ∗hu)(x) := −
1
σm
∫
Γ
[u(y)n(y)(Dgm)(r, |h|)− hu(y)n(y)gm(r, |h|)u(y)] dΓ(y), x ∈ Rm \ Γ,
where r := |y − x|, n(y) denotes the outward-pointing unit normal vector at the point y and
gm(r, |h|) is a solution of the Yukawa equation ∆u− |h|2u = 0.
The Borel-Pompeiu formulae are then attained:
(Fhu)(x) + (ThLhu)(x) =
{
u(x) , x ∈ G
0 , x ∈ IRm \G
and
(F ∗hu)(x) + (T
∗
hL
∗
hu)(x) =
{
u(x) , x ∈ G
0 , x ∈ IRm \G .
2.2.2.6 Complex Clifford valued Holomorphic Functions
This section considers two other structures of holomorphy in the even-dimensional spaces studied
by F. Sommen in [147]; they are called isotonic functions, and S. Bernstein [18], calledD-operator.
In the even-dimensional Euclidean space, F. Sommen introduced the so-called isotonic Dirac
system with the Dirac operators acting from both sides in the half dimensions. Let G be a
bounded domain in R2m with a sufficient smooth boundary Γ, and let f be a function defined
in G taking values in the complex Clifford algebra Clm(C) generated by {e1, . . . , em}. Then the
function f is called isotonic if it satisfies the so-called isotonic system (see [147]):
(Dx1f)(x) + i(f˜Dx2)(x) = 0,
where Dx1 :=
∑m
j=1
∂
∂xj
ej and Dx2 :=
∑m
j=1
∂
∂xm+j
ej . Here f˜ denotes the main involution or
inversion of f .
If f is a scalar function then it is holomorphic function with respect to m complex variables
xj + ixm+j (j = 1, . . . ,m), and(
∂
∂xj
+ i
∂
∂xm+j
)
f = 0, j = 1, . . . ,m.
Furthermore, isotonic functions taking values in the real Clifford algebras satisfy the following
system: {
(Dx1f)(x) = 0,
(f˜Dx2)(x) = 0.
This system leads to the so-called two-sided biregular functions [22], which are also harmonic
functions in R2m. It can be shown that any two-sides biregular mapping (f1, f2) defines an
isotonic function f = f1 + if2.
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We then obtain the Borel-Pompeiu formula for complex Clifford valued functions in C1(G); see
[22]:
1
2σ2m
∫
G
{
(y
1
− x1)(∂y1f(y) + if˜(y)∂y2)
|y − x|2m +
(f(y)∂y
2
− i∂y
1
f˜(y))(y
2
− x2)
|y − x|2m
}
dG(y)
− 1
2σ2m
∫
Γ
{
(y
1
− x1)(n1f(y) + if˜(y)n2)
|y − x|2m +
(f(y)n2 − in1f˜(y))(y2 − x2)
|y − x|2m
}
dΓ(y) = f(x).
F. Sommen et al. introduced another notion of holomorphy in complex Clifford algebras [148],
which is referred to as Hermitian Dirac equation
(Dx + iDx|)f(x) = 0,
where
x :=
m∑
j=1
(ejxj + em+jxm+j) , x| :=
m∑
j=1
(ejxm+j − em+j∂xj) ,
and
Dx :=
m∑
j=1
(
ej
∂
∂xj
+ em+j
∂
∂xm+j
)
, Dx| :=
m∑
j=1
(
ej
∂
∂xm+j
− em+j ∂
∂xj
)
.
The solutions of the corresponding system{
Dxf(x) = 0,
Dx|f(x) = 0,
are called h-monogenic functions (h hints the concept "Hermitean").
For f ∈ C1(G) the (fake) Cauchy kernel
E(x) :=
1
2ω2m−1
ix| − x
|x|2m
leads to the Martinelli-Bochner formula [148]:1 + i
m
m∑
j=1
ejej+m
 f(x) = ∫
Γ
E(y − x)(n(y) + in|(y))f(y)dΓ(y)
−
∫
G
E(y − x)((∂y + i∂y|)f(y))dG(y)− (AGf)(x),
with
(AGf)(x) := lim
→0
AG,(f)(x),
where
(AG,f)(x) :=
∫
G\B(x,)
2i
ω2m−1
n(y − x)(y| − x|) + |y − x|2∑mj=1 ejem+j
|y − x|2m+2 f(y)dG(y).
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Now, let us consider another notion of holomorphic complex Clifford valued functions, which was
studied by S. Bernstein in [18, 19]. The complex Clifford valued functions are of the form
f(x,y) : G ∈ R2m → Clm(C),
where x,y ∈ Rm and (x,y) can be identified by z = x+ iy; x, y ∈ Clm(R). A generalization of
the CR-operator in the complex plane can be then given as follows:
D := Dx + iDy,
where Dx :=
∑m
j=1
∂
∂xj
ej and Dy :=
∑m
j=1
∂
∂yj
ej . The operator D is not elliptic in contrast to
the usual generalized CR-operators. A function f is called holomorphic in G if it fulfills
Df(x,y) = 0 , ∀ (x,y) ∈ G. (2.2.1)
Hence for all components we have(
∂
∂xj
+ i
∂
∂yj
)
f(x,y) = 0, j = 1, . . . ,m.
Remark 2.2.1. Following (2.2.1), the product of holomorphic functions is holomorphic. Besides,
the fact that ∆ 6= DD, the holomorphic functions are harmonic since ∆ = Sc(DD) = Sc(DD).
A Teodorescu operator and a Cauchy-Fueter operator can be, respectively, defined by [18]:
(TGu)(x, y) :=
∫
G
{u(ξ, η)(KDξ)((ξ, η)− (x, y))− i(DηK)((ξ, η)− (x, y))u(ξ, η)} dξdη,
(FΓu)(x, y) := −
∫
Γ
{u(ξ, η)dσ(KDξ)((ξ, η)− (x, y))− i(DηK)((ξ, η)− (x, y))dσu(ξ, η)} ,
where u ∈ C1(Clm(C)), (x, y) ∈ G and
K((ξ, η)− (x, y)) := 1
2(1−m)ω2m−1
1
((ξ − x)2 + (η − y)2)m−1 ,
with ω2m−1 the surface area of the unit sphere in R2m. Now, if the functions u(x, y) are restricted
to the scalar functions taking complex values, then the Borel-Pompeiu formula is obtained [18]∫
G
{
(Du)(ξ, η)(KDξ)((ξ, η)− (x, y))− i(DηK)((ξ, η)− (x, y))(Du)(ξ, η)
}
dξdη
−
∫
Γ
{u(ξ, η)dσ(KDξ)((ξ, η)− (x, y))− i(DηK)((ξ, η)− (x, y))dσu(ξ, η)} = u(x, y).
In the case of scalar functions, the Borel-Pompeiu formula is well-known as the Martinelli-
Bochner formula.
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2.2.3 Discrete Structure of L-Holomorphy
In this section, we will study the notion of discretization of quaternion holomorphy, which was
introduced in the habilitation paper of K. Gürlebeck [59]. The idea is based on the approximation
of the partial derivatives by finite differences on lattices. We first define a domain as well as its
boundary on the lattice. Let
R3h := {x := (x1, x2, x3)T = (ih, jh, kh)T : i, j, k ∈ N0; h > 0, h ∈ R}
be an equidistant lattice in R3 with meshwidth h. Then the lattice (or discrete) domain of
G ⊆ R3 is given by
Gh := G ∩ R3h.
A point x ∈ Gh belongs to the boundary Γh of Gh if it has at least one neighbour lying in the
domain R3h \Gh, that is
Γh := {x ∈ Gh : dist(x, co(Gh)) ≤
√
3h}.
Let f(x) := f0(x) + f1(x)e1 + f2(x)e2 + f3(x)e3 =: f0(x) + f(x) be a function defined on Gh,
where f l(l = 0, 1, 2, 3) are real-valued functions defined on Gh. We set fi,j,k := f(ih, jh, kh).
The discrete inner product of two discrete functions f and g is given by
〈f, g〉h :=
∑
x∈Gh
f(x)g(x)h3.
The discrete Hilbert spaces X = W 12,h(Gh), Y = L2,h(Gh), Z = W
1
2
2,h(Gh) are defined similarly
the ones in the continuous case [59, 72]. We denote by V ±l,h(x) the translation of x ∈ Gh through
±h in the xl-direction (l = 1, 2, 3). The discretization of the partial derivatives ∂∂xl is given by
(D±h,lf)(x) := ±
1
h
[
f(V ±l,h(x))− f(x)
]
.
We then obtain the discrete Dirac operator as follows:
(D±h f)(x) :=
3∑
l=1
(D±h,l)f(x)el.
Consequently, the discrete Laplacian can be defined by
∆3,hf :=
3∑
l=1
D+h,lD
−
h,lf
or
∆˜3,hf := D
+
hD
−
h f =
3∑
l=1
3∑
m=1
elemD
+
h,lD
−
h,mf.
We assume that e±h are the discrete fundamental solutions of D
±
h . The discrete Teodorescu
transform and the discrete Cauchy-Fueter operator are introduced as follows:
(T±h u)(x) :=
∑
y∈G˜h
e±h (x− y)f(y)h3,
(F±h u)(x) :=
∑
y∈γ±h
e±h (x− y)α(y)f(y)h2,
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where α(y) denotes the normal vector, (Gh\Γh) ⊆ G˜h ⊆ Gh and γ±h ⊂ Γh with ker trγ±h ∩kerD
±
h =
0. For more details see [59, 72].
Following [59, 72], the corresponding mean value formula is given by
f(x) = (F±h f)(x) + T
±
h D
±
h f(x).
It is rather complicated to find a suitable discrete fundamental solution eh of discrete Laplacian
∆˜3,h. However, from the relation of ∆˜3,h and ∆3,h (see proposition stated below), eh(x) can be
derived from the fundamental solution Eh(x) of ∆h [59, 72]:
−∆hEh(x) = −
3∑
l=1
D−l,hD
+
l,hEh(x) = δh(x) =
{
h−3, x = 0
0, x ∈ R3h \ {0}
.
Using the discrete Fourier-Transform [59, 72] we have
Eh(x) =
1
(
√
2pi)3
RhF
(
1
d2
)
,
where the function d is defined as follows
d2 =
4
h2
(
sin2
hξ1
2
+ sin2
hξ2
2
+ sin2
hξ3
2
)
and Rhu is the restriction of the continuous function u onto the lattice R3h. We have |Eh| ≤ C|x|m
with a certain m > 0 depending on the properties of the difference operator
e±h (x) := D
∓
j,hEh(x).
The approximation is given in the following proposition.
Proposition 2.2.2. The Laplacian operator ∆˜3,h can be approximated by the Laplacian ∆3,h
with the residual of the order O(h). Moreover, the order O(h2) is attained if the function f
satisfies the following system:
− ∂
3f1
∂x3∂x22
+
∂3f1
∂x23∂x2
− ∂
3f2
∂x1∂x23
+
∂3f2
∂x21∂x3
− ∂
3f3
∂x2∂x21
+
∂3f3
∂x22∂x1
= 0,
∂3f0
∂x3∂x22
− ∂
3f0
∂x23∂x2
+
∂3f3
∂x1∂x23
− ∂
3f3
∂x21∂x3
− ∂
3f2
∂x2∂x21
+
∂3f2
∂x22∂x1
= 0,
− ∂
3f3
∂x3∂x22
+
∂3f3
∂x23∂x2
+
∂3f0
∂x1∂x23
− ∂
3f0
∂x21∂x3
+
∂3f1
∂x2∂x21
− ∂
3f1
∂x22∂x1
= 0,
∂3f2
∂x3∂x22
− ∂
3f2
∂x23∂x2
− ∂
3f1
∂x1∂x23
+
∂3f1
∂x21∂x3
+
∂3f0
∂x2∂x21
− ∂
3f0
∂x22∂x1
= 0.
(2.2.2)
Proof. We begin by computing the Laplacian operator ∆˜3,h applied to the scalar part f0 of f :
∆˜3,hf
0 = D+hD
−
h f
0 =
3∑
l=1
3∑
m=1
elemD
+
h,lD
−
h,mf
0
= −e0(D+1,hD−1,h +D+2,hD−2,h +D+3,hD−3,h)f0 + e1(D+2,hD−3,h −D+3,hD−2,h)f0
+ e2(D
+
3,hD
−
1,h −D+1,hD−3,h)f0 + e3(D+1,hD−2,h −D+2,hD−1,h)f0
= −∆hf0 + e1(D+2,hD−3,h −D+3,hD−2,h)f0
+ e2(D
+
3,hD
−
1,h −D+1,hD−3,h)f0 + e3(D+1,hD−2,h −D+2,hD−1,h)f0.
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Let us now consider the e1-part. The calculations for the remaining parts are similar and are
therefore straightforward. We have
(D+2,hD
−
3,h −D+3,hD−2,h)f0i,j,k
=
1
h
D+2,h(f
0
i,j,k − f0i,j,k−1)−
1
h
D+3,h(f
0
i,j,k − f0i,j−1,k)
=
1
h2
(f0i,j+1,k − f0i,j+1,k−1 + f0i,j,k−1 − f0i,j,k+1 + f0i,j−1,k+1 − f0i,j−1,k) =: A.
The Taylor expansions of the function f0 with respect to the variables x2 and x3 lead to
f0i,j+1,k = f
0
i,j,k + h∂2f
0
i,j,k +
h2
2
∂22f
0
i,j,k +
h3
6
∂32f
0
i,j,k +O(h
4),
f0i,j−1,k = f
0
i,j,k − h∂2f0i,j,k +
h2
2
∂22f
0
i,j,k −
h3
6
∂32f
0
i,j,k +O(h
4),
f0i,j,k+1 = f
0
i,j,k + h∂3f
0
i,j,k +
h2
2
∂23f
0
i,j,k +
h3
6
∂33f
0
i,j,k +O(h
4),
f0i,j,k−1 = f
0
i,j,k − h∂3f0i,j,k +
h2
2
∂23f
0
i,j,k −
h3
6
∂33f
0
i,j,k +O(h
4),
f0i,j+1,k−1 = f
0
i,j,k − h(∂3 − ∂2)f0i,j,k +
h2
2
(∂23 − 2∂2∂3 + ∂22)f0i,j,k
−h
3
6
(∂33 − 3∂2∂23 + 3∂22∂3 − ∂32)f0i,j,k +O(h4),
f0i,j−1,k+1 = f
0
i,j,k − h(∂2 − ∂3)f0i,j,k +
h2
2
(∂22 − 2∂3∂2 + ∂23)f0i,j,k
−h
3
6
(∂32 − 3∂3∂22 + 3∂23∂2 − ∂33)f0i,j,k +O(h4),
where ∂l := ∂∂xl (l=1,2,3). Replacing them into A we obtain
A = h∂3∂2(∂2 − ∂3)f0i,j,k +O(h2).
In an analogous way, we get
∆˜3,hfi,j,k = −∆3,hfi,j,k + h∂3∂2(∂2 − ∂3)(−e0f1i,j,k + e1f0i,j,k − e2f3i,j,k + e3f2i,j,k)
+ h∂1∂3(∂3 − ∂1)(−e0f2i,j,k + e1f3i,j,k + e2f0i,j,k − e3f1i,j,k)
+ h∂3∂2(∂2 − ∂3)(−e0f3i,j,k − e1f2i,j,k + e2f1i,j,k + e3f0i,j,k) +O(h2).
It completes our proof.
Remark 2.2.3. If we assume that the scalar and vector parts of f are holomorphic in the
continuous sense, then it holds
∂f0
∂x1
=
∂f0
∂x2
=
∂f0
∂x3
= 0,
∂f1
∂x1
+
∂f2
∂x2
+
∂f3
∂x3
= 0,
∂f3
∂x1
=
∂f1
∂x3
,
∂f2
∂x1
=
∂f1
∂x2
,
∂f3
∂x2
=
∂f2
∂x3
.
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Hence the system (2.2.2) becomes the following less complicate system:
(
∂3
∂x33
− ∂
3
∂x1∂x23
− ∂
3
∂x1∂x22
+
∂3
∂x32
)
f1 = 0,(
∂3
∂x33
− ∂
3
∂x2∂x23
− ∂
3
∂x2∂x21
+
∂3
∂x31
)
f2 = 0,(
∂3
∂x32
− ∂
3
∂x3∂x22
− ∂
3
∂x3∂x21
+
∂3
∂x31
)
f3 = 0.
2.3 The Taylor Type and Taylor-Gontcharov Type Formulae
It is well-known that the Taylor formula gives an approximation for a k-times differentiable func-
tion in the neighborhood of a given point, and therefore, it can be seen as a local approximation.
In this section, based on the above-defined operators, the Taylor type formula will be proved.
Then the Taylor-Gontcharov type formula is given as a generalization of the Taylor type formula.
2.3.1 The Taylor Type Formula
Using similar ideas as in the theory of right invertible operators (cf. D. Przeworska-Rolewicz,
[124]) one has with Ym = D(Lm) ⊂ Y (m is a natural number) the operators
Lj : Ym → Xm−j , P : Zm−j → Ym−j , PTr : Ym−j → Ym−j ,
T j : Xm−j → Ym (0 ≤ j ≤ m− 1).
Here Ym ⊆ . . . ⊆ Y2 ⊆ Y1 and L0 = T 0 = I.
Proposition 2.3.1. The following properties are fulfilled:
(i) The operators T jPTrLj (0 ≤ j ≤ m− 1) are projections on Ym;
(ii) The projections T jPTrLj (0 ≤ j ≤ m− 1) are complementary on Ym; that means
(T jPTrLj)(T kPTrLk) = (T kPTrLk)(T jPTrLj) = 0
for all 0 ≤ j, k ≤ m− 1 and k 6= j.
Proof. From the assumption PTrP = P and Corollary 2.1.4 it follows that
(T jPTrLj)(T jPTrLj) = T jPTrLjT jPTrLj = T jPTrPTrLj = T jPTrLj .
That mean T jPTrLj are projections on Ym. To prove property (ii) we also use Corollary 2.1.4.
From LT = I, it is easy to see that LjT j = I. Having in mind that PTrT = 0 and LjT j = I we
obtain for j < k:
(T jPTrLj)(T kPTrLk) = T jPTrLjT kPTrLk = T jPTrT k−jPTrLk = 0,
i.e.
(T jPTrLj)(T kPTrLk) = 0 (0 ≤ j < k ≤ m).
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Now, recalling from Corollary 2.1.4 that LPTr = 0, we have
(T kPTrLk)(T jPTrLj) = T kPTrLkT jPTrLj = T kPTrLk−jPTrLj = 0;
that is,
(T kPTrLk)(T jPTrLj) = 0 (0 ≤ j < k ≤ m).
Hence all T jPTrLj(0 ≤ j ≤ m) are complementary on Ym.
We obtain the following result:
Corollary 2.3.2. The operator
Pm :=
m−1∑
j=0
T jPTrLj = T 0PTrL0 + T 1PTrL1 + . . .+ Tm−1PTrLm−1
is a projection on Ym−1.
Proof. From Proposition 2.3.1 it follows that
(Pm)
2 = (T 0PTrL0 + T 1PTrL1 + . . .+ Tm−1PTrLm−1)2
= (T 0PTrL0)2 + (T 1PTrL1) + . . .+ (Tm−1PTrLm−1)2
= T 0PTrL0 + T 1PTrL1 + . . .+ Tm−1PTrLm−1 = Pm.
Corollary 2.3.3. The operators Pm, Tm and Lm have the following relations:
(i) The operator Tm is the right-inverse to the operator Lm, i.e. LmTm = I;
(ii) The operators Lm, Pm satisfy the property LmPm = 0;
(iii) It holds PmTm = 0.
Proof. Statement (i) is a consequence of Corollary 2.1.4. To prove Statement (ii), one uses the
identities LPTr = 0 and LjT j = I for 0 ≤ j ≤ m− 1. It follows that
LmPm =
m−1∑
j=0
LmT jPTrLj =
m−1∑
j=0
Lm−jPTrLj = 0.
Analogously, we have for Statement (iii) with the assumption PTrT = 0:
PmT
m =
m−1∑
j=0
T jPTrLjTm =
m−1∑
j=0
T jPTrTm−j = 0.
Theorem 2.3.4 (Taylor type formula). Let L be a right invertible operator that is defined from
an injection T and an initial value projection PTr. Then for m = 1, 2, ... the following identity
holds for u ∈ Ym
u =
m−1∑
j=0
T jPTrLju+ TmLmu. (2.3.1)
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Proof. To begin with, we have ker Tm = {0} by the assumption that T is an injection and
im Tm ⊂ Ym = D(Lm). Corollaries 2.3.2 and 2.3.3 show that Pm is a projection and PmTm = 0.
Furthermore, it is easy to verify that im Tm∩ im Pm = {0}. Indeed, let u ∈ im Tm∩ im Pm then
u = Pmv = T
mw, (v ∈ Ym−1, w ∈ X).
Since PmTm = 0, we get
u = Pmv = PmPmv = PmT
mw = 0.
Let B be the unique right inverse to Tm. Hence from the mean value formula it follows that
u = Pmu+ T
mBu with D(B) := imTm ⊕ imPm.
We will now show that Lm also satisfies the above formula. By applying the mean value formula
for Lju we get
Lju = PTrLju+ TLj+1u (0 ≤ j ≤ m− 1).
Applying the operators T j (0 ≤ j ≤ m− 1) to both sides, we have
T 0L0u = T 0PTrL0u+ TLu,
TLu = TPTrLu+ T 2L2u,
· · ·
Tm−1Lm−1u = Tm−1PTrLm−1u+ TmLmu.
Sum up all identities we obtain
u = T 0L0u = T 0PTrL0u+ TPTrLu+ . . .+ Tm−1PTrLm−1u+ TmLmu
= Pmu+ T
mLmu.
Then the property of uniqueness of right inverse operator leads to B = Lm. This completes the
proof of our theorem.
Remark 2.3.5. The Taylor type formula can be viewed as a generalization of the mean value
formula (2.1.1). Indeed, set m = 1 in the formula (2.3.1) one obtains the mean value formula.
We end up this section by giving some examples of the Taylor type formula starting from the
realization in real analysis.
Example 1. For all functions u ∈ C1[0, 1], we recall that
L :=
d
dt
, T :=
t∫
0
·dτ,
P := I and Tr : C1[0, 1]→ R with Tr u = u(0). Then we have
T jPTr(Lju)(t) = (Lju)(0)
tj
j!
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and
(Tmu)(t) =
t∫
0
(t− τ)m−1
(m− 1)! u(τ)dτ.
Hence Theorem 2.3.4 yields the classical Taylor formula
u(t) =
m−1∑
j=0
(Lju)(0)
tj
j!
+
t∫
0
(t− τ)m−1
(m− 1)! (L
mu)(τ)dτ.
Next the Taylor type formula will be illustrated by an example in fractional calculus.
Example 2. In [116] J.D. Munkhammar gave the Taylor type formula based on fractional calculus.
Let u(t) ∈ C1([a, b]). The Riemann-Liouville fractional integral of order α is given by
(Tu)(t) := Iαa+u(t) =
1
Γ(α)
t∫
a
u(s)
(t− s)1−αds,
and the Riemann–Liouville fractional derivative of order α is as follows:
(Lu)(t) := Dαa+u(t) =
1
Γ(1− α)
d
dt
t∫
a
u(s)
(t− s)αds,
where α ∈]0, 1[. Hence
Dαa+I
α
a+ = I.
Let α > 0, m ∈ Z+ and u(t) ∈ C [α]+m+1([a, b]). The Taylor type formula is
u(t) =
m−1∑
k=−m
Dα+ka+ u(t0)
Γ(α+ k + 1)
(t− t0)α+k + Iα+ma+ Dα+ma+ u(t),
for all a ≤ t0 < t ≤ b.
2.3.2 The Taylor-Gontcharov Type Formula
We now assume that the operators Pj , Lj and Tj satisfy the following identity:
I = Pj + TjLj , for j ≥ 1.
Corollary 2.3.6 (Taylor-Gontcharov type formula). Letm be a positive integer. A generalization
of the Taylor type formula leads to the Taylor-Gontcharov type formula:
u =
m−1∑
j=0
T0T1...TjPj+1Lj ...L1L0u+ T1...TmLm...L1u, (2.3.2)
with L0 = T0 = I.
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Proof. We will give the proof by induction. For m = 1 we have
u = P1u+ T1L1u.
Suppose that formula (2.3.2) holds for m = k, k ∈ N∗. We will prove that it is also fulfilled for
m = k + 1. Indeed, we have
T1...Tk+1Lk+1...L1u = T1...Tk(Tk+1Lk+1)Lk...L1u = T1...Tk(I − Pk+1)Lk...L1u
= T1...TkLk...L1u− T1...TkPk+1Lk...L1u
= I −
k−1∑
j=0
T0T1...TjPj+1Lj ...L1L0u− T1...TkPk+1Lk...L1u
= I −
k∑
j=0
T0T1...TjPj+1Lj ...L1L0u.
The Taylor-Gontcharov type formula is illustrated by the following example on a lattice domain.
Example 3. Let Gh be the lattice of a bounded domain G and ∆h = D+hD
−
h be the discretized
Laplace operator. We consider the following problem:
∆hu = f in Gh,
trΓP
+
Γh
u = g0 on Γh,
trΓhD
−
h u = g1 on Γh.
Γh is the numerical boundary of G for a meshwidth h. A solution is given by
u = F−h g0 + T
−
h F
+
h (trΓhT
−
h F
+
h )
−1T−h D
−
h g1 + T
−
h QhT
+
h f
with the Bergman projection
Ph = F
+
h (trΓhT
−
h F
+
h )
−1trΓhT
−
h .
The operators in the Taylor-Gontcharov type formula are chosen as follows:
L1 := D
−
h , L2 := D
+
h , P1 := F
−
h , P2 := F
+
h , T1 := T
−
h , T2 := T
+
h .
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3 Systems of A-Holomorphic Functions over
Cylindrical Domains
In real quaternionic analysis, holomorphic functions play an important role in the study of series
expansions. Further investigation of those series requires the underlying basis functions, which
satisfy most of the properties we know from complex analysis, in particular that the derivative
of a basis function is another basis function. That leads to the definition of Appell system of
polynomial solutions of the Riesz and (modified) Moisil-Teodorescu systems within quaternionic
analysis. There is however a difficulty: it is not so easy to prove the orthogonality of the
underlying polynomials for domains different from a ball; see I. Cação et al. [26, 28, 29] and
J. Morais et al. [64, 65, 66, 67, 105, 110, 111, 112]. This chapter studies such systems in
axisymmetric domains, specially in cylindrical domains.
The starting point of our consideration is a complete orthonormal system of homogeneous A-
holomorphic polynomials explored in [26, 105], which is orthogonal over the unit ball with respect
to a certain real-valued inner product. By converting these polynomials into cylindrical coordi-
nates, we prove that for each degree n ∈ N0 the polynomials form an orthogonal Appell basis
with respect to the real-valued inner product (1.1.9) in finite cylinders of R3. The representa-
tions of these polynomials are given explicitly and expressed in terms of products of associated
Legendre functions and Chebyshev polynomials. Some properties of the system are also proved,
such as its periodicity and parity, recurrence formulae. An interesting observation shows that the
set formed by the scalar parts of the basis elements forms also an orthogonal Appell system in a
cylindrical geometry. Moreover, we study the zeros of these polynomials and give their geometric
interpretation. To proceed further, we generalize the results to the space of square integrable
quaternion-valued functions by introducing an orthogonal Appell system of polynomial solutions
of the (modified) Moisil-Teodorescu system, also called H-valued holomorphic system, with re-
spect to a quaternion-valued inner product in finite cylinders of R3. Some similar properties of
this system are accomplished as well.
A disadvantage is that the above systems are not entirely orthogonal for different degrees, and
therefore, they do not form bases for the square integrable A-holomorphic (resp. H-valued
holomorphic) function spaces. In order to obtain the full orthogonality of the underlying A-
holomorphic (resp. H-valued holomorphic) function systems, the second section begins with the
cylindrical harmonic system in infinite cylinders. It is well-known that those functions are built
in terms of Bessel functions of the first kind, Chebyshev polynomials and hyperbolic functions.
New countably infinite explicit systems of A-holomorphic functions (resp. H-valued holomorphic
functions) are introduced. We prove that they are orthogonal with respect to the real-valued
(resp. H-valued) inner product in an infinite cylinder. Finally, we study the A-hypercomplex
derivatives of the underlying functions.
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3.1 Orthogonal Appell Systems of A-Holomorphic Polynomials in
Finite Cylinders
In this section, based on the well-known complete orthogonal homogeneous A-holomorphic poly-
nomial system defined in the balls given by I. Cação [26, 29], K. Gürlebeck and J. Morais
[64, 65, 66, 105, 111, 112], we construct an orthogonal Appell system of homogeneous A-
holomorphic polynomials defined in a finite cylinder of R3. Our techniques can be extended
to different types of domains such as axisymmetric domains, including the torus and circular
hyperboloids.
3.1.1 An Orthogonal Appell System of Homogeneous A-Holomorphic
Polynomials in the Balls
We start by recalling the orthogonal basis of homogeneous polynomial solutions of the Riesz
system in R3 introduced by K. Gürlebeck and J. Morais [64, 65, 66, 105, 111, 112].
Let us introduce the spherical coordinates:
x0 = r cos θ, x1 = r sin θ cosϕ, x2 = r sin θ sinϕ,
where r ∈ (0,+∞), θ ∈ [0, pi) and ϕ ∈ [0, 2pi). It has been shown in [105] that for each n ∈ N0
there exists a complete orthogonal set of special homogeneousA-holomorphic polynomials defined
in the unit ball
{Xl,†n , Ym,†n : l = 0, . . . , n+ 1, m = 1, . . . , n+ 1} (3.1.1)
with the explicit formulae in spherical coordinates
Xl,†n (r, θ, ϕ) := r
n
{
(n+ l + 1)
2
P ln(cos θ)Tl (cosϕ)
+
1
4
P l+1n (cos θ) [Tl+1 (cosϕ) e1 + sinϕUl (cosϕ) e2]
+
1
4
(n+ l + 1)(n+ l)P l−1n (cos θ) [−Tl−1 (cosϕ) e1 + sinϕUl−2 (cosϕ) e2] } ,
l = 0, . . . , n+ 1
and
Ym,†n (r, θ, ϕ) := r
n
{
(n+m+ 1)
2
Pmn (cos θ) sinϕUm−1 (cosϕ)
+
1
4
Pm+1n (cos θ) [sinϕUm (cosϕ) e1 − Tm+1 (cosϕ) e2]
− 1
4
(n+m+ 1)(n+m)Pm−1n (cos θ) [sinϕUm−2 (cosϕ) e1 + Tm−1 (cosϕ) e2] } ,
m = 1, . . . , n+ 1,
where P ln are the associated Legendre functions of degree n and index l, Tl and Ul are the
Chebyshev polynomials of the first and second kind, respectively. We notice that the associ-
ated Legendre function P 0n coincides with the Legendre polynomial Pn, the associated Legendre
function P−1n is defined by P−1n = − 1n(n+1)P 1n , and P ln are the zero function for l ≥ n+ 1.
It was shown in [64, 65, 66, 105, 111, 112] that the system (3.1.1) maintains many well-known
properties analogous to the ones of complex powers zn. For more details, we refer the reader to
[64, 65, 66, 105, 111, 112] and [26].
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3.1.2 An Orthogonal Appell System of Homogeneous A-Holomorphic
Polynomials in Finite Cylinders
In this section, we consider an Appell system of homogeneousA-holomorphic polynomials defined
in a finite cylinder. The differences and similarities of this system will be point out compared to
the system over a ball.
We start by converting the homogeneous A-holomorphic polynomials Xl,†n (l = 0, . . . , n+ 1) and
Ym,†n (m = 1, . . . , n + 1) into cylindrical coordinates. To do this let us begin by recalling the
cylindrical coordinates in three dimensions
x0 = z, x1 = ρ cosϕ, x2 = ρ sinϕ,
where z ∈ (−∞,+∞), ρ ∈ [0,+∞) and ϕ ∈ [0, 2pi). The inverse cosine ϕ = arccos
(
x1
ρ
)
if ρ > 0
and ϕ = 0 if ρ = 0. Then each point x = (x0, x1, x2) ∈ R3 \ {(0, 0, 0)} can be represented by a
reduced quaternion given in cylindrical coordinates
x = z + ρ cosϕe1 + ρ sinϕe2,
where |x| =
√
z2 + ρ2 be the absolute value of x.
For the convenience, let us consider from now on a new system of homogeneous A-holomorphic
polynomials
{X ln, Ymn : l = 0, . . . , n+ 1, m = 1, . . . , n+ 1}, (3.1.2)
which differs from the system of Xl,†n and Ym,†n only by multiplying the factors n!(l+1)!(n+l+1)! and
n!(m+1)!
(n+m+1)! , respectively.
Based on the representations of the system (3.1.1), we have the following homogeneous A-
holomorphic polynomials in cylindrical coordinates:
X ln(z, ρ, ϕ) := (
√
z2 + ρ2)n
{
n!(l + 1)!
2 (n+ l)!
P ln
(
z√
z2 + ρ2
)
Tl (cosϕ)
+
n!(l + 1)!
4 (n+ l + 1)!
P l+1n
(
z√
z2 + ρ2
)
[Tl+1 (cosϕ) e1 + sinϕUl (cosϕ) e2]
+
n!(l + 1)!
4 (n+ l − 1)! P
l−1
n
(
z√
z2 + ρ2
)
[−Tl−1 (cosϕ) e1 + sinϕUl−2 (cosϕ) e2] } ,
l = 0, . . . , n+ 1
and
Ymn (z, ρ, ϕ) := (
√
z2 + ρ2)n
{
n!(m+ 1)!
2 (n+m)!
Pmn
(
z√
z2 + ρ2
)
sinϕUm−1 (cosϕ)
+
n!(m+ 1)!
4 (n+m+ 1)!
Pm+1n
(
z√
z2 + ρ2
)
[sinϕUm (cosϕ) e1 − Tm+1 (cosϕ) e2]
− n!(m+ 1)!
4 (n+m− 1)! P
m−1
n
(
z√
z2 + ρ2
)
[sinϕUm−2 (cosϕ) e1 + Tm−1 (cosϕ) e2] } ,
m = 1, . . . , n+ 1.
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For simplicity, we will often write X ln and Ymn instead of X ln(z, ρ, ϕ) and Ymn (z, ρ, ϕ).
We proceed by considering the properties of the system (3.1.2) starting from Appell property. We
recall that an Appell set, named after P. Appell [5], is any polynomials set {pn}n=0,1,... satisfying
the identity
dpn(x)
dx
= npn−1(x), n = 1, 2, . . . ,
and the degree of pn is exactly n. Therefore, the polynomial of zero degree p0(x) is non zero
element. The Appell polynomials behave like power-law functions in the complex plane. In
the following, we show that the system (3.1.2) is a hypercomplex Appell set under the A-
hypercomplex differentiation operation.
Theorem 3.1.1. The sequence {X ln,Ymn , l = 0, . . . , n + 1,m = 1, . . . , n + 1;n = 0, 1, ...} is a
hypercomplex Appell set.
Proof. Let us start with the conjugate of the generalized Cauchy-Riemann operator (1.2.3) in
cylindrical coordinates
D = ∂
∂z
− e1
(
cosϕ
∂
∂ρ
− 1
ρ
sinϕ
∂
∂ϕ
)
− e2
(
sinϕ
∂
∂ρ
+
1
ρ
cosϕ
∂
∂ϕ
)
,
that leads to
D +D = 2 ∂
∂z
.
Therefore, from DX ln = 0H with a fixed l = 0, . . . , n+ 1, we have
(
1
2
D)X ln =
∂
∂z
X ln.
For simplicity, we make the change of variables z = r cos θ and ρ = r sin θ and apply (12D) to
each part of X ln, we obtain for the scalar part
∂
∂z
[X ln]0 =
(
cos θ
∂
∂r
− 1
r
sin θ
∂
∂θ
)
n!(l + 1)!
2 (n+ l)!
rnP ln(cos θ)Tl(cosϕ)
=
n!(l + 1)!
2 (n+ l)!
rn−1Tl(cosϕ)
(
n cos θP ln(cos θ) + sin
2 θ
d
dt
[P ln(t)]t=cos θ
)
= n (
√
z2 + ρ2)n−1
(n− 1)!(l + 1)!
2 (n+ l − 1)! P
l
n−1
(
z√
z2 + ρ2
)
Tl(cosϕ)
= n [X ln−1]0.
3.1 Orthogonal Appell Systems of A-Holomorphic Polynomials in Finite Cylinders 63
On the other hand, we have for the e1 part
∂
∂z
[X ln]1 =
(
cos θ
∂
∂r
− 1
r
sin θ
∂
∂θ
)
n!(l + 1)!
2 (n+ l + 1)!
rnP l+1n (cos θ)Tl+1(cosϕ)
−
(
cos θ
∂
∂r
− 1
r
sin θ
∂
∂θ
)
n!(l + 1)!
2 (n+ l − 1)! r
nP l−1n (cos θ)Tl−1(cosϕ)
= n (
√
z2 + ρ2)n−1
(n− 1)!(l + 1)!
2 (n+ l)!
P l+1n−1
(
z√
z2 + ρ2
)
Tl+1(cosϕ)
− n (
√
z2 + ρ2)n−1
(n− 1)!(l + 1)!
2 (n+ l − 2)! P
l−1
n−1
(
z√
z2 + ρ2
)
Tl−1(cosϕ)
= n [X ln−1]1.
In an analogous way, we prove for the last part ∂∂z [X ln]2 = n [X ln−1]2. Finally, for a fixed
l = 0, . . . , n+ 1 it holds
(
1
2
D)X ln = nX ln−1.
In the same way, for a fixed m = 1, . . . , n + 1 we have (12D)Ymn := nYmn−1. It is clear from the
representations of X ln and Ymn that they are of the degree n. Moreover, we have X 00 = X 10e1 =
Y10e2 = 12 . Thus following [5], the sequence {X ln,Ymn , l = 0, . . . , n + 1,m = 1, . . . , n + 1;n =
0, 1, ...} is a hypercomplex Appell set.
The previous theorem induces the following results:
Corollary 3.1.2. For each n ∈ N0, the homogeneous A-holomorphic polynomials X ln (l =
0, . . . , n+ 1) and Ymn (m = 1, . . . , n+ 1) fulfill:
(i) The polynomials X n+1n and Yn+1n are A-hyperholomorphic constants. Furthermore, they
do not depend on variable z and are given in the following forms
X n+1n (ρ, ϕ) = ρn
(n+ 2)!
2n+2
[−Tn (cosϕ) e1 + sinϕUn−1 (cosϕ) e2] ,
Yn+1n (ρ, ϕ) = −ρn
(n+ 2)!
2n+2
[sinϕUn−1 (cosϕ) e1 + Tn (cosϕ) e2] ;
(ii) For each fixed n ∈ N0, i = 1, . . . , n, it holds
(
1
2
D)iX ln =
n!
(n− i)! X
l
n−i, l = 0, . . . , n− i+ 1,
(
1
2
D)iYmn =
n!
(n− i)! Y
m
n−i, m = 1, . . . , n− i+ 1;
(iii) For each fixed n ∈ N0, we have
(
1
2
D)iX 0n = 0H, i ≥ n+ 1
(
1
2
D)iXmn = (
1
2
D)iYmn = 0H, i ≥ n−m+ 2, m = 1, . . . , n+ 1.
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Proof. To prove (i), applying 12D to the polynomials X n+1n and Yn+1n we have
(
1
2
D)X n+1n = nX n+1n−1
and
(
1
2
D)Yn+1n = nYn+1n−1.
Since the associated Legendre functions P ln
(
z√
z2+ρ2
)
= 0 for l > n, the homogeneous A-
holomorphic polynomials X ln and Ymn are zero functions for l,m ≥ n+ 2. Then X n+1n and Yn+1n
are A-hyperholomorphic constants.
For the second part of Statement (i), we try to find the representations of X n+1n and Yn+1n ,
which show that they do not depend on the variable z and do not contain the scalar parts as
well. For simplicity, the calculations for X n+1n will be given, the proof for Yn+1n is similar. Based
on previous representations, for l = n+ 1 we have
X n+1n (z, ρ, ϕ) = (
√
z2 + ρ2)n
n!(n+ 2)!
4 (2n)!
Pnn
(
z√
z2 + ρ2
)
× [−Tn (cosϕ) e1 + sinϕUn−1 (cosϕ) e2] .
Using the additional identity
Pnn
(
z√
z2 + ρ2
)
= (2n− 1)!!(1− z
2
z2 + ρ2
)n/2,
we attain
X n+1n (z, ρ, ϕ) = ρn
(n+ 2)!
2n+2
[−Tn (cosϕ) e1 + sinϕUn−1 (cosϕ) e2] .
The proof of Statement (ii) follows directly from Theorem 3.1.1 by induction on the order i of
the A-hypercomplex derivative. We then attain immediately Statement (iii).
Remark 3.1.3. Statement (iii) is similar to the result of S. Bock and K. Gürlebeck [24]. It shows
that the zeros of the higher differentiations depend not only on the degree n but also on the index
m, which is different from complex analysis. Moreover, we have for each non zero integer number
n
X 0n ∈ (kerDn+1\ kerDn) ∩ kerD,
Xmn , Ymn ∈ (kerDn−m+2\ kerDn−m+1) ∩ kerD, m = 1, . . . , n+ 1,
where D0 is identified with the identity operator.
The structure of the basis polynomials leads to the following recurrence formulae.
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Proposition 3.1.4. For each n ∈ N0, the homogeneous A-holomorphic polynomials X 0n, Xmn
and Ymn (m = 1, . . . , n+ 1) satisfy the following recurrence formulae:
X 0n =
1
2
(X 1ne1 +Y1ne2) ,
Xmn = −
(m+ 1)
2
(Xm−1n e1 −Ym−1n e2)+ 12(m+ 2) (Xm+1n e1 +Ym+1n e2) ,
Ymn = −
(m+ 1)
2
(Ym−1n e1 +Xm−1n e2)+ 12(m+ 2) (Ym+1n e1 −Xm+1n e2) ,
where X 00 = X 10e1 = Y10e2 = 12 and X in = Yjn = 0 for i < 0, j < 1.
Proof. We give the calculations for the homogeneous A-holomorphic polynomials Xmn (m =
1, . . . , n+1). The proofs for X 0n and Ymn (m = 1, . . . , n+1) are similar. From the representations
of Xmn and Ymn , we have
−(m+ 1)
2
(Xm−1n e1 −Ym−1n e2)+ 12(m+ 2) (Xm+1n e1 +Ym+1n e2)
= (
√
z2 + ρ2)n
{
− n!(m+ 1)!
4 (n+m− 1)! P
m−1
n
(
z√
z2 + ρ2
)
Tm−1 (cosϕ) e1
− n!(m+ 1)!
8 (n+m)!
Pmn
(
z√
z2 + ρ2
)[
Tm (cosϕ) e
2
1 + sinϕUm−1 (cosϕ) e2 e1
]
− n!(m+ 1)!
8 (n+m− 2)! P
m−2
n
(
z√
z2 + ρ2
)[−Tm−2 (cosϕ) e21 + sinϕUm−3 (cosϕ) e2 e1]
+
n!(m+ 1)!
4 (n+m− 1)! P
m−1
n
(
z√
z2 + ρ2
)
sinϕUm−2 (cosϕ) e2
+
n!(m+ 1)!
8 (n+m)!
Pmn
(
z√
z2 + ρ2
)[
sinϕUm−1 (cosϕ) e1 e2 − Tm (cosϕ) e22
]
− n!(m+ 1)!
8 (n+m− 2)! P
m−2
n
(
z√
z2 + ρ2
)[
sinϕUm−3 (cosϕ) e1 e2 + Tm−2 (cosϕ) e22
]
+
n!(m+ 1)!
4 (n+m+ 1)!
Pm+1n
(
z√
z2 + ρ2
)
Tm+1 (cosϕ) e1
+
n!(m+ 1)!
8 (n+m+ 2)!
Pm+2n
(
z√
z2 + ρ2
)[
Tm+2 (cosϕ) e
2
1 + sinϕUm+1 (cosϕ) e2 e1
]
+
n!(m+ 1)!
8 (n+m)!
Pmn
(
z√
z2 + ρ2
)[−Tm (cosϕ) e21 + sinϕUm−1 (cosϕ) e2 e1]
+
n!(m+ 1)!
4 (n+m+ 1)!
Pm+1n
(
z√
z2 + ρ2
)
sinϕUm (cosϕ) e2
+
n!(m+ 1)!
8 (n+m+ 2)!
Pm+2n
(
z√
z2 + ρ2
)[
sinϕUm+1 (cosϕ) e1 e2 − Tm+2 (cosϕ) e22
]
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− n!(m+ 1)!
8 (n+m)!
Pmn
(
z√
z2 + ρ2
)[
sinϕUm−1 (cosϕ) e1 e2 + Tm (cosϕ) e22
]}
= (
√
z2 + ρ2)n
{
n! (m+ 1)!
4 (n+m)!
Pmn
(
z√
z2 + ρ2
)
Tm (cosϕ)
− n! (m+ 1)!
4 (n+m− 1)! P
m−1
n
(
z√
z2 + ρ2
)
Tm−1 (cosϕ) e1
+
n! (m+ 1)!
4 (n+m− 1)! P
m−1
n
(
z√
z2 + ρ2
)
sinϕUm−2 (cosϕ) e2
+
n!(m+ 1)!
4 (n+m)!
Pmn
(
z√
z2 + ρ2
)
Tm (cosϕ)
+
n!(m+ 1)!
4 (n+m+ 1)!
Pm+1n
(
z√
z2 + ρ2
)
Tm+1 (cosϕ) e1
+
n!(m+ 1)!
4 (n+m+ 1)!
Pm+1n
(
z√
z2 + ρ2
)
sinϕUm (cosϕ) e2
}
= Xmn , m = 1, . . . , n+ 1.
From the periodicity of Chebyshev polynomials and the properties of the associated Legendre
functions, we have the following properties.
Lemma 3.1.5. The homogeneous A-holomorphic polynomials X ln (l = 0, . . . , n + 1) and Ymn
(m = 1, . . . , n+ 1) are 2pi-periodic with respect to the variable ϕ.
Proof. The proof bases on the periodic properties of Chebyshev polynomials of the first and
second kind. We have then that X ln and Ymn are periodic with period 2pi with respect to the
variable ϕ. It means that for all ϕ it holds
X ln(z, ρ, ϕ+ 2pi) = X ln(z, ρ, ϕ) , l = 0, . . . , n+ 1
Ymn (z, ρ, ϕ+ 2pi) = Ymn (z, ρ, ϕ) , m = 1, . . . , n+ 1.
We show now that a smaller period is not possible. For simplicity, we only prove the case of
Xmn (m = 1, . . . , n + 1), the proof for X 0n and Ymn is similar. It is clear that the period of
Tm−1 (cosϕ) , Tm (cosϕ) and Tm+1 (cosϕ), which are given in detail by
Tm−1 (cosϕ) = cos ((m− 1)ϕ) , Tm (cosϕ) = cos (mϕ) ,
Tm+1 (cosϕ) = cos ((m+ 1)ϕ) ,
is 2pid , where d is the greatest common divisor of m − 1, m, m + 1, respectively. If m ≥ 1 it
follows d = 1.
Proposition 3.1.6. The homogeneous A-holomorphic polynomials X ln (l = 0, . . . , n + 1) and
Ymn (m = 1, . . . , n+ 1) satisfy the following symmetry relations:
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(i) X ln(−z, ρ, ϕ) = (−1)n+lX ln(z, ρ, ϕ); (iv) Ymn (z, ρ, ϕ+ pi) = (−1)mYmn (z, ρ, ϕ);
(ii) Ymn (−z, ρ, ϕ) = (−1)n+lYmn (z, ρ, ϕ); (v) X ln(−z, ρ, ϕ+ pi) = (−1)nX ln(z, ρ, ϕ);
(iii) X ln(z, ρ, ϕ+ pi) = (−1)lX ln(z, ρ, ϕ); (vi) Ymn (−z, ρ, ϕ+ pi) = (−1)nYmn (z, ρ, ϕ)
for l = 0, . . . , n+ 1 and m = 1, . . . , n+ 1.
Proof. Replacing the relation Pn (−t) = (−1)n Pn (t) in the formula of the associated Legendre
function
Pmn (t) = (−1)m(1− t2)
m
2
dm
dtm
(Pn (t)) ,
we obtain Pmn (−t) = (−1)n+m Pmn (t). Apply to our polynomials, Statements (i) and (ii) turn
out. For the properties (iii) and (iv) it is only necessary to consider the relations between the
Chebyshev polynomials of the first and second kind
Tm (cos(ϕ+ pi)) = (−1)mTm (cosϕ) ,
sin (ϕ+ pi)Um (cos(ϕ+ pi)) = (−1)m sinϕUm (cosϕ) .
Statements (v) and (vi) are immediately received from (i)-(iv).
We continue by studying the orthogonality of the homogeneous A-holomorphic polynomials in
a finite cylinder. In [105, 111], the authors proved that the system (3.1.1) is orthogonal in
the ball, and therefore, it forms a basis in the square integrable A-holomorphic function space.
However, besides that most of the polynomials are orthogonal, our new system (3.1.2) is not
entirely orthogonal for different degrees.
In our consideration, a finite cylindrical domain is defined by
Ca,R :=
{|z| ≤ a; 0 ≤ ρ ≤ R; 0 ≤ ϕ < 2pi; a,R ∈ R+} ,
with the length a, the radius R and centered at the origin. In the following, we prove that for a
fixed n the set (3.1.2) preserves its orthogonality with respect to the real-valued inner product
(1.1.9) defined in a cylindrical geometry. The proof can be extended to general axisymmetric
domains.
Lemma 3.1.7. For a fixed n ∈ N0, the set {X ln,Ymn : l = 0, . . . , n + 1,m = 1, . . . , n + 1} is
orthogonal with respect to the real-valued inner product (1.1.9).
Proof. From the definition of the real-valued inner product (1.1.9), for a fixed n ∈ N0 we have
(X l1n ,X l2n )L2(Ca,R,A;R) =
∫
Ca,R
Sc(X l1n X l2n ) dCa,R(x)
=
∫
Ca,R
{
Sc(X l1n )Sc(X l2n ) + [X l1n ]1[X l2n ]1 + [X l1n ]2[X l2n ]2
}
dCa,R(x).
For the scalar part one gets∫
Ca,R
Sc(X l1n )Sc(X l2n ) dCa,R(x) =
(n!)2(l1 + 1)!(l2 + 1)!
4 (n+ l1)!(n+ l2)!
×
∫ a
−a
∫ R
0
ρ(z2 + ρ2)nP l1n
(
z√
z2 + ρ2
)
P l2n
(
z√
z2 + ρ2
)
dρ dz
×
∫ 2pi
0
Tl1 (cosϕ)Tl2 (cosϕ) dϕ = 0, l1 6= l2.
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For the remaining parts it holds∫
Ca,R
(
[X l1n ]1[X l2n ]1 + [X l1n ]2[X l2n ]2
)
dCa,R(x)
= − (n!)
2(l1 + 1)!(l2 + 1)!
16 (n+ l1 + 1)!(n+ l2 − 1)!
×
∫ a
−a
∫ R
0
ρ(z2 + ρ2)nP l1+1n
(
z√
z2 + ρ2
)
P l2−1n
(
z√
z2 + ρ2
)
dρ dz
×
∫ 2pi
0
[
Tl1+1 (cosϕ)Tl2−1 (cosϕ)− (sinϕ)2 Ul1 (cosϕ)Ul2−2 (cosϕ)
]
dϕ
− (n!)
2(l1 + 1)!(l2 + 1)!
16 (n+ l1 − 1)!(n+ l2 + 1)!
×
∫ a
−a
∫ R
0
ρ(z2 + ρ2)nP l2+1n
(
z√
z2 + ρ2
)
P l1−1n
(
z√
z2 + ρ2
)
dρ dz
×
∫ 2pi
0
[
Tl2+1 (cosϕ)Tl1−1 (cosϕ)− (sinϕ)2 Ul2 (cosϕ)Ul1−2 (cosϕ)
]
dϕ.
In case l1 6= l2− 2 or l2 6= l1− 2, from the orthogonality of the Chebyshev polynomials the above
integral is equal to zero. Therefore, we consider now only if l1 = l2 − 2 (analogues l2 = l1 − 2)∫ 2pi
0
[
Tl1+1 (cosϕ)Tl2−1 (cosϕ)− (sinϕ)2 Ul1 (cosϕ)Ul2−2 (cosϕ)
]
dϕ
=
∫ 2pi
0
[
Tl1+1 (cosϕ)Tl1+1 (cosϕ)− (sinϕ)2 Ul1 (cosϕ)Ul1 (cosϕ)
]
dϕ
=
∫ 2pi
0
[
(cos (l1 + 1)ϕ)
2 − (sin (l1 + 1)ϕ)2
]
dϕ = 0, l1 = 0, . . . , n+ 1.
In an analogous way, for the polynomials Ymn (m = 1, . . . , n+ 1), we conclude that
(Ym1n ,Ym2n )L2(Ca,R,A;R) = 0, m1 6= m2 and that (X ln,Ymn )L2(Ca,R,A;R) = 0, for l = 0, . . . , n + 1
and m = 1, . . . , n+ 1, and the lemma is proved.
Lemma 3.1.7 shows the orthogonality of the polynomials over the finite cylinder with the same
degree with respect to the real-valued inner product (1.1.9). Unfortunately, the polynomials
in the system (3.1.2) with the different degrees are not orthogonal in general (see the example
stated below). However, as shown below most of them as well as their parts still satisfy the
orthogonal property.
Example 4. Let us consider the real-valued inner product of X 00 = 12 and X 02 = 14(2z2 − ρ2) −
1
2zρ cosϕe1 − 12zρ sinϕe2. From the real-valued inner product (1.1.9), it holds
(X 00,X 02)L2(Ca,R,A;R) =
∫
Ca,R
Sc(X 00X 02) dCa,R(x) =
∫ a
−a
∫ R
0
∫ 2pi
0
1
8
(2z2 − ρ2)ρdϕ dρ dz
=
pi
4
∫ a
−a
(z2R2 − 1
4
R4) dz =
pi
4
[
2
3
a3R2 − 1
2
aR4
]
6= 0.
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Lemma 3.1.8. The orthogonality of the system{X 0n,Xmn ,Ymn , m = 1, . . . , n+ 1;n = 0, 1, . . .}
in R+(Ca,R;A) with respect to the real-valued inner product (1.1.9) is given as follows:
(i) (X 0n1 ,Xmn2)L2(Ca,R,A;R) = 0, m = 1, . . . , n2 + 1;
(ii) (X 0n1 ,Ymn2)L2(Ca,R,A;R) = 0, m = 1, . . . , n2 + 1;
(iii) (Xm1n1 ,Ym2n2 )L2(Ca,R,A;R) = 0, m1 = 1, . . . , n1 + 1, m2 = 1, . . . , n2 + 1;
(iv) (Xm1n1 ,Xm2n2 )L2(Ca,R,A;R) = 0, if m1 6= m2 or n1 + n2 is odd, m1 = 1, . . . , n1 + 1, m2 =
1, . . . , n2 + 1;
(v) (Ym1n1 ,Ym2n2 )L2(Ca,R,A;R) = 0, if m1 6= m2 or n1 + n2 is odd, m1 = 1, . . . , n1 + 1, m2 =
1, . . . , n2 + 1;
(vi) For a fixed n ∈ N0 the scalar parts of the basis functions form an orthogonal system;
(vii) For a fixed n ∈ N0 the scalar, e1 and e2-parts of the basis functions are mutually orthogonal
in L2(Ca,R);
Proof. The proofs of Statements (i), (ii), (iii), (vi) and (vii) are similar to the one of Lemma
3.1.7. We will prove Statement (iv) and obtain similarly for (v). From the proof of Lemma 3.1.7,
it is clear that the homogeneous A-holomorphic polynomials Xmn are orthogonal for different
indices m. Now let us assume that m1 = m2 = m and n1 + n2 be odd. From the definition of
the real-valued inner product (1.1.9) we have
(Xmn1 ,Xmn2)L2(Ca,R,A;R) =
∫
Ca,R
Sc(Xmn1 Xmn2) dCa,R(x)
=
∫
Ca,R
{
Sc(Xmn1)Sc(Xmn2) + [Xmn1 ]1[Xmn2 ]1 + [Xmn1 ]2[Xmn2 ]2
}
dCa,R(x).
The first part is∫
Ca,R
Sc(Xmn1)Sc(Xmn2) dCa,R(x)
=
n1!n2!((m+ 1)!)
2
4 (n1 +m)!(n2 +m)!
∫ a
−a
∫ R
0
ρ(z2 + ρ2)
n1+n2
2 Pmn1
(
z√
z2 + ρ2
)
Pmn2
(
z√
z2 + ρ2
)
dρ dz
×
∫ 2pi
0
Tm (cosϕ)Tm (cosϕ) dϕ.
We notice from the proof of Proposition 3.1.6 that
Pmn1
(
−z√
(−z)2 + ρ2
)
Pmn2
(
−z√
(−z)2 + ρ2
)
= (−1)n1+n2+2mPmn1
(
−z√
(−z)2 + ρ2
)
Pmn2
(
−z√
(−z)2 + ρ2
)
,
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then the integrand is an odd function with respect to variable z for n1 + n2 odd. Therefore, the
above integral over the symmetric interval [−a, a] is vanishing.
For the remaining parts we have∫
Ca,R
(
[Xmn1 ]1 [Xmn2 ]1 + [Xmn1 ]2 [Xmn2 ]2
)
dCa,R(x)
= − (n1!)(n2!)((m+ 1)!)
2
16 (n1 +m+ 1)!(n2 +m− 1)!
×
∫ a
−a
∫ R
0
ρ(z2 + ρ2)
n1+n2
2 Pm+1n1
(
z√
z2 + ρ2
)
Pm−1n2
(
z√
z2 + ρ2
)
dρ dz
×
∫ 2pi
0
[
Tm+1 (cosϕ)Tm−1 (cosϕ)− (sinϕ)2 Um (cosϕ)Um−2 (cosϕ)
]
dϕ
− (n1!)(n2!)((m+ 1)!)
2
16 (n1 +m− 1)!(n2 +m+ 1)!
×
∫ a
−a
∫ R
0
ρ(z2 + ρ2)
n1+n2
2 Pm+1n1
(
z√
z2 + ρ2
)
Pm−1n2
(
z√
z2 + ρ2
)
dρ dz
×
∫ 2pi
0
[
Tm+1 (cosϕ)Tm−1 (cosϕ)− (sinϕ)2 Um (cosϕ)Um−2 (cosϕ)
]
dϕ
+
(n1!)(n2!)((m+ 1)!)
2
16 (n1 +m+ 1)!(n2 +m+ 1)!
×
∫ a
−a
∫ R
0
ρ(z2 + ρ2)
n1+n2
2 Pm+1n1
(
z√
z2 + ρ2
)
Pm+1n2
(
z√
z2 + ρ2
)
dρ dz
×
∫ 2pi
0
[
(Tm+1 (cosϕ))
2 + (sinϕ)2 (Um (cosϕ))
2
]
dϕ
+
(n1!)(n2!)((m+ 1)!)
2
16 (n1 +m− 1)!(n2 +m− 1)!
×
∫ a
−a
∫ R
0
ρ(z2 + ρ2)
n1+n2
2 Pm−1n1
(
z√
z2 + ρ2
)
Pm−1n2
(
z√
z2 + ρ2
)
dρ dz
×
∫ 2pi
0
[
(Tm−1 (cosϕ))2 + (sinϕ)2 (Um−2 (cosϕ))2
]
dϕ.
From the orthogonality of the Chebyshev polynomials, the first two integrals are absent. The
last ones are zero since the integrands are odd functions. Hence the homogeneous A-holomorphic
polynomials Xmn are orthogonal for n1 + n2 odd.
Remark 3.1.9. The orthogonality of the scalar part and the e1, e2 parts of our basis polynomials
shows the similarity with the complex variable zn in the complex function theory, when the scalar
part and the imaginary part are mutually orthogonal in the unit circle.
Moreover, we have the orthogonality of the scalar, e1- and e2-parts of the different homogeneous
A-holomorphic polynomials given in the following proposition. The proof is similar to the one
of Lemma 3.1.7.
Proposition 3.1.10. For a fixed n ∈ N0 we have the additional properties
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(i) (Sc(X 0n), [Xmn ]2)L2(Ca,R) = (Sc(X 0n), [Ymn ]1)L2(Ca,R) = (Sc(X 0n), [Ymn ]2)L2(Ca,R) = 0;
(ii) (Sc(X 0n), [Xmn ]1)L2(Ca,R) = 0, m 6= 1;
(iii) ([X 0n]1, [Xmn ]2)L2(Ca,R) = ([X 0n]1, Sc(Ymn ))L2(Ca,R) = ([X 0n]1, [Ymn ]1)L2(Ca,R) = 0;
(iv) ([X 0n]1, Sc(Xmn ))L2(Ca,R) = 0, m 6= 1;
(v) ([X 0n]1, [Xmn ]1)L2(Ca,R) = 0, m 6= 2;
(vi) ([X 0n]2,Sc(Xmn ))L2(Ca,R) = ([X 0n]2, [Ymn ]1)L2(Ca,R) = ([X 0n]2, [Ymn ]2)L2(Ca,R)
= ([X 0n]2, [Xmn ]1)L2(Ca,R) = 0;
(vii) ([X 0n]2, [Xmn ]2)L2(Ca,R) = 0, m 6= 2;
(viii) ([Xmn ]1,Sc(Ymn ))L2(Ca,R) = ([Xmn ]1, [Ymn ]1)L2(Ca,R) = 0;
(ix) ([Xmn ]2,Sc(Ymn ))L2(Ca,R) = ([Xmn ]2, [Ymn ]2)L2(Ca,R) = 0;
Now let us consider the behavior of the gradients of each part of the homogeneous A-holomorphic
polynomials. We remind the reader that the application of the gradient on a scalar-valued
function is done by applying the operator D.
Lemma 3.1.11. The system (3.1.2) fulfills:
(i) The gradients of the scalar parts of the basis functions are mutually orthogonal in
L2(Ca,R,A;R);
(ii) The gradients of the scalar, e1 and e2-parts of the basis functions are mutually orthogonal
in L2(Ca,R,A;R).
Proof. To prove Statement (i), we start with the calculation of the gradient of the scalar part.
Based on Df = 0H ⇔ D f = 0H for f ∈ C1(Ca,R,A;R), we have for the A-holomorphic
polynomial X ln
D Sc(X ln) =
1
2
D(X ln +X ln) = (
1
2
D)X ln = nX ln−1, l = 0, . . . , n.
Moreover, for the scalar function we have
D(Sc(X ln)) = D(Sc(X ln)).
Therefore
grad (Sc(X ln)) = D(Sc(X ln)) = nX ln−1, l = 0, . . . , n.
In the same way, we attain
grad (Sc(Ymn )) = nYmn−1, m = 1, . . . , n.
From
1
2
D(grad (Sc(X ln))) =
n
2
X ln−1D,
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it is clear that grad(Sc(X ln)) and grad(Sc(Ymn )) are homogeneousA-hyperholomorphic constants.
We remark that grad(Sc(X n+1n )) and grad(Sc(Yn+1n )) are zero functions. From the real-valued
inner product (1.1.9), we have
(grad(Sc(X ln)), grad(Sc(Ymn )))L2(Ca,R,A;R) = n2(X ln,Ymn )L2(Ca,R,A;R)
= n2(X ln,Ymn )L2(Ca,R,A;R).
From the orthogonal properties of of the set {X ln,Ymn , l = 0, . . . , n + 1, m = 1, . . . , n + 1} (see
Lemma 3.1.7), the orthogonality of the mentioned homogeneous A-anti-holomorphic polynomials
is obtained. We proceed to prove Statement (ii). We present now the relations between the
gradients of the coordinates of X ln (l = 0, . . . , n+ 1), the proof for Ymn is similar. Based on the
recurrence formula (3.1.4), it follows
[X ln]1 = −
(l + 1)
2
Sc(X l−1n ) +
1
2(l + 2)
Sc(X l+1n ).
Applying the gradient, we obtain
grad([X ln]1) = −
(l + 1)
2
grad(Sc(X l−1n )) +
1
2(l + 2)
grad(Sc(X l+1n ))
= −n (l + 1)
2
X l−1n−1 +
n
2(l + 2)
X l+1n−1.
In the same way, one has
grad([X ln]2) =
n (l + 1)
2
Y l−1n−1 +
n
2(l + 2)
Y l+1n−1.
Recalling again the orthogonality of the set (3.1.2) with respect to the real-valued inner prod-
uct (1.1.9), it is clear that the homogeneous A-anti-holomorphic polynomials grad(Sc(X ln)),
grad([X ln]1), and grad([X ln]2) are orthogonal with respect to the real-valued inner product
(1.1.9).
Although we do not have the explicit form of the L2-norms of the basis polynomials, the upper-
and lower estimates of these norms, which depend only on the domain, index and degree of
polynomials, could be obtained.
Proposition 3.1.12. The L2-norms of the homogeneous A-holomorphic polynomials X ln (l =
0, . . . , n+ 1) and Ymn (m = 1, . . . , n+ 1) satisfy the following inequalities:
2C(0, n)h2n+3 ≤ ‖X 0n‖2L2(Ca,R,A;R) ≤ 2C(0, n)(a2 +R2)
2n+3
2 ,
C(m,n)h2n+3 ≤ ‖Xmn ‖2L2(Ca,R,A;R) = ‖Ymn ‖2L2(Ca,R,A;R) ≤ C(m,n)(a2 +R2)
2n+3
2 ,
where h = min {a,R}, and the constant C(j, n) is given by
C(j, n) =
pi
2
(n+ 1)
(2n+ 3)
[n! (j + 1)!]2
(n+ j + 1)!(n+ 1− j)! , j = 0, . . . , n+ 1.
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Proof. Let us start with the norm of Xmn (m = 1, . . . , n+ 1). The proof for Ymn is similar and is
therefore straightforward. For a fixed n ∈ N0, from the norm deduced from the real-valued inner
product (1.1.9) we have
‖Xmn ‖2L2(Ca,R,A;R) =
∫
Ca,R
{
(Sc(Xmn ))2 + ([Xmn ]1)2 + ([Xmn ]2)2
}
dCa,R(x)
=
[
n! (m+ 1)!
(n+m+ 1)!
]2 ∫
Ca,R
(z2 + ρ2)n

(
n+m+ 1
2
)2 [
Pmn
(
z√
z2 + ρ2
)]2
T 2m (cosϕ)
+
1
16
[
Pm+1n
(
z√
z2 + ρ2
)]2 [
T 2m+1 (cosϕ) + (sinϕ)
2 U2m (cosϕ)
]
+
1
16
(n+m+ 1)2 (n+m)2
×
[
Pm−1n
(
z√
z2 + ρ2
)]2 [
T 2m−1 (cosϕ) + (sinϕ)
2 U2m−2 (cosϕ)
]}
dV
=
[
n! (m+ 1)!
(n+m+ 1)!
]2 pi
8
∫ a
−a
∫ R
0
ρ(z2 + ρ2)n
2 (n+m+ 1)2
[
Pmn
(
z√
z2 + ρ2
)]2
+
[
Pm+1n
(
z√
z2 + ρ2
)]2
+ (n+m+ 1)2 (n+m)2
[
Pm−1n
(
z√
z2 + ρ2
)]2 dz dρ.
Let z = r cos θ, ρ = r sin θ, then we have the upper and lower bounds for the norm of the
polynomial Xmn
‖Xmn ‖2L2(Ca,R,A;R) ≤
pi
8
[
n! (m+ 1)!
(n+m+ 1)!
]2
×
∫ √a2+R2
0
∫ pi
0
r2n+2 sin θ
{
2 (n+m+ 1)2 [Pmn (cos θ)]
2 + [Pm+1n (cos θ)]
2
+ (n+m+ 1)2 (n+m)2 [Pm−1n (cos θ)]
2
}
dθ dr
=
pi
8
[
n! (m+ 1)!
(n+m+ 1)!
]2 1
2n+ 3
(a2 +R2)
2n+3
2
×
∫ pi
0
sin θ
{
2 (n+m+ 1)2 [Pmn (cos θ)]
2
+ [Pm+1n (cos θ)]
2 + (n+m+ 1)2 (n+m)2 [Pm−1n (cos θ)]
2
}
dθ
=
pi
4
[
n! (m+ 1)!
(n+m+ 1)!
]2 1
(2n+ 3) (2n+ 1)
(a2 +R2)
2n+3
2
×
[
2 (n+m+ 1)2
(n+m)!
(n−m)!
+
(n+m+ 1)!
(n−m− 1)! + (n+m+ 1)
2 (n+m)2
(n+m− 1)!
(n−m+ 1)!
]
=
pi
2
[
n! (m+ 1)!
(n+m+ 1)!
]2 n+ 1
2n+ 3
(a2 +R2)
2n+3
2
(n+ 1 +m)!
(n+ 1−m)!
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and
‖Xmn ‖2L2(Ca,R,A;R) ≥
pi
8
[
n! (m+ 1)!
(n+m+ 1)!
]2 ∫ h
0
∫ pi
0
r2n+2 sin θ
×
{
2 (n+m+ 1)2 [Pmn (cos θ)]
2 + [Pm+1n (cos θ)]
2
+ (n+m+ 1)2 (n+m)2 [Pm−1n (cos θ)]
2
}
dθ dr
=
pi
2
[
n! (m+ 1)!
(n+m+ 1)!
]2 n+ 1
2n+ 3
h2n+3
(n+ 1 +m)!
(n+ 1−m)! ,
where h = min {a,R}. Now we come to the polynomials X 0n, and for simplicity we just prove
the upper estimate. In the same way as before, it follows
‖X 0n‖2L2(Ca,R,A;R) ≤
pi
2
1
2n+ 3
(a2 +R2)
2n+3
2
∫ pi
0
sin θ
{
[P 0n (cos θ)]
2 +
1
(n+ 1)2
[P 1n (cos θ)]
2
}
dθ
=
pi
(n+ 1)(2n+ 3)
(a2 +R2)
2n+3
2 .
Remark 3.1.13. We can relate the norms of X 0n, Xmn (m = 1, . . . , n+1) and Ymn (m = 1, . . . , n+
1) in L2(Ca,R,A;R) with their L2-norms in the unit ball B of R3 (see [26]), having in mind the
following relations:[
(n+m+ 1)!
n! (m+ 1)!
]2
C(m,n) = ‖Xmn ‖2L2(B,A;R) = ‖Ymn ‖2L2(B,A;R),
2(n+ 1)2C(0, n) = ‖X 0n‖2L2(B,A;R).
Recalling from Chapter 1. that the space R+(Ca,R;A;n) has dimension (2n + 3). Therefore,
for each fixed n ∈ N0, the system (3.1.2) of (2n + 3) orthogonal homogeneous A-holomorphic
polynomials is complete in R+(Ca,R;A;n).
Theorem 3.1.14. For each n ∈ N0, the set of (2n+3) homogeneous A-holomorphic polynomials
{X ln, Ymn : l = 0, . . . , n+ 1, m = 1, . . . , n+ 1}
forms an orthogonal Appell basis in the subspace R+(Ca,R;A;n) with respect to the real-valued
inner product (1.1.9).
We finish this section by computing the homogeneous A-holomorphic polynomials X ln, and Ymn
for the cases n = 0, 1, 2.
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Tab. 3.1: X ln, n = 0, 1, 2
(l, n) X ln
(0, 0) 12
(1, 0) −12e1
(0, 1) 12z − 14ρ cosϕe1 − 14ρ sinϕe2
(1, 1) −12ρ cosϕ− 12ze1
(2, 1) 34ρ cosϕe1 − 34ρ sinϕe2
(0, 2) 14(2z
2 − ρ2)− 12zρ cosϕe1 − 12zρ sinϕe2
(1, 2) −zρ cosϕ+ 18
[
ρ2 cos(2ϕ)− 4z2 + 2ρ2] e1 + 18ρ2 sin(2ϕ)e2
(2, 2) 34ρ
2 cos(2ϕ) + 32zρ cosϕe1 − 32zρ sinϕe2
(3, 2) −32ρ2 cos(2ϕ)e1 + 32ρ2 sin(2ϕ)e2
Tab. 3.2: Ymn , n = 0, 1, 2
(m, n) Ymn
(1, 0) −12e2
(1, 1) −12ρ sinϕ− 12ze2
(2, 1) 34ρ sinϕe1 +
3
4ρ cosϕe2
(1, 2) −zρ sinϕ+ 18ρ2 sin(2ϕ)e1 − 18
[
ρ2 cos(2ϕ) + 4z2 − 2ρ2] e2
(2, 2) 34ρ
2 sin(2ϕ) + 32zρ sinϕe1 +
3
2zρ cosϕe2
(3, 2) −32ρ2 sin(2ϕ)e1 − 32ρ2 cos(2ϕ)e2
3.1.3 The Zeros of Homogeneous A-Holomorphic Polynomials
It is well-known that zero sets play an important role in many areas of mathematics, specially
in algebraic geometry. In this section, we study the zeros of the homogeneous A-holomorphic
polynomials (3.1.2). Firstly, the zeros are calculated and afterwards a geometric interpretation
of those zeros is given. Since the polynomials X 00,X 10 and Y10 are non-zero constants (see Tables
3.1 and 3.2), we consider now only the cases n > 0.
Proposition 3.1.15. The zeros of the homogeneous A-holomorphic polynomials X ln
(l = 0, . . . , n+ 1; n > 0) satisfy one of the following three conditions:
(i) z = ρ = 0, l = 0, . . . , n;
(ii) ρ = 0, l = 2, . . . , n+ 1;
(iii) ϕ ∈ {pi+2kpi2l , k = 0, . . . , 2l − 1} and
P l+1n
(
z√
z2+ρ2
)
+ (n+ l + 1)(n+ l)P l−1n
(
z√
z2+ρ2
)
= 0, l = 1, . . . , n.
76 3 Systems of A-Holomorphic Functions over Cylindrical Domains
The zeros of the homogeneous A-holomorphic polynomials Ymn (m = 1, . . . , n+ 1; n > 0) satisfy
one of the following three conditions:
(iv) z = ρ = 0, m = 1, . . . , n;
(v) ρ = 0, m = 2, . . . , n+ 1;
(vi) ϕ ∈ {kpim , k = 0, . . . , 2m− 1} and
Pm+1n
(
z√
z2+ρ2
)
+ (n+m+ 1)(n+m)Pm−1n
(
z√
z2+ρ2
)
= 0, m = 1, . . . , n.
Proof. For simplicity, we just present the calculations for the homogeneous A-holomorphic poly-
nomials X ln. The proof for Ymn is similar. Let us start with the first polynomial X 0n. From
previous representations it is easy to check that X 0n is equal to the zero if z = ρ = 0. We will
show that this polynomial has no more zero points. Contrariwise, if z = z1, ρ = ρ1 is another
zero point of X 0n, let t1 = z1√z21+ρ21 then it follows Pn (t1) = 0 and P
1
n (t1) = 0. By definition
P 1n (t) =
√
1− t2 ddt (Pn (t)), hence Pn(t1) = 0 and ddt (Pn (t)) |t=t1 = 0, because Pn(1) = 1 and
Pn(−1) = (−1)n. Bonnet’s recurrence formulae lead to Pn−1(t1) = Pn+1(t1) = 0. Recurrently,
we get Pn(t1) = 0 for each n. This contradicts P0(t1) = 1. For the general polynomials Xmn
(m = 1, . . . , n), it is easy to check that they have also the zero point at the origin. The others
satisfy the following equations
Pmn
(
z√
z2 + ρ2
)
Tm(cosϕ) = 0
Pm+1n
(
z√
z2+ρ2
)
Tm+1(cosϕ)
− (n+m+ 1)(n+m)Pm−1n
(
z√
z2+ρ2
)
Tm−1(cosϕ) = 0
Pm+1n
(
z√
z2+ρ2
)
sinϕUm(cosϕ)
+ (n+m+ 1)(n+m)Pm−1n
(
z√
z2+ρ2
)
sinϕUm−2(cosϕ) = 0.
First, if ρ = 0 and z2 + ρ2 6= 0 then t = z√
z2+ρ2
= ±1. Based on the relation P qn(t) =
(1 − t2) q2 dqdtq (Pn (t)) we have that P qn(±1) = 0,∀ q ≥ 1. That means ρ = 0 are zeros of the
polynomials Xmn , m = 2, . . . , n.
Now we consider the case ρ 6= 0, then t 6= ±1. Let cos(mϕ) 6= 0, then Pmn (t) = 0. A recurrence
formula of the associated Legendre functions leads to
Pm+1n (t) = −(n+m)(n−m+ 1)Pm−1n (t).
Replacing now in the previous formulae, squaring, and adding it follows
(n+m)2(Pm−1n (t))
2
{
(n+m+ 1)2 + (n−m+ 1)2 + 2(n+m+ 1)(n−m+ 1) cos(2mϕ)} = 0,
which is satisfied if Pm−1n (t) = 0, then using again recurrence formulae of the associated Legendre
functions we have Pn(t) = 0, ∀ n. Contrarily, if cos (mϕ) = 0 (ϕ = pi+2kpi2m , k = 0, . . . , 2m − 1)
then cos((m + 1)ϕ) = − cos((m − 1)ϕ) = − sin(ϕ + kpi) and sin((m + 1)ϕ) = sin((m − 1)ϕ) =
cos(ϕ+ kpi). The zeros of the polynomials Xmn (z, ρ, ϕ) (m = 1, . . . , n) satisfy the relation
ϕ =
pi + 2kpi
2m
, k = 0, . . . , 2m− 1
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and
Pm+1n
(
z√
z2 + ρ2
)
+ (n+m+ 1)(n+m)Pm−1n
(
z√
z2 + ρ2
)
= 0.
Finally, from the formulae of the polynomials X n+1n and Yn+1n it is easy to show that their zeros
are ρ = 0.
The geometric interpretation of the zeros of our polynomials follows from the below proposition.
Proposition 3.1.16. The aforementioned zeros, which satisfy the second part of the Condition
(iii) (respectively Condition (vi)) in the previous proposition, are only in the following forms:
1. z = 0 or z2 = αi (n, l) ρ2, i = 1, . . . , n−l2 if (n+ l) even;
2. z2 = βi (n, l) ρ2, i = 1, . . . ,
⌈
n−l+1
2
⌉
if (n+ l) odd,
where αi (n, l) and βi (n, l) are real constants depending on n and l, and the symbol dse denotes,
as usual, the smallest integer not less than s ∈ R.
Proof. Let t = z√
z2+ρ2
, then −1 < t < 1 (the case ρ = 0 is included in Condition (ii) (respectively
Condition (v)) in Proposition 3.1.15). We consider now the function F (t) := P l+1n (t) + (n+ l+
1)(n+ l)P l−1n (t) and, note that the associated Legendre functions can be expressed in the forms
P l+1n (t) =
1
2nn!
(1− t2) l+12 d
n+l+1
dtn+l+1
(t2 − 1)n,
P l−1n (t) =
1
2nn!
(1− t2) l−12 d
n+l−1
dtn+l−1
(t2 − 1)n.
Moreover, we have
dm
dtm
(t2 − 1)n = d
m
dtm
{
n∑
k=0
(
n
k
)
t2k(−1)n−k
}
=
n∑
k=dm2 e
(2k)!
(2k −m)!
n!
k!(n− k)! t
2k−m (−1)n−k .
Replacing in F (t) it follows that
F (t) =
1
2nn!
(1− t2) l−12
(1− t2)
n∑
i=dn+l+12 e
(2i)!
(2i− n− l − 1)!
n!
i!(n− i)! t
2i−n−l−1(−1)n−i
+ (n+ l + 1)(n+ l)
n∑
j=dn+l−12 e
(2j)!
(2j − n− l + 1)!
n!
j!(n− j)! t
2j−n−l+1(−1)n−j
 .
The coefficient of t2j−n−l+1 is a2j−n−l+1 = (−1)n−j 2l(2j+1)!(2j−n−l+1)! n!j!(n−j)! . Hence, we have
F (t) =
1
2nn!
(1− t2) l−12
n∑
j=dn+l−12 e
(−1)n−j 2l(2j + 1)!
(2j − n− l + 1)!
n!
j!(n− j)! t
2j−n−l+1.
If (n+ l) is even then F (t) = 12nn!
(
1− t2) l−12 tQn−l
2
(t2). If (n + l) is odd then F (t) = 12nn!(1 −
t2)
l−1
2 Qdn−l+12 e(t
2). The coefficients of the above polynomials Qk(t2) are alternating constants,
then the roots of these polynomials are positive.
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Based on the above propositions, the geometric interpretation of the zeros of these polynomials
can be given. The origin is zero for all polynomials. The z-axis are zeros of the polynomials
Xmn and Ymn , m = 2, . . . , n + 1. In case Qk(t2) has roots t2i smaller than 1, other zeros of the
polynomials Xmn and Ymn , m = 1, . . . , n, are lines passing through the origin and formed by the
intersection of the cones, z2 = t
2
i
1−t2i
ρ2, and the planes, ϕ = pi+2kpi2m and ϕ =
kpi
m (k = 0, . . . , 2m−1),
respectively. Besides, the plane z = 0 are zeros of the aforementioned polynomials with m + n
even, m = 1, . . . , n.
3.1.4 An Orthogonal Appell System of H-valued Homogeneous Holomorphic
Polynomials in Finite Cylinders
Let L2(Ca,R,H;H) be the quaternion-linear Hilbert space of square integrable H-valued functions
defined in Ca,R. In this space we consider the quaternion-valued inner product defined by
(f, g)L2(Ca,R,H;H) =
∫
Ca,R
f g dCa,R(x). (3.1.3)
We investigate now the H-valued kernels of the generalized CR-operator D, which are called H-
valued holomorphic. They are known as the solutions of the (modified) Moisil-Teodorescu system.
We denote byM+(Ca,R,H;n) ⊂ L2(Ca,R,H;H)∩kerD the subspace of all H-valued homogeneous
holomorphic polynomials of degree n. It was done by A. Sudbery [155] that dimM+(Ca,R,H;n) =
n+ 1.With the same method given in the previous sections, we begin by constructing for a fixed
n ∈ N0 the new system of (n+ 1) H-valued homogeneous holomorphic polynomials
{Z ln : l = 0, . . . , n}. (3.1.4)
Theorem 3.1.17. For each n ∈ N0, the set of (n+ 1) functions defined by
Z ln :=
1
(l + 2)
(
X l+1n e1 +Y l+1n e2
)
, (l = 0, . . . , n)
or, more explicitly,
Z ln =
n!(l + 1)!
2(n+ l)!
(
√
z2 + ρ2)n
{
P ln
(
z√
z2 + ρ2
)
Tl (cosϕ)
+
1
(n+ l + 1)
P l+1n
(
z√
z2 + ρ2
)
[Tl+1 (cosϕ) e1 + sinϕUl (cosϕ) e2]
− P ln
(
z√
z2 + ρ2
)
sinϕUl−1 (cosϕ) e3
}
, l = 0, . . . , n,
forms a complete orthogonal H-valued holomorphic system in the subspace M+(Ca,R,H;n) with
respect to the quaternion-valued inner product (3.1.3).
Proof. Following the result in [105], our new functions (3.1.4) are homogeneous H-valued holo-
morphic. Based on the previous representations of the homogeneous A-holomorphic polynomials
X l+1n and Y l+1n , we obtain the explicit formulae for the H-valued homogeneous holomorphic
polynomials Z ln (l = 0, . . . , n). We show now that this system is orthogonal with respect to the
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quaternion-valued inner product (3.1.3). For a fixed n ∈ N0, a first straightforward computation
shows
(Z l1n ,Z l2n )L2(Ca,R,H;H) =
∫
Ca,R
Z l1n Z l2n dCa,R(x),
where∫
Ca,R
Sc(Z l1n Z l2n ) dCa,R(x)
= C(n, l1, l2)
∫
Ca,R
(z2 + ρ2)n cos (l1 − l2)ϕ
[
P l1n (
z√
z2 + ρ2
)P l2n
(
z√
z2 + ρ2
)
+
1
(n+ l1 + 1)(n+ l2 + 1)
P l1+1n
(
z√
z2 + ρ2
)
P l2+1n
(
z√
z2 + ρ2
)]
dCa,R(x)
and∫
Ca,R
[Z l1n Z l2n ]1 dCa,R(x) = C(n, l1, l2)
∫
Ca,R
(z2 + ρ2)n cos (l1 + l2 + 1)ϕ
×
[
1
n+ l2 + 1
P l1n
(
z√
z2 + ρ2
)
P l2+1n
(
z√
z2 + ρ2
)
− 1
n+ l1 + 1
P l1+1n
(
z√
z2 + ρ2
)
P l2n
(
z√
z2 + ρ2
)]
dCa,R(x).
For the remaining integrals we have∫
Ca,R
[Z l1n Z l2n ]2 dCa,R(x) = C(n, l1, l2)
∫
Ca,R
(z2 + ρ2)n sin (l1 + l2 + 1)ϕ
×
[
1
n+ l2 + 1
P l1n
(
z√
z2 + ρ2
)
P l2+1n
(
z√
z2 + ρ2
)
− 1
n+ l1 + 1
P l1+1n
(
z√
z2 + ρ2
)
P l2n
(
z√
z2 + ρ2
)]
dCa,R(x)
and∫
Ca,R
[Z l1n Z l2n ]3 dCa,R(x)
= C(n, l1, l2)
∫
Ca,R
(z2 + ρ2)n sin (l1 − l2)ϕ
[
P l1n
(
z√
z2 + ρ2
)
P l2n
(
z√
z2 + ρ2
)
+
1
(n+ l1 + 1)(n+ l2 + 1)
P l1+1n
(
z√
z2 + ρ2
)
P l2+1n
(
z√
z2 + ρ2
)]
dCa,R(x),
with C(n, l1, l2) =
(n!)2(l1+1)!(l2+1)!
4(n+l1)!(n+l2)!
. If l1 6= l2 then each integral described above vanishes, and
therefore, the orthogonality of these polynomials is proved.
For each degree of homogeneity n ∈ N0, the system (3.1.4) is formed by n+1 = dimM+(Ca,R,H;n)
H-valued homogeneous holomorphic polynomials, and therefore, it is complete inM+(Ca,R,H;n).
We then obtain a basis for a fixed n ∈ N0.
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Some properties of the system (3.1.4) are given in the following theorem. Among others we
emphasize the Appell property.
Theorem 3.1.18. For a fixed n ∈ N0, the H-valued homogeneous holomorphic polynomials Z ln
(l = 0, . . . , n) satisfy the following properties:
(i) ([Z l1n ]i, [Z l2n ]i)L2(Ca,R) = 0, i = 0, . . . , 3; l1 6= l2; l1, l2 = 0, . . . , n;
(ii) ([Z l1n ]i, [Z l2n ]j)L2(Ca,R) = 0, i = 0, 1; j = 2, 3; l1, l2 = 0, . . . , n;
(iii) ([Z l1n ]0, [Z l2n ]1)L2(Ca,R) = 0, l1 6= l2 + 1; l1, l2 = 0, . . . , n;
(iv) ([Z l1n ]2, [Z l2n ]3)L2(Ca,R) = 0, l1 + 1 6= l2; l1, l2 = 0, . . . , n;
(v) The zeros of Z ln satisfy one of the following two conditions:
(a) z = ρ = 0, l = 0, . . . , n; (b) ρ = 0, l = 1, . . . n;
(vi) The sequence {Z ln : l = 0, . . . , n; n = 0, 1, ...} is a hypercomplex Appell set;
(vii) For each fixed n ∈ N0, i = 1, . . . , n, it holds
(
1
2
D)iZ ln =
n!
(n− i)! Z
l
n−i, l = 0, . . . , n− i;
(viii) The gradients of the scalar parts of the basis functions are mutually orthogonal in
L2(Ca,R,H;H);
(ix) The gradients of the scalar, e1, e2 and e3-parts of the basis functions are mutually orthogonal
in L2(Ca,R,H;H).
Proof. The proofs of Statements (i)-(v) and (viii)-(ix) follow directly from Lemmas 3.1.8, 3.1.11
and Proposition 3.1.15. For the Appell property we apply 12D to Z ln
(
1
2
D)Z ln =
n
(l + 2)
(
X l+1n−1e1 +Y l+1n−1e2
)
= nZ ln−1.
The proof of Statement (vii) follows easily from the previous relation by induction on the order
i of the A-hypercomplex derivative.
3.2 Orthogonal A-Holomorphic function Systems in Infinite
Cylinders
The disadvantage of the above systems is that they are entirely orthogonal only for each degree
n. For different degrees, the orthogonality is fulfilled under some conditions. To surmount this
problem, based on the factorization of the three-dimensional Laplace operator and a cylindrical
harmonic function set, we introduce new systems of solutions of the Riesz and (modified) Moisil-
Teodorescu systems in infinite cylindrical domains of R3. The functions of these systems are
given explicitly in terms of the Bessel functions of the first kind, the Chebyshev polynomials and
the hyperbolic functions. Moreover, they are orthogonal with respect to the real- and quaternion-
valued inner products (1.1.9) and (3.1.3), respectively, in an infinite cylinder. The results are
performed in the space of square integrable functions over R and H.
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3.2.1 An Orthogonal Cylindrical Harmonic System
In this section, we study a countably infinite set of linearly independent solutions of the Laplace’s
differential equation expressed in cylindrical coordinates, which is called the cylindrical harmonic
set. Different from the structure of spherical harmonics, the cylindrical harmonics contain the
Bessel functions of the first kind, and therefore, the Bessel functions are especially known as
cylindrical functions.
Let us consider the following countably infinite cylindrical harmonic function set{K0n+1(z, ρ, ϕ), Kmn+1(z, ρ, ϕ), Wmn+1(z, ρ, ϕ) : m = 1, 2, . . . ; n = 0, 1, . . .} (3.2.1)
with the explicit representations based on the well-known solutions of the Laplace’s equation in
cylindrical coordinates solving by using the technique of the separation of variables
K0n+1(z, ρ, ϕ) := ρn+1 Tn+1(cosϕ),
Kmn+1(z, ρ, ϕ) := Jn+1(mρ) Tn+1(cosϕ) cosh(mz),
Wmn+1(z, ρ, ϕ) := Jn+1(mρ) sinϕ Un(cosϕ) sinh(mz),
where Jn+1(mρ) stands for the Bessel functions of the first kind with the order (n+ 1), that for
simplicity will be called the Bessel functions, Tn+1(cosϕ) and Un(cosϕ) be again the Chebyschev
polynomials of the first and second kind, respectively. The Bessel functions are orthogonal over
the domain [0,+∞) with the weight function w(ρ) = ρ∫ ∞
0
Jn+1(m1ρ) Jn+1(m2ρ) ρ dρ = 0 , m1 6= m2, (3.2.2)
for n > −32 . For further investigation in the next sections, we present some significant formulae.
The Bessel functions of the first kind are defined by their Taylor series expansion
Jn+1(mρ) =
∞∑
l=0
(−1)l (mρ)2l+n+1
22l+n+1 l! (n+ l + 1)!
, (3.2.3)
and their derivative is given by
∂
∂ρ
Jn+1(mρ) = mJn(mρ)− (n+ 1)Jn+1(mρ)
ρ
. (3.2.4)
In addition, the Bessel functions satisfy the recurrence formula
Jn+1(mρ) + Jn−1(mρ) =
2n
mρ
Jn(mρ). (3.2.5)
For a more detailed information about the Bessel functions we refer the reader to [57, 84].
In the consideration to follow, we will often omit the arguments and write simply K0n+1, Kmn+1
and Wmn+1 instead of K0n+1(z, ρ, ϕ), Kmn+1(z, ρ, ϕ) and Wmn+1(z, ρ, ϕ). Let us denote by
Ca :=
{|z| ≤ a, ρ ≥ 0, 0 ≤ ϕ < 2pi, a ∈ R+}
an infinite cylindrical domain centered at the origin with the length a. Ca can be seen as a
layer between two parallel planes z = −a and z = a. We prove now the orthogonality of the
harmonic system (3.2.1) with respect to the real-valued inner product (1.1.9) defined in the
infinite cylindrical geometry Ca.
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Proposition 3.2.1. The cylindrical harmonic set{K0n+1,Kmn+1,Wmn+1 : m = 1, 2, . . . ; n = 0, 1, . . .}
is orthogonal with respect to the real-valued inner product (1.1.9) in Ca.
Proof. For simplicity, we present first the calculation for Kmn+1 (m = 1, 2, . . . ; n = 0, 1, . . .). Let
m1 = m2 = m, from the real-valued inner product (1.1.9) we have
(Kmn1+1, Kmn2+1)L2(Ca)
=
∫ a
−a
∫ ∞
0
∫ 2pi
0
Jn1+1(mρ)Tn1+1(cosϕ) cosh(mz)Jn2+1(mρ)Tn2+1(cosϕ) cosh(mz)ρdϕdρdz
=
∫ ∞
0
Jn1+1(mρ)Jn2+1(mρ)ρdρ
∫ 2pi
0
Tn1+1(cosϕ)Tn2+1(cosϕ)dϕ
∫ a
−a
cosh(mz) cosh(mz)dz.
Then from the orthogonality of the Chebyschev polynomials, one gets (Kmn1+1, Kmn2+1)L2(Ca) = 0
for n1 6= n2. Now let m1 6= m2 we have
(Km1n+1, Km2n+1)L2(Ca)
=
∫ a
−a
∫ ∞
0
∫ 2pi
0
Jn+1(m1ρ)Tn+1(cosϕ) cosh(m1z)Jn+1(m2ρ)Tn+1(cosϕ) cosh(m2z)ρdϕdρdz
= pi
∫ ∞
0
Jn+1(m1ρ)Jn+1(m2ρ)ρdρ
∫ a
−a
cosh(m1z) cosh(m2z) dz.
The first integral is vanishing because of the orthogonality of Bessel functions (3.2.2). Moreover,
the last integral is bounded since∫ a
−a
cosh(m1z) cosh(m2z) dz =
1
4
∫ a
−a
(em1z + e−m1z)(em2z + e−m2z) dz
=
1
m1 +m2
sinh(m1 +m2)a+
1
m1 −m2 sinh(m1 −m2)a.
Therefore, we attain the orthogonality of Kmn+1 (m = 1, 2, . . . ; n = 0, 1, . . .). Now let us consider
the real-valued inner product of Km1n1+1 and Wm2n2+1 (m1,m2 = 1, 2, . . . ; n1, n2 = 0, 1, . . .). From∫ a
−a
cosh(m1z) sinh(m2z)dz
=
1
4
∫ a
−a
(em1z + e−m1z)(em2z − e−m2z) dz
=
1
4
[
1
m1 +m2
e(m1+m2)a − 1
m1 +m2
e−(m1+m2)a − 1
m1 −m2 e
(m1−m2)a
+
1
m1 −m2 e
−(m1−m2)a − 1
m1 −m2 e
(m2−m1)a +
1
m1 −m2 e
−(m2−m1)a
+
1
m1 +m2
e−(m1+m2)a − 1
m1 +m2
e(m1+m2)a
]
= 0
and for all n1, n2 = 0, 1, . . .∫ 2pi
0
cos((n1 + 1)ϕ) sin((n2 + 1)ϕ)dϕ = 0,
we have (Km1n1+1, Wm2n2+1)L2(Ca) = 0 for m1,m2 = 1, 2, . . . ; n1, n2 = 0, 1, . . .. The proofs forK0n+1 (n = 0, 1, . . .) and Wmn+1 (m = 1, 2, . . . ; n = 0, 1, . . .) follow the same principle and are
therefore straightforward.
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3.2.2 An Orthogonal System of A-Holomorphic functions in Infinite Cylinders
In this section, we will construct an orthogonal explicit A-holomorphic function set defined on
infinite cylindrical domains. The idea comes from the factorization of the three-dimensional
Laplacian into the generalized Cauchy-Riemann operator (1.2.2) and its conjugate. We then
apply the operator D to the cylindrical harmonic set (3.2.1) and obtain the A-holomorphic
function set.
The new countably infinite A-holomorphic function set is now denoted by
{F0n(z, ρ, ϕ), Fmn (z, ρ, ϕ), Gmn (z, ρ, ϕ) : m = 1, 2, . . . ; n = 0, 1, . . .} . (3.2.6)
For the convenience, the arguments (z, ρ, ϕ) in the notations of F0n, Fmn and Gmn will be often
omitted. We proceed by introducing the explicit representations of the A-holomorphic function
system.
Lemma 3.2.2. The A-holomorphic functions F0n, Fmn , Gmn (m = 1, 2, . . . ; n = 0, 1, . . .) have
the explicit representations as follows
F0n(z, ρ, ϕ) := (n+ 1) ρn [−e1 Tn(cosϕ) + e2 sinϕ Un−1(cosϕ)] ,
Fmn (z, ρ, ϕ) := m Jn+1(mρ) Tn+1(cosϕ) sinh(mz)
+
(n+ 1) Jn+1(mρ)
ρ
cosh(mz) {e1 Tn+2(cosϕ) + e2 sinϕ Un+1(cosϕ)}
− m Jn(mρ) cosh(mz) Tn+1(cos(ϕ)) {e1 T1(cosϕ) + e2 sinϕ U0(cosϕ)} ,
Gmn (z, ρ, ϕ) := m Jn+1(mρ) sinϕ Un(cosϕ) cosh(mz)
+
(n+ 1) Jn+1(mρ)
ρ
sinh(mz) {e1 sinϕ Un+1(cosϕ)− e2 Tn+2(cosϕ)}
− m Jn(mρ) sinh(mz) sinϕ Un(cosϕ) {e1 T1(cosϕ) + e2 sinϕ U0(cosϕ)} .
Proof. To obtain theA-holomorphic functions, we apply the operatorD in cylindrical coordinates
D = ∂
∂z
− e1
(
cosϕ
∂
∂ρ
− 1
ρ
sinϕ
∂
∂ϕ
)
− e2
(
sinϕ
∂
∂ρ
+
1
ρ
cosϕ
∂
∂ϕ
)
.
to the harmonic system (3.1.4) starting from K0n+1
F0n := D K0n+1
= −e1 [cosϕ cos((n+ 1)ϕ) (n+ 1) ρn + ρn sinϕ (n+ 1) sin((n+ 1)ϕ)]
−e2 [sinϕ cos((n+ 1)ϕ) (n+ 1) ρn − ρn cosϕ (n+ 1) sin((n+ 1)ϕ)]
= (n+ 1) ρn [−e1 cos(nϕ) + e2 sin(nϕ)]
= (n+ 1) ρn [−e1 Tn(cosϕ) + e2 sinϕ Un−1(cosϕ)] .
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For Kmn+1 using the derivative of the Bessel function (3.2.4), one gets
Fmn := D Kmn+1 = Jn+1(mρ)Tn+1(cosϕ)
∂
∂z
[cosh(mz)]
− e1
{
cosϕ cos((n+ 1)ϕ) cosh(mz)
∂
∂ρ
[Jn+1(mρ)]
− sinϕ cosh(mz) Jn+1(mρ)
ρ
∂
∂ϕ
[Tn+1(cosϕ)]
}
− e2
{
sinϕ Tn+1(cosϕ) cosh(mz)
∂
∂ρ
[Jn+1(mρ)]
+
Jn+1(mρ)
ρ
cosϕ cosh(mz)
∂
∂ϕ
[Tn+1(cosϕ)]
}
= m Jn+1(mρ) Tn+1(cosϕ) sinh(mz)
− e1
{
cosϕ cos((n+ 1)ϕ) cosh(mz)
[
m Jn(mρ)− (n+ 1) Jn+1(mρ)
ρ
]
− sinϕ cosh(mz) Jn+1(mρ)
ρ
[−(n+ 1) sin((n+ 1)ϕ)]
}
− e2
{
sinϕ cos((n+ 1)ϕ) cosh(mz)
[
m Jn(mρ)− (n+ 1) Jn+1(mρ)
ρ
]
+
Jn+1(mρ)
ρ
cosϕ cosh(mz) [−(n+ 1) sin((n+ 1)ϕ)]
}
= mJn+1(mρ)Tn+1(cosϕ) sinh(mz)
+
(n+ 1)Jn+1(mρ)
ρ
cosh(mz) {e1 [cosϕ cos((n+ 1)ϕ)− sinϕ sin((n+ 1)ϕ)]
+e2 [sinϕ cos((n+ 1)ϕ) + cosϕ sin((n+ 1)ϕ)]}
− m Jn(mρ) cosh(mz) Tn+1(cos(ϕ)) (e1 cosϕ+ e2 sinϕ)
= m Jn+1(mρ) Tn+1(cosϕ) sinh(mz)
+
(n+ 1) Jn+1(mρ)
ρ
cosh(mz) [e1 Tn+2(cosϕ) + e2 sinϕ Un+1(cosϕ)]
− m Jn(mρ) cosh(mz) Tn+1(cos(ϕ)) [e1 T1(cosϕ) + e2 sinϕ U0(cosϕ)] .
Making similar calculations for Kmn+1, the representation for Gmn is received.
We proceed with presenting some low-order A-holomorphic functions and their plot simulations.
It should be mentioned that the functions are implemented in a Maple package.
Tab. 3.3: Fm1 , m=0,1,2
m Fm1
0 2ρ [− cosϕ e1 + sinϕ e2]
1 J2(ρ) cos(2ϕ) sinh(z) +
2J2(ρ)
ρ cosh(z) [cos(3ϕ) e1 + sin(3ϕ) e2]
−J1(ρ) cosh(z) cos(2ϕ) [cosϕ e1 + sinϕ e2]
2 2J2(2ρ) cos(2ϕ) sinh(2z) +
2J2(2ρ)
ρ cosh(2z) [cos(3ϕ) e1 + sin(3ϕ) e2]
−2J1(2ρ) cosh(2z) cos(2ϕ) [cosϕ e1 + sinϕ e2]
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Tab. 3.4: Gm1 , m=1,2
m Gm1
1 J2(ρ) sin(2ϕ) cosh(z) +
2J2(ρ)
ρ sinh(z) [sin(3ϕ) e1 − cos(3ϕ) e2]
−J1(ρ) sinh(z) sin(2ϕ) [cosϕ e1 + sinϕ e2]
2 2J2(2ρ) sin(2ϕ) cosh(2z) +
2J2(2ρ)
ρ sinh(2z) [sin(3ϕ) e1 − cos(3ϕ) e2]
−2J1(2ρ) sinh(2z) sin(2ϕ) [cosϕ e1 + sinϕ e2]
The plots of the coordinates of the function F11 for |z| ≤ 1 are illustrated in Figs. 1–3.
Fig. 1: Sc(F11). Fig. 2: [F11]1.
Fig. 3: [F11]2.
The plots of some A-holomorphic functions are illustrated in Figs. 4–6.
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Fig. 4: |F01|2. Fig. 5: |F11|2.
Fig. 6: |F21|2.
Unfortunately, our new system of A-holomorphic functions defined on an infinite cylinder is not
a hypercomplex Appell system. In the next proposition, we consider the behavior of the system
(3.2.6) under the A-hypercomplex differentiation operation.
Proposition 3.2.3. The A-holomorphic functions F0n, Fmn , Gmn (m = 1, 2, . . . ; n = 0, 1, . . .)
satisfy the following property(
1
2
D
)
F0n = 0H,(
1
2
D
)2k
Fmn = m2kFmn ,(
1
2
D
)2k
Gmn = m2kGmn , m > 0, k = 0, 1, . . . ,
where
(
1
2D
)0 is identified with the identity operator.
Proof. From the proof of Theorem 3.1.1, it is known that for an A-holomorphic function the
application of the A-hypercomplex derivative 12D is performed by applying the partial derivative
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∂
∂z . Furthermore, since the variable z is only contained in the hyperbolic functions, the A-
hypercomplex derivative of Fmn (resp. Gmn ) is computed by applying the partial derivative ∂∂z to
the hyperbolic functions. Consequently, since
∂
∂z
cosh(mz) = m sinh(mz) and
∂
∂z
sinh(mz) = m cosh(mz),
the proposition is proved.
Proposition 3.2.3 shows that for each n, among A-holomorphics there is one A-hyperholomorphic
constant F0n, which does not contain the variable z. Besides, by applying the A-hypercomplex
derivative two times to the A-holomorphic function system (3.2.6), excepted the A-hyper-
holomorphic constant F0n, we obtain the same system with only different coefficients depending
on the index m.
In the next lemma, we will study the orthogonality of the A-holomorphic functions over the
infinite cylinder Ca with respect to the real-valued inner product (1.1.9).
Lemma 3.2.4. The A-holomorphic function system{F0n,Fmn ,Gmn : m = 1, 2, . . . ; n = 0, 1, . . .}
is orthogonal with respect to the real-valued inner product (1.1.9) in the infinite cylinder Ca.
Proof. We will give the proof for Fmn (m = 0, 1, 2, . . . ; n = 0, 1, . . .), the remaining functions are
considered similarly. From F00 = −e1 and∫ 2pi
0
Tn+2(cosϕ) dϕ =
∫ 2pi
0
Tn+1(cosϕ) T1(cosϕ) dϕ = 0,∫ 2pi
0
sinϕUn+1(cosϕ) dϕ =
∫ 2pi
0
sinϕ Un(cosϕ) T1(cosϕ) dϕ = 0 , n 6= 0,
it holds (F00, Fmn )L2(Ca,A;R) = (F00, Gmn )L2(Ca,A;R) = 0 for n > 0. Let us assume now that
m1 6= m2 and n > 0. The real-valued inner product (1.1.9) leads to
(Fm1n ,Fm2n )L2(Ca,A;R) =
∫
Ca
Sc(Fm1n Fm2n ) dCa(x)
=
∫
Ca
{Sc(Fm1n )Sc(Fm2n ) + [Fm1n ]1[Fm2n ]1 + [Fm1n ]2[Fm2n ]2} dCa(x).
For the scalar part, we have∫
Ca
Sc(Fm1n )Sc(Fm2n ) dCa(x)
=
∫ a
−a
∫ ∞
0
∫ 2pi
0
m1m2Jn+1(m1ρ)Jn+1(m2ρ) sinh(m1z) sinh(m2z) cos
2((n+ 1)ϕ)ρdϕdρdz
= m1m2pi
∫ ∞
0
Jn+1(m1ρ)Jn+1(m2ρ)ρdρ
∫ a
−a
sinh(m1z) sinh(m2z)dz.
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From the orthogonality of the Bessel functions (3.2.2), the above integral vanishes. The e1- and
e2-parts are calculated together as follows
[Fm1n ]1 [Fm2n ]1 + [Fm1n ]2 [Fm2n ]2
=
(n+ 1)2
ρ2
Jn+1(m1ρ) Jn+1(m2ρ) cosh(m1z) cosh(m2z) cos
2((n+ 2)ϕ)
+ m1 m2 Jn(m1ρ) Jn(m2ρ) cosh(m1z) cosh(m2z) cos
2 ϕ cos2((n+ 1)ϕ)
− (n+ 1)m2
ρ
Jn+1(m1ρ) Jn(m2ρ) cosh(m1z) cosh(m2z) cosϕ cos((n+ 1)ϕ) cos((n+ 2)ϕ)
− (n+ 1)m1
ρ
Jn(m1ρ) Jn+1(m2ρ) cosh(m1z) cosh(m2z) cosϕ cos((n+ 1)ϕ) cos((n+ 2)ϕ)
+
(n+ 1)2
ρ2
Jn+1(m1ρ) Jn+1(m2ρ) cosh(m1z) cosh(m2z) sin
2((n+ 2)ϕ)
+ m1 m2 Jn(m1ρ) Jn(m2ρ) cosh(m1z) cosh(m2z) sin
2 ϕ cos2((n+ 1)ϕ)
− (n+ 1)m2
ρ
Jn+1(m1ρ) Jn(m2ρ) cosh(m1z) cosh(m2z) sinϕ cos((n+ 1)ϕ) sin((n+ 2)ϕ)
− (n+ 1)m1
ρ
Jn(m1ρ) Jn+1(m2ρ) cosh(m1z) cosh(m2z) sinϕ cos((n+ 1)ϕ) sin((n+ 2)ϕ)
= cosh(m1z) cosh(m2z)
{
(n+ 1)2
ρ2
Jn+1(m1ρ) Jn+1(m2ρ)
+ m1m2Jn(m1ρ) Jn(m2ρ) cos
2((n+ 1)ϕ)− (n+ 1)m2
ρ
Jn+1(m1ρ) Jn(m2ρ) cos
2((n+ 1)ϕ)
− (n+ 1)m1
ρ
Jn(m1ρ) Jn+1(m2ρ) cos
2((n+ 1)ϕ)
}
.
Applying the recurrence formula of the Bessel functions (3.2.5), we have
[Fm1n ]1 [Fm2n ]1 + [Fm1n ]2 [Fm2n ]2
= cosh(m1z) cosh(m2z)
{m1m2
4
[Jn+2(m1ρ) Jn+2(m2ρ) + Jn+2(m1ρ) Jn(m2ρ)
+ Jn(m1ρ) Jn+2(m2ρ) + Jn(m1ρ) Jn(m2ρ)] +m1 m2 Jn(m1ρ) Jn(m2ρ) cos
2((n+ 1)ϕ)
− m1m2
2
[Jn(m1ρ) + Jn+2(m1ρ)] Jn(m2ρ) cos
2((n+ 1)ϕ)
− m1m2
2
[Jn(m2ρ) + Jn+2(m2ρ)] Jn(m1ρ) cos
2((n+ 1)ϕ)
}
=
m1 m2
4
cosh(m1z) cosh(m2z) {Jn+2(m1ρ) Jn+2(m2ρ) + Jn(m1ρ) Jn(m2ρ)
− Jn+2(m1ρ) Jn(m2ρ) cos(2(n+ 1)ϕ)− Jn(m1ρ) Jn+2(m2ρ) cos(2(n+ 1)ϕ)} .
Then from the orthogonality of the Bessel functions and the integral of trigonometric functions,
one gets (Fm1n , Fm2n )L2(Ca,A;R) = 0 for m1 6= m2. Now let n1 6= n2, we recall that
(Fm1n1 , Fm2n2 )L2(Ca,A;R) =
∫
Ca
Sc(Fm1n1 Fm2n2 ) dCa(x)
=
∫
Ca
(
Sc(Fm1n1 ) Sc(Fm2n2 ) + [Fm1n1 ]1 [Fm2n2 ]1 + [Fm1n1 ]2 [Fm2n2 ]2
)
dCa(x).
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The integral of the scalar part vanishes since∫
Ca
Sc(Fm1n1 ) Sc(Fm2n2 ) dCa(x) = m1 m2
∫ ∞
0
Jn1+1(m1ρ) Jn2+1(m2ρ) ρ dρ
×
∫ a
−a
sinh(m1z) sinh(m2z) dz
∫ 2pi
0
cos((n1 + 1)ϕ) cos((n2 + 1)ϕ) dϕ = 0.
The remaining parts are calculated together as follows
[Fm1n1 ]1 [Fm2,n1 ]1 + [Fm1n1 ]2 [Fm2,n1 ]2
= cosh(m1z) cosh(m2z)
{
(n1 + 1) (n2 + 1)
ρ2
Jn1+1(m1ρ) Jn2+1(m2ρ) cos((n1 − n2)ϕ)
+ m1 m2 Jn1(m1ρ) Jn2(m2ρ) cos((n1 + 1)ϕ) cos((n2 + 1)ϕ)
− (n1 + 1)m2
ρ
Jn1+1(m1ρ) Jn2(m2ρ) cos((n1 + 1)ϕ) cos((n2 + 1)ϕ)
− (n2 + 1)m1
ρ
Jn1(m1ρ) Jn2+1(m2ρ) cos((n1 + 1)ϕ) cos((n2 + 1)ϕ)
}
.
It is obvious that ∫ 2ϕ
0
cos(n1 − n2)ϕdϕ = 0, n1 6= n2.
Therefore, Fm1n1 and Fm2n2 are orthogonal for (m1, n1) 6= (m2, n2) (m1,m2 = 0, 1, . . . ; n1, n2 =
0, 1, . . .). To prove the orthogonality of Fm1n1 and Gm2n2 (m1 = 0, 1, . . . ; m2 = 1, 2, . . . ; n1, n2 =
0, 1, . . .), we remind the reader the following integral of hyperbolic functions∫ a
−a
cosh(m1z) sinh(m2z) dz = 0.
Lemma 3.2.4 states an advantage of our new A-holomorphic functions over the ones in Section
3.1 that they are entirely orthogonal with respect to the real-valued inner product (1.1.9) over
infinite cylinders for different orders or indices.
3.2.3 An Orthogonal System of H-valued Holomorphic Functions in Infinite
Cylinders
In this section, we construct a new orthogonal countably infinite set of H-valued solutions of the
(modified) Moisil-Teodorescu system over infinite cylinders
{Qmn : m = 0, 1, . . . ; n = 0, 1, . . .} .
This system is built in terms of theA-valued holomorphic function system (3.2.6) by the following
identity
Qmn : = Fm+1n e1 + Gm+1n e2 ; m = 0, 1, . . . ; n = 0, 1, . . . . (3.2.7)
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Lemma 3.2.5. The explicit representation of H-valued holomorphic function Qmn is given by
Qmn := −
(m+ 1)
2
Jn+2((m+ 1)ρ)e
−(m+1)z [cos((n+ 2)ϕ) + sin((n+ 2)ϕ)e3]
+
(m+ 1)
2
Jn((m+ 1)ρ)e
(m+1)z [cos(nϕ)− sin(nϕ)e3]
+ (m+ 1)Jn+1((m+ 1)ρ) [cos((n+ 1)ϕ) sinh((m+ 1)z)e1
+ sin((n+ 1)ϕ) cosh((m+ 1)z)e2] ,
m = 0, 1, . . . ; n = 0, 1, . . . .
Proof. From the representations of the A-holomorphic functions Fm+1n and Gm+1n in the previous
section, the scalar part of Qmn is defined by
[Qmn ]0 = −
n+ 1
ρ
Jn+1((m+ 1)ρ) cosh((m+ 1)z) cos((n+ 2)ϕ)
+ (m+ 1)Jn((m+ 1)ρ) cosh((m+ 1)z) cos((n+ 1)ϕ) cosϕ
+
n+ 1
ρ
Jn+1((m+ 1)ρ) sinh((m+ 1)z) cos((n+ 2)ϕ)
+ (m+ 1)Jn((m+ 1)ρ) sinh((m+ 1)z) sin((n+ 1)ϕ) sinϕ
= −n+ 1
ρ
Jn+1((m+ 1)ρ) cos((n+ 2)ϕ)e
−(m+1)z
+
m+ 1
2
Jn((m+ 1)ρ)
[
cos(nϕ)e(m+1)z + cos((n+ 2)ϕ)e−(m+1)z
]
=
(m+ 1)
2
Jn((m+ 1)ρ)e
(m+1)z cos(nϕ)
− 1
2
cos((n+ 2)ϕ)e−(m+1)z
[
2(n+ 1)
ρ
Jn+1((m+ 1)ρ)− (m+ 1)Jn(m+ 1)ρ
]
=
(m+ 1)
2
Jn((m+ 1)ρ)e
(m+1)z cos(nϕ)
− (m+ 1)
2
Jn+2((m+ 1)ρ)e
−(m+1)z cos((n+ 2)ϕ).
A direct computation shows that
[Qmn ]1 = (m+ 1)Jn+1((m+ 1)ρ)Tn+1(cosϕ) sinh((m+ 1)z)
and
[Qmn ]2 = (m+ 1)Jn+1((m+ 1)ρ) sin((n+ 1)ϕ) cosh((m+ 1)z).
Finally, the e3-part is calculated straightforwardly
[Qmn ]3 = −
n+ 1
ρ
Jn+1((m+ 1)ρ) cosh((m+ 1)z) sin((n+ 2)ϕ)
+ (m+ 1)Jn((m+ 1)ρ) cosh((m+ 1)z) cos((n+ 1)ϕ) sinϕ
+
n+ 1
ρ
Jn+1((m+ 1)ρ) sinh((m+ 1)z) sin((n+ 2)ϕ)
− (m+ 1)Jn((m+ 1)ρ) sinh((m+ 1)z) sin((n+ 1)ϕ) cosϕ
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= −n+ 1
ρ
Jn+1((m+ 1)ρ) sin((n+ 2)ϕ)e
−(m+1)z
+
m+ 1
2
Jn((m+ 1)ρ)
[
− sin(nϕ)e(m+1)z + sin((n+ 2)ϕ)e−(m+1)z
]
= −(m+ 1)
2
Jn((m+ 1)ρ)e
(m+1)z sin(nϕ)
− 1
2
sin((n+ 2)ϕ)e−(m+1)z
[
2(n+ 1)
ρ
Jn+1((m+ 1)ρ)− (m+ 1)Jn(m+ 1)ρ
]
= −(m+ 1)
2
Jn((m+ 1)ρ)e
(m+1)z sin(nϕ)
− (m+ 1)
2
Jn+2((m+ 1)ρ)e
−(m+1)z sin((n+ 2)ϕ).
Hence, we have
Qmn =
(m+ 1)
2
Jn((m+ 1)ρ)e
(m+1)z cos(nϕ)− (m+ 1)
2
Jn+2((m+ 1)ρ)e
−(m+1)z cos((n+ 2)ϕ)
+ (m+ 1)Jn+1((m+ 1)ρ) cos((n+ 1)ϕ) sinh((m+ 1)z)e1
+ (m+ 1)Jn+1((m+ 1)ρ) sin((n+ 1)ϕ) cosh((m+ 1)z)e2
−
[
(m+ 1)
2
Jn((m+ 1)ρ)e
(m+1)z sin(nϕ)
+
(m+ 1)
2
Jn+2((m+ 1)ρ)e
−(m+1)z sin((n+ 2)ϕ)
]
e3
= −(m+ 1)
2
Jn+2((m+ 1)ρ)e
−(m+1)z [cos((n+ 2)ϕ) + sin((n+ 2)ϕ)e3]
+
(m+ 1)
2
Jn((m+ 1)ρ)e
(m+1)z [cos(nϕ)− sin(nϕ)e3]
+ (m+ 1)Jn+1((m+ 1)ρ) [cos((n+ 1)ϕ) sinh((m+ 1)z)e1
+ sin((n+ 1)ϕ) cosh((m+ 1)z)e2] .
We continue with the presentation of some low-order H-valued holomorphic functions and their
plot simulations.
Tab. 3.5: A few H-valued holomorphic functions Qmn for the case n = 1.
m Qm1
0 −12J3(ρ)e−z [cos(3ϕ) + sin(3ϕ) e3] + 12J1(ρ)ez [cos(ϕ)− sin(ϕ) e3]
+J2(ρ) [cos(2ϕ) sinh(z) e1 + sin(2ϕ) cosh(z) e2]
1 −J3(2ρ)e−2z [cos(3ϕ) + sin(3ϕ) e3] + J1(2ρ)e2z [cos(ϕ)− sin(ϕ) e3]
+2J2(2ρ) [cos(2ϕ) sinh(2z) e1 + sin(2ϕ) cosh(2z) e2]
2 −32J3(3ρ)e−3z [cos(3ϕ) + sin(3ϕ) e3] + 32J1(3ρ)e3z [cos(ϕ)− sin(ϕ) e3]
+3J2(3ρ) [cos(2ϕ) sinh(3z) e1 + sin(2ϕ) cosh(3z) e2]
The plots of the coordinates of Q11 are illustrated in Figs. 7–10.
92 3 Systems of A-Holomorphic Functions over Cylindrical Domains
Fig. 7: Sc(Q11). Fig. 8: [Q11]1.
Fig. 9: [Q11]2. Fig. 10: [Q11]3.
The plots of some H-valued holomorphic functions are illustrated in Figs. 11 and 12.
Fig. 11: |Q01|2. Fig. 12: |Q11|2.
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We could also prove that our H-valued holomorphic functions are orthogonal with respect to the
quaternion-valued inner product (3.1.3) in infinite cylinders.
Lemma 3.2.6. The H-valued holomorphic functions {Qmn : m = 0, 1, . . . ; n = 0, 1, . . .} are or-
thogonal with respect to the quaternion-valued inner product (3.1.3) in Ca.
Proof. We start with the orthogonality between Qm1n1 and Qm2n2 . The quaternion-valued inner
product (3.1.3) leads to
(Qm1n1 , Qm2n2 )L2(Ca,H;H) =
∫
Ca
(Qm1n1 Qm2n2 ) dCa(x). (3.2.8)
We calculate first the scalar part:[
(Qm1n1 , Qm2n2 )L2(Ca,H;H)
]
0
=
∫
Ca
{
Sc(Qm1n1 ) Sc(Qm2n2 ) (3.2.9)
+ [Qm1n1 ]1 [Qm2n2 ]1 + [Qm1n1 ]2 [Qm2n2 ]2 + [Qm1n1 ]3 [Qm2n2 ]3
}
dCa(x).
The computations for the integrals of the first two items will be given, the calculations for the
remaining items are similar and are therefore straightforward. We have
Sc(Qm1n1 ) Sc(Qm2n2 )
=
(m1 + 1)(m2 + 1)
4
{
Jn1((m1 + 1)ρ)Jn2((m2 + 1)ρ)e
(m1+m2+2)z cos(n1ϕ) cos(n2ϕ)
− Jn1((m1 + 1)ρ)Jn2+2((m2 + 1)ρ)e(m1−m2)z cos(n1ϕ) cos((n2 + 2)ϕ)
− Jn2((m2 + 1)ρ)Jn1+2((m1 + 1)ρ)e(m2−m1)z cos(n2ϕ) cos((n1 + 2)ϕ)
+ Jn1+2((m1 + 1)ρ)Jn2+2((m2 + 1)ρ)e
−(m1+m2+2)z cos((n1 + 2)ϕ) cos((n2 + 2)ϕ)
}
.
For the case n1 = n2 = n and m1 6= m2, we use the following integrals of the trigonometric
functions ∫ 2pi
0
cos(nϕ) cos((n+ 2)ϕ) dϕ = 0
and of the Bessel functions (3.2.2). For the case n1 6= n2, the following integrals of trigonometric
functions are applied ∫ 2pi
0
cos(n1ϕ) cos(n2ϕ) dϕ = 0, n1 6= n2,∫ 2pi
0
cos(n1ϕ) cos((n2 + 2)ϕ) dϕ = 0, n1 6= n2 + 2,∫ 2pi
0
cos((n1 + 2)ϕ) cos(n2ϕ) dϕ = 0, n2 6= n1 + 2,
and if n1 = n2 + 2 (similar with n2 = n1 + 2), then the orthogonality of the Bessel functions
(3.2.2) is again recalled. Finally, one gets∫ a
−a
∫ ∞
0
∫ 2pi
0
Sc(Qm1n1 ) Sc(Qm2n2 ) ρ dϕ dρ dz = 0.
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Let us consider now the second part in the integral (3.2.9) (the same calculation is obtained for
the remaining parts)
[Qm1n1 ]1 [Qm2n2 ]1 = (m1 + 1)(m2 + 1) Jn1+1((m1 + 1)ρ) Jn2+1((m2 + 1)ρ)
× cos((n1 + 1)ϕ) cos((n2 + 1)ϕ) sinh((m1 + 1)z) sinh((m2 + 1)z).
From the orthogonality of Bessel functions (3.2.2) and of the trigonometric functions, we have∫ a
−a
∫ ∞
0
∫ 2pi
0
[Qm1n1 ]1 [Qm2n2 ]1 ρ dϕ dρ dz = 0.
Therefore, the scalar part of the integral (3.2.8) is zero. We proceed by considering its e1-part:
[Qm1n1 Qm2n2 ]1 =
(m1 + 1)(m2 + 1)
2
×
{
Jn1((m1 + 1)ρ)Jn2+1((m2 + 1)ρ)e
(m1+1)z sinh ((m2 + 1)z) cos(n1ϕ) cos((n2 + 1)ϕ)
− Jn1+2((m1 + 1)ρ)Jn2+1((m2 + 1)ρ)e−(m1+1)z
× sinh ((m2 + 1)z) cos((n1 + 2)ϕ) cos((n2 + 1)ϕ)
− Jn1+1((m1 + 1)ρ)Jn2((m2 + 1)ρ)e(m2+1)z sinh ((m1 + 1)z) cos((n1 + 1)ϕ) cos(n2ϕ)
+ Jn1+1((m1 + 1)ρ)Jn2+2((m2 + 1)ρ)e
−(m2+1)z
× sinh ((m1 + 1)z) cos((n1 + 1)ϕ) cos((n2 + 2)ϕ)
− Jn1+1((m1 + 1)ρ)Jn2((m2 + 1)ρ)e(m2+1)z cosh ((m1 + 1)z) sin((n1 + 1)ϕ) sin(n2ϕ)
− Jn1+1((m1 + 1)ρ)Jn2+2((m2 + 1)ρ)e−(m2+1)z
× cosh ((m1 + 1)z) sin((n1 + 1)ϕ) sin((n2 + 2)ϕ)
+ Jn1((m1 + 1)ρ)Jn2+1((m2 + 1)ρ)e
(m1+1)z cosh ((m2 + 1)z) sin(n1ϕ) sin((n2 + 1)ϕ)
+ Jn1+2((m1 + 1)ρ)Jn2+1((m2 + 1)ρ)e
−(m1+1)z
× cosh ((m2 + 1)z) sin((n1 + 2)ϕ) sin((n2 + 1)ϕ)} .
For the first part we apply∫ 2pi
0
cos(n1ϕ) cos((n2 + 1)ϕ) dϕ = 0, for n1 6= n2 + 1
and ∫ ∞
0
ρ Jn(m1ρ) Jn(m2ρ) dρ = 0, for n1 = n2 + 1.
The remaining parts are calculated similarly.
The e2- and e3-parts of the integral (3.2.8) are zero because of the vanishing of the integral of the
trigonometric function sin(n1ϕ) cos(n2ϕ). Hence Qm1n1 and Qm2n2 are orthogonal for (m1, n1) 6=
(m2, n2).
From the identity (3.2.7) and Proposition 3.2.3 the A-hypercomplex derivatives of even order for
H-valued holomorphic functions are attained.
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Proposition 3.2.7. The H-valued holomorphic functionsQmn (m = 0, . . . , n; n = 0, 1, . . .) satisfy
the following identity
(
1
2
D)2kQmn = m2kQmn , k = 0, 1, . . . .
Proposition 3.2.7 shows that the A-hypercomplex derivative of order 2k (k ∈ N0) of an H-valued
holomorphic function Qmn is a product of itself and a coefficient depending on k and index m,
which is different from the Appell property.
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4 H-Holomorphic Function Theory in R4
In the last few years, there has been a growth of interest in the theory of quaternion valued
holomorphic functions of a quaternionic variable [4, 12, 13, 33, 39, 40, 45, 154, 155]. This theory
was initiated by R. Fueter in the first half of the last century [50, 51]. He considered the so-called
Cauchy-Fueter system as a natural extension of the classical Cauchy-Riemann system to R4. Its
solutions form the space of left H-holomorphic functions over R4. R. Fueter used the term left
regular function for this class of functions. The homogeneous components of an H-holomorphic
function as a power series expansion are themselves H-holomorphic. This chapter is devoted to
the construction of an explicit complete orthogonal system of polynomial solutions of the Riesz
system with respect to the real-valued inner product (1.1.2). We show that the system carries
some known properties from basis holomorphic function systems in the complex analysis.
We begin this chapter studying the well-known four-dimensional hyperspherical harmonics sys-
tem, which is built in terms of products of Jacobi polynomials and trigonometric functions. Hav-
ing in mind the factorization of the four-dimensional Laplace operator into the Cauchy-Fueter
operator and its conjugate, for each nonnegative integer number n we construct an explicit sys-
tem of (n + 2)2 homogeneous H-holomorphic polynomials. They are expressed in terms of the
above hyperspherical harmonics. We prove that these H-holomorphic polynomials are orthogo-
nal with respect to the real-valued inner product (1.1.2) over the unit ball in R4. Consequently,
for each n ∈ N0 the set of (n + 2)2 linearly independent polynomials forms an orthogonal basis
in the subspace M+(B,H;n); therefore, they form a basis for the space of square integrable
H-holomorphic functions. Besides, we prove recurrence formulae for the generating basis poly-
nomials and compute their corresponding norms. In addition, the H-hypercomplex derivatives
of the basis polynomials are computed; it is shown that for each n ∈ N0 there exist two H-
hyperholomorphic constants.
4.1 Hyperspherical Harmonics in R4
Hyperspherical harmonics in higher dimensions were first introduced by F. Zernike and H. C.
Brinkman in 1935 [164]. The theory of hyperspherical harmonics was widely studied and applied
to many problems in quantum theory [6, 7, 8, 9, 10, 83, 89, 101]. In particular, the four-
dimensional hyperspherical harmonics represent the wave function of the hydrogen atom in the
momentum space. Moreover, they can be used as the Sturmian basis set and therefore can be
applied to solve many problems, specially the Schrödinger equation of a single particle moving
in a many-center Coulomb potential. For more details, we refer the reader to [6, 9, 10, 101]. In
this section, based on the well-known hyperspherical harmonics in R4 [7], we present an explicit
complete hyperspherical harmonic system of four-dimensional variables. Their properties will be
considered in detail.
We begin this section by considering the hyperspherical harmonics as functions of four real
variables using the hyperspherical coordinate system (see in [82]), which describes the so-called
2-particle system depending on the angles of the radius vector R represented by two 2D vectors
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r1 and r2. In hyperspherical coordinates, each element x := (x0, x1, x2, x3) ∈ R4 is represented
as follows:
x0 = r1 cos θ1, x1 = r1 sin θ1, x2 = r2 cos θ2, x3 = r2 sin θ2, (4.1.1)
with r1 = R cosβ and r2 = R sinβ, where 0 < R =
√
r21 + r
2
2 < +∞ is the hyperradius,
0 ≤ θ1, θ2 < 2pi, and the hyperangle 0 ≤ β ≤ pi2 . As given in (4.1.1), each particle’s Cartesian
coordinates are written in spherical coordinates. Then their radii r1 and r2 are transformed into
hyperspherical coordinates (polar coordinates in this case). The volume element is given by
dG(x) = R3 sinβ cosβdβdθ1dθ2dR.
The above hyperspherical coordinates show that four-dimensional vectors can be split into (2+2)-
dimensional vectors. Alternatively, they could be represented in terms of (1 + 3)-dimensional
vectors (see e.g. in [101]).
Each point x = (x0, x1, x2, x3) ∈ R4\{(0, 0, 0, 0)} has a unique representation x = Rω, where
ω = (ω0, ω1, ω2, ω3) is an element of the three-dimensional unit sphere S such that ωi = xiR for
i = 0, 1, 2, 3. As a result, each homogeneous harmonic polynomial Pn of degree n can be written
in hyperspherical coordinates as follows
Pn(x) = R
nPn(ω), ω ∈ S,
and its restriction to the boundary of the unit ball Pn(ω) is called hyperspherical harmonic of
degree n. We denote by Hn(S) the space of real-valued hyperspherical harmonics of degree n
defined on S. It is well-known (see [80, 117]) that dimHn(S) = (n + 1)2. It is also known (see
[80]) that if n 6= k, the spaces Hn(S) and Hk(S) are orthogonal in L2(S).
For each n ∈ N0, we proceed by considering the following set of linearly independent homogeneous
harmonic polynomials:{
Rn+1U0,0n+1, Rn+1Um1,m2n+1 , Rn+1Vm1,m2n+1 : m1 = 0, . . . ,±(n+ 1); m2 = 0, . . . , n+ 1
}
(4.1.2)
where m21 +m22 6= 0, and such that if m1 < 0 then m2 6= 0, and n+ 1− |m1| −m2 must be even
and nonnegative. The hyperspherical harmonics (considered, e.g., in [20, 31] and [101]) are given
as follows
U0,0n+1(θ1, θ2, β) := P (0,0)λ (cos 2β),
Um1,m2n+1 (θ1, θ2, β) := (cosβ)|m1|(sinβ)m2 cos(m1θ1 +m2θ2)P (m2,|m1|)λ (cos 2β),
Vm1,m2n+1 (θ1, θ2, β) := (cosβ)|m1|(sinβ)m2 sin(m1θ1 +m2θ2)P (m2,|m1|)λ (cos 2β),
where λ = n+1−|m1|−m22 and P
(α1,α2)
λ (x) denotes the classical Jacobi polynomial in x of degree
λ with real indices α1 and α2. It is well-known that the Gegenbauer polynomials, the Legendre
polynomials and the Chebyshev polynomials are special cases of the Jacobi polynomials. Partic-
ularly, for (α1, α2) = (0, 0), the corresponding Jacobi polynomial P
(0,0)
λ (x) reduces to a Legendre
polynomial Pλ.
We will often include the hyperspherical harmonics U0,0n+1 in the general case Um1,m2n+1 ; in this case
the condition m21 +m22 6= 0 will be omitted obviously. On the other hand, the parameter λ must
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be a non-negative integer number, otherwise the hyperspherical harmonics U0,0n+1,Um1,m2n+1 , and
Vm1,m2n+1 are the zero functions. For negative values of indices, the hyperspherical harmonics can
be replaced by θ1 → −θ1 as: U−m1,m2n+1 (θ1, θ2, β) := Um1,m2n+1 (−θ1, θ2, β) and V−m1,m2n+1 (θ1, θ2, β)
:= Vm1,m2n+1 (−θ1, θ2, β). Under these conditions, for each fixed n ∈ N0, the set (4.1.2) contains
exactly (n+ 2)2 homogeneous harmonic polynomials.
For a further consideration, let us recall some important properties of the Jacobi polynomials.
The Jacobi polynomials are orthogonal over the interval [−1, 1] with respect to the weight func-
tion w(x) := (1−x)α1(1+x)α2 (see for example in [156]). For α1, α2 > −1 and λ1, λ2 = 0, 1, 2, . . .,
we have∫ 1
−1
(1− x)α1(1 + x)α2P (α1,α2)λ1 (x)P
(α1,α2)
λ2
(x)dx
=
2α1+α2+1 Γ(α1 + λ2 + 1) Γ(α2 + λ2 + 1)
λ2! (α1 + α2 + 2λ2 + 1) Γ(α1 + α2 + λ2 + 1)
δλ1,λ2 , (4.1.3)
where δλ1,λ2 denotes the Kronecker delta. The Jacobi polynomials satisfy several recurrence
formulae. We now present the formulae which will be used in the next section. For a more
detailed information about the Jacobi polynomials we refer the reader to [1] and [156]. In
particular, they satisfy the recurrence relation
P
(α1,α2−1)
λ (x) =
(λ+ α1 + α2)P
(α1,α2)
λ (x) + (λ+ α1)P
(α1,α2)
λ−1 (x)
2λ+ α1 + α2
. (4.1.4)
Additional and useful identities are given by
(1− x)
2
P
(α1+1,α2)
λ (x) =
(λ+ α1 + 1)P
(α1,α2)
λ (x)− (λ+ 1)P (α1,α2)λ+1 (x)
2λ+ α1 + α2 + 2
(4.1.5)
and
Pα1,α2λ (−x) = (−1)λPα2,α1λ (x). (4.1.6)
Moreover, the derivative of the Jacobi polynomial is as follows
d
dx
P
(α1,α2)
λ (x) =
1
2
(λ+ α1 + α2 + 1)P
(α1+1,α2+1)
λ−1 (x). (4.1.7)
The symmetric relations of the Jacobi polynomial (4.1.6) and of the circular functions lead to
the following properties.
Proposition 4.1.1. For the hyperspherical harmonics U0,0n+1,Um1,m2n+1 and Vm1,m2n+1 , it holds:
(i) U0,0n+1(θ1, θ2, pi2 − β) = (−1)λU0,0n+1(θ1, θ2, β),
(ii) Um1,m2n+1 (θ1, θ2, pi2 − β) = (−1)λU
m2,|m1|
n+1 (θ2, θ1, β),
(iii) Vm1,m2n+1 (θ1, θ2, pi2 − β) = (−1)λV
m2,|m1|
n+1 (θ2, θ1, β),
(iv) U0,0n+1(−θ1,−θ2, β) = U0,0n+1(θ1, θ2, β),
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(v) Um1,m2n+1 (−θ1,−θ2, β) = Um1,m2n+1 (θ1, θ2, β),
(vi) Vm1,m2n+1 (−θ1,−θ2, β) = −Vm1,m2n+1 (θ1, θ2, β).
Proof. Statements (iv)-(vi) are consequences of the relations cos(−y) = cos y and sin(−y) = sin y
for y ∈ R. We now consider Statement (ii). Similar proofs can be obtained for (i) and (iii).
Indeed, from (4.1.6), one get
P
(m2,|m1|)
λ (cos 2(
pi
2
− β)) = P (m2,|m1|)λ (− cos 2β) = (−1)λP (|m1|,m2)λ (cos 2β).
Furthermore, since cos(pi2 − β) = sinβ and sin(pi2 − β) = cosβ, Statement (ii) is proved.
From the orthogonality of the Jacobi polynomials, the inner product of two hyperspherical har-
monics vanishes for different degrees and equal indices; from the integral of the circular functions
it can be easily seen that the inner product vanishes for different indices. Therefore, the hyper-
spherical harmonics U0,0n+1,Um1,m2n+1 , and Vm1,m2n+1 (m1 = 0, . . . ,±(n + 1), m2 = 0, . . . , n + 1) are
mutually orthogonal in L2(S). As a direct consequence of (4.1.3), their norms are given explicitly
by
‖U0,0n+1‖2L2(S) =
2pi2
2λ+ 1
,
‖Um1,m2n+1 ‖2L2(S) = ‖V
m1,m2
n+1 ‖2L2(S) =
pi2 Γ(λ+m2 + 1) Γ(λ+ |m1|+ 1)
λ!(2λ+m2 + |m1|+ 1) Γ(λ+m2 + |m1|+ 1) .(4.1.8)
Moreover, since the dimension of Hn(S) equals to the number of hyperspherical harmonics for
each n ∈ N0 and L2(S) = ⊕∞n=0Hn(S), the system of hyperspherical harmonics{U0,0n , Um1,m2n , Vm1,m2n : m1 = 0, . . . ,±(n+ 1); m2 = 0, . . . , n+ 1; n = 0, 1, . . .}
is complete in L2(S).
4.2 A Complete System of Homogeneous H-Holomorphic
Polynomials in R4 and its Properties
In this section, we will generate an explicit complete orthogonal system of homogeneous (R)-
solutions in the unit ball B of R4. The main idea comes from the factorization of the four-
dimensional Laplace operator by the Cauchy-Fueter operator (1.2.4) and its conjugate in the sense
that ∆4 = ∂∂. The H-holomorphic polynomials are obtained by applying 12∂ to the homogeneous
harmonic polynomials (4.1.2). The solution procedure is presented as a direct generalization of
the three-dimensional treatment using the standard spherical harmonics (considered, e.g., in
[136]).
Now, let us denote by Hn a homogeneous H-holomorphic polynomial of degree n defined in B.
Its restriction to the boundary of the unit ball is called hyperspherical holomorphic of degree
n. We consider now, for each n ∈ N0, a basis {Hνn : ν = 1, . . . , (n + 2)2} of the square inte-
grable H-holomorphic polynomial subspaceM+(B,H;n). Since there exists a complete system
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of hyperspherical harmonics of degree n in L2(S), there exists also a complete system of homoge-
neous H-holomorphic polynomials inM+(B,H;n). From the definition of the real-valued inner
product (1.1.2), for arbitrary n, k = 0, 1, . . ., we obtain immediately the following relation:
(Hνn,H
µ
k)L2(B,H;R) = δn,k
1
n+ k + 4
(Hνn,H
µ
k)L2(S,H;R) (4.2.1)
and consequently,
‖Hνn‖2L2(B,H;R) =
1
2n+ 4
‖Hνn‖2L2(S,H;R). (4.2.2)
We study now a new system of homogeneous H-holomorphic polynomials{
X˜0,0n (R, θ1, θ2, β), X˜
m1,m2
n (R, θ1, θ2, β), Y˜
m1,m2
n (R, θ1, θ2, β) :
m1 = 0, . . . ,±(n+ 1); m2 = 0, . . . , n+ 1}n∈N0 , (4.2.3)
which is defined from hyperspherical holomorphics{
X0,0n (θ1, θ2, β), X
m1,m2
n (θ1, θ2, β), Y
m1,m2
n (θ1, θ2, β) :
m1 = 0, . . . ,±(n+ 1); m2 = 0, . . . , n+ 1}n∈N0 (4.2.4)
by the following identities:
X˜0,0n (R, θ1, θ2, β) := R
nX0,0n (θ1, θ2, β),
X˜m1,m2n (R, θ1, θ2, β) := R
nXm1,m2n (θ1, θ2, β),
Y˜m1,m2n (R, θ1, θ2, β) := R
nYm1,m2n (θ1, θ2, β).
The homogeneous H-holomorphic polynomials are the four-dimensional generalization of the
three-dimensional homogeneous holomorphic polynomials recently studied by several authors;
for the R3 → R4 case see [24, 26, 28, 29], and for the R3 → R3 case we refer to [64, 65, 66, 67,
105, 110, 111, 112].
In the considerations to follow we will often omit the arguments and write simply X˜0,0n , X˜m1,m2n
and Y˜m1,m2n (resp. X0,0n , Xm1,m2n and Ym1,m2n ) instead of X˜0,0n (R, θ1, θ2, β), X˜
m1,m2
n (R, θ1, θ2, β)
and Y˜m1,m2n (R, θ1, θ2, β) (resp. X
0,0
n (θ1, θ2, β), X
m1,m2
n (θ1, θ2, β) and Y
m1,m2
n (θ1, θ2, β)).
We proceed by finding explicit representations for the homogeneous H-holomorphic polynomials.
The coordinates of the corresponding polynomials are given in terms of hyperspherical harmonics.
Lemma 4.2.1. The homogeneous H-holomorphic polynomials X˜l1,l2n (l1 = 0, . . . ,±(n+ 1), l2 =
0, . . . , n+ 1) are represented in the following way
X˜l1,l2n = [X˜
l1,l2
n ]0 + [X˜
l1,l2
n ]1 e1 + [X˜
l1,l2
n ]2 e2 + [X˜
l1,l2
n ]3 e3,
where
[X˜l1,l2n ]0 := R
n

λ+l2
2
(
U1,l2n + U−1,l2n
)
, l1 = 0
λ+|l1|
2 U l1+1,l2n + λ+l22 U l1−1,l2n , l1 < 0
λ+l2
2 U l1+1,l2n + λ+l12 U l1−1,l2n , l1 > 0
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[X˜l1,l2n ]1 := R
n

λ+l2
2
(
−V1,l2n + V−1,l2n
)
, l1 = 0
−λ+|l1|2 V l1+1,l2n + λ+l22 V l1−1,l2n , l1 < 0
−λ+l22 V l1+1,l2n + λ+l12 V l1−1,l2n , l1 > 0
[X˜l1,l2n ]2 := R
n

λ+l1
2
(
U l1,1n + U l1,−1n
)
, l2 = 0
λ+|l1|
2 U l1,l2+1n − λ+l22 U l1,l2−1n , l2 6= 0
[X˜l1,l2n ]3 := R
n

λ+l1
2
(
V l1,1n − V l1,−1n
)
, l2 = 0
λ+|l1|
2 V l1,l2+1n + λ+l22 V l1,l2−1n , l2 6= 0
,
with the following notation for the hyperspherical harmonics:
U−m1,m2n+1 (θ1, θ2, β) = Um1,−m2n+1 (θ1, θ2, β), and V−m1,m2n+1 (θ1, θ2, β) = −Vm1,−m2n+1 (θ1, θ2, β).
Proof. To construct the new system of H-holomorphic polynomials, we start by writing the
Cauchy-Fueter operator (1.2.4) in hyperspherical coordinates (4.1.1)
∂ =
∂
∂x0
+
∂
∂x1
e1 +
∂
∂x2
e2 +
∂
∂x3
e3
= (cosβ cos θ1 + cosβ sin θ1e1 + sinβ cos θ2e2 + sinβ sin θ2e3)
∂
∂R
+
1
R cosβ
(− sin θ1 + cos θ1e1) ∂
∂θ1
+
1
R sinβ
(− sin θ2e2 + cos θ2e3) ∂
∂θ2
+
1
R
(− sinβ cos θ1 − sinβ sin θ1e1 + cosβ cos θ2e2 + cosβ sin θ2e3) ∂
∂β
.
Moreover, for ω = cosβ cos θ1 + cosβ sin θ1e1 + sinβ cos θ2e2 + sinβ sin θ2e3 it holds
∂ω
∂θ1
= − cosβ sin θ1 + cosβ cos θ1e1,
∂ω
∂θ2
= − sinβ sin θ2e2 + sinβ cos θ2e3,
∂ω
∂β
= − sinβ cos θ1 − sinβ sin θ1e1 + cosβ cos θ2e2 + cosβ sin θ2e3.
Hence
∂ = ω
∂
∂R
+
1
R
Γω,
where
Γω =
2∑
i=1
1
| ∂ω∂θi |2
∂ω
∂θi
∂
∂θi
+
∂ω
∂β
∂
∂β
,
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with
∣∣∣ ∂ω∂θ1 ∣∣∣2 = cos2 β, and ∣∣∣ ∂ω∂θ2 ∣∣∣2 = sin2 β. Then the conjugate of the Cauchy-Fueter operator is
given by
∂ = ω
∂
∂R
+
1
R
Γω.
By construction, the hyperspherical holomorphics Xl1,l2n are generated via the following relation:
Xl1,l2n := (
1
2
∂)(Rn+1U l1,l2n+1 )
∣∣∣∣
R=1
= [Xl1,l2n ]0 +
3∑
i=1
[Xl1,l2n ]i ei.
A direct computations shows that
[Xl1,l2n ]0 =
(n+ 1)
2
cos θ1(cosβ)
l1+1(sinβ)l2 cos(l1θ1 + l2θ2)P
(l2,l1)
λ (cos 2β)
+
1
2
(cosβ)l1−1(sinβ)l2
[
cos θ1 cos(l1θ1 + l2θ2)A
l1,l2,n
+l1 sin θ1 sin(l1θ1 + l2θ2)P
(l2,l1)
λ (cos 2β)
]
[Xl1,l2n ]1 = −
(n+ 1)
2
sin θ1(cosβ)
l1+1(sinβ)l2 cos(l1θ1 + l2θ2)P
(l2,l1)
λ (cos 2β)
+
1
2
(cosβ)l1−1(sinβ)l2
[
− sin θ1 cos(l1θ1 + l2θ2)Al1,l2,n
+l1 cos θ1 sin(l1θ1 + l2θ2)P
(l2,l1)
λ (cos 2β)
]
[Xl1,l2n ]2 = −
(n+ 1)
2
cos θ2(cosβ)
l1(sinβ)l2+1 cos(l1θ1 + l2θ2)P
(l2,l1)
λ (cos 2β)
+
1
2
(cosβ)l1(sinβ)l2−1
[
cos θ2 cos(l1θ1 + l2θ2)A
l1,l2,n
−l2 sin θ2 sin(l1θ1 + l2θ2)P (l2,l1)λ (cos 2β)
]
[Xl1,l2n ]3 = −
(n+ 1)
2
sin θ2(cosβ)
l1(sinβ)l2+1 cos(l1θ1 + l2θ2)P
(l2,l1)
λ (cos 2β)
+
1
2
(cosβ)l1(sinβ)l2−1
[
sin θ2 cos(l1θ1 + l2θ2)A
l1,l2,n
+l2 cos θ2 sin(l1θ1 + l2θ2)P
(l2,l1)
λ (cos 2β)
]
with
Al1,l2,n(β) := (l1 sin
2 β − l2 cos2 β)P (l2,l1)λ (cos 2β)− cosβ sinβ
∂
∂β
P
(l2,l1)
λ (cos 2β).
In order to apply the properties of the hyperspherical harmonics, we reduce as much as possible
the right-hand side of the previous representations into the form of the hyperspherical harmon-
ics. For simplicity, we only present the proof for the scalar part [X0,0n ]0 of the hyperspherical
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holomorphics X0,0n . The proofs for the remaining coordinates follow the same principle and are
therefore straightforward. From the previous expressions, we have
[Xl1,l2n ]0 = (cosβ)
l1−1(sinβ)l2
[
λP
(l2,l1)
λ (cos 2β) cos
2 β cos θ1 cos(l1θ + l2θ2)
+
l1
2
P
(l2,l1)
λ (cos 2β) cos θ1 cos(l1θ1 + l2θ2)
−1
2
cos θ1 cos(l1θ1 + l2θ2) cosβ sinβ
∂
∂β
P
(l2,l1)
λ (cos 2β)
+
l1
2
P
(l2,l1)
λ (cos 2β) sin θ1 sin(l1θ1 + l2θ2)
]
,
where the derivative of Jacobi polynomial with respect to the variable β deduced from the formula
(4.1.7) is
∂
∂β
P
(l2,l1)
λ (cos 2β) = −2 sinβ cosβ (l1 + l2 + λ+ 1)P (l2+1,l1+1)λ−1 (cos 2β).
Now, let l1 = l2 = 0, and using the recurrence formula (4.1.4) and the identity (4.1.5) one has
[X0,0n ]0 = cosβ cos θ1
(
λP
(0,0)
λ (cos 2β) + (λ+ 1) sin
2 βP
(1,1)
λ−1 (cos 2β)
)
= cosβ cos θ1λP
(0,0)
λ (cos 2β) + (λ+ 1) sin
2 βP
(1,1)
λ−1 (cos 2β)
= cosβ cos θ1λP
(0,0)
λ (cos 2β) +
λ(λ+ 1)
2λ+ 1
[
P
(0,1)
λ−1 (cos 2β)− P (0,1)λ (cos 2β)
]
= cosβ cos θ1
λ
2λ+ 1
[
(λ+ 1)P
(0,1)
λ (cos 2β) + λP
(0,1)
λ−1 (cos 2β)
]
+
λ(λ+ 1)
2λ+ 1
P
(0,1)
λ−1 (cos 2β)−
λ(λ+ 1)
2λ+ 1
P
(0,1)
λ (cos 2β)
= cosβ cos θ1λP
(0,1)
λ−1 (cos 2β) =
n+ 1
2
U1,0n .
Making similar calculations for the remaining coordinates we finally obtain the following repre-
sentation
X0,0n =
n+ 1
2
(U1,0n − V1,0n e1 + U0,1n e2 + V0,1n e3) .
For the more general representation for the hyperspherical holomorphics Xm1,m2n , we use the ana-
log way as the previous arguments with several recurrence properties of the Jacobi polynomials
and the following formula of trigonometric function
cos θ1 cos(l1θ + l2θ2) = cos[(l1 ± 1)θ1 + l2θ2] ± sin θ1 sin(l1θ1 + l2θ2).
For the remaining elements Y˜m1,m2n , we have a similar lemma.
Lemma 4.2.2. The homogeneous H-holomorphic polynomials Y˜m1,m2n (m1 = 0, . . . ,±(n +
1), m2 = 0, . . . , n+ 1) are represented in the following way
Y˜m1,m2n = [Y˜
m1,m2
n ]0 + [Y˜
m1,m2
n ]1 e1 + [Y˜
m1,m2
n ]2 e2 + [Y˜
m1,m2
n ]3 e3,
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where
[Y˜m1,m2n ]0 := R
n

λ+m2
2
(
V1,m2n + V−1,m2n
)
, m1 = 0
λ+|m1|
2 Vm1+1,m2n + λ+m22 Vm1−1,m2n , m1 < 0
λ+m2
2 Vm1+1,m2n + λ+m12 Vm1−1,m2n , m1 > 0
[Y˜m1,m2n ]1 := R
n

λ+m2
2
(
U1,m2n − U−1,m2n
)
, m1 = 0
λ+|m1|
2 Um1+1,m2n − λ+m22 Um1−1,m2n , m1 < 0
λ+m2
2 Um1+1,m2n − λ+m12 Um1−1,m2n , m1 > 0
[Y˜m1,m2n ]2 := R
n

λ+|m1|
2
(
Vm1,1n + Vm1,−1n
)
, m2 = 0
λ+|m1|
2 Vm1,m2+1n − λ+m22 Vm1,m2−1n , m2 6= 0
[Y˜m1,m2n ]3 := R
n

λ+|m1|
2
(
−Um1,1n + Um1,−1n
)
, m2 = 0
−λ+|m1|2 Um1,m2+1n − λ+m22 Um1,m2−1n , m2 6= 0
.
The proof will be omitted since it is similar to the one of Lemma 4.2.1. However, we notice that
for the hyperspherical holomorphics Ym1,m2n , the following relations hold:
[Ym1,m2n ]0 =
(n+ 1)
2
cos θ1(cosβ)
m1+1(sinβ)m2 sin(m1θ1 +m2θ2)P
(m2,m1)
λ (cos 2β)
+
1
2
(cosβ)m1−1(sinβ)m2 [cos θ1 sin(m1θ1 +m2θ2)Am1,m2,n
−m1 sin θ1 cos(m1θ1 +m2θ2)P (m2,m1)λ (cos 2β)
]
[Ym1,m2n ]1 = −
(n+ 1)
2
sin θ1(cosβ)
m1+1(sinβ)m2 sin(m1θ1 +m2θ2)P
(m2,m1)
λ (cos 2β)
− 1
2
(cosβ)m1−1(sinβ)m2[sin θ1 sin(m1θ1 +m2θ2)Am1,m2,n
+m1 cos θ1 cos(m1θ1 +m2θ2)P
(m2,m1)
λ (cos 2β)
]
[Ym1,m2n ]2 = −
(n+ 1)
2
cos θ2(cosβ)
m1(sinβ)m2+1 sin(m1θ1 +m2θ2)P
(m2,m1)
λ (cos 2β)
+
1
2
(cosβ)m1(sinβ)m2−1 [cos θ2 sin(m1θ1 +m2θ2)Am1,m2,n
+m2 sin θ2 cos(m1θ1 +m2θ2)P
(m2,m1)
λ (cos 2β)
]
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[Ym1,m2n ]3 = −
(n+ 1)
2
sin θ2(cosβ)
m1(sinβ)m2+1 sin(m1θ1 +m2θ2)P
(m2,m1)
λ (cos 2β)
+
1
2
(cosβ)m1(sinβ)m2−1 [sin θ2 sin(m1θ1 +m2θ2)Am1,m2,n
−m2 cos θ2 cos(m1θ1 +m2θ2)P (m2,m1)λ (cos 2β)
]
.
Lemma 4.2.3. The homogeneous H-holomorphic polynomials X˜m1,m2n and Y˜m1,m2n are zero func-
tions for m1,m2 ≥ n+ 2.
The coordinates of the basis H-holomorphic polynomials are built in terms of the Jacobi poly-
nomials. Therefore, from the recurrence formulae of the Jacobi polynomials, we attain explicit
recurrence rules between the H-holomorphic polynomials. These formulae will give a way to find
all polynomials from initial ones, which are helpful in numerical computations. Furthermore,
they will be applied in the calculation of the H-hypercomplex derivative for the homogeneous
H-holomorphic polynomials.
Proposition 4.2.4. For each n ∈ N0, the homogeneous H-holomorphic polynomials X˜0,0n , X˜m1,m2n
and Y˜m1,m2n (m1 = 0, . . . ,±(n+ 1), m2 = 0, . . . , n+ 1) satisfy the following recurrence formulae:
(i) X˜0,0n − X˜1,1n e2 − Y˜1,1n e3 = 0H;
(ii) X˜m1+1,m2n + Y˜m1+1,m2n e1 + X˜
m1,m2−1
n e2 − Y˜m1,m2−1n e3 = 0H, m1 ≥ 0, m2 6= 0;
(iii) X˜m1+1,m2n + Y˜m1+1,m2n e1 + λ
′
+m2
λ′+|m1|X˜
m1,m2−1
n e2 − λ
′
+m2
λ′+|m1|Y˜
m1,m2−1
n e3 = 0H, m1 < 0,
m2 6= 0;
(iv) X˜m1+1,0n + Y˜m1+1,0n e1 − λ
′
+m1
λ′
X˜−m1,1n e2 − λ
′
+m1
λ′
Y˜−m1,1n e3 = 0H, m1 ≥ 0;
(v) X˜m1+1,0n + Y˜m1+1,0n e1 − X˜−m1,1n e2 − Y˜−m1,1n e3 = 0H, m1 < 0;
(vi) X˜m1−1,m2n − Y˜m1−1,m2n e1 − X˜m1,m2+1n e2 − Y˜m1,m2+1n e3 = 0H, m1 6= 0;
(vii) X˜−1,m2n − Y˜−1,m2n e1 − λ
′
λ′+m2
X˜0,m2+1n e2 − λ
′
λ′+m2
Y˜0,m2+1n e3 = 0H,
where λ′ = n+2−|m1|−m22 , and X˜
1,0
0 =
1
2 = Y˜
1,0
0 e1 = X˜
0,1
0 e2 = Y˜
0,1
0 e3.
Proof. For simplicity, we just prove Statement (ii), the proofs of the remaining recurrence for-
mulae are similar. Let us assume that m1 ≥ 0 and m2 6= 0. It is sufficient to prove that
Xm1+1,m2n +Y
m1+1,m2
n e1 +X
m1,m2−1
n e2 −Ym1,m2−1n e3 = 0H (4.2.5)
holds coordinatewisely. Based on previous representations of the hyperspherical holomorphics,
the scalar part of (4.2.5) is
[Xm1+1,m2n ]0 − [Ym1+1,m2n ]1 − [Xm1,m2−1n ]2 + [Ym1,m2−1n ]3
=
(
λ+m2 − 1
2
Um1+2,m2n +
λ+m1
2
Um1,m2n
)
−
(
λ+m2 − 1
2
Um1+2,m2n −
λ+m1
2
Um1,m2n
)
−
(
λ+m1
2
Um1,m2n −
λ+m2 − 1
2
Um1,m2−2n
)
+
(
−λ+m1
2
Um1,m2n −
λ+m2 − 1
2
Um1,m2−2n
)
= 0.
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For the remaining coordinates similar arguments can be proved, then the equation (4.2.5) holds.
In the approximation of an H-holomorphic function by series expansion, it is often required
that the derivative of a basis function is again another basis function from the same system.
In our consideration, a similar result for our new basis polynomials under the H-hypercomplex
differentiation operation is attained. In the next proposition, it will be pointed out that the
H-hypercomplex derivatives of the H-holomorphic polynomials are the sum of two similar poly-
nomials of one degree lower. This can be seen as a generalization of the derivative of complex
power zn in one-dimensional complex analysis.
Proposition 4.2.5. For n ≥ 1, the homogeneous H-holomorphic polynomials X˜0,0n , X˜m1,m2n , and
Y˜m1,m2n (m1 = 0, . . . ,±(n+ 1), m2 = 0, . . . , n+ 1) satisfy the following identities:
(i) (12∂)X˜
0,0
n = (n+ 1)X˜
1,0
n−1;
(ii) (12∂)X˜
m1,m2
n = (λ+m2)X˜
m1+1,m2
n−1 + (λ+m1)X˜
m1−1,m2
n−1 , m1 > 0, m2 6= 0;
(iii) (12∂)X˜
m1,m2
n = (λ+ |m1|)X˜m1+1,m2n−1 + (λ+m2)X˜m1−1,m2n−1 , m1 < 0, m2 6= 0;
(iv) (12∂)X˜
m1,0
n = λX˜
m1+1,0
n−1 + (λ+m1)X˜
m1−1,0
n−1 , m1 > 0;
(v) (12∂)X˜
m1,0
n = (λ+ |m1|)X˜m1+1,0n−1 + λX˜m1−1,0n−1 , m1 < 0;
(vi) (12∂)X˜
0,m2
n = (λ+m2)(X˜
1,m2
n−1 + X˜
−1,m2
n−1 );
(vii) (12∂)Y˜
m1,m2
n = (λ+m2)Y˜
m1+1,m2
n−1 + (λ+m1)Y˜
m1−1,m2
n−1 , m1 > 0, m2 6= 0;
(viii) (12∂)Y˜
m1,m2
n = (λ+ |m1|)Y˜m1+1,m2n−1 + (λ+m2)Y˜m1−1,m2n−1 , m1 < 0, m2 6= 0;
(ix) (12∂)Y˜
m1,0
n = λY˜
m1+1,0
n−1 + (λ+m1)Y˜
m1−1,0
n−1 , m1 > 0;
(x) (12∂)Y˜
m1,0
n = (λ+ |m1|)Y˜m1+1,0n−1 + λY˜m1−1,0n−1 , m1 < 0;
(xi) (12∂)Y˜
0,m2
n = (λ+m2)(Y˜
1,m2
n−1 + Y˜
−1,m2
n−1 ).
Proof. For simplicity, we only present the proof for the homogeneous H-holomorphic polynomials
X˜m1,m2n , with m1 > 0, and m2 6= 0. The proofs for the remaining polynomials follow the
same principle and are therefore straightforward. Using the representations of homogeneous
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H-holomorphic polynomials, we have
(
1
2
∂)X˜m1,m2n = (
1
2
∂)
{(
λ+m2
2
RnUm1+1,m2n +
λ+m1
2
RnUm1−1,m2n
)
+
(
−λ+m2
2
RnVm1+1,m2n +
λ+m1
2
RnVm1−1,m2n
)
e1
+
(
λ+m1
2
RnUm1,m2+1n −
λ+m2
2
RnUm1,m2−1n
)
e2
+
(
λ+m1
2
RnVm1,m2+1n +
λ+m2
2
RnVm1,m2−1n
)
e3
}
=
(
λ+m2
2
X˜m1+1,m2n−1 +
λ+m1
2
X˜m1−1,m2n−1
)
+
(
−λ+m2
2
Y˜m1+1,m2n−1 +
λ+m1
2
Y˜m1−1,m2n−1
)
e1
+
(
λ+m1
2
X˜m1,m2+1n−1 −
λ+m2
2
X˜m1,m2−1n−1
)
e2
+
(
λ+m1
2
Y˜m1,m2+1n−1 +
λ+m2
2
Y˜m1,m2−1n−1
)
e3
=
λ+m2
2
(
X˜m1+1,m2n−1 − Y˜m1+1,m2n−1 e1 − X˜m1,m2−1n−1 e2 + Y˜m1,m2−1n−1 e3
)
+
λ+m1
2
(
X˜m1−1,m2n−1 + Y˜
m1−1,m2
n−1 e1 + X˜
m1,m2+1
n−1 e2 + Y˜
m1,m2+1
n−1 e3
)
.
Applying the recurrence formulae (ii) and (vi) in Proposition 4.2.4, Statement (ii) is proved.
The next proposition shows that among the homogeneous H-holomorphic polynomials (4.2.3),
there are H-hyperholomorphic constants.
Proposition 4.2.6. The homogeneous H-holomorphic polynomials X˜0,n+1n and Y˜0,n+1n are H-
hyperholomorphic constants. Moreover, they are given by
X˜0,n+1n = Y˜
0,n+1
n e1 =
n+ 1
2
Rn
[−U0,nn e2 + V0,nn e3]
Proof. It is obvious that from Statements (vi) and (xi) of Proposition 4.2.5, the polynomials
X˜0,n+1n and Y˜0,n+1n are H-hyperholomorphic constants. Moreover, their explicit representations
show that they do not contain θ1, and therefore do not depend on x0 and x1.
We consider now the main result of this chapter.
Theorem 4.2.7. For each n ∈ N0, the set of (n + 2)2 linearly independent homogeneous H-
holomorphic polynomials
{X˜0,0n , X˜m1,m2n , Y˜m1,m2n : m1 = 0, . . . ,±(n+ 1), m2 = 0, . . . , n+ 1},
forms an orthogonal basis in the subspace M+(B,H;n) with respect to the real-valued inner
product (1.1.2). Consequently,{
X˜0,0n , X˜
m1,m2
n , Y˜
m1,m2
n : m1 = 0, . . . ,±(n+ 1), m2 = 0, . . . , n+ 1;n = 0, 1, . . .
}
is an orthogonal basis inM+(B,H).
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Proof. For each n ∈ N0, we first prove that the set (4.2.4) of (n+2)2 hyperspherical holomorphics
is orthogonal with respect to the real-valued inner product (1.1.2) on the sphere S. Let us
start with the orthogonality of the hyperspherical holomorphic polynomials Xl1,l2n (l1 > 0), and
(l2 6= 0). The proofs for l1 > 0 and l2 = 0, and l1 < 0 are similar. By the definition of the
real-valued inner product (1.1.2) for a fixed n ∈ N0, we have
(Xl1,l2n ,X
k1,k2
n )L2(S,H;R) =
∫
S
Sc(Xl1,l2n X
k1,k2
n ) dσ
=
∫
S
(
Sc(Xl1,l2n )Sc(X
k1,k2
n ) +
3∑
i=1
[Xl1,l2n ]i[X
k1,k2
n ]i
)
dσ. (4.2.6)
A first straightforward computation shows
∫
S
(
Sc(Xl1,l2n )Sc(X
k1,k2
n ) + [X
l1,l2
n ]1[X
k1,k2
n ]1
)
dσ
=
(λ+ l2)(λ
′
+ k2)
4
[∫
S
U l1+1,l2n Uk1+1,k2n dσ +
∫
S
V l1+1,l2n Vk1+1,k2n dσ
]
+
(λ+ l1)(λ
′
+ k1)
4
[∫
S
U l1−1,l2n Uk1−1,k2n dσ +
∫
S
V l1−1,l2n Vk1−1,k2n dσ
]
+
(λ+ l1)(λ
′
+ k2)
4
[∫
S
U l1−1,l2n Uk1+1,k2n dσ −
∫
S
V l1−1,l2n Vk1+1,k2n dσ
]
+
(λ+ l2)(λ
′
+ k1)
4
[∫
S
U l1+1,l2n Uk1−1,k2n dσ −
∫
S
V l1+1,l2n Vk1−1,k2n dσ
]
,
with λ = n+1−l1−l22 and λ
′
= n+1−k1−k22 . We remark that the previous integrals with the terms
l1 6= k1 − 2 (analogues l1 6= k1 + 2) vanish because of the orthogonality of the hyperspherical
harmonics. In this sense, we consider now only if l1 = k1 − 2 (analogues l1 = k1 + 2), and the
previous expression reduces to the form
∫
S
(
Sc(Xl1,l2n )Sc(X
k1,k2
n ) + [X
l1,l2
n ]1[X
k1,k2
n ]1
)
dσ
=
(λ+ l1)(λ
′
+ k2)
4
∫
S
[
U l1−1,l2n Uk1+1,k2n − V l1−1,l2n Vk1+1,k2n
]
dσ.
From the orthogonality of trigonometric functions, it is evident that the last integral also vanishes
when l1 = k1 − 2 (and l2 = k2), because of the relation
∫ 2pi
0
∫ 2pi
0
[
sin2(l1θ1 + l2θ2)− cos2(l1θ1 + l2θ2)
]
dθ1dθ2 = 0.
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Analogously, we can easily compute the remaining integral∫
S
(
[Xl1,l2n ]2[X
k1,k2
n ]2 + [X
l1,l2
n ]3[X
k1,k2
n ]3
)
dσ
=
(λ+ l1)(λ
′
+ k1)
4
[∫
S
U l1,l2+1n Uk1,k2+1n dσ +
∫
S
V l1,l2+1n Vk1,k2+1n dσ
]
+
(λ+ l2)(λ
′
+ k2)
4
[∫
S
U l1,l2−1n Uk1,k2−1n dσ +
∫
S
V l1,l2−1n Vk1,k2−1n dσ
]
+
(λ+ l1)(λ
′
+ k2)
4
∫
S
[
V l1,l2+1n Vk1,k2−1n − U l1,l2+1n Uk1,k2−1n
]
dσ
+
(λ+ l2)(λ
′
+ k1)
4
∫
S
[
V l1,l2−1n Vk1,k2+1n − U l1,l2−1n Uk1,k2+1n
]
dσ
= 0, (l1, l2) 6= (k1, k2),
and, consequently the integral (4.2.6) vanishes. Therefore, the orthogonality of these polynomials
is proved. In an analogous way, for the hyperspherical holomorphics Ym1,m2n (m1 = 0, . . . ,±(n+
1), m2 = 0, . . . , n + 1), we conclude that (Y
m1,m2
n ,Y
k1,k2
n )L2(S,H;R) = 0, (m1,m2) 6= (k1, k2),
and that (Xl1,l2n ,Ym1,m2n )L2(S,H;R) = 0, and the orthogonality of the hyperspherical holomorphic
system is proved.
Taking into account relation (4.2.1), similar results can be obtained for the homogeneous H-
holomorphic polynomials (4.2.3). Thus, the system (4.2.3) is linearly independent. Moreover, for
each degree of homogeneity n ∈ N0, the system (4.2.3) is formed by (n+ 2)2 = dimM+(B,H;n)
homogeneous H-holomorphic polynomials, then it is complete in M+(B,H;n). Furthermore,
based on the orthogonal decomposition M+(B,H) = ⊕∞n=0M+(B,H;n), the completeness of
the system in each subspaceM+(B,H;n) leads to the second part of the theorem.
In order to get an orthonormal system of homogeneous H-holomorphic polynomials, their explicit
norms are required.
Lemma 4.2.8. For each n ∈ N0, the norms of the hyperspherical holomorphics
{X0,0n , Xm1,m2n , Ym1,m2n : m1 = 0, . . . ,±(n+ 1), m2 = 0, . . . , n+ 1}
are given by
‖X0,0n ‖2L2(S,H;R) = pi2(n+ 1);
‖Xm1,m2n ‖2L2(S,H;R) = ‖Ym1,m2n ‖2L2(S,H;R)
=
pi2(λ+ 1)Γ(λ+m2 + 1)Γ(λ+ |m1|+ 1)
2 λ!Γ(λ+m2 + |m1|+ 1) , m1,m2 6= 0;
‖X0,m2n ‖2L2(S,H;R) = ‖Y0,m2n ‖2L2(S,H;R) =
pi2(2λ+m2)
2
, m2 6= 0;
‖Xm1,0n ‖2L2(S,H;R) = ‖Ym1,0n ‖2L2(S,H;R) =
pi2(2λ+ |m1|)
2
, m1 6= 0.
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Proof. For simplicity, we just present the calculations for the norm of the hyperspherical holo-
morphics X0,0n . From Lemma 4.2.1 it follows
‖X0,0n ‖2L2(S,H;R) =
(n+ 1)2
4
(
‖U1,0n ‖2L2(S) + ‖V1,0n ‖2L2(S) + ‖U0,1n ‖2L2(S) + ‖V0,1n ‖2L2(S)
)
=
(n+ 1)2
4
4pi2Γ(λ)Γ(λ+ 1)
(λ− 1)!(2λ)Γ(λ+ 1) =
(n+ 1)2pi2
2λ
= (n+ 1)pi2.
We proceed by proving the case Xm1,m2n with m1,m2 6= 0. The proof for the remaining cases,
and Ym1,m2n is similar. Again, from Lemma 4.2.1, and taking into account that ‖Um1,m2n ‖2L2(S) =
‖Vm1,m2n ‖2L2(S) it follows
‖Xm1,m2n ‖2L2(S,H;R) = ‖[Xm1,m2n ]0‖2L2(S) + ‖[Xm1,m2n ]1‖2L2(S)
+ ‖[Xm1,m2n ]2‖2L2(S) + ‖[Xm1,m2n ]3‖2L2(S)
=
(λ+m2)
2
2
{
‖Um1+1,m2n ‖2L2(S) + ‖Um1,m2−1n ‖2L2(S)
}
+
(λ+m1)
2
2
{
‖Um1−1,m2n ‖2L2(S) + ‖Um1,m2+1n ‖2L2(S)
}
.
Finally, using equality (4.1.8) it leads to
‖Xm1,m2n ‖2L2(S,H;R) =
pi2(λ+ 1)Γ(λ+m2 + 1)Γ(λ+m1 + 1)
2 λ!Γ(λ+m2 +m1 + 1)
,
and the lemma is proved. Further, from the relation (4.2.2), the norms of the homogeneous
H-holomorphic polynomials are also attained.
We end up this section by showing a few examples of the homogeneous H-holomorphic polyno-
mials X˜0,0n , X˜m1,m2n , and Y˜m1,m2n given in the following tables for the cases n = 1, 2.
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Tab. 4.1: n = 1
(m1, m2) X˜
0,0
n and X˜m1,m2n Y˜m1,m2n
(0, 0) x0 − x1e1 + x2e2 + x3e3
(1, 1) 12x2 +
1
2x3e1 − 12x0e2 + 12x1e3 12x3 − 12x2e1 − 12x1e2 − 12x0e3
(-1, 1) 12x2 − 12x3e1 − 12x0e2 − 12x1e3 12x3 + 12x2e1 + 12x1e2 − 12x0e3
(2, 0) x0 + x1e1 x1 − x0e1
(0, 2) −x2e2 + x3e3 −x3e2 − x2e3
Tab. 4.2: n = 2
(m1, m2) X˜
m1,m2
n
(1, 0) 12(3x
2
0 + x
2
1 − 2x22 − 2x23)− x1x0e1 + 2x2x0e2 + 2x3x0e3
(0, 1) 2x2x0 − 2x1x2e1 + 12(3x22 − 2x20 − 2x21 + x23)e2 + x3x2e3
(2, 1) x2x0 − x1x3 + (x0x3 + x2x1)e1 + 12(x21 − x20)e2 + x0x1e3
(-2, 1) x2x0 + x1x3 + (x2x1 − x0x3)e1 + 12(x21 − x20)e2 − x0x1e3
(1, 2) 12(x
2
2 − x23) + x2x3e1 + (x1x3 − x0x2)e2 + (x1x2 + x0x3)e3
(-1, 2) 12(x
2
2 − x23)− x2x3e1 − (x0x2 + x1x3)e2 + (x0x3 − x1x2)e3
(3, 0) 32(x
2
0 − x21) + 3x0x1e1
(0, 3) 32(x
2
3 − x22)e2 + 3x2x3e3
Tab. 4.3: n = 2
(m1, m2) Y˜
m1,m2
n
(1, 0) x0x1 + 12(2x
2
2 + 2x
2
3 − 3x21 − x20)e1 + 2x2x1e2 + 2x3x1e3
(0, 1) 2x0x3 − 2x3x1e1 + x2x3e2 + 12(−2x20 − 2x21 + x22 + 3x23)e3
(2, 1) x0x3 + x2x1 + (x3x1 − x0x2)e1 − x0x1e2 + 12(x21 − x20)e3
(-2, 1) x0x3 − x2x1 + (x0x2 + x3x1)e1 + x0x1e2 + 12(x21 − x20)e3
(1, 2) x2x3 + 12(x
2
3 − x22)e1 − (x0x3 + x1x2)e2 + (x1x3 − x0x2)e3
(-1, 2) x2x3 + 12(x
2
2 − x23)e1 + (x1x2 − x0x3)e2 − (x0x2 + x1x3)e3
(3, 0) 32(x
2
1 − x20)e1 + 3x1x0
(0, 3) −3x3x2e2 + 32(x23 − x22)e3
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5 Quaternionic Spherical Wave Functions
The development of the theory of generalized holomorphic functions enables to study more
general systems of partial differential equations. I. N. Vekua [159] investigated a linear uniformly
elliptic system for two unknown real-valued functions in the plane as follows:(
∂x −∂y
∂y ∂x
)(
u
v
)
=
(
a b
c d
)(
u
v
)
−
(
f
g
)
,
which has a number of similar properties to the holomorphic functions. More results can be
found in [55, 102, 119, 120, 158].
Higher-dimensional generalizations are connected with the Dirac operator D. Let α be a complex
valued number, then the problem is formulated as
Du+ αu = f,
(see also [62, 87, 88, 143, 163]).
In this chapter, we consider the Moisil-Teodorescu system disturbed by a potential in real quater-
nions. We begin with the Spherical Wave Functions (SWFs), which are solutions of the Helmholtz
equation, built in terms of regular spherical Bessel functions, associated Legendre functions and
Chebyshev polynomials. Furthermore, we introduce the Quaternionic Spherical Wave Functions
(QSWFs), which refine and extend the SWFs. Each function is a linear combination of SWFs
and products of monogenic functions by regular spherical Bessel functions. We prove that the
QSWFs are orthogonal in the unit ball of R3 with respect to the real-valued inner product (1.1.2).
Also, we perform a detailed analysis of the related properties of QSWFs including the explicit
norms and the orthogonality of their scalar parts.
5.1 Scalar Spherical Wave Functions
It is well-known that the Helmholtz operator often arises in the study of physical problems
including the study of electromagnetic radiation, seismology, and acoustics. In three dimensional
Cartesian coordinates (x1, x2, x3), it is given by
∆k := ∆ + k
2 :=
∂2
∂x21
+
∂2
∂x22
+
∂2
∂x23
+ k2, (5.1.1)
where k is a real number, called wave number. The Helmholtz equation is also known as reduced
wave equation.
In the case that k is complex, quaternion or Clifford number, the operator (5.1.1) is called the
operator of Helmholtz type. When k = 0 the Helmholtz operator reduces to the Laplace operator.
Besides, the operator ∆− k2 with a real number k is called Yukawa operator.
114 5 Quaternionic Spherical Wave Functions
We proceed by recalling the spherical polar coordinate system (r, θ, ϕ)
x1 = r cos θ, x2 = r sin θ cosϕ, x3 = r sin θ sinϕ,
with 0 ≤ r < +∞ the radius of the sphere, θ is the polar angle so that 0 ≤ θ ≤ pi, and ϕ is the
azimuthal angle with 0 ≤ ϕ < 2pi.
The Helmholtz equation is usually solved by using the separation of variables in different coor-
dinate systems including spherical coordinates. For a real potential k, the Helmholtz operator
in spherical coordinates is given by
∆k =
1
r2
∂
∂r
(
r2
∂
∂r
)
+
1
r2 sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
+
1
r2 sin2 θ
∂2
∂ϕ2
+ k2. (5.1.2)
A family of solutions of the Helmholtz equation (5.1.2) in spherical coordinates, known as scalar
SWFs or metaharmonic functions, can be represented in the following form:
χ(r, θ, ϕ) := Ξ(r) Θ(θ) Φ(ϕ),
where Ξ(r), Θ(θ) and Φ(ϕ) satisfy the differential equations
d2Ξ(r)
dr2
+
2
r
dΞ(r)
dr
+
[
k2 − n(n+ 1)
r2
]
Ξ(r) = 0, (5.1.3)
d2Θ(θ)
dθ2
+ cot θ
dΘ(θ)
dθ
+
[
n(n+ 1)− m
2
sin2 θ
]
Θ(θ) = 0, (5.1.4)
d2Φ(ϕ)
dϕ2
+m2Φ(ϕ) = 0, (5.1.5)
respectively, where n is a constant andm2 is a parameter introduced by application of the method
of separation of variables. In general, m is a complex number, but the periodicity of Φ requires
that m is a nonnegative integer. Hence solutions to the equation (5.1.5) are either cos(mϕ) or
sin(mϕ), which are related to the Chebyshev polynomials of the first and second kind, Tm and
Um. The solutions Θ(θ) and Ξ(r) are given, respectively, by the associated Legendre functions
of the first kind, Pmn (cos θ), of n-th degree and m-th index, and the regular spherical Bessel
functions, jn(kr), of order n.
In fact, the solutions of the radial equation (5.1.3) are the spherical Bessel functions including
the spherical Bessel functions of the first kind jn, the spherical Neumann functions yn (spherical
Bessel functions of the second kind), and the spherical Hankel functions h(1)n and h
(2)
n (spherical
Bessel functions of the third kind). The spherical Hankel functions are the combinations of the
spherical Bessel functions of the first and second kind as follows:
h(1)n := jn + iyn , h
(2)
n := jn − iyn.
In our consideration, we use spherical Bessel functions of the first kind since they are the only one
regular at the origin. From now on, for simplicity we just call them spherical Bessel functions.
For the reader who is interested in this area, we mention that jn and yn represent standing wave,
while h(1)n and h
(2)
n correspond, respectively, to outgoing and incoming waves.
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The functions Θ(θ) and Φ(ϕ) are often combined into spherical harmonics (see, e.g. in [105, 136]):
U (0)n (θ, ϕ) := Pn(cos θ),
U (m)n (θ, ϕ) := Pmn (cos θ)Tm(cosϕ), (5.1.6)
V(m)n (θ, ϕ) := Pmn (cos θ) sinϕUm−1(cosϕ), m = 1, . . . , n, n = 0, 1, . . . .
The above method of separation of variables shows that the solutions of the Helmholtz equation
are combinations of the spherical harmonics and the spherical Bessel functions. From now on,
we will denote the SWFs, respectively, by
χ(0)n (r, θ, ϕ) := jn(kr)U (0)n (θ, ϕ),
χ(m)n (r, θ, ϕ) := jn(kr)U (m)n (θ, ϕ), (5.1.7)
κ(m)n (r, θ, ϕ) := jn(kr)V(m)n (θ, ϕ), m = 1, . . . , n; n = 0, 1, . . . .
Remark 5.1.1. For k → 0, substituting the spherical Bessel function jn(kr) in the SWFs by rn,
one obtains the solutions of three-dimensional spherical Laplace equation.
The general theory and background of the associated Legendre and the spherical Bessel functions
are contained in [15] (cf. [79, 84]). For a further investigation, let us recall some basis facts about
the spherical Bessel functions jn(x). Their relation to the Bessel functions of the first kind Jn(x)
is given by
jn(x) =
√
pi
2x
Jn+ 1
2
(x);
therefore, they are also known as the Bessel functions of half-integer order. Besides, the spherical
Bessel functions are expressible as sums of polynomials in x−1 multiplied by sinx and − cosx.
Their recurrence formula is given by
2n+ 3
x
jn+1(x) = jn(x) + jn+2(x). (5.1.8)
Moreover, the derivative of spherical Bessel function is
∂
∂x
jn(x) = −jn+1(x) + n
x
jn(x) = jn−1(x)− n+ 1
x
jn(x). (5.1.9)
Finally, the integral of spherical Bessel functions over the interval [0, 1] has the following form:∫ 1
0
r2[jn+1(kr)]
2dr =
1
2
[jn+1(k)jn+1(k)− jn(k)jn+2(k)] . (5.1.10)
Proposition 5.1.2. The spherical wave functions{
χ(0)n , χ
(m)
n , κ
(0)
n , m = 1, . . . , n; n = 0, 1, . . .
}
are orthogonal with respect to the real-valued inner product (1.1.2) over the unit ball B in R3.
Proof. The proof is straightforward from the orthogonality of the associated Legendre functions
for the same index m and different orders n, and the Chebyshev polynomials for different indices
m.
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5.2 Quaternionic Spherical Wave Functions and their Properties
Let G be a bounded domain in R3 with a sufficient smooth boundary Γ. On the space C1(G,H;R)
we consider the following first-order partial differential operators
Dk := k + [cos θe1 + sin θ (cosϕe2 + sinϕe3)]
∂
∂r
+
1
r
[− sin θe1 + cos θ (cosϕe2 + sinϕe3)] ∂
∂θ
+
1
r sin θ
[− sinϕe2 + cosϕe3] ∂
∂ϕ
,(5.2.1)
and
Dk := k − [cos θe1 + sin θ (cosϕe2 + sinϕe3)] ∂
∂r
− 1
r
[− sin θe1 + cos θ (cosϕe2 + sinϕe3)] ∂
∂θ
− 1
r sin θ
[− sinϕe2 + cosϕe3] ∂
∂ϕ
.(5.2.2)
In close analogy to the one-dimensional complex analysis, the Helmholtz operator can be factor-
ized by the Dirac type operator and its conjugate:
∆ + k2 = DkDk = DkDk. (5.2.3)
Now let us consider a set of spherical D0-hypermonogenic functions required for subsequent
derivations. Having in mind the factorization of the 3-dimensional Laplace operator by ∆ = −D20,
using similar ideas as in [111], direct computations show that the D0-hypermonogenic functions
are of the form:
X(0)n (θ, ϕ) := (n+ 1)U (0)n (θ, ϕ)e1 + U (1)n (θ, ϕ)e2 + V(1)n (θ, ϕ)e3,
X(m)n (θ, ϕ) := (n+m+ 1)U (m)n (θ, ϕ)e1 +
1
2
[
U (m+1)n (θ, ϕ)e2 + V(m+1)n (θ, ϕ)e3
]
− 1
2
(n+m+ 1)(n+m)
[
U (m−1)n (θ, ϕ)e2 − V(m−1)n (θ, ϕ)e3
]
,
and
Y(m)n (θ, ϕ) := (n+m+ 1)V(m)n (θ, ϕ)e1 +
1
2
[
V(m+1)n (θ, ϕ)e2 − U (m+1)n (θ, ϕ)e3
]
− 1
2
(n+m+ 1)(n+m)
[
V(m−1)n (θ, ϕ)e2 + U (m−1)n (θ, ϕ)e3
]
for m = 1, . . . , n+ 1; n = 0, 1, . . . .
As mentioned in Chapter 1, the D0-hypermonogenic functions, the solutions of the Moisil-
Teodorescu system, are widely known as monogenic functions in quaternionic analysis. Nev-
ertheless, in our consideration we would like to use the notion D0-hypermonogenic as a special
case of Dk-hypermonogenic.
We proceed by introducing a set of quaternionic spherical wave functions (QSWFs) and show
that they are orthogonal in the unit ball B in R3. As a consequence of the interrelation between
spherical D0-hypermonogenic functions with Chebyshev and associated Legendre functions, the
constructed QSWFs are related to the Chebyshev and associated Legendre functions as well.
Also, the spherical Bessel functions take a part in this construction.
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Definition 5.2.1 (QSWFs). For m = 1, . . . , n+ 1 (n = 0, 1, . . . ) the functions defined by
Xkn,(0)(r, θ, ϕ) := k
[
χ
(0)
n+1 +
jn+2(kr)
r
U (0)n+1 ζ
]
− jn+1(kr)
r
X(0)n
Xkn,(m)(r, θ, ϕ) := k
[
χ
(m)
n+1 +
jn+2(kr)
r
U (m)n+1 ζ
]
− jn+1(kr)
r
X(m)n (5.2.4)
Ykn,(m)(r, θ, ϕ) := k
[
κ
(m)
n+1 +
jn+2(kr)
r
V(m)n+1 ζ
]
− jn+1(kr)
r
Y(m)n ,
where
ζ := r cos θ e1 + r sin θ cosϕ e2 + r sin θ sinϕ e3,
are called the Quaternionic Spherical Wave Functions (QSWFs).
Definition 5.2.1 leads to a first result.
Lemma 5.2.2. Xkn,(m) and Y
k
n,(m) are the zero functions for m ≥ n+ 2.
We now formulate the main results of this section.
Theorem 5.2.3. The function set
{Xkn,(0),Xkn,(m),Ykn,(m) : m = 1, . . . , n+ 1; n = 0, 1, . . . }
is formed by Dk-hypermonogenic functions.
Proof. To begin with, we use the following recurrence formulae of associated Legendre functions:
−1
2m
[
Pm+1n (cos θ) + (n+m)(n+m+ 1)P
m−1
n (cos θ)
]
=
1
sin θ
Pmn+1(cos θ)
and
sin θPm+1n (cos θ) = (n−m+ 1)Pmn+1(cos θ) + (n+m+ 1)Pmn (cos θ)
to obtain
X(m)n = (n+m+ 1)U (m)n (θ, ϕ)e1
+
[
(n+ 1)
cosϕ
sin θ
Pmn+1(cos θ) cos(mϕ)− (n+m+ 1)
cos θ cosϕ
sin θ
Pmn (cos θ) cos(mϕ)
+m
sinϕ
sin θ
Pmn+1(cos θ) sin(mϕ)
]
e2
+
[
(n+ 1)
sinϕ
sin θ
Pmn+1(cos θ) cos(mϕ)− (n+m+ 1)
cos θ sinϕ
sin θ
Pmn (cos θ) cos(mϕ)
−m cosϕ
sin θ
Pmn+1(cos θ) sin(mϕ)
]
e3.
Now, having in mind the recurrence relations of the spherical Bessel functions (5.1.8) and of the
associated Legendre functions
(n−m)Pmn (cos θ) = (2n− 1) cos θPmn−1(cos θ)− (n+m− 1)Pmn−2(cos θ),
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we have
Xkn,(m) = kjn+1(kr)P
m
n+1(cos θ)Tm(cosϕ)
+
{−kjn(kr) cos θPmn+1(cos θ)Tm(cosϕ)
+(n−m+ 2)jn+1(kr)
r
Pmn+2(cos θ)Tm(cosϕ)
}
e1
+
{
(n+ 2)
jn+1(kr)
r
Pmn+1(cos θ)
sin θ
cosϕTm(cosϕ)
−mjn+1(kr)
r
Pmn+1(cos θ)
sin θ
sinϕ sin(mϕ)
−kjn(kr) sin θPmn+1(cos θ) cosϕTm(cosϕ)
−(n−m+ 2)jn+1(kr)
r
cos θ
sin θ
Pmn+2(cos θ) cosϕTm(cosϕ)
}
e2
+
{
(n+ 2)
jn+1(kr)
r
Pmn+1(cos θ)
sin θ
sinϕTm(cosϕ)
+m
jn+1(kr)
r
Pmn+1(cos θ)
sin θ
cosϕ sin(mϕ)
−kjn(kr) sin θPmn+1(cos θ) sinϕTm(cosϕ)
−(n−m+ 2)jn+1(kr)
r
cos θ
sin θ
Pmn+2(cos θ) sinϕTm(cosϕ)
}
e3.
Let us consider the scalar part of DkXkn,(m):[
(D + k)Xkn,(m)
]
0
= k2 jn+1(kr) P
m
n+1(cos θ) cos(mϕ)
− cos θ (n−m+ 2) Pmn+2(cos θ) cos(mϕ)
∂
∂r
[
jn+1(kr)
r
]
+ cos θ k cos θ Pmn+1(cos θ) cos(mϕ)
∂
∂r
[jn(kr)]
+
sin θ
r
n−m+ 2
r
jn+1(kr) cos(mϕ)
∂
∂θ
[
Pmn+2(cos θ)
]
− sin θ
r
k cos(mϕ) jn(kr)
∂
∂θ
[
cos θ Pmn+1(cos θ)
]
− sin θ cosϕ (n+ 2)cosϕ
sin θ
Pmn+1(cos θ) cos(mϕ)
∂
∂r
[
jn+1(kr)
r
]
+ sin θ cosϕ m
sinϕ
sin θ
Pmn+1(cos θ) sin(mϕ)
∂
∂r
[
jn+1(kr)
r
]
+ sin θ cosϕ k sin θ cosϕ Pmn+1(cos θ) cos(mϕ)
∂
∂r
[jn(kr)]
+ sin θ cosϕ (n−m+ 2)cos θ cosϕ
sin θ
Pmn+2(cos θ) cos(mϕ)
∂
∂r
[
jn+1(kr)
r
]
− cos θ cosϕ
r
n+ 2
r
cosϕ jn+1(kr) cos(mϕ)
∂
∂θ
[
Pmn+1(cos θ)
sin θ
]
+
cos θ cosϕ
r
m
r
sinϕ jn+1(kr) sin(mϕ)
∂
∂θ
[
Pmn+1(cos θ)
sin θ
]
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+
cos θ cosϕ
r
k cosϕ jn(kr) cos(mϕ)
∂
∂θ
[
sin θPmn+1(cos θ)
]
+
cos θ cosϕ
r
n−m+ 2
r
cosϕ jn+1(kr) cos(mϕ)
∂
∂θ
[
cos θ
sin θ
Pmn+2(cos θ)
]
+
sinϕ
r sin θ
n+ 2
r
1
sin θ
jn+1(kr) P
m
n+1(cos θ)
∂
∂ϕ
[cosϕ cos(mϕ)]
− sinϕ
r sin θ
m
r
1
sin θ
jn+1(kr) P
m
n+1(cos θ)
∂
∂ϕ
[sinϕ sin(mϕ)]
− sinϕ
r sin θ
k sin θ jn(kr) P
m
n+1(cos θ)
∂
∂ϕ
[cosϕ cos(mϕ)]
− sinϕ
r sin θ
n−m+ 2
r
cos θ
sin θ
jn+1(kr) P
m
n+2(cos θ)
∂
∂ϕ
[cosϕ cos(mϕ)]
− sin θ sinϕ (n+ 2)sinϕ
sin θ
Pmn+1(cos θ) cos(mϕ)
∂
∂r
[
jn+1(kr)
r
]
− sin θ sinϕ m cosϕ
sin θ
Pmn+1(cos θ) sin(mϕ)
∂
∂r
[
jn+1(kr)
r
]
+ sin θ sinϕ k sin θ sinϕ Pmn+1(cos θ) cos(mϕ)
∂
∂r
[jn(kr)]
+ sin θ sinϕ (n−m+ 2) cos θ sinϕ
sin θ
Pmn+2(cos θ) cos(mϕ)
∂
∂r
[
jn+1(kr)
r
]
− cos θ sinϕ
r
n+ 2
r
sinϕ jn+1(kr) cos(mϕ)
∂
∂θ
[
Pmn+1(cos θ)
sin θ
]
− cos θ sinϕ
r
m
r
cosϕ jn+1(kr) sin(mϕ)
∂
∂θ
[
Pmn+1(cos θ)
sin θ
]
+
cos θ sinϕ
r
k sinϕ jn(kr) cos(mϕ)
∂
∂θ
[
sin θ Pmn+1(cos θ)
]
+
cos θ sinϕ
r
n−m+ 2
r
sinϕ jn+1(kr) cos(mϕ)
∂
∂θ
[
cos θ
sin θ
Pmn+2(cos θ)
]
− cosϕ
r sin θ
n+ 2
r sin θ
jn+1(kr) P
m
n+1(cos θ)
∂
∂ϕ
[sinϕ cos(mϕ)]
− cosϕ
r sin θ
m
r sin θ
jn+1(kr) P
m
n+1(cos θ)
∂
∂ϕ
[cosϕ sin(mϕ)]
+
cosϕ
r sin θ
k sin θ jn(kr) P
m
n+1(cos θ)
∂
∂ϕ
[sinϕ cos(mϕ)]
+
cosϕ
r sin θ
(n−m+ 2) cos θ
r sin θ
jn+1(kr) P
m
n+2(cos θ)
∂
∂ϕ
[sinϕ cos(mϕ)]
= k2 jn+1(kr) P
m
n+1(cos θ) cos(mϕ)
− (n+ 2) Pmn+1(cos θ) cos(mϕ)
∂
∂r
[
jn+1(kr)
r
]
+ k Pmn+1(cos θ) cos(mϕ)
∂
∂r
[jn(kr)]
+
n−m+ 2
r2
sin θ cos(mϕ) jn+1(kr)
∂
∂θ
[
Pmn+2(cos θ)
]
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− k
r
sin θ cos(mϕ) jn(kr)
∂
∂θ
[
cos θ Pmn+1(cos θ)
]
− n+ 2
r2
cos θ cos(mϕ) jn+1(kr)
∂
∂θ
[
Pmn+1(cos θ)
sin θ
]
+
k
r
cos θ cos(mϕ) jn(kr)
∂
∂θ
[
sin θ Pmn+1(cos θ)
]
+
n−m+ 2
r2
cos θ cos(mϕ) jn+1(kr)
∂
∂θ
[cosϕ
sin θ
Pmn+2(cos θ)
]
− n+ 2 +m
2
r2 sin2 θ
jn+1(kr) P
m
n+1(cos θ) cos(mϕ)
+
k
r
jn(kr) P
m
n+1(cos θ) cos(mϕ)
+
n−m+ 2
r2 sin2 θ
cos θ jn+1(kr) P
m
n+2(cos θ) cos(mϕ)
= k2 jn+1(kr) P
m
n+1(cos θ) cos(mϕ) + cos(mϕ)A.
For the next calculations, we apply the following derivative formulae
∂
∂r
[
jn+1(kr)
r
]
= −k
r
jn+2(kr) +
n
r2
jn+1(kr),
∂
∂θ
[
cos θ Pmn+1(cos θ)
]
= −P
m
n+1(cos θ)
sin θ
+
(n+ 2) cos2 θ
sin θ
Pmn+1(cos θ)
− (n+m+ 1) cos θ
sin θ
Pmn (cos θ),
∂
∂θ
[
sin θ Pmn+1(cos θ)
]
= (n+ 2) cos θ Pmn+1(cos θ)− (n+m+ 1) Pmn (cos θ),
∂
∂θ
[
Pmn+1(cos θ)
sin θ
]
=
n cos θ
sin2 θ
Pmn+1(cos θ)−
(n+m+ 1)
sin2 θ
Pmn (cos θ),
∂
∂θ
[
cos θ
sin θ
Pmn+2(cos θ)
]
= −Pmn+2(cos θ) +
(n+ 1) cos2 θ
sin2 θ
Pmn+2(cos θ)
− (n+m+ 2) cos θ
sin2 θ
Pmn+1(cos θ).
Hence
A := −k2 jn+1(kr) Pmn+1(cos θ) +
k (n+ 2)
r
jn+2(kr) P
m
n+1(cos θ)
+
k (n+ 2)
r
jn(kr) P
m
n+1(cos θ)
+ jn+1(kr) P
m
n+1(cos θ)
{
−n (n+ 2)
r2
− (n−m+ 2) (n+m+ 2)
r2
− n (n+ 2)
r2
cos2 θ
sin2 θ
− (n−m+ 2) (n+m+ 2)
r2
cos2 θ
sin2 θ
− (n+ 2 +m
2)
r2 sin2 θ
}
+ jn+1(kr) P
m
n+2(cos θ)
{
(n−m+ 2) (n+ 2)
r2
cos θ − (n−m+ 2)
r2
cos θ
+
(n−m+ 2) (n+ 1)
r2
cos3 θ
sin2 θ
+
(n−m+ 2)
r2
cos θ
sin2 θ
}
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+
(n+ 2) (n+m+ 1)
r2
cos θ
sin2 θ
jn+1(kr) P
m
n (cos θ)
= −k2 jn+1(kr) Pmn+1(cos θ) +
(2n+ 3) (n+ 2)
r2
jn+1(kr) P
m
n+1(cos θ)
− (2n
2 + 7n+ 6)
r2 sin2 θ
jn+1(kr) P
m
n+1(cos θ) +
(n+ 2)(n−m+ 2)
r2 sin2 θ
cos θ jn+1(kr) P
m
n+2(cos θ)
+
(n+ 2)(n+m+ 1)
r2 sin2 θ
cos θ jn+1(kr) P
m
n (cos θ)
= −k2 jn+1(kr) Pmn+1(cos θ)−
(2n2 + 7n+ 6)
r2 sin2 θ
jn+1(kr) P
m
n+1(cos θ)
+
(2n+ 3) (n+ 2)
r2
jn+1(kr) P
m
n+1(cos θ) +
(n+ 2)(2n+ 3)
r2 sin2 θ
cos2 θ jn+1(kr) P
m
n+1(cos θ)
= −k2 jn+1(kr) Pmn+1(cos θ).
The calculations for the remaining coordinates follow the same principle and are therefore omit-
ted. Hence, we conclude that DkXkn,(m) = 0H.
Corollary 5.2.4. The function set
{Xkn,(0),Xkn,(m),Ykn,(m) : m = 1, . . . , n+ 1; n = 0, 1, . . . }
is formed by Dk-anti-hypermonogenic functions.
Proof. The proof is similar to the one of Theorem 5.2.3.
We now summarize some fundamental properties of the QSWFs.
Theorem 5.2.5. The QSWFs satisfy the following properties:
(i) The functions Xkn,(0), X
k
n,(m) and Y
k
n,(m) are 2pi-periodic with respect to the variable ϕ;
(ii) The function system
{Sc(Xkn,(0)), Sc(Xkn,(m)), Sc(Ykn,(m)) : m = 1, . . . , n; n = 0, 1, . . . }
forms an orthogonal set of L2(B,R;R)∩ker ∆k with respect to the real-valued inner product
(1.1.2);
(iii) The function system
{Xkn,(0), Xkn,(m), Ykn,(m) : m = 1, . . . , n+ 1; n = 0, 1, . . . }
forms an orthogonal set of L2(B,H;R)∩kerDk with respect to the real-valued inner product
(1.1.2).
Proof. The proof of Statement (i) follows from the properties of the Chebyshev polynomials.
Statements (ii) is a consequence of Definition 5.2.1. Now we prove Statement (iii). We only
present the main steps of the proof. For a fixed n, we begin by proving the orthogonality of
Xkn,(l) (l = 0, 1, . . . , n + 1). By definition of the real-valued inner product (1.1.2) for a fixed
n ∈ N0 we have
(Xkn1,(l1),X
k
n2,(l2)
)L2(B,H;R) =
∫ 1
0
∫ pi
0
∫ 2pi
0
Sc(Xkn1,(l1) X
k
n2,(l2)
)r2 sin θdϕdθdr.
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From Definition 5.2.1, straightforward computations show that
Sc(Xkn1,(l1) X
k
n2,(l2)
)
= k2jn1+1(kr)jn2+1(kr)P
l1
n1+1
(cos θ)P l2n2+1(cos θ) cos(l1ϕ) cos(l2ϕ)
+ P l1n1+1(cos θ)P
l2
n2+1
(cos θ) cos(l1φ) cos(l2φ)
∂
∂r
jn1+1(kr)
∂
∂r
jn2+1(kr)
+
1
r2
jn1+1(kr)jn2+1(kr) cos(l1ϕ) cos(l2ϕ)
∂
∂θ
P l1n1+1(cos θ)
∂
∂θ
P l2n2+1(cos θ)
+
l1l2
r2 sin2 θ
jn+1(kr)jn2+1(kr) sin(l1ϕ) sin(l2ϕ)P
l1
n1+1
(cos θ)P l2n2+1(cos θ).
Due to the orthogonality of the Chebyshev polynomials it follows that
(Xkn1,(l1),X
k
n2,(l2)
)L2(B,H;R) = pi(1 + δ0,l1)δl1l2A, (5.2.5)
where
A :=
∫ 1
0
k2jn1+1(kr)jn2+1(kr)r
2dr
∫ pi
0
P l1n1+1(cos θ)P
l2
n2+1
(cos θ) sin θdθ
+
∫ pi
0
P l1n1+1(cos θ)P
l2
n2+1
(cos θ) sin θdθ
∫ 1
0
∂
∂r
jn1+1(kr)
∂
∂r
jn2+1(kr)r
2dr
+
∫ 1
0
jn1+1(kr)jn2+1(kr)dr
∫ pi
0
[
∂
∂θ
P l1n1+1(cos θ)
∂
∂θ
P l2n2+1(cos θ)
+
l1l2
sin2 θ
P l1n1+1(cos θ)P
l2
n2+1
(cos θ)
]
sin θdθ.
Now we assume l1 = l2 = l. Using the orthogonality relations of the associated Legendre
functions ∫ pi
0
P ln1+1(cos θ)P
l
n2+1(cos θ) sin θdθ =
2
(2n1 + 3)
(n1 + l + 1)!
(n1 − l + 1)! δn1n2 (5.2.6)
and∫ pi
0
[
∂
∂θ
P ln1+1(cos θ)
∂
∂θ
P ln2+1(cos θ) +
m2
sin2 θ
P ln1+1(cos θ)P
l
n2+1(cos θ)
]
sin θdθ
=
2(n1 + 1)(n1 + 2)
(2n1 + 3)
(n1 + l + 1)!
(n1 − l + 1)!δn1n2 , (5.2.7)
the inner product (5.2.5) vanishes. In an analogous way, for the functions Ykn,(m) (m = 1, . . . , n+
1) we conclude that
(Ykn1,(m1),Y
k
n2,(m2)
)L2(B,H;R) = 0, ∀(n1,m1) 6= (n2,m2).
We then obtain the L2-norms of the underlying functions.
5.2 Quaternionic Spherical Wave Functions and their Properties 123
Proposition 5.2.6. The L2-norms of the QSWFs over the unit ball are given by:
‖Xkn,(0)‖2L2(B,H;R) = k2
2pi
(2n+ 3)2
{
(2n+ 3) [jn+1(k)jn+1(k)− jn(k)jn+2(k)]
+ (n+ 1) [jn(k)jn(k)− jn−1(k)jn+1(k)] + (n+ 2) [jn+2(k)jn+2(k)− jn+1(k)jn+3(k)]
}
and
‖Xkn,(m)‖2L2(B,H;R) = ‖Ykn,(m)‖2L2(B,H;R)
= k2
pi
(2n+ 3)2
(n+m+ 1)!
(n−m+ 1)!
{
(2n+ 3) [jn+1(k)jn+1(k)− jn(k)jn+2(k)]
+ (n+ 1) [jn(k)jn(k)− jn−1(k)jn+1(k)] + (n+ 2) [jn+2(k)jn+2(k)− jn+1(k)jn+3(k)]
}
.
Proof. Let us give the proof for Xkn,(m), the proof for the remaining functions follows the same
principle and are therefore straightforward. We have from the proof of Theorem 5.2.5:
Sc(Xkn,(m) X
k
n,(m)) = k
2jn+1(kr)jn+1(kr) P
m
n+1(cos θ)P
m
n+1(cos θ) cos
2(mϕ)
+ Pmn+1(cos θ) P
m
n+1(cos θ) cos
2(mϕ)
∂
∂r
jn+1(kr)
∂
∂r
jn+1(kr)
+
1
r2
jn+1(kr) jn+1(kr) cos
2(mϕ)
∂
∂θ
Pmn+1(cos θ)
∂
∂θ
Pmn+1(cos θ)
+
m2
r2 sin2 θ
jn+1(kr) jn+1(kr) sin
2(mϕ) Pmn+1(cos θ) P
m
n+1(cos θ).
Let us apply the integral formula (5.1.10) and the recurrence relations of the spherical Bessel
functions (5.1.8) and
∂
∂r
jn+1(kr) =
k
(2n+ 3)
[(n+ 1)jn(kr)− (n+ 2)jn+2(kr)]
as well as the integral formulae of the associated Legendre functions (5.2.6) and (5.2.7), it follows
that ∥∥∥Xkn,(m)∥∥∥2
L2(B,H;R)
= k2
pi
(2n+ 3)
(n+m+ 1)!
(n−m+ 1)! [jn+1(k) jn+1(k)− jn(k) jn+2(k)]
+ pi
∫ 1
0
r2
[
2
(2n+ 3)
(n+m+ 1)!
(n−m+ 1)!
∂
∂r
jn+1(kr)
∂
∂r
jn+1(kr)
+
1
r2
2(n+ 1)(n+ 2)
(2n+ 3)
(n+m+ 1)!
(n−m+ 1)! jn+1(kr) jn+1(kr)
]
dr
= k2
pi
(2n+ 3)
(n+m+ 1)!
(n−m+ 1)! [jn+1(k) jn+1(k)− jn(k) jn+2(k)]
+
2pi
(2n+ 3)
(n+m+ 1)!
(n−m+ 1)!
∫ 1
0
r2
{
k2
(2n+ 3)2
[(n+ 1)jn(kr)− (n+ 2)jn+2(kr)]2
+
k2(n+ 1)(n+ 2)
(2n+ 3)2
[jn(kr) + jn+2(kr)]
2
}
dr
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= k2
pi
(2n+ 3)
(n+m+ 1)!
(n−m+ 1)! [jn+1(k) jn+1(k)− jn(k) jn+2(k)]
+
2pik2
(2n+ 3)2
(n+m+ 1)!
(n−m+ 1)!
∫ 1
0
r2 [(n+ 1)jn(kr)jn(kr) + (n+ 2)jn+2(kr)jn+2(kr)] dr
= k2
pi
(2n+ 3)
(n+m+ 1)!
(n−m+ 1)! [jn+1(k) jn+1(k)− jn(k) jn+2(k)]
+
pik2
(2n+ 3)2
(n+m+ 1)!
(n−m+ 1)! {(n+ 1) [jn(k) jn(k)− jn−1(k) jn+1(k)]
+ (n+ 2) [jn+2(k) jn+2(k)− jn+1(k) jn+3(k)]}
= k2
pi
(2n+ 3)2
(n+m+ 1)!
(n−m+ 1)! {(2n+ 3) [jn+1(k) jn+1(k)− jn(k) jn+2(k)]
+ (n+ 1) [jn(k) jn(k)− jn−1(k) jn+1(k)] + (n+ 2) [jn+2(k) jn+2(k)− jn+1(k) jn+3(k)]} .
We end up this section with some examples of quaternionic spherical wave functions starting
from zero order:
Xk0,(0) = [sin(kr)− kr cos(kr)]
{
1
kr2
cos θ +
1
k2r3
[
3 cos2 θ − 1] e1
+
3
k2r3
cos θ sin θ cosϕe2 +
3
k2r3
cos θ sin θ sinϕe3
}
− sin(kr)
r
[
cos2 θe1 + cos θ sin θ cosϕe2 + cos θ sin θ sinϕe3
]
,
Xk0,(1) = − [sin(kr)− kr cos(kr)]
{
1
kr2
sin θ cosϕ+
3
k2r3
sin θ cos θ cosϕe1
+
1
k2r3
[
3 sin2 θ cos2 ϕ− 1] e2 + 3
k2r3
sin2 θ sinϕ cosϕe3
}
+
sin(kr)
r
cosϕ
[
sin θ cos θe1 + sin
2 θ cosϕe2 + sin
2 θ sinϕe3
]
,
Yk0,(1) = − [sin(kr)− kr cos(kr)]
{
1
kr2
sin θ sinϕ+
3
k2r3
sin θ cos θ sinϕe1
+
3
k2r3
sin2 θ cosϕ sinϕe2 +
1
k2r3
[
3 sin2 θ sin2 ϕ− 1] e3}
+
sin(kr)
r
sinϕ
[
sin θ cos θe1 + sin
2 θ cosϕe2 + sin
2 θ sinϕe3
]
.
For the case n = 1, the QSWFs are given as follows:
Xk1,(0) =
1
2k3r4
[sin(kr)− kr cos(kr)]
{
3kr
[
3 cos2 θ − 1]
+
[
(15− k2r2)(3 cos2 θ − 1)− 12] cos θe1
+
[
(15− k2r2)(3 cos2 θ − 1) + 6] sin θ cosϕe2
+
[
(15− k2r2)(3 cos2 θ − 1) + 6] sin θ sinϕe3}
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− sin(kr)
2kr2
[
kr(3 cos2 θ − 1) + (3 cos2 θ − 5) cos θe1 + (3 cos2 θ + 1) sin θ cosϕe2
+ (3 cos2 θ + 1) sin θ sinϕe3
]
,
Xk1,(1) = −
1
k3r4
[sin(kr)− kr cos(kr)]
{
9kr cos θ sin θ cosϕ
+
[
3(15− k2r2) cos2 θ − 9] sin θ cosϕe1
+
[
3(15− k2r2) sin2 θ cos2 ϕ− 9] cos θe2
+ 3(15− k2r2) cos θ sin2 θ sinϕ cosϕe3
}
+
sin(kr)
kr2
[
3kr cos θ sin θ cosϕ+ (15 cos2 θ − 3) sin θ cosϕe1
+ (15 sin2 θ cos2 ϕ− 3) cos θe2 + 15 cos θ sin2 θ sinϕ cosϕe3
]
,
Yk1,(1) = −
1
k3r4
[sin(kr)− kr cos(kr)]
{
9kr cos θ sin θ sinϕ
+
[
3(15− k2r2) cos2 θ − 9] sin θ sinϕe1
+ 3(15− k2r2) cos θ sin2 θ sinϕ cosϕe2
+
[
3(15− k2r2) sin2 θ sin2 ϕ− 9] cos θe3}
+
sin(kr)
kr2
[
3kr cos θ sin θ sinϕ+ (15 cos2 θ − 3) sin θ sinϕe1
+ 15 cos θ sin2 θ sinϕ cosϕe2 + (15 sin
2 θ sin2 ϕ− 3) cos θe3
]
,
Xk1,(2) =
1
k3r4
[sin(kr)− kr cos(kr)]
{
9kr sin2 θ cos(2ϕ) + 3(15− k2r2) sin2 θ cos θ cos(2ϕ)e1
+
[
3(15− k2r2) sin2 θ cos(2ϕ)− 18] sin θ cosϕe2
+
[
3(15− k2r2) sin2 θ cos(2ϕ) + 18] sin θ sinϕe3}
− sin(kr)
kr2
{
3kr sin2 θ cos(2ϕ) + 15 sin2 θ cos θ cos(2ϕ)e1
+
[
15 sin2 θ cos(2ϕ) + 6
]
sin θ cosϕe2 +
[
15 sin2 θ cos(2ϕ)− 6] sin θ sinϕe3},
Yk1,(2) =
1
k3r4
[sin(kr)− kr cos(kr)]
{
9kr sin2 θ sin(2ϕ) + 3(15− k2r2) sin2 θ cos θ sin(2ϕ)e1
+
[
3(15− k2r2) sin2 θ sin(2ϕ) cosϕ− 18 sinϕ] sin θe2
+
[
3(15− k2r2) sin2 θ cos(2ϕ) sinϕ− 18 cosϕ] sin θe3}
− sin(kr)
kr2
{
3kr sin2 θ sin(2ϕ) + 15 sin2 θ cos θ sin(2ϕ)e1
+
[
15 sin2 θ sin(2ϕ) cosϕ+ 6 sinϕ
]
sin θe2
+
[
15 sin2 θ sin(2ϕ) sinϕ+ 6 cosϕ
]
sin θe3
}
.
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6 Aspects about Dα-Hypermonogenic
Functions with Complex Potentials
Over the last few years, there has been a growing interest in the study of orthogonal decom-
positions of quaternion and Clifford valued Hilbert spaces, such as the works of S. Bernstein
[16, 17], B. Goldschmidt [56], K. Gürlebeck and W. Sprößig [69, 71, 72], V. Kravchenko and
M. Shapiro [86, 87], E.I. Obolaschvili [119, 120, 121], J. Ryan [128, 129], M. Shapiro and L.M.
Tovar [137], F. Sommen and Z. Xu [149], W. Sprößig [141, 144], I. Stern [153], and Z. Xu
[163]. Their investigations provide powerful tools to study certain elliptic boundary value prob-
lems of partial differential equations within the framework of quaternionic and Clifford analysis.
This research domain has interacted elegantly in numerous problems of mathematical physics
(cf. [87, 142, 161]). Those works include the Laplace, Helmholtz, Maxwell, Schrödinger, Klein-
Gordon, Lamé and Stokes (later Navier-Stokes) equations. However, as far as we know, there
has been no previous work establishing orthogonal decompositions involving complex quaternion
function spaces with complex potentials. Therefore, it would be appropriate for us to explore
this connection in detail.
This chapter begins with the study of fundamental solutions of the Dirac type operator starting
from the fundamental solutions of the Helmholtz type operator in complex quaternionic analysis.
Then some aspects of complex quaternionic analysis including the mean value formula and the
Weierstrass theorem are considered. We proceed by introducing an orthogonal decomposition
of the right quasi-Hilbert module L2(G,CH;CH) into its subspaces. After studying properties
of underlying operators, we prove the existence and uniqueness, and a representation formula
for the solutions of related higher order boundary value problems. In addition, since both
approximation and stability are required for numerical methods, the estimates for the kernel of
the Teodorescu transform are given separately into two cases, respectively, with positive (resp.
negative) imaginary parts of complex potentials. We end up this chapter by studying certain
Maxwell equations with time-dependent parameters, which show the applicability of our method.
6.1 Aspects of Complex Quaternionic Analysis
It is well-known that the Cauchy kernels, which are the fundamental solutions of the Cauchy-
Riemann operator, play an important role in function theory. In quaternionic analysis they
were first introduced by R. Fueter (see [51]), while R. Delanghe was the first whose research
was related to the Cauchy kernels in higher dimensions [38]. In this section we explore the
fundamental solutions of the Dirac type operators Dα in complex quaternionic analysis, where
α is a given complex number.
We start by considering the fundamental solutions of the Dirac type operator Dα := D + α
constructed from the fundamental solutions of the Helmholtz type operator ∆+α2. The following
fundamental solutions of the Helmholtz type operator can be found for instance in the work of
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V. S. Vladimirov [160], which were studied in detail by V. Kravchenko and M. Shapiro (see
[86, 87, 88]):
Θα(x) := − 1
4pi|x|e
−iα|x|, (6.1.1)
Θ˜α(x) := − 1
4pi|x|e
iα|x|, x ∈ R3 \ {(0, 0, 0)} . (6.1.2)
The solutions of the Helmholtz type operator describe a monochromatic wave generated by a
point source located at the origin (see [85]), where α is its wave number.
From the factorization of the Helmholtz type operator
∆ + α2 = (D + α)(−D + α),
it follows that (−D+α)Θα ∈ ker(D+α), and −(D+α)Θα ∈ ker(D−α). We have the following
fundamental solutions of the operators D±α := D ± α related to Θα(x):
Eα(x) := (−D + α)Θα(x) = (α+ x|x|2 + iα
x
|x|)Θα(x),
E−α(x) := −(D + α)Θα(x) = (−α+ x|x|2 + iα
x
|x|)Θα(x),
and to Θ˜α(x):
E˜α(x) := (−D + α)Θ˜α(x) = (α+ x|x|2 − iα
x
|x|)Θ˜α(x),
E˜−α(x) := −(D + α)Θ˜α(x) = (−α+ x|x|2 − iα
x
|x|)Θ˜α(x).
We proceed by finding the complex quaternion conjugations of the above fundamental solutions.
Keeping in mind that the functions Θ and Θ˜ contain only the scalar variable |x| and complex
numbers, then their complex quaternion conjugations are complex conjugations:
Θα(x)
CH
= − 1
4pi|x|e
−iα|x| = − 1
4pi|x|e
iα|x| = Θ˜α(x),
Θ˜α(x)
CH
= Θα(x).
That leads to the following complex quaternion conjugations of the fundamental solutions Eα(x)
and E˜α(x):
Eα(x)
CH
=
(
α− x|x|2 + iα
x
|x|
)(
− 1
4pi|x|e
iα|x|
)
= E˜α(−x),
E˜α(x)
CH
= Eα(−x).
Let G be a bounded symmetric domain relative to the origin in R3 with a sufficient smooth
boundary Γ. In the sequel, let Γ′ be an arbitrary parallel surface to Γ. Following [81], the set of
functions
ϕl := Eα(y − xl)
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is complete in kerDα ∩L2(G,CH;CH), where {xl} is a dense set on Γ′. Moreover, the operators
Tα, Fα and Sα with the fundamental solution Eα as their kernel are given for u ∈ C1(G,CH;CH)
as follows [72, 88]:
(Tαu)(y) := −
∫
G
Eα(y − x)u(x)dG(x), y ∈ R3,
(Fαu)(y) :=
∫
Γ
Eα(y − x)n(x)u(x)dΓ(x), y ∈ R3 \ Γ,
and
(Sαu)(y) := 2
∫
Γ
Eα(y − x)n(x)u(x)dΓ(x), y ∈ Γ.
They are known, respectively, as the Teodorescu transform, the Cauchy-Fueter type operator and
the singular integral operator of Cauchy type. As usual, n(x) =
∑3
k=1 nkek is unit vector of the
outer normal on Γ at the point x.
Remark 6.1.1. The Teodorescu transform, the Cauchy-Fueter type operator and the Dirac type
operator play the role as T , PTr and L operators given in Chapter 2.
We proceed with some basic properties of complex quaternion-valued function spaces starting
with the Borel-Pompeiu formula. For more general results and related proofs we refer the reader
to the books of V. Kravchenko and M. Shapiro [85, 88].
Theorem 6.1.2 (Mean value formula). [85] Let u ∈ C1(G,CH;CH). Then it holds
(Fαu)(x) + (TαDαu)(x) = u(x).
This theorem immediately implies the Cauchy integral formula .
Theorem 6.1.3 (Cauchy integral formula). [85] Let u(x) ∈ C1(G,CH;CH) and u(x) ∈ kerDα
in G. Then it holds
u(x) = (Fαu)(x), x ∈ G.
Corollary 6.1.4. The operators Dα, Tα, Fα and Sα fulfill the following properties:
(i) DαTα = I,
(ii) (FαTαu)(x) = 0CH, u ∈ C1(G,CH;CH),
(iii) S2α=I,
where I denotes the identity operator.
We shall keep in mind that the Plemelj-Sokhotzki formulae (see e.g. [72, 85, 141]) remain true
for the operator Fα.
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Theorem 6.1.5 (Plemelj-Sokhotzki formulae). Let u ∈ C0,β(Γ,CH;CH), 0 < β ≤ 1. In each
point x ∈ Γ we have
n.t.− lim
t→x, t∈G
(Fαu)(t) =
((
I + Sα
2
)
u
)
(x)
and
n.t.− lim
t→x, t/∈G
(Fαu)(t) = −
((
I − Sα
2
)
u
)
(x),
where the notation n.t.− lim means non-tangential limit.
We are now ready to define the so-called Plemelj projections Pα and Qα [72, 141] onto the space
of square integrable functions, which have a Dα-hypermonogenic extension into the domains G
or R3 \G and that vanish at infinity. Let u ∈ C0,β(Γ,CH;CH) it holds
(Pαu)(x) :=
((
I + Sα
2
)
u
)
(x)
and
(Qαu)(x) :=
((
I − Sα
2
)
u
)
(x).
Corollary 6.1.6. The Plemelj projections Pα and Qα satisfy the following relations:
(i) P 2α = Pα, Q2α = Qα,
(ii) PαQα = QαPα = 0,
(iii) Pα +Qα = I.
Theorem 6.1.7 (Stokes formula). [85] Let u, v ∈ C1(G,CH;CH). Then it holds∫
Γ
u n vdΓ(x) =
∫
G
[(uD)v + u(Dv)] dG(x).
Theorem 6.1.8 (Mean value theorem). Let u ∈ C1(G,CH;CH), u ∈ kerDα, a ∈ G, r ∈ R+
and Br(a) := {x : |x− a| < r} ⊆ G. Then we have
u(a) =
e−iαr
4pir3
{
−(3− α2r2 + 3iαr)
∫
Br(a)
u dG(x) + (α+ iα2r)
∫
Br(a)
(a− x)u dG(x)
}
.
Proof. Let Sr(a) be the boundary of Br(a) and u be aDα-hypermonogenic function. The Cauchy
integral formula leads to
u(a) = (Fαu)(a) =
∫
Sr(a)
Eα(a− x)n(x)u(x)dSr(x),
with the fundamental solution of Dα given by
Eα(x) = −
(
α+
x
|x|2 + iα
x
|x|
)
1
4pi|x|e
−iα|x|.
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Hence
u(a) = −e
−iαr
4pir3
∫
Sr(a)
[
αr2 + (a− x) + iαr(a− x)]n(x)u(x)dSr(x).
Using the Stokes formula and having in mind that ((a− x)D) = 3, it follows that∫
Sr(a)
e0n(x)u(x)dSr(x) =
∫
Br(a)
[(e0D)u+ e0(Du)] dG(x) =
∫
Br(a)
Du dG(x)
and ∫
Sr(a)
(a− x)n(x)u(x)dSr(x) =
∫
Br(a)
[((a− x)D)u+ (a− x)(Du)] dG(x)
=
∫
Br(a)
[3u+ (a− x)(Du)] dG(x).
Replacing Du by −αu, it follows that
u(a) = −e
−iαr
4pir3
(−α2r2 + 3 + 3iαr)
∫
Br(a)
u dG(x) +
e−iαr
4pir3
(α+ iα2r)
∫
Br(a)
(a− x)u dG(x),
which completes our proof.
Theorem 6.1.9 (Weierstrass theorem). Let (um)m∈N be a sequence of Dα-hypermonogenic CH-
valued functions defined on G. If for each closed set K ⊂ G and each  > 0 there exists a natural
number N(K, ) such that
supx∈K |um(x)− un(x)|0 < ; m,n > N(K, )
then there exists a CH-valued function u such that:
(i) u is a Dα-hypermonogenic function in G;
(ii) The sequence ∂lum converges uniformly on the closed subsets of G to ∂lu, for any multi-
index l = (l1, l2, l3), where
∂l =
∂|l|
∂xl11 ∂x
l2
2 ∂x
l3
3
, |l| = l1 + l2 + l3, lj ∈ N.
Proof. We apply the Cauchy integral formula to (um − un) ∈ kerDα:
um(x)− un(x) =
∫
∂K′
Eα(x− y) n(y) [um(y)− un(y)] d∂K ′(y),
where K ′ is a closed neighborhood of K in G such that K ⊂ K ′ and with a smooth boundary.
Now, acting ∂l on the variable x it follows that
∂lum(x)− ∂lun(x) =
∫
∂K′
∂lEα(x− y) n(y) [um(y)− un(y)] d∂K ′(y)
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for all x ∈ K and any multi-index l = (l1, l2, l3) ∈ N3. Hence
|∂lum(x)− ∂lun(x)|0 ≤ σ(∂K ′) supy∈∂K′ |∂lEα(x− y)|0 supy∈∂K′ |um(y)− un(y)|0,
where σ(∂K ′) denotes the area of ∂K ′. Writing the CH-valued functions in a detailed form we
obtain for each part:
supx∈K′ |∂l(ukj )m(x)− ∂l(ukj )n(x)|
≤ σ(∂K ′)supx∈K′supy∈∂K′ |∂lEα(x− y)|0supy∈∂K′ |um(y)− un(y)|0,
for j = 0, 1, 2, 3, and k = 1, 2. From the boundedness of
σ(∂K ′) supx∈K′ supy∈∂K′ |∂lEα(x− y)|0,
the sequences of the real valued functions (∂lukj )m∈N are Cauchy sequences, and therefore, they
converge uniformly to the functions ∂lukj on the closed subsets of G for j = 0, 1, 2, 3 and k = 1, 2.
Now, let u :=
∑3
j=0 u
1
jej+i
∑3
j=0 u
2
jej . Then (∂
lum)m∈N converges uniformly to ∂lu on the closed
subsets of G. Since D + α = ∂∂x1 e1 +
∂
∂x2
e2 +
∂
∂x3
e3 + α, it follows that (Dαum)m∈N converges
uniformly to Dαu on the closed subsets of G. In summary, u is Dα-hypermonogenic.
We are now able to prove that the space kerDα ∩ L2(G,CH;CH) is a closed subspace of
L2(G,CH;CH).
Proposition 6.1.10. The space kerDα∩L2(G,CH;CH) is a closed subspace of L2(G,CH;CH).
Proof. Let (um)m∈N be a Cauchy sequence in kerDα ∩ L2(G,CH;CH), i.e.
‖um − un‖0 → 0, n,m→∞.
From the mean value formula we have
um(x)− un(x) = e
−iαr
4pir3
{
−(3− α2r2 + 3iαr)
∫
|x−y|≤r
[um(y)− un(y)] dG(y)
+ (α+ iα2r)
∫
|x−y|≤r
(x− y) [um(y)− un(y)] dG(y)
}
,
where r is chosen sufficiently small. Using Hölder inequality in the Banach space L2(Br,CH;CH)
and denoting Gr := {x ∈ G : dist(x,Γ) > r}, we obtain
sup
x∈Gr
|um(x)− un(x)|0 ≤ eα2r
{|3− α2r2 + 3iαr|+ r|α+ iα2r|} ‖um − un‖0 .
With r small enough and fixed α then
sup
x∈Gr
|um(x)− un(x)|0 → 0, n,m→∞.
Using Weierstrass theorem, the proposition is proved.
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6.2 Boundary Value Problems
This section introduces an orthogonal decomposition (see Theorem 6.2.1 below) of the space
L2(G,CH;CH) into its subspaces of null solutions of the Dirac type operator Dα with respect
to the complex quaternion-valued inner product. This decomposition will be applied to study
certain related boundary value problems.
Let us recall that G is an arbitrary symmetric domain relative to the origin with a sufficient
smooth boundary. Since the right quasi-Hilbert module L2(G,CH;CH) does not form a Hilbert
space, from now on we need to assume that each element of the space kerDα ∩ L2(G,CH;CH)
permits a Fourier expansion. Thus the orthogonality of the two subspaces of L2(G,CH;CH)
leads to the following result.
Theorem 6.2.1. The space L2(G,CH;CH) permits the following orthogonal decomposition:
L2(G,CH;CH) = kerDα ∩ L2(G,CH;CH)⊕CH Dα
◦
W 12 (G,CH;CH).
Proof. Following the ideas given in [72, 141], set
X1 := kerDα ∩ L2(G,CH;CH) and X2 := L2(G,CH;CH)	CH X1.
For each function u ∈ X2 there exists a function v ∈ W 12 (G,CH;CH) so that u = Dαv. For an
arbitrary ϕ ∈ X1 we then have
0CH = (u, ϕ)L2(G,CH,CH) :=
∫
G
uCHϕ dG(y) =
∫
G
(D + α)v
CH
ϕ dG(y)
=
∫
G
Dv
CH
ϕ dG(y) +
∫
G
vCHαϕ dG(y) =
∫
G
D(v1 + iv2)
CH
ϕ dG(y) +
∫
G
vCHαϕ dG(y)
=
∫
G
3∑
k=1
3∑
j=0
∂kekv
1
j ej + i∂kekv
2
j ej
CH
ϕ dG(y) +
∫
G
vCHαϕ dG(y)
=
3∑
k=1
3∑
j=0
∫
G
(∂kejv
1
j ek − i∂kejv2j ek)ϕ dG(y) +
∫
G
vCHαϕ dG(y)
= −
3∑
k=1
3∑
j=0
∫
G
(ejek∂kv
1
j − iejek∂kv2j )ϕ dG(y) +
∫
G
vCHαϕ dG(y)
=
3∑
k=1
3∑
j=0
∫
G
(ejv
1
j∂kekϕ− iejv2j∂kekϕ)dG(y)−
∫
Γ
(ejekv
1
jnkϕ− iejekv2jnkϕ)dΓ(y)

+
∫
G
vCHαϕ dG(y)
=
∫
G
vCHDϕ dG(y) +
∫
G
vCHαϕ dG(y)−
∫
Γ
vCHnϕ dΓ(y)
=
∫
G
vCHDαϕ dG(y) +
∫
Γ
vCHnCHϕdΓ(y) =
∫
Γ
ϕCHnv dΓ(y)
CH
.
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If we substitute ϕ := Eα(y − xl) and use the relation
Eα(y − xl)CH = E˜α(xl − y) ,
then (Fαv)(xl) = 0CH, xl ∈ Γ′. That means trΓv ∈ imPα ∩W
1
2
2 (Γ,CH;CH). Hence, there exists
a function h ∈ kerDα ∩ W 12 (G,CH;CH) so that trΓh = trΓv. So far, let w := v − h ∈
◦
W 12
(G,CH;CH) then u = Dαv = Dαw ∈ Dα
◦
W 12 (G,CH;CH).
In particular, if α is a pure complex number, i.e. α := iλ (λ ∈ R), a similar result can be
obtained (see [94]):
L2(G,CH;CH) = kerDiλ ∩ L2(G,CH;CH)⊕CH D−iλ
◦
W 12 (G,CH;CH).
In [94] we also attained a weak orthogonal decomposition of L2(G,CH;CH) with respect to a
so-called weak orthogonality.
Many results are consequences of this decomposition. In particular, the following theorem re-
lated to the existence of two orthoprojections onto the occurring subspaces, is intimately related
with the previous orthogonal decomposition. The proof of the theorem needs some technical
preparations. For this reason it will be given later.
Theorem 6.2.2. There exist the orthoprojections
Pα : L2(G,CH;CH) 7−→ kerDα ∩ L2(G,CH;CH),
Qα := I −Pα : L2(G,CH;CH) 7−→ Dα
◦
W 12 (G,CH;CH) ∩ L2(G,CH;CH).
Furthermore, we have
Pα = Fα(trΓTαFα)
−1trΓTα
with kerPα = Dα
◦
W 12 (G,CH;CH), and im Pα = kerDα ∩ L2(G,CH;CH).
We are now able to consider the related boundary value problem expressed as follows:
DαDαu = f in G,
u = g on Γ.
Obviously, DαDα = −∆ + 2Re(α)D + |α|2 does not contain any complex term. The following
theorem is obtained.
Theorem 6.2.3. Let f ∈ W k2 (G,CH;CH) and g ∈ W
k+ 3
2
2 (Γ,CH;CH), then the Dirichlet prob-
lem
(−∆ + 2Re(α)D + |α|2)u = f in G,
u = g on Γ
has the unique solution
u = Fαg + TαPαDαh+ TαQαTαf,
where h denotes a W k+22 (G,CH;CH)-extension of g.
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Proof. We seek to show that this function satisfies the Dirichlet problem. The first equation can
be rewritten as DαDαu = f . In addition, notice that DαTα = I, DαQα = Dα, DαPα = 0 and
DαFα = 0. A direct computation shows that
DαDαu = DαDαFαg +DαDαTαPαDαh+DαDαTαQαTαf = DαTαf = f.
This function satisfies also the boundary condition. The proof of the uniqueness can be found
in [72].
In a similar way as in [69, 72, 94], we study the properties of the above mentioned operators.
Proposition 6.2.4. We have trΓTαu = 0CH iff u ∈ imQα.
Proof. Let u ∈ imQα. Then there exists w ∈
◦
W 12 (G,CH;CH) so that u = Dαw and w = TαDαw.
Hence
trΓTαu = trΓTαDαw = trΓw = 0CH.
In the opposite direction, we assume that trΓTαu = 0CH. Therefore, from the orthogonal decom-
position of L2(G,CH;CH), we have u = u1 + u2 with u1 ∈ imPα and u2 ∈ imQα. Then
0CH = trΓTαu = trΓTαu1 + trΓTαu2 = trΓTαu1
and DαDαTαu1 = Dαu1 = 0CH. From Theorem 6.2.3, we may conclude that Tαu1 is the unique
solution of problem
(−∆ + 2Re(α)D + |α|2)v = 0CH in G,
v = 0CH on Γ.
That means Tαu1 = 0CH. This leads to u1 ≡ 0CH. Hence u = u2 ∈ imQα.
Proposition 6.2.5. The formula ker trΓTαFα ∩ (W
1
2
2 (G,CH;CH) ∩ imPα) = {0CH} is valid.
Proof. Let us assume that u satisfies trΓTαFαu = 0CH. We will show that if u ∈W
1
2
2 (G,CH;CH)∩
imPα then u ≡ 0CH. Let v = Fαu then trΓTαv = 0CH. From the previous proposition we have
v ∈ imQα, and consequently, v can be represented by v = Dαw where w ∈
◦
W 12 (G,CH;CH). It
is easy to show that w is the solution of the problem
DαDαw = 0CH in G,
w = 0CH on Γ.
Therefore, w ≡ 0CH. Since u ∈ imPα, it follows immediately u ≡ 0CH.
Proposition 6.2.6. The operator
trΓTαFα : W
1
2
2 (Γ,CH;CH) ∩ imPα 7−→W
3
2
2 (Γ,CH;CH) ∩ imQα
is an isomorphism.
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Proof. Firstly, let us assume that v ∈ imQα then v = Qαw. We consider the problem
DαDαu = 0CH in G,
u = v on Γ,
which has a unique solution u = Fαv + TαPαDαh. Here h is an extension of v into the domain
G. Moreover, from v ∈ imQα and FαPα = Pα we have
u = TαFαPαDαh.
Then v ∈ im (trΓTαFα). That means trΓTαFα is surjective. Now let u be an element of
W
1
2
2 (Γ,CH;CH) ∩ imPα, then there exists v such that Dαv = u = Fαu. The Borel-Pompeiu
formula leads to
trΓv = trΓFαv + trΓTαDαv = trΓFαv + trΓTαFαu.
Using the Plemelji-Sokhotzkij formula we have
trΓTαFαu = Qαg,
where g = trΓv. Therefore, trΓTαFα is an isomorphism.
We are now in a position to prove Theorem 6.2.2.
Proof. From the relations Pα = Fα(trΓTαFα)−1trΓTα and Qα = I − Pα, it is easy to see that
they are orthoprojections onto the subspaces kerDα∩L2(G,CH;CH) and Dα
◦
W 12 (G,CH;CH)∩
L2(G,CH;CH), respectively. Now we will show that kerPα = Dα
◦
W 12 (G,CH;CH) holds. Let
v ∈ kerPα then Pαv = 0CH. Since v ∈ imQα, we have trΓTαv = 0CH. Now let v ∈ Dα
◦
W 12
(G,CH;CH), then v = Dαw where w ∈
◦
W 12 (G,CH;CH). With these remarks at hand we set
Pαv = PαDαw = Fα(trΓTαFα)
−1trΓTαDαw = 0CH.
To prove imPα = kerDα ∩ L2(G,CH), we start from
DαPα = DαFα(trΓTαFα)
−1trΓTα = 0CH.
Hence imPα ⊂ kerDα ∩ L2(G,CH;CH). Let u ∈ kerDα ∩ L2(G,CH;CH) be arbitrarily chosen
then
Pαu = Fα(trΓTαFα)
−1trΓTαu = Fα(trΓTαFα)−1trΓTαFαu = Fαu = u.
Consequently, imPα ⊃ kerDα ∩ L2(G,CH;CH).
Following the ideas given in [72, 141], we can now consider more general boundary value problems
(of order 2n) in R3 involving complex potentials. For the convenience, we denote the left- and
right-products of the sequences respectively by
m∏
i=k
(l)
Ai := AmAm−1 . . . Ak ,
m∏
i=k
(r)
Ai := AkAk+1 . . . Am.
In the sequel, let αi (i = 1, . . . , n) be arbitrary complex numbers, we have:
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Theorem 6.2.7. Let f ∈ L2(G,CH;CH) and gi ∈ W 2n−
4i+1
2
2 (Γ,CH;CH) (i = 0, . . . , n − 1),
then the Dirichlet problem
n∏
i=1
(l)
DαiDαiu = f in G;
u = g0, Dα1Dα1u = g1, . . . , Dαn−1Dαn−1 . . . Dα1Dα1u = gn−1 on Γ
has the unique solution u ∈W 2n2 (G,CH;CH) given explicitly by the formula
u = r1(g0) + Tα1Qα1Tα1r2(g1) + . . .+
n−1∏
i=1
(r)
TαiQαiTαirn(gn−1) +
n∏
i=1
(r)
TαiQαiTαif,
where
rk(gk−1) := Fαkgk−1 + TαkFαk (trΓTαkFαk)
−1Qαkgk−1, k = 1, . . . , n.
Proof. Let u1 := Dαn−1Dαn−1 . . . Dα1Dα1u, hence u1 is a solution of the boundary value problem
DαnDαnu
1 = f in G,
u1 = gn−1 on Γ.
From Theorem 6.2.3, we know that this boundary value problem has a unique solution given by
u1 = Fαngn−1 + TαnFαn (trΓTαnFαn)
−1Qαngn−1 + TαnQαnTαnf = rn(gn−1) + TαnQαnTαnf.
Now, we set u2 := Dαn−2Dαn−2 . . . Dα1Dα1u. Therefore, u2 is the unique solution to the problem
Dαn−1Dαn−1u
2 = u1 in G,
u2 = gn−2 on Γ
with the explicit representation
u2 = Fαn−1gn−2 + Tαn−1Fαn−1
(
trΓTαn−1Fαn−1
)−1
Qαn−1gn−2 + Tαn−1Qαn−1Tαn−1u
1
= rn−1(gn−2) + Tαn−1Qαn−1Tαn−1rn(gn−1) + Tαn−1Qαn−1Tαn−1TαnQαnTαnf.
By induction, a straightforward computation shows that
un−1 = r2(g1) + Tα2Qα2Tα2r3(g2) + . . .+
n−1∏
i=2
(r)
TαiQαiTαirn(gn−1) +
n∏
i=2
(r)
TαiQαiTαif.
Therefore, u = un is the unique solution to the boundary value problem
Dα1Dα1u = u
n−1 in G,
u = g0 on Γ
with
u = r1(g0) + Tα1Qα1Tα1r2(g1) + . . .+
n−1∏
i=1
(r)
TαiQαiTαirn(gn−1) +
n∏
i=1
(r)
TαiQαiTαif.
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In general, if we assume that (αk, βk) (k = 1, . . . , n) are pairs of complex numbers, which are
chosen such that the boundary value problems
DαkDβku = fk in G,
u = gk−1 on Γ (k = 1, . . . , n)
are uniquely solvable with gk ∈W 2n−
4k+1
2
2 (Γ,CH;CH) (k = 0, . . . , n−1), fn := f ∈ L2(G,CH;CH)
and
fk := rn−k+1(gn−k) + Tβn−k+1Qαn−k+1Tαn−k+1rn−k+2(gn−k+1)
+ . . .+
n−1∏
i=n−k+1
(r)
TβiQαiTαirn(gn−1) +
n∏
i=n−k+1
(r)
TβiQαiTαif,
with
rk(gk−1) := Fβkgk−1 + TβkFαk (trΓTβkFαk)
−1Qβkgk−1.
The operators Pαkβk ,Qαkβk are projections defined by
Pαkβk = Fαk (trΓTβkFαk)
−1 trΓTβk ,
Qαkβk = I −Pαkβk .
In this sense, the previous theorem can be generalized and stated as follows:
Theorem 6.2.8. Let f ∈ L2(G,CH;CH) and gi ∈ W 2n−
4i+1
2
2 (Γ,CH;CH) (i = 0, . . . , n − 1),
then the unique solution of the Dirichlet problem
n∏
i=1
(l)
DαiDβiu = f in G;
u = g0, Dα1Dβ1u = g1, . . . , Dαn−1Dβn−1 . . . Dα1Dβ1u = gn−1 on Γ
has the explicit representation
u = r1(g0) + Tβ1Qα1β1Tα1r2(g1) + . . .+
n−1∏
i=1
(r)
TβiQαiβiTαirn(gn−1) +
n∏
i=1
(r)
TβiQαiβiTαif,
where
rk(gk−1) := Fβkgk−1 + TβkFαk (trΓTβkFαk)
−1Qβkgk−1.
The proof of Theorem 6.2.8 is similar to the previous one.
6.3 Teodorescu Transform and its Kernel Function
Let α = α1 +iα2 be a complex number. From now on we can assume that α is not a real number,
that means α2 6= 0. With the different choices of the fundamental solutions of the Helmholtz
type operator ∆ + α2, the Teodorescu transform can be estimated from the estimation of its
kernel function for an arbitrary α. This can be helpful in the consideration of the stability and
approximation of solutions of certain boundary value problems [11, 73], which is necessary to
prove the convergence of a semi-discretization method for (initial) boundary value problems in
higher dimensions.
We will consider two different cases related to the imaginary part of the underlying complex
potentials.
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6.3.1 Complex Potential with Positive Imaginary Part
Let us consider first the Teodorescu transform (6.1.3) with the kernel
E˜α(x) :=
(
α+
x
|x|2 − iα
x
|x|
)
Θ˜α(x),
where
Θ˜α(x) := − 1
4pi|x|e
iα|x|, x ∈ R3 \ {(0, 0, 0)} .
Proposition 6.3.1. Let α be a complex number such that its imaginary part α2 is positive. For
the fundamental solution E˜α the following estimate holds:∫
G
∣∣∣E˜α(x)∣∣∣ dG(x)→ 0 , for α2 → +∞.
Proof. Let BR be a ball with R = diam G, G ⊆ BR, and σ3 = 4piR2 be the surface area of BR.
The integral of the kernel can be estimated as follows:∫
G
∣∣∣E˜α(x)∣∣∣ dG(x) = ∫
G
∣∣∣∣(α+ x|x|2 − iα x|x|
)
Θ˜α(x)
∣∣∣∣ dG(x)
≤
∫
BR
∣∣∣∣(α+ x|x|2 − iα x|x|
)∣∣∣∣ ∣∣∣Θ˜α(x)∣∣∣ dG(x)
≤ σ3
R∫
0
r2
(
|α|+ 1
r
+ |iα|
) ∣∣∣Θ˜α(r)∣∣∣ dr = σ3 R∫
0
r2
(
2|α|+ 1
r
)
1
4pir
∣∣eiαr∣∣ dr
=
σ3
4pi
R∫
0
(2|α|r + 1) ∣∣eiαr∣∣ dr = σ3
4pi
R∫
0
(2|α|r + 1)e−α2rdr.
Direct computations show that
R∫
0
e−α2rdr =
1
α2
(1− e−α2R)
and
R∫
0
re−α2rdr = − 1
α2
Re−α2R +
1
α2
R∫
0
e−α2rdr = − 1
α2
Re−α2R +
1
α22
(1− e−α2R).
With these calculations at hand, we obtain∫
G
∣∣∣E˜α(x)∣∣∣ dG(x) ≤ σ3
4pi
{
2|α|
[
− 1
α2
Re−α2R +
1
α22
(1− e−α2R)
]
+
1
α2
(1− e−α2R)
}
=
σ3
4piα2
[
e−α2R
(
−2|α|R− 2|α|
α2
− 1
)
+ 1 +
2|α|
α2
]
=: A.
Let α2 → +∞. With a fixed R we have A → 3σ34piα2 → 0. In the other hand, if G is unbounded,
i.e. R→ +∞, and for a fixed α2 it follows that A→ 3σ34piα2 .
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6.3.2 Complex Potential with Negative Imaginary Part
Now, let us consider the case when α2 is negative. For our conjecture, the following fundamental
solution of the Helmholtz type operator is used:
Θα(x) := − 1
4pi|x|e
−iα|x|, x ∈ R3 \ {(0, 0, 0)} .
Then the kernel of the Teodorescu transform is given by
Eα(x) :=
(
α+
x
|x|2 + iα
x
|x|
)
Θα(x).
Proposition 6.3.2. Let α be a complex number such that its imaginary part α2 is negative. For
the fundamental solution Eα the following estimate holds:∫
G
|Eα(x)| dG(x)→ 0 , for α2 → −∞.
Proof. With the similar calculations as in the previous subsection, we have∣∣∣∣∣∣
∫
G
Eα(x)dG(x)
∣∣∣∣∣∣ ≤
∫
G
(
2|α|+ 1|x|
)
|Θα(x)| dG(x) ≤ σ3
R∫
0
r2
(
2|α|+ 1
r
)
1
4pir
∣∣e−iαr∣∣ dr
=
σ3
4pi
R∫
0
(2|α|r + 1)eα2rdr
=
σ3
4piα2
{
2|α|
[
Reα2R − 1
α2
(eα2R − 1)
]
+ eα2R − 1
}
=
σ3
4piα2
[
eα2R
(
2|α|R− 2|α|
α2
+ 1
)
+
2|α|
α2
− 1
]
=: B.
When α2 → −∞ and with a fixed R we have B → σ34pi|α2| → 0. Again if G is unbounded and α2
be fixed, then B → σ34pi|α2| .
6.4 An Application for the Treatment of Maxwell Equations
In this section, we study Maxwell equations with electric permittivity and magnetic permeabil-
ity depending only on a time variable. This can be seen as an application of the orthogonal
decomposition with pure complex potential in the study of boundary value problems.
Let G be a symmetric bounded domain relative to the origin in R3 with a sufficient smooth
boundary Γ and T > 0 be finite and fixed. For x ∈ G and 0 ≤ t ≤ T , we denote with
E = E(t, x) the electric field, H = H(t, x) the magnetic field, J = J(t, x) the electric current
density, D = D(t, x) the electric flux density, B = B(t, x) the magnetic flux density, ρ = ρ(t, x)
the charge density and c the speed of light. We consider the following Maxwell equations:
c rot H = 4piJ + ∂tD, (6.4.1)
c rot E = −∂tB, (6.4.2)
div D = 4piρ, (6.4.3)
div B = 0. (6.4.4)
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Furthermore, we have
J = σE + g , div J = −∂tρ,
where σ be electric conductivity, g electric source, and the Drude-Born-Feodorov conditions are
given by
D = εE + εβ rot E, B = µH + µβ rot H,
with β = β(t, x) be chirality measure, ε = ε(t, x) be electric permittivity, µ = µ(t, x) magnetic
permeability introduced by O. Heaviside in 1885 [77].
We assume now that electric permittivity, magnetic permeability and electric conductivity de-
pend only on t (for the case of those variables depend on x, we refer to [145]). This can be seen as
a homogeneous media. For simplicity, chirality measure is assumed to be zero. For more informa-
tion about the chiral media we refer the reader to [85]. From ε = ε(t), µ = µ(t), σ = σ(t), β = 0
and D = εE, B = µH, J = σE + g, we attain
c rot H = 4piJ + ∂tD = 4pi(σE + g) + ∂t(εE) = 4piσE + 4pig + ε∂tE + (∂tε)E,
c rot E = −∂tB = −∂t(µH) = −µ∂tH− (∂tµ)H.
We will find the solutions of the following problem:
−ε∂tE + c rot H = (4piσ + ∂tε)E + 4pig,
µ∂tH + c rot E = −(∂tµ)H (6.4.5)
with suitable boundary and initial conditions. The time-derivative can be replaced by the ap-
proximation formulae:
∂tE ≈ Ek+1 −Ek
τ
, ∂tH ≈ Hk+1 −Hk
τ
, ∂tε ≈ εk+1 − εk
τ
, ∂tµ ≈ µk+1 − µk
τ
,
where τ := Tn be a time-meshwith and Ek := E(kτ, x), Hk := H(kτ, x), εk := ε(kτ), µk :=
µ(kτ). We obtain
−εk+1Ek+1 −Ek
τ
+ c rot Hk+1 = (4piσk +
εk+1 − εk
τ
)Ek + 4pigk,
µk+1
Hk+1 −Hk
τ
+ c rot Ek+1 = −µk+1 − µk
τ
Hk.
The above approximation can be seen as an explicit first-order method with respect to time. For
higher convergence one can use for example the implicit second-order Crank-Nicolson method
described by Crank and Nicolson (1947) [36]. However, this method corresponds to jump dis-
continuities in the initial conditions with oscillations, which are weakly damped, and therefore
may persist for a long time.
Now we will consider the first equation of (6.4.5). Since B = µH and c rot E = −∂tB, we have
−c rot Ek+1 = ∂tBk+1 = µk+1Hk+1 −Hk
τ
+
µk+1 − µk
τ
Hk+1. (6.4.6)
Hence
2µk+1 − µk
τ
Hk+1 =
µk+1
τ
Hk − c rot Ek+1.
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From now on we assume that the magnetic permeability satisfies 2µk+1 6= µk for each k. There-
fore, it holds
Hk+1 =
µk+1
2µk+1 − µkHk −
cτ
2µk+1 − µk rot Ek+1. (6.4.7)
We insert the expression (6.4.7) into (6.4.6) and obtain:
−εk+1
τ
Ek+1 − c
2τ
2µk+1 − µk rot rot Ek+1 =
(
4piσk +
2εk+1 − εk
τ
)
Ek + 4pigk
− cµk+1
2µk+1 − µk rot Hk.
Moreover, from D = εE and div D = 4piρ, we obtain div E = 4piρε . Then
rot rot Ek+1 = grad (div Ek+1)− div (grad Ek+1) = grad (div Ek+1)−∆Ek+1
=
4pi
εk+1
grad (ρk+1)−∆Ek+1.
We attain(
c2τ
2µk+1 − µk∆−
εk+1
τ
)
Ek+1 = (4piσk +
2εk+1 − εk
τ
)Ek + 4pigk −
cµk+1
2µk+1 − µk rot Hk
+
4pic2τ
(2µk+1 − µk)εk+1 grad ρk+1,
which can be rewritten by(
∆− εk+1(2µk+1 − µk)
c2τ2
)
Ek+1 =
2µk+1 − µk
c2τ
fk, (6.4.8)
where
fk := (4piσk +
2εk+1 − εk
τ
)Ek + 4pigk −
cµk+1
2µk+1 − µk rot Hk +
4pic2τ
(2µk+1 − µk)εk+1 grad ρk+1.
Set ω2k :=
εk+1(2µk+1−µk)
c2τ2
, we have(
∆− ω2k
)
Ek+1 =
2µk+1 − µk
c2τ
fk.
Remark 6.4.1. If electric permittivity ε and magnetic permeability µ are constant, then ω2k =
ω2 = εµ
c2τ2
holds.
Now combining Maxwell equations (6.4.1-6.4.4) and (6.4.2-6.4.3), we obtain (notice that 0 =
div B = div (µH) = µ div H and 4piρ = div D = div (εE) = ε div E)
−ε∂tE + c rot H + µ div H = (4piσ + ∂tε)E + 4pig,
µ∂tH + c rot E + ε div E = −(∂tµ)H + 4piρ.
With the similar calculations, we get (with div rot Ek+1 = 0 then
µk+1 div Hk+1 =
µ2k+1
2µk+1−µk div Hk)(
∆− ω2k
)
Ek+1 =
2µk+1 − µk
c2τ
f˜k, (6.4.9)
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where
f˜k := (4piσk +
2εk+1 − εk
τ
)Ek + 4pigk −
cµk+1
2µk+1 − µk rot Hk −
µ2k+1
2µk+1 − µk div Hk
+
4pic2τ
(2µk+1 − µk)εk+1 grad ρk+1.
For each time step, now the orthogonal decomposition with pure complex potential iωk can be
applied to the equations (6.4.8) and (6.4.9). From the values of Ek,Hk, the solutions of Maxwell
equations for next step Ek+1,Hk+1 are given by
Ek+1 = −T−iωkQiωkTiωkFk + Hk+1,
Hk+1 =
µk+1
2µk+1 − µkHk −
cτ
2µk+1 − µk rotEk+1,
where
Fk :=
2µk+1 − µk
c2τ
fk
and Hk+1 denotes the harmonic term (the influence of the boundary at the time step (k + 1)):
Hk+1 := F−iωkhk+1 + T−iωkFiw(trΓT−iωkFiωk)
−1trΓT−iωkD−iωkhk+1,
with hk+1 is the boundary value of E at the step (k + 1).
We consider now the numerical properties of our approximation for Maxwell equations. Let
L1 := −ε∂tE + c rotH, L2 := −µ∂tH + c rotE
and
L1τ := −εk
Ek+1 −Ek
τ
+ c rotHk+1, L2τ := −µk
Hk+1 −Hk
τ
+ c rotEk+1.
We proceed by estimating
∣∣L1 − L1τ ∣∣. For ∣∣L2 − L2τ ∣∣ the computations are similar and are there-
fore straightforward. We have∣∣(L1 − L1τ) ({Ek,Hk})∣∣ = ∣∣∣εkτ (Ek+1 −Ek − τ∂tEk) + c rotHk+1∣∣∣ .
With
Ek+1 −Ek − τ∂tEk = τ
2
2
∂ttE(t+ θ1τk, x) , θ1 ∈ (0, 1)
and
c rot(Hk+1 −Hk)
= εk+1∂tEk+1 − εk∂tEk + 4piσ(Ek+1 −Ek) + (∂tεk+1)Ek+1 − (∂tεk)Ek + 4pi(gk+1 − gk)
= εk+1∂tEk+1 − εk+1∂tEk + εk+1∂tEk − εk∂tEk + 4piσ(Ek+1 − Ek)
+ (∂tεk+1)Ek+1 − (∂tεk+1)Ek + (∂tεk+1)Ek − (∂tεk)Ek + 4pi(gk+1 − gk)
= εk+1∂t(Ek+1 −Ek) + (εk+1 − εk)∂tEk + 4piσ(Ek+1 −Ek)
+ (∂tεk+1)(Ek+1 −Ek) + (∂t(εk+1 − ∂tεk)Ek + 4pi(gk+1 − gk)
= εk+1∂t(Ek+1 −Ek) + (εk+1 − εk)∂tEk + (4piσ + ∂tεk + 1)(Ek+1 −Ek)
+ (∂t(εk+1 − ∂tεk)Ek + 4pi(gk+1 − gk),
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we obtain∣∣(L1 − L1τ) ({Ek,Hk})∣∣ ≤ ∣∣∣τεk2 ∂ttE(t+ θ1τk, x) + εk+1τ∂ttE(t+ θ2τk, x)
+ τ∂tε(t+ θ3τk, x)∂tEk + (4piσ + ∂tεk+1)τ∂tE(t+ θ4τk, x)
+ τ∂ttε(t+ θ5τk, x) + 4piτ∂tg(t+ θ6τk, x) |
≤ τC(E,g, ε),
with θl ∈ (0, 1), l = 1, . . . , 6 and C(E,g, ε) be a constant depending on E,g, ε.
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