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1 Introduction
The aim of this paper is to study the existence and the concentrating behavior
of solutions to the following problem:

−ε2 div
(
J(x)∇u
)
+ V (x)u = up in RN
u > 0 in RN
lim|x|→∞ u(x) = 0
(1)
where N ≥ 3, p ∈
(
1, N+2
N−2
)
, V : RN → R, J : RN → RN×N are C1 functions.
Here the symbol RN×N stands for the set of (N ×N) real matrices.
Such a problem, at least in the case J ≡ I, where I is the identity ma-
trix in RN×N , arises naturally when seeking standing waves of the nonlinear
∗Supported by MIUR, national project Variational methods and nonlinear differential
equations
†Supported by MIUR, national project Variational methods and nonlinear differential
equations
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Schro¨dinger equation with bounded potential V , that are solutions of the
form
ψ(t, x) = ei~
−1tu(x)
of the following problem
i~
∂ψ
∂t
= −~2∆ψ + V (x)ψ − |ψ|p−1ψ, x ∈ RN ,
where ~ denotes the Planck constant, i is the unit imaginary. The usual
strategy is to put ε = ~ and then to study what happens when ε→ 0.
Problem (1), at least with J ≡ I, has been studied extensively in several
works, see e.g. [2, 11, 12, 14, 15, 19, 22, 23, 25, 29, 30].
It is known that if (1) has a solution concentrating at some z0, then
∇V (z0) = 0. Conversely, if z0 is a critical point of V with some stability
properties, then (1) has a solution concentrating at z0 (see for example [2, 3,
19]).
Two main strategies have been followed. A first one, initiated by Floer
and Weinstein [15], relies on a finite dimensional reduction. The second
one has been introduced by del Pino and Felmer [11] and is based on a
penalization technique jointly with local linking theorems.
In the present paper, we study (1) in the case J 6≡ I. Our research is
motivated by [27], where a general class of singularly perturbed quasilinear
equation on RN ,
−ε2 div
(
J(x, u)∇u
)
+
ε2
2
〈DsJ(x, u)∇u | ∇u〉+ V (x)u = f(u), (2)
is studied by means of non-smooth critical points theory. If J depends only
on x and f(u) = up, then (2) becomes (1).
We observe that it is in general impossible to reduce the second-order
operator in equation (1) to the standard Laplace operator in the whole RN
by means of a single change of coordinates. This phenomenon especially
appears in high dimension N > 3, as already remarked in [9], chapter III.
On V and J we will make the following assumptions:
(V) V ∈ C1(RN ,R) and infRN V = α > 0;
(J) J ∈ C1(RN ,RN×N), J is bounded; moreover, J(x) is, for each x ∈ RN ,
a symmetric matrix, and
(∃ν > 0)(∀x ∈ RN)(∀ξ ∈ RN \ {0}) : 〈J(x)ξ, ξ〉 ≥ ν|ξ|2. (3)
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Let us introduce an auxiliary function which will play a crucial roˆle in
the study of (1). Let Γ: RN → R be a function so defined:
Γ(z) = V (z)
p+1
p−1
−N
2 (det J(z))
1
2 . (4)
Let us observe that by (J), Γ is well defined.
We now state the main results of this work. We will see that Γ gives,
roughly speaking, a sufficient condition and a necessary one to have concen-
trating solutions around a point.
Theorem 1.1. Suppose (V) and (J) hold. Suppose that there exists a com-
pact domain Λ ⊂ RN such that
min
Λ
Γ < min
∂Λ
Γ.
Then, for all ε > 0 sufficiently small, there exists a solution uε ∈ H(RN) ∩
C(RN) of (1) with
∫
RN
V (x)u2dx < +∞. This solution has only one global
maximum point xε ∈ R
N and we have that Γ(xε)→ minΛ Γ as ε→ 0 and
lim
ε→0
uε(x) = 0 for all x 6= xε.
Theorem 1.2. Assume, in addition to assumptions (V) and (J), that V is
bounded from above. Let {uεj} be a sequence of solutions of (1) such that
for all ε > 0 there exist ρ > 0 and j0 > 0 such that for all j ≥ j0 and for all
points x with |x− z0| ≥ εjρ, there results
uεj(x) ≤ ε.
Then z0 is a critical point of Γ.
Theorem 1.1 and 1.2 are simplified version of, respectively, Theorem 2.7
and 4.1, which hold under weaker assumptions. Indeed we can treat (1) in a
more general domain, instead of RN , and with a more general nonlinearity.
More precisely, let us consider:

−ε2 div
(
J(x)∇u
)
+ V (x)u = f(u) in Ω
u > 0 in Ω
u = 0 on ∂Ω
(5)
where Ω is an open domain of RN , possibly unbounded, and f : R+ → R is
a C1 such that:
(f1) f(u) = o(u) as u→ 0+;
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(f2) for some p ∈
(
1, N+2
N−2
)
there holds
lim
u→+∞
f(u)
up
= 0;
(f3) for some θ ∈ (2, p+ 1) we have
0 < θF (u) ≤ f(u)u for all u > 0,
where F (u) =
∫ u
0
f(t)dt;
(f4) the function
u ∈ (0,+∞) 7→
f(u)
u
is increasing.
The proof of Theorem 1.1 is based on the penalization technique used in
[11], adapted to our case. See Section 2 and 3.
If z0 is a common minimum point of V and J , J depends only by x and
f(u) = up, then our result becomes a particular case of Theorem 1.1 of [27].
On the other side, [27] considers the case when V and J have a common
minimum point, only.
In Section 4 we prove Theorem 1.2 using a recent version of Pucci–Serrin
variational identity (see [10]).
In Section 5 we consider (1) assuming that V and J satisfy, in addition
to hypotheses (V) and (J):
(V1) V ∈ C2(RN ,R), V and D2V are bounded;
(J1) J ∈ C2(RN ,RN×N), J and D2J are bounded.
Then the following theorem holds.
Theorem 1.3. Let (V-V1) and (J-J1) hold. Then for ε > 0 small, (1)
has a solution concentrating in z0, provided that one of the two following
conditions holds:
(a) z0 an isolated local strict minimum or maximum of Γ;
(b) z0 is a non-degenerate critical point of Γ.
The proof of Theorem (1.3) relies on a finite dimensional reduction, pre-
cisely on the perturbation technique developed in [1, 2, 3].
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The last section is devoted to the proof of some multiplicity results, see
Theorem 6.1, 6.8 and 6.9. As before we distinguish between two cases, ac-
cording to the use of penalization method of [11] or of the perturbation
method of [3].
All the results contained in Section 5 and 6 seem to be new and do not
appear in [27].
Acknowledgments The authors wish to thank Professor Antonio Am-
brosetti for suggesting the problem and for useful discussions. S. S. thanks
also SISSA for the kind hospitality.
Notation
• If F is a C1 map on a Hilbert space H , we denote by DF (u) its Fre´chet
derivative at u ∈ H .
• For x, y ∈ RN , we denote by 〈x | y〉 the ordinary inner product of x
and y.
• C denotes a generic positive constant, which may also vary from line
to line.
• oh(1) denotes a function that tends to 0 as h→ 0.
2 The ground-energy function Σ
In this section we present a more general version of Theorem 1.1 and we
introduce the ground-energy function Σ that has a crucial roˆle in the sequel
and that, at least when Ω = RN and f(u) = up, is equal to Γ up to a constant
factor.
We work in the weighted space
HV (Ω) =
{
u ∈ H10 (Ω) :
∫
Ω
V (x)u2dx < +∞
}
,
endowed with the norm
‖u‖2 =
∫
Ω
(
|∇u|2 + V (x)u2
)
dx.
Our assumptions imply that the functional Iε : HV (Ω)→ R defined by
Iε(u) =
ε2
2
∫
Ω
〈J(x)∇u | ∇u〉+
1
2
∫
Ω
V (x)|u|2 −
∫
Ω
F (u) (6)
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is of class C2(Ω). Moreover, (5) is the Euler-Lagrange equation associated
to Iε, so that we will find solutions of (5) as critical points of Iε.
We define the ground-energy function Σ(z) as the ground energy associ-
ated with
− div
(
J(z)∇u
)
+ V (z)u = f(u) in RN , (7)
where z ∈ RN is seen as a (fixed) parameter. More precisely, (7) is associated
to the functional defined on H1(RN)
Iz(u) =
1
2
∫
RN
〈J(z)∇u | ∇u〉 dx+
1
2
∫
RN
V (z)|u|2dx−
∫
RN
F (u)dx. (8)
If Nz is the Nehari manifold of (8), that is
Nz =
{
u ∈ H1(RN) | u 6= 0 and DIz(u)[u] = 0
}
,
we have by definition
Σ(z) = inf
u∈Nz
Iz(u). (9)
Remark 2.1. As already said, when Ω = RN and f(u) = up, we have that
there exists a positive constant C > 0 such that
Σ(z) = CΓ(z).
Indeed, if U is the unique radial solution in H1(RN) of{
−∆U + U = Up in RN
U > 0,
then it is easy to see that
Σ(z) =
(
1
2
−
1
p+ 1
)
V (z)
p+1
p−1
−N
2 (det J(z))
1
2
∫
RN
Up+1.
It is easy to see that Nz 6= ∅ and moreover the following lemma holds.
Lemma 2.2. For all u ∈ H1(RN) such that u is positive on a set of positive
measure, there exists a unique maximum t(u) > 0 of
φ : t ∈ (0,+∞) 7→ Iz(tu).
In particular, t(u)u ∈ Nz.
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Proof Let us observe that if φ′(t) = 0, then∫
RN
〈J(z)∇u | ∇u〉+ V (z)u2 =
∫
RN
f(tu)u
t
dx
and so, by (f4), φ has at most one critical value. By (f1-2), Iz(0) = 0,
DIz(0) = 0 and D
2Iz(0) is strictly positive-definite in a neighborhood of 0
and so φ(t) > 0 for t small. Moreover, since∫
RN
F (tu) =
∫
{x∈RN : u(x)>0}
F (tu),
by (f3) there results φ(t) < 0 for big t’s. 
The following proposition gives us some useful properties of Σ (see also
[30]).
Proposition 2.3. Let the assumptions (V), (J), (f1-4) hold. Then:
1. the map Σ is well-defined and locally lipschitz;
2. the partial derivatives, from the left and the right, of Σ exist at every
point, and moreover(
∂Σ
∂si
)l
= sup
vs∈Ss
[
1
2
∫
RN
〈
∂J
∂si
∇vs | ∇vs〉+
1
2
∂V
∂si
∫
RN
|vs|
2
]
(
∂Σ
∂si
)r
= inf
vs∈Ss
[
1
2
∫
RN
〈
∂J
∂si
∇vs | ∇vs〉+
1
2
∂V
∂si
∫
RN
|vs|
2
]
where Ss is the set of ground states corresponding to the energy level
Σ(s).
Proof First of all, the set Ss is non-empty. Indeed, since s is fixed, we
can find a matrix T = T (s) ∈ GL(n) such that
T tJ(s)T = I (the identity matrix of order n).
By the change of variables x 7→ Tx, the equation
− div (J(s)∇v) + V (s)v = f(v) in RN
can be reduced to
−∆U + V (s)U = f(U) in RN . (10)
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This change of variables rescales the functional Iz by a constant. Since it is
well known that equation (10) has a ground state solution, for each s ∈ RN ,
it immediately follows that Ss 6= ∅.
Let us observe that if vt ∈ Nt, since it satisfies∫
RN
〈J(t)∇vt | ∇vt〉+ V (t)|vt|
2 =
∫
RN
f(vt)vt dx,
vt > 0 on a set of positive measure and so we can apply the Lemma 2.2.
Therefore, given s, t ∈ RN , there exists precisely one positive number θ(s, t)
such that θ(s, t)vt ∈ Ns. By definition, this means that∫
RN
〈J(s)∇vt | ∇vt〉+
∫
RN
V (s)|vt|
2 =
∫
RN
f(θ(s, t)vt)vt
θ(s, t)
.
Moreover, θ(t, t) = 1. Collecting these facts, we see that, by the implicit
function theorem, θ is differentiable with respect to the first variable. From
its very definition, θ(s, t) is bounded for s and t bounded in RN . Let us now
observe that
Is(θ(s, t)vt) =
θ(s, t)2
2
∫
RN
〈J(s)∇vt | ∇vt〉+
+
θ(s, t)2
2
∫
RN
V (s)|vt|
2 −
∫
RN
F (θ(s, t)vt).
The gradient of the function s 7→ Is(θ(s, t)vt) is thus
∂
∂s
Is(θ(s, t)vt) =
θ(s, t)2
2
∫
RN
〈∇J(s)∇vt | ∇vt〉+
θ(s, t)2
2
∇V (s)
∫
RN
|vt|
2
+ θ(s, t)
∂θ
∂s
(∫
RN
〈J(s)∇vt | ∇vt〉+ V (s)
∫
RN
|vt|
2
)
−
∫
RN
f(θ(s, t)vt)vt
∂θ
∂s
=
θ(s, t)2
2
∫
RN
〈∇J(s)∇vt | ∇vt〉+
θ(s, t)2
2
∇V (s)
∫
RN
|vt|
2
because θ(s, t)vt ∈ Ns. From this representation, the mean value theorem
and the local boundedness of θ, it follows that for all R > 0 there exists
M > 0 such that for all s1 and s2 with |s1| < R, |s2| < R:
|Σ(s1)− Σ(s2)| ≤M |s1 − s2|.
This proves the first statement. The proof of the second statement can be
modeled on the similar results of [30] together with [24]. We omit the details.

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Remark 2.4. Some uniqueness conditions for the limiting equation appear
in [26].
The next step is the proof of a fundamental equality between the ground
state level and the mountain-pass one. This kind of result is well known at
least in the case J equal to the identity matrix (see, for example, [25]).
Proposition 2.5.
inf
γ∈Pz
max
0≤t≤1
Iz(γ(t)) = inf
u∈Nz
Iz(u) = Σ(z),
where
Pz =
{
γ ∈ C
(
[0, 1], H1(RN)
)
: γ(0) = 0 and Iz(γ(1)) < 0
}
.
Proof We now show that for all path γ ∈ Pz, there exists t0 > 0 such
that γ(t0) ∈ Nz.
First of all, let us observe that by our assumptions of f , together with
the ellipticity of J and the definition of α = inf V > 0 we get
DIz(u)[u] =
∫
RN
〈J(z)∇u | ∇u〉+ V (z)u2 −
∫
RN
f(u)u dx
≥ ν
∫
RN
|∇u|2 + α
∫
RN
|u|2 − c
∫
RN
|u|θ+1
≥ min{ν, α}‖u‖2H1
0
(Ω) − c‖u‖Lθ+1(Ω).
Therefore, fix a path γ ∈ Pz joining 0 to some v 6= 0 such that Iz(v) < 0.
Hence
DIz(γ(t))[γ(t)] > 0
for t > 0 small enough. On the other hand, since v 6= 0, we have
DIz(v)[v] < 2Iz(v) ≤ 0.
By the intermediate value theorem, there exists t0 ∈ [0, 1] such that
γ(t0) ∈ Nz.
This shows also that
inf
γ∈Pz
max
0≤t≤1
Iz(γ(t)) ≥ inf
u∈Nz
Iz(u) = Σ(z). (11)
But equality actually holds in (11). Indeed, by Lemma 2.2,
u ∈ Nz if and only if Iz(u) = max
τ≥0
Iz(τu). (12)
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It then follows that the mountain-pass level corresponds to the least energy
among the energies of all solutions, that is
inf
γ∈Pz
max
0≤t≤1
Iz(γ(t)) = inf
u∈Nz
Iz(u) = Σ(z).

Remark 2.6. It is shown in [18] that the level of mountain–pass of Iz coin-
cides with the infimum of the energies among all critical points of Iz under
less stringent assumptions on f . Anyway, to prove the regularity of Σ we are
not able to weaken our set of hypotheses (f1–4).
Our main result about existence for (5) is the following theorem.
Theorem 2.7. Suppose (V), (J) and (f1-4) hold. Suppose that there exists
a compact domain Λ ⊂ Ω such that
min
Λ
Σ < min
∂Λ
Σ. (13)
Then, for all ε > 0 sufficiently small, there exists a solution uε ∈ HV (Ω) ∩
C(Ω) of (5). Moreover, this solution has only one global maximum point
xε ∈ Λ and we have that Σ(xε)→ minΛΣ as ε→ 0 and
lim
ε→0
uε(x) = 0 for all x 6= xε.
Remark 2.8. As noticed in [27], we have that
lim
ε→0
‖uε‖ = 0.
The next corollary shows that results of [27], at least in the case of our
differential operator, are a particular case of Theorem 2.7. More precisely,
as said in the introduction, we will prove that if J and V have a local strict
minimum in z0, then z0 is also a local strict minimum for Σ and so we can
apply Theorem 2.7.
Corollary 2.9. Suppose (V), (J) and (f1-4) hold. Suppose that there exist
a compact domain Λ ⊂ Ω and a z0 ∈ Λ which is a minimum point for V and
J in Λ and a strict minimum point for V (resp. J), in the sense that
V (z0) < min
∂Λ
V
(
resp. V (z0) ≤ min
∂Λ
V
)
(14)
and, for all ξ ∈ RN \ {0} and for all z ∈ ∂Λ,
〈J(z0)ξ | ξ〉 ≤ 〈J(z)ξ | ξ〉 (resp. 〈J(z0)ξ | ξ〉 < 〈J(z)ξ | ξ〉) . (15)
Then (13) holds and hence the conclusion of Theorem 2.7 continues to be
true.
We will prove Theorem 2.7 and Corollary 2.9 in the next section.
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3 The penalization scheme
Since the domain Ω is in general unbounded, a direct application of critical
point theory does not, as a rule, provide a solution to (5). Although the func-
tional Iε has a good geometric structure, it does not satisfy the Palais-Smale
condition. Thus, as a first step, we replace Iε with a different functional that
satisfies (PS)c at all levels c ∈ R, and finally prove that, as ε gets smaller,
the critical points of this new functional are actually solutions of (5). This
technique was introduced by del Pino and Felmer in [11], and then used by
several authors. The main advantage of this scheme is that, unlike the direct
application of some Concentration-Compactness argument as in [30], we do
not have to impose any comparison assumption between the values of Σ at
zero (say) and at infinity.
Following the scheme of [11] (see also [27]), we will define a penalization
of the functional Iε, which satisfies the Palais-Smale condition. Let θ be the
number given in (f3). Let ℓ > 0 be the unique value such that f(ℓ)/ℓ = α/k,
where α is defined in (V) and k > θ/(θ − 2).
We penalize the nonlinearity f in the following way. Define f˜ : R→ R by
f˜(u) =


(α/k)u if u > ℓ
f(u) if 0 ≤ u ≤ ℓ
0 if u < 0.
We now define g : Ω× R→ R as
g(x, u) =
{
χΛ(x)f(u) + (1− χΛ(x))f˜(u) if u ≥ 0
0 if u < 0
where χΛ is the characteristic function of the set Λ, and let G be the primitive
of g, that is
G(x, u) =
∫ u
0
g(x, τ)dτ.
By straightforward calculations, assumptions (f1-4) imply:
(g1) g(x, u) = o(u) as u→ 0+, uniformly in x ∈ Ω;
(g2) limu→+∞ g(x, u)/u
p = 0 for some p ∈
(
1, N+2
N−2
)
;
(g3-i) for some θ ∈ (2, p+ 1) we have
0 < θG(x, u) ≤ g(x, u)u for all x ∈ Λ, u > 0;
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(g3-ii) for some k > θ
θ−2 there holds
0 ≤ 2G(x, u) ≤ g(x, u)u ≤
1
k
V (x)u2 for all x /∈ Λ, u > 0;
(g4) the function u 7→ g(x,u)
u
is increasing for all x ∈ Λ.
The penalized functional will be Eε : HV (Ω)→ R, where
Eε(u) =
ε2
2
∫
Ω
〈J(x)∇u | ∇u〉+
1
2
∫
Ω
V (x)|u|2 −
∫
Ω
G(x, u). (16)
Under our assumptions Eε satisfies the (PS) condition, as we prove in the
next lemma.
Lemma 3.1. Let {uh} be a sequence in HV (Ω) such that Eε(uh) → c ∈ R
and DEε(uh)→ 0. Then {uh} has a strongly convergent subsequence.
Proof As first step, we show that {uh} is bounded. Since Eε(uh)→ c we
have
θ
2
ε2
∫
Ω
〈J(x)∇uh | ∇uh〉+
θ
2
∫
Ω
V (x)|uh|
2
≤
∫
Λ
g(x, uh)uh +
θ
2k
∫
Ω\Λ
V (x)|uh|
2 + θc + o(1).
Moreover, since DEε(uh)[uh] = o(‖uh‖),
ε2
∫
Ω
〈J(x)∇uh | ∇uh〉+
∫
Ω
V (x)|uh|
2 ≥
∫
Λ
g(x, uh)uh + o(‖uh‖).
Therefore
min
{(
θ
2
− 1
)
ε2,
θ
2
−
θ
2k
− 1
}∫
Ω
〈J(x)∇uh | ∇uh〉+ V (x)|uh|
2
≤ θc + o(1) + o(‖uh‖)
and so the boundedness of {uh} follows from (3).
Up to subsequence, we have that uh → u weakly and point-wise almost
everywhere in Ω. To show that this convergence is actually strong, it suffices
to prove that, for all δ > 0, there exists R > 0 such that
lim sup
k→∞
∫
Ω\BR
|∇uh|
2 + V (x)|uh|
2 < δ.
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We take R > 0 so large that Λ ⊂ BR/2. Let ηR ∈ C2(Ω) be a function such
that, ηR = 0 in BR/2, ηR = 1 in Ω \ BR, 0 ≤ ηR ≤ 1 in Ω and |∇ηR| ≤ C/R
in Ω. Since {uh} is bounded,
lim
k→∞
DEε(uh)[ηRuh] = 0.
Therefore∫
Ω
(
〈J(x)∇uh | ∇uh〉+ V (x)|uh|
2
)
ηR +
∫
Ω
〈J(x)∇uh | ∇ηR〉 uh =∫
Ω
g(x, uh)uhηR + o(1) ≤
1
k
∫
Ω
V (x)u2hηR + o(1),
and so ∫
Ω\BR
|∇uh|
2 + V (x)u2h ≤
C
R
‖uh‖L2‖∇uh‖L2 + o(1).
We conclude the proof by letting R→ +∞. 
Since by Proposition 2.3 we know that Σ is a continuous function, we can
assume without loss of generality that there exists z0 ∈ Λ such that
Σ(z0) = min
Λ
Σ.
Hence the main assumption of the Theorem 2.7 can be stated as
Σ(z0) < min
∂Λ
Σ.
To save notation, we will write I0 instead of Iz0 .
Let us set
c¯ = inf
γ∈P0
max
t∈[0,1]
I0(γ(t)) = Σ(z0),
where
P0 =
{
γ ∈ C
(
[0, 1], H1(RN)
)
: γ(0) = 0 and I0(γ(1)) < 0
}
.
Lemma 3.2. For all ε sufficiently small, there exists a critical point uε ∈
HV (Ω) of E
ε such that
Eε(uε) ≤ ε
N c¯+ o(εN).
Proof We already know that Eε satisfies the (PS) condition at any level.
By a standard minimax argument over the set of paths
Pε = {γ ∈ C ([0, 1], HV (Ω)) : γ(0) = 0 and Eε(γ(1)) < 0} ,
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we can find a critical point uε such that
Eε(uε) = inf
γ∈Pε
max
t∈[0,1]
Eε(γ(t)).
Since c¯ is a mountain-pass level of I0, for all δ > 0 there exists a path
γ : [0, 1]→ H1(RN) such that
c¯ ≤ max
0≤t≤1
I0(γ(t)) ≤ c¯+ δ, γ(0) = 0, I0(γ(1)) < 0.
Let ζ ∈ C2(RN) be a cut-off function such that ζ = 1 in a neighborhood of
z0. Define a path in HV (Ω) by
Γε(τ) : x 7→ ζ(x)γ(τ)
(
x− z0
ε
)
.
By direct computation,
Eε(Γε(τ)) = ε
N
{
1
2
∫
RN
〈J(z0)∇γ(τ) | ∇γ(τ)〉+
+
1
2
∫
RN
V (z0)|γ(τ)|
2 −
∫
RN
F (γ(τ)(·))
}
+ o(εN),
that is
Eε(Γε(τ)) = ε
NI0(γ(τ)) + o(ε
N)
as ε→ 0. But Γε ∈ Pε, so that
Eε(uε) = inf
γ∈Pε
max
t∈[0,1]
Eε(γ(t))
≤ max
t∈[0,1]
Eε(Γε(t)) = ε
N max
t∈[0,1]
I0(γ(t)) + o(ε
N)
≤ εN c¯+ δεN + o(εN).
Since δ > 0 was arbitrary, the proof is complete. 
Remark 3.3. By the uniform ellipticity of J and standard regularity theo-
rems (see [17]), the element uε actually belongs to C(Λ).
The next proposition is somehow the key ingredient.
Proposition 3.4. Let uε ∈ HV (Ω) be the critical point of Eε found in the
previous lemma. Then
lim
ε→0
max
∂Λ
uε = 0.
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Moreover, uε has only one global maximum point xε ∈ Λ and we have that
Σ(xε)→ minΛΣ as ε→ 0 and
lim
ε→0
uε(x) = 0 for all x 6= xε.
Proof The proof of this Proposition will be performed in several steps.
First of all, the following claim implies the Proposition except for the unique-
ness of the global maximum.
Claim 1: If {εh} is a sequence of positive real numbers converging to zero,
and {xh} ⊂ Λ is a sequence of points in Λ such that
uεh(xh) ≥ c > 0,
then
lim
h→∞
Σ(xh) = min
Λ
Σ.
Indeed, suppose that the statement of the Proposition is false. Then, up
to a subsequence, we may suppose that there exists a sequence {xn} ⊂ ∂Λ
such that xh → x¯ ∈ ∂Λ as εh → 0 and uεh(xh) ≥ c > 0. Therefore
min
∂Λ
Σ ≤ Σ(x¯) = lim
h→∞
Σ(xh) = min
Λ
Σ,
which contradicts our assumptions on Λ. Here we have used the continuity of
Σ, already proved. Hence we should just prove the Claim 1. By compactness,
we assume without loss of generality that xh → xˆ ∈ Λ. We proceed by
contradiction, assuming therefore that
Σ(xˆ) > min
Λ
Σ.
Let vh(x) = uεh(xh + εhx). By elliptic regularity, {vh} converges strongly
in H1(K) towards some v, for each compact set K ⊂ RN . Let χ be the
weak* limit (in L∞) of the sequence {χΛ(xh + εh·)}h∈N. Clearly, 0 ≤ χ ≤ 1.
Therefore the function v is a weak solution of the equation
− div (J(xˆ)∇v) + V (xˆ)v = g0(·, v) in R
N ,
where
g0(x, s) = χ(x)f(s) + (1− χ(x)) f˜(s).
Let now Eh : HV (Ωh)→ R be the functional
Eh(v) =
1
2
∫
Ωh
〈J(xh + εhx)∇v|∇v〉+
1
2
∫
Ωh
V (xh+εhx)v
2−
∫
Ωh
G(xh+εhx, v),
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where Ωh = ε
−1
h (Ω− xh). Let us observe explicitly that
Eh(vh) = ε
−N
h E
εh(uεh). (17)
It is clear that vh is a critical point of E
h in HV (Ωh).
As remarked in [13] (see also [27]), v actually satisfies
− div (J(xˆ)∇v) + V (xˆ)v = f(v) in RN . (18)
Indeed, without loss of generality, we may suppose that χ(x) = χ{x1<0}(x)
for all x. Consider the equation satisfied by v:
− div (J(xˆ)∇v) + V (xˆ)v = χ{x1<0}(x)f(v) + χ{x1>0}(x)f˜(v) in R
N ,
and multiply it by Tk∂x1v, where Tk is a sequence of smooth functions such
that Tk(x) = 1 if |x| ≤ k, Tk(x) = 0 if |x| ≥ 2k, and |∇Tk(x)| = O(1/k).
Hence we get∫
RN
〈J(xˆ)∇v|∇(Tk∂x1v)〉+
∫
RN
V (xˆ)vTk∂x1v =
∫
RN
ϕTk∂x1v,
where we have set ϕ(x, v) = χ{x1<0}(x)f(v(x)) + χ{x1>0}(x)f˜ (v(x)). We
observe that v∂x1v =
1
2
∂x1v
2, so that after an integration by parts we have∫
RN
〈J(xˆ)∇v|∂x1v∇Tk〉+
∫
RN
〈J(xˆ)∇v|Tk∂x1∇v〉 −
∫
RN
V (xˆ)
1
2
v2∂x1Tk
=
∫
RN
ϕTk∂x1v.
By a second integration by parts on the term
∫
RN
〈J(xˆ)∇v|Tk∂x1∇v〉, and by
the Dominated Convergence Theorem, we pass to the limit as k → +∞ to
get ∫
RN
ϕ(x, v)∂x1v = 0.
This implies easily that v(0, x2, . . . , xN ) ≤ ℓ for all (x2, . . . , xN) ∈ RN−1. It
is now easy to check that we can choose
max {v(·)− ℓ, 0}
as a barrier for the equation satisfied by v, and thus prove that v ≤ ℓ in RN .
In particular, ϕ(x, v(x)) = f(v(x)), so that v is a solution of (18).
Claim 2: there results
Ixˆ(v) ≤ lim inf
h→∞
Eh(vh). (19)
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Indeed, consider now the function
ξh(x) =
1
2
〈J(xh + εhx)∇vh|∇vh〉+
1
2
V (xh + εhx)v
2
h = G(xh + εhx, vh).
We already know that vh → v strongly on compact sets. Therefore
lim
h→∞
∫
BR
ξh =
1
2
∫
BR
(
〈J(xˆ)∇v|∇v〉+ V (xˆ)v2
)
−
∫
BR
F (v)
for all R > 0. But v ∈ H1(RN), so that
Ixˆ(v)−
1
2
∫
BR
(
〈J(xˆ)∇v|∇v〉+ V (xˆ)v2
)
+
∫
BR
F (v) = o(1)
as R → +∞. To show that Ixˆ(v) ≤ lim infh→∞Eh(vh) it is enough to prove
that for all δ > 0 there exists R > 0 such that
lim inf
h→∞
∫
Ωh\BR
ξh ≥ −δ.
We introduce again a cutoff function ηR ∈ C∞(RN) such that
ηR = 0 inBR−1,
ηR = 1 inR
N \BR,
|∇ηR| ≤ C.
We test the equation satisfied by vh against ηRvh. After some computations
we get
lim inf
h→∞
∫
Ωh\BR
ξh ≥ −
1
2
lim sup
h→∞
[∫
BR\BR−1
〈J(xh + εhx)∇vh | ∇(ηRvh)〉+
∫
BR\BR−1
V (xh + εhx)v
2
hηR −
∫
BR\BR−1
g(xh + εhx, vh)ηRvh
]
= o(1)
as R → +∞. This finally proves that Ixˆ(v) ≤ lim infh→∞Eh(vh) and so
Claim 2 holds.
We now complete the first part of the proof. First of all, from Lemma
3.2, (17) and from (19), it follows that
Ixˆ(v) ≤ c¯ = inf
γ∈P0
sup
0≤t≤1
I0(γ(t)).
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On the other hand, since v is a critical point of Ixˆ, by Proposition 2.5, we
have
Ixˆ(v) ≥ inf
γ∈Pxˆ
sup
0≤t≤1
Ixˆ(γ(t))
= inf
u∈Nxˆ
Ixˆ(u) = Σ(xˆ)
> inf
u∈Nz0
I0(u) = Σ(z0)
= inf
γ∈P0
sup
0≤t≤1
I0(γ(t)) = c¯.
This contradiction proves Claim 1 and so also the first part of the proof.
As regards the last statements of the proposition, these follow easily from
the corresponding properties of solutions in [11]. We just sketch the ideas.
Let z¯ = limε→0 xε and take any critical point u of Iz¯. By the change of
variables x 7→ Tx introduced in the proof of Proposition 2.3, if v is a solution
of equation (10), namely
−∆v + V (z¯)v = f(v) in RN ,
then u(x) = v(Tx). It is well known by [16] that solutions of (10) are radially
symmetric and decreasing. In particular, x = 0 is a nondegenerate maximum
point of u. We are in a position to apply a reasoning similar to that of [11],
page 133. 
We can now prove Theorem 2.7.
Proof of Theorem 2.7 By Proposition 3.4, we know that if ε is small
enough, then
uε(x) < ℓ for all x ∈ ∂Λ.
The function (uε(·)− ℓ)
+ = max{uε(·)− ℓ, 0} belongs to H10 (Ω), so that we
can test the equation
−ε2 div(J∇uε) + V uε = g(·, uε) in Ω
against it. By the divergence theorem,
ε2
∫
Ω\Λ
〈J∇ (uε − ℓ)
+ | ∇ (uε − ℓ)
+〉
+
∫
Ω\Λ
ℓΦε (uε − ℓ)
+ +
∫
Ω\Λ
Φε
(
(uε − ℓ)
+)2 = 0, (20)
18
where we have set
Φε(x) = V (x)−
g(x, uε(x))
uε(x)
.
The properties of g imply that Φε > 0 in Ω \ Λ. Therefore all the terms in
(20) must vanish, and in particular
uε ≤ ℓ in Ω \ Λ.
We conclude that uε, for ε small enough, is actually a critical point of I
ε,
and hence a solution of (5). The regularity of uε follows again from [17]. The
last statement of the theorem follows immediately by Proposition 3.4. 
Proof of Corollary 2.9 First of all, we remark that, for any u ∈ H1(RN)\
{0} and any fixed z ∈ ∂Λ, there results
Iz(u) > Iz0(u),
because of (14) and (15). We claim that there exists a ground state vz such
that
Iz(vz) = inf
u∈Nz
Iz(u). (21)
Indeed, the usual change of variables x 7→ Tx rescales the functional Iz by a
constant factor | detT | > 0. This reduces the search of a ground state for Iz
to the search of a ground state for the equation
−∆v + V (z)v = f(v) in RN ,
whose existence follows easily from the results contained in [5] and [7]. This
proves the claim.
Let z ∈ ∂Λ and vz as in (21). By Lemma 2.2 we know that there exists
a positive constant τ such that τvz ∈ Nz0. By our assumptions and (12), we
easily get
Σ(z) = Iz(vz) ≥ Iz(τvz) > Iz0(τvz) = max
t>0
Iz0 (t(τvz)) ≥ Σ(z0).
Therefore Σ(z0) < Σ(z) and so (13) holds. 
4 Necessary condition for concentration
In this section we want to show that the function Σ also plays a necessary
roˆle for the existence of concentrating solutions of (5). We will give also a
more general version of Theorem 1.2.
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We suppose that Ω = RN . Indeed, if Ω has a boundary, we do not expect
that solutions must concentrate at critical points of Σ, but rather on critical
point of some function connected to the geometry of ∂Ω, see for example
[21].
Theorem 4.1. Assume, in addition to assumptions (V), (J), (f1-4), that
V is bounded from above, and Ω = RN . Let {uεj} be a sequence of solutions
of (5) such that for all ε > 0 there exist ρ > 0 and j0 > 0 such that for all
j ≥ j0 and for all points x with |x− z0| ≥ εjρ, there results
uεj(x) ≤ ε.
If, for all z ∈ RN , the functional Iz has only one positive ground-state (up to
translations), then z0 is a critical point of Σ.
Before proving the theorem, we recall a recent version of Pucci–Serrin
variational identity for lipschitz continuous solutions of a general class of
Euler equations (see [10]).
Theorem 4.2. Let L : RN × R × RN → R be a C1 function such that the
function ξ 7→ L(x, s, ξ) is strictly convex for every (x, s) ∈ RN × R. Let
ϕ ∈ L∞loc(R
N). Let u : RN → R be a locally Lipschitz weak solution of
− div (∂ξL(x, u,∇u)) + ∂sL(x, u,∇u) = ϕ in R
N .
Then
N∑
i, k=1
∫
RN
∂ih
k∂ξiL(x, u,∇u)∂ku
−
∫
RN
[
(div h)L(x, u,∇u) + h · ∂xL(x, u,∇u)
]
=
∫
RN
(h · ∇u)ϕ,
for all h ∈ C1c
(
R
N ,RN
)
.
Proof of Theorem 4.1 To save notation, we write uj instead of uεj .
Define wj(x) = uj(z0 + εjx). Therefore
− div (J(z0 + εjx)∇wj) + V (z0 + εjx)wj − f(wj) = 0. (22)
By assumption, wj decays to zero uniformly with respect to j ∈ N. It is not
difficult to build an exponential barrier for wj, proving in this way that wj
decays to zero exponentially fast at infinity. By elliptic regularity (see [17]),
the sequence {wj} converges in C2loc to a solution w0 of the equation
− div (J(z0)∇w0) + V (z0)w0 − f(w0) = 0.
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Let us apply Theorem 4.2 to (22), with
L(x, s, ξ) =
1
2
〈J(z0 + εjx)ξ | ξ〉+
1
2
V (z0 + εjx)s
2 − F (s),
h(x) = (T (εx), 0, . . . , 0),
ϕ(x) = 0,
where T ∈ C1c (R
N) such that T (x) = 1 if |x| ≤ 1 and T (x) = 0 if |x| ≥ 2.
By Theorem 4.2, we have:1
N∑
i=1
∫
RN
ε∂iT (εx)〈Ji(z0 + εjx) | ∇wj〉∂1wj
−
∫
RN
ε∂1T (εx)
[
1
2
〈J(z0 + εjx)∇wj | ∇wj〉+
1
2
V (z0 + εjx)w
2
j − F (wj)
]
−
∫
RN
εT (εx)
[
1
2
〈∂1J(z0 + εjx)∇wj | ∇wj〉+
1
2
∂1V (z0 + εjx)w
2
j
]
= 0
Passing to the limit in the previous relations, as ε→ 0, we get:
1
2
∫
RN
(
〈∂1J(z0)∇w0 | ∇w0〉+ ∂1V (z0)|w0|
2
)
= 0.
The proof is complete once we recall that if Sz0 consists of just one element,
then, by Proposition 2.3, ∂1Σ(z0) = 0. The proof for the other partial deriva-
tives is identical. 
Remark 4.3. Let us observe that Theorem 1.2 is an immediate consequence
of Theorem 4.1. Indeed by [7] we know that the problem (1) with frozen
coefficients has only one positive ground-state (up to translations).
5 Existence via perturbation method
We have seen in the previous sections that the penalization technique of
del Pino and Felmer provides at least a solution of (5) if the auxiliary map
Σ possesses a minimum. Moreover, we could also treat the case of maximum
point of Σ under some more restrictive, global, assumptions on the potentials
J and V . In the present section we show that for (1) it is possible to find at
least a solution just by differential methods if there exists a local maximum
1We denote by Ji(x) the i–th row of J(x).
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or minimum of Σ. More precisely, we will apply the perturbation technique
in critical point theory as developed in [3]. Since this approach deals with
the local behavior of the potentials J and V , we need a better knowledge
about the derivatives of the potentials.
In addition to hypotheses (V) and (J), in this section we will always
assume:
(V1) V ∈ C2(RN ,R), V and D2V are bounded;
(J1) J ∈ C2(RN ,RN×N), J and D2J are bounded.
Since we follow closely [3], we will skip some proof and we will give only
the sketch of some others.
Without loss of generality we can assume that V (0) = 1. Moreover, using
the change of variables introduced in the proof of Proposition 2.3, we can
assume also J(0) = I, where I is the identity matrix of order N ×N .
Performing the change of variable x 7→ εx, equation
−ε2 div
(
J(x)∇u
)
+ V (x)u = up in RN
becomes
− div (J(εx)∇u) + V (εx)u = up in RN . (23)
Solutions of (23) are the critical points u ∈ H1(RN) of
fε(u) = f0(u) +
1
2
∫
RN
〈(J(εx)− I))∇u | ∇u〉dx+
1
2
∫
RN
(V (εx)− 1)u2dx,
where
f0(u) =
1
2
‖u‖2 −
1
p + 1
∫
RN
up+1dx,
and ‖u‖2 =
∫
RN
|∇u|2+u2. The solutions of (23) will be found near a solution
of
− div (J(εξ)∇u) + V (εξ)u = up, (24)
for an appropriate choice of ξ ∈ RN .
The solutions of (24) are critical points of the functional
F εξ(u) = f0(u)+
1
2
∫
RN
〈(J(εξ)− I)∇u | ∇u〉+
1
2
(V (εξ)− 1)
∫
RN
u2dx (25)
and can be found explicitly. First of all, by the usual change of variables,
x 7→ T (εξ), equation (23) becomes
−∆v + V (εξ)v = vp.
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Let U denote the unique, positive, radial solution of
−∆u+ u = up, u ∈ H1(RN ). (26)
Then a straight calculation shows that αU(βTx) solves (23) whenever
α = α(εξ) = [V (εξ)]1/(p−1), β = β(εξ) = [V (εξ)]1/2 and T = T (εξ).
We set
zεξ(x) = α(εξ)U
(
β(εξ)T (εξ)x
)
(27)
and
Zε = {zεξ(x− ξ) : ξ ∈ RN}.
When there is no possible misunderstanding, we will write z, resp. Z, instead
of zεξ, resp Zε. We will also use the notation zξ to denote the function
zξ(x) := z
εξ(x − ξ). Obviously all the functions in zξ ∈ Z are solutions of
(24) or, equivalently, critical points of F εξ.
Remark 5.1. Before we proceed, a remark is in order concerning the defi-
nition of the manifold Zε. Indeed, there is a lot of freedom in the choice of
the diagonalizing matrix T . Moreover, Zε should be a regular manifold. We
claim that, thanks to the uniform ellipticity assumption on J , see (J), it is
possible to choose T (εξ) with the same regularity as J itself. We will not sup-
ply a complete proof of this fact. However, the best way to convince oneselves
of this is to remember the celebrated Householder algorithm that diagonalises
a symmetric matrix J by means of arithmetic operations on the rows and
the columns of J . We refer to [28] for an explanation of the method. Each
of these operations corresponds to an orthogonal change of variables which
preserves the uniform ellipticity of J , and at each step the only possible lack
of regularity can be due to the division by an entry on the main diagonal of
J . By (J), each such entry is a function of εξ strictly bounded away from
zero, so that it cannot introduce any singularity in the algorithm. A repeated
application of this argument can now applied to prove the regularity of T .
For future references let us point out some estimates. First of all, by
straightforward calculations, we get:
∂ξz
εξ(x− ξ) = −∂xz
εξ(x− ξ) +O(ε). (28)
Moreover, using (J1) and (V1), we can infer that ∇fε(zξ) is close to zero
when ε is small. Indeed we have:
‖∇fε(zξ)‖ ≤ C
(
ε|DJ(εξ)|+ ε|∇V (εξ)|+ ε2
)
, C > 0. (29)
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In the next lemma we will show thatD2fε is invertible on
(
TzξZ
ε
)⊥
, where
TzξZ
ε denotes the tangent space to Zε at zξ.
Let Lε,ξ : (TzξZ
ε)⊥ → (TzξZ
ε)⊥ denote the operator defined by setting
(Lε,ξv|w) = D2fε(zξ)[v, w].
Lemma 5.2. Given ξ > 0 there exists C > 0 such that for ε small enough
one has that
|(Lε,ξv|v)| ≥ C‖v‖
2, ∀ |ξ| ≤ ξ, ∀ v ∈ (TzξZ
ε)⊥. (30)
Proof We recall that TzξZ
ε = span{∂ξ1zξ, . . . , ∂ξN zξ}. Let V = span{zξ,
∂x1zξ, . . . , ∂xN zξ}, by (28) it suffices to prove (30) for all v ∈ span{zξ, φ},
where φ is orthogonal to V. Precisely we shall prove that there exist C1, C2 >
0 such that for all ε > 0 small and all |ξ| ≤ ξ one has:
(Lε,ξzξ|zξ) ≤ −C1 < 0. (31)
(Lε,ξφ|φ) ≥ C2‖φ‖
2. (32)
The proof of (31) follows easily from the fact that zξ is a Mountain Pass
critical point of F εξ and so from the fact that, given ξ, there exists c0 > 0
such that for all ε > 0 small and all |ξ| ≤ ξ one finds:
D2F εξ(zξ)[zξ, zξ] < −c0 < 0.
Let us prove (32). As before, the fact that zξ is a Mountain Pass critical
point of F εξ implies that
D2F εξ(zξ)[φ, φ] > c1‖φ‖
2 ∀φ ⊥ V. (33)
Let R≫ 1 and consider a radial smooth function χ1 : RN 7→ R such that
χ1(x) = 1, for |x| ≤ R; χ1(x) = 0, for |x| ≥ 2R;
|∇χ1(x)| ≤
2
R
, for R ≤ |x| ≤ 2R.
We also set χ2(x) = 1− χ1(x). Given φ let us consider the functions
φi(x) = χi(x− ξ)φ(x), i = 1, 2.
Therefore we need to evaluate the three terms in the equation below:
(Lε,ξφ|φ) = (Lε,ξφ1|φ1) + (Lε,ξφ2|φ2) + 2(Lε,ξφ1|φ2).
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Using (33) and the definition of χi, we easily get
(Lε,ξφ1|φ1) ≥ εc1‖φ1‖
2 − εc2‖φ‖
2 + oR(1)‖φ‖
2,
(Lε,ξφ2|φ2) ≥ c3‖φ2‖
2 + oR(1)‖φ‖
2,
(Lε,ξφ1|φ2) ≥ oR(1)‖φ‖
2.
Therefore, since
‖φ‖2 = ‖φ1‖
2 + ‖φ2‖
2 + 2
∫
RN
χ1χ2(φ
2 + |∇φ|2) + oR(1)‖φ‖
2,
we get
(Lε,ξφ|φ) ≥ c4‖φ‖
2 − c5Rε‖φ‖
2 + oR(1)‖φ‖
2.
Taking R = ε−1/2, and choosing ε small, (32) follows.
This completes the proof of the lemma. 
We will show that the existence of critical points of fε can be reduced
to the search of critical points of an auxiliary finite dimensional functional.
First of all we will make a Liapunov-Schmidt reduction, and successively we
will study the behavior of an auxiliary finite dimensional functional.
Lemma 5.3. For ε > 0 small and |ξ| ≤ ξ there exists a unique w = w(ε, ξ) ∈
(TzξZ)
⊥ such that ∇fε(zξ + w) ∈ TzξZ. Such a w(ε, ξ) is of class C
2, resp.
C1,p−1, with respect to ξ, provided that p ≥ 2, resp. 1 < p < 2. Moreover, the
functional Φε(ξ) = fε(zξ+w(ε, ξ)) has the same regularity of w and satisfies:
∇Φε(ξ0) = 0 ⇐⇒ ∇fε (zξ0 + w(ε, ξ0)) = 0.
Proof Let P = Pεξ denote the projection onto (TzξZ)
⊥. We want to
find a solution w ∈ (TzξZ)
⊥ of the equation P∇fε(zξ + w) = 0. One has
that ∇fε(z +w) = ∇fε(z) +D2fε(z)[w] +R(z, w) with ‖R(z, w)‖ = o(‖w‖),
uniformly with respect to z = zξ, for |ξ| ≤ ξ. Therefore, our equation is:
Lε,ξw + P∇fε(z) + PR(z, w) = 0.
According to Lemma 5.2, this is equivalent to
w = Nε,ξ(w), where Nε,ξ(w) = −Lε,ξ (P∇fε(z) + PR(z, w)) .
By (29) it follows that
‖Nε,ξ(w)‖ ≤ c1
(
ε|DJ(εξ)|+ ε|∇V (εξ)|+ ε2
)
+ o(‖w‖). (34)
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Then one readily checks that Nε,ξ is a contraction on some ball in (TzξZ)
⊥
provided that ε > 0 is small enough and |ξ| ≤ ξ. Then there exists a unique
w such that w = Nε,ξ(w). Let us point out that we cannot use the Implicit
Function Theorem to find w(ε, ξ), because the map (ε, u) 7→ P∇fε(u) fails to
be C2. However, fixed ε > 0 small, we can apply the Implicit Function The-
orem to the map (ξ, w) 7→ P∇fε(zξ + w). Then, in particular, the function
w(ε, ξ) turns out to be of class C1 with respect to ξ. Finally, it is a standard
argument, see [1, 2], to check that the critical points of Φε(ξ) = fε(z + w)
give rise to critical points of fε. 
Remark 5.4. From (34) it immediately follows that:
‖w‖ ≤ C
(
ε|DJ(εξ)|+ ε|∇V (εξ)|+ ε2
)
, (35)
where C > 0.
With easy calculations (see Lemma 4 of [3]), we can give an estimate of
the derivative ∂ξw.
Lemma 5.5. One has that:
‖∂ξw‖ ≤ c
(
ε|DJ(εξ)|+ ε|∇V (εξ)|+O(ε2)
)γ
, (36)
with c > 0 and γ = min{1, p− 1}.
Now we will use the estimates on w and ∂ξw established above to find
an expansion of ∇Φε(ξ), where Φε(ξ) = fε(zξ + w(ε, ξ)). In the sequel, to
be short, we will often write z instead of zξ and w instead of w(ε, ξ). It is
always understood that ε is taken in such a way that all the results discussed
previously hold.
We have:
Φε(ξ) =
1
2
‖z + w‖2 +
1
2
∫
RN
〈(J(εx)− I)∇(z + w) | ∇(z + w)〉+
1
2
∫
RN
(V (εx)− 1) (z + w)2 −
1
p + 1
∫
RN
(z + w)p+1.
Since − div (J(εξ)∇z) + V (εξ)z = zp, we infer that
‖z‖2 = −
∫
RN
〈(J(εξ)− I)∇z | ∇z〉 − (V (εξ)− 1)
∫
RN
z2 +
∫
RN
zp+1,
(z|w) = −
∫
RN
〈(J(εξ)− I)∇z | ∇w〉 − (V (εξ)− 1)
∫
RN
zw +
∫
RN
zpw.
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Then we find:
Φε(ξ) =
(
1
2
−
1
p+ 1
)∫
RN
zp+1+
1
2
∫
RN
〈(J(εx)− J(εξ))∇z | ∇z〉 +
1
2
∫
RN
[V (εx)− V (εξ)] z2+∫
RN
〈(J(εx)− J(εξ))∇z | ∇w〉+
∫
RN
[V (εx)− V (εξ)] zw+
1
2
∫
RN
〈J(εx)∇w | ∇w〉+
1
2
∫
RN
V (εx)w2+
1
2
‖w‖2 −
1
p + 1
∫
RN
[
(z + w)p+1 − zp+1 − (p+ 1)zpw
]
.
Since z(x) = α(εξ)U
(
β(εξ)T (εξ)x
)
, see (27), it follows∫
RN
zp+1dx = C0V (εξ)
p+1
p−1
−N
2 (det J(εξ))
1
2 = C0Γ(εξ),
where C0 =
∫
RN
Up+1 and Γ is the auxiliary function introduced in (4).
Letting C1 = C0[1/2 − 1/(p + 1)] and recalling the estimates (35) and (36)
on w and ∇ξw, respectively, we readily find:
Φε(ξ) = C1Γ(εξ) + ρε(ξ), (37)
where |ρε(ξ)| ≤ const (ε|DJ(εξ)|+ ε|∇V (εξ)|+ ε
2) and
∇Φε(ξ) = C1ε∇Γ(εξ) + ε
1+γRε(ξ), (38)
where |Rε(ξ)| ≤ const and γ = min{1, p− 1}.
Remark 5.6. We highlight that, as observed in Remark 2.1, C1Γ = Σ, where
Σ is the ground-state function.
Now we can prove Theorem 1.3 at least in the case (a). The other is an
easy consequence of Theorem 6.8.
Proof of Theorem 1.3 Let z0 be a minimum point of Γ (the other case
is similar) and let Λ ⊂ RN be a compact neighborhood of z0 such that
min
Λ
Γ < min
∂Λ
Γ.
By (37), it is easy to see that for ε sufficiently small, there results:
min
Λ
Φ(·/ε) < min
∂Λ
Φ(·/ε).
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Hence, Φ(·/ε) possesses a critical point ξ in Λ. By Lemma 5.3 we have that
uε,ξ = z
ξ(·−ξ/ε)+w(ε, ξ) is a critical point of fε and so a solution of problem
(23). Therefore
uε,ξ(x/ε) ≃ z
ξ
(
x− ξ
ε
)
is a solution of (1). This ξ converges to some ξ¯ as ε → 0, but by (38) it
follows that ξ¯ = z0. 
6 Existence of multiple solutions
In this section we will study the problem of the multiplicity of solutions. In
the first subsection we will prove that under a more stringent assumption on
the function Σ, our problem (5) possesses generically more than one solution.
In the second subsection, instead, we will deal with the problem (1) and, as
done in Section 5, we will treat also the case of maximum points for Σ.
6.1 Using penalization method
Since our arguments are inspired to those of [8] and [12], we will skip some
easy details.
Let c0 = minRN Σ(z). Let M ⊂ Σ
−1(c0) ∩ Ω.
We state our main result for multiple solutions.
Theorem 6.1. Suppose (V), (J), (f1-4). Suppose thatM is compact and let
Λ ⊂ Ω be the closure of a bounded neighborhood of M such that c0 < inf∂ΛΣ.
Suppose, in addition, that there exists a point z0 ∈ M such that:
(V2) V (z0) = minΛ V ;
(J2) the matrix J(z)− J(z0) is positive-definite for all z ∈ RN .
Then there exists ε(Λ) > 0 such that, for any ε < ε(Λ), problem (5) has at
least cat(M,Λ) solutions concentrating at some points of M . Here cat(M,Λ)
denotes the Lusternik-Schnirelman category of M with respect to Λ.
The proof of theorem 6.1 requires some preliminary lemmas. The main
ingredient is the following result in abstract critical point theory (see for
example [31]).
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Theorem 6.2. Let X be a complete Riemannian manifold of class C1,1, and
assume that φ ∈ C1(X) is bounded from below. Let
−∞ < inf
X
φ < a < b < +∞.
Suppose that φ satisfies the Palais–Smale condition on the sublevel {u ∈ X |
φ(u) ≤ b} and that a is not a critical level for φ. Then the number of critical
points of φ in φa = {u ∈ X | φ(u) ≤ a} is at least cat(φa, φa).
We shall apply this theorem to the penalized functional Eε, introduced
in (16), constrained to its Nehari manifold N ε, so that it satisfies (PS) and it
is bounded from below. The crucial step is therefore to link the topological
richness of the sublevels of Eε with that of M . For this purpose we make use
of the following elementary result. For the proof we refer to [4].
Lemma 6.3. Let H, Ω+, Ω− be closed sets with Ω− ⊂ Ω+; let β : H →
Ω+, ψ : Ω− → H be two continuous maps such that β ◦ ψ is homotopically
equivalent to the embedding j : Ω− → Ω+. Then cat(H,H) ≥ cat(Ω−,Ω+).
Let η > 0 be a smooth, non-increasing cut–off function, defined in [0,+∞),
such that η(|x|) = 1 if x ∈ Λ, and |η′| ≤ C for some C > 0. For any ξ ∈ M
let
ψε,ξ : x 7→ η(|x− ξ|)ω
(
x− ξ
ε
)
,
where ω is a positive ground state of the functional Iξ. Now define Φε : M →
N ε by
Φε(ξ) = θεψε,ξ,
where θε ∈ R is such that θεψε,ξ ∈ N ε. By Lemma 2.2 with minor changes,
we infer that there exists such a θε.
Lemma 6.4. Uniformly in ξ ∈M we have
lim
ε→0
ε−NEε(Φε(ξ)) = c0.
Proof The proof is similar to the one of Lemma 4.1 in [8], taking into
account the monotonicity property (f4) of f and the fact that ξ ∈M ⊂ Λ. 
We now construct a second auxiliary map which proves to be useful for
the comparison of the topologies of M and of the sublevels of Eε.
Let R > 0 be such that Λ ⊂ {x ∈ RN : |x| ≤ R}. Let χ : RN → RN be
defined by
χ(x) =
{
x for |x| ≤ R
Rx
|x| for |x| > R.
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Finally, define β : N ε → RN by
β(u) =
∫
RN
χ · |u|2∫
RN
|u|2
.
As in [8], it is easy to show that β(Φε(ξ)) = ξ + o(1) as ε → 0, uniformly
with respect to ξ ∈M .
Let us define a suitable sublevel of Eε:
N˜ ε =
{
u ∈ N ε : Eε(u) ≤ εN(c0 + o(1))
}
.
As already stated, we know that Eε verifies the (PS) condition at all
levels.
Lemma 6.5. Let Λ˜ a sufficiently small homotopically equivalent neighbor-
hood of Λ. For all ε sufficiently small, we get
β(N˜ ε) ⊂ Λ˜.
Proof The proof proceeds by contradiction. If the claim does not hold,
then we may find sequences {εn}, {un} such that εn → 0, un ∈ N˜ εn but
β(un) /∈ Λ˜. We claim that
lim
n→∞
ε−Nn
∫
Ω\Λ˜
|un|
2 = 0. (39)
Indeed, since un ∈ N εn, we have that
Eεn(un) ≥ E
εn(tun)
for any t > 0. Let us set
E˜n(v) =
1
2
∫
Λ˜
ε2n〈J(x)∇v | ∇v〉+ V (x)|v|
2 −
∫
Λ˜
G(x, v) dx.
Choose tn > 0 such that
E˜n(tnun) = max
t>0
E˜n(tun).
Since un ∈ N˜ εn and that fact that
V (x)
2
u2 −G(x, u) ≥ Cu2
30
for all x ∈ Ω \ Λ˜ and all u > 0, we obtain
E˜n(tnun) + Ct
2
n
∫
Ω\Λ˜
|un|
2 ≤ εNn (c0 + o(1)). (40)
From our assumptions on V , J and f , since Eεn(un) ≤ CεNn and un ∈ N
εn,
we see that ∫
Ω
ε2n|∇un|
2 + |un|
2 ≤ CεNn . (41)
Set vn : x 7→ tnun(εnx). From the definition of tn it follows∫
ε−1n Λ˜
〈J(εnx)∇vn | ∇vn〉+ V (εnx)|vn|
2 =
∫
ε−1n Λ˜
g(εnx, vn)vn
≤
∫
ε−1n Λ˜
C|vn|
p+1 + ρ|vn|
2,
where ρ > 0 can be taken arbitrarily small. Now, Sobolev’s theorem yields
that ∫
ε−1n Λ˜
|vn|
p+1 ≤ C
( ∫
ε−1n Λ˜
|∇vn|
2 + |vn|
2
) p+1
2
and the constant C can be taken the same for all n, since it generally depends
only on the geometry of the domain of integration but not on its volume.
Combining the two last inequalities, since J and V are bounded below, we
find that there exists σ > 0 such that for all n,∫
ε−1n Λ˜
|vn|
p+1 ≥ σ > 0.
Hence
t2n
∫
Λ˜
ε2n|∇un|
2 + |un|
2 ≥ εNn σ
′,
with σ′ > 0. Combining this with (41) we see that
tn ≥ σ
′′ > 0 for all n ∈ N, (42)
with σ′′ > 0. Now, by the definition of tn, we have that
E˜n(tnun) ≥ inf
u∈H1(Λ˜)
sup
t>0
E˜n(tu) =: bn. (43)
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But it follows from [13], Lemma 1.3 with obvious modifications, that
lim
n→∞
ε−Nn bn = c0,
and this, together with (40), (42) and (43), easily implies the validity of
Claim (39).
We now proceed to prove Lemma 6.5. Set vn : x 7→ un(εnx). We claim
that
sup
t>0
Iz0(tvn) ≤ c0 + o(1). (44)
To see this, we recall that {vn} is bounded in the H1 norm. Since∫
ε−1n Ω
〈J(εnx)∇vn | ∇vn〉+ V (εnx)|vn|
2 =
∫
ε−1n Ω
g(εnx, vn)vn ≤
∫
ε−1n Ω
f(vn)vn,
similar arguments as those above show that∫
ε−1n Ω
|vn|
p+1 ≥ σ > 0.
Hence, by the first lemma of Concentration–Compactness (see Lemma I.1 in
[20]), there is a sequence Bn of balls of radius one such that∫
Bn
|vn|
2 ≥ σ > 0. (45)
We now select tn > 0 such that Iz0(tnvn) = supt>0 Iz0(tvn). Since {vn} is
bounded in H1 norm we get
Ct2n −
∫
ε−1n Ω
F (tnvn) ≥ Iz0(tnvn) ≥ c0.
But from assumption (f3) we see that F (u) ≥ Cuθ, so that
tθ−2n
∫
ε−1n Ω
|vn|
θ ≤ C.
This and (45) imply that {tn} is bounded. Therefore from (39) we deduce
lim
n→∞
∫
RN\ε−1n Λ˜
|tnvn|
2 = 0. (46)
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From the properties of z0 we easily get (here we use (J1) to get rid of the
contribution of J both inside and outside Λ˜)
c0 + o(1) ≥ ε
−N
n E
εn(tnun) ≥ Iz0(tnvn)−
t2n
2
∫
RN\ε−1n Λ˜
V (z0)|vn|
2.
and so we get (44).
If we set wn = tnvn, we see that {wn} is a minimizing sequence for Iz0
constrained to its Nehary manifold Nz0. By a straightforward application of
the Ekeland variational principle, we can build a Palais–Smale sequence {w˜n}
of Iz0 such that w˜n − wn → 0 strongly in H
1. Thus there exists a sequence
of points {zn} such that {wn(·+ zn)} converges strongly to a positive critical
point w∞ of Iz0 . Let y¯n = εnzn. If lim infn→∞ dist(y¯n,Λ) > 0 then, since we
can take Λ˜ sufficiently small, we have also lim infn→∞ dist(y¯n, Λ˜) > 0 and so
from (46) we get
o(1) =
∫
RN\ε−1n Λ˜
|tnvn|
2 =
∫
RN\ε−1n Λ˜
|wn|
2 =
=
∫
RN\ε−1n (Λ˜−y¯n)
|wn(·+ zn)|
2 =
∫
RN
|w∞|
2 + o(1),
which contradicts the positivity of w∞. Hence we may assume that y¯n →
y¯ ∈ Λ. But then
β(un) =
∫
RN
χ(εnx+ y¯n)|wn(x+ zn)|2 dx∫
RN
|wn(x+ zn)|2 dx
→ y¯ ∈ Λ,
against our (absurd) assumptions β(un) /∈ Λ˜. 
Proof of Theorem 6.1 By Lemma 6.4, the map ξ 7→ Φε(ξ) sends M
into N˜ ε. Moreover, by Lemma 6.5 we know that β(N˜ ε) ⊂ Λ˜. Then the map
ξ 7→ β ◦Φε(ξ) is homotopic to the inclusion j : M → Λ˜, for any ε sufficiently
small. We now combine Theorem 6.2 with Lemma 6.3 to get that Eε has
at least cat(M, Λ˜) = cat(M,Λ) critical points on the manifold N ε. The ver-
ification that each one of these critical points is actually a solutions of (5)
follows again from Section 3, once we recall that the main formula in Lemma
3.2 holds true for each one of the critical points just found by definition of
N˜ ε. This completes the proof. 
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6.2 Using perturbation method
Let us introduce a topological invariant related to Conley theory.
Definition 6.6. Let M be a subset of RN , M 6= ∅. The cup long l(M) of M
is defined by
l(M) = 1 + sup{k ∈ N : ∃α1, . . . , αk ∈ Hˇ
∗(M) \ 1, α1 ∪ . . . ∪ αk 6= 0}.
If no such class exists, we set l(M) = 1. Here Hˇ∗(M) is the Alexander
cohomology of M with real coefficients and ∪ denotes the cup product.
Let us recall Theorem 6.4 in Chapter II of [6].
Theorem 6.7. Let h ∈ C2(RN) and let M ⊂ RN be a smooth compact
nondegenerate manifold of critical points of h. Let U be a neighborhood of M
and let l ∈ C1(RN). Then, if ‖h − l‖C1(U¯ ) is sufficiently small, the function
l possesses at least l(M) critical points in U .
Let us suppose that Γ has a smooth manifold of critical pointsM . We say
that M is nondegenerate (for Γ) if every x ∈ M is a nondegenerate critical
point of Γ|M⊥. The Morse index of M is, by definition, the Morse index of
any x ∈M , as critical point of Γ|M⊥.
We now can state our multiplicity result.
Theorem 6.8. Let (V-V1) and (J-J1) hold and suppose Γ has a nonde-
generate smooth manifold of critical points M . Then for ε > 0 small, (1)
has at least l(M) solutions that concentrate near points of M .
Proof First of all, we fix ξ in such a way that |x| < ξ for all x ∈ M . We
will apply the finite dimensional procedure with such ξ fixed.
In order to use Theorem 6.7, we set h(ξ) = C1Γ(ξ) and l(ξ) = Φε(ξ/ε).
Fix a δ-neighborhood Mδ of M such that Mδ ⊂ {|x| < ξ} and the only
critical points of Γ in Mδ are those in M . We will take U =Mδ.
By (37) and (38), Φε(·/ε) converges to C1Γ(·) in C1(U¯) and so, by Theo-
rem 6.7 we have at least l(M) critical points of l provided ε sufficiently small.
The concentration statement follows as in [3]. 
Clearly, this theorem shows that there is no essential difficulty in dealing
with local maxima of Γ instead of minima. Moreover, when we deal with
local minima (resp. maxima) of Γ, the preceding results can be improved
because the number of positive solutions of (1) can be estimated by means
of the category and M does not need to be a manifold.
34
Theorem 6.9. Let (V-V1) and (J-J1) hold and suppose Γ has a compact
set X where Γ achieves a strict local minimum (resp. maximum), in the
sense that there exists δ > 0 and a δ-neighborhood Xδ of X such that
b := inf{Γ(x) : x ∈ ∂Xδ} > a := Γ|X , (resp. sup{Γ(x) : x ∈ ∂Xδ} < a) .
Then there exists εδ > 0 such that (1) has at least cat(X,Xδ) solutions
that concentrate near points of Xδ, provided ε ∈ (0, εδ).
Proof We will treat only the case of minima, being the other one similar.
Fix again ξ in such a way that Xδ is contained in {x ∈ RN : |x| < ξ}. We
set Xε = {ξ : εξ ∈ X}, Xεδ = {ξ : εξ ∈ Xδ} and Y
ε = {ξ ∈ Xεδ : Φε(ξ) ≤
C1(a+ b)/2}. By (37) it follows that there exists εδ > 0 such that
Xε ⊂ Y ε ⊂ Xεδ , (47)
provided ε ∈ (0, εδ). Moreover, if ξ ∈ ∂X
ε
δ then Γ(εξ) ≥ b and hence
Φε(ξ) ≥ C1Γ(εξ) + oε(1) ≥ C1b+ oε(1).
On the other side, if ξ ∈ Y ε then Φε(ξ) ≤ C1(a + b)/2. Hence, for ε small,
Y ε cannot meet ∂Xεδ and this readily implies that Y
ε is compact. Then
Φε possesses at least cat(Y
ε, Xεδ ) critical points in Xδ. Using (47) and the
properties of the category one gets
cat(Y ε, Y ε) ≥ cat(Xε, Xεδ ) = cat(X,Xδ),
and the result follows. 
Remark 6.10. Let us observe that Theorem 1.3 is a particular case of The-
orem 6.9.
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