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We investigate solitons in Peyrard–Bishop model of DNA molecule using Renormalization group
methods which provide a systematic way for perturbation analysis. Small amplitude expansion is
carried out in both the continuous and discrete limits. We review exact solution for the continuous
model. Further, we discuss reliability of the solitonic solutions and argue that the envelope should
propagate with a group velocity contrary to previous proposals.
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I. INTRODUCTION & RESULTS
The Deoxyribo-Nucleic Acid (DNA) molecule is the
Nature’s instrument of proliferating information about
biological organisms across geological time scales. In this
regard, DNA must accommodate two opposing functions:
protection of genetic information from the environment
and facilitating rapid, reliable and repeatable access to
that information. From this point of view, it seems that
the dynamics of DNA must be particularly fine-tuned.
As is well known, genetic information is encoded in a
sequence of pairs of nitrogenous bases held together via
hydrogen bonds: adenine-thymine (A-T) and guanine-
cytosine (G-C). Each base is protected by a sugar-
phosphate group forming together a nucleotide, while
these nucleotides are arranged in two antiparallel strands
of polynucleotides in a right-handed double-helix struc-
ture.
Due to the complexity of DNA molecule – roughly 100
degrees of freedom per base pair with, typically, 1010
bases per strand [1] – it is practically impossible to anal-
yse its dynamics from the first principles, e.g., using all
atoms quantum mechanics. It is therefore of practical
necessity to develop and study simplified descriptions of
DNA, where but the most important effective degrees
of freedom are kept. In particular, mechanical models
of DNA with only a single effective degree of freedom
per base are nowadays very popular. Among these, most
prominent ones are a two-rod model by Ludmila V. Yaku-
shevich [2], where only the torsion modes of the double
helix are studied. Another one is the model of Peyrard
and Bishop [3] (PB) where the focus is on transverse
modes between the nucleotides. In both approaches, the
effective theories which emerges are one-dimensional and
they support solitonic solutions.
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The importance of solitons for understanding processes
of DNA transcription, replication or gene expression has
been recognised long time ago [4]. For instance, the im-
pact of solitons for the formation of denaturation bubbles
(precursors for protein synthesis) has been studied exten-
sively [5, 6] (also see references in the review paper [7]).
In [2] Yakushevich introduced a hierarchy of models
describing torsion modes of DNA which in the contin-
uous limit reduce to either sine-Gordon (sG) model or
some derivations of it. As it is well known, sG model
supports solitonic solutions whose existence is guaran-
teed by topology. Further, this theory is known to be
integrable (in the sense that its Hamiltonian can be ex-
pressed in terms of action-angle variables) and even the
solutions describing scattering of arbitrary many solitons
are known in analytic form.
In contrast, in the PB model there is no topology to
make the existence of solitons manifest. Rather, they
come about through interplay between dispersion and
self-focusing non-linear effects. Indeed, the behaviour of
small amplitude waves in the PB model is dispersive in
the sense that different wavelengths travel with differ-
ent velocity leading to the gradual disintegration of wave
packets. On the other hands, non-linear terms, such as
cubic and quartic terms in the wave’s amplitude, leads
to self-focusing. When these effects are balanced a sta-
ble (or long-lived) solitonic waves becomes the effective
modes of energy transfer.
The traditional way of analytic demonstration of ex-
istence of solitons has been to utilize multiple-scale per-
turbation expansion method [7], which is a very useful
tool for constructing global approximate solutions to non-
linear differential equations. In this method, a naive per-
turbation expansion is carried out until the so-called sec-
ular terms are encountered. These terms quickly outgrow
all other terms making the perturbation series divergent.
To remedy this, amplitude of the zero order solution (typ-
ically a monochromatic wave) is promoted to a function
of a set of scaled variables, which are introduced in such
a way as to remove all secular terms in the perturbation
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2expansion to a given order. In this way, the amplitude
becomes a function of the coordinates, transforming the
zero order solution into a global approximate solution.
There are two main drawbacks of this method. First,
the correct choice of scaled variables is not obvious and
can be only justified a posteriori. Second, going to the
next order is not straight-forward as there might be a
need for new scales, which are impossible to predict in
advance. Thus, the mastery of the multiple-scale method
requires a lot of previous experience, intuition and – for
the lack of a better word – art.
In case of the PB model, the multiple-scale analysis
requires the promoted amplitude to satisfy Non-linear
Schro¨dinger (NLS) equation as a condition for cancella-
tion of secular terms. It is exactly NLS equation which
has solitonic solutions and which is – like sG equation –
fully integrable.
This procedure has become a standard theoretical ar-
gument for showing the presence of solitons in the PB
model and models related to it. However, there are diffi-
culties on both technical and conceptual level. To engage
in multiple-scale analysis to begin with one must assume
a continuous limit for the scaled variables in sharp con-
trast to discrete nature of the underlying model. This
further restricts the region of validity of the resulting ap-
proximate solution. Secondly, the choice of scaled vari-
ables is guessed without any physical justification, which
raises doubt about uniqueness. Perhaps a different choice
of scaled variables would lead to new or more general type
of solitonic solutions? Lastly, as emphasized above and
which is particularly true for PB-like models, multiple-
scale seems to be just too cumbersome a technique for
systematic analysis of solitons on DNA precisely because
it is hard to go beyond leading order.
In this paper, we show that employing a different,
more general method of analysis, one can eliminate all
the above objections. In turn, we present a systematic
and straight-forward technique of analysing solitons in
mechanical models of DNA which is free of any doubt
about the uniqueness of its solutions or their region of
validity.
The key ingredient is the Renormalization group (RG)
method for finding global approximate solutions of dif-
ferential equations as developed by Chen, Goldenfeld
and Oono [8]. It was devised precisely to overcome
many drawbacks of more traditional perturbation meth-
ods (such as those described in now a classic textbook
[9]). In fact, in [10], these authors demonstrates that
RG method provides a unifying frame for many partic-
ular techniques, such as multiple-scale, boundary layers,
asymptotic matching, WKB and others.
In this paper we use RG methods to rederive (and clar-
ify) some of the old results about solitons in PB model
in both continuous and discrete limits. In former case,
we also recall all of the exact static solutions. In Sec. II
we first illustrate RG method on a simple example of a
non-linear oscillator. Sec. III serves as introduction into
the PB model, while in Sec. IV we analyse its continuous
limit. The application of RG method in the continuous
limit is rather revealing. We find that solitonic solution
of the NLS equation is correct small-amplitude approx-
imation to the full equations of motion only in a small
interval of velocities centered around the group velocity
of the carrier wave. Furthermore, solitons moving exactly
at group velocity recover Lorentz covariance – a true sym-
metry for continuous PB model – despite it being lost at
the level of NLS equation.
These findings are also reflected in the discrete case,
which we tackle in Sec. V. At the leading order of the RG
perturbation expansion, we find the same effective NLS
equation for the envelope as reported in other studies
[7]. But, again, we find that solitons should move with
a group velocity of its carrier wave or very close to it.
This contradicts the idea of a coherent mode in which
the envelope travels at phase velocity of the carrier wave
[11]. We discuss the relevance of this finding in Sec. VI.
II. RG-IMPROVED PERTURBATION THEORY
Let us illustrate the workings of the RG method on a
simple example. Let us consider a particular anharmonic
oscillator governed by the equation
y¨ + y + εy3 = 0 , (1)
where y is a distance out of equilibrium position and ε
a small positive parameter, i.e., 0 < ε  1. Solving the
naive perturbation series
y = y0 + εy1 + ε
2y2 + . . . (2)
up to the first order yields
yB = A0e
it +
ε
8
A30e
3it +
3iε(t− t0)
2
A0 |A0|2 eit + c.c. , (3)
where the subscript B stands for ‘bare’. Here, A0 is a
complex parameter and c.c. denotes complex conjuga-
tion.
Notice that in the last term we have a secular term
(t − t0)eit (‘secular’ means that it separates from other
terms as t → ∞). Its presence is a result of a resonance
in the first order, indicating that the naive perturbation
series breaks down. Indeed, this term would grow much
larger than previous terms in the series for sufficiently
large |t − t0|. Roughly speaking, the perturbation series
breaks down when the first order becomes as important
as zero order, that is ε|t−t0| ∼ 1. In other words, we can
rely on the perturbative solution only within the range
t0 − 1
ε
. t . t0 +
1
ε
. (4)
Of course, for arbitrary small ε this range can be ar-
bitrarily large. However, we can never take Eq. (3) as
a good global approximation. In fact, one can see very
easily that since there is a conserved quantity (energy)
E =
1
2
y˙2 +
1
2
y2 +
ε
3
y3 +
ε2
4
y4 , (5)
3the exact solution must be bounded for all t. A secular
term clearly violates this property. It is often said that
secular terms are artifacts of the perturbation series and
if one were to sum all of them up, one would obtain a
finite expression. While true, for most non-linear equa-
tions such approach would be of no use since it is nearly
impossible to find explicit formula for secular terms to
all orders.
The way that RG method deals with secular terms is as
follows. First, let us introduce the renormalization scale
τ by a benign shift t0 → t0− τ + τ . Now we redefine the
’bare’ amplitude A0 in terms of the ’dressed’ amplitude
A in such a way that the dependence on t0 disappears:
A0 = A
(
1− 3iε(t0 − τ)
2
|A|2 +O(ε2)
)
. (6)
Thus, the solution (3) transforms into
y = Aeit +
ε
3
A3e3it +
3iε(t− τ)
2
A |A|2 eit + c.c. (7)
It seems that all that changed is notation, but concep-
tually we have leaped forward. Since τ is an artificial
parameter, we can set it to whatever we want. A shrewd
option is to set τ = t, since it eliminates the secular term
and save the perturbation series. But, we have to be
careful to check that the solution y does not depend on
τ . In other words, we must demand that
dy
dτ
= 0 for all t . (8)
This equation is referred to as the RG equation. Since
A ≡ A(τ) can be an arbitrary function of τ , the RG
equation (8) is recasts as
∂τA =
3iε
2
A |A|2 +O(ε2) , (9)
with the solution (to the first order in ε)
A = Rei
3R2
2 εt , (10)
where R is an arbitrary real constant. To be specific,
let us choose the initial conditions y(0) = 1, y˙(0) = 0.
The ‘renormalized’ solution (hence the subscript R) then
reads
yR = 2R cos
[(
3R2
2
ε+ 1
)
t
]
+
ε
4
R3 cos
[(
3R2
2
ε+ 1
)
3t
]
+O(ε2) , (11)
where R = 1/2 − ε/64 + O(ε2) is a real root of 2R +
R3ε/4 − 1 = 0. We compare this solution yR and the
‘bare’ solution yB, Eq. (3), with exact (numerical) solu-
tion in Fig. 1.
III. MODEL
Peyrard–Bishop (PB) model is an effective, mechanical
model of DNA. The nucleotides (bases) are represented
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Figure 1. Comparison among the exact (numerical) solution
of Eq. (1), bare solution yB, Eq. (3), and renormalized solution
yR, Eq. (11). We have chosen relatively large ε = 0.9 in order
to make the exact and renormalized solutions distinguishable
by eye.
as points of the common mass m forming two strands.
Along the strands, they are coupled to the nearest neigh-
bors via harmonic potential (representing the covalent
bonds) while the strands themselves are linked via Morse
potential (hydrogen bonds). Since the covalent bonds
are far stronger than hydrogen bonds, only vibrational
modes are considered in the PB model, i.e., the longi-
tudinal and torison modes are ignored. In this way, the
problem becomes one-dimensional.
Originally, PB model did not take into account the
helicoidal structure of DNA [3], but this is remedied in
the so-called helicoidal Peyrard–Bishop model proposed
later [6], which introduces additional harmonic potential
between n-th base on one strand and (n ± h)-th base
on the other, where h is usually taken to be 5 [7]. In
this way, the bases are coupled to the nearest neighbors
across the helicoidal staircase. Other models have been
considered. For example, one can also include the viscos-
ity via friction force [12] or one can consider the so-called
Peyrard–Bishop–Dauxois model of DNA [13]. Other ref-
erences can be found in [14]. In this paper, we will con-
cern ourselves only with the PB model, but the results
presented here can be easily extended to other models as
well.
If we denote the displacement of the n-th base of the
first strand from the equilibrium configuration as un and
the same for the second strand as vn, we can write the
4Hamiltonian of the Peyrard–Bishop model as1
H =
∑
n
{
m
2
(
u˙2n + v˙
2
n
)
+
k
2
[(
un − un−1
)2
+
(
vn − vn−1
)2]
+D
[
e−a(un−vn) − 1
]2}
. (12)
Here, k is the string constant for the nearest neighbors
along each strand and m is the average mass of the base.
The parameters D and a are the depth and the inverse
width of the Morse potential, respectively. In this paper,
we adopt the following values (taken from [7])
k = 0.74892
eV
A˚
, m = 307.2 a.m.u. ,
a = 1.2 A˚
−1
, D = 0.07 eV , l = 3.4 A˚ ,
(13)
where l is the distance between neighboring bases which
will be useful later. Furthermore, in these units one tick
of the clock amounts to
t.u. ≡ A˚
√
a.m.u.
eV
≈ 1.024× 10−14 s = 102.4 ps . (14)
An advantageous change of coordinates is
xn ≡ un + vn√
2
, yn ≡ un − vn√
2
, (15)
as it completely decouples in-phase and anti-phase mo-
tion, that is, xn representing common motion of both
strands at the n-th base and yn representing mutual sep-
aration of strands at the n-th base. Of these two, only
yn is influenced by the non-linear Morse potential and is
therefore important for solitons.
The equations of motion are, respectively,
mx¨n = k
(
xn+1 + xn−1 − 2xn
)
, (16)
my¨n = k
(
yn+1 + yn−1 − 2yn
)
+ 2
√
2aD
(
e−a
√
2yn − 1
)
e−a
√
2yn . (17)
The first equation of motion is linear and therefore com-
pletely solvable. The general solution is a linear combi-
nation of monochromatic waves of the form
xn = A e
i(nql−ωat) + c.c. , (18)
where A denotes the complex amplitude, q is the wave
number, the parameter l is, as we have already men-
tioned, the distance between two sites and ωa is the
acoustical (or phonon) frequency given as
ω2a =
4k
m
sin2
(
ql
2
)
. (19)
In what follows, we will be concerned with solving the
second equation (17). In the next section, we take a
continuous limit to illustrate the power of RG method in
the most simple setting.
1 We follow the notation of [7].
IV. LESSONS FROM THE CONTINUOUS
LIMIT
Let us first investigate solitonic solutions of Eq. (17)
in the continuous limit where the distance between sites
l is taken to zero while at the same time l2k ≡ k˜ is kept
constant. Let us denote the continuous variable tracing
the distance along strands as nl → x and the field vari-
able which replaces transversal motion at the n-th side as
yn(t) ∼ y(nl, t) → y(x, t). The equation of motion (17)
becomes
m∂2t y − k˜∂2xy = 2
√
2aD
(
e−a
√
2y − 1
)
e−a
√
2y . (20)
To simplify things, we switch to dimensionless coordi-
nates t˜ ≡ ωgt and x˜ = ωgx
√
m/
√
k˜ and rescale the field
as y = y˜/(a
√
2). Dropping the˜ sign from all symbols for
brevity, we arrive at the equation
∂2y =
(
e−y − 1
)
e−y , (21)
where we employed relativistic notation ∂2 ≡ ∂µ∂µ =
∂2t − ∂2x. As we see, the continuous limit brought about
enhancement of symmetry. We have started with a New-
tonian mechanics of a system of particles and end up with
a relativistic field theory in (1+1)-dimensions. As we will
show, this has non-trivial consequences on the solitonic
solution of this equation.
To simplify things even further we make a substitution
y = log(1 + u). We obtain(
∂2 + 1
)
u = (∂µu)(∂
µu)− u ∂2u . (22)
This equation is non-linear only in second order in u.
Moreover, it has a peculiar structure, namely, its right-
hand side can be written as − 12D2
(
u·u), where D denotes
the Hirota derivative, i.e.,
D2(u · u) ≡ ∂2ξ(u(x, t+ ξ)u(x, t− ξ)
− u(x+ ξ, t)u(x− ξ, t)
)∣∣∣∣
ξ=0
. (23)
A. Exact solutions
We can, in fact, find exact solutions of Eq. (22) using
elementary guesswork inspired by the same techniques
used in integrable systems. That is, putting a single ex-
ponential Ansatz u = ek·x, where k · x = ktt − kxx, into
(22) gives us a condition k2 = −1. Parametrising this as
kt = v(1−v2)−1/2 and kx = (1−v2)−1/2 we get a moving
solution:2
yzipper(x) = log
(
1 + e
− x−vt√
1−v2
)
. (24)
2 The zipper solution and its stability was first investigated in [15].
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Figure 2. A static zipper solution at the origin and its energy
density (the graph is scaled for clarity).
This solution is very suggestive of a DNA molecule which
is ‘unzipping’ itself, as Fig. 2 suggests. This solution is
a soliton in the sense that it is an exact solution of a
non-linear equation of motion which describes a moving
object. Furthermore, it is stable against perturbation as
is shown in Appendix A. It has a semi-local nature, as its
energy density approach 1 on the far left, i.e., Ezipper =
(1 + ex)−2 which can be also seen in Fig. 2. The total
energy of a zipper solution placed in the middle of a DNA
strand of a length L is
Ezipper =
1
2
L− tanh
(
L
4
)
. (25)
Experimenting with two-exponential Ansatz one can
see that no new solutions arise. However, for three expo-
nentials we obtain a new solution
y2 zipper(x; c) = log
e−x
√
1−c + 1 + c4e
x
√
1−c
1− c , (26)
which reduces to a single zipper for c = 0. Notice that
this solution is defined only in the range c ∈ [0, 1). In
fact, as Fig. 3 suggests, it describes a DNA which is
‘unzipped’ from both sides centered at the point x =
log(2/
√
c)/
√
1− c. Let us stress, however, that we have
not investigated the stability of this solution. Intuitively,
it seems to represent an unstable equilibrium of equal
and opposite unzipping of DNA from both ends. At this
point, we view it as a mere mathematical curiosity and
whether it has any relevance for dynamics of DNA is a
question left for a deeper investigation.
Further experimentations with higher number of ex-
ponentials do not yield any new exact solutions. This
suggests that Eq. 22 is, in fact, not integrable (as ex-
pected).
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Figure 3. A static two-zipper solution and its energy density
for c = 1/2 (the graph is scaled for clarity).
B. Small amplitude perturbation expansion
Let as now execute the algorithm of RG method.
Putting in Eq. (22) a naive expansion
u = ε
(
u0 + εu1 + ε
2u2 + . . .
)
, (27)
we obtain a hierarchy of equations
H0un+1 =
n∑
k=0
[
(∂µun−k)(∂µuk)− un−k∂2uk
]
, (28)
where H0 = ∂
2 +1. Starting with a monochromatic wave
at the zero order, that is
u0 = A0e
iθ + c.c. , θ ≡ qx− ωt , (29)
where ω =
√
q2 + 1, the solution up to the second order
reads
u1 = 4 |A0|2 , (30a)
u2 = −2A0 |A0|2 eiθ
(
ξθ¯2 + i(1− ξ)θ
)
+ c.c. (30b)
Here, ξ is an arbitrary constant. We have also introduced
an auxiliary variable
θ¯ ≡ ωx− qt , (31)
which appears in u2 due to the identity
3
1
∂2 + 1
eiθ = −1
2
eiθ
[
ξθ¯2 + i(1− ξ)θ + c
]
(32)
3 In fact, we will show in Appendix B that there are infinitely many
possible secular terms, but that including these more complicated
terms has no impact on the RG equation.
6for an arbitrary constant c.
Since we have two independent secular terms we intro-
duce two renormalization scales θ0 and θ¯0 as
θ¯2 −→ θ¯2 − θ¯20 + θ¯20 , θ −→ θ − θ0 + θ0 . (33)
Then, we absorb the second θ¯20 and θ0 by renormalizing
the bare amplitude:
A0 =
[
1 + 2ε2 |A|2 (ξθ¯20 + i(1− ξ)θ0)+O(ε4)]A , (34)
where A ≡ A(θ0, θ¯0) is the dressed amplitude. In this
way, the solution becomes an explicit function of renor-
malization scales. However, these are unphysical param-
eters and we should demand that the full solution do not
depend on them. Demanding that
∂u
∂θ0
=
∂u
∂θ¯0
= 0 , ∀x, t , (35)
we obtain
∂A
∂θ0
= −2iε2A |A|2 (1− ξ)+O(ε4) , (36a)
∂A
∂θ¯0
= −2ε2A |A|2 ξθ¯0 +O(ε4) . (36b)
We cannot, however, take these equations at their face
value, since RG equations must be fundamentally slow
motion equations, meaning that derivatives remains
small for all values of θ0 and θ¯0. However, this is clearly
not the case since the right-hand side of the second equa-
tion is proportional to θ¯0.
4
To remedy this, instead of the second equation we
should take its derivative, namely we get:
∂A
∂θ0
= −2iε2A |A|2 (1− ξ)+O(ε4) , (37)
∂2A
∂θ¯20
= −4ε2A |A|2 ξ +O(ε4) . (38)
We are still not finished, however, since the right-hand
sides of both equation can become arbitrarily large if we
take ξ to be big. An obvious solution is to take an ap-
propriate linear combination to arrive at the true RG
equation which is a non-linear Schro¨dinger (NLS) equa-
tion:
i
∂A
∂θ0
− 1
2
∂2A
∂θ¯20
= 2ε2A |A|2 . (39)
4 As far as we know, the condition that RG equations must be slow
motion equation is not particularly stressed in the foundation
papers [8, 10]. But it is a reasonable demand if we view it from
the point of view of multiple-scales method (which is shown to
be just a special case of RG method in [10]) as there it is self-
evident. In this paper, we reinforce this condition by showing
in App. B that the ambiguity in choosing the secular term is
resolved precisely by ignoring those which does not lead to slow
motion RG equations.
A single soliton solution of NLS equation is given as
A =
σ
ε cosh
(
σ
√
2
(
θ¯0 − vθ0
)) e−i
(
vθ¯0+
(
σ2−v
2
2
)
θ0
)
,
(40)
for arbitrary values of σ and v. Notice that since in the
full solution the amplitude appears only in combination
εA, the dependence on ε completely disappears, as it
should. However, since we are working with small am-
plitude expansion the above solution is reliable only for
small values of σ.
Let us now plug the above into the solution and set
θ0 = θ and θ¯0 = θ¯ to eliminate secular terms. The renor-
malized solution thus obtained reads
uIR =
u0
cosh
(
u0√
2
(
θ¯ − vθ)) cos
(
vθ¯ +
(
u20 − 2v2 − 4
)
θ/4
)
+
u20
cosh2
(
u0√
2
(
θ¯ − vθ)) . (41)
Here, we denoted u0 ≡ σ/2 as a peak height of the soli-
ton.
The soliton is moving with the envelope velocity
Ve ≡ q − vω
ω − vq , (42)
which is nothing but relativistic addition of a group ve-
locity vg =
dω
dq =
q
ω with the amplitude velocity −v.
However, comparing this solution with numerical cal-
culations, we discover that it is not quite correct, as can
be seen from Fig. 4. Namely, it seems that the numeri-
cal solution moves with different speed and oscillates at
different frequency than our approximate solution.
Why is this happening? The culprit is the solution to
NLS equation. We should be wary of its parameter v,
which represent amplitude velocity and it is a manifes-
tation of Galilean invariance of NLS equation. But, our
model respects Lorentzian symmetry, so we should not
trust moving solutions of the NLS equation. Thus, to
obtain a correct solution we should start from motionless
NLS equation solution with v = 0 and then boost it to
the frame with the velocity
VE − vg
1− VEvg , (43)
which is a relativistic sum of VE , the final envelope ve-
locity and the group velocity vg = q/ω. After the dust
settles, we arrive at
uIIR =
u0
cosh
(
u0√
2
x−VEt√
1−V 2E
) cos((1− u20
4
) t− VEx√
1− V 2E
)
+
u20
cosh2
(
u0√
2
x−VEt√
1−V 2E
) . (44)
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Figure 4. Comparison between numerical solution of Eq. (21)
and renormalized solution (41). The different time slices are
taken (from the left) at t = 400, t = 800 and t = 1200 time
units. The graphs are offset from the horizontal axis for clar-
ity. Notice that the bottom graphs deviates more and more
from the upper ones as t increases.
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Figure 5. Comparison between numerical solution of Eq. (21)
and renormalized solution (44). The different time slices are
taken (from the left) at t = 300, t = 600 and t = 900 time
units. The graphs are offset from the horizontal axis for clar-
ity. Here we see persistent match between upper and bottom
graphs for all range of t.
Notice that q disappears! Comparing this solution with
numerical solution in Fig. 5 we indeed discover that now
they match each other perfectly.
Aside from numerical simulation we can also support
our claim by the following observation. If we plug these
solutions into the full equation of motion (22) and ex-
pand the results in terms of u0, we learn that the generic
solution (41) is O(u0), while (44) is O(u40)! This disparity
can be explained by observing that while the generic so-
lution (41) has three free parameters, namely q, VE and
u0, the ‘relativistic’ one only two, that is VE and u0. In
fact we can obtain (44) form (41) by fixing one of its pa-
rameters to eliminate higher orders in u0. Upon closely
inspecting the expansion of Eq. (22) with the solution
(41) inserted, one can immediately realize that first, sec-
ond and third power of u0 disappears if we set v = 0
as we have argued. Then, the full transition from (41)
to (44) is achieved by setting q = VE/
√
1− V 2E . In this
way, we can be confident that the relativistic solution is
indeed correct low-amplitude approximation.
Of course, the solution (41) is not only valid for v = 0
but also for velocities sufficiently small, namely if v ∼
u
3/4
0 then (41) is correct up to O(u40).
Further notice, that for solution (44) the velocity of
the envelope, that is VE , is the same as the group ve-
locity of the carrier wave. More precisely if we recast
the argument of the cosine function as Θx − Ωt, we see
that VE = Θ/Ω. In contrast, the so-called coherent mode
is achieved when the soliton moves with the phase ve-
locity, i.e., VE = Ω/Θ, so that the internal oscillations
match envelope velocity rendering the profile rigid. The
idea of coherent mode has become popular in the litera-
ture [7, 11] in order to reduce the parameter space of the
approximate solution. Here, however, we see that hints
coming from multiple directions all points towards a dif-
ferent scenario, where the soliton moves at (or very close
to) the group velocity. These are i) comparison with nu-
merical simulations, ii) analytic verification by plugging
the solutions into the full equations of motion and, lastly,
iii) the Lorentz invariance of the continuous PB model.
As we will see, the same conclusion is essentially
reached in the discrete model, which we are going to
tackle next.
V. SOLITONS IN THE PB MODEL
Let us now investigate solutions to PB model in the
small amplitude limit, i.e., ayn  1. In other words, let
us substitute yn = εYn, where ε is a bookkeeping param-
eter, and let us expand the second equation of motion
(17) to the third order. We obtain
H0Yn = εαω
2
gY
2
n − ε2βω2gY 3n , (45)
with
α ≡ 3a√
2
, β ≡ 7a
2
3
, ω2g ≡
4a2D
m
, (46)
and where we collected all linear terms into a single op-
erator
H0 ≡ d
2
dt2
− k
m
(
e∂n + e−∂n − 2
)
+ ω2g . (47)
The RG method first calls for plugging a naive pertur-
bation series
Yn = Y
(0)
n + εY
(1)
n + ε
2Y (2)n + . . . (48)
8into the truncated equation of motion (45). Solving it to
the second order in ε, we get
Y (0)n = A0e
iθn + c.c. , (49a)
Y (1)n =
αω2g
λ2
A20e
2iθn + α |A0|2 + c.c. , (49b)
Y (2)n =
ω2g
λ2λ3
(
2α2ω2g − βλ2
)
A30e
3iθn
− ω
2
g
2ωλ2
(
2α2ω2g + 4α
2λ2 − 3βλ2
)
A0 |A0|2
×
(ξz2
V ′g
− it(1− ξ)
)
eiθn + c.c. , (49c)
where
θn ≡ nql − ωt , (50a)
z ≡ nl − Vgt , (50b)
ω2 = ω2g +
4k
m
sin2
(ql
2
)
, (50c)
λp = ω
2
g +
4k
m
sin2
(pql
2
)
− p2ω2 , (50d)
Vg ≡ dω
dq
=
kl
mω
sin(ql) , (50e)
V ′g ≡
dVg
dq
=
kl2
mω
cos(ql)− V
2
g
ω
. (50f)
We have used the identity for the secular term in the
form
1
H0
eiθn = − 1
2ω
(ξz2
V ′g
− it(1− ξ)
)
eiθn , (51)
where ξ is an arbitrary parameter.5
Now we introduce renormalization scales T,Z via
t −→ t− T + T , z2 −→ z2 − Z2 + Z2 , (52)
and we absorb second T and Z2 into the definition of the
dressed amplitude
A0 = A
[
1 +
ε2ω2g
2ωλ2
(
2α2ω2g + 4α
2λ2 − 3βλ2
)
|A|2
×
(ξZ2
V ′g
− iT (1− ξ)
)
+O(ε4)
]
. (53)
The RG equations are given by demanding that the solu-
tion be independent of the renormalization scales, namely
∂Yn
∂T
=
∂Yn
∂Z
= 0 , (54)
5 Here, we assume that the ambiguity in choosing the secular terms
is resolved in the similar manner as in the continuum PB model.
See App. B for details.
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Figure 6. The specific width of the soliton L and the group
velocity as a function of q. All other parameters takes their
numerical values as defined in Sec. III.
which yields
i
∂A
∂T
= −(1− ξ)ε2QA |A|2 +O(ε4) , (55a)
∂2A
∂Z2
= −ξε2Q
P
A |A|2 Z +O(ε4) , (55b)
where
P =
1
2
V ′g , (56a)
Q =
ω2g
2ωλ2
(
2α2ω2g + 4α
2λ2 − 3βλ2
)
. (56b)
In the same spirit as in the continuous limit we differ-
entiate the second equation with respect to Z and take
a linear combination of the result with the first equa-
tion in such a way that we arrive at the ξ-independent,
slow-motion RG equation, namely NLS equation:
i
∂A
∂T
+ P
∂2A
∂Z2
+ ε2QA |A|2 = 0 . (57)
A soliton solution exists for P/Q > 0. In Fig. 6 we plot
the specific width of the soliton L ≡ √2P/Q and the
group velocity Vg to illustrate that this solution exists
only for certain intervals of q which are delimited by zeros
of P . Their position can be found analytically as
ql = ± cos−1
[
1+
2a2D
k
(
1−
√
1 +
k
a2D
)]
+2piN , (58)
where N ∈ Z.
Assuming that q is always within these ranges a single
soliton solution reads
A =
σ e
iv
2P
(
Z−vT/2
)
+iσ2QT/2
ε cosh
(√
Q
2P σ(Z − vT )
) . (59)
9Here, σ manifest the scale invariance while v represent
Galilean boost invariance of NLS equation. Notice that
since in the full solution the amplitude An only occurs
in the combination εAn, the bookkeeping parameter ε
cancels out everywhere.
As was the case in the continuous limit, we should not
expect that this solution remains valid for all values of
v. In fact, plugging this solution into the perturbative
expansion for yn and putting the whole into equation of
motion (45) one can check that the solution will be cor-
rect up to third order in σ, if one takes v = 0. As before,
for sufficiently small v the solution can also be correct up
to third order. Here, however, we must demand v ∼ σ2,
unlike in the continuous limit. For v = 0 the renormal-
ized solution reads
y(R)n =
2σ cos
(
nlΘ− Ωt)
cosh
(
σ
L
(
nl − Vgt
))
+
2ασ2
λ2
ω2g cos
(
2nlΘ− 2Ωt)+ λ2
cosh2
(
σ
L
(
nl − Vgt
))
+
2ω2gσ
3(2α2ω2g − βλ2)
λ2λ3
cos
(
3nlΘ− 3Ωt)
cosh3
(
σ
L
(
nl − Vgt
)) ,
(60)
where
Θ = q , Ω = ω − σ
2Q
2
, L =
√
2P
Q
. (61)
We compare this solution to the numerical solution of
Eq. (17) in Fig. 7 for σ = 0.09 and q = 0.1 which corre-
sponds to Vg ≈ 0.07. We observe a near perfect-match
between the two for a long interval of time. Our numer-
ical experiments confirms this result for various values
of σ and Vg reinforcing our belief that y
(R)
n is a correct,
uniform, small-scale approximation to the true solution
of the full equation of motion Eq. (17).
The specific width of the soliton L has a maximum in
the middle of intervals of allowed values of q, namely at
q = 2Npi/l. Notice that at these values the soliton is
at rest, i.e., Vg = 0, while the velocity is largest in the
absolute sense at the edges of the allowed intervals for q.
At these edges, however, the width of the soliton is zero
and we obtain a degenerate case yn = 0.
The true maximum width of the soliton Wmax, which
we defined as the interval in which half of the area of the
envelope 2σ/ cosh(σx/L) is contained, reads
Wmax ≈ 1.76 L
σ
= 1.76
l
√
k
4a2σ
√
D
≈ 3.4
σ
[A˚] . (62)
In [7] it is argued that the typical size of DNA segment
participating in the transcription process is between 8 to
17 nucleotides. Thus, if we want the width of the soliton
to be roughly the same, we obtain an interval for the
0 50 100 150 200
-0.2
-0.1
0.0
0.1
0.2
n
yn[Å]
σ = 0.09 , q = 0.1
yn
(R) Site
Figure 7. The comparison between the renormalized solution
of Eq. (60) and a numerical solution in three different time
stamps (ordered from left to right) with σ = 0.09 and q = 0.1.
The blue dots are positions of sites given by numerical cal-
culations at t = 0 t.u. (first snapshot), t = 80 t.u. (second
snapshot) and t = 160 t.u. (third snapshot), while the contin-
uous yellow profile is given by the renormalized solution y
(R)
n .
The vertical axis is shown in a˚ngstro¨ms.
value of σ as
8 ≤ Wmax
l
≤ 17 , ⇒ 1/17 < σ < 1/8 , (63)
which is comfortably small enough that we can trust our
approximate solution to be applicable for such case.
VI. DISCUSSION
We have derived an approximate solitonic solution
of the Peyrard–Bishop model using the Renormaliza-
tion Group perturbation expansion method developed by
Chen, Goldenfeld and Oono [8]. Compared to traditional
multiple-scale analysis, which is used almost exclusively
throughout the literature, this method has several ad-
vantages. First, it is a straightforward algorithm. There
is no need to make guesses about the nature of the slow
scales a priori nor it is necessary to justify them a poste-
riori. The derivation of the approximate solution follows
naturally from the logic of the method and all new pa-
rameters, which pop up during its execution, arise with
a clear physical meaning.
Second, the RG method is systematic, therefore higher-
order corrections can be carried out directly. In contrast,
higher-order corrections in the multiple-scale method re-
quire quite an art to calculate, as new scales may have
to be included. In this way, RG method is well-suited for
the exploration of higher-order effects of solitons in the
dynamics of DNA.
Thirdly, the RG method does not require continuous
limit as an additional approximation, as it is the case for
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the multiple-scale analysis when applied to PB model.
While quite natural, this simplification strains the ap-
plicability of the resulting solution. For example, if the
soliton covers only 10−20 nucleotides (which is the size of
the denaturation bubble and, correspondingly, a proba-
ble size of the soliton), one may not be quite comfortable
with the idea of a continuum. In comparison, no such
difficulty arises in RG method, where the solution’s va-
lidity depends only on the size of its amplitude and not
on its width. This is so because the effective RG equa-
tions which govern the artificial renormalization scales
(as opposed to physical ones in multiple-scale method)
are automatically continuous even if the method is used
in discrete models.
In this work, we have also claimed that the optimal ve-
locity of the soliton’s envelope – as far as the approximate
dynamics investigated here is to be believed – should be
the group velocity of the carrier wave. This is in conflict
with the proposal that the soliton should be in the so-
called coherent mode [11]. In the coherent mode, the en-
velope would travel at phase velocity of the carrier wave,
hence the soliton’s profile would not change over time.
However, comparing our results with numerical simula-
tions and via directly plugging of the approximate solu-
tion into the equations of motion, we have found that it is
when the envelope travels with group velocity (or veloc-
ity very close to it) that the solution is reliable. Further-
more, this observation can be explained in the continuous
PB model as a consequence of Lorentz invariance of the
model, which forbids the Galilean boost symmetry of the
non-linear Schro¨dinger equation (the RG equation for the
envelope). Let us, however, state that we do not claim
that our observation disproofs the idea of the coherent
mode, which may be valid for other reasons. We only
claim that the coherent mode does not arise as the most
reliable approximate solution of the PB model.
Let us also point out that we do not claim that the
solution (60) is equally physically relevant for the entire
allowed range of parameters σ and Vg. For instance, the
non-moving solution Vg = 0 imply that solitons can re-
main fixed at a particular place on DNA. This seems to
be aligned with the idea that solitons contributes to the
formation of local opening of DNA. However, to decide
whether that is true or, in general, what is the range
of parameters that can be realistically applied for DNA
physics is beyond the ambition of this paper.
Lastly, let us stress that the RG method can be read-
ily used for more complicated models, such as Peyrard–
Bishop–Dauxois model or others. Given that this method
is both technically and conceptually easier than the
multiple-scale method, it would be interesting to explore
solitonic solutions of other PB-like models and higher-
order corrections therein to fully explore the idea of soli-
tons in mechanical models of DNA.
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Figure 8. Schro¨dinger potential for the zipper and its dual.
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Appendix A: Stability of the zipper
Let us study the spectrum of small fluctuations around
the (static) zipper. For that end we set
y = yzipper + e
iωt b(x) , (A1)
and linearize full equation of motion assuming |b(x)|  1.
In this way, we obtain a Schro¨dinger-like eigenproblem
− b′′(x) + e
x
(
ex − 1)(
ex + 1
)2 b(x) = ω2 b(x) . (A2)
The potential is shown in Fig. 8.
The translational zero mode b0(x) = e
−x/(1 + e−x)
is not normalizable (as to be expected for a divergent
solution). The second independent solution reads
b˜0(x) ∝ b0(x)
∫ x dx′
b20(x
′)
= 2∂cy2 zipper(x, 0)− 2b0(x)
(A3)
and is not normalizable either.
However, from Fig. 8 we see that there is a small po-
tential well which suggests a possibility of a normalizable
bound state with a negative energy, which would point to
instability. Utilizing methods of supersymmetric quan-
tum mechanics we can find the Hamiltonian and its dual
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in the form
H =
(− ∂x +W )(∂x +W ) = −∂2x + 1− e−x(
1 + e−x
)2 , (A4a)
H˜ =
(
∂x +W
)(− ∂x +W ) = −∂2x + 11 + e−x , (A4b)
where
W =
1
1 + e−x
. (A5)
Fortunately, the dual is equivalent to a special case of
the Rosen–Morse II potential, which is exactly solvable.
The eigenfunctions and the eigenvalues (H˜b˜n = E˜nb˜n)
respectively read
b˜n = e
x
2(1+n) cosh1+n
(x
2
)
P (s1,s2)n
(
tanh
(x
2
))
, (A6)
E˜n = −1
4
s22 = −
1
4
[
(1 + n)2 + (1 + n)−2 − 2] , (A7)
where s1 = −(1+n)− (1+n)−1, s2 = (1+n)−1− (1+n)
and where P
(s1,s2)
n (x) are Jacobi polynomials. Obviously,
none of the above eigenfunctions are normalizable states
and they are solutions of the eigenproblem only in a for-
mal sense. Also notice that the tower of eigenstates is
in the negative energy direction as there are no discrete
states for positive energy.
The energy of the normalized bound state must be
above the potential minimum which is −1/8. However,
since the first state E1 = −9/16 is already under this
value, we can safely conclude that no tachyonic state ex-
ists and the zipper solution is, therefore, stable.
Appendix B: Ambiguity of a secular term in the
continuous model
The secular term in the continuous PB model arise as
a solution to
H0
(
f(θ, θ¯)eiθ
)
= eiθ , (B1)
where H0 ≡ ∂2θ − ∂2θ¯ + 1 is the zero-order operator and
where we used convenient coordinates θ ≡ qx − ωt, θ¯ ≡
ωx − qt with ω2 = q2 + 1. As this represents a partial
differential equation, we expect that f(θ, θ¯) is determined
only up to two arbitrary functions, representing ‘initial’
conditions, i.e., f(θ, 0) ≡ g0(θ) and ∂θ¯f(θ, 0) ≡ g1(θ).
Indeed, a general solution reads
f(θ, θ¯) = −1
2
θ¯2 + cosh
(
θ¯
√
∂2θ + 2i∂θ
)
g0(θ)
+
sinh
(
θ¯
√
∂2θ + 2i∂θ
)
√
∂2θ + 2i∂θ
g1(θ) . (B2)
Taking g0 = −i(1 − ξ)θ/2 and g1 = 0, we obtain the
standard form f = −θ¯2ξ/2 − i(1 − ξ)θ/2. Alternatively,
let us take g0 = 0 and g1 = ξθ, which leads to f =
−θ¯2/2 + ξθθ¯ + iξθ¯3/3. Such a choice would lead to RG
equations in the form
∂A
∂θ0
= 4ε2A |A|2 ξθ¯0 +O(ε4) , (B3a)
∂A
∂θ¯0
= 4ε2A |A|2 (− θ¯0 + ξθ0 + ξiθ¯20)+O(ε4) . (B3b)
The slow-motion ξ-independent equation is obtained by
taking a combination
2i
∂A
∂θ0
− ∂
2A
∂θ¯20
= 4ε2A |A|2 +O(ε4) . (B4)
Indeed, this is exactly the same NLS equation obtained
in the main text.
Let us now consider g0 = ξθ
2 and g1 = 0 giving us
f = (ξ − 1/2)θ¯2 + ξθ2 + 2iξθθ¯2 − 13ξθ¯4. This choice leads
to
∂A
∂θ0
= 4ε2A |A|2 (2ξθ0 + 2iξθ¯20)+O(ε4) , (B5a)
∂A
∂θ¯0
= 4ε2A |A|2
(
(2ξ − 1)θ¯0 + 4iξθ0θ¯0 − 4
3
ξθ¯30
)
+O(ε4) .
(B5b)
Here, we are faced with a puzzle, since there exist two
valid combinations, namely
2i
∂A
∂θ0
+
∂2A
∂θ20
− ∂
2A
∂θ¯20
= 4ε2A |A|2 +O(ε4) . (B6)
2i
∂2A
∂θ0∂θ¯0
=
∂3A
∂θ¯30
+O(ε4) . (B7)
None of these, however, is a slow-motion equation. The
second one is a differential consequence of NLS equation
(up to O(ε4)), but it is not slow-motion. It is, however,
suspicious as it does not contain explicit dependence of ε.
The first of these appears to be a valid slow-motion equa-
tion at a first sight, however, it is a hyperbolic equation
and we can argue that due to the term ∂2θ0A− ∂2θ¯0A the
second derivatives are not under control and can get very
large. Following the policy of disregarding RG equations
which are not slow-motion we must, therefore, ignore the
corresponding secular terms.
For general f , the RG equations read
∂A
∂θ0
= 4ε2A |A|2 ∂θ0 f(θ0, θ¯0) +O(ε4) , (B8a)
∂A
∂θ¯0
= 4ε2A |A|2 ∂θ¯0 f(θ0, θ¯0) +O(ε4) . (B8b)
Given that ∂2θf−∂2θ¯f+2i∂θf = 1, we can always combine
the above into
2i
∂A
∂θ0
+
∂2A
∂θ20
− ∂
2A
∂θ¯20
= 4ε2A |A|2 +O(ε4) , (B9)
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which is not slow-motion. Only if ∂2θf = 0 we obtain
the correct slow-motion RG equation, which is the NLS
equation:
2i
∂A
∂θ0
− ∂
2A
∂θ¯20
= 4ε2A |A|2 +O(ε4) . (B10)
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