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IAbstract
We introduce a method for evaluating the Selberg zeta function Z(n)(β, χ(n)) for Hecke congruence subgroups
Γ0 (n) with unitary characters χ
(n) : Γ0 (n) → C and complex parameter β ∈ C. The zeros of this function
are related to the discrete eigenvalues and the resonances of the hyperbolic Laplace-Beltrami operator on the
corresponding surfaces of constant negative curvature. The Selberg zeta function can be expressed in terms
of Fredholm determinants of certain operators from statistical mechanics, the so-called transfer operators.
We derive different forms of the transfer operator for Γ0 (n) with χ
(n), one of which leads to the discovery of
certain symmetries of the transfer operator. Through numerical computationswe found that these symmetries
are related to involutions of the eigenfunctions, the so-calledMaass wave forms, of the hyperbolic Laplacian.
Another form of the transfer operator we derived can be approximated by a finite matrix, which we use in
numerical computations. We conjecture that this form of the transfer operator gives its analytic continuation
to the entire complex β-plane.
We study certain deformations by unitary characters χ(n)α : Γ0 (n) → C with deformation parameters
α ∈ R, where in general these characters are non-arithmetic. The main motivation for the investigation of
such character deformations of the Selberg zeta function is that by studying the deformation of its zeros
we gain access to the deformation of the discrete spectrum and the resonances of the hyperbolic Laplace-
Beltrami operator, both under singular and non-singular perturbations. To evaluate the Selberg zeta function
we determine the spectrum of the transfer operator for Γ0 (n) with χ
(n). Since there is no great hope for
an analytic approach to the spectrum of the transfer operator we study its spectrum mainly by numerical
methods. To carry out the numerical experiments we had to develop a comprehensive program package
called Morpheus, consisting of the programs widmo and CGF. These programs can determine the necessary
ingredients for computing the matrix representation of the transfer operator, its spectrum and the Selberg
zeta function for any Γ0 (n) with a character χ
(n). We study the curves of zeros of the Selberg zeta function
for Γ0 (4) with χ
(4)
α and for Γ0 (8) with χ
(8)
α , for 0 ≤ α ≤ 0.5. Our results show that forℜβ ≤ 12 the Selberg
zeta function Z(4)(β, χ
(4)
α ) behaves non-continuously in the limit α → 0. For α → 0 we found two different
kinds of convergence of the zeros of Z(4)(β, χ(4)α ) to the zeros for α = 0 on the line ℜβ = 12 : zeros which
belong to odd Maass wave forms under a certain involution stay on the lineℜβ = 1
2
and converge towards
the zeros for α = 0 by an infinite sequence of avoided crossings, whereas other zeros stay in general left of
the lineℜβ = 1
2
and converge to zeros for α = 0 in an infinite sequence of touching this lineℜβ = 1
2
. There
are also zeros on and left of the lineℜβ = 1
2
which move in pairs towards β = 1
2
and become dense on the
line ℜβ = 1
2
for α → 0. These zeros seem to be related to the change of the multiplicity of the continuous
spectrum of the Laplacian by the singular perturbation at α = 0. It also turns out that there is a whole family
of zeros in the β-plane withℜβ→ −∞ for α ↑ 2
8
and α ↓ 2
8
, and which disappear for α = 2
8
.
Finally, we apply our approximation method to the transfer operator for the Kac-Baker spin model and
present results obtained from numerical experiments.
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1Chapter 1
Introduction
This dissertation introduces a method for evaluating the Selberg zeta function Z(n)(β, χ(n)) for Hecke con-
gruence subgroups Γ0 (n) with unitary characters χ
(n) : Γ0 (n) → C and complex parameter β ∈ C. The
zeros of this function forℜβ = 1
2
and 1
2
< β ≤ 1 are related to the discrete eigenvalues λ of the hyperbolic
Laplace-Beltrami operator by λ = β(1−β), and forℜβ < 1
2
to its resonances. These resonances are the poles
of the scattering determinant ϕ(β, χ(n)). Therefore, our method for evaluation of the Selberg zeta function
provides us access to the discrete spectrum and resonances of the hyperbolic Laplacian.
The Selberg zeta function can be expressed in terms of Fredholm determinants of certain operators from
statistical mechanics, the so-called transfer operators. To evaluate this function we determine the spectrum
of the transfer operator for Γ0 (n) with χ
(n). Since there is no great hope of an analytical approach to the
spectrum of the transfer operator, we will study its spectrum mainly using numerical methods. Our strategy
is as follows:
1. Define a transfer operator for Γ0 (n) with unitary character χ
(n).
2. Derive a form of the transfer operator which can be approximated by a finite matrix.
3. Implement an approximation of the transfer operator in a computer program.
4. Evaluate the Selberg zeta function via the spectrum of an approximation of the transfer operator.
We use the transfer operator in this thesis to evaluate the Selberg zeta function, since the transfer operator
method is one of the few methods enabling the evaluation of this function. In the introduction of [Str08] a
short overview is given about numerical studies of the Selberg zeta function Z(β) for different groups inside
the critical strip |ℜ(β)| ≤ 1/2 so far. The main difficulty in evaluating the Selberg zeta function is that its
analytic continuation to this region is required. It is surprising how few successful numerical evaluations of
the Selberg zeta function exist: for the modular surface the authors in [MS91] considered a modified Selberg
zeta function to overcome this difficulty. For convex co-compact Schotty groups Guillope´, Lin and Zworski
used in [GLZ04] the transfer operator to obtain an explicit formula for the Fredholm determinant, which can
be evaluated numerically more or less directly. In [Str08] Stro¨mberg used the transfer operator method for
the computation of the Selberg zeta function for Hecke triangle groups by approximating the operator by a
finite matrix.
As an application of our implementation of the Selberg zeta function we will study certain deforma-
tions by unitary characters χ(n)α : Γ0 (n) → C with deformation parameters α ∈ R, where in general these
characters are non-arithmetic. The main motivation for the investigation of such character deformations of
the Selberg zeta function is that by studying the deformation of its zeros we have access to the deformation
of the discrete spectrum and the resonances of the hyperbolic Laplace-Beltrami operator. Such character
2 1. Introduction
deformations allow us to study singular and non-singular perturbations of the hyperbolic Laplacian. Singu-
lar perturbations are perturbations for which the multiplicity of the continuous spectrum of the hyperbolic
Laplacian changes. This kind of perturbation of the Laplacian is not yet very well understood and the math-
ematics behind it is not yet completely developed. Besides the fact that the discrete spectrum is embedded
in the continuous one, which is also a problem for non-singular perturbations, several new phenomena arise
for singular perturbations, which make the application of perturbation theory in this case rather doubtful. In
this thesis we study both singular and non-singular perturbations by tracking the zeros of the Selberg zeta
function Z(n)(β, χ
(n)
α ) in the β-plane for certain groups Γ0 (n) with characters χ
(n)
α for 0 ≤ α ≤ 0.5. To our
knowledge it is the first time that such an investigation was carried out.
This thesis contains analytical results, which are necessary to derive and implement an approximation of
the transfer operator for character deformations, and numerical results, obtained from an implementation of
this approximation:
• In Chapter 2 we provide basic definitions and concepts. The purpose of this chapter is to state the
formulas we will later use in our implementation.
• In Chapter 3 we provide a short introduction to the gamma function Γ(s) and the incomplete gamma
functions Γ(s, z) and γ(s, z). We present also approximation formulas for these functions, which are
used in our implementation of the approximation of the transfer operator.
• In Chapter 4 we derive special representations of the Hurwitz zeta function
ζ(s, z) =
∞∑
n=0
(z + n)−s
and the Lerch transcendent
Φ(α, s, z) =
∞∑
n=0
αn(z + n)−s,
which are appropriate for their numerical evaluation. Especially the Lerch zeta function ζL(λ, s, z) =
Φ(exp 2πiλ, s, z) is essential for our approximation of the transfer operator. To our knowledge this ap-
proximation of the Lerch zeta function is more general and precise than the one found in the literature.
• In Chapter 5 we present an algorithm to compute the complex eigenvalues of a complex matrix of typ-
ical size between 300×300 and 600×600. We discuss also the problems which arise when computing
the eigenvalues of an approximation of the transfer operator. To produce an optimal algorithm with
respect to accuracy and computation time we combine several different techniques, such as complex
Givens rotations, Hessenberg transformations and spectral shifts.
• In Chapter 6 we discuss some properties of the groups PSL(2,R) and SL(2,Z), and its congruence
subgroups Γ(n) and Γ0 (n). We also discuss the spectrum and the eigenfunctions of the hyperbolic
Laplace-Beltrami operator for congruence subgroups Γ with a character χ. Furthermore, we give a
short introduction to the Selberg zeta function and its zeros for Γ and χ. And we briefly discuss
the conjecture of Phillips and Sarnak concerning Weyl’s law for the hyperbolic Laplacian for certain
groups. To perform character deformations of the Selberg zeta function we use a character χΓα1 ,...,αk
with deformation parameters α j ∈ R given by
χΓα1 ,...,αk (γ) = exp 2πi
k∑
j=1
α jΩ
Γ
j (γ)
for any freely generated group Γ ⊂ SL(2,Z) with generators {GΓ
j
}1≤ j≤k, where ΩΓj : Γ → Z is the sum
of the exponents of the generatorGΓ
j
in a representation of γ. From this character we define characters
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(4)
α1,α2 : Γ0 (4) → C and χ(8)α1,α2,α3 : Γ0 (8) → C, and discuss their properties. We derive also certain
relations of the Selberg zeta functions Z(4)(β, χ
(4)
α1,α2) for (Γ0 (4), χ
(4)
α1,α2) given by
Z(4)
(
β, χ(4)α1,α2
)
= Z(4)
(
β, χ(4)α1,−α2−α1
)
Z(4)
(
β, χ(4)α1,α2
)
= Z(4)
(
β, χ(4)α2,α1
)
Z(4)
(
β, χ(4)α1,α2
)
= Z(4)
(
β, χ(4)−α1,−α2
)
.
We show that the characters χ
(4)
α1,α2 and χ
(8)
α1,α2,α3 are related by
χ(4)α1,α2(γ) = χ
(8)
2α2 ,α1,α1
(γ)
χ(4)
α1 ,α2+
1
2
(γ) = χ(8)
2α2 ,α1,α1
(γ)
for γ ∈ Γ0 (8). Furthermore, it follows from the functional equation of the Selberg zeta function Z(β, χ)
for Γ with χ, that the scattering determinant ϕ(β, χ) can be expressed by
ϕ(β, χ) = η(β)
Z(1 − β, χ)
Z(β, χ)
,
where η(β) is a function which depends on the group Γ and the character χ. We derive the explicit
form of η(β) for (Γ0 (n), χ) with 4 | n, and by using this result we find finally the explicit form of η(β)
for Γ0 (4) and χ
(4)
α1,0
.
• In Chapter 7 we discuss the transfer operator method and some properties of nuclear operators. Fur-
thermore, we present Mayer’s transfer operator Lβ for SL(2,Z) and its generalization by Chang to
subgroups Γ of SL(2,Z) of finite index µ given by
L˜β =
(
0 Lβ,+1
Lβ,−1 0
)
with
Lβ,ε ~f (z) =
∞∑
l=1
(z + l)−2β UΓ
(
S T εl
)
~f
(
1
z + l
)
, forℜβ > 1
2
,
with S , T the generators of SL(2,Z) and the representation UΓ given by
[
UΓ (g)
]
i, j
=
 1 if rΓi g
(
rΓ
j
)−1 ∈ Γ
0 else,
where {rΓ
i
}1≤i≤µ are the right coset representatives of Γ\SL(2,Z). The Selberg zeta function Z(β) for Γ
can then be expressed in terms of the Fredholm determinant of this operator
Z(β) = det(1 − L˜β) = det(1 − Lβ,+1Lβ,−1) = det(1 − Lβ,−1Lβ,+1).
To extend this result for Selberg’s zeta function Z(n)(β, χ) for Γ0 (n) with a character χ we define the
representation Uχ : SL(2,Z)→ Cµn×µn by
[
Uχ (g)
]
i, j =
 χ
(
r
(n)
i
g
(
r
(n)
j
)−1)
if r
(n)
i
g
(
r
(n)
j
)−1 ∈ Γ0 (n)
0 else,
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with {r(n)
i
}1≤i≤µn the right coset representatives of Γ0 (n)\SL(2,Z) and µn the index of Γ0 (n) in SL(2,Z).
We incorporate this representation into the transfer operator and derive a form of this operator where
the character χ has to be evaluated only for a finite number of elements
[
L(n)
β,ε,χ
~f (z)
]
i
=
∞∑
q=0
n∑
m=1
µn∑
j=1
[
Uχ (S Tmε)
]
i, j χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)q
(z + m + nq)−2β f j
(
1
z + m + nq
)
,
with 1 ≤ i ≤ µn and n the level of Γ0 (n). This form enables us to write down explicitly the transfer
operator, since the representation Uχ (S Tmε) has to be determined only for finitely many elements for
1 ≤ m ≤ n. This leads to the discovery of intertwining operators Pk such that PkL(n)β,+1,χ = L(n)β,−1,χPk
in Chapter 8. Furthermore, we obtain also a Mayer-type analytic continuation of the transfer operator
L(n)β,ε,χ given by
L(n)β,ε,χ ~f (z) = N (n)β,ε,χ,N ~f (z) +A(n)β,ε,χ,N ~f (z) , forℜβ > −
N
2
with N ∈ Z>.
Unfortunately, this form is not suitable to be approximated by a finite matrix, which could be used for
numerical computations. However, we derive an explicit trace formula for this analytically continued
transfer operator given by
trL(n)
β,ε,χ
= trN (n)
β,ε,χ,N
+ trA(n)
β,ε,χ,N
,
which is highly appropriate for numerical evaluations. We use this trace formula in our numerical
experiments to compare it with the traces of other forms of transfer operators and this way get a
numerical verification for our implementation. Finally, we derive the following form of the transfer
operator
[
L(n)β,ε,χ ~f (z)
]
i
=
∞∑
k=0
∞∑
s=0
n∑
m=1
µn∑
j=1
[
Uχ (S Tmε)
]
i, j
f
(k)
j
(1)
k!
k∑
t=0
(
k
t
)
(−1)k−t+s
n2β+t+s
1
s!
Γ(2β + t + s)
Γ(2β + t)
Φ
(
χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)
, 2β + t + s,
m + 1
n
)
(z − 1)s
with Φ being the Lerch transcendent. We conjecture that this form of the transfer operator also gives
an analytic continuation to the entire complex β-plane. Moreover, this form can be approximated by a
finite matrixM(n)β,ε,χ ∈ CµnN×µnN given by
[(
M(n)β,ε,χ
)
s,k
]
i, j
=
1
s!
k∑
t=0
(
k
t
)
(−1)k−t+s
n2β+t+s
Γ(2β + t + s)
Γ(2β + t)
n∑
m=1
[
Uχ (S Tmε)
]
i, j
Φ
(
χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)
, 2β + t + s,
m + 1
n
)
with 1 ≤ i, j ≤ µn and 0 ≤ s, k < N, N ∈ Z> large.
• In Chapter 8 we present the results of our numerical experiments for the transfer operator L(n)
β,ε,χ
and
the Selberg zeta function Z(n)(β, χ) for Γ0 (n) with χ. We study them mainly for Γ0 (4) with χ
(4)
α1,α2 and
for Γ0 (8) with χ
(8)
α1 ,α2,α3 . We are especially interested in the curves of zeros of the Selberg zeta function
Z(4)(β, χ
(4)
α ) with χ
(4)
α := χ
(4)
α,0
for 0 ≤ α ≤ 0.5. We found numerically that for Γ0 (n) and certain χ
the traces of the operatorsL(n)
β,+1,χ
and L(n)
β,−1,χ are identical; further investigations revealed that in these
cases also the spectra of these operators coincide. This indicates that the two operators are possibly
conjugated. Indeed, as we mentioned above the form of the transfer operator from Chapter 7 allows
5us to write down the transfer operator L(n)β,ε,χ explicitly for a given Γ0 (n) and χ. This way we found
certain intertwining operators Pk with 1 ≤ k ≤ h, which we will also call symmetries of the transfer
operator, such that
PkL(n)β,+1,χ = L(n)β,−1,χPk.
We derived an algorithm to find all symmetries Pk for a given L(n)β,ε,χ. Implementing this algorithm in
our computer program allows us to automatically find these symmetries for any Γ0 (n) and χ. By using
these symmetries it can be shown that the Selberg zeta function factorises as follows
Z(n)(β, χ) = det(1 − PkL(n)β,+1,χ) det(1 + PkL(n)β,+1,χ).
Usingℜβ = 1
2
allows us to relate the eigenvalues+1 and −1 of the transfer operatorPkL(n)β,+1,χ to invo-
lutions of the eigenfunctions of the Laplacian, the so-calledMaass wave forms: numerical calculations
show that for P1L(n)β,+1,χ≡1 and the involution jz = −z¯ we have:
+1 ∈ σ(P1L(n)β,+1) ⇐⇒ u(−z¯) = u(z), i.e. u is even
−1 ∈ σ(P1L(n)β,+1) ⇐⇒ u(−z¯) = −u(z), i.e. u is odd.
where σ(P1L(n)β,+1) denotes the spectrum of the transfer operatorP1L(n)β,+1. On the other hand, for Γ0 (4)
with χ
(4)
α and the involution τz =
z¯
2z¯−1 we found that:
+1 ∈ σ(P2L(4)β,+1,α) ⇐⇒ u(τz) = u(z), i.e. u is τ-even
−1 ∈ σ(P2L(4)β,+1,α) ⇐⇒ u(τz) = −u(z), i.e. u is τ-odd.
Numerical experiments show that the τ-odd Maass wave forms survive the deformation by χ(4)α for
0 < α ≤ 0.5, while the τ-even ones exist only for discrete values αk of α, getting destroyed as soon
α , αk. We find that for largeℜβ > 12 the spectra of the transfer operators are on concentric circles,
whose radii coincide for all Γ0 (n) and all χ. While forℜβ = 12 and varyingℑβmany of the eigenvalues
of the operatorPkL(n)β,+1,χ rotate around 0 with absolute value around 1 and pass ±1. On the other hand,
forℜβ < 0 we find for the transfer operators for Γ0 (n) with χ besides very large eigenvalues also a lot
of eigenvalues clustering around ±1 in increasing number as ℜβ decreases. We find for the transfer
operator P2L(4)β,+1,α for Γ0 (4) with χ(4)α , that forℜβ = 12 and varying α → 0 the eigenvalues rotate on
closed orbits, whose rotation speed increases exponentially with α getting small, while one of these
orbits goes through −1 with six eigenvalues rotating on it. Furthermore, we find numerically certain
identities for the Selberg zeta functions for Γ0 (4) with χ
(4)
α1,α2 and Γ0 (8) with χ
(8)
α1,α2,α3 , namely
Z(4)(β, χ
(4)
1
4
,0
) = Z(4)(β, χ
(4)
1
2
,0
)
Z(8)
(
β, χ
(8)
2α2 ,α1,α1
)
= Z(4)
(
β, χ(4)α1,α2
)
Z(4)
(
β, χ
(4)
α1,α2+
1
2
)
and Z(8)
(
β, χ(8)
0, 1
2
,0
)
= Z(4)
(
β, χ(4)1
8
,0
)
Z(4)
(
β, χ(4)3
8
,0
)
.
We conjecture that the multiplicity of the zeros of the Selberg zeta function Z(4)(β, χ
(4)
α ) is one for
0 < α ≤ 0.5, and the multiplicity of the zeros of Z(8)(β, χ(8)
0,α,0
) is one for 0 < α < 0.5 and two or
one for α = 0.5. Our results show that for ℜβ ≤ 1
2
the Selberg zeta function Z(4)(β, χ
(4)
α ) and the
spectrum of the transfer operator P2L(4)β,+1,α behave non-continuously in the limes α → 0. Numerical
experiments also revealed that for α → 0 there are two different kinds of convergence of the zeros
of Z(4)(β, χ(4)α ) to the zeros for α = 0 on the line ℜβ = 12 : Zeros related to the eigenvalue −1 of
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P2L(4)β,+1,α stay on the line ℜβ = 12 and converge towards the zeros for α = 0 by an infinite sequence
of avoided crossings, whereas the zeros related to the eigenvalue +1 of P2L(4)β,+1,α are in general left of
the lineℜβ = 1
2
and converge to zeros for α = 0 by touching the lineℜβ = 1
2
infinitely many times.
Furthermore, we found for α → 0 sequences of zeros which touch the line ℜβ = 1
2
and that these
points of contact are converging towards 1
2
+ m π
ln 2
i with m ∈ Z>; however, these limit points are not
zeros of the Selberg zeta function for α = 0. Therefore, we call them phantom eigenvalues. There are
also zeros on and left of the line ℜβ = 1
2
which move in pairs towards β = 1
2
and become dense on
the line ℜβ = 1
2
for α → 0. These zeros seem to be related to the change of the multiplicity of the
continuous spectrum of the Laplacian by the singular perturbation around α = 0. Finally, we found
that the zero at β = 1 for α = 0 cancels the pole of the Selberg zeta function at β = 1
2
for α = 1
8
and
moves to β → −∞ for α → 2
8
. Indeed, it turns out that there is a whole family of zeros in the β-plane
which tend toℜβ→ −∞ for α ↑ 2
8
and α ↓ 2
8
, and vanish for α = 2
8
.
• In Chapter 9 we apply our approximation method to the transfer operatorLβ,λ for the Kac-Baker spin
model given by
Lβ,λ f (z) = eβz f (λ + λz) + e−βz f (−λ + λz) .
We derive the following form of this transfer operator
Lβ,λ f (z) =
∞∑
k=0
∞∑
l=0
f (l)(0)
l!
λl
(
1 + (−1)k+l
)min(k,l)∑
r=0
(
l
r
)
βk−r
(k − r)! z
k,
which can be approximated by the finite matrix
[
Mβ,λ
]
k,l
= λl
(
1 + (−1)k+l
)min(k,l)∑
r=0
(
l
r
)
βk−r
(k − r)!
for 0 ≤ k, l ≤ N and N ∈ Z> large. We implement this approximation in our computer program and
present results obtained from numerical experiments.
• In Appendix A we give a brief introduction to our computer programs CGF and widmo that we devel-
oped to obtain the numerical results of this thesis.
In Appendix B can be found the representatives of the rest classes of Γ0 (4) and Γ0 (8) in SL(2,Z) used
in our numerical calculations.
In Appendix C the explicit form of the transfer operator for Γ0 (8) with χ
(8)
α1 ,α2,α3 and the permutations
which define the symmetries P1 and P2 are given.
In Appendix D tables of the zeros of the Selberg zeta functions for Γ0 (4) with χ
(4)
α and Γ0 (8) with
χ(8)
0,α,0
are given.
In this thesis we study numerically a character deformation for Γ0 (4) very similar to a character deformation
for the same group as was already investigated for the resonances of the Laplacian by Selberg [Sel90], and
also by Phillips and Sarnak [PS94] for the eigenfunctions of the Laplacian. The main motivation for Phillips
and Sarnak was to study the disappearance of these eigenfunctions under character deformations: It was
proved by Selberg that the hyperbolic Laplace-Beltrami operator for congruence subgroups of PSL(2,Z)
has an infinite sequence of discrete eigenvalues satisfying a Weyl law. It is an important question whether
this is characteristic for congruence subgroups or whether it also holds for other cofinite Fuchsian groups.
An equivalent question is to ask if the hyperbolic Laplacian on finite non-compact surfaces of constant
negative curvature has infinitely many eigenfunctions, the so-called Maass wave forms, which determine
its discrete spectrum. Phillips and Sarnak studied in [PS85] [PS94] the existence of Maass wave forms for
general cofinite Fuchsian groups, and introduced a condition under which a Maass wave form for such a
7group Γ is dissolved into a resonance by a deformation of the group in Teichmu¨ller space, respectively a
deformation of a character χ. The deformations correspond to perturbations of the hyperbolic Laplacian,
where the perturbation can be singular and non-singular. They discovered that the existence of Maass cusp
forms seems to be intimately tied to the arithmetic nature of (Γ, χ). According to their conjecture, for non-
arithmetic (Γ, χ) the main contribution to the Weyl law should not come from the discrete spectrum.
Part of the results in this thesis are conclusions from numerical experiments. The main advantage of such
experiments is that results can be obtained in areas where the theory has not yet been sufficiently developed
to make good predictions. These experimental results can trigger the development of new theories and extend
existing ones. Experimental mathematics and numerical mathematics are not new fields of research; famous
mathematicians and physicists contributed to the development of algorithms for the numerical analysis:
Newton’s method, Gaussian elimination, or Euler’s method are just a few of them. People like Gauss,
Euler and Riemann also carried out numerical experiments with the limited resources of their time, first
by “pen and paper”, later using mechanical computers like the one developed by Michelson to study the
Gibbs phenomenon [GS97]. Nowadays such experiments are carried out on digital computers which can
be connected to form large computer clusters, providing immense computational power. During the last 50
years computational power has been growing exponentially due to new technical developments. Certainly
this fact revolutionised experimental mathematics, which on the other hand also has an impact on pure
mathematics, not to mention physics.
To carry out the numerical experiments we had to develop a comprehensive program package called
Morpheus, consisting mainly of the programswidmo and CGF. These programs can determine the necessary
ingredients for computing the matrix representation of the transfer operator, its spectrum and the Selberg zeta
function for any Γ0 (n) with a character χ. Since the source code of this program package is more then 30 000
lines long we will not include it in this thesis. The numerical experiments were carried out on computer
clusters belonging to an applied theoretical physics research group at Clausthal University of Technology
and the clusters of the North-German Supercomputing Alliance (HLRN) in Hanover. The numerical results
so far have already initiated new theoretical work, like the already mentioned symmetries of the transfer
operator and their relation to involutions of Maass wave forms [FM11]. Also a theoretical treatment of some
of the phenomena we were able to obtain numerically is in progress [BFM12].
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9Chapter 2
Preliminaries
In this section we will recall some basic facts, which we will need later on.
2.1 Complex numbers
We can represent the complex number z ∈ C in two different ways: z = a + ib with a, b ∈ R or z = Reiϕ
with R, ϕ ∈ R, R > 0. The real part of z is given by ℜz = a = R cosϕ and the imaginary part is given by
ℑz = b = R sin ϕ. Then the absolute value of z is given by |z| = R =
√
a2 + b2 and the argument is given by
arg z = ϕ = arctan2(b, a), where we define arctan2 for −π ≤ arg z ≤ π by
arctan2(y, x) =

arctan
(
y
x
)
x > 0
arctan
(
y
x
)
+ π x < 0, y ≥ 0
arctan
(
y
x
)
− π x < 0, y < 0
+ π
2
x = 0, y > 0
− π
2
x = 0, y < 0
undefined x = 0, y = 0.
(2.1)
For z ∈ C the complex logarithm is defined as ln z = ln |z| + i arg z, such that for the special case z ∈ R with
z < 0 we have ln z = ln |z| + iπ. For z, s ∈ C the complex power zs is given by
zs = |z|ℜs exp (− arg (z)ℑs) {cos (ln |z|ℑs + arg (z)ℜs) + i sin (ln |z|ℑs + arg (z)ℜs)} . (2.2)
For the special case es this gives es = eℜs
{
cos(ℑs) + i sin(ℑs)}. Trigonometric functions for complex
arguments z are defined as
sin z =
∞∑
n=0
(−1)n
(2n + 1)!
z2n+1 = i
e−iz − eiz
2
(2.3)
cos z =
∞∑
n=0
(−1)n
(2n)!
z2n =
e−iz + eiz
2
(2.4)
tan z =
sin z
cos z
= i
e−iz − eiz
e−iz + eiz
. (2.5)
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2.2 The Argument Principle
The argument principle [AF03] is defined as follows: Let f (z) be a meromorphic function defined on the
closure of the interior of a simple closed contourC with no zeroes or poles on C. Then
1
2πi
∮
C
f ′(z)
f (z)
dz = N − P = 1
2π
[
arg f (z)
]
C (2.6)
where N and P are the number of zeroes respectively poles of f (z) inside C; thereby multiple zeros or poles
are counted according to their multiplicity, arg f (z) is the argument of f (z), that is, f (z) = | f (z)| exp i arg f (z)
and
[
arg f (z)
]
C denotes the change in the argument of f (z) along the contourC.
2.3 The Laplace method
The behavior of the integral
I (λ) =
∫ b
a
f (t)e−λg(t)dt (2.7)
in leading order for λ→ ∞ is given by
I (λ) ∼λ→∞ f (c)e−λg(c)
√
2π
λg′′(c)
(2.8)
with c ∈ (a, b), g′(c) = 0, g′′(c) > 0 and f (c) , 0. Thereby a and b could possibly be infinite.
2.4 The precision of numbers
Computers have a limited memory for representing numbers; therefore, only integers and rational numbers
can be represented within a limited range. The precision of rational numbers is also limited. Obviously, it is
not possible in general to represent irrational numbers; they have to be approximated by a rational number
or some “finite” representation has to be found for them.
We need a criterion to decide if a number is “close enough” to its real value, e.g., if we compute some
infinite sum we have to find a criterion for when to stop the summation, since the result no longer changes
when adding more terms. Such a criterion for a sequence xk ∈ R, k ∈ Z>, with limit limk→∞ xk = x˜ is given
by ∣∣∣∣∣ xk − xk−1xk
∣∣∣∣∣ < δ (2.9)
with some small constant δ, which is usually the smallest positive non-zero number, which can be represented
on the computer. For complex numbers the real and imaginary parts are checked separately. Sometimes it is
useful to use the logarithmic version ln |xk − xk−1| − ln |xk | < ln δ.
For technical reasons, instead of the constant δ we use the number of significant digits which can be
represented on the computer. Since computers use the binary number system the size of the mantissa is
given in binary digits, the so-called bits. Let P be the number of bits of the mantissa, then the number of
significant digits D in the decimal number system is given by
D = P
ln 2
ln 10
.
We will perform the computations in this thesis with at least P = 160 bits, which corresponds to about
D = 48 significant decimal digits. A good choice for δ is δ = 10−D; then we have ln |xk | − ln |xk − xk−1| > D.
For practical reasons we carry out the following check:
get exp(xk) − get exp(xk − xk−1) > P,
2.5 The Newton method 11
where get exp(x) is the exponent E of the binary floating point number x represented by x = y · 2E , such that
y ∈ [0.5, 1). The reason for using get exp(x) instead of ln x, is that the evaluation of the former function is
much faster than the evaluation of the logarithm. For practical reasons P′ = P − I should be chosen instead
of P in this formula, where I is some small number of bits, e.g., for P = 160 bits we use I = 20 bits.
2.5 The Newton method
We will briefly discuss Newton’s method for finding zeros of complex functions. Let F : C → C be a
function; then we can interpret this function also as F : R2 → R2 with
F
(
x
y
)
=
( ℜF (x, y)
ℑF (x, y)
)
for z = x + iy ∈ C.
Newton’s method is an iterative method for finding the zeros of a function. It starts with some x0, y0 and
defines iteratively (
xn+1
yn+1
)
=
(
xn + ∆xn
yn + ∆yn
)
.
To determine ∆xn and ∆yn, we need to solve the linear system of equations
JF
(
xn
yn
) (
∆xn
∆yn
)
= −F
(
xn
yn
)
with the Jacobian matrix JF given by
JF
(
xn
yn
)
=
(
∂xℜF (xn, yn) ∂yℜF (xn, yn)
∂xℑF (xn, yn) ∂yℑF (xn, yn)
)
with ∂xℜF (xn, yn) = ∂∂x ℜF (x, y)
∣∣∣
x=xn,y=yn
. It is easy to show that
∆xn = −
ℜF (xn, yn) + ∆yn∂yℜF (xn, yn)
∂xℜF (xn, yn) (2.10)
and
∆yn =
ℜF (xn, yn) ∂xℑF (xn, yn) − ℑF (xn, yn) ∂xℜF (xn, yn)
∂yℑF (xn, yn) ∂xℜF (xn, yn) − ∂yℜF (xn, yn) ∂xℑF (xn, yn) . (2.11)
Note that for a real-valued function F : R→ R we have just ∆xn = − F(xn)∂xF(xn) . Instead of looking for an exact
zero of F we will stop the iterations at some n when |F (xn + iyn)| < C, where C is some small constant:
Definition 2.5.1. Define
NCF (x0 + iy0) := (xe + iye) (2.12)
where xe and ye are computed by Newton’s method with starting points x0 and y0, such that
|F(NCF (x0 + iy0))| = |F (xe + iye)| < C.
Newton’s method just gives the location of a possible zero; to confirm this zero the argument principle
should be used.
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2.6 Numerical derivation of a function
Since we want to implement Newton’s method on the computer, we need some way to compute derivatives
of a function numerically. For this the function F : C → C has to be evaluated at several places in the
complex plane. Then we have the following formulas ([AS64], pp. 883)
∂xℜF(x, y) = ℜF(x + h, y) −ℜF(x − h, y)
2h
(2.13)
∂xℑF(x, y) = ℑF(x + h, y) − ℑF(x − h, y)
2h
(2.14)
∂yℜF(x, y) = ℜF(x, y + h) −ℜF(x, y − h)
2h
(2.15)
∂yℑF(x, y) = ℑF(x, y + h) − ℑF(x, y − h)
2h
. (2.16)
To save computation time we can also use only three points to compute the derivative
∂xℜF(x, y) = ℜF(x + h, y) −ℜF(x, y)
h
(2.17)
∂xℑF(x, y) = ℑF(x + h, y) − ℑF(x, y)
h
(2.18)
∂yℜF(x, y) = ℜF(x, y + h) −ℜF(x, y)
h
(2.19)
∂yℑF(x, y) = ℑF(x, y + h) − ℑF(x, y)
h
. (2.20)
Here we choose h = 10−10.
We want to write down Newton’s method in a way that is more useful for numerical computations. For
this we define ∆xF(x, y) = F(x+ h, y)−F(x− h, y) and ∆yF(x, y) = F(x, y+ h)−F(x, y− h). Using formulas
(2.13) to (2.16) we finally get:
∆xn = −2h
(
ℜF (xn, yn) + ∆y′nℜ∆yF(xn, yn)
)
ℜ∆xF(xn, yn) (2.21)
∆yn = 2h∆y
′
n (2.22)
and
∆y′n =
ℜF (xn, yn)ℑ∆xF(xn, yn) − ℑF (xn, yn)ℜ∆xF(xn, yn)
ℑ∆yF(xn, yn)ℜ∆xF(xn, yn) −ℜ∆yF(xn, yn)ℑ∆xF(xn, yn) . (2.23)
13
Chapter 3
The Gamma and incomplete Gamma
function
The gamma function is defined for s ∈ C by
Γ (s) =
∫ ∞
0
ts−1e−tdt (3.1)
where the integral converges absolutely for ℜs > 0. By analytic continuation Γ (s) can be extended to a
meromorphic function defined for all s ∈ C with poles at s = 0 and s ∈ Z<. We can use Euler’s reflection
formula
Γ (s)Γ (1 − s) = π
sin πs
(3.2)
to evaluate Γ(s) forℜs < 0. The functional equation for Γ(s) is given by
Γ (s + 1) = sΓ (s) . (3.3)
It then follows immediately that
Γ (s + k)
Γ (s)
=
k−1∏
p=0
(s + p) (3.4)
with k ∈ N and s ∈ C. In the special case of n ∈ N the gamma function is related to the factorial by
Γ (n + 1) = n! . (3.5)
Stirling’s formula for n→ ∞ is given by
n! ∼
√
2πe−nnn+
1
2 . (3.6)
A similar asymptotic formula for s→ ∞ is given in [AS64] for | arg s| < π
Γ (s) ∼
√
2πe−sss−
1
2 . (3.7)
The upper respectively lower incomplete gamma function is defined as
Γ (s, z) =
∫ ∞
z
ts−1e−tdt (3.8)
γ (s, z) =
∫ z
0
ts−1e−tdt. (3.9)
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Note that Γ(s) = Γ(s, z) + γ(s, z). Their functional equations are given by
Γ (s + 1, z) = sΓ (s, z) + zse−z (3.10)
γ (s + 1, z) = sγ (s, z) − zse−z. (3.11)
The continued fraction expansion of Γ (s, z) is given by
Γ (s, z) =
e−zzs
z+
1 − s
1+
1
z+
2 − s
1+
2
z+
· · · . (3.12)
According to [Tem94] (3.12) converges for all z , 0, | arg z| < π and any complex value of s. It converges
better as the ratio |z/s| increases. Formula (3.12) can also be written as
ezz1−sΓ (s, z) =
1
1+
(1 − s) z−1
1+
z−1
1+
(2 − s) z−1
1+
2z−1
1+
· · · . (3.13)
To evaluate this continued fraction, we need to approximate it by a finite continued fraction [Win03]. The
partial fraction Fm,n is given by
Fm,n = am +
bm
am+1+
bm+1
am+2+
· · · bn−1
an
=
pm,n
qm,n
.
One may compute the partial fractions directly Fm,n = am +
bm
Fm+1,n
, starting from Fn,n = an. Instead, one may
also compute the numerator pm,n and the denominator qm,n as separate sequences
pm,n = ampm+1,n + bmqm+1,n, qm,n = pm+1,n
with pn,n = an and qn,n = 1. Then the finite continued fraction is given by F0,n =
p0,n
q0,n
. The speed of
convergence, i.e. the number of terms n we need to compute to get a sufficient precise result, depends on z
and s; indeed the number of terms required grows when z approaches zero.
For the lower incomplete gamma function we can use the series
γ (s, z) =
∞∑
n=0
(−1)n
n!
zs+n
s + n
(3.14)
which converges quite fast for |z/s| < 1, but does not converge for s ∈ Z<.
Lemma 3.0.1. A recursive formula for the series γ (s, z) =
∑∞
n=0
(−1)n
n!
zs+n
s+n
is given by
γ (s, z) = zs
∞∑
n=0
αn
s + n
(3.15)
with α0 = 1 and αn = αn−1
(−z)
n
.
Proof. We have
γ (s, z) =
∞∑
n=0
(−1)n
n!
zs+n
s + n
= zs
∞∑
n=0
(−1)n
n!
zn
s + n
= zs
∞∑
n=0
αn
s + n
with αn =
(−1)n
n!
zn. We see that α0 = 1 and αn =
(−1)n−1
(n−1)! z
n−1 (−1)z
n
= αn−1
(−z)
n
. 
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We compute the gamma function by an approximation from Lanczos, which gives more precise results
than the more popular Stirling approximation, see [Pug04]. The Lanczos approximation is given by
Γ (z + 1) =
√
2π
(
z + g +
1
2
)z+ 1
2
e−(z+g+
1
2 )
b0 (g) + N∑
i=1
bi (g)
z + i
 (3.16)
where g is some constant such thatℜz + g + 1
2
> 0, N is the number of coefficients and bi (g) is defined as
bi (g) =
√
2eg+
1
2
π
N∑
n=0
Bi,n
N∑
l=0
Cn,lΓ
(
l +
1
2
) (
l + g +
1
2
)−(l+ 12 )
el (3.17)
with
Bi, j =

0 i > j
1
2
i = j = 0
1 i = 0, j > 0
(−1) j−i+1(i+ j−1)!
( j−i)!((n−1)!)2 else
and
Ci, j =

0 i < j
1 i = 0, j = 0
(−1)i− ji(i+ j)!4 j
(i+1)(2 j)!(i− j)! else.
In our calculations we have chosen N = 28 and g = 29.692534.
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Chapter 4
Numerical evaluation of the Hurwitz
Zeta Function and the Lerch Zeta
Function
In this chapter we will discuss formulas we have developed for the evaluation of certain zeta functions. We
will need them later for the numerical computation of the spectrum of the transfer operator. The implemen-
tations of these zeta functions are in a sense the heart of our computations, so we need to be very careful.
Unfortunately we have found approximations of these zeta functions in the literature which are quite limited;
this is the case especially for the Lerch zeta function. This is understandable, since these zeta functions are
special functions, which compared to others are not used so often.
To our knowledge our formulas are more general and also more precise than other approximations found
in the literature; this holds in particular for the Lerch zeta function.
Let us start with the Riemann zeta function, which is given by the sum
ζR (s) =
∞∑
n=1
n−s, (4.1)
which converges absolutely forℜs > 1. The connection between this zeta function and the prime numbers
was given by Euler, namely
ζR (s) =
∏
p prime
1
1 − p−s (4.2)
forℜs > 1. Its functional equation is given by
ζR (s) = 2
sπs−1 sin
(
πs
2
)
Γ (1 − s) ζR (1 − s) (4.3)
valid for all s ∈ C. The famous Riemann conjecture states that the non-trivial zeros of ζR are all on the
critical lineℜs = 1
2
.
4.1 The Euler-MacLaurin formula and the Bernoulli numbers
We want to use the Euler-MacLaurin formula [AS64] pp.806, given by
b∑
k=a
f (k) =
∫ b
a
f (t) dt +
f (b) + f (a)
2
+
p−1∑
k=1
B2k
(2k)!
(
f (2k−1) (b) − f (2k−1) (a)
)
+ R, (4.4)
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where the remainder term R is given for some 0 < θ < 1, depending on f (2p)(x), and (a, b) by
R =
B2p
(2p)!
b−1∑
k=a
f (2p)(k + θ). (4.5)
The B j are the Bernoulli numbers, which can be computed for instance by the following formula (see
[Car92]):
m∑
k=0
(
m + 1
k
)
Bk = 0, with B0 = 1. (4.6)
Euler expressed the Bernoulli numbers as
B2p = (−1)n−1 2 (2p)!
(2π)2p
ζR(2p) (4.7)
with ζR the Riemann zeta function (4.1). By using Stirling’s formula (3.6) it is easy to verify that for p→ ∞
they behave like
|B2p| ∼ 4√πp
(
p
eπ
)2p
. (4.8)
For the remainder R we get |R| ≤ 2ζR(2p)
(2π)2p
∑b−1
k=a | f (2p) (k + θ) | and have in the limit p→ ∞
|R| ∼ 2 (2π)−2p
b−1∑
k=a
| f (2p) (k + θ) | .
4.2 The Hurwitz Zeta function
The Hurwitz zeta function [Hur82] is defined as
ζ (s, z) =
∞∑
n=0
(z + n)−s (4.9)
where the sum converges uniformly forℜ(s) > 1. We see that for z = 1 the Hurwitz zeta function coincides
with the Riemann zeta function i.e. ζ (s, 1) = ζR (s). Hurwitz’ formula [Erd53] is given by
ζ (s, z) = 2 (2π)s−1 Γ (1 − s)
∞∑
n=1
ns−1 sin
(
2πnz +
πs
2
)
(4.10)
for 0 < z ≤ 1 andℜs < 0.
Lemma 4.2.1. For rational
p
q
∈ Q with positive p and q and p ≤ q the following functional equation holds
ζ
(
s,
p
q
)
= 2 (2πq)s−1 Γ (1 − s)
q∑
m=1
ζ
(
1 − s, m
q
)
sin
(
2πm
p
q
+
πs
2
)
(4.11)
for all s ∈ C.
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Proof. Setting n = m + ql the sum
∑∞
n=1 in (4.10) can be written as
∞∑
n=1
ns−1 sin
(
2πn
p
q
+
πs
2
)
=
∞∑
l=1
q∑
m=1
(m + ql)s−1 sin
(
2π (m + ql)
p
q
+
πs
2
)
= qs−1
∞∑
l=1
q∑
m=1
(
m
q
+ l
)s−1
sin
(
2πm
p
q
+ 2πlp +
πs
2
)
= qs−1
q∑
m=1
ζ
(
1 − s, m
q
)
sin
(
2πm
p
q
+
πs
2
)
.
This sum is valid for all s ∈ C since the Hurwitz zeta function has an analytic continuation. 
Since we want to use this functional equation for z > 1, we need the following lemma, which also
presents some kind of functional equation for ζ:
Lemma 4.2.2. The Hurwitz zeta function fulfills for N ∈ N and z ∈ C the relation
ζ (s, z + N) = ζ (s, z) −
N−1∑
n=0
(z + n)−s . (4.12)
Proof. Since ζ (s, z + N) =
∑∞
n=0 (z + N + n)
−s =
∑∞
n=N (z + n)
−s =
∑∞
n=0 (z + n)
−s−∑N−1n=0 (z + n)−s the lemma
holds. 
Later on we will also need the derivative in z of the Hurwitz zeta function. For this we use first the
following lemma:
Lemma 4.2.3. Let n ∈ N, z, s ∈ C and p, q ∈ Z. The k-th derivative of
(
z+p
q
+ n
)−s
in z is given by
∂k
∂zk
(
z + p
q
+ n
)−s
=
(−1)k
qk
Γ(s + k)
Γ(s)
(
z + p
q
+ n
)−s−k
(4.13)
and the k-th derivative in n is given by
∂k
∂ηk
(
z + p
q
+ η
)−s
|η=n = (−1)kΓ(s + k)
Γ(s)
(
z + p
q
+ n
)−s−k
. (4.14)
Proof. It is enough to prove the first formula, the proof for the second one is analogous. The proof is by
induction. For k = 1 the right hand side of formula (4.13) reads
(−1)
q
Γ(s + 1)
Γ(s)
(
z + p
q
+ n
)−s−1
=
(−1)
q
sΓ(s)
Γ(s)
(
z + p
q
+ n
)−s−1
=
(−s)
q
(
z + p
q
+ n
)−s−1
.
But this is just ∂
∂z
(
z+p
q
+ n
)−s
= (−s)
(
z+p
q
+ n
)−s−1
q−1. Next we have to prove it for k + 1. Formula (4.13)
then reads
(−1)k+1
qk+1
Γ(s + k + 1)
Γ(s)
(
z + p
q
+ n
)−s−k−1
=
(−1)k
qk
Γ(s + k)
Γ(s)
(−s − k)
q
(
z + p
q
+ n
)−s−k−1
.
But
(−s−k)
q
(
z+p
q
+ n
)−s−k−1
= ∂
∂z
(
z+p
q
+ n
)−s−k
and hence formula (4.13) for k+ 1 coincides with the derivative
of formula (4.13) for k. 
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4.2.1 Application of the Euler-MacLaurin formula
We will need an analytic continuation of the Hurwitz zeta function in the region ℜs < 1. But since even
for ℜs > 1 the formula ζ (s, z) = ∑∞n=0(z + n)−s is not suitable for numerical evaluations, we will need to
apply the Euler-MacLaurin formula (4.4), see also [Car92] and [Str07]. Note, that we will use a form of
the Euler-MacLaurin formula different to the one by [Car92] and [Str07]. Our result is then slightly more
general than the results of these authors.
Proposition 4.2.4. By using the Euler-MacLaurin formula (4.4) the Hurwitz zeta function
ζ (s, z) =
∞∑
n=0
(z + n)−s
can be written for some a, p ∈ Z as
ζ (s, z) = ζa,p(s, z) + Ra,p (4.15)
defined forℜs + 2p > 1. The function ζa,p(s, z) is given by
ζa,p (s, z) =
a−1∑
n=0
(z + n)−s +
(z + a)1−s
s − 1 +
(z + a)−s
2
+
(z + a)1−s
Γ (s)
p−1∑
k=1
B2k
(2k)!
Γ (s + 2k − 1)
(z + a)2k
. (4.16)
Then the remainder term Ra,p is given by
Ra,p =
B2p
(2p)!
Γ (s + 2p)
Γ (s)
ζ (s + 2p, z + a + θ) (4.17)
with some 0 < θ < 1 and defined forℜs + 2p > 1.
Proof. We split the zeta function (4.9) into two sums
ζ (s, z) =
a−1∑
n=0
(z + n)−s + lim
b→∞
b∑
n=a
(z + n)−s . (4.18)
We approximate the second sum by applying the Euler-MacLaurin formula (4.4), with f (n) = (z + n)−s,
which leads to
b∑
n=a
(z + n)−s =
∫ b
a
(z + t)−s dt +
(z + b)−s + (z + a)−s
2
+
p−1∑
k=1
B2k
(2k)!
(
f (2k−1) (b) − f (2k−1) (a)
)
+ R (4.19)
The integral can be calculated explicitly∫ b
a
(z + t)−s dt =
(z + b)−s+1
−s + 1 −
(z + a)−s+1
−s + 1 . (4.20)
In the sum over k we apply formula (4.14) to get
p−1∑
k=1
B2k
(2k)!
(−1)2k−1Γ (s + 2k − 1)
Γ (s)
(
(z + b)−s−2k+1 − (z + a)−s−2k+1
)
=
p−1∑
k=1
B2k
(2k)!
Γ (s + 2k − 1)
Γ (s)
(
(z + a)−s−2k+1 − (z + b)−s−2k+1
)
(4.21)
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since (−1)2k−1 = −1.
In the limit b→ ∞ we see with (4.20) and (4.21), that the right-hand side of (4.19) converges forℜs > 1
and is given as
∞∑
n=a
(z + n)−s =
(z + a)1−s
s − 1 +
(z + a)−s
2
+
(z + a)1−s
Γ (s)
p−1∑
k=1
B2k
(2k)!
Γ (s + 2k − 1)
(z + a)2k
+ R
Define next ζa,p by
ζa,p (s, z) =
a−1∑
n=0
(z + n)−s +
(z + a)1−s
s − 1 +
(z + a)−s
2
+
(z + a)1−s
Γ (s)
p−1∑
k=1
B2k
(2k)!
Γ (s + 2k − 1)
(z + a)2k
. (4.22)
By using formula (4.5) we get for the remainder term R
R =
B2p
(2p)!
b−1∑
k=a
(−1)2p Γ (s + 2p)
Γ (s)
(z + k + θ)−s−2p
=
B2p
(2p)!
Γ (s + 2p)
Γ (s)
 ∞∑
k=a
(z + k + θ)−s−2p −
∞∑
k=b
(z + k + θ)−s−2p

=
B2p
(2p)!
Γ (s + 2p)
Γ (s)
(ζ (s + 2p, z + a + θ) − ζ (s + 2p, z + b + θ)) .
We see that R is well defined forℜs + 2p > 1. Define Ra,p := limb→∞ R, then one has
Ra,p =
B2p
(2p)!
Γ (s + 2p)
Γ (s)
ζ (s + 2p, z + a + θ) (4.23)
for some 0 < θ < 1. 
The function ζa,p in (4.16) can be determined through a recursion relation as follows:
Lemma 4.2.5. The expression
(z + a)1−s
Γ (s)
p−1∑
k=1
B2k
(2k)!
Γ (s + 2k − 1)
(z + a)2k
can be written as
s (z + a)−1−s
2
(
B2 + ρ4
(
B4 + · · · + ρ2(p−2)
(
B2(p−2) + ρ2(p−1)B2(p−1)
)))
with
ρ2k =
(s + 2k − 2) (s + 2k − 3)
2k (2k − 1) (z + a)
−2 .
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Proof. Rewriting
∑p−1
k=1
B2k
(2k)!
Γ(s+2k−1)
(z+a)2k
=
∑p−1
k=1
B2ka2k, with a2k =
Γ(s+2k−1)
(z+a)2k(2k)!
we get
a2(k−1) =
Γ (s + 2k − 2 − 1)
(z + a)2k−2 (2k − 2)!
=
Γ (s + 2k − 3) 2k (2k − 1)
(z + a)2k (2k)! (z + a)−2
=
Γ (s + 2k − 1) 2k (2k − 1)
(z + a)2k (2k)! (z + a)−2 (s + 2k − 3) (s + 2k − 2)
= a2k
2k (2k − 1)
(z + a)−2 (s + 2k − 3) (s + 2k − 2)
Next define
ρ2k =
a2k
a2(k−1)
=
(s + 2k − 3) (s + 2k − 2)
(z + a)2 2k (2k − 1) .
Then
∑p−1
k=1
B2ka2k = a2
(
B2 + ρ4
(
B4 + · · · + ρ2(p−2)
(
B2(p−2) + ρ2(p−1)B2(p−1)
)))
with a2 =
Γ(s+2−1)
(z+a)2(2)!
=
Γ(s+1)
(z+a)22
=
sΓ(s)
(z+a)22
. This concludes our proof. 
Next we want to investigate Ra,p with respect to its dependence on a and p. First of all, it may be a little
surprising that the Hurwitz zeta function appears again in Ra,p, but since it is shifted in both arguments one
can evaluate it forℜs + 2p > 1. Let us assume p ≫ 1, so that we can use for (2p)! and B2p the asymptotic
formulas (3.6) and (4.8). Then we get for p→ ∞∣∣∣B2p∣∣∣
(2p)!
∼ 2 (2π)−2p .
To give an idea of what p ≫ 1 means, we set p = 10, then 2 (2π)−2p = 2.17486662381E − 16, whereas the
actual value is
B2p
(2p)!
= −2.17486869855E − 16. We see that the asymptotic of B2p
(2p)!
is already quite close to
the actual value for a relatively small value of p. For the gamma function Γ (s + 2p) we can write according
to (3.7)
Γ (s + 2p) ∼
√
2πe−s−2p(s + 2p)s+2p−1/2.
For a and p big enough we can approximate the Hurwitz zeta function by
ζ(s + 2p, z + a + θ) ∼ (z + a)−s−2p .
So we finally get
|Ra,p| ∼ 1
Γ (s)
2 (2π)−2p
√
2πe−s−2p(s + 2p)s+2p−1/2 (z + a)−s−2p
∼ 1
Γ (s)
2
√
2π
(2π)2p
√
s + 2p
(
s + 2p
e (z + a)
)s+2p
.
Since we assume that p is big enough, the only problem that could appear is the term
(
s+2p
e(z+a)
)s+2p
. Assuming
a ≫ z, we need the conditionℜs + 2p < ea and therefore a > ℜs+2p
e
. This means that when we increase
p orℜs, we need to increase a. Note that if we increase only p our approximation does not necessarily get
better. On the other hand, because of the factor 1
Γ(s)
the approximation gets better if we increase ℜs. The
same holds when increasing |z|.
4.2 The Hurwitz Zeta function 23
10−70
10−65
10−60
10−55
10−50
10−45
10−40
10−35
10−30
10−25
10−20
10 20 30 40 50 60
|Ra,p|
a
10−50
10−45
10−40
10−35
10−30
10−25
10−20
10−15
10 20 30 40 50 60
|Ra,p|
p
Figure 4.1: Remainder term |Ra,p| for p := 30 and for a := 20 (Hurwitz zeta function)
Figure 4.1 shows the dependence of |Ra,p| on a and on p. We evaluate Ra,p using formula (4.17) with
s = 0.14 + 10i and z = 1/10. In the first plot p is set to a constant value p = 30, in the second plot a is set
to a constant value a = 20. The value of the approximation ζa,p of the Hurwitz zeta function for this s and z
is 0.373790681505400013− 2.39444292468710652i. We see that in both figures |Ra,p| is decreasing rather
fast; indeed if we increased a and p at the same time the decrease of |Ra,p| would be even stronger.
4.2.2 The implementation of the Hurwitz zeta function for s ∈ C, z ∈ Q
We want to present the basic ideas for implementing the Hurwitz zeta function by using a pseudo code. Of
course, the implementation in a real programming language is much more complicated.
We apply the functional equation (4.11), denoted by Apply Functional Equation, if we evaluate the
Hurwitz zeta function forℜs < 0. If the integer part of [z] ≥ 1 we set zr = z − [z] and apply first the func-
tional equation (4.11) for zr , then apply equation (4.12). The function Apply Functional Equation uses
Zeta Function EM, to evaluate the sum in (4.11). Also forℜs ≥ 0 we use the function Zeta Function EM,
which tries to find the optimal values of p and a for the approximation of the Hurwitz zeta function (4.16).
To do this, we choose p = 30 and a = 20, and increase a by one until the result no longer changes.
Formula (4.16) is implemented in the function compute formula zeta. Obviously, when increasing the
parameter a or p the evaluation of formula (4.16) in function compute formula zeta becomes rather slow.
On the other hand, if too-small values of a and p are used to begin with, it might take many iterations in
Zeta Function EM to find the optimal a and p. One can extend the function Zeta Function EM and also
adjust p during the iterations, but this was not necessary for our computations. Since in the worst case there
could be infinitely many iterations, a counter should also be implemented for the number of iterations and
the program should be terminated with an error message in the case of too many iterations. For our proposes
it is enough to use this implementation only for z ∈ Q. For z ∈ R formula (4.16) works still very well,
but unfortunately we cannot use the functional equation (4.11) anymore. So instead of using this functional
equation p has to be increased to evaluate the Hurwitz zeta function forℜs < 0.
4.2.3 Test of the implementation
To test our implementation we compared it first with other implementations, e.g., those of Stro¨mberg [Str07],
Maple and Mathematica (the last one only for real-valued arguments).
Another good way to check our implementation is to see if it fulfills the functional equation (4.11). For
ℜs > 1 we can compare our implementation with the original definition (4.9). Of course, the evaluation of
formula (4.9) is much slower than our implementations, but here it does not matter. Below we present some
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Listing 4.1: Hurwitz zeta function
✞ ☎
1 Ze t a Hu rw i t z ( s , z ) :
2 i f R e a l P a r t ( s ) < 0
3 N = I n t e g e r P a r t ( z )
4 z r = z − N
5 z e t a = App l y Fun c t i o n a l Eq u a t i o n ( s , z r )
6 i f N no t e q u a l 0
7 z e t a = z e t a − Sum N( s , z r ,N)
8 e l s e
9 z e t a = Ze ta Func t ion EM ( s , z )
10 r e t u r n z e t a
11
12 Ze ta Func t ion EM ( s , z ) :
13 a = 20
14 p = 30
15 l a s t = 0
16 r e p e a t :
17 r e s u l t = c ompu t e f o rmu l a z e t a ( s , z , a , p )
18 i f | l a s t − r e s u l t | < d e l t a
19 r e t u r n r e s u l t
20 a = a + 1
21 l a s t = r e s u l t
✝ ✆
of our results for arguments that we will use in our later computations. EM denotes our implementation of
formula (4.16), FE is the functional equation (4.11) and Sum the definition (4.9). The time is the average of
100 runs.
4.3 The Lerch transcendent and the Lerch zeta function
The Lerch transcendent [Ler87] is defined as
Φ (α, s, z) =
∞∑
n=0
αn (z + n)−s (4.24)
with |α| < 1, z , 0, z < Z< and s ∈ C. An integral representation [Erd53] is given by
Φ (α, s, z) =
1
Γ (s)
∫ ∞
0
ts−1e−zt
1 − αe−t dt (4.25)
forℜz > 0 and either |α| ≤ 1, α , 1, ℜs > 0 or α = 1, ℜs > 1. For |α| = 1 we set α = exp 2πiλ then the
function (4.24) becomes the Lerch zeta function
ζL (λ, s, z) =
∞∑
n=0
e2πiλn (z + n)−s . (4.26)
It converges absolutely either for λ ∈ R \ Z and ℜs > 0 or λ ∈ Z and ℜs > 1. Note that for λ ∈ Z the
function ζL (λ, s, z) is the Hurwitz zeta function ζ (s, z).
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Table 4.1: Performance and accuracy of the approximation of the Hurwitz zeta function
args. impl. time
s=0.95+10I EM -1.008766737050193084+8.377693345938255443E-1I 1.98ms
z=3/4 FE -1.008766737050193084+8.377693345938255443E-1I 9.33ms
|EM-FE| 4.338090584480014223E-42
Sum — —
|EM-Sum| — —
s=9.2+0.5I EM 1.030324268162233376E8+1.754153327256336148E8I 1.72ms
z=1/8 FE 1.030324268162233376E8+1.754153327256336148E8I 83.11ms
|EM-FE| 2.229884573489399883E-23
Sum 1.030324268162233376E8+1.754153327256336148E8I 386.34ms
|EM-Sum| 6.436406490650466801E-32
s=68.3+5.2I EM 9.594951948969788693E-8-2.204893913820418093E-7I 2.53ms
z=5/4 FE — —
|EM-FE| —
Sum 9.594951948969788693E-8-2.204893913820418093E-7I 3.74ms
|EM-Sum| 0
s=0.5+14.3I EM 3.293795504174408752E-1+2.499637152889994613I 2.74ms
z=1/4 FE 3.293795504174408752E-1+2.499637152889994613I 10.92ms
|EM-FE| 4.992194978284140561E-40
Sum — —
|EM-Sum| —
s=-8.5+4.8I EM -6.99742914948200166E-1+1.576762121626648917I 41.07ms
z=6/8 FE -6.99742914948200166E-1+1.576762121626648917I 7.67ms
|EM-FE| 2.612739201181641559E-29
Sum — —
|EM-Sum| —
s=1.7 EM 4.62011510535879058 1.84ms
z=1/2 FE 4.62011510535879058 4.17ms
|EM-FE| 2.62360294512064383E-44
Sum — —
|EM-Sum| —
Results from widmo version 5.1.5. Precision 160 bits (49 digits).
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Lemma 4.3.1. Since ζL (λ + N, s, z) = ζL (λ, s, z) for N ∈ Z the parameter λ can be restricted to − 12 < λ ≤ 12 ,
λ , 0.
Proof. Since e2πi(λ+N) = e2πiλ for N ∈ Z, we have ζL (λ + N, s, z) = ζL (λ, s, z), so we see that we can restrict
λ to 0 < λ < 1, or choosing a different branch − 1
2
< λ ≤ 1
2
with λ , 0. 
The Lerch transcendent (4.24) fulfills the following transformation formula [Erd53]:
Φ (α, s, z) =
iα−z
(2π)1−s
Γ (1 − s)
{
exp
(
−iπ s
2
)
Φ
(
e−2πiz, 1 − s, lnα
2πi
)
− exp
(
iπ
(
s
2
+ 2z
))
Φ
(
e2πiz, 1 − s, 1 − lnα
2πi
) }
(4.27)
for 0 < z ≤ 1. Since we want to use this formula for z > 1, we need the following lemma:
Lemma 4.3.2. The Lerch transcendent fulfills for z + N, with N ∈ Z positive and z ∈ C, the equation
Φ (α, s, z + N) = α−N
Φ (α, s, z) −
N−1∑
n=0
αn (z + n)−s
 . (4.28)
Proof. By definition we get Φ (α, s, z + N) =
∑∞
n=0 α
n (z + N + n)−s =
∑∞
n=N α
n−N (z + n)−s =
α−N
∑∞
n=0 α
n (z + n)−s − α−N ∑N−1n=0 αn (z + n)−s. 
Following an idea by Stro¨mberg we have:
Lemma 4.3.3. The Lerch zeta function for λ =
p
q
∈ Q can be written as
ζL
(
p
q
, s, z
)
=
q−1∑
m=0
e
2πi
p
q
m
qs
ζ
(
s,
z + m
q
)
(4.29)
with ζ the Hurwitz zeta function.
Proof. The Lerch zeta function is given by ζL (λ, s, z) =
∑∞
n=0 e
2πiλn (z + n)−s. Setting n = m + rl the sum∑∞
n=0 can be written as
∞∑
n=0
e2πiλn (z + n)−s =
r−1∑
m=0
∞∑
l=0
e2πiλ(m+rl) (z + m + rl)−s
=
r−1∑
m=0
e2πiλm
∞∑
l=0
e2πiλrl (z + m + rl)−s
=
r−1∑
m=0
e2πiλm
rs
∞∑
l=0
e2πiλrl
(
z + m
r
+ l
)−s
=
r−1∑
m=0
e2πiλm
rs
ζL
(
λr, s,
z + m
r
)
.
Now assume λ =
p
q
∈ Q and set r = q. Then ζL
(
λq, s, z+m
r
)
= ζL
(
p, s, z+m
r
)
, and since p ∈ Z this is equal to
ζ
(
s, z+m
r
)
. So we get finally for λ =
p
q
∈ Q:
ζL
(
p
q
, s, z
)
=
q−1∑
m=0
e
2πi
p
q
m
qs
ζ
(
s,
z + m
q
)
. 
We want to mention that Mu¨hlenbruch uses another method to compute the Lerch zeta function in terms
of theta functions in [Mu¨h03].
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4.3.1 Application of the Euler-MacLaurin formula
We want to apply the Euler-MacLaurin formula (4.4) to the Lerch transcendent
Φ (α, s, z) =
∞∑
n=0
αn (z + n)−s .
For this we need the following lemma:
Lemma 4.3.4. Let n ∈ N, z, s ∈ C and α ∈ C with |α| ≤ 1. The k-th derivative ∂k
∂ηk
αη (z + η)−s |η=n is given by
∂k
∂ηk
αη (z + η)−s |η=n = αn
k∑
l=0
(
k
l
)
(lnα)k−l (−1)l Γ (s + l)
Γ (s)
(z + n)−s−l (4.30)
Note that ∂
k
∂ηk
αη (z + η)−s = αη−z ∂
k
∂zk
αz (z + η)−s.
Proof. By using the generalized product rule we get
∂k
∂ηk
αη (z + η)−s =
k∑
l=0
(
k
l
) (
∂k−l
∂ηk−l
αη
) (
∂l
∂ηl
(z + η)−s
)
.
With ∂
k
∂ηk
αη|η=n = (lnα)k αn and lemma 4.2.3 the proof follows. 
Lemma 4.3.5. For z, s ∈ C and α ∈ C with |α| ≤ 1 and α , 1 one has∫ b
a
αt (z + t)−s dt =
α−z (− lnα)s−1
{
Γ (1 − s,− (z + a) lnα) − Γ (1 − s,− (z + b) lnα)
}
(4.31)
with Γ (s, z) the incomplete gamma function. For b→ ∞ andℜs > 0 we get∫ ∞
a
αt (z + t)−s dt = α−z (− lnα)s−1 Γ (1 − s,− (z + a) lnα) . (4.32)
Proof. In the integral
∫ b
a
αt (z + t)−s dt we substitute k for z+t and get
∫ z+b
z+a
αk−zk−sdk. Setting k = −u (lnα)−1
leads to ∫ b
a
αt (z + t)−s dt = α−z (− lnα)s−1
∫ −(z+b) lnα
−(z+a) lnα
e−uu−sdu.
Hence we can write the integral as the difference of two lower incomplete gamma functions γ∫ −(z+b) lnα
−(z+a) lnα
e−uu−sdu = γ (1 − s,− (z + b) lnα) − γ (1 − s,− (z + a) lnα) ,
but since γ (s, x) = Γ (s) − Γ (s, x)∫ −(z+b) lnα
−(z+a) lnα
e−uu−sdu = Γ (1 − s,− (z + a) lnα) − Γ (1 − s,− (z + b) lnα) .
We now want to consider the limit b → ∞. We claim that Γ (1 − s,− (z + b) lnα) vanishes in this limit.
Since b≫ z we have − (z + b) lnα ∼ −b lnα. From (3.12) we get
Γ (1 − s,−b lnα) = e
b lnα (−b lnα)1−s
−b lnα+
s
1+
1
−b lnα+
1 + s
1+
2
−b lnα+ · · · ∼ e
b lnα (−b lnα)−s
Since |α| ≤ 1 we have |Γ (1 − s,−b lnα) | ∼ |b|−s |lnα|−s ∼ |b|−s → 0 forℜs > 0. 
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Proposition 4.3.6. By using the Euler-MacLaurin formula (4.4) the Lerch transcendent
Φ (α, s, z) =
∞∑
n=0
αn (z + n)−s
can be written for some a, p ∈ Z as
Φ (α, s, z) = Φa,p (α, s, z) + Ra,p (4.33)
defined forℜs > 0 and | argα| < π. The function Φa,p (α, s, z) is given by
Φa,p (α, s, z) =
a−1∑
n=0
αn (z + n)−s + α−z (− lnα)s−1 Γ (1 − s,− (z + a) lnα)
+
αa (z + a)−s
2
+ αa
p−1∑
k=1
B2k
(2k)!
2k−1∑
l=0
(
2k − 1
l
)
(lnα)2k−1−l (−1)l+1 Γ (s + l)
Γ (s)
(z + a)−s−l . (4.34)
Then the remainder term Ra,p is given by
Ra,p =
B2p
(2p)!
2p∑
l=0
(
2p
l
)
(lnα)2p−l (−1)l Γ (s + l)
Γ (s)
Φ (α, s + l, z + a + θ) (4.35)
with some 0 < θ < 1 and defined forℜs > 0.
Note that contrary to the case of the Hurwitz zeta function, this approximation is only valid forℜs > 0.
For smaller values ofℜs one has to use the functional equation.
Proof. We split the Lerch transcendent into two sums
Φ (α, s, z) =
a−1∑
n=0
αn (z + n)−s + lim
b→∞
b∑
n=a
αn (z + n)−s .
We approximate the second sum by applying the Euler-MacLaurin formula (4.4), with f (n) = αn (z + n)−s.
This leads to
b∑
n=a
αn (z + n)−s =
∫ b
a
αt (z + t)−s dt +
αb (z + b)−s + αa (z + a)−s
2
+
p−1∑
k=1
B2k
(2k)!
(
f (2k−1) (b) − f (2k−1) (a)
)
+ R (4.36)
with R the remainder term. From lemma 4.3.5 we get for the integral∫ b
a
αt (z + t)−s dt =
α−z (− lnα)s−1
{
Γ (1 − s,− (z + a) lnα) − Γ (1 − s,− (z + b) lnα)
}
.
The sum over k we can rewrite by using lemma 4.3.4, as
p−1∑
k=1
B2k
(2k)!
2k−1∑
l=0
(
2k − 1
l
)
(lnα)2k−1−l (−1)l Γ (s + l)
Γ (s)(
αb (z + b)−s−l − αa (z + a)−s−l
)
.
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In the limit b→ ∞, the right-hand side of (4.36) converges forℜs > 1 to give
∞∑
n=a
αn (z + n)−s = α−z (− lnα)s−1 Γ (1 − s,− (z + a) lnα)
+
αa (z + a)−s
2
+
p−1∑
k=1
B2k
(2k)!
2k−1∑
l=0
(
2k − 1
l
)
(lnα)2k−1−l (−1)l+1 Γ (s + l)
Γ (s)
αa (z + a)−s−l
+ R.
Next we define Φa,p as
Φa,p (α, s, z) =
a−1∑
n=0
αn (z + n)−s + α−z (− lnα)s−1 Γ (1 − s,− (z + a) lnα)
+
αa (z + a)−s
2
+
p−1∑
k=1
B2k
(2k)!
2k−1∑
l=0
(
2k − 1
l
)
(lnα)2k−1−l (−1)l+1 Γ (s + l)
Γ (s)
αa (z + a)−s−l .
By using formula (4.5) we get for R
R =
B2p
(2p)!
b−1∑
k=a
αk+θ
2p∑
l=0
(
2p
l
)
(lnα)2p−l (−1)l Γ (s + l)
Γ (s)
(z + k + θ)−s−l
=
B2p
(2p)!
αθ
2p∑
l=0
(
2p
l
)
(lnα)2p−l (−1)l Γ (s + l)
Γ (s)
×
 ∞∑
k=a
αk (z + k + θ)−s−l −
∞∑
k=b
αk (z + k + θ)−s−l

=
B2p
(2p)!
αθ
2p∑
l=0
(
2p
l
)
(lnα)2p−l (−1)l Γ (s + l)
Γ (s)
× (Φ (α, s + l, z + a + θ) −Φ (α, s + l, z + b + θ)) .
We see that this is well defined forℜs > 1. For b→ ∞ we get for Ra,p = limb→∞ R
Ra,p =
B2p
(2p)!
2p∑
l=0
(
2p
l
)
(lnα)2p−l (−1)l Γ (s + l)
Γ (s)
Φ (α, s + l, z + a + θ) .
Now we can finally write Φ (α, s, z) = Φa,p (α, s, z) + Ra,p. 
Now we want to write down a recursion formula for the sum in the last term in (4.34):
Lemma 4.3.7. The following identity holds:
2k−1∑
l=0
(
2k − 1
l
)
(lnα)2k−1−l (−1)l+1 Γ (s + l)
Γ (s)
(z + a)−s−l =
− (lnα)2k−1 (z + a)−s (1 + ρ1 (1 + ρ2 (1 + · · · + ρ2k−2 (1 + ρ2k−1))))
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with
ρl = − (2k − l) (s + l − 1)
l (lnα) (z + a)
.
Proof. Put al :=
(
2k−1
l
)
(lnα)2k−1−l (−1)l+1 Γ(s+l)
Γ(s)
(z + a)−s−l. Then we get for al−1
al−1 =
(
2k − 1
l − 1
)
(lnα)2k−1−l+1 (−1)l−1+1 Γ (s + l − 1)
Γ (s)
(z + a)−s−l+1
= − (2k − 1)!
l! (2k − 1 − l)!
l
(2k − l) (lnα)
2k−1−l (lnα) (−1)l−1
Γ (s + l)
Γ (s)
(s + l − 1)−1 (z + a)−s−l (z + a)
= −
(
2k − 1
l
)
(lnα)2k−1−l (−1)l+1 Γ (s + l)
Γ (s)
(z + a)−s−l
l (lnα) (z + a)
(2k − l) (s + l − 1)
= −al l (lnα) (z + a)
(2k − l) (s + l − 1) .
Define next
ρl :=
al
al−1
= − (2k − l) (s + l − 1)
l (lnα) (z + a)
.
Then
∑2k−1
l=0 al = a0 (1 + ρ1 (1 + ρ2 (1 + · · · + ρ2k−2 (1 + ρ2k−1)))) for a0 = − (lnα)2k−1 (z + a)−s. This con-
cludes our proof. 
Now we want to discuss Ra,p. Using the integral representation (4.25) we get
Ra,p =
B2p
(2p)!
2p∑
l=0
(
2p
l
)
(lnα)2p−l (−1)l Γ (s + l)
Γ (s)
1
Γ (s + l)
∫ ∞
0
ts+l−1e−(z+a+θ)t
1 − αe−t dt
=
B2p
(2p)!
1
Γ (s)
∫ ∞
0
ts−1e−(z+a+θ)t
1 − αe−t
2p∑
l=0
(
2p
l
)
(lnα)2p−l (−1)l tldt
=
B2p
(2p)!
1
Γ (s)
∫ ∞
0
ts−1e−(z+a+θ)t
1 − αe−t (lnα − t)
2p dt.
We can also write this as
Ra,p =
B2p
(2p)!
1
Γ (s)
∫ ∞
0
ts−1
1 − αe−t e
−2p
(
(z+a+θ)t
2p
−ln(lnα−t)
)
dt
=
B2p
(2p)!
2p
Γ (s)
∫ ∞
0
(2pu)s−1
1 − αe−2pu e
−2p((z+a+θ)u−ln(lnα−2pu))du.
In the limit 2p→ ∞ we get
Ra,p ∼2p→∞
B2p
(2p)!
(2p)s
Γ (s)
∫ ∞
0
us−1e−2p((z+a+θ)u−ln(−2pu))du
=
B2p
(2p)!
(2p)s
Γ (s)
∫ ∞
0
us−1e−2p((z+a+θ)u−ln(2pu)−iπ)du
=
B2p
(2p)!
(2p)s+2p e2πip
Γ (s)
∫ ∞
0
us−1e−2p((z+a+θ)u−ln u)du.
4.3 The Lerch transcendent and the Lerch zeta function 31
To apply Laplace’s method (2.8) we set f (u) = us−1 and g(u) = (z + a + θ) u − ln u. Then we have g′(u) =
z + a + θ − 1
u
and g′′(u) = 1
u2
. The zero of g′(c) = 0 is given by c = 1
z+a+θ
and we have finally
Ra,p ∼2p→∞
B2p
(2p)!
(2p)s+2p e2πip
Γ (s)
(z + a + θ)1−s e−2p(1+ln(z+a+θ))
√
2π
2p(z + a + θ)2
.
We use
|B2p|
(2p)!
∼2p→∞ 2 (2π)−2p from our discussion of the remainder term in the Hurwitz zeta function in the
foregoing section and get
|Ra,p| ∼2p→∞ 2 (2π)−2p+ 12 (2p)
s+2p− 1
2
|Γ (s) | |z + a + θ|
−s e−2p(1+ln(z+a+θ))
∼2p→∞ 2 (2π)−2p
(2p)2p
|Γ (s) | |z + a + θ|
−s e−2p(1+ln(z+a+θ))
∼2p→∞ 2
(2π)2p |Γ (s) | |z + a + θ|s e
−2p(1+ln(z+a+θ)−ln(2p)).
We can assume that a ≫ |z| + θ and therefore
|Ra,p| ∼2p→∞,a→∞ 2
(2π)2p |Γ (s) | |a|s e
−2p(1+ln(a)−ln(2p)). (4.37)
Now we see that the term e−2p(1+ln(a)−ln(2p)) is mainly responsible of the decrease of Ra,p for a → ∞ and
p → ∞. We need the condition 1 + ln a
2p
> 0, and hence a >
2p
e
. This condition is almost the same as the
one we found in the case of the Hurwitz zeta function. The problem is that this is a rather rough estimate
of Ra,p when we first let 2p → ∞ and afterwards a → ∞; we would probably get a better estimate if we let
both variables go to infinity at the same time.
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Figure 4.2: Remainder term |Ra,p| for p := 30 and for a := 20 (Lerch zeta function)
Figure 4.2 shows the dependence of |Ra,p| on a and p when evaluating formula (4.35). We choose
β = 0.14 + 10i, z = 1
10
and α = exp 2πiλ, and did calculations for different values of λ. In the first plot p
is set to a constant value p = 30 and in the second plot a is set to a constant value a = 20. We see that
Ra,p depends on λ: when λ grows, one has to increase p to make |Ra,p| sufficiently small. We see also, that
increasing a helps only up to a certain value, after which |Ra,p| stays almost constant. Unfortunately, we can
not see this dependence on λ in our approximation (4.37) of |Ra,p|.
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4.3.2 The Implementation of the Lerch zeta function for s ∈ C, z ∈ Q and λ ∈ R
As in the case of the Hurwitz zeta function we want to present the basic ideas for the implementation of the
Lerch zeta function by using a pseudo code. The implementation in a real programming language is again
much more complicated.
We have implemented the Lerch zeta function, i.e. the Lerch transcendent for the value α = exp 2πiλ.
The function Zeta Lerch chooses which implementation to use to compute the Lerch zeta function: For
λ ∈ Z it uses the implementation Zeta Hurwitz of the Hurwitz zeta function, which is given in listing
4.1. If 0 < ℜs < 1 and the parameter use functional equation is set to a non-zero value then it
checks if λ ∈ Q and the denominator of λ is smaller than some constant MaxQ; if so it then computes the
value of the zeta function by using the sum over Hurwitz zeta functions given in (4.29). This formula is
implemented in the function Sum Over Hurwitz Zeta which also uses the implementation Zeta Hurwitz.
Otherwise if ℜs < 1 and the parameter use functional equation is set to a non-zero value, the Lerch
zeta function is computed by the functional equation (4.27) denoted by Apply Functional Equation.
If the integer part [z] ≥ 1 we set zr = z − [z] and apply first the functional equation (4.27) for zr and
then apply equation (4.28), which is implemented in Apply Formula Sum N. If ℜs ≥ 1 or the parameter
use functional equation is set to zero, it again checks if λ ∈ Q and the denominator of λ is smaller
than MaxQ; if this is the case it computes the Lerch zeta function by formula (4.29). Otherwise it uses the
function Zeta Function EM, which tries to find the optimal values of p and a for the approximation of the
Lerch zeta function (4.34). To do this it sets a = 15 and p = 40 as initial values. The while statements
at the beginning of Zeta Function EM make sure that λ is between −0.5 and 0.5, see lemma 4.3.1 for
details. The functions Choose a and Choose p choose initial values for a and p depending on the values
of s, z and λ; we implemented this by using a look-up table. Then the parameter a is increased until the
result no longer changes. The formula (4.34) is implemented in the function compute formula zeta. Care
must be taken about the initial values of the parameters a and p; it took us a long time to find the optimal
values as s, z and λ change. It is useful to use a counter for the iterations and terminate the program with
an error message in case there are too many iterations. The value of p can also be increased during the
iterations, but this was not necessary for our computations. The only problem, which could occur if we
extended this implementation to z ∈ R, is in the function Sum Over Hurwitz Zeta, since this function uses
the implementation of the Hurwitz zeta function, for which we only have a functional equation if z ∈ Q. The
speed of the implementations must be compared and a decision made regarding which one to use - see also
the next section. Among other things this has impact on the value of MaxQ.
4.3.3 Test of the implementation
To our knowledge only very few successful implementations of the Lerch zeta functions exist. Unfortunately
there are also implementations which give incorrect results1, and other implementations are limited in their
arguments, e.g., they are restricted to only real numbers etc.
Indeed, we did not find any implementation with which we could compare the results of our implementa-
tion. Fortunately, as we mentioned in this chapter, there are several ways to compute the Lerch zeta function.
We check if our implementation fulfills the functional equation (4.27). Forℜs > 1 we can also use the def-
inition (4.24) of the Lerch transcendent with α = exp 2πiλ, and for λ ∈ Q we can perform the sum over the
Hurwitz zeta functions (4.29). In the next table, we present some of the results, EM denotes formula (4.34),
FE is the functional equation (4.27), Sum is the definition of the Lerch zeta function (4.24) and HSum is the
sum over the Hurwitz zeta functions (4.29). The time is average of 100 runs.
1The implementation in Mathematica of the Lerch zeta transcendent, is actually an implemen-
tation of the function
∑∞
n=0 α
n((z + n)2)−s/2. And the implementation of the Hurwitz zeta func-
tion is analog. See http://functions.wolfram.com/ZetaFunctionsandPolylogarithms/LerchPhi/02/ and
http://functions.wolfram.com/ZetaFunctionsandPolylogarithms/Zeta2/02/
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Listing 4.2: Lerch zeta function
✞ ☎
1 Ze t a L e r c h ( s , z , l , u s e f u n c t i o n a l e q u a t i o n ) :
2 i f l i s i n t e g e r
3 z e t a = Ze t a Hu rw i t z ( s , z )
4 e l s e i f R e a l P a r t ( s ) < 1 and u s e f u n c t i o n a l e q u a t i o n
5 i f R e a l P a r t ( s ) > 0 and l i s r a t i o n a l
6 and Denominator ( l ) < MaxQ
7 z e t a = Sum Over Hurwi tz Ze ta ( s , z , l )
8 e l s e
9 N = I n t e g e r P a r t ( z )
10 z r = z − N
11 z e t a = App l y Fun c t i o n a l Eq u a t i o n ( s , z r , l )
12 i f N no t e q u a l 0
13 z e t a = Apply Formula Sum N ( ze t a , s , z r ,N)
14 e l s e i f l i s r a t i o n a l and Denominator ( l ) < MaxQ
15 z e t a = Sum Over Hurwi tz Ze ta ( s , z , l )
16 e l s e
17 z e t a = Ze ta Func t ion EM ( s , z , l )
18 r e t u r n z e t a
19
20 Ze ta Func t ion EM ( s , z , l ) :
21 a = 15
22 p = 40
23
24 wh i l e l > 0 . 5
25 l = l − 1
26 wh i l e l < −0.5
27 l = l + 1
28 a = Choose a ( s , z , l , a )
29 p = Choose p ( s , z , l , p )
30 l a s t = 0
31 r e p e a t :
32 r e s u l t = c ompu t e f o rmu l a z e t a ( s , z , l , a , p )
33 i f | l a s t − r e s u l t | < d e l t a
34 r e t u r n r e s u l t
35 a = a + 1
36 l a s t = r e s u l t
✝ ✆
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Table 4.2: Performance and accuracy of the approximation of the Lerch zeta function
args . impl. time
s=0.95+10I EM -2.3164668711303766+1.5541812187737106E-1I 13.96ms
z=3/4 FE -2.3164668711303766+1.5541812187737106E-1I 17.04ms
λ=0.25 |EM-FE| 7.734575210145233412E-42
Sum —
|EM-Sum| —
HSum -2.3164668711303766+1.5541812187737106E-1I 7.28ms
|EM-HSum| 1.491154962942613231E-44
s=9.2+0.5I EM 1.0303242681622333E8+1.7541533272563361E8I 8.44ms
z=1/8 FE 1.0303242681622333E8+1.7541533272563361E8I 189.48ms
λ=1E-20 |EM-FE| 4.553587053810249377E-22
Sum 1.0303242681622333E8+1.7541533272563361E8I 421.97ms
|EM-Sum| 6.436406491643562289E-32
HSum —
|EM-HSum| —
s=68.3+5.2I EM 9.5949519489697887E-8-2.2048939138204181E-7I 28.49ms
z=5/4 FE —
λ=0.5 |EM-FE| —
Sum 9.5949519489697887E-8-2.2048939138204181E-7I 3.65ms
|EM-Sum| 0
HSum 9.5949519489697887E-8-2.2048939138204181E-7I 4.66ms
|EM-HSum| 5.938116698505301196E-55
s=0.5+14.3I EM 1.1172710992950803E-1-1.6892989397210545I 33.18ms
z=1/4 FE 1.1172710992950803E-1-1.6892989397210545I 19.90ms
λ=0.125 |EM-FE| 3.352513059023154153E-40
Sum —
|EM-Sum| —
HSum 1.1172710992950803E-1-1.6892989397210545I 19.26ms
|EM-HSum| 3.687004232920533445E-44
s=-3.5+4.8I EM 1.3480786436245563E1+8.3255733157977006E1I 45.10ms
z=6/8 FE 1.3480786436245563E1+8.3255733157977006E1I 12.81ms
λ=0.32 |EM-FE| 4.776054091671447469E-41
Sum —
|EM-Sum| —
HSum 1.3480786436245563E1+8.3255733157977006E1I 3306.4ms
|EM-HSum| 4.716842635938552509E-41
s=1.7 EM 2.9845656566026281+3.0545751112348827E-1I 11.81ms
z=1/2 FE 2.9845656566026281+3.0545751112348827E-1I 3.76ms
λ=0.32 |EM-FE| 1.719803767083806330E-44
Sum —
|EM-Sum| —
HSum 2.9845656566026281+3.0545751112348827E-1I 19.05ms
|EM-HSum| 2.736911063134408341E-48
Results from widmo version 6.1.0. Precision 160 bits (49 digits).
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Chapter 5
Algorithm for computing the spectrum
of large complex matrices
One of the critical points in our numerical investigation of the transfer operator is the computation of its
eigenvalues. In this section we want to describe briefly what problems arise when computing the eigenvalues
of the transfer operator and how we can overcome these problems. To get the best results, both with respect
to accuracy and computation time, we had to combine several techniques to produce an optimal algorithm.
• The algorithm should be able to handle large matrices; indeed the typical size of a matrix for Γ0(4) is
300 × 300 and for Γ0(8) it is already 600 × 600. To reduce the computation time of matrix operations
like multiplication, we use a transformation to the Hessenberg form [Sch97] prior to the computation
of the eigenvalues. These matrices have only zero entries below their subdiagonal. In the algorithm
which computes the eigenvalues, we use a specific kind of unitary transformations, so-called Givens
rotations [BDKM02], which can very efficiently transform Hessenberg matrices. Also, we will use a
technique called deflation, which breaks down the eigenvalue problem of a matrix to several smaller
matrices [GL96]. Finally, we use spectral shifts in the algorithm to reduce the computation time
further [GL96].
• The range of eigenvalues varies quite a lot. Usually we are looking for the eigenvalues which are one
or near to one, but the matrix approximating the transfer operator can also have eigenvalues larger
by several decimal places. This poses two problems: First, some algorithms compute the eigenvalues
with a fixed precision given by r ·10−D, where r = maxi |λi| is the spectral radius and D some precision
constant. Hence if r is greater then 10D we are no longer able to find the eigenvalues which are near
to one. The second problem are round-off errors during the computation of small eigenvalues in the
presence of large eigenvalues. To avoid these kinds of problems we use Givens rotations [BDKM02]
since they produce fewer round-off errors compared to other methods like Householder reflections,
see also [GL96].
• To use the eigenvalues for computing the Fredholm determinant, they need to be computed with high
precision. We performed our computations with a precision of at least 160Bits (which corresponds to
a precision of about 50 digits). To achieve this we use the mpfr program library [MPF09] for multiple-
precision floating-point computations. Also the above-mentioned Givens rotations help us to achieve
a high precision in the eigenvalues.
• Most algorithms we found in the literature are only for real matrices and usually also real eigenvalues.
In general, the matrix which approximates the transfer operator has complex entries and complex
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eigenvalues. Hence we had to generalize parts of the algorithm to be able to compute the (complex)
eigenvalues of such complex matrices.
• Since we want to compute the spectrum of the transfer operator for many different parameters, the
computations have to be rather fast. The high precision we are using is obviously contradicting this,
but results obtained by using a lower precision would not be reliable enough. Also, the size of the
matrices obviously poses problems, but we cannot do anything about this. Again, the Hessenberg
form, the Givens rotations, deflation and spectral shifts are the best choices for fast computations. To
increase the performance of our computation we have to optimize the software and the hardware. To
reduce the computation time we optimize our implementation by analysing the runtime with tools like
gprof. Our program can run on a normal PC with a UNIX-based OS, but we use also high-performance
hardware, like a large computer cluster using up to several thousand CPUs.
Existing implementations like, e.g., MuPAD or LAPACK do not fit all the requirements we need, thereby
the speed of computation and the precision of the results are the main problems.
5.1 Eigenvalues of a matrix
We want to recall some of the properties of the spectrum of a matrix, for more details see, e.g., [GL96]. The
eigenvalues of a matrix M ∈ Cd×d are the d roots of its characteristic polynomial
p(λ) = det(λI − M).
The set of these roots is called the spectrum of M and is denoted by σ(M) = {λi : 1 ≤ i ≤ d}. Then the
trace of M given by tr M =
∑d
i=1 Mi,i is also given by tr M =
∑d
i=1 λi and the determinant of M is given by
det(M) =
∏d
i=1 λi. The non-zero vectors x ∈ Cd are called eigenvectors if Mx = λx, for λ ∈ σ(M).
For B ∈ Cd×d and X ∈ Cd×d, with MX = XB and X non-singular, i.e. the inverse X−1 of X exists,
σ(M) = σ(B). If By = λy then MXy = Xλy = M(Xy) = λ(Xy). We say that M and B = X−1MX are similar
and X is called a similarity transformation.
If the matrix M ∈ Cd×d has the form
M =
(
T1,1 T1,2
0 T2,2
)
(5.1)
where T1,1 ∈ Cp×p, T1,2 ∈ Cp×q and T2,2 ∈ Cq×q, with p + q = d, then σ(M) = σ(T1,1) ∪ σ(T2,2). The
eigenvalue equation is given by
Mx =
(
T1,1 T1,2
0 T2,2
) (
x1
x2
)
= λ
(
x1
x2
)
where x1 ∈ Cp and x2 ∈ Cq. If x2 , 0, then T2,2x2 = λx2, i.e. λ ∈ σ(T2,2). If x2 = 0, then T1,1x1 = λx1,
i.e. λ ∈ σ(T1,1). It follows that σ(M) ⊂ σ(T1,1) ∪ σ(T2,2), but since the sets σ(M) and σ(T1,1) ∪ σ(T2,2)
have the same size, they are equal. To get the spectrum of M we have to find the spectrum of T1,1 and T2,2.
Obviously, this can lower the computation time, since we are dealing with smaller matrices. The breaking
down of an eigenvalue problem into several smaller problems is called decoupling. It is also obvious that the
eigenvalues of an upper triangular matrix are the diagonal entries of this matrix.
5.1.1 Schur decomposition
For any matrix M ∈ Cd×d there exists a unitary matrix U ∈ Cd×d which leads to the so-called Schur decom-
position [GL96] of M given by
UMU† = T = D + N, (5.2)
where D = diag (λ1, . . . , λd) and N ∈ Cd×d is strictly upper triangular.
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Usually one cannot find U explicitly. Instead, we will use an iterative process of unitary transformations
to find the Schur decomposition of M. Actually, to obtain the eigenvalues we do not need to find an upper
triangular matrix; it is enough to find a quasi-triangular one, given by
UMU† =

R1,1 R1,2 R1,3 · · · R1,n
0 R2,2 R2,3 · · · R2,n
0 0 R3,3 · · · R3,n
...
...
...
. . .
...
0 0 0 · · · Rn,n

. (5.3)
Thereby each Ri,i for 1 ≤ i ≤ n is either in C or in C2×2. If Ri,i ∈ C, it is an eigenvalue of M. Otherwise if
Ri,i =
(
a b
c d
)
∈ C2×2, we obtain two eigenvalues of M by the usual formula
λ1,2 =
a + b
2
±
√
(a − b)2
4
+ bc. (5.4)
5.2 Complex Givens Rotations
To compute the eigenvalues of a matrix we need to perform some unitary transformations. One possible
way to do this is to apply Givens rotations [Giv58]. We will briefly describe the complex version of Givens
rotations, see also [GL96] and [BDKM02]. The Givens rotation is a unitary matrix R (p, q, c, s) ∈ Cd×d
defined by
[
R (p, q, c, s)
]
i, j =

c for i = p, j = p
s for i = p, j = q
−s for i = q, j = p
c for i = q, j = q
δi, j else
(5.5)
for c, s ∈ C. Since R (p, q, c, s) is unitary, this implies that |c|2 + |s|2 = 1 (for this compute R (p, q, c, s)
R (p, q, c, s)† = I). We want to use the conjugate R(p, q, c, s)MR(p, q, c, s)† of the matrix M ∈ Cd×d. For
computing R(p, q, c, s)M, there are three cases to consider:
[
R(p, q, c, s)M
]
i, j =
d∑
n=1
R(p, q, c, s)i,nMn, j =
d∑
n=1
δi,nMn, j = Mi, j for i , p, i , q
[
R(p, q, c, s)M
]
p, j =
d∑
n=1
R(p, q, c, s)p,nMn, j = R(p, q, c, s)p,pMp, j + R(p, q, c, s)p,qMq, j
= cMp, j + sMq, j for all 1 ≤ j ≤ d (5.6)
[
R(p, q, c, s)M
]
q, j =
d∑
n=1
R(p, q, c, s)q,nMn, j = R(p, q, c, s)q,pMp, j + R(p, q, c, s)q,qMq, j
= −sMp, j + cMq, j for all 1 ≤ j ≤ d (5.7)
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We see that this transformation changes only the two rows p and q of the matrix M. To compute
MR(p, q, c, s)†, with R(p, q, c, s)†
i, j
= R(p, q, c, s) j,i, we have again three cases to consider:
[
MR(p, q, c, s)†
]
i, j
=
d∑
n=1
Mi,nR(p, q, c, s) j,n =
d∑
n=1
Mi,nδ j,n = Mi, j for j , p, j , q
[
MR(p, q, c, s)†
]
i,p
=
d∑
n=1
Mi,nR(p, q, c, s)p,n = cMi,p + sMi,q for all 1 ≤ i ≤ d (5.8)
[
MR(p, q, c, s)†
]
i,q
=
d∑
n=1
Mi,nR(p, q, c, s)q,n = −sMi,p + cMi,q for all 1 ≤ i ≤ d (5.9)
We see that this transformation changes only the two columns p and q.
We want to apply this kind of unitary transformation R(p, q, c, s)MR(p, q, c, s)† = M′ to transform the
matrix M to a matrix M′ with a special form. Usually we want to have zeros in some entries of the matrix
R(p, q, c, s)M. The transformation by the matrix R(p, q, c, s) leads to one vanishing entry of the matrix
R(p, q, c, s)M. If we want to have more zeros, we have to apply a sequence of such transformations. To get
the entry
[
R(p, q, c, s)M
]
q,k to vanish we have to choose c and s such that[
R(p, q, c, s)M
]
q,k = −sMp,k + cMq,k = 0.
To complete the multiplication R(p, q, c, s)M we also have to transform the rows p and q according to (5.6)
and (5.7). All other entries of R(p, q, c, s)M are the same as forM. Finally we have to multiply R(p, q, c, s)M
with R(p, q, c, s)†. We see that the choice of c and s depends on the elements Mp,k and Mq,k. Since there is
some freedom in this choice, we want to chose c and s such that we reduce the computational effort. Indeed,
we use [BDKM02]:
c
(
Mp,k,Mq,k
)
=

1 for Mq,k = 0
0 for Mp,k = 0 and Mq,k , 0
|Mp,k |√
|Mp,k |2+|Mq,k |2
else
(5.10)
s
(
Mp,k,Mq,k
)
=

0 for Mq,k = 0
Mq,k
|Mq,k | for Mp,k = 0 and Mq,k , 0
Mp,k
|Mp,k |
Mq,k√
|Mp,k |2+|Mq,k |2
else.
(5.11)
Note that c
(
Mp,k,Mq,k
)
is real. Then the entry
[
R(p, q, c, s)M
]
p,k is given by
[
R(p, q, c, s)M
]
p,k =

Mp,k for Mq,k = 0
|Mq,k | for Mp,k = 0 and Mq,k , 0
Mp,k
|Mp,k |
√|Mp,k |2 + |Mq,k |2 else. (5.12)
The algorithm in listing 5.1 describes the transformation R(p, q, c, s)MR(p, q, c, s)† by using the Givens
rotation R(p, q, c, s). Instead of computing the matrix R(p, q, c, s) explicitly we compute only c and s by using
(5.10) and (5.11) respectively. The function compute c s returns besides c and s also a variable r which is
given by (5.12). Instead of creating a new matrix, we replace the entries in the matrix M which are changed
by the transformation R(p, q, c, s)MR(p, q, c, s)†. This reduces the use of the memory and the computation
time. First we use the function rotation left to replace the matrixM by the matrix R(p, q, c, s)M, by using
(5.6) and (5.7). Then we use the function rotation right to replace the matrix M by MR(p, q, c, s)†, by
using (5.8) and (5.9). The functions rotation left and rotation right have two extra parameters min
5.3 Hessenberg form 39
Listing 5.1: complex Givens rotations
✞ ☎
1 compu t e c s ( f , g )
2 i f g i s e q u a l z e r o
3 c = 1
4 s = 0
5 r = f
6 e l s e i f f i s e q u a l z e r o
7 c = 0
8 s = s i g n ( c omp l c o n j u g a t e ( g ) )
9 r = abs ( g )
10 e l s e
11 t = s q r t ( ab s ( f ) ˆ2+ abs ( g ) ˆ 2 )
12 c = abs ( f ) / t
13 s = s i g n ( f ) ∗ c omp l c o n j u g a t e ( g ) / t
14 r = s i g n ( f ) ∗ t
15 r e t u r n ( c , s , r )
16
17 r o t a t i o n l e f t (M, p , q , c , s , min , max )
18 f o r j=min , . . . , max
19 h = c ∗ M[p , j ] + s ∗ M[ q , j ]
20 M[ q , j ] = − c omp l c o n j u g a t e ( s ) ∗ M[ p , j ] . . .
21 + c omp l c o n j u g a t e ( c ) ∗ M[ q , j ]
22 M[ p , j ] = h
23
24 r o t a t i o n r i g h t (M, p , q , c , s , min , max )
25 f o r j=min , . . . , max
26 h = c omp l c o n j u g a t e ( c ) ∗ M[ j , p ] . . .
27 + c omp l c o n j u g a t e ( s ) ∗ M[ j , q ]
28 M[ j , q ] = − s ∗ M[ j , p ] + c ∗ M[ j , q ]
29 M[ j , p ] = h
✝ ✆
and max. They restrict relations (5.6) and (5.7) resp. (5.8) and (5.9) to certain columns resp. rows. One
reason is that we want to apply these transformations sometimes only to submatrices of M. Another reason
is that we usually apply a series of such transformations in an order, such that we know already that the next
transformation will change only certain entries of the matrix. This procedure reduces the computation time
a lot; we will see this later in the algorithm for the Hessenberg transformation and QR algorithm.
5.3 Hessenberg form
A square matrix H ∈ Cd×d which only has zeros below the subdiagonal is called a Hessenberg matrix, i.e.
Hi, j = 0 for i > j + 1. We call a Hessenberg matrix unreduced if all entries in its subdiagonal are non-zero.
As we will see, the computation of the eigenvalues of a Hessenberg matrix is much faster than that
of an arbitrary matrix. According to [Sch97] and [GL96] we can transform any matrix M ∈ Cd×d with
an unitary matrix U ∈ Cd×d to a Hessenberg matrix HM ∈ Cd×d by UMU† = HM . Instead of applying
U directly to M, we will apply a sequence of complex Givens rotations, which transform one entry at a
time to zero in the matrix M until it has the Hessenberg form. We have to transform the entries Mi, j with
40 5. Algorithm for computing the spectrum of large complex matrices
Listing 5.2: Hessenberg reduction
✞ ☎
1 Hessenbe r g Reduc t i o n (M)
2 d = number o f rows (M)
3 f o r j = 1 , . . . , d−2
4 f o r i= j + 2 , . . . , d
5 i f M[ i ] [ j ] n o t e q u a l z e r o
6 ( c , s , r ) = . . .
7 compu t e c s (M[ j +1 ] [ j ] ,M[ i ] [ j ] )
8 M[ j +1 ] [ j ] = r
9 M[ i ] [ j ] = 0
10 r o t a t i o n l e f t (M, j +1 , i , c , s , j +1 ,d )
11 r o t a t i o n r i g h t (M, j +1 , i , c , s , 1 , d )
✝ ✆
1 ≤ j ≤ d − 2 and j + 2 ≤ i ≤ d to obtain the Hessenberg form. To do this we choose for the Givens
rotation R(p, q, c, s) ∈ Cd×d the parameter p = j + 1, and c and s such that [R( j + 1, i, c, s)M]i, j = 0. The
choice of p = j + 1 ensures that the multiplication with R( j + 1, i, c, s)† does not destroy this zero entry,
i.e.
[
R( j + 1, i, c, s)MR( j + 1, i, c, s)†
]
i, j
= 0. Instead of creating a new matrix M′ = R( j + 1, i, c, s)MR( j +
1, i, c, s)† we replace the matrix M by R( j + 1, i, c, s)MR( j + 1, i, c, s)† at each iteration. This algorithm is
given in listing 5.2. We transform the entries in the matrix M to zero in such an order that we reduce the
computation time: when we set the entry Mi, j to zero we apply the Givens rotation R ( j + 1, i, c, s) to M in
the function rotation left only to those entries M j+1,k and Mi,k where j + 1 ≤ k ≤ d, since the entries for
1 ≤ k ≤ j − 1 have already been transformed to zero by the previous Givens rotations.
5.4 The QR algorithm for complex matrices
We want to compute the eigenvalues of the matrix M ∈ Cd×d using the QR algorithm, see [Fr61] and
[Fr62]. The basic idea of the QR algorithm is to find a unitary matrix Q ∈ Cd×d and an upper triangular
matrix R ∈ Cd×d such that M = QR. Next we set M1 = RQ and look for another Q1 and R1 such that
M1 = Q1R1. Again, we set M2 = R1Q1 and look for Q2 and R2 with M2 = Q2R2 and so on. Any of the
matrices Mi have the same spectrum as M since the matrices are similar (see section 5.1): Mi = Ri−1Qi−1 =
Q
†
i−1Qi−1Ri−1Qi−1 = Q
†
i−1Mi−1Qi−1 and by induction we get
Mi = Q
†
i−1Q
†
i−2 · · ·Q†1Q†MQQ1 · · ·Qi−2Qi−1.
The crucial point is that the sequence {Mi}i∈Z> almost always converges to an upper triangular matrix T =
limi→∞ Mi, which is the Schur decomposition (5.2) of M, see [Fr61]. The eigenvalues of M are just the
diagonal entries of T . Note that in the case M ∈ Rd×d, Q ∈ Rd×d and M having complex eigenvalues,
limi→∞ Mi = T will never converge to the triangular form. In this case the matrix T can only have the
quasi-triangular form (5.3).
This basic QR algorithm is given in listing 5.3, the function QR basic takes a matrix M ∈ Cd×d as
argument and returns an upper triangular matrix. In this algorithmwe just assume that a function decompose
is given, which decomposes Mi in Qi and Ri. The QR algorithm presents just the basic idea; for practical
computations we will use a modified and optimized version.
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Listing 5.3: Basic QR algorithm
✞ ☎
1 QR basic (M)
2 M 0 = M
3 i = 1
4 r e p e a t
5 ( Q ( i −1) , R ( i −1 ) ) = decompose (M ( i −1 ) )
6 ( such t h a t Q ( i −1)∗R ( i −1) a r e e q u a l M ( i −1) )
7 M i = R ( i −1) ∗ Q ( i −1)
8 i f M i i s uppe r t r i a n g u l a r
9 r e t u r n M i
10 i = i + 1
✝ ✆
5.4.1 Deflation
Assume M ∈ Cd×d to be a Hessenberg matrix. If M has just one zero subdiagonal entry Mp+1,p = 0,
then the eigenvalue problem decouples (5.1) into two smaller problems involving matrices T1,1 ∈ Cp×p and
T2,2 ∈ Cq×q (with q = d − p). Note that T1,1 and T2,2 are unreduced Hessenberg matrices. This is also called
deflation, and usually T2,2 ∈ C2×2 or T2,2 ∈ C.
To speed up the deflation of the matrix M we declare the entry Mp+1,p to be zero if it is suitably small
|Mp+1,p| < δ
(
|Mp,p| + |Mp+1,p+1|
)
. (5.13)
Where δ is some small constant. A good choice for δ is the smallest positive number, which can be repre-
sented by the computer such that 1+ δ , 1. See [GL96] for more details and a justification of this procedure
with respect to the numerical error.
5.4.2 The shifted QR iteration
Assume M ∈ Cd×d to be a Hessenberg matrix. Instead of decomposing the matrix M ∈ Cd×d into Q ∈ Cd×d
and R ∈ Cd×d we decompose the matrix (M − µI) with µ ∈ C. Then the QR iteration is given by setting the
matrix Mi = Ri−1Qi−1 + µI and looking for Qi and Ri such that Mi − µI = QiRi. Each matrix Mi is similar
to M, since Mi = Ri−1Qi−1 + µI = Q
†
i−1Qi−1Ri−1Qi−1 + µI = Q
†
i−1 (Mi−1 − µI)Qi−1 + µI = Q†i−1Mi−1Qi−1. Of
course, we can choose a different µ ∈ C at each iteration. Then we set
Mi = Ri−1Qi−1 + µi−1I, (5.14)
with µi−1 from the decomposition Mi−1 − µi−1I = Qi−1Ri−1 and choose a new µi and look for Qi and Ri such
that
Mi − µiI = QiRi. (5.15)
This kind of shift increases the rate of convergence to zero of entries in the subdiagonal of Mi during the
QR iterations [GL96]. If µ is much closer to the eigenvalue λd than to other eigenvalues, then the vanishing
of the entry [Mi]d,d−1 is rapid. To accelerate the deflation of the matrix Mi we choose µi ∈ C is such a way
that the entry [Mi]d,d−1 converges to zero as fast as possible. The best approximation for the eigenvalue λd
is given by the entry [Mi]d,d. Indeed, if we set µi = [Mi]d,d during the iterations, then, in case the entry
[Mi]d,d−1 converges to zero, it is likely to do so at a quadratic rate [GL96].
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5.4.3 The final QR algorithm
Applying the function QR algorithm in listing 5.4 transforms the matrix M ∈ Cd×d into the quasi-triangular
form (5.3). Before we start with the QR iteration we transform the matrix M into Hessenberg form by using
the function Hessenberg Reduction in listing 5.2. In the function Decoupling we set the subdiagonal
entries of M equal zero if they satisfy relation (5.13). This may break down the eigenvalue problem to
smaller submatrices of M. Using the function get submatrix we try to find the largest q ∈ Z and smallest
p ∈ Z such that
M =

T1,1 T1,2 T1,3
0 T2,2 T2,3
0 0 T3,3
 ,
where T1,1 ∈ Cp×p, T3,3 ∈ Cq×q is upper quasi-triangular and T2,2 ∈ Cr×r has an unreduced Hessenberg form,
with r = d − p − q. If the function get submatrix can find such a decomposition of M then it returns
e ∈ Z and s ∈ Z such that Ms:e,s:e = T2,2, where by Ms:e,s:e we denote a submatrix of M formed by rows
s to e and columns s to e. The QR algorithm is terminated if the function get submatrix returns e = 0,
which indicates that the entire matrix M is upper quasi-triangular. Otherwise, we compute the eigenvalues
λ′
1,2 of the 2 × 2 submatrix Me−1:e,e−1:e by equation (5.4) and perform two shifted QR steps on the submatrix
Ms:e,s:e, with the shifts µ1 = λ
′
1
and µ2 = λ
′
2
. Instead we could perform just one shifted QR step, with the
shift µ = Me,e, but the former procedure turns out to be the fastest way of computing the eigenvalues of M.
Unlike in the basic QR algorithm in listing 5.3 we will not create a new matrix Mi at every QR iteration.
Instead, using the function QR Step we decompose the matrix Ms:e,s:e ∈ Cr×r into Q ∈ Cr×r and R ∈ Cr×r
with the shift µ according to (5.15), such that Ms:e,s:e−µI = QR. Afterwards we replace the matrix Ms:e,s:e by
(5.14), i.e. RQ+µI. To computeRwe setQ†(Ms:e,s:e−µI) = R, since R is upper triangular andMs:e,s:e−µI is an
unreduced Hessenberg matrix, then Q† must transform the subdiagonal entries in Ms:e,s:e−µI to zero. Like in
the Hessenberg transformation, we do not apply the unitary transformationQ† onMs:e,s:e−µI directly, instead
we will apply a sequence of complex Givens rotations, which transform one subdiagonal entry of the matrix
Ms:e,s:e − µI at a time until it is upper triangular. To transform the entry [Ms:e,s:e] j+1, j we choose a Givens
rotation R(p, q, c, s) ∈ Cr×r, with p = j, and c = c j and s = s j such that
[
R( j, j + 1, c j, s j)Ms:e,s:e
]
j+1, j
= 0.
This transformation has to be performed for all 1 ≤ j ≤ r − 1:
Q†(Ms:e,s:e − µI) = R(r − 1, r, cr−1, sr−1) · · ·R(1, 2, s1, c1)(Ms:e,s:e − µI) = R.
Instead of computing R explicitly we finish the QR iteration by replacing the Ms:e,s:e with the matrix (5.14);
the new matrix is given by
R(r − 1, r, cr−1, sr−1) · · ·R(1, 2, s1, c1)(Ms:e,s:e − µI)R(1, 2, s1, c1)† · · ·R(r − 1, r, cr−1, sr−1)† + µI.
The order in which we apply the Givens rotations is very important; this way we can reduce the use of
memory and the computation time [Sch97]: First we apply the Givens rotations R(2, 3, s2, c2)R(1, 2, s1, c1)
on Ms:e,s:e − µI. Remember that we replace the original matrix Ms:e,s:e − µI by the transformed matrix every
time. After these rotations the matrix Ms:e,s:e − µI will have two zeros in the first and second subdiagonal
entry. Further rotations from the left will not change the first and second rows and columns. Next, we
apply R(1, 2, s1, c1)
† from the right, which changes the first and second column. We have to apply this
transformation only for
[
Ms:e,s:e − µI]k,1 and [Ms:e,s:e − µI]k,2 with 1 ≤ k ≤ 2, since we know that all other
entries in these columns are zeros. Then we apply R(3, 4, s3, c3) from the left only to
[
Ms:e,s:e − µI]3,k and[
Ms:e,s:e − µI]4,k with 3 ≤ k ≤ r, since all the other entries in these rows are zero. Again, we apply a rotation
from the right and then from the left and so on. At the end we have to apply two rotations from the right
R(r − 2, r − 1, sr−1, cr−1)†R(r − 1, r, sr, cr)†.
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Listing 5.4: QR algorithm
✞ ☎
1 QR algo r i thm (M)
2 Hessenbe r g Reduc t i o n (M)
3 r e p e a t
4 Decoup l ing (M)
5 ( s , e )= g e t s u bm a t r i x (M)
6 i f e i s z e r o
7 r e t u r n
8 ( l1 , l 2 )= e i g e n v a l u e (M[ e −1: e , e −1: e ] )
9 QR Step (M, s , e , l 1 )
10 QR Step (M, s , e , l 2 )
11
12 Decoup l ing (M)
13 d = number o f rows (M)
14 f o r j = 1 , . . . , d−1
15 i f M[ j +1 ] [ j ] i s no t z e r o
16 i f ab s (M[ j +1 ] [ j ] ) < d e l t a ∗ ( ab s (M[ j ] [ j ] ) . . .
17 + abs (M[ j +1 ] [ j +1 ] ) )
18 M[ j +1 ] [ j ] = 0
19
20
21 g e t s u bm a t r i x (M)
22 d = number o f rows (M)
23 e=0
24 s=1
25 f o r j = d − 1 , . . . , 2
26 i f M[ j +1 ] [ j ] i s no t z e r o
27 i f M[ j ] [ j −1] i s no t z e r o
28 e = j + 1
29 end i t e r a t i o n ove r j
30 e l s e
31 j = j − 2
32 f o r j = e , . . . , 2 ( on ly i f e > 2 )
33 i f M[ j ] [ j −1] i s z e r o
34 s = j
35 end i t e r a t i o n ove r j
36 r e t u r n ( s , e )
37
38
39 QR Step (M, s , e ,m)
40 f o r j = s , . . . , e
41 M[ j ] [ j ] = M[ j ] [ j ] − m
42 f o r j = s , . . . , e
43 i f j < e
44 ( c , s , r ) = compu t e c s (M[ j ] [ j ] ,M[ j +1 ] [ j ] )
45 M[ j ] [ j ] = r
46 M[ j +1 ] [ j ] = 0
47 r o t a t i o n l e f t (M, j , j +1 , c , s , j +1 , e )
48 i f j > s
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49 r o t a t i o n r i g h t (M, j −1 , j , c t , s t , s , j )
50 c t = c
51 s t = s
52 f o r j = s , . . . , e
53 M[ j ] [ j ] = M[ j ] [ j ] + m
✝ ✆
Some remarks: This algorithm is optimized to compute the spectrum of the matrix, which approximates
the transfer operator, i.e. a complex matrix with complex eigenvalues and a typical size of 300 × 300 and
600×600. For real-valuedmatrices with complex eigenvalues the implicit double-shift QR algorithm is more
useful, see [Sch97] and [GL96]. There are also more advanced techniques, like the multishift QR algorithm,
see [BBM02]. For a general introduction to the QR algorithm see also [Wat08].
5.5 A verification of the implementation
We implemented the algorithm in our computer program package Morpheus. To verify our implementation
we compared the eigenvalues computed by our computer programwidmowith the eigenvalues obtained from
the computer algebra system MuPAD version 3.1.1. The matrices M we used are actually approximations
of the transfer operator, to be introduced in later chapters, which were computed by our program widmo. In
Table 5.1 we present the Fredholm determinants of the matrices M computed by the formula
∏d
i=1(1 − λi),
with λi ∈ σ(M). As we can see, both implementations give almost the same results.
Further verifications of this algorithm are the results in Chapter 8 where we verify the implementation
of approximation of the transfer operator, since we are using this algorithm to compute the spectrum of this
approximation.
Table 5.1: Performance and accuracy of an algorithm for computing eigenvalues
size n β α impl. Fredholm determinant time
300 × 300 4 0.5+2.4I 0 widmo 1.13503748+3.53447240E-1I 2m18.177s
MuPAD 1.13503748+3.53447240E-1I 18m18.609s
diff 4.55943266E-43
300 × 300 4 0.42+8.3I 0.324 widmo -1.05350645E-1+3.05266212I 2m30.716s
MuPAD -1.05350645E-1+3.05266212I 16m41.451s
diff 2.23389197E-39
50 × 50 1 0.32+8.1I 0 widmo 8.25940857E-1+1.23329171I 1.062s
MuPAD 8.25940857E-1+1.23329171I 8.200s
diff 1.11119709E-40
300 × 300 4 -1.3+2.7I 0 widmo -9.84006194+9.48032598I 2m33.736s
MuPAD -9.84006194+9.48032598I 18m25.026s
diff 2.35957613E-39
150 × 150 2 1 0 widmo 5.05575814E-17+1.41188802E-64I 12.731s
MuPAD 5.05575814E-17+1.15288611E-73I 1m33.908s
diff 1.51299335E-44
200 × 200 3 -5.3+1.4I 0 widmo 5.72428102E-11+1.98458200E-10I 43.999s
MuPAD 5.72428102E-11+1.98458200E-10I 7m8.979s
diff 1.36268923E-37
Results from widmo version 6.1.1 andMuPAD version 3.1.1. Precision 160 bits (49 digits).
Note, that the result for n = 2 and β = 1 should be zero, but we see that the result is roughly 5.1E − 17.
This is a problem connected with our approximation of the transfer operator, not with the computation of the
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eigenvalues, since we see that both programs give the same result. To get a result which is closer to zero one
has to increase the precision and use more Taylor coefficients in the approximation of the transfer operator.
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Chapter 6
The hyperbolic Laplace-Beltrami
operator
In this chapter we will introduce some basic concepts of hyperbolic geometry and automorphic forms, for
more details see [Hej76], [Hej83], [Iwa02], [Bru94] and [Bum98]. We denote the upper half plane by
H = {x + iy ∈ C : y > 0} .
The hyperbolic metric and the hyperbolic area element are given by
ds2 =
dx2 + dy2
y2
and dµ =
dxdy
y2
.
The Laplace-Beltrami operator ∆ related to this metric is given by
∆ = y2
(
∂2
∂x2
+
∂2
∂y2
)
. (6.1)
6.1 The group PSL(2,R) and congruence subgroups
The group GL(2,R) acts on H by Mo¨bius transformations given by(
a b
c d
)
: z 7→ az + b
cz + d
, with a, b, c, d ∈ R and ad − bc = 1
respectively
(
a b
c d
)
: z 7→ az + b
cz + d
, with a, b, c, d ∈ R and ad − bc = −1.
They are mappings, which preserve distances and areas in the upper half plane, and hence are isometries. The
group of all orientation-preserving isometries is PSL(2,R), which is the group of Mo¨bius transformations
with ad − bc = 1. A different way to look at PSL(2,R) is like the group of 2 × 2 matrices with real
entries and determinant equal to one, where the matrix γ is identified with −γ. We are interested in discrete
subgroups of PSL(2,R), the so-called Fuchsian groups. An example of such a group is the modular group
PSL(2,Z) ⊂ PSL(2,R), which has integer entries. The group SL(2,Z) is defined by
SL(2,Z) =
{(
a b
c d
)
: a, b, c, d ∈ Z, ad − bc = 1
}
,
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it is related to PSL(2,Z) by PSL(2,Z) = SL(2,Z)/ {±I}, with I the identity element in SL(2,Z). A system of
generators of SL(2,Z) is T =
(
1 1
0 1
)
and S =
(
0 −1
1 0
)
. As can be easily seen, the Mo¨bius transforma-
tion on the upper half plane associated to γ ∈ SL(2,Z) is the same as that determined by −γ ∈ SL(2,Z), so
that PSL(2,Z) and SL(2,Z) have the same effect on the upper half plane. A strict fundamental domain of a
group Γ is a connected set FΓ ⊆ H such that
• ⋃γ∈Γ γFΓ = H
• γ int (FΓ) ∩ γ′ int (FΓ) = ∅, for all γ, γ′ ∈ Γ with γ , γ′, where int (FΓ) denotes the interior of FΓ.
The quotient space SL(2,Z)\H = {SL(2,Z)z : z ∈ H} defines the modular surface. The standard fundamental
domain of SL(2,Z) is
FSL(2,Z) =
{
z ∈ H : |z| ≥ 1, |ℜz| ≤ 1
2
}
.
The Iwasawa decomposition of SL(2,R) is given by SL(2,R) = NAK
K =
{(
cos θ sin θ
− sin θ cos θ
)
: θ ∈ R
}
A =
{(
1 x
0 1
)
: x ∈ R
}
N =
{(
a 0
0 a−1
)
: a ∈ R+
}
.
Every γ ∈ SL(2,R) has a unique factorization γ = nak, n ∈ N, a ∈ A, k ∈ K. We call z ∈ C a fixed point of
γ ∈ SL(2,R), if γz = z. An element γ =
(
a b
c d
)
∈ SL(2,R), with γ , ±I is
1. parabolic, iff |a + d| = 2 ⇔ it has exactly one fixed point on Rˆ
2. hyperbolic iff |a + d| > 2 ⇔ it has two distinct fixed points on Rˆ
3. elliptic iff |a + d| < 2 ⇔ it has one fixed point in H and one in H¯,
with Rˆ = R ∪ {∞} and H¯ the lower half plane. The elements in ±A are parabolic, in ±N hyperbolic and in K
elliptic. The stabilizer group Γz ⊆ Γ of a point z ∈ H ∪ R ∪ {∞} is defined by
Γz = {γ ∈ Γ : γz = z} .
We are interested in certain subgroups of SL(2,Z). The principal congruence subgroup Γ(n) ⊂ SL(2,Z) of
level n ∈ Z> is defined by
Γ(n) =
{(
a b
c d
)
∈ SL(2,Z) : a ≡ d ≡ 1 mod n, b ≡ c ≡ 0 mod n
}
.
Note that Γ(n) is a normal subgroup of SL(2,Z), i.e. invariant under conjugation: for all γ ∈ Γ(n) and all
g ∈ SL(2,Z) we have gγg−1 ∈ Γ(n). A subgroup of SL(2,Z) is called a congruence subgroup if it contains
Γ(n) for some n. Examples of such groups are the Hecke congruence subgroups Γ0 (n) ⊂ SL(2,Z) of level
n ∈ Z> defined by
Γ0 (n) =
{(
a b
c d
)
∈ SL(2,Z) : c ≡ 0 mod n
}
.
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The right cosets of Γ in SL(2,Z) are given by Γg = {γg : γ ∈ Γ} with g ∈ SL(2,Z). For g, g′ ∈ SL(2,Z) we
have either Γg ∩ Γg′ = ∅ or Γg = Γg′. The cardinal number of Γ\SL(2,Z) = {Γg : g ∈ SL(2,Z)} is called the
index µΓ of Γ in SL(2,Z). The index µn of Γ0 (n) in SL(2,Z) is given by [Iwa02]
µn = [ SL(2,Z) : Γ0 (n) ] = n
∏
p|n
(
1 +
1
p
)
< ∞, p prime.
A system of representatives
{
rΓ
i
∈ SL(2,Z)
}
1≤i≤µΓ
of the right cosets Γ\SL(2,Z) satisfies
µΓ⊔
i=1
Γ rΓi = SL(2,Z)
where
⊔
denotes a disjoint union. We denote a system of right coset representatives of Γ0 (n) in SL(2,Z) by
{r(n)
i
}1≤i≤µn . We have
Γ\SL(2,Z) =
{
Γ rΓi : 1 ≤ i ≤ µΓ
}
.
A fundamental domain FΓ ⊂ H of Γ is then given by
FΓ =
µΓ⋃
i=1
rΓi FSL(2,Z).
The area of FSL(2,Z) is µ(FSL(2,Z)) =
π
3
, see [Iwa02] for a general formula to compute the area. For subgroups
Γ of SL(2,Z) with finite index µΓ the area of the fundamental domain is given by
µ(FΓ) = µ(FSL(2,Z)) · µΓ.
Assume, FΓ has h Γ-inequivalent cuspidal points κi ∈ Q ∪ {∞}, with 1 ≤ i ≤ h. For σi ∈ PSL(2,R) such that
σiκi = ∞ the stabilizer Γi = {γ ∈ Γ : γκi = κi} of κi is given by σiΓiσ−1i =
{(
1 n
0 1
)
: n ∈ Z
}
.
6.2 The spectrum of the hyperbolic Laplace-Beltrami operator
A Maass wave form u with eigenvalue λ for a congruence subgroup Γ ⊂ SL(2,Z) and a unitary character
χ : Γ→ C is a real-analytic function u : H→ C which is:
1. Γ-automorphic: u(γz) = χ (γ) u(z) for all γ ∈ Γ and z ∈ H
2. an eigenfunction of ∆: ∆u + λu = 0, with λ ≥ 0
3. square integrable on the Riemann surface Γ\H:
∫
Γ\H |u (z)|2 dµ (z) < ∞.
A conjecture of Selberg (see [Iwa02]) says that for congruence subgroups λ ≥ 1
4
, except λ = 0 for the
constant function. Eigenvalues λ ∈
(
0, 1
4
]
are called exceptional. Usually we write λ = β (1 − β), with
β ∈ C and ℜβ = 1
2
or β ∈ [0, 1], and call β the spectral parameter. We can write the eigenvalue as
λ = 1
4
+ (ℑβ)2 for ℜβ = 1
2
, with ℑβ ∈ [0,∞). We denote the space of Maass wave forms for (Γ, χ) with
spectral parameter β by S (Γ, χ, β). A linear operator B : S (Γ, χ, β) → S (Γ, χ, β) is called an involution if
B2u(z) = u(z) for any u ∈ S (Γ, χ, β). An example of such an involution for Γ0 (n) is Ju(z) := u( jz) with
j =
(
1 0
0 −1
)
∈ GL(2,Z) and jz = −z¯. The wave form u is said to be even if Ju(z) = u(z) and odd if
Ju(z) = −u(z). We can split the space S (Γ, χ, β) into a direct sum of even and odd Maass wave forms:
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S (Γ, χ, β) = Seven (Γ, χ, β) ⊕ Sodd (Γ, χ, β). In general there may exist more involutions: let τ be another
involution, then we use the notation τ-even respectively τ-odd.
The Maass wave forms determine the discrete spectrum of ∆. The continuous spectrum of ∆ is deter-
mined by the so-called Eisenstein series. Note that the discrete spectrum {λi = βi(1 − βi) : βi ∈ 12 + iR}
is embedded in the continuous spectrum {λ = β(1 − β) : β ∈ 1
2
+ iR} = [ 1
4
,∞). Let Ti ∈ Γ be a primitive
parabolic element such that Tiκi = κi. We say χ is singular in the cusp κi if χ (Ti) = 1 and χ is non-singular
if χ (Ti) , 1. If χ is non-singular in a cusp then this cusp is said to be closed and it does not contribute to the
continuous spectrum of ∆. The multiplicity h0 of the continuous spectrum is given by the number of open
cusps
h0 = # {χ (Ti) = 1 : 1 ≤ i ≤ h} .
The Eisenstein series ([Hej83], p. 280) for the inequivalent open cusps κi of Γ with 1 ≤ i ≤ h0 are given by
Ei (z, β, χ) =
∑
γ∈Γi \ Γ
χ
(
γ−1
) (ℑσiγz)β .
This series is absolutely convergent forℜβ > 1 and it has a meromorphic continuation to C. The automor-
phic scattering matrix is given by [Sel90]
[
Θ (β, χ)
]
i, j =
√
π
Γ(β − 1
2
)
Γ(β)
Li, j(β, χ)
for 1 ≤ i, j ≤ h0 and Li, j(β, χ) some Dirichlet L-series. The functional equation for the Eisenstein series is
given by
Ei (z, β, χ) =
h0∑
j=1
[
Θ (β, χ)
]
i, j E j (z, 1 − β, χ) 1 ≤ i ≤ h0.
The determinant ϕ (β, χ) of Θ (β, χ) has the form
ϕ (β, χ) = detΘ (β, χ) =
√πΓ(β − 12 )
Γ(β)

h0
L (β, χ) ,
where L (β, χ) is a Dirichlet L-series. It satisfies the functional equation
ϕ (β, χ)ϕ (1 − β, χ) = 1.
Furthermore, on the critical lineℜβ = 1
2
we have
∣∣∣∣∣∣ϕ
(
1
2
+ iℑβ, χ
)∣∣∣∣∣∣ = 1.
ϕ (β, χ) has possibly a finite number of poles in 1
2
< β ≤ 1 and infinite many poles for ℜβ < 1
2
. The poles
forℜβ < 1
2
correspond to zeros of ϕ (β, χ) in the regionℜβ > 1
2
. Some of the poles of ϕ (β, χ) are located
at the zeros of some Dirichlet L-series L˜. For a congruence subgroup Γ these poles are at L˜(2β, χ) = 0
[Hux84]. According to the generalized Riemann hypothesis they should be located on the line ℜβ = 1
4
if χ is a Dirichlet character. For χ ≡ 1 these poles are located on ζR(2β) = 0 (according to the Riemann
hypothesis they are hence on the lineℜβ = 1
4
). Note that for a Dirichlet character χ respectively χ ≡ 1 there
can be other lines on which the poles of ϕ (β, χ) are located.
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6.3 The Selberg zeta function
The Selberg zeta function [Sel56] (see also [Hej83], p. 496) for (Γ, χ) is given by
Z (β, χ) =
∏
{P0}primitive
∞∏
k=0
(
1 − χ (P0)N (P0)−β−k
)
forℜβ > 1 (6.2)
where “{P0} primitive” is a primitive hyperbolic conjugacy class in Γ, i.e. no P exists such that P0 = Pk with
k ≥ 2, and {P0} =
{
τP0τ
−1 : τ ∈ PSL(2,R)
}
. The norm N (P0) of a representative P0 of the class {P0} is
given by tr (P0) = N (P0) 12 +N (P0)− 12 . For cofinite Fuchsian groups Sinai realized that this function can be
related to the Ruelle-Smale zeta function for the geodesic flow Φt : S MΓ → S MΓ on the unit tangent bundle
S MΓ of the corresponding surface MΓ = Γ\H. Then one can write the Selberg zeta function as
Z (β, χ) =
∏
γ
∞∏
k=0
(
1 − χ
(
gγ
)
e−(β+k)l(γ)
)
forℜβ > 1 (6.3)
with γ = {Φt (x) : t ∈ R} a primitive closed orbit of the geodesic flow Φt on Γ \ H with prime period l (γ) =
lnN(gγ) (i.e. Φl(γ) (x) = x) and the hyperbolic elements gγ ∈ Γ such that gγγ = γ. We denote the Selberg
zeta function for the Hecke congruence subgroups Γ0 (n) by Z
(n) (β, χ).
It is surprising, that there are only very few successful numerical evaluations of the Selberg zeta function
see [MS91], [GLZ04] and [Str08]. The main difficulty for evaluating this function is to find an analytic
continuation forℜβ ≤ 1
2
. Another problem is to compute the product
∏
{P0}primitive respectively
∏
γ. Later we
will evaluate the Selberg zeta function for (Γ0 (n), χ) by using the Fredholm determinant of an approximation
of the transfer operator. See Chapter 7 for more details on this method.
The zeros and poles of the Selberg zeta function are related through the Selberg trace formula to the
hyperbolic Laplacian (see also [Hej83], p. 498):
• The zeros on the lineℜβ = 1
2
are related to the discrete spectrum of the hyperbolic Laplacian ∆, where
β is related to the eigenvalue λ = β (1 − β). The multiplicity of these zeros is given by the multiplicity
of the eigenvalues.
• The zeros in the interval β ∈ [0, 1] correspond to small eigenvalues related to the residues of the poles
of the analytically continued Eisenstein series respectively to cusp forms [Iwa02].
• The zeros inℜβ < 1
2
, ℑβ > 0 are related to the resonances, i.e. the poles of the determinant ϕ(β, χ) of
the scattering matrix. The multiplicity of these zeros is given by the order of the poles of ϕ(β, χ).
• The trivial zeros or poles at β ∈ Z≤, which have different multiplicities.
• The zeros or poles at β ∈ 1
2
+ Z≤. The order of the pole at β = 12 is given by the number of open cusps
h0 minus twice the dimension of the λ = 1/4-eigenspace [Iwa02].
In [Hej76] Chapter 2 some properties of the Selberg zeta function Z(β) for the trivial character χ ≡ 1 are
given: there it was proved that forℜβ ≥ 2 we have
Z (β) = 1 + O
(
m (Γ)−ℜβ
)
(6.4)
where 1 < m (Γ) < ∞ is given by m (Γ) = inf {N (P) : P hyperbolic ∈ Γ};
for −1 ≤ ℜβ ≤ 2 we have
|Z(β)| ≤ exp
(
O
(
(ℑβ)2
))
, (6.5)
and forℜβ ≤ −1 we have
|Z(β)| ≤ exp
(
O
(
|β|2
))
. (6.6)
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The functional equation for the Selberg zeta function is given by ([Hej83], p. 499)
ϕ (β, χ) Z (β, χ) = η (β)Z (1 − β, χ) (6.7)
with
η (β) = η
(
1
2
)
exp
∫ β
1
2
C (u) du (6.8)
and η
(
1
2
)
= ±1. Furthermore, we have
η (β) η (1 − β) = 1.
Note that if the number h0 of open cusps vanishes then ϕ (β, χ) is absent in (6.7). The function C (u) depends
on the properties of the group Γ (see [Hej83], p. 499 for details). Later we need the following lemma:
Lemma 6.3.1. For (Γ0 (n), χ) with 4 | n the function η(β) is given by
η (β) = η
(
1
2
) 22β−1Γ
(
1
2
+ β
)
Γ
(
3
2
− β
)

h0
exp
π3µn
∫ β− 1
2
0
τ tan(πτ)dτ

∏
χ(Ti),1
|1 − χ(Ti)|2β−1, (6.9)
where µn is the index of Γ0 (n) in SL(2,Z),
∏
χ(Ti),1 is the product over all closed cusps κi with Tiκi = κi, and
h0 the number of open cusps of (Γ0 (n), χ).
Proof. The function C in (6.8) is given in [Hej83], p. 499, for general groups Γ. For (Γ0 (n), χ) with 4 | n
where there are no elliptic points (see [Miy06], p. 108), we have
C (u) = µ(FΓ0(n))
(
u − 1
2
)
sin
(
2π
(
u − 1
2
))
cos
(
2π
(
u − 1
2
))
+ 1
+ 2
∑
χ(Ti),1
ln |1 − χ(Ti)| + 2h0 ln 2 + h0
(
ψ
(
1
2
+ u
)
+ ψ
(
3
2
− u
))
where µ(FΓ0(n)) is the area of the fundamental domain of Γ0 (n) and ψ(s) =
Γ′(s)
Γ(s)
= d
ds
ln Γ(s). In this case we
have
η (β) = η
(
1
2
)
exp
{
µ(FΓ0(n))
∫ β
1
2
(
u − 1
2
)
sin
(
2π
(
u − 1
2
))
cos
(
2π
(
u − 1
2
))
+ 1
du
+ (2β − 1)
 ∑
χ(Ti),1
ln |1 − χ(Ti)| + h0 ln 2

+ h0
∫ β
1
2
ψ
(
1
2
+ u
)
+ ψ
(
3
2
− u
)
du
}
, (6.10)
where µ(FΓ0(n)) is given by µ(FΓ0(n)) = µ(FSL(2,Z)) µn =
π
3
µn. By setting τ = u − 12 , and using sin(2z) =
2 sin(z) cos(z) and cos(2z) = 2 cos2(z) − 1 (see [AS64], p. 72) we get
∫ β
1
2
(
u − 1
2
)
sin
(
2π
(
u − 1
2
))
cos
(
2π
(
u − 1
2
))
+ 1
du =
∫ β− 1
2
0
τ tan(πτ)dτ.
The second integral in (6.10) can be calculated explicitly∫ β
1
2
ψ
(
1
2
+ u
)
+ ψ
(
3
2
− u
)
du =
∫ β
1
2
d
du
lnΓ
(
1
2
+ u
)
− d
du
lnΓ
(
3
2
− u
)
du = lnΓ
(
1
2
+ β
)
− ln Γ
(
3
2
− β
)
.

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6.4 The conjecture of Phillips and Sarnak
In a series of papers [PS85], [PS91] and [PS94] Phillips and Sarnak studied the problem of whether Maass
cusp forms exist for general groups or only for a certain kind of groups. They introduced a condition
under which a Maass cusp form for Γ is dissolved into a resonance by a perturbation of the group Γ in
Teichmu¨ller space, respectively a character perturbation. This condition is expressed in terms of the so-called
Fermi’s golden rule; for more recent developments on this problem see also [PR10]. See also [Wol94] and
[Jud95]. Note that a perturbation of the spectrum is rather complicated in this case, since the corresponding
discrete spectrum is embedded in the continuous spectrum. Also, some of the perturbations like the character
perturbation in [PS94] are singular. See also Chapter 8 for more details and results for singular and non-
singular perturbations.
It was conjectured by Sarnak and Phillips [PS94] that the existence of Maass cusp forms is intimately
tied to the arithmetic nature of (Γ, χ), see also [DIPS85]. In particular, for non-arithmetic (Γ, χ) there should
exist at most a finite number of cusp forms. For a character χ and a congruence subgroup Γ ⊂ SL(2,Z)
arithmetic means that the kernel kerχ = {γ ∈ Γ : χ (γ) = 1} of χ is again a congruence subgroup.
Obviously, the question about the existence of Maass cusps forms is closely related to the validity of a
Weyl law for the discrete spectrum: The counting function for the eigenvalues λi in the discrete spectrum is
defined as [Iwa02]
NΓ (R) = #
{
λi =
1
4
+ R2i : Ri ≤ R
}
, (6.11)
whereas the contribution of the continuous spectrum is given by
MΓ (R) = − 1
4π
∫ R
−R
ϕ′
ϕ
(
1
2
+ ir, χ
)
dr (6.12)
which counts the winding of the determinant ϕ. The Weyl law is then
NΓ (R) + MΓ (R) ∼ µ (FΓ)
4π
R2, R→ ∞ (6.13)
where µ (FΓ) denotes the area of the fundamental domain FΓ of Γ. It is an essential problem to determine
which of NΓ (R) and MΓ (R) makes the main contribution to the spectrum. Indeed, one motivation of Selberg
for introducing the trace formula was to establish aWeyl law [Sel89]. Thereby he proved that for congruence
subgroups Γ and trivial character χ ≡ 1 the primary term is NΓ, i.e.
NΓ (R) ∼ µ (FΓ)
4π
R2, R→ ∞. (6.14)
Following the convention of Sarnak and Phillips [PS94] we say that (Γ, χ) is essentially cuspidal if (6.14)
holds for (Γ, χ). It is a fundamental question if (6.14) is characteristic for congruence subgroups or it may
also hold for some general subgroups Γ ⊂ SL(2,Z). According to the conjecture of Phillips and Sarnak
non-arithmetic (Γ, χ) should not be essentially cuspidal.
Several numerical experiments have been carried out to verify the conjecture of Phillips and Sarnak:
Winkler [Win88] and Hejhal [Hej92] found in the case of Hecke triangle groups only for the arithmetic ones
even Maass cusp forms, which confirms this conjecture. More recent computations have been concerned
with the deformation of the group Γ0 (5) in Teichmu¨ller space: Farmer and Lemurell studied in [FL05]
the survival or destruction of Maass cusp forms for Γ0 (5). They found that every Maass cusp form has
a deformation path, along which it is not destroyed. They tracked several Maass cusp forms along such
paths in a two-parameter deformation. When a Maass cups form is destroyed a resonance is created; these
resonances manifest themselves as poles of the determinant of the scattering matrix very close to the critical
lineℜβ = 1
2
. In [Ave07] Avelin tracks how these poles move as the group Γ0 (5) is deformed in Techmu¨ller
space, finding second- and fourth-order contact of the poles with the critical line ℜβ = 1
2
. In principle it
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should be also possible to use other techniques like the cut-off Laplacian [PS94] or the scattering determinant
using L-series [Sel90] to track eigenvalues and resonances under singular perturbation.
Instead of studying the Maass wave forms and Eisenstein series directly, we will track the zeros of the
Selberg zeta function Z(n) (β, χα) for Γ0 (4) and Γ0 (8) along a character deformation χα introduced in the
next section. Since the zeros of this function on the lineℜβ = 1
2
correspond to eigenvalues of the Laplacian
determined by cusp forms and the zeros in ℜβ < 1
2
, ℑβ > 0 correspond to poles of the determinant of the
scattering matrix we are able to study both the eigenvalues and resonances at the same time. When a zero
leaves the critical lineℜβ = 1
2
a Maass wave form is destroyed and a resonance is created. And when a zero
moves from ℜβ < 1
2
to the critical line a resonance vanishes and a Maass cusp form is created. Note also
that we do not have to deal with the problem of embedded eigenvalues, since the continuous spectrum does
not appear in the Selberg zeta function.
6.5 Character deformations
Let
{
GΓ
i
}
1≤i≤k be a system of generators of a freely generated group Γ ⊂ SL(2,Z). We can represent any
element γ ∈ Γ as
γ =
N∏
j=1
(GΓ1)
n1, j(GΓ2)
n2, j · · · (GΓk )nk, j (6.15)
with ni, j = ni, j(γ) ∈ Z and N = N(γ) ∈ Z>. Hereby∏ we mean multiplication from the right, i.e. ∏Nj=1 g j =
g1g2 · · · gN . Note that by setting some of the ni, j to zero, we can construct any possible combination of the
GΓ
i
in any possible order.
Definition 6.5.1. A character χΓα1,...,αk : Γ→ C for a freely generated group Γ is given by
χΓα1,...,αk (γ) = exp 2πi
k∑
i=1
αiΩ
Γ
i (γ) (6.16)
where k is the number of generators of Γ, 0 ≤ αi ≤ 1, and ΩΓi : Γ→ Z is given by
ΩΓi (γ) =
N∑
j=1
ni, j, (6.17)
where N = N(γ) and ni, j = ni, j(γ) are given by (6.15).
For numerical computations the complicated part is to evaluate the functionΩΓ
i
(γ), since a decomposition
of γ needs to be found in the generators. Usually this has to be done by brute force; unfortunately this kind of
computation is rather slow. Of course, for a finite number of elements in Γ one can compute their character
in advance and re-use the results. We will later use this character for the transfer operator for Γ0 (n). As we
will see later, we have been able to find a form of the transfer operator for these groups, where the evaluation
of the character is limited to a small number of elements, see Chapter 7.
Next we define the characters for Γ0 (4) and Γ0 (8) which we will later use in our numerical investigations
of the Selberg zeta function. We use the same system of generators of Γ0 (4) as Selberg in [Sel90]:
G
(4)
1
=
(
1 1
0 1
)
= T and G
(4)
2
=
(
1 0
−4 1
)
= S T 4S . (6.18)
Note that Γ0 (4) is freely generated by G
(4)
1
and G
(4)
2
, i.e. there are no relations for the generators. The group
Γ0 (4) has three inequivalent cusps at κ1 = ∞, κ2 = 0 and κ3 = 12 , which are the fixed points of T1 = G(4)1 ,
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T2 = G
(4)
2
and T3 = (G
(4)
2
)−1(G(4)
1
)−1 respectively. We define the character χ(4)α1,α2 : Γ0 (4)→ C by
χ(4)α1 ,α2(γ) = exp 2πi(α1Ω
(4)
1
(γ) + α2Ω
(4)
2
(γ)), (6.19)
with 0 ≤ α1, α2 ≤ 1 and Ω(4)i : Γ0 (4) → Z given by (6.17). Obviously, the character χ(4)α1 ,α2 is given on the
generatorsG
(4)
i
’s respectively Ti’s by
χ(4)α1,α2
(
G
(4)
1
)
= exp 2πiα1 (6.20)
χ(4)α1,α2
(
G
(4)
2
)
= exp 2πiα2 (6.21)
χ(4)α1,α2
(
(G
(4)
2
)−1(G(4)
1
)−1
)
= exp 2πi(−α1 − α2). (6.22)
The character used by Selberg in [Sel90] to study a deformation of the Eisenstein series corresponds to our
character χ
(4)
0, α
2π
. For α1 < Z the cusp at κ1 = ∞ is closed, for α2 < Z the cusp at κ2 = 0 is closed and for
α1 + α2 < Z the cusp at κ3 =
1
2
is closed. Obviously, a deformation by χ
(4)
0,α
respectively χ
(4)
α,0
closes two
cusps for α < Z. We also see that such a deformation is singular since at the moment when α is “turned on”,
i.e. set to a non-integer value, the multiplicity of the continuous spectrum changes from three to one. See
also Chapter 8 for more details on other problems arising from such character perturbations.
A similar character was also used by Phillips and Sarnak in [PS94] to study the spectrum of the hy-
perbolic Laplacian under a character deformation for Γ(2). The group Γ(2) is conjugate to Γ0 (4) through
K−1Γ(2)K = Γ0 (4) with K =
(
2 0
0 1
)
. The generators of Γ(2) are the conjugate generators of Γ0 (4) and
given by
G
Γ(2)
1
= KG
(4)
1
K−1 =
(
1 2
0 1
)
= T 2 and G
Γ(2)
2
= KG
(4)
2
K−1 =
(
1 0
−2 1
)
= S T 2S .
Our character χ
(4)
α1 ,α2 is related to the character χˆα1,α2 of Sarnak and Phillips by
χˆα1,α2
(
KγK−1
)
= χ(4)α1 ,α2 (γ) γ ∈ Γ0 (4).
Since these groups are conjugate their Selberg zeta functions coincide
ZΓ(2)
(
β, χˆα1,α2
)
= Z(4)
(
β, χ(4)α1,α2
)
. (6.23)
Phillips and Sarnak proved in [PS91] that the character χˆ0,α (respectively χ0,α) is arithmetic (i.e. kerχ
(4)
0,α
is a
congruence subgroup) iff α ∈
{
0, 1
8
, 2
8
, 3
8
, 4
8
}
. The conjecture of Sarnak and Phillips says that only for these α
values (Γ(2), χˆ0,α) is essentially cuspidal. The following lemma shows that a deformation by χ
(4)
0,α
is the same
as by χ
(4)
α,0
:
Lemma 6.5.2. For the Selberg zeta function for (Γ0 (4), χ
(4)
α1,α2) we have the following relations
Z(4)
(
β, χ(4)α1,α2
)
= Z(4)
(
β, χ(4)α1 ,−α2−α1
)
(6.24)
Z(4)
(
β, χ(4)α1,α2
)
= Z(4)
(
β, χ(4)α2 ,α1
)
(6.25)
Z(4)
(
β, χ(4)α1,α2
)
= Z(4)
(
β, χ(4)−α1 ,−α2
)
. (6.26)
Proof. Conjugation of the group Γ(2) by g ∈ GL(2,Z) gives the same Selberg zeta function with the conju-
gate character χˆα1 ,α2
(
gγg−1
)
. Conjugating the generators of Γ(2) by T =
(
1 1
0 1
)
leads to the character
χˆα1 ,α2(TG
Γ(2)
1
T−1) = χˆα1 ,α2(TT
2T−1) = χˆα1 ,α2(G
Γ(2)
1
)
χˆα1 ,α2(TG
Γ(2)
2
T−1) = χˆα1 ,α2(TST
2S T−1) = χˆα1,α2((G
Γ(2)
2
)−1(GΓ(2)
1
)−1).
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Conjugating the generators of Γ(2) by S =
(
0 −1
1 0
)
leads to the character
χˆα1,α2(SG
Γ(2)
1
S −1) = χˆα1 ,α2(S T
2S ) = χˆα1 ,α2(G
Γ(2)
2
)
χˆα1 ,α2(SG
Γ(2)
2
S ) = χˆα1 ,α2(S S T
2S S ) = χˆα1,α2(G
Γ(2)
1
)
and by J =
( −1 0
0 1
)
leads to
χˆα1 ,α2(JG
Γ(2)
1
J−1) = χˆα1,α2(JT
2J) = χˆα1,α2((G
Γ(2)
1
)−1)
χˆα1 ,α2(JG
Γ(2)
2
J) = χˆα1,α2(JS T
2S J) = χˆα1,α2((G
Γ(2)
2
)−1).
Finally, we see that these conjugations for the character χˆα1,α2 can be written as
χˆα1,α2(TγT
−1) = χˆα1 ,−α2−α1(γ)
χˆα1,α2(S γS ) = χˆα2 ,α1(γ)
χˆα1,α2(JγJ) = χˆ−α1 ,−α2(γ)
for γ ∈ Γ(2), and therefore
ZΓ(2)
(
β, χˆα1,α2
)
= ZΓ(2)
(
β, χˆα1 ,−α2−α1
)
ZΓ(2)
(
β, χˆα1,α2
)
= ZΓ(2)
(
β, χˆα2 ,α1
)
ZΓ(2)
(
β, χˆα1,α2
)
= ZΓ(2)
(
β, χˆ−α1 ,−α2
)
.
Using these relations and relation (6.23) concludes the proof. 
Note that relation (6.26) just says that the Selberg zeta functions with a character and with the complex
conjugated character are the same. Indeed, according to [Hej08] this is the case for all (Γ0 (n), χ). It is more
convenient for us to study the deformation of Γ0 (4) by the character χ
(4)
α,0
, which is singular in the cusp at
κ2 = 0, and which closes the cusps at κ1 = ∞ and κ3 = 12 . We hence define the character χ(4)α by
χ(4)α := χ
(4)
α,0
. (6.27)
Obviously, from (6.25) it follows that the deformation Phillips and Sarnak studied for (Γ(2), χˆ0,α) corresponds
exactly to our deformation (Γ0 (4), χ
(4)
α,0
). As we will see later, deformation under this character preserves a
new kind of symmetry of the transfer operator, which is destroyed under the deformation of χ
(4)
0,α
, see Chapter
8. Using this symmetry helps us a great deal with our numerical computations, since the computations can
be performed faster and it is possible to obtain additional information about the eigenvalues and resonances
of the hyperbolic Laplacian.
To compute the functional equation (6.7) of the Selberg zeta function we need to evaluate the function
η (β) in (6.9):
Lemma 6.5.3. For (Γ0 (4), χ ≡ 1) the function η(β) is given by
η (β) = η
(
1
2
) 22β−1 Γ
(
1
2
+ β
)
Γ
(
3
2
− β
)

3
exp
2π
∫ β− 1
2
0
τ tan(πτ)dτ
 (6.28)
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and for (Γ0 (4), χ
(4)
α ) by
η (β) = η
(
1
2
)
22β−1
Γ
(
1
2
+ β
)
Γ
(
3
2
− β
) exp
2π
∫ β− 1
2
0
τ tan(πτ)dτ
 (|1 − e2πiα| |1 − e−2πiα|)2β−1 . (6.29)
Proof. The index µ4 of Γ0 (4) in SL(2,Z) is µ4 = 6. For (Γ0 (4), χ ≡ 1) the number of open cusps is h0 = 3.
For (Γ0 (4), χ
(4)
α ) the number of open cusps is h0 = 1 and the character χ
(4)
α on the Ti’s is given by (6.20) -
(6.22): χ(4)α (T1) = exp 2πiα, χ
(4)
α (T2) = 1 and χ
(4)
α (T3) = exp−2πiα. Inserting these results in (6.9) concludes
the proof. 
Another group we want to study is the freely generated group Γ0 (8), which is a subgroup of Γ0 (4). We
use for Γ0 (8) the system of generators given by
G
(8)
1
=
(
1 0
−8 1
)
= S T 8S = (G
(4)
2
)2
G
(8)
2
=
( −3 1
−16 5
)
= S T−4S TS T 4S = (G(4)
2
)−1G(4)
1
G
(4)
2
G
(8)
3
=
(
1 1
0 1
)
= T = G
(4)
1
,
with the generatorsG
(4)
i
of Γ0 (4) given in (6.18). The inequivalent cusps are κ1 = 0, κ2 =
1
4
, κ3 = ∞, κ4 = 12 ,
which are fixed points of T1 = G
(8)
1
, T2 = G
(8)
2
, T3 = G
(8)
3
and T4 = G
(8)
1
G
(8)
2
respectively. We define the
character χ
(8)
α1 ,α2,α3 : Γ0 (8)→ C following (6.16) as
χ(8)α1 ,α2,α3(γ) = exp 2πi(α1Ω
(8)
1
(γ) + α2Ω
(8)
2
(γ) + α3Ω
(8)
3
(γ)) (6.30)
with 0 ≤ α1, α2, α3 ≤ 1 and Ω(8)i : Γ0 (8) → Z given by (6.17). This character is given for the G(8)i ’s
respectively Ti’s by
χ(8)α1,α2,α3
(
G
(8)
1
)
= exp 2πiα1
χ(8)α1,α2,α3
(
G
(8)
2
)
= exp 2πiα2
χ(8)α1,α2,α3
(
G
(8)
3
)
= exp 2πiα3
χ(8)α1,α2,α3
(
G
(8)
1
G
(8)
2
)
= exp 2πi (α1 + α2) .
The character we will use for the deformation is given by
χ(8)α (γ) := χ
(8)
0,α,0
(γ) = exp 2πiαΩ
(8)
2
(γ). (6.31)
It is singular in the cups κ1 = 0 and κ3 = ∞ and closes the other two cusps. Since Γ0 (8) ⊂ Γ0 (4) the
character χ(4)α1 ,α2 can also be defined for Γ0 (8):
Lemma 6.5.4. The character χ(4)α1 ,α2 for Γ0 (4) restricted to Γ0 (8) is related to the character χ
(8)
α1,α2,α3 for Γ0 (8)
by
χ(4)α1,α2(γ) = χ
(8)
2α2,α1,α1
(γ) and (6.32)
χ
(4)
α1 ,α2+
1
2
(γ) = χ
(8)
2α2,α1,α1
(γ) (6.33)
for γ ∈ Γ0 (8).
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Proof. The generators of the groups Γ0 (4) and Γ0 (8) are related by G
(8)
1
= G
(4)
2
G
(4)
2
, G
(8)
2
= (G
(4)
2
)−1G(4)
1
G
(4)
2
and G
(8)
3
= G
(4)
1
. The character χ
(4)
α1,α2 on the generators of Γ0 (8) is given by
χ(4)α1,α2
(
G
(8)
1
)
= exp 2πiα22
χ(4)α1,α2
(
G
(8)
2
)
= exp 2πiα1
χ(4)α1,α2
(
G
(8)
3
)
= exp 2πiα1
χ(4)α1,α2
(
G
(8)
1
G
(8)
2
)
= exp 2πi (α22 + α1) .
Comparing it to the character χ(8)α1,α2,α3 on the generatorsG
(8)
i
concludes the proof. 
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Chapter 7
The transfer operator for the geodesic
flow on hyperbolic surfaces
The transfer operator method plays a central role in this thesis; therefore, we want to briefly describe its
origins and historical development. Later we will present the transfer operator for the geodesic flow on
hyperbolic surfaces and discuss how to incorporate a character into this transfer operator. Finally, we will
introduce a form of the transfer operator which is appropriate for numerical computations.
Statistical mechanics is the science of macroscopic behavior of physical systems, which consist of a large
number n of subunits, the limit n → ∞ is called the thermodynamic limit. Statistical properties of a system
in thermodynamic equilibrium can be encoded in the so-called partition function from statistical mechanics
(see, e.g., [DGLR94]), which is usually a kind of exponential sum over energy levels of all possible states
of a system. There are several types of partition functions, which correspond to different kinds of statistical
ensembles. It is possible to obtain properties of a physical system from a partition function and its derivatives.
These may be thermodynamical properties like, e.g., free energy, entropy and pressure, but it is also possible
to obtain other properties depending on the type of physical system.
One of the essential parts of thermodynamic is the study of phase transitions. Real physical systems
exist in the three-dimensional world, but it is usually not possible to solve the equations which describe such
systems. Instead, one tries to describe the properties of these systems by models which have fewer than
three dimensions, sometimes even only one. One hopes that by solving such models results can be obtained,
which allow make statements about the real system. For more on one-dimensional models in mathematical
physics see [LM66]. When studying a one-dimensionalmodel of ferromagnetism, Ising introduced in [Isi25]
a transfer matrix to calculate the partition functions of this model, which are given by the traces of this
transfer matrix. This model is now known as the one-dimensional Ising model, which was actually invented
by Lenz in [Len20], who was Ising’s PhD advisor. The one-dimensional Ising model has no phase transition.
On the other hand, Onsager found an exact solution for the two-dimensional Ising model in [Ons44] by using
also a transfer matrix. He showed that this model indeed has a phase transition. Van Hove introduced an
integral operator in [Hov50] to compute the partition functions of a certain one-dimensional gas model with
nearest neighbour interactions and has shown that no phase transition can occur. Another integral operator
was introduced by Kac [Kac59] to calculate the partition functions of a model of a one-dimensional gas with
long range interactions, see also Chapter 9.
Obviously, the results from one-dimensional systems are somehow limited and unfortunately, often not
very relevant to a real three-dimensional physical system. On the other hand, since time is one-dimensional,
the methods which are used to study one-dimensional systems can also be applied to describe the time be-
havior of some abstract systems, so-called dynamical systems [Dev03], [ER85]. The development of the
ergodic theory of dynamical systems [Sin77] was motivated by problems in statistical physics. This theory
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deals with the long-term behavior of dynamical systems. It turned out that the formalism used in thermo-
dynamics can also be applied to other fields besides dynamical systems. The application of methods of
statistical mechanics to dynamical systems is known as the Thermodynamic Formalism, which was intro-
duced by Bowen [Bow08], Ruelle [Rue04] and Sinai. One can define generalized partition functions for
dynamical systems in an abstract mathematical way: Let X be for instance some metric space and τ : X → X
a continuous map. Denote the set of fix points of τ with period n by Fix τn = {x ∈ X : τn(x) = x} for n ∈ Z>.
If A : X → C is a function on X, then the generalized partition functions Zn are given by
Zn (A) =
∑
x∈Fix τn
exp
n−1∑
k=0
A
(
τk (x)
)
. (7.1)
The physical interpretation of a dynamical system is that the map τ describes the time development of the
states of the system in the phase space X. Note that the ergodic properties of a system are determined by
the expanding part of such a map. Furthermore, A can be interpreted as an observable, which usually is
a real-valued function. Sinai realized that a special role is played for smooth dynamical systems by the
observable
A (x) = −β ln |Dτ(x)| (7.2)
where Dτ(x) is the Jacobian determinant of τ(x). The factor β ∈ C is also called the “inverse temperature”,
since in physics it is usually defined as β = (kBT )
−1, with the Boltzmann constant kB and the absolute
temperature T . One can also define a pressure when the mapping τ meets certain conditions (see [Rue04]
section 7.19). The so-called topological pressure is given by
P(A) = lim
n→∞
1
n
ln Zn (A) , (7.3)
where the limit n→ ∞ corresponds to the thermodynamic limit. Ruelle introduced a dynamical zeta function
in [Rue76a] given by
ZR (z, A) = exp
∞∑
n=1
zn
n
Zn(A) (7.4)
which is an elegant way to combine the partitions functions Zn(A) for all n ∈ Z>. The series over n converges
for |z| < e−P(A). This zeta function can obviously be interpreted as a generating function for the partition
functions Zn(A). An evident question is then if one can also find an operator to calculate the partition
functions Zn(A), like in the case of Ising’s transfer matrix, Van Hove’s operator or the operator of Kac. For
this, Ruelle’s transfer operator [May80b], [Bal00] should be considered defined by
LA f (x) =
∑
y∈τ−1(x)
exp (A (y)) f (y) (7.5)
with τ−1 (x) = {y : τ (y) = x}, which is acting on some Banach space [Ban32] of functions f . In special
cases this transfer operator is indeed related to the partition functions by its traces and to the dynamical
zeta function by its Fredholm determinant. Examples for which this holds are the transfer operator for the
geodesic flow on hyperbolic surfaces, which we discuss in this chapter, and the transfer operator for the
Kac-Baker model in Chapter 9. Unfortunately, in general there is no such connection between the transfer
operator and partition functions. The main problem is that this kind of operator generally does not have a
well-defined trace or a well-defined Fredholm determinant. It is not easy in general to find an appropriate
Banach space on which this operator is trace class; the choice of a such space clearly depends on τ and
A. Furthermore, if the chosen space is too large then the transfer operator will not reveal much interesting
information about the dynamical system under investigation. The transfer operator can be regarded as a
generalized Perron-Frobenius operator well known from the ergodic theory of dynamical systems [LM94].
Indeed, in the special case where A is given by (7.2) and β is set to one, the transfer operator is exactly the
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Perron-Frobenius operator. The Perron-Frobenius operator describes the time development of states in phase
space; its eigenfunctions with the eigenvalue one are the equilibrium states in the phase space, i.e. states of
maximum entropy. This operator can be thought of as a discrete version of the well-known Liouville operator
from classical mechanics. For a more detailed discussion of the transfer operator and the Perron-Frobenius
operator see also [May91a] and the survey [Fra05].
7.1 Nuclear operators
The definition of nuclear operators and trace-class operators well known in Hilbert spaces has been extended
by Ruston [Rus51] and Grothendieck [Gro55], [Gro56] to general Banach spaces. A general treatment of
nuclear operators is given by Pietsch in [Pie86] which we follow here. Let B be a Banach space and B∗ its
dual space. Let 0 < p ≤ 1, an operator A : B→ B is said to be p-nuclear if there exists a so-called p-nuclear
representation
A =
∞∑
i=1
a∗i ⊗ ai with
∞∑
i=1
‖a∗i ‖p · ‖ai‖p < ∞ (7.6)
where ai ∈ B and a∗i ∈ B∗. Note, that in general a nuclear operator can have more then one such representa-
tion. The infimum of p such that (7.6) holds is called the order of A. A set of axioms for an abstract trace of
operators on Banach spaces is given in section 4.2.1 of [Pie86]. The absolutely convergent series
∑∞
i=1 a
∗
i
(ai)
fulfills these axioms. Unfortunately, usually this sum depends on the representation (7.6) of the operator A.
If this is not the case, then
tr A =
∞∑
i=1
a∗i (ai) (7.7)
is called the trace of A. On the other hand, it was proved in [Whi96] that if the sum over the eigenvalues
λi = λi(A) ∈ σ(A) of A is absolutely convergent, then there exists a spectral trace of A, denoted by
trσ A =
∑
i∈Iσ
λi (7.8)
where the set Iσ counts the eigenvalues according to their multiplicity.
There are several conditions for Banach spaces such that the traces (7.7) and (7.8) exist and are equal,
(see also [Ko¨n80], [Pie91] and [Fri86]). Note that for nuclear operators on Hilbert spaces the nuclear trace
always coincides with the spectral one [Lid59]. It was already proven by Grothendieck [Gro52] that for a
p-nuclear operator A with 0 < p ≤ 2
3
the rhs of (7.7) does not depend on the representation (7.6) of A and
that the sum over the eigenvalues of A converges absolutely, i.e. the trace (7.7) of A exists and coincides
with the spectral trace (7.8). Furthermore, in this case the Fredholm determinant of A is given by
det (1 − zA) =
∏
i∈Iσ
(1 − zλi) with λi ∈ σ(A) (7.9)
and defines a holomorphic function. In [Gro55] Grothendieck also proved the following identity for nuclear
operators of order zero
det (1 − zA) = exp tr ln (1 − zA) (7.10)
where ln is given by ln (1 − zA) = −∑∞m=1 (zA)mm .
All nuclear operators can be approximated by operators of finite rank, see [Pie91] and [Fri96]. Indeed,
this property is very useful for our numerical investigations since it allows us to approximate certain transfer
operators by a finite matrix.
Amore extensive introduction of nuclear operators if given in [CS99]. For an overview of Grothendieck’s
results see also the appendix in [May91a].
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7.2 The transfer operator as a sum of composition operators
Now we want to discuss systems where the transfer operator belongs to the class of nuclear operators of
order zero. We restrict ourselves to dim X = 1, for the more general case see [Rue76b] and [Bal00]. We
define intervalsUi ⊂ X such that X = ∪i∈IUi and intUi∩ intU j = ∅ for i , j. The map τ : U → U restricted
to the interval Ui is denoted by τi = τ|Ui . We choose Ui such that the map τi is monotone. Then the transfer
operator (7.5) is given by
LA f (x) =
∑
i∈I
δτ(Ui) (x) exp
(
A
(
τ−1i (x)
))
f
(
τ−1i (x)
)
where δτ(Ui) (x) is one if x ∈ τ (Ui) and else zero. By setting Φi (x) = δτ(Ui) (x) exp A
(
τ−1
i
(x)
)
and ψi (x) =
τ−1
i
(x) we can write this operator in a more abstract way as a sum of composition operators
L f (x) =
∑
i∈I
Φi (x) f ◦ ψi (x) =
∑
i∈I
Li f (x) (7.11)
where Li f (x) = Φi (x) f ◦ ψi (x). Now assume we can extend X to some complex disk D, and assume that
ψi is holomorphic in a neighborhood of D¯ and contracting, i.e. ψi
(
D¯
)
⊂ D for all i. It was proved in [EH70]
that ψi has exactly one fixed point z
∗
i
such that ψi
(
z∗
i
)
= z∗
i
and ‖ψ′
i
(
z∗
i
)
‖ < 1, where ψ′
i
(
z∗
i
)
= ∂
∂x
ψi (x) |x=z∗
i
.
Ruelle [Rue76b] and Mayer [May76] noticed that under certain conditions the sum of composition operators
in (7.11) is itself nuclear of order zero, i.e. the operatorL has a trace which is also spectral. We will present
here the trace formula for the transfer operator introduced by Chang [Cha99], which is a generalization
of Mayer’s formula [May80a], based on some ideas in [Kam75]. Ruelle derived also the trace formula
for such a transfer operator in [Rue76b] by evaluating an integral kernel for L. Let L resp. Li act on
vector-valued functions f ∈ E, where the Banach space E is given as a direct sum E = ⊕N
i=1
B(D) of
the Banach space B(D) and Φi (x) ∈ CN×N , for some finite N ∈ Z>. Then the spectrum of Li is given by
σ(Li) =
{
ρ(ψ′
i
(
z∗
i
)
)n : n ∈ Z≥, ρ ∈ σ(Φi
(
z∗
i
)
)
}
and the spectral trace of Li is a geometric series which can be
written explicitly as
tr Φi(z∗i )
1−ψ′
i(z
∗
i )
. The trace of L is then given by
tr L =
∑
i∈I
tr Li =
∑
i∈I
tr Φi
(
z∗
i
)
1 − ψ′
i
(
z∗
i
) . (7.12)
Obviously this formula is quite useful not only for the transfer operator, but also for general composition
operators. A similar trace formula was also given by Fried in [Fri86]. Note also that this trace formula can
also be obtained by using the Atiyah-Bott fixed point formula.
7.3 The transfer operator for the geodesic flow
So-called symbolic dynamics was introduced by Hadamard [Had98], whereby he created a correspondence
between geodesics on a surface of negative curvature and certain symbolic sequences, see also [Bow73].
Artin [Art24] noticed that there is a connection between geodesics on the modular surface SL(2,Z)\H and
continued fractions. Sinai realized that the Selberg zeta function [Sel56] can be interpreted dynamically as
a product over the closed orbits of the geodesic flow on Γ\H, where Γ denotes a Fuchsian group. Smale
[Sma67] generalized the flows on manifolds of negative curvature to so-called Axiom A flows, for which
Bowen [Bow73] developed a symbolic dynamics. On the other hand, Ruelle [Rue04], [Rue76b] noticed the
connection of zeta functions for Axiom A flows and certain partition functions for the discrete dynamical
system defined by the Poincare´ map of the flow, see also [Fri86]. In [BS79] Bowen and Series constructed
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symbolic dynamics for the geodesic flow on surfaces of constant negative curvature defined by finitely
generated discrete subgroups of SL(2,R).
10−1 x
iy
Figure 7.1: Geodesic flow on SL(2,Z)\H (fragment of an orbit)
For co-compact groups nuclear transfer operators can be constructed by using the symbolic dynamics
of Bowen and Series, and the Selberg zeta function can be expressed in terms of Fredholm determinants
of these operators [Pol91]. Nuclear transfer operators for general co-finite groups have been constructed in
[Mor97]. For SL(2,Z) a different symbolic dynamics has been found in [AF84] and [Ser85]. It turns out that
its dynamics can be described by the continued fraction map, also called the Gauss map TG : [0, 1]→ [0, 1],
defined by
TG (x) =
1
x
−
[
1
x
]
and TG (0) = 0 (7.13)
with [ · ] denoting the integer part, see also Fig. 7.2.
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Figure 7.2: The Gauss map on the unit interval
The transfer operator for the Gauss map was studied by Mayer in [May90]. In [May91b] the Selberg
zeta function for SL(2,Z) was expressed by the Fredholm determinant of this transfer operator, see also
[May91a]. For a more detailed introduction to Series’ symbolic dynamics and its relation to Mayer’s transfer
operator see also [Fra06]. In [Fri96] Fried generalized the results of Mayer to finite index subgroups of
triangle groups. About the same time Chang [Cha99] extended Mayer’s transfer operator to finite index
subgroups Γ of SL(2,Z). Using Series’ results [Ser85] Chang found that the symbolic dynamics of the
geodesic flow on Γ\H can be described by the Poincare´ map
PΓ : [0, 1] × [0, 1] × {+1,−1} × Γ\SL(2,Z)→ [0, 1] × [0, 1] × {+1,−1} × Γ\SL(2,Z)
given by
PΓ (x, y, ε, Γg) =
TG (x) ,
(
y +
[
1
x
])−1
,−ε, ΓgT ε[ 1x ]S
 . (7.14)
The expanding part of this map determining the ergodic properties, is given by
PΓ,ex. (x, ε, Γg) =
(
TG (x) ,−ε, ΓgT ε[ 1x ]S
)
.
To construct the transfer operator we need the inverse branches of this map, given by
P−1Γ,ex. (x, ε, Γg) =
{(
1
x + l
,−ε, ΓgS T εl
)
: l ∈ Z>
}
.
The transfer operator for the geodesic flow on Γ\H introduced in [Cha99] has the form
L˜β =
(
0 Lβ,+1
Lβ,−1 0
)
, (7.15)
where Lβ,ε :
⊕µ
i=1
B (D)→⊕µ
i=1
B (D) is given by
Lβ,ε ~f (z) =
∞∑
l=1
(z + l)−2βUΓ
(
S T εl
)
~f
(
1
z + l
)
, forℜβ > 1
2
(7.16)
with ~f (z) = ( fi (z))1≤i≤µ, and µ = [SL(2,Z) : Γ] the index of Γ in SL(2,Z). For the disk
D =
{
z ∈ C : |z − 1| < 3
2
}
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the Banach space B(D) is defined by
B(D) =
{
f : D→ C : f holomorphic and continuous on D¯
}
, (7.17)
with the supremum norm ‖ f ‖ = supz∈D | f (z)|. Note that one has to choose the disk D such that ψl (z) = 1z+l
maps it strictly inside D for all l ∈ Z>, and −1 < D, otherwise the operator would become singular. The
induced representation UΓ : SL(2,Z)→ Rµ×µ is defined as
[
UΓ (g)
]
i, j
= δΓ
(
rΓi g
(
rΓj
)−1)
(7.18)
with
{
rΓ
i
}
1≤i≤µ the right coset representatives of Γ\SL(2,Z) and δΓ : SL(2,Z) → {0, 1} the characteristic
function of Γ given by
δΓ (g) =
{
1 if g ∈ Γ
0 else.
(7.19)
Chang proved that this transfer operator is nuclear of order zero, see also the results of Fried in [Fri96]. By
using formula (7.12) we can write the trace of Lβ,ε as
trLβ,ε =
∞∑
l=1
(
z∗
l
+ l
)−2β
1 +
(
z∗
l
+ l
)−2 tr (UΓ (S T εl)) (7.20)
with z∗
l
= − l
2
±
√(
l
2
)2
+ 1 and z∗
l
∈ [0, 1], i.e. z∗
l
= − l
2
+
√(
l
2
)2
+ 1.
Mayer [May91a] found an analytic continuation of the transfer operator for SL(2,Z) into the entire com-
plex β-plane. Following Mayer’s ideas Chang [Cha99] determined an analytic continuation of the transfer
operator for Γ ⊂ SL(2,Z); unfortunately this analytic continuation is only valid for representationsUΓ which
are induced from the trivial representation of Γ. Furthermore, Fried [Fri96] generalized Mayer’s analytical
continuation for finite index subgroups of triangle groups. His analytic continuation is valid for any repre-
sentation. We will later discuss an analytic continuation, which is useful for our proposes.
In [May91b] Mayer established a connection of the transfer operator for SL(2,Z) and the Selberg zeta
function for this group. A generalization of his results to subgroups of SL(2,Z) was achieved by Chang in
[Cha99], where he showed that the Selberg zeta function for Γ can be written as
Z (β) = det
(
1 − L˜β
)
= det
(
1 − Lβ,+1Lβ,−1
)
= det
(
1 − Lβ,−1Lβ,+1
)
. (7.21)
Although Chang established this formula for subgroups Γ of SL(2,Z) only for the trivial character, his
results also remain valid for the case when the representation UΓ is induced by a non-trivial character, see
also remark 1 in [Str08]. Since the discrete spectrum of the hyperbolic Laplacian (6.1) for modular groups
is given by β(1 − β), where β are the zeros of Z (β) on the lineℜβ = 1
2
, formula (7.21) relates the spectrum
of the hyperbolic Laplacian to β values with the eigenvalue one of the transfer operator L˜β. This gives in
principle a new approach to the theory of quantum chaos, where one tries to understand the relation between
a quantum system and its classical limit: the transfer operator describes a classical chaotic system, namely
the geodesic flow on surfaces with constant negative curvature, that means a particle moving freely on such
a surface with constant velocity. On the other hand, the hyperbolic Laplacian is the Schro¨dinger operator of
the quantized version of the geodesic flow.
For SL(2,Z)Lβ,+1 = Lβ,−1 = Lβ is found, andMayer observed that in this case the Fredholm determinant
factorizes in Z (β) = det
(
1 − Lβ
)
det
(
1 +Lβ
)
. Obviously in this case the Selberg zeta function becomes
zero if the transfer operator has the eigenvalue ±1. Efrat [Efr93] proved that eigenvalues +1 of the transfer
operator are related to the even symmetry u(−z¯) = u(z) and eigenvalues −1 of the transfer operator are
related to the odd symmetry u(−z¯) = −u(z) of Maass wave forms u for SL(2,Z). Later we will show a
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similar factorization of the Fredholm determinant of the transfer operator for Γ0 (n), by introducing a new
kind of symmetry. In [FM11] we proved that these symmetries are again related to involutions of the Maass
wave forms. Similar factorizations for some groups were given in [Cha99]. It turns out that these are just
cases where our symmetries are trivial. Another transfer operator was introduced by Manin and Marcolli in
[MM02], which always leads to a factorisation of the Selberg zeta function. This operator is conjugated to
our transfer operator for one of the above symmetries.
Obviously, the transfer operator method opens a new access to the Selberg zeta function and its zeros.
This operator even has the potential to solve the Riemann hypothesis if the values of β could be determined
for which it has the eigenvalue one. Unfortunately, apart from some special cases we cannot say much
about the exact spectrum of this transfer operator. The transfer operator is a rather difficult object to handle
analytically. On the other hand, in recent years it became clear that the transfer operator method is one of the
few methods which allows the Selberg zeta function to be evaluated numerically. Indeed, besides the transfer
operator method, which can be applied to a large number of different groups, the other methods to compute
the Selberg zeta function are only valid for very special cases. The main difficulty is in finding an analytic
continuation of the Selberg zeta function forℜβ ≤ 1
2
. In [MS91] Matthies and Steiner considered a modified
Selberg zeta function for the modular group to overcome this difficulty. For convex co-compact Schotty
groups Guillope´, Lin and Zworski in [GLZ04] used the transfer operator to obtain an explicit formula for the
Fredholm determinant, which can be evaluated numerically more or less directly. In [Str08] Stro¨mberg used
the transfer operator method [MS08], [MMS11] for the computation of the Selberg zeta function for Hecke
triangle groups, by approximating the transfer operator by a finite matrix.
Since there is no obvious method to determine the spectrum of the transfer operator analytically, we
will study this operator numerically instead. Indeed, this method seems to be quite promising to obtain
information about this operator, which can help in understanding it better. The numerical results so far
have already initiated new theoretical work, like the already mentioned symmetries of the transfer operator
[FM11]. Also a theoretical treatment of some of the phenomena we were able to obtain numerically is in
progress [BFM12].
There is also a direct connection between the eigenfunctions of the hyperbolic Laplacian and the eigen-
functions of the transfer operator with eigenvalue one. This relation is also very important with regard to
quantum chaos, since in contrast to other methods the transfer operator approach enables us not only to relate
the spectrum of a quantum system to a classical system, but also its eigenstates. The connection between
Maass wave forms and so-called period functions for the modular group was established in [LZ01] by an
integral transform and generalized to congruence subgroups in [Mu¨h03]. It turns out that the eigenfunctions
of the transfer operator to the eigenvalue one coincide with these period functions [CM99]. Also the Hecke
operators, well known for Maass wave forms [AL70], can be defined on period functions [Mu¨h06]. They
coincide with the Hecke-like operators introduced in [HMM05], which are acting on the eigenfunctions of
the transfer operator to the eigenvalue one [FMM07]. For this, the exact relation is used between the period
functions and the eigenfunctions of the transfer operator to the eigenvalue one in [Fra06]. Also the Fricke
element acting on Maass wave forms has been transferred to the space of period functions in [Fra06].
7.4 The transfer operator for a character deformation
In this section we discuss the transfer operator L(n)β,ε,χ for Γ0(n) ⊂ SL(2,Z) with the representation Uχ in-
duced from a non-trivial character χ. This is a generalization of the transfer operator (7.16) for finite index
subgroups Γ of SL(2,Z) with a representation UΓ induced from the trivial character.
We define the representation Uχ and show that it has a special form for some elements. This form is
useful for simplifying the transfer operator with the representation Uχ. Then we write down an analytic
continuation of this transfer operator and a trace formula for this operator. Finally, we derive a form of the
transfer operator which is suitable for numerical computations, since it can be approximated by a finite rank
operator, and write down the matrix which we will use to approximate this transfer operator numerically.
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Although we will define the transfer operator with the representation Uχ only for Hecke congruence sub-
groups Γ0(n), the results remain valid also for other congruence subgroups of SL(2,Z). In the next chapter
we will investigate the spectrum of the transfer operator, which we will also use to evaluate the Selberg zeta
function. We are especially interested in a character deformation when the representation Uχ is induced by
a special character χα with a deformation parameter α ∈ R, introduced in section 6.5.
7.4.1 The induced representation Uχ
To define the representation Uχ we need the following lemma:
Lemma 7.4.1. For every right coset representative r
(n)
i
and g1, g2 ∈ SL(2,Z) there exist unique d, j ∈
{1, . . . , µn} such that r(n)i g1
(
r
(n)
d
)−1 ∈ Γ0 (n) and r(n)d g2 (r(n)j )−1 ∈ Γ0 (n) iff r(n)i g1g2 (r(n)j )−1 ∈ Γ0 (n).
Proof. There exists j with r
(n)
i
g1g2
(
r
(n)
j
)−1
= g ∈ Γ0 (n). Hence r(n)i g1 = gr(n)j g−12 . We can also find d ∈
{1, . . . , µn} such that r(n)j g−12
(
r
(n)
d
)−1 ∈ Γ0 (n). Hence r(n)i g1 (r(n)d )−1 ∈ Γ0 (n) iff g ∈ Γ0 (n). 
Proposition 7.4.2. The map Uχ : SL(2,Z)→ Cµn×µn defined by
[
Uχ (g)
]
i, j = δΓ0(n)
(
r
(n)
i
g
(
r
(n)
j
)−1)
χ
(
r
(n)
i
g
(
r
(n)
j
)−1)
(7.22)
is a representation of SL(2,Z) for χ : Γ0 (n) → C a non-trivial unitary 1-dim representation of Γ0 (n) and
δΓ0(n) the characteristic function (7.19).
Proof. Since δΓ0(n)
(
r
(n)
i
g
(
r
(n)
j
)−1)
, 0 only for r
(n)
i
g
(
r
(n)
j
)−1 ∈ Γ0 (n)
[
Uχ (g)
]
i, j = δΓ0(n)
(
r
(n)
i
g
(
r
(n)
j
)−1)
χ
(
r
(n)
i
g
(
r
(n)
j
)−1)
is well defined. We want to show that Uχ is indeed a representation. From lemma 7.4.1 we see that there
exist unique j and d′ such that r(n)
i
g1g2
(
r
(n)
j
)−1 ∈ Γ0 (n) iff r(n)i g1 (r(n)d′ )−1 ∈ Γ0 (n) and r(n)d′ g2 (r(n)j )−1 ∈ Γ0 (n).
Therefore
χ
(
r
(n)
i
g1g2
(
r
(n)
j
)−1)
= χ
(
r
(n)
i
g1
(
r
(n)
d′
)−1
r
(n)
d′ g2
(
r
(n)
j
)−1)
= χ
(
r
(n)
i
g1
(
r
(n)
d′
)−1)
χ
(
r
(n)
d′ g2
(
r
(n)
j
)−1)
.
We finally get
[
Uχ (g1g2)
]
i, j =
∑µn
d=1
δΓ0(n)
(
r
(n)
i
g1
(
r
(n)
d
)−1)
χ
(
r
(n)
i
g1
(
r
(n)
d
)−1)
δΓ0(n)
(
r
(n)
d
g2
(
r
(n)
j
)−1)
χ
(
r
(n)
d
g2
(
r
(n)
j
)−1)
[
Uχ (g1g2)
]
i, j =
[
Uχ (g1)U
χ (g2)
]
i, j .
The representation Uχ
(
1 0
0 1
)
is diagonal since δΓ0(n)
(
r
(n)
i
(
r
(n)
j
)−1)
is non-zero iff i = j, and all diagonal
entries are given by χ
(
1 0
0 1
)
= 1. We see that Uχ is a representation. 
Next we will show that the representation Uχ(T l) of the elements T l ∈ SL(2,Z) for certain l ∈ Z has a
special form, which will help us later to simplify the form of the transfer operator for the groups Γ0 (n).
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Lemma 7.4.3. The representation Uχ
(
T nl
)
of T nl ∈ Γ0 (n) is a diagonal matrix for l ∈ Z and n the level of
Γ0 (n). Indeed, the representation U
χ
(
T nl
)q
for q ∈ Z is given by
[
Uχ
(
T nl
)q]
i, j
= δi, j ·
(
χ
(
r
(n)
i
T nl
(
r
(n)
j
)−1))q
(7.23)
with δi, j = 1 if i = j and δi, j = 0 if i , j.
Corollary 7.4.4. Lemma 7.4.3 is also true for any representation Uχ which is induced by any
one-dimensional representation χ of Γ(n) or any other congruence subgroup of SL(2,Z).
Proof. Obviously T nl =
(
1 nl
0 1
)
is also an element in Γ(n). Γ(n) is a normal subgroup of SL(2,Z),
therefore r
(n)
i
T nl
(
r
(n)
i
)−1 ∈ Γ(n) for 1 ≤ i ≤ µn. Also r(n)i T nl (r(n)i )−1 ∈ Γ0 (n) since Γ(n) ⊂ Γ0 (n). By the
definition of the representatives of Γ0 (n) in SL(2,Z) we know that
δΓ0(n)
(
r
(n)
i
T nl
(
r
(n)
j
)−1)
= δi, j,
with δi, j = 1 if i = j and δi, j = 0 if i , j. Hence U
χ
(
T nl
)
is a diagonal matrix and
[
Uχ
(
T nl
)q]
i, j
=
([
Uχ
(
T nl
)]
i, j
)q
= δi, j ·
(
χ
(
r
(n)
i
T nl
(
r
(n)
j
)−1))q
for q ∈ Z. The corollary follows from the fact that every congruence subgroup of SL(2,Z) contains some
Γ(n). 
To give an impression of how the representation (7.22) looks, we present the example of the repre-
sentation Uχ(S T 3) for a character of Γ0 (4). The definition of the character χ = χ
(4)
α1,α2 and the system of
representatives r
(4)
i
are given in Appendix B. The following data were generated by our computer program
CGF:
the index µ4 of Γ0 (4) in SL(2,Z) is given by
µ4 = [ SL(2,Z) : Γ0 (4) ] = 6
The non-zero entries of the representation
[
Uχ
(4)
α1 ,α2
(
0 −1
1 3
)]
i, j
of S T 3 ∈ SL(2,Z) induced by the 1-dim
representation χ
(4)
α1 ,α2 of Γ0 (4), with γi, j = r
(4)
i
(
0 −1
1 3
) (
r
(4)
j
)−1
, are
i, j γi, j χ
(4)
α1 ,α2
(
γi, j
)
1,5
(
1 0
0 1
)
1
2,1
( −1 −3
0 −1
)
= T 3 =
(
G
(4)
1
)2
G
(4)
1
exp 2πi (3α1)
3,4
(
1 −1
0 1
)
=
S TS T
S
=
(
G
(4)
1
)−1
exp 2πi (−α1)
4,6
(
7 3
−12 −5
)
=
S T 2S T 3
S T−2S =
(
G
(4)
1
)−1 (
G
(4)
2
)−1(
G
(4)
1
)−1 (
G
(4)
2
)−1(
G
(4)
1
)−1 (
G
(4)
2
)−1 exp 2πi (−3α1 − 3α2)
7.4 The transfer operator for a character deformation 69
5,2
(
3 −1
−8 3
)
=
S T 3S T 3
S
=
G
(4)
2
G
(4)
1
G
(4)
2
exp 2πi (α1 + 2α2)
6,3
( −1 0
4 −1
)
= S T 4S = G
(4)
2
exp 2πi (α2)
withG
(4)
1
=
(
1 1
0 1
)
andG
(4)
2
=
(
1 0
−4 1
)
the generators of Γ0 (4), and S =
(
0 −1
1 0
)
and T =
(
1 1
0 1
)
.
7.4.2 The transfer operator L(n)β,ε,χ with the representation Uχ
We want to write the transfer operator in such a way that it depends only on the representationUχ of a finite
number of elements in SL(2,Z). This allows us to give a rather explicit form of the transfer operator for
certain congruence subgroups. Indeed, we will be able to determine the matrix defining the representation
Uχ explicitly, which enables us to study the structure of the transfer operator directly. This form is also the
first step to making the transfer operator suitable for numerical investigations.
Consider the i-th component of the functionL(n)β,ε,χ ~f (z) with the transfer operatorL(n)β,ε,χ given forℜβ > 12
in (7.16):
[
L(n)β,ε,χ ~f (z)
]
i
=
∞∑
l=1
(z + l)−2β
µn∑
j=1
[
Uχ
(
S T lε
)]
i, j
f j
(
1
z + l
)
=
∞∑
l=1
µn∑
j=1
[
Uχ
(
S T lε
)]
i, j
f j|2βS˜ T lz,
with S˜ =
(
0 1
1 0
)
and the slash action f |sg defined as f |s
(
a b
c d
)
z = (cz + d)−s f
(
az+b
cz+d
)
.
Lemma 7.4.5. The action of the transfer operator applied to ~f ∈⊕µn
i=1
B (D), given forℜβ > 1
2
by
[
L(n)β,ε,χ ~f (z)
]
i
=
∞∑
l=1
µn∑
j=1
[
Uχ
(
S T lε
)]
i, j
f j|2βS˜ T lz
can be written as
[
L(n)
β,ε,χ
~f (z)
]
i
=
∞∑
q=0
n∑
m=1
µn∑
j=1
[
Uχ (S Tmε)
]
i, j χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)q
f j|2βS˜ Tm+nqz
with n the level of Γ0 (n).
Proof. Splitting the sum
∑∞
l=1 into
∑∞
q=0
∑n
m=1 with l = m + nq gives
∞∑
l=1
µn∑
j=1
[
Uχ
(
S T lε
)]
i, j
f j|2βS˜ T lz =
∞∑
q=0
n∑
m=1
µn∑
j=1
[
Uχ
(
S T (m+nq)ε
)]
i, j
f j|2βS˜ Tm+nqz =
∞∑
q=0
n∑
m=1
µn∑
j=1
µn∑
k=1
[
Uχ (S Tmε)
]
i,k
[
Uχ (T nqε)
]
k, j f j|2βS˜ Tm+nqz.
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Since Uχ is a representation we have Uχ (T nqε) = Uχ (T nε)q. From lemma 7.4.3 we know that[
Uχ (T nε)q
]
k, j = δk, jχ
(
r
(n)
k
T nε
(
r
(n)
j
)−1)q
and therefore
∞∑
q=0
n∑
m=1
µn∑
j=1
µn∑
k=1
[
Uχ (S Tmε)
]
i,k δk, jχ
(
r
(n)
k
T nε
(
r
(n)
j
)−1)q
f j|2βS˜ Tm+nqz =
∞∑
q=0
n∑
m=1
µn∑
j=1
[
Uχ (S Tmε)
]
i, j χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)q
f j|2βS˜ Tm+nqz. 
The form of the transfer operator in lemma 7.4.5 looks more complicated at first glance. However, since
Uχ has the structure of a permutation matrix, the sum
∑µn
j=1
has only one non-vanishing term and since
Uχ has to be determined only for the finite number of elements S Tmε, 1 ≤ m ≤ n, we can write it down
explicitly for every m. Indeed, this form also enables us to find symmetries of the transfer operator which
we will introduce later. In [FM11] we discuss the relation of these symmetries to symmetries of the Maass
wave forms. Another advantage of this form of the transfer operator is that we have to evaluate the character
χ only for a finite number of elements. Indeed, it was this form that made numerical computations possible
at all. It might be surprising that evaluating the character χ is such a complicated task, but the decomposition
of every element into the generators of the group Γ0 (n) is needed to evaluate its character, see also section
6.5. To find such a decomposition is not easy; usually it has to be done more or less with brute force, which
can be quite time consuming. As an example we present the transfer operatorL(4)
β,ε,χ
(4)
α1,α2
= L(4)β,ε,α1,α2 for Γ0 (4)
in lemma 7.4.5 and the character χ
(4)
α1,α2 introduced in section 6.5. We also mention two symmetry operators
Pi :
⊕µ4
j=1
B (D) → ⊕µ4
j=1
B (D) with i = 1, 2, defined as
[
Pi ~f (z)
]
j
= fpi( j) (z), with pi : {1, . . . , µ4} →
{1, . . . , µ4} such that PiL(4)β,+1,α1,α2 = L
(4)
β,−1,α1,α2Pi and Pi = P−1i . Note that the symmetry P1 exists only for
the trivial character χ
(4)
0,0
, whereas the symmetry P2 also exists in the case χ(4)α,0. The following data were
generated by our computer program CGF:
The transfer operator for Γ0 (4) reads as
[
LΓ0(4)
β,+1
~f
]
1
=
∑∞
q=0 e
2πi(qα2) f3|βS˜ T 1+4q + e2πi(qα2) f4|βS˜ T 2+4q
+ e2πi(qα2) f5|βS˜ T 3+4q + e2πi((1+q)α2) f2|βS˜ T 4+4q[
LΓ0(4)
β,+1
~f
]
2
=
∑∞
q=0 e
2πi((1+4q)α1) f1|βS˜ T 1+4q + e2πi((2+4q)α1) f1|βS˜ T 2+4q
+ e2πi((3+4q)α1) f1|βS˜ T 3+4q + e2πi((4+4q)α1) f1|βS˜ T 4+4q[
LΓ0(4)
β,+1
~f
]
3
=
∑∞
q=0 e
2πi(−α1+qα2) f2|βS˜ T 1+4q + e2πi(−α1+qα2) f3|βS˜ T 2+4q
+ e2πi(−α1+qα2) f4|βS˜ T 3+4q + e2πi(−α1+qα2) f5|βS˜ T 4+4q[
LΓ0(4)
β,+1
~f
]
4
=
∑∞
q=0 e
2πi((−1−4q)α1+(−1−4q)α2) f6|βS˜ T 1+4q + e2πi((−2−4q)α1+(−2−4q)α2) f6|βS˜ T 2+4q
+ e2πi((−3−4q)α1+(−3−4q)α2) f6|βS˜ T 3+4q + e2πi((−4−4q)α1+(−4−4q)α2) f6|βS˜ T 4+4q[
LΓ0(4)
β,+1
~f
]
5
=
∑∞
q=0 e
2πi(α1+(1+q)α2) f4|βS˜ T 1+4q + e2πi(α1+(1+q)α2) f5|βS˜ T 2+4q
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+ e2πi(α1+(2+q)α2) f2|βS˜ T 3+4q + e2πi(α1+(2+q)α2) f3|βS˜ T 4+4q[
LΓ0(4)
β,+1
~f
]
6
=
∑∞
q=0 e
2πi(qα2) f5|βS˜ T 1+4q + e2πi((1+q)α2) f2|βS˜ T 2+4q
+ e2πi((1+q)α2) f3|βS˜ T 3+4q + e2πi((1+q)α2) f4|βS˜ T 4+4q[
LΓ0(4)
β,−1 ~f
]
1
=
∑∞
q=0 e
2πi((−1−q)α2) f5|βS˜ T 1+4q + e2πi((−1−q)α2) f4|βS˜ T 2+4q
+ e2πi((−1−q)α2) f3|βS˜ T 3+4q + e2πi((−1−q)α2) f2|βS˜ T 4+4q[
LΓ0(4)
β,−1 ~f
]
2
=
∑∞
q=0 e
2πi((−1−4q)α1) f1|βS˜ T 1+4q + e2πi((−2−4q)α1) f1|βS˜ T 2+4q
+ e2πi((−3−4q)α1) f1|βS˜ T 3+4q + e2πi((−4−4q)α1) f1|βS˜ T 4+4q[
LΓ0(4)
β,−1 ~f
]
3
=
∑∞
q=0 e
2πi(−α1+(−1−q)α2) f4|βS˜ T 1+4q + e2πi(−α1+(−1−q)α2) f3|βS˜ T 2+4q
+ e2πi(−α1+(−1−q)α2) f2|βS˜ T 3+4q + e2πi(−α1+(−2−q)α2) f5|βS˜ T 4+4q[
LΓ0(4)
β,−1 ~f
]
4
=
∑∞
q=0 e
2πi((1+4q)α1+(1+4q)α2) f6|βS˜ T 1+4q + e2πi((2+4q)α1+(2+4q)α2) f6|βS˜ T 2+4q
+ e2πi((3+4q)α1+(3+4q)α2) f6|βS˜ T 3+4q + e2πi((4+4q)α1+(4+4q)α2) f6|βS˜ T 4+4q[
LΓ0(4)
β,−1 ~f
]
5
=
∑∞
q=0 e
2πi(α1+(1−q)α2) f2|βS˜ T 1+4q + e2πi(α1−qα2) f5|βS˜ T 2+4q
+ e2πi(α1−qα2) f4|βS˜ T 3+4q + e2πi(α1−qα2) f3|βS˜ T 4+4q[
LΓ0(4)
β,−1 ~f
]
6
=
∑∞
q=0 e
2πi(−qα2) f3|βS˜ T 1+4q + e2πi(−qα2) f2|βS˜ T 2+4q
+ e2πi((−1−q)α2) f5|βS˜ T 3+4q + e2πi((−1−q)α2) f4|βS˜ T 4+4q
i 1 2 3 4 5 6
p1 (i) 1 2 5 4 3 6
i 1 2 3 4 5 6
p2 (i) 6 4 3 2 5 1
The symmetries P1 and P2 commute since p1 ◦ p2(i) = p2 ◦ p1(i) for 1 ≤ i ≤ 6.
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7.4.3 An analytic continuation of the transfer operator
Following the ideas in [May91a] we derive an analytic continuation of the transfer operatorwith the represen-
tation Uχ. A similar analytic continuation was also given by Chang in [Cha99], but his analytic continuation
is only valid for the representation UΓ induced from the trivial representation. An analytic continuation of
the transfer operator for triangle groups with an arbitrary representation was given by Fried in [Fri96].
Lemma 7.4.6. The analytic continuation of the transfer operator in lemma 7.4.5 is given for ℜβ > −N
2
,
N ∈ Z>, by [
L(n)β,ε,χ ~f (z)
]
i
=
[
N (n)β,ε,χ,N ~f (z)
]
i
+
[
A(n)β,ε,χ,N ~f (z)
]
i
where
[
N (n)β,ε,χ,N ~f (z)
]
i
=
∞∑
q=0
n∑
m=1
µn∑
j=1
[
Uχ (S Tmε)
]
i, j χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)q
(z + m + nq)−2β f j
(
1
z + m + nq
)
−
N∑
k=0
(z + m + nq)−2β−k
f
(k)
j
(0)
k!

and[
A(n)β,ε,χ,N ~f (z)
]
i
=
n∑
m=1
µn∑
j=1
[
Uχ (S Tmε)
]
i, j
N∑
k=0
f
(k)
j
(0)
k!
1
n2β+k
Φ
(
χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)
, 2β + k,
z + m
n
)
.
Thereby n denotes the level of Γ0 (n), and Φ the Lerch transcendent. N (n)β,ε,χ,N is holomorphic in β for ℜβ >
−N
2
andA(n)β,ε,χ,N is meromorphic in β ∈ C with possible poles at β = 1−k2 for 0 ≤ k ≤ N. Hence the transfer
operator L(n)β,ε,χ defines a meromorphic family of nuclear operators for ℜβ > −N2 with possible poles at
β = 1−k
2
for 0 ≤ k ≤ N.
Proof. The transfer operator from lemma 7.4.5 can be written as
∞∑
q=0
n∑
m=1
µn∑
j=1
[
Uχ (S Tmε)
]
i, j χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)q
(z + m + nq)−2β f j
(
1
z + m + nq
)
−
N∑
k=0
(z + m + nq)−2β−k
f
(k)
j
(0)
k!
 +
∞∑
q=0
n∑
m=1
µn∑
j=1
[
Uχ (S Tmε)
]
i, j χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)q N∑
k=0
(z + m + nq)−2β−k
f
(k)
j
(0)
k!
=
∞∑
q=0
n∑
m=1
µn∑
j=1
[
Uχ (S Tmε)
]
i, j χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)q
(z + m + nq)−2β f j
(
1
z + m + nq
)
−
N∑
k=0
(z + m + nq)−2β−k
f
(k)
j
(0)
k!
 +
n∑
m=1
µn∑
j=1
[
Uχ (S Tmε)
]
i, j
N∑
k=0
f
(k)
j
(0)
k!
1
n2β+k
∞∑
q=0
χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)q
(
z+m
n
+ q
)2β+k
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The last sum
∑∞
q=0 can be performed and leads to the Lerch transcendent
Φ
(
χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)
, 2β + k,
z + m
n
)
=
∞∑
q=0
χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)q
(
z+m
n
+ q
)2β+k .
It was shown in [Fri96] that Φ can be extended to 2β+ k ∈ C with a possible pole at 2β+ k = 1. On the other
hand, the first sum over q converges absolutely for 2ℜβ + N + 1 > 1, see [Fri96]. The operator
[
A(n)β,ε,χ,N ~f (z)
]
i
=
n∑
m=1
µn∑
j=1
[
Uχ (S Tmε)
]
i, j
N∑
k=0
f
(k)
j
(0)
k!
1
n2β+k
Φ
(
χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)
, 2β + k,
z + m
n
)
is a finite rank operator and therefore a nuclear operator. We use the basis
{
~ei
}
1≤i≤µn of C
µn given by
[
~e
]
j = δi, j
to write the operatorN (n)β,ε,χ,N as
N (n)
β,ε,χ,N
~f (z) =
∞∑
q=0
n∑
m=1
µn∑
i=1
µn∑
j=1
[
Uχ (S Tmε)
]
i, j χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)q
(z + m + nq)−2β f j
(
1
z + m + nq
)
−
N∑
k=0
(z + m + nq)−2β−k
f
(k)
j
(0)
k!
~ei
=
n∑
m=1
µn∑
i=1
µn∑
j=1
[
Uχ (S Tmε)
]
i, j ~ei
∞∑
q=0
χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)q
(z + m + nq)−2β f j
(
1
z + m + nq
)
−
N∑
k=0
(z + m + nq)−2β−k
f
(k)
j
(0)
k!
 .
We see that this is a multiplication (resp. tensor product) of two operators, where the first one is Uχ (S Tmε)
acting on ~ei, while the second operator is given by
N
(m, j)
β,ε,χ,N f j (z) =
∞∑
q=0
χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)q
(z + m + nq)−2β f j
(
1
z + m + nq
)
−
N∑
k=0
(z + m + nq)−2β−k
f
(k)
j
(0)
k!
 .
Since |χ (γ) | = 1 for all γ ∈ Γ0 (n) we can use the result in [May90] (page 327) that this operator is a nuclear
operator of order zero. 
The trace formula (7.20) is valid only for the transfer operator in the regionℜβ > 1
2
. Next we want to
determine the trace of the analytically continued transfer operator forℜβ > −N
2
:
Proposition 7.4.7. The trace of the analytic continuation of L(n)
β,ε,χ
forℜβ > −N
2
, N ∈ Z>, is given by
trL(n)
β,ε,χ
= trN (n)
β,ε,χ,N
+ trA(n)
β,ε,χ,N
,
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where the traces of the operatorsN (n)β,ε,χ,N andA(n)β,ε,χ,N are given by the formulas
trN (n)β,ε,χ,N =
∞∑
q=0
n∑
m=1
µn∑
i=1
[
Uχ (S Tmε)
]
i,i χ
(
r
(n)
i
T nε
(
r
(n)
i
)−1)q

(
z∗q,m + m + nq
)−2β
1 +
(
z∗q,m + m + nq
)−2 −
N∑
k=0
(−1)k
k!
Γ(2β + 2k)
Γ(2β + k)
(m + nq)−2β−2k

and
trA(n)β,ε,χ,N =
N∑
k=0
n∑
m=1
µn∑
i=1
[
Uχ (S Tmε)
]
i,i
(−1)k
n2β+2kk!
Γ(2β + 2k)
Γ(2β + k)
Φ
(
χ
(
r
(n)
i
T nε
(
r
(n)
i
)−1)
, 2β + 2k,
m
n
)
with z∗q,m = −m+nq2 +
√(
m+nq
2
)2
+ 1.
Proof. We write the operatorN (n)β,ε,χ,N as a sum of two series of operators:
[
N (n)β,ε,χ,N ~f (z)
]
i
=
∞∑
q=0
n∑
m=1
([
Λ
(q,m)
β,ε
~f (z)
]
i
−
[
Ξ
(q,m)
β,ε,N
~f (z)
]
i
)
with
[
Λ
(q,m)
β,ε
~f (z)
]
i
=
µn∑
j=1
[
Uχ (S Tmε)
]
i, j χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)q
(z + m + nq)−2β f j
(
1
z + m + nq
)
[
Ξ
(q,m)
β,ε,N
~f (z)
]
i
=
µn∑
j=1
[
Uχ (S Tmε)
]
i, j χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)q
N∑
k=0
(z + m + nq)−2β−k
f
(k)
j
(0)
k!
.
Obviously Λ
(q,m)
β,ε
is just a composition operator and its trace is given according to (7.12) by
trσ Λ
(q,m)
β,ε
=
(
z∗q,m + m + nq
)−2β
1 +
(
z∗q,m + m + nq
)−2
µn∑
i=1
[
Uχ (S Tmε)
]
i,i χ
(
r
(n)
i
T nε
(
r
(n)
i
)−1)q
(7.24)
with z∗q,m = −m+nq2 +
√(
m+nq
2
)2
+ 1. We denote this trace by trσ since the trace formula (7.12) is the spectral
trace of Λ
(q,m)
β,ε . We can write the operator Λ
(q,m)
β,ε also as
Λ
(q,m)
β,ε
~f (z) =
µn∑
i=1
µn∑
j=1
[
Uχ (S Tmε)
]
i, j χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)q
(z + m + nq)−2β f j
(
1
z + m + nq
)
~ei
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with
{
~ei
}
1≤i≤µn the basis of C
µn given by
[
~ei
]
j = δi, j. Next we expand f j in a Taylor series around z = 0
f j
(
1
z + m + nq
)
=
∞∑
k=0
f
(k)
j
(0)
k!
(z + m + nq)−k .
This series does not converge uniformly for every z ∈ D, (see also section 7.4.4). With this expansion the
nuclear representation (7.6) of Λ
(q,m)
β,ε
is given by
Λ
(q,m)
β,ε =
µn∑
i=1
µn∑
j=1
∞∑
k=0
[
Uχ (S Tmε)
]
i, j χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)q (z + m + nq)−2β−k
k!
[
∂k
∂zk
( · )|z=0
]
j
~ei.
Then the trace of the nuclear representation of Λ
(q,m)
β,ε is given by (7.7), i.e.
tr Λ
(q,m)
β,ε =
µn∑
i=1
µn∑
j=1
∞∑
k=0
[
∂k
∂zk
([
Uχ (S Tmε)
]
i, j χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)q (z + m + nq)−2β−k
k!
~ei
)
|z=0
]
j
=
µn∑
i=1
µn∑
j=1
∞∑
k=0
[
Uχ (S Tmε)
]
i, j χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)q ∂k
∂zk
(
(z + m + nq)−2β−k
k!
)
|z=0 [~ei] j
=
µn∑
i=1
µn∑
j=1
∞∑
k=0
[
Uχ (S Tmε)
]
i, j χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)q (−1)k
k!
Γ(2β + 2k)
Γ(2β + k)
(z + m + nq)−2β−2k |z=0δi, j
=
µn∑
i=1
∞∑
k=0
[
Uχ (S Tmε)
]
i,i χ
(
r
(n)
i
T nε
(
r
(n)
i
)−1)q (−1)k
k!
Γ(2β + 2k)
Γ(2β + k)
(m + nq)−2β−2k . (7.25)
The infinite sum over k does not converge for every m and q. We are using (3.6) and (3.7) to show that this
sum is only convergent for m + nq ≥ 3, since
lim
k→∞
(−1)k
k!
Γ(2β + 2k)
Γ(2β + k)
(m + nq)−2β−2k
∼ (−1)
k
√
2πe−kkk+1/2
√
2πe−2β−2k (2β + 2k)2β+2k−1/2√
2πe−2β−k (2β + k)2β+k−1/2
(m + nq)−2β−2k
=
(−1)k√
2πkk+1/2
(2β + 2k)2β+2k−1/2
(2β + k)2β+k−1/2
(m + nq)−2β−2k
∼ (−1)
k
√
2πkk+1/2
(2k)2β+2k−1/2
k2β+k−1/2
(m + nq)−2β−2k =
(−1)k
2
√
πk
(
2
m + nq
)2β+2k
.
Hence, the sum
∑∞
k=0 in the trace trΛ
(q,m)
β,ε
converges absolutely form+nq > 2 and it diverges for m+nq = 1.
In the case m + nq = 2 we have just
(−1)k
2
√
πk
, according to the Leibniz test the sum
∑∞
k=0 converges only if
1√
k
converges to 0 monotonically, which is the case.
On the other hand, we see that Ξ
(q,m)
β,ε,N is of finite rank and hence a nuclear operator of order zero in the
sense of Grothendieck. Its nuclear representation (7.6) has the form
Ξ
(q,m)
β,ε,N =
µn∑
i=1
µn∑
j=1
N∑
k=0
[
Uχ (S Tmε)
]
i, j χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)q (z + m + nq)−2β−k
k!
[
∂k
∂zk
( · )|z=0
]
j
~ei
and the trace of Ξ
(q,m)
β,ε,N is given by (7.7), i.e.
tr Ξ
(q,m)
β,ε,N
=
µn∑
i=1
N∑
k=0
[
Uχ (S Tmε)
]
i,i χ
(
r
(n)
i
T nε
(
r
(n)
i
)−1)q (−1)k
k!
Γ(2β + 2k)
Γ(2β + k)
(m + nq)−2β−2k .
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Next we show that trN (n)β,ε,χ,N =
∑∞
q=0
∑n
m=1
(
trσ Λ
(q,m)
β,ε − tr Ξ
(q,m)
β,ε,N
)
is well defined forℜβ > −N
2
. We write
this sum as
1∑
q=0
n∑
m=1
(
trσ Λ
(q,m)
β,ε − tr Ξ(q,m)β,ε,N
)
+
∞∑
q=2
n∑
m=1
(
trσ Λ
(q,m)
β,ε − tr Ξ(q,m)β,ε,N
)
.
The finite sum
∑1
q=0
∑n
m=1 is well defined where trσΛ
(q,m)
β,ε
is given by (7.24). For the sum
∑∞
q=2
∑n
m=1 we have
m+nq ≥ 3 and trace trΛ(q,m)β,ε in (7.25) converges absolutely. According to Grothendieck trσΛ(q,m)β,ε = trΛ(q,m)β,ε ,
and therefore
∞∑
q=2
n∑
m=1
(
trσ Λ
(q,m)
β,ε − tr Ξ(q,m)β,ε,N
)
=
∞∑
q=2
n∑
m=1
(
tr Λ
(q,m)
β,ε − tr Ξ(q,m)β,ε,N
)
=
∞∑
q=2
n∑
m=1
µn∑
i=1
∞∑
k=N+1
[
Uχ (S Tmε)
]
i,i χ
(
r
(n)
i
T nε
(
r
(n)
i
)−1)q (−1)k
k!
Γ(2β + 2k)
Γ(2β + k)
(m + nq)−2β−2k .
We see that the sum over
∑∞
q=2 converges absolutely in the regionℜβ > −N2 , since∑∞
q=2
∑n
m=1 |m + nq|−2β−2(N+1) converges for 2ℜβ + 2(N + 1) > 1.
The operatorA(n)
β,ε,χ,N
is of finite rank and hence a nuclear operator with the nuclear representation
A(n)β,ε,χ,N =
µn∑
i=1
n∑
m=1
µn∑
j=1
N∑
k=0
[
Uχ (S Tmε)
]
i, j
1
n2β+kk!
Φ
(
χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)
, 2β + k,
z + m
n
)
[
∂k
∂zk
( · )|z=0
]
j
~ei.
And its trace is given by
trA(n)β,ε,χ,N =
µn∑
i=1
n∑
m=1
µn∑
j=1
N∑
k=0
[
∂k
∂zk
( [
Uχ (S Tmε)
]
i, j
1
n2β+kk!
Φ
(
χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)
, 2β + k,
z + m
n
)
~ei
)
|z=0
]
j
=
µn∑
i=1
n∑
m=1
µn∑
j=1
N∑
k=0
[
Uχ (S Tmε)
]
i, j
1
n2β+kk!
∂k
∂zk
(
Φ
(
χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)
, 2β + k,
z + m
n
))
|z=0 [~ei] j
=
µn∑
i=1
n∑
m=1
µn∑
j=1
N∑
k=0
[
Uχ (S Tmε)
]
i, j
1
n2β+kk!
(−1)k
nk
Γ(2β + 2k)
Γ(2β + k)
Φ
(
χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)
, 2β + 2k,
z + m
n
)
|z=0δi, j
=
µn∑
i=1
n∑
m=1
N∑
k=0
[
Uχ (S Tmε)
]
i,i
(−1)k
n2β+2kk!
Γ(2β + 2k)
Γ(2β + k)
Φ
(
χ
(
r
(n)
i
T nε
(
r
(n)
i
)−1)
, 2β + 2k,
m
n
)
.
The trace formula for L(n)
β,ε,χ
in proposition 7.4.7 is very appropriate for numerical computations, since
the infinite sum
∑∞
q=0 converges exponentially. The only problem which arises is that the traces of A(n)β,ε,χ,N
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and N (n)β,ε,χ,N diverge for N → ∞. A similar calculation like in the proof of proposition 7.4.7 shows that for
large N the leading term of trN (n)β,ε,χ,N is given by
− (−1)
N
2
√
πN
22β+2N
which is obviously divergent for N → ∞. Using Φ(α, s, z) ∼ (z)−s forℜs → ∞ one shows that the leading
term of trA(n)β,ε,χ,N is given by
(−1)N
2
√
πN
22β+2N
which diverges also for N → ∞. We see that the values of the traces of N (n)β,ε,χ,N andA(n)β,ε,χ,N grow exponen-
tially with N. On the other hand, for a fixed β ∈ C with ℜβ > −N
2
the value of the sum of tr N (n)β,ε,χ,N and
trA(n)β,ε,χ,N remains constant when N grows, since these traces are growing in different directions, therfore the
value of the trace of L(n)β,ε,χ remains constant when N grows. We implemented the trace formula in proposi-
tion 7.4.7 and the trace formula (7.20) for Uχ in our computer program package Morpheus. We compared
the results of these formulas in the regionℜβ > 1
2
. As always when computing an infinite sum, we add up
terms of this sum until the result does not change within the precision we are working, usually 160 bits. Both
formulas give the same result, but their computation times differ extremely. The trace formula in proposition
7.4.7 converges within milliseconds; on the other hand, the computation time for the trace formula (7.20) is
several days in the worst case. In principle it was already noticed in [MR87] that the formula (7.20) is not
well suited for numerical computations, since its convergence is rather slow.
Of course, one would like to use the analytic continuation of the transfer operator in lemma 7.4.6 also for
numerical computations. Unfortunately, the main problem is to find a form of the operatorN (n)
β,ε,χ,N
which can
be approximated by a finite matrix. In [Str08] Stro¨mberg numerically treated the transfer operator for Hecke
triangle groups by approximating an operator, which corresponds to our operatorA(n)β,ε,χ,N , and presented an
algorithm to determine the spectrum of the transfer operator and its Fredholm determinant. The main idea is
to find a matrix representationAβ,ε,(N,N) ofA(n)β,ε,χ,N by using some finite Taylor expansions. The eigenvalues
of Aβ,ε,(N1,N1) and Aβ,ε,(N2,N2) are computed with N2 > N1. Then one assumes that those eigenvalues of
Aβ,ε,(N1,N1) andAβ,ε,(N2,N2) which coincide within a certain limit give approximate eigenvalues of the transfer
operator. We denote the set of these approximating eigenvalues by σN1 ,N2 . His method is based on certain
claims of how the spectrum of Aβ,ε,(N,N) approximates the spectrum of the transfer operator, which he did
not prove.
Unfortunately, in our case this procedure does not work very well. A simple test by comparing the sum
over the approximating eigenvalues in σN1,N2 , with the trace formula in proposition 7.4.7 shows that in all
cases we tested for different values N1 and N2 the best result was that only the order of magnitude coincides.
It it possible that the claims made in [Str08] about the spectrum ofAβ,ε,(N,N) do not hold in our case. Note that
it is obvious that trA(n)β,ε,χ,N , trL(n)β,ε,χ forℜβ > −N2 , and the hope that we can approximateL(n)β,ε,χ byA(n)β,ε,χ,N
for N large is destroyed. On the other hand, even if it is not possible to approximate the spectrum of L(n)β,ε,χ
by σN1 ,N2 , numerical calculations indicate that we can still obtain the zeros of the Fredholm determinant of
L(n)β,ε,χ by the function
∏
λ∈σN1 ,N2 (1 − λ). Indeed, comparing the zeros of
∏
λ∈σN1 ,N2 (1 − λ) on the critical line
ℜβ = 1
2
with well-known values of the eigenvalues λ = 1
4
+ R2 of the hyperbolic Laplacian [Str09b] for
Γ0 (n) with 1 ≤ n ≤ 10 and R ≤ 10, obtained by completely different methods [Str04], shows that we can
find these values with rather high precision.
In the next sections we present a better way to approximate the transfer operator.
78 7. The transfer operator for the geodesic flow on hyperbolic surfaces
7.4.4 A nuclear representation of the transfer operator
The next step is to expand f j in a Taylor series. An important question is at which point we should make
this expansion. Indeed, it is known (see the proof of lemma 4 in [CM99]) that f j (z) =
∑∞
k=0
f
(k)
j
(1)
k!
(z − 1)k
converges uniformly and absolutely in every compactum in D and absolutely on the boundary of D.1 We
will need this property since we will interchange the summation of the Taylor series and the infinite sum in
the transfer operator, which we can only do if both infinite sums converge uniformly.
Lemma 7.4.8. The transfer operator acting on ~f is given forℜβ > 1
2
by
[
L(n)
β,ε,χ
~f (z)
]
i
=
∞∑
k=0
n∑
m=1
µn∑
j=1
[
Uχ (S Tmε)
]
i, j
f
(k)
j
(1)
k!
k∑
t=0
(
k
t
)
(−1)k−t
n2β+t
Φ
(
χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)
, 2β + t,
z + m
n
)
with Φ the Lerch transcendent and n the level of Γ0 (n).
Proof. First consider the term f j|2βS˜ Tm+nqz = (z + m + nq)−2β f j
(
1
z+m+nq
)
. Using the Taylor expansion of f j
at point 1 we get
f j
(
1
z + m + nq
)
=
∞∑
k=0
f
(k)
j
(1)
k!
(
1
z + m + nq
− 1
)k
=
∞∑
k=0
f
(k)
j
(1)
k!
k∑
t=0
(
k
t
) (
1
z + m + nq
)t
(−1)k−t
which converges uniformly for z ∈ D¯. We insert this expansion into the transfer operator in lemma 7.4.5 to
get
∞∑
q=0
n∑
m=1
µn∑
j=1
[
Uχ (S Tmε)
]
i, j χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)q ∞∑
k=0
f
(k)
j
(1)
k!
k∑
t=0
(
k
t
)
(z + m + nq)−2β−t (−1)k−t .
Since forℜβ > 1
2
the sum
∑∞
q=0 converges uniformly, we can interchange it with the sum
∑∞
k=0 and therefore
get
∞∑
k=0
n∑
m=1
µn∑
j=1
[
Uχ (S Tmε)
]
i, j
f
(k)
j
(1)
k!
k∑
t=0
(
k
t
)
(−1)k−t
∞∑
q=0
χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)q
(z + m + nq)2β+t
=
∞∑
k=0
n∑
m=1
µn∑
j=1
[
Uχ (S Tmε)
]
i, j
f
(k)
j
(1)
k!
k∑
t=0
(
k
t
)
(−1)k−t
n2β+t
∞∑
q=0
χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)q
(
z+m
n
+ q
)2β+t
We see now that the last sum
∑∞
q=0 defines the Lerch transcendent
Φ
(
χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)
, 2β + t,
z + m
n
)
=
∞∑
q=0
χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)q
(
z+m
n
+ q
)2β+t . 
1We would like to thank Oscar Bandtlow for reminding us about this fact.
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To find a form of the transfer operator, which can be approximated by a finite matrix we need the follow-
ing proposition:
Proposition 7.4.9. The transfer operator has forℜβ > 1
2
the following form
[
L(n)
β,ε,χ
~f (z)
]
i
=
∞∑
k=0
∞∑
s=0
n∑
m=1
µn∑
j=1
[
Uχ (S Tmε)
]
i, j
f
(k)
j
(1)
k!
k∑
t=0
(
k
t
)
(−1)k−t+s
n2β+t+s
1
s!
Γ(2β + t + s)
Γ(2β + t)
Φ
(
χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)
, 2β + t + s,
m + 1
n
)
(z − 1)s
with Φ the Lerch transcendent and n the level of Γ0 (n).
Proof. By using lemma 4.2.3 we can write down the Taylor expansion of Φ (α, ν, z) =
∑∞
q=0 α
q (z + q)−ν as
follows
Φ (α, ν, z) =
∞∑
s=0
Φ(s) (α, ν, z0)
s!
(z − z0)s
=
∞∑
s=0
∞∑
q=0
αq
∂s
∂zs
(z + q)−ν |z=z0
1
s!
(z − z0)s
=
∞∑
s=0
∞∑
q=0
αq(−1)sΓ(ν + s)
Γ(ν)
(z0 + q)
−ν−s 1
s!
(z − z0)s .
Obviously the sum
∑∞
q=0 exists, since it is just Φ (α, ν + s, z0). To show that the sum
∑∞
s=0 converges
uniformly we use the Weierstrass M-Test. We have to find an Ms such that∣∣∣∣∣∣(−1)sΓ(ν + s)s! (z − z0)
s
(z0 + q)
ν+s
∣∣∣∣∣∣ ≤ Ms and
∞∑
s=0
Ms < ∞.
Obviously we can choose
Ms =
|Γ(ν + s)|
s!
|z − z0|s
|z0|ν+s
.
To show that
∑∞
s=0 Ms is convergent we use d’Alembert’s ratio test
lim
s→∞
Ms+1
Ms
= lim
s→∞
|Γ(ν+s+1)|
(s+1)!
|z−z0|s+1
|z0 |ν+s+1
|Γ(ν+s)|
(s)!
|z−z0|s
|z0|ν+s
=
|z − z0|
|z0| .
Finally we see that the sum over
∑∞
s=0 is only uniformly convergent if |z − z0| < |z0|. Hence we set z0 = m+1n
and z = z
′+m
n
, with z′ ∈ D. We see that |z − z0| = | z′−1n | ≤ 3/2n , since the center of the disk D is at 1 and its
radius is 3/2. On the other hand, since m ≥ 1 we have |z0| = |m+1n | ≥ 2n and finally |z − z0| ≤ 3/2n < 2n ≤ |z0|.
Therefore
Φ
(
χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)
, 2β + t,
z′ + m
n
)
=
∞∑
s=0
(−1)s
s!
Γ(2β + t + s)
Γ(2β + t)
Φ
(
χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)
, 2β + t + s,
m + 1
n
) (
z′ − 1
n
)s
.
Inserting this result into the transfer operator in lemma 7.4.8 concludes the proof. 
Conjecture 7.4.10. Numerical results suggest that the transfer operator in proposition 7.4.9 is also well
defined for ℜβ ≤ 1
2
. Indeed, we conjecture that it is an analytic continuation of the transfer operator in
β ∈ C.
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7.4.5 An approximation of the transfer operator
It is known that one can approximate a nuclear operator like the transfer operatorL(n)
β,ε,χ
by operators of finite
rank, see, e.g., [Fri96]. In this section we write the transfer operatorL(n)
β,ε,χ
in terms of a matrixM(n)
β,ε,χ
which
is suitable for computations. The main difficulty is to show that this approximation is also valid forℜβ < 1
2
,
since we can only approximate the transfer operator in proposition 7.4.9 and not the analytic continuation
of the transfer operator in lemma 7.4.6. The second problem is to proof that the spectrum of M(n)β,ε,χ is an
approximation of the spectrum of L(n)β,ε,χ, see also [BH99] and [Str08]. We will present in later chapters
several arguments which show that our approximation leads to correct results when compared to known
facts. Indeed, also some properties of the spectrum of the Laplacian under a character deformation, which
have been found numerically by this procedure have been proven to be true, see [BFM12]. We are very
confident that our approximation is the correct one.
In a first step we write the transfer operator in the basis
{
~ei
}
1≤i≤µn of C
µn , with
[
~ei
]
j = δi, j. The transfer
operator in proposition 7.4.9 can then be written as
L(n)
β,ε,χ
~f (z) =
µn∑
i=1
[
L(n)
β,ε,χ
~f (z)
]
i
~ei
=
∞∑
k=0
∞∑
s=0
µn∑
i=1
µn∑
j=1
n∑
m=1
[
Uχ (S Tmε)
]
i, j
k∑
t=0
(
k
t
)
(−1)k−t+s
n2β+t+s
1
s!
Γ(2β + t + s)
Γ(2β + t)
Φ
(
χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)
, 2β + t + s,
m + 1
n
)
f
(k)
j
(1)
k!
(z − 1)s ~ei. (7.26)
Next we consider the eigenvalue equation for the transfer operator and expand fi in a Taylor series
L(n)β,ε,χ ~f (z) = λ ~f (z)
= λ
µn∑
r=1
fr (z)~er
= λ
µn∑
r=1
∞∑
q=0
f
(q)
r (1)
q!
(z − 1)q ~er (7.27)
To determine the coefficients
f
(q)
r (1)
q!
in the Taylor expansion, we have to compare the rhs of (7.27) with the
rhs of (7.26). This leads to
λ
f
(s)
i
(1)
s!
=
∞∑
k=0
µn∑
j=1
1
s!
k∑
t=0
(
k
t
)
(−1)k−t+s
n2β+t+s
Γ(2β + t + s)
Γ(2β + t)
n∑
m=1
[
Uχ (S Tmε)
]
i, jΦ
(
χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)
, 2β + t + s,
m + 1
n
)
f
(k)
j
(1)
k!
.
Next we define the matrixM(n)
β,ε,χ
by
[(
M(n)β,ε,χ
)
s,k
]
i, j
=
1
s!
k∑
t=0
(
k
t
)
(−1)k−t+s
n2β+t+s
Γ(2β + t + s)
Γ(2β + t)
n∑
m=1
[
Uχ (S Tmε)
]
i, jΦ
(
χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)
, 2β + t + s,
m + 1
n
)
.
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The eigenvalue equation then reads in terms of this matrix
λ
f
(s)
i
(1)
s!
=
∞∑
k=0
µn∑
j=1
[(
M(n)β,ε,χ
)
s,k
]
i, j
f
(k)
j
(1)
k!
.
with 1 ≤ i, j ≤ µn and 0 ≤ s, k < ∞. Obviously the dimension of this matrix is infinite, so that for numerical
computations we have to truncate the Taylor expansion such that 0 ≤ s, k < N. Summarizing, we can state
the following proposition:
Proposition 7.4.11. The transfer operator L(n)β,ε,χ in proposition 7.4.9 can be approximated for ℜβ > 12 in
the weak sense by the matrixM(n)β,ε,χ ∈ CµnN×µnN given by
[(
M(n)β,ε,χ
)
s,k
]
i, j
=
1
s!
k∑
t=0
(
k
t
)
(−1)k−t+s
n2β+t+s
Γ(2β + t + s)
Γ(2β + t)
n∑
m=1
[
Uχ (S Tmε)
]
i, j
Φ
(
χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)
, 2β + t + s,
m + 1
n
)
(7.28)
with 1 ≤ i, j ≤ µn and 0 ≤ s, k < N, in the limit of large N ∈ Z> and n the level of Γ0 (n).
Proof. We have already shown that
[(
M(n)β,ε,χ
)
s,k
]
i, j
for 0 ≤ s, k < N corresponds to a finite matrix represen-
tation of L(n)β,ε,χ. Now we have to show that
lim
N→∞
N−1∑
s=0
N−1∑
k=0
µn∑
i=1
µn∑
j=1
[(
M(n)β,ε,χ
)
s,k
]
i, j
f (k)(1)
k!
(z − 1)s ~ei = L(n)β,ε,χ ~f (z)
exists, but this follows immediately from both the sums
∑∞
s=0 and
∑∞
k=0 converging uniformly, which was
shown in proposition 7.4.9 and lemma 7.4.8. 
Corollary 7.4.12. An approximation of the transfer operator with the representation Uχα induced by the
charater χα (γ) = exp 2πiαΩ(γ) defined in section 6.5 is given by
[(
M(n)β,ε,χ
)
s,k
]
i, j
=
1
s!
k∑
t=0
(
k
t
)
(−1)k−t+s
n2β+t+s
Γ(2β + t + s)
Γ(2β + t)
n∑
m=1
[
Uχα (S Tmε)
]
i, j
ζL
(
αΩ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)
, 2β + t + s,
m + 1
n
)
(7.29)
where α ∈ R is the deformation parameter and ζL the Lerch zeta function. This result can be extended to the
more general character χα1 ,...,ακ (γ) = exp 2πi
∑κ
q=1 αqΩq(γ) defined in (6.16) in an obvious way.
One can approximate also L˜(n)β,χ =
 0 L(n)β,+1,χL(n)
β,−1,χ 0
 by
 0 M(n)β,+1,χM(n)
β,−1,χ 0
. Since the Selberg
zeta function is given by Z(n) (β, χ) = det
(
1 − L˜(n)β,χ
)
= det
(
1 − L(n)
β,+1,χ
L(n)
β,−1,χ
)
it is enough to compute the
spectrum of (M(n)
β,+1,χ
M(n)
β,−1,χ). Later we will introduce symmetries which allow us to factorize this Fredholm
determinant, see also [FM11]. This approximation should also be valid for the transfer operators for Γ(n)
and all congruence subgroups of SL(2,Z). To find such an approximation for other groups one needs to find
a form of the representationUχ similar to that in lemma 7.4.3; otherwise one has to evaluate a matrix-valued
Lerch zeta function, like the one in the analytic continuation of the transfer operator in [Fri96]. Also, the
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Taylor expansion of ~f has to be performed around the center of the disk D, which can be different from
z = 1 for other groups. According to conjecture 7.4.10 the matrix M(n)
β,ε,χ
in proposition 7.4.11 is also
an approximation of the transfer operator for ℜβ ≤ 1
2
. To support this conjecture, later we will present
numerical results forℜβ ≤ 1
2
, which can be proven to be true.
In [BH99] Baladi and Holschneider showed that under certain conditions a subset of the spectra σ(LN)
of a sequence of approximations LN of the transfer operator L is converging to the spectrum σ(L) of the
transfer operator with N. In [Str08] Stro¨mberg constructed an approximation of the transfer operator for
Hecke triangle groups which fulfills these conditions. The problem is that some of the eigenvalues λi,N ∈
σ(LN) of the approximation LN may not be related to the spectrum σ(L) of the transfer operator L. Also,
it is not clear if all the eigenvalues λi j ,N j of such a sequence of approximations which are converging to
some stable value λi j ,N j → j λ belong to the spectrum of the transfer operator, i.e. if λ ∈ σ(L). Even if we
knew the subset
{
λi j ,N
}
1≤ j≤K of the eigenvalues ofLN which are approximating the eigenvalues ofL, ordered
by decreasing absolute value i.e. |λi j ,N | ≥ |λil ,N | for j < l, then another issue is that one cannot prove that{
λi j ,N
}
1≤ j≤k approximates all of the eigenvalues of L with absolute value greater or equal to |λiK ,N |.
On the other hand, numerical results indicate that all problems mentioned above do not occur in our
approximation in proposition 7.4.11 of the transfer operator L(n)β,ε,χ. All eigenvalues of this approximation
seem to approximate eigenvalues of the transfer operator L(n)β,ε,χ. Furthermore, it seems that the spectrum
of the approximation contains all the eigenvalues of the transfer operator with absolute value greater than
the smallest in absolute value of the eigenvalues of the approximation. It was proved in [BJ08] that the
eigenvalues λ j of the transfer operator decrease exponentially
|λ j| ≤ Ae−c j
for all j ∈ Z>, and with some constant A, c > 0. Since we are interested in the Fredholm determinant and
its zeros, it is enough to approximate the eigenvalues with the leading absolute value and the eigenvalues
around one. Since they are decreasing exponentially, an excellent test to make sure if we have got all the
significant eigenvalues is to compare the sum of the eigenvalues of the approximation to the trace formula in
proposition 7.4.7. In the next chapter we will present some results by comparing the trace formula with the
spectrum ofM(n)
β,ε,χ
and also other results to support our claims. We should mention that also the spectrum of
the approximation of the transfer operator for the Kac-Baker model in Chapter 9 shows this nice behavior.
We have also made an approximation of the transfer operator by using Chebyshev polynomials instead of
the Taylor expansion. Unfortunately, the computation time increases dramatically and the results themselves
are not very accurate. On the other hand, according to Stro¨mberg [Str09a] the approximation of the transfer
operator for Hecke triangle groups improves a lot by using Chebyshev polynomials.
One should also try to obtain results by applying perturbation theory in α for the transfer operator with
these deformation by the character χα from section 6.5. It would be interesting to compare these results to
our numerical results for Γ0 (4) and Γ0 (8).
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Chapter 8
Numerical investigations of Selberg zeta
functions under character deformations
“I think that it is a relatively good approximation to truth – which is much too complicated to
allow anything but approximations – that mathematical ideas originate in empirics”
— John von Neumann
In this chapter we present the numerical results we obtained using our computer program packageMorpheus
for the transfer operatorsL(n)β,ε,χ in section 7.4 and the Selberg zeta function Z(n)(β, χ) for Γ0 (n) and character
χ given by
Z(n)(β, χ) = det
(
1 − L˜(n)β,χ
)
= det
(
1 − L(n)
β,+1,χ
L(n)
β,−1,χ
)
= det
(
1 − L(n)
β,−1,χL(n)β,+1,χ
)
.
The main focus of our investigations is on the character deformation by χ
(4)
α1 ,α2 of the transfer operator
L(4)
β,ε,(α1,α2)
:= L(4)
β,ε,χ
(4)
α1,α2
for Γ0 (4) and the character deformation by χ
(8)
α1,α2,α3 of the transfer operator
L(8)
β,ε,(α1,α2,α3)
:= L(8)
β,ε,χ
(8)
α1,α2 ,α3
for Γ0 (8). The definitions of the characters χ
(4)
α1 ,α2 and χ
(8)
α1,α2,α3 are given in section 6.5:
χ(4)α1 ,α2(γ) = exp 2πi
(
α1Ω
(4)
1
(γ) + α2Ω
(4)
2
(γ)
)
χ(8)α1 ,α2,α3(γ) = exp 2πi
(
α1Ω
(8)
1
(γ) + α2Ω
(8)
2
(γ) + α3Ω
(8)
3
(γ)
)
,
where the functions Ω
(4)
i
: Γ0 (4) → Z and Ω(8)i : Γ0 (8) → Z are defined by (6.17). We are especially
interested in the character deformation of the transfer operator and the Selberg zeta function by χ(4)α := χ
(4)
α,0
for Γ0 (4) and the deformation by χ
(8)
α := χ
(8)
0,α,0
for Γ0 (8). We denote the corresponding transfer operators by
L(4)β,ε,α := L(4)β,ε,(α,0), L(8)β,ε,α := L(8)β,ε,(0,α,0) respectively for (Γ0 (n), χ ≡ 1) by L(n)β,ε := L(n)β,ε,χ≡1.
All the results we present in this chapter are based on numerical calculations by our computer programs
widmo and CGF which are part of our computer program packages Morpheus, see Appendix A. Unfortu-
nately, most of these results cannot be proven yet. A practical problem that arises is how to present our
results, since the data sets are extremely large so that we cannot include them in this thesis. Instead, we will
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describe our results and our conclusions; when necessary we will include figures and tables obtained from
our data to clarify them. We use the term Experimental Observation to describe results from our numerical
experiments and the term Conclusion for general predictions based on numerical experiments we believe to
be true. For some results we use the term Conjecture.
8.1 Numerical results for the transfer operator
To evaluate the Selberg zeta function Z(n)(β, χ) one needs the spectrum of L˜(n)
β,χ
=
 0 L(n)β,+1,χL(n)
β,−1,χ 0
 or
L(n)
β,+1,χ
L(n)
β,−1,χ (resp. L(n)β,−1,χL(n)β,+1,χ). To obtain a numerical approximation of the spectrum of the transfer
operator L(n)β,ε,χ in proposition 7.4.9
[
L(n)
β,ε,χ
~f (z)
]
i
=
∞∑
k=0
∞∑
s=0
n∑
m=1
µn∑
j=1
[
Uχ (S Tmε)
]
i, j
f
(k)
j
(1)
k!
k∑
t=0
(
k
t
)
(−1)k−t+s
n2β+t+s
1
s!
Γ(2β + t + s)
Γ(2β + t)
Φ
(
χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)
, 2β + t + s,
m + 1
n
)
(z − 1)s ,
we approximate this operator by the matrixM(n)
β,ε,χ
in proposition 7.4.11
[(
M(n)β,ε,χ
)
s,k
]
i, j
=
1
s!
k∑
t=0
(
k
t
)
(−1)k−t+s
n2β+t+s
Γ(2β + t + s)
Γ(2β + t)
n∑
m=1
[
Uχ (S Tmε)
]
i, j
Φ
(
χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)
, 2β + t + s,
m + 1
n
)
and compute its spectrum. This leads to the approximation of the Selberg zeta function
Z
(n)
M (β, χ) = det(1 −M
(n)
β,+1,χ
M(n)
β,−1,χ) = det(1 −M(n)β,−1,χM(n)β,+1,χ).
Note that we cannot use the analytic continuation of the transfer operator in lemma 7.4.6[
L(n)β,ε,χ ~f (z)
]
i
=
[
N (n)β,ε,χ,N ~f (z)
]
i
+
[
A(n)β,ε,χ,N ~f (z)
]
i
for numerical computations. On the other hand, we can compute numerically the trace of its analytic contin-
uation by the trace formula in proposition 7.4.7
trL(n)
β,ε,χ
= trN (n)
β,ε,χ,N
+ trA(n)
β,ε,χ,N
.
From conjecture 7.4.10 we expect that the transfer operator L(n)
β,ε,χ
in proposition 7.4.9, which we are using
for numerical computations by approximating it by a finite matrixM(n)
β,ε,χ
, is also well defined forℜβ ≤ 1
2
.
We checked this conjecture numerically by comparing the traces of the approximating matrixM(n)
β,ε,χ
and the
analytic continuation of the transfer operator given by the trace formula in proposition 7.4.7. Indeed, we
found in all cases that both traces are practically identical, which supports our conjecture 7.4.10 and also
indicates that the transfer operator in proposition 7.4.9 is indeed an analytical continuation.
Furthermore, we found numerically that for (Γ0 (n), χ ≡ 1) and (Γ0 (4), χ(4)α ) the traces of the operators
L(n)
β,+1,χ
and L(n)
β,−1,χ coincide. Further numerical investigations revealed that in these cases the spectra of
L(n)
β,+1,χ
andL(n)
β,−1,χ are also identical. This indicates that there should exist a symmetry between the operators
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L(n)
β,+1,χ
and L(n)
β,−1,χ. Indeed, for (Γ0 (n), χ ≡ 1) and (Γ0 (4), χ(4)α ) we found such symmetries by using the form
of theses operators given in lemma 7.4.5:
[
L(n)
β,ε,χ
~f (z)
]
i
=
∞∑
q=0
n∑
m=1
µn∑
j=1
[
Uχ (S Tmε)
]
i, j χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)q
f j|2βS˜ Tm+nqz.
It allows explicit expressions for every component of L(n)
β,+1,χ
~f (z) and L(n)
β,−1,χ ~f (z), see section 7.4.2 for the
transfer operator for Γ0 (4) and Appendix C for the transfer operator for Γ0 (8). Comparing these components
of L(n)
β,+1,χ
~f (z) and L(n)
β,−1,χ ~f (z) showed the existence of operators Pk :
⊕µn
j=1
B (D) → ⊕µn
j=1
B (D) given by[
Pk ~f (z)
]
j
= fpk( j) (z), with pk : {1, . . . , µn} → {1, . . . , µn} a permutation such that Pk = P−1k and
PkL(n)β,+1,χ = L(n)β,−1,χPk.
These operators Pk define a new kind of symmetries P˜k =
(
0 Pk
Pk 0
)
of the transfer operator such that
P˜kL˜(n)β,χ = L˜(n)β,χP˜k(
0 Pk
Pk 0
) 0 L(n)β,+1,χL(n)
β,−1,χ 0
 =
 0 L(n)β,+1,χL(n)
β,−1,χ 0

(
0 Pk
Pk 0
)
.
In the following we will call also the operators Pk symmetries. Then the Selberg zeta function is given by
Z(n) (β, χ) = det
(
1 − PkL(n)β,+1,χ
)
det
(
1 + PkL(n)β,+1,χ
)
.
For SL(2,Z) such a factorization of the Selberg zeta function in terms of a transfer operator L(1)β is well
known [May91b]: Here Z(1) (β) = det(1 − L(1)β ) det(1 + L(1)β ). In [Efr93] it was proved that the eigenvalues
±1 of the transfer operatorL(1)β for SL(2,Z) are related to the even / odd symmetry of the Maass wave forms
u for SL(2,Z) under the involution u(−z¯) = ±u(z). A similar relation of the symmetries Pk to involutions of
the Maass wave forms for Γ0 (n) for χ ≡ 1 and Γ0 (4) for χ(4)α was found by us numerically. Note that for the
character deformation of Γ0 (4) we will use the operator P2L(4)β,+1,α, with P2 the only remaining symmetry
for α < Z which is defined by the permutation p2(i) given in section 7.4.2. While for Γ0 (8) we have to use
the operatorL(8)
β,+1,χ
L(8)
β,−1,χ, since symmetries for a non-trivial character χ
(8)
α for Γ0 (8) do not exist.
Finally, at the end of this section we show the results of our numerical experiments we performed to
investigate the spectrum of the transfer operatorL(n)
β,ε,χ
for (Γ0 (n), χ ≡ 1), (Γ0 (4), χ(4)α ) and (Γ0 (8), χ(8)α ), with
and without using the symmetries Pk. We were able to obtain new results for the spectrum and we verified
our approximation by comparing them with several known properties.
8.1.1 A numerical verification of the approximation matrix M(n)β,ε,χ by the trace of
the transfer operator L(n)β,ε,χ
In section 7.4.5 we formulated the claim that the spectrum of the transfer operatorL(n)β,ε,χ in proposition 7.4.9
can be approximated by the spectrum of the matrixM(n)β,ε,χ in proposition 7.4.11, namely
1. Every eigenvalue ofM(n)β,ε,χ approximates an eigenvalue of L(n)β,ε,χ.
2. All eigenvalues of L(n)β,ε,χ with absolute value larger than or equal to |λmin| are approximated by eigen-
values ofM(n)β,ε,χ, where λmin denotes the eigenvalue ofM(n)β,ε,χ for an appropriately chosen N with the
smallest absolute value.
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Unfortunately, we cannot prove these claims, (see also section 7.4.5, [BH99] and [Str08]). On the other
hand, it was proved in [BH99] that under certain conditions a subset of the spectrum of an approximation
of a transfer operator approximates the spectrum of this transfer operator. Thus, we can assume that at least
part of the spectrum ofM(n)
β,ε,χ
approximates the spectrum of the transfer operatorL(n)
β,ε,χ
in proposition 7.4.9.
In [BJ08] it was proved that the eigenvalues of the transfer operator decrease exponentially. Since we want
to evaluate the Selberg zeta function by the Fredholm determinant of the transfer operator, it is hence enough
to approximate the eigenvalues with leading absolute values.
The best way to verify our claims about the spectrum ofM(n)β,ε,χ and the implementation of the compu-
tation of the matrix M(n)β,ε,χ would be to compare the spectrum of M(n)β,ε,χ with the spectrum of the transfer
operator L(n)β,ε,χ. Unfortunately, we cannot do this, since neither analytical nor independent numerical results
for the spectra of the transfer operator exist. Instead, we compare the traces of the approximation matrix
M(n)
β,ε,χ
and the analytic continued transfer operator L(n)
β,ε,χ
using the trace formula in proposition 7.4.7. Both
traces are determined numerically by independent methods, and thus one can expect that the traces will
only coincide if both implementations are indeed correct. This way we verify whether our implementation
of the computation of the matrixM(n)
β,ε,χ
and its eigenvalues is correct, and at the same time we also check
all the technical ingredients of this implementation like our approximation of certain special functions and
the computation of the eigenvalues. Furthermore, by comparing the traces ofM(n)β,ε,χ with the trace formula
in proposition 7.4.7 for the analytic continued transfer operator for ℜβ ≤ 1
2
we also verify our conjecture
7.4.10, namely that the transfer operator in proposition 7.4.9 is an analytical continuation and hence our
approximation is also valid for ℜβ ≤ 1
2
. Note that we performed most of our numerical experiments pre-
sented in later sections of this chapter forℜβ ≤ 1
2
; all these numerical results for the transfer operator and
the Selberg zeta function also support conjecture 7.4.10. So far we did not find any contradiction between
the numerical and analytical results. From the results in [BH99] it follows that at least part of the spectrum
of the matrixM(n)
β,ε,χ
approximates the spectrum of the transfer operator L(n)
β,ε,χ
, and from the identity of the
traces ofM(n)
β,ε,χ
and L(n)
β,ε,χ
we conclude that at least the largest (in absolute value) eigenvalues ofM(n)
β,ε,χ
are
approximating the largest (in absolute value) eigenvalues of L(n)
β,ε,χ
. This conclusion is based on the expec-
tation that, if some large (in absolute value) eigenvalues of M(n)β,ε,χ do not approximate the eigenvalues of
L(n)β,ε,χ, then these eigenvalues should not be related to L(n)β,ε,χ in any form, and thereby will not lead to the
same trace. An argument supporting this assumption is the following: We also approximated the analytic
continuation of the transfer operator in lemma 7.4.6 given by L(n)β,ε,χ ~f (z) = N (n)β,ε,χ,N ~f (z) +A(n)β,ε,χ,N ~f (z) by a
matrix representationA(n)
β,ε,χ,(N,N)
ofA(n)β,ε,χ,N . This approximation is equivalent to the approximation used in
[Str08] and to the matrix representation of the transfer operator for SL(2,Z) in [May90]. We found that even
for large N there are always eigenvalues ofA(n)
β,ε,χ,(N,N)
which depend on N, which indicates that they are not
part of the spectrum of the transfer operator L(n)β,ε,χ. The traces ofA(n)β,ε,χ,(N,N) and L(n)β,ε,χ were never identical;
indeed, the trace ofA(n)
β,ε,χ,(N,N)
diverges for N becoming large. However, from other numerical observations
we know that part of the spectrum of A(n)
β,ε,χ,(N,N)
approximates the spectrum of L(n)β,ε,χ. See section 7.4.3 for
further details on an approximation of the transfer operator by A(n)
β,ε,χ,(N,N)
. This lets us conclude that, if the
eigenvalues of an approximation of the transfer operator do not change with N and its traces are equal or
are converging to the traces of the transfer operator L(n)β,ε,χ given by the trace formula in proposition 7.4.7,
then all of its largest (in absolute value) eigenvalues should approximate the corresponding eigenvalues of
the transfer operator. This seems to be the case for the approximation matrixM(n)β,ε,χ: The largest (in absolute
value) eigenvalues ofM(n)β,ε,χ do not change with the number of Taylor coefficients N in the approximation,
and the trace is converging with N exponentially to the trace of the transfer operator L(n)β,ε,χ. Obviously, it
could happen that some eigenvalues ofM(n)
β,ε,χ
cancel each other, and thus the trace ofM(n)
β,ε,χ
would be equal
to the trace of L(n)
β,ε,χ
even with different eigenvalues. If this occurred we could see numerically that the sum
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over part of the eigenvaluesM(n)β,ε,χ is zero, but we never saw such behavior of the spectrum.
We denote by
trM(n)
β,ε,χ
=
µn∑
i=1
N−1∑
k=0
[(
M(n)
β,ε,χ
)
k,k
]
i,i
the trace of the matrixM(n)
β,ε,χ
when determined by the sum of its diagonal elements, with N the number of
Taylor coefficients in the approximation matrixM(n)
β,ε,χ
. And by
trσ M(n)β,ε,χ =
µn N∑
i=1
λi
we denote the trace ofM(n)
β,ε,χ
when determined by the sum of its eigenvalues λi = λi (β) ∈ σ
(
M(n)
β,ε,χ
)
. The
trace of L(n)
β,ε,χ
is given by
trL(n)
β,ε,χ
= trN (n)
β,ε,χ,N˜
+ trA(n)
β,ε,χ,N˜
where tr N (n)
β,ε,χ,N˜
and tr A(n)
β,ε,χ,N˜
are given in proposition 7.4.7, with N˜ the number of terms in the analytic
continuation of the transfer operatorL(n)
β,ε,χ
= N (n)
β,ε,χ,N˜
+A(n)
β,ε,χ,N˜
in lemma 7.4.6.
We computed these traces for several hundred random values of β ∈ C for −2.0 ≤ ℜβ ≤ 10.0 and
0 ≤ ℑβ ≤ 10.0, for (Γ0 (n), χ ≡ 1) with 1 ≤ n ≤ 10. We restricted β to these values since it is the region
of the β-plane where we performed most of our computations. On the other hand, we also computed these
traces for several other non-random values of β in a much larger region. For Γ0 (4) and Γ0 (8) we did these
computations also for the non-trivial characters χ
(4)
α1,α2 respectively χ
(8)
α1 ,α2,α3 . In most cases we used N = 50
Taylor coefficients in the approximation matrixM(n)
β,ε,χ
and a fixed precision of 160 bits, which is about 50
decimal places. Our choice of the number of terms N˜ in the trace formula for the analytic continuation of
the transfer operator depends on ℜβ with ℜβ > − N˜
2
and N˜ ≥ 10. We present some of the results in Table
8.1; in all cases considered, the absolute value of the difference between the traces of M(n)
β,ε,χ
and L(n)
β,ε,χ
is
very small, which indicates that our computations are indeed correct: The size of the matrixM(n)
β,ε,χ
and the
time needed to compute this matrix and its eigenvalues are specified in the right column of Table 8.1. Note
that for Γ0 (4) and Γ0 (8) the difference between the traces of L(n)β,ε,χ andM(n)β,ε,χ is about 10−20. In these cases
we computed 300, respectively 600 eigenvalues. If we take into account that computation of the eigenvalues
involves many complicated transformations of the matrixM(n)β,ε,χ, it is quite remarkable that summing up that
many eigenvalues gives such a high-precision result. This indicates that the eigenvalues are computed with
a rather high precision.
Figure 8.1 shows how the absolute value of these traces depends on the number N of Taylor coefficients
forM(n)
β,ε,χ
respectively the number N˜ in N (n)
β,ε,χ,N˜
andA(n)
β,ε,χ,N˜
. As expected theoretically the traces ofN (n)
β,ε,χ,N˜
andA(n)
β,ε,χ,N˜
are growing exponentially with N˜ but with opposite signs, see section 7.4.3. On the other hand,
the trace of L(n)
β,ε,χ
remains practically constant when N˜ changes. We see also that trσ M(n)β,ε,χ approaches
tr L(n)
β,ε,χ
exponentially.
Next we want to discuss how our approximation matrix M(n)
β,ε,χ
depends on β ∈ C and χ for different
numbers N of Taylor coefficients and for different precision p. For this we have compared the spectral trace
of M(n)β,ε,χ with the trace of L(n)β,ε,χ given by the trace formula in proposition 7.4.7. Some of the results are
shown in Table 8.2. As can be seen the approximation gets better for largerℜβ and small ℑβ. It turns out
that for 0 < ℜβ and 0 ≤ ℑβ < 20 the choice N = 50 and p = 160 bits (about 50 decimal places) gives
the best compromise between precision of the results and computation time. For Γ0 (4) and Γ0 (8) we get
satisfactory results even for ℑβ < 30 for this choice of N and p. On the other hand, for SL(2,Z) one has
to increase N to 80 already for ℑβ > 15. For ℜβ < 0 it seems that some of the eigenvalues of M(n)
β,ε,χ
are
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Table 8.1: The traces of L(n)
β,+1,χ
, N (n)
β,+1,χ,N˜
,A(n)
β,+1,χ,N˜
andM(n)
β,+1,χ
trace size/time
Γ0 (1) trM(1)β,+1 -4.227028353626E-2+4.455218795216E-1I 50 × 50
N = 50 trσ M(1)β,+1 -4.227028353626E-2+4.455218795216E-1I 1.411s
ℜβ = 0.26 trL(1)
β,+1
-4.227028353614E-2+4.455218795215E-1I
ℑβ = 5.4 |trσ M(1)β,+1 − tr L(1)β,+1| 1.247000590087E-13
trN (1)
β,+1,χ≡1,N˜ -4.289363590638E28-9.312957622600E28I
trA(1)
β,+1,χ≡1,N˜ 4.289363590638E28+9.312957622600E28I
Γ0 (4) trM(4)β,+1,α 2.050716998092E-1-1.258411878665E-1I 300 × 300
N = 50 trσ M(4)β,+1,α 2.050716998092E-1-1.258411878665E-1I 55.523s
ℜβ = 0.48 trL(4)
β,+1,α
2.050716998092E-1-1.258411878665E-1I
ℑβ = 3.8 |trσ M(4)β,+1,α − tr L(4)β,+1,α| 1.990457255498E-23
α = 0.21 trN (4)
β,+1,α,N˜
-1.301435887632E-2+7.210076263399E-4I
trA(4)
β,+1,α,N˜
2.180860586855E-1-1.265621954928E-1I
Γ0 (4) trM(4)β,+1,α -1.06641469043352 300 × 300
N = 50 trσ M(4)β,+1,α -1.06641469043352+2.815261247199E-48I 59.972s
ℜβ = 0.33 trL(4)
β,+1,α
-1.06641469043352
ℑβ = 0 |trσ M(4)β,+1,α − tr L(4)β,+1,α| 7.03612680791353E-26
α = 0.12 trN (4)
β,+1,α,N˜
-2.88967534836905E-2
trA(4)
β,+1,α,N˜
-1.03751793694983
Γ0 (8) trM(8)β,+1 -7.195525313235E-7-2.299836221857E-7I 600 × 600
N = 50 trσ M(8)β,+1 -7.195525313235E-7-2.299836221857E-7I 5m49.569s
ℜβ = 8.3 trL(8)
β,+1
-7.195525313235E-7-2.299836221857E-7I
ℑβ = 12.3 |trσ M(8)β,+1 − tr L(8)β,+1| 1.229683523547E-21
trN (8)
β,+1,α=0,N˜
7.930376514800E-2-3.226857346122E-2I
trA(8)
β,+1,α=0,N˜
-7.930448470053E-2+3.226834347760E-2I
Γ0 (9) trM(9)β,+1 -2.194153145324+1.430181958910I 600 × 600
N = 50 trσ M(9)β,+1 -2.194153145324+1.430181958910I 5m57.805s
ℜβ = 0.15 trL(9)
β,+1
-2.194153145324+1.430181958910I
ℑβ = 2.23 |trσ M(9)β,+1 − tr L(9)β,+1| 1.05648873794731E-23
trN (9)
β,+1,χ≡1,N˜ -6.604538703511E-2-2.826804747E-4I
trA(9)
β,+1,χ≡1,N˜ -2.128107758289+1.430464639385I
Results from widmo version 6.4.6. Precision 160 bits (49 digits). CPU: Intel Core i7, 2.66 GHz
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growing exponentially withℜβ getting negative; we will investigate this issue in more detail in section 8.1.4.
We can also see that for Γ0 (4) and Γ0 (8) the quality of approximation does not depend on the deformation
parameters αi.
Table 8.1 and Table 8.2 show that the computation time for the matrixM(n)
β,ε,χ
and its eigenvalues scales
with the size of the matrix, for Γ0 (4) it is about 60 seconds and for Γ0 (8) already 6 times longer. This is one
of the reasons we obtained most of our results for (Γ0 (4), χ
(4)
α ), which was still very time consuming since
this matrix and its eigenvalues have to be computed usually several ten thousand times to obtain one data set
for 0 ≤ α ≤ 0.5.
The first new result was that for (Γ0 (n), χ ≡ 1) respectively (Γ0 (4), χ(4)α ) the traces of L(n)β,+1,χ and L(n)β,−1,χ
are identical. We compared the traces of these operators for many different values of β ∈ C and for different
groups Γ0 (n). We present some of the results in Table 8.3. The size of the matrixM(n)β,ε,χ and the time needed
to compute this matrix and its eigenvalues are specified in the right column. As one can see, the traces of
L(n)
β,+1,χ
and L(n)
β,−1,χ for Γ0 (4) coincide also for the non-trivial character χ
(4)
α ; note, that this is no longer true
for Γ0 (8) with a non-trivial character.
Conclusion 8.1.1. For (Γ0 (n), χ ≡ 1) and (Γ0 (4), χ(4)α ) with β ∈ C the traces ofL(n)β,+1,χ andL(n)β,−1,χ are equal.
Indeed, as we will see in the next section, in all cases where these traces are equal, also the spectra
of L(n)
β,+1,χ
and L(n)
β,−1,χ coincide. This was the first indication that the operators L(n)β,+1,χ and L(n)β,−1,χ must be
closely related.
8.1.2 The equality of the spectra of L(n)
β,+1,χ
and L(n)
β,−1,χ
From our numerical results we concluded in the last section that the traces of L(n)
β,+1,χ
and L(n)
β,−1,χ are equal
for Γ0 (n) with a trivial character χ ≡ 1 and Γ0 (4) with the character χ(4)α . It was important to see if even
the spectra of L(n)
β,+1,χ
and L(n)
β,−1,χ are equal, since this indicates that these operators could be conjugate.
Obviously, L(n)
β,+1,χ
and L(n)
β,−1,χ are in general different operators, which means that a relation between their
spectra cannot be trivial.
We computed the spectrum of the approximation matrices M(n)
β,+1,χ
and M(n)
β,−1,χ for different groups
(Γ0 (n), χ ≡ 1) with 1 ≤ n ≤ 25, and random values of β ∈ C with 0 ≤ ℜβ ≤ 1 and 0 ≤ ℑβ ≤ 10.
We also did computations for (Γ0 (4), χ
(4)
α1,α2) and (Γ0 (8), χ
(8)
α1,α2,α3) with 0 ≤ α1, α2, α3,≤ 0.5. To compare
the eigenvalues {λi (β,+1)}1≤i≤µnN of the matrixM(n)β,+1,χ with the eigenvalues {λi (β,−1)}1≤i≤µnN of the matrix
M(n)
β,−1,χ, we order the eigenvalues in both sets such thatℜλi ≤ ℜλi+1 and ifℜλi = ℜλi+1 then ℑλi ≤ ℑλi+1.
This way we ensure that eigenvalues which should be equal have the same index i in both sets. We define
dβ = max
1≤i≤µnN
∣∣∣∣∣λi (β,+1) − λi (β,−1)λi (β,+1)
∣∣∣∣∣ . (8.1)
Obviously, dβ is the greatest relative difference between the eigenvalues of M(n)β,+1,χ and M(n)β,−1,χ. If the
spectra of L(n)
β,+1,χ
and L(n)
β,−1,χ coincide we expect that dβ is a very small number. In Table 8.4 we present
some of the results, where the size of the matrixM(n)
β,+1,χ
, its computation time and the computation time of
its eigenvalues are given. Furthermore, this table also includes the eigenvalues λmin and λmax ofM(n)β,+1,χ of
smallest respectively largest absolute value. We also computed the absolute difference |trL(n)
β,+1,χ
− trL(n)
β,−1,χ|
of the traces of L(n)
β,+1,χ
and L(n)
β,−1,χ, which can only be zero if the spectra of L(n)β,+1,χ and L(n)β,−1,χ coincide, i.e.
if dβ is a small number. The trace of the transfer operator L(n)β,ε,χ was computed by the trace formula given
in proposition 7.4.7. As in the forgoing section, we also checked if the trace of the approximation matrix
M(n)
β,+1,χ
coincides with the trace of the transfer operatorL(n)
β,+1,χ
by computing the absolute difference of both
traces |tr L(n)
β,+1,χ
− trσ M(n)β,+1,χ|, which should also be a small number if the approximation is correct. The
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Table 8.2: Dependence of the approximation matrixM(n)
β,+1,χ
of L(n)
β,+1,χ
on β ∈ C
Γ0 (n) N p β α1 α2 α3 |trL(n)β,+1,χ − trσ M
(n)
β,+1,χ
| size time
Γ0 (1) 50 160 10 5.3913E-20 50 × 50 1.263s
Γ0 (1) 50 160 10+10I 8.1886E-15 50 × 50 3.233s
Γ0 (1) 50 160 0.5+10I 9.8636E-11 50 × 50 3.158s
Γ0 (1) 80 160 0.25+30I 2.1024E-7 80 × 80 17.556s
Γ0 (1) 50 160 -10+10I 2.9808E-5 50 × 50 3.258s
Γ0 (1) 50 160 -15.2 1.1556E-7 50 × 50 1.727s
Γ0 (4) 50 160 10 5.0166E-31 300 × 300 56.978s
Γ0 (4) 50 160 10+10I 3.6616E-24 300 × 300 1m55s
Γ0 (4) 50 160 0.5+10I 6.4408E-18 300 × 300 1m59s
Γ0 (4) 50 160 0.5+10I 0.3 0.12 4.1055E-18 300 × 300 2m54s
Γ0 (4) 20 32 0.25+10I 2.627E-3 120 × 120 5.894s
Γ0 (4) 20 64 0.25+10I 4.9124E-4 120 × 120 6.368s
Γ0 (4) 20 160 0.25+10I 4.9124E-4 120 × 120 8.486s
Γ0 (4) 30 32 0.25+10I 2.780E-3 180 × 180 20.803s
Γ0 (4) 30 64 0.25+10I 2.0585E-8 180 × 180 20.396s
Γ0 (4) 30 160 0.25+10I 2.0586E-8 180 × 180 25.365s
Γ0 (4) 50 32 0.25+10I 2.792E-3 300 × 300 1m21s
Γ0 (4) 50 64 0.25+10I 4.2604E-13 300 × 300 1m28s
Γ0 (4) 50 128 0.25+10I 9.6409E-18 300 × 300 1m44s
Γ0 (4) 50 160 0.25+10I 9.6409E-18 300 × 300 1m45s
Γ0 (4) 80 64 0.25+10I 4.2590E-13 480 × 480 5m45s
Γ0 (4) 80 128 0.25+10I 5.9366E-32 480 × 480 6m38s
Γ0 (4) 80 160 0.25+10I 4.9396E-32 480 × 480 6m46s
Γ0 (4) 80 192 0.25+10I 4.9396E-32 480 × 480 7m21s
Γ0 (4) 50 160 0.25+30I 6.8676E-5 300 × 300 2m1s
Γ0 (4) 80 160 0.25+30I 2.4139E-17 480 × 480 8m39s
Γ0 (4) 80 160 0.25+30I 0.15 0.21 7.5823E-19 480 × 480 2h52m
Γ0 (4) 35 128 -3.1+4.2I 7.6075E-13 210 × 210 39.601s
Γ0 (4) 35 160 -3.1+4.2I 5.7711E-13 210 × 210 42.643s
Γ0 (4) 50 128 -3.1+4.2I 1.8427E-13 300 × 300 1m45s
Γ0 (4) 50 160 -3.1+4.2I 7.6988E-20 300 × 300 1m51s
Γ0 (4) 65 128 -3.1+4.2I 1.8427E-13 390 × 390 3m39s
Γ0 (4) 65 160 -3.1+4.2I 5.9730E-20 390 × 390 3m51s
Γ0 (8) 50 160 10 5.0166E-31 600 × 600 6m58s
Γ0 (8) 50 160 10+10I 3.6616E-24 600 × 600 15m10s
Γ0 (8) 50 160 0.5+10I 6.4408E-18 600 × 600 15m25s
Γ0 (8) 50 160 0.25+30I 6.8676E-5 600 × 600 15m39s
Γ0 (8) 80 160 0.25+30I 2.4139E-17 960 × 960 1h07m
Γ0 (8) 80 160 0.25+30I 0.15 0.21 0.32 2.2712E-17 960 × 960 1h29m
Γ0 (8) 50 160 -3.1+4.2I 6.9388E-20 600 × 600 12m58s
Results from widmo version 6.4.8. Precision 160 bits (49 digits). CPU: AMD Opteron 2350, 2.00 GHz
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trace trσ M(n)β,+1,χ is given by the sum of the eigenvalues ofM(n)β,+1,χ. As expected from the results in the last
section, the only cases for which the spectra coincide are (Γ0 (n), χ ≡ 1) and (Γ0 (4), χ(4)α1,0):
Conclusion 8.1.2. For (Γ0 (n), χ ≡ 1) and (Γ0 (4), χ(4)α ) with β ∈ C the spectra of L(n)β,+1,χ and L(n)β,−1,χ are
equal.
In all cases for which the spectra of M(n)
β,+1,χ
and M(n)
β,−1,χ are equal, the largest relative difference dβ is
quite small, which means that even the smallest eigenvalues coincide with at least about 12 decimal places,
where the smallest absolute value of the eigenvalues is around 10−40. This shows that the spectra ofM(n)
β,+1,χ
andM(n)
β,−1,χ are computed with a rather high precision. We conclude that the matricesM(n)β,+1,χ andM(n)β,−1,χ
are similar, i.e. M(n)
β,+1,χ
= X−1M(n)
β,−1,χX with a non-singular matrix X ∈ CµnN×µnN , see also Chapter 5. In the
next section we show a similar relation between the operators L(n)
β,+1,χ
and L(n)
β,−1,χ.
8.1.3 Symmetries of the transfer operator L(n)β,ε,χ and the operators Pk
In the foregoing sections we concluded from numerical experiments that for (Γ0 (n), χ ≡ 1) and (Γ0 (4), χ(4)α )
the traces of L(n)
β,+1,χ
and L(n)
β,−1,χ respectively the spectra of L(n)β,+1,χ and L(n)β,−1,χ are presumably identical. This
also indicates that the transfer operators L(n)
β,+1,χ
and L(n)
β,−1,χ could be conjugate. In this section we want to
show that there indeed exist operators Pk conjugating these transfer operators. We start with the transfer
operator from lemma 7.4.5:
[
L(n)β,ε,χ ~f (z)
]
i
=
∞∑
q=0
n∑
m=1
µn∑
j=1
[
Uχ (S Tmε)
]
i, j χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)q
f j|2βS˜ Tm+nqz.
Since Uχ has the structure of a permutation matrix, in the sum
∑µn
j=1
there is only one non-vanishing term
for the index j such that r
(n)
i
S Tmε
(
r
(n)
j
)−1 ∈ Γ0 (n). Obviously, this specific j depends on i and S Tmε. We
define the permutation map um,ε : {1, . . . , µn} → {1, . . . , µn}, such that r(n)i S Tmε
(
r
(n)
um,ε(i)
)−1 ∈ Γ0 (n) for every
1 ≤ i ≤ µn. Then the representation Uχ in (7.22) is given by[
Uχ (S Tmε)
]
i, j = δum,ε(i), j χ
(
r
(n)
i
S Tmε
(
r
(n)
j
)−1)
with δum,ε(i), j = 0 if um,ε (i) , j and δum,ε(i), j = 1 if um,ε (i) = j. The transfer operator in lemma 7.4.5 can hence
be written[
L(n)
β,ε,χ
~f (z)
]
i
=
n∑
m=1
χ
(
r
(n)
i
S Tmε
(
r
(n)
um,ε(i)
)−1) ∞∑
q=0
χ
(
r
(n)
um,ε(i)
T nε
(
r
(n)
um,ε(i)
)−1)q
fum,ε(i)|2βS˜ Tm+nqz.
We have to show that there exist operators Pk with
PkL(n)β,+1,χ ~f (z) = L(n)β,−1,χPk ~f (z) , (8.2)
which intertwine the transfer operators L(n)
β,+1,χ
and L(n)
β,−1,χ. Let P˜k =
(
0 Pk
Pk 0
)
, then this operator com-
mutes with L˜(n)β,χ, and hence defines a symmetry of the transfer operator. Indeed
P˜kL˜(n)β,χ =
(
0 Pk
Pk 0
) 0 L(n)β,+1,χL(n)
β,−1,χ 0
 =
 PkL(n)β,−1,χ 00 PkL(n)β,+1,χ

=
 L(n)β,+1,χPk 00 L(n)
β,−1,χPk
 =
 0 L(n)β,+1,χL(n)
β,−1,χ 0

(
0 Pk
Pk 0
)
= L˜(n)
β,χ
P˜k.
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Table 8.3: Comparison of the traces of L(n)
β,+1,χ
and L(n)
β,−1,χ
trace size/time
Γ0 (3) trσ M(3)β,+1 2.303999131384-9.635738819609I 200 × 200
N = 50 trL(3)
β,+1
2.303999131375-9.635738819624I 17.942s
ℜβ = −0.4 |trσ M(3)β,+1 − trL(3)β,+1| 1.725103776940E-11
ℑβ = 8.2 trL(3)
β,−1 2.303999131375-9.635738819624I
|trL(3)
β,+1
− tr L(3)
β,−1| 0
Γ0 (4) trσ M(4)β,+1 7.490877543575E-1+1.188768461322I 300 × 300
N = 50 trL(4)
β,+1
7.490877543575E-1+1.188768461322I 53.276s
ℜβ = 0.28 |trσ M(4)β,+1 − trL(4)β,+1| 2.757558790286E-23
ℑβ = 3.1 trL(4)
β,−1 7.490877543575E-1+1.188768461322I
|trL(4)
β,+1
− tr L(4)
β,−1| 0
Γ0 (4) trσ M(4)β,+1,α 6.005144889805E-1-9.398788536393E-2I 300 × 300
N = 50 trL(4)
β,+1,α
6.005144889805E-1-9.398788536393E-2I 1m03.915s
ℜβ = 0.48 |trσ M(4)β,+1,α − trL(4)β,+1,α| 2.945934829898E-21
ℑβ = 5.8 trL(4)
β,−1,α 6.005144889805E-1-9.398788536393E-2I
α = 0.42 |trL(4)
β,+1,α
− tr L(4)
β,−1,α| 0
Γ0 (8) trσ M(8)β,+1 -2.82059589099E-1+3.57051311710E-1I 600 × 600
N = 50 trL(8)
β,+1
-2.82059589099E-1+3.57051311710E-1I 6m15.288s
ℜβ = 0.75 |trσ M(8)β,+1 − trL(8)β,+1| 4.048880641894E-24
ℑβ = 2.4 trL(8)
β,−1 -2.82059589099E-1+3.57051311710E-1I
|trL(8)
β,+1
− tr L(8)
β,−1| 0
Γ0 (8) trσ M(8)β,+1,α 1.43133706999E-1+2.22391408029E-1I 600 × 600
N = 50 trL(8)
β,+1,α
1.43133706999E-1+2.22391408029E-1I 6m54.583s
ℜβ = 0.75 |trσ M(8)β,+1,α − trL(8)β,+1,α| 2.6775728097643E-24
ℑβ = 2.4 trL(8)
β,−1,α -3.89841855740E-1+8.99095082357E-2I
α = 0.27 |trL(8)
β,+1,α
− tr L(8)
β,−1,α| 5.49194322850E-1
Γ0 (15) trσ M(15)β,+1 -1.381465471088+2.653545098043E-48I 1200 × 1200
N = 50 trL(15)
β,+1
-1.38146547108808 22m54.302s
ℜβ = 0.29 |trσ M(15)β,+1 − trL(15)β,+1| 5.42304897881949E-26
ℑβ = 0 trL(15)
β,−1 -1.38146547108808
|trL(15)
β,+1
− tr L(15)
β,−1| 0
Results from widmo version 6.4.6. Precision 160 bits (49 digits). CPU: Intel Core i7, 2.66 GHz
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Table 8.4: Comparison of the spectra ofM(n)
β,+1,χ
andM(n)
β,−1,χ
Γ0 (n) N β α1 α2 α3 dβ λmin |trL(n)β,+1,χ − trL(n)β,−1,χ| size
λmax |trL(n)β,+1,χ − trσ M(n)β,+1,χ| time
Γ0 (3) 50 0.14+9.3I 2.6001E-12 2.37E-40-3.28E-39I 0 200 × 200
2.26+9.37E-1I 5.1480E-11 19.049s
Γ0 (4) 50 0.55+4.3I 4.8705E-14 -4.90E-41-6.93E-41I 0 300 × 300
-1.00E-1-6.70E-1I 1.8655E-22 56.723s
Γ0 (4) 50 0.55+4.3I 0.24 5.1170E-14 -5.96E-43+4.59E-41I 0 300 × 300
-8.24E-1-5.09E-1I 1.1713E-23 1m6.200s
Γ0 (4) 50 0.25+7.8I 0.33 2.7417 1.68E-40+2.543I 2.2469 300 × 300
-1.05+2.48I 9.4704E-20 2m15.860s†
Γ0 (4) 50 0.42+3.7I 0.12 0.34 1.9902 4.36E-41+5.64E-41I 0.5349 300 × 300
2.75E-1-1.40I 1.7836E-23 1m10.640s
Γ0 (8) 50 0.5+3.5I 2.5101E-14 1.80E-41+3.73E-41I 0 600 × 600
1.00+3.57E-1I 4.4288E-23 7m34.424s
Γ0 (8) 50 0.5+3.5I 0.47 1.9748 9.71E-42+2.72E-41I 0.03387 600 × 600
1.52E-1-1.18I 4.1679E-24 6m15.442s
Γ0 (8) 50 0.32+8.6I 0.24 3.2238 1.41E-40+6.25E-40I 1.3295 600 × 600
-1.77E-1+1.84I 7.1090E-19 13m37.635s†
Γ0 (8) 50 0.54+3.6I 0.02 2.9219 -5.88E-41-7.60E-42I 0.0362 600 × 600
9.47E-1+1.85E-1I 5.0658E-23 13m17.320s†
Γ0 (8) 50 0.43+1.2I 0.34 0.11 3.4864 6.82E-42+3.00E-42I 1.2093 600 × 600
-1.33E-1-1.68I 5.7229E-25 13m49.341s†
Γ0 (8) 50 0.3+0.5I 0.23 0.26 2.6869 5.35E-43+1.63E-41I 0.8028 600 × 600
-5.33E-1-1.38I 1.3010E-25 13m34.861s†
Γ0 (8) 50 0.3+5.5I 0.42 0.05 2.9661 3.64E-41+5.56E-41I 0.4521 600 × 600
1.07-1.28I 9.8590E-22 13m3.281s†
Γ0 (8) 50 0.12+3.7I 0.12 0.04 0.23 3.6709 7.88E-41-7.91E-42I 6.8789 600 × 600
3.53+6.80I 8.8002E-23 7m0.8924s
Γ0 (24) 50 0.43+7.5I 1.3941E-12 5.76E-40-2.24E-40I 0 2400 × 2400
7.85E-1+1.09I 8.2075E-20 14h28m †
Results from widmo version 6.4.7. Precision 160 bits (49 digits). CPU: Intel Core i7-620M, 2.66 GHz, † AMD Opteron 2350, 2.00 GHz
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For convenience we also call the intertwining operators Pk symmetries. Assume the operator
Pk :
⊕µn
j=1
B (D) → ⊕µn
j=1
B (D) is a permutation matrix Pk ∈ Cµn×µn defined by a permutation pk :
{1, . . . , µn} → {1, . . . , µn} such that
[Pk]i, j = δpk(i), j and
[
Pk ~f (z)
]
i
= fpk (i) (z) . (8.3)
Then the operators PkL(n)β,ε,χ ~f (z) and L(n)β,ε,χPk ~f (z) have the form[
PkL(n)β,ε,χ ~f (z)
]
i
=
[
L(n)β,ε,χ ~f (z)
]
pk(i)
=
n∑
m=1
χ
(
r
(n)
pk(i)
S Tmε
(
r
(n)
um,ε(pk(i))
)−1) ∞∑
q=0
χ
(
r
(n)
um,ε(pk(i))
T nε
(
r
(n)
um,ε(pk(i))
)−1)q
fum,ε(pk(i))|2βS˜ Tm+nqz
respectively[
L(n)β,ε,χPk ~f (z)
]
i
=
n∑
m=1
χ
(
r
(n)
i
S Tmε
(
r
(n)
um,ε(i)
)−1) ∞∑
q=0
χ
(
r
(n)
um,ε(i)
T nε
(
r
(n)
um,ε(i)
)−1)q
fpk(um,ε(i))|2βS˜ Tm+nqz.
For PkL(n)β,+1,χ ~f (z) and L(n)β,−1,χPk ~f (z) to be equal the terms in the sums
∑n
m=1 and
∑∞
q=0 have to be identical.
Hence the following conditions have to be satisfied for all 1 ≤ m ≤ n and all 1 ≤ i ≤ µn:
1. χ
(
r
(n)
pk(i)
S T+m
(
r
(n)
um,+1(pk(i))
)−1)
= χ
(
r
(n)
i
S T−m
(
r
(n)
um,−1(i)
)−1)
2. χ
(
r
(n)
um,+1(pk(i))
T+n
(
r
(n)
um,+1(pk(i))
)−1)
= χ
(
r
(n)
um,−1(i)
T−n
(
r
(n)
um,−1(i)
)−1)
3. um,+1 (pk (i)) = pk
(
um,−1 (i)
)
For a trivial character χ ≡ 1 only condition 3 remains. To determine the maps pk : {1, . . . , µn} → {1, . . . , µn}
the following lemma is useful:
Lemma 8.1.3. For the right coset representatives
{
r
(n)
i
}
1≤1≤µn
of Γ0 (n) in SL(2,Z) with r
(n)
1
=
(
1 0
0 1
)
and
r
(n)
2
= S =
(
0 −1
1 0
)
the second component of the transfer operator L(n)β,ε,χ for (Γ0 (n), χ) is given by
[
L(n)
β,ε,χ
~f (z)
]
2
=
n∑
m=1
χ (Tmε)
∞∑
q=0
χ (T nε)q f1|2βS˜ Tm+nqz.
Proof. Obviously one can choose r
(n)
1
= I and r
(n)
2
= S for every Γ0 (n). Then the second component of
L(n)
β,ε,χ
~f (z) is given by
[
L(n)β,ε,χ ~f (z)
]
2
=
n∑
m=1
χ
(
r
(n)
2
S Tmε
(
r
(n)
um,ε(2)
)−1) ∞∑
q=0
χ
(
r
(n)
um,ε(2)
T nε
(
r
(n)
um,ε(2)
)−1)q
fum,ε(2)|2βS˜ Tm+nqz.
Since r
(n)
2
= S we have r
(n)
2
S Tmε
(
r
(n)
um,ε(2)
)−1
= S S Tmε
(
r
(n)
um,ε(2)
)−1
= Tmε
(
r
(n)
um,ε(2)
)−1 ∈ Γ0 (n). But Tmε ∈ Γ0 (n)
for all 1 ≤ m ≤ n, thus
(
r
(n)
um,ε(2)
)−1
must be
(
1 0
0 1
)
, i.e. um,ε (2) = 1 for all m. 
This lemma shows that there is at least one component of the transfer operatorsL(n)
β,+1,χ
andL(n)
β,−1,χ, which
has the same component of ~f appearing in all terms in the sums
∑n
m=1 and
∑∞
q=0. We will use this fact to find
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the operatorsPk in the case of a trivial character χ ≡ 1. In listing 8.1 we present an algorithm to find all these
operators Pk for a given Γ0 (n) with trivial character χ ≡ 1: The function find symmetries takes um,+1 and
um,−1 as argument and returns a set S p = {pk}1≤k≤hn of permutations such that um,+1 (pk (i)) = pk
(
um,−1 (i)
)
for all 1 ≤ m ≤ n and 1 ≤ i ≤ µn. The first step is to find all i ∈ {1, . . . , µn} for which um,ε (i) = um′,ε (i) for
all 1 ≤ m,m′ ≤ n, which corresponds to finding all components of the transfer operator where the sum over
m and q contains only one component of ~f : The maps um,+1 and um,−1 are determined by the representation
Uχ(S T+m) respectively Uχ(S T−m), and the function find components with one index in terms takes
um,+1 or um,−1 as an argument and returns a set X± =
{
i : u1,±1 (i) = um,±1 (i) for all 1 ≤ m ≤ n}. To define
the map p : {1, . . . , µn} → {1, . . . , µn} we first set p (y+) := y− and p (um,−1 (y+)) := um,+1 (p (y+)) for
1 ≤ m ≤ n, one pair y+ ∈ X+ and y− ∈ X−. To define the map p(i) for all 1 ≤ i ≤ µn we use the
relation p
(
um,−1 (i)
)
:= um,+1 (p (i)) for the p(i) already defined and for all 1 ≤ m ≤ n. As soon as the map
p : {1, . . . , µn} → {1, . . . , µn} is defined we check in the function is consistent if it satisfies p (um,−1 (i)) =
um,+1 (p (i)) for every 1 ≤ m ≤ n and 1 ≤ i ≤ µn. This check is necessary, even if p was defined using this
relation, which can still be violated for some combinations of 1 ≤ m ≤ n and 1 ≤ i ≤ µn. If the map p fulfills
all the conditions and is not already contained in the set S p we add it to S p := S p ∪ {p}. By repeating this
procedure for every combination of y+ ∈ X+ and y− ∈ X− we find all possible permutations pk.
Listing 8.1: Symmetries of the transfer operator
✞ ☎
1 i n d e x i n t e rm s e q u a l ( u , i )
2 f o r m= 2 , . . . , n
3 i f u ( 1 , i ) i s n o t e q u a l u (m, i )
4 r e t u r n F a l s e
5 r e t u r n True
6
7 f i n d c omp o n e n t s w i t h o n e i n d e x i n t e rm s ( u )
8 X = emp t y s e t ( )
9 f o r i = 1 , . . . , mu n
10 i f i n d e x i n t e r m s e q u a l ( u , i ) i s True
11 X = a d d t o s e t (X, i )
12 r e t u r n X
13
14 i s d e f i n e d ( p )
15 f o r i = 1 , . . . , mu n
16 i f p ( i ) i s no t d e f i n e d
17 r e t u r n F a l s e
18 r e t u r n True
19
20 se t map ( p , u+ ,u−)
21 f o r i = 1 , . . . , mu n
22 i f p ( i ) i s d e f i n e d
23 f o r m= 1 , . . . , n
24 i f p ( u−(m, i ) ) i s no t d e f i n e d
25 p ( u−(m, i ) ) = u+(m, p ( i ) )
26
27 i s c o n s i s t e n t ( p , u+ ,u−)
28 f o r i = 1 , . . . , mu n
29 f o r m= 1 , . . . , n
30 i f p ( u−(m, i ) ) i s no t e q u a l u+(m, p ( i ) )
31 r e t u r n F a l s e
32 r e t u r n True
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33
34 f i n d s ymme t r i e s ( u+ ,u−)
35 X+ = f i n d c omp o n e n t s w i t h o n e i n d e x i n t e rm s ( u+)
36 X− = f i n d c omp o n e n t s w i t h o n e i n d e x i n t e rm s ( u−)
37 p s e t = emp t y s e t ( )
38 f o r a l l e l emen t s y+ i n X+
39 f o r a l l e l eme t s y− i n X−
40 p ( y+) = y−
41 p ( u− (1 , y+ ) ) = u+ (1 , p ( y+ ) )
42 wh i l e i s d e f i n e d ( p ) i s F a l s e
43 se t map ( p , u+ ,u−)
44 i f i s c o n s i s t e n t ( p , u+ ,u−) i s True . . .
45 and i f p no t i n p s e t
46 p s e t = a d d t o s e t ( p s e t , p )
47 r e t u r n p s e t
✝ ✆
By implementing this algorithm in our computer program CGF, we are able to find all operators Pk for
any group Γ0 (n). Table 8.5 shows the index µn and the number of symmetries hn for Γ0 (n) for 1 ≤ n ≤ 100.
Indeed, we found numerically that there is always at least one symmetry P1 for every (Γ0 (n), χ ≡ 1). This
symmetry P1 is defined by a permutation p1 : {1, . . . , µn} → {1, . . . , µn} with p1(1) = 1 and p1(2) = 2, which
is in agreement with lemma 8.1.3. Furthermore, pk(i) = p
−1
k
(i) for all 1 ≤ i ≤ µn, thus Pk = P−1k . By using
these symmetries one can show that the Selberg zeta function factorises as follows
Z(n) (β, χ) = det
(
1 − L˜(n)β,χ
)
= det
(
1 − L(n)
β,−1,χL(n)β,+1,χ
)
= det
(
1 − L(n)
β,−1,χPkPkL(n)β,+1,χ
)
= det
(
1 − PkL(n)β,+1,χPkL(n)β,+1,χ
)
= det
(
1 − PkL(n)β,+1,χ
)
det
(
1 + PkL(n)β,+1,χ
)
. (8.4)
Such a factorization for SL(2,Z) was found in [May91b]. As we see, the Selberg zeta function is vanishing
if PkL(n)β,+1,χ has an eigenvalue +1 or −1. For SL(2,Z) it is known [Efr93] that forℜβ = 12 the eigenvalue +1
of the transfer operator is related to an even Maass wave form u(−z¯) = u(z) and −1 to an odd Maass wave
form u(−z¯) = −u(z). Numerical calculations for (Γ0 (n), χ ≡ 1) and comparison with even/odd symmetries
of Maass wave forms given in [Str09b] indicate this also holds for the operator P1L(n)β,+1:
Conclusion 8.1.4. For (Γ0 (n), χ ≡ 1) the involution jz = −z¯ for Maass wave forms u(z) with the spectral
parameter β ∈ C, i.e. ∆u(z) = β(1 − β)u(z), and the operator P1, which intertwines the transfer operators
L(n)
β,+1
and L(n)
β,−1, i.e. P1L(n)β,+1 = L(n)β,−1P1, are related by:
+1 ∈ σ(P1L(n)β,+1) ⇐⇒ u(−z¯) = u(z), i.e. u is even
−1 ∈ σ(P1L(n)β,+1) ⇐⇒ u(−z¯) = −u(z), i.e. u is odd.
For a non-trivial character the symmetries Pk are usually destroyed. Lemma 8.1.3 indicates that for the
transfer operator L(n)β,ε,χ with a character χ the only possible relation is given by P1L(n)β,+1,χ = L(n)β,−1,χ−1P1. An
output from our program CGF of the transfer operator for Γ0 (4) with the character χ
(4)
α1,α2 and the operators
P1 and P2 are given in section 7.4.2:
Conclusion 8.1.5. For (Γ0 (4), χ
(4)
α1,α2) and β ∈ C the operators P1 and P2 relate the transfer operators
L(4)
β,±1,(α1,α2) := L
(4)
β,±1,χ(4)α1 ,α2
as follows
P1L(4)β,+1,(α1,0) = L
(4)
β,−1,(−α1,0)P1
P2L(4)β,+1,(α1,0) = L
(4)
β,−1,(α1,0)P2.
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Table 8.5: Index µn of Γ0 (n) in SL(2,Z) and the number hn of symmetries {Pk}1≤k≤hn
Γ0 (n) µn hn
Γ0 (1) 1 1
Γ0 (2) 3 1
Γ0 (3) 4 1
Γ0 (4) 6 2
Γ0 (5) 6 1
Γ0 (6) 12 1
Γ0 (7) 8 1
Γ0 (8) 12 2
Γ0 (9) 12 3
Γ0 (10) 18 1
Γ0 (11) 12 1
Γ0 (12) 24 2
Γ0 (13) 14 1
Γ0 (14) 24 1
Γ0 (15) 24 1
Γ0 (16) 24 4
Γ0 (17) 18 1
Γ0 (18) 36 3
Γ0 (19) 20 1
Γ0 (20) 36 2
Γ0 (21) 32 1
Γ0 (22) 36 1
Γ0 (23) 24 1
Γ0 (24) 48 2
Γ0 (25) 30 1
Γ0 (n) µn hn
Γ0 (26) 42 1
Γ0 (27) 36 3
Γ0 (28) 48 2
Γ0 (29) 30 1
Γ0 (30) 72 1
Γ0 (31) 32 1
Γ0 (32) 48 4
Γ0 (33) 48 1
Γ0 (34) 54 1
Γ0 (35) 48 1
Γ0 (36) 72 6
Γ0 (37) 38 1
Γ0 (38) 60 1
Γ0 (39) 56 1
Γ0 (40) 72 2
Γ0 (41) 42 1
Γ0 (42) 96 1
Γ0 (43) 44 1
Γ0 (44) 72 2
Γ0 (45) 72 3
Γ0 (46) 72 1
Γ0 (47) 48 1
Γ0 (48) 96 4
Γ0 (49) 56 1
Γ0 (50) 90 1
Γ0 (n) µn hn
Γ0 (51) 72 1
Γ0 (52) 84 2
Γ0 (53) 54 1
Γ0 (54) 108 3
Γ0 (55) 72 1
Γ0 (56) 96 2
Γ0 (57) 80 1
Γ0 (58) 90 1
Γ0 (59) 60 1
Γ0 (60) 144 2
Γ0 (61) 62 1
Γ0 (62) 96 1
Γ0 (63) 96 3
Γ0 (64) 96 8
Γ0 (65) 84 1
Γ0 (66) 144 1
Γ0 (67) 68 1
Γ0 (68) 108 2
Γ0 (69) 96 1
Γ0 (70) 144 1
Γ0 (71) 72 1
Γ0 (72) 144 6
Γ0 (73) 74 1
Γ0 (74) 114 1
Γ0 (75) 120 1
Γ0 (n) µn hn
Γ0 (76) 120 2
Γ0 (77) 96 1
Γ0 (78) 168 1
Γ0 (79) 80 1
Γ0 (80) 144 4
Γ0 (81) 108 3
Γ0 (82) 126 1
Γ0 (83) 84 1
Γ0 (84) 192 2
Γ0 (85) 108 1
Γ0 (86) 132 1
Γ0 (87) 120 1
Γ0 (88) 144 2
Γ0 (89) 90 1
Γ0 (90) 216 3
Γ0 (91) 112 1
Γ0 (92) 144 2
Γ0 (93) 128 1
Γ0 (94) 144 1
Γ0 (95) 120 1
Γ0 (96) 192 4
Γ0 (97) 98 1
Γ0 (98) 168 1
Γ0 (99) 144 3
Γ0 (100) 180 2
Results from CGF version 2.3.1.
Obviously, the factorization of the Selberg zeta function in (8.4) exists only for P2L(4)β,+1,(α1,0). It might be
surprising that for χ
(4)
0,α2
such an operator does not exist, since we saw in section 6.5 that the Selberg zeta func-
tion for χ
(4)
α,0
is the same as for χ
(4)
0,α
. After we found the operators Pk we used the transfer operator P2L(4)β,+1,α
for further numerical investigations of the character deformation with χ
(4)
α,0
for Γ0 (4). This obviously reduces
the computation time, since we need to compute only the operator L(4)
β,+1,α
and P2. In [PS94] it was shown
that all Maass wave forms which are odd with respect to the involution τz = z¯
2z¯−1 survive the deformation by
χ(4)
0,α
, and only the even ones can be destroyed. As we will see later, our numerical computations show that
the eigenvalues +1 of P2L(4)β,+1,α are related to the zeros of the Selberg zeta function which leave the critical
lineℜβ = 1
2
under the deformation by α and that the eigenvalues −1 are related to the zeros which stay on
the critical line for every α. This indicates already that the symmetry corresponding to the operator P2 is
related to the involution τ. Indeed, since the involution τ is preserved throughout the deformation by χ
(4)
α ,
see [PS94], and P2 is the only operator defining a symmetry of the transfer operator for this deformation we
conclude that:
Conclusion 8.1.6. For (Γ0 (4), χ
(4)
α ) the involution τz =
z¯
2z¯−1 for Maass wave forms u(z) with the spectral
parameter β ∈ C, i.e. ∆u(z) = β(1 − β)u(z), and the operator P2, which intertwines the transfer operator
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L(4)
β,+1,α
and L(4)
β,−1,α, i.e. P2L(4)β,+1,α = L(4)β,−1,αP2, are related by:
+1 ∈ σ(P2L(4)β,+1,α) ⇐⇒ u(τz) = u(z), i.e. u is τ-even
−1 ∈ σ(P2L(4)β,+1,α) ⇐⇒ u(τz) = −u(z), i.e. u is τ-odd.
The form of the transfer operatorL(8)
β,ε,(α1,α2,α3)
:= L(8)
β,ε,χ
(8)
α1 ,α2 ,α3
for Γ0 (8) with character χ
(8)
α1,α2,α3 is given in
Appendix C. For this operator we have
Conclusion 8.1.7. For (Γ0 (8), χ
(8)
α1,α2,α3 ) the operators P1 and P2 relate L(8)β,+1,(α1,α2,α3) and L
(8)
β,−1,(α1,α2,α3) by
P1L(8)β,+1,(0,α2,α3) = L
(8)
β,−1,(0,−α2,−α3)P1
P2L(8)β,+1,(0,0,0) = L(8)β,−1,(0,0,0)P2.
Unfortunately, for Γ0 (8) all symmetries are destroyed for a non-trivial character, and therefore we have
to use the operator L(8)
β,+1,α
L(8)
β,−1,α to study the character deformation by χ
(8)
α .
We conclude from the numerical observations in this section that:
Conclusion 8.1.8. For (Γ0 (n), χ ≡ 1) with β ∈ C at least one operator Pk exists such that PkL(n)β,+1 =
L(n)
β,−1Pk; for (Γ0 (4), χ(4)α ) only one operator P2 exists such that P2L(4)β,+1,α = L(4)β,−1,αP2. The symmetries
corresponding to the Pk’s are related to the involutions for Maass wave forms.
The existence of the operators Pk confirms our numerical observations in the previous sections concern-
ing the equality of the traces of L(n)
β,+1,χ
and L(n)
β,−1,χ and the spectra L(n)β,+1,χ and L(n)β,−1,χ for (Γ0 (n), χ ≡ 1) and
(Γ0 (4), χ
(4)
α1,0
), respectively the difference of these traces and spectra for (Γ0 (4), χ
(4)
α1,α2) and (Γ0 (8), χ
(8)
α1,α2,α3).
The symmetries defined by the operators Pk were obtained by symbolic computations using the program
CGF, while the results in the previous sections were obtained by numerical analysis using the program
widmo. Note that the two methods are completely different, and therefore these results provide further
verification for the computations performed by our computer programs widmo and CGF.
We have explicitly determined in [FM11] the symmetries corresponding to the operators Pk for
(Γ0 (n), χ ≡ 1) and (Γ0 (4), χ(4)α ). We also showed that the operator P1 corresponds to the involution z → −z¯
of the Maass wave forms. These results confirm our numerical observations of the operators Pk, and hence
are an analytic verification of our numerical computations. Note also that the transfer operator for Γ0 (n) of
Manin and Marcolli in [MM02], which always leads to a factorisation of the Selberg zeta function for these
groups, is conjugate to our transfer operator with the operator P1 corresponding to the involution z→ −z¯.
8.1.4 The spectra and traces of the transfer operator
To evaluate the Selberg zeta function we need to compute the spectra of L(n)
β,+1,χ
L(n)
β,−1,χ respectively PkL(n)β,ε,χ.
The operator L(n)
β,+1,χ
L(n)
β,−1,χ can be approximated by
M(n)
β,+1,χ
M(n)
β,−1,χ
which is just the product of the matricesM(n)
β,+1,χ
andM(n)
β,−1,χ in proposition 7.4.11. On the other hand, the
operator PkL(n)β,ε,χ can be approximated by the matrix PkM(n)β,ε,χ with M(n)β,ε,χ given in proposition 7.4.11 and
Pk determined by the permutation pk in (8.3):[(
PkM(n)β,ε,χ
)
s,k
]
i, j
=
1
s!
k∑
t=0
(
k
t
)
(−1)k−t+s
n2β+t+s
Γ(2β + t + s)
Γ(2β + t)
n∑
m=1
[PkUχ (S Tmε)]i, j
Φ
(
χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)
, 2β + t + s,
m + 1
n
)
(8.5)
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where [PkUχ (S Tmε)]i, j = [Uχ (S Tmε)]pk(i), j. In this section we want to investigate the spectra of L(n)β,ε,χ,
PkL(n)β,ε,χ and L(n)β,+1,χL(n)β,−1,χ. To verify our numerical results for the spectrum of the approximation of the
transfer operator we compare them with known properties: As theoretically expected, for β = 1 the matrices
M(n)
β,+1
M(n)
β,−1 andP1M(n)β,ε have the eigenvalue 1 for (Γ0 (n), χ ≡ 1). We also found thatM(n)β,ε for (Γ0 (n), χ ≡ 1)
has an eigenvalue λ = 1 for β = 1, which is also in agreement with theoretical considerations since the
eigenfunction of the transfer operator L(n)β,ε for β = 1 and λ = 1 is fi(z) = 1z+1 for all 1 ≤ i ≤ µn. Since the
Selberg zeta function for (Γ0 (n), χ ≡ 1) has a pole at β = 0.5 one should expect that near this value some
of the eigenvalues of M(n)
β,+1
M(n)
β,−1 and P1M(n)β,ε become very large, which we can also see in our numerical
computations. In all cases, we investigated for (Γ0 (n), χ) and β ∈ C, most of the eigenvalues of M(n)β,ε,χ,
M(n)
β,+1,χ
M(n)
β,−1,χ, and PkM(n)β,ε,χ are accumulating near zero, which corresponds to the fact that the eigenvalues
of the transfer operator decrease exponentially, see [BJ08]. It was proved in [May90] that the transfer
operator L(1)β for SL(2,Z) with β ∈ R has a real spectrum for β > 0.5. Our numerical results show that (see
Figure 8.2 top left):
Experimental Observation 8.1.9. For SL(2,Z) and β ∈ R the spectrum of the transfer operator L(1)β is
real for β > Cev and for β ≤ Cev the spectrum contains a pair of complex conjugate eigenvalues; all other
eigenvalues are real. Numerically we obtained Cev ≈ 0.390908820806... . As a consequence the trace of
L(1)
β
is real for all β ∈ R.
The results for the spectrum of L(1)
β
for the special values β = 1−k
2
with k ∈ Z> in [CM99] agree with
our observations, see also Corollary 2 in [CM99]. We also computed the spectrum of the transfer operators
L(4)
β,ε,α
and PkL(4)β,ε,α for (Γ0 (4), χ(4)α ) with β ∈ R (see Figures 8.2 and 8.3):
Experimental Observation 8.1.10. For (Γ0 (4), χ
(4)
α ) and β ∈ R the spectra of the transfer operators L(4)β,ε,α
and PkL(4)β,ε,α contain finitely many pairs of complex conjugate eigenvalues; all other eigenvalues are real.
The traces of these operators are real for all β ∈ R.
We also conducted a few experiments for other groups Γ0 (n) and trivial character for β ∈ R. It seems
that like in observation 8.1.10 the traces are always real and there are a few complex conjugate eigenvalues.
The observations in 8.1.9 and 8.1.10 concerning reality of the traces agree with the fact that the Selberg zeta
function for Γ0 (n) and unitary χ is real on the real axis β ∈ R, which follows from the product definition
(6.2). On the other hand, for the characters χ
(4)
α1 ,α2 and χ
(4)
0,α2
we found that:
Experimental Observation 8.1.11. For (Γ0 (4), χ
(4)
0,α2
) and (Γ0 (4), χ
(4)
α1,α2), β ∈ R and α1, α2 < Z the spectra
of the transfer operatorsL(4)β,ε,χ andPkL(4)β,ε,χ are complex, and also the traces of these operators are complex.
This observation shows that the Selberg zeta function cannot be expressed by the Fredholm determinants
of these operators, since the Fredholm determinant is not real valued for these characters. This confirms
our observation in the foregoing section that only for a trivial character and the character χ(4)α the operator
P2 leads to a factorization of the Selberg zeta function. The observation in 8.1.10 that the trace of the
operator L(4)β,ε,α is real for β ∈ R indicates that its Fredholm determinant might be related to the Selberg
zeta function. Indeed, we found numerically that for (Γ0 (4), χ ≡ 1) and β ∈ C the Fredholm determinant
det(1 + L(4)β,ε) det(1 − L(4)β,ε) with ε = ±1 is the Selberg zeta function. From further numerical investigations
we are led to:
Conclusion 8.1.12. For (Γ0 (4), χ ≡ 1) and β ∈ C the spectra of L(4)β,ε and P2L(4)β,ε are equal.
For a non-trivial character χ the spectra of L(4)β,ε,χ and P2L(4)β,ε,χ are different, but we have found that:
Conclusion 8.1.13. For (Γ0 (4), χ
(4)
α ) and β ∈ C the traces of L(4)β,ε,α and P2L(4)β,ε,α are equal.
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Figure 8.2: Spectrum {λi} ofM(1)β,ε,M(4)β,ε, P1M(4)β,ε and P2M(4)β,ε on the real line β ∈ R
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Figure 8.3: Spectrum {λi} of P2M(4)β,ε,α on the real line β ∈ R for α ∈ {10−5, 0.05, 0.2}
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We have been able to prove in [FM11] that for (Γ0 (4), χ ≡ 1) the Fredholm determinants of L(4)β,ε and
P2L(4)β,ε are equal, which agrees with conclusion 8.1.12. Numerical investigations also show that the traces
of the transfer operators for (Γ0 (4), χ ≡ 1) and (Γ0 (8), χ ≡ 1) are equal:
Conclusion 8.1.14. For (Γ0 (4), χ ≡ 1) and (Γ0 (8), χ ≡ 1) the traces of L(4)β,ε and L(8)β,ε are equal for β ∈ C.
On the other hand, the spectra ofL(4)β,ε andL(8)β,ε are different. We also checked for other groups (Γ0 (n), χ ≡
1) with 1 ≤ n ≤ 12 if their traces coincide, but this does not seem to be the case. This result indicates that
there is some special relation between the transfer operators for the groups (Γ0 (4), χ ≡ 1) and (Γ0 (8), χ ≡ 1).
During our numerical investigations of the trace ofL(4)β,ε,α for (Γ0 (4), χ(4)α ) we found that it vanishes for α = 14
and every β ∈ C. By further numerical experiments we also found that the traces of the operators P1L(4)
β,ε, 1
4
and P2L(4)
β,ε, 1
4
vanish for every β ∈ C:
Conclusion 8.1.15. For (Γ0 (4), χ
(4)
α ) with α =
1
4
the traces of L(4)
β,ε, 1
4
, P1L(4)
β,ε, 1
4
and P2L(4)
β,ε, 1
4
are vanishing
for β ∈ C.
Note, that we did not find any other value of α where this happens also. Indeed, we found numerically
an explanation why the trace of P1L(4)
β,ε, 1
4
must be zero:
Experimental Observation 8.1.16. For (Γ0 (4), χ
(4)
α ) with α =
1
4
for every eigenvalue λ of P1L(4)
β,ε, 1
4
there is
an eigenvalue −λ of this operator for β ∈ C.
The spectra of the operators L(4)
β,ε, 1
4
and P2L(4)
β,ε, 1
4
do not have this property. However, we found another
relation between the spectra of these two operators:
Experimental Observation 8.1.17. For (Γ0 (4), χ
(4)
α ) with α =
1
4
, λ is an eigenvalue of L(4)
β,ε, 1
4
iff −λ is an
eigenvalue of P2L(4)
β,ε, 1
4
for β ∈ C.
For values of α ∈ {0, 1
8
, 3
8
, 4
8
}with χ(4)α arithmetic the traces ofL(4)β,ε,α, P1L(4)β,ε,α andP2L(4)β,ε,α do not vanish,
but we found relations between the traces of P2L(4)β,ε,α for different values of α:
Conclusion 8.1.18. For (Γ0 (4), χ
(4)
α ) the following relations hold for β ∈ C
tr P2L(4)β,ε,0 + tr P2L(4)β,ε, 1
2
= 0
tr P2L(4)
β,ε, 1
8
+ tr P2L(4)
β,ε, 3
8
= 0.
The spectra of these operators are different, and also eigenvalues λ of one operator do not just correspond
to eigenvalues −λ of the other operator. The following observations 8.1.19 and 8.1.20 are trivial, but we
include them anyway as a verification of our numerical calculations:
Experimental Observation 8.1.19. For (Γ0 (n), χ ≡ 1), 1 ≤ n ≤ 12, and (Γ0 (4), χ(4)α ) we have: λ is an
eigenvalue of L(n)
β,ε
for β ∈ C iff λ¯ is an eigenvalue of L(n)
β¯,ε
for β¯. This holds also for P1L(n)β,ε and P1L(n)β¯,ε,
respectively for PkL(4)β,ε,α and PkL(4)β¯,ε,α.
Experimental Observation 8.1.20. For (Γ0 (n), χ ≡ 1) and (Γ0 (mn) ⊂ Γ0 (n), χ ≡ 1), 1 ≤ mn ≤ 12, the
spectrum of L(n)β,ε is contained in the spectrum of L(mn)β,ε for all β ∈ C, and the spectrum of P1L(n)β,ε is contained
in the one of P1L(mn)β,ε , i.e σ(L(n)β,ε) ⊂ σ(L(mn)β,ε ) and σ(P1L(n)β,ε) ⊂ σ(P1L(mn)β,ε ). Furthermore, σ(P1L(4)β,ε) ⊂
σ(PkL(8)β,ε) for k = 1, 2.
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We also investigated how the spectra of L(n)β,ε,χ and PkL(n)β,ε,χ for (Γ0 (n), χ ≡ 1) and (Γ0 (4), χ(4)α ) depend
on β ∈ C and α ∈ [0, 0.5].
Experimental Observation 8.1.21. For (Γ0 (n), χ ≡ 1), 1 ≤ n ≤ 12, respectively (Γ0 (4), χ(4)α ) we have for
L(n)β,ε, PkL(n)β,ε respectively P2L(4)β,ε,α for β ∈ C and fixed α:
• Forℜβ > 1
2
the eigenvalues are decreasing exponentially with increasingℜβ. Forℜβ large enough,
the eigenvalues lay on concentric circles, whose radii coincide for all (Γ0 (n), χ) (see Figure 8.4 on the
top left). For fixedℜβ and ℑβ varying the eigenvalues rotate on these circles. As ℜβ approaches 1
2
the circles grow and get deformed depending on β and (Γ0 (n), χ).
• For ℜβ = 1
2
a few eigenvalues are growing exponentially with increasing ℑβ. For ℑβ varying the
eigenvalues of PkL(n)β,ε,χ rotate around 0 (see Figure 8.5 lower left), many of these eigenvalues rotate
with absolute value |λi| ≈ 1 and passing through ±1 (see Figure 8.5 top left).
• For 0 ≤ ℜβ < 1
2
the eigenvalues are growing for decreasing ℜβ. For fixed ℜβ a few eigenvalues
are growing exponentially with increasing ℑβ. It seems that for every one of these large eigenvalues
λ there is another large eigenvalue −λ (see Figure 8.4 top right); this is not the case for the other
eigenvalues (see Figure 8.4 lower right).
• For ℜβ < 0 and fixed ℑβ the eigenvalues are increasing exponentially for ℜβ decreasing. For fixed
ℜβ the eigenvalues grow exponentially with increasing ℑβ. A lot of eigenvalues cluster around ±1
(see Figure 8.4 lower left), whose number increases asℜβ decreases.
We expect these observations to be true for all (Γ0 (n), χ ≡ 1). In section 8.1.1 we noticed that our
approximation is getting worse for large ℑβ and negativeℜβ; this seems to be related to the appearance of
large eigenvalues. To obtain reliable results for the smaller eigenvalues we have to increase the precision
p of the numbers we are using for the computations and also the number N of Taylor coefficients in the
approximation. This is also the reason why we performed most of our calculations for 0 ≤ ℑβ ≤ 10
and 0 ≤ ℜβ ≤ 1, since increasing the precision p or the number N of Taylor coefficients increases the
computation time quite a lot.
It would be nice to find an explanation for the eigenvalueswhich cluster around±1 forℜβ < 0, obviously
these eigenvalues create a lot of very small terms when computing the Selberg zeta function. On the other
hand, we also see very large eigenvalues for ℜβ < 0, which create very large terms in the Selberg zeta
function. These large terms should cancel at least some of the very small terms from the eigenvalues around
±1. Numerically this situation creates some problems, since care should be taken regarding which order
to multiply the terms. The eigenvalues for ℜβ = 1
2
which rotate around 0 and pass ±1 when ℑβ varies,
correspond to zeros of the Selberg zeta function and therefore to the eigenvalues of the hyperbolic Laplacian.
Unfortunately, not much is known analytically about the spectrum of the transfer operator, so we cannot
compare the observations in 8.1.21 to any known facts. Instead, we will compare our observations to known
properties of the Selberg zeta function, see (6.4) - (6.6) in section 6.3: in [Hej76] it is shown that the Selberg
zeta function behaves forℜβ ≥ 2 as Z (β) = 1 + O
(
m (Γ)−ℜβ
)
; this corresponds to our observation that the
eigenvalues of the transfer operator decrease with ℜβ exponentially for ℜβ > 1
2
. For −1 ≤ ℜβ ≤ 2 the
Selberg zeta function behaves like |Z(β)| ≤ exp
(
O
(
(ℑβ)2
))
, which corresponds to our observation that the
eigenvalues are increasing with ℑβ for 0 ≤ ℜβ ≤ 1
2
. Also the behavior of the Selberg zeta function for
ℜβ ≤ −1 as |Z(β)| ≤ exp
(
O
(
|β|2
))
corresponds to our observation that forℜβ < 0 the eigenvalues increase
exponentially for decreasingℜβ < 0 and growing ℑβ.
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Figure 8.4: Spectrum {λi} ofM(n)β,ε, P1M(n)β,ε and P2M(4)β,ε,α in the β-plane
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Figure 8.5: Spectrum {λi} of P2M(4)β,+1 for β = 0.5 + iℑβ and 0.005 ≤ ℑβ ≤ 10
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We investigated also the spectrum of the transfer operator for (Γ0 (4), χ
(4)
α ) when α changes, especially
the case when α→ 0:
Experimental Observation 8.1.22. For (Γ0 (4), χ
(4)
α ), α ∈ [0, 12 ] we have for P2L(4)β,ε,α and β ∈ C:
• Forℜβ > 1
2
and fixed β the eigenvalues rotate on some curves around 0 as α changes. The curves of
the eigenvalues of P2L(4)β,ε,α converge to the eigenvalues of P2L(4)β,ε,0 for α→ 0.
• Forℜβ = 1
2
and fixed β the eigenvalues ofP2L(4)β,ε,α move on more or less straight lines for 0≪ α ≤ 0.5
(see Figure 8.6). For fixed β the situation changes dramatically as α → 0 (see Figure 8.7): the
eigenvalues are rotating on constant closed orbits when α changes; the speed of the rotation grows
exponentially with α getting smaller. One of these orbits passes −1 and close to +0.75; six eigenvalues
are located on this orbit (see Figure 8.7 top left). Increasingℑβ changes the shape of these orbits and
the rotation speed increases exponentially with ℑβ, but the orbits remain closed and there is always
one orbit which goes through −1. Obviously, the eigenvalues of P2L(4)β,ε,α have no limit points for
α → 0, i.e. the spectrum of the transfer operator P2L(4)β,ε,α does not converge to the spectrum of the
operator P2L(4)β,ε,0 for α→ 0.
• Forℜβ < 1
2
and fixed β the eigenvalues of P2L(4)β,ε,α grow exponentially as α→ 0. The eigenvalues of
P2L(4)β,ε,α have no limit points for α → 0, i.e. the spectrum of the transfer operator P2L(4)β,ε,α does not
converge to the spectrum of the operator P2L(4)β,ε,0 for α→ 0.
From these results we see that for β ≤ 1
2
the spectrum of P2L(4)β,ε,α changes completely as soon as we
“turn on” the parameter α, i.e. α is set to a non-integer value. This result corresponds to the fact that the
perturbation by χ
(4)
α in α = 0 is singular, since two cusps are closed when α is set to a non-integer value. We
see also that since there are eigenvalues of P2L(4)β,ε,α on closed orbits passing through −1 for ℜβ = 12 and
α → 0, we can find a zero of the Selberg zeta function at every ℑβ > 0 for some small α, which means
also that there is an eigenvalue of the hyperbolic Laplacian. We will investigate this issue in the next section
when we study the Selberg zeta function onℜβ = 1
2
for α→ 0.
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Figure 8.6: Spectrum {λi} of P2M(4)β,+1,α for β = 0.5 + 1i and 0.1 ≤ α ≤ 0.5
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8.2 Numerical results for the Selberg zeta function and its zeros
In this section we present the results from our numerical investigations of the Selberg zeta function Z(n)(β, χ)
for (Γ0 (n), χ) and its zeros. The Selberg zeta function Z
(n) (β, χ) = det(1−L(n)
β,+1,χ
L(n)
β,−1,χ) can be approximated
by
Z
(n)
M (β, χ) = det(1 −M
(n)
β,+1,χ
M(n)
β,−1,χ) =
µnN∏
i=1
(1 − λi) (8.6)
with the matrix M(n)β,ε,χ defined in proposition 7.4.11, and λi ∈ σ(M(n)β,+1,χM(n)β,−1,χ). Using the operators
{Pk}1≤k≤hn in section 8.1.3 the Selberg zeta function is given by Z(n) (β, χ) = det(1−PkL(n)β,ε,χ) det(1+PkL(n)β,ε,χ),
which can be approximated by
Z
(n)
M (β, χ) = det(1 − PkM
(n)
β,+1,χ
) det(1 + PkM(n)β,+1,χ) =
µnN∏
i=1
(1 − λi) (1 + λi) (8.7)
with λi ∈ σ(PkM(n)β,+1,χ). We investigated the Selberg zeta functions Z(4)(β, χ(4)α1,α2) and Z(8)(β, χ(8)α1,α2,α3) under
the character deformations of section 6.5. We have mainly studied the zeros of the Selberg zeta functions
Z(4)(β, χ(4)α ) = Z
(4)(β, χ(4)
α,0
) and Z(8)(β, χ(8)α ) = Z
(8)(β, χ(8)
0,α,0
) for 0 ≤ α ≤ 0.5. Since the operatorsPk exist only
for (Γ0 (n), χ ≡ 1) and (Γ0 (4), χ(4)α ) we have used formula (8.7) only in these cases, otherwise we had to use
formula (8.6).
We denote the set of zeros of the Selberg zeta function Z(n)(β, χ) in the β-plane for fixed (Γ0 (n), χ) and
counted according to their multiplicity by
Z(n)χ =
{
β ∈ C : Z(n) (β, χ) = 0
}
(8.8)
and put
Z(n)α := Z(n)χ(n)α .
For (Γ0 (4), χ
(4)
α ) one can determine when a zero inZ(4)α comes from the eigenvalue +1 or −1 of P2L(4)β,ε,α: we
defineZ(4)
α,+1
respectivelyZ(4)
α,−1 to be the corresponding subsets ofZ(4)α
Z(4)
α,±1 =
{
β ∈ Z(4)α : ±1 ∈ σ(P2L(4)β,ε,α)
}
. (8.9)
Note that P2L(4)β,+1,α and P2L(4)β,−1,α have the same spectrum, see section 8.1.3. Obviously
Z(4)α = Z(4)α,+1 ∪Z(4)α,−1.
As mentioned in section 6.3 the zeros of the Selberg zeta function Z(n) (β, χ) on the critical lineℜβ = 1
2
are related to the eigenvalues λ of the hyperbolic Laplacian through λ = β(1−β), while the zeros of Z(n) (β, χ)
in ℜβ < 1
2
, ℑβ > 0 are related to the poles of the determinant ϕ(β, χ) of the scattering matrix. This
obviously allows us to study a perturbation of the hyperbolic Laplacian by a character deformation χ
(4)
α for
Γ0 (4) and χ
(8)
α for Γ0 (8). It was proved in [PS91] that (Γ0 (4), χ
(4)
α ) is arithmetic only for the special values
α ∈ {0, 1
8
, 2
8
, 3
8
, 4
8
}, and according to their conjecture in [PS94] only for these values (Γ0 (4), χ(4)α ) should be
essentially cuspidal, see also section 6.4. The perturbations by χ(4)α and χ
(8)
α are singular around α ∈ Z,
since setting α to a non-integer value closes cusps and thus the multiplicity of the continuous spectrum
changes suddenly. In case of Γ0 (4) the multiplicity changes from three to one and for Γ0 (8) from four to
two. The deformation at the values α ∈ { 1
8
, 2
8
, 3
8
, 4
8
} for Γ0 (4) corresponds then to a non-singular perturbation
of the Laplacian for arithmetic (Γ0 (4), χ
(4)
α ), while the deformation at α = 0 corresponds to a singular one.
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Our numerical results for (Γ0 (8), χ
(8)
α ) show that the character χ
(8)
α is arithmetic only for α ∈ {0, 12 }. A
perturbation of the Laplacian for arithmetic (Γ0 (8), χ
(8)
α ) at α =
1
2
is non-singular and at α = 0 is singular.
By studying 0 ≤ α ≤ 0.5 we have hence investigated both singular and non-singular perturbations for Γ0 (4)
and Γ0 (8). Besides the usual problems arising with a singular perturbation, see [Kat80], there are several
other difficulties: The discrete spectrum of the hyperbolic Laplacian is embedded in its continuous spectrum
and some of the discrete eigenvalues are degenerate, which makes it hard in any case to apply perturbation
theory in this case. Also, a phenomenon which was predicted for Γ0 (4) by Selberg in [Sel90] Theorem 3,
and which we will call the “Selberg phenomenon”, says that
“Given a T0 and an ε > 0, there exists a δ = δ(ε, T0) > 0, such that for 0 < |α| < δ, ϕ(β, χ(4)0, α
2π
)
always has a zero in |β − β0| < ε where β0 = 12 + it0, |t0| ≤ T0.”
Thereby ϕ is the determinant of the scattering matrix for (Γ0 (4), χ
(4)
0, α
2π
). The zeros of ϕ(β, χ) in the region
ℜβ > 1
2
correspond to poles of ϕ for ℜβ < 1
2
, see also section 6.2, and hence are also the zeros of the
Selberg zeta function Z(n)(β, χ) in ℜβ < 1
2
. As we have shown in section 6.5 the Selberg zeta function for
the character χ
(4)
0,α
is the same as the one for the character χ
(4)
α := χ
(4)
α,0
, thus the zeros related to the Selberg
phenomenon manifest themselves also as zeros of the Selberg zeta function for the deformation by the
character χ
(4)
α which we have studied . We call “Selberg zeros” the zeros of the Selberg zeta function related
to the Selberg phenomenon. We found numerically that for α → 0 these zeros are moving down towards
β = 1
2
and are getting dense very near to the left of the critical line ℜβ = 1
2
. And we found numerically a
similar phenomenon also for (Γ0 (8), χ
(8)
α ) as α→ 0. As we will see later, the situation for Γ0 (4) is even more
complicated since we found for α → 0 also zeros on the critical line, whose behavior is similar to the zeros
from the Selberg phenomenon, namely moving towards β = 1
2
and getting dense on the critical lineℜβ = 1
2
.
Obviously, this makes perturbation theory for the Laplacian very difficult if not impossible. An advantage of
our method is that we are able to study the whole range of the deformation parameter 0 ≤ α ≤ 0.5, whereas
theoretical methods are usually limited to some small neighborhood α0 − δ < α < α0 + δ. This makes it
possible to start the deformation at α = 0.5 and to change α in small steps until α becommes very small.
Indeed, we are not only able to see the Selberg phenomenon but also where the corresponding zeros of the
Selberg zeta function come from. As we will see later, there are other interesting phenomena concerning the
behavior of the zeros of the Selberg zeta function for α→ 0.
To verify our implementation of the Selberg zeta functionwe compared our numerical results with known
theoretical and numerical facts. For a verification of the poles and zeros of the Selberg zeta function see sec-
tion 8.2.2. Unfortunately, to our knowledge no other implementations of the Selberg zeta function with
character deformations exist, so we cannot compare them directly. The following verifications of our im-
plementation of the Selberg zeta function Z(n)(β, χ) in this section were performed for (Γ0 (n), χ ≡ 1), and
1 ≤ n ≤ 10, (Γ0 (4), χ(4)α1,α2) respectively (Γ0 (8), χ(8)α1,α2,α3) for random β ∈ C and random 0 ≤ αi ≤ 0.5.
As expected, we found numerically that the Selberg zeta function for (Γ0 (n), χ) is real for β ∈ R, which
follows from the product definition (6.2). Furthermore, numerical computations show that also the relation
Z(n)(β, χ) = Z(n)(β, χ¯) (8.10)
holds, which is known to be true [Hej08]. Because of (8.10) we can restrict the parameter α in the characters
χ
(4)
α and χ
(8)
α to 0 ≤ α ≤ 0.5. Another relation which follows from ([Hej83], p. 499, (5.5)) and (8.10) is given
by
Z(n)(β, χ) = Z(n)(β¯, χ),
which we verified numerically as well.
The functional equation (6.7) of the Selberg zeta function can be used to compute the determinant of the
scattering matrix as
ϕ(β, χ) = η(β)
Z(n)(1 − β, χ)
Z(n)(β, χ)
.
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For this we implemented the function η(β) in (6.8) for (Γ0 (4), χ ≡ 1) and (Γ0 (4), χ(4)α ), given in (6.28)
and (6.29) in section 6.5 to compute the determinant of the scattering matrix. Since not much is known
about the determinant of the scattering matrix for non-arithmetic χ, we cannot compare it in this case to
theoretical results. We checked if it fulfills the formulas from section 6.2, i.e. the functional equation
ϕ(β, χ)ϕ(1 − β, χ) = 1 and if |ϕ( 1
2
+ iℑβ, χ)| = 1. Our calculations confirm both formulas.
We checked for (Γ0 (n), χ ≡ 1) if properties (6.4) - (6.6) in section 6.3 of the Selberg zeta function
Z(n)(β) := Z(n)(β, χ ≡ 1) are satisfied, namely
Z(n) (β) = 1 + O
(
m (Γ)−ℜβ
)
forℜβ ≥ 2, where 1 < m (Γ) < ∞∣∣∣Z(n)(β)∣∣∣ ≤ exp (O ((ℑβ)2)) for −1 ≤ ℜβ ≤ 2∣∣∣Z(n)(β)∣∣∣ ≤ exp (O (|β|2)) forℜβ ≤ −1,
Indeed, we found them to be true. Further numerical experiments showed that:
Experimental Observation 8.2.1. For (Γ0 (n), χ ≡ 1), 1 ≤ n ≤ 10, and (Γ0 (4), χ(4)α ) we have for β ∈ C and
fixed α:
• For ℜβ > 1
2
there are practically no oscillations of the real and imaginary parts of the Selberg zeta
function Z(n)(β, χ) in the β-plane.
• For 0 ≤ ℜβ ≤ 1
2
the absolute value of Z(n)(β, χ) increases with ℑβ. Also oscillations of the real and
imaginary parts of Z(n)(β, χ) appear in the β-plane, which are getting stronger with increasing ℑβ.
• Forℜβ < 0 the absolute value of Z(n)(β, χ) increases both withℜβ and ℑβ. Strong oscillations of the
real and imaginary parts of Z(n)(β, χ) can be found everywhere in the β-plane, getting stronger with
|β| increasing.
We expect this observation to be true for all (Γ0 (n), χ ≡ 1). Note that these oscillations make tracking
of the zeros of the Selberg zeta function in the region ℜβ ≤ 1
2
very difficult. Indeed, this is one of the
reasons we restricted our computations in most cases to −5 ≤ ℜβ ≤ 1 and ℑβ < 10. On the other hand, the
dependence of the Selberg zeta functions Z(4)(β, χ
(4)
α ) and Z
(8)(β, χ
(8)
α ) on α is quite complicated. Analogous
to our observation 8.1.22 for the spectrum of the transfer operator we found for the Selberg zeta function
that:
Experimental Observation 8.2.2. For (Γ0 (4), χ
(4)
α ) we have for β ∈ C and α ∈ [0, 12 ]:
• Forℜβ > 1
2
and fixed β as α → 0 the Selberg zeta function Z(4)(β, χ(4)α ) converges to Z(4)(β, χ(4)0 ), i.e.
limα→0 Z(4)(β, χ
(4)
α ) exists.
• For ℜβ = 1
2
and fixed β as α → 0 the real and imaginary parts of Z(4)(β, χ(4)α ) oscillates very fast;
therefore limα→0 Z(4)(β, χ
(4)
α ) does not exist.
• For ℜβ < 1
2
and fixed β the absolute value of Z(4)(β, χ
(4)
α ) grows exponentially as α → 0 and
at the same time also strong oscillations of the real and imaginary parts of Z(4)(β, χ
(4)
α ) appear,
limα→0 Z(4)(β, χ
(4)
α ) does not exist.
In principle this observation says that the functions Z(4)(β, χ
(4)
α ), α , 0 and Z
(4)(β, χ
(4)
0
) are completely
different, and that Z(4)(β, χ
(4)
α ) is non-analytic in α = 0. This observation describes just the general behavior;
later we will explain in more detail what happens to the zeros of Z(4)(β, χ(4)α ) as α → 0. To visualise the
dramatic change from Z(4)(β, χ
(4)
0
) to Z(4)(β, χ
(4)
α ) even for infinitesimal α , 0, we plot both functions in the
β-plane for α = 0 and α = 10−15, see Figure 8.8. The positive values of ℜZ(4)(β, χ(4)α ) and ℑZ(4)(β, χ(4)α )
are colored yellow-orange, while the negative ones are colored blue-turquoise. The border line between the
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(a)ℜZ(4)M (β, χ
(4)
α ), α = 0 (b)ℜZ(4)M (β, χ
(4)
α ), α = 10
−15
(c) ℑZ(4)M (β, χ
(4)
α ), α = 0 (d) ℑZ(4)M (β, χ
(4)
α ), α = 10
−15
(e) |Z(4)M (β, χ
(4)
α )|, α = 0 (f) |Z(4)M (β, χ
(4)
α )|, α = 10−15
Figure 8.8: Selberg zeta function Z
(4)
M (β, χ
(4)
α ) for −0.05 ≤ ℜβ ≤ 1.05 and −0.306 ≤ ℑβ ≤ 1.0
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colors blue and yellow is where the value of the Selberg zeta function is zero. For the absolute value of the
Selberg zeta function we colored the values near to zero red, as expected we see for α = 0 zeros at β = 0 and
β = 1. We can see in this figure that forℜβ ≤ 1
2
both functions are completely different, with lots of zeros
on and near the critical line for α = 10−15, see Figure (f). Note also the strong oscillations forℜβ < 1
2
and
α = 10−15. Forℜβ > 1
2
both functions appear practically the same.
In lemma 6.5.2 we found the following relations for the Selberg zeta function Z(4)(β, χ(4)α1,α2):
Z(4)(β, χ(4)α1,α2) = Z
(4)(β, χ
(4)
α1,−α2−α1 )
Z(4)(β, χ(4)α1,α2) = Z
(4)(β, χ(4)α2,α1)
Z(4)(β, χ(4)α1,α2) = Z
(4)(β, χ(4)−α1,−α2 ).
To verify our implementation we tested these relations for random values of β ∈ C and 0 ≤ α1, α2 ≤ 0.5.
Indeed, we found that in all cases these relations hold. For the character χ(4)α := χ
(4)
α,0
we found numerically
another identity for the Selberg zeta function:
Conclusion 8.2.3. For (Γ0 (4), χ
(4)
α ) the following identity holds for β ∈ C
Z(4)(β, χ
(4)
1
4
) = Z(4)(β, χ
(4)
1
2
). (8.11)
Note that we did not find any other values of α for which such an identity holds. When α moves
away from 1
4
respectively 1
2
the functions become different and their zeros move in different directions.
Also, the spectra of the transfer operators P2L(4)
β,ε, 1
4
and P2L(4)
β,ε, 1
2
are different, indeed even the eigenvalues
±1 of P2L(4)
β,ε, 1
4
and P2L(4)
β,ε, 1
2
which correspond to the same zero β can be different, i.e. Z(4)1
4
= Z(4)1
2
but
Z(4)1
4
,±1 , Z
(4)
1
2
,±1. Also, formula (7.10) suggests that the traces of the powers of the transfer operatorsP2L
(4)
β,ε, 1
4
and P2L(4)
β,ε, 1
2
might be equal. But we found that already the traces of P2L(4)
β,ε, 1
4
and P2L(4)
β,ε, 1
2
are different.
Indeed, we expect from our numerical results that the trace of P2L(4)
β,ε, 1
4
vanishes for every β ∈ C, see
conclusion 8.1.15. On the other hand, the trace of P2L(4)
β,ε, 1
2
changes with β ∈ C. For other arithmetic χ(4)α ,
with α ∈ {0, 1
8
, 3
8
}, the Selberg zeta functions do not coincide, we found however in these cases that the set
of zeros of the Selberg zeta function for one α is contained in the set of zeros for another α, see conclusion
8.2.7.
In lemma 6.5.4 we showed relations between the characters χ
(4)
α1,α2 restricted to Γ0 (8) and χ
(8)
α1,α2,α3 ,
namely χ
(4)
α1 ,α2 = χ
(8)
2α2 ,α1,α1
and χ
(4)
α1 ,α2+
1
2
= χ
(8)
2α2,α1,α1
. They suggest that also the Selberg zeta functions for
(Γ0 (4), χ
(4)
α1,α2) and (Γ0 (8), χ
(8)
α1,α2,α3) might be related. Indeed, we found numerically such a relation:
Conclusion 8.2.4. For (Γ0 (4), χ
(4)
α1,α2) and (Γ0 (8), χ
(8)
α1,α2,α3) the following identity holds for β ∈ C
Z(8)
(
β, χ(8)
2α2,α1,α1
)
= Z(4)
(
β, χ(4)α1 ,α2
)
Z(4)
(
β, χ(4)
α1,α2+
1
2
)
. (8.12)
Obviously, for the characters χ(4)α := χ
(4)
α,0
and χ(8)α := χ
(8)
0,α,0
formula (8.12) can be applied only for α = 0,
i.e.
Z(8)
(
β, χ
(8)
0
)
= Z(4)
(
β, χ
(4)
0
)
Z(4)
(
β, χ
(4)
1
2
)
. (8.13)
Note, that we used Z(4)(β, χ(4)
0, 1
2
) = Z(4)(β, χ(4)1
2
,0
) here, see (6.25). Obviously, because of (8.11) we can write
(8.13) also as Z(8)
(
β, χ(8)
0
)
= Z(4)
(
β, χ(4)
0
)
Z(4)
(
β, χ(4)1
4
)
. We found numerically another factorization, which
cannot be explained by the factorization (8.12):
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Conclusion 8.2.5. For (Γ0 (4), χ
(4)
α ) and (Γ0 (8), χ
(8)
α ) the following identity holds for β ∈ C
Z(8)
(
β, χ
(8)
1
2
)
= Z(4)
(
β, χ
(4)
1
8
)
Z(4)
(
β, χ
(4)
3
8
)
. (8.14)
Relations (8.13) and (8.14) connect the Selberg zeta functions for arithmetic (Γ0 (8), χ
(8)
α ) to the one for
arithmetic (Γ0 (4), χ
(4)
α ). We also checked if the traces of the corresponding transfer operators for the Selberg
zeta functions for (Γ0 (8), χ
(8)
α ) on the lhs of (8.13) and (8.14) coincide with the sum of the traces of the
corresponding transfer operators for the Selberg zeta functions for (Γ0 (4), χ
(4)
α ) on the rhs, but this does not
seem to be the case. Indeed, we expect from our numerical computations that tr P2L(4)β,ε,0 + tr P2L(4)β,ε, 1
2
and
tr P2L(4)
β,ε, 1
8
+ tr P2L(4)
β,ε, 3
8
vanish for every β ∈ C, see conclusion 8.1.18. On the other hand, the traces of the
transfer operators for (Γ0 (8), χ
(8)
α ) for α = 0 and α =
1
2
depend on β ∈ C. According to [May11] formula
(8.12) can be proven by using the factorization formula in [CM01] for a subgroup of another subgroup of
the modular group. Relation (8.14), on the other hand, remains unproven.
8.2.1 Tracking of the zeros of the Selberg zeta function in the β-plane for α ∈ [0, 0.5]
The main focus of the numerical part of this thesis is the tracking of the zeros of the Selberg zeta function
Z(n)(β, χ
(n)
α ) for (Γ0 (4), χ
(4)
α ) and (Γ0 (8), χ
(8)
α ). All zerosZ(n)α of Z(n)(β, χ(n)α ) in the (β, α)-plane are given by
W(n) =
{
(β, α) : β ∈ Z(n)α , α ∈ [0,
1
2
]
}
. (8.15)
Let (βi, αi) ∈ W(n) be a zero of the Selberg zeta function i.e. Z(n)(βi, χ(n)αi ) = 0, with multiplicity one; let ψ(n)i
be a continuous map
ψ
(n)
i
: Ai → Z(n)· (8.16)
on some interval Ai ⊆ [0, 12 ] such that ψ(n)i (αi) = βi and (ψ(n)i (α), α) ∈ W(n) for all α ∈ Ai, and
ψ
(n)
i
(α) , ψ
(n)
j
(α) for i , j and all α ∈ Ai ∩ A j,
except for possible discrete points αs ∈ Ai ∩ A j with ψ(n)i (αs) = ψ(n)j (αs). The set of all points on a path ψ(n)i
is given by
V(n)
i
=
{
(β, α) : β = ψ
(n)
i
(α), α ∈ Ai
}
. (8.17)
For (Γ0 (4), χ
(4)
α ) we can define W(4)±1 , ψ(4)i,±1 and V(4)i,±1 corresponding to the eigenvalues +1 and −1 of the
transfer operator P2L(4)β,ε,α, as
W(4)±1 =
{
(β, α) : β ∈ Z(4)
α,±1, α ∈ [0,
1
2
]
}
, (8.18)
ψ
(4)
i,±1 : Ai,±1 → Z(4)·,±1 (8.19)
and
V(4)
i,±1 =
{
(β, α) : β = ψ
(4)
i,±1(α), α ∈ Ai,±1
}
. (8.20)
Our aim is to find theV(n)
j
in the (β, α)-plane. We define the distance function d in an obvious way
d ((β1, α1), (β2, α2)) =
√
(ℜβ1 −ℜβ2)2 + (ℑβ1 − ℑβ2)2 + (α1 − α2)2. (8.21)
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Obviously, we can compute only discrete points (βi, αi) ∈ V(n)j on such curves with our implementation of
the Selberg zeta function. We will compute these points with a small distance such that
d((βi, αi), (βi−1, αi−1)) ≤ Cd , (8.22)
where we usually choose Cd = 10
−3. Even if we compute the points {(βi, αi)} with such small distances,
it is possible that we accidentally jump over from one curve V(n)
j
to another V(n)
k
if both curves are very
close to each other. Fortunately, since we are computing the Selberg zeta function via the transfer operator
P2L(4)β,ε,α for (Γ0 (4), χ(4)α ) respectively L(8)β,+1,αL(8)β,−1,α for (Γ0 (8), χ(8)α ), we can search in the spectrum of these
transfer operators for a given (βi, αi) ∈ V(n)j for eigenvalues which are near to ±1 for Γ0 (4) respectively +1
for Γ0 (8). If we find an eigenvalue λi of the transfer operator close to ±1 respectively +1 besides the one
which corresponds to the zero at (βi, αi) ∈ V(n)j of the Selberg zeta function which we are tracking, we can
conclude that another zero of the Selberg zeta function is close by. Let (β′, α′) ∈ V(n)
k
be a zero on the curve
V(n)
k
which is close to (βi, αi) ∈ V(n)j . Assuming that |λi−1| respectively |λi+1| is proportional to the distance
d((βi, αi), (β
′, α′)), we define
diλ = |1 − λi| if λi is close to +1
diλ = |1 + λi| if λi is close to −1.
Obviously, if diλ is small it tells us that possibly an eigenvalue ±1 and therefore a zero of the Selberg zeta
function is nearby in the β-plane, but it does not tell us where it is or if this zero really exists. Obviously, this
definition of diλ is only useful if the multiplicity of the zero at (βi, αi) is one, i.e. there is no other eigenvalue
±1, (as we will see later, we found numerically that the multiplicity of the zeros of the Selberg zeta function
can be different to one only for certain values of α, i.e. in the case (Γ0 (4), χ
(4)
α ) for α = 0 and in the case
(Γ0 (8), χ
(8)
α ) for α ∈ {0, 12 }). If diλ is below a certain threshold we reduce the distance between the points
{(βi, αi)}, and replace equation (8.22) by
d((βi+1, αi+1), (βi, αi)) ≤ Ci+1d , (8.23)
where Ci+1
d
is given by
Ci+1d =
{
Cd · diλ · 10 if diλ < 0.1
Cd else.
(8.24)
The basic idea for how to determine the next point (βi+1, αi+1) ∈ V(n)j after the point (βi, αi) ∈ V(n)j is to
increase αi by some small constant δα, such that αi+1 = αi + δα, and finally use Newton’s method to find
the zero βi+1 of the Selberg zeta function for αi+1. Instead of choosing a fixed constant δα we will use an
adaptive algorithm, which tries to determine the optimal δαi+1 with
αi+1 = αi + δαi+1,
such that the point (βi+1, αi+1) is not too far away from (βi, αi); therefore satisfying (8.23). On the other
hand, δαi+1 also has to be chosen in such a way that d((βi+1, αi+1), (βi, αi)) is not too small, since otherwise
the computation of the curves of zeros would take too long. An adequate choice of δαi+1 is such that
d((βi+1, αi+1), (βi, αi)) ≈ Ci+1d /(1.05). Since d((βi+1, αi+1), (βi, αi)) ≪ 1 and usually |βi+1 − βi| ≫ |αi+1 − αi|
we assume that the distance d((βi+1, αi+1), (βi, αi)) is more or less proportional to δαi+1. Thus, we determine
δαi+1 based on δαi and the distance between the last two computed points (βi, αi) and (βi−1, αi−1) according
to
δαi+1 =
 δαi if i = 0δαi Ci+1d /(1.05)d((βi,αi),(βi−1,αi−1)) else. (8.25)
Obviously, if the distance between the last two points is smaller than Ci+1
d
/(1.05), δαi+1 will be larger than
δαi, i.e. the step size will be increased, and if the distance was larger then C
i+1
d
/(1.05), δαi+1 will be smaller
then δαi, i.e. the step size will be reduced. We usually choose for the initial value δα0 = 10
−4.
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Next we have to locate the zero βi+1 of the Selberg zeta function in the β-plane for a given αi+1. We
can do this by using Newton’s method from section 2.5. Obviously, the outcome and the number of it-
erations of Newton’s method depends mostly on the initial value β0
i+1
, which should be as close as possi-
ble to the zero βi+1. Since d((βi, αi), (βi−1, αi−1)) is very small we will use the last two points (βi, αi) and
(βi−1, αi−1) for a linear extrapolation to get the initial point β0i+1 which should be near to the zero βi+1 for
small d((βi+1, αi+1), (βi, αi)). We hence define
ℜβ0i+1 =
{ ℜβi if i = 0
ℜβi + δαi+1ℜβi−ℜβi−1αi−αi−1 else
(8.26)
ℑβ0i+1 =
{ ℑβi if i = 0
ℑβi + δαi+1 ℑβi−ℑβi−1αi−αi−1 else.
(8.27)
Newton’s method
NCZαi+1 (β
0
i+1) := N
CZ
Z
(n)
M (·,χ
(n)
αi+1
)
(β0i+1) (8.28)
as defined in (2.12) then gives∣∣∣∣Z(n)M (NCZαi+1 (β0i+1), χ(n)αi+1)∣∣∣∣ = ∣∣∣∣Z(n)M (βi+1, χ(n)αi+1)∣∣∣∣ < CZ ,
with βi+1 = N
CZ
αi+1 (β
0
i+1
), and CZ a small constant, for which we usually choose CZ = 10
−10. By Newton’s
method we get a point in the β-plane where the absolute value of the Selberg zeta function is smaller thanCZ .
Even if we choose CZ very small we cannot be sure that this is really a zero of the Selberg zeta function. To
check if a supposed zero is a true zero one would have to use the argument principle, but it is impractical to
check every single point, since the computation time would greatly increase. Instead, we check only several
points on a curve by the argument principle.
In case the new computed zero at (βi+1, αi+1) is too far away from the last one (βi, αi), i.e.
d((βi+1, αi+1), (βi, αi)) > C
i+1
d ,
we disregard (βi+1, αi+1), re-define δαi+1 based on the distance between (βi+1, αi+1) and (βi, αi) with
δα′i+1 = δαi+1
Ci+1
d
/(1.05)
d((βi+1, αi+1), (βi, αi))
, δαi+1 := δα
′
i+1
and re-compute (βi+1, αi+1).
Finally we get a sequence of points
S ((β0, α0) , δα0, αend,CZ ,Cd) =
{
(βi, αi) : 0 ≤ i ≤ N, αi ∈ [α0, αend] ,
∣∣∣Z(n)(βi, χ(n)αi )∣∣∣ < CZ ,
d ((βi+1, αi+1), (βi, αi)) ≤ Cd},
which depends on the initial point (β0, α0), the initial step size δα0, the final value of α given by αend, the
maximal absolute value CZ of the Selberg zeta function at (βi, αi) and the maximal distance between two
points Cd. We usually choose δα0 = 10
−4, CZ = 10−10 and Cd = 10−3. For (β0, α0) we usually take a zero
on one of the linesℜβ ∈ {0, 1
4
, 1
2
} when χ(n)α0 is arithmetic. In most cases it is not possible to compute all the
points (βi, αi) on a curve for 0 ≤ αi ≤ 0.5 by a single computation; instead we compute subintervals of a
curve with different parameters given by
S l = S
((
βl0, α
l
0
)
, δαl0, α
l
end,C
l
Z ,C
l
d
)
.
As the initial point (βl
0
, αl
0
) we take the last point of the last sequence (βl−1
N
, αl−1
N
= αl−1
end
). Then the union of
these sets contains computed points which belong to a single curve. For practical reasons we have denoted
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the curves of zeros of the Selberg zeta function in the (β, α)-plane by the letter “S” followed by a positive
integer:
S r =
M⋃
l=1
S l = {(βi, αi) : βi ∈ Z(n)αi , ordered by αi ascending}, r ∈ Z>,
with S l = S l(r) and M = M(r). For (Γ0 (4), χ
(4)
α ) we have the collection of these sets {S r}1≤r≤46 and for
(Γ0 (8), χ
(8)
α ) the collection {S r}1≤r≤8. We save these sets with additional information, like the eigenvalue
+1 or −1 of the transfer operator to which this zero corresponds and possible other eigenvalues ±1 nearby,
in files named by “n4-deform-S r.data” for (Γ0 (4), χ
(4)
α ) resp. “n8-deform-S r.data” for (Γ0 (8), χ
(8)
α ). The
files contain usually between 1 000 and 40 000 points, depending on the kind of zeros we are tracking. The
typical computation time for one set usually takes between 2 and 4 months for (Γ0 (4), χ
(4)
α ). The set of points
S r for (Γ0 (n), χ
(n)
α ) should approximate discrete points (βi, αi) on a curveV(n)r .
In certain cases we want to see how the zeros (β, α) of the Selberg zeta function left of the critical line
ℜβ = 1
2
approach this line forℜβ→ 1
2
, and in case they touch the critical lineℜβ = 1
2
we want to compute
the corresponding values of β and α. A simple but effective way to study the zeros forℜβ→ 1
2
is to reduce
the distance between the points (βi, αi) by reducing the constant C
i+1
d
in (8.23) as soon as a zero (βi, αi) is
close to the critical line. We can do this by re-definingCi+1
d
in the following way
C′i+1d =
{
( 1
2
−ℜβi) · 0.9 if Ci+1d > ( 12 −ℜβi) · 0.9
Ci+1
d
else
Ci+1d := C
′i+1
d .
Since we are reducing Ci+1
d
depending on the distance of a zero βi to the critical lineℜβ = 12 , this zero will
never reach the critical lineℜβ = 1
2
, but approaches it in smaller and smaller steps.
To compute the exact value α for which the path ψ(n)
j
(α) touches the critical line ℜβ = 1
2
we have to
determine the zero of the function
F(α) = 0.5 −ℜ(ψ(n)
j
(α)).
For this we will again use Newton’s method, with
αi+1 = αi − F(αi)
∂αF(αi)
,
such that limi→∞ F(αi) = 0. The actual implementation is a bit tricky since we do not have a continuous path
ψ
(n)
j
(α), but we can compute the point βi on it for a given αi. We define the function
Fβ0
i
(αi) = 0.5 −ℜNCZαi (β0i ), (8.29)
where N
CZ
αi (β
0
i
) = βi is given by Newton’s method (8.28) to compute the zero βi of the Selberg zeta function
for αi near to the initial value β
0
i
. Since we only have a discrete set of points we will use the numerical
derivation in section 2.6, given by
∂αFβ0
i
(αi) =
Fβ0
i
(αi + h) − Fβ0
i
(αi − h)
2h
where h is a small constant. The iteration of Newton’s method to find the zero of (8.29) then gives
β0i =
{
β0 if i = 0
N
CZ
αi−1 (β
0
i−1) else
(8.30)
αi+1 = αi − 2h
Fβ0
i
(αi)
Fβ0
i
(αi + h) − Fβ0
i
(αi − h) . (8.31)
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We will stop the iterations if |Fβ0
i
(αi)| < CR, whereCR is a small constant, or if Fβ0
i
(αi + h) − Fβ0
i
(αi − h) = 0.
For this computation we have to provide (β0, α0) which has to be as near as possible to a zero of the Selberg
zeta function on the critical lineℜβ = 1
2
.
For tracking the zeros on the curvesV(n)
j
we need initial points (β0, α0): for this we determined the zeros
of the Selberg zeta function on the lines ℜβ ∈ {0, 1
4
, 1
2
} for arithmetic (Γ0 (4), χ(4)α ) and on the line ℜβ = 12
for arithmetic (Γ0 (8), χ
(8)
α ), see Appendix D. As mentioned already we cannot use the zeros for α = 0 as
initial points, since a huge number of zeros appear on and near to the critical lineℜβ = 1
2
for a small change
in α, which makes tracking these zeros impossible. Instead, we will use for (Γ0 (4), χ
(4)
α ) the zeros for α =
1
8
and α = 4
8
as initial points and for (Γ0 (8), χ
(8)
α ) the zeros for α =
1
2
, and change α in small steps to arrive at
α → 0. The zeros of the Selberg zeta function of (Γ0 (8), χ(8)α ) for α = 12 can have multiplicities higher than
one. In this case we will change α by a small constant h, to α = 1
2
− h, such that the zeros split in the β-plane
but do not move too far away. We can find these zeros in the β-plane and use them as initial points for our
computation.
8.2.2 Zeros of the Selberg zeta function for Γ0 (4) and Γ0 (8)
Before we discuss the curves of zeros of the Selberg zeta function Z(n)(β, χ
(n)
α ) in the (β, α)-plane for
(Γ0 (4), χ
(4)
α ) and (Γ0 (8), χ
(8)
α ) we want to discuss some verifications of our computations. We have computed
the Selberg zeta function in several regions of the β-plane for (Γ0 (1), χ ≡ 1), (Γ0 (4), χ(4)α ) and (Γ0 (8), χ(8)α ).
This gave us an overview where the zeros and poles of the Selberg zeta function are located. As theoretically
expected for ℑβ > 0 we found zeros for (Γ0 (1), χ ≡ 1) only on the lines ℜβ ∈ { 14 , 12 } and for arithmetic
(Γ0 (4), χ
(4)
α ), i.e. α ∈ {0, 18 , 28 , 38 , 48 }, only on the lines ℜβ ∈ {0, 14 , 12 }. For non-arithmetic (Γ0 (4), χ(4)α ) we
found that the zeros forℑβ > 0 can be located at any point inℜβ ≤ 1
2
, and that it never happens that all zeros
are on some lines parallel to the imaginary axis. The result for (Γ0 (4), χ
(4)
α ) agrees with the conjecture of
Phillips and Sarnak, since they proved that (Γ0 (4), χ
(4)
α ) is arithmetic only for the values of α ∈ {0, 18 , 28 , 38 , 48 }
and conjectured that only then (Γ0 (4), χ
(4)
α ) is essentially cuspidal (see section 6.4). For (Γ0 (8), χ
(8)
α ) we
found only two values for α where all zeros in ℑβ > 0 are on linesℜβ ∈ { 1
4
, 1
2
}. We are led from our results
together with the conjecture of Sarnak and Phillips to:
Conclusion 8.2.6. (Γ0 (8), χ
(8)
α ) is arithmetic only for α ∈ {0, 12 }.
Since the scattering matrix for (Γ0 (n), χ) with unitary character χ does not have poles inℜβ > 12 except
for a finite number on the interval 1
2
< β ≤ 1, (see e.g. [Sel90]), it is clear that the zeros of the Selberg
zeta function cannot be located inℜβ > 1
2
, ℑβ > 0 and β > 1. Indeed, our numerical computations for the
Selberg zeta function in the β-plane and our computations for tracking the zeros of the Selberg zeta function
for 0 ≤ α ≤ 0.5 never showed any zero in the regionℜβ > 1
2
, ℑβ > 0 and β > 1 of the β-plane.
Now we want to take a closer look at the zeros and poles of the Selberg zeta function for (Γ0 (1), χ ≡ 1),
and (Γ0 (4), χ
(4)
α ) respectively (Γ0 (8), χ
(8)
α ) arithmetic. The existence and the multiplicity of the zeros and
poles were determined by numerical computations using the argument principle. The exact locations of
these zeros were computed by Newton’s method. In Appendix D we present tables with the zeros and poles
of the Selberg zeta function for arithmetic (Γ0 (4), χ
(4)
α ) with α ∈ {0, 18 , 28 , 38 , 48 } in the region 0 ≤ ℜβ ≤ 1,
0 ≤ ℑβ ≤ 10 and for arithmetic (Γ0 (8), χ(8)α ) with α ∈ {0, 12 } on the critical line ℜβ = 12 , 0 < ℑβ ≤ 10.
Unfortunately, we cannot verify the exact locations of the zeros of the Selberg zeta function on the lines
ℜβ ∈ {0, 1
4
, 1
2
} as given in the tables in Appendix D for (Γ0 (4), χ(4)α ) with α ∈ { 18 , 28 , 38 , 48 } and (Γ0 (8), χ(8)α )
for α = 1
2
since no theoretical or independent numerical results exist. We compared the zeros of the Selberg
zeta function for Γ0 (4) and Γ0 (8) for the trivial character, i.e. α = 0, on the critical line ℜβ = 12 to the
ones in [Str09b], it turns out that not only the values of ℑβ and the multiplicity of the zeros agree, but also
the eigenvalues +1 and −1 of P1L(n)β,+1,α correspond exactly to the even u(−z¯) = u(z) and odd u(−z¯) = u(z)
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symmetries of theMaass wave forms u(z). The results in [Str09b] were obtained numerically by a completely
different approach by Stro¨mberg, namely by computation of the eigenvalues of the hyperbolic Laplacian.
Indeed, we have even found new zeros which were later confirmed by Stro¨mberg and included in his list
[Str09b]. For (Γ0 (1), χ ≡ 1), (Γ0 (4), χ(4)α ) and (Γ0 (8), χ(8)α ), with α = 0 the zeros on the line ℜβ = 14
are as expected at the same locations as the zeros of the Riemann zeta function ζR(2β). For (Γ0 (4), χ
(4)
α )
with α ∈ { 1
8
, 2
8
, 3
8
, 4
8
} and (Γ0 (8), χ(8)α ) with α = 12 some zeros of the Selberg zeta function are also on the line
ℜβ = 1
4
, which is in agreement with the generalized Riemann hypothesis (see also section 6.3). Furthermore,
the multiplicity of the pole at β = 1
2
and the multiplicity of the zeros on the lineℜβ = 1
4
of the Selberg zeta
function for (Γ0 (4), χ
(4)
α ) with α = 0 is three, in agreement with the presence of three open cusps, and it
changes to one for α < Z, which corresponds to the fact that two cusps are closed, (see also section 6.5). For
α = 1
8
there is no pole of the Selberg zeta function at β = 1
2
, it is canceled by a zero which moves to β = 1
for α = 0. In [BFM12] the scattering matrix for (Γ0 (4), χ ≡ 1) is given; it has a factor (22β − 1)−1, which
obviously creates poles of the determinant of the scattering matrix at β = iπm
ln 2
, for all m ∈ Z. Indeed, these
are exactly the locations of the zeros of the Selberg zeta function for Γ0 (4) and α = 0 we have found on
the line ℜβ = 0. We found these zeros on the line ℜβ = 0 also for Γ0 (4) and α ∈ { 28 , 48 }. Furthermore, as
expected we found for (Γ0 (1), χ ≡ 1), (Γ0 (4), χ(4)α ) respectively (Γ0 (8), χ(8)α ) and α = 0 a zero of the Selberg
zeta function at β = 1. There is no such zero at β = 1 for (Γ0 (4), χ
(4)
α ) and (Γ0 (8), χ
(8)
α ) with α < Z.
We alreadymentioned in conclusion 8.2.3 that the Selberg zeta functions for (Γ0 (4), χ
(4)
1
4
) and (Γ0 (4), χ
(4)
1
2
)
coincide. We did not find for any other values of α ∈ {0, 1
8
, 3
8
} such a relation, but as can be seen in the tables
D.1 - D.5 in Appendix D, some zeros of the Selberg zeta function for (Γ0 (4), χ
(4)
α ) coincide for different
values of α:
Conclusion 8.2.7. For arithmetic (Γ0 (4), χ
(4)
α ) the following relations between the zeros Z(4)α of the Selberg
zeta function Z(4)(β, χ
(4)
α ) hold:
• The zeros Z(4)3
8
of the Selberg zeta function Z(4)(β, χ
(4)
3
8
) belong to the zeros Z(4)1
8
of the Selberg zeta
function Z(4)(β, χ
(4)
1
8
) with the same multiplicity. i.e. Z(4)3
8
⊂ Z(4)1
8
.
• The zeros Z(4)
0
of the Selberg zeta function Z(4)(β, χ(4)
0
) belong to the zeros Z(4)2
8
of the Selberg zeta
function Z(4)(β, χ(4)2
8
) with different multiplicities. The same is true for the zeros Z(4)
0
and Z(4)4
8
, since
Z(4)(β, χ
(4)
2
8
) = Z(4)(β, χ
(4)
4
8
), (see conclusion 8.2.3).
This conclusion holds only for these values of α, when α is changing the coinciding zeros move in
different directions. It also seems that the eigenvalues ±1 of the transfer operators P2L(4)
β,ε, 3
8
and P2L(4)
β,ε, 1
8
which correspond to the same zero β of the Selberg zeta function always coincide, therefore
Z(4)3
8
,±1 ⊂ Z
(4)
1
8
,±1.
Such a relation doesn’t hold for the eigenvalues ±1 of P2L(4)β,ε,0 and P2L(4)β,ε, 2
8
respectively P2L(4)β,ε,0 and
P2L(4)
β,ε, 4
8
.
We investigated for arithmetic (Γ0 (4), χ
(4)
α0 ) and arithmetic (Γ0 (8), χ
(8)
α0 ) the order di of contact of the zeros
of the Selberg zeta function Z(n)(β, χ
(n)
α ) to the critical lineℜβ = 12 for α→ α0, given by
1
2
−ℜ(ψ(n)
i
(α)) ∼ Ci (α − α0)di , (8.32)
with ψ
(n)
i
the path in (8.16) of a zero in the β-plane parametrised by α. The constants Ci and di obviously
depend on the zero we are tracking. It turned out that the constant Ci is different for every path ψ
(n)
i
, while
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the di coincide for different paths. The results for (Γ0 (4), χ
(4)
α0 ) with α0 ∈ { 18 , 28 , 38 , 48 } are given in Tables D.2
- D.5 and the ones for (Γ0 (8), χ
(8)
α0 ) with α0 =
1
2
are given in Table D.7; in the column “O” the order di is
given and the letter “E” instead of a number indicates that the corresponding zero stays on the critical line.
Experimental Observation 8.2.8. For (Γ0 (4), χ
(4)
α0 ) with α0 ∈ { 18 , 28 , 38 , 48 } and 0 < ℑβ ≤ 10, respectively for
(Γ0 (8), χ
(8)
α0 ) with α0 =
1
2
and 0 < ℑβ < 4.53 we have for the order di of contact in (8.32) for α→ α0:
• For (Γ0 (4), χ(4)α0 ) and α0 ∈ { 18 , 28 , 38 } the order of contact di is 2.
• For (Γ0 (4), χ(4)α0 ) respectively (Γ0 (8), χ(8)α0 ) and α0 = 48 = 12 the order of contact di is 2 or 4.
For (Γ0 (4), χ
(4)
α0 ) respectively (Γ0 (8), χ
(8)
α0 ) and α0 = 0 it is not possible to determine the order di. We will
discuss later a new phenomenon how the zeros for α → 0 are converging towards the critical line, which
is related to the fact that the perturbation is singular in this case. A fourth-order contact has been found
numerically in [Ave07] for a deformation of the determinant of the scattering matrix in Teichmu¨ller space,
and in [PR10] such higher-order dissolving conditions for Maass wave forms are discussed. In conclusion
8.2.7 we mentioned that all zeros of the Selberg zeta function for (Γ0 (4), χ
(4)
0
) are contained in the zeros of the
Selberg zeta function for (Γ0 (4), χ
(4)
4
8
). We found that all zeros of the Selberg zeta function for (Γ0 (4), χ
(4)
4
8
)
with di = 4 are also zeros of this function for (Γ0 (4), χ
(4)
0
). Unfortunately, we do not have enough results to
predict if this is a characteristic of these zeros or just a pure coincidence.
We see also from the results in Tables D.2 - D.5, that the zeros of the Selberg zeta function for (Γ0 (4), χ
(4)
α )
which leave the critical line are related to eigenvalue +1 of P2M(4)β,+1,α and the ones which stay on the critical
line to eigenvalues −1 of P2M(4)β,+1,α:
Conclusion 8.2.9. For (Γ0 (4), χ
(4)
α ) and 0 < α ≤ 12 we find for the zerosZ(4)α = Z(4)α,+1 ∪Z(4)α,−1 of the Selberg
zeta function Z(4)
(
β, χ
(4)
α
)
in ℑβ > 0:
• All zerosZ(4)
α,−1 which correspond to eigenvalues−1 of the transfer operatorP2L(4)β,ε,α are on the critical
lineℜβ = 1
2
.
• All zeros Z(4)
α,+1
which correspond to eigenvalues +1 of the transfer operator P2L(4)β,ε,α are possibly on
the critical lineℜβ = 1
2
only for certain discrete values of α and stay otherwise inℜβ < 1
2
.
This conclusion indicates that the paths ψ
(n)
i
of these zeros are analytic for 0 < α ≤ 1
2
. The zeros related
to the eigenvalue +1 can be on the critical line ℜβ = 1
2
also for non-arithmetic χ
(4)
α . Conclusion 8.2.9 does
not hold for α = 0. Indeed, for α = 0 there are zeros onℜβ = 1
4
andℜβ = 0 related to the eigenvalue −1,
see Table D.1. These zeros seem to exist only for α = 0, they vanish immediately as soon as one changes
α. Conclusion 8.2.9 does not hold also for ℑβ = 0, since there are zeros on the real line at β ∈ Z≤ for
which it cannot be determined if they are related to the eigenvalue +1 or −1 of the transfer operatorP2L(4)β,ε,α;
since one cannot evaluate the spectrum of the transfer operator at these values of β. Instead we compute the
spectrum in a point nearby, e.g., for a value of β very near to 0 we found that the transfer operator P2L(4)β,ε,α
has eigenvalues very near to +1 and −1, but the result from the argument principle shows that there is only
one zero of the Selberg zeta function at β = 0. It seems very likely that one of the zeros which corresponds
to the eigenvalues either +1 or −1 is canceled by a pole at β = 0, but it is not possible to determine which
one is canceled.
In [PS94] it was shown that for (Γ0 (4), χ
(4)
α ) all Maass wave forms, which are odd with respect to the
involution τz = z¯
2z¯−1 survive a character deformation and only the even ones can be destroyed. Since the
symmetry corresponding to the operator P2 of the transfer operatorL(4)β,ε,α is the only symmetry which exists
for α , 0 and since our numerical experiments show that the zeros Z(4)
α,−1 of the Selberg zeta function
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Z(4)
(
β, χ
(4)
α
)
which correspond to the eigenvalue −1 of the transfer operator P2L(4)β,ε,α stay on the critical
line ℜβ = 1
2
(see conclusion 8.2.9), we concluded in 8.1.6 that the τ-odd Maass wave forms are related to
the eigenvalue −1 of the operator P2L(4)β,ε,α. And since the zeros Z(4)α,+1 leave the critical line ℜβ = 12 we
concluded that the eigenvalue +1 of the transfer operator P2L(4)β,ε,α is related to τ-even Maass wave forms.
Therefore, from our conclusions in 8.2.9 concerning the zerosZ(4)
α,+1
we conjecture that:
Conjecture 8.2.10. For (Γ0 (4), χ
(4)
α ) and α ∈ [0, 12 ] Maass wave forms u(z) which are even with respect
to τz = z¯
2z¯−1 , i.e. u(τz) = u(z), exist only for discrete values of α and are destroyed under the smallest
infinitesimal change of the value of α.
Obviously, τ-even Maass wave forms exist for all arithmetic (Γ0 (4), χ
(4)
α ), i.e. α ∈ {0, 18 , 28 , 38 , 48 }, but they
may also exist for non-arithmetic (Γ0 (4), χ
(4)
α ). In case (Γ0 (4), χ
(4)
α ) is non-arithmetic the value of α for which
a τ-even Maass wave form exists is different for every τ-even Maass wave form, it seems that at most only
finitely many τ-even Maass wave forms exist for a given α what therefore does not contradict the conjecture
of Phillips and Sarnak. We see also from the results in Tables D.2 - D.5, that the multiplicity of the zeros of
the Selberg zeta function for (Γ0 (4), χ
(4)
α ) with α ∈ { 18 , 28 , 38 , 48 } is always one. Indeed, we found that curves
V(4)
i
of zeros in the (β, α)-plane never cross or even touch each other:
Conjecture 8.2.11. For (Γ0 (4), χ
(4)
α ) and 0 < α ≤ 12 the multiplicity of the zeros Z(4)α of the Selberg zeta
function Z(4)(β, χ(4)α ) in ℑβ > 0 is always one.
Obviously, this conjecture does not hold for α = 0. Also, it does not hold for the zeros on the real line
β ∈ R, e.g. the multiplicity of the zero (β = 1, α = 0) which moves on R for 0 ≤ α ≤ 1
2
changes when it
crosses the pole at β = 1
2
, or the zeros and poles at β ∈ Z≤ and at β ∈ 12 + Z≤.
Based on numerical experiments for the Selberg zeta function for (Γ0 (8), χ
(8)
α ) we formulate:
Conjecture 8.2.12. For (Γ0 (8), χ
(8)
α ) the multiplicity of the zerosZ(8)α of the Selberg zeta function Z(8)(β, χ(8)α )
in ℑβ > 0:
• for 0 < α < 1
2
is always one,
• for α = 1
2
is either one or two.
The zeros which have multiplicity two for α = 1
2
split up in the β-plane as soon α is changed. The
following numerical results support conjecture 8.2.12 for α = 1
2
: From numerical experiments we con-
cluded formula (8.14), namely that the Selberg zeta function Z(8)(β, χ
(8)
α ) for α =
1
2
can be expressed as
Z(8)
(
β, χ(8)1
2
)
= Z(4)
(
β, χ(4)1
8
)
Z(4)
(
β, χ(4)3
8
)
. Since our conclusion 8.2.7 says that all the zeros of Z(4)
(
β, χ(4)3
8
)
are
also zeros of Z(4)
(
β, χ(4)1
8
)
and we conjectured in 8.2.11 that all zeros of Z(4) (β, χα) with 0 < α ≤ 12 have
multiplicity one, it is clear that the zeros of Z(8)
(
β, χ
(8)
1
2
)
can only have multiplicity of either one or two,
which is in agreement with conjecture 8.2.12.
On the other hand, for α = 0 we found formula (8.13), namely Z(8)
(
β, χ
(8)
0
)
= Z(4)
(
β, χ
(4)
0
)
Z(4)
(
β, χ
(4)
1
2
)
.
Conclusion 8.2.7 and conjecture 8.2.11 then show that a zero of Z(8)
(
β, χ
(8)
0
)
can have either multiplicity one
or the multiplicity of the zero of Z(4)
(
β, χ
(4)
0
)
plus one.
8.2.3 The zerosZ(4)α,−1 of the Selberg zeta function Z(4)
(
β, χ(4)α
)
Here we will discuss in detail the zerosZ(4)
α,−1 of the Selberg zeta function Z
(4)
(
β, χ(4)α
)
which correspond to
eigenvalues −1 of the transfer operator P2L(4)β,ε,α for (Γ0 (4), χ(4)α ) and the paths ψ(4)i,−1 in (8.19) of these zeros
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Figure 8.10: Avoided crossing of two zerosZ(4)
α,−1 of the Selberg zeta function Z
(4)
(
β, χ(4)α
)
onℜβ = 1
2
in the β-plane parametrized by α ∈ (0, 1
2
]. These paths ψ
(4)
i,−1 define the sets V(4)i,−1 in (8.20) of the zeros
in the (β, α)-plane of the Selberg zeta function Z(4)
(
β, χ
(4)
α
)
corresponding to eigenvalue −1 of the transfer
operator P2L(4)β,ε,α. In the figures shown in the present section we denote the computed curves of zeros in the
(β, α)-plane by S r, with r ∈ Z>. As mentioned in section 8.2.1 the points in a set S r approximate discrete
points on a curve V(4)
r,−1. In Figure 8.9 the first 22 curves S r of zeros are shown, which correspond to the
eigenvalue −1 of the transfer operator P2L(4)β,ε,α for α ∈ (0, 12 ] respectively the zeros Z(4)α,±1 for α = 0 on the
critical lineℜβ = 1
2
. We summarise our results forZ(4)
α,−1 mentioned already in previous sections:
• Conclusion 8.2.9: for α ∈ (0, 1
2
] all zerosZ(4)
α,−1 are on the critical lineℜβ = 12 for ℑβ > 0.
• Conclusion 8.1.6: for α ∈ [0, 1
2
] and ℜβ = 1
2
the zeros β ∈ Z(4)
α,−1 give eigenvalues β(1 − β) of the
hyperbolic Laplacian ∆, and the eigenfunctions are Maass wave forms u(z) which are odd with respect
to the involution τz = z¯
2z¯−1 .
• Conjecture 8.2.11: for α ∈ (0, 1
2
] and ℑβ > 0 the zerosZ(4)
α,−1 have multiplicity one.
For α = 0 some zeros in Z(4)
α,−1 are not on the critical line ℜβ = 12 , also the multiplicity of the zeros Z(4)α,−1
for α = 0 can be different from one.
We already mentioned that a perturbation of the hyperbolic Laplacian for Γ0 (4) by the character χ
(4)
α is
singular at α = 0, since two cusps are closed as soon as α is set to a non-zero value. Our computations of the
Selberg zeta function Z(4)
(
β, χ(4)α
)
for very small values of α show a dramatic change between Z(4)
(
β, χ(4)α
)
for α → 0 and Z(4)
(
β, χ(4)
0
)
for α = 0 in the region ℜβ ≤ 1
2
, (see observation 8.2.2 and Figure 8.8). We
observed also that the curves of zeros of Z(4)
(
β, χ(4)α
)
at α = 0 are non-analytic in this case:
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Experimental Observation 8.2.13. For (Γ0 (4), χ
(4)
α ) even the smallest change of α away from zero leads
to the following behavior of the zeros Z(4)
α,−1 of the Selberg zeta function Z
(4)
(
β, χ(4)α
)
corresponding to the
eigenvalue −1 of the transfer operator P2L(4)β,ε,α:
• All zerosZ(4)
α,−1 for α = 0 on the linesℜβ ∈ {0, 14 } disappear for a non-zero value of α.
• New zeros Z(4)
α,−1 appear suddenly everywhere on the critical line ℜβ = 12 for a non-zero value of α:
near every point β0 =
1
2
+ ℑβ0 on the critical line one can find a zero β = 12 + ℑβ of the Selberg zeta
function, such that |ℑβ − ℑβ0| < ε, with ε = ε(ℑβ0, α). The distance ε increases both with α and ℑβ0.
We verified the disappearance of the zerosZ(4)
0,−1 on the linesℜβ ∈ {0, 14 } for α , 0 by using the argument
principle for the Selberg zeta function Z(4)
(
β, χ
(4)
α
)
in the β-plane for very small values of α. It turns out that
only the zerosZ(4)
α,+1
exist very near but off the linesℜβ ∈ {0, 1
4
} for small values of α→ 0. Our observation
8.2.13 is one of the reasons why we believe that it is rather difficult to apply perturbation theory to study
the spectrum of the hyperbolic Laplacian for perturbations at α = 0, since for the smallest change in α
instantaneously many eigenvalues of the hyperbolic Laplacian appear near to each other. This shows also
clearly that it is not possible for us to track the zeros of the Selberg zeta functionZ(4)
α,−1 on the critical line
ℜβ = 1
2
starting with α = 0, since nearby to these zeros many other zeros appear for the smallest non-zero
value of α. Instead, we started the computations with a value of α , 0 for which χ
(4)
α is arithmetic and
tracked these zeros for α ∈ (0, 1
2
].
In Figure 8.9 it can be seen that for certain values of α the paths ψ
(4)
i,−1 of zeros are very close to each
other, in some cases it even appears as if they would touch. However, a closer examination reveals that the
zeros on these paths never touch, even if the distance between the zeros gets very small. An example of
two zeros on the curves S 35 and S 36 which appear to merge is shown in a close-up in Figure 8.10. As one
can see the smallest distance |ℑψ(4)
35,−1(α) − ℑψ(4)36,−1(α)| is about 5 · 10−7. Indeed, we found cases where the
distance was even smaller. We found the following phenomenonwhen two zeros get very close to each other
in the (β, α)-plane:
Experimental Observation 8.2.14. (Avoided Crossing) For (Γ0 (4), χ
(4)
α ) let (β1, α1) ∈ V(4)j,−1 and (β2, α2) ∈
V(4)
k,−1 be zeros of the Selberg zeta function Z
(4)
(
β, χ
(4)
α
)
on the curvesV(4)
j,−1 andV(4)k,−1 such that
d((β1, α1), (β2, α2)) is a local minimum. We found that the zeros (β1, α1) and (β2, α2) on the paths ψ
(4)
j,−1 and
ψ
(4)
k,−1 deflect each other if d((β1, α1), (β2, α2)) ≪ 1. The zero on the path ψ(4)j,−1 takes over the direction of the
zero on the path ψ
(4)
k,−1 at the point of nearest approach and vice versa.
This deflection of the zeros doesn’t happen instantly: if αc =
α1+α2
2
then for small d((β1, α1), (β2, α2)) we
have αc ≈ α1 ≈ α2. Since the zeros (β1, α1) and (β2, α2) on the paths ψ(4)j,−1 respectively ψ(4)k,−1 do not change
their directions instantly there is an interval αc − δ j,− < α < αc + δ j,+ such that for∣∣∣∣∣∣∣∣
d2ψ
(4)
j,−1(α)
dα2
|αc−δ j,−<α<αc+δ j,+
∣∣∣∣∣∣∣∣ = c(α)
with c(α) > 0, one finds limα→αc−δ j,− c(α) = 0 and limα→αc+δ j,+ c(α) = 0. There is also such an interval
αc − δk,− < α < αc + δk,+ for the path ψ(4)k,−1. The zeros on these paths take over the direction of the other zero,
that is
dψ
(4)
j,−1(α)
dα
|α=αc−δ j,− ≈
dψ
(4)
k,−1(α)
dα
|α=αc+δk,+ and
dψ
(4)
j,−1(α)
dα
|α=αc+δ j,+ ≈
dψ
(4)
k,−1(α)
dα
|α=αc−δk,− .
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Note that this is not a general law, since this taking over of the direction of another zero depends on the
distance of both zeros during the avoided crossing and can also be influenced by a possible presence of
other zeros nearby. Since we found the phenomena of avoided crossing every time when two zeros are close
to each other, we conjectured in 8.2.11 that the multiplicity of the zeros Z(4)
α,−1 for 0 < α ≤ 12 is always
one. Therefore, the curvesV(4)
i,−1 of the zeros of the Selberg zeta function Z
(4)
(
β, χ
(4)
α
)
corresponding to the
eigenvalue −1 of the transfer operator P2L(4)β,ε,α never cross or even touch each other. The fact that the zeros
can be very close to each other makes computations very difficult and also demands small distances between
the computed points (βi, αi) ∈ S r on the curve V(4)r,−1 of a zero, since during the tracking of a zero it can
easily happen that we accidentally jump from one curve V(4)
r,−1 to another V(4)k,−1. For details on how we
solved this problem and how the curves of zeros were computed see section 8.2.1. From the point of view
of the hyperbolic Laplacian the observation that two zeros can be very close to each other means that some
of the eigenvalues are almost degenerate for certain values of α.
In Figure 8.9 we can see that for α→ 0 all zeros move down towards ℑβ = 0. In Figure 8.11 the curves
S r of zeros for α ∈ [10−60, 1
2
] are shown with α in logarithmic scale, in the right plot ℑβ is also scaled
logarithmically, while in the left one it is scaled linearly. We arrive therefore at:
Conclusion 8.2.15. For (Γ0 (4), χ
(4)
α ) the zerosZ(4)α,−1 of the Selberg zeta function Z(4)
(
β, χ
(4)
α
)
corresponding
to the eigenvalue −1 of the transfer operator P2L(4)β,ε,α tend to β = 12 for α → 0. For small α the distance
between two zeros on the paths ψ
(4)
j,−1 and ψ
(4)
k,−1 which are next to each other with ℑψ(4)j,−1(α) < ℑψ(4)k,−1(α) is
given by
|ψ(4)
k,−1(α) − ψ(4)j,−1(α)| = c j(α).
The value of c j(α) depends on j such that c j(α) > cl(α) for ℑψ(4)j,−1(α) > ℑψ(4)l,−1(α). c j(α) decreases as α is
getting smaller and the zerosZ(4)
α,−1 are getting dense for α→ 0, i.e. c j(α)→ 0 for α→ 0.
See also conclusion 8.2.26 for the zeros Z(4)
α,+1
to the left of the critical line ℜβ = 1
2
, which form pairs
with the zeros Z(4)
α,−1 from conclusion 8.2.15. To see that the zeros Z(4)α,−1 are moving down and are almost
equidistant for small ℑβ and α see the left plot in Figure 8.19, where the zeros Z(4)
α,−1 are shown in the β-
plane for α = 10−20 and α = 10−50. Our experimental observation 8.1.22 says that forℜβ = 1
2
, fixed ℑβ and
α → 0 the eigenvalues of the transfer operator P2L(4)β,ε,α rotate in closed orbits with varying α, where one of
these orbits is going through −1. The rotation speed of the eigenvalues increases exponentially with α→ 0,
see Figure 8.7. This observation also supports conclusion 8.2.15 for α → 0, namely that the zeros Z(4)
α,−1 of
the Selberg zeta function are moving in one direction and are getting dense.
We want to discuss the relation between the zerosZ(4)
α,−1 for α → 0 and the zerosZ(4)0,−1 for α = 0. From
observation 8.2.13 and conclusion 8.2.15 follows:
Conclusion 8.2.16. For (Γ0 (4), χ
(4)
α ) and α → 0 the zeros Z(4)α,−1 of the Selberg zeta function Z(4)
(
β, χ(4)α
)
corresponding to the eigenvalue −1 of the transfer operator P2L(4)β,ε,α do not converge towards the zeros in
Z(4)
0,−1.
Surprisingly, even if there is no convergence of a single zero inZ(4)
α,−1 for α→ 0 towards the zerosZ(4)0,−1,
we found that there is nevertheless a relation between the zerosZ(4)
α,−1 and the zerosZ(4)0,−1 on the critical line
ℜβ = 1
2
for α→ 0: In Figure 8.9 one can see lines which consist of different pieces of curvesV(4)
j,−1 of zeros
converging to the zeros Z(4)
0,−1 (red circles in Figure 8.9) for α = 0. Note that such lines do not exist for the
zeros Z(4)
0,+1
(blue crosses in Figure 8.9) for α = 0 on the critical line ℜβ = 1
2
. In Figure 8.12 we can see a
close-up of four of these curves, in the right plot the value of α is scaled logarithmically, which shows these
lines more clearly. We arrive therefore at:
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Conclusion 8.2.17. (Infinite Avoided Crossing) For every zero βl ∈ Z(4)0,−1 of the Selberg zeta function
Z(4)
(
β, χ
(4)
α
)
for (Γ0 (4), χ
(4)
α ) and α = 0 there are infinitely many paths ψ
(4)
ml(i),−1 : Aml(i) → Z
(4)
·,−1 and subin-
tervals A
(l)
i
= [a
(l)
i
, b(l)
i
] ⊂ Aml(i) ⊆ (0, 12 ] with i = 1, 2, 3, . . ., such that a zero on a path ψ(4)ml(i),−1(A
(l)
i
) tends
towards βl, where ml : Z> → Z> maps the counting index i of the intervals A(l)i to the index of the corre-
sponding paths:
• The intervals A(l)
i
are disjoint and ordered by i such that b
(l)
i+1
< a
(l)
i
. The length L
(l)
i
= b
(l)
i
− a(l)
i
of the
intervals A
(l)
i
decreases exponentially with i→ ∞, and a(l)
i
→ 0 for i→ ∞.
• The path ψ(4)
ml(i+1),−1 on the interval A
(l)
i+1
takes over the direction of the path ψ
(4)
ml(i),−1 on the interval A
(l)
i
by avoided crossing.
• The distance between the zero βl ∈ Z(4)0,−1 and the zeros on the paths ψ(4)ml(i),−1 on the intervals A
(l)
i
is
getting smaller with i:
|ℑβl − ℑψ(4)ml(i),−1(α)| ≤ ε
(l)
i
for all α ∈ A(l)
i
and lim
i→∞
ε
(l)
i
= 0
• The zeros on the paths ψ(4)
ml(i),−1 slow down on the intervals A
(l)
i
:
∣∣∣∣∣∣∣
dψ
(4)
ml(i),−1(α)
dα
∣∣∣∣∣∣∣ ≤ δ(l)i for all α ∈ A(l)i and limi→∞ δ(l)i = 0
Outside of the intervals A
(l)
i
these zeros move fast towards ℑβ = 0 for α→ 0.
Obviously, we can only compute a finite number of these avoided crossings, but there are several argu-
ments which suggest that this avoided crossing happens infinitely many times: conclusion 8.2.15 says that all
zeros of the Selberg zeta function on the critical lineℜβ = 1
2
go down to ℑβ = 0 for α → 0 and conjecture
8.2.11 says that the multiplicity of these zeros is always one; therefore, it is not possible that a zero on a path
ψ
(4)
j,−1 will converge for α → 0 to a zero βl ∈ Z(4)0,−1 on the critical line. In the right Figure 8.12 the length
L
(l)
i
of the intervals A
(l)
i
appears to be constant, but since α is scaled there logarithmically this means that the
length L
(l)
i
decreases exponentially for α→ 0 and that infinitely many intervals A(l)
i
will appear.
Conclusion 8.2.17 says that the zeros on the sequence of paths {ψ(4)
ml(i),−1}i∈Z converge towards a zero of
the Selberg zeta function for α = 0 for i → ∞, but it does not explain the behavior of these zeros for fixed
i on the paths ψ
(4)
ml(i),−1(α) for α ∈ A
(l)
i
. It would be natural to assume that for a fixed i the values of ε
(l)
i
and δ
(l)
i
in conclusion 8.2.17 are getting smaller with decreasing α. Indeed, in most cases we found this
behavior, but in few cases we found the opposite behavior. To illustrate this difference we refer to the Figure
8.13. In this figure the paths {ψ(4)
ml(i),−1}i∈Z converging to the zeros β1, β2 ∈ Z
(4)
0,−1 with β1 ≈ 12 + 5.41733i and
β2 ≈ 12 + 5.87935i are shown. The plots on the left show the dependence on α of the imaginary parts of the
paths ψ
(4)
ml(i),−1, while the right plots show the distance |ℑβl − ℑψ
(4)
ml(i),−1(α)| for l = 1, 2 depending on α, all in
logarithmic scales. The paths ψ
(4)
ml(i),−1(α) are shown not only on the intervals A
(l)
i
but for the whole range of
α. As we can see, the zeros on the paths ψ
(4)
m2(i),−1 converging to β2 move closer towards β2 on every interval
A
(2)
i
as α decreases. Indeed, in the right plot the zeros on the different paths ψ
(4)
m2(i),−1 on the intervals A
(2)
i
form a continuous line towards β2. On the other hand, the zeros on the paths ψ
(4)
m1(i),−1 converging to β1 do not
move closer towards β1 on the individual intervals A
(1)
i
as α decreases, instead the zeros on the paths ψ
(4)
m1(i),−1
converge towards β1 by jumps between the values of ℑψ(4)m1(i+1),−1(b
(1)
i+1
) and ℑψ(4)
m1(i),−1(a
(1)
i
). In the right plot
these zeros do not form a line; instead they form a set of steps converging to β1 in an non-continuous way.
130 8. Numerical investigations of Selberg zeta functions under character deformations
Table 8.6: Coefficient C0,l and dl of curve Cl(α) (Infinite Avoided Crossing)
l ℑβl dl C0,l C0,l for dl := 2 Type
1 5.417334806844678385 1.9638154460 -9.2341680671 -13.1430525070 2.
2 5.879354157758601464 1.9999936101 14.2804646966 14.2812233934 1.
3 7.220871975958052161 2.0943099084 -16.8594265893 -0.6803184384 2.
4 8.042477591683672004 1.9950321727 -30.7003039754 -31.5749972420 1.
5 8.273665889586057109 1.9820217092 26.7536540195 29.2889084088 1.
6 8.922876486991967371 1.8916641367 -0.2247494385 -0.3501403493 1.
“Type” as given in observation 8.2.18
Experimental Observation 8.2.18. For a set of paths {ψ(4)
ml(i),−1}i=1,2,... which converge to a zero βl ∈ Z
(4)
0,−1
onℜβ = 1
2
as described in conclusion 8.2.17, depending on βl one of the following cases applies:
1. For ℑβl − ℑψ(4)ml(i),−1(α) = ε
(l)
i
(α), |ε(l)
i
(α)| is decreasing with decreasing α ∈ A(l)
i
= [a
(l)
i
, b
(l)
i
] and
limα→a(l)
i
ε(l)
i
(α) = ε(l)
i+1
(b
(l)
i+1
). For
dψ(4)
ml (i),−1(α)
dα
= δ(l)
i
(α), |δ(l)
i
(α)| is decreasing with decreasing α ∈ A(l)
i
,
and limα→a(l)
i
δ
(l)
i
(α) = δ
(l)
i+1
(a
(l)
i+1
).
2. For ℑβl − ℑψ(4)ml(i),−1(α) = ε
(l)
i
(α), |ε(l)
i
(α)| is not decreasing with decreasing α ∈ A(l)
i
= [a
(l)
i
, b
(l)
i
] and
limα→a(l)
i
ε(l)
i
(α) , ε(l)
i+1
(b
(l)
i+1
). For
dψ(4)
ml (i),−1(α)
dα
= δ(l)
i
(α), |δ(l)
i
(α)| is not decreasing with decreasing α ∈ A(l)
i
,
and limα→a(l)
i
δ
(l)
i
(α) , δ
(l)
i+1
(a
(l)
i+1
).
In most cases we considered we found the behavior as described by case 1 in observation 8.2.18. Obvi-
ously, in case 1 in observation 8.2.18 we can connect the paths ψ
(4)
ml(i),−1(A
(l)
i
) by a continuous curve, which
converges to the zero at βl ∈ Z(4)0,−1 on the critical line ℜβ = 12 . Indeed, we found such a continuous curve
also for case 2 in observation 8.2.18, but the paths ψ
(4)
j,−1(A
(l)
i
) intersect this curve only at one point:
Conclusion 8.2.19. The set of paths {ψ(4)
ml(i),−1}i=1,2,... which converge to a zero βl ∈ Z
(4)
0,−1 on ℜβ = 12 as
described in conclusion 8.2.17, defines a curve ( 1
2
+ iCl(α), α) in the (β, α)-plane such that Cl(0) = ℑβl and
dCl(α)
dα
|α=0 = 0, given by
Cl(α) = C0,lα
dl + ℑβl,
with C0,l, dl ∈ R. For the paths ψ(4)ml(i),−1 of case 1 of observation 8.2.18 the curve Cl(α) coincides with all
paths ψ
(4)
ml(i),−1(A
(l)
i
), i.e.
for all i ∈ Z> and α ∈ A(l)i : Cl(α) = ℑψ(4)ml(i),−1(α).
For the paths ψ(4)
ml(i),−1 of case 2 of observation 8.2.18 the curve Cl(α) intersects all paths ψ
(4)
ml(i),−1(A
(l)
i
) in a
single point, i.e.
for all i ∈ Z> ∃!α(l)i ∈ A(l)i : Cl(α(l)i ) = ℑψ(4)ml(i),−1(α
(l)
i
).
We can determine the constants C0,l and dl from our data sets by the formulas
dl =
ln |ℑβl − ℑψ(4)ml(i),−1(α1)| − ln |ℑβl − ℑψ
(4)
ml(i+1),−1(α2)|
ln |α1| − ln |α2|
8.2 Numerical results for the Selberg zeta function and its zeros 131
and
C0,l =
ℑψ(4)
ml(i),−1(α1) − ℑβl
αdl
1
with α1 ∈ A(l)i and α2 ∈ A(l)i+1. If the curve Cl and the paths ψ(4)ml(i),−1 coincide as described in conclusion
8.2.19 we can choose for α1 and α2 any point on the interval A
(l)
i
respectively A
(l)
i+1
. On the other hand, if the
curve Cl intersects with these intervals only in one point the choice for α1 and α2 is rather difficult, since for
slightly different chosen α1 and α2 the constants dl and C0,l become rather different. In Table 8.6 we list the
constants C0,l and dl determined for the first 6 zeros βl ∈ Z(4)0,−1, where in the column “Type” - the type of
the paths ψ
(4)
ml(i),−1 as described in observation 8.2.18 - is given. In Figure 8.13 the red lines are the curves C1
and C2 with the constants C0,l for dl := 2 with l = 1, 2 as given in Table 8.6. As we can see the curve C2
coincides with the paths ψ
(4)
m2(i),−1 on the intervals A
(2)
i
, while C1 intersects the paths ψ
(4)
m1(i),−1 on the intervals
A
(1)
i
. As we can see from Table 8.6, the value of dl seems to be constant for every curveCl:
Experimental Observation 8.2.20. For the curves Cl(α) = C0,lα
dl +ℑβl converging to the zeros βl ∈ Z(4)0,−1
as described in conclusion 8.2.19 the value of dl is given by dl = 2 for 1 ≤ l ≤ 6.
It follows from conclusion 8.2.17 that for α → 0 there is a convergence of the perturbed eigenvalues
λ
(l)
i
(α) of the hyperbolic Laplacian belonging to τ-odd Maass wave forms towards the unperturbed eigenval-
ues λl for α = 0. This convergence is rather complicated, instead of a single eigenvalue λ
(l)
i
(α) converging to
an unperturbed eigenvalue there is an infinite sequence of eigenvalues {λ(l)
i
(α) = 1
4
+ (ℑψ(4)
ml(i),−1(α))
2}i=1,2,...
which converge for i → ∞ to λl = 14 + (ℑβl)2. Since λ(l)i (α) → 14 for α → 0 a one to one correspondence
between an eigenvalue λ
(l)
i
(α) and an unperturbed eigenvalue λl does not exist. This reflects in a certain sense
the survival of τ-odd Maass wave forms for α = 0 when α is turning away from zero. On the other hand, the
convergence of eigenvalues related to τ-even Maass wave forms for α→ 0 is rather different, as we will see
in the next section.
8.2.4 The zeros Z(4)
α,+1
of the Selberg zeta function Z(4)
(
β, χ(4)α
)
Next we will discuss in detail the zeros Z(4)
α,+1
of the Selberg zeta function Z(4)(β, χ(4)α ) which correspond
to the eigenvalues +1 of the transfer operator P2L(4)β,ε,α for (Γ0 (4), χ(4)α ) and their paths ψ(4)i,+1 in (8.19) in the
β-plane parametrized by α ∈ (0, 1
2
]. These paths ψ
(4)
i,+1
define the setsV(4)
i,+1
in (8.20) of the zeros in the (β, α)-
plane of the Selberg zeta function Z(4)(β, χ
(4)
α ) corresponding to the eigenvalue +1 of the transfer operator
P2L(4)β,ε,α. In the figures presented in this section we denote the numerically determined curves of zeros in the
(β, α)-plane by S r, with r ∈ Z>. As mentioned in section 8.2.1 the points in a set S r approximate discrete
points on a curveV(4)
r,+1
. In Figures 8.14 - 8.17 there are shown 24 curves S r of zeros which correspond to
the eigenvalue +1 of the transfer operatorP2L(4)β,ε,α for α ∈ (0, 12 ] and the zerosZ(4)α,±1 for α = 0 on the critical
lineℜβ = 1
2
. Let us summarise our results forZ(4)
α,+1
which we mentioned already in previous sections:
• Conclusion 8.2.9: for α ∈ (0, 1
2
] all zerosZ(4)
α,+1
are located inℜβ < 1
2
and ℑβ > 0, except for certain
discrete values of α where some of the zeros inZ(4)
α,+1
are on the critical lineℜβ = 1
2
.
• Conclusion 8.1.6: for α ∈ [0, 1
2
] the zeros β ∈ Z(4)
α,+1
on ℜβ = 1
2
give eigenvalues β(1 − β) of the
hyperbolic Laplacian ∆ where the eigenfunctions are Maass wave forms u(z) which are even with
respect to the involution τz = z¯
2z¯−1 .
• Conjecture 8.2.11: for α ∈ (0, 1
2
] the zerosZ(4)
α,+1
in ℑβ > 0 have multiplicity one.
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Figure 8.13: Infinite Avoided Crossing of the zerosZ(4)
α,−1 onℜβ = 12 for α→ 0 (exponential law)
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• Experimental observation 8.2.8: for α0 ∈ { 18 , 28 , 38 , 48 } the order of contact of the zerosZ(4)α,+1 for α→ α0
with the critical lineℜβ = 1
2
is either 2 or 4.
Note that the multiplicity ofZ(4)
α,+1
for α = 0 can be different from one.
The perturbation of the hyperbolic Laplacian for Γ0 (4) by the character χ
(4)
α is singular at α = 0 since
two cusps are closed as soon as α is set to a non-zero value. Observation 8.2.2 says that the Selberg zeta
function Z(4)(β, χ
(4)
α ) forℜβ ≤ 12 is non-analytic in α = 0. In observation 8.2.13 we noticed that the curves
of the zerosZ(4)
α,−1 are also non-analytic in that case. It is not surprising that the curves of the zerosZ(4)α,+1 are
non-analytic as well:
Experimental Observation 8.2.21. For (Γ0 (4), χ
(4)
α ) even the smallest change of α away from zero leads
to the following behavior of the zeros Z(4)
α,+1
of the Selberg zeta function Z(4)(β, χ
(4)
α ) corresponding to the
eigenvalue +1 of the transfer operator P2L(4)β,ε,α:
• The multiplicity of the zeros Z(4)
α,+1
for α = 0 on the line ℜβ = 1
4
changes instantly to one for a non-
zero value of α. (A zero β ∈ Z(4)
α,+1
for α = 0 on the line ℜβ = 1
4
with multiplicity greater than one
does not just split up in several zeros in the β-plane for α , 0; instead a single zero with multiplicity
one remains.)
• (Selberg zeros) As predicted by Selberg in [Sel90] Theorem 3 we found that new zerosZ(4)
α,+1
suddenly
appear everywhere to the left of the critical line ℜβ = 1
2
for a non-zero value of α: near every point
β0 =
1
2
+ iℑβ0 on the critical line one can find a zero β withℜβ < 12 of the Selberg zeta function, such
that |ℑβ − ℑβ0| < ε, with ε = ε(ℑβ0, α). The distance ε increases both with α and ℑβ0.
We verified the instant change of multiplicity of the zeros onℜβ = 1
4
by computation using the argument
principle of the Selberg zeta function Z(4)(β, χ
(4)
α ) for very small values of α. Observation 8.2.13 and
conclusion 8.2.15 say that the zeros on the critical line ℜβ = 1
2
are getting dense for α → 0, and together
with the zeros from observation 8.2.21 near the critical line ℜβ = 1
2
it seems impossible to track any zero
Z(4)
α,±1 on the critical lineℜβ = 12 starting with α = 0. Since for the smallest change of α away from 0 many
eigenvalues and resonances of the hyperbolic Laplacian are appearing it seems to us that in this case the
application of perturbation theory is very difficult, if not impossible.
As we can see in Figures 8.15 and 8.17most of the paths ψ
(4)
j,+1
of zeros are near to the critical lineℜβ = 1
2
and only a few of them are further away thanℜβ = 1
4
. Figure 8.16 shows the dependence of the imaginary
part of ψ
(4)
j,+1
on α, this plot has some similarity to Figure 8.9, which shows the paths ψ
(4)
j,−1 of zeros on the
critical lineℜβ = 1
2
. Although in Figures 8.15 - 8.17 the paths ψ
(4)
j,+1
of the zeros cross, one should keep in
mind Figure 8.14 which shows that the curves of zerosV(4)
j,+1
are really in a three-dimensional space. Indeed,
like in observation 8.2.14 for the zerosZ(4)
α,−1 we found that the curvesV(4)j,+1 of zeros never cross:
Experimental Observation 8.2.22. (Deflection) For (Γ0 (4), χ
(4)
α ) let (β1, α1) ∈ V(4)j,+1 and (β2, α2) ∈ V(4)k,+1
be zeros of the Selberg zeta function Z(4)(β, χ
(4)
α ) on the curves V(4)j,+1 and V(4)k,+1. We found that the zeros
(β1, α1) and (β2, α2) on the paths ψ
(4)
j,+1
and ψ
(4)
k,+1
deflect each other if d((β1, α1), (β2, α2)) ≪ 1, i.e. the paths
ψ
(4)
j,+1
and ψ
(4)
k,+1
do not cross but are deflected.
This deflection is similar to the avoided crossing in observation 8.2.14, but it is more complicated, since
the zeros move in a three dimensional space, while the avoided crossing is a phenomenon which exists in
a two-dimensional space. We found the phenomenon of deflection every time when two zeros are close to
each other, from this we conjectured in 8.2.11 that the multiplicity of the zerosZ(4)
α,+1
for 0 < α ≤ 1
2
is always
one.
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In observation 8.2.21 we verified the existence of the Selberg zeros for α → 0. On the other hand, we
also found zerosZ(4)
α,+1
of the Selberg zeta function whose behavior for α → 0 is different from the Selberg
zeros:
Experimental Observation 8.2.23. In the limit α → 0 we found the following type of behavior of zeros
Z(4)
α,+1
of the Selberg zeta function Z(4)
(
β, χ(4)α
)
for (Γ0 (4), χ
(4)
α ) which are related to the eigenvalue +1 of the
transfer operator P2L(4)β,ε,α:
• (Selberg zeros) See [Sel90] Theorem 3 and observation 8.2.21.
• (Convergence to Eigenvalues) There are zeros in Z(4)
α,+1
which converge to the zeros Z(4)
0,+1
for α = 0
on the critical lineℜβ = 1
2
with ℑβ > 0. They approach these zeros in a rather complicated way, as
we will see below.
• (Convergence to Resonances) There are zeros in Z(4)
α,+1
which approach the zeros Z(4)
0,+1
for α = 0
on the line ℜβ = 1
4
with ℑβ > 0 . The multiplicity of these zeros changes instantly at α = 0, (see
observation 8.2.21).
• (Convergence to Constant Eigenfunction) There is a zero in Z(4)
α,+1
on the real line R which moves
towards β = 1 for α→ 0.
For the path ψ
(4)
37,+1
of the zero on the real line which is curve S 37 in Figure 8.18 we have:
Experimental Observation 8.2.24. (Real Zero) For the path ψ
(4)
37,+1
of the zero β0 = 1 ∈ Z(4)0,+1 of the
Selberg zeta function Z(4)
(
β, χ(4)
0
)
related to the eigenvalue +1 of the transfer operatorP2L(4)β,ε,α we found the
following behavior:
• The zero on the path ψ(4)
37,+1
approaches β0 = 1 for α = 0 on a smooth curve, with limα→0 ψ
(4)
37,+1
(α) = 1.
• As α→ 2
8
the zero on the path ψ
(4)
37,+1
moves faster and faster towards −∞, i.e.
for α→ 2
8
∣∣∣∣∣∣∣
dψ
(4)
37,+1
(α)
dα
∣∣∣∣∣∣∣→ ∞ together with ψ(4)37,+1(α)→ −∞.
• The zero on the path ψ(4)
37,+1
stays on the real line, i.e. ψ
(4)
37,+1
(α) ∈ R for all α ∈ [0, 2
8
), moving in the
negative direction for α growing monotonically, i.e. ψ
(4)
37,+1
(α) ≤ 1 for all α ∈ [0, 2
8
).
• The zero on the path ψ(4)
37,+1
cancels the pole of the Selberg zeta function Z(4)
(
β, χ(4)α
)
at β = 1
2
for
α = 1
8
, and both the pole and the zero disappear there.
The fact, that this zero approaches β = 1 for α = 0 smoothly is in agreement with our observation 8.2.2
namely that limα→0 Z(4)
(
β, χ(4)α
)
= Z(4)
(
β, χ(4)
0
)
exists for ℜβ > 1
2
. Since this zero disappears at β = 1
2
for
α = 1
8
we had to compute a point for this curve shortly before, namely β = 0.500125 for α = 0.12498,
and continued the computations for a point shortly afterwards at the point β = 0.499136 for α = 0.12514.
Obviously, it can be asked if this is still the same zero which we are tracking, since it got destroyed at β = 1
2
.
Since the curve S 37 of this zero in Figure 8.18 is smooth we assume that we are tracking the same zero. The
same problem appears for all β ∈ Z≤ ∪ 12 + Z≤.
Besides the zero on the real line we also found other paths ψ
(4)
j,+1
of zeros with ℜψ(4)
j,+1
(α) → −∞ for
α → 2
8
, as can be seen in Figure 8.18. Indeed, in [Sel90] section 3, Selberg predicted the existence of
some such zeros. He proved the existence of a family of resonances, which for our character χ(4)α move to
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ℜβ → −∞ for α ↑ 2
8
respectively α ↓ − 2
8
and disappear for α = 2
8
respectively α = − 2
8
. It follows from
our lemma 6.5.2 that Z(4)(β, χ
(4)
α ) = Z
(4)(β, χ
(4)
−α), and therefore the cases α ↑ 28 and α ↓ − 28 are equivalent.
According to Selberg the number N of zeros which move to ℜβ → −∞ with imaginary parts |ℑβ| < T is
given by N ≈ ln 4
π
T for large T . Note that Selberg actually studied the zeros of a L-functionwhich correspond
to the zeros of the determinant of the scattering matrix forℜβ > 1
2
, these zeros are equivalent to our zeros of
the Selberg zeta function forℜβ < 1
2
, see [Sel90]. Our numerical experiments show that there are also zeros
with ℜβ → −∞ for α ↓ 2
8
(note that this is not the same case α ↑ 2
8
or α ↓ − 2
8
as considered by Selberg).
We conclude from our numerical results that:
Conclusion 8.2.25. (−∞-Zeros) There are paths ψ(4)
j,+1
of zerosZ(4)
α,+1
of the Selberg zeta function Z(4)(β, χ
(4)
α )
corresponding to the eigenvalue +1 of the transfer operator P2L(4)β,ε,α which behave for α→ 28 in the follow-
ing way: ∣∣∣∣∣∣∣∣
dℜψ(4)
j,+1
(α)
dα
∣∣∣∣∣∣∣∣→ ∞ and ℜψ(4)j,+1(α)→ −∞,∣∣∣∣∣∣∣∣
dℑψ(4)
j,+1
(α)
dα
∣∣∣∣∣∣∣∣→ 0 and ℑψ(4)j,+1(α)→
π
ln 2
m,
with
• m ∈ Z for α ↑ 2
8
. These zeros on the paths ψ
(4)
j,+1
(α) exist only for α ∈ (0, 2
8
). The number N of such
zeros with |ℑψ(4)
j,+1
(α)| ≤ T for α ↑ 2
8
is given by
N = 2
[
ln 2
π
T
]
+ 1.
• m ∈ 1
2
+Z for α ↓ 2
8
. These zeros on the paths ψ
(4)
j,+1
(α) exist only for α ∈ ( 2
8
, 4
8
]. The number N of such
zeros with |ℑψ(4)
j,+1
(α)| ≤ T for α ↓ 2
8
is given by
N = 2
[
ln 2
π
T +
1
2
]
.
Here [·] denotes the integer part.
Both of our formulas for N and Selberg’s asymptotic formula N ≈ ln 4
π
T agree quite well for large T .
The reason why we believe that these zeros disappear for α = 2
8
is that if these zeros would exist atℜβ = −∞
for α = 2
8
they must also exists for α = 4
8
, since the Selberg zeta functions for these two values of α are the
same, (see conclusion 8.2.3). But if they would exists for α = 4
8
, we would have also found zeros moving
towardℜβ→ −∞ for α→ 4
8
, but we never saw such zeros.
In observation 8.2.21 we found the Selberg zeros near to the critical lineℜβ = 1
2
for α→ 0 correspond-
ing to the zeros of the scattering determinant as described by Selberg in [Sel90] theorem 3. Next we want
to discuss more results about the Selberg zeros we obtained numerically: We can see in Figures 8.15 and
8.16 some paths ψ
(4)
j,+1
of zeros converging to β = 1
2
for α → 0. Indeed, these are the paths of the Selberg
zeros. The left plot in Figure 8.19 shows a close-up of these zeros in the β-plane, together with the zeros
Z(4)
α,−1 on the critical line ℜβ = 12 for two values of α. The right plot in Figure 8.19 shows the distance of
the real parts of the paths ψ
(4)
j,+1
fromℜβ = 1
2
against the distance of the imaginary parts from ℑβ = 0 scaled
logarithmically. Figure 8.20 shows the dependence of the real and imaginary parts of ψ
(4)
j,+1
on α. In the left
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plot also the curves of the zerosZ(4)
α,−1 on the critical lineℜβ = 12 are shown as gray lines. We computed also
the Selberg zeta function in the β-plane in the strip 0.45 ≤ ℜβ ≤ 0.5 and 0 ≤ ℑβ ≤ 10 for several different
very small values of α. This way we could see the general behavior of the Selberg zeros and the zeros on the
critical line:
Conclusion 8.2.26. (Behavior of Selberg Zeros) Some zeros Z(4)
α,+1
of the Selberg zeta function Z(4)
(
β, χ
(4)
α
)
corresponding to the eigenvalue +1 of the transfer operator P2L(4)β,ε,α tend to β = 12 for α→ 0 and the paths
ψ
(4)
j,+1
of these zeros approach the critical lineℜβ = 1
2
. For small α the distance between two zeros on nearest
neighbor paths ψ
(4)
j,+1
and ψ
(4)
k,+1
with ℑψ(4)
j,+1
(α) < ℑψ(4)
k,+1
(α), is given by
|ψ(4)
k,+1
(α) − ψ(4)
j,+1
(α)| = c j(α).
The value of c j(α) depends on j such that c j(α) > cl(α) for ℑψ(4)j,+1(α) > ℑψ(4)l,+1(α). c j(α) is decreasing as α
is getting smaller.
• These zeros on the paths ψ(4)
j,+1
accumulate at the the critical lineℜβ = 1
2
for α→ 0.
• For fixed small α these zeros can be connected by a smooth curve in the β-plane.
• (Eigenvalue-ResonancePair): For every such zero on a path ψ(4)
j,+1
there is another zero on a path ψ
(4)
k,−1
on the critical lineℜβ = 1
2
as described in conclusion 8.2.15, such that
|ℑψ(4)
j,+1
(α) − ℑψ(4)
k,−1(α)| → 0 for α→ 0.
The main difference between the zerosZ(4)
α,+1
and the zerosZ(4)
α,−1 on the critical lineℜβ = 12 is that all the
zerosZ(4)
α,−1 behave as described in conclusion 8.2.15 for α→ 0, while for the zerosZ(4)α,+1 we found different
behaviors for α→ 0 as described in observation 8.2.23. In observation 8.2.2 we found that the Selberg zeta
function Z(4)
(
β, χ
(4)
α
)
shows strong oscillations forℜβ ≤ 1
2
as α→ 0. We can see these oscillations in Figure
8.8. These oscillations seem to be related to the zeros in conclusion 8.2.26 and conclusion 8.2.15: It seems
that these zeros are located at the end of every “wave crest” of such oscillations of the Selberg zeta function.
We have seen in conclusions 8.2.15 and 8.2.26 that the zeros on the critical lineℜβ = 1
2
respectively left
of it move to β = 1
2
for α → 0 and at the same time are becoming dense on the critical line. The question
then is what happens to these zeros for α = 0. Obviously, they disappear as zeros of the Selberg zeta function
Z(4)(β, χ
(4)
α ) for α = 0. On the other hand, the continuous spectrum of the hyperbolic Laplacian changes it
multiplicity from one for α , 0 to three for α = 0. Therefore, we conclude that:
Conclusion 8.2.27. (Continuous Spectrum Breakdown) As α moves away from the value 0 and the multi-
plicity of the continuous spectrum of the hyperbolic Laplacian for (Γ0 (4), χ
(4)
α ) changes from three to one, a
part of the continuous spectrum turns into discrete eigenvalues of the hyperbolic Laplacian which manifest
themselves as zeros Z(4)
α,−1 of the Selberg zeta function Z
(4)(β, χ(4)α ) on the critical lineℜβ = 12 as described
in conclusion 8.2.15. And at the same time a part of the continuous spectrum turns into resonances of the
hyperbolic Laplacian which manifest themselves as zeros Z(4)
α,+1
of the Selberg zeta function Z(4)(β, χ
(4)
α ) in
the immediate neighborhood of the critical lineℜβ = 1
2
as described in conclusion 8.2.26.
Next we want to discuss the zeros Z(4)
α,+1
which converge for α → 0 towards zeros on the critical line
ℜβ = 1
2
. In Figure 8.21 one can see the first 6 of such zeros. At a first glance it looks as if these zeros just
move onto the critical line ℜβ = 1
2
for α = 0; however, a more detailed analysis shows that this approach
is much more complicated. In Figure 8.22 we can see two close-ups of the curves S 2 and S 14 of zeros in
the β-plane. The plots on the left show that these curves touch the critical line ℜβ = 1
2
for certain values
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of α, these values are given to the right of the orange crosses. In the right plot the area in the β-plane close
to the zeros for α = 0 is magnified, even at this huge magnification we can see that both curves still touch
the critical line for certain values of α. Although we found this behavior for all zeros Z(4)
α,+1
converging to
the zeros Z(4)
0,+1
on the critical line ℜβ = 1
2
which we track in the β-plane for ℑβ < 8.6, other results for
ℑβ > 8.6 indicate, however, that there might be also a different kind of convergence of the zeros Z(4)
α,+1
for
α → 0 to the zerosZ(4)
0,+1
on the critical lineℜβ = 1
2
, we discuss this issue later. Therefore, it is not certain
if the following conclusion is true for every zero inZ(4)
0,+1
on the critical lineℜβ = 1
2
:
Conclusion 8.2.28. (Infinite Resonance-Eigenvalue Convergence) For a zero βl ∈ Z(4)0,+1 of the Selberg zeta
function Z(4)(β, χ(4)α ) on the critical lineℜβ = 12 corresponding to the eigenvalue +1 of the transfer operator
P2L(4)β,ε,α, there is the following one-to-one correspondence between βl and the path ψ(4)j(l),+1 converging to βl
for α→ 0:
• The path ψ(4)
j,+1
touches the critical lineℜβ = 1
2
tangentially for infinitely many discrete values of α
(l)
k
,
with k ∈ Z>, i.e.
ℜψ(4)
j,+1
(α
(l)
k
) =
1
2
with α
(l)
k
∈ A j for all k ∈ Z>.
For α(l)
k
> α > α(l)
k+1
the zero on the path ψ
(4)
j,+1
stays left of the critical lineℜβ = 1
2
, i.e.
ℜψ(4)
j,+1
(α) <
1
2
with α ∈ (α(l)
k+1
, α(l)
k
) for all k ∈ Z>.
The distance α
(l)
k
− α(l)
k+1
decreases exponentially with k → ∞, and α(l)
k
→ 0 for k → ∞.
• The zero ψ(4)
j,+1
(α(l)
k
) converges towards the zero βl:
lim
k→∞
|βl − ψ(4)j,+1(α(l)k )| = 0.
• When the zero on the path ψ(4)
j,+1
(α) goes down from the critical line, i.e. α ∈ (α(l)
k+1
, α
(l)
k
), exactly one
zero on a path ψ
(4)
m,−1 with m = m(k) passes by on the critical lineℜβ = 12 , i.e.
ℑψ(4)
j,+1
(α(l)
k
) < ℑψ(4)
m(k),−1(α
(l)
k
) and ℑψ(4)
j,+1
(α(l)
k+1
) > ℑψ(4)
m(k),−1(α
(l)
k+1
) for all k ∈ Z>.
As in the case of the infinite avoided crossing sequence on the critical line (see conclusion 8.2.17) we
can only compute a finite number of the values of α(l)
k
where the path ψ
(4)
j(l),+1
touches the critical line. But
since the distance between α
(l)
k
and α
(l)
k+1
decreases exponentially it means that infinitely many points α
(l)
k
will
appear. In contrast to the infinite avoided crossing convergence described in conclusion 8.2.28 we can find
here exactly one zero in Z(4)
α,+1
which corresponds to a zero in Z(4)
0,+1
on the critical line ℜβ = 1
2
. We can
see in Figure 8.22 that the paths ψ
(4)
2,+1
and ψ
(4)
14,+1
form loops in the β-plane. Indeed, for all paths ψ
(4)
j,+1
of
zeros with a behavior as described in conclusion 8.2.28, and which we investigated, we found that loops,
which always rotate clockwise in the β-plane for α→ 0. We cannot rule out that other shapes than loops are
possible as well. We see also in the close-up on the right of Figure 8.22 that the shape of the loops is more
or less preserved.
The last point in conclusion 8.2.28 shows that there is a close relation between the infinite resonance-
eigenvalue convergence sequence and the zeros Z(4)
α,−1 on the critical line ℜβ = 12 described in conclusion
8.2.15 which move to β = 1
2
for α → 0. This is not surprising, since in 8.2.11 we conjectured that all zeros
of the Selberg zeta function Z(4)(β, χ(4)α ) have multiplicity one for α ∈ (0, 12 ]; therefore, the curves of zeros
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Table 8.7: Coefficient C0,l and dl of curve Cl(α) (Infinite Resonance-Eigenvalue Convergence)
l ℑβl dl C0,l C0,l for dl := 2
1 3.703307801219027665 1.99997147864 -9.94247613631 -9.94447820978
2 5.417334806844678385 1.99999204396 2.72453783969 2.72474702344
in Z(4)
α,+1
which touch the critical line ℜβ = 1
2
must avoid the zeros Z(4)
α,−1 on the critical line. In the left
Figure 8.23 are shown the dependence on α of the imaginary parts of the paths ψ
(4)
j,+1
of zeros, which tend to
the zeros β1 ≈ 12 + 3.7033078i and β2 ≈ 12 + 5.4173348i. These are the paths ψ(4)j,+1 which form the loops in
Figure 8.22. The right plots show the dependence on α of the distance |ℑβl − ℑψ(4)j+1(α)| for l = 1, 2. The
points where the paths ψ
(4)
j,+1
touch the critical line, i.e. ℜψ(4)
j,+1
(α) = 1
2
, are marked by orange crosses. In the
background are also shown as gray lines the paths ψ
(4)
j,−1 of the zeros which are always on the critical line.
As we can clearly see, the paths ψ
(4)
j,+1
which converge to the zeros βl for l = 1, 2 touch the critical line in
between two zeros on the paths ψ
(4)
j,−1 on the critical line. Note that the zero β2 has multiplicity two, indeed
one can see there is also an infinite avoided crossing sequence converging to this zero, (see also the two plots
on the bottom in Figure 8.13). The relation between the points ψ
(4)
j(l),+1
(α(l)
k
) which touch the critical line and
the values of α
(l)
k
is described by the following curve:
Conclusion 8.2.29. The points ψ(4)
j(l),+1
(α(l)
k
) which converge to a zero βl ∈ Z(4)0,+1 as described in conclusion
8.2.28 define a curve ( 1
2
+ iCl(α), α) in the (β, α)-plane such that Cl(0) = ℑβl and dCl(α)dα |α=0 = 0, given by
Cl(α) = C0,lα
dl + ℑβl,
with C0,l, dl ∈ R, and such that the points ψ(4)j(l),+1(α(l)k ) lie on this curve, i.e.
ℑψ(4)
j(l),+1
(α(l)
k
) = Cl(α
(l)
k
) for all k ∈ Z>.
We can determine the constants C0,l and dl from our data sets by the formulas
dl =
ln |ℑβl − ℑψ(4)j,+1(αk,l)| − ln |ℑβl − ℑψ(4)j,+1(αk+1,l)|
ln |αk,l| − ln |αk+1,l|
and
C0,l =
ℑψ(4)
j,+1
(αk,l) − ℑβl
αdl
k,l
.
In Table 8.7 the constants C0,l and dl are given for the first two zeros βl ∈ Z(4)0,+1 on the critical lineℜβl = 12 .
Experimental Observation 8.2.30. For the curves Cl(α) = C0,lα
dl +ℑβl converging to the zeros βl ∈ Z(4)0,+1
as described in conclusion 8.2.29 we find dl = 2 for l ∈ {1, 2}.
We expect this observation to be true at least for most of the zeros βl ∈ Z(4)0,+1 on the critical line. In
Figure 8.23 also the curves Cl for l = 1, 2 from conclusion 8.2.29 are shown as blue lines, the parameters
C0,l for dl := 2 are given in Table 8.7. As one can see the blue curves Cl in Figure 8.23 coincide with the
orange points of the paths ψ
(4)
j,+1
touching the critical line and converging to the zero βl. Surprisingly, one can
also see in this figure that the blue curvesCl coincide, respectively are very near to the orange points of paths
ψ
(4)
i,+1
which do not converge to the zero βl, e.g., in the bottom plots in Figure 8.23 the curve S 2 converges to
the zero β1; as we can see the curve S 7 touches the critical lineℜβ = 12 almost exactly on the curve C1:
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Figure 8.23: Infinite Resonance-Eigenvalue Convergence of the zerosZ(4)
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(exponential law)
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Experimental Observation 8.2.31. For a path ψ
(4)
j(l),+1
and {α(l)
k
}k∈Z> such that ψ(4)j(l),+1(α(l)k ) converges towards
a zero βl ∈ Z(4)0,+1 on the critical line as described by conclusion 8.2.28 and the corresponding curve Cl as
given by conclusion 8.2.29, there is a finite sequence of points {ψ(4)
nl(k),+1
(α˜
(l)
k
)}k=1,2,...,rl , with α˜(l)k < α˜(l)k+1 for all
k and α
(l)
1
< α˜
(l)
1
, on different paths ψ
(4)
nl(k),+1
, where nl maps the index k to the corresponding index of a path.
The paths ψ
(4)
nl(k),+1
touch the critical line ℜβ = 1
2
tangentially for the values of α˜
(l)
k
i.e. ℑψ(4)
nl(k),+1
(α˜
(l)
k
) = 1
2
.
These points ψ
(4)
nl(k),+1
(α˜
(l)
k
) lie on the curve Cl respectively very near to it, i.e. ℑψ(4)nl(k),+1(α˜
(l)
k
) = Cl(α˜
(l)
k
) or
|ℑψ(4)
nl(k),+1
(α˜
(l)
k
) −Cl(α˜(l)k )| ≪ 1.
On the left of Figure 8.24 a plot is shown of an infinite resonance-eigenvalue convergence in the (β, α)-
plane, which is the spiral in the middle of that plot. As we can see there are other paths of zeros which
wind around this spiral; these are the paths which touch the critical lineℜβ = 1
2
as described by observation
8.2.31. We mentioned that we cannot rule out that besides the convergence towards the zeros Z(4)
0,+1
on the
critical line as described by conclusion 8.2.28 there are other types of convergence as well. Indeed, in the
right plot of Figure 8.24 we can see two infinite resonance-eigenvalue convergence sequences at ℑβ ≈ 8.25
and ℑβ ≈ 8.5, but at ℑβ slightly below 9 we can see a sequence of zeros on different paths which remind
us of the infinite avoided crossing phenomenon. The question which remains to be answered is whether this
is actually an infinite avoided crossing of resonances or if this sequence will be taken over by an infinite
resonance-eigenvalue convergence. Because this phenomenon occurs rather high at ℑβ ≈ 9, we did not
compute many curves of zeros which belong to this sequence. Further investigations are necessary to resolve
this issue.
According to conclusion 8.2.28 there is for α → 0 a convergence of perturbed eigenvalues λl(α) of
the hyperbolic Laplacian related to τ-even Maass wave forms towards the unperturbed eigenvalues λl(0).
There is no smooth curve, since these eigenvalues λl(α
(l)
k
) = 1
4
+ (ℑψ(4)
j(l),+1
(αl
k
))2 exist only for special values
α = α
(l)
k
, when α , α
(l)
k
the eigenvalue λl(α
(l)
k
) is destroyed and becomes a resonance. In contrast to the
infinite avoided crossing convergence of the τ-odd Maass wave forms presented in the last section, there is
a one-to-one correspondence between the eigenvalue λl(α
(l)
k
) and the unperturbed eigenvalue λl(0), since we
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Table 8.8: Convergence to the phantom eigenvalue β1 =
1
2
+ i π
ln 2
≈ 1
2
+ 4.5323601418i
k n1(k) α
(1)
k
ℑψ(4)
n1(k),+1
(α(1)
k
) ν1(k) ℑψ(4)n1(k),+1(α
(1)
k
) − ℑψ(4)
ν1(k),−1(α
(1)
k
)
1 7 0.25 4.64659164296 9 0.278572102735
2 2 0.125 4.5904296289 10 0.0632088209629
3 1-1 0.0610248431740724114 4.54938888723 12 0.0135903761751
4 3 0.0302151410610085845 4.53676305828 13 0.00300594616914
5 16 0.0150610001203967288 4.5334687776 15 0.000684719160843
6 19 0.00752366773497756095 4.53263777533 18 0.000161023902675
7 23 0.00376085811779208181 4.53242955745 17 < 10−4
8 26 0.00188029211776059531 4.53237749705 20 < 10−4
9 11 0.000940127219202592837 4.53236456343 22 < 10−4
10 34 0.000470060925477776997 4.53236122558 24 < 10−4
11 43 0.000235030108209926727 4.5323604134 25 < 10−4
12 38 0.000117515005782038248 4.53236020905 28 < 10−4
13 46 0.0000587574964664974835 4.5323601585 30 < 10−4
can associate both eigenvalues to a single path ψ
(4)
j(l),+1
.
In Figure 8.15 it looks like if there would be a lot of curves of zeros that touch the critical line at
β = 1
2
+ i π
ln 2
≈ 1
2
+ 4.53236i. Two close-ups of this point are shown in the bottom plots of Figure 8.25. As
we can see in the plot at the bottom’s right hand side these curves do not touch the critical line at the point
β = 1
2
+ i π
ln 2
, but get very near to it and converge towards it. Another point at β = 1
2
+ i2 π
ln 2
≈ 1
2
+9.06472i is
shown in the top plots of Figure 8.25. Note, however, that we computed only a few curves around this point.
Nevertheless we draw the following:
Conclusion 8.2.32. (Phantom Eigenvalues) For any point βm =
1
2
+ m π
ln 2
i, m ∈ Z>, which does not belong
to the zerosZ(4)
0
of the Selberg zeta function Z(4)(β, χ(4)
0
) there is an infinite sequence of points
{ψ(4)
nm(k),+1
(α(m)
k
)}k∈Z> such that:
• The zeros on the paths ψ(4)
nm(k),+1
touch the critical lineℜβ = 1
2
tangentially for the values of α(m)
k
, i.e.
ℜψ(4)
nm(k),+1
(α
(m)
k
) =
1
2
.
The distance α(m)
k
− α(m)
k+1
decreases exponentially with k → ∞, and α(m)
k
→ 0 for k → ∞.
• The zeros ψ(4)
nm(k),+1
(α
(m)
k
) converge towards βm:
lim
k→∞
|βm − ψ(4)nm(k),+1(α
(m)
k
)| = 0.
• For every path ψ(4)
nm(k),+1
there is another path ψ
(4)
νm(k),−1 on the critical lineℜβ =
1
2
, such that
lim
k→∞
|ψ(4)
νm(k),−1(α
(m)
k
) − ψ(4)
nm(k),+1
(α
(m)
k
)| = 0.
The fact that the α
(m)
k
are decreasing exponentially suggests that there exist infinitely many α
(m)
k
, and
therefore this sequence is infinite. From the point of view of the hyperbolic Laplacian it means that there is
a sequence of eigenvalues λm(α
(m)
k
) = 1
4
+ (ℑψ(4)
nm(k),+1
(α(m)
k
))2 belonging to τ-even Maass wave forms, with
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Figure 8.25: Convergence to Phantom Eigenvalues of the zerosZ(4)
α,+1
in the β-plane for α ∈ (0, 1
2
]
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limk→∞ λm(α
(m)
k
) = 1
4
+ (m π
ln 2
)2 and limk→∞ α
(m)
k
= 0. However, the limit 1
4
+ (m π
ln 2
)2 is not an eigenvalue
of the hyperbolic Laplacian for α = 0; therefore, we call them Phantom Eigenvalues. The last point in
conclusion 8.2.32 suggests that the zerosZ(4)
α,−1 related to the eigenvalue −1 of the transfer operatorP2L(4)β,ε,α
which are on the critical lineℜβ = 1
2
are as well related to these phantom eigenvalues for α → 0. In Table
8.8 the first 13 values of α(m)
k
, ψ
(4)
nm(k),+1
(α(m)
k
) and the correspondingψ
(4)
νm(k),−1(α
(m)
k
) on the critical line are given
for m = 1. We can see the convergence as described by conclusion 8.2.32. In Figure 8.26 the dependence
of the imaginary parts of ψ
(4)
j,+1
on α are shown. The points where these paths touch the critical lineℜβ = 1
2
are marked by orange crosses. As we can see there is a sequence of such crosses which converges to
ℑβ1 = πln 2 ≈ 4.5323601418. While the right plot shows the distance |ℑβ1 − ℑψ(4)j,+1(α)| depending on α. In
the background the paths ψ
(4)
k,−1 of the zeros which are always on the critical line are shown as gray lines. We
see that the paths ψ
(4)
j,+1
touch the critical line near to the paths ψ
(4)
k,−1 on the critical line. Again, we can find a
curve which describes the relation between the values of ℑψ(4)
nm(k),+1
(α(m)
k
) and α(m)
k
:
Conclusion 8.2.33. The sequence of points ψ
(4)
nm(k),+1
(α(m)
k
) which converge to the points βm =
1
2
+ m π
ln 2
i as
described in conclusion 8.2.32 defines a curve ( 1
2
+ iCm(α), α) such that Cm(0) = ℑβm and dCm(α)dα |α=0 = 0,
given by
Cm(α) = C0,mα
dm + ℑβm,
with C0,m, dm ∈ R, and such that the points ψ(4)nm(k),+1(α
(m)
k
) lie on this curve, i.e.
ℑψ(4)
nm(k),+1
(α
(m)
k
) = Cm(α
(m)
k
) for all k ∈ Z>.
We expect that dm = 2 at least in most cases.
8.2.5 Results for (Γ0 (8), χ
(8)
α ) and (Γ0 (4), χ
(4)
α1,α2)
Next we want to compare our numerical results for (Γ0 (8), χ
(8)
α ) and (Γ0 (4), χ
(4)
α1,α2) to the results for
(Γ0 (4), χ
(4)
α ) presented in the previous sections. In contrast to (Γ0 (4), χ
(4)
α ) we have only a few results for
(Γ0 (8), χ
(8)
α ) and (Γ0 (4), χ
(4)
α1,α2), mostly because the computation time is dramatically larger in these cases.
First, let us recapitulate the results for (Γ0 (8), χ
(8)
α ) so far:
• Conclusion 8.2.6: (Γ0 (8), χ(8)α ) is arithmetic only for α ∈ {0, 12 }.
• Conjecture 8.2.12: the multiplicity of the zerosZ(8)α of the Selberg zeta function Z(8)(β, χ(8)α ) is one for
α ∈ (0, 1
2
), and one or two for α = 1
2
.
• Experimental observation 8.2.8: for α0 = 12 the order of contact of the zerosZ(8)α for α→ α0 with the
critical lineℜβ = 1
2
is either 2 or 4.
The Selberg zeta function Z(8)(β, χ
(8)
α ) was evaluated by computing the spectrum of the transfer operator
L(8)
β,+1,α
L(8)
β,−1,α. Since all symmetries Pk are destroyed by the deformation with χ(8)α we cannot use the oper-
ators PkL(8)β,+1,α in our computations, and therefore unlike in the case of (Γ0 (4), χ(4)α ) we cannot split up the
zerosZ(8)α in zeros which are related to the eigenvalues +1 and −1 of some transfer operator. In Figure 8.27
the curves of the fist 8 zeros starting on the critical lineℜβ = 1
2
for α = 1
2
are shown. As we can see, all of
these zeros leave the critical lineℜβ = 1
2
. Obviously, the deformation by χ(8)α for α away from zero closes
two cusps; therefore, also the multiplicity of the pole β = 1
2
of the Selberg zeta function changes as well:
8
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Conclusion 8.2.34. The multiplicity of the pole at β = 1
2
of the Selberg zeta function Z(8)(β, χ
(8)
α ) is:
• four for α = 0.
• two for α ∈ (0, 1
2
).
• one for α = 1
2
.
The change of the multiplicity of this pole from four for α = 0 to two for α ∈ (0, 1
2
) is obvious. On the
other hand, the multiplicity one for α = 1
2
means that a zero of the Selberg zeta function moves to β = 1
2
and
cancels an order of this pole. Indeed, our experimental results show that:
Experimental Observation 8.2.35. (Real Zero) For the path ψ(8)
j
of the zero β0 = 1 ∈ Z(8)0 of the Selberg
zeta function Z(8)(β, χ
(8)
α ) we found:
• The zero on the path ψ(8)
j
is always real, i.e. ψ
(8)
j
(α) ∈ R for all α.
• The zero on the path ψ(8)
j
approaches β = 1 for α = 0 on a smooth curve.
• The zero on the path ψ(8)
j
reduces the order of the pole of the Selberg zeta function Z(8)(β, χ
(8)
α ) with
multiplicity two at β = 1
2
for α = 1
2
, where the zero disappears and a pole with multiplicity one
remains.
Hence the behavior of the real zero for (Γ0 (8), χ
(8)
α ) is quite different from the one for
(Γ0 (4), χ
(4)
α ). As we tracked the zerosZ(8)α from α = 12 to α→ 0, we found the following behavior:
Experimental Observation 8.2.36. The zerosZ(8)α of the Selberg zeta function Z(8)(β, χ(8)α ) show for α→ 0
the following types of behavior:
• There are zeros Z(8)α left to the critical lineℜβ = 12 which tend to β = 12 for α→ 0. Their behavior is
similar to the zeros Z(4)
α,+1
as described in conclusion 8.2.26.
• There are zeros Z(8)α left to the critical line ℜβ = 12 which tend to zeros Z(8)0 on the critical line
ℜβ = 1
2
. Their approach to these zeros is an Infinite Resonance-EigenvalueConvergence as described
in conclusion 8.2.28.
In both cases we do not know if there are also zeros on the critical line ℜβ = 1
2
which interact which
the zeros as described in conclusions 8.2.26 and 8.2.28. We also found shapes other than loops for the
Infinite Resonance-Eigenvalue Convergence for (Γ0 (8), χ
(8)
α ). There should be other types of zeros than
those described by observation 8.2.36, but we did not study them.
We also performed a few computations for (Γ0 (4), χ
(4)
α1,α2). From a theoretical point of view, this is the
easiest case since all cusps are closed, and there is no continuous spectrum for α1, α2 < Z. On the other hand,
for numerical computations this case is more complicated, since the evaluation of this character is more diffi-
cult. Since symmetries Pk in these cases do not exist we had to use the transfer operatorL(4)β,+1,α1,α2L
(4)
β,−1,α1,α2
to evaluate the Selberg zeta function Z(4)(β, χ(4)α1,α2). Obviously, the Selberg zeta function Z
(4)(β, χ(4)α1,α2) has no
pole at β = 1
2
and no zeros inℜβ < 1
2
,ℑβ > 0 for α1 , 0, α2 , 0, which is in agreement with our numerical
observations. If one of the parameters α1 or α2 goes to zero while the other remains constant we have again a
singular situation, since one cusp will be opened. We tracked a few zerosZ(4)
(α1 ,α2)
on the critical lineℜβ = 1
2
,
and the results suggest that for α1 → 0 or α2 → 0 all zeros tend to β = 12 in a similar way as in conclusion
8.2.15 described. Also the infinite avoided crossing phenomenon as described in conclusion 8.2.17 seems
likely to occur. But we performed computations for (Γ0 (4), χ
(4)
α1,α2) mainly to verify our implementation of
the Selberg zeta function and not to obtain new results.
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8.3 Concluding remarks
The results in this chapter describe several phenomena for the transfer operator and the Selberg zeta function
Z(n)(β, χ) which seem thus far to be unknown even to the experts. Clearly, one of our basic results is the
symmetries of the transfer operator in section 8.1.3, whose existence we found by investigating a new form
of the transfer operator that we derived in lemma 7.4.5. This form allows us to write down explicitly the
action of the transfer operator on every component of a vector valued function for any given group Γ0 (n)
with a character χ, (see, e.g., Appendix C for the form of the transfer operator for Γ0 (8)). All other results
were influenced by the discovery of these symmetries since they allowed us to obtain more information
about the zeros of the Selberg zeta function by relating them to the eigenvalue ±1 of the transfer operator
and to even/odd symmetries of Maass wave forms with respect to certain involutions. For Γ0 (4) this result
together with the fact that all odd Maass wave forms survive a deformation, allowed us to predict if a zero
of the Selberg zeta function will stay on the critical lineℜβ = 1
2
or not. The symmetries improved also the
computation time, since only “one half” of the original transfer operator has to be computed.
Little is known analytically about the spectrum of the transfer operator, but in section 8.1.4 we were able
to obtain numerically many results which help us to understand its spectrum much better. Since there are
no other results with which we could compare our numerical results, we also implemented the trace formula
for the analytic continuation of the transfer operator we found in proposition 7.4.7 to have to some extent
an independent numerical verification of the implementation of the transfer operator. Probably the most
surprising result in observation 8.1.22 is that the spectrum of the transfer operator P2L(4)β,ε,α is non-analytic
for α → 0 andℜβ ≤ 1
2
, which one cannot see immediately from the definition of the transfer operator. The
result that the spectrum of the transfer operatorP2L(4)β,ε,α for varying α→ 0 and fixed β withℜβ = 12 consists
of closed orbits, where several eigenvalues rotate in one orbit which goes through −1 is quite unexpected,
and shows that a kind of “phase transition” happens between α≫ 0 and α→ 0, see also Figure 8.7. Also the
result in observation 8.1.21 that the spectrum of the transfer operator for any Γ0 (n) is located on concentric
circles for large fixed ℜβ, rotating with ℑβ was not known, (see top left plot in Figure 8.4). Another
interesting result is that for ℜβ < 0 some eigenvalues start to cluster around ±1, and outweigh to some
extent the large eigenvalues in the Fredholm determinant of the transfer operator, (see lower left plot in
Figure 8.4). A theoretical explanation for this clustering would be very interesting.
The general properties of the Selberg zeta function in the β-plane for a tivial character are well under-
stood. On the other hand, the Selberg zeta function with a character, especially a non-arithmetic one, was not
yet studied theoretically nor numerically to our knowledge. The result in conclusion 8.2.3 that the Selberg
zeta functions for (Γ0 (4), χ
(4)
α ) with α =
2
8
and α = 4
8
coincide is theoretically still not understood. The
result in conclusion 8.2.7 that the zeros of the Selberg zeta function for α = 0 are among those for α = 2
8
,
respectively that the zeros for α = 3
8
are among those for α = 1
8
, is also not yet understood. A theoretical ex-
planation for this should shed some light on the relation between the Selberg zeta functions for (Γ0 (4), χ
(4)
α )
for different values of α for which χ
(4)
α is arithmetic. We also found two relations between the Selberg zeta
functions for Γ0 (8) with the character χ
(8)
α1,α2,α3 and Γ0 (4) with the character χ
(4)
α1 ,α2 : relation (8.12) is easy
to understand since it follows almost immediately from the relation of both characters in lemma 6.5.4. On
the other hand, for the relation given in conclusion 8.2.5 we could not find an explanation. Like for the
spectrum of the transfer operator for α → 0, we observed in 8.2.2 that the Selberg zeta function Z(4)(β, χ(4)α )
for (Γ0 (4), χ
(4)
α ) with ℜβ ≤ 12 and α → 0 is a completely different function from the one for α = 0, i.e.
Z(4)(β, χ
(4)
α ) is also non-analytic in this case. For the spectrum of the transfer operator, as well for the Selberg
zeta function the limit α→ 0 exists only forℜβ > 1
2
.
Our main numerical results are the curves of zeros of the Selberg zeta function Z(4)(β, χ
(4)
α ) in the β-
plane for α ∈ [0, 1
2
] in sections 8.2.3 and 8.2.4. Probably the most important results concern their behavior
for α → 0, since this limit corresponds to a singular perturbation of the hyperbolic Laplacian. We found
two different kinds of behavior in the approach of the perturbed eigenvalues of the Laplacian for α , 0 to
the non-perturbed ones for α = 0: the infinite avoided crossing sequence on the critical line in conclusion
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8.2.17 and the Infinite Eigenvalue-Resonance Convergence in conclusion 8.2.28, where for infinitely many
values of αk an eigenvalue of the Laplacian exists, which becomes a resonance for α , αk. We also found
phantom eigenvalues in conclusion 8.2.32, with a similar sequence of eigenvalues of the Laplacian existing
only for αk without an unperturbed limit eigenvalue for α = 0. These results provide a better understanding
of eigenvalues perturbed by a singular perturbation. Our calculations also confirm the zeros predicted by
Selberg for α → 0 very near to the critical line in observation 8.2.21 and we describe their behavior further
in conclusion 8.2.26. Moreover, we found that they are accompanied by similar zeros of opposite symmetry
on the critical lineℜβ = 1
2
in conclusion 8.2.15, both families of zeros are getting dense on the critical line
for α→ 0. In all our computations we started with a value of α , 0 and let α→ 0: given all the zeros which
move on or to the critical line ℜβ = 1
2
for α → 0 it seems that a perturbation of the hyperbolic Laplacian
starting from α = 0 is very difficult to carry out, since for the smallest change of α we can find in principle
everywhere near and on the critical line zeros of the Selberg zeta function. So far our results are in agreement
with the conjecture of Phillips and Sarnak. We can confirm the second- and fourth-order contact of zeros
with the critical line found numerically in [Ave07] for Γ0 (5), see also [PR10] for a theoretical discussion.
In this chapter we described new results, which presently remain unproven and are also without an
independent numerical confirmation. Unfortunately, for most of the results there is no great hope for an
analytic approach. So far we were able to prove the existence of the symmetries of the transfer operator
and their relation to involutions of the Maass wave forms [FM11]. Also, thanks to the expertise of R.
Bruggeman, we are working [BFM12] on an analytic verification of some of the results presented in this
chapter for (Γ0 (4), χ
(4)
α ) mainly for α → 0. So far, these results have been in agreement with the numerical
ones.
We also want to mention some problems and limitations of the method we have used in this thesis to
evaluate the Selberg zeta function: one problem is that this method is very slow for numerical computations.
The source of this problem is the definition of the transfer operator, which is acting on vector-valued func-
tions. If we approximate the operator for a group Γ0 (n) by using 50 Taylor coefficient, the approximation is
not just a 50 × 50 matrix, but the actual size is 50 · µn × 50 · µn, where µn is the index of Γ0 (n) in SL(2,Z).
For Γ0 (4) we have µ4 = 6, and therefore we have to compute the eigenvalues of a 300 × 300 matrix. The
only solution for this problem would be to find a transfer operator which acts on scalar functions instead
of vector-valued ones. Because of this, computations for Γ0 (n) of higher level n are practically impossible.
Another problem is related to the Selberg zeta function and its computation via the transfer operator. One
knows that the Selberg zeta function grows exponentially with ℑβ for ℜβ ≤ 1
2
and also with negativeℜβ,
and numerical experiments show that this corresponds to eigenvalues of the transfer operator growing ex-
ponentially. This large eigenvalues force us to increase the precision in our computations to obtain reliable
results for larger values of ℑβ and negativeℜβ. Also the oscillations of the Selberg zeta function for α→ 0
in the half plane ℜβ < 1
2
make the tracking of zeros very difficult. Nevertheless, although up to now the
transfer operator method cannot provide new analytic results for the Selberg zeta function, one should keep
in mind that right now it is one of the very few methods enabling the evaluation of the Selberg zeta function,
which shows that the transfer operator method has an important application in experimental mathematics,
granting access to numerical results which cannot be obtained by other analytical and numerical methods up
to now.
Finally, we would like to mention that during the computations performed for the spectrum of the transfer
operator and the Selberg zeta function so far we did not find any disagreement between our numerical
results and known analytical results. Furthermore, all computations performed forℜβ ≤ 1
2
also support our
conjecture 7.4.10 that the form of the transfer operator in proposition 7.4.9 is an analytic continuation of the
transfer operator to the entire complex β-plane.
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Chapter 9
Computational aspects of the transfer
operator for the Kac-Baker model
In [May80b] Mayer introduced the transfer operator for the Kac-Baker model (see, e.g., [Kac59]). This
model was created for a better understanding of phase transitions in systems with weak long-range interac-
tions like the van der Waals gas. The transfer operator Lβ,λ : B (DR)→ B (DR), given by
Lβ,λ f (z) = eβz f (λ + λz) + e−βz f (−λ + λz) (9.1)
acts on the Banach space B (DR) =
{
f : DR → C : f holomorphic in DR and continuous on D¯R
}
with the
supremum norm ‖ f ‖ = supz∈DR | f (z)| on the disk DR =
{
z ∈ C : |z| < R and R > λ
1−λ
}
. The parameter β
can be interpreted as the “inverse temperature”, which can be complex valued. The parameter λ = exp−γ,
with 0 < γ < 1 determines the decay rate of the interaction as a function of distance. In [HM04] Hilgert
and Mayer have shown, that the transfer operator Lβ,λ has the same spectrum as the operator which was
introduced by Kac in [Kac66] for this model. In this way, they could also show that the spectrum of Lβ,λ is
real for β ∈ R. For the special value β = 0 the spectrum of this operator is given byσ (L0,λ) = {2λn : n ∈ Z≥}.
By using the trace formula (7.12) one can easily verify that the trace of this operator is given by
trLβ,λ = 2
1 − λ exp
βλ
1 − λ. (9.2)
Like in the case of the transfer operator for Hecke congruence subgroups one can relate the Fredholm
determinant of this operator to a zeta function. The Ruelle zeta function (7.4) for the Kac-Baker model has
the representation
ZR(z, β) =
det
(
1 − zλLβ,λ
)
det
(
1 − zLβ,λ
) for z, β ∈ C. (9.3)
This is an example of a dynamical zeta function. In [HM04] Hilgert andMayer have shown that for 0 < λ < 1
the Fredholm determinants det
(
1 − λLβ,λ
)
and det
(
1 − Lβ,λ
)
have infinitely many zeros on the real line
β ∈ R. Furthermore, the Fredholm determinant det
(
1 − λLβ,λ
)
also has infinitely many zeros on the line
ℜβ = ln 2 for λ = 1
2
. Indeed, the zeros on the lineℜβ = ln 2 are equally spaced and given by β = ln 2+ i2πn
with n ∈ Z. They concluded that the Ruelle zeta function ZR(β) := ZR(1, β) has infinitely many zeros and
poles on the real line, and for the special value λ = 1
2
infinitely many trivial zeros on the line ℜβ = ln 2.
Accidental cancellations of the zeros of det(1− λLβ,λ) with the zeros of det(1 −Lβ,λ) could destroy some of
these zeros in ZR(β
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1. Does the Ruelle zeta function ZR(β) also have zeros on a line parallel to the imaginary β-axis for
0 < λ < 1 different to λ = 1
2
?
2. Are there any other zeros of the Ruelle zeta function ZR(β) which are neither on the line ℜβ = ln 2
nor on the real line β ∈ R for λ = 1
2
?
It is expected that there are zeros on lines parallel to the imaginary β-axis for all values for λ. On the other
hand, if at least for λ = 1
2
there are only zeros on the lineℜβ = ln 2 and on the real axis, then some general
Riemann hypothesis would also hold for the zeta function ZR(β). Indeed, there is no obvious connection of
this zeta function to any arithmetic zeta function for which such a general Riemann hypothesis is known to
hold.
9.1 A nuclear representation of the transfer operator for the Kac-
Baker model
We want to investigate the spectrum of the transfer operator Lβ,λ numerically. As soon as the eigenvalues
ρi = ρi (β, λ) of this operator are known, we can evaluate the Ruelle zeta function by
ZR(β) =
∏∞
i=0 1 − λρi∏∞
i=0 1 − ρi
.
To determine these eigenvalues we need to find a form of the transfer operator Lβ,λ which is suitable for
numerical computations, such as the nuclear representation (7.6):
Proposition 9.1.1. The transfer operator in (9.1) can be written as
Lβ,λ f (z) =
∞∑
k=0
∞∑
l=0
f (l)(0)
l!
λl
(
1 + (−1)k+l
)min(k,l)∑
r=0
(
l
r
)
βk−r
(k − r)!z
k. (9.4)
Proof. Obviously the Taylor expansions of eβz and e−βz in z at the point 0 are uniformly convergent:
Lβ,λ f (z) =
∞∑
n=0
βn
n!
zn f (λ + λz) +
∞∑
n=0
(−1)n βn
n!
zn f (−λ + λz)
=
∞∑
n=0
βn
n!
( f (λ + λz) + (−1)n f (−λ + λz)) zn.
The Taylor expansion of f (z) at the point 0 is uniformly convergent in D¯R:
Lβ,λ f (z) =
∞∑
n=0
βn
n!
 ∞∑
l=0
f (l)(0)
l!
(λ + λz)l + (−1)n
∞∑
l=0
f (l)(0)
l!
(−λ + λz)l
 zn
=
∞∑
n=0
βn
n!
∞∑
l=0
f (l)(0)
l!
(
(λ + λz)l + (−1)n (−λ + λz)l
)
zn.
With (λ + λz)l = λl (1 + z)l and (−λ + λz)l = λl (−1 + z)l we can write
λl (1 + z)l = λl
l∑
r=0
(
l
r
)
zr and λl (−1 + z)l = λl
l∑
r=0
(−1)l−r
(
l
r
)
zr .
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Hence we arrive at
Lβ,λ f (z) =
∞∑
n=0
βn
n!
∞∑
l=0
f (l)(0)
l!
λl
l∑
r=0
(
l
r
)
zr + (−1)n λl
l∑
r=0
(−1)l−r
(
l
r
)
zr
 zn
=
∞∑
n=0
βn
n!
∞∑
l=0
f (l)(0)
l!
λl
l∑
r=0
(
l
r
) (
1 + (−1)n+l−r
)
zn+r.
Setting k := n + r we get
βn
n!
(
1 + (−1)l+n−r
)
zn+r =
βk−r
(k − r)!
(
1 + (−1)l+k
)
zk.
Finally we have to rearrange the summations over n and r; since 0 ≤ n one has r ≤ k, and since 0 ≤ r ≤ l we
get 0 ≤ k ≤ ∞ and 0 ≤ r ≤ min (k, l). This leads to formula (9.4). 
It is known (see, e.g., [Fri96]) that since the transfer operator in (9.4) is nuclear, one can approximate it
by a finite rank operator. We proceed as in the case of the transfer operator for Hecke congruence subgroups
to approximate the transfer operator for the Kac-Baker model.
Proposition 9.1.2. We can approximate the transfer operator in (9.4) by the following matrix
[
Mβ,λ
]
k,l
= λl
(
1 + (−1)k+l
)min(k,l)∑
r=0
(
l
r
)
βk−r
(k − r)! (9.5)
with 0 ≤ k, l ≤ N, in the limit of large N ∈ Z>. Note that if k + l is an odd number then the entry
[
Mβ,λ
]
k,l
is zero, i.e. this matrix has a checkerboard pattern. This fact is related to the odd and even symmetry of the
eigenfunctions of this operator.
Proof. We consider the eigenvalue equation for the transfer operator in (9.4) and expand f in a Taylor series
around z = 0
Lβ,λ f (z) = ρ f (z)
= ρ
∞∑
q=0
f (q)(0)
q!
zq. (9.6)
To determine the coefficients
f (q)(0)
q!
we have to compare the rhs of (9.6) and the rhs of (9.4). This leads to
ρ
f (k)(0)
k!
=
∞∑
l=0
λl
(
1 + (−1)k+l
) min(k,l)∑
r=0
(
l
r
)
βk−r
(k − r)!
f (l)(0)
l!
.
We define the matrixMβ,λ by
[
Mβ,λ
]
k,l
= λl
(
1 + (−1)k+l
)min(k,l)∑
r=0
(
l
r
)
βk−r
(k − r)! .
The dimension of this matrix is infinite. For numerical computations we have to truncate the Taylor expan-
sions such that 0 ≤ k, l ≤ N. 
Lemma 9.1.3. For β = 0 the matrix Mβ,λ is upper triangular. Its spectrum is given by σ (M0,λ) ={
2λk : 0 ≤ k ≤ N
}
.
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Proof. The matrixM0,λ is given by
[M0,λ]k,l = λl (1 + (−1)k+l)
min(k,l)∑
r=0
(
l
r
)
δk,r
(k − r)! = λ
l
(
1 + (−1)k+l
)
·

(
l
k
)
for k ≤ l
0 else.
Its diagonal entries are given by
[M0,λ]k,k = 2λk for 0 ≤ k ≤ N. 
The following lemma is useful for numerical computations of the matrixMβ,λ in (9.5):
Lemma 9.1.4. For β , 0 the expression
∑min(k,l)
r=0
(
l
r
)
βk−r
(k−r)! can be written as
βk
k!
(
1 + p1
(
1 + p2
(
1 + · · · + pmin(k,l)−1 (1 + pmin(k,l)))))
with pr =
(l−r+1)(k−r+1)
β r
.
Proof. Put ar =
l!
r!(l−r)!
βk−r
(k−r)! . Then we get
ar−1 =
l!
(r − 1)! (l − r + 1)!
βk−r+1
(k − r + 1)! =
l!
r! (l − r)!
βk−r
(k − r)!
rβ
(l − r + 1) (k − r + 1)
= ar
rβ
(l − r + 1) (k − r + 1) .
Define next pr =
ar
ar−1
=
(l−r+1)(k−r+1)
rβ
then
∑min(k,l)
r=0
ar = a0(1 + p1(1 + p2(1 + · · · + pmin(k,l)−1(1 + pmin(k,l)))))
for a0 =
βk
k!
. 
9.2 A verification of the implementation of the approximation of the
transfer operator
We have implemented the computation of the approximation of the transfer operatorLβ,λ and its spectrum in
our computer program package Morpheus. In this section we want to give a brief overview of the methods
we have used to verified this implementation:
• First, we have verified that the spectrum of the matrix Mβ,λ for the special case β = 0 is given by
{2λn : n ∈ Z≥}. Indeed, the results for several randomly chosen values for λ have shown that spectrum
ofMβ,λ is always given by {2λn : 0 ≤ n ≤ N}. E.g., for λ = 0.37 and N = 100 the smallest eigenvalue
is given by the formula 2λN = 2 · 0.3799 ≈ 3.57273396153722 · 10−43, comparing it to the smallest
eigenvalue 3.572733961537225283 · 10−43 ofMβ,λ shows that both values are virtually the same.
• It is known [HM04] that the spectrum of Lβ,λ is real for β ∈ R. We have computed the spec-
trum of Mβ,λ on the real line −10 ≤ β ≤ 10 in intervals of length 0.1. We have done this for
λ = 0.1, 0.2, . . . , 0.7. Indeed, the results have shown that the spectrum of Mβ,λ is real in all these
cases. See also Table 9.1, which shows that the trace ofMβ,λ is also real for β ∈ R.
• In [HM04] Hilger and Mayer proved that the Fredholm determinant det(1−λLβ,λ) for λ = 12 has zeros
at β = ln 2 + i2πn, with n ∈ Z, and that for a general λ the Fredholm determinants det(1 − λLβ,λ) and
det(1 − Lβ,λ) have zeros on the real line β ∈ R. They did not specify the exact locations of the zeros
on the real line. We have determined the zeros of det(1 − λMβ,λ) and det(1 −Mβ,λ) on the real line
for −10 ≤ β ≤ 10 and λ = 0.1, 0.2, . . . , 0.7 and also the zeros of det(1 − λMβ,λ) on the lineℜβ = ln 2
for 0 ≤ ℑβ ≤ 15 and λ = 1
2
. Indeed, we have found the zeros on the real line and the zeros on the line
ℜβ = ln 2 at the expected locations at β = ln 2 + i2πn. See also Figures 9.1 to 9.3 in the next section.
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• One can compute the trace ofLβ,λ by using the formula (9.2). This way we have compared the trace of
Lβ,λ to the trace of the matrixMβ,λ. Some of the results are given in Table 9.1 for different values of β
and λ. trMβ,λ denotes the trace ofMβ,λ calculated by the sum trMβ,λ = ∑Nk=0 [Mβ,λ]k,k and trσ Mβ,λ
denotes the trace calculated by the sum trσ Mβ,λ = ∑Nk=0 ρk over the eigenvalues ρk = ρk (β, λ) ∈
σ
(
Mβ,λ
)
. tr Lβ,λ denotes the trace of Lβ,λ determined by the formula (9.2). The time to compute the
matrixMβ,λ and its spectrum is also given. Indeed, the results for the traces are remarkably close to
each other.
Table 9.1: Performance and accuracy of the approximation of Lβ,λ
args. impl. trace time
N = 150 trMβ,λ 4.60289484066107E-1+4.08877216096480E-1I
β = −4.6 + 2.3I trσ Mβ,λ 4.60289484066107E-1+4.08877216096480E-1I 3.955s
λ = 0.24 trLβ,λ 4.60289484066107E-1+4.08877216096480E-1I
|trσ Mβ,λ − trLβ,λ| 3.684679284362124120E-48
N = 250 trMβ,λ 8.64390588395796E7-1.01707097328686E8I
β = 11.4 + 7.8I trσ Mβ,λ 8.64390588395796E7-1.01707097328686E8I 19.305s
λ = 0.6 trLβ,λ 8.64390588395796E7-1.01707097328686E8I
|trσ Mβ,λ − trLβ,λ| 2.514285749322825345E-10
N = 100 trMβ,λ 2.38559835601709+4.5604976964454E-1I
β = 0.8 + 1.7I trσ Mβ,λ 2.38559835601709+4.5604976964454E-1I 1.336s
λ = 0.1 trLβ,λ 2.38559835601709+4.5604976964454E-1I
|trσ Mβ,λ − trLβ,λ| 1.371128296277296366E-48
N = 100 trMβ,λ 8.902163713969870418
β = 0.8 trσ Mβ,λ 8.902163713969870418 0.440s
λ = 0.5 trLβ,λ 8.902163713969870418
|trσ Mβ,λ − trLβ,λ| 1.361664891462003177E-23
N = 100 trMβ,λ 3.174603174603174603
β = 0 trσ Mβ,λ 3.174603174603174603 0.044s
λ = 0.37 trLβ,λ 3.174603174603174603
|trσ Mβ,λ − trLβ,λ| 2.098280021841448691E-43
N = 100 trMβ,λ 3.628718131576500135E-1
β = −2.4 trσ Mβ,λ 3.628718131576500135E-1-1.347405855E-70I 0.580s
λ = 0.5 trLβ,λ 3.628718131576500135E-1
|trσ Mβ,λ − trLβ,λ| 7.596674397398449375E-31
Results from widmo version 6.4.1. Precision 160 bits (49 digits).
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To investigate the structure of the zeros and the poles of the Ruelle zeta function ZR(β) := ZR(1, β) in (9.3)
in the complex β-plane for a fixed value of λ we compute the spectrum of the matrix Mβ,λ in (9.5) which
approximates the spectrum of the transfer operatorLβ,λ in (9.1). Obviously, one can approximate the Ruelle
zeta function by
ZR (β) =
N∏
i=0
1 − λρi
1 − ρi , for N → ∞
with ρi = ρi(β, λ) the eigenvalues of Mβ,λ. For practical reasons we have to choose a finite N. Of course,
preferably N should be chosen as small as possible in order to reduce the computation time. To ensure
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that the matrixMβ,λ approximates the transfer operator Lβ,λ well enough for a chosen N, we compare the
spectral trace ofMβ,λ with the trace formula (9.2) for Lβ,λ. It turned out that for λ ≤ 0.5 the value N = 150
gives excellent results for −10 ≤ ℜβ ≤ 10 and 0 ≤ ℑβ ≤ 15. Unfortunately, for values of λ larger than 0.5
one has to increase N extremely, e.g., for λ = 0.6 we set N = 250 and for λ = 0.7 even the value N = 500
does not give satisfying results in the whole part of the β-plane mentioned above. (See also Table 9.1 in the
foregoing section.)
Since the poles and the zeros of the function ZR(β) are determined by the zeros of the Fredholm deter-
minant det(1 − Lβ,λ) resp. det(1 − λLβ,λ), here we will only present figures which show the zeros of these
determinants in the β-plane for a fixed value of λ. Obviously, these Fredholm determinants are zero if the
transfer operator Lβ,λ has an eigenvalue equal to 1 resp. equal to λ−1. So we have to look for these eigen-
values in the spectrum of the matrix Mβ,λ. We have computed the spectrum of Mβ,λ for −10 ≤ ℜβ ≤ 10
and 0 ≤ ℑβ ≤ 15 in intervals of length 0.1 and a fixed value of λ. We performed these computations for
the values λ = 0.1, 0.2, . . . , 0.8, but we will present here only results for λ = 0.1, 0.2, . . . , 0.6, since the
results for the other values are not reliable enough. To display the results graphically we define the function
mq (β, λ) by
mq (β, λ) = min
0≤i≤N
|q − ρi| , with ρi = ρi (β, λ) ∈ σ
(
Mβ,λ
)
.
Obviously, this function is just the smallest absolute difference between the eigenvalues of Mβ,λ and the
value of q, so if the matrixMβ,λ has the eigenvalue q this function becomes zero. Figures 9.1 to 9.3 show
mλ−1 (β, λ) and m1 (β, λ) in the β-plane for different values of λ = 0.1, 0.2, . . . , 0.6. The colors red to yellow
indicate a potential zero resp. pole of ZR(β) in this area.
Note, that since we have done our computations within fixed intervals of length 0.1 in the β-plane, it
is possible, yet unlikely, that we have missed some of the zeros or poles of ZR(β). Also, in order to derive
additional information our results cannot provide, further numerical investigations are necessary: To verify
for instance if a point is indeed a zero resp. a pole of ZR(β) one should use the argument principle. To
compute the exact location of the zeros and the poles of ZR(β) one should compute the zeros of the Fredholm
determinants det
(
1 − λMβ,λ
)
and det
(
1 −Mβ,λ
)
in the β-plane by Newton’s method.
9.3.1 Concluding discussion of the numerical results
Based on the results we obtained by numerical investigations, we will try to answer the two questions posed
by Hilgert and Mayer, from the beginning of this chapter.
1. It seems that there are lines of zeros for the Ruelle zeta function ZR(β) parallel to the imaginary β-
axis for every 0 < λ < 1. Indeed, probably there is even an infinite number of these lines for every
0 < λ < 1. Like the zeros on the lineℜβ = ln 2 for λ = 1
2
, the zeros on the other lines seem to be at
least approximately equidistant.
2. There are also zeros of ZR(β) in the β-plane which are neither on the lineℜβ = 12 nor on the real line
β ∈ R for λ = 1
2
. It seems that for any value of λ there are always zeros in the β-plane which are not
on any line parallel to the imaginary β-axis. We believe that it is very unlikely that a general Riemann
hypothesis holds for the Ruelle zeta function ZR(β).
It is not easy to answer the first question, since we can see only up to four zeros on a potential line of zeros
in the part of the β-plane we have investigated. We did not spend more time to clarify if all zeros are in fact
on straight lines, because the exact answer would be only relevant if there would not exist any other zeros
which appear to be clearly not on any line. The answer to the second question is easier, since there are many
zeros distributed over the entire β-plane. Still it seems likely that there is a more complicated pattern in the
β-plane for the zeros which are off the lines.
Also, note that the pattern of the zeros and the poles is often quite similar. It gives the impression that the
zeros and poles are somehow related to each other. This is especially true for the zeros and also the poles in
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the half planeℜβ < 0, which seem to be located on diagonal lines. On the other hand, the zeros and poles in
the half-planeℜβ ≥ 0 which look to be on lines parallel to the imaginary β-axis appear to be also on some
horizontal lines. These horizontal lines, however, are not straight lines. Presumably the zeros become dense
for λ→ 1.0 on these horizontal lines. And also the distance between the different lines themselves becomes
smaller as λ→ 1.0, maybe the lines become even dense. The real line R> appears to be just a special case of
these horizontal lines. We can also see that the zeros on the positive real line are equidistant. The distribution
of the poles on the positive real line look to be more complicated, but obviously there is also some kind of
pattern.
From formula (9.2) we can see that the trace of Lβ,λ becomes large for λ → 1.0 and also forℜβ → ∞.
This suggest that some of the eigenvalues becomes very large. Indeed, this is in agreement with the fact from
our numerical results that the eigenvalues are getting larger. Actually, the eigenvalues are getting also larger
for |β| → ∞, but the trace remains small forℜβ ≤ 0 since the eigenvalues cancel each other out in this case.
These large eigenvalues also appear to be the reason why the absolute value of ZR (β) is in general rather
small. Obviously, for large eigenvalues ρi the terms of this zeta function are just
1−λρi
1−ρi ∼
λρi
ρi
∼ λ, and since
λ < 1 the zeta function becomes rather small. Another consequence of the large eigenvalues for λ → 1.0
and |β| → ∞ is that we have to increase N quite dramatically in these cases to obtain reliable results for the
relative small eigenvalues around 1 resp. λ−1 that we are looking for. Indeed, the reason why we do not
present here the results for λ > 0.6 is that we cannot guarantee that these are precise enough. But it seems
that these results just confirm the phenomena and the behavior we saw already for the smaller values of λ.
Another phenomenon we found is that in some cases the zeros resp. the poles appear in pairs. This
phenomenon seems to show up for all kind of zeros or poles. Perhaps more computations with interim
values of λ could shed some light on this issue.
Our implementation of the approximation of Lβ,λ works for complex values of λ. Indeed, the transfer
operator Lβ,λ is also well defined if λ is a complex number with |λ| < 1. The trace formula (9.2) is also still
valid in this case.
Comparing the Ruelle zeta function ZR(β) to other zeta functions we have computed during other nu-
merical investigations in this thesis, shows that this zeta function is somehow different from the others: The
absolute value of ZR(β) is rather small and we do not see any strong oscillation of the real part and the imag-
inary part of ZR(β) which seems to be typical for all other zeta functions. The zeta function ZR(β) appears to
be quite regular in the β plane. Furthermore, the zeros and poles of ZR(β) have some pattern in the β-plane
which is not very striking, and the parameter λ acts almost just as a scaling parameter of the β-plane. Also,
the zeros and the poles have presumably not any deep interpretation like in the case of, e.g., Selberg zeta
function. Moreover, there is a vast amount of information encoded in the Selberg zeta function; this seems
not to be the case for the function ZR(β). Indeed, it might be that the Ruelle zeta function ZR(β) and maybe
even general dynamical zeta functions are somehow different to the “classical” arithmetic zeta functions.
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(a) mλ−1 (β, λ), λ = 0.1, N = 150 (b) m1 (β, λ), λ = 0.1, N = 150
(c) mλ−1 (β, λ), λ = 0.2, N = 150 (d) m1 (β, λ), λ = 0.2, N = 150
Figure 9.1: The zero mλ−1 (β, λ) and pole m1 (β, λ) structure of ZR(β) in β-plane for λ = 0.1 and λ = 0.2
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(a) mλ−1 (β, λ), λ = 0.3, N = 150 (b) m1 (β, λ), λ = 0.3, N = 150
(c) mλ−1 (β, λ), λ = 0.4, N = 150 (d) m1 (β, λ), λ = 0.4, N = 150
Figure 9.2: The zero mλ−1 (β, λ) and pole m1 (β, λ) structure of ZR(β) in β-plane for λ = 0.3 and λ = 0.4
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(a) mλ−1 (β, λ), λ = 0.5, N = 150 (b) m1 (β, λ), λ = 0.5, N = 150
(c) mλ−1 (β, λ), λ = 0.6, N = 250 (d) m1 (β, λ), λ = 0.6, N = 250
Figure 9.3: The zero mλ−1 (β, λ) and pole m1 (β, λ) structure of ZR(β) in β-plane for λ = 0.5 and λ = 0.6
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Appendix A
Project Morpheus
We developed the computer program package Morpheus to perform computations related to the transfer
operator and Selberg zeta function for Hecke congruence subgroups Γ0 (n) with a character χ. This pack-
age consists of the computer program CGF, which stands for Compute Groups Fast, the computer program
widmo, which is Polish for spectrum, and the library CGF-lib. In short, the program CGF performs all
integer and symbolic computations, while the program widmo carries out high-precision floating-point com-
putations. The library CGF-lib provides an interface to the functions of CGF, making them available for
widmo and any other computer program. We developed CGF and widmo with the objectives that the compu-
tations should be performed in high precision, the results should be reliable and the computation should be
done reasonably fast. We use the GNUMPFR C library [MPF09] to perform high-precision arithmetic in our
program widmo. To verify our computations we implemented a number of different tests in our programs in
order to check if the computations fulfill certain criteria, e.g., if some functions have to fulfill certain func-
tional equation etc. Furthermore, we also implemented sanity checks in our programs, to see if a result of a
computation is in an expected range. Some of these tests are done during the computations, while for others
we implemented special test runs. Since we want to evaluate the Selberg zeta function for many arguments
by computing the spectrum of the transfer operator, we need to carry out the computations inside our pro-
grams rather fast. One of the main proposes of our program is to track the zeros of the Selberg zeta function
Z(n)(β, χ
(n)
α ) in the β-plane when α is changing. The computation for Γ0 (4) with 0 ≤ α ≤ 0.5 takes usually
between 2 and 4 months. To reduce this time we optimized our programs by analysing the runtime with
tools like gprof. We also compared different algorithms for the various tasks to check which one is faster
and produces more precise results. A prominent example is the algorithm for computing the eigenvalues
in Chapter 5. Furthermore, we used different techniques like look-up tables to improve the performance of
our programs. Both programs CGF and widmo can be compiled and run on a personal computer under any
Unix-like operating system, including Linux and Mac OS X. They can also run on large computer clusters
by using the Message Passing Interface (MPI) application programming interface. This way we performed
computations with up to 2048 CPU’s on the HLRN1 cluster. The latest version of CGF is 2.3.1 and of widmo
is 6.5.0. CGF, widmo and CGF-lib are written in the C programming language and their complete source
code is over 30 000 lines long.
We started the development of the computer program CGF during our diploma thesis [Fra06] and used
it for computing the solutions of the Lewis equation for the Hecke congruence subgroup Γ0 (mn) related to
solutions for Γ0 (n). We called these solutions “old” period functions, for which two different approaches
exist: the first approach relies on the work of Hilgert, Mayer and Movasati in [HMM05], who derived the
vector-valued period functions as special eigenfunctions of the transfer operator for Γ0 (n). Another approach
is the one by Mu¨hlenbruch in [Mu¨h06], who determined the period functions for Γ0 (n) via a certain integral
1The North-German Supercomputing Alliance: Norddeutscher Verbund zur Fo¨rderung des Hoch- und Ho¨chstleistungsrechnens
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transform from Maass wave forms. His approach was used in [Fra06] to write down an explicit formula for
the period functions for Γ0 (mn) given the period functions for Γ0 (n). It was also shown in [Fra06] that the
constructions of the period functions of Mu¨hlenbruch in [Mu¨h06] and of Hilgert, Mayer and Movasati in
[HMM05] coincide. We could also use our computer program to determine the explicit form of the Hecke-
like operators acting on period functions for Γ0 (n) introduced by Hilgert, Mayer and Movasati in [HMM05].
Furthermore, in [Fra06] the Fricke element acting on the space of Maass wave forms has been transferred to
a Fricke operator for Γ0 (n) acting on the space of vector-valued period functions. The explicit form of this
operator could also be determined by our program.
During the preparation of our thesis we extended the program CGF to compute the character χα1 ,...,αk
(6.16) in section 6.5, namely
χα1,...,αk (γ) = exp 2πi
k∑
i=1
αiΩi(γ)
for any freely and finitely generated subgroup of SL(2,Z), whose system of generators {Gi} is given. Cur-
rently we implemented the computation of the character χ(4)α1,α2 for Γ0 (4) the character χ
(8)
α1,α2,α3 for Γ0 (8).
Our program determines the functionΩi(γ) given in (6.17) by computing the representation of γ in terms of
the generators {Gi}, then Ωi(γ) is the sum of the exponents of the generator Gi in this representation. Since
our program CGF can determine the representatives {r(n)
i
} of the rest classes of Γ0 (n) in SL(2,Z), we also
can compute the explicit form of the representation Uχ in (7.22) for every element in Γ0 (n)
[
Uχ (g)
]
i, j = δΓ0(n)
(
r
(n)
i
g
(
r
(n)
j
)−1)
χ
(
r
(n)
i
g
(
r
(n)
j
)−1)
,
where the character χ can be trivial or defined by (6.16). In Appendix B the representatives of Γ0 (4) and
Γ0 (8) in SL(2,Z) are given. As an example the representation U
χ(4)α1 ,α2
(
0 −1
1 3
)
is given in section 7.4.
By computing the representation Uχ our program CGF can also determine the explicit form of the transfer
operator in lemma 7.4.5
[
L(n)
β,ε,χ
~f (z)
]
i
=
∞∑
q=0
n∑
m=1
µn∑
j=1
[
Uχ (S Tmε)
]
i, j χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)q
f j|2βS˜ Tm+nqz,
and determine the operators Pk intertwining the transfer operators L(n)β,+1,χ and L(n)β,−1,χ, which means
PkL(n)β,+1,χ = L(n)β,−1,χPk,
using the algorithm given in section 8.1.3. In section 7.4.2 an output of CGF is given for the form of
the transfer operators L(4)
β,+1,χ
(4)
α1 ,α2
and L(4)
β,−1,χ(4)α1,α2
and the operators Pk for (Γ0 (4), χ(4)α1,α2), and in Appendix
C an output for the form of the transfer operators L(8)
β,+1,χ
(8)
α1 ,α2 ,α3
and L(8)
β,−1,χ(8)α1 ,α2 ,α3
and the operators Pk for
(Γ0 (8), χ
(8)
α1,α2,α3) is given.
The computation of an approximation of the transfer operator, its eigenvalues and the Selberg zeta func-
tion have to be performed by using high-precision representations of complex numbers. To handle this kind
of floating-point computations in widmo we implemented the complex numbers based on the implementation
of arbitrary precision real numbers in the MPFR library [MPF09]. The formulas used in this implementation
are given in section 2.1. The precision of the numbers used in our program widmo can be chosen for every
computation. The default precision of the numbers we used was 160 bits, which is about 50 significant
decimal digits. When necessary, we performed certain computations with a much higher precision of 256
bits and higher. The program widmo can determine numerically the approximation of the transfer operator
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L(n)β,ε,χ given by the matrixM(n)β,ε,χ in proposition 7.4.11, namely
[(
M(n)β,ε,χ
)
s,k
]
i, j
=
1
s!
k∑
t=0
(
k
t
)
(−1)k−t+s
n2β+t+s
Γ(2β + t + s)
Γ(2β + t)
n∑
m=1
[
Uχ (S Tmε)
]
i, j
Φ
(
χ
(
r
(n)
j
T nε
(
r
(n)
j
)−1)
, 2β + t + s,
m + 1
n
)
,
by using the representation Uχ and the character χ as computed in CGF. For this we implemented the ap-
proximation of the gamma function Γ(s) of Chapter 3 and our approximation for the Lerch transcendent
Φ(χ, s, z) in Chapter 4. Furthermore, the program widmo is also able to compute the incomplete gamma
functions Γ(s, z) and γ(s, z) given in Chapter 3, as well as the Hurwitz zeta function ζ(s, z) using our ap-
proximation given in Chapter 4. All of these special functions are involved in the computations of the
approximationM(n)
β,ε,χ
. Next, we can compute the matrix PkM(n)β,ε,χ given in (8.5) in section 8.1.4, where Pk
is determined symbolically by CGF. To obtain the approximation of the Selberg zeta function
Z
(n)
M (β, χ) = det(1 −M
(n)
β,+1,χ
M(n)
β,−1,χ) =
µnN∏
i=1
(1 − λi)
respectively
Z
(n)
M (β, χ) = det(1 − PkM
(n)
β,+1,χ
) det(1 + PkM(n)β,+1,χ) =
µnN∏
i=1
(1 − λi) (1 + λi)
we use the algorithm introduced in Chapter 5 to compute the eigenvalues λi of the matricesM(n)β,+1,χM(n)β,−1,χ
respectively PkM(n)β,+1,χ. The results of this computation are saved in a .top file, which contains the entries of
the matricesM(n)
β,+1,χ
M(n)
β,−1,χ respectively PkM(n)β,+1,χ, their eigenvalues and traces, as well as their Fredholm
determinants of these matrices, together with additional information about the computation. To compute the
determinant ϕ(β, χ) of the scattering matrix we use the functional equation (6.7)
ϕ (β, χ) = η (β)
Z(n) (1 − β, χ)
Z(n) (β, χ)
.
The function η can be determined by the formula (6.9) for any (Γ0 (n), χ) with 4 | n. Currently we imple-
mented the computation of the function η for (Γ0 (4), χ
(4)
α ) using (6.28) and (6.29)
η (β) = η
(
1
2
) 22β−1Γ
(
1
2
+ β
)
Γ
(
3
2
− β
)

3
exp
2π
∫ β− 1
2
0
τ tan(πτ)dτ
 for α = 0
η (β) = η
(
1
2
)
22β−1
Γ
(
1
2
+ β
)
Γ
(
3
2
− β
) exp
2π
∫ β− 1
2
0
τ tan(πτ)dτ
 (|1 − e2πiα| |1 − e−2πiα|)2β−1 for α , 0.
Our program can also find the zeros of the Selberg zeta function Z(n)
(
β, χ(n)α
)
and track them in the β-plane
for varying α, where the computations are based on Newton’s method and the procedure described in section
8.2. The results of this computation are saved in a .min file, which contains the set of points {(βi, αi)}i∈Z>
for which Z(n)
(
βi, χ
(n)
αi
)
is zero, together with additional information about the computation. We can also
determine the point where a zero of Z(n)
(
β, χ
(n)
α
)
touches the critical line ℜβ = 1
2
by a procedure described
also in section 8.2. To determine the numberN and P of zeros, respectively poles in the β-plane of the Selberg
zeta function Z(n) (β, χ) and the determinant ϕ (β, χ) of the scattering matrix we use an implementation of the
argument principle
1
2π
[
arg f (β)
]
C = N − P
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where
[
arg f (β)
]
C denotes the change in the argument of f (β) along the contour C. Our computer program
widmo can determine the change in the argument of the Selberg zeta function respectively the determinant
of the scattering matrix along a given curve C, and thereby compute the number of zeros minus the number
of poles N − P in the region inside ofC. Finally, our computer program widmo can calculate the trace of the
analytic continuation of the transfer operator by the trace formula in proposition 7.4.7
trL(n)β,ε,χ = trN (n)β,ε,χ,N + trA(n)β,ε,χ,N ,
with
trN (n)
β,ε,χ,N
=
∞∑
q=0
n∑
m=1
µn∑
i=1
[
Uχ (S Tmε)
]
i,i χ
(
r
(n)
i
T nε
(
r
(n)
i
)−1)q

(
z∗q,m + m + nq
)−2β
1 +
(
z∗q,m + m + nq
)−2 −
N∑
k=0
(−1)k
k!
Γ(2β + 2k)
Γ(2β + k)
(m + nq)−2β−2k

and
trA(n)β,ε,χ,N =
N∑
k=0
n∑
m=1
µn∑
i=1
[
Uχ (S Tmε)
]
i,i
(−1)k
n2β+2kk!
Γ(2β + 2k)
Γ(2β + k)
Φ
(
χ
(
r
(n)
i
T nε
(
r
(n)
i
)−1)
, 2β + 2k,
m
n
)
.
To verify our computations we compared this trace of the analytic continued transfer operator with the trace
of the matrixM(n)β,ε,χ which approximates the transfer operator.
Finally, our computer program widmo can perform the above-described computations also for the trans-
fer operator for the Kac-Baker model in Chapter 9, where an approximation of this operator is given by the
matrix [
Mβ,λ
]
k,l
= λl
(
1 + (−1)k+l
) min(k,l)∑
r=0
(
l
r
)
βk−r
(k − r)! ,
given in (9.5).
A.1 CGF options
The program CGF is executed from a command line. Example: to compute the representation Uχ
(
1 3
0 1
)
for Γ0 (4) we type in a terminal:
> cgf -S 4,1,3,0,1
The output is written in the file “output.tex”. Usually the output of a computation is written in a LATEX file,
which can be included in a document. The following text is an output from the program CGF which shows
all possible options, indicating what can be computed by this program:
/Users/marek/bin/cgf options
version 2.3.1
options:
-A, --lang=arg set language to english (default) or german
-C, --sigma=arg canonical projection map sigma between the sets of
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representatives for Gamma_0(NM) and Gamma_0(N), arg=N,M
-c, --sigma2=arg canonical projection map sigma between the index sets
I_nm and I_n, arg=n,m
-S, --indRep=arg representation of SL(2,Z) induced by a character
for Gamma_0(N), for the matrix (a,b;c,d)
arg=[i]N,a,b,c,d
if arg starts with ’i’ invert matrix (a,b;c,d)
or string of ST’s e.g: arg=4,ST3
-U, --indRepI=arg like -S but with representatives from Index set I_n
-F, --farey=arg Farey-sequence of level N, arg=N
-f, --fricke=arg the Fricke operator on the space of period functions
for Gamma_0(N), arg=N
-g, --group=arg Hecke congruence subgroup Gamma_0(N):
index of Gamma_0(N) in SL(2,Z),
representatives of Gamma_0(N) in SL(2,Z),
set of matrices X_m,
maps sigma:X_m -> X_m
and Phi:rep. of Gamma_0(N) -> rep. of Gamma_0(N)
arg=N,m or arg=N (m is set to N)
-h, --help display this help message and exit
-I, --part=arg the index set I_n, the set P_n, set of matrices X_nˆ*,
map between I_n and X_nˆ*,
representatives of Gamma_0(n) in SL(2,Z) associated
with I_n, arg=n
-i, --index=arg index of Gamma_0(N) in SL(2,Z), arg=N
-K, --opK=arg action of operator K on matrix (a,b;c,d), arg=a,b,c,d
-l, --lewis=arg solutions of the Lewis equation for Gamma_0(NM) from
solutions of the Lewis equation for Gamma_0(N),
from eigenfunctions of the transfer operator,
arg=N,M
-L, --Lewis=arg solutions of the Lewis equation for Gamma_0(NM) from
solutions of the Lewis equation for Gamma_0(N),
from integral transform of Maass wave forms,
arg=N,M
-M, --matsum=arg sum of matrices for M(p/q) constructed from some
Farey-sequence, arg=p,q
-P, --perm print induced representations of SL(2,Z) used
in internal calculations
-p, --prime=arg prime numbers smaller then n
or the first n prime numbers, arg=n or arg=+n
-s, --stat print some internal calculations:
prime numbers, Farey-sequences and sums of matrices M
-T, --opT=arg the Hecke operator T_n,m on the space of period
functions for Gamma_0(n), arg=n,m
-o, --out=arg set output file [Default output.tex]
-V, --version version
-x, --xmat=arg the set of matrices X_m or the set of matrices X_mˆ*
arg=m or arg=*m
-z, --rep=arg index and representatives of Gamma_0(N) in SL(2,Z)
arg=N
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-Z, --maprep=arg index and representatives of Gamma_0(N) in SL(2,Z)
with representatives from Index set I_n, arg=N
-t, --trans=arg transfer operator and symmetries P for Gamma_0(N)
alpha_i can be set to 0 or 1 (default)
arg=N[,alpha_1,alpha_2...]
-D, --symtryP=arg multiplication of symmetries P of transfer operator
for Gamma_0(N), P_str=P1P3 arg=N,P_str
-R, --transI=arg like -t, but with representatives from Index set I_n
arg=N
-k, --char=arg character of matrix (a,b;c,d) for Gamma_0(N)
arg=N,a,b,c,d
Author: Markus Fraczek, markus.fraczek@tu-clausthal.de
Use \include{file} or \input{file} in your TeX file to add the output
file to your project. You need also to include the package "packgroup.sty",
with \usepackage{packgroup}, which you can find in the "tex" directory of
this distribution. (See the file "example.tex" in directory "tex".)
A.2 widmo options
Like CGF the program widmo is executed from a command line. Example: to compute the Selberg zeta
function for (Γ0 (4), χ
(4)
α ) with α = 0.3 by the Fredholm determinant of the operator P2L(4)β,+1,α for β =
0.4 + 2.5i with 50 Taylor coefficients used in the approximation, we type in a terminal:
> widmo -P P2 -A 0.3 -t 4,50,0.4+2.5I
The output is written in a .top file. The .top files are text files containing all the information about the
computation and the results. The following text is the help output of widmo which shows all possible
options:
/Users/marek/bin/widmo options
version 6.5.0
compiled with gcc version 4.2.1
using libraries:
cgf 2.3.1
mpfr 2.4.1 (complied with 2.4.1)
default precision: 160 bits (49 digits)
internal bits: 20 (7 digits)
options:
-t, --transG=arg Transfer operator approximation for Gauss Map:
Compute Eigenvalues and Selberg zeta function
with matrix M_beta
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level of congruence subgroup = n,
number of Taylor coefficients = N,
arg=n,N,beta
-P, --Symetry=arg Use only with Transfer operator for Gauss Map:
Use symmetry P, compute Selberg Zeta function
by det(1-PL_+)det(1+PL_-)
P_string="P1P2..PN" or P_string=I for identity
arg=P_string
-C, --Cheby Use only with Transfer operator for Gauss Map:
Use Chebyshev polynomials instead of Taylor expansion
-k, --transK=arg Transfer operator approximation for Kac Model:
Compute Eigenvalues
with matrix M_beta
number of Taylor coefficients = N,
arg=N,beta,lambda
-B, --transT=arg Transfer operator (test) for SL(2,Z):
constructed from symmetry z <--> -1/z
Compute Eigenvalues
with matrix M_beta
number of Taylor coefficients = N,
parameter lambda;
arg=N,beta
-A, --alpha=arg Set deformation parameters alpha_i in character:
alpha_i corresponds to generator G_i
arg=alpha_1,alpha_2,alpha_3
-v, --change=arg Set which deformation parameter alpha_i should be vary
in computations, arg=i
-S, --detS=arg Determinant of the scattering matrix,
arguments like -t
-i, --iterG=arg like -t, iteration between beta_start upto beta_end
arg = n,N,beta_start,step,beta_end
-l, --iterK=arg like -k, iteration between beta_start upto beta_end
arg=N,beta_start,step,beta_end,lambda
-I, --iterA=arg like -t, iteration between alpha upto alpha_end
alpha = alpha_start * exp(alpha_step)
arg = n,N,beta,alpha_step,alpha_end
-z, --zeta=arg Zeta function - Hurwitz or Lerch, arg=s,z[,l]
z can be a complex or rational number
eg. z=0.4+2.21I or z=2/53
(eg. -z 4+2.3I,6+7I,0.43)
-R, --Rzeta=arg Zeta function with Rest- Hurwitz or Lerch
a,p parameter of approximation
arg=a,p,s,z[,l]
-g, --gamma=arg upper incomplete gamma function , arg=a,z
-o, --out=arg set output file
-p, --prec=arg set precision, digits = p’d’ or bits = p, arg=p[d]
computing with numbers of p bits
internal computations (e.g. zeta function) are done in
precision of p - internal bits
-h, --help display this help message and exit
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-V, --version version
-T, --test=arg -T help for list of all possible tests
-D, --dataZ=arg Output Selberg zeta function from .top files,
Selberg zeta function
arg=[n,N,P,beta_start,beta_end,alpha,]dir
-E, --dataE=arg Output Eigenvalues of transfer operator from .top file,
arg=filename
-W, --EVp=arg Output 1-EV from .top file,
EV is the closest eigenvalue to one
arg’s like -D
-X, --EVm=arg Output 1+EV from .top file
EV is the closest eigenvalue to minus one
arg’s like -D
-Y, --EVl=arg Output 1/lambda-EV from .top file
EV is the closest eigenvalue to 1/lambda
lambda is the parameter in Kac model
arg’s like -D
-e, --opendx set output format of data to opendx, default is gnuplot
-m, --minG=arg search for eigenvalue one by using Newton’s method,
arguments same as -t
P: search for eigenvalue one till it’s P digits exact
alpha_delta: maximal difference between old and new alpha
max_d: step size, i.e. sqrt(delta betaˆ2+delta alphaˆ2)
arg=n,N,P,beta[,alpha_delta,alpha_end[,max_d]]
-G, --vmaxd decrease max_d if other eigenvalue one appears
use with -m etc
-O, --lmaxd decrease max_d if zero gets near to the critical line 0.5
use with -m etc
-n, --minK=arg search for eigenvalue one by using Newton’s method,
arguments same as -k
P: search for eigenvalue one till it’s P digits exact
max_d: maximal difference between old and new beta
arg=N,P,beta,lambda[,max_d]
-M, --minZ=arg search for zeros of Selberg’s Zeta Function
by using Newton’s method,
arguments same as -m
-N, --minZ2=arg search for zeros of Selberg’s Zeta Function
by using Newton’s method,
fix Re(beta), modify alpha and Im(beta)
arguments same as -M
-K, --online=arg search for the point where zero of
the Selberg’s Zeta Function
go on the critical line 0.5 (CL):
Starts with a point off the CL
and try to find the local minimum to CL.
Useful to search where resonances touch CL
arguments same as -M
-L, --line=arg search in .min file for values near a line
line is parallel to imaginary axis
output only the local minimum
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args=line,max_d,file.min
-J, --ialpha=arg search in .min file for a specific value of alpha
and output corresponding beta value
if alpha value does not exist interpolate the beta value
args=alpha,file.min
-s, --kappa=arg compute k_E,phi
args=alpha,Im(beta)
-a, --zeroZ=arg argument principle of Selberg’s Zeta Function
like -t
ds: side length of a box surrounding point beta
delta: step size when going around this box
e.g.: 1,50,0.5+9.5336I,0.1+0.1I,0.02
arg=n,N,beta,ds,delta
-b, --zeroS=arg argument principle of the Determinant
of the scattering matrix
like -a
arg=n,N,beta,ds,p
-j, --jobs=arg number of jobs, parallel computing mode
only for fork(), for mpi use mpiexec with flag -n
-F, --trace=arg Trace of the Transfer operator: the trace of the
approximation of the operator L_+ (resp. L_-)
and trace by the trace formula for the analytic cont.
level of congruence subgroup = n,
number of Taylor coefficients = N (for approx. only),
number of terms in trace = N2,
arg=n,N,N2,beta
-q, --quiet quite mode
Author: Markus Fraczek markus.fraczek@tu-clausthal.de
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Appendix B
The representatives of Γ0 (4) and Γ0 (8)
in SL(2,Z)
The following is an output of our program CGF for the group Γ0 (4), where we use the following system of
representatives for our numerical computations:
Index of Γ0 (4) in SL(2,Z):
µ4 = [ SL(2,Z) : Γ0 (4) ] = 6
Representatives of the rest classes of Γ0 (4) in SL(2,Z):
r
(4)
1
= I =
(
1 0
0 1
)
r
(4)
2
= S =
(
0 −1
1 0
)
r
(4)
3
= S T =
(
0 −1
1 1
)
r
(4)
4
= S T 2 =
(
0 −1
1 2
)
r
(4)
5
= S T 3 =
(
0 −1
1 3
)
r
(4)
6
= S T 2S =
( −1 0
2 −1
)
with
(
1 0
0 1
)
∈ Γ0 (4) , S =
(
0 −1
1 0
)
and T =
(
1 1
0 1
)
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The following is an output of our program CGF, for the representatives we use for our numerical com-
putations:
Index of Γ0 (8) in SL(2,Z):
µ8 = [ SL(2,Z) : Γ0 (8) ] = 12
Representatives of the rest classes of Γ0 (8) in SL(2,Z):
r
(8)
1
= I =
(
1 0
0 1
)
r
(8)
2
= S =
(
0 −1
1 0
)
r
(8)
3
= S T =
(
0 −1
1 1
)
r
(8)
4
= S T 2 =
(
0 −1
1 2
)
r
(8)
5
= S T 3 =
(
0 −1
1 3
)
r
(8)
6
= S T 4 =
(
0 −1
1 4
)
r
(8)
7
= S T 5 =
(
0 −1
1 5
)
r
(8)
8
= S T 6 =
(
0 −1
1 6
)
r
(8)
9
= S T 7 =
(
0 −1
1 7
)
r
(8)
10
= S T 2S =
( −1 0
2 −1
)
r
(8)
11
= S T 4S =
( −1 0
4 −1
)
r
(8)
12
= S T 6S =
( −1 0
6 −1
)
with
(
1 0
0 1
)
∈ Γ0 (8) , S =
(
0 −1
1 0
)
and T =
(
1 1
0 1
)
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Appendix C
The transfer operator for
(Γ0 (8), χ
(8)
α1,α2,α3
)
The following is an output from our program CGF for the form of the transfer operator for (Γ0 (8), χ
(8)
α1,α2,α3)
as given in lemma 7.4.5 and the permutations which define the symmetries P1 and P2 for this operator. The
system of representatives of Γ0 (8) in SL(2,Z) used in this computation is given in Appendix B.
The transfer operator for Γ0 (8) reads as
[
LΓ0(8)
β,+1
~f
]
1
=
∑∞
q=0 e
2πi(qα1) f3|βS˜ T 1+8q
+ e2πi(qα1) f4|βS˜ T 2+8q
+ e2πi(qα1) f5|βS˜ T 3+8q
+ e2πi(qα1) f6|βS˜ T 4+8q
+ e2πi(qα1) f7|βS˜ T 5+8q
+ e2πi(qα1) f8|βS˜ T 6+8q
+ e2πi(qα1) f9|βS˜ T 7+8q
+ e2πi((1+q)α1) f2|βS˜ T 8+8q[
LΓ0(8)
β,+1
~f
]
2
=
∑∞
q=0 e
2πi((1+8q)α3) f1|βS˜ T 1+8q
+ e2πi((2+8q)α3) f1|βS˜ T 2+8q
+ e2πi((3+8q)α3) f1|βS˜ T 3+8q
+ e2πi((4+8q)α3) f1|βS˜ T 4+8q
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(8)
α1,α2,α3)
+ e2πi((5+8q)α3) f1|βS˜ T 5+8q
+ e2πi((6+8q)α3) f1|βS˜ T 6+8q
+ e2πi((7+8q)α3) f1|βS˜ T 7+8q
+ e2πi((8+8q)α3) f1|βS˜ T 8+8q[
LΓ0(8)
β,+1
~f
]
3
=
∑∞
q=0 e
2πi(qα1−α3) f2|βS˜ T 1+8q
+ e2πi(qα1−α3) f3|βS˜ T 2+8q
+ e2πi(qα1−α3) f4|βS˜ T 3+8q
+ e2πi(qα1−α3) f5|βS˜ T 4+8q
+ e2πi(qα1−α3) f6|βS˜ T 5+8q
+ e2πi(qα1−α3) f7|βS˜ T 6+8q
+ e2πi(qα1−α3) f8|βS˜ T 7+8q
+ e2πi(qα1−α3) f9|βS˜ T 8+8q[
LΓ0(8)
β,+1
~f
]
4
=
∑∞
q=0 e
2πi((−1−4q)α1−4qα2+(−1−4q)α3) f12|βS˜ T 1+8q
+ e2πi((−1−4q)α1+(−1−4q)α2+(−1−4q)α3) f10|βS˜ T 2+8q
+ e2πi((−2−4q)α1+(−1−4q)α2+(−2−4q)α3) f12|βS˜ T 3+8q
+ e2πi((−2−4q)α1+(−2−4q)α2+(−2−4q)α3) f10|βS˜ T 4+8q
+ e2πi((−3−4q)α1+(−2−4q)α2+(−3−4q)α3) f12|βS˜ T 5+8q
+ e2πi((−3−4q)α1+(−3−4q)α2+(−3−4q)α3) f10|βS˜ T 6+8q
+ e2πi((−4−4q)α1+(−3−4q)α2+(−4−4q)α3) f12|βS˜ T 7+8q
+ e2πi((−4−4q)α1+(−4−4q)α2+(−4−4q)α3) f10|βS˜ T 8+8q[
LΓ0(8)
β,+1
~f
]
5
=
∑∞
q=0 e
2πi(qα1+α2) f8|βS˜ T 1+8q
+ e2πi(qα1+α2) f9|βS˜ T 2+8q
+ e2πi((1+q)α1+α2) f2|βS˜ T 3+8q
+ e2πi((1+q)α1+α2) f3|βS˜ T 4+8q
+ e2πi((1+q)α1+α2) f4|βS˜ T 5+8q
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+ e2πi((1+q)α1+α2) f5|βS˜ T 6+8q
+ e2πi((1+q)α1+α2) f6|βS˜ T 7+8q
+ e2πi((1+q)α1+α2) f7|βS˜ T 8+8q[
LΓ0(8)
β,+1
~f
]
6
=
∑∞
q=0 e
2πi((1+8q)α2) f11|βS˜ T 1+8q
+ e2πi((2+8q)α2) f11|βS˜ T 2+8q
+ e2πi((3+8q)α2) f11|βS˜ T 3+8q
+ e2πi((4+8q)α2) f11|βS˜ T 4+8q
+ e2πi((5+8q)α2) f11|βS˜ T 5+8q
+ e2πi((6+8q)α2) f11|βS˜ T 6+8q
+ e2πi((7+8q)α2) f11|βS˜ T 7+8q
+ e2πi((8+8q)α2) f11|βS˜ T 8+8q[
LΓ0(8)
β,+1
~f
]
7
=
∑∞
q=0 e
2πi(qα1−α2) f6|βS˜ T 1+8q
+ e2πi(qα1−α2) f7|βS˜ T 2+8q
+ e2πi(qα1−α2) f8|βS˜ T 3+8q
+ e2πi(qα1−α2) f9|βS˜ T 4+8q
+ e2πi((1+q)α1−α2) f2|βS˜ T 5+8q
+ e2πi((1+q)α1−α2) f3|βS˜ T 6+8q
+ e2πi((1+q)α1−α2) f4|βS˜ T 7+8q
+ e2πi((1+q)α1−α2) f5|βS˜ T 8+8q[
LΓ0(8)
β,+1
~f
]
8
=
∑∞
q=0 e
2πi(−4qα1+(−1−4q)α2−4qα3) f10|βS˜ T 1+8q
+ e2πi((−1−4q)α1+(−1−4q)α2+(−1−4q)α3) f12|βS˜ T 2+8q
+ e2πi((−1−4q)α1+(−2−4q)α2+(−1−4q)α3) f10|βS˜ T 3+8q
+ e2πi((−2−4q)α1+(−2−4q)α2+(−2−4q)α3) f12|βS˜ T 4+8q
+ e2πi((−2−4q)α1+(−3−4q)α2+(−2−4q)α3) f10|βS˜ T 5+8q
+ e2πi((−3−4q)α1+(−3−4q)α2+(−3−4q)α3) f12|βS˜ T 6+8q
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+ e2πi((−3−4q)α1+(−4−4q)α2+(−3−4q)α3) f10|βS˜ T 7+8q
+ e2πi((−4−4q)α1+(−4−4q)α2+(−4−4q)α3) f12|βS˜ T 8+8q[
LΓ0(8)
β,+1
~f
]
9
=
∑∞
q=0 e
2πi((1+q)α1+α3) f4|βS˜ T 1+8q
+ e2πi((1+q)α1+α3) f5|βS˜ T 2+8q
+ e2πi((1+q)α1+α3) f6|βS˜ T 3+8q
+ e2πi((1+q)α1+α3) f7|βS˜ T 4+8q
+ e2πi((1+q)α1+α3) f8|βS˜ T 5+8q
+ e2πi((1+q)α1+α3) f9|βS˜ T 6+8q
+ e2πi((2+q)α1+α3) f2|βS˜ T 7+8q
+ e2πi((2+q)α1+α3) f3|βS˜ T 8+8q[
LΓ0(8)
β,+1
~f
]
10
=
∑∞
q=0 e
2πi(qα1) f5|βS˜ T 1+8q
+ e2πi(qα1) f6|βS˜ T 2+8q
+ e2πi(qα1) f7|βS˜ T 3+8q
+ e2πi(qα1) f8|βS˜ T 4+8q
+ e2πi(qα1) f9|βS˜ T 5+8q
+ e2πi((1+q)α1) f2|βS˜ T 6+8q
+ e2πi((1+q)α1) f3|βS˜ T 7+8q
+ e2πi((1+q)α1) f4|βS˜ T 8+8q[
LΓ0(8)
β,+1
~f
]
11
=
∑∞
q=0 e
2πi(qα1) f7|βS˜ T 1+8q
+ e2πi(qα1) f8|βS˜ T 2+8q
+ e2πi(qα1) f9|βS˜ T 3+8q
+ e2πi((1+q)α1) f2|βS˜ T 4+8q
+ e2πi((1+q)α1) f3|βS˜ T 5+8q
+ e2πi((1+q)α1) f4|βS˜ T 6+8q
+ e2πi((1+q)α1) f5|βS˜ T 7+8q
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+ e2πi((1+q)α1) f6|βS˜ T 8+8q[
LΓ0(8)
β,+1
~f
]
12
=
∑∞
q=0 e
2πi(qα1) f9|βS˜ T 1+8q
+ e2πi((1+q)α1) f2|βS˜ T 2+8q
+ e2πi((1+q)α1) f3|βS˜ T 3+8q
+ e2πi((1+q)α1) f4|βS˜ T 4+8q
+ e2πi((1+q)α1) f5|βS˜ T 5+8q
+ e2πi((1+q)α1) f6|βS˜ T 6+8q
+ e2πi((1+q)α1) f7|βS˜ T 7+8q
+ e2πi((1+q)α1) f8|βS˜ T 8+8q[
LΓ0(8)
β,−1 ~f
]
1
=
∑∞
q=0 e
2πi((−1−q)α1) f9|βS˜ T 1+8q
+ e2πi((−1−q)α1) f8|βS˜ T 2+8q
+ e2πi((−1−q)α1) f7|βS˜ T 3+8q
+ e2πi((−1−q)α1) f6|βS˜ T 4+8q
+ e2πi((−1−q)α1) f5|βS˜ T 5+8q
+ e2πi((−1−q)α1) f4|βS˜ T 6+8q
+ e2πi((−1−q)α1) f3|βS˜ T 7+8q
+ e2πi((−1−q)α1) f2|βS˜ T 8+8q[
LΓ0(8)
β,−1 ~f
]
2
=
∑∞
q=0 e
2πi((−1−8q)α3) f1|βS˜ T 1+8q
+ e2πi((−2−8q)α3) f1|βS˜ T 2+8q
+ e2πi((−3−8q)α3) f1|βS˜ T 3+8q
+ e2πi((−4−8q)α3) f1|βS˜ T 4+8q
+ e2πi((−5−8q)α3) f1|βS˜ T 5+8q
+ e2πi((−6−8q)α3) f1|βS˜ T 6+8q
+ e2πi((−7−8q)α3) f1|βS˜ T 7+8q
+ e2πi((−8−8q)α3) f1|βS˜ T 8+8q
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[
LΓ0(8)
β,−1 ~f
]
3
=
∑∞
q=0 e
2πi((−1−q)α1−α3) f8|βS˜ T 1+8q
+ e2πi((−1−q)α1−α3) f7|βS˜ T 2+8q
+ e2πi((−1−q)α1−α3) f6|βS˜ T 3+8q
+ e2πi((−1−q)α1−α3) f5|βS˜ T 4+8q
+ e2πi((−1−q)α1−α3) f4|βS˜ T 5+8q
+ e2πi((−1−q)α1−α3) f3|βS˜ T 6+8q
+ e2πi((−1−q)α1−α3) f2|βS˜ T 7+8q
+ e2πi((−2−q)α1−α3) f9|βS˜ T 8+8q[
LΓ0(8)
β,−1 ~f
]
4
=
∑∞
q=0 e
2πi(4qα1+(1+4q)α2+4qα3) f12|βS˜ T 1+8q
+ e2πi((1+4q)α1+(1+4q)α2+(1+4q)α3) f10|βS˜ T 2+8q
+ e2πi((1+4q)α1+(2+4q)α2+(1+4q)α3) f12|βS˜ T 3+8q
+ e2πi((2+4q)α1+(2+4q)α2+(2+4q)α3) f10|βS˜ T 4+8q
+ e2πi((2+4q)α1+(3+4q)α2+(2+4q)α3) f12|βS˜ T 5+8q
+ e2πi((3+4q)α1+(3+4q)α2+(3+4q)α3) f10|βS˜ T 6+8q
+ e2πi((3+4q)α1+(4+4q)α2+(3+4q)α3) f12|βS˜ T 7+8q
+ e2πi((4+4q)α1+(4+4q)α2+(4+4q)α3) f10|βS˜ T 8+8q[
LΓ0(8)
β,−1 ~f
]
5
=
∑∞
q=0 e
2πi(−qα1+α2) f6|βS˜ T 1+8q
+ e2πi(−qα1+α2) f5|βS˜ T 2+8q
+ e2πi(−qα1+α2) f4|βS˜ T 3+8q
+ e2πi(−qα1+α2) f3|βS˜ T 4+8q
+ e2πi(−qα1+α2) f2|βS˜ T 5+8q
+ e2πi((−1−q)α1+α2) f9|βS˜ T 6+8q
+ e2πi((−1−q)α1+α2) f8|βS˜ T 7+8q
+ e2πi((−1−q)α1+α2) f7|βS˜ T 8+8q[
LΓ0(8)
β,−1 ~f
]
6
=
∑∞
q=0 e
2πi((−1−8q)α2) f11|βS˜ T 1+8q
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+ e2πi((−2−8q)α2) f11|βS˜ T 2+8q
+ e2πi((−3−8q)α2) f11|βS˜ T 3+8q
+ e2πi((−4−8q)α2) f11|βS˜ T 4+8q
+ e2πi((−5−8q)α2) f11|βS˜ T 5+8q
+ e2πi((−6−8q)α2) f11|βS˜ T 6+8q
+ e2πi((−7−8q)α2) f11|βS˜ T 7+8q
+ e2πi((−8−8q)α2) f11|βS˜ T 8+8q[
LΓ0(8)
β,−1 ~f
]
7
=
∑∞
q=0 e
2πi(−qα1−α2) f4|βS˜ T 1+8q
+ e2πi(−qα1−α2) f3|βS˜ T 2+8q
+ e2πi(−qα1−α2) f2|βS˜ T 3+8q
+ e2πi((−1−q)α1−α2) f9|βS˜ T 4+8q
+ e2πi((−1−q)α1−α2) f8|βS˜ T 5+8q
+ e2πi((−1−q)α1−α2) f7|βS˜ T 6+8q
+ e2πi((−1−q)α1−α2) f6|βS˜ T 7+8q
+ e2πi((−1−q)α1−α2) f5|βS˜ T 8+8q[
LΓ0(8)
β,−1 ~f
]
8
=
∑∞
q=0 e
2πi((1+4q)α1+4qα2+(1+4q)α3) f10|βS˜ T 1+8q
+ e2πi((1+4q)α1+(1+4q)α2+(1+4q)α3) f12|βS˜ T 2+8q
+ e2πi((2+4q)α1+(1+4q)α2+(2+4q)α3) f10|βS˜ T 3+8q
+ e2πi((2+4q)α1+(2+4q)α2+(2+4q)α3) f12|βS˜ T 4+8q
+ e2πi((3+4q)α1+(2+4q)α2+(3+4q)α3) f10|βS˜ T 5+8q
+ e2πi((3+4q)α1+(3+4q)α2+(3+4q)α3) f12|βS˜ T 6+8q
+ e2πi((4+4q)α1+(3+4q)α2+(4+4q)α3) f10|βS˜ T 7+8q
+ e2πi((4+4q)α1+(4+4q)α2+(4+4q)α3) f12|βS˜ T 8+8q[
LΓ0(8)
β,−1 ~f
]
9
=
∑∞
q=0 e
2πi((1−q)α1+α3) f2|βS˜ T 1+8q
+ e2πi(−qα1+α3) f9|βS˜ T 2+8q
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+ e2πi(−qα1+α3) f8|βS˜ T 3+8q
+ e2πi(−qα1+α3) f7|βS˜ T 4+8q
+ e2πi(−qα1+α3) f6|βS˜ T 5+8q
+ e2πi(−qα1+α3) f5|βS˜ T 6+8q
+ e2πi(−qα1+α3) f4|βS˜ T 7+8q
+ e2πi(−qα1+α3) f3|βS˜ T 8+8q[
LΓ0(8)
β,−1 ~f
]
10
=
∑∞
q=0 e
2πi(−qα1) f3|βS˜ T 1+8q
+ e2πi(−qα1) f2|βS˜ T 2+8q
+ e2πi((−1−q)α1) f9|βS˜ T 3+8q
+ e2πi((−1−q)α1) f8|βS˜ T 4+8q
+ e2πi((−1−q)α1) f7|βS˜ T 5+8q
+ e2πi((−1−q)α1) f6|βS˜ T 6+8q
+ e2πi((−1−q)α1) f5|βS˜ T 7+8q
+ e2πi((−1−q)α1) f4|βS˜ T 8+8q[
LΓ0(8)
β,−1 ~f
]
11
=
∑∞
q=0 e
2πi(−qα1) f5|βS˜ T 1+8q
+ e2πi(−qα1) f4|βS˜ T 2+8q
+ e2πi(−qα1) f3|βS˜ T 3+8q
+ e2πi(−qα1) f2|βS˜ T 4+8q
+ e2πi((−1−q)α1) f9|βS˜ T 5+8q
+ e2πi((−1−q)α1) f8|βS˜ T 6+8q
+ e2πi((−1−q)α1) f7|βS˜ T 7+8q
+ e2πi((−1−q)α1) f6|βS˜ T 8+8q[
LΓ0(8)
β,−1 ~f
]
12
=
∑∞
q=0 e
2πi(−qα1) f7|βS˜ T 1+8q
+ e2πi(−qα1) f6|βS˜ T 2+8q
+ e2πi(−qα1) f5|βS˜ T 3+8q
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+ e2πi(−qα1) f4|βS˜ T 4+8q
+ e2πi(−qα1) f3|βS˜ T 5+8q
+ e2πi(−qα1) f2|βS˜ T 6+8q
+ e2πi((−1−q)α1) f9|βS˜ T 7+8q
+ e2πi((−1−q)α1) f8|βS˜ T 8+8q
i 1 2 3 4 5 6 7 8 9 10 11 12
p1 (i) 1 2 9 8 7 6 5 4 3 12 11 10
i 1 2 3 4 5 6 7 8 9 10 11 12
p2 (i) 11 6 5 4 3 2 9 8 7 10 1 12
The symmetries P1 and P2 commute since p1 ◦ p2(i) = p2 ◦ p1(i) for 1 ≤ i ≤ 12.
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Appendix D
The zeros and poles of the Selberg zeta
function for arithmetic (Γ0 (4), χ
(4)
α ) and
arithmetic (Γ0 (8), χ
(8)
α )
The zeros and poles of the Selberg zeta function Z(4)(β, χ
(4)
α ) for arithmetic (Γ0 (4), χ
(4)
α ), α ∈ {0, 18 , 28 , 38 , 48 },
in the region 0 ≤ ℜβ ≤ 1 and 0 ≤ ℑβ ≤ 10 are listed in Tables D.1 - D.5. Furthermore, the zeros and poles
on the critical lineℜβ = 1
2
with 0 < ℑβ ≤ 10 for arithmetic (Γ0 (8), χ(8)α ), α ∈ {0, 12 }, are given in Tables D.6
and D.7. The Selberg zeta function Z(n)(β, χ) can be expressed by the Fredholm determinant of the transfer
operator L(n)
β,ε,χ
given in section 7.4:
Z(n)(β, χ) = det
(
1 − L(n)
β,+1,χ
L(n)
β,−1,χ
)
= det
(
1 − L(n)
β,−1,χL(n)β,+1,χ
)
.
Using the operators Pk introduced in section 8.1.3 Z(n)(β, χ) can be written as
Z(n) (β, χ) = det
(
1 − PkL(n)β,ε,χ
)
det
(
1 + PkL(n)β,ε,χ
)
.
Obviously the zeros of the Selberg zeta function can therefore be related to eigenvalues ±1 of the operator
PkL(n)β,ε,χ. To determine the spectrum of the transfer operator we approximate it by the matrix M(n)β,ε,χ in
proposition 7.4.11 and its spectrum. The zeros of the Selberg zeta function were determined in the β-plane
for fixed values of α by the Newton method described in section 2.5. We verified the zeros and poles using
the argument principle. For this, we evaluated the Selberg zeta function at certain points on the contour of a
square with side length 10−4 and centered around a zero or pole, where the distance between the computed
points was 5 · 10−6. Then the argument principle is given by the change of the argument of the Selberg zeta
function along these points.
The following information is included in the table:
• ℜβ and ℑβ denote the real, respectively imaginary part of a zero or a pole of the Selberg zeta function
Z(n)(β, χ
(n)
α ).
• The value of α for which this zero or pole was found.
• #+1 respectively #-1 denote the number of +1 respectively −1 eigenvalues of the corresponding trans-
fer operator for this zero of the Selberg zeta function. A value in brackets indicates that we computed
the spectrum of the approximating matrix for β′ = β+ 10−5, where β is the corresponding pole or zero
of the Selberg zeta function.
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• AP denotes the result derived from the argument principle around this zero or pole. A positive value,
respectively negative value indicates the multiplicity of a zero respectively a pole.
• Z(n)(β, χ(n)α ) is the numerical value of the Selberg zeta function obtained from the last iteration of
Newtons method when determining this zero.
• p denotes the number of bits used for the representation of numbers on the computer during the com-
putations.
• N denotes the number of Taylor coefficients used in the approximating matrixM(n)
β,ε,χ
.
• DF denotes the name of the file which contains this zero. These files contain β values of a zero for
0 ≤ α ≤ 0.5. See section 8.2.1 for details.
• α′ = x
8
with x ∈ {0, 1, 2, 3, 4} and χ(n)α′ denotes the values for which the corresponding zero, respectively
pole exists. Note that the zeros, respectively poles may have a different multiplicity for different α′.
• T denotes the type of convergence for α → 0 to this zero: “L” indicates an Infinite Resonance-
Eigenvalue Convergence (see conclusion 8.2.28), and “C” indicates an Infinite Avoided Crossings
sequence (see conclusion 8.2.17).
• O denotes the order of contact of this zero for α , 0 with the critical line ℜβ = 1
2
, see (8.32). If the
zero stays on the critical line we indicate this by the letter “E”.
1
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Table D.1: The zeros and poles of Z(4)(β, χ(4)α ) with 0 ≤ ℜβ ≤ 1, 0 ≤ ℑβ ≤ 10 and α = 0
P2L(4)β,+1,α L(4)β,+1,αL(4)β,−1,α L(4)β,+1,α P1L(4)β,+1,α
ℜβ ℑβ α #+1 #-1 AP Z(4)(β, χ(4)α ) p N DF α′ = x8 T #+1 #+1 #-1 #+1 #-1
0 0 0 (3) (2) 1 - 160 50 0,1,2,3,4 (5) (3) (2) (3) (2)
0 4.532360141827193809 0 1 1 2 -4E-41-6E-41I 192 70 (P13) 0,2,4 2 1 1 2
0 9.064720283654387634 0 1 1 2 1E-47+2E-48I 192 70 (P14) 0,2,4 2 1 1 2
1/4 7.067362570867346896 0 2 1 3 -9E-42-5E-42I 160 50 S27 0,2,4 3 2 1 3
1/2 0 0 (1) (2) -3 - 160 50 0,2,3,4 (3) (1) (2) (3)
1/2 3.703307801219027665 0 1 1 3E-47-1E-46I 160 50 S2 0,2,4 L 1 1 1
1/2 5.417334806844678385 0 1 1 2 3E-41+1E-41I 160 50 S14 0,2,4 LC 2 1 1 2
1/2 5.879354157758601464 0 1 1 1E-44+6E-44I 160 50 (P1) 0,2,4 C 1 1 1
1/2 6.620422873842205998 0 1 1 1E-42+6E-43I 160 50 S21 0,2,4 L 1 1 1
1/2 7.220871975958052161 0 1 1 2 -1E-49+1E-49I 160 50 S42 0,2,4 LC 2 1 1 2
1/2 8.042477591683672004 0 1 1 -3E-41-6E-41I 160 50 (P2) 0,2,4 C 1 1 1
1/2 8.273665889586057109 0 1 1 2 1E-45-1E-45I 160 50 S33 0,2,4 LC 2 1 1 2
1/2 8.522503016868544791 0 1 1 -4E-41+2E-41I 160 50 S39 0,2,4 L 1 1 1
1/2 8.922876486991967371 0 1 1 2 -1E-50+4E-50I 160 50 (P3) 0,2,4 C 2 1 1 2
1/2 9.533695261353561224 0 1 2 3 -9E-42-3E-41I 192 70 (P4) 0,2,4 3 1 2 3
1/2 9.859896162238452828 0 1 1 -1E-48+9E-49I 192 70 (P5) 0,2,4 1 1 1
1/2 9.934919959369116405 0 1 1 -5E-46+2E-45I 192 70 (P6) 0,2,4 1 1 1
1 0 0 1 1 -1E-45-2E-58I 160 50 S37 0 1 1 1
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Table D.2: The zeros and poles of Z(4)(β, χ
(4)
α ) with 0 ≤ ℜβ ≤ 1, 0 ≤ ℑβ ≤ 10 and α = 1/8
P2L(4)β,+1,α
ℜβ ℑβ α #+1 #-1 AP Z(4)(β, χ(4)α ) p N DF α′ = x8 O
0 0 1/8 (1) (1) 1 - 160 50 0,1,2,3,4
1/4 2.449986998503518252 1/8 1 1 2E-43-2E-43I 160 50 S6 1,3
1/4 3.814214420884698858 1/8 1 1 -7E-42-8E-42I 160 50 S7 1,3
1/4 5.403294081930856007 1/8 1 1 1E-48+3E-52I 192 70 S1-1 1,3
1/4 6.155271497118264841 1/8 1 1 2E-48+2E-50I 192 70 S3 1,3
1/4 7.597877125322561389 1/8 1 1 2E-46-1E-46I 192 70 S11 1,3
1/4 8.511142987154173628 1/8 1 1 -2E-45-2E-45I 192 70 S42 1,3
1/4 9.402979453853571250 1/8 1 1 -6E-44+1E-43I 192 70 S43 1,3
1/2 0 1/8 (1) (1) 0 - 160 50 (S37)
1/2 1.782213978191369112 1/8 1 1 -7E-44-8E-45I 160 50 S5 1 E
1/2 2.946441970575437918 1/8 1 1 7E-43-8E-43I 160 50 S4-2 1,3 E
1/2 3.564427956382738234 1/8 1 1 8E-46-1E-46I 160 50 S8 1 2
1/2 3.879328713546061516 1/8 1 1 2E-42+1E-42I 160 50 S9 1,3 E
1/2 4.527220808156573476 1/8 1 1 -8E-46+3E-45I 160 50 S10 1,3 E
1/2 4.590429629234487105 1/8 1 1 -5E-45-5E-45I 160 50 S2 1,3 2
1/2 5.126324398828679926 1/8 1 1 -1E-44-1E-43I 160 50 S12 1,3 E
1/2 5.346641934574103869 1/8 1 1 5E-44-3E-44I 160 50 S13 1 E
1/2 5.462015080446370362 1/8 1 1 1E-41-5E-42I 160 50 S14 1,3 2
1/2 5.991432640140732809 1/8 1 1 4E-43+2E-44I 160 50 S15 1,3 E
1/2 6.078238108570858251 1/8 1 1 -4E-41+6E-41I 160 50 S18 1,3 E
1/2 6.391958602015716352 1/8 1 1 -2E-42-3E-43I 160 50 S16 1,3 2
1/2 6.698857003565354647 1/8 1 1 -4E-42+7E-42I 160 50 S17 1,3 E
1/2 6.870505381182096125 1/8 1 1 -1E-51+4E-52I 192 70 S19 1,3 2
1/2 6.992646678257929964 1/8 1 1 2E-42+7E-43I 192 70 S20 1,3 E
1/2 7.128855912765476448 1/8 1 1 1E-51-1E-51I 192 70 S21 1 2
1/2 7.360734345217853149 1/8 1 1 9E-52+2E-51I 192 70 S22 1,3 E
1/2 7.542485324108996653 1/8 1 1 6E-47-1E-45I 192 70 S23 1,3 2
1/2 7.794134053288051745 1/8 1 1 -2E-49+1E-49I 192 70 S24 1,3 E
1/2 7.819671962802205995 1/8 1 1 -1E-49+4E-49I 192 70 S25 1,3 E
1/2 8.141853572885032452 1/8 1 1 6E-46+2E-47I 192 70 S26 1,3 2
1/2 8.312638564688989946 1/8 1 1 -2E-41+7E-42I 192 70 S27 1,3 2
1/2 8.447199030243931547 1/8 1 1 -1E-49+5E-49 192 70 S28 1,3 E
1/2 8.479324427814975479 1/8 1 1 -4E-50-1E-50I 192 70 S30 1,3 E
1/2 8.911069890956845407 1/8 1 1 8E-43+4E-42I 192 70 S31 1 E
1/2 8.939925305864625431 1/8 1 1 -1E-45-2E-47I 192 70 S32 1,3 E
1/2 8.997747473708370012 1/8 1 1 -1E-49+5E-50I 192 70 S33 1,3 2
1/2 9.090290630504841981 1/8 1 1 -4E-49-1E-49I 192 70 S34 1,3 2
1/2 9.252661337903369108 1/8 1 1 -3E-49+3E-48I 192 70 S35 1,3 E
1/2 9.521284422337261783 1/8 1 1 -2E-48-6E-48I 192 70 S36 1,3 E
1/2 9.682096277368199221 1/8 1 1 -1E-49+2E-49I 192 70 S38 1,3 2
1/2 9.684932577050462800 1/8 1 1 1E-49+2E-49I 192 70 S40 1,3 E
1/2 9.801070122016401792 1/8 1 1 -8E-48+2E-47I 192 70 S39 1,3 2
1/2 10.072369378536320625 1/8 1 1 -2E-47-3E-47I 192 70 S44 E
1/2 10.204038419612264408 1/8 1 1 1E-48-4E-50I 192 70 S45 E
1/2 10.206479022778734443 1/8 1 1 1E-48+2E-49I 192 70 S46 2
1/2 10.394868513015148678 1/8 1 1 -1E-48+2E-49I 192 70 (P7)
1/2 10.438414941339101440 1/8 1 1 -2E-47+7E-48I 192 70 (P8)
1/2 10.647378684127939622 1/8 1 1 4E-46+6E-45I 192 70 (P9)
1/2 10.693283869148149258 1/8 1 1 -2E-47-1E-48I 192 70 (P10)
1/2 10.877871155967807921 1/8 1 1 1E-46+2E-46I 192 70 (P11)
1/2 10.949493302792528271 1/8 1 1 -1E-46-3E-46I 192 70 (P12)
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Table D.3: The zeros and poles of Z(4)(β, χ(4)α ) with 0 ≤ ℜβ ≤ 1, 0 ≤ ℑβ ≤ 10 and α = 2/8
P2L(4)β,+1,α
ℜβ ℑβ α #+1 #-1 AP Z(4)(β, χ(4)α ) p N DF α′ = x8 O
0 0 2/8 (1) (1) 1 - 160 50 0,1,2,3,4
0 4.532360141827193749 2/8 1 1 5E-41+1E-41I 160 50 S8 0,2,4
0 9.064720283654387634 2/8 1 1 -1E-37+3E-37I 192 70 S34 0,2,4
1/4 7.067362570867346895 2/8 1 1 -5E-48-2E-48I 192 70 S16 0,2,4
1/4 10.511019819385790636 2/8 1 1 7E-42-4E-42I 192 70 S46
1/2 0 2/8 (1) -1 - 160 50 0,2,3,4
1/2 2.425056827091418202 2/8 1 1 -1E-47+2E-48I 160 50 S5 2,4 E
1/2 3.249976963537702231 2/8 1 1 1E-46+8E-47I 160 50 S6 2,4 2
1/2 3.703307801219027665 2/8 1 1 -5E-46-5E-46I 160 50 S4-2 0,2,4 E
1/2 4.368019540226407989 2/8 1 1 2E-46+3E-47I 160 50 S9 2,4 E
1/2 4.646591642961023179 2/8 1 1 6E-46-3E-45I 160 50 S7 2,4 2
1/2 4.947831677133491175 2/8 1 1 1E-44+5E-45I 160 50 S10 2,4 E
1/2 5.417334806844680152 2/8 1 1 -9E-44+9E-45I 160 50 S12 0,2,4 E
1/2 5.628120929419301028 2/8 1 1 -7E-44-3E-44I 160 50 S2 2,4 2
1/2 5.879354157758601464 2/8 1 1 3E-44+1E-43I 160 50 S14 0,2,4 2
1/2 6.223180825323994226 2/8 1 1 -3E-43+1E-43I 160 50 S13 2,4 E
1/2 6.325314061989612026 2/8 1 1 -6E-45-1E-43I 160 50 S15 2,4 E
1/2 6.587692853147737071 2/8 1 1 8E-44-5E-43I 160 50 S3 2,4 2
1/2 6.620422873842205998 2/8 1 1 3E-43-1E-43I 160 50 S18 0,2,4 E
1/2 7.220871975958791160 2/8 1 1 7E-42-7E-41I 160 50 S17 0,2,4 E
1/2 7.226569067061128031 2/8 1 1 4E-44-2E-43I 160 50 S19 2,4 2
1/2 7.483018117504385669 2/8 1 1 1E-43-1E-41I 160 50 S20 2,4 E
1/2 7.696847806432627715 2/8 1 1 -1E-42+4E-42I 160 50 S21 2,4 2
1/2 7.744447737020311651 2/8 1 1 -9E-43-1E-41I 160 50 S22 2,4 E
1/2 8.042477591691602154 2/8 1 1 -1E-50-3E-50I 192 70 S11 0,2,4 2
1/2 8.211711182460681491 2/8 1 1 -4E-46-2E-47I 192 70 S23 2,4 2
1/2 8.273665889586095522 2/8 1 1 4E-51+1E-50I 192 70 S24 0,2,4 E
1/2 8.522503016868544791 2/8 1 1 -2E-41-9E-41I 160 50 S25 0,2,4 E
1/2 8.552880329050080905 2/8 1 1 2E-51-1E-50I 192 70 S28 2,4 E
1/2 8.922876486991746922 2/8 1 1 6E-50-1E-49I 192 70 S26 0,2,4 2
1/2 9.001205809650663151 2/8 1 1 -1E-51-1E-50I 192 70 S30 2,4 E
1/2 9.013228492064441121 2/8 1 1 1E-51+2E-50I 192 70 S42 2,4 2
1/2 9.196526852556367326 2/8 1 1 6E-49-5E-49I 192 70 S31 2,4 E
1/2 9.470083134201299174 2/8 1 1 4E-43-4E-43I 192 70 S33 2,4 2
1/2 9.533695261353557372 2/8 1 1 -3E-48+3E-48I 192 70 S32 0,2,4 E
1/2 9.810018121325218118 2/8 1 1 -7E-50+1E-49I 192 70 S35 2,4 E
1/2 9.859896162238452828 2/8 1 1 1E-42+5E-43I 192 70 S43 0,2,4 2
1/2 9.903977703803958939 2/8 1 1 -4E-50-9E-50I 192 70 S38 2,4 2
1/2 9.934919959369116405 2/8 1 1 -2E-49+4E-49I 192 70 S36 0,2,4 E
1/2 10.261814252511740214 2/8 1 1 -2E-48-2E-48I 192 70 S40 E
1/2 10.265915116762014474 2/8 1 1 7E-49-7E-49I 192 70 S39 2
1/2 10.538808057912809353 2/8 1 1 2E-47-1E-47I 192 70 S44 E
1/2 10.712706900697778989 2/8 1 1 -5E-48-1E-48I 192 70 S45 E
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Table D.4: The zeros and poles of Z(4)(β, χ
(4)
α ) with 0 ≤ ℜβ ≤ 1, 0 ≤ ℑβ ≤ 10 and α = 3/8
P2L(4)β,+1,α
ℜβ ℑβ α #+1 #-1 AP Z(4)(β, χ(4)α ) p N DF α′ = x8 O
0 0 3/8 (1) (1) 1 - 160 50 0,1,2,3,4
1/4 2.449986998503518251 3/8 1 1 -2E-53+6E-53I 192 70 S29 1,3
1/4 3.814214420884698917 3/8 1 1 3E-42-1E-41I 160 50 S6 1,3
1/4 5.403294081930856007 3/8 1 1 -4E-47+5E-48I 192 70 S2 1,3
1/4 6.155271497118264841 3/8 1 1 1E-48+2E49I 192 70 S41 1,3
1/4 7.597877125322561384 3/8 1 1 7E-46+2E-46I 192 70 S19 1,3
1/4 8.511142987154173669 3/8 1 1 -2E-46+2E-45I 192 70 S34 1,3
1/4 9.402979453853574191 3/8 1 1 -1E-46+4E-45I 192 70 S42 1,3
1/4 10.565822981110667270 3/8 1 1 -1E-42-1E-42I 192 70 S46
1/2 0 3/8 (1) -1 - 160 50
1/2 2.946441970575437918 3/8 1 1 -7E-44+1E-43I 160 50 S5 1,3 E
1/2 3.879328713546061546 3/8 1 1 1E-42-1E-42I 160 50 S4-2 1,3 E
1/2 4.527220808156574058 3/8 1 1 -1E-46-1E-46I 160 50 S9 1,3 E
1/2 4.590429629234487405 3/8 1 1 2E-46+1E-45I 160 50 S8 1,3 2
1/2 5.126324398828679789 3/8 1 1 -4E-45+5E-45I 160 50 S10 1,3 E
1/2 5.462015080446355425 3/8 1 1 -5E-41+5E-41I 160 50 S7 1,3 2
1/2 5.991432640140644578 3/8 1 1 2E-41+5E-42I 160 50 S12 1,3 E
1/2 6.078238108570872078 3/8 1 1 -1E-41+3E-41I 160 50 S13 1,3 E
1/2 6.391958602016011556 3/8 1 1 8E-41+4E-41I 160 50 S14 1,3 2
1/2 6.698857003563950799 3/8 1 1 1E-43+1E-42I 160 50 S15 1,3 E
1/2 6.870505381182101533 3/8 1 1 2E-43+2E-43I 160 50 S3 1,3 2
1/2 6.992646678257876321 3/8 1 1 -1E-42+2E-42I 160 50 S18 1,3 E
1/2 7.360734345217754475 3/8 1 1 7E-42-5E-42I 160 50 S17 1,3 E
1/2 7.542485324108996652 3/8 1 1 -3E-50+5E-50I 192 70 S16 1,3 2
1/2 7.794134053288051735 3/8 1 1 -1E-50-1E-50I 192 70 S20 1,3 E
1/2 7.819671962801902589 3/8 1 1 1E-41+8E-42I 160 50 S22 1,3 E
1/2 8.141853572885032463 3/8 1 1 -2E-49-2E-49I 192 70 S21 1,3 2
1/2 8.312638564688989949 3/8 1 1 -1E-47-1E-46I 192 70 S11 1,3 2
1/2 8.447199030243931489 3/8 1 1 4E-41-1E-41I 192 70 S24 1,3 E
1/2 8.479324427813371146 3/8 1 1 1E-41-3E-42I 160 50 S25 1,3 E
1/2 8.939925305864625388 3/8 1 1 3E-43+1E-43I 192 70 S28 1,3 E
1/2 8.997747473708370016 3/8 1 1 1E-49-7E-49I 192 70 S23 1,3 2
1/2 9.090290630504841927 3/8 1 1 -6E-50+4E-50I 192 70 S26 1,3 2
1/2 9.252661337903368494 3/8 1 1 -4E-41-7E-41I 192 70 S30 1,3 E
1/2 9.521284422337264263 3/8 1 1 8E-49+1E-48I 192 70 S31 1,3 E
1/2 9.682096277368197537 3/8 1 1 1E-50+7E-51I 192 70 S33 1,3 2
1/2 9.684932577050463673 3/8 1 1 -1E-49+5E-50I 192 70 S32 1,3 E
1/2 9.801070122016401727 3/8 1 1 -7E-48+5E-48I 192 70 S43 1,3 2
1/2 10.072369378536331299 3/8 1 1 -1E-48-5E-49I 192 70 S35 E
1/2 10.204038419612279107 3/8 1 1 5E-50+2E-50I 192 70 S36 E
1/2 10.206479022778743101 3/8 1 1 5E-50+2E-51I 192 70 S38 2
1/2 10.394868513015151137 3/8 1 1 -3E-48-4E-49I 192 70 S39 2
1/2 10.438414941339094626 3/8 1 1 -2E-48+6E-49I 192 70 S40 E
1/2 10.647378684127942490 3/8 1 1 -6E-47-4E-47I 192 70 S44 E
1/2 10.949493302792630531 3/8 1 1 2E-48+1E-47I 192 70 S45 E
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Table D.5: The zeros and poles of Z(4)(β, χ
(4)
α ) with 0 ≤ ℜβ ≤ 1, 0 ≤ ℑβ ≤ 10 and α = 4/8
P2L(4)β,+1,α
ℜβ ℑβ α #+1 #-1 AP Z(4)(β, χ(4)α ) p N DF α′ = x8 O
0 0 4/8 (1) (1) 1 - 160 50 0,1,2,3,4
0 4.532360141827193809 4/8 1 1 -1E-41-1E-42I 160 50 S6 0,2,4
0 9.064720283654387619 4/8 1 1 5E-41-9E-42I 192 70 S26 0,2,4
1/4 7.067362570867346895 4/8 1 1 4E-47-1E-47I 192 70 S3 0,2,4
1/4 10.511019819385777488 4/8 1 1 -1E-43-4E-43I 192 70 S46
1/2 0 4/8 (1) -1 - 160 50 0,2,3,4
1/2 2.425056827091418202 4/8 1 1 -5E-47-1E-47I 160 50 S29 2,4 2
1/2 3.249976963537702231 4/8 1 1 9E-48-1E-46I 160 50 S5 2,4 E
1/2 3.703307801219027665 4/8 1 1 -1E-41-1E-41I 160 50 S4-2 0,2,4 E
1/2 4.368019540226407989 4/8 1 1 8E-46-1E-45I 160 50 S8 2,4 2
1/2 4.646591642961023179 4/8 1 1 5E-45+1E-45I 160 50 S9 2,4 E
1/2 4.947831677133491175 4/8 1 1 9E-42-2E-41I 160 50 S2 2,4 2
1/2 5.417334806844678385 4/8 1 1 1E-44-8E-45I 160 50 S10 0,2,4 E
1/2 5.628120929419301028 4/8 1 1 1E-43+3E-44I 160 50 S12 2,4 E
1/2 5.879354157758599655 4/8 1 1 1E-44+1E-43I 160 50 S7 0,2,4 4
1/2 6.223180825323977644 4/8 1 1 1E-42+5E-42I 192 70 S41 2,4 2
1/2 6.325314061989612026 4/8 1 1 9E-44-1E-43I 160 50 S14 2,4 2
1/2 6.587692853147737071 4/8 1 1 3E-43-1E-43I 160 50 S13 2,4 E
1/2 6.620422873842281516 4/8 1 1 7E-45+9E-44I 160 50 S15 0,2,4 E
1/2 7.220871975958052161 4/8 1 1 8E-44-6E-44I 160 50 S18 0,2,4 E
1/2 7.226569067061128031 4/8 1 1 -9E-44-1E-43I 160 50 S17 2,4 E
1/2 7.483018117505630832 4/8 1 1 1E-51+2E-51I 192 70 S16 2,4 2
1/2 7.696847806432627715 4/8 1 1 -4E-43+3E-42I 160 50 S20 2,4 E
1/2 7.744447737020311651 4/8 1 1 -4E-42+9E-42I 160 50 S19 2,4 2
1/2 8.042477591691655725 4/8 1 1 2E-41-3E-41I 160 50 S21 0,2,4 4
1/2 8.211711182480059028 4/8 1 1 3E-42+2E-41I 160 50 S22 2,4 E
1/2 8.273665889586095525 4/8 1 1 2E-51-1E-51I 192 70 S24 0,2,4 E
1/2 8.522503016884216497 4/8 1 1 -1E-41+8E-46I 160 50 S25 0,2,4 E
1/2 8.552880329050080905 4/8 1 1 -7E-51+6E-51I 192 70 S34 2,4 2
1/2 8.922876486991746892 4/8 1 1 5E-41+3E-41I 192 70 S11 0,2,4 4
1/2 9.001205809650663151 4/8 1 1 6E-51+4E-51I 192 70 S23 2,4 2
1/2 9.013228492064441121 4/8 1 1 1E-43+2E-44I 192 70 S28 2,4 E
1/2 9.196526852556367326 4/8 1 1 -4E-47+9E-48I 192 70 S42 2,4 2
1/2 9.470083134201299174 4/8 1 1 4E-43-4E-43I 192 70 S30 2,4 E
1/2 9.533695261353557555 4/8 1 1 6E-44-4E-44I 192 70 S31 0,2,4 E
1/2 9.810018121325218118 4/8 1 1 -1E-49+2E-49I 192 70 S33 2,4 2
1/2 9.859896162238453467 4/8 1 1 1E-42+5E-43I 192 70 S43 0,2,4 4
1/2 9.903977703803958939 4/8 1 1 7E-50+1E-49I 192 70 S32 2,4 E
1/2 9.934919959369116830 4/8 1 1 -3E-50+8E-50I 192 70 S35 0,2,4 E
1/2 10.261814252511740214 4/8 1 1 -2E-48-2E-48I 192 70 S38 2
1/2 10.265915116762014474 4/8 1 1 7E-49-7E-49I 192 70 S36 E
1/2 10.538808057912809353 4/8 1 1 -2E-47+7E-48I 192 70 S39 2
1/2 10.681798843078321027 4/8 1 1 4E-48-1E-48I 192 70 S40 E
1/2 10.712706900697770951 4/8 1 1 -4E-49+6E-50I 192 70 S44 E
1/2 10.764710683186371974 4/8 1 1 -1E-48+2E-48I 192 70 S45 E
1
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Table D.6: The zeros and poles of Z(8)(β, χ
(8)
α ) withℜβ = 12 , 0 < ℑβ ≤ 10 and α = 0
L(8)
β,+1,α
L(8)
β,−1,α P1L(8)β,+1,α P2L(8)β,+1,α
ℜβ ℑβ α #+1 AP Z(8)(β, χ(8)α ) p N DF T #+1 #-1 #+1 #-1
1/2 2.425056827091418202 0 1 1 2E-47+2E-48I 160 50 S4 L 1 1
1/2 3.249976963537702230 0 1 1 4E-48-9E-47I 160 50 S2 L 1 1
1/2 3.703307801219027664 0 2 2 -4E-42-1E-42I 160 50 S5 L 2 1 1
1/2 4.368019540226407939 0 1 1 1E-45+1E-45I 160 50 1 1
1/2 4.646591642961023079 0 1 1 5E-45-5E-45I 160 50 1 1
1/2 4.947831677133491433 0 1 1 -8E-45+3E-44I 160 50 1 1
1/2 5.417334806844683869 0 3 3 -3E-41-3E-41I 160 50 3 1 2
1/2 5.628120929419300691 0 1 1 -1E-41+4E-42I 160 50 1 1
1/2 5.879354157758601464 0 2 2 3E-45-2E-45I 160 50 2 1 1
1/2 6.223180825323988997 0 1 1 -2E-43+1E-43I 160 50 1 1
1/2 6.325314061989568234 0 1 1 -4E-43-1E-42I 160 50 1 1
1/2 6.587692853147743397 0 1 1 6E-44+2E-44I 160 50 1 1
1/2 6.620422873842205998 0 2 2 6E-41+1E-41I 160 50 2 1 1
1/2 7.220871975958052161 0 3 3 -1E-44+2E-44I 160 50 3 1 2
1/2 7.226569067062127488 0 1 1 -4E-47-2E-47I 160 50 1 1
1/2 7.483018117502053659 0 1 1 2E-41-2E-41I 160 50 1 1
1/2 7.696847806428616516 0 1 1 -1E-41-4E-41I 160 50 1 1
1/2 7.744447737022791325 0 1 1 3E-41+3E-42I 160 50 1 1
1/2 8.042477591691083118 0 2 2 3E-42-2E-42I 160 50 2 1 1
1/2 8.211711182462191568 0 1 1 -1E-41+8E-43I 160 50 1 1
1/2 8.273665889562946076 0 3 3 3E-43-3E-43I 160 50 3 1 2
1/2 8.522503016842951638 0 2 2 1E-49+1E-49I 160 50 2 1 1
1/2 8.552880329020826542 0 1 1 4E-41-8E-41I 160 50 1 1
1/2 8.922876486797633648 0 3 3 6E-44-8E-43I 160 50 3 2 1
1/2 9.001205809359216576 0 1 1 1E-41+1E-41I 160 50 1 1
1/2 9.013228492093346810 0 1 1 7E-41+5E-41I 160 50 1 1
1/2 9.196526852228834921 0 1 1 1E-48-1E-50I 192 50 1 1
1/2 9.470083134796074504 0 1 1 1E-49+8E-50I 192 50 1 1
1/2 9.533695260321753372 0 4 4 -3E-46-9E-47I 192 50 4 1 3
1/2 9.810018119330442828 0 1 1 6E-49-2E-48I 192 50 1 1
1/2 9.859896160679748741 0 2 2 -1E-51-1E-51I 192 50 2 1 1
1/2 9.903977702401437611 0 1 1 4E-50-3E-50I 192 50 1 1
1/2 9.934919958350126398 0 2 2 -2E-41+3E-41I 192 50 2 1 1
199
Table D.7: The zeros and poles of Z(8)(β, χ(8)α ) withℜβ = 12 , 0 < ℑβ ≤ 10 and α = 1/2
L(8)
β,+1,α
L(8)
β,−1,α
ℜβ ℑβ α #+1 AP Z(8)(β, χ(8)α ) p N DF O
1/2 1.782213978191369112 1/2 1 1 2E-47-1E-47I 160 50 S1 2
1/2 2.946441970575437918 1/2 2 2 5E-46+5E-47I 160 50 S3,4 2,2
1/2 3.564427956382738234 1/2 1 1 2E-42-1E-42I 160 50 S2 4
1/2 3.879328713546061546 1/2 2 2 1E-42+3E-43I 160 50 S5,6 2,2
1/2 4.527220808156573476 1/2 2 2 6E-47+4E-47I 160 50 S7,8 2,2
1/2 4.590429629234487105 1/2 2 2 1E-41-4E-41I 160 50
1/2 5.126324398828679789 1/2 2 2 3E-50-2E-49I 160 50
1/2 5.346641934574103869 1/2 1 1 -6E-44-4E-44I 160 50
1/2 5.462015080446355425 1/2 2 2 2E-52+9E-53I 160 50
1/2 5.991432640140644578 1/2 2 2 -1E-51+1E-51I 160 50
1/2 6.078238108570872078 1/2 2 2 4E-42-1E-41I 160 50
1/2 6.391958602015716352 1/2 2 2 3E-41-6E-41I 160 50
1/2 6.698857003565354647 1/2 2 2 1E-53+3E-53I 160 50
1/2 6.870505381182101533 1/2 2 2 2E-53+6E-55I 160 50
1/2 6.992646678257876321 1/2 2 2 1E-52-4E-52I 160 50
1/2 7.128855912768139413 1/2 1 1 2E-41+2E-41I 160 50
1/2 7.360734345217754475 1/2 2 2 8E-50-4E-49I 160 50
1/2 7.542485324107354997 1/2 2 2 4E-42-2E-43I 160 50
1/2 7.794134053287582310 1/2 2 2 2E-53+2E-52I 160 50
1/2 7.819671962803166441 1/2 2 2 7E-49+2E-49I 160 50
1/2 8.141853572890553020 1/2 2 2 2E-49-6E-50I 160 50
1/2 8.312638564690151364 1/2 2 2 -1E-49-4E-50I 160 50
1/2 8.447199030245365380 1/2 2 2 2E-44-4E-45I 160 50
1/2 8.479324427813371146 1/2 2 2 -1E-50+5E-52I 160 50
1/2 8.911069890387360163 1/2 1 1 -4E-51+4E-50I 192 50
1/2 8.939925305978208869 1/2 2 2 1E-56+7E-57I 192 50
1/2 8.997747473537935196 1/2 2 2 -9E-58+6E-58I 192 50
1/2 9.090290630326135029 1/2 2 2 3E-45+6E-45I 192 50
1/2 9.252661337774319740 1/2 2 2 -1E-46+8E-47I 192 50
1/2 9.521284416180150564 1/2 2 2 4E-48-1E-47I 192 50
1/2 9.682096277480911098 1/2 2 2 -5E-42-7E-41I 192 50
1/2 9.684932578054138307 1/2 2 2 4E-59+1E-59I 192 50
1/2 9.801070123030508742 1/2 2 2 -5E-55-3E-55I 192 50
200 D. The zeros and poles of the Selberg zeta function for (Γ0 (4), χ
(4)
α ) and (Γ0 (8), χ
(8)
α )
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Index of Notations
M† the conjugate transposition of matrix M
Mi, j entry i, j of matrix M
Mi: j,k:l submatrix of matrix M, rows i to j and columns k to l of matrix M
[x] the integer part of x
z¯ complex conjugation of z⊔
i∈I S i a disjoint union of S i’s
∅ a empty set
‖ f ‖ the norm of f
f |sg the slash action of g on f with weight s, page 69
|s| the absolute value of s
A(n)
β,±1,χ,N part of an analytic continuation of the transfer operator L(n)β,ε,χ, page 72
arg(s) the argument of s
B (D) the Banach space of holomorphic and continuous functions on the disk D
B j the Bernoulli numbers, page 18
C the set of complex numbers, page 9
χ(γ) the character of γ, page 54
D¯ the closure of D
δi, j δi, j = 1 if i = j and δi, j = 0 if i , j
det(M) the determinant of M
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diag(a1, . . . , an) diagonal matrix with entries ai
D the disk in C with center at 1 and radius smaller 3/2
DR the disk in C with center at 0 and radius larger λ/(1 − λ)
δΓ (g) the characteristic function, page 65
FΓ a fundamental domain of Γ
Γ (s, z) the upper incomplete gamma function of s and z, page 13
γ (s, z) the lower incomplete gamma function of s and z, page 13
Γ (s) the gamma function of s, page 13
Γ0 (n) the Hecke congruence subgroup
h the number of cusps of FΓ
h0 the number of open cusps of FΓ
I identity matrix
ℑs the imaginary part of s
int S the interior of set S
κi a cuspidal point of FΓ
L˜β the transfer operator (0,Lβ,+;Lβ,−, 0) for finite index subgroups of SL(2,Z), page 64
LA the transfer operator, page 60
Lβ,λ the transfer operator for the Kac-Baker model, page 159
Lβ,±1 the transfer operator for finite index subgroups of SL(2,Z), page 64
L(n)
β,±1,χ the transfer operator for Γ0 (n) ⊂ SL(2,Z) with character χ, page 69
Mβ,λ the matrix which approximates the transfer operator for the Kac-Baker model, page
161
M(n)β,ε,χ the matrix which approximates the transfer operator for Γ0(n), page 81
µn the index of Γ0 (n) in SL(2,Z)
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N (n)
β,±1,χ,N part of an analytic continuation of the transfer operator L(n)β,ε,χ, page 72
ψ
(n)
i
the path of a zero of Z(n)(β, χ
(n)
α ) in the β-plane parametrized by α, page 115
ψ
(4)
i,±1 the path of a zero of Z
(4)(β, χ
(4)
α ) related to the eigenvalue +1 respectively −1 of the
transfer operator P2L(4)β,ε,α in the β-plane parametrized by α, page 115
Φ (α, s, z) the Lerch transcendent of α, s and z, page 24
Pk symmetries of the transfer operator L(n)β,±1,χ, page 92
ϕ(β, χ) the determinant of the automorphic scattering matrix
P(A) the topological pressure, page 60
Q the set of rational numbers
ℜs the real part of s
rΓ
i
the right coset representatives of Γ in SL(2,Z)
r
(n)
i
the right coset representatives of Γ0 (n) in SL(2,Z)
R the set of real numbers
R> the set of positive real numbers
R (p, q, c, s) the Givens rotation matrix, page 37
σ(M) the spectrum of M
SL(2,Z) the full modular group
supS ( f ) the supremum of f in S
S r the set of points (βi, αi) approximating points the curveV(n)x , page 118
S˜ the matrix (0, 1; 1, 0)
S the matrix (0,−1; 1, 0)
Θ the automorphic scattering matrix, page 50
tr (M) the trace of M
trσ (M) the spectral trace of M
T the matrix (1, 1; 0, 1)
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TG (x) the Gauss map, page 63
Uχ (g) the representation of g induced by χ, page 67
UΓ (g) the representation of g induced by δΓ, page 65
V(n)
i
the set of all points on the path ψ
(n)
i
, page 115
V(4)
i,±1 the set of all points on the path ψ
(4)
i,±1, page 115
W(n) the set of zeros of Z(n)(β, χ(n)α ) in the (β, α)-plane, page 115
W(4)±1 the set of zeros of Z(4)(β, χ(4)α ) in the (β, α)-plane related to the eigenvalue +1 respec-
tively −1 of the transfer operator P2L(4)β,ε,α, page 115
Z(n) (β, χ) the Selberg zeta function for Γ0 (n), page 51
Z
(n)
M (β, χ) an approximation of the Selberg zeta function Z
(n) for Γ0 (n), page 110
Z(n)α the set of zeros of Z(n)(β, χ(n)α ) in the β-plane for fixed α, page 110
Z(n)χ the set of zeros of Z(n)(β, χ) in the β-plane for fixed χ, page 110
Z(4)
α,±1 the set of zeros of Z
(4)(β, χ
(4)
α ) in the β-plane for fixed α, related to the eigenvalue +1
respectively −1 of the transfer operator P2L(4)β,ε,α, page 110
ζ (s, z) the Hurwitz zeta function of s and z, page 18
ζL (λ, s, z) the Lerch zeta function of λ, s and z, page 24
ζR (s) the Riemann zeta function of s, page 17
Z the set of integers
Z< the set of negative integers
Z≤ the set of non-positive integers
Z> the set of positive integers
Z≥ the set of non-negative integers
Z (β, χ) the Selberg zeta function, page 51
Zn(A) the generalized partitions functions for dynamical systems, page 60
ZR(z, A) the Ruelle zeta function, page 60


