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We study the performance of the D-Wave 2X quantum annealing machine on systems with well-controlled
ground-state degeneracy. While obtaining the ground state of a spin-glass benchmark instance represents a dif-
ficult task, the gold standard for any optimization algorithm or machine is to sample all solutions that minimize
the Hamiltonian with more or less equal probability. Our results show that while na¨ive transverse-field quan-
tum annealing on the D-Wave 2X device can find the ground-state energy of the problems, it is not well suited
in identifying all degenerate ground-state configurations associated to a particular instance. Even worse, some
states are exponentially suppressed, in agreement with previous studies on toy model problems [New J. Phys. 11,
073021 (2009)]. These results suggest that more complex driving Hamiltonians are needed in future quantum
annealing machines to ensure a fair sampling of the ground-state manifold.
PACS numbers: 75.50.Lk, 75.40.Mg, 05.50.+q, 03.67.Lx
Optimization is ubiquitous across disciplines. Finding op-
timization approaches that quickly and reliably estimate the
ground state of a complex optimization problem is of great
importance. While many algorithmic approaches from com-
puter science have had a great impact in physics problems,
similarly, physics-inspired optimization techniques have rev-
olutionized optimization in fields as broad as engineering,
biology, chemistry, and computer science, to name a few.
One physically inspired optimization technique that has found
widespread application is simulated annealing [1]. Similar to
thermal annealing invented towards the end of the neolithic
era [2], the heuristic is straightforward to implement. Ini-
tially, the system is prepared at a high temperature and it is
left to thermalize. The temperature is sequentially reduced
and, during the process, the system is enforced, if possible, to
be in thermal equilibrium at any given temperature. At the end
of the annealing (namely, when a specific target temperature
is reached), the lowest energy configuration recorded during
the process is returned. The procedure is repeated with differ-
ent initial conditions to ensure that the obtained state is, ac-
tually, the lowest-energy state. Most importantly, it has been
shown rigorously that simulated annealing can indeed obtain
the ground state of a system for sufficiently long annealing
[3]; however, this is not practical. Nevertheless, it often fails
to find the global minimum when the energy landscape of the
problem Hamiltonian has many metastable states, such as is
the case of, e.g., spin glasses [4–7]. More recently, the quan-
tum counterpart of simulated annealing (usually called “quan-
tum annealing”) was suggested [8–16]. In this case, quantum
fluctuations are typically induced by a transverse field (instead
of thermal fluctuations) to drive transitions from state to state.
The advantage of quantum annealing is that the induced quan-
tum fluctuations, in principle, could aid in the search for the
optimum by allowing the system to tunnel across thin energy
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FIG. 1: Histograms of the number of times a particular ground-state
configuration is found using the DW2X quantum annealer (20µs an-
nealing time) sorted by rank. Data for Chimera lattice instances with
N = 8c2 sites andNGS = 3×2k ground states are shown. The hor-
izontal axis is normalized by NGS for easier display of the data. In
all cases studied, certain ground states are exponentially suppressed
(note the vertical logarithmic axis).
barriers. To date, it remains controversial if it is able to out-
perform simulated annealing or other classical optimization
methods.
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FIG. 2: Histogram of the number of times a particular ground-state
configuration is found using the DW2X quantum annealer (20µs an-
nealing time) sorted by rank, after adding extra Gaussian noise to the
couplers with variance σ2J and biases with variance σ
2
h. Data for
Chimera lattice instances with N = 8c2 sites and NGS = 3 × 2k
ground states are shown. The horizontal axis is normalized by NGS
for easier display of the data. In all cases studied, noise minimally
affects the exponential bias of the sampling (note the vertical loga-
rithmic axis).
Interest in quantum annealing has been considerably
boosted by the introduction of the D-Wave quantum anneal-
ers [17]. These devices experimentally implement finite-
temperature quantum annealing with a transverse field on a
system of Boolean variables coupled together on a topology
known as the Chimera graph [18]. Advantages in the use of
the method beyond specially crafted problems for Chimera’s
architecture [19–21] remain to be found, the D-Wave 2X
(DW2X) machine can be considered a huge technological feat
with radically new technology. Interestingly, while many as-
pects of the DW2X have been scrutinized in detail, no de-
tailed tests on its “fair sampling” [22, 23] abilities—namely,
the ability to sample all states of a degenerate problem with
(hopefully) equal probability—have been performed. Stud-
ies on toy problems and simple Hamiltonians suggest that
transverse-field driven quantum annealing does not uniformly
sample all the possible ground states resulting in some config-
uration being exponentially suppressed [23]. Studies on dif-
ferent generations of the D-Wave quantum annealer [24–26]
already suggested that the sampling might be biased, but no
systematic study has been performed to date. This can be seen
as a noticeable shortcoming of the optimization technique.
So why is the exponential suppression of certain states, i.e.,
the lack of fair sampling, such a problem? First, because
good optimization techniques should deliver all possible con-
figurations that minimize the problem Hamiltonian (provided
enough repetitions and using different initial conditions) in
addition to being fast and reliable. This encompasses a far
more stringent quality test for any optimizer. Second, and
most importantly, there are many important applications for
which a fair sampling of states is fundamental. In physical
applications, a fair sampling of states is imperative when esti-
mating the ground-state entropy of a degenerate system. Sim-
ilarly in computer science, for many combinatorial problems,
if one can sample uniformly from the set of solutions, then
one can use these different solutions to obtain a highly accu-
rate count of the total number of solutions [27], which is im-
portant for propositional model counting (#SAT) [28] and the
knapsack solution counting problem (#Knapsack) [29]. Fi-
nally, in multiple industrial applications having many differ-
ent solutions to a problem is highly desirable. For example,
many uncorrelated solutions are needed to construct proba-
bilistic membership filters using SAT formulas [30, 31]. As
such, a quantum annealing machine with a transverse-field
driving Hamiltonian might not be the best approach to solve
these problems. On one hand, one can hope that the inherent
noise found in the analog DW2X might help alleviate these
biases of transverse-field quantum annealing. On the other
hand, this problem could be alleviated with more complex
driving Hamiltonians [23]. Unfortunately, such machines are
only being constructed at the moment.
In this Letter we demonstrate experimentally that, for spin-
glass problems with a small (known) number of ground-state
configurations, the DW2X is heavily biased towards some
configurations, while other minimizing configurations are ex-
ponentially suppressed. Despite applying multiple gauges,
performing many runs, or increasing the annealing time, the
machine is unable to sample the states fairly; i.e., it is not well
suited for a wide variety of optimization applications.
Description of the benchmark instances.— We perform
the experiments on the D-Wave Systems, Inc., DW2X quan-
tum annealing machine [17]. We use all operable qubits
on the machine and encode spin-glass problems on the cou-
plers [4, 7, 32] of the underlying Chimera topology of the
system [18]. The Hamiltonian of the problem is H =
−∑{i,j}∈V JijSzi Szj . The N Ising variables Szi ∈ {±1}
are defined on the vertices V of the Chimera lattice of size
N = 8c2 (with c ∈ {8, 9, 10, 11}) and do not couple to any
local fields (biases). The sum is over all edges E connecting
vertices {i, j} ∈ V . Note that some couplers and/or qubits are
always inoperable. The aforementioned system sizes are for
the complete lattices without taking into account any defects.
To perform a controlled study of the effects of ground-state
degeneracy, we carefully choose the couplings from a Sidon
set [33] with Jij ∈ {±5,±6,±7}. Furthermore, after ran-
domly placing the couplings, we recursively traverse the lat-
tice and shuffle the interactions randomly so that no spins have
a zero local field. This prevents any additional degeneracy
due to a larger number of free spins [33, 34]. Because of our
choice of disorder, we find that the randomly generated in-
stances have typically a ground-state degeneracy of NGS =
3 × 2k (k ∈ N). Some instances have values of NGS that do
not fall into the sequence NGS = {6, 12, 24, 48, 96, . . .} be-
cause of the imperfections in the Chimera graph. We choose
not to use such instances for the experiments to perform a sys-
tematic study. Note that for small subsections of the Chimera
graph, i.e., for small c, the number of ground states is typically
310-4
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FIG. 3: Histogram of the number of times a particular ground-
state configuration is found either using classical heuristics [using the
isoenergetic cluster algorithm (ICA) [36] and the Hamze–de Freitas–
Selby algorithm (HFS) [40, 41]], as well as the DW2X quantum an-
nealer. Example data for Chimera lattice instances with N = 8c2
sites andNGS = 3×2k ground-states. While the classical algorithms
sample the ground-state configurations fairly, the DW2X device has
a bias of more than 2 orders of magnitude.
smaller than for the largest possible lattice with N = 1152
(c = 12) sites [35]. Therefore, the available values of k are
smaller.
Experimental details.— The number of ground states for
each problem is determined classically using the isoenergetic
cluster algorithm (ICA) [34, 36–39], which is known to sam-
ple the ground-state manifold fairly, especially for small num-
bers of ground states (here, small means NGS . 103). ICA
combines parallel tempering Monte Carlo simulations with
isoenergetic cluster moves (simulation parameters are shown
in Table I). To ensure that the lowest energy state has been
found, we independently simulate four system replicas with
the same couplings. More precisely, we check that the low-
est energy found by each replica (considering only the lowest
temperatures) in Nsw/2 updates, with Nsw the total number
of updates, agree. Hence, we claim that the ground state has
been found and we begin to record the ground-state configu-
rations, and the corresponding frequencies, for the remaining
Nsw/2 updates. There is no guarantee that any solution ob-
tained by this heuristic method is the true optimum, or that we
have found all configurations that minimize the Hamiltonian.
However, we ensure each configuration achieves a minimum
number of 50 hits in order to increase our confidence that all
accessible ground states have been found. Moreover, we also
check that the lowest energy is in agreement with the Hamze–
de Freitas–Selby heuristic [40, 41].
Quantum annealing experiments have been performed on
the DW2X using a fixed annealing time of 20 µs. For each
instance, we used 100 distinct gauges and 1000 readouts per
gauge, for a total number of 105 readouts per instance.
Results.— Figure 1 summarizes our results. Each panel
TABLE I: Simulation parameters for the isoenergetic cluster algo-
rithm (ICA): for each system size N , we compute Nsa disorder in-
stances. Nsw = 2b is the total number of Monte Carlo sweeps for
each of the 4NT replicas for a single instance, Tmin [Tmax] is the
lowest [highest] temperature simulated, and NT is the number of
temperatures used in the parallel tempering method. For the lowest
NICA temperatures isoenergetic cluster moves are applied.
N Nsa b Tmin Tmax NT NICA
512 4164 19 0.06 3.05 33 18
648 6970 19 0.06 3.05 33 18
800 11 199 19 0.06 3.05 33 18
968 16 739 19 0.06 3.05 33 18
μ
FIG. 4: Comparison of Θmax (maximum absolute difference of the
empiric cumulative distribution with respect to the expected distribu-
tion) for the distribution of ground states found by the DW2X against
a uniform random distribution. Each point corresponds to a spe-
cific instance and the error bars are computed by bootstrapping the
data. The closer the points are to the diagonal, the more the ground
states for that specific instance have been uniformly sampled. As
one can see, DW2X does not uniformly sample the ground states.
The example data are for Chimera lattices with N = 8c2 sites and
NGS = 3 × 2k ground states. For the analysis, we considered only
those instances for which DW2X found at least 50 solutions (inde-
pendently of the ground-state configuration).
shows a histogram with the number of times a particular
ground-state configuration is found by the DW2X. The hor-
izontal axis represents the index of a given ground-state con-
figuration, normalized by 3 × 2k for a better readability. For
each instance, indexes of ground states are ordered so that the
ground states with the largest probability have the largest in-
dex. Each panel represents different experiments at a fixed
system size N = 8c2, while each line considers only ex-
periments with a fixed number of ground-state configurations
NGS = 3 × 2k. Error bars are computed by averaging
each bin over a given number of samples. In all cases stud-
4ied, some ground-state configurations are exponentially sup-
pressed (note the vertical logarithmic axis). We obtain similar
results by increasing the annealing time to 200µs. It is impor-
tant to stress that the exponential bias is minimally affected
by introducing additional artificial noise to the target Hamil-
tonian, as shown in Fig. 2. Both random biases and coupler
noise are drawn from a Gaussian distribution with variances
σ2h and σ
2
J , respectively. In addition, we compare the sampling
of the DW2X to the two most efficient classical heuristics in
Fig. 3. While the bias is minimal for the classical approaches
(due to Poissonian fluctuations [22]), a bias of approximately
2 orders of magnitude persists for the DW2X device.
Finally, to better appreciate the exponential suppression of
some ground states of the DW2X, we introduce the observ-
able Θmax defined as the maximum absolute difference of the
empiric cumulative distribution F˜ (x) with respect to the cu-
mulative of a uniform distribution F (x), namely, Θmax =
maxx |F˜ (x)− F (x)|, with x the ground-state index. The test
(which is similar in the purpose of the Kolmogorov-Smirnov
test) is useful to understand how close an empiric distribution
is to the expected distribution. More precisely, the smaller
Θmax is, the more similar the distributions are. In Fig. 4, we
show the comparison of Θmax for the distribution of ground
states found by the DW2X against random numbers uniformly
chosen in the set {1, 2, . . . , NGS}. In general, the number
of ground states that DW2X can find widely varies from in-
stance to instance. Therefore, to perform a fairer analysis,
we extract an amount of random numbers which is equal to
the number of solutions (regardless of the ground-state con-
figurations) that the DW2X has found for the given instance.
Each point in the plot corresponds to a specific instance and
the error bars are computed by bootstrapping the data after
the randomization of the ground-state indices. The diagonal
line represents the best value that Θmax can assume: the closer
the points are to the diagonal, the more uniformly the ground
states for that specific instance have been sampled. For the
analysis, we considered only those instances for which DW2X
has found at least 50 solutions (independently of the ground-
state configuration). As one can see, the results show that
all the considered instances are far from the optimal diago-
nal, which confirms that the DW2X using a transverse-field
driving Hamiltonian does not sample uniformly. In addition,
results from instances with fixed c and different k suggest that
the DW2X slightly improves its sampling by increasing the
total number of ground states. An intuitive understanding of
how degeneracy of ground states changes sampling can be ob-
tained by considering level crossings between ground states
and low-energy excited states: instances with less degener-
acy tend to be harder and more likely to have level crossings
[33, 42]; therefore, a longer annealing time is required to reach
a stationary distribution of ground states. Instances with larger
degeneracy, however, have a slightly better fair sampling for
the same amount of annealing time.
The abysmal fair-sampling performance of transverse-field
quantum annealing on the DW2X suggests that the machine is
not well suited for applications where many uncorrelated opti-
mal states are needed. Surprisingly, neither the intrinsic ther-
mal fluctuations nor the application of multiple gauges seem
to affect these results [43]. Attempting to run the machine
for longer annealing times (see Fig. 5) has a negligible effect
on the poor sampling of the machine. This is in agreement
with simulations on simple toy models [23]. There, simula-
tions showed that the use of more complex driving Hamilto-
nians might alleviate this problem. Finally, changing the en-
ergy scale of the Hamiltonian in the device, as well as adding
additional artificial noise, does not affect the poor sampling
(see Fig. 2). As such, and in agreement with the aforemen-
tioned analytical results, the transverse-field driver is likely
the source of the bias. Unfortunately, at the moment nei-
ther quantum annealing machines with more complex driving
Hamiltonians nor quantum Monte Carlo simulations to emu-
late these are readily available. However, the aforementioned
results strongly argue for more complex annealing architec-
tures in future devices.
Summary.— We have demonstrated experimentally that the
D-Wave 2X quantum annealer is unable to fairly sample states
of degenerate random spin-glass problems. In fact, some
states are exponentially suppressed compared to others. This
means that transverse-field quantum annealing might not be
well suited for applications where many uncorrelated solu-
tions are needed. This could also explain the poor perfor-
mance of the implementation of probabilistic membership fil-
ters on the D-Wave device [31]. Our results are in agreement
with previous theoretical and numerical studies [23] on toy
models and suggest that the ever-growing quantum annealing
community should put more emphasis on mitigating this prob-
lem by, e.g., using more complex driving Hamiltonians [23] or
developing hybrid architectures that encourage thermal fluctu-
ations [44]. We do emphasize, however, that degenerate em-
bedded problems might be affected differently by this prob-
lem. For example, different embeddings might influence the
sampling differently, a problem that should be studied in the
future.
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FIG. 5: Comparison of Θmax (defined as the maximum absolute
difference of the empiric cumulative distribution with respect to the
expected one) for the distribution of ground states found by the
DW2X for two different annealing times, 20µs and 200µs. Each
point in the plot corresponds to a specific instance and the error bars
are computed by bootstrapping the data. Only instances for which
DW2X has found a solution for both annealing times are represented.
The data are for Chimera lattice instances with N = 8c2 sites and
NGS = 3 × 2k ground states. Even though there is a slight im-
provement by increasing the total annealing time, Θmax remains quite
large, thus showing that sampling remains strongly biased even when
the annealing time is increased tenfold.
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