Given a real-valued function defined on the Heisenberg group IH, we provide a definition of abstract convexity and Fenchel transform on IH, that takes into account the sub-Riemannian structure of the group. In our main result, we prove that, likewise the Euclidean case, a convex function can be characterized via its iterated Fenchel transform; the properties of the H-subdifferential play a crucial role.
Introduction.
Given an extended real valued function f defined on a Banach space, its Fenchel conjugate f * is a convex and lower semicontinuous function, defined on the dual space X * of X. One can observe that the Fenchel transform can be applied to f * , providing a new function, f * * , again defined on X, and minorizing everywhere the original function f. A well-known result in convex analysis says that f = f * * if and only if f is a proper, lower semicontinuous and convex function. Moreover, there are interesting connections between f and f * that involve their subdifferentials ∂f and ∂f * . A key role in the definition of the Fenchel transform is played by the family of affine functions; this family "generates" the so-called abstract convex functions (see [8] ).
The aim of this paper is to carry out a similar investigation for a real-valued function u defined on a subset of the Heisenberg group IH, that represents the simplest example of a sub-Riemannian structure. In this context, the basic notions one is leaded to consider, i.e., H-convexity and H-subdifferentialbility of u (here and in the sequel H stands for horizontal), as well as H-affine functions, were recently introduced in literature (see, for instance, [3] , [2] ).
In this paper we supply a reasonable definition of horizontal Fenchel transform by considering a family of functions {U * g } g defined on V 1 , the first layer of the Lie algebra h of IH. As a matter of fact, this idea of Fenchel transform, adapted to the sub-Riemannian structure of IH, presents some asymmetry compared to the classical one. The reason is that, while the domain of u is a subset of a three-dimensional space, the natural domain of the horizontal Fenchel transform of u is the two-dimensional space V 1 containing the H-subgradients of u, i.e. all p ∈ V 1 such that the H-affine function h(g ′ ) = u(g) + p, ξ 1 (g ′ ) − ξ 1 (g) supports u at g on the horizontal plane H g . Having in mind to recover the function u starting from its Fenchel transform, on cannot overlook this fact. However, each function U * g is Euclidean convex, and one can consider its iterated Fenchel transform (U * g ) * : these functions, actually, allow to generalize in the Heisenberg setting the results mentioned in the Euclidean one.
Our main result sheds some light on the relationships between the different concepts introduced: III. u is H-subdifferentiable on Ω, i.e. ∂ H u(g) = ∅ for every g ∈ Ω;
IV. for every g ∈ Ω, (U * g ) * (ξ 1 (g)) = u(g).
In sections 2 and 3 we provide the main definitions and results about the geometric structure of the Heisenberg group and the H-subdifferential ∂ H u(g) of a function u at g. In section 4 we recall the notion of convexity in IH and the equivalence between I and III (Theorem 4.1); moreover, we introduce the concept of abstract H-convexity and prove the equivalence between I and II (Remarks 4.2 and 4.3). In section 5 we define the Fenchel transform {U * g } g and its iterated Fenchel transform (U * g ) * , and we investigate their main properties. In the last section, we prove the equivalence between III and IV (Propositions 6.1 and 6.3).
Finally, we mention that in recent years, extensions of the Fenchel transform and some related duality results have been applied to optimal transportation problems in the Euclidean framework (see [10] , [4] ); in order to follow a similar line of investigation in the Heisenberg group, in [1] the authors introduced the c-concavity and the csuperdifferentiability on IH. Our point of view in the sub-Riemannian framework is quite different.
Preliminaries
The Heisenberg group IH = IH 1 is the simplest non-commutative Carnot group and a privileged object of study in Analysis and Geometry; it is the Lie group given by the underlying manifold IR 3 with the non commutative group law
The unit element is e = (0, 0, 0), and the inverse of g = (x, y, t) is g −1 = (−x, −y, −t). Left translations and anisotropic dilations are, in this setup, L g 0 (g) = g 0 g and δ λ (x, y, t) = (λx, λy, λ 2 t) .
The differentiable structure on IH is determined by the left invariant vector fields
The vector field T commutes with the vector fields X and Y ; X and Y are called horizontal vector fields. The Lie algebra of IH, h, is the stratified algebra h = IR 3 = V 1 ⊕ V 2 , where V 1 = span {X, Y } , V 2 = span {T } ; ·, · will denote the inner product. Via the exponential map exp : h → IH we identify the vector αX + βY + γT in h with the point (α, β, γ) in IH; the inverse ξ : IH → h of the exponential mapping has the unique decomposition ξ = (ξ 1 , ξ 2 ), with
The main issue in the analysis on the Heisenberg group is that the classical differential operators are considered only in terms of the horizontal fields. Given an open subset Ω ⊆ IH, the class Γ k (Ω) represents the Folland-Stein space of functions having continuous derivatives up to order k with respect to the vector fields X and Y. Let us recall that the horizontal gradient of a function u ∈ Γ 1 (Ω) at g ∈ Ω is the 2-vector
written with respect to the basis {X, Y } of V 1 ; we denote by Xu the element in V 1 defined as follows
By contrast with Euclidean spaces, where the Euclidean distance is the most natural choice, in the Heisenberg group several distances have been introduced for different purposes. However, all of these distances are homogeneous, namely, they are left invariant and satisfy the relation ρ(δ r g ′ , δ r g) = rρ(g ′ , g) for every g ′ , g ∈ IH, and r > 0. In particular, the Euclidean distance | · | to the origin on h induces a homogeneous pseudo-norm || · || on h and, via the exponential map, on the group IH in the following way. For v ∈ h,
and then define the pseudo-norm on IH by the equation
The distance between g and g ′ is given by N(g −1 g ′ ). Clearly this pseudo-norm N,
As usual we say that u is Lipschitz continuous in Ω if u ∈ Γ 0,1 (Ω), i.e. there exists a positive constant L such that
H-subdifferentiability
Let Ω ′ ⊂ IR n be an open set. Let us recall (see [7] , page 214) that, for every function f : Ω ′ → IR, the subdifferential of f at a point x 0 is defined as follows:
If ∂f (x 0 ) is not empty, we say that f is subdifferentiable at x 0 . The normal map of f is the set-valued function ∂f :
The notion of horizontal subdifferential at g ∈ IH takes into account the subRiemannian structure of IH. This horizontal structure relies on the notion of horizontal plane: given a point g 0 ∈ IH, the horizontal plane H g 0 associated to g 0 is the plane in IH defined by
, the convex closure of the set {g, g ′ } in the Euclidean sense) if and only if g
is the horizontal geodesic (we call it horizontal segment). It is worthwhile noticing that given two points g, g ′ ∈ IH such that ξ 1 (g) = ξ 1 (g ′ ), for every point g 0 of the line H g ∩ H g ′ we have that g, g ′ ∈ H g 0 . As in [3] , we say that a function h : IH → IR is a H-affine function if
for some p ∈ V 1 and α ∈ IR. We denote by A the set of all H-affine functions. In particular, given Ω ⊂ IH and u : Ω → IR, we say that a H-affine function h is a supporting function for u at g 0 ∈ Ω if
We denote by supp(u, g 0 ) the set of all supporting functions of u at g 0 .
We are now in a position to introduce the notion of H-subdifferentiability.
Clearly, the function h : IH → IR defined by
with p ∈ ∂ H u(g 0 ), belongs to supp(u, g 0 ).
We remark that such function h supports the function u at g 0 only on the horizontal plane H g 0 , and not on the whole group IH. The fact that the inequalities in (1) and (2) hold only for g ∈ H g 0 ∩ Ω is of primary importance to keep the sub-Riemannian structure of the group (see [1] for a different approach). The examples 4.1 and 4.2 in the next section will help to clarify the situation. As in the classical context, we say that u is horizontally subdifferentiable (shortly, H-subdifferentiable) at g 0 if ∂u H (g 0 ) is not empty. Moreover, if p ∈ ∂u H (g 0 ), we say that p is a H-subgradient of u at g 0 . The multivalued map ∂ H u : g → ∂ H u(g) is called the H-subdifferential of u (see [7] for the Euclidean case).
In the context of regular functions, a first result is the following:
Proposition 3.1 (see [3] , Proposition 10.6). Let u be a function in
The notion of H-normal map is an extension of the definition of H-subdifferential map and, in the setting of the Heisenberg group, it was introduced in [3] as follows:
In [2] , we study the properties of the H-normal map ∂ H u. In particular, we prove the following result:
In Proposition 6.2, we will see that the hypothesis of local Lipschitz continuity can be omitted in the case that K is a singleton.
Convexity
In the Heisenberg group, and in Carnot groups in general, several definitions of convexity have been introduced and studied for both sets and functions (see, for instance, [3] ). As a matter of fact, the results obtained in literature suggest that, among them, the most suitable and satisfactory is the notion of weak H-convexity. In the sequel, for the sake of brevity, we will refer to weak H-convexity as to convexity; to avoid misunderstandings, the classical convexity will be called Euclidean convexity.
Definition 4.1 A subset Ω of IH is said to be convex if for every g ∈ Ω and for every
for any g ∈ Ω, g ′ ∈ H g ∩ Ω, and λ ∈ [0, 1]. This is equivalent to say that
We say that u is strictly convex if it is convex, and the equality in (4) holds, if g = g ′ , if and only if λ = 0 or λ = 1.
In the sequel, without saying it explicitly, we will assume that the domain of a convex function is an open convex set.
Remark 4.1 If u is a convex function on Ω, then, for every g ∈ Ω, u is Euclidean convex along any line through g and lying on the horizontal plane H g , i.e., the function
is Euclidean convex, for every g ∈ Ω, and v ∈ V 1 .
It is worthwhile to mention the following regularity result for convex functions on IH.
Proposition 4.1 (see [3] ). Let u : Ω → IR, with Ω open and convex.
ii. If u is convex and
In a subsequent study, the authors of [2] prove that, as in the Euclidean framework, the H-subdifferentiability characterizes the convexity. Actually, we are able to prove that the function h defined in (3) supports the function u at g 0 only on the horizontal plane H g 0 , and not in the whole group IH.
Example 4.1 Let us consider the non-isotropic gauge N(x, y, t) = ((
and the point g 0 = (0, 0, 1). This function is convex, it is not Euclidean convex (see [3] ), and it belongs to Γ 1 on some open neighbourhood of g 0 . Hence, Proposition 4.1 and an easy computation give us that ∂ H u(g 0 ) = {∇ H u(g 0 )} = {0}. The function h defined in (3) is h = 1. Clearly, it is false that h(g) ≤ N(g) for all g ∈ IH.
In the previous example, we considered a convex function; we show that similar arguments and the same conclusion hold for a more "regular" and more "convex" function, as an Euclidean convex one. We leave to the reader the details of the example.
Example 4.2 Let us consider the function u(x, y, t) = x 2 + y 2 + t 2 and the point g 0 = (0, 0, 1). The function h defined in (3) is h = 1, and the inequality h(g) ≤ N(g) is not fulfilled for every g ∈ IH.
The abstract convexity in IH.
In the theory of abstract convexity (see [8] ), the affine functions play a crucial role in the definition of convex functions. A similar construction can be done in the Heisenberg group. 
From the trivial fact that if {u α } α is a family of convex functions, then sup α u α is a convex function, and since a H-affine function is convex, we have the following:
Remark 4.2 Let u be an abstract H-convex function. Then u is convex.
Next proposition characterizes the points of H-subdifferentiability of u. 
Proof: Let p ∈ ∂ H u(g 0 ); hence the function h(g) = p, ξ 1 (g) − ξ(g 0 ) + u(g 0 ) supports u at g 0 and it is H-affine. This implies that (5) holds. Conversely, assume that (5) is satisfied: then, there exists a H-affine function h, defined by h(g) = p, ξ 1 (g) + α for some p ∈ V 1 and α ∈ IR, such that h(g) ≤ u(g) for every g ∈ H g 0 and, in particular, h(g 0 ) = u(g 0 ). Clearly h ∈ supp(u, g 0 ) and p ∈ ∂ H u(g 0 ).
From the previous proposition, we get the following Remark 4.3 If ∂ H u(g) = ∅ for every g ∈ Ω, then u is abstract H-convex on Ω.
Fenchel transform on IH
The notion of Fenchel transform in the Heisenberg group is strictly connected with the sub-Riemannian structure of IH. Since the fundamental role of the H-affine functions is to provide a support of u on the horizonal planes only (see (1) ), the definition of Fenchel transform on IH must take into account this fact in order to generalize the properties of the classical Fenchel transform of an Euclidean affine function. 
for every v ∈ V 1 .
Since, for every fixed
is an affine function in V 1 , and since we can identify V 1 with IR 2 , the function U * g is an Euclidean convex function.
From the definition, it follows that, for every g ′ ∈ H g and v ∈ V 1 ,
In the particular case where u is a H-affine function, i.e., u(g) = p, ξ 1 (g) + α, for some p ∈ V 1 and α ∈ IR, then easy computations show that
Under suitable assumptions on u, the Fenchel transform is real-valued, for every v ∈ V 1 . Indeed, the following proposition holds: 
then, for every g ∈ Ω, the function U * g is real-valued. Proof: If i. holds, the proof is trivial. Assume that ii. is satisfied. By contradiction,
Suppose that there exists a subsequence {g
contradicting the local boundedness of u atg. Suppose now that there exists a subsequence {g
From (9) we have that
Thus, from the assumptions,
thereby getting a contradiction.
Definition 5.2 Given u : Ω → IR, with Ω ⊂ IH, and g ∈ Ω, we define the iterated Fenchel transform of u at g as follows:
Clearly, the previous definition and (7) give us that
In particular, we obtain, for every g ∈ Ω,
Notice that, if u is a H-affine function, one can show from (8) that (U * g ) * (w) = w, p + α, for every w ∈ V 1 .
Remark 5.1 Let u be an H-affine function, then (U
This remark guarantees us that our definition of Fenchel transform is consistent.
It is well known that for functions defined on an Euclidean space, or, more in general, on a Banach space, there is a strong link between the function itself and its Fenchel transform. Indeed, if x * ∈ ∂f (x), then x ∈ ∂f * (x * ). Moreover, if f (x) = f * * (x), one can prove the following duality result: x * ∈ ∂f (x) if and only if x ∈ ∂f * (x * ). In the sequel, we investigate the relationship between a function u defined on IH, its Fenchel transform {U * g } g , and the iterated Fenchel (U * g ) * .
In the following proposition we show that inequality (7) turns out to be an equality whenever we consider the H-subgradients: Proposition 5.2 For every u : IH → IR, and g ∈ IH, the following conditions are equivalent:
Proof: We get:
Taking into account (7), we obtain the thesis.
In the next proposition we show that a duality can be stated between the horizontal subdifferential of u at g and the subdifferential of U * g . 
Proof: Let v ∈ ∂ H u(g); from Proposition 5.2, (10) can be rewritten as follows:
From the definition of (U * g ) * , the inequality above is equivalent to the following ones:
In the Euclidean setting, given a continuous function f : IR n → IR, the set of points where f * is not differentiable has, by the convexity of f * , null measure, and it contains the set {p ∈ IR n ; p ∈ ∂f (x) ∩ ∂f (y), x, y ∈ IR n , x = y}.
This provides some information about the "invertibility" of the subdifferential map x → ∂f (x); in particular, if f is Euclidean convex and C 2 , then ∂f = ∇f, and it is one-to-one on the set {x ∈ IR n : ∇ 2 f (x) > 0}. These questions are related with the notion of Monge-Ampère measure of a function f (see [5] ).
In our context, taking into account the sub-Riemmanian structure, the situation is different. First of all, we know that if u is a convex function in Γ 1 (Ω), then ∂ H u(g) = {∇ H u(g)}; however, it is unreasonable to require that ∇ H u : Ω → V 1 is a one-to-one map, since Ω ⊂ IH while V 1 is essentially IR 2 . Hence the horizontal subdifferential map g → ∂ H u(g) can be non "invertible" in Ω. Secondary, one can check whether the restriction of ∇ H u to any horizonal plane is invertible. The next example shows that this is not possible. In the subsequent proposition we will provide an answer to this question.
Example 5.1 Let u : IH → IR be the function u(x, y, t) = x 2 + y 2 + t 2 ; since u is strictly Euclidean convex, clearly u is strictly convex. Moreover, the regularity and the convexity of u imply that ∂ H u(g) = {∇ H u(g)}. We show that there exist infinitely many points g 0 such that (∇ H u)
If we consider two points g and g ′ in Ω v , it is trivial to see that ξ(g) = ξ(g ′ ) if and only if g = g ′ . Since ∇ H u(x, y, t) = (2x + 4yt, 2y − 4xt), easy computations show that ∇ H u(g) = v for every g ∈ Ω v . Choosing g different form g ′ , then, for every g 0 ∈ H g ∩ H g ′ , we have that both g and g ′ belong to H g 0 . This is sufficient to prove that the restriction of ∇ H u to the horizontal plane H g 0 is not one-to-one.
The next proposition gives some explanation about the "invertibility" of the horizontal subdifferentiable map ∂ H u.
where Ω is a convex set. Let g 1 and g 2 be any points in Ω such that g 1 ∈ H g 2 and g 1 = g 2 .
ii. If u is strictly convex, then the set
is empty.
with g 1 ∈ H g 2 and g 1 = g 2 . For i = 1, 2, Proposition 5.2 gives us that
Hence
and similar inequalities hold starting from g 2 . Therefore, all the inequalities are equalities and U * g 1
Hence u is H-affine on [g 1 , g 2 ].
Let u be strictly convex. Then u| [g 1 ,g 2 ] is strictly convex; this contradicts (12), hence ∂ H u(g 1 ) ∩ ∂ H u(g 2 ) = ∅, for every g 1 ∈ Ω and g 2 ∈ H g 1 ∩ Ω.
In the following example, we point out that the conclusion ii. of Proposition 5.4 does not entail that the H-subdifferential of u is a singleton at every point of a horizontal segment; it says simply that the sets ∂ H u(g) and ∂ H u(g ′ ) do not overlap if g and g ′ belong to the same horizontal segment. 
We mention that in [2] we use some of these arguments to give a possible definition of a Monge-Ampère measure associated to u : IH → IR.
Fenchel transform and H-subdifferentiability
We have seen that inequality (10) becomes an equality in the case of a H-affine function u. In this section we show that the H-subdifferentiability of u at g is a necessary and sufficient condition to come to an equality in (10) . Indeed, we can prove the following:
Proof: By the assumptions, let v ∈ ∂ H u(g). From Proposition 5.2 and from (10), we get that
This shows that (U
Our aim is to prove that Proposition 6.1 can be reversed. In the Euclidean case, given a function f : Ω ′ ⊂ IR n → IR, the equality f * * (x) = f (x) for every x ∈ Ω ′ implies that f is convex, since the Fenchel transform of a generic function is always a convex function. Furthermore, the convexity of f is a necessary and sufficient condition to have ∂f (x) = ∅ in Ω ′ . In our context, the background is different: for every g ∈ IH, the function (U * g ) * : IR 2 → IR (here we identify V 1 with IR 2 ) is clearly convex in the Euclidean sense.
However, this convexity gives no information about the convexity of the function u : IH → IR. To show that the result in Proposition 6.1 can be reversed, we need some preliminary definitions and results. If u is a function defined on IH, taking into account the notion of horizontal subdifferential, we give the following If we let k going to ∞, we get a contradiction. Thus, for any w ∈ V 1 , with ||w|| = 1, there are only finitely many p n k satisfying (14). Since this holds for any w ∈ V 1 , with ||w|| = 1, one can easily conclude that {p n } cannot be unbounded. Thus there exists a convergent subsequence {p kn } such that p kn → p. Clearly,
for every n and for every g ′ ∈ IH g ∩Ω. Letting n going to ∞, we obtain that p ∈ ∂ ǫ H u(g). We leave to the reader the proof of iii. and iv.
In the next lemma we prove a relation between the equality in (13) and the ǫ-approximate H-subdifferentiability of u at a point g. ii. sup w∈V 1 (inf g ′ ∈Hg∩Ω (u(g ′ ) − u(g) − w, ξ 1 (g ′ ) − ξ 1 (g) )) = 0;
iii. ∂ This is equivalent to say that for every positive ǫ there exists w ǫ ∈ V 1 such that
or, equivalently,
i.e., w ǫ ∈ ∂ ǫ H u(g). We are now able to show the following Proposition 6.3 Let u : Ω → IR be a function such that (U * g ) * (ξ 1 (g)) = u(g), for some g ∈ Ω. Then ∂ H u(g) = ∅.
