We apply reverse accumulation to obtain automatic gradients and error estimates of functions which include in their computation a convergent iteration of the form y := (y u), where y and u are vectors.
Introduction. Automatic di erentiation 7] 10] is a set of techniques for obtaining
derivatives of numerical functions to the same order of accuracy as the function values themselves, but without the labour of forming explicit symbolic expressions for the derivative functions. Automatic di erentiation works by repeated use of the chain rule, but applied to numerical expressions rather than to symbolicvalues.
The forward accumulation technique of automatic di erentiation associates with each program variable a vector containing partial derivatives of that variable with respect to the independent variables. The reverse accumulation technique builds a computational graph for the function evaluation, with one node for each value ever held by a program variable, and associates with each node an adjoint value containing the partial derivative of the function value with respect to the node. The adjoint values are calculated in the opposite order to the function evaluation, whence the term`reverse accumulation'. Reverse accumulation is of particular interest when the gradient (or sensitivities) of a single target (loss) function is required, as it will allow the evaluation of the entire gradient vector of a scalar function at a computational cost of three function evaluations in total, regardless of the number of independent variables. For further details, see 7] , 10] and the references therein.
Many functions include in their computation a convergent iteration of steps of the form y := (y u), where u and y are (column) vectors. We can regard the iterative process with starting point ( y 0 (u) u ) as the constructive e v aluation at u of a branch of the function y (u) de ned by (y (u) u ) = y (u), corresponding to the appropriate basin of attraction for y 0 . This xed point construction for y is typically part of a larger computation of a dependent variable z = f(x y), where the x are the independent variables, y = y (u) , and the u are also functions of the x.
It is clearly desirable to extend the automatic di erentiation techniques so as to determine such quantities as the Jacobean derivative matrix r u y (u) and the gradient (row) vector r x z. It is well known that convergence of function values to a given tolerance does not imply convergence of the corresponding derivative values to the same tolerance (or indeed at all) and so the question of determining convergence conditions and stopping criteria is nontrivial. The paper 6] addresses these issues and proposes an approach to the automatic evaluation of rst derivatives. In the context of reverse accumulation, the paper raises the problem of adapting the numberof iterations so as to obtain the desired degree of accuracy for the derivative values. It is our purpose to address this problem here.
In this note we give a simple technique for using reverse accumulation to obtain the rst derivatives of functions which include iterative xed points in their construction, and we show how to adjust the number of iterations on the reverse pass so as to satisfy an appropriate stopping criterion based upon the derivative accuracies required.
In the next section, following some mathematical preliminaries, we show that the adjoint quantities u also satisfy a xed point equation with appropriate convergence properties. In section 3, we use this to suggest an implementation approach which could be built on top of existing code. In section 4 we show how to obtain accurate roundo and truncation error bounds on objective function values which are calculated with a xed point constructor, and in section 5 we apply this to show how to adjust the number of iterations on the forward and reverse passes so as to obtain the desired accuracy for the gradient values. The implications of this for the implementation of self-adapting code are brie y discussed in section 6. Our conclusions are summarized in the nal section. to denote r y r u respectively, when these derivatives exist. At any such point (y u),
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From Theorem 2.2 we have that r r u (y (u)) = r(I ; y (y (u) u )) ;1 u (y (u) u ) = (y (u) u ) u (y (u) u ) The nal assertion (which w e shall not use in the rest of this paper) is now straightforward.
6
QED.
This result shows that, under fairly mild assumptions, the (uniform) rate of convergence of the derivative xed point is the same as the asymptotic rate of (uniform) convergence for y itself. This is also true in the particular case of quadratic convergence of y n to y , since in this case y (y (u) u ) = 0 .
3. Implementation Strategy. We seek to use the technique of reverse accumulation to calculate row vectors of the form r r u y (u) for xed row (adjoint) vectors r.
We can use the construction in Theorem 2.3 to do this, since a reverse pass through the graph of is a way of forming adjoint vectors of the form r y and r u , and we can expand r r u y as r @y @u = r u + r y u + r Algorithm 3.1 Suppose as before that a well-behaved iterative constructor for y , and assume now that the xed point construction for y is part of a larger computation of a dependent variable z = f(x y), where the x are the independent variables, y = y (u), and the u are also functions of the x.
To e v aluate r x z proceed as follows:
Step 1. Build the part of the computational graph corresponding to the calculation of u from the independent variables x.
Step 2. Switch o building the graph and perform the iterations which construct y (u) from some starting values y 0 until the convergence criterion is met. (We shall discuss the convergence criterion further below. The starting values y 0 are irrelevant to the further analysis.)
Step 3. Set y initial to the calculated value for y (u), and switch on graph construction through one further iteration y f inal = (y initial u ), where we treat y initial as additional independent variables. We should have y final = y initial = y (u) to the desired level of accuracy (which we quantify in x5).
Step 4. Continue building the rest of the graph for the dependent v ariable z = f(x y final ).
To r e v erse accumulate the gradient r x z proceed as follows:
Step 5. Initialize z to 1 as usual.
Step 6. Reverse through the graph from z to y f inal , accumulating the adjoint quantities y final = r, say.
Step 7. Reverse through the portion of the graph corresponding to , accumulating the adjoint values u y initial .
Step 8. If y initial + r is su ciently close to y final then go to step 10, else go to step 9. (We shall quantify what \su ciently close" means in x5.)
Step 9. Set y final = r + y initial , set u = y initial = 0 and go to step 7. (This will require us to reverse through the same portionof the graph again.)
Step 10. Reverse through the graph from u to x, accumulating the adjoints x of the independent variables x. 7 Pseudocode for this algorithm will be given in x6. At the start of step 10, u will bea good approximation for r r u y (u). To see this, assume for the moment that y initial = y f inal = y (u), then (in the notation of Theorem 2.3) after the n-th reverse pass through the graph for we have y f i n a l = n y initial = n y u = n u so convergence is established by Theorem 2.3.
Since (as observed in x2) the forward and reverse constructions have the same rate of convergence, we should expect to see roughly the same number of iterations in Step 2 as of
Step 7. In the event that the xed point construction has quadratic convergence to y , t h e reverse accumulation Step 7 should converge after a single pass through since under this assumption y (y (u) u ) = 0 . If this is not the case, and is signi cantly greater than zero, then we can make an optimization of the algorithm by not bothering to accumulate u on any but the nal invocation of Step 7 (analogous to throwing away all but the nal forward iteration in Step 3.)
Alternatively, we can use the convergence of u as the stopping criterion in Step 8, without estimating or interpolating values for and , but this heuristic is dangerous because it cannot guarantee convergence from an arbitrary start point as the following example shows. It is important to note that the constructor need not be used in Step 2 of Algorithm 3.1 to nd the xed point y . The xed point may beconstructed by any means at all, even using non-di erentiable operations, so long as a single iteration of a well-behaved constructor is included at the end in Step 3.
There are a numberof potential sources of truncation error in Algorithm 3.1. In Step 2 we may have truncated iteration of the operator before y has converged to y . This will mean that the value of z will beslightly perturbed, which in turn will have an e ect upon r and hence upon u and x. Provided we can quantify the error in y, the propagation e ects of these perturbations can beanalysed in the same way as rounding error.
Also, the values of y and u will berepeatedly evaluated at perturbed y-values in Step 7 , and this will also a ect u and hence x. However, the crucial point is that (by Theorem 2.3) the adjoint constructor for u is Lipschitz in y, and so the error growth is contained. 8
A
We investigate further the e ects of these errors and their e ect upon setting an appropriate stopping criterion in the following sections.
We conclude this section by noting that an implementation of an algorithm essentially equivalent to Algorithm 3.1 is described in 5]. 4 . Error Estimates for Function Values. We beginby investigating the e ect of truncation in Step 2 in Algorithm 3.1 upon the calculated value for the target function, and the interaction of this with the propagation of roundo error.
Lemma 4.1 Let z be a dependent scalar variable produced by a sequence of elementary operations, which includes a subsequence representing a xed point constructor for the intermediate variables y = y (u), just as in Algorithm 3.1. As usual, we assume is a well-behaved iterative constructor for y with attraction constant .
Then an approximate worst case forward truncation error bound, ie a measure of the maximum impact on the value of z of the fact that y initial 6 = y (u), is given by QED.
An important application of reverse accumulation is in the analysis of roundo error. The conventional method of reverse accumulation allows an analysis of the roundo error in a dependent variable to be made automatically. We summarize these results in the following. Proposition 4.2 Let z beascalar dependent variable produced by a sequence of elementary operations, indexed by i. ( We assume for convenience that the indexing includes the independent variables at the beginning and z itself at the end.) For each node v i in the computational graph of the calculation for z, let v i = @z=@v i be the corresponding adjoint quantity calculated by reverse accumulation, and let i bean upper boundon the rounding error in v i introduced by the elementary operation i which produced v i .
Then an approximate worst case upper bound on the rounding error for z is given by the quantity e = P Step 1. Augment the graph for by adding an explicit calculation of = ky f inal ;y initial k.
Step 2. Use Proposition 4.2 (recursively) to perform an automatic rounding error analysis for on the (augmented) graph for . For the purpose of this analysis, regard the values for y initial as exact.
Step 3. Add the error estimate e from Step 2 to the calculated value for from Step 3 to obtain^ = + e .
Now^ is an estimated upper bound for kŷ final ; y initial k. See also 11, x6]. 5 . Setting the Stopping Criterion. Once we have a value for^ for use in Lemma 4.3, we can also use it to estimate on the truncation errors introduced by Algorithm 3.1 in the calculated values u for r r u y (u), and hence to provide a stopping criterion for the forward and reverse passes of Algorithm 3.1.
Lemma 5.1 The forward truncation error in the calculated value of u due to the di erence between y initial and y (u) a t t h e end of Step 2 i s at most C 1 ; + (1 ; ) 3 krkkŷ f i n a l ; y initial k whereŷ f i n a l denotes the true value (with no rounding error) of (y initial u ).
The reverse truncation error in u due to stopping after a nite number of passes through Step 7 is at most 1 ; k y initial + r ; y f i n a l k Proof: The rst part is a direct consequence of Theorem 2.2. The second part follows from Theorem 2.3.
QED.
Now w e can determine the optimal stopping criterion in the light of this error analysis.
If the desired accuracy is that kr u r y (u) ; uk < krk, where < 1, then it su ces to ensure that ky f inal ; y initial k < The criterion given here requires upper boundsto beestimated for the Lipschitz constant C as well as for and . In many cases, in particular optimal control problems involving the solution of ODE's, techniques such as those described in 8] and 4] combined with suitable preaccumulation strategies 1, x6] allows e cient direct evaluation of the
