Vortical structures and associated instabilities of appended Athena wetted transom flow in full-scale conditions are studied using DES to explain the source of dominant transom flow frequency, including verification and validation using full-scale experimental data. The results are also compared with model-scale bare and appended hull predictions and experiments. The grid used for the validation is sufficiently fine as it resolves 70% and 91% of the experimental inertial subrange and turbulent kinetic energy values, respectively. The model-scale bare and appended hull resistance predictions compare within 2.5%D and 5.4%D of the experimental data D, respectively. The full-scale appended hull resistance predictions compare within 4.2%D of the extrapolated data using the ITTC line. The averaged comparison error of the full-scale transom wave elevation mean, RMS and dominant frequency predictions and the experimental data is 8.1%D, and the predictions are validated at an averaged 11.2%D interval. The transom wave elevation unsteadiness is attributed to the Karman-like transom vortex shedding as both show the same dominant frequency. The Karman-like instability shows St ¼ 0.148 for the bare hull and St ¼ 0.103 6 4.4% for model-and full-scale appended hull. The appended hull simulations also predict: horseshoe vortices at the juncture of rudder-hull with St ¼ 0.146 6 3.9% and strut-hull with St ¼ 0.053 6 2%; shear layer instability at the strut-hull intersection with St ¼ 0.0067 6 3%; and unsteady sinkage and trim induced by transom vortex shedding with St ¼ 2.19. The instabilities do not show significant variation on scale, propeller or motions. The bare hull simulation also predicts flapping-like instability in the wake with St ¼ 0.144.
Introduction
Many modern ships have transom sterns for which dry or wetted transom flows are observed depending upon the Froude number (Fr). Transom flows show complex physics such as, unsteady breaking waves including rooster tail, high levels of surface roughness, bubble entrainment and vortex shedding. Athena, a gunboat of PG 84 class which was converted to a Research Vessel (R/V), has been used in several previous studies to understand transom flows. Athena bare hull transom flows at Fr ¼ 0.25 and 0.43 were studied in the Office of Naval Research (ONR) Ship Wave Breaking Workshop [1] to assess the capability of computational fluid dynamics in predicting ship generated waves and wave breaking. The experimental data included detailed mean wave elevation (f) around the ship. A wetted transom flow was observed for Fr ¼ 0.25 which showed a Kelvin wave pattern with strong diverging shoulder wave from the transom edge. A dry transom flow was observed for Fr ¼ 0.43 which showed a breaking plunging bow waves and a transom shoulder wave traveling towards the center-plane. The shoulder waves interacted with the wave reflected from the center-plane to form a rooster tail. The workshop included simulations from five different solvers including unsteady Reynolds averaged Navier-Stokes (URANS), potential flow and Euler solvers. One of the URANS submissions was CFDShip-Iowa V.4 (V4) [2] which compared well with the experiments, and outperformed other solvers. For Fr ¼ 0.25, the V4 results showed an unsteady transom transverse wave confined between the center-plane and the diverging wave, which was attributed to the Karman-like vortex shedding from the transom bottom corner. For Fr ¼ 0.43, simulation showed intense bow wave breaking with repeated reconnection of the plunging breaker with the free surface, resulting in multiple free surface scars. The initial overturning bow wave was created due to the thickening of the bow wave sheet. The reconnection of the first plunger with the free-surface produced a strong counter rotating vortex pair resulting in large cross flow gradients and subsequent plungers.
Waytt et al. [3] performed full-scale experiments for appended Athena wetted transom flow at Fr ¼ 0.25 and measured transom wave elevation mean, standard deviation (RMS) and dominant spectral frequency (f). Experimentalists proposed that the transom wave elevation unsteadiness could be due to either the collision of shoulder waves traveling towards the center-plane or ship motions. Latter was eliminated as the trim dominant frequency was an order of magnitude smaller than that of wave elevation. The data were compared with V4 full-scale fixed appended hull predictions using detached eddy simulation (DES) with wallfunctions (WF), and with an Euler code, Numerical Flow Analysis (NFA) model-scale fixed bare hull predictions. V4 predicted wetted transom, whereas NFA predicted dry transom flow. Both codes predicted the mean wave elevation well with V4 somewhat under-predicting and NFA over-predicting. V4 performed better than NFA for RMS predictions, as the latter showed rapid attenuation of the peak away from the transom due to inadequate turbulence modeling. V4 and NFA predicted the dominant frequency within 6%D and 39%D of the experimental data D, respectively. In V4 predictions, the transom wave elevation unsteadiness was attributed to the Karman-like shedding from the transom bottom corner, whereas NFA predictions did not provide an explanation.
Recently, Drazen et al. [4] measured resistance, mean and unsteady transom wave elevation and void fraction for Fr ¼ 0.38 and 0.43 for a transom stern model. The data were compared with NFA and V4 DES predictions. The experimental data showed wetted transom flow for Fr ¼ 0.38 with a recirculation region on either side of the model centerline, wake spanning the entire transom width and breaking waves up to the transom. The resistance measurements showed a dominant frequency f ¼ 2 Hz, which was expected to be induced by the flow. The transom wake was found to be unsteady with dominant f ¼ 1.96 Hz. A dry transom was observed for Fr ¼ 0.43 with a well-defined and narrow wake which quickly steepened to a defined peak where it spilled out in a rooster tail region. Breaking waves were observed mostly in the rooster tail region. The resistance and transom wave elevations measurements did not show a dominant frequency. NFA predicted partially wetted and dry transom for Fr ¼ 0.38 and 0.43, respectively, and steady resistance for both the cases. Overall, the wake and wave breaking pattern were predicted well including the dominant frequency for the wetted case. The dominant frequency was attributed to the transom breaking waves which exhibited shear layer instability. The results also showed a dominant frequency in the rooster tail region. The cause of the instability was not explained and the finding was not validated as measurements were not available in that region. V4-DES predicted wetted transom with unsteady resistance for Fr ¼ 0.38 and dry transom with steady resistance for Fr ¼ 0.43. Overall, the resistance, wave elevation mean and dominant frequency were predicted within 3% D, 5.5% D and 0.1% D of the experiments, respectively. The unsteady resistance and transom wave elevation for the wetted case were attributed to the Karman-like shedding from the transom bottom corner. A dominant frequency was predicted in the rooster tail region for the dry transom case in agreement with NFA predictions. This unsteadiness was attributed to the breaking shoulder waves traveling towards the center plane.
The objective of this study is to perform validation of appended Athena wetted transom flow at full-scale conditions using fullscale experiments, and to confirm the dominant transom flow frequency as Karman-type shedding. Grid and time step verification, and domain and turbulence resolution sensitivity studies are performed for full-scale at fixed condition to quantify numerical uncertainties. Analysis of the large scale vortical structures and scaling of associated instabilities are performed for model-and full-scale appended hull and model-scale bare hull.
Background for Transom Flow and Instability Studies
Potential flow solvers have limitations in predicting wetted transom flows, as the transom corner pressure is assumed to be atmospheric which leads to a dry transom irrespective of Fr. Several models have been developed [5] [6] [7] to address the above limitation, such as introduction of nonlinear, damping and advection terms in the free-surface equation. Such models have been applied with partial success because of the absence of universal model constants. Model-and full-scale backward facing step with freesurface [8] [9] [10] studies have shown that the Reynolds number (Re) plays an important role for the transom wave predictions. In these studies, URANS solvers predicted wave elevation mean and RMS better than Potential flow solvers when compared with the experiments.
In URANS solvers the transom corner pressure is solved explicitly; thus a wetted or dry transom is predicted depending on the Fr. However, the free-surface modeling using the surface tracking method may have a singular solution at the intersection of freesurface with the hull. This may affect the solution in the transition Fr range [11] . On the other hand, level-set methods have the ability to predict smooth transition from wet to dry transom and vice versa. A precursor of this study is Wilson et al. [2] wherein URANS simulations were performed for fixed model-scale bare hull Athena for both wetted Fr ¼ 0.25 and dry transom Fr ¼ 0.43 and 0.62. The simulations were performed using V4 which uses the level-set method. Results included detailed analysis of the bow and transom wave breaking and unsteadiness, including comparison with experimental data [12] . The study reported good agreement for the mean wave elevation and breaking wave predictions for both dry and wet transom flows.
V4 simulations have also been performed for bare and appended hull Athena using URANS with WF for full-scale, but focused mostly on dry transom flows [13, 14] . Xing et al. [13] performed verification and validation for model-scale predictions using experimental data [15, 16] . The simulations included bare hull resistance and motions at steady state and single run full-Fr curve, and appended hull full-Fr powering curve. Bhushan et al. [14] performed full-scale simulations for bare hull resistance, sinkage and trim including grid verification, and appended hull powering, seakeeping and maneuvering for smooth and roughwall. The results were compared with model-scale experimental data extrapolated to full-scale using the ITTC line.
The instability analysis is performed based on the canonical and ship flow studies, which have shown Karman-like, horseshoe vortex, shear layer, flapping and helical vortex instabilities. Karman instabilities are caused by the interaction of two opposite vortices, initiated by shear layer instability, for non-reattaching separation such as those in circular cylinder. For wall-bounded separation bubbles such as those in backward-facing steps, the vortices amalgamate with their mirror image to form large-scale vortices that impinge on the wall just after recirculation and are eventually shed. These vortices scale similar to the Karman instability and are referred to as the Karman-like shedding. They are associated with Strouhal number St H ¼ fH/U S based on half wake width H and shear layer velocity (U S ). Sigurdson [17] reported St H ¼ 0.07-0.09 independent of Re and geometry for single phase canonical flows. The wave induced separation for surface piercing NACA 0024 airfoil at Fr ¼ 0.37 predicted St H ¼ 0.067 6 2.2% and 0.07 in URANS and DES NACA simulations [18, 19] , respectively. The predictions showed that the free-surface reduces both the strength and frequency of the vortex shedding resulting in lower St H . These instabilities were reported for ship simulations: the transom vortex shedding for Athena wetted transom flows; for DES of tanker hull KVLCC2 at 30 deg drift without free-surface due to the interaction of bow vortices St H ¼ 0.0735 [20] ; and for DES of Wigley hull at 45 and 60 deg drifts at Fr ¼ 0.181 due to the interaction of hull and tip vortices St H ¼ 0.08 À0.087 [21] . Overall, Karman-like instability show St H ¼ 0.078 6 15.4% range.
Junction flow occurs when a boundary layer encounters an obstacle. The obstacle causes adverse pressure gradient leading to three-dimensional boundary layer separations that wrap around the obstacle, which are referred to as horseshoe vortices. Simpson [22] reviewed the laminar and turbulent flat-plate boundary layer junction flows for obstacles with principal axis normal to the plate surface. They reported that the horseshoe vortex separation begins around Re T ¼ 1000 and the dominant frequency of the vortex increases with Re T , where T is the thickness of obstacle. The horseshoe vortex shedding consists of two vortex system whose strength and stretching depends on the bluntness of the obstacle. For example, a circular cylinder obstacle shows stronger vortex system than an airfoil obstacle, but the latter exhibits a vortex core closer to the wall and smaller spanwise spacing between the vortex legs. An airfoil obstacle with large angle of attack (>10 deg) has a stronger vortex leg on the suction side than on the pressure side, which resembles a single vortex system. As an obstacle leading edge back sweep angle is increased, the vortex cores move away from the wall, the vortex intensity is reduced and turbulent activity is spread over a greater region. Reverse trend is observed for the forward sweep angle. These instabilities showed St T ¼ fT/U 0 ¼ 0.17 À 0.28 based on the largest dominant frequency.
Boundary layer flow separation begins with shear layer instability, which is initiated at a critical Re that depends on the spatial restrictions imposed by the mean length scale. The simulations for separated laminar boundary layer over an airfoil [23] predicted St h ¼ 0.0056 6 2% based on the momentum thickness of the boundary layer at separation (h) and U S . Such instabilities near the free-surface separation and inside the separation bubble for surface piercing NACA 0024 studies showed St h ¼ 0.00622 6 1.5% and 0.00384 6 0.5% for laminar and turbulent simulations, respectively. In KVLCC2 simulation, two shear-layer instabilities were predicted on the leeward side, one from the bow St h ¼ 0.00292 and other from the stern St h ¼ 0.00103. For the Wigley hull at 60 deg drift simulation, shear layer instability St h $ 3 Â 10 À4 was predicted on the keel. Kandasamy et al. [19] concluded that shear-layer instability St varies inversely with the adverse pressure gradient. This explains the lower St in turbulent flows compared to laminar, at the stern compared to that on the bow, and on the leeward side for ships at large drift angles.
Flapping instability occurs when a wall bounded separation bubble forms a recirculation region which exhibits a periodic enlargement and shrinkage. Such instabilities are scaled using the reattachment length X R and free stream velocity U 0 which shows St R ¼ fX R /U 0 ¼ 0.12 for flow past cylinders, 0.1 for backward facing steps and 0.073 for a two-dimensional square rib (refer to Ref. [19] for details). A periodically enlarging and shrinking freesurface separation bubble was predicted in surface-piercing NACA 0024 simulations, which were referred to as flapping-like instability. URANS and DES predicted St R ¼ 0.13 and 0.28, respectively. The larger St R in DES was primarily due almost twice X R predictions than URANS.
Helical vortices are similar to the tip vortices formed over a delta wing. For such a vortex, the core frequency decrease downstream such that the St based on the distance from the separation point remains constant. Xing et al. [20] predicted fore-body side, stern and aft-body bilge helical vortices on the leeward side of KVLCC2 at large drift angles and their scaling agreed well with the delta wing theory. However, their circulation strengths were much higher and decreased rapidly downstream compared to the delta wing tip vortices. These differences were attributed to the difference in the Re. Tip-vortices were also predicted for Wigley hull at large drift angles which showed similar qualitative behavior.
Computational and Analysis Methods
The general-purpose solver, V4, solves the URANS/DES equations in the liquid phase of a free-surface flow. The governing equations are solved in either absolute inertial earth-fixed or relative inertial coordinates for an arbitrary moving but nondeforming control volume. A dynamic overset grid approach is used to allow three degrees of freedom (3DOF) ship motions. A simplified body force model is used for propeller along with a proportional, integral and differential revolution per second (RPS) controller. Readers are referred to Ref. [24] for details, and references of the PETSc and SUGGAR libraries used in V4.
Modeling. The governing equations for the water phase in dimensionless form are:
where, U i ¼ (U,V,W) are the URANS velocity components, U Gj are the local grid velocity in either the absolute inertial earthfixed or relative inertial Cartesian coordinates
is the dimensionless piezometric pressure where p abs is the absolute pressure, u i u j are the Reynolds stresses, Fr ¼ U 0 = ffiffiffiffiffi ffi gL p , and k is the turbulent kinetic energy. L is the ship length and Re is based on L.
The Reynolds stresses in URANS or subgrid-stresses in DES are obtained using an isotropic two-equation blended k-x/k-e model,
where d ij is the Kronecker delta. The unknown turbulent eddy viscosity ( t ) is evaluated from k and the specific dissipation rate (x) transport equations. In the DES model, the dissipative term of the k-transport equation is modified based on the local turbulent length scale and grid spacing. The boundary conditions for the turbulence models are specified either using a near-wall or smoothwall WF approach. The WF approach uses a multi-layer model which smoothly blends the sub-and log-layer regions, and is implemented using a two-point approach.
The location of the free-surface is given by the 'zero' value of the level-set function, positive in water and negative in air. Since the free-surface is a material surface, the level set function follows a simple advection equation. For stability purposes, a small artificial diffusion term is added to the equation. Negligible shear stress in the air phase is assumed which provides the jump condition at the free-surface. As a good approximation for air-water interfaces, the pressure in the air is assumed equal to the atmospheric pressure. The velocity and turbulent quantities k and x are extended from the air-water interface to air by solving an equation similar to the level set function over the whole air domain.
A simplified body force model is used for the propeller which prescribes axisymmetric body force with axial and tangential components. The propeller model requires thrust, torque, and advance coefficients as input, and provides the torque and thrust forces. These forces appear as a body force term in the momentum equation for the fluid inside the propeller disk. The location of the propeller is defined in the static condition of the ship, and moves according to the ship motion. The propeller RPS required to achieve a target ship speed is obtained by performing a selfpropelled simulation starting from static ship conditions using a controller. The controller solves for the propeller RPS to balance the propeller thrust and the ship resistance.
The forces and moments are computed in the absolute inertial earth-fixed coordinates from the static pressure, hydrostatic pressure and frictional forces acting on the ship surfaces, and propeller thrust and torque assuming that the center of rotation is coincident with the center of gravity. The forces and moments are then projected to the non-inertial ship-fixed coordinates to obtain the surge and sinkage velocities, and trim angular velocity assuming rigid body motion. The velocities are then transformed back to the absolute inertial earth-fixed coordinates to predict the evolution of the ship location and attitude.
Numerical Methods and High Performance Computing. The governing equations are discretized using finite difference schemes on body-fitted curvilinear grids. The time marching is done using the second-order backward difference scheme. The convection and diffusion terms are discretized using a hybrid second/fourth order and second order schemes, respectively. The rigid body equations are solved implicitly using a predictor/corrector approach. The pressure Poisson equation is solved using a projection algorithm to satisfy continuity using the PETSc toolkit. The interpolation coefficients required for the dynamic overset grids is obtained using SUGGAR software which runs as a separate process from the flow solver. Message Passing Interface based domain decomposition is used for multiple processor simulation.
Analysis Methods. Verification studies for the integral and local variables are performed following the quantitative methodology and procedures proposed by Refs. [25] [26] [27] to estimate numerical uncertainties and confidence interval of a solution. Uncertainties due to the numerical iteration (U I ) are estimated from the dynamic range of the running mean oscillations. The first step for estimation of the grid (U G ) and time step (U T ) uncertainties is the convergence study. For this purpose three solutions are obtained using systematically refined grid-spacing or time steps with refinement ratio:
where the subscripts 3, 2 and 1 represent the coarse, medium and fine grids, respectively. Dx is either grid or time step spacing. The convergence of the solution is checked from the solution (S) on the three grids,
The ratio of numerical and theoretical order of accuracy P is used to quantify the distance metric from the asymptotic solution:
where, p th is the theoretical order of accuracy of the numerical methods. The solutions are expected to be in the asymptotic range when P ¼ 1. The uncertainties are estimated using the factor of safety method discussed in Xing and Stern [27] and reported based on %S 1 . The differences in the half (S HD ) and full domain (S FD ) simulations are quantified as domain error:
The iterative, grid, time step and domain uncertainties provide an estimate of total numerical uncertainty U SN for a simulation as below: The validation uncertainty U V of the study accounts for both numerical and experimental (U D ) uncertainties:
The validation study provides a confidence interval for the numerical predictions by comparing the total uncertainties in the study U V and the comparison error (E). E is defined by the difference between data and simulation values,
The numerical predictions are validated at U V interval when jEj U V .
The turbulence resolution uncertainties are quantified by comparing URANS and DES transom flow predictions, resolved turbulent kinetic energy (TKE) predictions in DES, and comparison of the inertial subrange predictions with Kolmogrov's and experimental spectra. Resolved TKE (k R ) is obtained by partitioning the resolved velocity into time averaged U i and fluctuating components u i as,
The vortical structures are identified using isosurfaces of the normalized helicity Q-criterion [28] . The analysis methods for the instability study are discussed in Sec. 7.
Experimental Data, Domains/Grids, Boundary and Simulation Conditions
Full-scale measurements of the Athena R/V transom wake were performed in the St. Andrews Bay using the quantitative visualization (QViz) system and a light detection and ranging (LIDAR) sensor. The measurements were performed for several speeds covering both wet and dry transom flows Fr ¼ 0.14 À 0.62. Wyatt et al. [3] processed the LIDAR data for Re ¼ 2.9 Â 10 8 , Fr ¼ 0.25 and reported transom wave elevation: (a) mean and RMS contours, (b) mean and RMS profiles at various transom-aft locations X ¼ 1.0447 À 1.1245, and (c) frequency spectra of the unsteadiness at center plane of the above transom-aft locations. The uncertainties in the mean wave elevation measurements due to the sinkage and LIDAR were reported to be 60.05 m (7%f peak) and 60.02 m (62.9%f peak), respectively, which provides U D ¼ 7.63%D. The mean wave elevation were corrected using mean sea elevation measured at Fr ¼ 0.046. Herein, the data are [15] reported in non-dimensional form using L and U 0 . The numerical mean wave elevation is shifted up by 2.13 Â 10 À3 L to match the experimental far-field value.
The study uses half domain bare hull grid G0 consisting of 5.9M points, which is the same as that used by Wilson et al. [2] . The grid consists of overset hull, multiple bow, transom and free-surface refinement and background grid blocks. The half domain appended hull grid G5 consisting of the 2.8M point was generated by adding overset grid blocks for the skeg, rudder, stabilizer, propeller shaft and struts to the G0 hull grid as shown in Fig. 1(a) . The hull and the appendage grids are body-fitted "O" type mesh, except for the stabilizer and shaft caps which have an open topology. Cartesian refinement grid blocks were added near the free-surface, in the transom and the appendage regions for better resolution of the transom flow. A Cartesian background grid is used for specifying the boundary conditions away from the hull. The grid G5 was systematically refined with r G ¼ 2 1/4 to obtain grids G4 with 5.3M points, G3 with 8.9M points and G2 with 15M points. The grid G1 with 43M points was refined from G2 using r G ¼ 2 1/2 . The full-domain grid G3-FD consisting of 17.8M points was generated by mirroring G3 grid blocks along the Y ¼ 0 plane. The averaged normalized near wall grid resolution decrease from y þ ¼ 115 À 50 and 4 À 1.8 with the grid refinement for full-and model-scale simulations, respectively. The validation study using grid G1 was performed using 288 processors for 6L/U 0 , which required approximately 384 h of wall clock time or 110 K CPU hours. The results for the last 2.05L/U 0 were used to obtain the transom flow validation and instability analysis. The averaging period is expected to be sufficient as the wave elevation running mean fluctuations are < 1% of the mean as shown in Fig. 2 , which establishes statistically stationary unsteady solutions. The sampling period corresponds to 15 periods of the transom wave elevation dominant frequency; thus is sufficient to capture the instability frequencies.
The fixed and self-propelled simulations are performed in the relative inertial and absolute inertial earth fixed coordinates, respectively. The hull and appendages have no-slip boundary conditions for the model-scale simulations, whereas WF boundary conditions are applied for the full-scale simulations. The half domain simulations use a symmetry boundary condition at the Y ¼ 0 plane. The inlet boundary condition is specified at X-Min plane, convective boundary at X-Max and far-field boundary conditions elsewhere. In 3DOF simulations, all the grid blocks surge, but only the hull, appendages and appendage refinement blocks sink and trim together. For self-propelled simulations with predicted surge shown in Fig. 3 , controller thrust, torque, and advance coefficients are extrapolated from the model-scale experiment [15] . All simulations except one are performed using DES. Instantaneous DES solutions in Figs. 1(b) and 1(c) show that the LES is active in the flow separation region encompassing the appendages and in the wake region aft of the transom, whereas URANS is active in the boundary layer and outer regions.
The model-and full-scale wetted transom simulations are performed at Fr ¼ 0.25 as summarized in Table 1 . The full-scale simulations at Re ¼ 2.9 Â 10 8 include verification, domain and turbulence resolution studies for fixed conditions, validation for self-propelled free to sink and trim conditions, and instability studies for both fixed and self-propelled conditions. The fixed conditions are for sinkage/L ¼ À3.28 Â 10 À4 and trim ¼ 0.0414 deg based on the model-scale bare hull data [12] . The grid verification is performed using grid triplets G2, G3 and G4 with r G ¼ 2 1/4 and G1, G2 and G4 with 2 1/2 . The time step verification study is performed for G3 using r T ¼ 2 1/2 , Dt ¼ 7.07 Â 10 À4 , 10 À3 and 1.41 Â 10 À3 . G3-FD is performed for the domain study. URANS predictions (G2-URANS) are compared with G2 and G1 for the turbulence resolution sensitivity study.
Self-propelled simulation with predicted surge, sinkage and trim (G5-SP) is performed to obtain propeller RPS at full-scale conditions. A coarse grid is used for this case as it is approximately eight times more expensive than the fixed simulations. Self-propelled G1-SP simulation with predicted sinkage and trim is performed for the transom flow validation using full-scale data. G1 and G1-SP predictions are used for the instability study. The model-scale bare and appended hull simulations are performed at Re ¼ 1.15 Â 10 7 for fixed conditions. G0-BH-M is performed for the instability study. G4-M, G3-M and G2-M are performed for total resistance (C T ) grid verification and validation using modelscale data [12] , and the instability study. The instability study identifies the prominent vortical structures and the associated St is computed. The predictions are compared with the previous canonical and ship flow studies, and the effect of appendages, Re, propeller and ship motions are discussed.
Verification, Domain and Turbulence Resolution Uncertainties
The grid and time step verification studies are performed for integral and local variables for model-and full-scale appended Athena. The integral variables include frictional (C f ), pressure (C p ) and C T resistance coefficients. The local variables include transom wave elevation mean and RMS profiles and center-plane dominant frequency at X¼1.047, 1.115 and 1.245.
Full-Scale Appended Athena. The verification studies using r G ¼ 2 1/4 shows mixed convergence with fairly large uncertainties for the local variables likely due to ill-conditioned r G $1. Thus, only r G ¼ 2 1/2 results are discussed here and summarized in Table  2 . The grid verification study shows U I 0. The full domain predictions show < 2%, 4.5% and < 0.1% asymmetry for the transom wave elevation mean, RMS and dominant frequency, respectively. Instantaneous wave elevation profiles show up to 10% asymmetry in the shoulder wave peak, whereas the experimental data shows 30% asymmetry. As shown in Figs. 4(a)-4(c), the transom vortex shedding is relatively symmetric with < 0.1% difference in the dominant frequency, and is qualitatively similar to the half domain predictions. This is expected as the transom vortices are large scale organized structures aligned along the Y-axis. The full-domain predicts resistance coefficient, transom vortex shedding frequency and dominant frequency and associated amplitude within 2% of the half domain. However, former predicts 4.5% and 5 -10% accurate RMS and high-frequency amplitudes than the latter, respectively. On the other hand, half domain G2 simulation shows 5 -10% accurate mean, RMS and dominant frequency amplitude predictions than the full-domain even though both have similar computational cost. Thus considering the numerical expense, finer half domain grid is used for the validation study. Full domain simulations with similar resolution are of future interest for improved RMS and shoulder wave asymmetry predictions.
The experimental transom wave elevation unsteadiness spectra in Fig. 4(a) shows f À2 scaling close to Kolmogrov's inertial subrange f À5/3 scaling. The largest energy containing eddy has a time scale s 0 ¼ 0.12 (f ¼ 8. predicts only the large scale organized structure in Fig. 4(f) . The flow separation occurs from the transom bottom corner as shown in Fig. 4(h) . In DES, more and more small-scale vortical structures are resolved with grid refinement. The resolved TKE levels in the transom region increases up to 95% on G1 as shown in Table 1 and Fig. 5 . G1 transom wave elevation spectra predicts f À1.85 scaling starting at f ¼ 15 and a peak at s ¼ 0.126 (f ¼ 7.9). The slope of the spectra is in between those of the experiment and Kolmogrov's.
The smallest resolved scale, which corresponds to the averaged grid scale, in the transom region is l ¼ 5.6 Â 10 À4 L and s ¼ 0.0138 (f ¼ 71). The resolved scales are an order of magnitude smaller than the largest energy containing eddy, and lie well within the inertial subrange. The grid is sufficiently fine as it resolves 70% of the inertial subrange and 91% of k r ð¼ Ð 100 15 f À1 df ) in the experiment. However, under predicted RMS and dominant frequency amplitude are expected as the entire inertial subrange is not resolved. Comparison of G1 and G1-SP shows that the self-propelled conditions improve transom wave elevation mean, RMS and dominant frequency amplitude predictions by 6%, 12% and 10% compared to fixed conditions, respectively. It does not, however, show a significant effect on the transom wave elevation dominant frequency as shown in Fig. 4(a) or the transom vortex shedding frequency. This is expected as the propeller is located in the deep water, and the ship motions show four times smaller frequencies The averaged U SN estimated in Table 2 for the validation study is 5.3%S 1 , 9.3%S 1 , 10%S 1 and 4.8%S 1 for the resistance, wave elevation mean, RMS and dominant frequency, respectively. The corresponding validation intervals are U V ¼ 5.5%D, 12%D, 12.6%D and 9%D. The U I and U G levels predicted for the appended hull are similar to that for the URANS model-and fullscale bare hull predictions [13, 14] , but U I /e 12 is large. The grid and time step uncertainties could be contaminated by large iterative errors, the differences in the resolved flow physics and coupling of modeling and numerical errors. Verification studies using full domain grids and larger pressure-velocity iterations to reduce U I are of future interest in reducing numerical uncertainty levels and validation intervals.
Model-Scale Appended Athena. As summarized in Table 2 , the grid verification study using r G ¼ 2 1/4 shows U I 0.7%S 1 and U I /e 12 0.25 for the resistance coefficients. Mixed oscillatory and monotonic convergence À0.79 R G 0.56 are predicted with large variations in P ¼ 1.09 À 2.15. Averaged U G ¼ 5.9%S 1 and 12%S 1 for the resistance coefficients and the local variables, respectively. The validation interval for C T is estimated to be U V ¼ 6.1%D. The flow shows wetted transom with unsteady Fig. 7 The transom wave elevation RMS (a) contours from the experiment [3] , (b) contours from G1-SP, and (c) profile from the experiment and G1-SP. The transom corner is at X 5 1.0. The profile locations are marked in Fig. 6(a) . vortex shedding in Fig. 4(g) , similar to the full-scale simulations. As summarized in Table 1 , the resolved TKE levels in the transom region increases with grid refinement from 50% to 80%. The model-scale simulations predict up to 10% lower resolved TKE levels than the full-scale, as the former predicts lower velocity in the transom bottom separated shear layer than the latter.
U I , U I /e 12 and U G levels for the model-scale are similar to those in full-scale. The uncertainties for the local variables are 2 times larger than that for the integral variables for both scales. This is due to the differences in resolved transom flow physics on grid refinement. The appended hull cases show less convergent solutions and larger uncertainty levels than the bare hull cases [13, 14] . This could be partly because the appended hull simulations are for unsteady wetted transom flows, whereas the bare hull simulations were for steady dry transom flows. Fig. 9 Contours of x y and free-surface wave elevation at X 5 1.0667 at DT 5 0.012L/U obtained using G2-URANS (left panel) and G1-SP (right panel) are compared with experimental data [3] (dotted line). G3-FD wave elevation profiles are shown in black line on the right panel. The vorticty contour levels are from 2100 to 100 at an interval of 10. The inset figure shows the isosurface of normalized helicity Q 5 300.
Validation for Full-Scale Appended Athena
As shown in Table 2 , C T is underestimated by up to 4.2%D compared with the extrapolated experimental data using ITTC line. C f predictions are 14% higher than the ITTC line similar to those reported by Bhushan et al. [14] . The resistance coefficients show < 5% variation due to the effect of propeller and motions. The sinkage and trim predictions lie within the bare and appended hull experimental data range. The RPS ¼ 8.66 prediction in Fig. 3 is in close agreement with the extrapolated experimental data.
The experimental mean transom wave elevation contour in Fig.  6(a) shows a V-shaped wake, which consists of transverse and diverging waves. The transverse wave peak is observed at X ¼ 1.12, Y ¼ 0.0233. The diverging wave originates from the stern edge and has a prominent trough at X ¼ 1.02, Y ¼ 0.06 and an attenuated peak downstream. The transverse and diverging wave pattern are also clearly evident in the wave elevation profiles in Fig. 6(c) . The numerical simulation predicts a transverse wave peak around X ¼ 1.115, Y ¼ 0.0227 with 10%D lower elevation than the experiment in Fig. 6(b) . The diverging wave has slightly shorter wavelength and smaller angle compared to the experiment. The trough and peak of the diverging waves are predicted at X ¼ 1.0, Y ¼ 0.051 and X ¼ 1.15, Y ¼ 0.079, respectively. The trough location is predicted well, but the elevation is overpredicted by 26%D. As shown in Fig. 6(c) , the wave elevations are predicted within 7%D of the experiment for X ¼ 1.0447 -1.089. For X ¼ 1.115-1.245, wave elevation predictions attenuate more rapidly than the experiment resulting in 20%D under prediction. The averaged jEj ¼ 9%D < U V , thus mean wave elevation predictions are validated at 12%D interval.
The experimental transom wave elevation RMS contours in Fig. 7(a) shows prominent unsteadiness in the region X ¼ 1 -1.2, Y ¼ 0 -0.02 with two centerline peaks at X ¼ 1.065 and 1.12.
A secondary peak is observed at Y ¼ 0.05 due to diverging waves. The RMS profiles in Fig. 7(c) show peaks close to the centerline and in the diverging wave region consistent with the contours. The numerical predictions in Fig. 7(b) show high RMS in the region X ¼ 1 -1.17, Y ¼ 0 -0.015 with a single peak at X ¼ 1.11. The secondary peak is predicted at X ¼ 1.066 -1.115, Y ¼ 0.05. The primary and secondary peak values are predicted within 1%D and 4.5%D of the experiment, respectively. The RMS profiles in Fig. 7(c) are predicted within 4%D of experiment for X ¼ 1.0447 -1.1404 except at X ¼ 1.089. For X ¼ 1.17 -1.245, the peak attenuates faster than the experiment and the results are 20%D under predicted. The averaged jEj ¼ 7.5%D < U V , thus RMS predictions are validated at the 12.6%D interval.
The experimental spectra of the transom wave elevation unsteadiness in Fig. 8 shows a dominant frequency range of 6.97 -9.57 for the different aft locations. The peak amplitude increases from X ¼ 1.0447 -1.115 and decreases thereafter. The numerical simulation predicts a small variation in the dominant frequency around f ¼ 7.81 within 6%D of the averaged data. The peak amplitudes grow and decay similar to the experiment, but shows up to 9.5%D lower values. The averaged jEj ¼ 7.8%D < U V , thus the dominant frequency is validated at the 9%D interval.
The instantaneous experimental wave elevation profiles in Figs. 9(a)-9(e) shows up to 30% asymmetry in the peak. Based on these profiles, experimentalists explained the transom wave elevation dominant frequency due to the collision of breaking shoulder waves traveling from either side towards the centerline. Analysis of the numerical volume solution shows that the shoulder wave is mostly steady, whereas the wave elevation between the centerline and the shoulder increases (decreases) as x y increases (decreases). The increase and decrease in x y is due to the passage of longitudinal transom vortices in between the center plane and the rudder. This behavior is more prominent in URANS than in DES, as latter predicts numerous small scale turbulent structures. This explains the prominent correlation between the wave elevation unsteadiness and the Karman-like transom vortex shedding frequencies for all the grids and simulation conditions. Thus the primary cause of transom wave elevation dominant frequency is the Karman-like shedding. The full domain predictions suggest that the asymmetry observed in the experimental data is due to the high frequency wave elevation oscillations.
A strong correlation between the unsteady transom wave elevation and the Karman-like vortex shedding from the transom corner were also reported in previous studies, e.g., Athena bare hull wetted transom flow at Fr ¼ 0.25 [2] , backward facing step with freesurface [8] , and wetted transom model at Fr ¼ 0.38 [4] . The unsteady transom wave elevation due to traveling and colliding shoulder waves have been reported in dry transom flow studies such as, for Athena bare hull at Fr ¼ 0.43 and 0.62 [2] and transom model at Fr ¼ 0.43 [4] .
Instability Study
A representative plot showing the key vortical structures predicted in the appended hull simulations are marked in Fig. 10 . The figure is shown for G2, as the large scale vortical structures are not clearly visible for G1 due to the presence of numerous smallscale structures. Table 3 summarizes the length and velocity scales, and dominant frequency evaluation locations and sampling period for the bare and appended hull instabilities. The instability period s P (period Â U 0 /L) or frequencies for the bare hull instabilities are obtained from the time history of the pressure resistance coefficient as shown in Fig. 11 (a) and 11(b) similar to the previous canonical and ship studies. However, for the appended hull simulations, integral variables show several modulated peaks due to vortex shedding from the appendages as shown in Figs. 11(a) and 11(c), which make identification of the dominant frequency for a particular vortex difficult. Thus, the shedding period/frequency is obtained from the hull piezometric pressure fluctuation close to the shedding location. A representative plot showing the time history and running mean of the transom corner piezometric pressure fluctuation is shown in Fig. 11(d) . Overall, the sampling periods vary from 5 -20 vortex turnover time and thus are considered adequate for the study. The instabilities and associated St predicted in this study are summarized in Table 4 .
Full-Scale Appended Athena. The phases of the transom vortex shedding is shown in Fig. 12 . It is expected that the flow separation at the transom corner would begin as a shear-layer instability. However, such instability is not predicted, similar to the bare hull study [2] . Sigurdson [17] and Kandasamy et al. [19] found that the frequencies of shear layer instabilities are an order of magnitude larger than that of the Karman-like shedding for high Re. Thus, even smaller time step size and finer grids are required for their prediction. The vortex shedding from the transom is identified as the Karman-like shedding similar to those in a backward facing step and is scaled using the wetted transom height (H) and U S to obtain St H . As shown in Fig. 13 , s P ¼ 0.128 for the Karman-like shedding which does not show significant dependence on the propeller or ship motions. Simulations at fullscale conditions predicts 7% higher wetted transom height and St H than those at fixed conditions. St H ¼0.104 6 3.5% is 14% higher than the upper limit of the St range in the previous studies.
Three different types of horseshoe vortices are identified as shown in Fig. 10 . Type A: at the junction of rudder and hull, where an airfoil obstacle with 15 deg leading edge sweepback intersects normally a flat-plate boundary layer. Type B: at the junction of struts and hull, where an airfoil obstacle intersects a near flat plate boundary layer with axis inclined at an angle of 55 deg. Type C: at the junction of struts with propeller shaft, where an airfoil obstacle intersects a curved surface almost normally. Type A shows a symmetric horseshoe vortex with bimodal peak Table 3 Evaluation of length scale, velocity scale, frequencies and St associated with bare and appended Athena instabilities Fig. 14(a) . The higher period amplitude is 50 -60% lower than the lower period amplitude. The period of the vortex shedding varies only by 2% on propeller and ship motions and St T ¼ 0.152 6 1.6%. Type B shows an asymmetric horseshoe vortex with stronger vortex on the obtuse angle side. This is expected as the flow in the obtuse angle side is similar to the suction side of the airfoil obstacle at large angle. For this case, only one dominant frequency is predicted as shown in Fig. 14(b) which gives St T ¼ 0.053 6 2%. The volume solution shows almost symmetric horseshoe vortex for Type C with several low amplitude (almost half of Types A and B) dominant frequencies as shown in the Fig. 10 inset. Thus, a dominant frequency associated with the shedding cannot be identified. Type A horseshoe vortex St T is 17% lower than the lower limit of the St T range reported for a circular cylinder [22] . A lower value is expected as the rudder is more streamlined than the latter, and has a 15 deg leading edge sweepback. However, Re T ¼ 8.7 Â 10 4 in the present case is larger than those in the circular cylinder study. St H associated with strut-hull juncture horseshoe vortex is 70% smaller than the circular cylinder St T range. This is probably because struts are even more streamlined (or smaller width/length ratio) than the rudder.
The hull boundary layer separates around the half chord length towards the acute angle side of the struts and hull intersection leading to vortex shedding, as shown in Figs. 15(a)-15(e) . This instability is identified as the shear-layer instability. s P ¼ 0.053 of the shear-layer instability is the same for both the starboard and port-strut junctures and does not show dependence on the propeller or ship motions as shown in Fig. 16 . h ¼ 3.41 Â 10 À4 61.0% and velocity U S ¼ U 0 . This gives St h ¼ 0.0066, which is about 5.3% higher than the averaged St h reported for the surface piercing NACA 0024 laminar studies.
Unsteady sinkage and trim are predicted as shown in Fig. 17(a) . Previous full-scale dry transom simulations for Fr > 0.36 predicted steady motions [14] . Thus, it is expected that the unsteady motions are due to the Karman-like transom vortex shedding. This instability is referred to as vortex induced motions. The period or frequency of the ship motions are obtained from the motions time history. The dominant frequency is scaled using L and U 0 to obtain St L ¼ fL/U 0 . The amplitude of the trim is 54.67% of the mean ¼ 0.0311 deg, whereas for the sinkage amplitude is only 6.7% of the mean ¼ À8.9 Â 10 À4 L. Both sinkage and trim show the same dominant low frequency s P ¼ 0.456, as shown in Fig.  17(b) , which gives St L ¼ 2.19.
Model-Scale Athena Bare Hull. DES resolves almost 95% of the total TKE, and predicts small-scale vortical structures and higher transom wave slopes than URANS. DES C T predictions are 3% better than the URANS, and compare within 2.47%D with the experimental data [12] . The bare hull transom wave elevation predictions shows a diverging wave pattern similar to appended hull, but does not predict the transverse wave peak. This difference in the wave pattern is due to the presence of the rudder, whose length is 20% of the transverse wave wavelength. The bare hull predictions show a larger extent of high RMS region with peak slightly further away from the transom compared to the appended hull. The transverse wave cuts away from the transom do not show significant effects of the appendages.
The previous bare hull simulation using URANS predicted only Karman-like instability, whereas the DES predicts Karman-like and flapping-like instabilities, as shown in Figs. 11(a) and 11(b) . In the URANS, the averaged wetted transom height is 0.007, which was mistakenly reported to be 0.005 [2] . The corrected height gives Karman-like shedding St H ¼ 0.088. DES predicts 47% and 14% higher shedding frequency and averaged wetted transom height than the URANS, respectively. St H ¼ 0.148 in DES, which is 68% higher than URANS.
The DES wake region in Fig. 18 shows a periodic growth and decay, which is identified as the flapping-like instability. This feature is not predicted in the URANS bare hull or appended hull simulations. The period of this instability s P ¼ 0.16 is obtained from the periodicity of the Kelvin-wave expansion angle. The averaged X R ¼ 0.023, which is the length from the transom to the point where the separation streamline touches the free-surface, as shown in Fig. 12 . St R ¼ 0.144 for the flapping-like instability of the Kelvin wave, which is 9.7% higher than those predicted in the surface-piercing NACA 0024 URANS.
Model-Scale Appended Athena. The C T predictions show jEj ¼ 5.4%D < U V ¼ 6.1%D, and thus is validated at the 6.1%D interval. C T is 8% lower than the full-scale simulation. C f is 12% higher than the ITTC line similar to the full-scale simulations. C p shows < 3.5% variation on scale. The C T , C p and C f predictions are 12%, 38% and 12% higher than the bare hull predictions, respectively. The transom wave elevation pattern does not show significant dependence on the scale. The model-scale simulation predicts 5.2% lower transom wave elevation mean and RMS than the full-scale, but the dominant frequency compares within 2.3%. The scaling of instabilities follows the same procedure as that for the full-scale. As shown in Fig. 13 and Table 4 , the Karman-like shedding period, transom wetted height and St H do not show significant dependence on scale; however, it predicts a 50% larger period and 40% higher wetted transom height than the bare hull. St H ¼ 0.098 is 10% higher and 47% lower than the bare hull URANS and DES, respectively. Type A horseshoe vortex shows a bimodal peak with nearly equal amplitude, as shown in Fig. 14(a) . This is in contrast to the full-scale where the amplitude of the higher period is almost half of the lower period. The period s P ¼ 0.54 and St T ¼ 0.14 of the vortex shedding is 6.1% higher and 7.1% lower than the fullscale, respectively. Type B horseshoe vortex shedding period and St T ¼ 0.053 are within 2% of the full-scale predictions, as shown in Fig. 14(b) . However, the model-scale shows 30% higher peak amplitude than full-scale.
The period of the shear-layer instability s P ¼ 0.053 shown in Fig. 16 is the same for both the starboard and port strut junctures. 
Momentum thickness h ¼ 3.65 Â 10
À4 and St h ¼ 0.0069 are 5.8% higher than the full-scale.
Conclusions
Vortical structures and associated instabilities of appended Athena wetted transom flow in full-scale conditions are studied using DES to explain the source of dominant transom flow frequency, including verification and validation using full-scale experimental data. Time and grid verification studies and quantification of domain and turbulence resolution uncertainties are performed for the integral and local variables for full-scale at fixed conditions. The results are also compared with model-scale bare and appended hull predictions and experimental data.
The grid verification study shows mostly monotonic convergence with averaged U G ¼ 5%S for both integral and local variables. The time step study shows mixed convergence with averaged U T ¼ 4%S. The full domain simulation predicts 5%D accurate RMS predictions than the half domain when compared with the experimental data. However, a half domain predicts 5 -10% accurate mean and RMS predictions than the full domain with similar grid sizes. Thus, considering the computational cost, a half domain grid is used for the validation. The grid used for the validation study consisting of 43M points is deemed adequate as it resolves 70% and 91% of the experimental inertial subrange and turbulent kinetic energy values, respectively.
The model-scale bare and appended hull C T predictions compare within 2.5%D and 5.4%D of the experimental values, respectively. The full-scale predictions compare within 4.2%D the extrapolated experimental data using ITTC. The model-and fullscale appended hull C f predictions are 11-15% higher than the ITTC line. The full-scale sinkage and trim predictions lie within the model-scale bare and appended hull experimental data range.
The full-scale transom wave elevation predictions show a transverse and diverging wave pattern similar to the experiments. The simulation predicts the transverse wave pattern well, but shows diffused diverging wave compared to the experiment. Both the experiment and predictions show large RMS values in the transverse wave region. The experiment shows averaged dominant frequency of 8.3, whereas simulation predicts a small variation around 7.81. The transom wave elevation predictions show average jEj ¼ 9%D < U V ¼ 12%D for the mean, jEj ¼ 7.5%D < U V ¼ 12.6%D for the RMS and jEj ¼ 7.8%D < U V ¼ 9%D for the dominant frequency. Overall, the results are relatively good as average jEj < 8.1%D and are validated at an acceptable 11.2%D interval. Experimentalists explained the origin of the dominant frequency due to the collision of traveling shoulder wave. Herein, it is shown that the Karman-like shedding from the transom bottom corner has the same dominant frequency as that of the transom wave elevation; thus it is identified to be the primary cause of the unsteadiness.
The model-and full-scale appended hull simulations predict: Karman-like shedding from the wetted transom corner, horseshoe vortices at the juncture of rudder-hull and strut-hull, shear layer instability due to the separation of the hull boundary layer at the strut-hull intersection, and unsteady ship motions due to the transom vortex shedding. The Karman-like shedding shows St H ¼ 0.103 6 4.4%, which is 14% higher than the values reported in previous canonical and ship studies. The rudder-hull horseshoe vortex shows bimodal frequency spectra with St T ¼ 0.14 and 0.152 in model-and full-scale, respectively. St T is 9-17% lower than those for a circular cylinder obstacle. This is expected as the rudder is a more streamlined obstacle than a cylinder. The struthull horseshoe vortex is asymmetric as the strut axis is inclined at 55 deg and shows averaged St T ¼ 0.053 6 2%. The shear layer instability show St h ¼ 0.0067 6 3%, which is 8% higher than those predicted for the surface piercing NACA 0024 case. Both sinkage and trim show St L ¼ 2.19. Overall, the instabilities show less than 7% dependence on scale, propeller or motions.
The model-scale bare hull study predicts St H ¼ 0.148 for the Karman-like shedding, which is 68% larger than the URANS predictions. DES also predicts flapping-like instability due to the growth and decay of the wake region. St R ¼ 0.144 for this instability, which is 9.7% higher than that in the surface piercing NACA 0024 URANS.
Full domain simulations are desirable for improved RMS and asymmetric shoulder wave peak predictions. Recently, V4 was optimized for high performance computing to enable such large grid simulations with hundreds of millions of grid points [30] . Also of interest is investigation of advanced DES models to address the modeled-stress depletion issues for large grid computations [31] . Detailed analysis of the instabilities for the transom stern model and comparisons with the Athena predictions are in progress.
