Abstract-The Elastic Mixed-Criticality (E-MC) task model and an Early-Release EDF (ER-EDF) scheduling algorithm have been studied to address the service interruption problem for lowcriticality tasks in uniprocessor systems. In this paper, focusing on multicore systems, we first investigate the schedulability of E-MC tasks under partitioned-EDF (P-EDF) by considering various task-to-core mapping heuristics. Then, with and without task migrations being considered, we study both global and local earlyrelease schemes. Compared to the state-of-the-art Global EDF-VD scheduler, the superior performance of the proposed schemes in terms of improving the service levels of low-criticality tasks is confirmed through extensive simulations.
I. INTRODUCTION
As the next-generation engineering systems, cyber-physical systems (CPS) can have computation tasks with different levels of importance according to their functionalities that further lead to different criticality levels. Since tasks with different criticality levels need to share computing resources, how to efficiently schedule such mixed-criticality (MC) tasks while satisfying their specific requirements has been identified as one of the most fundamental issues in CPS [2] . Note that, without proper provisions for such mixed-criticality tasks, traditional scheduling algorithms are likely to cause the socalled "priority inversion" problems [9] . Based on the MC task model where a task generally has multiple worst case execution times (WCETs) according to different certification levels, several studies have been reported for uniprocessor [1] , [2] , [3] , [6] , [9] , [13] and multiprocessor systems [8] , [7] , respectively. Note that, in most existing MC scheduling algorithms, the execution of low-criticality tasks is rather opportunistic. That is, when any high-criticality task uses more time than its low-level WCET and causes the system to enter the high-level execution mode, all low-criticality task instances will be discarded immediately to provide the high-level computation need of high-criticality tasks. Such an approach can cause serious service interruption and significant performance loss for low-criticality tasks, especially when they are control tasks, where their performance is mainly affected by the execution frequencies and service intervals [11] , [14] .
To mitigate such a problem, based on the traditional mixedcriticality task model, Santy et al. studied an online scheme that calculates a delay-allowance before entering the highlevel execution mode and thus delays the cancellation of lowcriticality tasks to improve their service levels [10] . However, this approach still can not provide any guarantee for the service levels of low-criticality tasks.
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Based on a different principle, we have studied the Elastic Mixed-Critical (E-MC) task model and an early-release EDF (ER-EDF) scheduling algorithm for uniprocessor systems [12] . Instead of executing low-criticality tasks opportunistically, the central idea of E-MC is to have variable periods (i.e., service intervals) for low-criticality tasks, where their minimal service levels are represented by their maximum periods and guaranteed offline. At runtime, by properly reclaiming the slack, ER-EDF allows low-criticality tasks to release their instances earlier than their maximum periods (i.e., more frequently) and thus to improve their service levels.
Inspired by but different from all existing work, we study in this paper the scheduling algorithms for E-MC tasks in multicore systems. Focusing on the partitioned-EDF scheduling, we first investigate the schedulability of E-MC tasks under various task-to-core mapping heuristics and then study different earlyrelease techniques with the goal of improving the service levels of low-criticality tasks at runtime.
The remainder of this paper is organized as follows. Section II presents task and system models. The schedulability of partitioned-EDF for E-MC tasks is investigated in Section III. Section IV presents both local and global early-release techniques for low-criticality tasks. The evaluation results are discussed in Section V and Section VI concludes the paper.
II. SYSTEM AND TASK MODELS
Note that, in the traditional MC task model, low-criticality tasks are executed opportunistically with potentially unbounded cancellation at runtime to provide the worst-case guarantee for high-criticality tasks [1] . Following a completely different approach, the Elastic Mixed-Criticality (E-MC) task model aims at guaranteeing the minimum service requirements of low-criticality tasks offline and improving their service levels at runtime without sacrificing the worst-case guarantee for high-criticality tasks [12] .
We consider systems that have only two different criticality levels, HI and LO. There is a set of n E-MC tasks Γ = {τ 1 , . . . , τ n } and each task τ i has a parameter ζ i to denote its criticality level. To guarantee the computation demands of HI tasks in the worst case scenario, they have the same timing parameters as those in traditional MC task model [1] , where c , respectively. We consider the set of E-MC tasks to be executed on a multicore system that have m identical cores, which may share different levels of on/off-chip caches. Moreover, it is assumed that any instance of task τ i will not run longer than c ζi i ; otherwise, such instance will be aborted and an error will be reported [1] . Given the above definitions and assumptions, a given set of E-MC tasks is said to be E-MC schedulable under a given scheduling algorithm if both the high-level WCETs of high-criticality tasks and the minimum service requirements (represented by p max ) of low-criticality tasks can be guaranteed in the worst-case scenario [12] .
III. SCHEDULABILITY OF E-MC TASKS UNDER P-EDF
In [12] , we studied the EDF schedulability condition for E-MC tasks running on uniprocessor systems. In this section, we investigate and empirically evaluate the schedulability of E-MC tasks under the partitioned-EDF (P-EDF) scheduling with various task-to-core mapping heuristics on multicore systems.
A. Schedulability Condition
First, based on the definitions of task utilizations, similar to those in [1] , we use the following notation:
Suppose that a given task-to-core partitioning is Π =
, we can have the following theorem:
Theorem 1: For a set Γ of E-MC tasks running on an m-core system, a given task-to-core partitioning Π = {Γ 1 , · · · , Γ m } is E-MC feasible under the partitioned-EDF, if:
where k = 1, · · · , m. ♦ Note that the E-MC schedulability conditions represented in Equation (1) depend only on the high utilization of highcriticality tasks and the minimum utilization of low-criticality tasks. Based on such utilizations, it is well-known that finding the optimal partitioning of a given set of tasks to satisfy Equation (1) is NP-hard [5] . Therefore, in what follows, we focus on various task-to-core partitioning heuristics and empirically evaluate their E-MC schedulability performance.
B. Evaluations of E-MC Schedulability under P-EDF
In this section, we first evaluate the schedulability of E-MC tasks under P-EDF and Global EDF-VD [7] . Note that, when partitioning tasks among cores, there are two main issues [5] : (a) core selection for a given task; and (b) the order of tasks being allocated. In this work, we consider the core selection heuristics similar to those used in [8] Here, task sets are generated following a similar method as used in [7] . The high (or desired low) utilization of a high-(or low-) criticality task is randomly generated within [0.05, 0.5]. Then, for high-criticality tasks, their low utilization are calculated based on the ratio of high over low utilizations being randomly generated within [1, 8] ; for low-criticality tasks, their minimum utilizations are set as 1 k of their corresponding desired low utilizations. It turns out that even with k = 1, more task sets can be scheduled under P-EDF compared to Global EDF-VD. Therefore, we set k = 1 (i.e., u
for low-criticality tasks in this work. Moreover, for each data point, 10, 000 task sets are generated. Also, prob(HI) denotes the probability of a task having high-criticality. Figure 1 shows the acceptance ratio of generated task sets under P-EDF with different partitioning heuristics and Global EDF-VD (denoted as GLO) with varying normalized system utilization, which is defined as From the results, we can see that many more task sets can be scheduled under P-EDF with the partitioning heuristics under consideration when compared to Global EDF-VD. For P-EDF, not surprisingly, FF performs better than WF since it aims at scheduling more tasks in systems with a given number of cores. Moreover, different task orderings (DC vs. DU) have very little impact on the schedulability of P-EDF when FF heuristic is used for core selection. When using WF for core selection, P-EDF performs better with the Decreasing Utilization (DU) ordering of tasks (and is very close to that of FF) since it is well-known such a heuristic can achieve more balanced workload among cores and thus increase the schedulability of the tasks [8] . However, when WF is combined with the Decreasing Criticality (DC), P-EDF performs worse in terms of schedulability. The reason is that the DC heuristic aims at balancing high-and lowcriticality workload on cores under WF instead of increasing its schedulability. However, as shown Section V, better improvements for the execution frequencies (i.e., service levels) of low-criticality tasks can be obtained under P-EDF with WF and DC, especially for the local early-release scheme where task migrations are not allowed.
The different mixtures of high-and low-criticality tasks (i.e., different settings of prob(HI)) also have some effects on a task set's schedulability, where task sets with balanced number of high-and low-criticality tasks (i.e., prob(HI) = 0.5) have worse schedulability. When there are more cores in a system (e.g., m = 16), as shown in Figure 1d , Global EDF-VD has slightly worse schedulability. For P-EDF, WF with DC also performs slightly worse, but other heuristics perform better as there are more chances to fit tasks on more cores.
IV. GLOBAL EARLY-RELEASE FOR P-EDF
The schedulability conditions for a set of E-MC tasks under P-EDF represented in Equation (1) provides worst-case guarantees for low-criticality tasks and high-criticality tasks' high computation demands. However, high-criticality tasks rarely utilize their high WCETs [13] and a large amount of dynamic slack can be expected at runtime. Such slack can be exploited to execute low-criticality tasks more frequently and thus to improve their service levels with proper slack reclamation and early-release management [12] .
A. Ideas of Early-Release for Low-Criticality Tasks
Suppose that a low-criticality task τ i (i.e., ζ i = LO) has its last instance released at time r i . We further assume that this instance finishes its execution at time t, which is no later than an early-release point p . Intuitively, such an early-release of a task instance introduces extra workload into the system. Therefore, to avoid overloads that affect the execution of high-criticality tasks, judicious slack management is required for such early-release decisions [12] . Specifically, if such an early-released instance will be executed on task τ i 's host core, we have that τ i can get its own share of p on its host core, the amount of local slack needed will be [12] .
B. Global Early-Release considering Task Migrations
Note that, for an E-MC feasible task-to-core mapping under P-EDF, the high computation demands of high-criticality tasks are guaranteed on their host cores. Thus, there is no migration needed (or allowed) for such high-criticality tasks at runtime. Moreover, due to the time-dependent availability of slack time [15] , the amount of available slack time on cores at any given time can have quite large variation. Hence, it is possible that, at an early-release point of a low-criticality task, other cores have enough reclaimable slack while the task's host core does not. Algorithm 1 summarizes the formal steps of the global early-release scheme for P-EDF, which will be invoked at an early-release point (t = r i + p j i ) of a low-criticality task τ i on its host core C x .
We assume that the wrapper-task mechanism is exploited on each core to manage their slack times independently [12] , [15] . The available slack at time t on core C x is saved in its slack queue SQ x (t). Note that the algorithm can be invoked simultaneously on multiple cores. Therefore, proper synchronization is needed when accessing the global data structures (such as the cores' slack and ready-task queues), which are not shown for simplicity.
In the algorithm, the expected deadline of task τ i 's next instance is first obtained assuming it is released at time t (line 2). This deadline will be used to properly reclaim the slack time either locally on core C x or globally on other cores. Note that, under the EDF scheduling, a task instance may only reclaim the slack time that is available no later than the end if 16: end if deadline of the task instance [15] .
Considering the overhead of task migrations, it is preferable for task τ i being executed locally on its host core C x . Thus, the amount of local slack needed S L for τ i to release the next instance at time t on core C x is determined next (line 3). If there is enough reclaimable slack on core C x , task τ i will reclaim the slack properly with the help of function ReclaimSlack() [15] and add its new instance to C x 's ready task queue ReadyQ x (lines 5 and 6).
However, if the amount of reclaimable slack for τ i is not enough on core C x , τ i will turn to other cores for possible global early-release of its next instance. Note that the objective is not to permanently migrate task τ i (and all its future instances) to other cores. Instead, our goal is to find a core C y with available slack that is enough to temporarily execute τ i 's next instance only. Once this instance completes its execution on C y , future instances of τ i are still assumed to be released on its host core C x . Based on the above design principle, we can find that the amount of slack needed for τ i 's next instance on any other core will be S G = c LO i (line 8), which is different from the amount of local slack needed on C x . Note that there is no reserved time share for task τ i on other cores and all time needed for executing τ i 's next instance has to come from the reclaimable slack. If there exists a core C y that has enough reclaimable slack for τ i at time t, the next instance of τ i will be added to the ready task queue ReadyQ y after properly reclaiming the slack on core C y (lines 10 and 11). In this case, task τ i 's own share (in the amount of p
) on core C x will become slack and needs to be added to C x 's slack queue (line 12).
In case there is no core that has enough reclaimable slack for task τ i at its early-release time t, a timer is set for the next early-release time point of τ i (line 14). If t is the last earlyrelease point for task τ i , we assume that p 
Analysis of P-EDF with Global Early-Release:
From [12] we know that, with proper slack reclamation, the early-release of τ i 's next instance on its host core C x does not introduce any extra workload on C x and it will not cause any deadline miss for (especially high-criticality) tasks on C x . Based on the results in [4] , [15] and following the similar reasonings as in [12] , when the next instance of task τ i is temporarily migrated to another core C y after reclaiming the slack time properly, no additional workload will be introduced to core C y and there is no deadline misses as well. Therefore, for a given E-MC feasible task-to-core mapping under P-EDF, the global early-release scheme (as shown in Algorithm 1) can guarantee that there is no deadline miss for any task at runtime.
V. EVALUATION AND DISCUSSION
In this section we evaluate the performance of the proposed global early-release technique for P-EDF on improving the service level of low-criticality tasks through extensive simulations. For comparison, in addition to the local early-release (that does not consider task migrations) for P-EDF, we also implemented the Global EDF-VD (denoted as GLO), the stateof-the-art mixed-criticality multiprocessor scheduler [7] . For Global EDF-VD, whenever a high-criticality task τ i takes more time than its C LO i and causes the system to enter highlevel execution mode at runtime, it will discard all (current and future) low-criticality tasks until there is no active highcriticality task in the ready queue (at that time, the system can safely switch back to the low-level execution mode) [7] .
E-MC tasks are generated following a similar approach in [7] , as described in Section III-B. In addition, the periods of tasks are generated between 50 and 200, following a uniform distribution. The high and low WCETs of tasks are obtained according to their utilizations. Considering the better schedulability of tasks under P-EDF, for low-criticality tasks, their maximum periods are set the same as their periods as discussed in Section III-B. Moreover, we assume that each low-criticality task has 10 early-release points, which are uniformly distributed before its (maximum) period.
We use the average (execution) frequency improvement for low-criticality tasks as the performance metric [12] ; the baseline is executing tasks according to their (maximum) periods with no early-release. For each data points, 100 task sets are generated and each task set runs to time 100, 000. Due to the close performance values for P-EDF with FF and BF, we omit the latter.
A. Effects of Normalized System Utilization
We evaluate the performance of the proposed local "*-L" and global "*-G" early-release schemes for P-EDF, and compare them against Global EDF-VD "GLO" for interesting values of normalized system utilization (i.e., 
]).
In Section III-B, we showed that, when U bound m > 0.6, the schedulability of P-EDF decreases sharply with most of the partitioning heuristics.
We set prob(HI) = 0.5 (i.e., the numbers of low-and highcriticality tasks in a given task set are roughly the same) in this part of simulations. The effect of different task mixtures with varying prob(HI) will be evaluated in next section. Moreover, considering the fact that high-criticality tasks rarely overrun and use their high-level WECTs, without being specified otherwise, we have the probability of these tasks taking their low-level WCETs as prob(c LO ) = 0.9. For 8-core systems (i.e., m = 8), Figure 2a shows the execution frequency improvements for low-criticality tasks, where the one corresponding to p max i (which actually equals to p i in this work) is used as the baseline. To see the effects of different ordering of tasks, the figure contains only the results for P-EDF with FF heuristics in addition to that of Global EDF-VD. From the results, we can clearly see that the earlyrelease techniques can significantly improve the execution frequencies (and thus the service levels) for low-criticality tasks under P-EDF.
When the normalized system load is low (e.g.,
3), the schedulability condition for Global EDF can be satisfied and Global EDF-VD will behave the same as Global EDF without canceling tasks during runtime [7] . In contrast, due to task cancellation in Global EDF-VD, the execution frequency of low-criticality tasks can be severely affected, reduced to around 50% on 8-core systems. Note that no result is shown for Global EDF-VD when Moreover, for P-EDF, much better frequency improvements can be obtained for low-criticality tasks with the global earlyrelease scheme when comparing to that of the local earlyrelease scheme. The reason is that, by allowing low-criticality tasks to reclaim slack and migrating to other cores, the global early-release scheme provides more opportunities for such tasks to exploit slack time in the system and release their instances more frequently.
In addition, for the impact of different task orderings, DU for FF performs slightly better than DC when the local earlyrelease is adopted. This is due to the uneven distribution of tasks among cores under FF with DC, where the "first" cores get most of the high-criticality tasks while other cores get all low-criticality tasks. For such cases, low-criticality tasks can still reclaim some slack that comes from the spare capacity on each core. However, the impact of different task orderings diminish when global early-release is adopted, because it allows tasks to migrate and reclaim slack on other cores. Figure 2b shows the results for P-EDF with WF heuristics. For easy comparison, we show GLO and the global earlyrelease under P-EDF with FF and DC. The performance difference between local and global early-release under P-EDF is much smaller because low-and high-criticality tasks are distributed among cores more evenly under WF (especially with DC ordering of tasks). Again, due to the ability of reclaiming slack across cores with task migrations, for the global early-release scheme, the performance of P-EDF with WF for different task orderings is slightly better than that of FF heuristic.
For 16-core systems (i.e., m = 16), Figure 2c further shows the frequency improvement for low-criticality tasks under P-EDF with WF heuristics. The results follow the same trend as those for 8-core systems. However, notice the sharp decrease in performance for GLO, where most of low-criticality tasks may be cancelled when the normalized system utilization is 0.4. This is because systems with more cores have more highcriticality tasks for the same system utilization. Therefore, when tasks are executed under Global EDF-VD, it is more likely for the system to get into the high-level execution mode and canceling more low-criticality tasks. Figure 2d further shows the percentage of idle time in 8-core systems under different schemes. Not surprisingly, there is more idle time under Global EDF-VD since there is no slack reclamation. Moreover, when low-criticality tasks are cancelled, there is even more idle time. For P-EDF, more slack time can be reclaimed in the global early-release scheme and there is less idle time in the system when compared to that of the local early-release scheme.
B. Effects of Task Mixtures with Varying prob(HI)
We evaluate the effect of task sets mix on the frequency of execution of low-criticality tasks (i.e., sensitivity analysis on prob(HI)). From last section, it can be seen that different orderings of tasks have quite limited impacts on the performance of P-EDF. Therefore, in the remaining experiments, we consider the DC ordering of tasks only, fixed Figure 3ab show the frequency improvement of low-criticality tasks under P-EDF for systems with 8 and 16 cores, respectively.
We can see that, when there are more high-criticality tasks (i.e., larger prob(HI)), the performance of the local and global early-release schemes under P-EDF with different mapping heuristics increase slightly because more slack may be expected at runtime. Moreover, the global early-release scheme performs very closely with different mapping heuristics but always better than that of the local early-release scheme. For Global EDF-VD, it is quite interesting to see that there is no task cancellation at low or high values of prob(HI). The reason is that, when there are many more high-(or low-) criticality tasks in a task set, the schedulability condition of Global EDF can be satisfied and Global EDF-VD will act as Global EDF that will not cancel any task at runtime. However, when the numbers of high-(or low-) criticality tasks get close to each other (i.e., towards prob(HI) = 0.5), Global EDF-VD will rely on the virtual deadlines of high-criticality tasks and low-criticality tasks will be cancelled if necessary [7] . Figures 4a  and 4b further show the performance of P-EDF with both local and global early-release schemes as the runtime behaviors of high-criticality tasks change (i.e., by varying prob(c LO )) for systems with 8 and 16 cores, respectively. Intuitively, when prob(c LO ) increases, more high-criticality tasks will take their low WCETs and more slack can be expected. With U bound m = 0.4 and prob(HI) = 0.5, the amount of slack generated by high-criticality tasks is quite limited and most slack reclaimed by low-criticality tasks actually comes from the spare capacity (60% on average) on each core. Therefore, P-EDF performs slightly better as prob(c LO ) increases.
C. Effects of High-Criticality Tasks' Runtime Behaviors

VI. CONCLUSIONS
In this paper, we address the problem of scheduling Elastic Mixed-Criticality (E-MC) tasks in multicore systems. We investigate and empirically evaluate the schedulability of partitioned-EDF (P-EDF) by considering various task-to-core mapping heuristics. Then, with and without task migrations being considered, we propose both global and local earlyrelease (ER) schemes to improve the service levels of lowcriticality tasks at runtime. Our simulation results show that, compared to the state-of-the-art Global EDF-VD scheduler, P-EDF with various partitioning heuristics can lead to many more schedulable E-MC task sets. Moreover, our proposed global and local ER schemes can significantly improve the service levels of low-criticality tasks, while Global EDF-VD may severely and negatively affect them by canceling most of their task instances at runtime (especially for systems with more cores). Furthermore, by allowing task migrations, global-ER schemes can dramatically improve low-criticality tasks' service levels for partitionings that have unbalanced high-and low-criticality tasks on the cores.
