Abstract. We apply a result of David and Jon Borwein to evaluate a sequence of highly-oscillatory integrals whose integrands are the products of a rapidly growing number of sinc functions. The value of each integral is given in the form π(1 − t)/2, where the numbers t quickly become very tiny. Using the Euler-Maclaurin summation formula, we calculate these numbers to high precision. For example, the integrand of the tenth integral in the sequence is the product of 68100152 sinc functions. The corresponding t is approximately 9.6492736004286844634795531209398105309232 · 10 −554381308 .
Introduction
Leonhard Euler knew that
at the latest by 1781 [15, p. 324] , and there exist several proofs for it (see, for example [8] , [15, p. 324] , and, for a proof due to Lobachevsky, [7, pp. 635-636] ). The substitution x → a 0 x with a real number a 0 immediately shows, more generally, that (see also [13, pp. 83-84] )
Pólya [14, pp. 208-209] and D. & J. Borwein [6, derived in different ways the general evaluation of the integral
where a 0 , a 1 , . . . , a n are real numbers. If, in addition, a 0 , a 1 , . . . , a n > 0 with
then the general solution simplifies to
see [7, p. 654] and [6, pp. 78-79] . Furthermore, Corollary 1 of [6] (see also Theorem 2 of [3] ) says that, if 2a k ≥ a n > 0 for k = 0, 1, . . . , n − 1,
and n is such that the sum of a 1 + a 2 + . . . + a n first exceeds a 0 , s(n) > a 0 ≥ s(n − 1) ,
then we have this formula for the exact value of the integral:
a k − (a 1 + a 2 + · · · + a n − a 0 ) n 2 n−1 n! .
Now we consider the integral
sinc(a k x) dx = I n a 1 a 2 · · · a n (9) where the sinc function is defined as sinc(x) = sin(x)/x if x = 0 ,
Eq. (2) yields
For n = 1, 2, . . ., and a 0 , a 1 , . . . , a n > 0, from (4), (5), (6), (7), (8) , and (9) it follows that (6) and (7) hold ,
where t n = (a 1 + a 2 + · · · + a n − a 0 )
Using Theorem 1 (ii) of [6] , we see that 0 < J n+1 ≤ J n < π/2 if a n+1 ≤ a 0 < s(n) , n ≥ 1 .
Schmid [17, pp. 13-16] proves that J n+1 < J n < π/2 if {a k } is a montonically non-increasing series of positive real numbers with a 0 < s(n).
In our applications below, the a k are defined as a 0 is an integer ≥ 1, a k = 1 2k − 1 for k = 1, 2, . . . , n,
and we write J n (a 0 ) and t n (a 0 ) instead of J n and t n , respectively.
From (11) and (14) we know (see also [1, pp. 3-4] , with a slight change in notation) that
J n (a 0 ) < π 2 if a 0 < s(n) .
It is easy to see that our a k as defined in (15) satisfy the inequalities (6) : our a k are all positive with a k ≥ a n for k = 0, 1, . . . , n − 1, which implies that 2a k ≥ a n . If, in addition, the inequalities (7) are satisfied, then we are able to compute the exact value of J n (a 0 ), given by Equations (12) and (13) . t n (a 0 ) can be a very tiny number. Our main aim in this paper is to show how to calculate these tiny numbers with high precision.
With Mathematica we can calculate a few of these integrals directly. For example,
In this example, we have a 0 = 1, a 1 = 1, and a 2 = 1/3. Note that
so using the inequalities (7), we have n = 2. Eq. (10) tells us that
and Eq. (11) delivers
For the equation J 1 (1) = J 0 (1) see, for example, [2] , [3] , [5] , [15, p. 324] . From Eq. (12) we get the already known result
As we include more sinc functions in the integrand, it generally takes more time for Mathematica to evaluate the integral. Mathematica is able to calculate that
for all n = 1, 2, . . . , 7.
Mathematica is also able to calculate (see also [1, p. 4] )
We can also evaluate this integral using Equations (12) and (13 
First Calculations
Given the value of a 0 , the first task is to find the value of n such that the inequalities in (7) are satisfied. For a 0 ≤ 10, we can find the corresponding n by brute force, that is, by simply computing partial sums of the a k until the sum exceeds a 0 . Then, with the help of (13) we compute the decimal approximations of the t values for a 0 = 1, 2, . . . , 10, shown in Table 1 . The t values are rounded in the last (40 th ) decimal place. In Mathematica on a standard laptop, only the last two n values took more than a minute to calculate. For a 0 ≥ 9, we can calculate the n and t values much more quickly using the Euler-Maclaurin summation formula, as discussed in later sections of this paper. One sees that the numbers t n (a 0 ) quickly become rather tiny. a 0 n t n (a 0 ) These ratios appear to be approaching e 2 ≈ 7.38905610. That is, the n that corresponds to a 0 + 1 is roughly e 2 times the n that corresponds to a 0 . Here is the explanation. The sum of N terms of the harmonic series,
is about ln(N ). We have ln(e · N ) = ln(N ) + 1. Therefore, if N terms of the harmonic series are required to reach a sum S(≈ ln(N )), then about e · N terms are needed to make the sum reach S + 1. The terms in our series,
are about 1/2 as large as the corresponding terms in the harmonic series. Therefore, to increase our sum by 1 requires about as many terms as the harmonic series needs to increase its sum by 2, which is about e · e = e 2 .
As noted above, Eq. (12) gives the exact value of the integral. The expression on the right side of Eq. (12) may be written as
where P and Q are integers. As a 0 increases, P and Q quickly become very large. For example, with a 0 = 6, P and Q have 453130185 and 453237210 digits, respectively. Displaying the first and last 20 digits for this case, we have P Q = 34293043773392420460 (453130145 digits) 34573721229967337961 26251415654224851611 (453237170 digits) 00000000000000000000 .
A Note on Precision
Eq. (12) requires that we first compute the sum s(n), then raise s(n)−a 0 to a very high power. For example, with a 0 = 7, we have n = 168804 and s(168804) ≈ 7 + 1.79178 · 10 −6 . We then compute (s(168804) − 7)
168804 . Many, or even all, of the significant digits of s(n) will be lost if we calculate s(n) to only machine precision. Therefore, we did our calculations twice: first, we computed each s(n) to 60 decimals, then used this value in Equation (13) . Then, we repeated the calculations, this time, computing each s(n) to 70 decimals. These high-precision results agree with each other to more decimals than we show in Table 1 . On the other hand, for a 0 = 7, only the first three digits of the machine precision calculation agree with these high-precision results. Worse, when we do the calculation for a 0 = 8 in machine precision, we get, approximately,
Note that all digits and the exponent are different from the high-precision result in Table 1 .
Applying the Euler-Maclaurin Summation Formula
In our special case where a k = 1/(2k − 1) for k ≥ 1, we can use estimates of partial sums of the harmonic series to estimate s(n) = n k=1 a k . Define H N to be the N th partial sum of the harmonic series
Notice that
H N has the asymptotic approximation (see [19] )
which is proved (see [9, p. 78] ) using the Euler-Maclaurin summation formula. We can use this in Eq. (18) to get a good approximation to s(n) = n k=1 a k . Here, we show how to use the Euler-Maclaurin summation formula to calculate exactly the smallest n for which the sum of the a k exceeds a 0 . We also use the Euler-Maclaurin summation formula to calculate the sum of the a k for any large n. This method applies to general a k , and gives us an estimate of the error.
One version of the Euler-Maclaurin summation formula is (see e.g. [10, pp. 542-543 
with the remainder term
B k (x) denotes the k th Bernoulli polynomial, and B k = B k (0) the k th Bernoulli number. In our case we have
Now we will derive an estimate of R µ (m, n). For the k th derivative of f , one finds
Since all the functions |f (k) (x)|, k = 0, 1, 2, . . ., are strictly decreasing, for the terms in the sum of (20) we find
The absolute value of each integral on the right-hand side of Equation (20) is at most
and there are n − m of these integrals. Therefore
where
Equation (21) is the desired estimate for R µ (m, n). Furthermore, all
have the same sign which is equal to the sign of R µ (m, n), and to the sign of R µ (m, n).
we get the explicit summation formula
with the approximation
and the remainder term
The explicit formula for the error bound is
4.1. Calculating the n That Satisfies Inequalities (7).
Our first application of Eq. (19) is to calculate the value of n = n 0 that satisfies (7) for a fixed integer value of a 0 . (We can calculate the integrals for a 0 < 10 without too much trouble, so here, we are interested in the values a 0 ≥ 10.) Writing the sum s(n) as
from a theorem of Nagell [12, pp. 10-14] (see also [4] ) it easily follows that s(n) is never an integer except s(1) = 1. So we can replace (7) by
Using Eq. (22), we have
Hence an approximation for s(n) is
The error bound for the sum
Eq. (24) shows that a larger m (with n and µ fixed) makes the error bound smaller. Therefore, we begin by explicitly computing the sum of the first m − 1 terms,
to high precision. This will be used to achieve the required precision ofs m, µ (n).
Replacing the integer variable n in Eq. (27) by the real variable x, we get the equatioñ
with parameters m and µ. Solving
gives a value of x that approximates n 0 . Call this root r. Now we must find a criterion that allows us to check if r + 1 is the value n 0 that satisfies (25).
To this purpose we consider Fig. 1 with the graphs of the functions
where (cf. Eq. (24))
Now we distinguish the following two cases: a) R µ (m, x) > 0: From (28) it follows that the point ( r , s( r )) is a point of the line segment BC, and ( r + 1, s( r + 1)) is a point of the line segment EF . If, where BC denotes the length of BC,
we know that s( r ) < a 0 < s( r + 1), hence n 0 = r + 1. Using (29) we write the inequality in (32) in the final form
b) R µ (m, x) < 0: We have ( r , s( r )) ∈ AB and ( r + 1,
we know that s( r ) < a 0 < s( r + 1), hence n 0 = r + 1. The inequality in (34) may be written as
Inequalities (33) and (35) can be combined together into
with
As an example we will calculate n 0 for a 0 = 10. This allows us to check our result against Table 1 . From Table 1 , it is clear that, for a 0 ≥ 10, n 0 is at least several million, so we choose m = 100001 and find s(m − 1) = s(100000) ≈ 6.73821774549790928310 .
In this example, we compute this sum to 20 decimal places, but it is easy to compute more. We choose µ = 3 in Eq. (27). For larger a 0 , or to obtain even more decimals of the sum of the a k that exceeds a 0 = 10, it might be necessary to use a larger m, to compute s(m − 1) to more decimals, or to use a larger value of µ (or all of the above).
We then use Mathematica's FindRoot function to solve the equation
for x. Expanding ϕ 3 (m, x), we get
If we substitute m = 100001 and combine the numeric terms together into a decimal value, we get
So, the equation we want to solve is
= 10 − 6.73821774549790928310 = 3.26178225450209071690 .
We find x = r = 68100150.0149. The signed error bound is found by numerical integration of Eq. Since this error bound is less than 0, we use Eq. (36) with n = r + 1 = 68100151 in order to check if n 0 = r + 1. One finds that s(100000) + ϕ 3 (100001, 68100151) − 10 ≈ 7.23308281312 · 10 −9 , so the condition (36) holds true, hence n 0 = 68100151. This confirms the n = 68100151 in Table 1 that was found by brute force.
Once we know the value of n = n 0 for which the sum s(n 0 ) first exceeds a 0 = 10, we must compute s(n 0 ), which is used in Equations (12) and (13) to compute the value of the sinc integral. For example, with a 0 = 10, we find that n 0 = 68100151 and s(n 0 ) ≈ s(100000) + ϕ 3 (100001, n 0 ) ≈ 10.00000000723308281312 .
Equation (13) requires that we raise the difference s(n 0 ) − a 0 to the high power n 0 . (Note the loss of precision that occurs when we perform this subtraction). So, we may need to compute more accurate approximations ϕ µ (m, n 0 ) using values of µ > 3. Tables 2 and 3 below display n 0 and the approximate values of s(n 0 ) for a 0 = 10, 11, . . . , 25. To obtain these values, we use m = 100001 and compute s(m − 1) to 100 decimal places, then use µ = 10 to compute each n 0 and ϕ µ (m, n 0 ). The Mathematica module getNValueAndSumForA0[ ] in Appendix A.1 performs these calculations.
Note that if we compute the initial sum s(m − 1) to only D decimal places, then we can never compute s(j) to more than D correct decimal places for any j > m − 1, even if the error estimate R µ is less than 10 −D .
Calculating the Integrals
For a given a 0 , we first compute the corresponding value of n = n 0 and the approximate value of s(n), as shown in Tables 2 and 3 . The next task is to compute the value of J n (a 0 ) using Equations (12) and (13) . The value of (s(n) − a 0 ) n can easily be obtained from the approximate value of s(n) in Table 3 , although for large n, we must use logarithms to prevent underflow. Table 2 . Values of n = n 0 , for each a 0 a 0s100001, 10 (n) R 10 (100001, n) Table 3 . a 1 + a 2 + . . . + a n (n from Table 2 ), and error bound from (24), for each a 0 Equation (13) requires that we compute the product of a k for k = 1, . . . , n. In our examples, we have a k = 1/(2k − 1) for k = 1, . . . , n, so we can rewrite this product as follows:
We can express this in terms of factorials:
Therefore, we can rewrite Equations (12) and (13) as
When n is as large as some of the values in Table 2 , we will need to use logarithms. Taking natural logarithms, we have
We denote by lg the the log base 10 and have
with t n (a 0 ) from Eq. (39). Now, it remains to estimate the logarithms of the factorials in Eq.
(39). We will discuss two techniques: approximations based on Stirling's formula, and another application of the Euler-Maclaurin summation formula.
Estimating n! With Stirling's Formula.
For large n, we can use Stirling's formula to get reasonable approximations to the above combination of factorials. These approximations mainly require a few exponentiations, which is much faster than doing O(n) multiplications, especially when n > 10 6 .
The simple version of Stirling's formula is
Strictly speaking, this is not an approximation to n!, but is an asymptotic relation. This means that, as n approaches ∞, the ratio of the right-hand side to n! approaches 1. However, for the large n in Table 3 , the ratio is 1 to several decimal places, so we can obtain several decimal places of the right side in
A more rigorous approach is to compute both lower and upper bounds for n!, based on refined versions of Stirling's formula. These bounds were proved in [16] ; see also [18] :
The following improved lower bound was proved in [11] , so we will use n e
How close are the lower and upper bounds in (41)? The ratio of the upper bound to the lower bound is
For large n, this ratio is quite small.
For n = 10 6 , the lower and upper bounds in (41) Notice that the first 20 digits of the lower and upper bounds are the same. Therefore, we know that n! begins these 20 digits. In fact, Mathematica can calculate n!, and the value is about 8.2639316883312400623766 . . . · 10 5565708 .
(But note that if the lower and upper bounds of some x were 1.9 and 2.1, then no digits would agree, but we would still know that x = 2 ± 0.1.)
We conclude that, using the bounds in (41), we can compute at least the first 10 significant digits of factorials of very large numbers.
Although the natural logarithms of the bounds above would be a little simpler, logs base 10 will most easily produce displayable values. Taking logs in (41), we have
So, for a given n, define b 1 (n) to be the lower bound of lg(n!):
, and define b 2 (n), as the upper bound of lg(n!):
Our goal is to compute lg((n!) 2 /(2n)!). To get a lower bound, we use the lower bound for lg(n!) and the upper bound for lg((2n)!). So, the lower bound for lg((n!) 2 /(2n)!) is
and the respective upper bound is
Now suppose we have computed z ≈ lg(N ) for some large N (for example, N = n!). To display the approximate value of N = 10 z , we need not compute 10 z , which would overflow if N is large enough. Instead, we can extract the mantissa and the exponent of z, and then display N in scientific notation. We have
We can now display N , the antilog of z, as N = m · 10 p , where 1 ≤ m < 10. However, note that if the integer exponent p has d significant digits, then the mantissa m will have about d fewer significant digits than z has. This happens because the subtraction in (45) causes a loss of precision. For example, if z = 100000.12, then 10 z = 10 0.12 · 10 100000 ≈ 1.3 · 10 100000 . Although 10 0.12 ≈ 1.3182567 . . . , only the first two digits in the mantissa of 10 z are meaningful. This is because all we know about this "0.12" is that it is a number between .115 and .125, and 10
.115 ≈ 1.303 and 10
.125 ≈ 1.334.
If n = 10 6 , then we can estimate lg((n!) 2 /(2n)!) as follows. The lower and upper bounds for lg of (n!) 2 /(2n)! in (42) and (43) These agree with each other to 20 digits. This implies that, to 20 significant digits, the value of of (n!) 2 /(2n)! is 1.8082023454706427717 · 10 −602057 . Notice that we lost several significant digits because the exponent has 6 digits.
6 is small enough that Mathematica can compute (n!) 2 /(2n)! directly. The value is about 1.8082023454706427717343 · 10 −602057 .
Here is a straightforward implementation of some of the above equations as Mathematica code: Let's use this code to calculate J 68100151 (10) . First, obtain n = 68100151 and the sum s = 10 + 7.233082813117408154954409388818928756297 · 10 −9 truncated from Table 3 . (Or, one may compute s by adding 68100151 terms directly). Then, run the following Mathematica code:
The results are {m1, e1} = {9.6492736004286844634795529419197, -554381308} {m2, e2} = {9.6492736004286844634795532800687, -554381308}
Of the 32 significant digits in the mantissas, 24 of them agree. Therefore, we know that where all 41 digits in the mantissa are correct.
The number of correct digits here is determined by how closely the lower and upper bounds of n! agree. The limitation here is that we are stuck with whatever accuracy these approximations provide. The Euler-Maclaurin summation formula, described next, allows us to get as much accuracy as we want.
Estimating n! With the Euler-Maclaurin Summation Formula.
We can write σ(n) := ln((2n)!) − 2 ln(n!) = To get a good estimate for σ(n), we will use the exact sum of m − 1 initial terms. Therefore, we split the sums: 
It remains to estimate n k=m ln k and 2n k=n+1 ln k. Therefore, we apply the Euler-Maclaurin summation formula (19) with f (x) = ln x .
The derivatives are given by 
with the error bound σ m, µ (n) − σ(n) < R * µ (m, n) + R * µ (n + 1, 2n) .
Computing t.
We can now put all of this together to compute the value of t.
The Mathematica code to perform these calculations is in Appendix A.1.
There are three main parts of the code.
The first part, in module getNValueAndSumForA0[ ], computes the smallest n = n 0 for which the sum of a 1 + ... + a n exceeds a 0 . The value of the sum is also computed and saved.
The second part, in module lnFactRatio[ ], computes the natural logarithm of (2n)!/(n!) 2 for the n = n 0 just we found.
