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Abstract : In English-as-a-Second-Language (ESL) education, mainly word frequencies and word frequency
rankings from balanced corpora are used as sources of reliable estimators of English word diﬃculty. However,
numerous recent studies on educational applications of natural language processing show that corpora of movie
subtitles and learner corpora also improve the accuracy of identifying words that are diﬃcult or complex for
ESL learners to read. In these studies, the frequencies and frequency rankings of the diﬃcult words are used as
features to build automatic complex word identifiers by using machine-learning techniques. In this study, word
frequencies and word frequency rankings from various corpora and word diﬃculty indexes are compared and























































えば，文献 17) では，Vocabulary Size Testという英語学
習者の語彙サイズを測定するテストを提案している．こ
の手法では，単語を BNCコーパスの単語頻度の降順に
1, 000語で区切り，その 1, 000語の単語の難易度を大ま
かに同じとみなして，各 1, 000語の集合から 5語を選ぶ
形でテストを構成している．この方法に従い，BNCコー






































































BNC British National Corpus 6). イギリス英語の均衡コー
パス（特定専門分野に偏りがないように人手で収録
文書を調整したコーパス）．













BNC 均衡 100 mil.
COCA 均衡 560 mil.
Wiki 百科事典 3,600 mil.2)
Subtitles 字幕 225 mil.


























































































名性を考慮し，コサイン類似度 (文献 5), (26))，Hellinger
距離 (文献 5), (35))，Jensen-Shanon距離 (文献 5), (51))，


































した Spearmanの ρは，式 1のように定義される．式 1







- COCA Wiki Subtitles Lang8
BNC 0.0086 0.0138 0.0078 0.0092
COCA - 0.0113 0.0093 0.0105
Wiki - - 0.0061 0.0071





NC(X,Y ) − ND(X,Y )
























ulary Size Test17) の作成のために使われた，BNC
コーパスの頻度 20, 000語について，頻度順位の降





表 3: 単語頻度分布間の Hellinger距離
- COCA Wiki Subtitles Lang8
BNC 0.3714 0.5556 0.8309 0.7467
COCA - 0.5780 0.6731 0.6141
Wiki - - 1.0305 0.8707
Subtitles - - - 0.5456
表 4: 単語頻度分布間の Jensen-Shanon距離
- COCA Wiki Subtitles Lang8
BNC 0.1709 0.3618 0.8666 0.7813
COCA - 0.3814 0.4897 0.4100
Wiki - - 1.2672 0.8529

































表 5: 単語頻度分布間の Tanimoto距離
- COCA Wiki Subtitles Lang8
BNC 0.2650 0.4232 0.6255 0.5609
COCA - 0.4546 0.5567 0.4992
Wiki - - 0.7325 0.6545










































順位 コサイン類似度 Hellinger距離 Jensen-Shanon距離 Tanimoto距離
1 BNC-Wiki BNC-COCA BNC-COCA BNC-COCA
2 Subtitles-Lang8 Subtitles-Lang8 Subtitles-Lang8 BNC-Wiki
3 COCA-Wiki BNC-Wiki BNC-Wiki Subtitles-Lang8
4 COCA-Lang8 COCA-Wiki COCA-Wiki COCA-Wiki
5 COCA-Subtitles COCA-Lang8 COCA-Lang8 COCA-Lang8
6 BNC-Lang8 COCA-Subtitles COCA-Subtitles COCA-Subtitles
7 BNC-COCA BNC-Lang8 BNC-Lang8 BNC-Lang8
8 BNC-Subtitles BNC-Subtitles Wiki-Lang8 BNC-Subtitles
9 Wiki-Lang8 Wiki-Lang8 BNC-Subtitles Wiki-Lang8
10 Wiki-Subtitles Wiki-Subtitles Wiki-Subtitles Wiki-Subtitles
表 7: 単語頻度順位間の Spearman’s ρ
- COCA Wiki Subtitles Lang8 JACET SVL BNClevel
BNC 0.7808 0.7396 0.6891 0.7179 0.8250 0.7224 0.8094
COCA - 0.6427 0.8013 0.7911 0.8146 0.7492 0.7900
Wiki - - 0.6734 0.7071 0.6909 0.6308 0.7072
Subtitles - - - 0.8121 0.7471 0.8072 0.7919
Lang8 - - - - 0.8180 0.8509 0.7751
JACET - - - - - 0.7803 0.8148














































表 8: 単語頻度順位間の Kendall’s τ
- COCA Wiki Subtitles Lang8 JACET SVL BNClevel
BNC 0.6275 0.5809 0.5118 0.5447 0.6416 0.5538 0.6477
COCA - 0.4772 0.6129 0.6114 0.6270 0.5767 0.6214
Wiki - - 0.4864 0.5222 0.5006 0.4657 0.5301
Subtitles - - - 0.6296 0.5587 0.6366 0.6210
Lang8 - - - - 0.6351 0.6853 0.6105
JACET - - - - - 0.6154 0.6511
SVL - - - - - - 0.6328
表 9: 単語頻度順位間の順位相関係数ごとの似ているコーパス
ペア（似ている順）
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