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Abstract The use of artificial neural networks (ANNs) in
estimation of evapotranspiration has received enormous
interest in the present decade. Several methodologies have
been reported in the literature to realize the ANN modeling
of evapotranspiration process. The present review dis-
cusses these methodologies including ANN architecture
development, selection of training algorithm, and perfor-
mance criteria. The paper also discusses the future research
needs in ANN modeling of evapotranspiration to establish
this methodology as an alternative to the existing methods
of evapotranspiration estimation.
Introduction
Reference evapotranspiration (ETo) is one of the major
components of the hydrologic cycle, and its accurate esti-
mation is of utmost importance for many studies such as
hydrologic water balance, irrigation system design and
management, crop yield simulation, and water resources
planning and management. The ETo can be directly mea-
sured using either lysimeter or water balance approach, or
estimated indirectly using the climatological data. How-
ever, it is not always possible to measure ETo using
lysimeter because it is a time-consuming method and needs
precisely and carefully planned experiments. The indirect
reference evapotranspiration (ETo) estimation methods
based on climatological data vary from empirical rela-
tionships to combination methods based on physical pro-
cesses such as Penman (1948) and Monteith (1965). The
combination method links evaporation dynamics with
fluxes of net radiation and aerodynamic transport charac-
teristics of natural surface.
ETo is a complex process depending on several inter-
acting climatological factors, such as temperature, humid-
ity, wind speed, and radiation. The lack of physical
understanding of ETo process and unavailability of all
relevant data results in inaccurate estimation of ETo. Over
the past two decades, artificial neural networks (ANNs)
have been increasingly employed in modeling of hydro-
logical processes because of their ability in mapping the
input–output relationship without any understanding of
physical process. An artificial neural network model is a
mathematical model whose architecture is essentially
analogous to the learning capability of the human brain in
which highly interconnected processing elements arranged
in layers. The basic strategy for developing an artificial
neural network-based model of system behavior is to train
the network on examples of the system. If the examples
contain the relevant information about the system behavior,
then the trained neural network would contain sufficient
information about the system behavior to qualify as a
system model. Such a trained neural network not only able
to reproduce the results of examples it was trained on, but
through its generalization capability, is able to approximate
the results of other examples.
ANN application and its functional evaluation in the
area of water resources can be found in the literature, those
includes Dawson and Wilby (1998), Maier and Dandy
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(2000), and ASCE (2000a, b). The feed-forward multilayer
perceptron (MLP) is widely adopted ANN in most of the
studies on hydrological modeling. French et al. (1992)
reported application of ANN in rainfall modeling whereas
the application of ANN in evapotranspiration modeling
was started after 2000 (Odhiambo et al. 2001; Kumar et al.
2002). Earlier, the ANN models for evapotranspiration
used the standard back-propagation learning algorithm.
Later, these models were further refined by using different
learning algorithms such as radial basis function, RBF
(Sudheer et al. 2003), generalized regression neural net-
work model, GRNNM (Kisi 2006; Kim and Kim 2008),
Levenberg–Marquardt, LM (Kisi 2007, 2008), quick
propagation (Landeras et al. 2008), and conjugate gradient
descent (Landeras et al. 2008). In the last decade, several
studies on application of ANN techniques in evapotrans-
piration modeling have been reported considering different
learning algorithms, input variables, training data sets, etc.,
and thus, this paper is an attempt to review these studies.
Development of ANN as a computational technique
Artificial neural networks: theory
An ANN consists of input, hidden, and output layers, and
each layer includes an array of artificial neurons. A fully
connected neural network, in which there is a connection
between each of the neurons in any given layer with each
of the neurons in the next layer or previous layer. An
artificial neuron is a mathematical model whose compo-
nents are analogous to the components of actual neuron.
Figure 1 presents the various components of biological
neurons and its mathematical equivalence. The array of
input parameters is stored in the input layer, and each input
variable is represented by a neuron. Each of these inputs is
modified by a weight (sometimes called synaptic weight)
whose function is analogous to that of the synaptic junction
in a biological neuron. The neuron (processing element)
consists of two parts. The first part simply aggregates the
weighted inputs resulting in a quantity I (weighted input);
the second part is essentially a nonlinear filter, usually
called the transfer function or activation function. The
logistic and hyperbolic functions are the most common and
have been used in majority of ANN application (Dawson
and Wilby 1998 and Zanetti et al. 2007) in hydrological
modeling. The activation function limits the values of the
output of an artificial neuron to values between two
asymptotes. These functions are a continuous function that
varies gradually between two asymptotic values, typically
0 and 1 or -1 and ?1.
Considering a neuron j in the ith layer, sum of weighted
inputs (Ij) for a neuron j in the ith layer can be written as
the dot product of the weight and input vectors as follows:
Ij ¼
Xn
i¼1
wijxi ð1Þ
where Ij = sum of weighted inputs to neuron j in the ith
layer, wij = weight of link between the ith input to the
jth neuron of the hidden layer, xi = input value stored in
ith neuron, and n = number of inputs.
The output of jth neuron can be written as a function of
sum of weighted inputs:
yi ¼ uðIjÞ ð2Þ
where yj = output of jth neuron and u(Ij) is the activation
function.
The activation function (logistic function) is given as
uðIjÞ ¼ 1
1 þ eaIj ð3Þ
where a = coefficient that adjusts the abruptness of the
function and Ij = sum of the weighted input.
The hyperbolic tangent function is also utilized as an
alternate to the logistic function. In fact, both the function
forms sigmoid in nature. Mathematically, the hyperbolic
tangent function is given as
uðIjÞ ¼ tanhðIÞ ð4Þ
The implementation of feed-forward ANN involves six
different components that includes definition of input lay-
ers and number of nodes, selection of activation function,
optimization of hidden layers and number of nodes, defi-
nition of output layer and number of nodes, selection of
training and validation algorithm and performance evalu-
ation. A typical ANN architecture consisting of an input
Fig. 1 Schematic representation of a A biological neuron, b an
artificial neuron
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layer, a hidden layer and an output layer for modeling
evapotranspiration is given in Fig. 2. The input layer
consists of nodes representing meteorological inputs
(namely minimum and maximum temperature, minimum
and maximum RH, solar radiation and wind speed), and the
output layer consists a node representing ETo.
Evapotranspiration modeling using ANN: past studies
The ANN applications in hydrological studies were started
from rainfall-runoff modeling during the early 1990s.
Later, the application further proliferated into streamflow
prediction, ground water modeling, water quality, precipi-
tation forecasting, reservoir operation and time series
analysis of hydrological processes. The evapotranspiration
modeling using ANN initiated after year 2000 when Bruton
et al. (2000) developed artificial neural network models to
estimate daily pan evaporation using weather data from
Rome, Plains, and Watkinsville, Georgia. The ANN mod-
els estimated pan evaporation slightly better than the pan
evaporation estimated using multiple linear regression
models and Priestley–Taylor equation.
Kumar et al. (2002) developed ANN models using six
basic parameters, which are also required for FAO-56 PM
(Penman–Monteith) method. They trained ANNs against
FAO-56 estimated ETo and lysimeter measured daily ETo
for Davis. The ET was better estimated using the developed
ANN models than the FAO-56 PM method despite ANN
models are essentially empirical in nature. The WSEE
(weighted standard error of estimate) was 0.56 mm/day for
ANN model when compared to 0.97 mm/day in case of
FAO-56 PM. Kisi (2006) developed ANN models respec-
tive to Penman (Snyder and Pruitt 1985), Hargreaves
(Hargreaves and Samani 1985) and Ritchie (Jones and
Ritchie 1990) for two weather stations namely Pomona and
Santa Monica, both operated by CIMIS (California Irriga-
tion Management Information System). The ANN models
were trained against the computed ETo estimates using
FAO-56 PM. Different combination of weather parameters
namely solar radiation, air temperature, relative humidity,
and wind speed were used in developing the ANN models.
The ANN model with all parameters as input was found to be
the better estimator of daily FAO-56 PM than respective
counterparts.
ANN model development in respect to temperature-
based Hargreaves method has been given major attention
by several researchers. This method is one of the simplest
ETo estimation methods which requires maximum and
minimum temperature as input parameters, and can be
utilized over various regions. Conventional Hargreaves
method over and under estimate ETo by 25 and 9%,
respectively, in arid and humid region (Jensen et al. 1990).
Khoob (2008a) developed ANN model corresponding to
the Hargreaves method using monthly data of 12 locations
situated in Khuzestan plain, Iran. The analysis of results
suggested that the conventional Hargreaves method
underestimates and overestimates the FAO-56 PM monthly
ETo values by maximum of 20 and 37%, respectively.
Khoob (2008b) concluded that the Hargreaves method is
poor for regional estimation of ETo and calibrated
Hargreaves method (using FAO-56PM) also does not
improve ETo estimates. Kisi (2006) reported though
Hargreaves method can overestimate FAO-56PM ETo by
118–167% but calibration significantly improves the per-
formance of the temperature-based method. Zanetti et al.
(2007) and Landeras et al. (2008) also found that for same
inputs ANN models are better than the Hargreaves method.
However, in contrast to these findings, Kisi (2006, 2007
and 2008) found the temperature-based models including
Hargreaves when calibrated using FAO-56PM performed
slightly better than ANN.
Kisi (2006) developed generalized regression neural
networks (GRNN) model that uses radial basis function in
ANN learning and tested at two locations, namely Pomona
and Santa Monica. Two models were developed based on
different data sets. The first model GRNN1 used data on
solar radiation, temperature, relative humidity and wind
speed whereas second model GRNN2 used solar radiation
and temperature as model input. Inter-comparison of
GRNN1 and GRNN2 suggested that the model perfor-
mance did not improve substantially after adding input
parameters of relative humidity and wind speed. Basic data
of solar radiation and temperature was proved to be suffi-
cient to estimate ETo. Landeras et al. (2008) developed
series of ANN models to estimate ETo depending upon the
availability of data. Kumar et al. (2008) developed ANN
models based on different categories of conventional ETo
estimation methods namely temperature based (FAO-24
Fig. 2 ANN frame work for ETo modeling
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Blaney–Criddle), solar radiation based (FAO-24 Radiation
and Turc) and combinations of these (FAO-56 Penman–
Monteith). All ANN models performed better than the
respective conventional method in estimating FAO-56PM
ETo. In general, all of the above studies revealed that
the ANN models are superior in estimating ETo than the
respective conventional method. Table 1 presents the
summary of ANN-based ET modeling studies.
Table 1 Summary of various criteria adopted by different authors in ANN modeling for ETo estimation
S
No
Authors Input dataa Output/target data Length of record Origin Time
step
1 Bruton et al. (2000) Tmean, R, Tsoil, u, Sra, and E Pan evaporation 7 years (1992–1998) Georgia (USA) Daily
2 Trajkovic et al. (2000) RHmin, n/N, and u Blaney–Criddle ‘b’
factor
Tabular values of ‘b’ factor – –
3 Sudheer et al. (2002) Tmin, Tmax, RHmin, RHmax,
n, and u
Pan evaporation 4 years (duration not
mentioned)
India Daily
4 Kumar et al. (2002) Sra, Tmin, Tmax, RHmin,
RHmax, and u
ETo(FAO-56 PM) 10 years (1991–2000) CIMIS (USA) Daily
ETo(Lysimeter) 4 years (1960–1963)
5 Sudheer et al. (2003) Tmean, RHmean, u, and n ETo(Lysimeter) 4 months (Oct 1989–Jan
1990)
India Daily
6 Trajkovic et al. (2003) Tmean, RHmean, u, and n ETo(FAO-56 PM) 20 years (1977–1996) Serbia Monthly
7 Trajkovic (2005) Tmean, RHmean, u, n, and ea ETo(FAO-56 PM) 4–8 years (different
duration)
Serbia Monthly
8 Keskin and Terzi (2006) Tmean, Twater, RHmean Sra, u,
eair, and n
Pan evaporation 2 years (2001–2002) Turkey Daily
9 Kisi (2006) Sra, Tmean, RHmean and u ETo(modified
penman)
4 years (2001–2004) CIMIS, USA Daily
10 Kisi (2007) c Sra, Tmean, RHmean, and u ETo(modified
penman)
4 years (2001–2004) CIMIS, USA Daily
11 Kisi and Ozturk (2007) Sra, Tmean, RHmean and u ETo(FAO-56 PM) 4 years (2001–2004) CIMIS, USA Daily
12 Kisi (2008) Sra, Tmean,, RHmean, and u ETo(FAO-56 PM) 4 years (2001–2004) CIMIS, USA Daily
13 Jain et al. (2008) Tmean, Tdew, Sra, u, and
RHmean
ETo(FAO-56 PM) 2 years (1990–1991) USDA Hourly
14 Landeras et al. (2008) Tmean, RHmean, u, and n ETo(FAO-56 PM) 5 years (1999–2003) Spain Daily
15 Zanetti et al. (2007) Tmean, Sra, and n ETo(FAO-56 PM) 8 years (1996–2003) Brazil Daily
16 Khoob (2008a) Tmean, RHmean, u and n ETo(FAO-56 PM) None revealed Iran Daily
17 Khoob (2008b) Tmean, RHmean, u, n and E ETo(FAO-56 PM) 8 years (1996–2003) Iran Daily
18 Kumar et al. (2008) Sra, Tmin, Tmax, RHmin,
RHmax, and u
ETo(FAO-56 PM) 10 years (1991–2000) CIMIS (USA) Daily
19 Kumar et al. (2009) Sra, Tmin, Tmax, RHmin,
RHmax, and u
ETo(FAO-56 PM) 10 years (1991–2000) CIMIS (USA) Daily
20 Kisi and Cimen (2009) Sra, Tmean, RHmean, and u ETo(FAO-56 PM) 10 years (1998–2007) CIMIS, USA Daily
21 Kisi (2009) Tmean, Sra, RH, and eair Pan evaporation 4 years (1987–1990) Fresno, Los
Angeles and
San Diego,
USA
Daily
22 Dai et al. (2009) Tmean, RH, u, and n ETo(FAO-56 PM) 30 years (1970–2000) China Monthly
23 Moghaddamnia et al.
(2009)
Tmean, u, ed, and RH Pan evaporation 23 years (1983–2005) Iran Daily
24 Traore et al. (2010) Sra, Tmin, Tmax, RH, and u ETo(FAO-56 PM) 11 years (1996–2003) Sudano-Sahelian
Zone
Daily
25 Marti et al. (2010) Tmean, Tmin, Tmax, RHmin
RHmax u, Sra, and n
ETo(FAO-56 PM) 9 years (2000–2008) Spain Daily
a The symbols are Tmean air temperature, Tmin minimum temperature, Tmax maximum temperature, Tdew dew point temperature, R rainfall, Tsoil
soil temperature, u wind speed, Sra solar radiation, E pan evaporation, RHmin minimum RH, RHmax maximum RH, n actual sunshine hours,
N maximum possible sunshine hours, ea actual vapor pressure, and eair air pressure, ed saturation vapor pressure deficit
14 Irrig Sci (2011) 29:11–25
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Kumar et al. (2009) developed generalized artificial
neural network (GANN) models, namely GANN(6-7-1),
GANN(3-4-1), GANN(5-6-1) and GANN(4-5-1) corre-
sponding to FAO-56PM, FAO-24 Radiation, Turc and
FAO-24 Blaney–Criddle method. These models were
trained using the pooled data from 4 CIMIS stations
namely Castroville, Davis, Mulberry, and WSFS with
FAO-56 PM computed values as targets. The developed
GANN models were then directly implemented at two
different CIMIS locations in California, USA (namely Lodi
and Fresno) and four IMD (India Meteorological Depart-
ment) locations in Madhya Pradesh and Chattisgarh state of
India (namely Hoshangabad, Gwalior, Jabalpur and
Pendra) without any local training. Based on the results
they concluded that the developed GANN models have the
global validity and can be used directly to estimate ETo
under arid conditions.
The general methodology adopted in implementing the
ANN techniques for evapotranspiration modeling is com-
parison of ANN model performance with the respective
conventional method. The framework of these studies can
be summarized as Fig. 3. The methodology essentially
looks into the possibility of use of ANN model as an
alternative to the respective conventional method. Several
studies have focused on developing ANN models corre-
sponding to various conventional ETo estimation methods.
Development of ANN architecture: some issues
ANN architecture development involves the creation of
network topology and network training under various
combinations of nodes in hidden layer(s), number of hid-
den layers, training cycles, and selection of training func-
tion and parameters of training function. The performance
of each combination is evaluated on the basis of predefined
performance criteria. Typical ANN model has three layers
namely input layer, hidden layer and output layer having
certain number of nodes in each layer (Fig. 2). Nodes in
input layer and output layer are known, and they typically
represent input variables and expected output, respectively.
Nodes in different layers of ANN models
The number of nodes in the input layer depends on the
number of climatic variables used in estimating ETo. The
individual node in the input layer corresponds to respective
variables. Thus, the number of nodes in the input layer
varies according to the climatic data requirement of the
model. The number of hidden nodes depends on several
factors such as the number of input and output nodes; the
number of training cases; the amount of noise in the tar-
gets; the complexity of the function or classification to be
learned; the architecture; the type of hidden unit activation
function; and the training algorithm. In most situations,
there is no way to determine the optimal number of hidden
nodes without training several networks and estimating the
error of each. A few hidden nodes result in a high training
and generalization errors due to under-fitting, whereas too
many hidden nodes result in low training error but give
higher estimation error due to over-fitting. However,
Swingler (1996) and Berry and Linoff (1997) pointed out
that the networks rarely require hidden nodes more than
twice the number of input nodes for the MLP.
Kumar et al. (2002) studied the effect of number of
nodes in the hidden layer and number of hidden layers on
the evapotranspiration estimating performance. In their
study, the number of nodes was varied from i ? 1 to
2i (where i is the number of nodes in the input layer) in two
sets of ANN models, i.e., (a) ANN with single hidden layer
and (b) ANN with two hidden layers. The study revealed
that a single hidden layer with i ? 1 nodes was sufficient to
model evapotranspiration for almost all conditions of data
availability. Jain et al. (2008) also adopted the trial and
error procedure to optimize the number of nodes in the
hidden layer as well as number of hidden layer(s). The
procedure started with 2 nodes in the hidden layer initially
Fig. 3 Methodology for developing ANN architecture
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and number of nodes in the hidden layer increased to 12
with step size of 1 at each trial. Several researchers namely
(Sudheer et al. 2003; Kisi 2007, 2008; Landeras et al. 2008)
have used the in-built utilities of standard ANN simulation
software to achieve the optimal ANN architecture. These
in-built utilities of simulation software usually adopt net-
work pruning algorithm. Initially bigger ANN architecture
is selected and simulation implemented with this ANN.
The pruning algorithm reduces the network size by
removing the links with the smallest weight after each
training cycle. The pruning of network, however, has not
been reported explicitly in the literature though. Trajkovic
et al. (2003) used optimal brain surgeon (OBS) and optimal
brain damage (OBD) algorithms for pruning to derive an
optimal network architecture based on the statistical
parameter significant test. The method of finding an opti-
mal network architecture using a pruning algorithm has
certain drawbacks. This type of ANN usually function for
certain sets of conditions and parameters specific to the
location. However, the network parameters may vary with
respect to location and because of variability in input data.
Thus, the optimal network architecture obtained using
pruning algorithm will have limited scope to generalize
over various locations.
Selection of learning function
The goal of neural network learning is to find the network
having the best performance on unseen data. Learning
algorithm is the mathematical formulation that optimizes
the error function in order to modify the link weight. Most
of the studies on ANN modeling of hydrological events
used the back-propagation. In evapotranspiration modeling,
varieties of learning algorithms are employed in ANN
model development. These algorithms are back-propaga-
tion (Kumar et al. 2002; Sudheer et al. 2002; Kisi 2006;
Keskin and Terzi 2006; Parsuraman et al. 2007; Khoob
2008a; Landeras et al. 2008; Kumar et al. 2008), generalized
regression (Kisi 2006, 2008; Kim and Kim 2008), radial
basis function (Sudheer et al. 2003; Trajkovic et al. 2003;
Trajkovic 2005; Kisi 2008), Levenberg-Maquardt (Kisi
2007; Landeras et al. 2008; Zanetti et al. 2007; Khoob
2008b), conjugate gradient decent (Landeras et al. 2008),
and quick propagation (Landeras et al. 2008).
Back-propagation algorithm
More than 70% of the studies on ANN implementation of
hydrological processes employed the back-propagation
learning algorithm because of its simplicity and robustness.
In the back-propagation learning algorithm, learning of an
artificial neural network involves two phases. In the for-
ward pass the input signals propagate from the network
input to the output. In the reverse pass, the calculated error
signals propagate backward through the network, where
these are used to adjust the weights (Rumelhart et al. 1986).
The calculation of the output is carried out, layer by layer,
in the forward direction. The output of one layer is the
input to the next layer. In the reverse pass, the weights of
the output neuron layer are adjusted first since the target
value of each output neuron is available to guide the
adjustment of the associated weights, using the delta rule.
Next, the weights of middle layer (hidden layer) are
adjusted. Lower learning rate results in slow learning of the
networks, whereas higher training rate makes the weights
and objective (error) function diverge, so there is no
training at all (LeCun et al. 1989, 1993; Orr and Leen
1997). Therefore, network training using a constant train-
ing rate is usually finalized after trial and error. Use of
momentum term reduces the training time by enhancing the
stability of the training process and keeps the training
process going in the same general direction. This involves
adding a term to the weight adjustment function, which is
proportional to the previous weight change to modify the
next weight change to overcome the ill effects of local
minima. The momentum term carries a weight change
process through one or more local minima and gets it into
the global minima. ASCE Task Committee (2000a)
described the algorithm in detail.
Initial weights are assigned to each and every link
between the processing elements of different layers to start
the learning process of the network. Generally, initial
weights are assigned randomly, hence there is a little
chance that the two same networks with same input data
will converge to some final state. However, this aspect of
ANN learning is automatically taken care when ANN is
learned for predetermined error values. Kumar et al. (2002,
2009) reported that ANN model of same architecture with
different learning parameters did not produce significantly
different results. This suggested that the variation to the
learning rate, momentum, and initial weight range had very
little role in model accuracy when sufficient data are
available and predefined ANN learning criteria are used for
training.
Radial basis function
The radial basis function networks (RBF networks) have
been extensively employed in modeling of evapotranspi-
ration process. Radial basis functions (RBF) are built onto
distance criteria with respect to center. The interpretation
of its output layer value is the same as a regression model
in statistics. The RBF network consists of hidden layer of
basis function (most commonly used is Gaussian Bell
function) represented as hidden layer. At the input of each
neuron, the distance between the neuron center in hidden
16 Irrig Sci (2011) 29:11–25
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layer and input vector is calculated and the output is
determined by summation of dot products of basis function
and distance with respect to each input neuron. Thus, the
RBF networks have an advantage of not suffering from the
problem of local minima as in the case of the back-prop-
agation MLP. The linearity ensures that the error surface is
quadratic and therefore a global minimum is found easily.
The principle of radial basis function is derived from the
theory of functional approximation. The RBF function is
presented in details below (SNNS 1995). Given N pairs
ðx~i; yiÞ and ðx~2 <n; y 2 <Þ, the output function of the
network is
Z
ðx*Þ ¼
XK
i¼1
cihðjx~ t~ijÞ ð5Þ
where K is the number of neurons in the hidden layer, t~i is
the center vector for neuron i, and ci are the weights of the
linear output neurons. In the basic form all inputs are
connected to each hidden neuron. h is the radial basis
function applied to the Euclidian distance between each
center t~i and the given argument x~. The function h is
basically a Gaussian function which has its maximum
value at a distance of zero. When values of x~ equals to
center, t~i, the function h yields output value of 1 and
become zero for larger distances. Hence the function $ is an
approximation of the N given pairs ðx~i; yiÞ and therefore
minimizes the following error function, H:
H f½  ¼
X
ðyi  f ðx~iÞÞ2 þ kjjPf jj2 ð6Þ
The first part of the function, H, is the condition which
minimizes the local error of the approximation and the
second part of H, i.e., ||Pf||2 is a stabilizer which forces f to
become continuous. The factor k determines the influence
of the stabilizer.
Sudheer et al. (2003) used RBF function to train the net-
works for actual ET estimation using three different input
datasets corresponding to FAO-56, Hargreaves, and Thorn-
thwaite methods. These developed networks could estimate
actual ET with modeling efficiency of 98.2–99.0%. Gen-
eralized regression neural networks (GRNN) models are
extension to the RBF networks that use one additional layer
known as summation layer. The GRNN models are based on
nonlinear regression theory. The GRNN thus, serves as the
universal approximator in solving any smooth function
approximation problem. The method does not require itera-
tive learning process. Hence, local minima problem is not
faced in GRNN modeling. The detailed of the learning pro-
cedure of GRNN models is presented by Kisi (2006) and Kim
and Kim (2008). Trajkovic (2005) demonstrated the utility of
a temperature-based radial basis function neural networks in
modeling ETo when relative humidity, solar radiation and
wind speed data are not available. Kisi (2006) applied GRNN
technique in modeling FAO-56 PM ETo and also compared
its performance against Penman, Hargreaves, and Ritchie
methods. Trajkovic (2009) further used RBF networks to
convert pan evaporation data into evapotranspiration.
Levenberg–Marquardt (LM)
During past couple of years, the Levenberg–Marquardt
(LM), a second order optimization technique is extensively
employed in evapotranspiration modeling using artificial
neural networks. LM algorithm is modification to the
Gauss–Newton method of approximation and presented in
detail by Kisi (2007). The LM algorithm is claimed to be
superior to the standard back-propagation in terms of fast
convergence and thus needs lesser learning cycles (Zanetti
et al. 2007).
Data type, quality, and sample size
In general, all the studies of evapotranspiration modeling
using ANN involved comparison of the traditional evapo-
transpiration estimation methods and counterpart ANN
models. Data such as temperature, humidity, wind speed,
and solar radiation are used in ANN modeling of evapo-
transpiration. In most of the studies, the target values of
evapotranspiration derived from the traditional methods,
based on temperature or radiation or combination methods,
were used in respective ANN model development and
testing. However, Kumar et al. (2002) used lysimeter
measured evapotranspiration for ANN model development.
Bruton et al. (2000), developed ANN models to estimate
missing pan evaporation data using weather variables
either measured or calculated. The data used by different
authors in the literature for ETo estimation using ANN
modeling is described in Table 1. The basic data include
solar radiation, humidity, temperature, and wind speed.
ANN models were developed using different combination
of these basic data.
The sample size requirement of input data pairs for
optimal ANN learning has not been studied extensively in
ETo modeling. However, Markham and Rakes (1998)
carried out an exclusive study on the effect of sample size
and data variability on performance of ANN (three layer
back-propagation network with sigmoidal transfer func-
tion). The study involved 5 level of sample size viz. 20, 50,
100, 200 and 500 and 4 level of variance viz. 25, 100, 225
and 400. The study suggested that the sample size and
variance have an effect on relative performance of ANN
and ANN performs better with large sample size.
ANN models are data intensive and learn through data
variability. A high variability in learning data set results in
Irrig Sci (2011) 29:11–25 17
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a more robust ANN model. Input data should contain the
values in wider range because the ANN has strong inter-
polation capabilities than the extrapolation capabilities
(Kumar et al. 2009). Thus, ANNs performance deteriorates
substantially in respect to the values which are beyond the
range of input data on which network has been trained.
Several studies suggested that the ANN modeling tech-
niques has a close resemblance with multiple regression
data modeling. Thus the sample size determination using
the standard statistical methods in regression modeling
could be employed in ANN modeling as well. These sta-
tistical methods consider three factors namely degree of
confidence, degree of precision, and variability in data set
in determining the optimal sample size (Cochran and Cox
1957; Gomez and Gomez 1984).
Data preprocessing (normalization)
Neural networks are very sensitive to absolute magnitude.
To minimize the influence of absolute scale, all inputs to
the neural network are scaled and normalized so that they
correspond to similar range of values. The most commonly
chosen ranges are 0 to 1 or –1 to ?1. This is described in
the following section.
The nonlinear activation function used in network
learning is typical sigmoidal function, which is given as
UðIÞ ¼ 1 þ eaI 1 ð7Þ
where I is the sum of weighted inputs and given as
I ¼ x1w1 þ x2w2 þ    þ xnwn ¼
Xn
i¼1
xiwi ð8Þ
where xi and wi represent the element of input vector and
associated weight, respectively.
This logistic function UðI) is one of the several sig-
moidal functions, in which values change monotonically
from a lower limit (0 or -1) to an upper limit (?1) as I
changes.
Prior to exporting the data to the ANN for training,
normalization of the data is essential to restrict the data
range within an interval of 0–1, because the sigmoidal
activation function is assigned to the neurons of the middle
layer. The weight change corresponding to the activated
value near 0 or 1 is minimal since neuron response is
‘‘dull’’, whereas closer to 0.5, the neurons respond more
(Rao and Rao 1996).
Most of the researchers (Hegazy and Ayed 1998;
Campolo et al. 1999; Yeh 1998) followed the normaliza-
tion schemes such that the maximum of the data series
fixed at unity and thus used maximum value to divide the
data series.
xnorm ¼ xo
xmax
ð9Þ
where xnorm, x0, and xmax are normalized value, real value
and maximum value, respectively.
Statistical characteristics of the original data were used
by some researchers to normalize the values. Khoob (2008a)
utilized mean and standard deviation of the original data in
normalization process. The normalization scheme given
was
xnorm ¼ xo  x
SD
ð10Þ
where xnorm, xo, x, and SD are normalized value, real value,
mean, and standard deviation, respectively.
Several researchers (Jain et al. 2008; Khoob 2008b)
normalized the data between 0 and 1 using maximum and
minimum of the observed data set as follows:
xnorm ¼ xo  xmin
xmax  xmin ð11Þ
where xnorm, x0, xmin, and xmax are normalized value, real
value, minimum value, and maximum value, respectively.
The shape of the transfer function plays an important
role in ANN learning. The majority of neural network
models use a sigmoid (S-shaped) transfer function. The
sigmoid functions are defined as a nonlinear function
whose first derivative is always positive and range is
bounded. However, the sigmoid function never reaches to
its theoretical maximum and minimum limits and hence
considered active in the range of 0.1–0.9 (Rao and Rao
1996). Cigizoglu (2003) suggested that the learning data
that are scaled between 0.2 and 0.8 gives the ANN, the
flexibility to predict beyond the training range. Kisi (2009)
suggested following equation to normalize data between
the desired range a and b
xnorm ¼ a xi  xmin
xmax  xmin þ b ð12Þ
where xnorm, x0, xmin, and xmax are normalized value, real
value, minimum value and maximum value respectively
and a and b are the scaling factor.
Kumar et al. (2002, 2008 and 2009) used the normalized
scheme such that the difference between the original data
and mean was divided by the range of the data series. This
resulted in the normalized values ranging between -1 to
?1 with zero mean. To obtain the mean of 0.5 of the
normalized series, the axis was transformed to -1 and the
resultant was divided by two. Thus, the normalization was
made ensuring that the mean of the data series should have
the normalized value closer to 0.5 and in the process most
of data were fall in range of 0.3–0.7 ensuring maximum
response from the neuron.
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xnorm ¼ 0:5  xo  x
xmax  xmin
 
þ 0:5 ð13Þ
where xnorm, x0, xmin, and xmax are normalized value, real
value, minimum value, and maximum value, respectively.
Network performance criteria
At the beginning of the ANN model development process,
it is important to clearly define the criteria to assess the
performance of the developed model. The performance
criteria have the significant impact on the optimal network
architecture selection. The performance criteria decided on
the basis of either system error that occurred during
learning or prediction accuracy. The prediction accuracy
generally measures the ANN ability in estimation using
data that have not been utilized in the training process.
Several performance criteria have been used in ANN
modeling of evapotranspiration. Various performance
measures used in ANN modeling of ETo are given in
Table 2. In most of the studies, the ANN models were
developed as an alternative to the FAO-56PM. However,
ANN models were also developed pertaining to various
cases of data availability and compared with the respective
conventional ETo estimation methods. All studies vali-
dated the application of ANN modeling as an alternative to
the existing ETo estimation methods.
Discussion
ANNs have been successfully implemented to model
evapotranspiration in several studies. These studies indi-
cated that the ANN models can be used as an alternative
method to estimate ETo. The performance of ANN models
reported in these studies was superior to respective con-
ventional methods of ETo estimation.
Most of the studies considered ANN modeling of FAO-56
PM ETo values. The FAO-56 PM ETo values are the cal-
culated values which were essentially derived from the basic
climatic data. Using these calculated values as target, the
high model performance of the ANN models could be
attained. The model efficiency deteriorates when the target
value of pan evaporation and Lysimeter ETo are used. The
interaction of different factors influencing the process of
evapotranspiration and evaporation is nonlinear in nature.
However, more nonlinearity exists in evapotranspiration
process because of transpiration components. Humidity has
the most effect on evaporation followed by solar radiation
and wind speed (Kisi 2009). The evapotranspiration process,
however, influenced by six basic factors namely solar radi-
ation, maximum and minimum temperature, maximum and
minimum RH, and wind speed. On the basis of different
results reported in various studies, it was observed that the
ANN attained high model performance for calculated values
of FAO-56 PM followed by pan evaporation data. The ANN
performance substantially reduced in case of lysimeter data.
Kumar et al. (2002) obtained high model efficiency (WSEE
value equal to 0.27 mm day-1) for ANN models with FAO-
56 PM ETo as target. The WSEE of the same ANN archi-
tecture was reduced to 0.56 mm day-1 when lysimeter ETo
was used as the target value. This study suggested that the
ANN learning is dependent on the extent of nonlinearity
exists in the process that is modeled. Hence, more complex
ANN models are required to model either pan evaporation or
lysimeter measured ET/actual ET.
In many respect, ANN models are black-box models that
perform one to one modeling and do not describe the
physical relationship among the different components of
the process. Evapotranspiration models, such as Penman–
Monteith, describe the evapotranspiration in the framework
of mathematical model of energy balance representing the
understanding of physical process. The model is supple-
mented with certain assumptions and coefficients in respect
to the portion of the process that is not well understood. In
contrast to this, the ANNs are trained with input–output
data pairs and in the process of learning it mimics the
underlying evapotranspiration process where knowledge
stored in the link weights and thresholds. Unfortunately,
these link weight and threshold has not been studied for
physical interpretation explicitly. However, Jain et al.
(2008) examined the link weights for physical interpreta-
tion of 6 ANN models and determined the relative
importance of the input variables in evapotranspiration
modeling. One of the major problems with the ANN
modeling is that it does not reveal the set of optimal
weights, where underlying process is defined, after train-
ing. Hence, an ANN model developed for one location can
not be implemented to other location without local training.
Thus, ANN modeling can not replace the traditional
modeling techniques in its present form of application.
Development of generalized ANN models as a global
predictor of evapotranspiration
Perhaps, this is the limitation of ANN modeling in the
present context of research. The ANN models are location
specific and influenced by the variance in the input data
whereas Penman–Monteith method based on energy bal-
ance are adopted in all region. The ANNs are good to
interpolate but its capabilities in extrapolation is always
under question. The possible approach to develop gen-
eralized ANN models is to increase the range of variation
in the input data set. This can be achieved by incorporating
data from several distinct locations representing different
regions and conditions in model development. In this
Irrig Sci (2011) 29:11–25 19
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situation, however, ANN probably will have lesser accu-
racy than ANN models with local training. Kumar et al.
(2009) pooled the data of four distinct locations in ANN
learning to develop generalized ANN models having basic
variables identical to the Penman–Monteith. The ANN
model performed satisfactory for arid location but perfor-
mance deteriorated in humid location due to under repre-
sentation of the humid region in ANN learning process.
This approach can be further refined to standardize for
minimum number of locations to be represented in gen-
eralized ANN models to produce adequate accuracy. This
type of generalized ANN models can be used as an alter-
native to the existing conventional models.
Comparison with regression modeling
In many respects, ANN models have the same basics of
multiple regression modeling. For example the terms used in
ANN modeling such as weight, input, output, example,
training, bias, and hidden node correspond to coefficient,
predictor, response, observation, parameter estimation,
intercept, and derived predictor, respectively, in regression
analysis. The ANNs are extremely flexible and have ability
to represent wide range of responses and detect non-prede-
fined relations such as nonlinear effects and/or interactions.
The ANNs do not require standard regression assumptions of
independence, normality and constancy of variance of
residuals. Outliers in the response and predictors can have
effect on models fit but the use of bounded logistic function
tends to limit the influence of individual cases in comparison
with regression. However, these advantages come at the cost
of reduced interpretability of the model parameters/weights.
The different elements of the weight matrix of ANN models
resemble the parameters of regression modeling though in
case of ANN models such parameters are significantly
higher. Thus, theoretically, ANN should produce better
result than regression model for same data length.
Evapotranspiration modeling using ANN has received
much attention in the recent years. The methodology of
ANN model development for evapotranspiration has
proved its efficacy. The evapotranspiration modeling
indeed is data intensive and requires us to handle huge
datasets. This necessitates the use of high end computing
techniques in evapotranspiration modeling. In the past few
years, several researchers applied next generation com-
puting techniques in evapotranspiration modeling those
includes genetic algorithm (Kisi 2010; Kim and Kim 2008;
Parsuraman et al. 2007), fuzzy-logic (Kisi and Ozturk
2007), and support vector machines (Kisi and Cimen
2009). These methodologies are, however, in the initial
stages for development and can prove as the technique of
future for evapotranspiration modeling.
Conclusions
ANN modeling now has been added a new dimension in
computational science. The application of ANN models in
ETo estimation is now being widely discussed. Several
contributions on ANN modeling in ETo estimation were
reviewed in which all are validating the ANN as an alternate
model to estimate ETo. Presently, the ANN modeling in ETo
estimation has the characteristics of input–output (black-
box) modeling which does not model the inherent physical
process. Approach to develop the ANN models varied sub-
stantially by means of selection of best network architecture,
learning scheme, and performance criteria. Most of the
studies applied locally trained ANN models in ETo esti-
mation. This has the limitation of global validity of such
developed ANN models. However, some studies attempted
to develop ANN models which have global validity, but
these models need to be validated at several locations under
varying sets of conditions in order to evaluate the general-
ization potential of ANNs in ETo modeling. This could be
achieved either by developing ANN model to map ETo
process both in space and time or by incorporating data from
several locations to train the ANN.
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