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Web からの情報抽出のタスクに Distant Supervision を用いた研究も行われている．Dis-
tant Supervision[15]とは，半教師あり学習の手法の一つであり，知識ベースから取得した少
数の手がかり表現を用いることで，半自動的な教師データの収集を可能にする学習方法であ













分散表現とは，単語を固定長のベクトルで表現する情報表現の 1 つである. 分散表現を学
習するタスクは表現学習と呼ばれ，言語の意味的な類似度を捉える手法が近年注目を集めてい
る. 表現学習の代表的な手法としては，Countinuous Bag-of-Words(CBOW)モデル (図 2.1)
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図 2.1 CBoWモデル [1]
図 2.2 Skip-gramモデル [1]










ては，Kim[3] らの研究が挙げられる．Kim らは、Word2Vec により事前学習した単語の分




図 2.3 畳み込みニューラルネットワーク [2]


























































例 11) 音楽というコンテンツを手に入れたら，通勤の時に電車で iPod やその他携帯音楽プ
レイヤーで聴きたいかもしれない
例 12) Windows も Macも辞書データをひっくるめて月額制でお安くしておきますよとい
う，プミアムコース を作ってもらいたいかもしれない

























て後述する要望表現辞書と n-gram 判定の 2段階の処理によって教師データの抽出を行う.そ
の後，および 2©のステップにおいて教師データから素性の構築と学習を行い，分類器を生成す
る.ステップ 3©，において構築した分類器を用いて要望を含む投稿の抽出を行う
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本研究で使用する手がかり表現一覧 
(命令) ～しろ，～して
(依頼) ～ください，～下さい，動詞否定形 +でくれ，～てくれ，～て頂戴 (ちょうだい)
(禁止) ～するな，～やるな
(誘いかけ) ～しよう




























CNN を用い，ネットワーク構造は Kim[3] らが提案したモデルを参考にしている．図 4.2 に
本提案手法におけるニューラルネットワークの構造を示す．畳み込み層 1層，プーリング層 1
層のシンプルな構造を持ち，入力層では，n単語からなる文章を入力とし，各ラベル (本研究
では要望または非要望の２値)の確率を出力としている．入力文に含まれる i 番目の単語の k
次元の分散表現 を xi ∈ Rk と表すと，文 x1:n ∈ Rn×k は以下の式で表される．
x1:n = x1 ⊕ x2 ⊕ ...⊕ xn, (4.1)
i 番目の単語から h 単語分のフレーズ xi:i+h−1 に対して，h 単語のウィンドウサイズを持
つフィルタ w ∈ Rh×k をかけ，以下の式で表される非線形関数に通すことで，特徴 ci を計算
する．
ci = f(w · xi:i+h−1 + b). (4.2)
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に，100 ツイート毎に解答難度の低いダミーデータを用意し，ダミーデータへの回答を誤っ
た参加者の解答を事前に除去している． 回答者の判別の一致度を示す k係数は，手法 (i) で








アイドルマスターシンデレラガールズ モバマス，＃ imas＿ cg，アイマス CG





























• 全結合層で dropout(dropout率 0.5) を行う
• 畳み込み層におけるフィルタサイズには、[3,4,5] を用いる
• 各フィルタサイズ毎のフィルタ数は 100枚使用










(SVM+BoW)[13] を用いる．SVM 分類器の実装には Python の機械学習ライブラリである
scikit-learnを使用した.また，SVMのカーネルには線形カーネルを使用している．パラーメ
タの設定では，Cパラーメタの値を 1．0 から 10．0 まで 0．1 刻みで試して調整を行い，1．
0 という値に設定している．素性には，単語の出現頻度などによって文書をベクトルで表現す











データセット (i) 提案手法 0.26 0.46 0.34
SVM+BoW 0.24 0.42 0.31
DB 0.2 0.06 0.12
データセット (ii) 提案手法 0.34 0.61 0.43
SVM+BoW 0.29 0.62 0.40











る．評価データのラベル付けを行った際の κ 係数の値は, データセット (i) で 0.468, データ





























データセット (i) 含める 0.39 0.44 0.42
含めない 0.26 0.46 0.34
データセット (ii) 含める 0.56 0.67 0.61
含めない 0.34 0.61 0.43
5.5.2 回答一致率毎の精度変化を比較
人手による判別の難易度が分類精度に与える影響を検証する為に，回答の一致数毎に評価





セット (i) では，−0.08，手法 (ii)では −0.1となっており，極端な精度の低下は見られなかっ
た．以上の結果より，本手法の人手による判別難易度の高いデータに対するロバスト性が確認
できる．
図 5.1 データセット (i)を対象とした回答一致率毎の精度変化
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