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Abstract
The paper is concerned with the Bose-Einstein condensate described by
the attractive Gross-Pitaevskii equation in R2, where the external potential is
unbounded from below. We show that when the interaction strength increases
to a critical value, the Gross-Pitaevskii minimizer collapses to one singular point
and we analyze the details of the collapse exactly up to the leading order.
Keywords: Bose-Einstein condensate, attractive Gross-Pitaevskii equation,
Gagliardo-Nirenberg inequality, singular potentials, blow-up profile.
1 Introduction
The stability of the Bose-Einstein condensate depends crucially on the interaction
between particles. It is remarkable that the condensate may collapse when the in-
teraction is attractive and the number of particles excesses a critical value, see e.g.
[2, 13, 9]. In the present paper, we will consider an example when the details of the
collapse can be analyzed exactly up to the leading order.
We consider the 2D Gross-Pitaevskii energy functional
Ea(u) =
∫
R2
(
|∇u(x)|2 + V (x)|u(x)|2 −
a
2
|u(x)|4
)
dx
where V is an external potential V and the interaction is attractive, i.e. a > 0. The
ground state energy of the condensate is given by
E(a) = inf
u∈H1(R2),‖u‖
L2
=1
Ea(u). (1)
Since |∇u| ≥ |∇|u|| pointwise, in consideration of (1) we can always restrict to u ≥ 0.
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The emergence of the Gross-Pitaevskii functional from Schro¨dinger quantum me-
chanics is well-known, see e.g. [10] and references therein. In principle, the Gross-
Pitaevskii functional describes the energy per particles of a Bose gas of N particles
and a = λN where λ is the scattering length of the pair interaction between parti-
cles. When λ is fixed, the increase of a is equivalent to the increase of the number of
particles in the Bose gas, as considered in experiments [2, 13, 9].
When V = 0, by a simple scaling argument, it is easy to see that E(a) = −∞ if
a > a∗ and E(a) = 0 if a ≤ a∗, where a∗ is the optimal constant in the Gagliardo-
Nirenberg inequality:
a∗ := inf
u∈H1(R2),‖u‖
L2
=1
∫
R2
|∇u(x)|2dx
1
2
∫
R2
|u(x)|4dx
. (2)
It is well-known, see e.g. [5, 15, 12], that
a∗ =
∫
R2
|Q|2 =
∫
R2
|∇Q|2 =
1
2
∫
R2
|Q|4 (3)
where Q is the positive solution to the nonlinear Schro¨dinger equation
−∆Q +Q−Q3 = 0, Q ∈ H1(R2). (4)
Moreover, Q is unique up to translations and it can be chosen to be radially symmetric
decreasing. Thus when V = 0, E(a) has no minimizer if a < a∗ and all positive
minimizers of E(a∗), i.e. all positive optimizers of (3), are of the form βQ0(βx− x0),
where Q0 = Q/‖Q‖L2 and β > 0, x0 ∈ R
2 can be chosen arbitrary.
Recently, Guo and Seiringer [6] showed that if V is a trapping potential, i.e.
V (x) ≥ 0 and lim|x|→∞ V (x) = ∞, then E(a) has (at least) a minimizer ua for all
a < a∗. Moreover, they prove that if
V (x) = h(x)
J∏
j=1
|x− xj |
pj , 0 < C−1 ≤ h(x) ≤ C,
then when a ↑ a∗, up to subsequences of {ua}, there exists i0 ∈ {1, 2, ..., J} such that
pi0 = max{pj : 1 ≤ j ≤ J}, h(xi0) = min{h(xj) : pj = pi0}
and
(a∗ − a)1/(pi0+2)ua
(
xi0 + x(a
∗ − a)1/(pi0+2)
)
→ βQ0(βx)
strongly in Lq(R2) for all q ∈ [2,∞), where
β =
(
pi0h(xi0)
2
∫
R2
|x|p|Q(x)|2dx
)1/(p+2)
.
This result has been extended to ring-shaped trapping potentials [7], flat-well trap-
ping potentials [8] and periodic potentials [16] (see also [4] for a related work with
inhomogeneous interactions).
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A common feature in the previous works [6, 7, 8, 16] is that V ≥ 0 and the
condensate collapses at one of the minimizers of V . In the present paper, we will
consider the case when V is unbounded from below, e.g. V (x) = −|x|−1, which
corresponds to the gravitational attraction or the Coulombic attraction. This case is
interesting because the instability is stronger, i.e. E(a)→ −∞ when a ↑ a∗, and the
speed of the collapse is faster.
2 Main results
First, we have a general result on the existence of minimizers. We will denote V± =
max{±V, 0}.
Theorem 1. Assume that V ∈ L1loc(R
2), ess inf V < 0 and V− ∈ L
p(R2) + Lq(R2)
with some 1 < p < q < ∞. Then there exists a constant a∗ ∈ [0, a
∗) such that for
all a ∈ [a∗, a
∗), the minimization problem E(a) in (1) has (at least) a minimizer. If
inf σ(−∆+ V ) < 0, we can choose a∗ = 0.
Note that when a = 0, the existence of minimizers forE(a) reduces to the existence
of bound states for −∆ + V . Therefore, the condition inf σ(−∆ + V ) < 0 emerges
naturally. This condition holds if V ≤ 0 (and ess inf V < 0) or
∫
V < 0 (and V decays
fast enough); see e.g. [14].
One interesting point in Theorem 1 is the effect of the nonlinear interaction term:
even if −∆+V does not have a bound state, as soon as ess inf V < 0, E(a) still has a
minimizer if a is close to a∗ sufficiently. The reason is that most of the kinetic energy
is canceled by the interaction energy, and hence the condensate is trapped by any
small negative well.
In Theorem 1 we do not assume that V (x) → ∞ as |x| → ∞ (but it covers
this case as well). Therefore, the compactness of minimizing sequence is not clear as
a-priori, and the proof is more difficult than that of the trapping case.
To describe precisely the blow-up behavior of the minimizers when a ↑ a∗, we will
consider the potentials of the form
V (x) = g(x) + h(x)
J∑
j=1
|x− xj |
−pj , 0 < pj < 2, (5)
where 0 ≤ g ∈ L∞loc(R
2), h ∈ L∞(R2) such that h(xj) := limx→xj h(x) exists and
min1≤j≤J h(xj) < 0. Here J ∈ N is arbitrary and {xj} are J different points. Since
|x|−s ∈ L1/s+1/2(R2) + L4/s(R2), ∀0 < s < 2,
by Theorem 1, there exists a∗ ∈ [0, a
∗) such that E(a) has (at least) a minimizer ua
for all a ∈ [a∗, a
∗). The behavior of E(a) and ua when a ↑ a
∗ is given below.
Theorem 2. Let V as in (5). Then
lim
a↑a∗
E(a)
(a∗ − a)−p/(2−p)
=
(
h0
∫
R2
|Q0(x)|
2
|x|p
dx
)2/(2−p)
(a∗)p/(2−p)
(
(p/2)2/(2−p) − (p/2)p/(2−p)
)
3
where p := max{pj : h(xj) < 0} and h0 := −min{h(xj) : pj = p} > 0.
Moreover, for every sequence an ↑ a
∗, there exists a subsequence (still denoted by
an) and i0 ∈ {1, 2, ..., J} such that pi0 = p, h(xi0) = −h0 and
lim
n→∞
(a∗ − an)
1/(2−p)uan
(
xi0 + x(a
∗ − an)
1/(2−p)
)
= βQ0(βx)
strongly in H1(R2), where
β =
(
a∗h0p
2
∫
R2
|Q0(x)|
2
|x|p
dx
)1/(2−p)
. (6)
If the choice of i0 is unique, then we have the convergence for the whole family {ua}.
Our method to prove Theorem 2 is somewhat different from the approach in the
previous works [6, 7, 8, 16]. While the main ideas are similar, our method seems
more direct because it is based only on energy estimates. More precisely, in the
existing works, the property of ua is obtained by analyzing the Euler-Lagrange equa-
tion associated with the variational problem E(a). In our approach, we will prove
that after necessary modifications, ua converges in H
1(R2) to an optimizer of the
Gagliardo-Nirenberg inequality (2), and then determine exactly the limit by match-
ing the energy. In fact, we will see from the proof that
lim
a↑a∗
E(a)
(a∗ − a)−p/(2−p)
= inf
λ>0
[
λ2
a∗
− λph0
∫
R2
|Q0(x)|
2
|x|p
dx
]
and β in (6) is the optimal value λ for the right hand side.
We will prove Theorem 1 in Section 3 and prove Theorem 2 in Section 4.
3 Existence of minimizers
In this section we prove Theorem 1. As a preliminary step, we have
Lemma 3. If V ∈ L1loc(R
2), then
lim
a↑a∗
E(a) = E(a∗) = ess inf V.
Moreover, if V 6≡ constant, then E(a∗) has no mimimizer.
Proof. As in [6] we consider the trial function
uℓ(x) = Aℓϕ(x− x0)Q0(ℓ(x− x0))ℓ
where x0 ∈ R
2, 0 ≤ ϕ ∈ C∞c (R
2) with ϕ(x) = 1 for |x| ≤ 1, and Aℓ > 0 is a
normalizing factor to make ‖uℓ‖L2 = 1. Since Q0, |∇Q0| = O(|x|
− 1
2 e−|x|) as |x| → ∞
(see [5, Proposition 4.1]), we have
A−2ℓ =
∫
R2
ϕ(x− x0)
2|Q0(ℓ(x− x0))|
2ℓ2dx
=
∫
R2
ϕ(x/ℓ)2|Q0(x)|
2dx = 1 + o(ℓ−∞)
4
and ∫
R2
|∇uℓ|
2 −
a
2
∫
R2
|uℓ|
4 = ℓ2
(∫
R2
|∇Q0|
2 −
a
2
∫
R2
|Q0|
4
)
+ o(1)ℓ→∞
=
ℓ2(a∗ − a)
2
∫
R2
|Q0|
4 + o(1)ℓ→∞.
Moreover, since V (x)|ϕ(x−x0)|
2 is integrable and |Q0(ℓ(x−x0))|
2ℓ2 converges weakly
to the Dirac-delta function at x0 when ℓ→∞, we have∫
R2
V |uℓ|
2 = A2ℓ
∫
R2
V (x)|ϕ(x− x0)|
2|Q0(ℓ(x− x0))|
2ℓ2dx→ V (x0)
for a.e. x0 ∈ R
2. Thus in summary,
E(a) ≤ Ea(uℓ) ≤
ℓ2(a∗ − a)
2
∫
R2
|Q0|
4 + V (x0) + o(1)ℓ→∞
for a.e. x0 ∈ R
2. By choosing ℓ = (a∗ − a)−1/4 and optimizing over x0, we obtain
lim sup
a↑a∗
E(a) ≤ ess inf V.
On the other hand, by the Gagliardo-Nirenberg inequality (2), E(a) ≥ E(a∗) ≥
ess inf V. Thus
lim inf
a↑a∗
E(a) = E(a∗) = ess inf V.
Finally, if V 6≡ constant, then by (2) again,
Ea∗(u) ≥
∫
R2
V |u|2 > ess inf V, ∀‖u‖L2 = 1.
Thus E(a∗) has no mimimizer.
Proof of Theorem 1. Let 0 ≤ a < a∗. Since V− ∈ L
p(R2) + Lq(R2) with 1 < p < q <
∞, by Sobolev’s inequality,
−ε∆+ V ≥ −Cε, ∀ε > 0.
This and (2) imply
Ea(u) ≥
(
1−
a
a∗
− ε
)∫
R2
|∇u|2 − Cε, ∀ε > 0.
Thus E(a) > −∞. Moreover, if {un} is a minimizing sequence for E(a), then it
is bounded in H1(R2). By Sobolev’s embedding, after passing to a subsequence if
necessary, we can assume that un converges to a function u weakly in H
1(R2) and
pointwise.
We will show that if E(a) < 0, then u is a minimizer for E(a). Note that by
Lemma 3 and assumption ess inf V < 0, there exists a∗ < a
∗ such that E(a) < 0 for
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all a ∈ (a∗, a
∗). Moreover, if inf σ(−∆ + V ) < 0, then by the variational principle,
E(a) ≤ inf σ(−∆+ V ) < 0 for all a ∈ (0, a∗].
Since ∇un ⇀ ∇u weakly in L
2(R2), we have
∫
R2
|∇un|
2 =
∫
R2
|∇u|2 +
∫
R2
|∇(u− un)|
2 + o(1)n→∞.
Moreover, since |un|
2 ⇀ |u|2 weakly in Ls(R2) for all 1 < s <∞,
∫
R2
V−|un|
2 =
∫
R2
V−|u|
2 + o(1)n→∞
On the other hand, from the pointwise convergence un → u, we get∫
R2
V+|un|
2 ≥
∫
R2
V+|u|
2 + o(1)n→∞
by Fatou’s lemma and
∫
R2
|un|
4 =
∫
R2
|u|4 +
∫
R2
|u− un|
4 + o(1)n→∞
by Brezis-Lieb’s refinement of Fatou lemma [1]. In summary, we obtain
Ea(un) ≥ Ea(u) +
∫
R2
|∇(u− un)|
2 −
a
2
∫
R2
|u− un|
4 + o(1)n→∞. (7)
Since {un} is a mimimizing sequence for E(a) and∫
R2
|∇(u− un)|
2 −
a
2
∫
R2
|u− un|
4 ≥
(
1−
a
a∗
) ∫
R2
|∇(u− un)|
2
by the Gagliardo-Nirenberg inequality (2), we conclude that
E(a) = Ea(u). (8)
It remains to show that ‖u‖L2 = 1. As a-priori, we have ‖u‖L2 ≤ 1 since ‖un‖L2 =
1 and un ⇀ u weakly in L
2(R2). Moreover, u 6= 0 since E(a) < 0. Thus we can
estimate
E(a) = Ea(u) = ‖u‖
2
L2Ea
(
u
‖u‖L2
)
+
a
2
(
‖u‖−2L2 − 1
) ∫
R2
|u|4 ≥ ‖u‖2L2E(a).
Since E(a) < 0, we conclude that ‖u‖L2 = 1. Thus u is a minimizer for E(a).
Remark 4. From the above proof, we also obtain the strong convergence of the
minimizing sequence in H1(R2). Indeed, since un ⇀ u weakly in H
1(R2) and ‖u‖L2 =
1, we obtain un → u strongly in L
2(R2). Moreover, from (7) and (8), we have
∇un →∇u strongly in L
2(R2). Thus un → u strongly in H
1(R2).
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4 Blow-up behavior
In this section, we prove Theorem 2. Recall that
V (x) = g(x) + h(x)
J∑
j=1
|x− xj |
−pj , 0 < pj < 2,
and
p := max{pj : h(xj) < 0}, h0 := −min{h(xj) : pj = p} > 0.
Note that V satisfies the conditions in Theorem 1 because
|x|−s = |x|−sχ{|x|≤1} + |x|
−sχ{|x|≥1} ∈ L
1/s+1/2(R2) + L4/s(R2), ∀0 < s < 2.
In the following, we always consider the case when a < a∗ and a is sufficiently close
to a∗.
First, we prove the sharp upper bound on E(a) when a ↑ a∗.
Lemma 5. We have
lim sup
a↑a∗
E(a)
(a∗ − a)−p/(2−p)
≤ inf
λ>0
[
λ2
a∗
− λph0
∫
R2
|Q0(x)|
2
|x|p
dx
]
.
Proof. Without loss of generality, we can assume that p1 = p and h(x1) = −h0 < 0.
By assumption on V , for every ε > 0 there exists ηε > 0 such that
V (x) ≤ (ε− h0)|x− x1|
−p, ∀|x− x1| ≤ 2ηε.
As in the proof of Lemma 3, we choose
uℓ(x) = Aℓϕ(x− x1)Q0(ℓ(x− x1))ℓ
where 0 ≤ ϕ ∈ C∞c (R
2) with ϕ(x) = 1 for |x| ≤ ηε, ϕ(x) = 0 for |x| ≥ 2ηε, and
Aℓ > 0 is a suitable factor to make ‖uℓ‖L2 = 1. The choice of ϕ ensures that
V (x)ϕ(x− x1) ≤ (ε− h0)|x− x1|
−pχ{|x−x1|≤ηε}.
Since Q0, |∇Q0| = O(|x|
− 1
2 e−|x|) as |x| → ∞ (see [5, Proposition 4.1]), when ℓ →∞
independently of ε > 0 we have Aℓ = 1 + o(ℓ
−∞),∫
R2
|∇uℓ|
2 −
a
2
∫
R2
|uℓ|
4 = ℓ2
(∫
R2
|∇Q0|
2 −
a
2
∫
R2
|Q0|
4
)
+ o(1)ℓ→∞
and ∫
R2
V |uℓ|
2 ≤ (ε− h0)A
2
ℓ
∫
|x−x1|≤ηε
|Q0(ℓ(x− x1))|
2
|x− x1|−p
ℓ2dx
= (ε− h0)ℓ
pA2ℓ
∫
|x|≤ℓηε
|Q0(x)|
2
|x|p
dx
= (ε− h0)ℓ
p
∫
R2
|Q0(x)|
2
|x|p
dx+ o(1)ℓ→∞.
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Note also that
1 =
∫
R2
|Q0|
2 =
∫
R2
|∇Q0|
2 =
a∗
2
∫
R2
|Q0|
4 (9)
because Q0 = Q/‖Q‖L2 and (3). Therefore, in summary,
E(a) ≤ Ea(uℓ) ≤ ℓ
2
(
1−
a
a∗
)
+ (ε− h0)ℓ
p
∫
R2
|Q0(x)|
2
|x|p
dx+ o(1)ℓ→∞.
We can choose ℓ = λ(a∗ − a)−1/(2−p) and obtain
E(a)
(a∗ − a)−p/(2−p)
≤
[
λ2
a∗
+ (ε− h0)λ
p
∫
R2
|Q0(x)|
2
|x|p
dx
]
+ o(1)a→a∗ .
The desired estimate follows by taking a ↑ a∗, then passing ε → 0, and finally
optimizing over λ > 0.
Lemma 6. Let ua be a minimizer for E(a) with a < a
∗. When a is sufficiently close
to a∗, we have
−C−1(a∗ − a)−p/(2−p) ≥ E(a) ≥
∫
R2
V |ua|
2 ≥ −C(a∗ − a)−p/(2−p)
and ∫
R2
|∇ua|
2 ≤ C(a∗ − a)−2/(2−p).
We always denote by C ≥ 1 a general constant independent of a.
Proof. From Lemma 5 and the Gagliardo-Nirenberg inequality (2),
−C−1(a∗ − a)−p/(2−p) ≥ E(a) ≥
∫
R2
V |ua|
2. (10)
Moreover, by Sobolev’s inequality, −∆−|x|−q ≥ −Cq for every 0 < q < 2. By scaling,
we have
s(−∆)− |x− y|−q ≥ −Cqs
−q/(2−q), ∀y ∈ R2, ∀s > 0.
Therefore, by the definition of V and p = max{pj : h(xj) < 0},
V (x) ≥ −C
∑
j :h(xj)<0
|x− xj |
−pj − C ≥ s∆− Cs−p/(2−p) − C, ∀s > 0.
Using this with s = (1− a/a∗)/4 and inequality (2) again we obtain
E(a) +
∫
V |ua|
2 =
∫
R2
|∇ua|
2 + 2
∫
R2
V |ua|
2 −
a
2
∫
R2
|ua|
4
≥
(
1−
a
a∗
− 2s
)∫
R2
|∇ua|
2 − Cs−p/(2−p) − C
≥
1
2
(
1−
a
a∗
)∫
R2
|∇ua|
2 − C(a∗ − a)−p/(2−p).
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Combining with (10) we conclude
∫
R2
|∇ua|
2 ≤ C(a∗ − a)−2/(2−p) and
∫
R2
V |ua|
2 ≥ −C(a∗ − a)−p/(2−p).
Proof of Theorem 2. Let ua be a minimizer for E(a) with a < a
∗ and a sufficiently
close to a∗. As discussed, we can choose ua ≥ 0. We will denote
εa := (a
∗ − a)1/(2−p).
Note that εa → 0 when a ↑ a
∗.
Step 1: Extracting the limit. From Lemma 6, we have
ε2a
∫
R2
|∇ua|
2 ≤ C and εpa
∫
R2
V |ua|
2 ≤ −C−1.
From the latter estimate and the simple bound
V (x) ≥ −C
∑
h(xj)<0
|x− xi0 |
−pj − C,
after passing to a subsequence of ua if necessary, we can find i0 ∈ {1, 2, ..., J} such
that h(xi0) < 0 and
εpa
∫
R2
|ua(x)|
2
|x− xj|
pi0
dx ≥ C−1.
Define
wa(x) := εaua(xi0 + εax).
Then ‖wa‖L2 = ‖ua‖L2 = 1. Moreover, from the above estimates, we obtain that wa
is bounded in H1(R2) and
C−1 ≤
∫
R2
εpa|ua(x)|
2
|x− xi0 |
pi0
dx = ε
p−pi0
a
∫
R2
|wa(x)|
2
|x|pi0
dx.
This implies that pi0 = p (recall p = max{pj : h(xj) < 0}) and
C−1 ≤
∫
R2
|wa(x)|
2
|x|p
dx.
Since wa is bounded in H
1(R2), after passing to a subsequence if necessary, we
can assume that wa converges to a function w weakly in H
1(R2) and pointwise. Since
C−1 ≤
∫
R2
|wa(x)|
2
|x|p
dx→
∫
R2
|w(x)|2
|x|p
dx,
we have w 6≡ 0.
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Step 2: Relating w and Q0. Next, we prove that w is an optimizer for the
Gagliardo-Nirenberg inequality (2). Recall that from Lemma 6 we have
−C−1ε−pa ≥ E(a) ≥
∫
R2
V |ua|
2 ≥ −Cε−pa .
Since εa → 0 and p < 2, we obtain
0 = lim
a↑a∗
ε2a
(
E(a)−
∫
R2
V |ua|
2
)
= lim
a↑a∗
ε2a
(∫
R2
|∇ua|
2 −
a
2
∫
R2
|ua|
4
)
= lim
a↑a∗
(∫
R2
|∇wa|
2 −
a
2
∫
R2
|wa|
4
)
. (11)
As in the proof of Theorem 1, since wa converges to w weakly in H
1(R2),
lim
a↑a∗
(∫
R2
|∇wa|
2 −
∫
R2
|∇w|2 −
∫
R2
|∇(wa − w)|
2
)
= 0, (12)
lim
a↑a∗
(∫
R2
|wa|
4 −
∫
R2
|w|4 −
∫
R2
|wa − w|
4
)
= 0, (13)
lim
a↑a∗
(∫
R2
|wa|
2 −
∫
R2
|w|2 −
∫
R2
|wa − w|
2
)
= 0. (14)
Here last two convergences follows from Brezis-Lieb’s lemma [1]. Combining (11),
(12) and (13) we have
lim
a↑a∗
(∫
R2
|∇w|2 +
∫
R2
|∇(wa − w)|
2 −
a
2
∫
R2
|w|4 −
a
2
∫
R2
|wa − w|
4
)
= 0. (15)
On the other hand, by the Gagliardo-Nirenberg inequality (2),
∫
R2
|∇w|2 −
a
2
∫
R2
|w|4 ≥ (1− ‖w‖2L2)
∫
R2
|∇w|2.
Similarly, using (14) and the fact that ‖∇(wa−w)‖L2 is bounded (since wa is bounded
in H1(R2)), we have
∫
R2
|∇(wa − w)|
2 −
a
2
∫
R2
|w − wa|
4 ≥ (1− ‖wa − w‖
2
L2)
∫
R2
|∇(wa − w)|
2
= ‖w‖2L2
∫
R2
|∇(wa − w)|
2 + o(1)a→a∗ .
Thus (15) implies that
lim sup
a↑a∗
(
(1− ‖w‖2L2)
∫
R2
|∇w|2 + ‖w‖2L2
∫
R2
|∇(wa − w)|
2
)
≤ 0.
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Since 0 < ‖w‖L2 ≤ 1, we conclude that ‖w‖L2 = 1 and ‖∇(wa − w)‖L2 → 0. Thus
wa → w strongly in H
1(R2). The convergence (11) then implies that w is an optimizer
for the Gagliardo-Nirenberg inequality (2).
Since Q0 is the unique optimizer for (2) up to translations and dilations, we
conclude that
w(x) = βQ0(βx− y0)
for some β > 0 and y0 ∈ R
2. The values of β and x0 will be determined below.
Step 3: Energy lower bound. Now we derive a sharp lower bound for E(a)
when a ↑ a∗. By the definition of V , for every δ > 0, there exists Cδ > 0 such that
V (x) ≥ (h(xj)− δ)
∑
j:h(xj)<0
|x− xj |
−pj − Cδ.
Therefore,
∫
R2
V |ua|
2 ≥
∑
j:h(xj)<0
(h(xj)− δ)
∫
R2
|ua(x)|
2
|x− xj |pj
dx− Cδ (16)
=
∑
j:h(xj)<0
(h(xj)− δ)ε
−pj
a
∫
R2
|wa(x)|
2
|x− ε−1a (xj − xi0)|
pj
dx− Cδ.
Here we have used ua(x) = ε
−1
a wa(ε
−1
a (x− xi0)) and the change of variables.
For every fixed y ∈ R2, by Ho¨lder’s and Sobolev’s inequalities,∣∣∣∣
∫
R2
|wa(x)|
2 − |w(x)|2
|x− ε−1a y|
pj
dx
∣∣∣∣
≤
(∫
R2
|wa(x) + w(x)|
2
|x− ε−1a y|
pj
)1/2(∫
R2
|wa(x)− w(x)|
2
|x− ε−1a y|
pj
)1/2
≤ C‖wa + w‖H1‖wa − w‖H1 → 0.
Moreover, if y 6= 0, then we can choose s > 0 such that (s+ 1)pj < 2 and estimate∫
R2
|w(x)|2
|x− ε−1a y|
pj
dx =
∫
|x|≤ε−1a |y|/2
|w(x)|2
|x− ε−1a y|
pj
dx+
∫
|x|>ε−1a |y|/2
|w(x)|2
|x− ε−1a y|
pj
dx
≤
∫
R2
|w(x)|2
(ε−1a |y|/2)
pj
dx+
(∫
R2
|w(x)|2
|x− ε−1a y|
(s+1)pj
dx
)1/(s+1)(∫
|x|>ε−1a |y|/2
|w(x)|2dx
)s/(s+1)
≤ (
2εa
|y|
)pj + Cs‖w‖
2/(s+1)
H1
(∫
|x|>ε−1a |y|/2
|w(x)|2dx
)s/(s+1)
→ 0.
Thus we have proved that for every fixed y ∈ R2,
∫
R2
|wa(x)|
2
|x− ε−1a y|
pj
dx =


∫
R2
|w(x)|2
|x|pj
dx+ o(1)a→a∗ , if y = 0;
o(1)a→a∗ , if y 6= 0.
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Thus we deduce from (16) that
∫
R2
V |ua|
2 ≥ (h(xi0)− δ)ε
−p
a
∫
R2
|w(x)|2
|x|p
dx− Cδ + o(ε
−p
a ). (17)
Here we have also used pi0 = p (which was already proved before).
Moreover, using the Gagliardo-Nirenberg inequality (2) and the convergence wa →
w in H1(R2) we have∫
R2
|∇ua|
2 −
a
2
∫
|ua|
4 ≥
(
1−
a
a∗
)∫
R2
|∇ua|
2
=
(
1−
a
a∗
)
ε−2a
∫
R2
|∇wa|
2
= (a∗)−1ε−pa
(∫
R2
|∇w|2 + o(1)a→a∗
)
. (18)
Here we have also used (a∗ − a)ε−2a = ε
−p
a .
Combining (17) and (18), we obtain
εpaE(a) ≥ (a
∗)−1
∫
R2
|∇w|2 + (h(xi0)− δ)
∫
R2
|w(x)|2
|x|p
dx− Cδε
p
a + o(1)a→a∗ .
We take a ↑ a∗, and then pass δ → 0. We get
lim inf
a↑a∗
εpaE(a) ≥ (a
∗)−1
∫
R2
|∇w|2 + h(xi0)
∫
R2
|w(x)|2
|x|p
dx. (19)
Step 4: Conclusion. Now we use w(x) = βQ0(βx− y0). From (19) we have
lim inf
a↑a∗
εpaE(a) ≥
β2
a∗
+ βph(xi0)
∫
R2
|Q0(x− y0)|
2
|x|p
dx
We have used ‖∇Q0‖L2 = 1; see (9).
Note that 1 > h(xi0) ≥ −h0. Moreover, by well-known rearrangement inequalities,
see e.g. [11, Chapter 3], we deduce that Q0 is radially symmetric decreasing and∫
R2
|Q0(x− y0)|
2
|x|p
dx ≤
∫
R2
|Q0(x)|
2
|x|p
dx
with equality if and only if y0 = 0. Thus
lim inf
a↑a∗
εpaE(a) ≥
β2
a∗
+ βph(xi0)
∫
R2
|Q0(x− y0)|
2
|x|p
dx
≥
β2
a∗
− βph0
∫
R2
|Q0(x)|
2
|x|p
dx.
On the other hand, we have proved in Lemma 5 that
lim sup
a↑a∗
E(a)
(a∗ − a)−p/(2−p)
≤ inf
λ>0
[
λ2
a∗
− λph0
∫
R2
|Q0(x)|
2
|x|p
dx
]
.
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Therefore we conclude that
lim
a↑a∗
E(a)
(a∗ − a)−p/(2−p)
= inf
λ>0
[
λ2
a∗
− λph0
∫
R2
|Q0(x)|
2
|x|p
dx
]
;
moreover, h(xi0) = −h0, y0 = 0 and β is the optimal value in
inf
λ>0
[
λ2
a∗
− λph0
∫
R2
|Q0(x)|
2
|x|p
dx
]
=
(
h0
∫
R2
|Q0(x)|
2
|x|p
dx
)2/(2−p)
(a∗)p/(2−p)
(
(p/2)2/(2−p) − (p/2)p/(2−p)
)
.
This means
β =
(
a∗h0p
2
∫
R2
|Q0(x)|
2
|x|p
dx
)1/(2−p)
.
The proof is finished.
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