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DEDICATEDTO A. SHARMAAS A TOKEN OF ESTEEM AND AFFECTION 
J. L. Walsh showed that the differences of the partial sums of a  function ana-  
lytic only in a  disk of radius p  (>I) and  the polynomials (of the same degrees)  
interpolating the function in roots of unity, converge to zero in IzI <  p2. W e  
reinterpret this problem in the context of analytic complexity, and  examine it from 
that viewpoint. 0 1987 Academic Press, Inc. 
INTRODUCTION 
The  result of J. L. Wa lsh which provides the theme of our work has the 
following setting. Let A(p) (1 < p  < ~0) be  the set of functions, f(z), 
analytic in Jzj < p  and  having a  singularity on  (~1 = p. If&) = E~=~ajz’ 
then we put 
n-l 
S,-,(f; Z) =  C ajZj, n=l,2,. . .) 
j=O 
(1) 
and denote by pnwl (f, z) the polynomial of degree n  - 1  which interpolates 
fat the nth roots of unity. Both sequences of polynomials converge for 
[zj < p  as n  + 00. Wa lsh’s striking equiconvergence result (cf. Wa lsh, 
1969)  is 
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THEOREM A. Zff~ A(p), then 
the convergence being uniform and geometric in IzI % r < p2. Moreover, 
the result is best possible in the sense that for each z satisfying IzI = p2, 
(2)fails to hold for somef E A(p). 
In recent years Theorem A has inspired a torrent of generalization. (See 
Varga (1982) for an exposition of some of the early work and Sharma 
(1986) for a recent survey.) Our purpose here is to place Walsh’s theorem 
in the context of the optimal recovery scheme which we have formulated 
and investigated (cf. Micchelli and Rivlin, 1977, 1985). In other words, we 
offer some variations on Walsh’s theme with a complexity flavor. To this 
end we state a weaker version of Theorem A in a setting which is conge- 
nial to our needs. 
Let DR denote the disk lz\ < R (with D = 0,) and recall that H”(&) is 
the set of analytic functions which are bounded in DR. Suppose 0 < r < 1, 
androk,k=O,l,. . . , n - 1, to be the zeros of zn - r”. Let L,-,(f; z) 
denote the interpolating polynomial satisfying 
L-I(~; rWk) = f(rWk), k=O,. . . ,n- 1. (3) 
Then Theorem A implies 
THEOREM B. Zff E H”(D) then 
ky &I-IM z) - sn-1cf-i z>) = 0, Izj < l/r, (4) 
the convergence being uniform and geometric in Jz( 4 r < r-l. 
A typical optimal recovery variant of Theorem B might seek the (worst- 
case) optimal estimation of S,-,(f; z) from the limited information: (i) f is 
in the unit ball of H”(D) and (ii) the values f(rok), k = 0, . . . , n - 1. 
More precisely, if 3 denotes the unit ball in H”(D) (i.e., % = {f E H”(D) 
:llfll 5 111, If:= (f(r),fb), . . . , f(rdm’)) and CY is any function from 
Cfl to @, we consider the extremal problem 
We shall study this problem, focusing our attention on the possibility of 
improving on (4), as well as several other optimal recovery variations of 
Theorem B. We gave a general framework and theory for the optimal 
recovery problem in Micchelli and Rivlin (1977) and many examples as 
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FIGURE 1 
well. Let us conclude our introductory remarks by presenting a simpler 
aspect of our general formulation which is relevant to our purposes here. 
Let X be a linear space and K a subset of X. Suppose Y and Z are 
normed linear spaces, U is a linear operator from X into Z (the feature 
operator), and Z is a linear operator from X into Y (the information opera- 
tor). Suppose further that for each x E K we know Ix and wish to obtain 
the best possible estimate of Ux from this information. To this end let (Y be 
any function with domain ZK and range in Z. We call such a function an 
algorithm. This model is represented schematically in Fig. 1. Each algo- 
rithm, (Y, produces an error 
E,(K) = sup{/(U, - afxll : x E K}, (6) 
and 
E(K) = inf E,(K) (7) a 
is called the intrinsic error of the recovery (= estimation) problem. If 
Ea. = E then a* is an optimal algorithm and is said to effect the optimal 
recovery of Ux. 
The extremal problem (7) seems rather intractable. However, it is easy 
to show that if K is a balanced convex subset of X then 
e(K) := sup{(lUxl) : x E K, Ix = 0} 5 E(K). (8) 
Moreover, it can be shown (Micchelli and Rivlin, 1977) that equality holds 
in (8) in many of the cases in which we will be interested. 
In the first section we examine the direct optimal recovery version of 
Theorem B which was mentioned above. In the second section we con- 
sider functions in H*(D), replace the absolute value in (5) by the L2(aDR) 
norm, R > 1, and vary our choice of feature and information operators. 
Some of the results of the second section are generalized in the third. The 
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fourth section is devoted to an investigation of optimal sampling points. 
The paper concludes with some general remarks. 
1. FUNCTIONS IN H"(D) 
In our formulation of the optimal recovery problem let us put X = 
H”(D), K = 93, Y = C”, Z  = @ . Let Uf= S,-,(f; 0, where 151 = R > 1, 
and Zf = (f(r),f(rw), . . . ,f(~&-i )), 0 < r < 1. Thus (7) is exactly the 
problem described by (5). Note that CY: If+ L,-,(f; 4) is a competitive 
algorithm in (7). In view of (8) the intrinsic error, E(%; <), is bounded from 
below by 
e(%; 5) = max{lS,-i(fi [)I : fE 3, f(r&) = 0, k = 0, . . . , n - l}. 
(9) 
Note that the finite Blaschke product 
is in 3, B(rwk) = 0, k = 0, . . . , n - 1, and [B(z)1 = 1 for IzI = 1. Every 
fe 53 satisfyingf(rwk) = 0 has the representationf= gB for some g E ?i3. 
Thus (9) may be rewritten as 
But it is easy to see that 
so that 
4933; 5) = r” max{lS,-,(f; [)I : f E P&A). (10) 
Next observe that if 5 = Reiq and h(z) = g(ze@) then h E 53 and S,-,(h; 
R) = S,-i(g, 5). Thus e(S; 5) = e(GZJj; R) and in order to determine e(%; ZJ 
we need only examine 
max&%-l(f; R)I : f~ aA). 
That is, if we have 
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f(Z) = 2 UjZj 
j=O 
we seek to maximize Ia0 + a,R + . * * + unplRn-‘l over alIfE 9. The 
case R = 1 was solved by Landau (1913). Using Landau’s ingenious idea 
of “completing the kernel,” Szasz (1918) investigated the maximization 
of the linear functional 
CO&J + . . . + Cn-14-1, 
wheretheco,. . . , c,- r are given complex numbers. Our problem is the 
specialcasecj=Rj,j=O,. . . ,n- 1. 
Here is the Landau-Szasz solution in our special case: 
a0 + u,R f . . . + a,-, Ram’ 
1 =- I 
f(w) (Rn-I 
27fi Jwzl=I w” + R”-*w + . + * + wn-‘) dw, (11) 
and Rnml + Rnw2w + * . . + w”-’ = (R” - w”)l(R - w). 
p(w) := s,-, (g-g”*; w) = ho + h,w + * * * + hnmlw”-‘, 
where the coefficients 
~~ = (-l)j (J’) R(“-l)/*-j, j = 0, . . . , n - 1, 
are positive and monotone decreasing as j increases. Thus in view of 
Kakeya’s theorem (cf. Marden, 1966), p(w) has all its zeros in [WI > 1 so 
that 
p(W)=*n-~~fi(W--J-), IWjl<l,j=l,... ,n. 
Moreover, 
(p(w))2 = R”-’ + Rr1-2~ + . . . + w”-i + . . . ; 
hence (11) yields 
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Ia0 + a,R + . * * + a,-,R”-ll = (P(w))~ dw 1 
5 I& Jr Ip(eie)12 de = hi + X: + . . . -t xi-,. 
Note that equality holds if (and only if) 
which is in 93. Thus 
e($; 5) = y” ;$I ( -J2 p-j+‘). 
But consider the (linear) algorithm 
with the tj, j = 1, . . . , II, defined by 
(13) 
(14) 
where p(z; 5) = ho + hlz + . . * + A,-rz”-r and R is replaced by 5 in the 
definition of Ao, . . . , X,-r as given by (12). Observe that forf E 9I we 
have 
where p in this last integral is p(z; R), i.e., the polynomial whose coeffi- 
cients are given in (12). Thus E,(%; 5) 5 e(93; 5) in view of (13), (8) now 
yields the explicit expression for the intrinsic error I$%; 5) = e(93; 0, and 
[ is seen to be an optimal algorithm. 
Indeed 5 is a continuous linear functional on @ ” whose existence in the 
present problem is affirmed by the general theory (cf. Micchelli and 
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Rivlin, 1977). Next let us write down the explicit form of 6, which is easily 
determined from (14) by the calculus of residues. We obtain 
,& = (1 - r2T oj-lp2(rwj-1; 5) 
J nr”-’ 7 j= 1,. . . ,n, 
or 
4: (f(r), . . . ,f(rwn-I)) + (1 - rZn)[r, rw, . . . , rd-‘;fpf] 
(where pc = p(*; 5) in the notation for the divided difference). 
Finally, let us derive some useful error bounds for E(CJ3; 5) from (13). It 
is clear that E(%; 5) 2 rnRn-‘. As for an upper bound we observe that 
Hence we obtain 
THEOREM 1. Zf 151 = R > 1 then 
J%% 5) = cUWW”, (15) 
where 
1 
f I c(R) < - R - 1’ 
We have shown that 
sup IS,-,(.I$ 5) - (YZ~J 2 sup IS,-,(f; 5) - SZfJ = E(%; 5). (16) 
f- f- 
For each it, IZ = 1, 2, . . , , the continuous linear functional 
An = S,-I(*; 5) - 51 
mapping H”(D) into C satisfies 
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Thus if Rr > 1 we get 
which, according to the Banach-Steinhaus theorem (cf. Shilov, 1974), 
implies that there exists anfo E Pi2 such that 
(17) 
Note that if we choose (Y so that aZf= L,-i(f; 5) then in view of (16) we 
can, for Rr > 1, similarly establish the existence of anfr 3 5% such that 
l&-~(fi; 5) - L-l(fi; 01 -+ x as n + =, 
as a counterpart to Theorem B. 
For eachf E H”(D) we have 
1 An.6 5 cVWR)“IlfII, 
so that if r-R < 1 we conclude that for (51 I R < l/r, S,-i(fi &‘) - [Zf 
converges uniformly to zero as 12 --, co. 
In summary then, we have shown that the extent of Walsh equicon- 
vergence using information at the roots of z.” = r” is not increased by 
using the optimal algorithm for each n in place of Walsh’s choice of 
polynomial interpolation, at least in the context of bounded analytic func- 
tions. If we define the algorithm X by 
we leave the explicit determination of &(?ZA; 5) as an open question. 
2. FUNCTIONS IN H”(D) 
We now change the setting of our investigation of Walsh equicon- 
vergence by specifyingx = H*(D), K = CJ12 := {fE H*(D) : llf12 5 l}, Z = 
L*(d&), R > 1, Uf = S,-,(f; *) and retaining the previous information 
operator Zf = (f(r), f(m), . . . , f(rw”-I)), 0 < r < 1. If 
f(z) = 2 ajzj 
j70 
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the norm on L* (a&), R B 1, is defined by 
(with /1j2 written in place of ll.l(2,1). 
Suppose that L,-l(fi rmk) = f(r&), k = 0, . . . , n - 1, and 
n-l 
L-I(~; Z) = C CjZj. 
j=O 
Then 
2.1. Optimal Recovery ofSnPl(f) in the norm 11.)12,~ given ll.f12 5 1 
and Zf 
(i) We begin by studying 
4%; RI = SUP#LI(~)~~Z,R : l/f12 5 1, V = 01. 
With 
Z n - r” 
B(z) = 1 _ r”z” 
a straightforward computation yields 
S,-IW) = -r”S,-l(f). 
Hence 
or 
e*(%b; RI = r2n su~{lIS,-~(f)llL : llfll2 5 1) 
= r2n SUP (12: (ajl*R*j : $ lajl* 5 I} 
= r2nR2(n-1) 3 
e(B2; R) = PR”-‘. (18) 
The unique worst function in this external problem is z”-‘B(z). 
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(ii) Consider the algorithm 
a: Zf-, (1 - r2”)Ln-,(f, z). 
E%%; R) = sup&%-,(f) - (1 - r2”)L,-i(f)((:,R : (If/(2 I 1) (19) 
= SUP [I$: ItIj - (I - r2n)cj)21R2j 1 i lUj12 5 l}. 
j=O 
Y 
aj - (1 - r2”)cj = r2naj - (1 - r2”) C rwaj+pn ; hence 
j.l-1 
IUj - (1 - r2n)Cj12 5 (rc + (1 - r2n)2 &) z. lUj+pn12 
Thus 
E,(‘332; R) 5 rnRn-‘, 
and in view of (8) and (18), E(%z ; R) = rnR”-’ and CY, as defined in (19), is 
an optimal algorithm. 
Invocation of the Banach-Steinhaus theorem shows, as in the previous 
section, mutatis mutandis, that for Rr > 1 there exists f0 E ZZ2(D) such 
that 
while if Rr < 1 
lim IlL,Cf) - (1 - r2flWn-~(f)l12,~ = 0, fP+= 
for everyfE H2(D). 
2.2. Optimal Recovery of L,-,(f) 
Suppose that we next consider the optimal recovery of Z+-,(f), with 
error measured in the norm of L2(aDR) from the information that /IfI 5 1 
andZf= (f(O),f’(O), . . . ,f(“-n(0)). That is, we are exchanging the roles 
of L,,-I and S,-r in the discussion just concluded. 
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6) 
e2(32; R) = ~~PuL-lcf~ll:,R : Ml2 5 13 v = 0) 
n-1 
= sup t c j=o 
ICjIR2j : a0 = a{ = . * * = a,-1 = 0, 
2 l”j12 ~5 I]* 
Uj = 0 (j = 0, . . . , 0 - 1) implies 
Hence 
This value is attained for 
f(z) = (1 - r291’2Z2n-I 
1 - rnZn 
(ii) Consider the algorithm 
a: If + s,-,f. 
K%32; R) = su~{((l,-,f - SnJ(2,R : jlfl~2 5 I} 
= SUP [I$ (Cj - aj12R2j 1 Jg lUj12 5 11 
Butforj=O,l,. . . ,n-1 
which gives, as before, 
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Thus the intrinsic error is 
,.“Rn-1 
E(932;R) = vm 
and S,-ifeffects the optimal recovery of Ln-iJ Walsh-like results follow 
in the by now usual fashion. 
3. GENERALIZATIONS 
We next generalize some of the results of the previous section by re- 
placing the usual Hz-norms on analytic functions by weighted 12-norms on 
their coefficients. Let /3 = {pj}; and y = {rj}g be given infinite sequences 
of positive numbers satisfying, for R > 1, 
If 
f(Z) = C Uj.Zj 
j=O 
Put 
Let HP be the Hilbert space of functions, f, analytic in D and satisfying 
ljflla < CQ, and let H7 be the Hilbert space of functions, f, analytic in DR , 
R > 1, and satisfying /If/, < 03, where 
llfllt = 2 l”j12Yj* 
Specify an optimal recovery problem as follows. Let X = HP, K = 9~ = 
{f E Hp : Il.& 5 l}, Y = C”, I: f+ (f(r), f(rw), . . . , f(rw”-‘)I, Z = fly, 
U: f+ S,-,(f). Thus we are presented with 
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In this Hilbert space setting we know that equality holds in (8) (cf. Mic- 
chelli and Rivlin, 1977) and so the intrinsic error satisfies 
(21) 
j=O,. . . , n - 1, go lajl*Pj 5 l}. 
To solve this problem we shall employ a special case of the following 
theorem, which has interest in its own right. 
THEOREM 2. Let H be a Hilbert space and UO, ul , . . . , u,, elements 
of H. Let 
G(u~ , . . . , u,) = det(u;, uj) 
(Gram’s .determinant qf u] , . . . , u,). Then 
Nuo, . . . , u,,) := max{l(uo, x)1* : (u;, X) = 0, i = 1, . . . , n, llxll 5 l} 
/Do,. . . run) 
G(UI , . . . , u,)’ 
Proof. ai’2 is the intrinsic error in the optimal recovery of (ug , x), given 
h,& * * * , (u, , X) and llxll 5 1. The optimal algorithm is aZx = (~0, Px), 
where P is the orthogonal projection of H onto {u, , . . . , u,}. Hence 
81’2 = sup(l(u0, x) - (UC), Px)l : [lx/l 5 1) 
= lluo - Puo(I = min (lug - i tjUil/, 
1,,....1, i=l 
which by a familiar result on best approximation in a Hilbert space (cf. 
Achieser, 1956) proves the theorem. 
We shall use a special case of Theorem 2. Suppose n = 1. Let b : = (bo, 
b 1,. * .) be a sequence of positive numbers and let H be the weighted I* 
space with inner product 
(X, y) = 2 xjyjbj. 
j=O 
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Put u. = (bo*, 0, . . . , 0, . . .) and uI = (dolbo, dilbl, . . .). Then 
Theorem 2 yields 
max [ lX012 1 ,zO XjJj = 07 J$O lxjlzbj 5 1) = “I;“~;,~‘) 
1 Ej"=l ldj12/bj 
=- 
bO ~~OIdj12/bj' 
(22) 
We return our attention to (21) and make the following identifications. 
Fix aj, 0 sj I n - 1. Let xP = aj+PLn, b, = flj+pn, and dp = rfin, SO that (22) 
gives 
Thus, since the sets {aj+,,}E=o are distinct for distinct j we get the sharp 
estimate 
n-l 
(23 
We note some examples. 
EXAMPLES. Whenyj=R2j,j=0,. . . ,n-I,R>land/3j=l,j= 
O,l,. . . , we recover the result of Section 2.1 since (23) gives E2(93~ ; y) 
= ,2nR2("-1' 
EXAMPLE 2 (Bergman Space). Let 
so that pj =(j + I)-', j = 0, 1, . . . , and 
llfll3 = &z I,” 1,’ If(peie)12p dfl dp = 2 s 
sothatyj=R2j/(j+ l),j=O,l,. . . . In view of (23) the intrinsic error 
for this problem is given by 
E2(ap;y) = rZn max R2j 1 + nr2n +;'i'+h;":- r2nI . 
j ( ) 
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Thus, 
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(2 - r*n)(rR)2n 
R2 I E*(G&t; y) 5 T (rR)2n, 
and we get equiconvergence for rR < 1 once again. 
4. INFORMATION ATROOTSOF UNITY IS OPTIMAL 
We return now to the setting of Section 2.1, optimal recovery of S,-,(f) 
in 11-(12,R given llf12 I 1 and If, and focus our attention on varying the 12 
sampling points in ZJ 
Let Z = (zi, . . . , z,) be points satisfying r I lzjl < 1, j = 1, . . . , n. 
Then the intrinsic error is given by 
E*(B*; Z) = ~~p{(]h’,-lfJ($,~ I f(Zj) = O,j = 1, . . . 7 ‘3 IIf12 s 11. (24) 
If we put 
B(z; 27 = ,fj +f$ 
J 
then (24) implies, by consideringf(z) = z”-lB(z; Z) and observing that 
then Ilfl12 = 1 and 
Sfl-l(f; 2) = (C-1)” fi Zj) Zn-', 
j=I 
that 
E*(CB2; Z) 2 JQ (Z,(2R2n-2 2 r2nR2n-2 . (25) 
If we write E(CB2; 0,) for what we previously called E(932; R), i.e., the 
intrinsic error when zj = roj-I, j = 1, . . . , n, then we obtain from (25) 
E(C&; Z) 2 E(?&; wr 1. (26) 
Thus there is no algorithm, (Y, using sampled information at any Z such 
that 
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for R > l/r, a result which should be compared to Szabados and Varga 
(1982). 
In particular we see that equality can hold in (26) only if lzjl = r,j = 1, 
. . . ) IZ. Furthermore, we show next that equality holds in (26) if, and 
only if, Zj = &r&l, j = 1, . . . n, where 1~1 = 1. In this sense information 
at “roots of unity” is optimal. A key role in our efforts is played by the 
following 
THEOREM 3. If p and q are polynomials of degree at most n - 1 and 
IbL-dpq)ll:,/t 5 lq(0)12R2(n-1)IlpII:, 
holds for every p, then q is a constant. 
Proof. Suppose 
n-l n-l 
P(Z) = 2 PjZj, q(Z) = 2 9jZjf 
j=O j=O 
The hypothesis (27) is equivalent to 
n-1 
q(O) f 0 (27) 
40 f0. 
n-l 
2 IPO% + . ’ * + pjq012R2j I Iqo12R2(n-‘) 2 Ipjl’. (28) 
j=O 
We will prove the theorem by showing that if (28) holds for every choice 
OfPo, . * * 9 pn-l then q1 = q2 = . . . = qnel = 0. 
Let us first examine the case n = 2. Equation (28) is then 
boqo12 + boa + mqo12R2 5 lqo12R2((po12 + lp,12). 
Upon dividing both sides by (~~12 (# 0) we obtain, after putting p,/po = t, 
hoI2 + 14, + tqo12R2 zz lqo12R2(1 + lt12h 
or 
(goI + jq112R2 + 2R2 9’ie tqoql I )q012R2. 
since t varies over all complex numbers we conclude that go& = 0 and so 
q1 = 0, as required. 
Suppose next that n =‘ 3. We show first that ql = 0. choose p. = p1 = 
. . . = pn-3 = 0 in (28). This gives 
k’n-2qo12 + b-m + pn-,qo12R2 5 lqo12R2()p,-212 + lp,-,12), 
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which, as in the case n = 2, implies q1 = 0. Now suppose q1 = q2 = . . . = 
q~=O,l~k~n-2.Choosep~=Oforallf,Or1~n-2,exceptI=n- 
k-2.Thenpoqj+... +pjq,=Oforallj#n-k-2,n- 1,because 
ifj<n-k-2,Po=P,=...=nj=O;ifn-k-1ijrn-2then 
p, = 0 for I < II - k - 2 while if 1 L n - k - 2 then s-1 = 0 since j - 1~ 
j - R + k + 2 5 n - 2 - n + k + 2 = k. Thus (28) gives 
lPn-k-2q012 + IPn+2qk+l + Pn-14012R2(k+‘) 
5 lq012R2(~+l) (IPn-k-212 + lPn-112), 
and we conclude, as in the case rr = 2 (with R replaced by Rk+l), that qk+l 
= 0. Thus by mathematical induction we get qr = . * * = qnwI = 0, and the 
theorem is proved. 
NOW suppose that ( zjl = r, j = 1, . . . , II, and 
B(z; Z) = JQ 7 = 
- ZjZ 
qo+qlz+-.*, 
so that 1401 = r”. Suppose, moreover, that 
E2(932: Z> = sup{l(S,-,(fB(Z))l):,~ : I/f112 5 1) I r2nR2(n-1). (29) 
Hence, if 
f(Z) = C PjZj, 
j=O 
(29) is exactly (27), and we conclude that qo = sr”, 1~1 = 1 and q1 = . . * = 
qnml = 0. Thus, writing B for B(Z), B(j)(O) = 0, j = 1, . . . , n - 1. Recall 
that 
B'(z)=2 1 I 6 
B(z) j=l Z - Zj 1 - 4z’ 
which yields 
j = 0, . . . , n - 2, 
while it is easily seen, for example using the Leibniz theorem, that 
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B(j+ I)(()) 
O=B(O)= j = 0, . . . , n - 2. 
Thus we obtain 
z’; + . * . z”, = 0, k = 1,. . . , n - 1, 
and hence in view of Newton’s formulas connecting sums of powers and 
the elementary symmetric functions (cf. B&her, 1922) we conclude that 
(z - Zl) . . . (z - z,) = z” + qo = z” + EY”, (El = 1. 
Finally, then, the m inimal intrinsic error is obtained, in the setting under 
consideration, only by sampling at equally spaced points on the circle of 
radius r. 
Remarks. We conclude with some mention of two other results in the 
literature of Walsh equiconvergence which may interest readers of the 
present work. In connection with (16) we remark that Saff and Varga 
(1983) proved, among other things, that the sequence p,-i(f; z) - S,-l(f; 
z) (in the notation of Theorem A) can be bounded in at most one point in 
IzI > p2 for anyfE A(p). Moreover, given any point in p2 < IzI < p3 there 
is anf E A(p) for which the sequence in question tends to zero. 
Let us also call attention to a result of Cavaretta, Sharma, and Varga 
(1981) which shows, again in the context of Theorem A, that for anyf E 
A(p) which is continuous in I Z( 5 p the sequence mentioned above tends 
to zero for all z satisfying IzI 5 p2. This result should be compared to our 
approach, via (16) which in the case Rr = 1 implies that ((A,\[ is bounded 
from above and below by positive constants. 
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