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l. INTRODUCTION 
La th~orie des automates et, plus pr6cis6ment, le th6or~me de Kleene ont 
montr~ que la notion de rationalitd 6tait susceptible d'interpr~tations on 
commutatives au del5 du cadre classique de la th6orie des fonctions. Nous 
faisons r~f~rence au volume A du Trait6 de S.E. Eilenberg [1] pour un expos6 
d6finitif des m6thodes et des r~sultats et leur historique. Le present ravail 
s'ins~re dans cette perspective t son r~sultat principal est une variante du 
th~or~me de Hankel relative 5 l'&ude des relations fonctionnelles (~ application 
partielles) d'un monoide libre A* dans un autre, B*(cf. [1], chap. IX et XI). 
Rappelons que sous sa forme classique le th~or~me de Hankel caract~rise une 
s~rie rationnelle r(x) ~- ~ r~x ~ par la condition que la N X M-matrice H telle 
que H(n, m) -~ r~+,,, identiquement, ait un rang fini. Ceci revient ~ d~finir la 
rationalit~ de la s6rie formelle ~ r~x ~ par l'existence d'une relation de r~currence 
lin~aire constante ntre les coefficients r~, c'est-~-dire encore par la possibilit~ 
d'exprimer ceux-ei par la projection sur l 'anneau des coefficients des puissances 
(x/z) ~ d'une matrice x/x de dimension finie; il est commode de prendre par 
projecteur le produit de (x/x) ** par deux vecteurs fixes v et v' et l 'on a alors 
formellement: 
r(x) = ~ r~x'~ = ~ v '  (x~)~ • v'" x~ = v (1 --  ~ " x)-~ " v'. 
De fa~on 6quivalente, introduisant les vecteurs x~h = v ' (x l z )  ~ et x"~p ~- 
(x/z) "~ - v', on voit que chaque entree H(n, m) de la matrice de Hankel H est 
6gale au produit scalaire x~*)t • x"~p = r~+,~ . 
Cette d~finition de la rationalit~ r(x) conduit imm~diatement 5 une double 
g6n~ralisation: 
(a) d'une part on peut prendre les entr~es de la matrice x/z et des vecteurs v 
et v', done des vecteurs x~)t, xmp et les coefficients r~ eux-m~me, dans un semi- 
anneau quelconque S; 
(b) d'autre part, on peut remplacer la variable unique x et ses puissances 
successives x ~ par un ensemble (fini) 3 et les roots du monoide libre A* qu'il 
engendre. 
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Les coefficients r,~ deviennent alors une fonction s de A* dans S et 
l 'on consid~re la s6rie formelle ~] {as - a: a ~ A*}. En conformit6 avec le cas d'une 
variable unique, cette s~rie sera dite rationelle (sur S) ssi il existe un morphisme tz
de A* dans un monoide de matrices de dimensionfinie ~entr6es dans S et deux 
vecteurs fixes vet  v' tels que a~ = v " a/z - v' pour chaque mot a de A*; le triple 
(/z, v, v') est appel6 un transducteur pour ~ par M. Nivat(3); comme ci-dessus on a 
y~, {acz. a} - -  v • (1 - -  M)  -1" v' off M - -  ~ {a/x- a : a ~ A}. Cette pr6sentation 
n'est d'ailleurs qu'un cas particulier d'une construction abstraite plus g6n6rale 
d6velopp6e par Elgot et Mezei (2). Elle a pour nous l'avantage de s'interpr6ter 
directement du point de vue de Hankel. En effet, on peut associer ~ l'application 
de A* dans S la A* × A*-matrice H dont chaque entree H(a, a') est 6gale au 
coefficient (aa') ~ = v • (aa') i~ • v' du mot aet ,  introduisant comme prfc6dem- 
ment les vecteurs aA = v • a/~ et a'p = a'tx • v' de m~me dimensionfinie d que/x, 
on a identiquement H(a, a') = aA • a'p. Par consequent la matrice de Hankel H 
est de rang fini puisqu'elle st le produit H a' - H o' de la A* × d-matrice Ha' dont 
les lignes sont les vecteurs aA par lad  × A*-matrice Hp' dont les colonnes ont 
les ap. De fagon plus rapide, on vient donc de montrer que quand l'application 
est d~finie par un transducteur, elle admet ce que nous appelerons unefactorisa- 
tion c'est-~-dire une paire de fonctions vectorielles (A, p) de dimension finie 
satisfaisant l'identit6: 
(1) (aa') ~ = aA" a'p pour tousles mots a, a' de A*; 
qui permet l'existence de la matrice de Hankel. 
I1 est clair que la condition essentielle st la finitude de la dimension puisque 
l'on peut toujours (trivialement) associer ~ n' importe quel ~ une paire d'applica- 
tions(A, p) dans les A*-vecteurs atisfaisant l'identit6 (1). 
Ceci constitue la partie directe du thfor6me de Hankel pour c~ et elle n'est donc 
ici que la simple cons6quence de la d6finition adopt6e pour la rationalit6 de la 
s6rie formelle ~ as - a. Reste la partie r6ciproque qui consisterait fi 6tablir que s 
est d6finie par un transducteur quand s: A* --+ S est une application donn6e 
admettant une factorisation. Nous donnons une r6ponse positive dans le cas tr~s 
particulier off ~ est une relation fonctionnelle ntre A* et un autre monoide libre 
B*; le semi-anneau S &ant alors le semi-anneau bool6en des parties de B* et 
une application de A* dans S telle que, pour chaque mot a de A*, as  est soit un 
mot de la base B* de S, soit la partie vide, qui est le z6ro, 0, de S. Ce cas cor- 
respond ~t celui des bimachines de S. Eilenberg ([1, chap. XI, sect. 7]). Les 
m6thodes lin6aires du cas classique (qui sont exclues par le caract~re boolfen 
de S) sont remplac6es par les mfthodes de [1, Proposition 12.3, chap. I I I ,  et 
Th6or~me 4.2, chap. XI I ]  dont l'usage est rendu possible par l'hypoth~se 
initiale que a est une fonction (~ application partielle) de A* dans B*. Cette 
m6me hypoth&se permet de supposer que tousles vecteurs aA et ap de la factorisa- 
tion (A, p) de c~ ont leurs coordonn6es non nulles dans B*; de fait on supposera 
m6me seulement (par commodit6) que ces coordonn6es sont des 616ments du 
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groupe libre B~*) engendr6 par le mfime ensemble B que le monoide B*. L 'hypo- 
thtse que A* est finiment engendr6 ne sera pas utiliste. Le rtsultat principal de 
ce travail est donc la: 
PROeRI~T~. Soit ~:A* -~ B* une fonction. Une condition suffisante (et 
n&essaire) pour quelle soit ddfinie par un transducteur est qu'elle admette une 
factorisation (A, p) dont les vecteurs ont leurs coordonndes non nulles dans le groupe 
libre B (*). 
2. VERIFICATION DE LA PROPRII~T~ 
On considtre une application partielle de rang finie e: A* --+ B* fixe et une 
de ses factorisations (h, p) de dimension . On commence par vtrifier que l 'on 
peut imposer 5 (h, p) des conditions uppltmentaires (0), (2), (3), (4) en montrant 
pour chacune de celles-ci que si elle n'ttait  pas remplie par (h, p) on pourrait 
trouver une autre factorization (h', p') qui la satisfasse ainsi que les conditions 
prfctdentes. 
Pour chaque indice i ~ I  = {1, 2,..., n} on note ~t~ (resp., 0~) l 'application 
envoyant chaque mot a de A* sur la valeur de la i-~me coordonnte du vecteur 
aA (resp., ap); L~ = {a ~ A* : ah~ =/- 0} et R i = {a ~ A*: api =/= 0}. 
Comme d'usage, le support d'un vecteur v(=aA ou dO, a E A*) est l 'ensemble 
not6 v# des indices de ses coordonntes non nulles. 
Venons en ~ la premi&re condition supplfmentaire. 
(0) Pour chaque i e I on a L~ ~ 25 et R i ~ ~ . 
Preuve. Soit I '  ={ i~I :  Li ~ ;~ et Ri =/= ~}. Pour chaque i E I \ I '  et 
a, a' E A* le terme aA~ ' a'pi du produit scalaire aA " ap est nul puisque aAi = 0 
ou a'p~ = 0. Donc la paire (A', O') off X' et p' sont les restrictions 5 I '  de )t et de p 
est encore une factorisation de ~ et satisfait (0). Q.E.D. 
(2). Pour tout a, a' E A* (resp., i, j ~ I) les supports de# et a'p# (resp., les parties 
Ri et Rj de A*) sont dgaux ou disjoints. 
Preuve. L'~quivalence des deux conditions 6nonctes est claire. En effet, 
chacune d'elles signifie que pour tout a, a 'e  A*; i, j e l  les relations aA~ -/- 0, 
aAj ~ O, a'Ai v ~ 0 impliquent a'Z~- 4= 0. 
Supposons qu'elles ne sont pas satisfaites et soit I '  l 'ensemble des paires de la 
forme (i, q) oh i ~ Ie t  od q est une pattie de I contenant i telle que q = dO# pour 
au moins un mot a. 
On dtfinit deux applications )t' et p' de M* dans les I ' -vecteurs en posant pour 
chaque a ~ A* et i' = (i, q) E I ' :  
aA~, = aAi ; 
ap~, = api sl ap# ~ q; =0s inon  
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I1 est clair que I '  est fini et que (~', p') satisfait (0) et (2). Soient a, a' ~ A*. 
¢ 
Les termes non nuls du produit scalaire a~t' ' a'o" sont ceux de la forme ah i, • ap i ;  ' 
05 i '  (i, a 'p#)  avec, par d6finition, i c a 'p#,  c'est-~-dire a'pi @ 0. Ils sont 
donc en correspondance biunivoque avec les termes non nuls de a;~ • a'p. Comme 
' • a Pi' = a;~i " a'pi par dffinition pour i '  et i comme ci-dessous, on a idcnti- 
quement a1' - a' O' = ah - a'p ce qui montre que (~t', p') est une factorisation de ~. 
Q.E.D. 
(3). Pour  chaque paire f ,  f '  de roots de A*  i l  existe au p lus un indice i ~ I tel que 
f)t i  " f ' P i  ~ O. 
Preuve.  Supposons au contraire que les termes x s =fh~ " f 'p j  et xk = 
fAk  " f 'p~ soient non nuls pour deux indices distincts je t  k. Comme xj et x k 
figurent dans le produit scalaire fh -f 'A = ( f f ' )~  qui d'apr6s (1) est un mot b 
de B* ,  on dolt avoir b ~ xj = x k ce qui entraine l'existence d'un 616ment c
du groupe B(*) pour lequelfh~ = fh  3 • c et f 'p~ = c -1 - f 'p j  . 
On a j ,  k ~f 'p# et d'apr~s (2) l 'ensembleF = {a ~ A* : ap# = f 'p#} contient 
tousles mots dont le support du vecteur p rencontre {j, k}. De plus si a' ~F  il 
existe un b' ~B*  tel que b' ~ (]Ca')o~ =fA "a 'p =fA j -a 'p j  =fAk '  a'pk ce qui 
implique que a'p~ c -1 - a'pj avec le m~me c que plus haut. Autrement dit, 
l 'ensemble {apj • (ap~) -~ : a ~ R j  ~ Rk} est un 616ment unique, c e B (*). Nous 
utiliserons d6sormais exclusivement cette condition sur les indices je t  k et nous 
notons qu'elle implique que si a c A* et ah k ¢ 0 on a aA k - a'pk = ah~. c • a'pj 
pour chaque a' ~ R j  = R k . 
Soient maintenant p' la restriction de p ~ I '  = I l k  et h' l 'application de A* 
dans les I ' -vecteurs telle que pour chaque a ~ A* et i ~ I '  on ait ahi' = ahk "c 
si i = je t  ah k 4- 0 et aAi' ~ aA~ dans tousles autres cas. Les remarques prdc6- 
dentes montrent que (A', p') est une factorisation de a et on v6rifie facilement 
qu'elle remplit les conditions (0) et (2). Le r6sultat en d6coule par induction sur 
Card I. Q.E.D. 
(4) S i  je t  k sont deux indices distincts pour  lesquels R j  ~- R~ , l 'ensemble Gjk = 
{apj . (apk ) 1 ~ B( , )  : a ~ R j  = Rk} est infini. 
Preuve.  Notons M(A,  p) l 'ensemble des paires d'indices distincts j ,  k pour 
lesquels Gj~ est fini, MI(A , p) le nombre de celles pour lesquelles Gj~ est un 
singolet et M~(A, p )~-Card  M(A,  p ) -  M~(A, p). On v6rifie facilement que 
quand Card G;~ = 1 la transformation (A, p ) -+ (h', p') par restriction 5 I \ k  
d6crite dans la preuve pr6c6dente a la propri6t6 que Mi(A' ,  p') < M~(A, p) et 
M~(A', p') ~ M2(A, p). 
I1 suffit donc, par induction, de construire une autre transformation (A, p) -+ 
(A', p')(entre factorisations de e) pour laquelle M2(A', p') est strictement moindre 
que M~(A, p)(au prix d'un accroissement 6ventuel de 21//1). C'est ce que nous 
faisons maintenant en supposant que M~(A, p) = 0 ainsi qu'il est loisible d'apr6s 
ce qui pr6c~de. 
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Soit ( J l ,  hi) une paire fixe dans M(A,p). Par hypoth6se Rjl = Rk l (=R ) 
et il existe done une pattie K de I contenant ces deux indices telle que R 
{aEA* :ap# --  K}.  
Notons E l 'union de la restriction 5 K de la relation binaire M(h, p) sur Ie t  de 
la diagonale de K, c'est-5-dire de {(k, k): k e K}. Comme Card(G~) ~< Card 
(Gij) × Card(Gjk) pour tout i, j ,  k E K, la relation E est une 6quivalence sur R 
et nous pouvons en choisir une section K ~ C K. 
Pour chaque a de R soit a7 le K-vecteur tel que pour ehaque j c K, sa coor- 
donn6e aTj soit 6gale ~ l'616ment apj - ap~ 1 de B (*1 off k = kj est l 'unique 616ment 
de la section/~ qui appartienne ~ la m~me classe de E quej.  
L'ensemble C = {a 7 : a ~ R} est fini, par d6finition, puisque E est une 6quiva- 
lence. 
Soit maintenant I ' l 'union des ensembles I \K  et K K C. Pour chaque mot a 
de A*, on d6finit les I ' -vecteurs aA' et ap' par les conditions uivantes: 
aA~, = aA( et ap~, = api" si i ' c I \K ;  et pour i '  = (h, c) E K × C: aA~, = a)~ ; 
ap~, = ap~ si a 7 = c et = 0 sinon. 
La v6rification que (A', p') est encore une factorisation de c~ satisfaisant (0), (2) 
et (3) est imm6diate t peut ~tre omise. La contribution ~ M2(A', p') des paires 
j ' ,  k' e I \K  est la m6me que pour (A, p) et, par construction, celle des paires dans 
K × C est nulle. Done M~(A', p') est strictement moindre que M(A, O)- Q.E.D. 
(5). I I  existe un morphisme t~ de A*  dam un monoide de I × I-matrices ~ entrdes 
dans B (*) u 0 tel que a;t = 1h - alz pour chaque mot a. 
Preuve. Soit Q l 'ensemble des supports des vecteurs aA(a e A*).  D'apr~s (0) 
et (2) on peut choisir une pattie minimale fixe S de A* telle que {sp# : s ~ S} 
forme une partition de I. 
(5.1.). Soit maintenant a~A*  donn& Nous montrons d'abord qu'il 
existe une application partielle q--~ q • a de Q dans lui-m6me telle que (fa) A# = 
q 'a  pour chaque qeQ et f~Fq  = ( f '  EA* : f 'A# = q}. Soient done q~Q, 
f e F~ et supposons pour commencer que (fa) A# contient un indice j. 
D'apr&s (0) on peut prendre un mot g~SnR s et l 'on a (fag) a = 
(fa) A j  gpj = b pour un certain mot b de B*. Comme (~, p) est une factorisation 
de ~ on a aussi b =fA ' (ag)p  done d'apr~s (3) b =f1~ "(ag)p~ pour un indice 
unique i. 
Prenons un autre mot f '  ~F , .  L'indice i appartient 5 q et l 'on a done f'A~ • 
(ag) p~ ~ b' ~ B*. Appliquant de nouveau (3) on obtient un indice unique k 
tel que b' = ( f "  ag) ~ = ( f 'a )  A~ - gp~ . 
Les 6quations qui viennent d'etre fierites donnent: 
gp~ = (fa) t71 . f)t, . (ag) p~ (:/= 0); 
gp~ ~- ( f '  a) A-~  " f'A~ " (ag) O~ (# 0). 
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Par cons6quent g#~ • gp=X est ~gal au produit: 
p~ =- ( fa)  Aj -~ " fA,  . f 'A71 .  ( f '  a) A~ . 
De plus j,  k ~gp# ce qui implique Rj = R h d'apr~s (2). 
Gardant f e t f ' ,  soit g' un autre mot de R~. Le m6me raisonnement que ci- 
dessus donne un indice i' et une 6quation: 
fAi, • (ag') Pi" = ( fa)  Aj " g'pj ~ O. 
Comme k (resp. i') appartient d'apr~s (2) au support commun de gp et g'p 
(resp.fA etf 'A) on a aussi l'6quation: 
f 'A i ,  " (ag') p~, -= ( f '  a) Ak " g'p~ =/= O. 
On en d6duit que g'ps • g,p~l est 6gal au produit Pi' obtenu en remplaqant par 
i ' l ' indice i dans l'expression de p i .  
Donc l'ensemble Gj~ = {g"p~ " g,,p~x : g,, ~ Rj = Rh} contient au plus Card I 
616ments. Comme Ies t  fini, la condition (4) montre que l 'on doit avoir j - -  k. 
Ceci 6tablit l 'assertion annoncfe. 
(5.2.). Revenant aux calculs pr6c6dents, on voit que (S 6tant fix6e) l ' indice 
i ne d@end que de a, je t  q. L'6quation b --  ( fa)  Aj • gpj = fZ~ • (ag) p~ montre 
que, de m~me, le rapport: 
fa t  I - (fa) a~ = (~g) p~-gp? ~ (=  ~,~) 
est ind6pendant du choix de f dans Fq .  On peut donc d4finir une q × q - a - -  
matrice not6e amq ayant une et une seule entr6e non nulle (= xji )dans  chaque 
colonne qui satisfasse identiquement ( fa)  h = fA  • am~ pour chaquef~F~.  
(5.3.). Posons I '  = Q × Ie t  pour chaque mot a d6finissons la I '  × I '  
matrice a/x par la condition que pour tout q, q' E Q son bloc (q, q') soit la matrice 
nulle si q' =~ qa et sinon qu'il soit la matrice am~ qui vient d'etre 6trite. Par 
construction routes les entr~es non nulles de a/x sont dans B (*) et on v6rifie 
directement que (aa') tz = atz • a'tz pour tout a, a' c A *. On v6rifie de m~me que 
! 
l 'on a identiquement ah' = 1h' ' all od ah' est le I ' -vecteur tel que aA(q,~) --~ ah~ 
ou 0 selon que q ---- aA# ou non. 
Enfin, d'apr~s (3) il correspond ~chaque q E Q un indice unique i = iq pour 
lequel fA~ • lpi ~ 0 quand f ~Fq .  On d~finit les I ' -vecteurs ap' par ap' = at~ " 
lp(a E A*\ I )  et lplq,i~ - -  lp¢ ou = 0 selon que i = io ou non. 
On a donc identiquement: 
(aa') ~ = (aa') A " 10 = (aa') A' 10' = 1A' • (aa') ~ • lp' 
= 11" • all - a'tz • 1p '= ah' ' a'p' 
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ce qui montre que (A', p') est une factorisation de a, I1 suffit de la substituer 5
(A, p) pour satisfaire (5). Q.E.D. 
La construction pr6c6dente ne conserve que les conditions (0) et (3). Nous 
supposerons donc d6sormais que (A, p) satisfait (0), (3) et (5), et nous faisons 
enfin jouer l'hypothgse que l'image de a appartient au sous-monogde B* du 
groupe B (*). 
(6). Pour chaque indice i de I l' ensemble L~A~(--{aA~ : a ~L~}) est contenue dam B*  
et ses mots n'ont pas de facteur droit commun on trivial (c'est-&dire dam BB*) .  
Preuve. Par induction sur le nombre des indices pour lesquels (6) n'est pas 
remplie en rempla~ant la factorisation (A, p) par une factorisation (A3, 3-~p) off 
3 est une certain I × I matrice diagonale dont les entr6es non nulles sont dans 
B (*) et au plus une de ces derni&res est diff6rente de 1. I1 est clair qu'une telle 
transformation pr6serve (0), (3) et (5). Soit donc i ~ I fixe. 
Prenons un mot g ~ R~ quelconque et soit d le plus long facteur droit commun 
(dans B*) des roots de (L~g)o~. On d6finit la matrice 3 par ~i~ = (gPi) ~ d et on 
effeetue la transformation correspondante. Ceci permet de supposer d6sormais 
gpi = d. On a (ag) ~ = aA i • d ~ B*  pour tout a eL i .  Donc, d'apr~s le choix 
fait de d, tousles aA~ sont des mots de B* et ils n'ont pas de facteur droit commun 
dans BB*  = B*\I.  Q.E.D. 
FIN DE LA VERIFICATION DE LA PROPRIETE 
I1 reste seulement 5 montrer que si a E 3*,  i, j ~ Ie t  alz(i, j )  = c E B (*), on a 
bien c ~ B*. Soit doncf~L i .  On af)~i " c = ()Ca))~ oflf)ti et (cfa) Aj sont des roots 
de B* d'apr~s la premi&re partie de (6). La seconde partie de cette m~me con- 
dition montre que, ou bien LiA ies t  un mot unique qui est n6cessairement 1, 
auquel cas c = ( fa )1 j~B* ,  ou bien il existe un autre mot f '~L i  tel que 
f;~i = b etf';k i ~ b' ne se terminent pas par la m~me lettre de B. Dans ce second 
cas, supposant c 6crit sous forme r6duite, l 'un au moins des deux produits 
fAi " c et f'Ai " c est aussi sous forme r6duite. Comme ces produits sont 6gaux 
respectivement aux mots (fa))t~ et ( f ' a )A  3 de B* ceci implique que c ~ B* et 
ach~ve la preuve de la propri6t6. Q.E.D. 
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