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abstract
We review the exact computations in 3D N = 2 supersymmetric gauge theories on the
round or squashed S3 and the relation between 3D partition functions and 4D supercon-
formal indices. This is part of a combined review on the recent developments of the 2d-4d
relation, edited by J. Teschner.
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1 Introduction
Localization principle has been a powerful tool in the study of supersymmetric field theories
which allows one to evaluate certain SUSY-preserving quantities by explicit path integration.
It was first applied to 3D SUSY gauge theories on S3 in [1], where a closed formula for
partition function and Wilson loop was obtained for a class of N ≥ 2 superconformal
Chern-Simons matter theories. With generalization by [2, 3], exact formula is now available
for arbitrary 3D N = 2 SUSY gauge theories. The essential idea of localization is that,
since nonzero contribution to supersymmetric path integrals arise only from SUSY invariant
configurations of bosonic fields called saddle points, infinite dimensional path integrals can
be reduced to finite-dimensional integrals over saddle points. It turned out that the analysis
of 3D gauge theories on S3 is much simpler than the case of 4D N = 2 SUSY gauge theories
on S4 [4] (see [V:5] for a review in this volume), due to the absence of saddle points with
non-trivial topological quantum numbers.
The exact partition function, which depends on the radius of S3 as well as some of the
coupling constants, is one of the most basic quantities characterizing N = 2 supersymmetric
theories. More informaition about the theories can be obtained by putting them on different
3D backgrounds preserving rigid supersymmetry and evaluating partition functions. In [5]
it was shown that one can construct rigid N = 2 SUSY gauge theories on the ellipsoid S3b
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with U(1)× U(1) isometry,
b2(x20 + x
2
1) + b
−2(x22 + x
2
3) = 1, (1.1)
with a suitable background vector and scalar fields. The additional fields which are required
to make the ellipsoid supersymmetric have their origin in the off-shell supergravity [6], where
the fully generalized form of Killing spinor equation appears as local SUSY transformation
laws of fermions in the supergravity multiplet. The ellipsoid partition function was shown
to depend on the squashing parameter b in a nontrivial manner. Another important back-
ground with rigid supersymmetry is S2 × S1 which leads to the path integral definition of
the 3D superconformal index [7, 8]. There are also results on more general 3D manifolds
with a slightly different formalism based on topological twist [9, 10].
Another useful approach to find supersymmetric deformations of the round S3 is the
Scherk-Schwarz like reduction of S1 × S3, which means that one includes finite rotation
in the S3 direction in the periodic identification of fields along S1. This approach also
makes an explicit connection between the 3D partition functions and 4D superconformal
indices [11, 12, 13, 14], and in particular the relation between nonzero angular momentum
fugacity in 4D and the deformed geometry in 3D [15, 16]. As was shown in [17, 18], the
dimensional reduction results in the familiar squashed S3 with SU(2)×U(1) isometry, with
some additional background fields turned on. However, there are two inequivalent reductions
whose effect on the 3D physical quantities are totally different.
Meanwhile, the study of certain domain walls in 4DN = 2 superconformal gauge theories
in connection with AGT relation led to a conjecture that there is a precise agreement
between quantities in 3D gauge theories on S3 and the reprerentation theory of Virasoro or
W algebras [19, 20]. In general, compactification of a (2, 0) theory on a Riemann surface
Σ gives rise to several different (Lagrangian) descriptions that are related to one another
by S-duality [21]. The S-duality domain walls are defined by gluing two mutually S-dual
theories along an interface, and therefore have a natural connection to the elements of the
mapping class group or Moore-Seiberg groupoid operation acting on conformal blocks. In
this respect, it is important that the squashing parameter b corresponds to the Liouville or
Toda coupling constant. Indeed, one of the building blocks of the ellipsoid partition function
is the double-sine function sb(x), which in our context is most conveniently defined as the
zeta-regularized infinite product [22]
sb(x) =
∏
m,n∈Z≥0
mb+ nb−1 + Q
2
− ix
mb+ nb−1 + Q
2
+ ix
.
(
Q ≡ b+ 1
b
)
(1.2)
The same function appears in the structure constants of Liouville or Toda CFTs with
coupling b.
This review is organized as follows. In Section 2 we review the correspondence between
a 3D gauge theory and 2D conformal field theories in the canonical example of the S-duality
domain wall in N = 2∗ SU(2) super Yang-Mills theory. In Section 3 we review the lo-
calization computation for 3D gauge theories on the round S3 and the ellipsoid S3b , and
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summarize the formulae for partition function as well as expectation values of loop observ-
ables. In Section 4 we review the path integral computation of 4D superconformal index,
and see how the squashed S3 background arises as a result of Scherk-Schwarz reduction.
2 3D AGT relation
We review here the correspondence between 3D gauge theories and 2D conformal field theo-
ries in one typical example. The original idea was given in [19] which discussed the S-duality
domain walls in 4D N = 2 superconformal theories of class S, namely the compactification
of (2, 0)-theories on punctured Riemann surfaces (see [V:1] for a review). It is important
to recall here that, for this class of theories, there are different gauge theory descriptions
corresponding to different pants decomposition σ of the surface Σ, and they are equivalent
(S-dual) to one another. Also, if Lagrangian description is available, its gauge coupling q is
determined from the complex structure of Σ which we regard to take values in Teichmu¨ller
space.
2.1 Janus and S-duality domain walls
A Janus domain wall is a supersymmeric deformation of gauge theories which makes the
complexified gauge coupling jump across the wall. Consider a theory of class S on S4 with a
Janus wall along the equator S3 where the two (left and right) hemispheres with couplings
q and q′ meet. The 4D partition function in the presence of the wall should be given by
Z =
∫
dν(a) F (σ)a,m(q¯)F (σ)a,m(q′), (2.1)
as the product of the instanton partition functions F integrated over the real Coulomb
branch parameters a with an appropriate measure. Here m denotes a collection of mass
parameters, and σ labels a choice of pants decomposition. For generic complex structure
q there is a natural pants decomposition which leads to a weakly coupled gauge theory
description, and we choose σ to be the natural one at q.
As q′ is varied away from q, the gauge theory on the right hemisphere becomes strongly
coupled. To analytically continue the formula (2.1) in such a situation, one needs to S-
dualize the right hemisphere and move to another pants decomposition σ′ which gives a
weakly coupled description at q′. We then have a system of two mutually S-dual theories
meeting along the so-called S-duality domain wall. In the special case where q′ is an image
of q under the mapping class group, σ and σ′ are equivalent so the theories on the two sides
of the wall are the same. However, their degrees of freedom are connected across the wall
via S-duality.
Under the AGT relation, the instanton partition functions correspond to Liouville or
Toda conformal blocks labeled by a fusion channel σ and the internal and external mo-
menta a,m. They should therefore transform under S-duality in the same way that the
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corresponding conformal blocks transform under the Moore-Seiberg groupoid operation g,
F (σ)a,m(q′) =
∫
dν(a′) ga,a′,mF (σ
′)
a′,m(q
′). (2.2)
By substituting (2.2) into (2.1) we obtain a formula for the S4 partition function in the
presence of an S-duality domain wall. Now the integration variables get doubled, as the
Coulomb branch parameters on the two sides of the wall can vary independently. At this
point, it is natural to expect that the integration kernel ga,a′,m in (2.2) corresponds to the
degrees of freedom localized on the S-duality wall between the two 4D theories in their vacua
a, a′.
In general, the S-duality walls should be described by some local 3D worldvolume field
theories coupled to the 4D bulk degrees of freedom. In the following we take the example
of N = 2∗ SYM theory, which is a deformation of N = 4 SYM by a mass of the adjoint
hypermultiplet. The S-duality transformations for this theory form the group SL(2,Z) and
we are interested in the wall corresponging to the “S-element”. For SU(N) gauge group,
we expect the correspondence with the AN−1 Toda theory on a one-punctured torus. In
the Liouville case N = 2, the kernel for the S-duality operation acting on torus 1-point
conformal block is known explicitly [23],
g(p,p′,pE) =
2
3
2
sb(pE)
∫
R
dσ
sb(p
′ + σ + 1
2
pE +
iQ
4
)
sb(p′ + σ − 12pE − iQ4 )
sb(p
′ − σ + 1
2
pE +
iQ
4
)
sb(p′ − σ − 12pE − iQ4 )
e4πipσ. (2.3)
Here b is the Liouville coupling and Q ≡ b + b−1. The Liouville momenta p, p′, pE are
related to the conformal weight h labeling the Virasoro highest weight representations by
the formula h = p2 + Q2/4. The double-sine function sb(x) is defined by (1.2), and will
appear frequently later in this article.
2.2 Example: N = 2∗ SYM
A classification of boundary conditions and domain walls for N = 4 SYM theories with
general gauge group G was given in [24, 25], and the action of S-duality on these objects
was also studied. The 3D theory on the S-duality domain walls, called T [G], plays a central
role in this story. For SU(N) gauge group, it was shown that the wall theory T [SU(N)] is
given by a 3D N = 4 SUSY quiver gauge theory corresponding to the diagram in the left
of Figure 1. Here the circles and the square correspond respectively to the gauge symmetry
U(1) × U(2) × · · · × U(N − 1) and a global U(N) symmetry, and the links correspond
to hypermultiplets. The Coulomb and Higgs branch moduli spaces both have an SU(N)
symmetry which can be coupled to the gauge fields in the bulk.
A simple type IIB brane construction can reproduce this fact. Consider N D3-branes
stretched along the directions 0126 with −L ≤ x6 ≤ L, ending on the D5-branes at x6 = ±L
extending in the directions 012789. Due to the boundary condition at D5-branes, the mass-
less modes on D3-brane wordlvolume decompose into 3D N = 4 vector and hypermultiplets.
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Figure 1: The quiver diagram and a type IIB brane construction for the 3D gauge theory
T [SU(N)].
The vectormultiplet fields obey Dirichlet boundary condition, so for small L they are frozen
to take vacuum configuration. As was explained in [24], to avoid D3-branes developing
Nahm poles at the boundary, we need to introduce N D5-branes at each end so that each
D5-brane has precisely one D3-brane ending on it. Nonzero (real) Coulomb branch param-
eter a can then be introduced by putting the i-th D5-branes at, say, (x3, x4, x5) = (ai, 0, 0)
at each end.
Consider next the same brane configuration but now with an S-duality domain wall
on the D3-brane worldvolume at x6 = 0. It can be eliminated by applying the type IIB
S-duality combined with the exchange of 345 and 789 directions to the right half space
x6 ≥ 0, but then the N D5-branes at x6 = L turn into N NS5-branes (012345). The
resulting brane configuration as shown on the right of Figure 1 is what precisely gives rise
to the above-mentioned quiver gauge theory. The D5-branes and NS5-branes are now free
to move independently. The positions of NS5-branes a turn into N − 1 Fayet-Iliopoulos
parameters, whereas those of D5-branes a′ determine the masses of the U(N − 1)× U(N)
bifundamental hypermultiplets.
Let us now focus on the simplest nontrivial case N = 2. In 3D N = 2 terminology, the
wall theory T [SU(2)] is a U(1) gauge theory with five chiral multiplets φ, q1, q2, q˜
1, q˜2. The
neutral chiral field φ is a part of N = 4 U(1) vector multiplet and has R-charge 1. The
two electrons q1, q2 and the two positrons q˜
1, q˜2 have the R-charge 1/2, and they form two
flavors of hypermultiplets. N = 4 supersymmetry requires a cubic superpotential of the
form q˜iφqi.
As we have seen, the Coulomb branch parameter a appears in the wall theory as the
U(1) FI parameter, while a′ is the mass for charged chiral fields which breaks the SU(2)
flavor symmetry to U(1). In addition, the bulk N = 2∗ mass parameter m should also show
up in the wall theory in a way that preserves 3D N = 2 supersymmetry as well as the SU(2)
isometries of the Coulomb and Higgs branches. It was argued in [20] that m is the mass for
the chiral fields associated to the global symmetry under which qi, q˜
i have charge +1 and φ
has charge −2.
It was observed in [20] that the exact partition function of this mass-deformed T [SU(2)]
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Figure 2: (left) the process of a one-punctured torus degenerating into a Moore-Seiberg
graph, thereby sweeping out a solid torus with a network of defect inside. (right) Two such
solid tori glued together to make an S3 with a network of defect.
theory on S3 agrees precisely with the kernel of the S-duality transformation (2.3) for b = 1,
under the identification
p = a, p′ = a′, pE = m. (2.4)
It was then shown in [5] that the formula (2.3) for general values of the coupling b can be
reproduced by deforming the round S3 into an ellipsoid S3b . The derivation of the formulae
which are necessary to confirm this agreement will be reviewed in the next section.
2.3 A 3D picture
As we have seen, Janus or S-duality domain walls correspond to smooth evolutions of the
complex structure of a surface, and therefore have an interpretation as M5-branes wrapping
three-manifolds. Let us explain this in the example of N = 2∗ SYM.
Consider a Janus domain wall corresponding to a path in Teichmu¨ller space between two
points of extreme weak coupling that are S-dual image of each other. As one approaches
towards one end from any point along the path, the torus Σ becomes thinner and thinner
until it looks like the Moore-Seiberg graph Γ1 for the torus one-point conformal blocks. In
this process, two-dimensional part of the M5-brane worldvolume sweeps out a 3D solid torus
B1 with a codimension-2 defect Γ1 left inside (Figure 2 left). One of the two basis 1-cycles
α, β of the torus, say α, shrinks to zero length inside B1. Starting from the same point on
the path and moving toward the other end, one obtains another solid torus B2 with a defect
Γ2, inside which the cycle β shrinks to zero length. The two solid tori B1 and B2 glued
together makes an S3 with a defect Γ which is the union of the two graphs Γ1,Γ2 joined at
the external legs (Figure 2 right). Γ therefore consists of two circle defects and a segment
connecting them, and the three components are naturally labeled by the momenta p, p′, pE.
The 3D theories on domain walls or boundaries of 4D class S theories are now regarded
as part of a much bigger class of theories which arise from M5-branes wrapping hyperbolic
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3-manifolds. The relation between 3D SUSY gauge theories and hyperbolic 3-manifolds also
gives rise to an AGT-like correspondence between 3D supersymmetric theories and Chern-
Simons theories with non-compact gauge groups. For more details on this topic, see the
review [V:10] in this volume.
3 3D Partition Function
In this section we review the construction of 3D N = 2 supersymmetric gauge theories on a
class of rigid SUSY backgrounds. Then we concentrate on the theories on the round sphere
and the ellipsoids, and show how to compute partition function as well as the expectation
values of Wilson and vortex loops using localization principle.
3.1 3D N = 2 SUSY theories
Let us begin by summarizing our convention for 3D spinor calculus. We use the standard
Pauli’s matrices for the Dirac matrices γa, and also γab = 1
2
(γaγb−γbγa). To define bilinear
products of spinors, we use an anti-symmetric 2× 2 matrix C with nonzero elements C12 =
−C21 = 1. Writing the spinor indices explicitly, various bilinears are defined as follows.
ǫψ ≡ ǫαCαβψβ , ǫγaψ ≡ ǫαCαβ(γa)βγψγ , etc. (3.1)
In rigid SUSY theories on curved backgrounds, the parameters of SUSY transformation
ǫ are no longer constants, but are solutions to the Killing spinor equation. For 3D N = 2
supersymmetric theories, the SUSY is parametrized by two Killing spinors ǫ, ǫ¯ of R-charge
+1,−1. The most general form of the Killing spinor equation can be found from off-shell
supergravity [26] as the condition that gravitini are invariant under local SUSY for a suitable
choice of parameters ǫ, ǫ¯.
Dmǫ =
(
∂m +
1
4
ωabmγ
ab − iVm
)
ǫ = iMγmǫ− iUmǫ− 1
2
εmnpU
nγpǫ,
Dmǫ¯ =
(
∂m +
1
4
ωabmγ
ab + iVm
)
ǫ¯ = iMγmǫ¯+ iUmǫ¯+
1
2
εmnpU
nγpǫ¯. (3.2)
Here γm ≡ eamγa with eam the vielbein, and throughout this article we regard ǫ, ǫ¯ as Grass-
mann even. Supersymmetric backgrounds are therefore characterized by the metric as well
as the U(1)R gauge field Vm and other auxiliary fieldsM,Um in the off-shell gravity multiplet.
In this section we restrict our discussion to the backgrounds with
Um = 0, (3.3)
which include the round sphere and ellipsoids. More general supersymmetric backgrounds
were studied systematically in three and four dimensions in [27, 28, 26, 29]. For 3D N = 2
systems it was shown that the existence of a Killing spinor implies that the background
admits an almost contact metric structure.
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fields ǫ ǫ¯ Aa σ λ λ¯ D˜ φ φ¯ ψ ψ¯ F F¯
weight −1
2
−1
2
1 1 3
2
3
2
2 r r r + 1
2
r + 1
2
r + 1 r + 1
R-charge 1 −1 0 0 1 −1 0 r −r r − 1 1− r r − 2 2− r
Table 1: the scaling weight and the R-charge of the fields.
The fields in 3D N = 2 theories are grouped into two kinds of supermultiplets. A vector
multiplet consists of a vector Am, a real scalar σ, a pair of spinors λ, λ¯ and an auxiliary
scalar D which are all Lie algebra valued. They transform under supersymmetry as
δAm = − i
2
(ǫγmλ¯+ ǫ¯γmλ),
δσ =
1
2
(ǫλ¯− ǫ¯λ),
δλ =
1
2
γmnǫFmn − ǫD − iγmǫDmσ,
δλ¯ =
1
2
γmnǫ¯Fmn + ǫ¯D + iγ
mǫ¯Dmσ,
δD =
i
2
ǫ
(
γmDmλ¯+ [σ, λ¯] + iMλ¯
)
− i
2
ǫ¯
(
γmDmλ− [σ, λ] + iMλ
)
. (3.4)
A chiral multiplet consists of a scalar φ, a spinor ψ and an auxiliary scalar F in an arbitrary
representation R of the gauge group. Their conjugate fields (φ¯, ψ¯, F¯ ) are in the conjugate
representation R¯. If one assign the R-charge r to φ and −r to φ¯, the R-charge of the
remaining fields is determined from the supersymmetry as in Table 1. The transformation
rule for these fields is given by
δφ = ǫψ, δψ = iγmǫ¯Dmφ+ iǫ¯σφ+
2ri
3
γmDmǫ¯φ+ ǫF,
δφ¯ = ǫ¯ψ¯, δψ¯ = iγmǫDmφ¯+ iǫφ¯σ +
2ri
3
γmDmǫφ¯+ ǫ¯F¯ ,
δF = ǫ¯(iγmDmψ − iσψ − iλ¯φ) + i
3
(2r − 1)Dmǫ¯γmψ,
δF¯ = ǫ(iγmDmψ¯ − iψ¯σ + iφ¯λ) + i
3
(2r − 1)Dmǫγmψ¯. (3.5)
Here the quantities in the representation R (R¯) are regarded as the column vectors (resp.
row vectors), so that the vector multiplet fields act on them from the left (right).
Supersymmetric Lagrangian consists of the following invariants. Those involving only
vector multiplet fields are the Chern-Simons term (for which we write the action integral),
SCS =
ik
4π
∫
Tr
(
AdA− 2i
3
A3 −√gd3x (λ¯λ+ 2σD + 4Mσ2)), (3.6)
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the Yang-Mills term and the Fayet-Iliopoulos term for abelian gauge symmetry.
Lg = Tr
(
1
2
FmnF
mn +DmσD
mσ +D2 + iλ¯γmDmλ− iλ¯[σ, λ]−Mλ¯λ
)
,
LFI = −iζ
π
(D + 4Mσ) . (3.7)
The kinetic term for chiral matters is given by
Lm = Dmφ¯Dmφ+ φ¯σ2φ+ 4i(r − 1)Mφ¯σφ− 2r(2r − 1)M2φ¯φ+ rR
4
φ¯φ− iφ¯Dφ
+F¯F − iψ¯γmDmψ + iψ¯σψ − (2r − 1)Mψ¯ψ + iψ¯λ¯φ− iφ¯λψ , (3.8)
with R the scalar curvature of the background. The F-term of gauge invariant products of
chiral multiplets with R-charge r = 2 is also invariant, but one can show that the result of
localization computation does not depend on the F-term couplings. Note that, while the
bosonic part of Lg is positive definite, that of Lm has positive definite real part only when
the value of r is chosen appropriately. For example, for round sphere the positivity holds
only when 0 < r < 2.
The real mass for matters can be introduced by gauging the flavor symmetry by a
background vector multiplet. The value of the background fields is chosen so as to preserve
supersymmetry,
σ(bg) = m (constant), D(bg) = A(bg)m = λ
(bg) = λ¯(bg) = 0. (3.9)
3.2 SUSY localization
To apply localization principle to supersymmetric path integrals, one first chooses an arbi-
trary supercharge δ, and then argue that the nonzero contribution to the path integral can
be localized to the vicinity of saddle points, namely bosonic field configurations invariant
under δ. This means that δ-transform of all the fermions must vanish on saddle points. For
the theories of our interest, a useful observation is that both Lg and Lm are SUSY exact for
any choice of δ, which follows from
ǫ¯ǫ · Lg = δǫδǫ¯Tr
(
λ¯λ+ 4Dσ + 8Mσ2
)
,
ǫ¯ǫ · Lm = δǫδǫ¯
(
ψ¯ψ − 2iφ¯σφ+ 4M(r − 1)φ¯φ) . (3.10)
Namely, they can be written as δ-variation of some fermionic quantities, so they have to
vanish at saddle points. A necessary condition for vector multiplet fields at saddle points
follows from Lg = 0,
Fmn = Dmσ = D = 0. (3.11)
This is actually sufficient for the saddle point condition δλ = δλ¯ = 0 to be satisfied. For
theories on the round S3 or its deformations, saddle points are thus labeled by constant scalar
field σ and vanishing gauge field, up to gauge transformations. For non-simply connected
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manifolds such as lens spaces, one also has choices of Wilson lines along non-contractible
loops [30, 31, 32]. For matter multiplets, an obvious solution to δψ = δψ¯ = 0 is
φ = φ¯ = F = F¯ = 0. (3.12)
To show that this is the unique saddle point, the simplest way is to check that the kinetic
operator for φ in Lm has no zeromodes, so that Lm vanishes only at (3.12). For theories
on the round sphere, one can show by a full spectrum analysis that there are no zeromodes
on all the saddle points as long as 0 < r < 2. This allows us to assume that the spectrum
remains free of zeromodes on the ellipsoids S3b as long as b is reasonably close to 1. The exact
partition function on S3b turns out to be analytic in b, so it can be continued to arbitrary
b > 0.
Since Lg and Lm are exact, the value of supersymmetric path integrals does not change
if one adds them to the original Lagrangian with arbitrary coefficients tg, tm. By making
those coefficients very large, one can bring the theory into extreme weak coupling. In this
limit the path integral simplifies and can be performed in two steps. One first integrates
over fluctuations around each saddle point, for which Gaussian approximation is exact. The
result is then integrated over the space of saddle points labeled by constant σ.
3.3 Partition function on the round sphere
As the simplest and yet the most important case, let us reproduce here the exact partition
function of general N = 2 SUSY theories on the unit round S3.
We write the unit round metric as ds2 = eaea, and identify the dreibein ea = eamdx
m
with the left-invariant one-forms on the SU(2) group manifold via
g−1dg = ieaγa, g ∈ SU(2). (3.13)
The isometry SU(2)L×SU(2)R acts on g from its left and right. Note that, under the above
choice of the local Lorentz frame, SU(2)R acts on fields as local Lorentz rotation as well as
isometry rotation.
Let us summarize here the spectrum of free fields on the round sphere. We first notice
that one can use the inverse dreibein eam to define a triplet of vector fields Ra ≡ 1
2i
eam∂m
which generates SU(2)R. Using them, the kinetic terms for free complex scalars and spinors
can be rewritten as
φ¯ ∆scalarS3 φ ≡ gmn∂mφ¯∂nφ = φ¯ · 4RaRaφ,
−iψ¯ /DS3ψ ≡ −iψ¯γmDmψ = ψ¯(4SaRa + 32)ψ, (3.14)
where Sa = 1
2
γa is the generator of local Lorentz SU(2) acting on spinors. Likewise, for a
free Maxwell field A = Aaea and its field strength ∗dA = F aea, one finds
F a = 2iεabcRbAc + 2Aa, or ~F = (2 + 2RaT a) ~A, (3.15)
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where T a is the generator of local Lorentz SU(2) in the triplet representation. The Maxwell
kinetic operator for gauge field is given by ∆vectorS3 ≡ (∗d)2. The space of scalar, spinor and
vector wave functions on S3 thus form the following representation of SU(2)L × SU(2)R.
Hscalar =
⊕
n≥0
(n
2
, n
2
)n(n+2),
Hspinor =
⊕
n≥0
{
(n
2
, n+1
2
)n+3/2 ⊕ (n+12 , n2 )−n−3/2
}
,
Hvector =
⊕
n≥0
{
(n
2
, n+2
2
)(n+2)2 ⊕ (n+12 , n+12 )0 ⊕ (n+22 , n2 )(n+2)2
}
. (3.16)
For convenience, we put the eigenvalue of ∆scalarS3 ,−i /DS3 or ∆vectorS3 for each irreducible
representation as suffix. Note that the nonzero eigenmodes of ∆vectorS3 are divergenceless
vectors while the zero eigenmodes are total divergences.
On the unit round S3, the simplest form of the Killing spinor equation(
∂m +
1
4
ωabmγ
ab
)
ǫ = iMγmǫ, M = ±1
2
(3.17)
has solutions. First, in the left-invariant local Lorentz frame, any constant spinor satisfies
(3.17) with M = +1
2
. The two independent solutions are left-invariant and transform as a
doublet of SU(2)R. In addition, there are two independent solutions to (3.17) with M = −12
both of which are given by g−1 times a constant spinor. They are therefore right-invariant
and form an SU(2)L doublet. In this subsection, we choose the background Vm = 0,M =
1
2
.
Let us now turn to the computation of partition function using the localization principle.
The supersymmetric saddle points are labeled by the constant value of the vector multiplet
scalar σ(x) = a. The Chern-Simons or Fayet-Iliopoulos Lagrangians take nonzero value at
the saddle point a according to the formula
e−SCS = eiπkTr(a
2), e−SFI = e4πiζa, (3.18)
In addition, we need the one-loop determinant which arise from integrating over all the
fluctuation modes at the saddle point a under Gaussian (=one-loop) approximation.
We first study the vector multiplet for a non-abelian gauge symmetry G. Following the
general prescription, we add to the original Lagrangian a SUSY exact regulator term tgLg
and take tg →∞. In this limit the regulator term dominates the path integral weight, and
the Gaussian approximation becomes exact. The quadratic part of Lg in the Lorentz gauge
∂mAm = 0 is
Lg = Tr
[
~A
(
∆vectorS3 + a
2
adj
)
~A+ σˆ∆scalarS3 σˆ +D
2 − λ¯(−i /DS3 + 12 + iaadj)λ
]
. (3.19)
Here we introduced the notation aadj for a in the adjoint representation, namely aadjλ ≡
[a, λ], and σˆ denotes the fluctuation of σ around its saddle point value a. To fix the gauge,
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we express the gauge field A as a sum of a divergenceless vector field Aˆ and a total derivative
dϕ, and insert the delta functional for ϕ. The Faddeev-Popov ghost determinant is trivial
since gauge symmetry is just the shift of ϕ (up to terms irrelevant in the saddle-point
approximation). But since TrAmA
m = Tr(AˆmAˆ
m + ∂mϕ∂
mϕ), this change of integration
variables gives rise to a Jacobian
DA = DAˆD′ϕ · (Det′∆scalarS3 )
1
2
dimG, (3.20)
where the primes indicate that the constant modes are excluded. This Jacobian is canceled
against the determinant arising from σˆ-integration.
The integration over the remaining physical fields λ, λ¯ and Aˆ gives rise to the following
ratio of determinants,
Z1-loopvec =
detλ(−ia − 12 + i /DS3)
detAˆ(a
2 +∆vectorS3 )
1
2
=
∏
n≥0
[detadj(−ia− n− 2)](n+1)(n+2) · [detadj(−ia + n + 1)](n+1)(n+2)
[detadj(a2 + (n+ 2)2)](n+1)(n+3)
. (3.21)
Let us take the Cartan-Weyl basis of G and assume that the saddle point parameter takes
values in the Cargan subalgebra, namely a = aiHi with Hi Cartan generators satisfying
Tr(HiHj) = δij . The above expression can then be rewritten further,
Z1-loopvec =
∏
n≥1
n2rkG
∏
α∈∆+
(n2 + (a · α)2)2 = (2π)rkG
∏
α∈∆+
(2 sinh(πa · α)
a · α
)2
, (3.22)
where α runs over all the positive roots. The divergent infinite products were evaluated
using zeta function regularization.
The constant value a of the scalar field can always be gauge-rotated into Cartan subal-
gebra. The domain of integration can therefore be reduced to Cartan subalgebra, but this
in turn introduces a Vandermonde determinant in the measure which cancel nicely with the
denominator of (3.22). The exact partition function for a theory with G vector multiplet is
thus an integral over its Cartan subalgebra with the measure
1
|W|
∏
i
dai
∏
α∈∆+
(
2 sinh(πa · α))2. (3.23)
Here we modded out by the order of the Weyl group W, which is the residual gauge sym-
metry after a has been gauge rotated into Cartan subalgebra.
Let us next turn to the matter fields. In the weak coupling limit, the action Lm for the
matter fluctuations at the saddle point a is given by
Lm = φ¯{∆scalarS3 + a2 + 2i(r − 1)a+ r(2− r)}φ+ F¯F + ψ¯{−i /DS3 +
1
2
+ ia− r}ψ . (3.24)
12
Let us choose the basis vectors {|w〉} of the matter representation R so as to diagonalize
Cartan generators, i.e. Hi|w〉 = wi|w〉. Then the matter one-loop determinant becomes,
Z1-loopmatter =
detψ(
1
2
+ ia− r − i /DS3)
detφ(∆
scalar
S3 + 1− (r − 1− ia)2)
=
∏
n≥0
[detR(n+ 2 + ia− r)](n+1)(n+2) · [detR(−n− 1 + ia− r)](n+1)(n+2)
[detR((n + 1)2 − (r − 1− ia)2)](n+1)2
=
∞∏
n=1
∏
w
(n + 1− r + ia · w)n
(n− 1 + r − ia · w)n =
∏
w
sb=1(i(1− r)− a · w), (3.25)
where w runs over all the weights of R.
We thus arrived at an integral formula for exact partition function of general 3D N = 2
SUSY gauge theories on the unit round sphere. The basic building blocks for the inte-
grand are the classical action evaluated at saddle points (3.18) and the matter one-loop
determinant (3.25), and their product is integrated over the Cartan subalgebra of the gauge
symmetry with the measure (3.23). For theories with matter mass, the mass parameter m
of (3.9) enters into the one-loop determinant (3.25) in the same way as a, but we do not
integrate over it.
3.4 Partition function on ellipsoids
Let us next consider the deformation from the round sphere to ellipsoids S3b defined by (1.1).
With a suitable polar coordinate system, the metric can be written as
ds2 =
1
b2
cos2 θdϕ2 + b2 sin2 θdχ2 + f 2dθ2,
f(θ) =
√
b−2 sin2 θ + b2 cos2 θ. (3.26)
A natural choice for the dreibein and the resulting spin connection are
e1 =
1
b
cos θdϕ, e2 = b sin θdχ, e3 = fdθ,
ω12 = 0, ω13 = − 1
bf
sin θdϕ, ω23 =
b
f
cos θdχ. (3.27)
The ellipsoid can be made supersymmetric by turning on a suitable U(1)R gauge field
in the background. This was found in [5] rather heuristically by taking a pair of Killing
spinors on the (unit) round sphere with Vm = Um = 0 and M =
1
2
,
ǫ =
1√
2
(
−e i2 (χ−ϕ+θ)
e
i
2
(χ−ϕ−θ)
)
, ǫ¯ =
1√
2
(
e
i
2
(−χ+ϕ+θ)
e
i
2
(−χ+ϕ−θ)
)
, (3.28)
and studying the effect of squashing the metric. On the ellipsoid (3.26) they were found to
satisfy the Killing spinor equation (3.2) with Um = 0 and
V = − 1
2
(
1− 1
bf
)
dϕ+
1
2
(
1− b
f
)
dχ, M =
1
2f
. (3.29)
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The supersymmetric observables on this background depend on the squashing parameter
b in an nontrivial manner. Similar supersymmetric deformations from the round D-sphere
into ellipsoids were studied for 4D N = 2 theories by [33] and for 2D N = (2, 2) theories
by [34].
Note that, in finding the dreibein, spin connection and background fields, the precise
form of the function f is actually not needed as long as it is independent of ϕ and χ. It
was pointed out in [35] that the above construction works for arbitrary smooth f(θ), with
the only requirement coming from the smoothness at θ = 0 and π
2
,
f(θ = 0) = b, f(θ =
π
2
) =
1
b
. (3.30)
More general supersymmetric backgrounds of sphere topology was studied in [29, 36], but
it was also shown that supersymmetric observables depend on the background only through
a single parameter b. See also [37, 38].
The partition function on the ellipsoid background can be computed again by applying
the localization principle. First, the saddle points are given by the solutions to (3.11) and
(3.12) as for the round sphere, and are therefore labeled by the constant value of the vector
multiplet scalar σ. The value of the CS and FI actions SCS, SFI also remain the same as
(3.18). However, the evaluation of the one-loop determinants on the ellipsoids (3.26) or
other backgrounds with more general f(θ) becomes more complicated since one can no
longer work out the full spectrum using spherical harmonics.
An alternative approach to compute the one-loop determinants is to study how the
supersymmetry relates bosonic and fermionic eigenmodes of the Laplace or Dirac operators.
Most of the eigenmodes are paired by the supersymmetry so that their net contribution to
the one-loop determinant is trivial. It is therefore important to know the spectrum of the
eigenmodes without superpartner.
Let us begin with a chiral multiplet in a representation R of the gauge group G. We
first move to a new set of fields in terms of which the cancellation between bosonic and
fermionic eigenvalues is most transparent. Let us introduce the Grassmann-odd scalar
functions Ψ, Ψ¯,Ψ′, Ψ¯′ and Grassmann-even scalars F ′, F¯ ′ by
ψ = ǫΨ′ − ǫ¯Ψ, F = F ′ − iǫ¯γmǫ¯Dmφ,
ψ¯ = ǫ¯Ψ¯′ + ǫΨ¯, F¯ = F¯ ′ + iǫγmǫDmφ¯. (3.31)
They transform under supersymmetry as follows,
δφ = Ψ,
δφ¯ = Ψ¯,
δΨ = Hφ,
δΨ¯ = Hφ¯,
δΨ′ = F ′,
δΨ¯′ = F¯ ′,
δF ′ = HΨ′,
δF¯ ′ = HΨ¯′,
(3.32)
where H is the square of SUSY acting on scalar functions. To be more explicit, it acts on
φ carrying the R-charge r as follows.
Hφ = iǫ¯γmǫDmφ− iσφ+ r
f
φ
=
{
−ib∂ϕ + ib−1∂χ − ia + Qr
2
}
φ .
(
Q ≡ b+ b−1) (3.33)
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Here the second equality holds up to non-linear terms which are irrelevant in the saddle
point analysis.
To compute the one-loop determinant, we add a SUSY exact regulator Lreg = δV to the
original Lagrangian with a large coefficient. We choose
2V = (φ¯, F¯ ′)
(
D 2D+
0 1
)(
Ψ
Ψ′
)
− (Ψ¯, Ψ¯′)
(
D 0
2D− −1
)(
φ
F ′
)
, (3.34)
where
D ≡ H + 2ia, D+ ≡ −iǫγmǫDm, D− ≡ iǫ¯γmǫ¯Dm. (3.35)
One can show that the operators D± commutes with H by taking their R-charges ±2 into
account correctly. The regulator Lagrangian Lreg in the quadratic approximation consists
of the following terms,
Lreg
∣∣
F
= (Ψ¯, Ψ¯′)
(
D D+
D− −H
)(
Ψ
Ψ′
)
,
Lreg|B = (φ¯, F¯ ′)
(
DH D+
−D− 1
)(
φ
F ′
)
= F¯F + φ¯∆φ ,
∆ = DH +D+D− = a
2 − (ǫ¯γmǫDm)2 + ǫγmǫDm · ǫ¯γnǫ¯Dn . (3.36)
Note that the bosonic part is positive definite. Thus the one-loop determinant is given by
the ratio of the determinants for the Dirac operator (the 2 × 2 matrix in the first line of
(3.36)) and the Laplace operator ∆.
As was shown in [5], generically a scalar eigenmode of ∆ and a pair of Dirac eigenmodes
form a multiplet which yields no net contribution to the one-loop determinant. The modes
which do not participate in this multiplet structure arise from φ in the kernel of D− and Ψ
′
in the kernel of D+. It is easy to see from the matrix expression for Lreg that the one-loop
determinant is given by the ratio of determinants of H evaluated on such modes,
Z1-loopmat =
detΨ′(−H)
∣∣
KerD+
detφ(H)
∣∣
KerD−
. (3.37)
The spectrum ofH which is relevant for the above one-loop determinant can be explicitly
worked out. First, let us consider the spectrum of H on the scalar φ of R-charge r which is
annihilated by D−. Assuming the form φ = φˆ(θ)e
imϕ−inχ, one finds
ei(χ−ϕ)ǫ¯γnǫ¯Dnφ =
{
−b sin θ
cos θ
(m− rVϕ) + cos θ
b sin θ
(n + rVχ)− 1
f
∂θ
}
φ = 0,
Hφ =
{
mb+ nb−1 − ia+ Qr
2
}
φ . (3.38)
The first equation determines the form of φˆ(θ). In particular, from its behavior near the
two ends θ = 0 and π
2
,
φˆ(θ) ∼ cosm θ sinn θ, (3.39)
15
it follows that the eigenmode is normalizable only when m,n ≥ 0. The same analysis can
be repeated for the scalar Ψ′ of R-charge (r − 2) in the kernel of D+. We thus obtain the
matter one-loop determinant
Z1-loopmat =
∏
m,n≥0 detR(mb+ nb
−1 + ia− Q(r−2)
2
)∏
m,n≥0 detR(mb+ nb
−1 − ia + Qr
2
)
=
∏
w
sb(
iQ
2
(1− r)− a · w) , (3.40)
where w runs over all the weight vectors in the representation R. This generalizes the
formula (3.25) on the round sphere.
The form of the matter one-loop determinant (3.37) shows that it can be computed from
the index of the differential operators D± which commute with H. In [39] the relevant index
was analyzed by regarding the ellipsoid as a Hopf fibration with the fiber direction ∂ϕ− ∂χ.
By decomposing the fields into Fourier modes carrying different KK momentum along the
fiber, one can reduce the index to that of a differential operator on S2 and apply the fixed
point formula.
Let us next consider vector multiplet. Our starting point is the following formula for
the one-loop determinant,
Z1-loopvec =
detλ(−ia − 12f + i /D)
detAˆ(a
2 +∆vector)1/2
=
detλ(−ia− 12f + i /D)
detAˆ(−ia− ∗d)
, (3.41)
which follows from the same gauge fixing procedure as for the round sphere (3.21). As
before, the denominator is the determinant evaluated on the space of divergenceless vector
wave functions. We evaluate this by finding out the maps between the spinor and vector
eigenmodes,
νλ = −iaadjλ+ i /Dλ− 1
2f
λ, (3.42)
νAˆm = −iaadjAˆm − εmnp∂nAˆp, DmAˆm = 0. (3.43)
We first notice the following identity holds for arbitrary vector field Am.(
i /D − 1
2f
)
(γmǫAm) = iǫ ·DmAm − γmǫ · εmnp∂nAp. (3.44)
It follows that, for each generic vector eigenmode Aˆm, one can construct a spinor eigenmode
λ of the same eigenvalue by the map λ[Aˆ] = γmǫAˆm. This map fails for the vector eigen-
modes satisfying γmǫAˆm = 0. Such modes can be expressed in terms of a scalar Y with
R-charge −2 as,
Aˆm = ǫγmǫ · Y. (3.45)
The divergence-free condition and the eigenmode equation (3.43) are translated into the
following conditions on Y ,
D+Y = 0, HY = νY. (3.46)
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The normalizable solutions for Y are in one-to-one correspondence with the vector eigen-
modes without spinor superpartners.
Next we notice that the following identity holds for arbitrary spinor λ,
ǫ¯γm
(
i /Dλ− 1
2f
λ
)
dxm − id(ǫ¯λ) = − ∗ d(ǫ¯γmλdxm). (3.47)
It follows that, for each generic spinor eigenmode λ, one can construct the corresponding
vector eigenmode Aˆ by the following map,
Aˆ[λ] = (ν + iaadj)ǫ¯γmλdx
m − id(ǫ¯λ) . (3.48)
To find the kernel of this map, let us introduce two scalar functions Λ0,Λ2 and denote
λ = ǫΛ0 + ǫ¯Λ2. Then Aˆ[λ] vanishes when
D−Λ0 = 0, HΛ0 = νΛ0, D+Λ0 = 2(ν + iaadj)Λ2. (3.49)
For any λ in the kernel, one can show by applying ∗d onto (3.48) that the right hand side
of (3.47) vanishes as long as (ν + iaadj) is nonzero. Using this one can show that generic
elements λ in the kernel automatically satisfies the eigenvalue equation (3.42). The only
exceptional element in the kernel is λ = ǫ which does not satisfy (3.42), corresponding to
Λ0 = const,Λ2 = 0 and ν = −iaadg. The normalizable solutions to (3.49) are thus in almost
one-to-one correspondence with the spinor eigenodes without vector superpartners.
Thus the one-loop determinant for vector multiplet can be expressed again as the ratio
of determinants of H,
Z1-loopvec =
det′Λ0(H)KerD−
detY (H)KerD+
, (3.50)
where the prime in the enumerator indicates that the contribution from constant modes is
excluded. Apart from this minor difference, it is just the inverse of the matter one-loop
determinant for r = 0, R = adj. Up to an a-independent overall constant, we obtain
Z1-loopvec =
∏
α∈∆
sb(a · α− iQ2 )
(−ia · α) =
∏
α∈∆+
4 sinh(πba · α) sinh(πb−1a · α)
(a · α)2 . (3.51)
The general formula for the ellipsoid partition function can be summarized as follows.
Vector multiplets yield the integration measure over Cartan subalgebra of the gauge sym-
metry algebra,
1
|W|
r∏
i=1
dai
∏
α∈∆+
4 sinh(πba · α) sinh(πb−1a · α), (3.52)
chiral multiplets yields the determinants,∏
w∈R
sb(
iQ
2
(1− r)− a · w), (3.53)
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and the classical Lagrangians make the following contribution to the integrand.
e−SCS = eiπka·a, e−SFI = e4πiζa. (3.54)
Let us compare the above formula with the known result in pure Chern-Simons theory
[40]. Using the above formula together with Weyl denominator formula∏
α∈∆+
2 sinh(πα · u) =
∑
w∈W
ǫ(w)e2πw(ρ)·u, (3.55)
one can express the partition function for pure SUSY Chern-Simons theory as a sum of
simple Gaussian integrals. Assuming the level k to be positive, one finds
ZCS =
1
|W|
∫ r∏
i=1
dai
∏
α∈∆+
4 sinh(πba · α) sinh(πb−1a · α) · exp(iπka · a)
= exp
(
iπ
4
dimG+
iπ
12k
(b2 + b−2)y dimG
)
· k r2
∏
α∈∆+
2 sin
(πα · ρ
k
)
. (3.56)
Here y is the dual Coxeter number of G and ρ is the Weyl vector. We also used the formula
ρ2 =
1
12
dimGy. (3.57)
Apart from some phase factors, we recover the the known answer for bosonic Chern-Simons
theory at the level k − y. The mismatch in the level is because there is no finite renormal-
ization of the Chern-Simons level for the case with N = 2 supersymmetry [41].
3.5 Loop observables
Here we introduce two kinds of supersymmetric Loop operators, the Wilson and vortex
loops, and present the formulae for their expectation values. Similar loop operators in 4D
N = 2 theories are reviewed in [V:6] and play important role in understanding the AGT
relation.
Supersymmetric Wilson loop operator is defined by
WR(C) ≡ TrRP exp
∮
C
(iA+ σdℓ) , (3.58)
where C is a closed loop that winds along the direction of the Killing vector field ǫ¯γmǫ, and
dℓ denotes the length element along C. For theories on the unit round S3 where the Killing
vector is along the circle fiber of Hopf fibration, any C is a great circle of radius 2π. The
expectation value of Wilson loops can be calculated in the same way as partition function,
by just inserting into the integrand their classical value at the saddle point a,
WR(C)
∣∣
saddle
= TrR(e
2πa). (3.59)
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For theories on the ellipsoids with generic squashing parameter b (b2 being irrational), the
only supersymmetric closed loops are the ones at θ = 0 and θ = π
2
in the polar coordinate
system (3.26), since no other curves along the Killing vector ǫ¯γmǫ form closed loops. The
two choices lead to different expectation values since they have radii b−1 and b, respectively.
WR(θ = 0)
∣∣
saddle
= TrR(e
2πa/b), WR(θ =
π
2
)
∣∣
saddle
= TrR(e
2πab). (3.60)
There are additional supersymmetric loops for special values of the squashing parameter.
When b =
√
p/q with (p, q) coprime integers, torus knots winding p and q times along the
ϕ and χ-directions at fixed θ 6= 0, π
2
become supersymmetric[42].
The vortex loop is a one-dimensional defect along which the gauge field develops a
singularity. For a vortex line lying along the z-axis of the flat Euclidean R3(x, y, z), the
gauge field strength has delta function singularity along the line,
Fxy = 2πHδ(x)δ(y) + regular, (3.61)
where the flux H takes values in the Cartan subalgebra of the gauge symmarty algebra. In
terms of the polar coordinate system on the xy-plane (x+ iy = reiθ), the singular behavior
of the gauge field near the vortex line is given by Aθ = H . Also, it follows from (3.4) that
we need to impose singular boundary condition on D as well,
D = 2πiHδ(x)δ(y) + regular, (3.62)
in order to avoid the transformation rule of λ and λ¯ becoming singular.
For a vortex loop to be supersymmetric, it has to lie along the direction of the Killing
vector ǫ¯γmǫ. We orient the vortex loops so that the +z direction always agrees with the
direction of Killing vector and define the flux H accordingly. For generic ellipsoid back-
grounds, supersymmetric vortex loops can only lie along the direction of (−ϕ) at θ = 0,
or the direction of (+χ) at θ = π
2
. These two vortex loops are expressed by the flat gauge
fields,
(θ = 0) A = Hdχ, (θ =
π
2
) A = −Hdϕ. (3.63)
Let us hereafter restrict the discussion to the vortex loops in abelian gauge theory and
evaluate their expectation value. First, notice that the introduction of a vortex loop with
flux H in Chern-Simons theory at level k induces a Wilson loop with charge −kH . To see
this, let us decompose the vector multipet fields in the presence of a vortex loop into the
singular and regular parts, A = Asing+Areg. Then the SUSY Chern-Simons action integral
for such A becomes
SCS[Asing +Areg] = ikH
∮
C
(Areg − iσregdℓ) + SCS[Areg] . (3.64)
Therefore, the value of classical Chern-Simons action at the saddle point a gets shifted
because of the vortex loop as
eiπk(a
2+2iab−1H) or eiπk(a
2+2iabH). (3.65)
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The value of the FI term e−SFI = e4πiζa remains the same. Now one can go through the
evaluation of the one-loop determinant again, where the only difference is that there is a
nonzero flat gauge field in addition to a constant scalar a. Since it enters in the operator H
as follows,
Hφ =
{
−ib(∂ϕ − iAϕ) + ib−1(∂χ − iAχ)− ia+ Qr
2
}
φ, (3.66)
the effect of the vortex loop can be incorporated by shifting a in our previous formula by
−ibAϕ + ib−1Aχ. Depending on whether the vortex loop is put at θ = 0 or π2 , the saddle
point parameter a is shifted by ib−1H or ibH .
Since the parameter a is to be integrated over, the shift of a by ib±1H can be undone
by shifting its integration contour. This also eliminates the shift of classical Chern-Simons
action by a Wilson line. As a result, the effect of a vortex loop of flux H in abelian Chern-
Simons theory at level k, FI coupling ζ just amounts to a multiplication of the factor
exp
(
iπkb∓2H2 + 4πζb∓1H
)
. (3.67)
Our argument so far assumed thatH is small. The computation of one-loop determinants
on ellipsoids was based on the spectrum of normalizable eigenmodes of H in the kernel of
the operators D±, but normalizability of the eigenmodes is affected by nonzero H . Also,
the shift of a-integration contour may hit poles in the integrand. See [43, 39] for further
discussions.
Vortex loops can also be introduced for flavor symmetry of matter chiral multiplets, by
coupling the corresponding current to a singular background gauge field with nonzero flux H
localized along a loop. Its effect is similar to that of real mass deformation, namely we have
the appearance of ib∓1H in place of the real mass m in the matter one-loop determinants.
4 4D Superconformal Index
Superconformal index was introduced for 4D N = 1 superconformal field theories by
Ro¨melsberger [11, 13] and for more general cases by Kinney et.al. [12], as a quantity
which encodes the spectrum of BPS operators. In superconformal theories, the spectrum of
BPS operators is in correspondence with the spectrum of states in radial quantization. The
index can therefore be formulated in terms of path integral on S1×S3, with an appropriate
periodicity condition along the S1. The periodicity can be twisted by various symmetries
of the theory in such a way to preserve part of SUSY. The index is then a function of the
fugacity variables that parametrize the twist.
The superconformal index is invariant under any SUSY-preserving continuous deforma-
tion of the theory and, in particular, independent of the gauge coupling. The indices of
nontrivial theories at the RG fixed point can therefore be evaluated using the weak coupling
description at high energy where saddle point approximation becomes exact.
Here we present the path integral derivation of the superconformal index for 4D N = 1
SUSY theories. Our purpose here is to explain the connection between 3D partition func-
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tions on S3 and 4D superconformal indices which was studied in [16, 15, 17]. Interestingly,
some of the fugacity variables turn into parameters of supersymmetric deformations of the
round S3 upon dimensional reduction. As an important example, we reproduce two inequiv-
alent SUSY backgrounds which are both based on the same squashed S3 with SU(2)×U(1)
isometry but characterized by different Killing spinor equations [5, 18].
The superconformal indices for 4D N = 2 theories of class S are in correspondence with
partition function of 2D q-deformed Yang-Mills theory, as reviewed in [V:8] in this volume.
4.1 4D N = 1 SUSY theories
We again begin by fixing the notations. In four dimensions there are two kinds of doublet
spinors ψα and ψ¯
α˙, corresponding to two copies of SU(2) that form the 4D rotation sym-
metry. Their spinor indices are raised or lowered by antisymmetric ǫ tensors with nonzero
elements ǫ12 = −ǫ12 = 1. We introduce the 2× 2 matrices,
σa = σ¯a = Pauli matrix (a = 1, 2, 3); σ4 = i, σ¯4 = −i, (4.1)
with index structure (σa)αβ˙ and (σ¯a)
α˙β, satisfying standard algebra. We also use σab ≡
1
2
(σaσ¯b − σbσ¯a) and σ¯ab ≡ 12(σ¯aσb − σ¯bσa).
Although 4D N = 1 supersymmetric theories on general curved backgrounds and the
equations for Killing spinors can be obtained from off-shell supergravity [6], here we take a
heuristic approach. We consider the following Killing spinor equation,
Dmǫ = σmκ¯, Dmǫ¯ = σ¯mκ for some κ, κ¯. (4.2)
where the covariant derivative Dm contains the gauge field Vm for U(1)R under which ǫ, ǫ¯
are charged +1,−1. Using these Killing spinors we set the transformation rule for N = 1
vector multiplets,
δAm =
i
2
(ǫσmλ¯− ǫ¯σ¯mλ),
δλ =
1
2
σmnǫFmn − ǫD,
δλ¯ =
1
2
σ¯mnǫ¯Fmn + ǫ¯D,
δD = − i
2
ǫσmDmλ¯− i
2
ǫ¯σ¯mDmλ, (4.3)
and chiral multiplets,
δφ = −ǫψ, δψ = iσmǫ¯Dmφ+ 3ir
4
σmDmǫ¯φ+ ǫF,
δφ¯ = +ǫ¯ψ¯, δψ¯ = iσ¯mǫDmφ¯+
3ir
4
σ¯mDmǫφ¯+ ǫ¯F¯ ,
δF = iǫ¯σ¯mDmψ +
i(3r − 2)
4
Dmǫ¯σ¯
mψ − iǫ¯λ¯φ,
δF¯ = −iǫσmDmψ¯ − i(3r − 2)
4
Dmǫσ
mψ¯ − iǫφ¯λ. (4.4)
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fields ǫ ǫ¯ Aa λ λ¯ D φ φ¯ ψ ψ¯ F F¯
weight −1
2
−1
2
1 3
2
3
2
2 3r
2
3r
2
3r+1
2
3r+1
2
3r+2
2
3r+2
2
R-charge 1 −1 0 1 −1 0 r −r r − 1 1− r r − 2 2− r
Table 2: the scaling weight and the R-charge of the fields.
Here r is the R-charge of the field φ. The scaling weight and the R-charge of the fields are
summarized in the table 2.
Given a 3D background M with a pair of Killing spinors ǫ, ǫ¯ satisfying (3.2) and (3.3),
one can construct a 4D N = 1 supersymmetric background M× R by choosing the metric
and the U(1)R gauge field as follows.
ds2(4D) = e
aea = ds2M + dt
2 (e4 ≡ dt), V(4D) = V(3D) − iMdt. (4.5)
The 3D Killing spinors ǫ, ǫ¯ are promoted to 4D Killing spinors satisfying
Dmǫ = −Mσmσ¯4ǫ, Dmǫ¯ =Mσ¯mσ4ǫ¯. (4.6)
The following supersymmetric Lagrangians on this background are relevant in the compu-
tation of the index.
Lg = Tr
(1
2
FmnF
mn +D2 + iλ¯σ¯mDmλ
)
,
Lm = Dmφ¯Dmφ+ (3r − 2)M(D4φ¯φ− φ¯D4φ) +
{rR
4
− 3r(3r − 2)M2
}
φ¯φ− iφ¯Dφ
−iψ¯σ¯mDmψ − i(3r − 2)Mψ¯σ¯4ψ + iψ¯λ¯φ+ iφ¯λψ + F¯F. (4.7)
Here D4 is the fourth component of Da ≡ ema Dm.
It is a useful observation that the above 4D transformation rules and Lagrangians can
actually be obtained from the corresponding 3D quantities by the simple replacement σ →
At + i∂t.
4.2 Path integral formulation of the index
Let us choose M to be the unit round sphere and set M = 1
2
, V = − i
2
dt. The Killing
spinor equation (4.6) on this background has two independent solutions for each of ǫ and
ǫ¯, which are all constant spinors in the left-invariant frame. Besides these four solutions,
there are four solutions to (4.6) with the right hand side sign-flipped. These eight solutions
correspond to the eight supercharges in the 4D N = 1 superconformal algebra, but the
Lagrangians in (4.7) with M = 1
2
are invariant only under the first four.
From the four Killing spinors satisfying (4.6), let us pick up the two characterized by
γ3ǫ = −ǫ and γ3ǫ¯ = ǫ¯, and denote the corresponding supercharges by S and Q. The R-
charges and SU(2)R spins of S,Q are opposite to those of the corresponding Killing spinors,
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so S has R = −1,J3
R
= +1
2
while Q has R = 1,J3
R
= −1
2
. The anticommutator of S and Q
can be found from the algebra of the corresponding SUSY transformations acting on fields.
With a suitable normalization of ǫ, ǫ¯ one finds
{S,Q} = −∂t + iAt − 2J3R −R, (4.8)
where At is the component of dynamical gauge field and J
a
R
is the sum of isometry rotation
of S3 and local Lorentz rotation. Note that, since we have turned on the background U(1)R
gauge field so that the Killing spinors corresponding to S,Q are time independent, the time
derivative −∂t + iAt should not be simply related to the dilation D. Rather it should be
identified with D − 1
2
R which commutes with the supercharges S and Q. Thus we have
reproduced an important subalgebra of the 4D N = 1 superconformal algebra,
{S,Q} = D− 2J3R −
3
2
R ≡ H. (4.9)
Now let us compactify the time direction t ∼ t + β. The path integral on the resulting
background S3 × S1 defines the superconformal index. In the simplest example where all
the fields obey periodic boundary condition, one obtains
I = Tr[(−1)FqD− 12R]. (q ≡ e−β) (4.10)
This form can be generalized by twisting the periodicity of fields by various symmetries
which commute with the supercharges S,Q. Some of such symmetries are in the supercon-
formal algebra. The Cartan subalgebra of its bosonic part is generated by the dilation D,
the U(1) R-charge R and the two rotation generators J3
L
,J3
R
, of which three linear com-
binations commute with S and Q. Also, in theories with additional global symmetry, one
can use any of its elements m to modify the periodicity. The fully generalized index is then
given by
I = Tr[(−1)FqD− 12Rx2J3R+Ry2J3Leimβ], q = e−β , x = eiβξ, y = eiβη (4.11)
and is a function of the fugacity parameters ξ, η and m as well as β. An important remark
here is that the only states which contribute to the index are those annihilated by the
supercharges Q,S and also by their anticommutator H. The index therefore depends on q
and x only through their product qx = e−β+iβξ.
The index (4.11) is given by a path integral over fields obeying twisted periodicity
condition. By a suitable field redefinition, it can be rewritten into a path integral over
ordinary periodic fields but with a deformed Lagrangian. In this process, the twists by R- or
flavor symmetries turn into a constant background gauge fields along the t direction. On the
other hand, the twist by rotational symmetries means Scherk-Schwarz like compactification,
(t, g) ∼ (t+ β, e−iβηγ3geiβξγ3). (4.12)
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This can be brought into a system with ordinary time periodicity by a suitable change
of coordinates, but then the metric written in the new coordinates aquires off-diagonal
components
ds2 = dt2 + g(S
3)
mn (dx
m + umdt)(dxn + undt), u ≡ 2iξR3 + 2iηL3. (4.13)
Here the vector fields La,Ra are properly normalized generators of SU(2)L,R. In fact, the
effect of this deformation of the metric on field theory is simply to modify the time derivative
∂t by the rotation generator. For example, the kinetic term for a free scalar becomes
1
2
(∂tφ− um∂mφ)2 + 1
2
gmn(S3)∂mφ∂nφ. (4.14)
A little more work shows that, for spinor fields, the time derivative is modified by a com-
bination of um∂m and a local Lorentz transformation which makes precisely the action of
the rotation symmetry. Summarizing, the general index (4.11) can be computed by path
integral over periodic fields on S1 × S3, with the following replacement in the Lagrangian
(4.7)
i∂t 7−→ i∂ˆt ≡ i∂t + ξ(2J3R +R) + 2ηJ3L +m. (4.15)
4.3 Evaluation of the index
Let us turn to the evaluation of the index. Since the index is invariant under deformations
preserving the algebra of S,Q,H, we introduce the sum of Lg and Lm in (4.7) with a large
overall coefficient into the path integral weight so that the argument of exact saddle point
analysis apply. This time, the saddle points are labeled by the constant value of gauge field
along time direction At = a.
Let us evaluate the one-loop determinant, first for the vector multiplet with gauge group
G. It is most convenient to work in the temporal gauge At = a, for which we need to
introduce ghosts with kinetic term Tr(c¯Dtc). The gaussian integral over fluctuations gives
Detλ(∂ˆt − ia− 12 + i /DS3)Det′c(∂ˆt − ia)
DetA(−(∂ˆt − ia)2 +∆vectorS3 )
1
2
. (4.16)
Here the prime indicates that the constant modes of the ghosts are excluded, and ∂ˆt is
defined in (4.15). Expanding the fields into spherical harmonics which diagonalizes the
Laplace or Dirac operators on S3, the above determinant can be rewritten into an infinite
product of 1D Dirac determinants on the circle of circumference β,
det(∂t − ix) =
∏
k∈Z
(2πikβ−1 − ix) = − 2i sin βx
2
. (4.17)
The integral over the ghost modes with SU(2)L × SU(2)R spin (0, 0) yields
det′adj(∂t − ia) = βrkG
∏
α∈∆+
(2 sin(βα · a/2)
α · a
)2
, (4.18)
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where we assumed a to take values in Cartan torus. Combined with the Vandermonde
determinant, this gives an appropriate measure factor for the integration over Cartan torus.
dµ(a) =
1
|W|
r∏
i=1
daˆi
2π
∏
α∈∆+
4 sin2
α · aˆ
2
. (aˆ ≡ βa) (4.19)
The integral over the remaining modes of all the fields gives, after an enormous cancellation
between bosonic and fermionic contributions, the following.
Ivec =
∏
n≥1
detadj
(
∂t − ia+ n(1− iξ + iη)
)
detadj
(
∂t − ia+ n(1− iξ − iη)
)
.
= I0(q1, q2)
rkG ·
∏
α∈∆,n≥1
(1− qn1 eiα·aˆ)(1− qn2 eiα·aˆ), (4.20)
where
I0(q1, q2) ≡
∏
n≥1
(1− qn1 )(1− qn2 ),
q1 ≡ qxy = e−β(1−iξ−iη), q2 ≡ qx/y = e−β(1−iξ+iη). (4.21)
The first line in (4.20) can be regarded as a refinement of the 3D result (3.22) corresponding
to the addition of one more dimension with periodicity β and twists ξ, η. Note that, in going
to the second line, an infinite zero-point energy has been regularized so that the result agree
with what we would obtain from canonical quantization.
To compute the index from canonical formalism, we decompose the vector multiplet
fields on S1 × S3 using spherical harmonics and reduce the free super-Yang-Mills theory to
a quantum mechanics of infinitely many bosonic and fermionic harmonic oscillators. The
oscillator modes all carry definite eigenvalues of R,J3
L
,J3
R
, and their frequency determines
the eigenvalue of D − 1
2
R. In computing the index as a trace over the Fock space, it is
convenient to first consider the trace over one-particle states called the letter index. For a
vector multiplet for gauge group G it is given by
ivec ≡ Tr(1p)
[
(−1)FqD− 12Rx2J3R+Ry2J3Leiaˆ
]
= tradjU ·
∑
n≥0
(
qn+2χn+2
2
,n
2
+ qn+2χn
2
,n+2
2
− xqn+1χn+1
2
,n
2
− x−1qn+2χn
2
,n+1
2
)
,
U ≡ eiaˆ ∈ G, χj,j¯ ≡ tr(j,j¯)[x2J3Ry2J3L]. (4.22)
In fact, all the oscillators not saturating the bound H ≥ 0 form pairs and do not contribute
to the letter index. Indeed, the above letter index can be simplified as follows,
ivec = −
(
q1
1− q1 +
q2
1− q2
)
tradj(U) . (4.23)
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The full index is then obtained as its plethystic exponential,
Ivec = PE
[
ivec(q1, q2, U)
]
≡ exp
(∑
n≥1
1
n
ivec(q
n
1 , q
n
2 , U
n)
)
, (4.24)
integrated over U in the Cartan torus with the invariant measure (4.19).
Let us next consider the chiral multiplet of R-charge r in the representation R of the
gauge group. Its one-loop determinant is
Imat =
Detψ(∂ˆt − ia+ r − 12 + i /DS3)
Detφ(−(∂ˆt − ia + r − 1)2 +∆scalarS3 + 1)
=
∏
m,n≥0
detR(−∂t + ia + (1− iξ)(m+ n + 2− r)− iη(m− n))
detR(∂t − ia+ (1− iξ)(m+ n+ r)− iη(m− n)) . (4.25)
This can again be regarded as a refinement of the one-loop determinant (3.25) for 3D chiral
multiplet. With an appropriate regularization of the zero-point energy, one can rewrite this
further as a product over the weights of the representation R,
Imat =
∏
w
Γ(eiw·aˆ(q1q2)
r
2 ; q1, q2), (4.26)
where Γ(z; q1, q2) is the elliptic Gamma function
Γ(z; q1, q2) =
∏
m,n≥0
1− z−1qm+11 qn+12
1− zqm1 qn2
. (4.27)
This result can also be obtained from canonical formalism, as the plethystic exponential of
the letter index,
imat = trR(U) ·
∑
n≥0
(
xrqn+rχn
2
,n
2
− xr−1qn+r+1χn+1
2
,n
2
)
+trR¯(U) ·
∑
n≥0
(
x−rqn+2−rχn
2
,n
2
− x1−rqn+r+1χn
2
,n+1
2
)
=
(q1q2)
r
2 trR(U)− (q1q2)1− r2 trR(U−1)
(1− q1)(1− q2) . (4.28)
4.4 Squashed S3 from twisted compactifications
In the limit β → 0 where one can neglect the KK modes, the 4D superconformal index
reduces to 3D partition function, but with a new dependence on additional parameters ξ, η.
They enter into the 3D partition function through the squashing parameter b,
b2 =
1− iξ + iη
1− iξ − iη . (4.29)
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Recall that we have chosen the background S3×S1 with M = 1
2
at the beginning of Section
4.2, and that our computation was preserving a pair of left-invariant supercharges Q,S. In
this case, the above relation shows that the twist by J3
R
(accompanied by an appropriate
R-twist) has a rather trivial effect on the partition function, but the twist by J3
L
does change
the partition function in a non-trivial manner. So the different Scherk-Schwarz twists lead
to qualitatively different 3D backgrounds after dimensional reduction.
To understand the effect of two different twists upon 3D geometry, let us consider in-
stead the twisted compactification with ξ 6= 0, η = 0 and try different choices of unbroken
supersymmetry. After moving to the coordinate system with ordinary time periodicity, the
metric is given by
ds2 = EaEa = e1e1 + e2e2 + (e3 + ξdt)2 + dt2. (4.30)
On this space, one can either preserve left-invariant or right-invariant supercharges by choos-
ing the background U(1)R gauge field appropriately to make the corresponding Killing
spinors t-independent. For Vt = − i2 + ξ, the Killing spinor equation (4.6) with M = 12 has
a pair of time-independent solutions satisfying γ3ǫ = −ǫ and γ3ǫ¯ = +ǫ¯, which we identified
with the left-invariant supercharges S,Q. The solutions corresponding to the other pair
of left-invariant supercharges become time-independent when Vt = − i2 − ξ. For Vt = i2 ,
the Killing spinor equation (4.6) with M = −1
2
has solutions corresponding to the four
right-invariant supercharges.
To do the dimensional reduction along S1, we rewrite the metric (4.30) into the form
ds2 = EˆaEˆa = e1e1 + e2e2 + u2e3e3 + u−2(dt + u2ξ e3)2, (4.31)
where u ≡ (1 + ξ2)−1/2. Since this can be regarded as a local Lorentz transformation, the
Killing spinors on the new local Lorentz frame satisfy
Dmǫ = −Mσm(σ¯aha)ǫ, Dmǫ¯ =Mσ¯m(σaha)ǫ¯, (4.32)
where M = 1
2
or −1
2
for the left- or right-invariant Killing spinors, and
ha = (0, 0,−uξ, u). (4.33)
By dropping the last term on the right hand side of (4.31) we obtain the 3D metric of
the familiar squashed S3 with SU(2)L × U(1)R isometry. But the nature of the dimen-
sionally reduced theory depends also on which supersymmetries have been preserved in the
reduction.
If we set M = 1
2
and Vt = − i2 + ξ upon dimensional reduction, the supersymmetry of
the resulting 3D theory is characterized by the Killing spinor equation(
∂m +
1
4
ωabmγ
ab + iuξ2Vm
)
ǫ =
iu
2
γmǫ,(
∂m +
1
4
ωabmγ
ab − iuξ2Vm
)
ǫ¯ =
iu
2
γmǫ¯, (4.34)
27
where Vm ≡ Eˆ3m = ue3m. The above Killing spinor equation takes the form of (3.2) with
Um = 0, and 1/4 of the supersymmetry on the round S
3 remains unbroken after squashing
due to the background U(1)R gauge field −uξ2Vm. It was shown in [5] that the exact
partition function on this squashed S3 background is essentially the same as that on the
round S3, in consistency with the discussion in the previous subsection. For the caseM = 1
2
and Vt = − i2+ξ, the 3D Killing spinor equation takes the same form as above but the U(1)R
gauge field appears with the opposite sign.
If we set M = −1
2
and Vt =
i
2
, the Killing spinor equation of the 3D theory is
(
∂m +
1
4
ωabmγ
ab
)
ǫ = −iu
2
γmǫ− uξV nγmnǫ,(
∂m +
1
4
ωabmγ
ab
)
ǫ¯ = −iu
2
γmǫ¯+ uξV
nγmnǫ¯, (4.35)
again with Vm ≡ Eˆ3m = ue3m. This case preserves 1/2 of the Killing spinors on the round S3.
The above Killing spinor equation can be identified with (3.2) with Um 6= 0. It was shown
in [18] that the partition function on this background depends nontrivially on ξ through the
squashing parameter
b = u(1− iξ). (4.36)
For a real ξ, the squashing parameter b is a complex phase.
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