Regular surface triangulations appear commonly in the literature. The interpretation as regular maps (e. g. [CD01]) makes it easy to apply group-theoretic arguments to classify regular triangulations. The approach used by Dress ([DH87]) has a more combinatorial flavour and focuses on the flags of the triangulation, together with their adjacencies. By recording these adjacencies as permutations, group-theoretic arguments similar to those for regular maps become applicable. We denote triangulations of closed surfaces, where every vertex is incident to exactly d triangles, as degree-d-surfaces.
Concept of surfaces
In this section, we give a combinatorial description of surface triangulations, that focusses on the flags of the triangulation T (i. e. triples consisting of incident vertex, edge, and face). Geometrically, this corresponds to the barycentric subdivision of each face in T .
The resulting "small triangles" within the original faces can be identified with the flags of T . For example, the barycentric subdivision of the tetrahedron has the following form (we identify edges according to the arrows drawn), where the tetrahedron is build from the equilateral triangles with green edges around the f i . We can describe the adjacency structure of these flags with three involutions (previous works using this description include [DH87] and [ARvv94] ). The involution α maps the flag (v, e, f ) to the unique other flag (v ′ , e, f ). The involution β does the same for the edges, while γ does it for the faces. For convenience, we label the flags by natural numbers. In the example above we obtain: α = (1, 2)(3, 4)(5, 6)(7, 8)(9, 10)(11, 12)(13, 14)(15, 16)(17, 18)(19, 20)(21, 22)(23, 24), β = (1, 6)(2, 3)(4, 5)(7, 12)(8, 9)(10, 11)(13, 18)(14, 15)(16, 17)(19, 24)(20, 21)(22, 23), γ = (1, 22)(2, 21)(3, 8)(4, 7)(5, 18)(6, 17)(9, 20)(10, 19)(11, 14)(12, 13)(15, 24)(16, 23).
The original vertices, edges, and faces of the triangulation T can be reconstructed from the involutions: The vertices correspond to the orbits of β, γ , the edges to the orbits of α, γ , and the faces to the orbits of α, β on the set of flags (which we represent by their labels).
Since all faces of T are triangles, αβ consists only of 3-cycles. Since we only consider closed surfaces (i. e. exactly two faces incident to each edge), αγ only consists of 2-cycles.
In addition, α, β, γ should act transitively on the set of flags (this corresponds to the strong connectivity 1 of the surface triangulation).
For the purposes of this paper, we define surfaces as follows: We remark that this definition includes some cases that are not always regarded as surface triangulations, for example two triangles sharing a boundary.
Then α, β only has orbits of size 6 on F, α, γ only has orbits of size 4, and β, γ only has orbits of size 2d. 
Geodesic duality

Geometric interpretation of geodesic duality
The definition of geodesic duality seems very ungeometric. But, as the name suggests, there is a deeper geometric meaning there. Fix a flag f ∈ F and compare the actions of βγ and βαγ on f . Clearly, βγ .f ⊆ β, γ .f , so each orbit of βγ belongs to a unique vertex. If we consider the faces belonging to the flags in βγ .f , we obtain all faces "around" a vertex. We call such a set of faces an umbrella of the vertex (illustrated in Figure 3 ). The geometric meaning of βαγ .f is not that easily apparent. Drawing the faces corresponding to the flags in that orbit forms a "straight" strip of triangles (compare Figure 4 ). On a purely combinatorial level, these strips come closest to the notion of "straight lines". Therefore, we call these sets of faces geodesics.
Since geodesic duality exchanges the orbits βγ .f and βαγ .f , it also exchanges umbrellas and geodesics in a surface. Heuristically, umbrellas are a local structure (to change an umbrella, you have to change the vertex it corresponds to or one of those adjacent to it), but geodesics show a global behaviour (if any vertex is modified, the set of geodesics may change drastically).
Therefore, geodesic duality seems to exchange some local and global properties in a given surface (and constructs a surface with inverted properties in the process). Since it relates very different surfaces (like tetrahedron and projective plane), one might hope to gain insight into one by analysing the other.
Self-dual surfaces
Given a notion of duality, a common approach is to analyse self-dual objects. Here, we search for surfaces S that are isomorphic to their geodesic dual S # . Figure 3 : An umbrella 
Triangle groups and surface subgroups
In this paper, we focus on degree-d-surfaces (compare Definition 1.1), in order to exploit their nice group-theoretic properties. They correspond to the triangulations in which every vertex is incident to exactly d faces and are intrinsically related to triangle groups (compare [GT87, Section 6.2.8] for more details about triangle groups).
Definition 4.2.
For d ∈ N, the triangle group is the finitely presented group 
It is well-known (see for example [NST94, Theorem 6.3], whose coset notation we employ) that any transitive group action is equivariant to an action on cosets of a subgroup.
Definition 4.4.
Let G be a group acting on Ω 1 and Ω 2 . An equivariance between these actions is a bijection ρ : Ω 1 → Ω 2 fulfilling ρ(g.ω) = g.ρ(ω) for all g ∈ G and ω ∈ Ω 1 .
f is an equivariance between the action from Remark 4.3 and the left action of
Every class of isomorphic degree-d-surfaces defines a conjugacy class of subgroups. Our first goal is to classify all subgroups that correspond to a degree-d-surface. In this case (cos(
Proof. The subgroups a, b , a, c , and b, c are dihedral groups of orders 6, 4, and 2d,
Then, there is a degree-d-surface (F, α, β, γ) such that the actions of T d on F and cos(T d : U ) are equivariant. Since a, b acts on cos(T d : U ) as α, β acts on F (by Remark 4.3), and α, β acts regularly on each of its orbits, a, b also acts regularly. Similar arguments apply to a, c and b, c .
Conversely, we show that (cos(
• Since a, b, c = T d , it acts transitively on cos(T d : U ).
• By the definition of T d , the elements a, b, and c are involutions.
If a fixed a coset gU , the orbits of gU under a, b would have size at most 2. Then, a, b could not be acting regularly on this orbit. Therefore, a cannot fix a coset. The same argument applies to b and c as well.
• By the definition of T d , we have (ab) 3 = 1. If there was a coset gU such that (ab) k .gU = gU for some 0 < k < 3, the group a, b would not be acting regularly on the orbit a, b .gU . Therefore, ab has only 3-cycles.
The same argument applies to ac and bc.
We can characterise surface subgroups without reference to coset actions.
Proof. We apply the characterisation from Lemma 4.7. The group a, b acts non-regularly if any 1 = x ∈ a, b fixes a coset gU , i. e. x.gU = gU . This is equivalent to g −1 xg ∈ U , or x ∈ gU g −1 . Therefore, the action is non-regular if and only if gU g −1 ∩ a, b = {1}. The arguments for a, c and b, c are similar.
Geodesic triangle groups
Our next goal is to characterise which surface subgroups correspond to geodesic self-dual degree-d-surfaces.
Proof. (bc) d acts trivially on each coset gU (for g ∈ T d ). By self-duality, (bac) d also acts trivially on gU . In other words, (bac
Since the normal subgroup (bac) d is always contained in surface subgroups of geodesic self-dual degree-d-surfaces, we can factor it out. 
These groups already appear in [CM80, Section 8.6], under the name {d, 3} d .
Geodesic duality can be formulated on the level of surface subgroups.
Remark 4.12. We can define a group homomorphism # :
To see that it is well-defined, let F be the free group generated byā,b, andc. Then,
is a well-defined group homomorphism. We consider its kernel. Since#(ā) = a and #(b) = b, we immediately get ā 2 ,b 2 , (āb) 3 ≤ ker#. c 2 and (āc) 2 are mapped to (ac) 2 = 1 and c 2 = 1, so both lie in the kernel of#. An analogous argument shows that (bc) d and (bāc) d lie in ker#. Thus,# factors over the normal subgroup generated by these relations (which gives #).
Definition 4.13. The group homomorphism # from Remark 4.12 is called geodesic automorphism. For g ∈ H d and V ≤ H d , we employ the notation g # := #(g) and
Now, we can characterise self-dual degree-d-surfaces group-theoretically. 
We want to show that this action is equivariant to
Since # is an automorphism of H d , we have a bijection
By Definition 4.4, we have to show that ϕ(h, tV ) # = ψ(h, (tV ) # ):
Therefore, the geodesic dual is given by (cos (H 
Furthermore, every geodesic self-dual degree-d-surface has this form.
Proof. From Since every element of the dihedral group x, y | x 2 , y 2 , (xy) k is conjugate to x, y or (xy) m (with m dividing k), we can replace the sets X from Corollary 4.15 by X ∈ { a , b , c , ab , ac , bc }.
(3) [EJ08] . In comparison to our notation, the roles of b and c are interchanged. Therefore, the parameters in their paper are set as follows: m := 3 and n = p := d.
Reduction to geodesic triangle groups
We conclude that there are no geodesic self-dual degree-d-surfaces for d ∈ {3, 4, 7}. We would like to replace gU g −1 ∩ X = {1} for g ∈ T d by gV g −1 ∩ X = {1} for g ∈ H d . 
To apply this lemma to G = T d , W = gU g −1 , X = X, and N = (bac) d , we need to show that (bac) d ∩ X = {1} for all X from Equation (3). This is easy for X = bc . Proof. If a ∈ (bac) d , we also have a ≤ (bac) d . In particular,
Since T d / a = b, c | b 2 , c 2 , (bc) d is a dihedral group of order 2d, we conclude |H d | < 2d. By Remark 5.1, this cannot happen for d ≥ 5 and d = 7. Similar arguments apply to b and c. We can apply the same argument to ab and ac. We get T d / ab ∼ = D 4 and T d / ac ∼ = D 6 , so (bac) d ∩ ab and (bac) d ∩ ac are trivial as well.
Corollary 5.5. Let V ≤ H d with d ≥ 5 and d = 7. Then, (cos(H d : V ), a, b, c) is a geodesic self-dual degree-d-surface if and only if
Proof. Let (cos(H
for all X in the list (3). By assumption and Lemma 5.4, we can apply Lemma 5.3 to conclude gV g −1 ∩ X = {1}.
Conversely, there is an 
Uncollapsed geodesic triangle groups
The characterisation of geodesic self-dual degree-d-surfaces in Corollary 5.5 contains the assumption (bac) d ∩ bc = {1}. In this section, we show that this condition is not necessary. We start by rewriting it. 
Since (bc) k = 1, Remark 6.1 implies (bac) k = 1 as well.
For the other direction, we note that T d = T k since the factor groups with respect to a are dihedral groups of different orders. Therefore, H d = H k implies that (bc) k ∈ (bac) d and (bac) k ∈ (bac) d .
This motivates the following definition.
We want to show that H d is uncollapsed if d ≥ 5 and d = 7. Proof. By Lemma 6.4, we only need to consider H 2 and H p . By Remark 5.1, |H 2p | = 2.
Consider the map H d → {±1} that maps a, b, and c all to −1. It is only well-defined for even d, thus H 2p = H p . Theorem 6.7. H 2 n is uncollapsed (n ≥ 3). H 3 n is uncollapsed (n ≥ 2). H 5 n is uncollapsed (n ≥ 1).
Proof. This can be shown by a lengthy calculation in GAP ( [GAP18] ), that is covered in [Bau19, Theorem 9.5.7]. The code can also be found at https://markusbaumeister.github.io/code/Unco The proof computes a presentation of the subgroups (bac) 8 ≤ H 2 n , (bac) 9 ≤ H 3 n , and (bac) 5 ≤ H 5 n , by using the subgroup presentation algorithm in [HEO05] . Then, we calculate the abelian invariants of this subgroups to distinguish the groups.
Voltage assignments
In this subsection, we show that H p n and H 4p are uncollapsed. To achieve this, we use corner voltage assigments to construct appropriate surface coverings. The presentation of this theory follows [ACv14] . For more context about voltage assignments, compare [ARvv94] . Definition 6.8. Let (F, α, β, γ) be a surface and B be a group. A map v : F → B is called corner voltage assignment, if v(β.x) = v(x) −1 holds for all x ∈ F. In this scenario, B is called the voltage group. Definition 6.9. Let (F, α, β, γ) be a surface with corner voltage assignment v : F → B. The lift of (F, α, β, γ) with respect to v is the quadruple (F × B,α,β,γ 2. α,β,γ acts transitively on each of its orbits.
3.αβ consists only of 3-cycles if and only if
v(βα.x)v(αβ.x)v(x) = 1 for all x ∈ F.
4.αγ consists only of 2-cycles.
Proof. Most properties follow from the corresponding properties for surfaces (compare Definition 1.1). We compute (αβ) 3 .(x, g) for (x, g) ∈ F × B:
Therefore, the product condition is equivalent to (αβ) 3 = 1. If there is an element (x, g) that does not lie in a 3-cycle ofαβ, it has to be fixed by it. But then, x would have to be fixed by αβ, contradicting that we started with a surface.
Before we can construct appropriate lifts, we need to prove a few technical lemmas. for p = 2. By Remark 6.10, the lift via v produces a surface (G,α,β,γ) (after restriction to one orbit of α,β,γ on cos(H d : {1}) × B). We compute the cycle lengths ofβγ (umbrellas) andβαγ (geodesics). Since the argument for them is similar, we only give the case forβγ.
x, we conclude (bc) k ∈ a, b . By assumption, this is only possible if k is a multiple of d. In particular, (βγ) d .f = (x, wg), with w ∈ B such that w has a non-trivial entry at each (βγ) k .x (for 0 ≤ k < d). By the previous analysis, these positions are all distinct. Since all non-trivial elements in Z/pZ have order p and all non-trivial elements in V 4 have order 2, the order ofβγ is dp.
To show the additional claim, observe that T dp acts transitively on G (Remark 4.3) . The element (bac) dp ∈ T dp acts trivially, thus H dp = T dp / (bac) dp also acts transitively on G. But the bac-orbits of H d have maximal length d, so H d = H dp .
• p = 7: By Proposition 6.15, this is only possible for n = 0.
• In all other cases, the combination of Theorem 6.7, Proposition 6.15 and Corollary 6.5 makes this situation impossible.
For the three remaining cases, we apply Lemma 6.17 to d = p n+1 z in a different way: Let q be a prime dividing z. Then we can use Lemma 6.17 to divide by z q . This gives the three cases H 4q = H 2q , H 3q = H q , and H 7q = H q .
The first one is impossible by Proposition 6.16 (for p > 3) and Corollary 6.5 (for p = 3). If q ∈ {3, 5, 7}, the impossibility of the other cases follow from Corollary 6.5. Otherwise, H q satisfies the assumptions of Proposition 6.14 (infinite by Remark 5.1, so Lemma 6.12 holds).
Classification
In this section, we complete the proof of the main theorem. Afterwards, we give a complete classification of all geodesic self-dual degree-d-surfaces for d < 10. Several of these surfaces are also available in the GAP-package SimplicialSurfaces ([BN19]). In these cases, we will also give the command to generate this particular surface.
Recall • V # is conjugate to V . Furthermore, all geodesic self-dual degree-d-surfaces have this form.
Proof. This follows from Corollary 5.5 and Theorem 6.18, by using the reformulation from Lemma 6.2 and Definition 6.3.
For d ∈ {5, 6, 8, 9}, the group H d is finite, so we can use GAP ([GAP18]) to compute all geodesic self-dual degree-d-surfaces.
Example 7.2. For d = 5, there is only one geodesic self-dual surface, since only the trivial subgroup {1} satisfies Theorem 7.1. This defines the projective plane on 10 triangles (6 vertices and 15 edges), shown in figure 5 . The associated command in the SimplicialSurfaces-package is AllGeodesicSelfDualSurfaces(10) [1] . Example 7.3. For d = 6, there are exactly two geodesic self-dual surfaces, since there are exactly two surface subgroups satisfying Theorem 7.1 (both are tori):
1. The trivial subgroup {1}, defining a surface with 18 faces (9 vertices and 27 edges).
Its command is AllGeodesicSelfDualSurfaces(18) [1] . 
Summary
In this paper, we have characterised all geodesic self-dual degree-d-surfaces. For d < 10, we classified all of them. For d ≥ 10, the situation is unclear: We conjecture that there are infinitely many geodesic self-dual surfaces for each d ≥ 10. This is based on the observation that our calculations reached their computational limits before stopping to construct further examples. Unfortunately, it is still unclear whether the geodesic surface subgroups of H d for d ≥ 10 can be characterised in a fashion that is more amenable to analysis.
