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ESTIMASI MODEL REGRESI LINIER BERGANDA DATA
LONGITUDINAL DENGAN GENERALIZED METHOD MOMENT
PADA ANGKA KEMISKINAN DI SULAWESI SELATAN
Amanda1, Raupong2, Anna3
ABSTRAK
Data longitudinal yaitu data yang menggabungkan data time series dan data cross section,
yang umumnya dijumpai pada pemodelan ekonomi dan kesehatan. Studi longitudinal didefinisikan
sebagai suatu studi terhadap unit eksperimen dengan respon yang diamati dalam dua atau lebih
interval. Angka kemiskinan merupakan data longitudinal, dimana data pengamatan dilakukan berulang
pada unit eksperimen, artinya data diamati pada dua atau lebih interval. Untuk menaksir parameter
model data longitudinal pada umumnya digunakan OLS dan GMM. Sebagai metode estimasi yang
bersifat umum (generalisasi), metode GMM diharapkan dapat mengatasi kekurangan dari metode
estimasi lainnya. Metode GMM jauh lebih fleksibel karena hanya memerlukan beberapa asumsi yang
disebut moment condition. Hasil penelitian, diperoleh bahwa model GMM terbaik pada Angka
Kemiskinan di Sulawesi Selatan dari tahun 2004-2008, adalah model pada kabupaten Selayar, dimana
tingkat pengangguran berhubungan positif dengan angka kemiskinan, sedangkan pertumbuhan
ekonomi berhubungan negatif dengan angka kemiskinan, serta kedua variabelnya signifikan.
Kata Kunci: data longitudinal, time series, cross section, OLS, GMM, moment condition.
1. Pendahuluan
Dalam ilmu statistika, teknik yang umum digunakan untuk menganalisis hubungan
antara dua atau lebih variabel adalah analisis regresi. Model matematis dalam menjelaskan
hubungan antar variabel dalam analisis regresi menggunakan persamaan regresi. Penggunaan
regresi linear seringkali digunakan pada data dengan skala pengukuran minimal interval dan
waktu pengumpulan bersifat cross sectional. Sedangkan untuk data longitudinal yaitu data
yang menggabungkan data time series dan data cross section pada umumnya dijumpai pada
pemodelan ekonomi dan kesehatan, misalnya pemodelan ekonomi pada persentasi penduduk
miskin.
Studi longitudinal didefinisikan sebagai suatu studi terhadap unit eksperimen dengan
respon yang diamati dalam dua atau lebih interval. Data longitudinal adalah pengamatan
berulang pada unit eksperimen, berbeda dengan data cross sectional yaitu data dari masing-
masing individu diamati dalam sekali waktu. Penelitian longitudinal memiliki cakupan
pengertian serta karakteristik seperti data dikumpulkan untuk setiap variabel pada dua atau
lebih periode waktu tertentu, subjek atau kasus yang dianalisis sama, atau setidaknya dapat
diperbandingkan, antara satu periode dengan periode berikutnya.
Dalam menentukan penaksir terbaik sangat dipengaruhi oleh penggunaan metode.
Metode yang sering digunakan untuk menaksir parameter regresi antara lain adalah Metode
Kuadrat Terkecil (Ordinary Least Square=OLS) dan Metode Maksimum Likelihood
(Maksimum Likelihood Method=MLM). Pada umumnya, untuk menaksir parameter pada
model data longitudinal diantaranya digunakan OLS dan Metode Momen Umum
(Generalized method Moment=GMM). Sebagai metode estimasi yang bersifat umum
(generalisasi), metode GMM diharapkan dapat mengatasi kekurangan dari metode estimasi
lainnya. Metode GMM jauh lebih fleksibel karena hanya memerlukan beberapa asumsi
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tentang apa yang disebut moment condition, dengan kata lain faktor penting dalam GMM
adalah moment conditions populasi yang dikembangkan dari asumsi model.
Tulisan ini akan menggunakan Model Regresi Linier Berganda Data Longitudinal
dimana tujuan dari penulisan ini, yaitu adalah mendapatkan model terbaik Regresi Linier




Studi longitudinal sebagai suatu studi terhadap unit eksperimen dengan respon yang
diamati dalam dua atau lebih dalam selang tertentu. Data longitudinal merupakan data yang
dihimpun dari suatu pengamatan atau pengukuran atas sejumlah subjek yang dilakukan
berulang dari waktu ke waktu. Data longitudinal adalah data yang menggabungkan data time
series dan data cross section, yaitu data dari masing-masing individu diamati t kali waktu.
2.2 Regresi Linier Berganda
Jika terdapat n pengamatan untuk variabel respon (Y) dan variabel prediktor (X),  maka




= parameter, = 0, 1, 2, … ,
= error dengan ~ IIDN(0, 2 )
atau dengan model matriks:= + ...…..………………...…..………(2)= ⋮ , = 11⋮1 ⋮ ⋮
⋯⋯⋱⋯ ⋮ , = ⋮ , = ⋮
dan untuk penaksir respon model (1) adalah:= + + +⋯+ …..………………...…..……(3)
Sedangkan nilai estimasi untuk dan pada model (2.1) adalah:== − = − …………...…..………………..(4)
2.2.1 Estimasi Parameter model regresi linear
Untuk memperoleh penaksir parameter pada persamaan (4) maka dilakukan dengan
metode OLS atau meminimumkan jumlah kuadrat error atau yang dikenal dengan, yaitu:= = ( − ) ( − )
Dengan menurunkan terhadap , maka diperoleh estimasi untuk := ( )
Dimana merupakan penaksir yang takbias untuk .
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2.2.2 Estimasi Parameter model regresi linear
Metode OLS dilakukan dengan cara meminimumkan jumlah residual ∑ ̂ . Karena
metode OLS tidak melibatkan , maka penaksir didapat berdasarkan penaksir .
Berdasarkan asumsi dan menurut persamaan (1), maka nilai akan sama untuk setiap= 1,2, … , . Penaksir diperoleh dari rata-rata sampel sebagai berikut:= ∑ ( − ) ………………...…..…………...(5)
Dalam bentuk matriks persamaan (5) dapat dituliskan sebagai berikut:= 1− − 1 ( − ) − ( − )= 1− − 1 ( ( − ) )= − − 1
Dengan = ( − ) dan = ( ) . merupakan penaksir yang takbias
untuk ( ) = .
2.2.3 Pengujian Signifikansi Parameter
Pengujian signifikansi parameter pada regresi data longitudinal pada dasarnya identik
dengan pengujian signifikasi pada regresi linier berganda dengan menggunakan OLS. Untuk
menguji kesesuaian model regresi OLS digunakan analisis varian yang dibuat dengan cara
menguraikan bentuk jumlah kuadrat total (Sum Square Total=SST) menjadi dua komponen,
yaitu Jumlah kuadrat regresi (Sum Square Regression=SSR) dan Jumlah Kuadrat Error (Sum
Square Error=SSE). Untuk uji simultan, hipostesis yang digunakan adalah:: = = ⋯ = = 0: ≠ 0, = 1,2,… ,
Tolak H0 bila  , , 1hitung p n pF F   atau p -value < .
Adapun pengujian secara parsial untuk mengetahui parameter mana saja yang
signifikan terhadap model dilakukan dengan hipotesis:: = 0: ≠ 0, = 1,2,… ,
Statistik uji dalam pengujian parsial ini adalah = ( ) . = adalah
standar error dari koefisien . Sedangkan adalah elemen diagonal ke-j dari matriks( ) dan = √ .
Dibawah , akan mengikuti distribusi dengan derajat bebas ( − − 1) sehingga
jika diberikan tingkat signifikansi sebesar maka diambil keputusan tolak , jika| > ; .
2.3 Regresi Linier dengan Data Longitudinal
Model regresi data longitudinal secara umum dapat dinyatakan dalam bentuk berikut:= + + +⋯+ …..………………...(6)
dimana:
= peubah respon unit cross-sectional ke-i dan unit waktu ke-t, = 1,2,… ,
= peubah prediktor unit cross-sectional ke-i dan unit waktu ke-t, = 1,2,… ,
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= koefisien regresi unit cross-sectional ke-i
= residual unit cross-sectional ke-i dan unit waktu ke-t
= banyaknya unit cross-sectional
2.4 Metode GMM
Metode GMM jauh lebih fleksibel karena hanya memerlukan beberapa asumsi tentang
apa yang disebut moment condition, dengan kata lain faktor penting dalam GMM adalah
moment conditions populasi yang dikembangkan dari asumsi model. Dalam mengestimasi
persamaan (6) akan sangat bergantung pada asumsi yang dibuat koefisien dan error yang
disebut Moment Condition. Menurut definisi Harris,D & Matyas,L, Moment Conditions
adalah suatu pernyataan yang melibatkan data dan parameter.
Misalkan diberikan model regresi berganda longitudinal pada persamaan (6) atau= + ; = 1,… ; = 1,… , dan = ( , , … , ) dengan asumsi( ) = 0, maka Moment Conditionsnya adalah:
i. ( ) =
ii. [( ) ] = [ ] =
iii. = ; ≠
Berdasarkan definisi Harris,D & Matyas,L, maka dipilih “Key Condition“ yang digunakan
untuk menaksir , yaitu ii dengan estimasi , yaitu:= ( )
Karena asumsi ( ) ≠ , maka moment conditions yang digunakan adalah( ) = dan ( ) = . Sehingga estimator yang optimal untuk metode GMM
dengan ~ (0, Ω), adalah:= ( ( ) ) ( )
dimana: = , = standar deviasi= , = matriks ortogonal
2.5 Angka Kemiskinan
Menurut BPS, Angka kemiskinan didasarkan pada jumlah rupiah konsumsi berupa
makanan yaitu 2100 kalori per orang per hari (dari 52 jenis komoditi yang dianggap mewakili
pola konsumsi penduduk yang berada dilapisan bawah), dan konsumsi nonmakanan (dari 45
jenis komoditi makanan sesuai kesepakatan nasional dan tidak dibedakan antara wilayah
pedesaan dan perkotaan). Patokan kecukupan 2100 kalori ini berlaku untuk semua umur,
jenis kelamin, dan perkiraan tingkat kegiatan fisik, berat badan, serta perkiraan status
fisiologis penduduk, ukuran ini sering disebut dengan garis kemiskinan. Penduduk yang
memiliki pendapatan dibawah garis kemiskinan dikatakan dalam kondisi miskin.
2.5.1 Tingkat Pengangguran
Salah satu faktor penting yang mementukan kemakmuran suatu masyarakayat adalah
tingkat pendapatan. Dan tingkat penganguran berdampak mengurangi pendapatan
masyarakat, sehingga akan menurunkan tingkat kemakmuran yang mereka capai.
2.5.2 Pertumbuhan Ekonomi
Pertumbuhan ekonomi merupakan indikator untuk melihat keberhasilan pembangunan
dan merupakan syarat bagi pengurangan tingkat kemiskinan. Syaratnya adalah hasil dari
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pertumbuhan ekonomi tersebut menyebar disetiap golongan masyarakat, termasuk di
golongan penduduk miskin.
3. Hasil dan Pembahasan
3.1 Estimasi Model Longitudinal
Misalkan diberikan model regresi berganda longitudinal pada persamaan (2) atau= + ; = 1,… ; = 1,… , dan = ( , , … , ) dengan asumsi( ) = 0, maka Moment Conditionsnya adalah:
i. ( ) =
ii. [( ) ] = [ ] =
iii. = ; ≠
Berdasarkan definisi Harris,D & Matyas,L, maka dipilih “Key Condition“ yang digunakan
untuk menaksir , yaitu ii dengan estimasi , yaitu:= ( ) …..………………...(7)
Dan model yang digunakan adalah model pada persamaan (2), dengan asumsi ( ) ≠ ,
maka moment conditions yang digunakan adalah ( ) = dan ( ) = dimana
adalah matriks definit positif  maka terdapat suatu matriks simetris berukuran × yang
nonsingular sedemikian sehingga = dan = .
Misalkan bahwa = sehingga ( ) = = ( ) = . Karena
adalah suatu peubah acak dengan ( ) = maka ( ) = ( ) = dengan ukuran× , sehingga diperoleh:( ) = ( ) = =
Jika persamaan (2), digandakan dengan , maka akan diperoleh sebuah model baru,
sebagai berikut: = += += +
dengan = , = , = atau (0, ). Peminimalan pada model
yang telah ditransformasi dengan metode OLS untuk = ( ) adalah:= ( )= [ ] [ ]= …..………………...(8)
Karena asumsi yang digunakan ( ) ≠ dan moment conditions yang digunakan
adalah ( ) = dan ( ) = , maka persamaan (8) menjadi:=
dimana merupakan variabel lain yang diperoleh dari hasil standarisasi matriks .
Sedangkan dipilih dengan menggunakan rumus = ( ) . Jika persamaan (8)
disubstitusikan, maka estimator yang optimal adalah:= ( ( ) ) ( ) …..………………...(9)
Sehingga persamaan (9) akan menghasilkan estimator yang sama dengan metode OLS.
Sedangkan estimator yang optimal untuk metode GMM dengan ~ (0, Ω), adalah:= ( ( ) ) ( ) …..………………...(10)
dengan = dimana P adalah matriks orthogonal.
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3.2 Aplikasi Pada Data
Model regresi linier berganda data longitudinal akan diaplikasikan pada data
kemiskinan pada 23 Kabupaten/Kota yang ada di Provinsi Sulawesi Selatan tahun 2004-2008
dengan jumlah pengamatan adalah sebanyak 115, dimana variabel respon ( ) adalah
presentasi angka kemiskinan menurut Kabupaten/Kota di Provinsi Sulawesi Selatan tahun
2004-2008. Dengan variabel prediktor adalah presentasi tingkat pengangguran ( ) dan
presentasi pertumbuhan ekonomi ( ) menurut kabupaten/kota di Provinsi Sulawesi Selatan
tahun 2004-2008.
Berikut ini adalah prosedur yang dilakukan untuk mengestimasi model regresi
longitudinal.
1. Melakukan uji heterokedastisitas pada data. Berdasarkan uji dengan menggunakan
software SPSS, diketahui bahwa pada model regresi terjadi heteroskedastisitas. Hal
ini karena pada variable nilai Sig. lebih dari nilai (0.01 < 0.05).
2. Karena terjadi heterokedastisitas maka prosedur dilanjutkan dengan menggunakan
metode GMM. Prosedur denggan metode GMM adalah sebagai berikut:
a. Mendapatkan matriks dengan cara mentransformasikan matriks ,= −
b. Mendapatkan matriks , =
c. Mengestimasi parameter regresi berganda,= ( )
d. Mendapatkan matriks , =
e. Mengestimasi parameter regresi longitudinal,= ( ( Ω ) ) ( Ω )
Estimasi model regresi longitudinal dengan metode GMM dilakukan dengan
menggunakan software SAS, sehingga diperoleh hasil dari 23 model untuk masing-masing
unit cross-sectional. Hasil model regresi longitudinal dapat dilihat pada Tabel 1.
Tabel 1 Hasil model regresi longitudinal
No. Kota/Kabupaten Model Fhtg Ftbl
1 Selayar = 20.50837 + 3.3927622 −8.753836 3019.7184 3.0773
2 Bulukumba = 0.0500187 + 0.7583774 −0.234291 53.1465 3.0773
3 Bantaeng = 0.3712406 + 0.1549699 +2.0437297 7.1960 3.0773
4 Jeneponto = 0.1270639 + 1.4831792 −1.486519 158.5919 3.0773
5 Takalar = 0.1165529 + 0.767697 +1.0259146 1.7704 3.0773
6 Gowa = 0.1013447 + 0.6989166 +0.7925062 5.0358 3.0773
7 Sinjai = 0.4967704 + 0.0989788 +2.5762543 13.2940 3.0773
8 Maros = 0.1880322 + 1.0481512 +1.4883197 15.5059 3.0773
9 Pangkep = 3.5616325 − 2.277135 +9.4693738 292.75967 3.0773
10 Barru = 0.197795 + 0.2821115 +1.803509 2.7093 3.0773
11 Bone = 0.1597893 + 0.7916888 +1.5937624 1.6678 3.0773
12 Soppeng = 0.0249967 + 0.0410049 +0.7372153 3.2132 3.0773
13 Wajo = 0.1287085 + 1.0328494 +0.5072766 9.0182 3.0773
14 Sidrap = 0.0357298 + 0.277465 +0.4559286 44.2536 3.0773
15 Pinrang = 0.3469763 − 0.351756 +2.0779167 281.7389 3.0773
16 Enrekang = 0.3822869 + 1.6375827 +2.284655 66.5761 3.0773
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17 Luwu = 0.0739234 + 1.4779958 −0.26348 129.1019 3.0773
18 Tana Toraja = 0.0508963 + 0.7105907 +0.5773754 138.5826 3.0773
19 Luwu Utara = 0.119529 + 0.5874712 +1.3209375 1.9790 3.0773
20 Luwu Timur = 0.2192438 + 1.059765 −0.919691 75.8239 3.0773
21 Makassar = 0.1538843 + 0.8215377 −0.864124 21.4813 3.0773
22 Pare-Pare = 0.137287 + 0.0199275 +1.0497765 3.2854 3.0773
23 Palopo = 0.0939339 + 0.2612045 +0.9735215 11.9917 3.0773
Sehingga persamaan simultan untuk data presentasi angka kemiskinan terhadap
presentasi tingkat presentasi pengangguran terbuka dan persentasi pertumbuhan ekenomi di
Sulawesi Selatan pada tahun 2004-2008, adalah sebagai berikut:= 27.05234 + 3.3927622 −8.753836 + 0.7583774 −0.234291+ 0.1549699 +2.0437297 + 1.4831792 −1.486519+ 0.6989166 +0.7925062 + 0.0989788 +2.5762543+ 1.0481512 +1.4883197 − 2.277135 +9.4693738+ 0.0410049 +0.7372153 + 1.0328494 +0.5072766+ 0.277465 +0.4559286 − 0.351756 +2.0779167+ 1.6375827 +2.284655 + 1.4779958 −0.26348+ 0.7105907 +0.5773754 + 1.059765 −0.919691+ 0.8215377 −0.864124 + 0.0199275 +1.0497765+ 0.2612045 +0.9735215
Dari persamaan simultan diatas, diperoleh kota/kabupaten yang sesuai dengan model
GMM untuk angka kemiskinan di provinsi Sulawesi Selatan, yaitu model pada kabupaten
Selayar, kabupaten Bulukumba, kabupaten Jeneponto, kabupaten Luwu, kabupaten Luwu
Timur dan kota Makassar, dimana tingkat pengangguran akan berhubungan positif dengan
angka kemiskinan, sedangkan pertumbuhan ekonomi akan berhubungan negatif dengan
angka kemiskinan.
Selanjutnya untuk melihat pengaruh variabel prediktor terhadap variabel respon
dilakukan pengujian pada masing-masing koefisien regresi dengan uji t. Uji t hanya
dilakukan pada 3 kota/kabupaten yang memiliki model GMM terbaik, yaitu model pada
kabupaten Selayar, kabupaten Luwu Timur, dan kota Makassar. Hasil uji t pada
kota/kabupaten yang memiliki model GMM terbaik dapat dilihat pada Tabel 2.
Tabel 2 Hasil uji t pada kota/kabupaten yang memiliki model GMM terbaik
No. Kota/Kabupaten Tingkat Pengangguran Pertumbuhan Ekonomi
1 Selayar 16.41571 2.2719 62.59883 2.2719
2 Luwu Timur 11.12392 2.2719 8.914863 2.2719
3 Makassar 4.92178 2.2719 2.80523 2.2719
4. Kesimpulan dan Saran
4.1 Kesimpulan
Berdasarkan hasil analisis sebelumnya, disimpulkan bahwa model terbaik Regresi
Linier Berganda pada data Longitudinal dengan GMM pada Angka Kemiskinan di Sulawesi
Selatan dari tahun 2004-2008, adalah model pada kabupaten Selayar:= 20.50837 + 3.3927622 −8.753836
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dimana tingkat pengangguran berhubungan positif dengan angka kemiskinan, sedangkan
pertumbuhan ekonomi berhubungan negatif dengan angka kemiskinan, serta kedua
variabelnya signifikan.
4.2 Saran
Untuk penelitian selanjutnya disarankan, jika ingin menggunakan data longitudinal
akan lebih baik jika waktu penelitian yang diambil lebih dari 5tahun, sehingga akan lebih
mudah dalam menganalisis datanya. Serta akan lebih baik jika menggunakan metode yang
lain sehingga dapat dibandingkan dengan metode GMM untuk memperoleh model yang lebih
baik.
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