Clemson University

TigerPrints
All Theses

5-2019

Trust Strategies in Voiced-Agent MultipleComponent Home Automation
Jeremy Adam Lopez
Clemson University, jalopez@g.clemson.edu

Follow this and additional works at: https://tigerprints.clemson.edu/all_theses
Recommended Citation
Lopez, Jeremy Adam, "Trust Strategies in Voiced-Agent Multiple-Component Home Automation" (2019). All Theses. 3134.
https://tigerprints.clemson.edu/all_theses/3134

This Thesis is brought to you for free and open access by the Theses at TigerPrints. It has been accepted for inclusion in All Theses by an authorized
administrator of TigerPrints. For more information, please contact kokeefe@clemson.edu.

Theses

TRUST STRATEGIES IN VOICED-AGENT MULTIPLE-COMPONENT
HOME AUTOMATION

A Thesis
Presented to
the Graduate School of
Clemson University

In Partial Fulfillment
of the Requirements for the Degree
Master of Science
Applied Psychology

by
Jeremy Adam Lopez
May 2019

Accepted by:
Dr. Richard Pak, Committee Chair
Dr. Kelly Caine
Dr. Ewart de Visser

i

ABSTRACT
Trust is a critical factor in successful and productive human-automation
interactions. When automation malfunctions, trust is negatively affected. The
development of increasingly complex multiple-component systems, or those with a
several autonomous elements, introduces even more ways for a system to err. One
example is in smart home control systems where different subsystems may be controlled
by different autonomous routines or rules. Multiple studies suggest that one error-prone
component can lower user trust in the remaining components (the “pull down” effect).
Other research suggests that certain types of information, when presented to the user, can
reduce the strength of the pull-down effect by promoting heterogeneity of agents. The
current study investigated the effectiveness of increasing the number of voiced agents
within a system as a strategy for decreasing the strength of the pull down effect.
Participants interacted with either a single- or four-agent system. A simulated smart home
task required participants to adjust the lighting for several rooms of a house. Participants
first completed a block with all reliable room lightings, and then a block with all but one
reliable room lighting. Inconsistent with the current literature, the results did not reveal
any pull down effect. In both agent conditions the presence of the unreliable room
lighting did not decrease trust in the reliable room lightings. In the single-agent condition
trust in the reliable room lightings increased between both reliability blocks. However,
this trend was not seen with the four-agent condition. Future studies should investigate
the effects of anthropomorphism, automation domain, and task characteristics on trust.
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INTRODUCTION
Previous research has shown that trust is vital in effective human-automation
interaction (Lee & Moray, 1992). If a user does not consider the automation to be
trustworthy, they may decide to disuse the automation (Parasuraman & Riley, 1997).
Multiple sources have identified the reliability of the automation’s performance to be one
of the prime indicators of its trustworthiness (Lee & See, 2004; Hoff & Bashir, 2015).
However, there are three issues that limit the generalizability of the existing research to
new systems.
First, much of the research that led to the current findings used single-component
systems. In contrast to modern automation which is more likely to involve multiple,
automated subsystems working simultaneously, a single-component system contains one
discrete component or automated system. A multiple-component system has either one or
more agents performing potentially multiple functions. For example, cars are now being
equipped with multiple, independent automated systems such as back-up cameras,
collision detectors and emergency autonomous braking. The back-up camera and
automatic braking can be considered as two separate components, whereas each collision
detector can be considered an individual component. Each subsystem may be controlled
by unique algorithms or rules and may be independent of other subsystems. In these
situations, users are often required to supervise and integrate information from these
multiple subsystems to complete a task (Keller & Rice, 2009). For example, the piloting
of an airplane requires supervising a multitude of gauges, many of which are being
monitored by automation. The synthesis and integration task is made more difficult
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because in multiple component systems, it is possible that not all automated components
have the same level of reliability. Researchers are currently exploring how the presence
of at least one error-prone component affects a user’s level of trust in the system and
other components (e.g., Keller & Rice, 2009; Walliser, de Visser, & Shaw, 2016).
Second, a majority of the research in human-automation trust has been carried out
in industrial and military domains. However, the presence of autonomous systems has
extended to the consumer domain. Consumers are exposed to autonomous systems for
personal and home use (e.g., vehicle safety systems, personal smart assistants, cellular
phones, automated vacuum cleaners). Prior research found that both younger and older
adults exhibited greater levels of trust in consumer automation compared to health-related
automation (Pak, McLaughlin, Rovira, & Baldwin, 2017). Additionally, Hoff and Bashir
(2015) argue that trust in automation is influenced by external variables of the situation
(e.g., perceived risks and benefits, system type, task difficulty). Therefore, the observed
higher levels of trust in consumer automation may be due to the relatively low cost of
automation errors in those situations. Thus, the findings from automation research in
industrial domains may not be universal to all domains.
Third, only a few studies have examined how individual differences can affect
trust in human-automation interactions. Merritt and Ilgen (2008) found that when
comparing individuals, those with high levels of trust propensity exhibited the greatest
amount of trust in reliable automation. However, the same individuals exhibited the least
amount of trust in unreliable automation. Additionally, they found that extroverts bear
higher levels of trust propensity than introverts. This suggests that extroverts should trust
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reliable automation more than introverts, whereas the opposite trend should be found
with unreliable automation. Further exploration into how these and other individual
difference variables interact with trust may provide scientists with the opportunity to
explain more currently unexplained variance in human-autonomy interactions compared
to focusing on system factors alone.
To summarize and paraphrase the main issues presented above, the current study
has three questions: 1) Which factors are highly influential for trust in multiplecomponent systems? 2) How well do the current models of trust extend to the new setting
of consumer electronics, specifically smart home control? and 3) What are the effects of
individual differences on trust in automation, specifically measures of extroversion?
Trust Strategies in Multiple-Component Systems
When a user interacts with a multi-component system, they seem to adopt one of
two trust strategies: either a Component-Specific Trust (CST) Strategy or a System-Wide
Trust (SWT) Strategy (Keller & Rice, 2009). The distinction between the two centers on
whether a user is more likely to view the system as a unified whole or as multiple
separate subsystems working together.
A user who implements CST will lose some trust in one faulty subsystem, but
preserve trust in other subsystems and the overall system. Thus, the user is able to
differentiate between components. Alternatively, a user who adopts SWT will lose some
trust in all subsystems and the overall system when one subsystem is unreliable. This socalled “pull down” leads to not only reduced trust for the unreliable component, but also
moderately reduced trust in the other reliable component(s) (Keller & Rice, 2009). Since
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trust guides automation use, this could result in the disuse of both reliable and unreliable
components (Lee & See, 2004; Parasuraman & Riley, 1997).
Lee and Moray’s (1992, 1994) early studies implied that CST was the main
strategy in multi-component systems. In their studies, Lee and Moray found that, when
one subsystem’s performance became more unreliable over time, changes in self-reported
trust for the unreliable subsystem were independent of changes in self-reported trust for
the other two reliable subsystems.
However, follow-up studies suggest SWT is the preferred strategy in multicomponent systems. Research using automation-assisted gauge-monitoring tasks (Keller
& Rice, 2009), UAV-assisted identification tasks (Walliser, de Visser, & Shaw, 2016;
Foroghi, Sibley, Brown, Rovira, Pak, & Coyne, 2019), and transportation automation
(Rice, Winter, Deaton, & Cremer, 2016) suggest that people are more inclined to use
SWT with multiple-component systems, with the resultant pull-down effect on trust in
reliable subsystems.
Further research on this pull down effect has found that it is independent of the
number of components in the system (Rice & Geels, 2010; Geels-Blair, Rice, & Schwark,
2013). The pull down effect is also evident in other dependent measures related to
trust. It has been observed in increased response times, worsened performance, and an
overall increase in verification behaviors when one unreliable component is present
(Keller & Rice, 2009; Walliser, de Visser, & Shaw, 2016).
Given the consequences of SWT and the pull down effect, research has naturally
focused on determinants of strategy adoption. Although performance feedback was
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present in most of the previous studies, Walliser and his colleagues (2016) were the first
to test the effect of performance feedback. In their study performance feedback was
found to be a moderator of the pull down effect. Excluding feedback from the
participants produced equivalent trust ratings for all four UAVs, regardless of their
individual reliability. Without any knowledge of their own performance, participants in
this condition may have been using complete SWT strategies as they were incapable of
differentiating between components. Incorporating feedback may have allowed for some
level of differentiation between UAVs, thus incorporating some level of CST. However,
the presence of the pull down effect suggests some level of SWT. This supports the
notion that CST and SWT lie on opposite ends of the same spectrum. Lee & Moray
(1994) were able to conduct an experiment without the presence of the pull down effect,
so there must be an explanation for its presence in the later studies. Thus, important
questions are raised regarding which factors determine a person’s location on the trust
strategy spectrum.
Strategies to Promote Component-Specific Trust
Considering the number of disadvantages with SWT, automation researchers are
investigating factors that seem to encourage CST. This paper focuses on two such factors:
system knowledge and uniqueness of voices. Each of these factors influence the
heterogeneity of the system, thereby affecting the ability of the user to differentiate
between components.
First, Rice, Winter, Deaton, and Cremer (2016) conducted two experiments to
determine the effectiveness of unique functionality on the pull down effect. Both studies
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involved systems with multiple, uniquely functioned components. In their first study, the
oxygen mask system of an airplane erroneously deploys, causing the pull down effect to
occur; this affects all other components, even highly unrelated ones like the video screens
on the back of the seats. The second study involved the ‘check engine’ message of a car
erroneously displaying on the dashboard. Unlike the first study, the pull down effect was
present for every other component except the back-up camera.
These findings may be explained by a difference between the average
participant’s knowledge of cars and airplanes. When the user lacks knowledge of either a
system’s purpose or functioning process, the difficulty of properly aligning trust to
reliability increases (Hoff & Bashir, 2015). The average participant may have minimal
understanding of cars, but enough knowledge to understand that the back-up camera’s
functionality is independent of the other components. However, due to the prevalence of
cars, the average participant has much less experience with and therefore knowledge
regarding airplane systems. Therefore, it is understandable why the average person will
not be able to separate trust adjustments between two very different components in an
airplane. This idea can be extended to explain why Lee and Moray (1994) did not
produce a pull-down effect. Before the experiment began, participants were trained and
given information about the functioning of a pasteurization plant. Enough important
information may have been presented to prevent the occurrence of the pull-down effect.
Second, another potential method to promote CST is the use of voices. A seminal
paper in the domain of human-automation interaction examined how social psychology
findings from human-human research can be applied to the realm of human-computer
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interactions (Nass et al., 1994). A critical finding was that people interacted with two
different voices on the same computer in the same manner as two different voices on two
different computers. This suggests that people are capable of differentiating computer
agents based off of voice alone. With this in mind, granting a unique voice to each
component of a system should further encourage the adoption of a CST strategy. To
further increase the individuality of the automation, a name could be given to each
component of the system. Thus, each subsystem has its own voiced and named agent.
The limitation to this method is the appropriateness of giving voices to the automation.
Current Study
The goal of the current study was to determine whether the implementation of
feedback and multiple agents with unique locations, names, and voices would foster
participants’ use of CST. More specifically, this study compared participants’ subjective
trust ratings, response times, verification behaviors, and automation use between a system
with one voiced-agent and a system with four voiced-agents. If trust strategy adoption is
related to component differentiability, then manipulating component differentiability
should affect the strength of the pull down effect. We also manipulated automation
reliability to establish a baseline measure for the outcome variables. Note that both
conditions involved a multiple-component system since both possessed the same
functionality; the only difference was the number of distinguishable and salient agents
presented to the user. However, this single distinction may have promoted the use of
SWT with the single agent system.

7

We predicted that the number of agents in a system would affect the strength of
the pull down effect. Specifically, our hypotheses were that 1a) the decrease in trust and
automation use caused by one unreliable subsystem (i.e. the pull down) would be greater
in the single-agent condition; similarly, we hypothesized 1b) the increase in verification
behaviors and response time caused by one unreliable subsystem would be greater in the
single-agent condition. would be trust and automation use would be greater in the fouragent condition, and 1b) verification behaviors and response time would be greater in the
single-agent condition.
The current study also explored the effect of extroversion on trust. Moon, Kim,
and Shin (2016) found that extroverted individuals trusted single-agent systems more
than multiple-agent systems; the opposite trend was found for introverts. However, that
study did not involve any unreliable components within the system. Therefore, the
current study predicted similar results to the aforementioned study when the automation
is reliable (Hypothesis 2).
METHOD
Participants
Eighty-seven undergraduate Clemson University students aged 18 to 26 were
recruited through the Sona participant pool. The students were given course credit for this
their participation in the study. Of the eighty-seven participants, forty-two were male and
forty-five were female.
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Experimental Task
The experiment used a low-fidelity smart-home simulator designed for the current
study. The simulator was developed using Xojo, an application development tool. The
task is designed to simulate a smart-home mobile application. The simulator (Figure 1)
consisted of five primary areas: the phone interface (left), the task list (right), instructions
(top center), a ‘NEXT’ button to end the current trial (bottom right), and a feedback
window (center). A researcher verbally presented the task instructions before the
experimental task began, but the instructions were included to remind the participants of
the simulator’s functions. The task list displayed the tasks that needed to be completed
during a trial. All tasks were ordered by room order: Master Bedroom, Living Room,
Kitchen, and Dining Room. Each task list required the participant to adjust each room’s
light intensities to a random value between 0% and 100%.
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Figure 1. The main interface of the experimental task.
The participant had the ability to either manually perform or automate tasks. If the
participant chose to manually complete a task, they would click the ‘Rooms’ button on
the phone interface, taking them to the ‘Rooms’ screen. (Figure 2). This screen listed all
four rooms’ current lighting conditions, with sliders that could be used to adjust lighting
intensity. The ‘Return’ button would return the participant to the phone application’s
‘Home’ screen. If the participant chose to automate a task, they would click the
‘Assistance’ button on the phone interface. This screen let participants decide which
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rooms’ lightings to be automated. In this experiment the automation took the form of a
voiced agent. More details will be discussed in the design and procedure section.

Figure 2. The ‘Rooms’ screen of the phone application.
Once a participant had completed all the tasks, they could end the trial by clicking
the ‘NEXT’ button in the bottom right corner of the interface (Figure 1). The feedback
window would open and present feedback on the current trial. If a task was manually
completed, then the participant would receive text feedback about success on the last
trial. If a task was automated, then vocal feedback from the voiced agent would inform
the participant about success on the previous trial.
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Figure 3. The feedback window. In this image, the participant automated the Dining
Room’s lightings and manually adjusted the lights in the remaining three rooms.
Design
The experiment was a 2 (number of agents: one, four) x 2 (reliability: reliable,
unreliable) mixed-factors design. Reliability was the within-subjects variables. There
were two levels of the agent-number variable: one-agent or four-agent system. In the oneagent condition, the ‘Assistance’ screen listed a single agent that was responsible for
adjusting the lights in all four rooms (Figure 4, left). In the four-agent condition, the
‘Assistance’ screen listed four agents, with each agent responsible for each of the four
rooms (Figure 4). We chose four voices from macOS’s text-to-speech to create the
voices: Samantha, Moira, Fiona, and Karen. In the single-agent condition one of the four
agents would be randomly assigned to control all four room lightings for the duration of
the experiment; in the four-agent condition each agent would be randomly assigned to
one of the four rooms.

12

Figure 4. The ‘Assistance’ screen in the single-agent (left) and four-agent (right)
conditions.
Reliability had two levels: reliable and unreliable. In the reliable condition, all
four room lightings successfully completed their tasks 100% of the time. In the unreliable
condition the bedroom, kitchen, and dining room lightings remained 100% reliable, but
the living room lighting became 60% reliable. Errors were randomly assigned to 40% of
the total trials. Error did not occur until after the twelfth trial to ensure that initial trust
can be established; errors early in trust formation are more damaging to trust than errors
later in the interaction (Wickens, Hellenberg, & Xu, 2002). 60% reliability was chosen
for the living room lighting to ensure participants perceived that lighting as performing
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unreliably (Wickens & Dixon, 2007). Error statements used were “I was not able to
correctly adjust the lights in the living room,” in order to prevent any interpretations of
trust repair. The way trust violations are addressed by the transgressor can have varying
effects on how the violation affects trust (Kim, Ferrin, Cooper, & Dirks, 2004). The
current study did not address trust violation remedies. When an automated agent was
delegated a task and an error did not occur, the agent responded: “I was able to correctly
adjust the lights in the (insert room).” If an error did occur, the agent responded: “I was
not able to correctly adjust the lights in the living room.” Note that an agent only
responded if the participant delegated a task to that agent.
Materials
Equipment. Data was collected in a lab setting on computers with 3.2 GHz
processors, 4GB RAM, Windows 7, and a 19-inch LCD monitor. Display resolution was
set at 1024x1280. Participants sat approximately 18 inches away from the monitor and
interacted with the system using a mouse and keyboard. To ensure the audibility of the
system’s feedback, participants wore wired over-ear headphones during the duration of
the experimental task.
Measures
Individual Difference Measures. The Complacency Potential Rating Scale (CPRS;
Singh, Molloy, & Parasuraman, 1993) was used to determine a participant’s tendency for
automation-induced complacency. Participants rated their agreement with 20 general
automation statements (α = 0.72) using a 7-point Likert scale. Scores were summed to
provide a CPRS score. Higher CPRS scores indicate greater complacency potential.
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Extroversion was measured using a 10-item subscale (α = 0.92) taken from the
Big-Five Factor Markers Scale (Goldberg, 1992). Participants rated their agreement with
general extroversion statements using a 7-point Likert scale. Scores were summed to
provide a measure of extroversion. Higher extroversion scores indicate a greater level of
extroversion.
Subjective Trust Measures. History-based trust was measured using five questions
adapted from Lee and Moray (1994). The questions involve self-reports of trust in the
automated system. This variable is measured at both the system and subsystem levels.
That is, participants were asked how much they trusted in the system’s ability to adjust
the lights overall and for each of the four rooms. Additionally, participants self-reported
their reliance on the automated system, self-confidence to complete the experimental task
without the automated system, and perception of the automated system’s ability to
improve their performance. These three variables were measured at the system level.
Participants indicated the degree to which they agreed with these statements using a 0100 visual analogue scale, where higher scores indicate higher measures of the respective
construct.
Behavioral Trust Measures. Response time (ms) was measured as the amount of
time passed from when a task list is first presented to the participant to when the ‘Next’
button is pressed. This measure could only be measured at the system level.
Automation use was measured as the percentage of trials when automation was
used. For example, a value of 0.67 means that the automation was used in 67% of the
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total number of trials. This variable was measured at both the system and subsystem
levels.
Verification behaviors were measured as the percentage of trials when the
participant performed a verification behavior. In this study a verification behavior is the
act of delegating a task to an Assistant and subsequently manually adjusting the light
sliders on the ‘Rooms’ page. This variable was measured at both the system and
subsystem levels.
Procedure
Participants were tested in groups of up to six. Each participation was randomly
assigned to either the single-agent or four-agent condition. After informed consent was
signed, the researcher provided instructions for the experimental task. Participants were
told that the automation was reliable, but imperfect. After confirming that they
understood the instructions, participants completed the CPRS and extroversion
questionnaires. Next, participants completed the first 12 trials of the experiment (when
automation errors did not occur). Then, participants completed the trust questionnaire to
establish a baseline measure of trust. The participants then completed the remaining 48
trials of the experiment (when automation errors occurred). Finally, participants
completed the trust questionnaire for a second time. At the end of the study, participants
were debriefed on the true purpose of the study.
RESULTS
An a priori power analysis indicated that a sample size of 82 would be required to
detect a large effect size (f = 0.50) with 90% power (α = .05). A total of 87 participants
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were recruited for this study. Five additional participants were recruited because four
participants experienced hardware difficulties during the experiment and one
participant’s data was incomplete. Therefore, the final sample size was 82. Outliers were
identified but not removed because their data did not appear to influence the results of the
statistical analyses. Participant descriptive statistics are shown in Table 1. Independent
sample t-tests yielded no significant difference in either age or CPRS scores between the
agent conditions (p > .05). A chi-squared test did not find significant difference in gender
between agent conditions (p > .05).
Table 1
Participant characteristics by agent-number condition (the between-subjects factor).
Single-Agent
Four-Agent
Male
Female
Male
Female
(n = 18)
(n = 23)
(n = 21)
(n = 20)
M
SD
M
SD
M
SD
M
SD
Age
19.78
1.87
18.70 1.06
19.24 1.70
19.10 1.17
CPRS
100.33 10.00
100.35 9.83
99.43 10.68
96.10 8.64
All analyses are separated into three categories: tests of the pull down effect on
subsystem-level variables (Hypotheses 1a and 1b), tests of the pull down effect on
system-level variables (Hypotheses 1a and 1b), and tests of extroversion and agentcondition (Hypothesis 2). All variables were checked for normality prior to statistical
tests. The normality check revealed that verification behaviors (system- and subsystemlevel) and confidence ratings (reliable and unreliable blocks) violated the normality
assumption. Verification behaviors exhibited a floor-effect (all skewness > 3.7, kurtosis >
11.01) and confidence ratings exhibited a ceiling-effect (all skewness < -3.2, kurtosis >
10.24). Therefore, further analyses did not include verification behaviors and confidence
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ratings. In-text figures are shown for significant results; figures for nonsignificant results
are shown in Appendix E.
Tests for Pull Down Effect (Subsystem-Level)
A 2 (number of agents: 1, 4) x 2 (reliability: reliable, unreliable) x 4 (room: living
room, bedroom, kitchen, dining room) mixed doubly multivariate ANOVA revealed a
significant three-way interaction of reliability, room, and number of agents for trust and
automation use (F (6, 75) = 3.199, p = .008, ηp2 = .204). Therefore, we conducted followup analyses for each of the dependent variables.
Trust. A 2 (number of agents: 1, 4) x 2 (reliability: reliable, unreliable) x 4 (room:
living room, bedroom, kitchen, dining room) mixed ANOVA revealed a significant main
effect on trust due to room (F (3, 78) = 19.587, p < .001, ηp2 = .430) such that participants
trusted the bedroom (M = 50.24, SD = 31.98), kitchen (M = 49.74, SD = 31.58), and
dining room lightings (M = 48.506, SD = 31.00) significantly more than the error-prone
living room lighting (M = 34.12, SD = 25.71; all p < .05). However, trust ratings did not
vary across reliability (F (1, 80) = 0.003, p = .955) and number of agents (F (1, 80) =
2.040, p = .157). The analysis also revealed a three-way interaction of reliability, room,
and number of agents for trust (F (3, 78) = 5.407, p = .002, ηp2 = .172). There were three
sources for the three-way interaction: first, the interaction between room and number of
agents is significant for the unreliable condition (F (3, 78) = 4.321, p = .007, ηp2 = .143),
but not for the reliable condition (F (3, 78) = 1.095, p = .356). In the reliable condition
trust ratings did not vary across rooms and agent conditions (all p > .05). However, post
hoc analyses for the unreliable block revealed that participants in the single-agent
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condition trusted the bedroom (t (78.22) = 3.078, p = .003), kitchen (t (80) = 2.52, p =
.014), and dining room lightings (t (80) = 2.584, p = .012) significantly more than
participants in the four-agent condition; trust in the living room lighting did not differ
between agent-number conditions (t (80) = .470, p = .640; see Table 2). The second
source of the three-way interaction is that in the single-agent condition trust decreases
between blocks for the living room, but increases between blocks for the other three
rooms (see Figure 5.1 and Table 3). In the four-agent condition trust decreases between
blocks for the living room, but does not change between blocks for the other three rooms
(see Figure 5.2 and Table 3). The third source of the three-way interaction is that the
effect of the interaction between room and reliability was much greater in the singleagent condition (F (1, 40) = 19.012, p < .001, ηp2 = .600) compared to the four-agent
condition (F (1, 40) = 4.056, p = .014, ηp2 = .243; z = 2.143, p = .016, q = .492). That is,
participants in the single-agent condition reported more trust in the reliable subsystems
than participants in the four-agent condition. We hypothesized this interaction, but in the
opposite direction.
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Table 2
Mean trust for room lightings by agent-number condition (unreliable condition only).
Single-Agent
Four-Agent
(n = 41)
(n = 41)
M
SD
M
SD
t
df
Living Room
20.85
26.28
23.76
29.54
0.470
80
Bedroom
67.80
35.15
41.88
40.92
3.078**
78.22
Kitchen
64.51
36.60
42.80
41.39
2.516*
80
Dining Room
63.29
37.26
41.22
40.04
2.584*
80
*p < .05
**p < .01
Note: The Living Room is the only room that produced errors during the
unreliable condition.

*

*

*

*

Figure 5.1. Mean subsystem-level trust comparisons between rooms, sorted by reliability
block (Single-agent condition). Significant differences are indicated by an asterisk (p <
.05).
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*

Figure 5.2. Mean subsystem-level trust comparisons between rooms, sorted by reliability
block (Four-agent condition).
Table 3
Mean trust for room lightings by agent-number condition and reliability blocks.
Reliable
Unreliable
M
SD
M
SD
t
One Agent
Living Room
47.22 34.80
20.85 26.28
5.007***
Bedroom
45.24 35.93
67.80 35.15
3.329**
Kitchen
46.49 35.26
64.51 36.60
2.440*
Dining Room
45.66 34.29
63.29 37.26
2.480*
Four Agents

Living Room
Bedroom
Kitchen
Dining Room

44.66
46.05
45.17
43.85

35.70
36.30
36.36
36.46

23.76
41.88
42.80
41.22

29.54
40.92
41.39
40.04

3.341**
0.773
0.439
0.447

*p < .05
**p < .01
***p < .001
Note: The Living Room is the only room that produced errors during the unreliable
condition.
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df
40
40
40
40
40
40
40
40

Automation use. A 2 (number of agents: 1, 4) x 2 (reliability: reliable, unreliable)
x 4 (room: living room, bedroom, kitchen, dining room) mixed ANOVA revealed a
significant main effect on automation use due to room (F (3, 78) = 12.650, p < .001, ηp2 =
.327) such that automation use was greater for the bedroom (M = .40, SD = .31), kitchen
(M = .39, SD = .31), and dining room lightings (M = .38, SD = .31) compared to the
living room (M = .30, SD = .25; all p < .05). There were not any main effects for
reliability (F (1, 80) = 0.018, p = .227) and number of agents (F (1, 80) = .918, p = .341).
Additionally, two significant two-way interactions were found: the interactions between
reliability and number of agents (F (1, 80) = 6.165, p = .015, ηp2 = .072) and reliability
and room (F (1, 80) = 9.202, p < .001, ηp2 = .261). The source of the reliability and
number of agents interaction will be explored in the system-level analysis. The source of
the reliability and room interaction is that the difference in automation use between the
Living Room and the three reliable rooms is greater in the unreliable condition than in the
reliable condition (F (1, 81) = 24.089, p < .001, ηp2 = .229). This trend does not differ
between agent-number levels because the three-way interaction was not significant (F (3,
78) = 1.257, p = .295). Post hoc analyses revealed that between reliability blocks
automation use increases for the bedroom (t (81) = 2.119, p = .037), kitchen (t (81) =
2.508, p = .014), and dining room lightings (t (81) = 2.366, p = .020), but decreases for
the living room lighting (t (81) = -2.519, p = .014) (see Figure 6 and Table 3). Hypothesis
1 stated that automation use would vary according to the number of agents in the system,
but the results do not support this conclusion.
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Figure 6. Mean subsystem-level automation use comparisons between rooms, sorted by
reliability.
Table 4
Mean automation use for room lightings by reliability condition.
Reliable
Unreliable
(n = 41)
(n = 41)
M
SD
M
SD
t
Living Room
.35
.32
.25
.28
-2.519*
Bedroom
.36
.32
.43
.37
2.119*
Kitchen
.35
.37
.43
.37
2.508*
Dining Room
.34
.32
.42
.37
2.366*
*p < .05
Note: The Living Room is the only room that produced errors during the
unreliable condition.

df
81
81
81
81

Tests for Pull Down Effect (System-Level)
A 2 (number of agents: 1, 4) x 2 (reliability: reliable, unreliable) mixed doubly
multivariate ANOVA revealed a significant two-way interaction of reliability and number
of agents for trust, automation use, response time, improvement, and reliance (F (5, 76) =
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2.452, p = .041, ηp2 = .139). Therefore, we conducted follow-up analyses for each of the
dependent variables.
Trust. A 2 (number of agents: 1, 4) x 2 (reliability: reliable, unreliable) mixed
ANOVA revealed a non-significant two-way interaction of reliability and number of
agents for trust (F (1, 80) = 3.448, p = .067). The analysis did not find main effects for
both reliability (F (1, 80) = .657, p = .420) and number of agents (F (1, 80) = 0.758, p =
.387).
Automation Use. A 2 (number of agents: 1, 4) x 2 (reliability: reliable, unreliable)
mixed ANOVA did not find main effects for reliability (F (1, 80) = 2.161, p = .145) and
number of agents (F (1, 80) = 1.555, p = .216). However, there is a significant two-way
interaction of reliability and number of agents for automation use (F (1, 80) = 8.083, p =
.006, ηp2 = .092). Post hoc analyses showed that in the reliable block automation use did
not differ between the single-agent (M = .43, SD = .34) and four-agent conditions (M =
.43, SD = .34). However, automation use in the unreliable block was greater for the
single-agent condition (M = .56, SD = .37) compared to the four-agent condition (M =
.39, SD = .37; t (80) = 2.195, p = .031). Results are shown in Figure 7.
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Figure 7. Mean system-level automation use comparisons between reliability levels,
sorted by number of agents.
Response time. A 2 (number of agents: 1, 4) x 2 (reliability: reliable, unreliable)
mixed ANOVA revealed a main effect for reliability (F (1, 80) = 67.231, p < .001, ηp2 =
.457) such that response time was greater in the reliable block (M = 22.27, SD = 7.61)
than in the unreliable block (M = 17.25, SD = 7.03). However, response times should be
greater with unreliable automation, not reliable automation (Walliser, de Visser, & Shaw,
2016). The general decrease in response time between reliability blocks is likely due to
practice effects. Therefore, response time differences between agent conditions may be
conflated with the practice effects.
Improvement. A 2 (number of agents: 1, 4) x 2 (reliability: reliable, unreliable)
mixed ANOVA revealed nonsignificant main effects for reliability (F (1, 80) = 1.923, p =
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.169) and number of agents (F (1, 80) = .435, p = .511) on perceived improvement.
However, there was a significant two-way interaction of reliability and number of agents
for perceived improvement (F (1, 80) = 7.911, p = .006, ηp2 = .090). The source of the
two-way interaction is that participants in the single-agent condition reported an increase
in the automation’s ability to improve their performance from the reliable block (M =
28.51, SD = 33.16) to the unreliable block (M = 45.61, SD = 36.89; t (40) = 2.757, p =
.009). However, participants in the four-agent condition reported similar values for the
reliable (M = 35.44, SD = 38.09) and unreliable blocks (M = 29.63, SD = 36.13; t (40) =
1.100, p = .278). Results are shown in Figure 8.

*

Figure 8. Mean improvement comparisons between agent-number conditions, sorted by
reliability condition.
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Reliance. A 2 (number of agents: 1, 4) x 2 (reliability: reliable, unreliable) mixed
ANOVA revealed a significant two-way interaction of reliability and number of agents
for perceived reliance (F (1, 80) = 8.698, p = .004, ηp2 = .098). The analysis found a main
effect for reliability (F (1, 80) = 5.527, p = .021, ηp2 = .05), but not number of agents (F
(1, 80) = 1.460, p = .230). The source of the two-way interaction is that participants in the
single-agent condition reported an increase in their reliance on the automation from the
reliable block (M = 34.76, SD = 36.16) to the unreliable block (M = 55.07, SD = 31.74; t
(40) = 23.400, p = .002). However, participants in the four-agent condition reported
similar values for the reliable (M = 37.93, SD = 37.56) and unreliable blocks (M = 35.63,
SD = 34.55; t (40) = 0.477, p = .636). Results are shown in Figure 9.

*

Figure 9. Mean reliance comparisons between agent-number conditions, sorted by
reliability condition.
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Extroversion and Trust
Before testing for the effect of extroversion, participants were split into three
groups based on their scores on the extroversion subscale (M = 49.33, SD = 11.20). The
sample was split so that participants at or below the 33 rd percentile were categorized as
introverts (n = 27), participants between the 33rd and 66th percentile were categorized as
ambiverts (n = 27), and the remaining participants were categorized as extroverts (n =
28).
Reliable block. A 2 (number of agents: 1, 4) x 3 (extroversion: introvert, ambivert,
extrovert) between-subjects ANOVA did not reveal any significant main effects (all p >
.05). Additionally, the interaction between extroversion and number of agents was not
significant (F (2, 76) = .029, p = .972; see Appendix E, Figure 17). Therefore, the results
do not support Hypothesis 2.
Unreliable block. In addition to testing the extroversion and agent-condition
interaction for the reliable condition, the current study examined this interaction for the
unreliable condition, too. A 2 (number of agents: 1, 4) x 3 (extroversion: introvert,
ambivert, extrovert) between-subjects ANOVA did not reveal a significant interaction
between extroversion and agent-condition (F (2, 76) = 0.258, p = .773; see Figure 10).
However, there was a main effect due to extroversion (F 2, 76) = 5.426, p = .006, ηp2 =
.125) such that extroverts (M = 49.54, SD = 33.69) and introverts (M = 51.26, SD =
36.63) were more trusting in the automation than ambiverts (M = 23.85, SD = 27.53; both
p < .05).
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Figure 10. Mean trust comparisons between extroversion groups, sorted by agent
condition (unreliable living room).
DISCUSSION
The goal of the current study was to determine if the strength of the pull down
effect could be influenced by the number of voiced agents in a multiple-component
system. We hypothesized that the pull down effect would be stronger in the single-agent
condition than the four-agent condition. Additionally, we sought to determine if
extroversion interacts with the agent-number factor. We hypothesized that extroverts
would trust the single-agent system more than the four-agent system, and vice versa for
introverts.
The results did not support our main hypothesis regarding the strength of the pull
down effect as the number of agents within a system changes. We expected that the four-
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agent system would have more subsystem differentiability than the single-agent system,
thereby promoting the use of a more component-specific trust strategy. However,
participants in both conditions appeared to be using CST. It is likely that the performance
feedback alone provided the necessary information to promote the use of CST. The
differences in trust, perceived reliance, and perceived improvement between agent
conditions may be explained by the experimental task’s design. Whereas an agent in the
four-agent condition only spoke when its respective room lighting was automated, the
agent in the single-agent condition spoke when any of the four room lightings were
automated. Therefore, the number of voice interactions a participant has with any
particular agent is much greater in the single-agent condition.
The pull down effect was not present in the current study, despite being
documented in other studies of multiple-component systems (e.g. Keller & Rice, 2009;
Walliser, de Visser, & Shaw, 2016). Trust and automation use increased between
reliability blocks for the three always-reliable room lightings; if the pull down effect were
present, then the unreliable living room lighting would have negatively affected the
reliable room lightings. There are two main factors that differentiate the current study
from the previous studies, and each one could potentially explain the unpredicted results.
First, the current study examined automation from a new domain. Whereas the
aforementioned studies simulated automation being used for military and aviation,
participants in the current study were required to adjust the lightings in a house.
Situational factors like task difficulty, perceived risk, and system complexity have an
effect on human-automation trust (Hoff & Bashir, 2015). Not only were participants very
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confident in their ability to complete the light-adjustment task without the help of the
automation, but the costs of the lighting automation failing are relatively inconsequential.
Domain differences like these could affect the type of trust strategy a person uses.
Second, the current study anthropomorphized the automation with voices and
names. However, the UAV and gauge monitor task paradigms did not use
anthropomorphized automation. Anthropomorphizing automation can result in changes in
trust (e.g. lower initial trust, more trust resilience, automation use; de Visser et al., 2016;
Pak, Fink, Price, Bass, & Sturre, 2012). Factors such as these can explain not only why
initial trust was low (compared to initial trust in the UAV and gauge monitor tasks), but
also why automation errors did not cause a pull down effect; anthropomorphism may
serve as a tool for buffering trust (de Visser et al., 2016). Additionally, the
implementation of voice alone influences people to apply interpersonal social rules to
automation (Nass et al., 1994). If people are more specific with their trust with
interpersonal interactions, then anthropomorphic automation would promote the use of
CST.
Our hypothesis relating extroversion and multiple-agent systems was not
supported. Whereas prior studies have found differences between introverts and
extroverts with autonomous systems (Merritt & Ilgen, 2008; Moon, Kim, & Shin, 2016),
the current study did not find any such differences. Instead, the data suggests that
ambiverts are less trusting in autonomous systems than both introverts and extroverts. It
is possible that people on the extremes of extroversion focus more on the agent
interactions and less on the actual reliability of the automation. Therefore, automation
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errors may be more damaging to trust for ambiverts because they are ambivalent toward
social interactions.
Limitations and Future Directions
Future research should address the limitations present in the current study. First,
the study used a relatively easy automated lighting task; participants could have
completed the entire experiment without using the automation. This would explain why
participants were highly confident in their ability to complete the task without the use of
automation, further evidenced by the limited number of verification behaviors.
Alternative automation tasks that are more difficult (Madhavan, Wiegmann, & Lacson,
2006), have a greater workload (Dixon & Wickens, 2006), or employ more complicated
automated systems (Parkes, 2013) may result in different findings. For example, the
aforementioned gauge-monitor (Keller & Rice, 2009) and UAV studies (Walliser, de
Visser, & Shaw, 2016) required participants to supervise multiple automated systems
simultaneously, which heavily taxes working memory and would likely lead to more
verification behaviors. Future studies should make the automation more necessary to use
in order to accomplish the task. One way to do this would be to introduce a time
constraint for each trial. Additionally, verification behaviors may be more likely with
more supervisory roles since the automation is active by default. A future study could
also make the room lighting automation active by default, thereby promoting verification
behaviors.
Second, the experiment tested only one method for increasing subsystem
differentiability: the number of voiced agents in a system. However, other methods for
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increasing subsystem differentiability remain untested. For example, currently available
smart home systems are also able to perform a multitude of functions (e.g. smart speakers
that can adjust lighting, turn on televisions, purchase products, etc.) If each subsystem
has unique functionality, then users may be less likely to use system-wide trust (Lee &
See, 2004). Future testing of new differentiability methods will provide more insight into
the determinants of trust strategy adoption.
Third, the experiment may not have included enough trials in the reliable block.
Although we used 12 reliable trials to prevent automation errors from impacting trust too
early (Wickens, Hellenberg, & Xu, 2002), participants may not have engaged in enough
trials to become proficient with the system before automation errors occurred. Response
times decreased and trust increased between the reliable and unreliable blocks, but
response times tend to increase and trust tends to decrease when automation becomes
unreliable (Walliser, de Visser, & Shaw, 2016). Therefore, participants likely became
proficient with the system after automation errors began occurring. A future study could
increase the number of trials in both reliability blocks to help participants become more
familiar with the system and maintain the 60% reliability of the unreliable room lighting.
Fourth, the current study only used quantitative measures. Despite the usefulness
of quantitative data, qualitative measures can provide additional information that cannot
be adequately captured with numeric data. For example, we have to speculate why
automation use rates were so low in this study; instead, an open-response question could
be used to ask participants what factors influenced their decision to use or disuse the
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automation. Future studies should include more open-ended questions to probe the factors
that influence trust, automation use, and verification behaviors.
Future research should further investigate the differences between interpersonal
and human-automation trust. Research endeavors have explored the differences between
both trust relationships (e.g. Madhavan & Wiegmann, 2007, Lee & See, 2004, Hoff &
Bashir, 2015), but potential differences in trust strategy remain largely unknown. Social
responses increase as a system’s anthropomorphism increases (Gong, 2008), so social
rules may influence the trust strategy a person uses. If component-specific trust is more
likely to be used with interpersonal relationships, then anthropomorphism could serve as
a method for decreasing the likelihood of the pull down effect.
Additional research should also examine how automation domain affects trust
strategy adoption. Technologies from the consumer domain are trusted more than other
domains (e.g. banking and health; Pak, McLaughlin, Rovira, & Baldwin, 2017), so this
may explain why the pull down effect was present in the previous studies but not the
current one. Furthermore, different domains carry different risks. Whereas the costs of
lighting automation failures are minor, the costs of a UAV failing are more dire.
Therefore, a person using automation in a more risk-heavy domain (e.g. military and
industrial) may adopt a system-wide trust strategy that is sensitive to errors from any
component.
Conclusion
Automation research of military and industrial technologies has provided a
foundation for human-automation trust, but technological advances have made
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technology more affordable and accessible for the average consumer. Therefore, research
should also investigate human-automation interactions with everyday items like smart
home systems and smartphones. This study is the first to examine multiple-component
system trust strategies in the context of consumer automation. The implementation of
voiced agents provides a method for anthropomorphizing a system without the use of a
visual interface. If future automation is to be further anthropomorphized, then researchers
must further study the effects of applying interpersonal social rules to machinery.
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Appendix A
Extroversion subscale adapted from Goldberg (1992)
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Appendix B
Complacency Potential Rating Scale adapted from Singh, Molloy, and Parasuraman
(1993). All questions used a 1-7 Likert scale (1 = Strongly Disagree, 7 = Strongly Agree).
Please read each statement carefully and select the one response that you feel most
accurately describes your views and experiences. THERE ARE NO RIGHT OR
WRONG ANSWERS. Please answer honestly and do not skip any questions.
1. Manually sorting through card catalogues is more reliable than computer-aided
searches for finding items in a library.
2. If I need to have a tumor in my body removed, I would choose to undergo
computer-aided surgery using laser technology because computerized surgery is
more reliable and safer than manual surgery.
3. People save time by using automatic teller machines (ATMs) rather than a bank
teller in making transactions.
4. I do not trust automated devices such as ATMs and computerized airline
reservation systems.
5. People who work frequently with automated devices have lower job satisfaction
because they feel less involved in their job than those who work manually.
6. I feel safer depositing my money at an ATM than with a human teller.
7. I have to tape an important TV program for a class assignment. To ensure that the
correct program is recorded, I would use the automatic programming facility on
my VCR rather than manual taping.
8. People whose jobs require them to work with automated systems are lonelier than
people who do not work with such devices.
9. Automated systems used in modern aircraft, such as the automatic landing
system, have made air journey safer.
10. ATMs provide safeguard against the inappropriate use of an individual’s bank
account by dishonest people.
11. Automated devices used in aviation and banking have made work easier for both
employees and customers.
12. I often use automated devices.
13. People who work with automated devices have greater job satisfaction because
they feel more involved than those who work manually.
14. Automated devices in medicine save time and money in the diagnosis and
treatment of disease.
15. Even though the automatic cruise control in my car is set at a speed below the
speed limit, I worry when I pass a police radar speed-trap in case the automatic
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control is not working properly.
16. Bank transactions have become safer with the introduction of computer
technology for the transfer of funds.
17. I would rather purchase an item than have to deal with a sales representative on
the phone because my order is more likely to be correct using the computer.
18. Work has become more difficult with the increase of automation in aviation and
banking.
19. I do not like to use ATMs because I feel that they are sometimes unreliable.
20. I think that automated devices used in medicine, such as CAT-scans and
ultrasound, provide very reliable medical diagnosis.
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Appendix C
History-based trust questionnaire adapted from Lee and Moray (1994). This version was
presented in the single-agent condition.
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Appendix D
History-based trust questionnaire adapted from Lee and Moray (1994). This version was
presented in the four-agent condition.
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Appendix E
Additional Figures

Figure 11.1. Histogram of system-level verification behaviors (reliable block).
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Figure 11.2. Histogram of system-level verification behaviors (unreliable living room
block).
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Figure 12.1. Histogram for confidence ratings (reliable block).
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Figure 12.2. Histogram for confidence ratings (unreliable living room block).
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Figure 13. Mean system-level trust comparisons between reliability levels, sorted by
number of agents.
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Figure 13. Mean response time comparisons between agent-number conditions, sorted by
reliability.
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Figure 15. Mean trust comparisons between extroversion groups, sorted by agent
condition (baseline).
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