Abstract: Measurements at the Grand Bay National Estuarine Research Reserve support a range of research activities aimed at improving the understanding of the atmospheric fate and transport of mercury. Routine monitoring was enhanced by two intensive measurement periods conducted at the site in summer 2010 and spring 2011. Detailed meteorological data are required to properly represent the weather conditions, to determine the transport and dispersion of plumes and to understand the wet and dry deposition of mercury. To describe the mesoscale features that might influence future plume calculations for mercury episodes during the Grand Bay Intensive campaigns, fine-resolution meteorological simulations using the Weather Research and Forecasting (WRF) model were conducted with various initialization and nudging configurations. The WRF simulations with nudging generated reasonable results in comparison with conventional observations in the region and measurements obtained at the Grand Bay site, including surface and sounding data. The grid nudging, together with observational nudging, had a positive effect on wind prediction. However, the nudging of mass fields (temperature and moisture) led to overestimates of precipitation, which may introduce significant inaccuracies if the data were to be used for subsequent atmospheric mercury modeling. The regional flow prediction was also influenced by the reanalysis data used to initialize the WRF simulations. Even with observational Atmosphere 2015, 6 210 nudging, the summer case simulation results in the fine resolution domain inherited features of the reanalysis data, resulting in different regional wind patterns. By contrast, the spring intensive period showed less influence from the reanalysis data.
Introduction
Mercury pollution remains a concern because of its effects on ecosystems, including threats to public health through fish consumption [1] . Atmospheric emissions and subsequent deposition are a significant pathway for mercury loading to ecosystems. It is therefore important to understand the sources of atmospheric mercury emissions, as well as its atmospheric fate and transport. The Great Lakes region has been one focus of study [2] [3] [4] , while mercury pollution in the Gulf of Mexico region has also drawn increasing attention in recent years [5] . The observed atmospheric wet deposition flux of mercury in the Gulf of Mexico region is higher than that in any other region in the United States [6] [7] [8] . This is at least partly due to the relatively high rainfall rates in the region, as well as the higher prevalence of tall convective thunderstorms, resulting in the increased scavenging of free tropospheric mercury [9] . The Air Resources Laboratory (ARL) at the National Oceanic and Atmospheric Administration (NOAA) operates a station for the long-term monitoring of atmospheric mercury and other trace species at the Grand Bay National Estuarine Research Reserve (NERR) site in Moss Point, MS (30.412 • N, 88.404
• W).
The station, located about 5 km from the Gulf, was one of the first such sites established in the National Atmospheric Deposition Program's Atmospheric Mercury Network (AMNet). Measurements at the site support a range of research activities aimed at improving the understanding of the atmospheric fate and transport of mercury. Routine monitoring includes speciated Hg, ancillary chemical species and meteorological variables. Two intensive measurement periods were conducted at the site in summer 2010 and spring 2011 [8] . The atmospheric levels of gaseous oxidized mercury (GOM), the form of mercury that is most ecologically important, because it is readily deposited and is more bioavailable once deposited (e.g., most easily methylated), are highest in these two seasons. Atmospheric models that simulate the fate and transport of emitted mercury can provide comprehensive source attribution information for a given region. The hybrid single-particle Lagrangian integrated trajectory (HYSPLIT) model [10] is a widely used trajectory and dispersion model for estimating source-receptor information on air pollutants. HYSPLIT back-trajectory analyses have been used in numerous atmospheric mercury studies [11] [12] [13] . In particular, a special version of the model (HYSPLIT-Hg), with an enhanced treatment of mercury chemistry and phase partitioning in the atmosphere, has been used to estimate detailed source-receptor relationships for atmospheric mercury deposition to the Great Lakes [2] . For such mercury modeling and for the comparable analysis of other pollutants, meteorological data are a critical input, as they control the transport and dispersion of pollutants, as well as the processes of wet and dry deposition. Atmospheric mercury is sensitive to the wind and temperature near the surface, as well as the planetary boundary layer (PBL) condition [14] . Hence, the quality of the meteorological data used influences the accuracy of the model results. The data should properly represent the spatio-temporal variations in the continuous fields of wind, temperature, precipitation, mixing and other relevant atmospheric properties. To better describe the mesoscale features in the region surrounding the NERR site during the measurement intensives, fine-resolution meteorological simulations were conducted by using the Weather Research and Forecasting (WRF) model [15] with data assimilation. As with any such model, errors will inherently exist in WRF-predicted fields due to the uncertainties associated with model dynamics, numerical algorithms, parameterization schemes, model initializations and input data. The inaccuracy of meteorological fields generated by the WRF model will be carried over to any pollutant fate and transport modeling using the data, resulting in errors in the estimates of source-receptor relationships. Thus, a comprehensive evaluation of WRF-generated meteorological fields is necessary before they are used to model the atmospheric transport and deposition of mercury.
To run the WRF model over a regional domain, reanalysis data, which are the results of other models (e.g., global reanalysis), are required to provide the initial conditions (IC) and lateral boundary conditions (LBC) for the simulations. Physical properties, such as momentum, heat and moisture, from the reanalysis data provide the initial state of the atmosphere in the regional domain and constrain the development of weather systems within time-varying lateral boundaries. However, biases in the IC/LBC data can affect the accuracy of the regional simulation results in dynamic downscaling [16] . There is no consensus about which reanalysis data provide the best IC/LBC for regional simulations. IC/LBC data with higher temporal and/or spatial resolution may not necessarily lead to better regional modeling results. The choice of IC/LBC data for the regional model can thus significantly influence the prediction of regional wind patterns, even in the finest resolution domain of a three-nested-domain configuration [17] . Thus, WRF performance must be assessed by using alternative IC/LBC inputs.
For reducing model bias during the simulation, four-dimensional data assimilation (FDDA), or nudging, is a well-known and efficient method available in the WRF model [18] . This approach adjusts model values toward observations (observational nudging) or toward analysis fields (grid or analysis nudging) for temperature, moisture and the u-and v-components of wind at each integration time step. Furthermore, Deng et al. [18] also suggested that in order to provide more accurate IC/LBC data for the regional modeling, reanalysis data must undertake an objective analysis process with surface and upper level meteorological data before being used to initialize the WRF model. Studies [17, [19] [20] [21] [22] [23] have demonstrated that nudged results outperform simulations without nudging, which is also beneficial for air quality applications, including chemical and dispersion modeling. However, there are different suggestions for configuring the nudging process in order to minimize model bias, and the situation is complex, as physics schemes for the surface and PBL develop their own local-scale dynamics regardless of the influence of "artificial" nudging. Grid nudging of wind within the PBL (including the surface layer) is the preferred protocol of the U.S. EPA for retrospective meteorological simulations used in air quality studies [24] . Rogers et al. [22] presented sensitivity tests for nudging configurations and found that multiscale FDDA combining both analysis and observational nudging produced the smallest errors. Hegarty et al. [23] found that grid nudging within the PBL corrected an overestimate in plume transport possibly caused by a positive surface wind bias in WRF. Godowitch et al. [21] showed that eliminating nudging within the surface layer and PBL resulted in a better prediction of nocturnal jet speed. Gilliam et al. [24] suggested that the use of the wind profile aloft without surface nudging improved modeled winds within the convective PBL and above the stable PBL at night.
The overall goal of this study is to find a suitable WRF-model configuration to develop a high-quality, high-resolution regional-and local-scale meteorological dataset to support mercury modeling for the two measurement campaigns at the Grand Bay station conducted in summer 2010 and spring 2011. We evaluate the WRF model performance through comparison with observations, including surface measurements and soundings at the Grand Bay NERR station. WRF simulations are generated by using different reanalysis data for IC/LBC to examine influences on the prediction of regional flows in the WRF model. Another set of WRF simulations is conducted to examine the effect of the nudging strategy on model performance. Through the evaluation of meteorological model results, we may be able to identify the inaccuracy in meteorological data affecting the simulation of pollutant transport. Section 2 describes the model configuration for WRF, experiment designs (i.e., the WRF model configurations) for the different sets of simulations carried out, sources of observation, model evaluation methodology and the HYSPLIT model used for the backward trajectory analysis, as well as reviews the two Grand Bay Intensive campaigns, including synoptic weather and mercury episodes. In Section 3, the model results and analyses are presented for the summer and spring campaigns. Our conclusions are presented in Section 4.
Experimental Section

Configuration of the WRF Model
The Advanced Research WRF version 3.2 is used to simulate weather conditions during two Grand Bay Intensive measurement periods in summer 2010 (28 July to 15 August) and spring 2011 (19 April to 9 May). The modeling domains ( Figure 1 ) include three nested grids with 36-km resolution (D01) for the contiguous U.S., 12-km resolution (D02) for the Eastern U.S. and 4-km resolution (D03) for the Gulf Coast of Louisiana, Mississippi and Alabama. Altogether, 43 vertical sigma layers are used, with the higher resolution near the ground to better describe the atmospheric structure in the lower boundary layer. The thickness of the lowest layer is around 34, and 15 layers are included below 850 hPa ( 1.5 km). The two coarser domains are run with two-way nesting, while the finest domain (D03) is initialized by using the D02 result. The physics options include the rapid radiative transfer model for longwave radiation [25] , the Dudhia scheme for shortwave radiation [26] , the Pleim-Xiu land surface model [27, 28] , the Asymmetrical Convective Model 2 for PBL parameterization [29] , WSM3 for microphysics [26] and the Grell-Devenyi Ensemble [30] for the sub-grid cloud scheme.
WRF Simulation Designs
Reanalysis Data for WRF Model Initialization
To initialize the WRF model for the North American regional domain, either reanalysis data or global model products can provide the required meteorological fields for IC/LBC. Four reanalysis products are used to initialize the WRF simulations for the Grand Bay Intensive period of summer 2010:
(1) the National Centers for Environmental Prediction (NCEP) North American Regional Reanalysis (NARR) at 32-km resolution with 29 pressure levels [31] ; (2) the NCEP Global Final Analysis with data assimilation from the Global Forecast System (GFS) in 1 × 1 degree spacing and 26 vertical layers [32] ; (3) the NCEP-National Center for Atmospheric Research Reanalysis Product (NNRP) in a 2.5 degree latitude-longitude grid with 17 pressure levels and 28 sigma levels [33] ; and (4) the NCEP Climate Forecast System Reanalysis (CFSR) at 38-km spatial resolution and 64 pressure levels [34] . They are all available at 6-h intervals; except NARR, which is 3 hourly. We evaluate the results of the WRF modeling run by using the same model configuration (detail shown in Section 2.1), but with the four sources of IC/LBC data above. Figure 1 . The three nested domains for WRF simulations and observation stations used in this study.
Nudging Procedure
The practice of objective analysis together with grid and observational nudging in meteorological modeling has been shown to be beneficial in generating inputs for air quality studies. Objective analysis modifies the first guess (i.e., reanalysis data) by ingesting information from given observations to provide more accurate IC/LBC data for WRF initialization. Objectively analyzed data also provide analysis fields for the grid nudging of wind, temperature and moisture to constrain the error growth during the simulation. In this study, the surface, sounding and wind profiler data obtained from the Meteorological Assimilation Data Ingest System (MADIS) are ingested in the simulations through objective analysis and nudging to maintain the model results close to the given observations. The Grand Bay measurements and the Soil Climate Analysis Network (SCAN) data are not included in the objective analysis and nudging, but rather reserved as an independent dataset for the model evaluation. Grid nudging and/or observational nudging are applied for all of the domains throughout the simulations to minimize errors. Three WRF simulations with different nudging configurations are conducted for the summer 2010 campaign: (1) allDA, grid nudging (including surface) and observational nudging of all fields, temperature, moisture and the u-and v-components of wind; (2) wdDAno3D, observational nudging of wind components, but no grid nudging; and (3) wdDA, grid nudging (including surface) and the observational nudging of wind fields.
Observation Data for Model Evaluations
The locations of observation data used in the analysis are shown in Figure 1 . This study uses meteorological measurements from three sources: (1) The Grand Bay NERR site provides surface meteorological measurements and extra soundings launched during the intensive period. Details on the Grand Bay station and measurements taken during the two campaigns are contained in [8] . (2) The MADIS (http://madis.noaa.gov/) developed by the NOAA Earth System Research Laboratory collects observations from a wide range of national and international data sources, and its data are integrated and quality controlled. Relevant surface and upper level (sounding and wind profiler) observations are downloaded and extracted for the study domains. (3) The SCAN (http://www.wcc.nrcs.usda.gov/scan) operated by the Natural Resources Conservation Service provides regular meteorological observations, including temperature, relative humidity, pressure, wind speed and wind direction. Two SCAN sites are relatively close to the Grand Bay station, while the rest are inland.
The evaluation of WRF results focuses on the 4-km domain (D03) for wind speed, wind direction, temperature and relative humidity. Gridded model values are paired with corresponding observations in space and in time for the comparison. If a missing data point was encountered, the station at that particular time step would be skipped. To assess the model performance, we provided domain-wide statistics calculated with simulated and measured values. a combination of metrics is suggested for model evaluations, since a single statistical metric only provides a limited characterization of the errors [35] . Statistical summaries include: the correlation coefficient (R) describing the extent of the linear relationship between the model and observed values; the mean absolute error (MAE) and root mean square error (RMSE), together with mean bias (bias), summarizing how close the predicted values are to the measured values; the standard deviation of the error (SDE), measuring the amount of variation from the average error; Index of Agreement (IOA), indicating how well the model represents the pattern of perturbation about a mean value. These statistical measures are commonly used for evaluations of meteorological and air quality models ( [20, 36, 37] , etc.), and a more detailed description of them can be found in [38] .
Backward Trajectory Analysis
The ultimate use of the WRF fine-resolution meteorological results is to support the trajectory and dispersion analysis of atmospheric mercury in the Grand Bay region. The HYSPLIT model is used to understand how different meteorological inputs affect the estimates of source-receptor relationships. The model is designed for both simple air parcel trajectories and complex dispersion and deposition simulations. It has been used for trajectory analysis to identify the source-receptor relationships of air pollutants and for dispersion predictions for a variety of events, such as nuclear incidents, volcanic eruptions, wild fire smoke transport and dust storm episodes (http://ready.arl.noaa.gov/index.php). Backward trajectories are computed for particular mercury episodes during the intensive period utilizing WRF meteorology conducted with different model configurations, as described in the previous sections. Trajectory analysis can be a useful assessment tool for selecting more accurate WRF meteorology and estimating meteorological uncertainty, because the trajectories represent the space-and time-integrations of the velocity fields rather than just relying on verification statistics at fixed locations.
Overview of Grand Bay Intensive Measurements Periods
For the Grand Bay Intensive measurement in summer 2010 (28 July to 15 August) a high pressure system was dominant in the Gulf at the beginning of the study period. The system was weakening, and a weak stationary front was approaching the coast of Mississippi on 2 August. During this period, the ambient temperature was around 33
• C as the daytime maximum and 25
• C as the nighttime minimum, while the wind speed was light to moderate with a mostly southerly to southwesterly flow. Gaseous oxidized mercury (GOM) mid-day peaks of 20-60 pg/m 3 were observed at Grand Bay on 2, 4-7
August (indicated in Figure 2 , top panel), while the typical peak value ranged about 10-20 pg/m 3 . The average gaseous elemental mercury (GEM) level of the campaign period was 1.42 ng/m 3 [8] . Another stationary front approached the Grand Bay site on 7 and 8 August. Moisture-rich Gulf air interacting with the approaching stationary front led to thunderstorm development, and a significant amount of rainfall was measured at Grand Bay during this period. Another Grand Bay Intensive period was conducted from mid-April to mid-May 2011 (19 April to 9 May). During the first 9 days, frontal activities were confined largely to the north of the Grand Bay region, and the area was dominated by southerly flows. On 28 April and 3 May, cold fronts passed through the area, bringing continental cold air masses to the station. After these frontal passages, the area experienced post-frontal conditions, namely dry air, low night-time temperatures (as low as 10
• C), a light northeasterly wind in the morning and a southerly sea breeze in the afternoon. Wind speed was moderate in general, but became gradually smaller after the second frontal passage on 3 May. Mercury episodes were identified on 29 April and 4-7 May (indicated in Figure 7 , top panel), as high levels of GOM were observed at the Grand Bay site with peak values of 30-70 pg/m 3 [8] .
Results and Discussion
Meteorological Modeling for Summer 2010
Regional Evaluations
The statistical scores for each simulation were first computed by using MADIS surface data, which were also assimilated in the observational nudging, and then SCAN data, which were not used in the nudging. a comparison against the data from the Grand Bay NERR site is presented in the next section. Table 1 shows a comparison of the model performance by using the three different nudging configurations. It can be seen that the wdDA case (grid and observational nudging only for the u-and v-components of wind), outperformed the other two in predicting wind speed. The AllDA case, which used all nudging for wind, temperature and moisture, also had relatively good results, while the simulation without 3D grid nudging (wdDAno3D) had the worst statistical scores. Hence, the 3D grid nudging appears to improve wind predictions in this situation. Since allDA nudged both mass fields (temperature and moisture) and wind fields, perhaps not surprisingly, it exhibited better scores in temperature prediction. Table 2 compares MAE statistics by using the independent (i.e., not included in the objective analysis and nudging) SCAN observational data. It is evident that wdDA demonstrated the best skill at simulating wind speed and direction. The inclusion of mass fields in the nudging or removal of grid nudging degraded the accuracy of wind prediction in this application. For temperature and relative humidity, the MAE of the wdDAno3D simulation was lowest of all. Table 1 also presents the model performance statistics (based on MADIS surface data) among cases using the four different reanalysis datasets for model initialization. For this comparison, the wdDA nudging scheme was used in each case. The best statistical scores for wind speed and direction were exhibited by the GFS case, while for surface temperature, the CFSR result was slightly better than the others. Note that the reanalysis data provide IC/LBC, as well as analysis fields for 3D grid nudging. The comparison with independent SCAN data in Table 2 shows that the NARR-based simulation was more accurate at predicting wind speed. For wind direction, the MAE for the CFSR-based simulation was slightly lower than the others, while for temperature and relative humidity, the GFS-based simulation exhibited the best performance. 
Grand Bay Station Analysis
The meteorological observations at the Grand Bay site were not included in the data assimilation, similar to the SCAN data, meaning that they can be used as an independent dataset for the model evaluation. Table 3 shows a statistical summary (MAE) of model performance at this site based on a comparison with four soundings launched during the 2010 intensive. It can be seen that the influences of the reanalysis data through IC/LBC (and nudging) reached the finest domain (D03). Similar wind speed errors in the upper atmosphere were generated by the three nudging configurations. However, when grid nudging was turned off (wdDAno3D), larger MAEs were produced for wind direction, temperature and relative humidity. For this run, only observational nudging was operating, with the available data at the surface and aloft, including two soundings and one wind profiler in the study domain. The grid nudging used in the other configurations appears to have had a positive impact in the upper atmosphere on restraining the error growth. Among the four cases using different reanalysis data, the MAE scores of the GFS case were the lowest for wind prediction, except for relative humidity. WRF showed a good prediction for the 2-m temperature at the Grand Bay site during the daytime, but had a warm bias occasionally at nighttime (Figure 2, middle panel) . The bottom panel of Figure 2 shows a time series of the modeled and observed precipitation at the Grand Bay site. There are several periods of modeled precipitation with no corresponding observations and several periods of observed precipitation without corresponding model predictions. Usually, a rapid drop in 2-m temperature associated with rain can be observed. The model missed the rainfall event on 3 August and did not predict the accurate timing of rain on 8 and 9 August. The Gulf area in the summer has abundant moisture available, and thunderstorms can easily be triggered. However, it is debatable if sub-grid-scale cloud parameterization should be used at 5-10-km resolutions, while at the same time, modeling using explicit cumulus schemes has not yet been successful [17, 18] . Sensitivity tests on nudging configurations were carried out to determine if the model's precipitation performance could be improved (Figure 2, lower panel) . When temperature and moisture were nudged through grid and observational nudging (allDA), the model generated the most significant overestimates of precipitation. For daily accumulated rainfall over the entire D03 domain, the allDA nudging scheme produced 3-5-times more precipitation than the other two cases (figure not shown). Among all MADIS surface stations, we picked up sites where zero precipitations was recorded and corresponding model values for the comparison in Figure 3 . It is noted that allDA has the largest overestimate of precipitation compared with the other two simulations using different nudging configurations. As some pollutants (e.g., GOM) are highly vulnerable to wet removal processes, extraneous precipitation would lead to artificially high wet deposition. Turning off the observational nudging for temperature and moisture (wdDA and wdDAno3D) reduced the precipitation overestimates somewhat. As can be seen from the top panel in Figure 2 , these two nudging schemes did not produce large overestimates of wind speed at the Grand Bay site. The surface wind comparisons in Figure 2 show that the model failed to predict the decrease in surface wind speed at night on certain days during the simulation period. This has been reported in other studies, such as those in Southeastern Texas [39, 40] and the coastal cities of Spain [41] . On those days, a high pressure system was dominant over the study area and no precipitation was predicted, as shown in Figure 2 . Possible causes of the overestimation of nocturnal wind speed could be the excessive vertical mixing simulated by the PBL scheme [39, 40] , the decoupling of the nocturnal boundary layer not properly simulated in the model [42] and/or the inaccuracy on predicting surface flux in the surface parameterization [43] . The wind rose plots (Figure 4) are the observed and model wind distribution at the Grand Bay site during the simulation period. All of the simulations generated too much south-southwesterly wind, while the measurement at Grand Bay was north-northwesterly dominant during the campaign period. For the wind speed, the observation had small values for northerly, but large values for southwesterly flows. The model re-produced strong southerly components of wind, but failed to generate a calm northerly. Examining the wind rose plots generated from the reanalysis data (not shown), we noticed that the reanalysis data that were input for WRF simulation lacked northerly components, while the wind measurement at Grand Bay station showed that the dominant wind was northerly. The NARR reanalysis had almost no northerly wind simulated, and the predominant wind directions were southerly to southwesterly. The model inherited features of the NARR reanalysis data, including the missing northerly components for the wind prediction. The GFS-, NNRP-and CFSR-based simulations showed air parcels arriving at the site from the west, potentially bringing pollutants from sources in the west to Grand Bay. However, the NARR-based simulation indicated air masses coming from the Gulf, where the air would be expected to be relatively clean. The time series of the wind profile at Grand Bay (figure not shown) further showed that the NARR-based simulation predicted stronger and more southerly near surface winds compared with the GFS-based simulation. In this study, observations, including surface, profiler data and sounding, were used to adjust the reanalysis data (used for IC/BC and grid nudging) toward the observations through objective analysis. In addition, observations were directly used to nudge the predicted values during the simulation. With all of this "forcing" by observations and even with the three-nested domain configuration, the finest resolution domain still inherited differing features of reanalysis data, which resulted in different model-predicted regional wind patterns. The same backward trajectory configuration was applied for nudging cases ( Figure 6 ). The wdDAno3D-based meteorology generated quite different backward trajectories when they were initiated at higher elevations (0.5 and 0.95 of the local model-estimated PBL height). Since the evaluation based on the Grand Bay sounding showed a larger error in wind direction prediction than the other cases, the northerly backward trajectories in the wdDAno3D case are likely to be unrealistic.
Meteorological Modeling for Spring 2011
Regional Evaluations
For the spring 2011 intensive period, all three nudging configurations conducted for the summer 2010 case were tested for the spring period, allowing us to further examine their performance in different seasons and meteorological conditions. To understand the variations in the reanalysis data, we focus efforts on evaluating the use of NARR and GFS datasets for modeling the spring episode. These are commonly used for the initialization of regional models in the community, and the benefit of using the other two datasets (NNRP and CFSR) for IC/LBC is not evident in the summer case.
Both simulations generated similar results for surface wind and temperature compared with the MADIS data. Consistent with the comparison with MADIS data for the summer 2010 intensive period, the nudging performed during the simulation successfully adjusted the predicted values toward the given observations. Table 4 shows the statistical summary of the model results evaluated against the independent SCAN data (i.e., data that were not used in the nudging). For mass fields (temperature and relative humidity), the NARR and GFS runs had similar statistical scores, while the NARR-based simulation performed slightly better for predicting wind speed and wind direction. Both wdDA and allDA had better scores for wind prediction, implying that the grid nudging for wind does help reduce the error for wind fields. The NARR case did generate wind fields as good as GFS in contrast to the summer case, for which NARR failed to re-produce southerly winds, as the GFS case did. The model over-predicted the amount of precipitation for a few days of the spring episode ( Figure 3) . AllDA had more days of rainfall overestimation than the other two cases, but overall, it was not as severe as the summer period. 
Grand Bay Station Analysis
As shown in the previous section with the summer intensive period, statistical summaries can only reveal the model's performance in a general way. The examination of the time series of the meteorological variables at an individual site can yield further insights. Figure 6 shows the time series of 10-m wind speed, wind direction and the 2-m temperature at the Grand Bay site during the spring 2011 intensive period. Both the NARR-and GFS-based simulations predicted similar wind patterns, generally capturing the turning of the wind direction after the frontal passages on 28 April 28 and 3 May, as well as the dominant southerly flow between 30 April and 2 May. The NARR case did not appear to predict anomalous southerly winds at the Grand Bay site as it had for portions of the summer 2010 intensive period. The NARR-based simulation generally predicted a larger diurnal variation of 2-m temperature than the GFS case. This confirms the statistical scores that the surface temperature error was larger in the spring period than in the summer episode. Surface temperature may affect the prediction of the PBL height, but it is not a particularly influential parameter for dispersion modeling. Therefore, the inaccuracy of modeling the 2-m temperature is not expected to significantly affect the accuracy of the atmospheric mercury simulations using these data. The spring 2011 intensive period was less stormy than the earlier intensive; rain occurred before two frontal passages, but it did not last long. No precipitation was observed at Grand Bay on days with high atmospheric GOM concentrations (highlighted with gray boxes in Figure 7 ), and this lack of precipitation at the site was simulated well by the modeling. The regional wind pattern is a critical factor in determining the transport of atmospheric mercury and other pollutants. Figure 8 shows the wind rose plots for surface wind over the entire innermost domain (D03) during the spring 2011 campaign. The surface wind distribution in the simulations with different initialization data was similar, in contrast with the modeling results for the summer 2010 intensive. The wind patterns from the reanalysis data represented closely matched the measurements at the Grand Bay station. Even though northerly components were somewhat under-represented, both NARR and GFS reanalysis reproduced two of the main wind patterns (northerly wind and southeasterly wind), as shown in the measurement. This finding suggests that the influence of the reanalysis data over the regional flow prediction is not always significant, but depends on the atmospheric conditions. Table 5 shows the model error (MAE) in the upper levels using data from the 10 soundings collected at Grand Bay during the spring 2011 intensive. All four variables had very similar MAE scores among the simulations with different model configurations. In the comparison of two intensive periods, the reanalysis data had a more obvious impact on WRF performance, even with regard to the innermost domain, in the summer campaign than the one conducted in spring. 2-m temperature at the Grand Bay site. Gray arrows indicate frontal passages, and mercury episodic days are highlighted with gray boxes.
Backward Trajectory Analysis
Backward trajectories were constructed by using the WRF meteorology results for air masses arriving at the Grand Bay site at 23:00 UTC on 6 May 2011 (Figure 9 ), when one of the highest GOM measurements (43.50 pg/m 3 ) during the spring 2011 spring campaign occurred at 22:30 UTC of that day. Both simulations, using NARR and GFS for initialization, indicated that the air came from the west, northwest and/or north, passing in the vicinity of one or more emission sources that may have contributed to the peak. However, the trajectories using the GFS-based WRF results traveled longer distances than those generated by the NARR-based WRF results. The differences in wind speed and direction shown in the trajectory results would likely affect the dispersion modeling results from the relevant sources in the region. Although the wind roses were similar, the trajectories clearly showed persistent differences. Future work will examine the impacts of the use of different WRF model results on mercury dispersion in the vicinity of the Grand Bay site during the intensive periods. 
Conclusions
A site at the Grand Bay NERR station has been operated by the NOAA's Air Resources Laboratory for the long-term monitoring of atmospheric mercury and other trace species since 2006. Two intensive measurement periods were conducted at the site in summer 2010 (from 28 July to 15 August) and spring 2011 (from 19 April to 9 May) to improve the understanding of the atmospheric fate and transport of mercury. To support mercury modeling in conjunction with the intensive, WRF-ARW was used to develop fine-resolution meteorological fields for the two campaign periods. Two sets of sensitivity tests were performed, to examine the influences on model performance and regional flow predictions: (1) the use of different reanalysis data for WRF initialization; and (2) the use of different nudging configurations. WRF simulations were evaluated with conventional observations and additional measurements, including surface and sounding data obtained at the Grand Bay station during the intensives. Backward trajectories using HYSPLIT were constructed for illustrative mercury peaks with different WRF meteorology to understand the influence of different meteorology inputs on the model-estimated source-receptor relationships at the site.
The nudging process in WRF sufficiently adjusted the model values toward the observations or analysis fields. The simulations by WRF with grid and observational nudging generated reasonable results and were in good agreement with the Grand Bay measurements. It was found that 3D grid nudging at the fine spatial grid (4-km resolution in this study), namely bringing the reanalysis data into the fine spatial grid, did not degrade model performance, but reduced errors in the wind predictions at the surface and aloft (the allDA and wdDA cases). The nudging of mass fields (temperature and moisture) had a significant impact on model-predicted precipitation, especially for the summer 2010 intensive period. In this case, mass-field nudging resulted in more extraneous precipitation at the Grand Bay site and 3-5-times more precipitation in the study domain than that generated in the simulations with the nudging of only wind components. These significant differences in modeled precipitation may have potentially large impacts on mercury fate and transport modeling, through the effects on wet deposition, and on the source-receptor relationships estimated from such modeling. The spring intensive period had much less precipitation than the summer case, and the WRF model simulated it relatively well.
The regional flow prediction can be influenced by the reanalysis data used to initialize and grid-nudge the WRF simulations. Larger differences were observed in the WRF results based on different reanalysis data in the summer campaign than in the spring campaign. For the 2010 summer period, the simulation using NARR data, commonly used for initializing the WRF model over North America domains, showed larger bias in comparison to the observations than the cases using other reanalysis data. Even with observational nudging, the fine-resolution domain still inherited differing features of the reanalysis data, which resulted in generating different regional wind patterns. The wind analysis at Grand Bay showed that the NARR case generated too much south-southwesterly wind compared with the other cases, and the observations actually showed north-northwesterly dominant winds during the campaign period. Similar wind patterns were generated among different sensitivity cases, but back-trajectory analyses were used to illustrate how even relatively small differences in regional wind fields can influence the modeled source-receptor relationships. In the example backward trajectory analysis of a summer 2010 mercury episode, the GFS-based simulation showed the air coming from the west, potentially bringing pollutants from emission sources to Grand Bay, while the NARR-based simulation showed air masses coming from the "clean" Gulf (i.e., with no large sources of mercury). The example trajectory analysis shown for the spring 2011 intensive also showed differences between the NARR-and GFS-based meteorological model results, but these were not as large as the difference shown in the summer 2010 episode. More differences between model results and measurements were observed between the various reanalysis datasets (used for model IC/BC/nudging) for the summer period than the spring campaign. According to the comparison of precipitation, the summer campaign period was stormier than the spring period. This may have led to higher uncertainties in the numerical model prediction during the summer period.
The 4-km grid spacing used here is generally considered to be at the borderline between the applicability of sub-grid cloud parametrizations (at larger grid spacing) and explicit approaches to generate convective updrafts (at smaller grid spacing). Future research will include simulations by using different microphysics schemes and cumulus parametrizations in the WRF model, as well as different grid sizes, to find the configuration(s) that give the best results. In addition, to improve the regional flow prediction, we will include the Grand Bay observations and SCAN dataset into the observational nudging, which may further reduce wind errors at those locations.
