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FILTER-LINKEDNESS AND ITS EFFECT ON PRESERVATION OF
CARDINAL CHARACTERISTICS
JO¨RG BRENDLE, MIGUEL A. CARDONA, AND DIEGO A. MEJI´A
Abstract. We introduce the property “F -linked” of subsets of posets for a given free fil-
ter F on the natural numbers, and define the properties “µ-F -linked” and “θ-F -Knaster”
for posets in the natural way. We show that θ-F -Knaster posets preserve strong types
of unbounded families and of maximal almost disjoint families.
Concerning iterations of such posets, we develop a general technique to construct θ-
Fr-Knaster posets (where Fr is the Frechet ideal) via matrix iterations of < θ-ultrafilter-
linked posets (restricted to some level of the matrix). This is applied to prove new
consistency results about Cichon´’s diagram (without using large cardinals) and to prove
the consistency of the fact that, for each Yorioka ideal, the four cardinal invariants
associated to it are pairwise different.
At the end, we show that three strongly compact cardinals are enough to force that
Cichon´’s diagram can be separated into 10 different values.
1. Introduction
The third author [Mej] introduced the notion of Frechet-linkedness (abbreviated Fr-
linkedness) inspired in Miller’s proof that E, the standard σ-centered poset that adds an
eventually different real (see Definition 2.4) does not add dominating reals. The third
author showed that E and random forcing are σ-Fr-linked, and that no σ-Fr-linked poset
adds dominating reals. Moreover, he showed that such posets preserve certain type of mad
(maximal almost disjoint) families (like those added by Hechler’s poset Hκ for adding a
mad family of size κ).
Frechet-linkedness is a notion of subsets of posets: given a poset P and Q ⊆ P, Q is
Frechet-linked (in P) if, for any countable sequence 〈pn : n < ω〉 of members of Q, there is
some q ∈ P forcing that pn is in the generic filter for infinitely many n. Given a cardinal
µ, a poset is µ-Fr-linked if it is the union of µ-many Fr-linked subsets. A Knaster-type
notion can be defined in the natural way: a poset P is θ-Fr-Knaster if any subset of P of
size θ contains a Fr-linked subset of the same size. It is clear that any µ-Fr-linked poset is
µ+-Fr-Knaster and, for regular θ, any θ-Fr-Knaster poset satisfies the θ-Knaster property
(see [HT48, Thm 2.4]).
The notion Fr-Knaster appears implicitly in several places. For example, using finitely
additive measures along FS (finite support) iterations, Shelah [She00] constructed an ℵ1-
Fr-Knaster poset to force cov(N ) with countable cofinality, while Kellner, Shelah and
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ℵ1
add(N ) add(M) cov(M) non(N )
b d
cov(N ) non(M) cof(M) cof(N )
c
Figure 1. Cichon´’s diagram. The arrows mean ≤ and dotted arrows rep-
resent add(M) = min{b, cov(M)} and cof(M) = max{d, non(M)}.
Taˇnasie [KST] used the same technique to construct a θ-Fr-Knaster poset that forces
(1.1) ℵ1 < add(N ) < b = θ < cov(N ) < non(M) < cov(M) = c.
Using the analog of this technique for ultrafilters, Goldstern, Shelah and the third author
[GMS16] constructed a θ-Fr-Knaster poset that forces
(1.2) ℵ1 < add(N ) < cov(N ) < b = θ < non(M) < cov(M) = c.
These two results state the both possible ways to separate the cardinal invariants in the
left side of Cichon´’s diagram (Figure 1). We assume that the reader is familiar with this
diagram.
The main challenge in both results is to force b = θ while iterating restrictions of E
to small models (for (1.2)), or similar restrictions of random forcing and of a variation of
E (for (1.1)). In fact, from both arguments, it can be inferred that θ-Fr-Knaster posets
preserve a strong type of unbounded families (see Lemma 3.12).
Since µ-Fr-linked posets preserve the mad family added by Hθ for µ < θ, it is natural
to ask:
Question 1.1. If θ is a regular uncountable cardinal, does any θ-Fr-Knaster poset preserve
the mad family added by Hθ?
Such mad family falls into the category of what we call θ-strong-Md a.d. family (see
Definition 3.13 and Lemma 3.15), which are also preserved by µ-Fr-filter posets for µ < θ
according to [Mej]. Moreover, it was proved in [FFMM18, Mej] that a large class of FS
iterations preserve the mad family added by Hθ for θ regular, this to prove that it can
be forced a = b (where a is the minimal size of an infinite mad family) in various models
where Cichon´’s diagram is divided into several values. In fact, this class is contained in
the class of FS iterations of µ-Fr-linked posets with µ < θ, but since any such iteration
yields a θ-Fr-Knaster poset (see [Mej, Sect. 5] or Lemma 3.18), the previous argument
is nicely generalized with a positive answer to Question 1.1. Even more, such positive
answer will imply that it could be forced, in addition, that a = θ in both (1.1) and (1.2).
In this paper, we answer Question 1.1 in the positive.
Theorem A (Theorem 3.16). If θ is a regular uncountable cardinal then any θ-Fr-Knaster
poset preserves all the θ-strong-Md (a.d.) families from the ground model.
Corollary. In both (1.1) and (1.2) it can be forced, in addition, that a = b.
Using four strongly compact cardinals, Goldstern, Kellner and Shelah [GKS] applied
Boolean ultrapowers (see [KTT]) to the poset that forces (1.2) to prove the consistency
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c
Figure 2. 7 values in Cichon´’s diagram with the left side separated.
of
(1.3) ℵ1 < add(N ) < cov(N ) < b < non(M) < cov(M) < d < non(N ) < cof(N ) < c.
With the same method, in [KST] Boolean ultrapowers of the poset that forces (1.1)
guarantee the consistency of
(1.4) ℵ1 < add(N ) < b < cov(N ) < non(M) < cov(M) < non(N ) < d < cof(N ) < c.
These results are examples of Cichon´’s diagram divided into 10 different values (the max-
imum possible).
In this paper, we are also interested to get strengthenings or variations of (1.1), (1.2),
(1.3) and (1.4) with respect to ZFC alone or with weaker large cardinal assumptions. The
following result strengthens (1.2) and solves [GMS16, Question 7.1].
Theorem B (Theorem 5.3). If θ0 ≤ θ1 ≤ κ ≤ µ ≤ ν are uncountable regular cardinals
and λ is a cardinal such that λ<κ = λ, then there is a ccc poset that forces (see Figure 2)
add(N ) = θ0 ≤ cov(N ) = θ1 ≤ b = a = κ ≤ non(M) = µ
≤ cov(M) = ν ≤ d = non(N ) = c = λ.
This is a new result in the sense that no large cardinals are used to prove it, and it
is another example of Cichon´’s diagram divided into 7 values, the maximum number of
different values known consistent so far without using large cardinals. See more examples
in [FFMM18, Mej] for 7 values.
The method to prove Theorem B is a modification of the method in [GMS16] to prove
(1.2), which is reviewed as follows. To force b = κ < non(M) = µ < cov(M) = c = λ, the
idea is to perform a FS iteration of Suslin ccc posets restricted to small models, this to
guarantee that each cardinal invariant of the left gets its desired value. Though classical
techniques from [JS90, Bre91] can be used, the main issue is to guarantee that b does
not get larger than desired. The reason is that restrictions of E are used (to increase
non(M)) along the iteration, and such restrictions may add dominating reals by a result
of Pawlikowski [Paw92]. Hence, chains of ultrafilters on ω are used to guarantee that no
dominating reals are added, even more, to guarantee that the iteration is κ-Fr-Knaster.
To achieve this, the following was required.
(P1) 2κ ≥ λ, so that at most κ-sequences of ultrafilters are enough (by [EK65]).
(P2) θℵ0 < µ for any θ < µ.
(P3) The chains of ultrafilters and the iteration are constructed simultaneously by recur-
sion.
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Now, to prove Theorem B we need to additionally separate cov(M) and d, which lie
on the right side of Cichon´’s diagram, while separating all the left side. The third author
[Mej13] has showed that Blass’s and Shelah’s [BS89] method of matrix iterations work to
separate several cardinals on the left and right side simultaneously, which served us as a
base to produce a method of matrix iterations with matrices of ultrafilters to extend the
method from [GMS16]. Concretely, we introduce the concept of < κ-uf-extendable matrix
iteration (see Definition 4.1) and prove the following result, which is considered the main
result of this paper.
Theorem C (Theorem 4.3). If κ is an uncountable regular cardinal then any < κ-uf-
extendable matrix iteration is κ-Fr-Knaster.
In order to define this type of matrix iterations, we required to generalize the notion of
Fr-linked as follows. When F is a free filter on ω, P is a poset and Q ⊆ P, we say that
Q is F -linked if, for any sequence 〈pn : n < ω〉 of members of Q, there is some q ∈ P
forcing that {n < ω : pn ∈ G˙} is F -positive (note that this is the same as Fr-linked when
F is the Frechet filter). In the natural way, the notions µ-F -linked and θ-F -Knaster are
defined for posets. We also say that Q ⊆ P is uf-linked if Q is F -linked for any free
filter F (equivalently, for any non-principal ultrafilter), and the notions µ-uf-linked and
θ-uf-Knaster are defined similarly.
A curious fact proved in [Mej, Lemma 5.5] (see Lemma 3.2) is that, for ccc posets,
the notions Fr-linked and uf-linked are equivalent, which means that the notions above
are not generalizations in the context of ccc. However, the notion µ-uf-linked (for µ <
κ) is implicitly used to construct the chains of ultrafilters in [GMS16], and it is also
representative to construct matrices of ultrafilters along an uf-extendable matrix iteration.
For short, a < κ-uf extendable matrix iteration produces a FS iteration 〈Pα,Qα : α < pi〉
(at the top of the matrix) of κ-cc posets where each iterand Q˙α is µα-uf-extendable with
respect to a complete subposet of Pα (lying below in the matrix) for some µα < κ (but
not necessarily µα-uf-linked with respect to Pα).
The most surprising thing about our method is that it does not rely on conditions
like (P1)-(P3), e.g., the matrix iteration can be defined before considering any matrix
of ultrafilters, and no restriction on the amount of matrices of ultrafilters is required.
For each quite uniform countable ∆-system 〈pn : n < ω〉 we can construct a matrix of
ultrafilters along the matrix iteration and a condition q forcing that {n < ω : pn ∈ G˙} is
infinite, which will be enough to guarantee that the construction is κ-Fr-Knaster.
With this method, we are also able to solve a consistency problem related to Yorioka
ideals. Yorioka [Yor02] defined σ-ideals If parametrized by increasing functions f ∈ ωω
(see details in Definition 2.5), to show that no inequality between cof(SN ) and c := 2ω
cannot be decided in ZFC, where SN is the σ-ideal of strong measure zero subsets of
2ω. The second and third author [CM] produced a ccc poset, via a matrix iteration, that
forces the four cardinals add(If ), cov(If ), non(If ) and cof(If ) to be pairwise different
for any f above some fixed f ∗. Now, thanks to Theorem C, we can prove this consistency
result for any f , which solves [CM, Question 6.1].
Theorem D (Corollary 5.6). There is a ccc poset that forces add(If ) < cov(If ) <
non(If ) < cof(If ) for any increasing f ∈ ωω.
This is actually a corollary of the following result, which can also be proved by our
method.
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Figure 3. Separation of the cardinals associated with M and N .
Theorem E (Theorem 5.4). If θ0 ≤ θ1 ≤ µ ≤ ν are uncountable regular cardinals and λ
is a cardinal such that λ<θ1 = λ, then there is a ccc poset that forces (see Figure 3)
add(N ) = θ0 ≤ b = a = θ1 ≤ cov(N ) = non(M) = µ
≤ cov(M) = non(N ) = ν ≤ d = c = λ.
This shows (without using large cardinals) that the four cardinals add(M), cov(M),
non(M) and cof(M) could be pairwise different, which solves [CM, Question 6.2]. In
the same model the cardinals associated with N are also pairwise different, though this
consistency was already proved in [Mej13].
As the final result, Boolean ultrapowers can be applied to the poset constructed for
Theorem B to weaken the large cardinal hypothesis of (1.3).
Theorem F (Theorem 5.7). Assuming three strongly compact cardinals, there is a ccc
poset that forces
ℵ1 < add(N ) < cov(N ) < b < non(M) < cov(M) < d < non(N ) < cof(N ) < c.
Result (1.3) require further hypothesis, for example, GCH is assumed in the ground
model, the cardinals on the left side of Cichon´’s diagram cannot be successors of cardinals
of countable cofinality, and the value for b should be a successor. These assumptions can
be omitted for Theorem F except of GCH that can be weakened substantially.
This work is structured as follows.
Section 2. We review our forcing notation, matrix iterations, and the classical preserva-
tion results for FS iterations and matrix iterations.
Section 3. We introduce Filter-linkedness, present examples of µ-uf-posets and show
Theorem A. In addition, we show how µ-F -linkedness and θ-F -Knaster be-
haves in FS iterations and FS products.
Section 4. We define the notion of < κ-uf-extendable matrix iterations and prove The-
orem C.
Section 5. We show applications of Theorem C, concretely, we prove Theorems B, E, D,
and F.
Section 6. Discussions and open questions are offered.
2. Preliminaries
We first review some notation and the forcing posets we are going to use throughout
this paper. Denote by C := ω<ω (Cohen forcing) ordered by ⊇ and, for any set Z, CZ
denotes the FS product of C along Z. Hechler’s poset HZ for adding an a.d. family
(indexed by Z) is defined as the poset whose conditions are of the form p : Fp × np → 2
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with Fp ∈ [Z]<ω and np < ω (demand np = 0 iff Fp = ∅), ordered by q ≤ p iff p ⊆ q
and |q−1[{1}] ∩ (Fp × {i})| ≤ 1 for every i ∈ [np, nq) (see [Hec72]). This poset has the
Knaster property and the a.d. family it adds is maximal when Z is uncountable. It is
forcing equivalent to C when Z is countable and non-empty, and it is equivalent to CZ
when |Z| = ℵ1. For any Z ⊆ Z ′, HZ lHZ′ .
Though random forcing is typically known as the cBa (complete Boolean algebra)
B(2ω)/N (where B(2ω) denotes the family of Borel subsets of 2ω), we often use the fol-
lowing equivalent poset.
Definition 2.1. Random forcing B is defined as the set of trees T ⊆ 2<ω such that
λ∗([T ]) > 0 where λ∗ denotes the Lebesgue measure on 2ω. The order is ⊆.
For (s,m) ∈ 2<ω × ω set
B(s,m) := {T ∈ B : [T ] ⊆ [s] and 2|s| · λ∗([T ]) ≥ 1− 2−10−m}.
Notation 2.2. (1) A slalom is a function ϕ : ω → [ω]<ω. For any function x with domain
ω, x ∈∗ ϕ denotes ∀∞i < ω(x(i) ∈ ϕ(i)), which is read ϕ localizes x.
(2) For a function b with domain ω and h ∈ ωω, denote seq<ω(b) :=
⋃
n<ω
∏
i<n b(i),∏
b :=
∏
i<ω b(i) and S(b, h) :=
∏
i<ω[b(i)]
≤h(i).
(3) For any set A, idA denotes the identity function on A. Denote id := idω.
(4) Operations and relations between functions from ω into the ordinals are interpreted
pointwise. For example, if b and c are such functions, b · c denotes the pairwise
ordinal product of both functions, and b < c indicates that b(i) < c(i) for any i < ω.
Also, constants objects may be interpreted as constant functions with domain ω, for
instance, the ω in S(ω, h) is understood as the constant function ω.
(5) For x, y : ω → On, x ≤∗ y denotes ∀∞i < ω(x(i) ≤ y(i)), which is read x is dominated
by y. Likewise, x <∗ y is defined.
(6) Say that two functions x and y with domain ω are eventually different, denoted by
x 6=∗ y, if ∀∞i < ω(x(i) 6= y(i)).
Definition 2.3. Localization forcing is the poset
LOC := {ϕ ∈ S(ω, id) : ∃m < ω∀i < ω(|ϕ(i)| ≤ m)}
ordered by ϕ′ ≤ ϕ iff ϕ(i) ⊆ ϕ′(i) for every i < ω. Recall that this poset is σ-linked and
that it adds an slalom in S(ω, id) that localizes all the ground model reals in ωω.
The following is a generalization of the standard ccc poset that adds an eventually
different real (see e.g. [KO14, CM]).
Definition 2.4 (ED forcing). Fix b : ω → ω+1r{0} and h ∈ ωω such that limi→+∞ h(i)b(i) =
0 (when b(i) = ω, interpret h(i)
b(i)
as 0). Define the (b, h)-ED (eventually different real)
forcing Ehb as the posets whose conditions are of the form p = (s, ϕ) such that, for some
m := mp < ω,
(i) s ∈ seq<ω(b), ϕ ∈ S(b,m · h), and
(ii) m · h(i) < b(i) for every i ≥ |s|,
ordered by (t, ψ) ≤ (s, ϕ) iff s ⊆ t, ∀i < ω(ϕ(i) ⊆ ψ(i)) and t(i) /∈ ϕ(i) for all i ∈ |t|r |s|.
Put Ehb (s,m) := {(t, ϕ) ∈ Ehb : t = s and m(t,ϕ) ≤ m} for s ∈ seq<ω(b) and m < ω.
Denote Eb := E
1
b , E := Eω, Eb(s,m) := E
1
b(s,m), and E(s,m) := Eω(s,m).
It is not hard to see that Ehb is σ-linked. Even more, whenever b ≥∗ ω, Ehb is σ-centered.
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M [G ∩ P]
N [G]
P
Q
Figure 4. Generic extensions of pairs of posets ordered like PlM Q.
When h ≥∗ 1, Ehb adds an eventually different real1 in
∏
b.
The following notion corresponds to one of our main results.
Definition 2.5 (Yorioka [Yor02]). For σ ∈ (2<ω)ω define
[σ]∞ := {x ∈ 2ω : ∃∞n < ω(σ(n) ⊆ x)} =
⋂
n<ω
⋃
m>n
[σ(m)]
and htσ ∈ ωω by htσ(i) := |σ(i)| for each i < ω.
Define the relation  on ωω by f  g iff ∀k < ω∀∞n < ω(f(nk) ≤ g(n)).
For each f ∈ ωω define the families
Jf := {X ⊆ 2ω : ∃σ ∈ (2<ω)ω(X ⊆ [σ]∞ and htσ = f)} and If :=
⋃
gf
Jg.
Any family of the form If with f increasing is called a Yorioka ideal.
The following results show the relationship between the cardinal invariants associated
with Yorioka ideals are the cardinals in Cichon´’s diagram. This is used in Section 5 to
prove Corollary 5.6.
Theorem 2.6. Let f ∈ ωω be a strictly increasing function. Then
(a) (Yorioka [Yor02]) If is a σ-ideal and SN ⊆ If ⊆ N , so cov(N ) ≤ cov(If ) ≤ cov(SN )
and non(SN ) ≤ non(If ) ≤ non(N ).
(b) (Kamo, see e.g. [CM, Cor 3.14]) add(N ) ≤ add(If ) and cof(If ) ≤ cof(N ).
(c) (Kamo and Osuga [KO08]) add(If ) ≤ b and d ≤ cof(If ).
(d) (Osuga [Osu08], see also [CM, Cor. 3.22]) cov(If ) ≤ non(M) and cov(M) ≤ non(If ).
2.1. Simple matrix iterations. We review some usual facts about matrix iterations in
the context of what we call simple matrix iterations. In this type of matrix iterations only
restricted generic reals are added, and preservation properties behave very nicely.
Definition 2.7. Let M be a transitive model of ZFC (or of a finite fragment of it). Given
two posets P ∈ M and Q (not necessarily in M), say that P is a complete subposet of
Q with respect to M , denoted by P lM Q, if P is a subposet of Q and every maximal
antichain in P that belongs to M is also a maximal antichain in Q.
In this case, if N is another transitive model ZFC such that N ⊇M and Q ∈ N , then
P lM Q implies that, whenever G is Q-generic over N , G ∩ P is P-generic over M and
M [G ∩ P] ⊆ N [G] (see Figure 4). When P ∈M it is clear that PlM P.
Definition 2.8 (Blass and Shelah [BS89]). A matrix iteration m consists of
(I) a well order Im and an ordinal pim,
1More generally, Ehb adds a real e ∈
∏
b such that ∀∞i<ω(e(i) /∈ ϕ(i)) for any ϕ ∈ S(b, h) in the ground
model.
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b
b
b
b
b
b
b
b
b
b
b
b
b
b
V0,0
V1,0
Vα,0
Vα+1,0
Vν,0
V0,ξ
V1,ξ
Vα,ξ
Vα+1,ξ
Vν,ξ
V0,ξ+1
V1,ξ+1
Vα,ξ+1
Vα+1,ξ+1
Vν,ξ+1
Q˙0,ξ
Q˙1,ξ
Q˙α,ξ
Q˙α+1,ξ
Q˙ν,ξ
V0,pi
V1,pi
Vα,pi
Vα+1,pi
Vν,pi
Figure 5. Matrix iteration with Im = ν + 1 where ν is an ordinal.
(II) for each i ∈ Im, a FS iteration Pmi,pim = 〈Pmi,ξ, Q˙mi,ξ : ξ < pim〉 such that, for any i ≤ j
in Im and ξ < pim, if Pmi,ξ l Pmj,ξ then Pmj,ξ forces Q˙mi,ξ lV Pmi,ξ Q˙
m
j,ξ.
According to this notation, Pmi,0 is the trivial poset and P
m
i,1 = Q˙
m
i,0. By Lemma 2.20, P
m
i,ξ
is a complete subposet of Pmj,ξ for all i ≤ j in Im and ξ ≤ pim.
We drop the upper index m when it is clear from the context. If j ∈ I and G is
Pj,pi-generic over V we denote Vi,ξ = V [G ∩ Pi,ξ] for all i ≤ j in I and ξ ≤ pi . Clearly,
Vi,ξ ⊆ Vj,η for all i ≤ j in I and ξ ≤ η ≤ pi. The idea of such a construction is to obtain a
matrix 〈Vi,ξ : i ∈ I, ξ ≤ pi〉 of generic extensions as illustrated in Figure 5.
If ξ ≤ pi, mξ (horizontal restriction) denotes the matrix iteration with Imξ = I and
pimξ = ξ where the FS iterations are the same as in (II) but restricted to ξ. On the
other hand, for any J ⊆ I, m|J (vertical restriction) denotes the matrix iteration with
Im|J = J and pim|J = pi where the FS iterations for i ∈ J are exactly as in (II).
The following type of matrix iteration is the one we are going to deal with throughout
the whole text.
Definition 2.9 (Simple matrix iteration). A simple matrix iteration m is a matrix itera-
tion, composed additionally of a function ∆m : pim → Im, that satisfies: for each ξ < pim,
there is a Pm∆m(ξ),ξ-name Q˙
m
ξ of a poset such that, for each i ∈ Im,
Q˙mi,ξ =
{
Q˙mξ if i ≥ ∆m(ξ),
1 otherwise.
The upper indices m are omitted when there is no risk of ambiguity.
A simple matrix iteration is easily constructed by recursion on ξ ≤ pi. When mξ is
already constructed, ∆(ξ) and Q˙ξ are freely defined, which allows to extend the matrix
to m(ξ+ 1). Limit steps are uniquely determined by taking direct limits. Also note that
the generic set is added over V∆(ξ),ξ and it may not be generic over Vi,ξ for larger i, which
is the reason we say that a restricted generic set (or real) is added at step ξ. For example,
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when Q˙ξ = D
V∆(ξ),ξ , the generic real added at ξ is dominating over V∆(ξ),ξ. Moreover,
more restricted generic sets are allowed, for example, when Q˙ξ = D
Nξ where Nξ ∈ V∆(ξ),ξ
is a (small) transitive model of ZFC, the generic real added at step ξ is dominating over
Nξ but not necessarily over V∆(ξ),ξ.
Most of the time we deal with simple matrix iterations where Im = ν + 1 for some
ordinal ν, unless we are reasoning with restrictions of such matrix iteration. In this case,
if the simple matrix iteration is composed by ccc posets and ν has uncountable cofinality,
then Pν,ξ is the direct limit of the posets below it in the matrix. More generally:
Lemma 2.10 ([BF11], see also [Mej, Cor. 2.6]). Let θ be an uncountable regular cardinal
and let ν be an ordinal. Assume that m is a simple matrix iteration such that
(i) Im = ν + 1, cf(ν) ≥ θ,
(ii) ν /∈ ran∆, and
(iii) for each ξ < pim, Pν,ξ forces that Q˙∆(ξ),ξ is θ-cc.
Then, for any ξ ≤ pi,
(a) Pν,ξ is the direct limit of 〈Pα,ξ : α < ν〉, and
(b) if β < θ and f˙ is a Pν,ξ-name of a function from β into
⋃
α<ν Vα,ξ then f˙ is forced
to be equal to a Pα,ξ-name for some α < ν. In particular, the reals in Vν,ξ are
precisely the reals in
⋃
α<ν Vα,ξ.
2.2. Relational systems and preservation. We review the theory of preservation
properties for FS iterations developed by Judah and Shelah [JS90] and Brendle [Bre91].
A similar presentation also appears in [Mej] and a generalized version can be found in
[CM, Sect. 4].
Definition 2.11. A relational system is a triple R = 〈X, Y,@〉 where @ is a relation
contained X × Y . For x ∈ X and y ∈ Y , x @ y is often read y @-dominates x.
(1) A family F ⊆ X is R-bounded if there is a member of Y that @-dominates every
member of F , otherwise we say that the set is R-unbounded. Define the cardinal b(R)
as the smallest size of an R-unbounded family.
(2) Dually, D ⊆ Y is R-dominating if every member of X is @-dominated by some
member of D. The cardinal d(R) is defined as the smallest size of an R-dominating
family.
(3) An object x ∈ X is R-unbounded over a set M if x 6@ y for all y ∈ Y ∩M .
(4) If θ is a cardinal, a family F ⊆ X is strongly θ-R-unbounded if |F | ≥ θ and, for any
y ∈ Y , |{x ∈ F : x @ y}| < θ.
Lemma 2.12. In the context of Definition 2.11, assume that F ⊆ X is a strongly θ-R-
unbounded family.
(a) If θ ≥ 2 then F is unbounded, in particular, b(R) ≤ |F |.
(b) If θ is regular then |F | ≤ d(R).
The previous fact is the reason why strongly unbounded families are used to obtain
upper bounds of b(R) and lower bounds of d(R), so their preservation in forcing extensions
helps to force values for such cardinals.
The following two definitions are the central concepts for preservation of strongly un-
bounded families.
Definition 2.13. Say that R = 〈X, Y,@〉 is a Polish relational system (Prs) if the
following is satisfied:
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(i) X is a perfect Polish space,
(ii) Y is a non-empty analytic subspace of some Polish space Z and
(iii) @=
⋃
n<ω @n where 〈@n〉n<ω is some increasing sequence of closed subsets of X ×Z
such that, for any n < ω and for any y ∈ Y , (@n)y = {x ∈ X : x @n y} is closed
nowhere dense.
By (iii), 〈X,M(X),∈〉 is Tukey-Galois below R where M(X) denotes the σ-ideal of
meager subsets of X. Therefore, b(R) ≤ non(M) and cov(M) ≤ d(R).
Definition 2.14 (Judah and Shelah [JS90]). Let R = 〈X, Y,@〉 be a Prs and let θ be
a cardinal. A poset P is θ-R-good if, for any P-name h˙ for a member of Y , there is a
non-empty H ⊆ Y (in the ground model) of size < θ such that, for any x ∈ X, if x is
R-unbounded over H then  x 66@ h˙.
Say that P is R-good if it is ℵ1-R-good.
Definition 2.14 describes a property used to preserve strongly R-unbounded families,
which is respected by FS iterations. Concretely, when θ is uncountable regular,
(I) any θ-R-good poset preserves all the strongly θ-R-unbounded families from the
ground model and
(II) FS iterations of θ-cc θ-R-good posets produce θ-R-good posets.
Hence, by Lemma 2.12, posets that are θ-R-good work to preserve b(R) small and d(R)
large. Clearly, θ-R-good implies θ′-R-good whenever θ ≤ θ′, and any poset completely
embedded into a θ-R-good poset is also θ-R-good.
Now, we present the instances of Prs and their corresponding good posets that we use
in our applications.
Lemma 2.15 ([Mej13, Lemma 4]). If R is a Prs and θ is an uncountable regular cardinal
then any poset of size < θ is θ-R-good. In particular, Cohen forcing is R-good.
Example 2.16. (1) Preserving non-meager sets: Consider the Polish relational system
Ed := 〈ωω, ωω, 6=∗〉. By [BJ95, Thm. 2.4.1 & Thm. 2.4.7], b(Ed) = non(M) and
d(Ed) = cov(M).
(2) Preserving unbounded families: The relational system D := 〈ωω, ωω,≤∗〉 is Polish and
b(D) = b and d(D) = d. Any µ-Fr-linked poset is µ+-D-good (see Lemma 3.11).
(3) Preserving null-covering families: Define Ωn := {a ∈ [2<ω]<ℵ0 : λ∗(
⋃
s∈a[s]) ≤ 2−n}
(endowed with the discrete topology) and put Ω :=
∏
n<ω Ωn with the product topol-
ogy, which is a perfect Polish space. For every x ∈ Ω denote N∗x :=
⋂
n<ω
⋃
s∈x(n)[s],
which is clearly a Borel null set in 2ω.
Define the Prs Cn := 〈Ω, 2ω,@〉 where x @ z iff z /∈ N∗x . Recall that any null set
in 2ω is a subset of N∗x for some x ∈ Ω, so Cn and 〈N (2ω), 2ω, 63〉 are Tukey-Galois
equivalent. Hence, b(Cn) = cov(N ) and d(Cn) = non(N ).
Any µ-centered poset is µ+-Cn-good (see e.g. [Bre91]). In particular, σ-centered
posets are Cn-good.
(4) Preserving union of null sets is not null: For each k < ω let idk : ω → ω such that
idk(i) = ik for all i < ω and H := {idk+1 : k < ω}. Let Lc∗ := 〈ωω,S(ω,H),∈∗〉 be
the Polish relational systems where
S(ω,H) := {ϕ : ω → [ω]<ℵ0 : ∃h ∈ H∀i < ω(|ϕ(i)| ≤ h(i))}.
As consequence of [BJ95, Thm. 2.3.9], b(Lc∗) = add(N ) and d(Lc∗) = cof(N ).
Any µ-centered poset is µ+-Lc∗-good (see [Bre91, JS90]) so, in particular, σ-
centered posets are Lc∗-good. Besides, Kamburelis [Kam89] showed that any Boolean
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algebra with a strictly positive finitely additive measure is Lc∗-good (in particular,
subalgebras of random forcing).
(5) Preserving large continuum: Consider the Polish relational system Id := 〈ωω, ωω,=〉.
It is clear that b(Id) = 2 and d(Id) = c. Though this is a quite trivial Prs, we are
interested in the following simple facts:
(5.1) x ∈ ωω is Id-unbounded over M iff x /∈M .
(5.2) If θ ≥ 2 then F ⊆ ωω is strongly θ-Id-unbounded iff |F | ≥ θ.
(5.3) Any θ-cc poset is θ-Id-good.2
Concretely, we use (5.2) as a simple resource to justify why the continuum is increased
after Boolean ultrapowers of a ccc poset (Theorem 5.7).
The following results indicate that strongly unbounded families can be added with
Cohen reals, and the effect on b(R) and d(R) by a FS iteration of good posets.
Lemma 2.17. Let µ is a cardinal with uncountable cofinality, R = 〈X, Y,@〉 a Prs and
let 〈Pα〉α<µ be a l-increasing sequence of cf(µ)-cc posets such that Pµ = limdirα<µPα. If
Pα+1 adds a Cohen real c˙α ∈ X over V Pα for any α < µ, then Pµ forces that {c˙α : α < µ}
a strongly µ-R-unbounded family of size µ.
Theorem 2.18. Let θ be an uncountable regular cardinal, R = 〈X, Y,@〉 a Prs, pi ≥ θ an
ordinal, and let Ppi = 〈Pα, Q˙α : α < pi〉 be a FS iteration such that, for each α < pi, Q˙α
is a Pα-name of a non-trivial θ-R-good θ-cc poset. Then, Ppi forces that b(R) ≤ θ and
|pi| ≤ d(R).
Proof. See e.g. [CM, Thm. 4.15] or [GMS16, Thm. 3.6]. 
For the remaining of this section, fix transitive models M ⊆ N of ZFC and a Prs
R = 〈X, Y,@〉 coded in M . The following results are related to preservation of R-
unbounded reals along simple matrix iterations.
Lemma 2.19 ([BF11, Lemma 11], see also [Mej15, Lemma 5.13]). Assume that P ∈ M
is a poset. Then, in N , P forces that every c ∈ XN that is R-unbounded over M is
R-unbounded over MP.
Lemma 2.20 ([BF11]). Assume that P0,pi = 〈P0,α, Q˙0,α : α < pi〉 ∈ M and P1,pi =
〈P1,α, Q˙1,α : α < pi〉 ∈ N are FS iterations such that, for any α < pi, if P0,α lM P1,α then
P1,α forces that Q˙0,α lMP0,α Q˙1,α. Then P0,α lM P1,α for any α ≤ pi.
In addition, if pi is limit, c ∈ XN and, for any α < pi, P1,α forces (in N) that c is
R-unbounded over MP0,α, then P1,pi forces that c is R-unbounded over M
P0,pi .
Theorem 2.21 ([BF11], see also [Mej13, Thm. 10 & Cor. 1]). Let m be a simple matrix
iteration and let R = 〈X, Y,@〉 be a Polish relational system coded in V . Assume that, for
any α ∈ I, there is some ξα < pi such that Pα+1,ξα adds a real c˙α ∈ X that is R-unbounded
over Vα,ξα. Then, for any α ∈ I, Pα+1,pi forces that c˙α is R-unbounded over Vα,pi.
In addition, if m satisfies the hypothesis of Lemma 2.10 with ν a cardinal of uncountable
cofinality and θ = cf(ν), and f : cf(ν)→ ν is increasing and cofinal, then Pν,pi forces that
{c˙f(ζ) : ζ < cf(ν)} is a strongly cf(ν)-R-unbounded family.
3. Filter-linkedness
We first review some notation about filters on ω. Denote by Fr := {x ⊆ ω : |ωrx| < ℵ0}
the Frechet filter. A filter F on ω is free if Fr ⊆ F . A set x ⊆ ω is F -positive if it intersects
2The converse is true when θ ≤ c. On the other hand, any poset is c+-Id-good.
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every member of F . Denote by F+ the family of F -positive sets. Note that x ∈ Fr+ iff x
is an infinite subset of ω.
In this section, we generalize the notion of Frechet-linkedness from [Mej] (corresponding
to Fr-linkedness in Definition 3.1(2)), and its corresponding notions of linkedness and
Knaster for posets. The third author [Mej] showed that µ-Fr-linked posets are µ+-D-
good, so they preserve strongly µ+-D-unbounded families from the ground model, and
they also satisfy a strong property related to preservation of certain type of mad families.
We also look at the corresponding Knaster property and show that it implies preservation
of strongly D-unbounded families and of the type of mad families presented in Definition
3.13. At the end, we show how these notions behave in FS iterations and FS products.
3.1. Filter-linkedness and examples.
Definition 3.1. Let P be a poset, F a free filter on ω and let µ be an infinite cardinal.
(1) The P-name G˙ usually denotes the canonical name of the P generic set. If p¯ = 〈pn :
n < ω〉 is a sequence in P, denote by W˙P(p¯) the P-name of {n < ω : pn ∈ G˙}. When
the forcing is understood from the context, we just write W˙ (p¯).
(2) A set Q ⊆ P is F -linked if, for any sequence p¯ = 〈pn : n < ω〉 in Q, there exists a
q ∈ P that forces W˙ (p¯) ∈ F+.
(3) A set Q ⊆ P is ultrafilter-linked, abbreviated uf-linked, if Q is D-linked for any non-
principal ultrafilter D on ω.
(4) The poset P is µ-F -linked if P =
⋃
α<µ Pα for some sequence 〈Pα : α < µ〉 of F -linked
subsets of P. The notion µ-uf-linked is defined likewise. When µ = ℵ0, we write
σ-F -linked and σ-uf-linked.
(5) When κ is an uncountable cardinal, say that P is < κ-F -linked if it is µ-F -linked for
some infinite cardinal µ < κ. Likewise, define < κ-uf-linked.
(6) The poset P is µ-F -Knaster if any subset of P of size µ contains an F -linked set of
size µ. The notion µ-uf-Knaster is defined likewise.
When F ⊆ F ′ are free filters, it is clear that any F ′-linked set is F -linked. In particular,
a set is uf-linked iff it is F -linked for every free filter F . Though Fr-linked is the weakest,
and uf-linked is the strongest among these properties, they are equivalent for some posets.
Lemma 3.2 ([Mej, Lemma 5.5]). Let P be a poset.
(a) If F is a free filter on ω generated by < p-many sets, then any subset of P is F -linked
iff it is Fr-linked.
(b) If P has p-cc then any subset of P is uf-linked iff it is Fr-linked.
Proof. We repeat the proof for completeness. It is enough to show that, if P a poset and
F is free filter on ω such that either F is generated by < p-many sets or P is p-cc, then
any Fr-linked subset of P is F -linked. Towards a contradiction, assume that Q ⊆ P is
Fr-linked but not F -linked, so there are a countable sequence 〈pn : n < ω〉 in Q, a maximal
antichain A ⊆ P and a sequence 〈ar : r ∈ A〉 in F such that each r ∈ A is incompatible
with pn for every n ∈ ar. In any of the two cases of the hypothesis, it can be concluded
that there is some pseudo-intersection a ∈ [ω]ℵ0 of 〈ar : r ∈ A〉. Hence each r ∈ A forces
pn ∈ G˙ for only finitely many n ∈ a, which means that P forces the same. However, since
Q is Fr-linked, there is some q ∈ P that forces ∃∞n ∈ a(pn ∈ G˙), a contradiction. 
Remark 3.3. Let P be a poset and µ and infinite cardinal.
(1) Any Fr-linked subset of P cannot contain infinite antichains of P, that is, it is finite-cc.
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(2) Any µ-Fr-linked poset is µ-finite-cc (i.e., the union of ≤ µ-many finite-cc sets). As
“finite-cc” is an absolute property for transitive models of ZFC, “µ-finite-cc” is also
absolute.
(3) Any µ-Fr-linked poset is µ+-Fr-Knaster.
(4) By (1), if θ is an infinite cardinal then any θ-Fr-Knaster poset is θ-finite-cc-Knaster
(that is, any subset of the poset of size θ contains a finite-cc set of size θ). By [HT48,
Thm. 2.4], any θ-finite-cc-Knaster poset has the θ-Knaster property.
(5) It is clear that any singleton is uf-linked. Hence, any poset of size ≤ µ is µ-uf-linked.
(6) Assume that P is a p-cc poset. In view of Lemma 3.2, P is µ-Fr-linked iff it is µ-uf-
linked. In the same way, P is θ-Fr-Knaster iff it is θ-uf linked. Note that, for µ < p
or θ ≤ p, each of the corresponding linkedness or Knaster notion implies p-Knaster.
Now we look at instances of uf-linked posets. The following result indicates that random
forcing is σ-uf-linked.
Lemma 3.4. Any complete Boolean algebra that admits a strictly-positive σ-additive mea-
sure is σ-uf-linked. In particular, any random algebra is σ-uf-linked.
Proof. Any such algebra is σ-Fr-linked by [Mej, Lemma 3.29], so it is σ-uf-linked by
Lemma 3.2. 
We also show that any poset of the form Ehb (see Definition 2.4) is σ-uf-linked. This
actually follows the same idea of Miller’s proof that E is D-good (see [Mil81], in fact, his
proof indicates that E is σ-uf-linked). To see this, we use ultrafilter limits.
Definition 3.5. Let D be an ultrafilter on P(ω), X a topological space. If x¯ = 〈xn :
n < ω〉 is a sequence on X and x ∈ X, we say that x¯ D-converges to x if, for every open
neighborhood U of x, {n < ω : xn ∈ U} ∈ D. Here, we also say that x is a D-limit of x¯.
Note that there is at most one D-limit for Hausdorff spaces. In this case, we denote by
limDn xn the ultrafilter limit of x¯. Existence can always be guaranteed from compactness.
Lemma 3.6. If X is a compact Hausdorff space and D is an utlrafilter on ω, then any
countable sequence in X has a unique ultrafilter limit.
Example 3.7. (1) Given a real δ ∈ (0, 1) the set B≥δ := {T ∈ B : λ∗([T ]) ≥ δ} is
a compact subspace of 22
<ω
(with the Cantor-space topology). Therefore, every se-
quence in B≥δ has its D-limit in B≥δ for every ultrafilter D on P(ω). Even more, if
p¯ = 〈pn : n < ω〉 is sequence in B≥δ, then q = limDn pn satisfies that, for any t ∈ 2<ω,
t ∈ q iff {n < ω : t ∈ pn} ∈ D.
(2) Fix b, h as in Definition 2.4. Note that, for any h′ ∈ ωω, S(b, h′) is a compact
subspace of P(ω)ω (with the product topology where P(ω) is the Cantor space) so,
for any m < ω, S(b,m · h) is a compact space. Therefore, if D is an ultrafilter on
ω, s ∈ seq<ω(b) and p¯ = 〈pn : n < ω〉, pn = (s, ϕn), is a sequence in Ehb (s,m), the
sequence 〈ϕn : n < ω〉 has its D-limit ϕ in S(b,m ·h) for any ultrafilter D on P(ω). In
this case, we say that limDn pn := (s, ϕ) is the D-limit of p¯. Note that, for any k < ω,
k ∈ ϕ(i) iff {n < ω : k ∈ ϕn(i)} ∈ D.
Lemma 3.8. Let D be a non-principal ultrafilter on P(ω) and b, h as in Definition 2.4.
If G is Ehb -generic over V then, in V [G], D can be extended to an ultrafilter in D
∗ on
P(ω)∩ V [G] such that, for any (s,m) ∈ seq<ω(b)× ω and any sequence p¯ ∈ Ehb (s,m)∩ V
that has its D-limit in G, W˙ (p¯)[G] ∈ D∗.
In particular, Ehb is σ-uf-linked.
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This lemma is a direct consequence of the following claim in V .
Claim 3.9. Assume N < ω, {(sk,mk) : k < N} ⊆ seq<ω(b)× ω, {p¯k : k < N} such that
each p¯k = 〈pk,n : n < ω〉 is a sequence in Ehb (sk,mk), qk is the D-limit of p¯k for each k < N ,
and q ∈ Ehb is stronger than every qk. If a ∈ D then q forces that a ∩
⋂
k<N W˙ (p¯
k) 6= ∅.
Proof. We can express the forcing conditions as pk,n = (sk, ϕk,n), qk = (sk, ϕk) where each
ϕk is the D-limit of 〈ϕk,n : n < ω〉 in S(b,mk · h). Assume that q′ = (t, ψ) ≤ q in Ehb .
Wlog, by making q′ stronger, we can assume that m∗ · h(i) < b(i) for any i ≥ |t| where
m∗ := mq′+
∑
k<N mk. Note that Uk := {ϕ ∈ S(b,mk ·h) : ∀i ∈ |t|r|sk|(t(i) /∈ ϕ(i))} is an
open neighbourhood of ϕk in S(b,mk · h), so {n < ω : ∀i ∈ |t|r |sk|(t(i) /∈ ϕk,n(i))} ∈ D.
Hence a ∩ ⋂k<N{n < ω : ∀i ∈ |t| r |sk|(t(i) /∈ ϕk,n(i))} is non-empty. Choose an n in
that set and put r := (t, ψ′) where ψ′(i) := ψ(i)∪⋃k<N ϕk,n(i). This is a condition in Ehb
because |ψ′(i)| ≤ m∗ · h(i) for every i < ω, and m∗ · h(i) < b(i) for i ≥ |t|. Moreover, r is
stronger than q′ and pn,k for any k < N , so it forces n ∈ a ∩
⋂
k<N W˙ (p¯
k). 
Remark 3.10. The version of Lemma 3.8 for random forcing does not hold. Concretely,
when D is a non-principal ultrafilter on ω, δ > 0, p¯ = 〈pn : n < ω〉 is a sequence in
B≥δ and q is the D-limit of p¯, q may not force that W˙ (p¯) is infinite. For instance, let
0 < k < ω, δ := 1 − 2−k and let 〈In : n < ω〉 be an interval partition of [k, ω) such that∑
n<ω 2
−|In| < 1. For each n < ω define
pn := {t ∈ 2<ω : if |t| ≥ k and t(i) = 0 for all i < k, then t(i) = 0 for all i ∈ In ∩ |t|.}
It can be shown that pn ∈ B≥δ and that q := 2<ω is the D-limit of p¯ := 〈pn : n < ω〉. As
λ∗([pn]) = 1−2−k+2−k−|In|, λ∗(
⋃
n<ω[pn]) ≤ 1−2−k+2−k
∑
n<ω 2
−|In| < 1, so [q]r
⋃
n<ω[pn]
has positive measure. Hence, there is an r ∈ B such that [r] ∩⋃n<ω[pn] = ∅, so r forces
that W˙ (p¯) = ∅.
3.2. Preservation of strongly unbounded families and of mad familes. Linked-
ness and Knaster notions associated with filters actually work to preserve strongly D-
unbounded families and certain type of mad families (see Definition 3.13). In [Mej] is was
proved that µ-Fr-linked posets satisfy stronger properties than these type of preservation,
for instance,
Theorem 3.11 ([Mej, Thm. 3.30]). Any µ-Fr-linked poset is µ+-Dom-good. In partic-
ular, it preserves all the strongly κ-D-unbounded families from the ground model for any
regular κ ≥ µ+.
The preservation of strongly unbounded families via Frechet-Knaster posets actually
generalizes [GMS16, Main Lemma 4.6].
Theorem 3.12. If κ is an uncountable regular cardinal then any κ-Fr-Knaster poset
preserves all the strongly κ-D-unbounded families from the ground model.
Proof. Let P be a κ-Fr-Knaster poset and let F ⊆ ωω be a strongly κ-D-unbounded
family in the ground model. Towards a contradiction, assume that there is a P-name h˙
of a real in ωω and a p ∈ P such that p  |{x ∈ F : x ≤∗ h˙}| ≥ κ. Find F ′ ⊆ F of size
κ, a family of conditions {px : x ∈ F ′} ⊆ P and a natural number m such that, for each
x ∈ F ′, px ≤ p and px  ∀n ≥ m(x(n) ≤ h˙(n)). As P is κ-Fr-Knaster, there is some
F ′′ ⊆ F ′ of size κ such that {px : x ∈ F ′′} is Fr-linked.
Note that there is a j ≥ m such that the set {x(j) : x ∈ F ′′} is infinite. (otherwise
F ′′ would be bounded, which contradicts that F is strongly κ-D-unbounded). Choose
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{xn : n < ω} ⊆ F ′′ such that xn(j) 6= xn′(j) whenever n 6= n′. For each n < ω, put
pn := pxn . As p¯ = 〈pn : n < ω〉 is a sequence in a Fr-linked set, there is a condition q ∈ P
such that q “W˙ (p¯) is infinite”. Therefore, q forces that ∃∞n < ω(xn(j) ≤ h˙(j)), which
is a contradiction. 
We now turn to preservation of mad families. The relational system defined below is
inspired by [BF11].
Definition 3.13. Fix A ⊆ [ω]ℵ0 .
(1) Let P ⊆ [[ω]ℵ0]<ℵ0 . For x ⊆ ω and h : ω × P → ω, define x @∗ h by
∀∞n < ω∀F ∈ P ([n, h(n, F ))r
⋃
F * x).
(2) Define the relational system Md(A) := 〈[ω]ℵ0 , ωω×[A]<ℵ0 ,@∗〉.
(3) If κ is an infinite cardinal, say that A is a κ-strong-Md family if A is strongly κ-
Md(A)-unbounded. When κ = ℵ1 we just say strong-Md family.
Lemma 3.14 ([BF11, Lemma 3]). Let M be a transitive model of ZFC with A ∈ M . If
a∗ ∈ [ω]ℵ0 is Md(A)-unbounded over M then |a∗ ∩ x| = ℵ0 for any x ∈ [ω]ℵ0 ∩M r I(A)
where I(A) := {x ⊆ ω : ∃F ∈ [A]<ℵ0(x ⊆∗ ⋃F )}.
Lemma 3.15. Let Z be a set, z∗ ∈ Z and let A˙ := 〈a˙z : z ∈ Z〉 be the a.d. family added
by HZ.
(a) [BF11, Lemma 4] HZ forces that a˙z∗ is Md(A˙(Z r {z∗}))-unbounded over V HZr{z∗}.
(b) If Z is uncountable then HZ forces that A˙ is a strong-Md a.d. family.
Proof. We show (b). Let h˙ be a HZ-name of a function in ω
ω×[A˙]<ℵ0 . Note that the set
{C ∈ [Z]ℵ0 : h˙(ω × [A˙C]<ℵ0) is an HC-name}
is a club in [Z]ℵ0 (here, A˙C := {a˙z : z ∈ C}), so choose some C in this club set. Hence,
by (a), for any z∗ ∈ Z r C, HZ forces that a˙z∗ 6@∗ h˙(ω × [A˙C]<ℵ0), which implies that
a˙z∗ 6@∗ h˙. 
Theorem 3.16. If κ is an uncountable regular cardinal then any κ-Fr-Knaster poset
preserves all the κ-strong-Md families from the ground model.
Proof. Let P be a κ-Fr-Knaster poset and let A be a κ-strong-Md family. Assume,
towards a contradiction, that there is some p ∈ P and some P-name h˙ of a function in
ωω×[A]
<ℵ0 such that p  |{a ∈ A : a @∗ h˙}| ≥ κ. As in the proof of Theorem 3.12, find an
A′ ⊆ A of size κ, {pa : a ∈ A′} ⊆ P and an m < ω such that, for each a ∈ A′, pa ≤ p and
pa  ∀n ≥ m∀F ∈ [A]<ℵ0([n, h˙(n, F ))r
⋃
F * a). We can also find an A′′ ⊆ A′ of size κ
such that {pa : a ∈ A′′} is Fr-linked.
Claim 3.17. The set of k < ω that satisfies ∃F ∈ [A]<ℵ0∀l ≥ k∃a ∈ A′′([k, l)r⋃F ⊆ a)
is infinite.
Proof. Assume the contrary, that is, there is some k0 < ω such that, for every k ≥ k0
and F ∈ [A]<ℵ0 there is a g(k, F ) < ω such that [k, g(k, F )) r ⋃F * a for all a ∈ A′′.
This defines a function g ∈ ωω×[A]<ℵ0 that @∗-dominates all the members of A′′, but this
contradicts that A is strongly κ-Md(A)-unbounded. 
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Choose a k ≥ m and one F ∈ [A]<ℵ0 as in the claim. Hence, for each l ≥ k there is
some al ∈ A′′ such that [k, l) r
⋃
F ⊆ al. Put pl := pal and p¯ := 〈pl : l ≥ k〉, so there is
a q ∈ P forcing that W˙ (p¯) is infinite. Let G be P-generic over V with q ∈ G and work
in V [G]. Denote h := h˙[G] and W := W˙ (p¯). Note that [k, h(k, F )) r
⋃
F * al for any
l ∈ W . On the other hand, [k, l) r ⋃F ⊆ al for any l ≥ k, in particular, if l ∈ W is
chosen above h(k, F ) then [k, h(k, F ))r
⋃
F ⊆ al, a contradiction. 
3.3. FS iterations and products. To finish this section, we present some results about
FS iterations and FS products of filter-linked and filter-Knaster posets. With the ex-
ception of the proof of Theorem 3.19, this part was taken care of, with a more general
notation, in [Mej, Sect. 5].
Theorem 3.18. Let θ be an uncountable regular cardinal.
(a) Any FS iteration of θ-Fr-Knaster posets is θ-Fr-Knaster.
(b) Any FS iteration of θ-uf-Knaster posets is θ-uf-Knaster.
(c) If µ is an infinite cardinal, then any FS iteration of length < (2µ)+ of µ-Fr-linked
posets is µ-Fr-linked.
Proof. See [Mej, Rem. 5.11]. 
Theorem 3.19. Let Q0 and Q1 be posets. If D0 is a non-principal ultrafilter on ω and
Q0 ⊆ Q0 and Q1 ⊆ Q1 are D0-linked subsets, then Q0 × Q1 is D0-linked in Q0 × Q1. In
particular,
(a) The product of two µ-D0-linked posets is µ-D0-linked.
(b) If θ is regular, then the product of two θ-D0-Knaster posets is θ-D0-Knaster.
Similar statements hold for “uf-linked” and “uf-Knaster”.
This theorem is proved using the following result, which is a weaker version of [She00,
Claim 1.6].
Lemma 3.20. Let M ⊆ N be transitive models of ZFC. In M , assume that P is a poset,
D0 is an ultrafilter on ω and, in N , assume that D is an ultrafilter that extends D0. If
G is P-generic over N and D′0 ∈M [G] is an ultrafilter on P(ω) ∩M [G] that extends D0
then, in N [G], D ∪D′0 can be extended to an ultrafilter on P(ω) ∩N [G].
Proof. Let D˙′0 ∈ M be a P-name of D′0. Assume that a ∈ D, b˙ ∈ M is a P-name of a
member of D˙′0, and p ∈ P. Put b′0 := {n < ω : p  n /∈ b˙}. It is clear that b′0 ∈ M and
that p  b′0 ∩ b˙ = ∅. Hence, p  ω r b′0 ∈ D˙′0, which implies that ω r b′0 ∈ D0. Since
D0 ⊆ D and a ∈ D, a r b′0 ∈ D, so there is an n ∈ a r b′0. Thus, in N , there is a q ≤ p
that forces n ∈ a ∩ b˙. 
Proof of Theorem 3.19. Let q¯ = 〈(q0,n, q1,n) : n < ω〉 be a sequence in Q0×Q1. Since both
Q0 and Q1 are D0-linked, for each e ∈ {0, 1} there is some re ∈ Qe forcing W˙Qe(q¯e) ∈ D+0 .
Now assume that G0 is Q0-generic over V and G1 is Q1-generic over V [G0] such that
(r0, r1) ∈ G0 × G1. Let M := V and N := V [G0]. In N , there is an ultrafilter D ⊇
D0∪{WQ0(p¯)} and, in M [G1], there is an ultrafilter D′0 ⊇ D0∪{WQ1(q¯)}. Thus, in N [G1],
D∪D′0 has the finite intersection property, so WQ0×Q1(q¯) = WQ0(q¯0)∩WQ1(q¯1) ∈ D+0 . 
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Theorem 3.21. If κ is an uncountable regular cardinal, F is a free filter on ω, and P
is a FS product of posets such that any finite subproduct is κ-F -Knaster, then P is κ-F -
Knaster.3 In particular, when F is an ultrafilter, any FS product of κ-F -linked posets is
κ-F -Knaster (likewise for “uf-Knaster”).
Proof. Let λ be a cardinal and assume that P is the FS product of 〈Qα : α < λ〉 as in
the hypothesis. If 〈pζ : ζ < κ〉 ⊆ P then, by the ∆-system Lemma, there is some K ⊆ κ
of size κ such that 〈dompζ : ζ ∈ K〉 forms a ∆-system with root R∗. Since
∏
α∈R∗ Qα is
κ-F -Knaster, we can find a K ′ ⊆ K of size κ such that {pζR∗ : ζ ∈ K ′} is F -linked.
Assume that 〈ζn : n < ω〉 ⊆ K ′. Hence, there is some q ∈
∏
α∈R∗ Qα that forces
{n < ω : pζnR∗ ∈ G˙} ∈ F+. As a matter of fact, q forces that {n < ω : pζn ∈ G˙} ∈ F+.
To see this, assume that a ∈ F and r ≤ q in P. Note that ∀∞n < ω(domr∩dompζn = R∗).
On the other hand, we can find some s ≤ rR∗ in ∏α∈R∗ Qα and an n ∈ a such that
s ≤ pζnR∗ and domr ∩ dompζn = R∗. Thus
r′ := s ∪ r(domr rR∗) ∪ pζn(dompζn rR∗)
is a condition in P stronger than both r and pζn .
The latter statement is a consequence of Theorem 3.19. 
Theorem 3.22. Let µ be an infinite cardinal, 〈Qi : i ∈ I〉 a sequence of µ-Fr-linked posets
witnessed by 〈Qi,ζ : ζ < µ〉 for each i ∈ I, and let P be the FS product of 〈Qi : i ∈ I〉. If
(i) |I| ≤ 2µ and
(ii)
∏
i∈uQi,s(i) is Fr-linked in
∏
i∈uQi for any finite u ⊆ I and s : u→ I,
then P is µ-Fr-linked.4
Proof. By a result of Engelking and Kar lowicz [EK65], there is a set H ⊆ µI of size ≤ µ
such that any finite partial function from I to µ is extended by some function in H.
For each h ∈ H and n < ω define Qh,n := {p ∈ P : |domp| ≤ n and ∀i ∈ domp(p(i) ∈
Qi,h(i))}. It is clear that these sets cover P, so it remains to show that each Qh,n is Fr-
linked. Let p¯ = 〈pk : k < ω〉 be a sequence in Qh,n. By the ∆-system lemma, we can
find w ⊆ ω infinite such that 〈dompk : k ∈ w〉 form a ∆-system with root R∗. Hence, by
(ii), there is some q ∈ ∏i∈R∗ Qi forcing that {k ∈ w : pkR∗ ∈ G˙} is infinite. Similar to
the last part of the proof of Theorem 3.21, it can be shown that q forces w ∩ W˙P(p¯) is
infinite. 
Remark 3.23. The reason the latter proof cannot guarantee the analog result for “F -
linked” for other filters F in general is that, when finding the ∆-system, it cannot be
guaranteed that w ∈ F . However, this can be done when F is a Ramsey ultrafilter, so
Theorem 3.22 is valid for Ramsey ultrafilters in the place of Fr (even more, (ii) would be
redundant by Theorem 3.19).
4. Ultrafilter-extendable matrix iterations
This section is dedicated to prove the main result of this work (Theorem 4.3).
Definition 4.1. Let κ be an uncountable cardinal. A < κ-ultrafilter-extendable matrix
iteration (abbreviated < κ-uf-extendable) is a simple matrix iteration m such that, for
each ξ < pim, Pm∆m(ξ),ξ forces that Q˙
m
ξ is a < κ-uf-linked poset.
3In the terminology of [Mej, Sect. 5], the notion “F -linked” is FS-productive.
4In the terminology of [Mej15, Sect. 5], if the notion “Fr-linked” is productive, then it is strongly
productive.
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As in Definition 2.9, we omit the upper index m when understood.
When Im = ν + 1 for some ordinal ν, the FS iteration Pν,pi = 〈Pν,ξ, Q˙ν,ξ : ξ < pi〉 is not
a FS iteration of < κ-uf-linked in general.
Remark 4.2. When κ is regular, by Remark 3.3 it can be proved by induction on ξ ≤ pi
that Pα,ξ has the κ-Knaster property for every α ∈ Im. Therefore, for each ξ < pim,
we can find a cardinal θmξ < κ (in the ground model) and a sequence 〈Q˙mξ,ζ : ζ < θmξ 〉
of Pm∆m(ξ),ξ-names such that P
m
∆m(ξ),ξ forces that 〈Q˙mξ,ζ : ζ < θmξ 〉 witnesses that Q˙mξ is
< κ-uf-linked. We use such sequences of names when dealing with < κ-uf-extendable
matrix iterations.
Theorem 4.3. Let κ be an uncountable regular cardinal and m a < κ-uf-extendable
matrix iteration. Then Pα,pi is κ-uf-Knaster for any α ∈ Im. In particular, it preserves
any strongly κ-D-unbounded family and any κ-strong-Md family from the ground model.
Throughout this section, wlog we may assume that Im = γm is an ordinal (and again,
we may omit the upper index).
The following is a version of the preceding result where the preserved strongly un-
bounded family is constructed within the matrix.
Theorem 4.4. Let κ ≤ µ be uncountable regular cardinals and let m be a < κ-uf-
extendable matrix iteration. Assume that
(i) γm > µ and pim ≥ µ,
(ii) for each α < µ, ∆m(α) = α + 1 and Q˙mα = C, and
(iii) c˙α is the Pα+1,α+1-name of the Cohen real added by Q˙
m
α .
Then, for any ν ∈ [µ, γm), Pν,pi forces that {c˙α : α < µ} forms a µ-D-strongly unbounded
family.
For the proof of both results, we need to work with special conditions of the matrix
and with ∆-systems.
Definition 4.5. Let κ be a regular uncountable cardinal and let m be a < κ-uf-extendable
matrix iteration. Let β < γ and η ≤ pi.
(1) Define P+β,η = P
+m
β,η as the set of conditions p ∈ Pβ,η such that, for each ξ ∈ domp
with ∆(ξ) ≤ β, p(ξ) is a P∆(ξ),ξ-name.
Define P∗β,η = P
∗m
β,η as the set of conditions p ∈ P+β,η such that, for each ξ ∈ domp
with ∆(ξ) ≤ β, there is a ζ = ζp(ξ) < θξ such that P∆(ξ),ξ forces that p(ξ) ∈ Qξ,ζ .
Note that P+β,η is a dense subset of Pβ,η, and P
∗
β,η is a dense subset of P
+
β,η.
(2) For each p ∈ P+β,η, α ≤ β and ξ ≤ η, p(α, ξ) is the condition in P+α,ξ defined by
(i) dom(p(α, ξ)) = domp ∩ ξ, and
(ii) for each ξ′ ∈ dom(p(α, ξ)),
p(α, ξ)(ξ′) =
{
p(ξ′) if ∆(ξ′) ≤ α,
1 otherwise.
Note that p(α, ξ) ∈ P∗α,ξ whenever p ∈ P∗β,η
(3) A uniform ∆-system in P∗β,η is a sequence p¯ = 〈pi : i ∈ J〉 of conditions in P∗β,η
such that
(i) 〈dompi : i ∈ J〉 forms a ∆-system with root R∗, and
(ii) for each ξ ∈ R∗ there is a ζ∗ξ < θξ such that P∆(ξ),ξ forces that pi(ξ) ∈ Qξ,ζ∗ξ
for all i ∈ J .
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Note that P+β,η and p(β, η) can be defined for simple matrix iterations.
The core of our main result is the following lemma.
Main Lemma 4.6. Let m be a < κ-uf-extendable matrix iteration with sequences of
names as in Remark 4.2 (without assuming that κ is regular). If ν ∈ Im and p¯ = 〈pn :
n < ω〉 is a uniform ∆-system in P∗ν,pi then there is a q ∈ Pν,pi forcing that W˙Pν,pi(p¯) is
infinite. Moreover, if D is a non-principal ultrafilter in the ground model then there is
some q ∈ P+ν,pi that forces W˙Pν,pi(p¯) ∈ D+.
proof of Theorem 4.3. Let 〈pζ : ζ < κ〉 be a sequence of conditions in Pα,pi. For each ζ < κ
find a p′ζ ∈ P∗α,pi stronger than pζ . By the ∆-system lemma and some easy combinatorial
arguments, we can find a K ⊆ κ of size κ such that {p′ζ : ζ ∈ K} forms a uniform
∆-system in P∗α,pi. Therefore, by Main Lemma 4.6, {p′ζ : ζ ∈ K} is uf-linked. Hence,
{pζ : ζ ∈ K} is uf-linked. 
proof of Theorem 4.4. First note that Pν,µ actually resembles the FS iteration of length
µ of Cohen forcing and that, for each α < µ, c˙α is forced to be a Cohen real over Vν,α.
Even more, we can assume that θα = ℵ0, Q˙α,n is a singleton (in the ground model, not
just a name), and ω<ω =
⋃
n<ω Q˙α,n. Hence, P
∗
ν,µ = P
∗
µ,µ = Cµ.
Towards a contradiction, assume that there is a Pν,pi-name h˙ of a real in ω
ω and a
p ∈ Pν,pi such that p ν,pi |{α < µ : c˙α ≤∗ h˙}| ≥ µ. Find K ⊆ µ of size µ, a family of
conditions {pα : α ∈ K} ⊆ P∗ν,pi and a natural number m such that, for each α ∈ K,
α ∈ dompα, pα ≤ p and pα  ∀n ≥ m(c˙α(n) ≤ h˙(n)). Wlog, also assume that |p(α)| ≥ m
for all α ∈ K. By the ∆-system lemma and some easy combinatorial arguments, we can
find K ′ ⊆ K of size µ such that {pα : α ∈ K ′} forms a uniform ∆-system in P∗ν,pi and
there is some t ∈ ω<ω of length m′ ≥ m such that, for all α ∈ K ′, pα(α) = t. Choose
{αn : n < ω} ⊆ K ′ (one-to-one enumeration). Define p′n identical to pαn with the sole
difference that p′n(α) := pαn(α)∪{(m′, n)}. Note that p¯′ = 〈p′n : n < ω〉 forms a countable
uniform ∆-system. Therefore, by Main Lemma 4.6, there is a condition q ∈ Pν,pi such
that q “W˙ (p¯′) is infinite”, so q forces that ∃∞n < ω(c˙αn(m′) = n ≤ h˙(m′)), which is a
contradiction. 
We now focus on the proof of Main Lemma 4.6. We start with some preliminary results
before developing the proof.
Lemma 4.7. Let m be a simple matrix iteration, α ≤ β < γ and ξ ≤ η ≤ pi. Then:
(a) For any p ∈ P+β,η, if q ≤ p(α, ξ) in P+α,ξ, then there is some p′ ≤ p in P+β,η such that
q = p′(α, ξ).
(b) If β is limit and β /∈ ran∆m then P+β,ξ = limdirα<βP+α,ξ.
Even more, similar statements hold for P∗β,η when m is a < κ-uf-extendable matrix iter-
ation.
Proof. To see (a), define p′ such that domp′ = domp∪domq and p′(ξ) is determined by the
following cases: when ξ ∈ dompr domq, p′(ξ) := p(ξ); when ξ ∈ domq, put p′(ξ) := p(ξ)
if α < ∆(ξ), otherwise p′(ξ) := q(ξ).
Now we show (b) by induction on ξ. The case ξ = 0 and the limit step are immediate.
For the successor step, assume that P+β,ξ = limdirα<βP
+
α,ξ. If β < ∆(ξ) then P
+
α,ξ+1 = P
+
α,ξ∗
1 for any α ≤ β, so the conclusion follows; if ∆(ξ) ≤ β then ∆(ξ) < β (because ∆(ξ) 6= β)
and, whenever p ∈ P+β,ξ+1, by induction hypothesis p(β, ξ) ∈ P+α,ξ for some α ∈ [∆(ξ), β).
On the other hand, p(ξ) is a P∆(ξ),ξ-name of a condition in Q˙ξ, so p ∈ P+α,ξ+1. 
20 JO¨RG BRENDLE, MIGUEL A. CARDONA, AND DIEGO A. MEJI´A
Lemma 4.8. Let Ppi = 〈Pξ, Q˙ξ : ξ < pi〉 be a FS iteration with pi limit. Assume:
(i) p¯ = 〈pn : n < ω〉 is a sequence of conditions in Ppi.
(ii) 〈D˙ξ : ξ < pi〉 is a sequence such that each D˙ξ is a Pξ-name of a non-principal
ultrafilter on ω that contains D˙ξ0 for any ξ0 < ξ.
(iii) q ∈ Ppi.
(iv) For any ξ < pi, qξ forces that W˙Pξ(p¯ξ) ∈ D˙ξ.
Then q forces that
⋃
ξ<pi D˙ξ ∪ {W˙Ppi(p¯)} can be extended to an ultrafilter.
Proof. Let r ≤ q in Ppi and b˙ a Ppi-name of a member of
⋃
ξ<pi D˙ξ. Wlog (by strengthening
r if necessary), we may assume that there is a ξ < pi such that r, q ∈ Pξ and b˙ is (forced
to be equal to) a Pξ-name of a member of D˙ξ. By (iv), there are some r
′ ≤ r in Pξ and
an n < ω such that r′ ≤ pnξ and r′ ξ n ∈ b˙. Hence, q′ := r′ ∪ pn[ξ, pi) forces in Ppi that
n ∈ b˙ ∩ W˙Ppi(p¯). 
Lemma 4.9. Let s be a simple matrix iteration with Is = {0, 1}. Assume:
(i) pi = pis is limit.
(ii) p¯ = 〈pn : n < ω〉 is a sequence of conditions in P+1,pi.
(iii) 〈D˙i,ξ : i < 2, ξ < pi〉 is a sequence such that each D˙i,ξ is a Pi,ξ-name of a non-
principal ultrafilter on ω that contains D˙i0,ξ0 for any i0 ≤ i and ξ0 ≤ ξ.
(iv) D˙0,pi is a P0,pi-name of an ultrafilter containing
⋃
ξ<pi D˙0,ξ.
(v) q ∈ P+1,pi.
(vi) For any ξ < pi, q(1, ξ) forces that W˙P1,ξ(p¯(1, ξ)) ∈ D˙1,ξ.
(vii) q(0, pi) forces that W˙P0,pi(p¯(0, pi)) ∈ D˙0,pi.
Then, q forces that D˙0,pi ∪
⋃
ξ<pi D˙1,ξ ∪ {W˙P1,pi(p¯)} can be extended to an ultrafilter. Even
more, 1P1,pi forces that D˙0,pi ∪
⋃
ξ<pi D˙1,ξ can be extended to an ultrafilter.
Proof. We show that, for any P1,pi-names a˙ and b˙ of members of
⋃
ξ<pi D˙1,ξ and D˙0,pi,
respectively, q forces that a˙∩ b˙∩ W˙P1,pi(p¯) 6= ∅. Let r ≤ q in P+1,pi. Wlog (by strengthening
r if necessary) we may assume that b˙ is a P0,pi-name and that there is a ξ < pi such that
a˙ is a P1,ξ-name, r, q ∈ P+1,ξ and r forces that a˙ ∈ D˙1,ξ. Consider the P0,ξ-name
b˙′0 := {n < ω : pn(0, ξ) ∈ G˙0,ξ and pn(0, pi) P0,pi/P0,ξ n /∈ b˙}.
It is clear that 0,pi b˙ ∩ W˙ (p¯(0, pi)) ∩ b˙′0 = ∅ so, by (vii), r(0, ξ) forces in P0,ξ that
b˙0 := {n < ω : pn(0, ξ) ∈ G˙0,ξ and pn(0, pi) 1P0,pi/P0,ξ n /∈ b˙} ∈ D˙0,ξ.
Hence r 1,ξ b˙0 ∈ D˙1,ξ, so by (vi) r forces that
a˙ ∩ b˙0 ∩ W˙P1,ξ(p¯(1, ξ)) ∈ D˙1,ξ.
Find n < ω and r′ ∈ P+1,ξ stronger than both r and pn(1, ξ) such that r′ 1,ξ n ∈ a˙ ∩ b˙0.
This implies that r′(0, ξ) 0,ξ n ∈ b˙0, so there is a condition s ≤ pn(0, pi) in P+0,pi such
that s (0, ξ) ≤ r′  (0, ξ) and s 0,pi n ∈ b˙. Now, if we put p′ := r′ ∪ pn  [ξ, pi), then
s ≤ p′(0, pi), which implies by Lemma 4.7(a) that s = p′′(0, pi) for some p′′ ≤ p′ in P+1,pi.
Hence, since p′′ is stronger than both s and p′, p′′ forces that n ∈ a˙ ∩ b˙ and pn ∈ G˙1,pi.
The “even more” statement follows by the particular case when q and every pn are the
trivial condition. 
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proof of Main Lemma 4.6. Wlog assume that Im is an ordinal. Fix a uniform ∆-system
p¯ = 〈pn : n < ω〉 of P∗ν,pi as in Definition 4.5(3) and an ultrafilter D (in the ground model).
By recursion on ξ ≤ pi we construct Dξ := 〈D˙α,ξ : α ≤ ν〉 and 〈qα,ξ : α ≤ ν〉 such that,
for any α ≤ ν,
(a) D˙α,ξ is a Pα,ξ-name of a non-principal ultrafilter,
(b) Pα,ξ forces that D ⊆ D˙α0,ξ0 ⊆ D˙α,ξ for any α0 ≤ α and ξ0 ≤ ξ,
(c) qα,ξ ∈ P+α,ξ with domain R∗ ∩ ξ,
(d) qα,ξ(α0, ξ0) = qα0,ξ0 for any α0 ≤ α and ξ0 ≤ ξ, and
(e) qα,ξ  W˙Pα,ξ(p¯(α, ξ)) ∈ D˙α,ξ
After the construction, q := qν,pi is the condition we are looking for.
Step ξ = 0. As Pα,0 is the trivial poset for any α ≤ ν, Dα,0 := D and qα,0 := 1 work.
Successor step. Assume we have succeeded in our construction up to step ξ. For
α < ∆(ξ) it is clear that Pα,ξ+1 ' Pα,ξ, so D˙α,ξ+1 must be D˙α,ξ. To define qα,ξ+1 (for all
α ≤ ν) and D˙∆(ξ),ξ+1 we consider two cases. If ξ /∈ R∗ put qα,ξ+1 = qα,ξ and D˙∆(ξ),ξ+1 can
be any P∆(ξ),ξ+1-name of an ultrafilter that contains D˙∆(ξ),ξ (so it also contains D˙α,ξ+1 for
any α < ∆(ξ)); if ξ ∈ R∗, since Q˙∆(ξ),ξ = Q˙ξ is a P∆(ξ),ξ-name of a < κ-uf-linked forcing
witnessed by 〈Q˙ξ,ζ : ζ < θξ〉, and p¯(ξ) := 〈pn(ξ) : n < ω〉 can be seen as a P∆(ξ),ξ-name
of a sequence in Q˙ξ,ζ∗ξ , there is a P∆(ξ),ξ-name q(ξ) of a member of Q˙ξ such that P∆(ξ),ξ
forces that
q(ξ)  “W˙Q˙ξ(p¯(ξ)) intersects any member of D˙∆(ξ),ξ”.
Put qα,ξ+1 := qα,ξ ∪ {(ξ, q(ξ))} when ∆(ξ) ≤ α ≤ ν, otherwise qα,ξ+1 := qα,ξ ∪ {(ξ,1)},
and choose D˙∆(ξ),ξ+1 as a P∆(ξ),ξ+1-name of an ultrafilter that contains D˙∆(ξ),ξ and such
that q∆(ξ),ξ+1 forces that W˙Q˙ξ(p¯(ξ)) ∈ D˙∆(ξ),ξ+1.
No matter the case, for any α < ∆(ξ), D˙∆(ξ),ξ+1 is forced to contain D˙α,ξ+1 and
qα,ξ+1 α,ξ+1 W˙Pα,ξ+1(p¯(α, ξ + 1)) = W˙Pα,ξ(p¯(α, ξ)),
so this condition forces that W˙Pα,ξ+1(p¯(α, ξ + 1)) ∈ D˙α,ξ+1.
Now, by induction on α ∈ [∆(ξ), ν], we define D˙α,ξ+1 as required. We have already
dealt with the case α = ∆(ξ). For the successor step, assume we have defined D˙α,ξ+1
accordingly. By Lemma 3.20, we can choose a Pα+1,ξ+1-name D˙α+1,ξ+1 of an ultrafilter
that contains D˙α,ξ+1 ∪ D˙α+1,ξ. For the limit step, let α be limit and assume we have
already defined 〈D˙α0,ξ+1 : α0 < α〉. By Lemma 3.20, for any α0 < α, Pα,ξ+1 forces that
D˙α0,ξ+1 ∪ D˙α,ξ has the finite intersection property, hence D˙α,ξ ∪
⋃
α0<α
D˙α0,ξ+1 also has
this property, i.e., it can be extended to an ultrafilter. Let D˙α,ξ+1 be a Pα,ξ+1-name of
such an ultrafilter.
It remains to show that item (e) holds for (α, ξ + 1) when ∆(ξ) ≤ α ≤ ν. If ξ ∈ R∗
then qα,ξ+1 forces W˙Pα,ξ+1(p¯(α, ξ + 1)) = W˙Pα,ξ(p¯(α, ξ))∩ W˙Q˙ξ(p¯(ξ)); else, if ξ /∈ R∗ then
qα,ξ+1 forces that
W˙Pα,ξ+1(p¯(α, ξ + 1)) ⊆ W˙Pα,ξ(p¯(α, ξ)) and |W˙Pα,ξ(p¯(α, ξ))r W˙Pα,ξ+1(p¯(α, ξ + 1))| ≤ 1
(because 〈dompn : n < ω〉 forms a ∆-system and ξ is not in its root). Hence, in any case
it is clear that qα,ξ+1 forces W˙Pα,ξ+1(p¯(α, ξ + 1)) ∈ D˙α,ξ+1.
Limit step. Let η ≤ pi be a limit ordinal and assume we have succeeded in our construc-
tion for ξ < η. For each α ≤ ν put qα,η :=
⋃
ξ<η qα,ξ, which clearly satisfies (c) and (d).
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By recursion on α ≤ ν we define D˙α,η satisfying (a), (b) and (e). When α = 0, by Lemma
4.8 applied to the FS iteration P+0,η = 〈P+0,ξ, Q˙0,ξ : ξ < η〉, q0,η forces that W˙P0,η(p¯(0, η))
intersects any member of
⋃
ξ<η D˙0,ξ, so we can find a P0,η-name of an ultrafilter D˙0,η that
contains this union and such that q0,η forces W˙P0,η(p¯(0, η)) ∈ D˙0,η.
For the successor step, assume we have found D˙α,η. By Lemma 4.9 applied to (m|{α, α+
1})  η, qα+1,η forces that D˙α,η ∪
⋃
ξ<η D˙α+1,ξ ∪ {W˙Pα+1,η(p¯  (α + 1, η))} has the finite
intersection property, so we can find a Pα+1,η-name D˙α+1,η that satisfies (a), (b) and (e).
For the limit step, let α ≤ ν limit and assume we have defined D˙α0,η for all α0 < α. By
Lemma 4.9 applied to (m|{α0, α})η, qα,η forces that D˙α0,η∪
⋃
ξ<η D˙α,ξ∪{W˙Pα,η(p¯(α, η))}
has the finite intersection property. Hence, qα,η forces that
⋃
α0<α
D˙α0,η ∪
⋃
ξ<η D˙α,ξ ∪
{W˙Pα,η(p¯(α, η))} has the same property, so it can be extended to an ultrafilter D˙α,η. 
5. Applications
In this section, we show the applications of our main result. We start with the following
notion of strongly dominating family.
Definition 5.1. Let R = 〈X, Y,@〉 be a relational system and let θ be a cardinal number.
A subset D of Y is a strongly θ-R-dominating family if there is a < θ-directed partial
order 〈L,E〉 such that D = {al : l ∈ L} and, for any x ∈ X, there is some l0 ∈ L such
that x @ al for all l D l0 in L.
This notion is used implicitly in [KTT, GKS] as a dual of strongly unbounded families.
Since strongly unbounded families give upper bounds of b(R) and lower bounds of d(R),
strongly unbounded families are used to find the converse bounds.
Lemma 5.2. If D ⊆ Y is a θ-R-dominating family then θ ≤ b(A) and d(A) ≤ |D| ≤ |L|.
Note that, whenever θ is regular, any strongly θ-R-unbounded family is strongly θ-
R⊥-dominating, where R⊥ := 〈Y,X, 6A〉 is the relational system dual to R. Also recall
that, for any cardinal θ of uncountable cofinality, any < θ-directed partial order is still
< θ-directed in any ccc-forcing extension.
In principle, there is no need to use strongly dominating families to prove our consis-
tency results that do not depend on large cardinals (as in the proof of Theorem 5.4).
However, considering the techniques from [KTT, GKS], such families are required to
separate more cardinals in the right side of Cichon´’s diagram after applying Boolean
ultrapowers.
Theorem 5.3. Let θ0 ≤ θ1 ≤ θ2 ≤ µ ≤ ν be uncountable regular cardinals and let λ be
a cardinal such that ν ≤ λ = λ<θ2. Then there is a ccc poset that forces add(N ) = θ0,
cov(N ) = θ1, b = a = θ2, non(M) = µ, cov(M) = ν and d = non(N ) = c = λ.
Proof. Denote S0 = LOC, S1 = B and S2 = D. Fix a bijection g = (g0, g1, g2) : λ →
3×λ×λ and a function t : νµ→ ν such that t(νδ+α) = α for each δ < µ and α < ν. For
each ρ < νµ denote ηρ := ν + λρ, and put Ri := {ηρ + 1 + ε : ε < λ, ρ < νµ, g0(ε) = i}
for each i < 3. Set R := R0 ∪R1 ∪R2.
The poset we want is Hθ2 ∗ Cλ ∗ P where P is constructed in V0,0 := V Hθ2∗Cλ from a
< θ2-uf-extandable matrix iteration m, with I
m = ν + 1 and pim = ν + λνµ, such that
(I) for any α < ν, ∆m(α) = α + 1 and Q˙m∆(α),α = ω
<ω,
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and the matrix iteration at each interval of the form [ηρ, ηρ+1) for ρ < νµ is defined as
follows. Assume that mηρ has been constructed and that, for any i < 3 and ξ ∈ Ri ∩ ηρ,
a P∆(ξ),ξ-name N˙ξ of a transitive model of ZFC of size < θi has already been defined.
Choose
(0) for i ∈ {0, 2}, an enumeration {x˙ρi,ζ : ζ < λ} of all the nice Pν,ηρ-names for all the
members of ωω; for i = 1, {x˙ρi,ζ : ζ < λ} enumerates all the (nice) Pν,ηρ-names for
all the members of Ω (from Cn, see Example 2.16(3));
(1) for i < 3, an enumeration [ηρ ∩Ri]<θi = {Aρi,ζ : ζ < λ}.
For ξ ∈ [ηρ, ηρ+1),
(II) if ξ = ηρ, put ∆
m(ξ) = t(ρ) + 1 and Q˙mξ = E
V∆(ξ),ξ ;
(III) if ξ = ηρ + 1 + ε for some ε < λ, then there is some α < ν such that x˙
ρ
g0(ε),g1(ε)
is
a Pα,ηρ-name, so we can choose
(III-1) a non-limit ordinal ∆m(ξ) such that supγ∈Ag0(ε),g2(ε) ∆(γ) < ∆(ξ) and α <
∆(ξ) < ν, and
(III-2) a P∆(ξ),ξ-name N˙ξ of a transitive model of ZFC of size < θg0(ε) such that
P∆(ξ),ξ forces that
⋃
γ∈Aρ
g0(ε),g2(ε)
N˙γ ⊆ N˙ξ and x˙ρg0(ε),g1(ε) ∈ N˙ξ.
Put Q˙mξ = S
N˙ξ
g0(ε)
.
According to Definition 4.1, the above settles the construction of m as a< θ2-uf-extendable
matrix iteration. Set P := Pν,pi, which is ccc.
We need to show that P forces the statement of the theorem. Since this poset has size
λ, it forces c ≤ λ. On the other hand, by Theorem 4.3, P is a θ2-uf-Knaster poset, so it
preserves the mad family previously added by Hθ2 and forces a ≤ θ2. Even more, for any
regular cardinal κ ∈ [θ2, λ], P preserves the κ-D-unbounded family of size κ previously
added by Cκ. In particular, P forces b ≤ θ2 and λ ≤ d.
Observe that P can be obtained by the FS iteration 〈Pν,ξ, Q˙ν,ξ : ξ < pi〉 and that
all its iterands are θ0-Lc
∗-good and θ1-Cn-good. Therefore, by Theorem 2.18, P forces
add(N ) ≤ θ0, cov(N ) ≤ θ1 and λ ≤ non(N ), in fact, P adds
(SU1) a strongly κ-Lc∗-unbounded family of size κ for each regular κ ∈ [θ0, λ], and
(SU2) a strongly κ-Cn-unbounded family of size κ for each regular κ ∈ [θ1, λ].
On the other hand, P adds µ-cofinally many Cohen reals that form a strongly µ-Ed-
unbounded family of size µ, hence P forces non(M) ≤ b(Ed) ≤ µ.
To see that P forces θ0 ≤ add(N ), θ1 ≤ cov(N ) and θ2 ≤ b, we show that P adds the
corresponding strongly dominating families. In the ground model, order R by η E η′ iff
η ≤ η′, ∆(η) ≤ ∆(η′) and Hθ2∗Cλ∗P∆(η′),η′ N˙η ⊆ N˙η′ , which is a partial order, even more,
〈Ri,E〉 is < θi-directed for any i < 3. To see this, if A ⊆ Ri has size < θi then we can
find some ρ < νµ such that A ⊆ ηρ, so choose some ζ < λ such that A := Aρi,ζ . Put
ξ := ηρ + 1 + ε where ε = g
−1(i, γ, ζ) for some γ chosen arbitrarily. Note that ξ is an
upper bound of the set A with respect to E.
In V0,0, for ξ ∈ R0 let ϕ˙ξ be the P∆(ξ),ξ+1-name of the Lc∗-dominating slalom over N˙ξ
added by Q˙mξ = LOC
Nξ ; for ξ ∈ R1 let r˙ξ be the P∆(ξ),ξ+1-name of the random real over
N˙ξ added by Q˙
m
ξ = B
Nξ ; and for ξ ∈ R2, let d˙ξ be the P∆(ξ),ξ+1-name of the dominating
real over N˙ξ added by Q˙
m
ξ = D
Nξ . Define S˙ := {ϕ˙ξ : ξ ∈ R0}, C˙ := {r˙ξ : ξ ∈ R1}, and
D˙ := {d˙ξ : ξ ∈ R2}.
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We claim that P forces that S˙ is a strongly θ0-Lc
∗-dominating family, C˙ is a strongly
θ1-Cn-dominating family, and D˙ is a strongly θ2-D-dominating family. We just show this
fact for S˙ (the others can be proved similarly). Let x˙ be a P-name for a real in ωω. We
can find a ρ < νµ such that x˙ is a Pν,ηρ-name, so there is some ζ < ν such that x˙ = x˙
ρ
0,ζ .
Put ξ = ηρ + 1 + ε where ε := g
−1(0, ζ, 0) , so P∆(ξ),ξ forces that x˙ ∈ N˙ξ. Fix any β D ξ
in R0. Then ξ ≤ β, ∆(ξ) ≤ ∆(β) and P∆(β),β N˙ξ ⊆ N˙β, so P∆(β),β x˙ ∈ N˙β. Therefore,
ϕ˙β is forced to localize x˙.
For each ρ < νµ denote by e˙ρ the P∆(ηρ),ηρ+1-name of the eventually real over Vt(ρ)+1,ηρ
added by Q˙t(ρ)+1,ηρ . To show that non(M) ≥ µ and cov(M) ≤ ν, it is enough to prove
that P forces that E˙ := {e˙ρ : ρ < νµ} is a strongly µ-Ed-dominating family. Consider
the partial order on νµ defined by ρ E′ % iff ρ ≤ % and t(ρ) ≤ t(%), which is actually
< µ-directed. To see this, let A ⊆ νµ of size of < µ. Since A is bounded with respect to
≤ (because cf(νµ) = µ), in has an upper bound ρ ∈ νµ. Define α := supη∈A{∆(η) + 1},
which is < ν because ν is a regular cardinal. By the definition of t, there is some δ ∈ [ρ, νµ)
such that α = t(δ), hence δ is an upper bound of A with respect to E′.
Let x ∈ Vν,pi ∩ωω. We can find α < ν and ρ < νµ such that x ∈ Vα,ηρ . By the definition
of t, there is some δ ∈ [ρ, νµ) such that t(δ) = α, so x ∈ Vt(δ),ηδ . For any %D′ δ, δ ≤ % and
t(δ) ≤ t(%), so x ∈ Vt(%)+1,η% , which implies x 6=∗ e%.
To finish the proof we conclude that, by Theorem 2.21, P forces cov(M) = d(Ed) ≥ ν.
In fact, if cα denotes the Cohen real added by Qα+1,α for any α < ν, it is clearly Ed-
unbounded over Vα,α = Vα,α+1, so {cα : α < ν} is a strongly ν-Ed-unbounded family. 
Theorem 5.4. Let θ0 ≤ θ1 ≤ µ ≤ ν be uncountable regular cardinals and let λ be a
cardinal such that ν ≤ λ = λ<θ1. Then there is a ccc poset that forces MA<θ0, add(N ) =
θ0, b = a = θ1, cov(N ) = non(M) = µ, cov(M) = non(N ) = ν and d = cof(M) = c = λ.
Proof. Fix a bijection g = (g0, g1, g2) : λ→ 2× ν × λ and a function t : νµ→ ν such that
t(νδ + α) = α for each δ < µ and α < ν. Denote ηρ := ν + λρ for each ρ < νµ.
The desired poset is Hθ1 ∗ Cλ ∗ P where P is constructed in V0,0 = V Hθ1∗Cλ from a
< θ1-uf-extendable matrix iteration m.
Work in V0,0. Put I
m := ν + 1, pim := λνµ,
(I) for any α < ν, ∆m(α) = α + 1 and Q˙m∆(α),α = ω
<ω,
and define the matrix iteration in the intervals of the form [ηρ, ηρ+1) as follows. Assume
that mηρ has been defined. For α < ν choose
(0) an enumeration {Q˙ρ0,α,ζ : ζ < λ} of all the nice Pα,ηρ-names for all the posets which
underlining set is a subset of θ0 of size < θ0 and Pν,λρ“Q˙
ρ
0,ζ is ccc”; and
(1) an enumeration {Q˙ρ1,α,ζ : ζ < λ} of all the nice Pα,ηρ-names for all the σ-centered
subposets of Hechler forcing of size < θ1.
For ξ ∈ [ηρ, ηρ+1),
(II) if ξ = ηρ put ∆(ξ) = t(ρ) + 1 and Q˙
m
λρ = B
V∆(ξ),ξ ;
(III) if ξ = ηρ + 1 + ε for some ρ < νµ and ε < λ, put ∆(ξ) = g1(ε) + 1 and Q˙
m
ξ = Q˙
ρ
g(ε).
This settles the construction, which is clearly a < θ1-uf-extendable matrix iteration. 
Remark 5.5. It is possible to additionally force MA<θ0 in Theorem 5.3 by slightly modi-
fying the construction of the matrix iteration. On the other hand, the matrix of Theorem
5.4 could be modified to force the existence of a strongly-θ0-Lc
∗ dominating family.
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As a consequence of Theorem 5.4, we have a model where the cardinal invariants asso-
ciated with any Yorioka ideal are pairwise different.
Corollary 5.6. Let θ ≤ µ ≤ ν be uncountable regular cardinals and let λ ≥ ν be a cardinal
such that λ<θ = λ. Then, there is a ccc poset that forces add(If ) = θ, cov(If ) = µ,
non(If ) = ν, and cof(If ) = λ for all increasing f ∈ ωω (in the extension).
Proof. By application of Theorem 5.4 to θ := θ1 = θ2, there is a ccc poset that forces
add(N ) = b = θ, cov(N ) = non(M) = µ, cov(M) = non(N ) = ν and d = cof(M) = c =
λ. This poset is as required by Theorem 2.6. 
We finally show that the consistency of Cichon´’s diagram separated into 10 values
modulo three strongly compact cardinals. Though in [GKS] the same result is proved
modulo four strongly compact cardinals and GCH, we avoid using GCH by tracking the
exact neccessary hypothesis about the cardinals.
Theorem 5.7. Assume:
(I) κ9 < λ1 < κ8 < λ2 < κ7 < λ3 ≤ λ4 ≤ λ5 ≤ λ6 < λ7 < λ8 < λ9 are cardinal
numbers,
(II) for i ∈ [1, 9]r {6}, λi is regular,
(III) λ<λ36 = λ6, and
(IV) for j ∈ {7, 8, 9}, κj is strongly compact and λκjj = λj.
Then there is a ccc poset that forces add(N ) = λ1, cov(N ) = λ2, b = λ3, non(M) = λ4,
cov(M) = λ5, d = λ6, non(N ) = λ7, cof(N ) = λ8 and c = λ9.
This result is justified by application of Boolean ultrapowers to the poset constructed
in the proof of Theorem 5.3 in the same way as in [KTT, GKS, KST]. We review this
techniques as follows. Let κ be a strongly compact cardinal and λ > κ regular such that5
λκ = λ. Consider the Boolean completion Bκ,λ of the poset Fn<κ(λ, κ) of partial functions
from λ to κ with domain of size < κ (ordered by ⊇).
Lemma 5.8 ([KTT, GKS]). There is a κ-complete ultrafilter U on Bκ,λ such that its
corresponding elementary embedding j : V →M satisfies:
(a) M is closed under sequences of length < κ.
(b) j has critical point κ, cf(j(κ)) = λ and λ ≤ j(κ) < λ+.
(c) If |A| < κ then j[A] = j(A).
(d) If θ ≥ κ and either θ ≤ λ or θκ = θ, then max{λ, θ} ≤ j(θ) < max{λ, θ}+.
(e) If θ > κ and I is a < θ-directed partial order then j[I] is cofinal in j(I).
(f) If cf(α) 6= κ then j[α] is cofinal in j(α).
As a consequence,
Lemma 5.9 ([KTT, GKS]). Additionally to the above, assume that R = 〈X, Y,@〉 is an
analytic relational system (i.e., X, Y and @ are analytic in some Polish space), θ is an
uncountable regular cardinal and that P is a ccc poset. Then:
(a) j(P) is ccc (in V , not just in M).
(b) If P adds a strongly θ-R-unbounded family of size θ, then j(P) adds a strongly cf(j(θ)-
R-unbounded family of size cf(j(θ)).
(c) If P adds a strongly θ-R-dominating family with witnessing directed set L in the
ground model such that |L| = λ′, then
5Without assuming GHC.
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(i) whenever θ < κ, j(P) adds a strongly θ-R dominating family with witnessing
directed set of size |j(λ′)|;
(ii) whenever κ < θ, j(P) adds a strongly θ-R dominating family with witnessing
directed set of size λ′.
In both cases, the witnessing directed set can be obtained in the ground model.
Proof. We include the proof for completeness. Property (a) follows from Lemma 5.8(a).
To see property (b), let {c˙(α) : α < θ} be a strongly θ-R-unbounded family added by P.
Since P is ccc, ∃α < θ∀β ∈ [α, θ)(P c˙β 6@ z˙) for any P-name z˙ of a real in Y , thus
M |= ∃α < j(θ)∀β ∈ [α, j(θ))(j(P) j(c˙)(β) 6@ z˙′)
for any j(P)-name z˙′ of a real in Y (note that every nice j(P)-name of a real is in M).
Since R is analytic, the same statement holds in V . Therefore, if f : cf(j(θ)) → j(θ) is
an increasing cofinal function, then P forces that {j(c˙)(f(ξ)) : ξ < cf(j(θ))} is a strongly
cf(j(θ))-R-unbounded family.
We finally show (c). Assume that p ∈ P forces that {a˙(l) : l ∈ L} is a strongly
θ-R-dominating family. Hence
M |= “j(p) j(P) {j(a˙)(l) : l ∈ j(L)} is a strongly j(θ)-R-dominating family′′.
If θ < κ then j(θ) = θ and j(L) is < θ-directed (in M , but also in V ) of size |j(λ′)|; else,
if κ < θ, by Lemma 5.8(e) we have that j[L] is cofinal in j(L), so j(p) forces (in V ) that
{j(a˙)(j(l)) : l ∈ L} is a strongly θ-R-dominating family. 
Proof of Theorem 5.7. Denote R0 := Id R1 := Lc
∗, R2 := Cn, R3 := D, and R4 := Ed.
Let P6 be the poset constructed in Theorem 5.3 applied to θi = λi+1 for i < 3, µ = λ4,
ν = λ5 and λ = λ6. Recall that P6 adds
(U61) a strongly κ-Ri-unbounded family of size κ for i < 4 and each regular κ ∈ [λi, λ6];
(U62) a strongly λi-Ri-unbounded family of size λi for i ∈ {4, 5};
(D61) a strongly λ4-R4-dominating family with witnessing directed set of size λ5 in the
ground model; and
(D62) a strongly λi-Ri-dominating family with witnessing directed set of size λ6 in the
ground model, for 1 ≤ i < 4.
Let j7 : V → M7 be the elementary embedding obtained from Bκ7,λ7 as in the previous
discussion, and let P7 := j7(P6). By Lemma 5.9, P7 is ccc and it adds
(U71) a strongly κ-Ri-unbounded family of size κ for i < 4 and each regular κ ∈ [λi, λ6]r
{κ7};
(U72) a strongly λ7-Ri-unbounded family of size λ7 for i < 3
(U73) a strongly λi-Ri-unbounded family of size λi for i ∈ {4, 5};
(D71) a strongly λ4-R4-dominating family with witnessing directed set of size λ5;
(D72) a strongly λ3-R3-dominating family with witnessing directed set of size λ6; and
(D72) a strongly λi-Ri-dominating family with witnessing directed set of size λ7 for
1 ≤ i < 3.
This process is repeated a couple of times with κ8 and κ9. Let j8 : V → M8 be the
elementary embedding obtained from Bκ8,λ8 and set P8 := j8(P7). This poset is ccc and
it adds
(U81) a strongly κ-Ri-unbounded family of size κ for i < 4 and each regular κ ∈ [λi, λ6]r
{κ7, κ8};
(U82) a strongly λ7-Ri-unbounded family of size λ7 for i < 3,
(U83) a strongly λ8-Ri-unbounded family of size λ8 for i < 2
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(U84) a strongly λi-Ri-unbounded family of size λi for i ∈ {4, 5};
(D81) a strongly λ4-R4-dominating family with witnessing directed set of size λ5;
(D82) a strongly λ3-R3-dominating family with witnessing directed set of size λ6;
(D83) a strongly λ2-R2-dominating family with witnessing directed set of size λ7; and
(D84) a strongly λ1-R1-dominating family with witnessing directed set of size λ8.
Let j9 : V → M9 be the elementary embedding obtained from Bκ9,λ9 and set P9 :=
j9(P8). This set is ccc and it satisfies the previous (U81)-(U84) and (D81)-(D84), with
the exception that (U81) does not hold for κ = κ9. In addition, P9 adds a strongly λ9-
R0-unbounded family of size λ9, so it forces λ9 ≤ c (see Example 2.16(5)). On the other
hand, |P9| = |j9(j8(j7(λ6)))| = λ9, so P9 forces c ≤ λ9. By the properties listed above, P9
is the desired poset. 
6. Discussions
In Theorem 5.3 (Theorem B) we separated one additional value in the right side of
Cichon´’s diagram with respect to the constellation proved in [GMS16] (see (1.2) in the
introduction). We ask if we could do the same to the constellation from [KST], concretely,
Question 6.1. Can it be forced, without using large cardinals, that
ℵ1 < add(N ) < b < cov(N ) < non(M) < cov(M) < non(N ) = d = c?
If this is possible, the large cardinal hypothesis from the main result in [KST] can be
reduced to three strongly compact cardinals.
The matrix iteration technique of this text seem not to be enough to deal with this
problem since, to give desired values to cov(N ) and non(M) without increasing b too
much, we need to deal with restrictions of random forcing and E simultaneously, so they
cannot be included in the same way in the matrix construction (a bit more in detail, only
one could be the restriction to V∆(ξ),ξ, but the other must be other type of restriction).
On the other hand, similar to [KST], dealing with ultrafilters may not be enough, so the
matrix construction may include finitely additive measures instead.
The reader may have noticed that we did not force a value of a in Theorem 5.7 after
using Boolean ultrapowers. The reason is that the Boolean ultrapowers from Bκ,λ applied
to a ccc poset P destroys all the mad families of size ≥ κ added by P in the same way as
the ultrapower from a measurable cardinal destroys them (see [She04, Bre02]). This leads
us to ask whether a value of a can be forced in Theorem 5.7, or even in the consistency
results from [GKS, KST].
By a slight modification, the poset constructed in Theorem 5.3 can force MA<λ1 (with
λ1 = θ0), and it is not hard to see that P8 from the proof of Theorem 5.7 also forces this.
Though we can guarantee that P9 forces MA<κ9 , it is unclear whether it forces MA<λ1 .
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