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We study the class of two qubit gates which can be achieved using only linear optical elements
(beam splitters and phase shifters) and post-selection. We are able to exactly characterize this
set, and find that it is impossible to implement most two qubit gates in this way. The proof also
gives rise to an algorithm for calculating the optimal success probability of those gates which are
achievable.
I. INTRODUCTION
Linear optical quantum computing is a promising architecture for building a universal quantum com-
puter, due to the high fidelity of linear optical elements (beam splitters and phase shifters) and the
insensitivity of photons to decoherence. It has been shown [1] that optical systems are indeed universal
for quantum computation if it is possible to implement (near perfectly): linear optical elements, single
photon sources, photon number detectors and adaptive feedback. Unfortunately, the implementation of
all these things simultaneously is still far off. In particular, the use of feedback within an optical circuit,
and producing photon sources with a high probability of success, are very challenging.
Consequently, many cutting-edge experiments in the field focus on demonstrating some subset of these
resources, as a proof of principle. The resulting quantum circuits are often allowed to succeed, with
probability p < 1, conditioned on certain measurement outcomes. In this paper, we focus on a method of
performing quantum gates which uses only linear optical elements and post-selection (outlined in Figure
1). This method has been used to demonstrate a CNOT gate which succeeds with probability 19 [2–4], a
reconfigurable controlled two-qubit operation [5, 6] and in small-scale versions of Shor’s algorithm [7, 8].
We study these experiments from a theoretical point of view, focusing on two questions: ‘what gates
can we perform using this method?’ and ‘what is the optimal probability of success?’. The second
question has been studied before; in [9] the optimal success probability for controlled-phase gates was
derived, and a framework for solving the problem for a general gate was discussed in [10]. However, it
seems that the first, more fundamental, question has so far been ignored. This project focuses on two
qubit gates, and it was our initial aim to design a circuit which could perform an arbitrary two qubit
gate. However, we found that this is not possible. In fact, our results show that almost all two qubit
gates cannot be achieved in this scenario.
We proceed as follows: in section II we detail the set up we are studying, and outline the problem. In
section III we present our main result: a complete characterization of those two qubit gates which can be
achieved in this set up. In section IV we give an algorithm for computing the optimal success probability
of those gates which can be performed. Finally in section V we mention some open problems.
II. THE PROBLEM
The circuit we consider is shown in Figure 1. We have two photons in N modes. Initially, the first two
modes contain one photon, which encodes a logical qubit via a dual rail encoding. Similarly, modes 3
and 4 contain the second photon, which encodes our second logical qubit. The remaining N − 4 auxiliary
modes are empty. Concretely, let |Ω〉 denote the vacuum state, and a†0, . . . , a†N−1 denote the creation
operators of the N modes. Then the four computational basis states, which correspond to the logical
states |00〉 , |01〉 , |10〉 , |11〉 respectively, are
a†0a
†
2 |Ω〉 , a†0a†3 |Ω〉 , a†1a†2 |Ω〉 , a†1a†3 |Ω〉 (1)
We refer to the span of these states as the computational subspace, and we assume that the initial state
of the circuit is in the computational subspace.
The initial state is then acted on by the linear optical component U , which is allowed to be any sequence
of beam splitters and phase shifters. It is well known that any unitary transformation of modes can be
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2FIG. 1. The circuit we consider, containing 2 photons in N modes. Initially, the first pair of modes contains
one photon, encoding one logical qubit. Similarly, the second pair of modes encodes a second logical qubit. The
remaining N − 4 auxiliary modes are initially empty. The circuit U is an arbitrary series of beam splitters and
phase shifters. After performing U we post-select on finding one photon in each of the first two pairs of modes.
We then disregard the auxiliary modes.
achieved in this way [11]. Therefore, the effect of this component is to map
a†i →
N−1∑
j=0
ujia
†
j (2)
for some N ×N unitary matrix (also denoted by U) with entries uij . This means that the effect of the
component U on a computational basis state a†ia
†
j |Ω〉 is as follows
a†ia
†
j |Ω〉 →
N−1∑
k,l=0
ukiulja
†
ka
†
l |Ω〉 (3)
In the final stage of the circuit, we discard the N − 4 auxiliary modes, and we post-select on finding
the state in the computational subspace. This is equivalent to requiring that there is exactly one photon
in each of the first two pairs of modes. This requires us to perform a measurement on each pair of modes.
In theory this measurement can be performed non-destructively [12] meaning that the resulting state
can then be passed on to future operations, however this requires at least two additional photons. In
current experiments the state is usually destroyed at this time. Mathematically, we model this step as a
projection onto the computational subspace.
Putting this together, by applying the post-selection to the resulting state in (3), we find that the effect
of the circuit on a computational basis state is given by
a†ia
†
j |Ω〉 →
[
(u0iu2j + u2iu0j)a
†
0a
†
2 + (u0iu3j + u3iu0j)a
†
0a
†
3
+(u1iu2j + u2iu1j)a
†
1a
†
2 + (u1iu3j + u3iu1j)a
†
1a
†
3
]
|Ω〉 ,
(4)
so, for example, in the notation of the computational subspace we have
|00〉 → (u00u22+u20u02) |00〉+(u00u32+u30u02) |01〉+(u10u22+u20u12) |10〉+(u10u32+u30u12) |11〉 . (5)
We now consider how to implement a two qubit gate in the computational subspace, using the circuit
in Figure 1. Notice that the resulting states in (4) only depend on the values uij with 0 ≤ i, j ≤ 3. With
this in mind we define the matrix U˜ to be the upper left corner of the matrix U :
U˜ :=
 u00 u01 u02 u03u10 u11 u12 u13u20 u21 u22 u23
u30 u31 u32 u33
 (6)
3and we define a matrix-valued function, f , such that
f(U˜) :=
 u00u22 + u20u02 u00u23 + u20u03 u01u22 + u21u02 u01u23 + u21u03u00u32 + u30u02 u00u33 + u30u03 u01u32 + u31u02 u01u33 + u31u03u10u22 + u20u12 u10u23 + u20u13 u11u22 + u21u12 u11u23 + u21u13
u10u32 + u30u12 u10u33 + u30u13 u11u32 + u31u12 u11u33 + u31u13
 (7)
The idea is that f(U˜) is the transformation induced on the computational subspace by the circuit in
Figure 1. More precisely, suppose that we wish to implement the unitary matrix, W , in the computational
subspace, with a probability of success, p. Let W take the form
W =
 w00 w01 w02 w03w10 w11 w12 w13w20 w21 w22 w23
w30 w31 w32 w33
 (8)
Then we need to find U˜ such that we have
√
pW = f(U˜) (9)
subject to the constraint that the matrix U˜ forms the upper left corner of a unitary matrix. Notice that
if we have U˜ such that f(U˜) =
√
pW then f(p−
1
4 U˜) = W , and so all solutions of (9) are a constant
multiple of solutions of the equation
f(U˜) = W. (10)
Furthermore, it is known [10] that the matrix U˜ can be written as the upper left corner of a unitary matrix
if and only if its singular values are at most 1. Write s1(M) for the largest singular value of a matrix
M . Suppose we are given an arbitrary matrix U˜ which is a solution to (10). Then, either s1(U˜) ≤ 1
and U˜ is a solution to (9) with p = 1, or the matrix s1(U˜)
−1U˜ is a solution to (9) with p = s1(U˜)−
1
4 .
Consequently, when we are only interested in the existence of solutions to (9) for any value of p, we need
only consider the existence of solutions to (10).
Invariance under local unitaries
In this section we note that if (10) has a solution for a given W , then it also has a solution for any
matrix of the form W ′ := (V1 ⊗ V2)W (V3 ⊗ V4) where V1, V2, V3, V4 are 2× 2 unitary matrices. (We say
that a matrix W ′ of this form is locally equivalent to W ).
The reason for this is as follows. Let X and Y be the block matrices
X :=
(
V1 0
0 V2
)
Y :=
(
V3 0
0 V4
) (11)
Then the following relation holds:
f(XU˜Y ) = (V1 ⊗ V2)f(U˜)(V3 ⊗ V4) (12)
From this it is clear that if there exists U˜ such that f(U˜) = W then there exists also U˜ ′ = XU˜Y such
that f(U˜ ′) = W ′.
Equation (12) can be verified in two ways. First, we will give a physically motivated argument. Consider
a circuit of the form shown in Figure 2, where the optical component U is such that it implements a
unitary W on the computational subspace with probability p (i.e. f(U˜) =
√
pW ). Now suppose that
this circuit is applied to a state |ψ〉 in the computational subspace. The first local unitaries will map the
state to (V3 ⊗ V4) |ψ〉. Then the component U will map it to √pW (V3 ⊗ V4) |ψ〉 +
√
1− p ∣∣α⊥〉 where∣∣α⊥〉 is a state orthogonal to the computational subspace. The final local unitaries will map this to
4FIG. 2. The modified circuit. This circuit is identical to Figure 1, except for the addition of the components
V1, . . . , V4. Each of these components is a series of beam splitters and phase shifters, and acts exclusively on one
of the logical qubits. The effect of these components is to perform local unitaries on the computational subspace,
before and after performing the circuit U .
√
p(V1 ⊗ V2)W (V3 ⊗ V4) |ψ〉+
√
1− p ∣∣β⊥〉. Overall, the circuit performs the unitary XUY (on modes).
Therefore, we conclude that f(XU˜Y ) =
√
p(V1 ⊗ V2)W (V3 ⊗ V4).
For a more mathematical proof, notice that if we write U˜ as a block matrix:
U˜ =
(
A B
C D
)
(13)
then we have
f(U˜) = A⊗D + (B ⊗ C)S (14)
where S is the swap operator given by
S :=
 1 0 0 00 0 1 00 1 0 0
0 0 0 1
 (15)
Consequently,
f(XU˜Y ) = f
((
V1AV3 V1BV4
V2CV3 V2DV4
))
= (V1 ⊗ V2)(A⊗D)(V3 ⊗ V4) + (V1 ⊗ V2)(B ⊗ C)(V4 ⊗ V3)S
= (V1 ⊗ V2)(A⊗D)(V3 ⊗ V4) + (V1 ⊗ V2)(B ⊗ C)S(V3 ⊗ V4)
= (V1 ⊗ V2)f(U˜)(V3 ⊗ V4)
(16)
For the third equality here we used the relation (Q⊗ P )S = S(P ⊗Q) which holds for all 2× 2 matrices
P and Q.
III. THE MAIN RESULT
In this section we will present our main result. Let us begin from a well known decomposition of two
qubit gates.
Lemma 1 ([13, Appendix A]). Let W be a 4 × 4 unitary matrix. Then there exist α, β, γ ∈ [0, 2pi] and
2× 2 unitary matrices V1, V2, V3, V4 such that
W = (V1 ⊗ V2) exp [iαX ⊗X + iβY ⊗ Y + iγZ ⊗ Z] (V3 ⊗ V4) (17)
where X,Y and Z are the Pauli matrices:
X =
(
0 1
1 0
)
, Y =
(
0 −i
i 0
)
, Z =
(
1 0
0 −1
)
. (18)
5Remark. This decomposition is not unique. The matrix can be written in this form for multiple triples
(α, β, γ).
In the previous section we showed that the achievability of a gate under our scheme is invariant
under local unitaries. Consequently, Lemma 1 tells us that we need only consider unitaries of the form
exp [iαX ⊗X + iβY ⊗ Y + iγZ ⊗ Z] in order to develop a complete picture. Written in matrix form we
have
eiαX⊗X+iβY⊗Y+iγZ⊗Z =

eiγ cos(α− β) 0 0 ieiγ sin(α− β)
0 e−iγ cos(α+ β) ie−iγ sin(α+ β) 0
0 ie−iγ sin(α+ β) e−iγ cos(α+ β) 0
ieiγ sin(α− β) 0 0 eiγ cos(α− β)

=
 w1 0 0 w40 w2 w3 00 w3 w2 0
w4 0 0 w1

(19)
where w1 = e
iγ cos(α− β), w2 = e−iγ cos(α+ β), w3 = ie−iγ sin(α+ β) and w4 = ieiγ sin(α− β). We are
interested in solving equation (10) for this choice of W .
Theorem 2. Let W be a 4 × 4 unitary matrix, which is locally equivalent to a matrix of the form
(19). Then W can be achieved by the scheme in Figure 1 if and only if at least one of the six values
α± β, α± γ, β ± γ is equal to 0 or pi2 modulo pi.
Proof. According to lemmas 3 and 4 (see Appendix) W can be achieved if and only if either
w1 ± w2 ± w3 ± w4 = 0 (20)
for at least one of the eight possible choices for the signs, or
wi = 0 (21)
for some i.
Let us consider the second case first. In order to have wi = 0 for some i, we must have one of
cos(α± β), sin(α± β) equal to zero. In other words, we must have one of α± β equal to 0 or pi2 modulo
pi.
Now consider the first case. Suppose that we have
w1 + w2 + w3 + w4 = 0 (22)
This means that
eiγ cos(α− β) + e−iγ cos(α+ β) + ie−iγ sin(α+ β) + ieiγ sin(α− β) = 0 (23)
Let us write cθ, sθ as a shorthand for cos θ, sin θ in order to simplify notation. Then we can expand (23)
to give
(cγ+isγ)(cαcβ+sαsβ)+(cγ−isγ)(cαcβ−sαsβ)+(icγ+sγ)(sαcβ+cαsβ)+(icγ−sγ)(sαcβ−cαsβ) = 0 (24)
Splitting this into real and imaginary parts we have
cγ(cαcβ + sαsβ + cαcβ − sαsβ) + sγ(sαcβ + cαsβ − sαcβ + cαsβ) = 0
sγ(cαcβ + sαsβ − cαcβ + sαsβ) + cγ(sαcβ + cαsβ + sαcβ − cαsβ) = 0 (25)
which implies
2cγcαcβ + 2sγcαsβ = 0
2sγsαsβ + 2cγsαcβ = 0
(26)
and hence
cα cos(β − γ) = 0
sα cos(β − γ) = 0 (27)
6Both of these equations can be satisfied only when cos(β − γ) = 0, or equivalently, when β − γ is equal
to pi2 modulo pi. In exactly the same way, if we expand the other seven choices for the signs in (20) then
we obtain the conditions
cos(β + γ) = 0
sin(β ± γ) = 0
cos(α± γ) = 0
sin(α± γ) = 0
(28)
IV. OPTIMAL SUCCESS PROBABILITY
The result of the previous section shows that the circuit in Figure 1 cannot implement almost all two
qubit gates, for any probability of success. However, it also implies that the set of gates which can
be achieved has 15 independent real-valued parameters (as opposed to 16 for the 4 × 4 unitary group).
Therefore, there are many gates which can be implemented by this scheme, and, in fact, this set contains
many important gates, including CNOT and all controlled phase gates.
This means that this set up still has value in an experimental setting, and raises another important
question: for those gates which can be achieved, what is the maximum probability of success with which
they succeed? Looking carefully at the proof of Lemma 3 we see that we actually found all solutions of
equation (10) for those cases where a solution exists. The family of solutions is characterized by two free
complex-valued parameters (and one free parameter which takes values ±1).
This leads us to an algorithm for computing the optimal probability of success. Given a unitary W
which we wish to implement, convert it into the form (19) by applying local unitaries. There are many
well known algorithms (for example [14]) which can accomplish this.
Now, suppose that we have U˜ which is a solution of (10). Then, according to the comment below
(10), this gives us an implementation of the gate W with success probability s1(U˜)
− 14 . It is simple to
write a function (call it g) which calculates this probability. Running a numerical optimization of g over
the entire family of solutions will result in finding the optimal success probability. Since we have an
explicit characterization of the family of solutions, many standard numerical routines are suitable for
this purpose. For example, we used the BFGS method (see [15]), which is implemented in the optimize
package of the SciPy library [16]. For the problem at hand, this method converges within seconds on a
standard desktop computer, although it does not guarantee finding the best solution.
V. OPEN QUESTIONS
We have considered the problem of implementing two qubit gates under a contemporary scheme for
experiments in linear optical quantum computation. Our results show that most such gates cannot be
performed within this scheme, with any probability of success. This begs the question: why does this
scheme support some gates, but not others? Is there a physical consideration which sets these gates
apart? Is there some physical meaning to the necessary and sufficient condition given in Theorem 2? We
leave this question open. Another obvious extension of this work would be to consider the case of three
qubit gates and higher. Note that in this scenario our approach becomes very complicated. Indeed, we
would then need to solve a system of 64 cubic equations in 64 unknowns.
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Lemma 3. A unitary W of the form (19) with w1, w2, w3, w4 6= 0 can be achieved by the scheme in
Figure 1 if and only if
w1 ± w2 ± w3 ± w4 = 0 (A1)
for at least one of the eight possible choices for the signs (±).
Proof. We are interested in finding solutions of the equation (10). More explicitly, we are looking for
solutions to u00u22 + u20u02 u00u23 + u20u03 u01u22 + u21u02 u01u23 + u21u03u00u32 + u30u02 u00u33 + u30u03 u01u32 + u31u02 u01u33 + u31u03u10u22 + u20u12 u10u23 + u20u13 u11u22 + u21u12 u11u23 + u21u13
u10u32 + u30u12 u10u33 + u30u13 u11u32 + u31u12 u11u33 + u31u13
 =
 w1 0 0 w40 w2 w3 00 w3 w2 0
w4 0 0 w1
 (A2)
which is a system of 16 polynomial equations in the variables u00, . . . , u33.
We will first consider the case in which wi 6= 0 for each i. This corresponds to the case in which α± β
is not 0 or pi2 modulo pi. The first key observation is that in any solution, none of the uij can be zero.
For example, suppose that u00 = 0. There are four equations containing u00:
u00u22 + u20u02 = w1 (A3)
u00u23 + u20u03 = 0 (A4)
u00u32 + u30u02 = 0 (A5)
u00u33 + u30u03 = w2 (A6)
If u00 = 0 then (A4) implies that either u20 or u03 must also be zero. But if u20 = 0 then (A3) is false,
and if u03 = 0 then (A6) is false. Consequently, any solution of this system of equations must have
u00 6= 0. An identical argument shows that in fact we must have uij 6= 0 for all 0 ≤ i, j ≤ 3.
The second key observation we make is that the 8 equations with 0 on the right-hand-side can be
written as follows:  u32 0 u30 0u23 0 0 u200 u22 u21 0
0 u33 0 u31

 u00u01u02
u03
 =
 000
0
 (A7)
 u22 0 u20 0u33 0 0 u300 u32 u31 0
0 u23 0 u21

 u10u11u12
u13
 =
 000
0
 (A8)
Let us write these equations as
M1u1 = 0 (A9)
M2u2 = 0 (A10)
Now, in order for these equations to have non-zero solutions for u1 and u2 we require M1 and M2 to be
singular matrices. Thus we must have
det(M1) = u22u23u30u31 − u20u21u32u33 = 0. (A11)
The condition det(M2) = 0 yields the same constraint.
Furthermore, we can also conclude that the vector u1 is a non-zero element of the kernel of M1. Making
use of the constraint (A11) and applying Gaussian elimination, we find that the reduced row echelon form
of M1 is 
1 0 0 u20u23
0 1 0 u31u33
0 0 1 −u20u32u23u30
0 0 0 0
 (A12)
8From this we can conclude that for some non-zero λ ∈ C we have
u1 =
 u00u01u02
u03
 = λ

−u20u23−u31u33
u20u32
u23u30
1
 (A13)
By an identical argument applied to M2, we can conclude also that for some non-zero µ ∈ C we have
u2 =
 u10u11u12
u13
 = µ

−u30u33−u21u23
u22u30
u20u33
1
 (A14)
We have now reduced our original system of 16 equations in 16 variables to a system of 9 equations in
10 variables (λ, µ, u20, . . . , u33). Eight of the remaining equations are those corresponding to the non-zero
matrix elements of W , and they too can be expressed in terms of M1 and M2:
M2u1 =
 w1w2w3
w4
 (A15)
M1u2 =
 w4w3w2
w1
 (A16)
(The other equation is the constraint (A11)). Expanding, and substituting the expressions obtained for
u1 and u2 above we get
λ

−u20u22u23 +
u220u32
u23u30−u20u33u23 + u30−u31u32u33 + u20u31u32u23u30−u23u31u33 + u21
 =
 w1w2w3
w4
 (A17)
µ

−u30u32u33 +
u22u
2
30
u20u33−u23u30u33 + u20−u21u22u23 + u21u22u30u20u33−u21u33u23 + u31
 =
 w4w3w2
w1
 (A18)
Here we have obtained 2 distinct expressions for each of w1, w2, w3 and w4. Equating the two expressions
for w3 gives
λ
(
−u31u32
u33
+
u20u31u32
u23u30
)
= µ
(
−u23u30
u33
+ u20
)
(A19)
This implies
λ
u31u32
u23u30u33
(−u23u30 + u20u33) = µ 1
u33
(−u23u30 + u20u33) (A20)
and thus
λ
µ
=
u23u30
u31u32
(A21)
Similarly, equating the 2 expressions for w4, and making use of (A11), gives
λ
µ
=
u30u32
u23u31
(A22)
9which, combined with (A21) gives
u223 = u
2
32 (A23)
In the same way, equating the expressions for w1 and w2 leads to
u220 = u
2
31 (A24)
u222 = u
2
33 (A25)
We could now summarize our progress, by restating the problem in the following way
find u20, u21, u22, u23, u30, u31, u32, u33, λ, µ
subject to µ
(
−u21u33
u23
+ u31
)
= w1
λ
(
−u20u33
u23
+ u30
)
= w2
µ
(
−u23u30
u33
+ u20
)
= w3
λ
(
−u23u31
u33
+ u21
)
= w4
u223 = u
2
32
u222 = u
2
33
u220 = u
2
31
λ
µ
=
u30u32
u23u31
u22u23u30u31 = u20u21u32u33
(A26)
We will attack this problem via a series of substitutions. First, we introduce a new variable α and
eliminate u33 by setting
u33 = αu23 (A27)
This will simplify the notation somewhat. Next we rearrange the first and second constraints to eliminate
u21 and u20
u21 = α
−1(u31 − µ−1w1) (A28)
u20 = α
−1(u30 − λ−1w2) (A29)
Substituting these expressions into the third and fourth constraints gives us
−µw2 = αλw3 (A30)
−λw1 = αµw4 (A31)
Now we use the fifth constraint to eliminate u32
u32 = b1u23 (A32)
where we have introduced a new variable b1 which can only take the values ±1. Similarly, we can use the
sixth constraint to eliminate u22:
u22 = b2αu23 (A33)
Finally, substituting the above into the final three constraints gives
α2u231 = (u30 − λ−1w2)2 (A34)
λ
µ
= b1
u30
u31
(A35)
b1b2α
2u30u31 = (u30 − λ−1w2)(u31 − µ−1w1) (A36)
10
We have now reduced the problem to the following
find u23, u30, u31, α, λ, µ ∈ C, b1, b2 ∈ {−1, 1}
subject to − µw2 = αλw3
− λw1 = αµw4
α2u231 = (u30 − λ−1w2)2
λ
µ
= b1
u30
u31
b1b2α
2u30u31 = (u30 − λ−1w2)(u31 − µ−1w1)
(A37)
Notice that the variable u23 does not appear in any of the constraints, so it can essentially take any value.
To solve this system we continue to eliminate variables. First, using the second constraint we eliminate
α
α = −λw1
µw4
(A38)
Then, using the fourth constraint we eliminate µ
µ = b1λ
u31
u30
(A39)
Substituting these expressions into the first constraint gives
− w2 =
(
−λw1
µw4
)(
λ
µ
)
w3 = −w1w3
w4
u230
u231
(A40)
which allows us to eliminate u31 with the introduction of a new variable b3 ∈ {−1, 1}
u31 = b3
w
1
2
1 w
1
2
3
w
1
2
2 w
1
2
4
u30 (A41)
We now note that
α2u231 =
w21
w24
(
λ
µ
)2
u231 =
w21
w24
u230 (A42)
and so the third constraint reads
w21
w24
u230 =
(
u30 − λ−1w2
)2
=⇒ λ = w2
u30
(
1− b4w1
w4
)−1 (A43)
where b4 is another new variable which takes the values ±1. We are now left with only one complex
variable, and one constraint. Before we deal with this constraint, note the following
α2 =
(
λ
µ
)2(
w21
w24
)
=
(
u230
u231
)(
w21
w24
)
=
(
w2w4
w1w3
)(
w21
w24
)
=
w1w2
w3w4
(A44)
and
µu31 = b1λ
u231
u30
= b1w2
(
1− b4w1
w4
)−1
u231
u230
= b1
w1w3
w4
(
1− b4w1
w4
)−1
(A45)
The final constraint now reads
b1b2
(
w1w2
w3w4
)
u30u31 =
(
b4
w1
w4
u30
)(
1− w1
µu31
)
u31
=⇒ b1b2
(
w1w2
w3w4
)
= b4
w1
w4
(
1− b1w4
w3
(
1− b4w1
w4
))
=⇒ b1b2w1w2
w3w4
= b4
w1
w4
− b1b4w1
w3
+ b1
w21
w3w4
=⇒ b2w2 = b1b4w3 − b4w4 + w1
(A46)
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Now we find that something remarkable has happened. Not only has the variable u30 cancelled from this
constraint, leaving it as another free variable, but also we are left with a constraint solely in terms of
the wi and the signs b1, b2, b4. When can this constraint be satisfied? Notice that the freedom we have
in choosing b1, b2, b4 allows us to choose, independently, whichever sign we wish (±1) in front of each of
w2, w3 and w4. Therefore, this constraint can be satisfied only when
w1 ± w2 ± w3 ± w4 = 0 (A47)
for some choice of signs.
Moreover, if this constraint can be satisfied, then the original system of equations has a solution. To
check this we need only substitute backwards our freely chosen values for u23, u30 and b3. A problem can
only occur where we encounter a division by zero (all the other operations we performed were reversible).
Where could such a problem occur?
• If we tried setting u23 = 0 or u30 = 0 we would certainly encounter problems, since we have already
remarked that solutions do not exist in this case.
• In defining λ (equation (A43)) we require that 1− b4w1w4 is not zero. In fact this is never a problem.
Looking at our original definitions of w1 and w4 we see that
w1
w4
= −i cot(α − β) which is purely
imaginary.
• u23, u30 6= 0 then implies that λ, u31, µ, α, u22, u32, u33 are all trivially non-zero. In defining u20 and
u21 (equations (A28) and (A29)) we require that they are not zero. This also is not a problem.
Equation (A36) has non-zero left-hand side, and hence neither of the terms on the right-hand side
can be zero.
We conclude that any choice of u23, u30 6= 0 will lead to solutions of the original problem. Therefore, the
unitary W can be implemented if and only if the constraint (A47) can be satisfied.
Lemma 4. A unitary W of the form (19) with wi = 0 for some i can always be achieved by the scheme
in Figure 1.
Proof. Assume that w1 = 0 (the other cases are similar). We seek solutions to (10) which is a system of
16 polynomial equations in 16 variables. If we set
u00 = u02 = u20 = u22 = u11 = u13 = u31 = u33 = 0 (A48)
then many of our equations are trivially fulfilled. In fact, we are left with only 6 equations, in the
remaining 8 variables
u10u32 + u30u12 = w4
u03u30 = w2
u10u23 = w3
u01u32 = w3
u12u21 = w2
u01u23 + u03u21 = w4
(A49)
Further, setting
u32 = u30 = 1 (A50)
implies
u01 = w3, u03 = w2 (A51)
and reduces the problem to 4 equations in 4 unknowns
u12u21 = w2
u10u23 = w3
u10 + u12 = w4
w3u23 + w2u21 = w4
(A52)
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Suppose that w2, w3 6= 0 (and notice that w1 = 0 implies cos(α− β) = 0 which implies w4 6= 0). Set
u23 =
w3
u10
, u21 =
w2
u12
, u12 = w4 − u10 (A53)
Substituting these into the final equation of (A52) gives
w23
u10
+
w22
w4 − u10 = w4 (A54)
which rearranges to
w4u
2
10 +
(
w22 − w23 − w24
)
u10 + w
2
3w4 = 0 (A55)
This is a quadratic equation for u10 which must have at least one complex root. Furthermore, we know
that 0 and w4 are not roots of (A55) because setting u10 = 0 and u10 = w4 in (A55) gives w
2
3w4 = 0 and
w22w4 = 0, both of which do not hold. Therefore, if we choose any root of (A55) for u10 and substitute
this value back into (A53) we obtain a solution to (10).
The final case we need to consider is when one of w2, w3 is zero. Assume that w2 = 0 (the case w3 = 0
is similar). This implies that cos(α+ β) = 0 and hence that w3 6= 0. Then
u21 = 0, u23 =
w4
w3
, u10 =
w23
w4
, u12 = w4 − w
2
3
w4
(A56)
is a solution to (A52) and we have a solution to (10).
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