Abstract: In this paper, we handle the bottleneck problem of ZigBee-based networks. The bottleneck problem occurs at the nodes near the ZigBee coordinator since they have too many data to deliver during the data gathering process. This is a fundamental problem which reduces network throughput and prolongs transmission delay. A possible solution is to schedule each node's transmission/receiving time properly. Two fundamental problems we have to answer for such scheduling are when and how long a node should keep awake to transmit/receive packets. To achieve efficient scheduling, in this paper, we propose a centralized Top-Down-Maximum-Load-First (TDMLF) scheme which utilizes the contention-free Guaranteed Time Slots (GTS) defined in IEEE 802.15.4. By increasing the number of concurrent transmissions, the proposed scheme achieves high system utilization and thus alleviates the bottleneck problem. Through simulation and real system implementation, we verify that TDMLF successfully reduces the negative effects caused by the bottleneck problem.
Generally, a WSN consists of many inexpensive wireless sensor nodes, each capable of collecting, processing, and storing environmental information. These nodes, normally deployed in an ad hoc manner, operate in a distributed way and coordinate with each other to fulfill a common task.
A typical data gathering operation for WSNs relies on the cooperation of numerous sensor nodes and a sink node which acts as a data collector.
ZigBee [Zig] Three kinds of network topologies are provided in ZigBee standard: star, tree, and mesh. In a star network, all devices are able to communicate with the ZigBee coordinator which is responsible for network initialization, control, and maintenance. The single hop topology limits the scalability author of a star network. In a tree or a mesh network, one ZigBee coordinator and multiple ZigBee routers construct the network backbone. A ZigBee end device can associate with a router. Routers in a tree or a mesh network can communicate with each other in a multi-hop manner. In a tree/mesh network, ZigBee coordinator (also a router itself) and routers broadcast beacon frames periodically to synchronize the network. A beacon frame contains the active/sleeping schedule of the node that broadcasts the beacon. This information enables a child node to communicate with its parent when the parent is awake and to enter sleep mode to conserve energy when the child node does not involved in any transmission. In this paper, we study the data collection operation. We focus on the beacon-enabled networks because they have the possibility of supporting scalable and energyefficient operations. Since a mesh network can be considered as a tree network when the transmission routes from Zigbee routers/end devices to the coordinator are determined, without loss of generality, we focus on discussing the tree topology in the paper. Figure   1 , inner routers have heavier traffic burden since they must relay packets from outer routers, in addition to its own end devices. If these inner nodes are too busy to handle their traffic, the bottleneck problem occurs. Specifically, a bottleneck happens at a router when it cannot receive all the traffic from its descendant nodes in its active portion. We will verify that the bottleneck problem is common in ZigBee networks in Section 3. To solve the bottleneck problem in a large scale ZigBee cluster-tree network, the most important task is to determine the duration when and how long a node should stay awake.
Few solutions about this scheduling issue can be found in the literature. There exists a multichannel scheme that schedules the superframes in IEEE 802.15.4 networks [TB09, TB12] .
This scheme mainly handles the beacon collision problem by scheduling active portions over different radio channels.
Using multichannel to solve the beacon collision problem is a clever move; however, the beacon collisions can also be avoided by using the recently proposed IEEE 802.15.4e amendment. Besides, the bottleneck problem is not addressed in this work. A GTS scheduling approach for real-time applications in IEEE 802.15.4 networks has been proposed recently [DH13] . This approach first determines the length of active portion for each node and then allocates GTSs to each node based on their real-time traffic requirements. A limit of this work is that it operates on a star topology. A scheme sets the length of active portion of the ZigBee coordinator's direct neighbors to be one half of a beacon interval [YT08] . For the nodes that are one hop away from these direct neighbors, the length of active portion is reduced by half. Another scheme adjusts the length of active portion according to each node's traffic load [KCAT08] . These two schemes [KCAT08, YT08] can be considered as solutions for the bottleneck problem.
A limit of these two schemes is that the length of an active portion is always powers of two, which may cause a node to stay active much longer than what is needed. For example, 16
active time slots should be given to a node requiring 9 time slots. As the active portion becomes larger, the unnecessary active duration may be near one half of an entire active portion. On the other hand, the buffer requirement for these schemes is also large since a router collects all the data from its children nodes before sending them to its parent. Both solutions also suffer from the hidden terminal problem. For example, as shown in Figure 1 , these solutions may produce severe data collisions at the ZigBee coordinator since routers in depth one may be hidden to each other.
We propose an active portion scheduling scheme,
Top-Down-Maximum-Load-First (TDMLF), to solve the bottleneck problem. We utilize the contention-free GTSs to avoid transmission contentions. Also, the length of active portion is not necessary powers of two in TDMLF. The
ZigBee coordinator adaptively adjusts the number of GTSs allocated to each node according to its traffic load. The
ZigBee coordinator also schedules the allocated time portions for different nodes to increase concurrent interference-free transmissions. We consider TDMLF is a promising scheme since it achieves i) higher goodput at ZigBee coordinator, ii)
shorter transmission delay, iii) lower power consumption, and iv) less buffer requirement.
The contributions of the paper are summarized as follows.
• Define the bottleneck problem in large scale IEEE
networks (Section 3).
• Propose a centralized collision-free scheduling scheme which uses GTS (Section 4).
• Verify the proposed protocol through simulations and real system implementation on a commercial off the shelf hardware (Section 5).
Preliminaries
In this section, we first introduce the MAC protocol of IEEE 802.15.4 and then review some related work. GTSs can be assigned for each active portion since the first slot is reserved for beacon transmission. When a node i asks for a GTS, the ZigBee coordinator checks if there is enough available slots and notifies node i through a beacon frame.
In ZigBee networks, routers broadcast beacon frames periodically to their children nodes. superframes. The number of GTSs provided in DSME mode can be more than 7 which is the limit of IEEE 802.15.4.
To save energy, the multi-superframe structure supports CAP reduction where only the first superframe in the multisuperframe has the CAP (all other superframes do not have a CAP). In DSME mode, the GTSs may be allocated in a single channel or in different channels.
Related Work
The multichannel superframe scheduling scheme (MSS)
[TB12] avoids beacon collisions by scheduling superframe over different channels. The MSS scheme generates cyclic major cycles, each of which is partitioned into several minor cycles. Given routers' lengths of active portions, the lengths of major and minor cycles can be determined accordingly.
The length of a major cycle is the least common multiple of the active portions of all the routers while the length of a minor cycle is the length of the smallest active portion of all the routers. Routers are partitioned into two groups:
one consists of routers that are even hops away from the coordinator and the other consists of routers that are odd hops away from the coordinator. Routers in the same group a Besides the DSME mode, major changes of IEEE 802.15.4e include defining two more MAC operation modes: time slotted channel hopping mode (TSCH) and low latency deterministic network mode (LLDN). Operation of each MAC mode is exclusive and we concentrate on DSME mode since it operates on a beacon-enabled network.
can be scheduled on different channels within the same minor cycle while routers in different groups are scheduled in two alternate minor cycles. Focusing on avoiding beacon collisions, the MSS scheme improves system performance in terms of schedulability by using multiple channels. However, how to determine the lengths of all the routers' active portions is not addressed. The maximum number of children nodes for any router R m
The maximum number of children router out of the C m children nodes
The maximum depth of a tree
The amount of data required to be relayed by node i L rcv (i)
The amount of data being received by node i
The set of children nodes of router i C ZR (i)
The set of children routers of router i t
The binary indicator of node i's transmitting schedule at time t b
The binary indicator of node i's receiving schedule at time t I(i)
The set of nodes that are within the interference range of node i M
The amount of data node i transmitted at time t M
The amount of data node i received at time t M
The amount of data node i generated at time t
HC(i)
The hop count distance of node i to the ZigBee coordinator
The amount of pending data of node i S
The set of nodes with nonzero pending data
The set of nodes scheduled to transmit at the j-th
The set of interference neighbors of router i N Imax (i) The maximum N I (i) 
Problem Statement
During the data gathering process, nodes that are closer to the ZigBee coordinator have heavier traffic loads and suffer from the bottleneck problem easily. As we will show later, such a bottleneck condition is common in ZigBee-based tree networks. To facilitate our description, we use many notations and important notations used in this paper are summarized in Table 1 . We define BD(i), the bottleneck degree of node i, as the difference of the amount of data required to be relayed,
, and the amount of data being received, L rcv (i), by node i in a beacon interval. Specifically,
Note that the number of packets to be relayed is the summation of that generated by C(i) and that to be relayed by L req (j) is the traffic required to be relayed by i's children ZigBee routers. We estimate the traffic from direct children nodes in a conservative way. Specifically, the number of packets each node generated during a beacon interval with packet interarrival time of k seconds is set to the lower bound,
With such a setting, the bottleneck problem will not be overestimated.
With equation (2), we can derive the bottleneck degree of any complete m-ary tree. Table 2 shows the results of
in a topology
T f ull (4, 2, 10) with ⌊ BI k ⌋ = 1 and L rcv (i) ≤ 100 (the number of packets that node i can receive in a beacon interval is 100 at most). We can see that the bottleneck problem occurs at routers with depth four and becomes heavier for routers with lower depths. One way to alleviate this problem is to increase the length of an active portion, i.e., to increase L rcv (i). If we enlarge the length such that L rcv (i) ≤ 2044, the bottleneck problem is avoided; however, the expense is resource wasting at high-depth routers. For example, with L rcv (i) ≤ 2044, 99.8% of the active portion are unnecessary for routers belonging to ZR 8 . This indicates that simply enlarging each node's active duration is not a proper solution. In Table 3, we list the results of BD(ZigBee coordinator) for different values of cm and rm in T f ull (cm, rm, 5). As expected, the bottleneck problem harms no one in an extremely small network but bothers when the network is in a moderate size.
We also observe the effect of data compression to the bottleneck problem since data compression reduces the amount of data to be delivered. We define data compression ratio r c as the ratio of the space being saved. If a node receives an uncompressed packet of size l, the transmitted data packet size will be reduced to ⌊l * (1 − r c )⌋ after compression.
Again, the lower bound of traffic is utilized in order not to overestimate the bottleneck problem. Instead of compressing all received data, each parent node compresses the data 
packets generated from its children nodes and skips those relayed ones since they have been compressed already. With
The results of BD(ZigBee coordinator) for different compression ratios can be found in Table 4 . The bottleneck situation alleviates when data compression is applied.
However, it is not a total solution as bottleneck remains in a larger (lm ≥ 4) network.
Now we confirm that the bottleneck problem is common in ZigBee tree networks. The undesirable effects of having a bottleneck include reduced goodput and enlarged transmission delay. In this paper, we aim to handle the bottleneck problem. We try to solve the minimum bottleneck scheduling problem which can be defined as follows. 
where i m and i n indicate the number of scheduled transmissions and receptions for node i, respectively. • Interference constraint
• Transmission order constraint
Beacon interval Figure 5 : The proposed superframe structure
The interference constraint means that, in the interference range of a sender i, node i is the only one to be scheduled to transmit and there is only one node to be scheduled to receive.
The transmission order constraint means that the data can be sent by a node at time t must have been received or generated before t.
Algorithm for the MBS Problem
To solve the MBS problem, our idea is to keep the difference between L req (i) and L rcv (i) as small as possible (refer to GTS to all the nodes such that nodes can send their data in a collision-free manner. The length of a GTS is set to long enough to transmit one data packet. That is, a total of l GTSs are needed for a node if it has l packets to be delivered.
We assume that each node has one packet to report at every beacon interval. In such an environment, the MBS problem can be mapped to how each node's GTS is allocated such that the length of a beacon interval is as small as possible.
The Proposed Algorithm
The entire process of the proposed solution to the MBS problem can be illustrated using a flow chart as shown in Figure 6 . We propose the TDMLF algorithm for GTS allocation. The scheduling result is sent to all the nodes which follow the allocation to report their data to the ZigBee coordinator. The TDMLF algorithm is executed at the d Because a superframe contains a single GTS, the term GTS and superframe may be used interchangeable in this paper. network initialization phase. It can also be executed whenever a reschedule is necessary.
The goal of TDMLF is to keep a beacon interval as short as possible. This implies that the number of concurrent transmissions should be as large as possible. We observe that nodes closer to the ZigBee coordinator send their data earlier help increase the number of concurrent transmissions. Thus, the basic idea of TDMLF is to give a higher priority to a node that is closer to the coordinator. A node with higher priority is scheduled to send its data earlier. When a node i is scheduled to send in a GTS, nodes that can transmit concurrently with node i are scheduled to the same GTS. The algorithm stops when all the nodes have sent their data. To facilitate our description, we define HC(i) as the hop count distance to the ZigBee coordinator, P (i) as the parent node of router i, and D(i) as the amount of pending data of node i. We also define S as the set of nodes with nonzero pending data and define G j as the set of nodes that are scheduled to transmit at the j-th GTS. Then, these routers are assigned to the first unscheduled GTS.
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Besides router x, a node i can also be allocated to the same becomes zero while the parent node of node i will be added into S if it is not in S yet. This GTS allocation process is terminated when S is empty.
Since DSME mode can use multiple channels, it is desirable that multiple channels can be utilized when scheduling the superframes. TDMLF can easily be extended to utilize multiple channels when operating in a multichannel environment: TDMLF is executed once for each available channel when scheduling each superframe.
Here we use an example to illustrate the operation of TDMLF. Figure 8 is the scheduling result of applying TDMLF on the topology shown in Figure 4 (a) where each router has one unit traffic and operating in a single channel network. For the data transmission, since all routers with author hop count of one have the same amount of data, router 1, which has the smallest ID will be scheduled to transmit its data at the first GTS. Router 1 will be the only sender at the first GTS since there is no other available interference-free transmissions. Similarly, routers 2 and 5 will be scheduled at the second and third GTS, respectively. At the fourth GTS, router 3 has the highest priority and will be scheduled first.
Router 6 can also transmit at this GTS since its transmission does not produce a collision. Having the highest priority, routers 2 and 5 are scheduled at the following two GTSs. At the seventh GTS, router 4 is scheduled first while router 7 can transmit concurrently. Router 2 will transmit again at eighth GTS while router 5 will transmit at the next GTS since it cannot transmit concurrently with router 2.
Overhead and Complexity
Compare Figure The length of a GTS, which is the sum of one LIFS and a 127-byte data packet transmission time, is 294 symbols e .
Assuming that a beacon is 18 bytes, the length of transmitting a beacon packet and one SIFS is 48 symbols. That is, for our solutions, a total of 9 × (294 + 48) = 3078 symbols are enough for a beacon interval (20% of what is needed for TDBS). Reducing the length of a beacon interval, we claim that we can alleviate the bottleneck problem effectively due to more data packets can be successfully delivered at a given time interval. Moreover, the transmission priority is updated every GTS, which avoids the situation that a particular node sends/receives a lot of data continuously. This reduces the buffering overhead of nodes running TDMLF. Another feature of TDMLF is that a GTS is set to transmit one data packet, which reduces the internal fragmentations.
As mentioned earlier, algorithm TDMLF is executed by the ZigBee coordinator at the network initialization phase.
The scheduling results must be sent to all the nodes in the network. We arrange the transmission sequence similar to the depth-first search. For example, for the network topology e SIFS and LIFS are the time intervals to be waited to allow the MAC protocol have enough time to handle data from the physical layer. A SIFS has to be waited if the data packet is no larger than 18 bytes. Otherwise, a LIFS must be waited. Transmitting one byte in 2.4 GHz needs two symbol time. The length of SIFF and LIFS is 12 and 40 symbols respectively. With the contention-free scheduling strategy, it is expected that TDMLF can achieve pretty good performance, especially in a heavy-loaded network. The TDMLF protocol can also adapt to varying traffic loads if rescheduling is applied dynamically. We consider TDMLF is both efficient and flexible.
Performance Evaluation
Both simulations and real system implementation are conduct to verify the performance of the proposed TDMLF. 
Simulation
We have implemented a simulator using C++ to evaluate the performance of the proposed scheduling scheme. The TDBS protocols were also implemented for comparison purposes.
We choose TDBS because it is one of the few schemes aiming to solve the bottleneck problem and performs well. bytes. We simulate the 2.4 GHz physical layer which has the maximum bit rate of 250 kbps. Some important parameters for our simulations are listed in Table 5 . We set L m to be 10 to keep the number of isolated nodes low. The power consumption for nodes follows that of CC2420 [CC2b] .
It should be noted that how a router receives data from its children nodes during active portions is not specified in TDBS [KCAT08] . In this paper, we assume that no GTS is allocated to any node in TDBS, every children nodes contend to transmit only during CAP. Three metrics are used in the simulations: 1) goodput which is defined as the amount of data successfully received by the ZigBee coordinator per second, 2) successful delivery ratio which is defined as the ratio of number of packets successful received by the ZigBee coordinator to that of generated by The results of successful delivery ratio can be found in Figure 12 and we can see that TDMLF always has better performance. For TDMLF, the ratio drops obviously when interarrival time is less than 3 seconds. It is reasonable since the network is overloaded then. For TDBS, the successful delivery ratio is much lower than that of TDMLF. Although the goodput achieved by TDBS is increased slightly as traffic load is getting higher (refer to Figure 11 ), the successful delivery ratio for TDBS does not ascend accordingly because the number of undelivered packets also increases.
The results of average power consumption for successfully delivering a packet to the ZigBee coordinator are shown in Figure 13 . For different traffic loads, TDMLF is much energy-efficient when compared to TDBS. Also, it produces stable power consumption because each node is scheduled to transmit one data back to the ZigBee coordinator in each beacon interval. The internal fragmentation problem incurred by the active portion allocation of TDBS (a router with an unnecessary large active portion) wastes lots of energy. Note that the power consumption of TDBS is reduced slightly as traffic load increases. We believe it is because the probability of packets from far away nodes being successful received by the ZigBee coordinator is much lower. Most of the packets received by the ZigBee coordinator are from nearby nodes. Being relayed by fewer nodes, these packets reach the ZigBee coordinator with less energy consumption.
We have also compared the buffer requirements. As shown in Figure 14 , it is obvious that TDMLF significantly reduces the buffering overhead before the network is extremely overloaded. This verifies the advantage of the 
Real System Implementation
We have also made a real system implementation to verify if the simulation results are trustworthy. We have implemented TDMLF and TDBS in TinyOS 2.x on Octopus II platform. In In the real system implementation, we investigate the impact of traffic load. As shown in Figure 19 , higher goodput is achieved for both protocols when traffic load increases.
We can see that TDMLF significantly outperforms TDBS.
The results of the real system implementation have similar 
Conclusions
In a large scale ZigBee-based network, nodes closer to the ZigBee coordinator have heavier traffic burden and become bottlenecks of the network. In this paper, we confirm that the bottleneck problem is serious in such networks. We also define the minimum bottleneck scheduling problem in a ZigBee-based tree network and proposed a solution.
Nodes running the proposed TDMLF mechanism utilize GTS to achieve contention-free transmission. By increasing the number of concurrent transmissions and adapting the length of GTS, TDMLF provides efficient data delivery and reduces each node's buffer overhead. Simulation and real system implementation results verify the superiority of TDMLF in terms of goodput, successful delivery ratio, power consumption, and buffer overhead when comapred with TDBS, an existing protocol that can handle the bottleneck problem. We believe TDMLF is a promising scheduling mechanism to solve the fundamental bottleneck problem in large scale ZigBee-based networks.
