This paper presents several multi-modal 3D datasets for the problem of categorization of places. In this problem. a robotic agent should decide on the type of place/environment where it is located (residential area, forest, etc.) using information gathered by its sensors. In addition to the 3D depth information, the datasets include additional modalities such as RGB or reflectance images. The observations were taken in different indoor and outdoor environments in Fukuoka city, Japan. Outdoor place categories include forests, urban areas, indoor parking, outdoor parking, coastal areas, and residential areas. Indoor place categories include corridors, offices, study rooms, kitchens, laboratories, and toilets. The datasets are available to download at http://robotics.ait.kyushu-u.ac.jp/kyushu_datasets.
Introduction
One important capability for intelligent mobile robots consists of understanding their surroundings and identifying the type of place or environment in which they are located. This information can greatly improve other high-level robotic tasks such as communication with humans (Pronobis and Jensfelt, 2012; Rosa et al., 2018; Zender et al., 2008) , search and exploration (Aydemir et al., 2011; Stachniss et al., 2008) , decision making (Crespo et al., 2017; Hang et al., 2017) , or high-level representations of space (Luperto and Amigoni, 2018) , amongst others (Kostavelis and Gasteratos, 2015) . Recently, the information about places is being used by autonomous cars for semantic representation and navigation tasks (Bernuy and Ruiz-del Solar, 2017; Garg et al., 2018) .
In this paper, the problem of place categorization is defined as the capability of a mobile robot to indicate the type of the place (or environment) in which it is located. The categories used by the robot to define the places do not refer to particular poses or locations of the robot but to general types of environments around it. Example place categories include residential area and forest for outdoor environments or office and corridor for indoor environments. Examples are shown in Figure 1 .
One approach to solve the problem of place categorization is to extract global information from the whole captured image without further object segmentation. This is enough to present a high level of abstraction and to avoid longer and more complex segmentations and descriptions (Zhou et al., 2018) . Previous works have shown good results on categorization of observations in different 2D and 3D sensor modalities by using global information (Jung et al., 2016a,b; Premebida et al., 2015; Pronobis and Caputo, 2009; Wu and Rehg, 2011) . Recently, convolutional neural networks (CNNs) have also been applied to solve this problem (Nakashima et al., 2018; Zhou et al., 2018) . This paper presents several datasets for the task of place categorization using global information without object segmentation. However, the database can be used for other segmentation-based methods and can be extended with additional annotations. Therefore, these datasets are open to further applications. These datasets are thought to contribute to the comparison of different methods and algorithms in the robotic and vision communities. In addition, they provide access to data acquired with expensive and precise equipment that may be difficult to access by other researchers. Finally, the presented datasets provide the required annotation for the place categorization problem.
Our datasets contain indoor and outdoor place categories with the following properties.
Complete: it contains high-resolution panoramic depth images combined with other modalities such as grayscale, color, or reflectance data, captured by SICK lasers, Velodyne and FARO LIDARs, and RGB-D cameras. Diverse: it contains several outdoor (up to six) and indoor (up to six) different place categories. Varied: several datasets for the same environment are obtained using different sensors. Different: the data were obtained in Japanese indoor and outdoor scenarios, that differ from typical occidental ones.
The datasets are available to download at http://robotics.ait.kyushu-u.ac.jp/kyushu_datasets (Teixeira and Chli, 2016) , and autonomous cars (Geiger et al., 2013) .
Related datasets
The problem of place categorization is similar to the image scene recognition problem. Therefore, different image datasets such as the SUN (Xiao et al., 2010) and the Place2 (Zhou et al., 2018) datasets can be used to train computer vision algorithms to recognize different categories of places. Other more specific datasets such as the Indoor Scene Recognition Dataset (Quattoni and Torralba, 2009) contains images annotated only with place categories such as store, home, or leisure.
In the robotics community, specific datasets for place categorization are acquired using several sensors installed on a mobile robotic platform in order to gather the data directly from the robotic perception system. The VPC dataset (Wu et al., 2009 ) contains sequences of images along a trajectory of a robot equipped with a camera, where each image is annotated with the corresponding place category. The COLD Database (Pronobis and Caputo, 2009 ) contains data sequences of indoor places captured using different mobile robots equipped with multiple sensors, and each multi-modal observation is annotated with the category of the place the robot is located at that moment. These datasets are created to help solve the specific problem of place categorization using global information on the image. Therefore, no further segmentation is provided.
Indoor RGB-D datasets are mainly used for semantic labeling of segmented objects. Examples include the NYU Depth (Silberman et al., 2012) , the Stanford 2D-3D-Semantics (Armeni et al., 2017) , and the SUN RGB-D (Song et al., 2015) datasets. Here, point data is annotated with the object they belong to. Additional datasets such as the Robot@Home dataset 1 (Ruiz-Sarmiento et al., 2017) also includes annotations of the type of the place where the objects are located.
Recently, many datasets obtained with cars have appeared owing to the increasing importance of the autonomous driving research area. However, few of them contain information about place categories. The KITTI Vision Benchmark Suite (Geiger et al., 2013 ) is a highly cited dataset containing 3D depth and visual data along different outdoor trajectories including annotated objects (pedestrian, cars, and cyclists). Although it includes four place categories (city, residential, road, and campus), the main purpose of this dataset is to test optical flow, visual odometry, and 3D object detection and tracking. The Oxford Robotcar Dataset (Maddern et al., 2017) contains 3D and image data for over 1,000 km of driving that is used mainly for long-term mapping and navigation. In addition, the Cityscapes dataset 2 (Cordts et al., 2016) contains stereo images along different car trajectories with annotation of different objects. Additional car datasets used for mapping and localization include the Malaga Stereo and Laser Urban dataset (Blanco-Claraco et al., 2014) , and the Ford Campus Vision and LIDAR dataset (Pandey et al., 2011) .
In contrast, our datasets are specifically designed for the purpose of place categorization. Therefore, we have extended the number of outdoor and indoor categories. In addition, our observations contain a high resolution option. Finally, our observations are taken in Japan, which may help to extend the geographical and cultural aspects of these type of datasets.
Panoramic multi-modal outdoor dataset
The first dataset contains panoramic multi-modal 3D point clouds of different outdoor locations in the city of Fukuoka as shown in Figure 3 . Each location corresponds to one of the six different place categories: indoor parking, outdoor parking, coast, forest, residential area, and urban area. Example panoramic images for each environment are shown in Figure 1 .
The dataset consists of 650 static high-resolution 3D panoramic point clouds obtained using a FARO Focus 3D laser mounted on top of a car. This FARO sensor has a maximum range of 150 m and a field of view of 360 8 horizontally and 3008 vertically. As a result, each panoramic scan has a resolution of 5, 140 × 1, 757 pixels with 0:078 horizontal and 0:178 vertical angular resolution. The panoramic depth information is completed with color images obtained with a Kodak PIXPRO SP360 camera that was installed on the car. The car setup is shown in Figure 2 .
To acquire each scan we moved the car 10-100 m, stopped it, and took the full panoramic scan and respective color images around the car. We repeated this process several times in each trajectory. Finally, the point clouds were synchronized off-line with color images using the SCENE software provided by FARO. As a result, each panoramic scan is composed of three synchronized sensor modalities: depth, reflectance, and RGB color.
Each multi-modal panoramic scan is annotated with the label of the corresponding place category. In addition, the scans are grouped into different sets inside the same category. Each set is acquired in a different location inside the same category. Having different sets inside the same category facilitates the application of the leave-one-out crossvalidation method by leaving one set out. In total, each place category contains seven independent sets that are distributed according to 
Panoramic sparse outdoor dataset
We acquired a second outdoor dataset using the same car equipped with a Velodyne HDL-32E laser scanner. This dataset differs from the previous one in that the observations were obtained without stopping the car in order to obtain continuous trajectories. An example 3D scan is shown in Figure 4 .
This outdoor dataset contains a total of 34,200 3D panoramic scans obtained along different trajectories in the same six place categories in Fukuoka city: indoor parking, outdoor parking, coast, forest, residential area, and urban area. Each point cloud in this dataset has a resolution of 32 × 2, 166 pixels corresponding to a vertical field of view of 41:38 (ranging from 10.67 to À30:678), and a horizontal field of view of 3608. The horizontal angular resolution is 0:178 and the vertical angle resolution is 1:338. In addition, the dataset contains GPS information obtained by a Garmin GPS 18x LVC. This information is stored in National Marine Electronics Association (NMEA) 0183 format at a frequency of 2 Hz. The GPS data is synchronized with the point clouds using timestamps.
Finally, the dataset also includes panoramic color images captured using a Kodak PIXPRO SP360 camera. Each color image covers 3608 and has a resolution of 5, 134 × 1, 757 pixels. Images were acquired at 6-7 Hz. However, color images are not synchronized with point clod data and were used only as references. All the sensors were situated on top of the car as shown in Figure 4 .
The scans were acquired while driving the car in short trajectories inside each place category as shown in the map in Figure 5 . In total, there are 10 trajectories for each place category distributed as indicated in Table 2 .
The complete dataset is available at http://robotics.ait. kyushu-u.ac.jp/kyushu_datasets/outdoor_sparse.html. Each panoramic point cloud is stored using the Point Cloud Data (PCD) file format from the Point Cloud Library; the GPS data are stored using NMEA sentences ($GPRMC); and images are stored in BMP format. Files in the dataset are distributed as follows: 
Panoramic laser outdoor dataset
This third outdoor dataset consists of 3D panoramic point clouds obtained using a SICK LMS-151 laser scanner on a rotating base as shown in Figure 6 . The scans were obtained in four different place categories in Fukuoka city: forest, residential area, parking lot, and urban area. Each category contains seven sets of panoramic images each of which was obtained in a different location inside the same place category. Table 3 summarizes the data. Example panoramic scans are shown in Figure 7 .
Each panoramic point cloud contains depth and reflectance information with a resolution of 3,750-3, 755 × 760 pixels. The vertical field of view ranges from À85 to 1058, 
RGB-D indoor dataset
Our final indoor dataset contains RGB-D images from six different place categories in several home and office environments in Fukuoka city. Categories include corridor, kitchen, office, study room, and toilet. Each category contains different sets of RGB-D images that were obtained along very short trajectories in different locations inside the same place category. Example observations are shown in Figure 10 . RGB-D images were taken by a Kinect camera mounted on a mobile platform at a height of 125 cm. The Kinect sensor has a vertical field of view of 438 and a horizontal field of view of 578 with a working distance range from 1.2 to 3.5 m. Each depth image is represented by a 480 × 640 matrix of depth values in a .txt file with undefined values represented by not a number (NaN). In addition, grayscale images are provided where NaN values are represented by full black. The corresponding full color RGB images are stored in PNG format.
This dataset is available at http://robotics.ait.kyushu-u. ac.jp/kyushu_datasets/indoor_rgbd.html. Data is stored u sing the following file structure: 
