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Optical responses in an excitonic insulating (EI) system with strong electron correlation are studied. We
adopt the two-orbital Hubbard model with a finite energy difference between the two orbitals where the spin
state degree of freedom exists. This model is analyzed by the variational cluster approach. In order to include
the local electron correlation effect, the vertex correction is taken into account in the formulation of the optical
conductivity spectra. We calculate a finite-temperature phase diagram, in which an EI phase appears between
a low-spin band insulating state and a high-spin Mott insulating state. Characteristic components of the optical
conductivity spectra consisting of a sharp peak and continuum appear in the EI phase. Integrated intensity
almost follows the order parameter of the EI state, suggesting that this component is available to identify the EI
phases and transitions.
I. INTRODUCTION
Excitonic insulating (EI) state was proposed more than a
half-century ago in semiconductors and semimetals and has
been studied intensively in both the experimental and theo-
retical sides [1–4]. When the attractive Coulomb interaction
between electrons and holes overcomes the insulating gap en-
ergy, the electron-hole pairs are produced spontaneously, and
a macroscopic number of the excitions are condensed in low
temperatures. Some conceptual similarities of this excitonic
condensation to the superconductivity and the charge-density
wave have been examined. Owing to the recent great pro-
gresses of the experimental technique, the study of the EI
state is revived. Prototypical examples are 1T-TiSe2 [5] and
TaNiSe5 [6], in which flattenings of the top of the valence
band dispersions were observed below the structural-phase
transition temperatures by the angular-resolved photoemission
spectroscopy (ARPES).
Another candidate material for the EI state is the cobalt ox-
ides with the perovskite crystal structure, R1−xAxCoO3, where
R and A are a rare-earth ion and an alkaline earth ion, respec-
tively. This series of materials is widely recognized to show
the spin cross over phenomena by changing temperature, pres-
sure and magnetic field [7, 8]. In a single Co3+, the three
kinds of electron configurations are possible: (t2g)
6(eg)
0 with
S = 0, (t2g)
5(eg)
1 with S = 1 and (t2g)
4(eg)
2 with S = 2,
which are termed the low-spin (LS), intermediate spin and
high-spin (HS) states, respectively. Stability of the three spin
states is governed dominantly by the competition of the crys-
talline field splitting and the Hund coupling. Recently, an EI
state is proposed in Pr1−xCaxCoO3, where a metal-insulator
transition was observed around 90K by the magnetization, the
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specific heat and the structural analyses [9, 10]. Because of
no evidence of the charge and/or orbital orders so far, an EI
state is considered to be a possible origin of this transition.
An EI state is also proposed in LaCoO3 under a high magnetic
field around 100T [11]. A number of the theoretical examina-
tions were performed to clarify the EI state in the perovskite
cobaltites, and a relation to the spin-state degree of freedom in
the Co ions [12–15].
One of the unresolved issues in the EI researches is to de-
velop the experimental way to identify the EI state and transi-
tion. The flattening of the top of the valence-band dispersion
observed by ARPES suggests the EI transition, although this is
not the direct evidence of the EI transition. Photoinduced tran-
sient dynamics provide rich information for the driving force
of the structural phase transition by utilizing different time
scales of the electronic and lattice degrees of freedom [16–
18]. Once the direct method to identify the EI phase is settled,
this technique will be applied to a wide range of candidate
materials.
In this paper, we study the optical responses in EI states.
The two-orbital Hubbardmodel with a finite energy difference
between the orbitals is analyzed by utilizing the variational
cluster approach. The optical conductivity spectra are formu-
lated in the two-particle Green’s function, in which the vertex
corrections are taken into account. The finite temperature
(T ) phase diagram and the one-particle excitation spectra are
obtained in the EI phase. A characteristic structure in the op-
tical conductivity spectra emerges in the EI state due to the
hybridization between the two orbitals. The intensity of this
structure in low temperatures almost follows the EI order pa-
rameter. We propose that this is available to identify the EI
state.
In Sec. II, the adopted two-orbital Hubbard model with
the finite energy difference is introduced. The variational-
cluster approach (VCA) applied to the model is introduced
in Sec. IIIA, and the formulation of the optical conductivity
spectra with the vertex correction is explained in Sec. IIIB.
2The numerical results of the finite T phase diagram, and the
excitation spectra are presented in Sec. IV. SectionV is devoted
to concluding remarks.
II. MODEL
We start from the two-orbital Hubbard model with the finite
energy difference between the two orbitals given as
H = HL + Ht, (1)
where HL represents the local part and Ht represents the elec-
tron hoppings between different sites. The first term is given
as
HL =
∑
i
[h0(i) + hint(i)] , (2)
with
h0(i) =
D
2
∑
σ
(niaσ − nibσ) − µ
∑
ασ
niασ, (3)
hint(i) = U
∑
α
niα↑niα↓ + Vnianib
+ J
∑
σσ′
c
†
iaσ
c
†
ibσ′
ciaσ′cibσ + I
∑
α
c
†
iα↑
c
†
iα↓
ciα¯↓ciα¯↑.
(4)
We introduce the creation (annihilation) operator c
†
iασ
(ciασ)
of an electron with spin σ(=↑, ↓) and orbital α(= a, b) at site
i, the number operator niα =
∑
σ niασ =
∑
σ c
†
iασ
ciασ , and
α¯ = a(b) for α = b(a). We define that D is energy difference
between orbitals a and b,U andV are the intra- and inter-orbital
Coulomb interactions, respectively, J is the Hund’s coupling,
I is the pair hopping, and µ is the chemical potential. The
second term in Eq. (1) is given as
Ht =
∑
〈ij 〉
ht (i, j), (5)
with
ht (i, j) =
∑
ασ
tαc
†
iασ
cjασ, (6)
for the nearest-neighbor (NN) sites, where tα represents the
hopping integral between the orbital α. The hopping integrals
are assumed to be diagonal with respect to the orbital. The
present Hamiltonian is schematically shown in Fig. 1.
In the numerical calculations, we consider a two-
dimensional square lattice with the number of sites N . The two
hopping integrals are assumed to be equal with each other and
are set to the energy unit as t ≡ ta = tb = 1. Other parameters
are set to be D = 9, U = 5J, V = 3J, and I = J, where J is
varied. The electron number is fixed to be half filling, realized
by choosing the chemical potential at µ = (U + 2V − J)/2,
which satisfies the particle-hole symmetry in the system.
D
U, V
J
ta
tb
FIG. 1. (Color online) A schematic illustration of the Hamiltonian in
Eq. (1). Horizontal bars and bold arrows represent the two orbitals,
and the electron spins, respectively.
III. METHOD
In order to examine electronic structures in various phases
emerging due to local electronic correlations, we employVCA
developed by Potthoff et al. [19]. In this section, we present an
introduction of VCA and its application to the present model.
We also present the method to calculate the optical conductiv-
ity where the vertex correction is taken into account.
A. A brief introduction of VCA
The VCA is a general framework of cluster theories, which
includes the cluster perturbation theory (CPT) [19, 20] and the
cluster extension of the dynamical mean-field theory (DMFT)
[21–23] depending on the number of uncorrelated “bath” sites
(zero for the former and infinity for the latter) [19]. In the case
without bath sites, the VCA forms a generalization of the CPT
where we can introduce local potentials as a variational pa-
rameter, which allows us to address symmetry broken phases.
This special case is called variational CPT (V-CPT) [24]. The
VCA, in particular, V-CPT has been successfully applied to
many systems such as the antiferromagnetic (AF) phase [24],
charge ordering [25], high-Tc cuprates [26], spin liquid [27],
correlated topological insulators [28], bosonic systems and
Bose-Einstein condensation [29–31] and non-equilibrium sys-
tem [32, 33]. Detailed explanations of the method can be
found in Ref. [19, 24, 25, 34–37]. In the following, we give a
brief summary of the method.
The VCA is formulated based on the self-energy functional
theory (SFT) [34, 35]. In the SFT, we consider the self-energy
functional of the thermodynamic potential, Ω[Σ], which is
given by
Ω[Σ] = FU [Σ] −
∑
k
Tr ln{−[G−10 (k) − Σ]
−1}, (7)
where FU[Σ] is the Legendre transform of the Luttinger-Ward
functional Φ[G] [38], G0 (G) is the non-interacting (interact-
ing) Green’s function, Σ is the trial self-energy, and k is the
wave vector in the Brillouin zone. The bold symbol represents
matrices with the spin and orbital indices, and Tr stands for
summations over these indices and theMatsubara frequencies:
Tr ≡ T
∑
ωn
∑
ασ . The subscript U in FU indicates that FU
depends only on the two-body (interaction) terms, but not on
3FIG. 2. The present reference system. Broken squares represent
unit cells. Open and filled circles represent the orbital a and b,
respectively. Labels (1)-(4) indicate the independent orbitals and
sites in a cluster.
the one-body terms. According to the SFT [34, 35], the func-
tional Ω[Σ] holds the variational principle with respect to Σ,
δΩ[Σ]/δΣ = 0, as in the Luttinger-Ward formalism in terms of
G [38]. In other words, our task is to find the stationary point
of Eq. (7) rather than to solve the original model directly.
The functional FU [Σ] takes account of interactions, but is
essentially impossible to be evaluated exactly for arbitrary form
of Σ. In VCA, we instead evaluate FU[Σ] using an auxiliary
cluster model called “reference” system. The Hamiltonian H ′
of the reference system is given by the form
H ′ = HL + H
′
t , (8)
where H ′t contains arbitrary one-body terms (hopping and lo-
cal potential). In particular, we can consider a situation where
some hopping integrals are absent so that the lattice is di-
vided into clusters which are arranged periodically (see Fig. 2).
When the cluster is small enough, we can diagonalize H ′ and
evaluate physical quantities such as the thermodynamic poten-
tial Ω′ and the Green’s function G′ in the reference system.
Furthermore,H ′t can include any potentials that break the sym-
metries of the original Hamiltonian, leading to a description
of the symmetry broken states.
The important point in Eq. (8) is that the interaction HL is
the same as in H. It leads that the functionalFU [Σ] is common
between the original and reference system. Therefore, we can
eliminate FU[Σ] from the equations for Ω and Ω
′, and obtain
Ω[Σ] = Ω′[Σ] −
∑
q
Tr ln(1 − VqG
′), (9)
where q is the reduced wave vector, when the cluster contains
more than one site, and Vq = G
′−1
0
− G−10 (q) is the difference
of the signal-particle terms between the original system and
the reference system.
All quantities on the right-hand side of Eq. (9) can be com-
puted numerically with use of the reference system, meaning
that we can evaluate Ω[Σ] exactly. However, the argument Σ
cannot be changed arbitrary, but is determined only through
one-body parameters in H ′t , namely, Σ = Σ(t
′), where t ′ in-
dicates a parameter in H ′t . We will search for the station-
ary point of Ω[Σ] within this restrected space of Σ(t ′) by
∂Ω[Σ(t ′)]/∂t ′ = 0.
B. Reference system
As the reference system, we make a minimal choice that
is required for discussing staggered ordered states. We retain
hopping only between a pair of sites so that two-site clusters
are isolated as shown in Fig. 2. The one-body part H ′t in the
Hamiltonian, Eq. (8), now reads
H ′t =
∑
R
[ ∑
i, j∈R
ht (i, j) +
∑
i∈R
h∆(i)
]
, (10)
where R is the index which specifies clusters. The second
term, h∆(i), is introduced to represent symmetry-breaking lo-
cal potentials, which will be discussed in Sec. III C.
It is convenient to introduce a combined site-orbital index,
(i, α) ≡ l = 1, ..., 4(≡ L), in each cluster (see Fig. 2), and
define an L-dimensional vector ψRσ of annihilation or cre-
ation operators such as ψRσ = (c1σ, ..., cLσ)
T. Using this
representation, H ′ in Eq. (8) is represented as
H ′ =
∑
Rσ
ψ
†
Rσ
(H + ∆σ)ψRσ +
∑
i
hint(i), (11)
whereH and ∆σ denote the matrix elements of the one-body
part, ht (i, j) + hL0(i) and h∆(i), respectively. The explicit
expression ofH is given by
H =
©­­­«
D
2
− µ 0 ta 0
0 −D
2
− µ 0 tb
ta 0
D
2
− µ 0
0 tb 0 −
D
2
− µ
ª®®®¬ . (12)
Including hint, we diagonalize H
′ by means of the exact diag-
onalization method, and computeG′(ω).
In order to calculateΩ in Eq. (9), we further need the expres-
sion of Vq = G
′−1
0
− G−10 (q), which represents the difference
of the non-interacting Hamiltonian in the reference and orig-
inal systems, i.e., H − H ′. More precisely, its bilinear form,
H − H ′ =
∑
Rσ ψ
†
Rσ
V σq ψRσ , yields the representation for
V σq (depends on σ because of ∆
σ). We thus obtain
V σq = Tq − ∆
σ, (13)
where Tq denotes hopping which connects different clusters.
Its explicit expression is given by
Tq =
©­­­«
0 0 taEq 0
0 0 0 tbEq
taE
∗
q 0 0 0
0 tbE
∗
q 0 0
ª®®®¬ . (14)
where Eq = e
iq ·e1 + eiq ·e2 + eiq ·(e1+e2) with e1 and e2 being
the bases of the super-lattice as shown in Fig. 2.
C. Order parameters
In the present study, we consider three kinds of long-range
orders: the AF state [24], the EI state [39, 40], and the HS-
LS ordered (HL) state [14, 15]. Accordingly, we define three
4Weiss fields given by
H∆ ≡
∑
i
h∆(i) =
∑
O
δOpO, (15)
where O is either AF, EI, or HL. The potential δO is a real
number to be determined by the variational principle, and the
operator pO is defined by
pAF =
∑
iα
(−1)i
(
niα↑ − niα↓
)
, (16)
pEI =
∑
iσ
eiQ·ri (−1)σ
(
c
†
iaσ
cibσ + h.c.
)
, (17)
pHL =
∑
iασ
eiQ·ri (−1)αc†
iασ
ciασ, (18)
with Q = (π, π).We note that pAF and pEI imply the stag-
gered Ne´el order and the excitonic order, respectively, and pHL
represents the spatial alignment of the HS and LS states.
By transforming H∆ into the L-dimensional vector repre-
sentation, H∆ =
∑
Rσ ψ
†
Rσ
∆
σψRσ , we obtain the expression
of ∆σ as
∆
σ
=
∑
O
δO∆
σ
O, (19)
with
∆
σ
AF = σ
©­­­«
1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
ª®®®¬ , (20)
∆
σ
EI = σ
©­­­«
0 1 0 0
0 0 0 0
1 0 0 −1
0 0 −1 0
ª®®®¬ , (21)
∆
σ
HL =
©­­­«
1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1
ª®®®¬ . (22)
We thus have all ingredients for evaluation of Ω in Eq. (9).
D. Computation procedure
Having the expressions above, the variational principle is
represented as ∂Ω/∂δO = 0 for each field δO. We summarize
below the standard steps for the VCA calculation:
(i) For trial values of δO, we solve the reference system
whose Hamiltonian H ′ is given by Eq. (11), and com-
puteG′(ω) and Ω′.
(ii) We calculate Ω in the lattice system using Eqs. (9) and
(13).
(iii) We repeat the above steps by varying the values of δO
to find the stationary point of Ω. Thus, the physical
self-energy Σ is obtained.
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FIG. 3. (Color online) The ground potential Ω/2N as a function of
the potential for the EI order δEI for various values of J/t. The arrows
indicate the stationary points. We set T/t = 0.1.
(iv) At the stationary point, using the self-energyΣ in the ref-
erence system, we calculate the lattice Green’s function
by G(q, ω) = [G−10 (q, ω) − Σ(ω)]
−1 and other physical
quantities.
To illustrate step (iii), we show numerical results for Ω/2N
as a function of δEI in Fig. 3. At J/t = 2.2, the stationary
point is located at δEI = 0, meaning that there is no symme-
try breaking. For larger J, i.e., J/t = 2.4 and 2.6, another
stationary point appears around δEI ≃ 0.175 and 0.26, respec-
tively. In this way, we conclude that the EI phase is realized for
J/t & 2.3. More precise analysis will be presented in Sec. IV
E. Optical conductivity with vertex correction
We first introduce the current operator jΛ in the Λ(= x, y, z)
direction. In the cluster representation, jΛ is given by
jΛ = i
∑
qσ
∑
ll′
c
†
qlσ
vll
′
qΛcql′σ, (23)
where q denotes the momentum in the reduced Brillouin zone,
and l is the combined site-orbital index within the cluster (see
Sec. III B). The velocity vll
′
qΛ
is given by
vll
′
qΛ = −
∑
R
e−iq ·R(TR)ll′[R − (rl − rl′)]Λ
+ (H)ll′(rl − rl′)Λ, (24)
where the matrices H and TR are defined in Eq. (12) and
Eq. (14), respectively. The vector rl represents the position
of site i corresponding to index l ≡ (i, α). From the Kubo
formula, the optical conductivity σΛΛ′(ω) can evaluated by
σΛΛ′(ω) =
e2
N
1
ω
ImBΛΛ′(ω + iη), (25)
5FIG. 4. (a) The Feynman diagrams of the two-particle Green’s function, and (b) those for the Bethe-Salpeter equation for the vertex function.
A symbol I represents the irreducible vertex function.
where η is an infinitesimal small constant. BΛΛ′(ω) is the
current-current correlation function defined by
BΛΛ′(iωn) = −
∫ β
0
dτ〈 jΛ(τ) jΛ′〉. (26)
Replacing jΛ with Eq. (23), we obtain the explicit expression
for BΛΛ′(iωn) as
BΛΛ′(iωn) =
∑
qq′
∑
l1l2l3l4
∑
σσ′
v
l1l2
qΛ
χ
qσ,q′σ′
l1l2l3l4
(iωn)v
l4l3
q′Λ′
, (27)
where
χ
qσ,q′σ′
l1l2l3l4
(iωn) =
∫ β
0
dτ〈c†
ql1σ
(τ)cql2σ(τ)c
†
q′l4σ
′cq′l3σ′〉
≡ [χqq
′
(iωn)](σl1l2),(σ′l3l4), (28)
is the two-particle Green’s function. We introduced a matrix
notation χqq
′
in the second line to simplify the following
descriptions.
We now calculate χqq
′
(iωn) in an approximation which is
consistent with the VCA. There are two types of contributions
χqq
′
(iωn) = δqq′χ
q
0
(iωn) + χ
qq′
corr(iωn). (29)
The diagrammatic representation is shown in Fig. 4(a). The
first term corresponds to the “bubble” diagram, which is ex-
plicitly represented as
[χ
q
0
(iωn)](σl1l2),(σ′l3l4)
= −δσσ′T
∑
ǫm
Gσl3l1(q, iǫm)G
σ
l2l4
(q, iωn + iǫm), (30)
where ǫm is the fermionic Matsubara frequency. The second
contribution χ
qq′
corr describes vertex corrections. The full (re-
ducible) vertex Γ, in general, depends on three frequencies and
two momenta (the momentum transfer Q is fixed at Q = 0),
namely, Γ = Γqq
′
(iωn; iǫm, iǫm′ ). In the VCA, the momentum
dependence can be droped as in the local approximation to the
self-energy. Furthermore, we neglect the fermionic frequen-
cies, ǫm and ǫm′ , keeping only the bosonic frequencyωn. This
approximation has been adopted in the literature [41, 42]. The
vertex correction is thus expressed as
χ
qq′
corr(iωn) = χ
q
0
(iωn)Γ(iωn)χ
q′
0
(iωn). (31)
The vertex partΓ(iωn) is represented in terms of the irreducible
vertex I(iωn) using the Bethe-Salpeter equation
Γ(iωn) = I(iωn) +
L
N
∑
q
I(iωn)χ
q
0
(iωn)Γ(iωn). (32)
Figure 4(b) shows the diagrammatic expression of this equa-
tion. I(iωn) is the two-particle counterpart of the self-energy,
and therefore is considered to be local. We compute I(iωn)
in the reference system by solving the Bethe-Salpeter equation
defined within the cluster.
IV. RESULTS
A. Finite T phase diagram
First, we calculate the temperature dependences of the order
parameters of the AF, EI and HL states defined by PAF =
〈pAF〉, PEI = 〈pEI〉, and PHL = 〈pHL〉, respectively. The order
parameters as a function of J are shown in Fig. 5(a). With
increasing J, the LS state realized in J/t . 2.3 is changed into
the EI ordered state through the second-order phase transition.
This is changed furthermore the HS state associated with the
AF order through the first-order phase transition at J/t ∼ 3.25.
Temperature dependences of the order parameters at J/t =
2.928 are shown in Fig. 5(b). With decreasing temperature,
a sequential phase transition occurs; the second-order phase
transition from the paramagnetic phase to the HL ordered
phase at T/t ∼ 0.28, and the first-order transition to the EI
phase at T/t ∼ 0.24.
Calculated results are summarized in the finite-temperature
phase diagram shown in Fig. 6, in which open and filled sym-
bols represent the first- and second-order phase transitions,
respectively. In the regions of small and large J/t, the LS and
HS states are realized, respectively, as expected from the elec-
tronic structures in a single site. Between the two phases, the EI
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FIG. 5. (Color online) (a) The order parameters as a function of the
Hund coupling at T/t = 0.005, and (b) those as a function of the
temperature at J/t = 2.928.
phase appears in low temperatures. The HL ordered phase ap-
pears above the EI phase around 2.5 < J/t < 3.0. In Ref. [15],
the finite-temperature phase diagram was obtained by apply-
ing the mean-field approximation to the effective pseudo-spin
model derived from the two-orbital Hubbard model. It was
shown that the HL phase is realized down to T = 0 in contrast
to Fig. 6. This difference is attributed to the fact that the spin
entropy in the HL phase is overestimated in the mean-field
approximation in Ref. [15].
B. One particle excitation spectra
We calculate the single-particle excitation spectra defined
by
ρσ(k, ω) = −
1
π
Im
∑
α
gσα (k, ω + iη), (33)
where gσα (k, ω) is the lattice Green’s function in the origi-
nal Brillouin zone for the orbital α(= a, b). Following the
CPT [20], we compute gσα (k, ω) from the cluster Green’s func-
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FIG. 6. The finite temperature phase diagram. Filled and open
squares represent the second- and first-order phase transitions, re-
spectively. Horizontal and vertical lines represent the parameter sets
adopted in Figs. 8 and 10, respectively.
tion Gσ
ll′
(k, ω) by
gσα (k, ω) =
1
L/2
∑
l,l′∈α
e−ik·(rl−rl′ )Gσ
ll′
(k, ω), (34)
where the summation for l ≡ (i, α) and l ′ ≡ ( j, α) are taken
for all sites in the cluster, keeping the orbital index α. The
intensity maps of the spectral functions and the density of
states (DOS) at T/t = 0.05 are shown in Fig. 7. The ground
state for the results in Figs. 7(a), (b) and (c) are the LS, EI
and HS states, respectively. In the LS state shown in Fig. 7(a),
the valence and conduction bands mainly consist of the a and
b orbitals, respectively, and the Fermi level is located inside
of the band gap. Small component of the b (a) orbital in
the valence (conduction) band is induced by the pair-hopping
interaction. The dispersion relations are almost reproduced
by the non-interacting tight-binding model, i.e. the system is
a band insulating state. In the EI state shown in Fig. 7(b),
the hybridization between the a and b orbitals are realized.
The one-particle excitation spectra mainly consist of the two
parts: the cosine-like bands similar to the ones in the LS phase
[see Fig. 7(a)], and the new bands which appear around M (Γ)
points in the valence (conduction) band. The latter is termed
the shadow bands from now on. The bottom of the conduction
band and the top of the valence band are flatten in comparison
with the simple cosine-bands in the LS state. As a result, the
energy gap is enlarged. These characteristics originate from
the staggered EI order which corresponds to the band mixing
between the top of the valence band around the Γ point and
the bottom of the valence band round the M point. In the HS
state shown in Fig. 7(c), the hybridization between the two
orbitals does not appear. The each orbital band is separated
into the upper-Hubbard band (UHB) and the lower-Hubbard
band (LHB), and the Fermi Level is located between the LHB
for the a orbital and the UHB for the b orbital. That is, the
system is identified as a Mott insulating state.
7㻜㻚㻜 㻜㻚㻝 㻜㻚㻞
㻰㻻㻿
㻌㼍
㻌㼎
㻜㻚㻜 㻜㻚㻝 㻜㻚㻞
㻰㻻㻿
㻌㼍
㻌㼎
㻜㻚㻜 㻜㻚㻝 㻜㻚㻞
㻰㻻㻿
㻌㼍
㻌㼎
㻜㻚㻜 㻜㻚㻝 㻜㻚㻞
㻰㻻㻿
㻌㼍
㻌㼎
(a)
(b)
(c)
(d)
FIG. 7. (Color online) Intensity plots of the one-particle excitation
spectra in (a) J/t = 2.2, (b) 2.8, (c) 3.4 and (d) 2.8. We setT/t = 0.05
in (a)-(c) and 0.3 in (d), and η = 0.1. Right panel in each figure
shows DOS where black and red lines represent the a and b orbital
components, respectively.
The results in the higher-temperature HL state are shown
in Fig. 7(d). The a (b)-orbital component in the conduction
(valence) band is not due to the hybridization effect but mainly
due to the HL order and the thermal effect. When we compare
the results in Fig. 7(d) with Fig. 7(b), the shadow bands appear
only in the EI state. On the other hand, the band structures and
DOS in Fig. 7(d) are almost explained by the simple averages
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FIG. 8. (Color online) Optical conductivity spectra for several values
of J at T/t = 0.05.
of the results in the LS state and theHS state shown in Figs. 7(a)
and (c), respectively.
C. Optical conductivity spectra
The optical conductivity spectra for several values of J/t at
T/t = 0.05 are shown in Fig. 8. In the LS phase, there are
no remarkable peaks in σ(ω), and the total spectral weight is
small. This is attributed to the fact that the valence band con-
sists mainly of the b orbital, and there is no electron hopping
between the nearest neighboring a and b orbitals. Weak spec-
tra are caused by the thermal fluctuation and the pair-hopping
interaction. In the EI phase, a new peak around ω/t ∼ 10
and continuum around 3 . ω/t . 8 appear. Since these are
related to the EI order as explained below, we term these the
EI components from now on. The intensity of the EI compo-
nent increases with increasing J/t in the EI phase. Small peak
around ω/t = 20 exists in the EI phase, and changes into a
sharp peak in the HS phase, in which the EI component almost
disappears. This peak is termed the Hubbard component from
now on.
These EI components are attributed to the mixing of the
a and b orbitals. Since the wave function in the EI phase
is represented by the linear combinations of the LS and HS
states, e.g. CL |a
0b2〉 + CH |a
1b1〉 with coefficients CL and CH
(see Fig. 9(a)), new optical-excitation processes in the nearest
neighboring sites open. As explained in the previous section,
the one-particle excitation spectra shown in Fig. 7(b) mainly
consist of the cosine-like bands and the shadow bands. The
8+C
HCL +CHCL
site i site j
FIG. 9. Schematic optical excitation processes in the EI component.
Vertical bars and arrows represent the orbitals and the spin direc-
tions, respectively. Symbols CL and CH are the coefficients of the
wavefunction in the EI state. (see text).
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FIG. 10. (Color online)Optical conductivity spectra for several values
of T at J/t = 3.00.
sharp EI components around ω/t ∼ 10 originates from the
transitions between the cosine–type conduction and valence
bands. This is prohibited in the LS phase, since the a (b)
orbitals are almost occupied (unoccupied), and is permitted in
the EI phase. Since the two bands almost overlap by the parallel
shift of D, the optical excitations between the bands induce the
sharp peak structure around ω = D. On the other hand, the
continuum in the EI component is attributed to the optical
transitions between the cosine-like valence (conduction) band
and the shadow conduction (valence) band around the point
Γ (M). These excitations spread from the band gap, which
is about 3t, up to about 10t. The spectral weight in the EI
component is approximately estimated to be |CLCH |
2. The
Hubbard component is identified as the intersite electronic
excitation between the nearest neighboring HS states with the
antiferromagnetic spin configuration,and the excitation energy
is of the order of U. This excitation is possible even in the
EI phase, and the spectral weight is approximately given by
|CH |
4.
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FIG. 11. (a) The EI order parameter and (b) integrated intensity of
the EI component in the optical conductivity spectra as functions of
J/t at T/t = 0.05.
In Fig. 10, we show the temperature dependence of the opti-
cal conductivity spectra at J/t = 3, in which the EI state is the
ground state and the EI-ordering temperature is T/t = 0.25.
A whole feature of the optical spectra do not show remarkable
changes; the EI component and the Hubbard component exist
in all temperature range. With increasing temperature from
T/t = 0.05, the sharp peak around ω/t = 10 becomes remark-
able, and the continuum in 3 . ω/t . 8 is reduced. These be-
haviors correspond to the one-particle excitation spectra shown
in Fig. 7(d), where although the two-orbital components are
mixed, the shadow bands in the occupied (unoccupied) band
at M (Γ) points shown in Fig. 8(b) do not appear. This mixing
between the two-orbital components originate from the ther-
mal effect through the Boltzman factor, i.e. the local electronic
stateswith the LS andHS configurationsaremixed at each site,
and the optical excitation between the NN states are realized,
when the LS and HS states are located in the neighboring sites.
The intensity of the EI component is of the order of (e−β∆E )2
where ∆E is the energy difference between the local LS and
HS configurations.
We analyze qualitatively the EI component in the optical
conductivity spectra. The integrated intensities of the EI peak
defined by KEI =
∫ ωc
0
σxx(ω)dω are calculated. The cutoff
frequency is set to ωc/t = 15 which is located between the EI
and Hubbard components. We checked that the results are not
changedmuch, whenωc/t is changed between 12 and 18. The
integrated intensities at T/t = 0.05 are plotted as a function of
J in Fig. 11, where the EI order parameters are also presented.
There is a good correspondencebetween the two results. Finite
values of KEI at J/t = 2.2 and 3.4 are attributed to η for the
analytical continuation. The present analyses imply that the EI
peak intensity reflects the EI order parameters in low T region,
and is available to identify the EI state.
9V. CONCLUDING REMARKS
In summary, we study the optical responses in the EI states.
The VCAmethod is applied to the two-orbital Hubbard model
with a finite energy difference between the orbitals. In the anal-
yses of the ground state, we consider possibilities of the LS
state, the HS-AF state, the EI state and the H/L state. The opti-
cal conductivity spectra are formulatedby theGreen’s function
method, where the vertex correction is taken into account. We
find the characteristic components in the optical spectra at-
tributed to the quantum hybridization of the conduction and
valence bands. There is a good correspondence between the
EI order parameter and the integrated weight of this compo-
nent in low temperatures. We propose that this component is
available to identify the EI state in the real systems.
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