Suppose that L is a divergence form differential operator of the form Lf := (1/2)e U ∇ x · e −U (I + H)∇ x f , where U is scalar valued, I identity matrix and H an anti-symmetric matrix valued function. The coefficients are not assumed to be bounded, but are C 2 regular. We show that if Z = R d e −U(x) dx < +∞ and the supremum of the numerical range of matrix − 1 2 ∇ 2
Introduction
In the present note we formulate some apriori bound for a divergence form differential operator of the form H i,j (x) = −H j,i (x), x ∈ R d , i, j = 1, . . . , d.
We do not assume that the potential U(x) and antisymmetric part H(x) are bounded. Instead we assume that
and furthermore they satisfy some exponential integrability condition with respect to the measure Date: February 11, 2020. 1 In our main result, see Theorem 2.1 and Corollary 2.2 below, we show that for any q > p > 1, there exists constant C > 0, depending only on p, q, dimension d and exponential moments of the coefficients, with respect to µ, such that
Here, for any integer m ≥ 1 and p ∈ [1, +∞), we denote by W m,p (µ) the respective Sobolev space, defined as the completion of C ∞ 0 (R d ) in the norm
These type of estimates have been used by the authors in proving homogenization of advection equations with non-stationary, locally ergodic coefficients, see [2] . A priori estimates for Poisson equation in case of Sobolev norms with respect to the flat Lebesgue measure, and the Laplacian, or a uniform elliptic operator with bounded coefficients, are classical, see e.g. [3] . For L that is an Ornstein-Uhlenbeck operator (then U and H are quadratic polynomials, and µ is therefore Gaussian) one can in fact assume that p = q in (1.5), see [6] . This result has been generalised in [7] to cover some generalisation of Ornstein-Uhlenbeck operators, quite different from the one considered in the present paper. Some further results concerning global L p bounds for divergence form operators with lower oreder coefficients in an appropriate Morrey class can be found in [8] .
Our proof of (1.5) is probabilistic and relies on an application of the Malliavin calculus. The gradient of function f can be represented using the Fréchet derivative of the stochastic flow corresponding to the diffusion with the generator L, see (3.15 ) and (3.16) below. The principal novelty of the paper is to replace the Fréchet by the Malliavin derivative in the direction of a random path that is adapted with respect to the natural filtration of the flow and such that, after some initial boundary layer, the respective Fréchet and Malliavin derivatives coincide, see (3.26) and (3.28) below. Finding such a path requires to solve a simple linear control problem, see Section 3.3. The solution also yields an estimate of the moments of the random path, see (3.27) . We mention here that an analogous argument has been used by D. Bell in [1] in the context of finding a representation of a certain class of vector fields, defined over the space of paths on a Riemannian manifold, in terms of an appropriately defined divergence operator of the field.
The organisation of the paper is as follows: the basic definitions and assumptions are stated in Section 2, where also the main results of the paper are rigorously stated, see Section 2.2. The proofs of the results are given throughout Section 3. Finally, in the appendix we give the proofs of the auxiliary results, mainly from the theory of diffusions that are used throughout the paper.
Preliminaries and formulation of the main result
We assume that the coefficients of L are sufficiently smooth, so there is no issue with the definition of the stochastic flow (X(t, x)) t≥0,x∈R d and semigroup (P t ) t≥0 corresponding to the operator, see Section 3.1 below.
Differential operator.
A1) We assume that U ∈ C 2 (R d ) and H = [H i,j ] is a d × d matrix valued function with C 2 smooth entries that satisfy (1.2). We can rewrite L in the following way
Main results.
To ensure global existence of the stochastic flow corresponding to L, see Section 3.1 below, we assume that: A2) there exists ρ > 0 such that
Let U be the matrix valued function, given by
We let
A3) Integrability condition. Assume that there exists γ 0 > 0 such that
Here a ∨ b := max{a, b}.
Our main result gives an estimate of the L p (µ) norm of the gradient of f ∈ C ∞ 0 (R d ) in terms of the L q (µ) norms of f and Lf , with q > p. Theorem 2.1. Suppose that (1.3) and assumptions A1) − A3) hold. Then, for any p ∈ [1, +∞) and q > p there exists C(d, r, γ 0 ) > 0, depending only on the dimension d, γ 0 and r, given by 1/p = 1/q + 1/r , for which
The proof of this theorem is contained in Section 3.2.
Using an argument based on Calderon-Zygmund estimates we can also conclude the following.
Corollary 2.2. Suppose that all the hypotheses of Theorem 2.1 remain in force. In addition, we assume that
Then, for any q > 1 and p ∈ [1, q) there exists C(d, p, q, E(γ 0 ), ℓ 2, * ) > 0, depending only on the indicated parameters, such that
The proof of the corollary is presented in Section 3.4.
Proofs of the Main Results

3.1.
Diffusion corresponding to L. It follows from the assumptions made about the coeficients of L that they are locally Lipschitz, therefore we can define a diffusion (X(t; x)) 0≤t<ẽx via an Itô stochastic differential equation
where (w(t) = (w 1 (t), . . . , w d (t))) t≥0 is standard d−dimensional Brownian motion andẽ x is an explosion time, see (3.7) below. The solutions satisfy the flow property, i.e.
for a.s. realization of the field (X(t; x)) 0≤t<ẽx, x∈R d , see e.g. Theorem 4.2.5, p. 126 of [4] .
Integrating by parts we conclude that L is symmetric and A is anti-symmetric with respect to µ, i.e.
The processes (X(t; x)) t≥0 could, in principle, explode in finite time. This scenario is however precluded, thanks to condition A2). More precisely, for any path π : [0, +∞) → R d and R > 0 define
with the convention that τ R (π) = +∞, if the set over which we take infimum is empty. The function R → τ R is increasing. We can define therefore
Suppose that the random vector η is distributed according to µ and independent of (w(t)) t≥0 . Consider the process As a result of the above proposition, we can define the process (X(t)) t≥0 for all times.
Proposition 3.2. The process (X(t)) t≥0 is stationary, i.e. for any 0 ≤ t 1 < t 2 < . . . < t n , bounded measurable functions f 1 , . . . , f n and h ≥ 0 we have
The proofs of Propositions 3.1 and 3.2 are contained in Section A.1 of Appendix. It turns out that we can define the diffusion starting from any x for all times. Let (3.7)ẽ x := e (X(·; x)) .
The proof of this result is contained in Section A.2 of Appendix. Thanks to the above result the trajectories t → X(t; x) are defined for all t ≥ 0, a.s. for any x ∈ R d .
Let P t (x, dy) be the transition probabilities corresponding to (X(t; x)) t≥0 . Thanks to Proposition 3.2 we have
Define by (P t ) t≥0 the respective transition probability semigroup, given by P 0 = I,
In consequence of the path continuity of diffusions we conclude the following.
Corollary 3.4. The semigroup (P t ) t≥0 extends to a C 0 semigroup on L p (µ) for any p ≥ 1.
We use an abbreviated notation P := P 1 .
Proposition 3.5. There exists a Borel measurable, strictly positive function p :
The proof of the proposition is contained in Section A.3 of Appendix. As a consequence of (3.11) and Theorem 6 of [11] we get
3.2. Proof of Theorem 2.1. We assume with no loss of generality that f ∈ C ∞ 0 (R d ) satisfies (3.12) . We have
Therefore,
and ∂ x j X i (t; x) = ξ i,j (t) is the Fréchet derivative of the stochastic flow x → X(t; x).
Differentiating (3.1) with respect to the initial condition we conclude that
where δ i,j is the Kronecker symbol, i.e. δ i,i = 1 and δ i,j = 0, if i = j. For a given random matrix valued field
and r ≥ 1 we let
Suppose that (g(t, ·)) t≥0 is with respect to the natural filtration of (w(t)) t≥0 . Treating the solution X(t; x, w) of (3.1) as the functional of the Wiener process
where the limit above is understood in the L 2 sense, see Def. 2.1, p. 35 of [5] .
the components of the Malliavin derivatives in the directions h 1 , . . . , h d . We can see, from (3.1), that they satisfy
20)
From the chain rule for the Malliavin derivative, see Proposition 1.2.3, p. 28 of [9] , we obtain
The difference of the Fréchet and Malliavin derivatives
..,d satisfies the following system of equations 
Integrating by parts the second term on the right hand side of (3.24), see Theorem 2.1 p. 236 of [1] (and also Lemma 1.2.1 p. 25, of [9] ), we conclude that
We shall look for g T (t, t 0 , x) = [g 1 (t, t 0 , x), . . . , g d (t, t 0 , x)] -a column vector -that satisfies the following conditions: i) it is adapted with respect to the natural filtration of (w(t)) t≥0 , ii) given t 0 ∈ (0, t * ], where t * := γ 0 /r and parameter γ 0 as in (2.8), we have both Θ(t, x) ≡ 0 and g(t, t 0 , x) ≡ 0 for t ≥ t 0 , x ∈ R d , iii) we have (cf (3.18)) (3.27) |g(·; t 0 ) | r,t 0 < +∞.
Suppose that we can construct such an object, that in what follows we call a control (we show how to do it in Section 3.3). In the remaining part of the present section, we demonstrate how to conclude with its help the proof of (2.9).
Assume first that t ≥ t 0 . Thanks to ii), we conclude that thenṽ j (t) ≡ 0. Using formula (3.26) and the Markov property of (X(t; x)) t≥0 we can write
which, invoking Corollary 3.6, yields, upon integration from t 0 to +∞, First equality above comes from (3.14) . Denote g(t; t 0 ) := g(t; t 0 , η), where η is the stationary initial data vector for (3.1). For 1/p = 1/q + 1/r, we can write, by the Burkholder-Davies-Gundy inequality
By virtue of estimate (3.45) below we conclude that
with E(·) given by (3.44). Therefore (see (3.29)), we obtain the following bound
and (3.33) C := C(d, r)
It remains to consider the case when t ∈ (0, t 0 ). We will use estimate (3.31). Recall that t 0 appearing there can be chosen arbitrarily from (0, t * ]. Applying (3.31) with Lf instead of f and t ∈ (0, t 0 ] instead of t 0 we conclude that
with C given by (3.33) . Therefore,
From estimates (3.32) and (3.34) we conclude that there exists a constant C > 0 such that (3.35 )
and (2.9) follows.
3.3.
Construction of a control g(t, t 0 , x). We construct first g(t, 1, x). For a time being we suppress writing arguments 1 and x. Denote by C(t, s) = [C i,i ′ (t, s)] i,i ′ =1,...,d the fundamental matrix of the system (3.17). It is a d × d-matrix, which is the solution of the equation (X(t, x) ) . We have C(u, t)C(t, s) = C(u, s), u, t, s ∈ R. System (3.23) can be rewritten as follows 
We wish to show that Θ(t) ≡ 0 for t ≥ 1, see condition ii). For that purpose let Thus, Θ(t) ≡ 0 for t ≥ 1. Condition ii) is therefore fulfilled.
In the general case we let
It remains to be checked that (g(t, t 0 , x)) t≥0 , constructed above, satisfies estimate (3.27). From (3.36) we conclude that
where g i (t, t 0 , x) is the i-th column of g(t, t 0 , x). Multiplying scalarly both sides of (3.42) by g i (t; t 0 , x) we get
Thus, by the Gronwall inequality we obtain
Therefore, from (3.43) (recall g(s; t 0 ) = g(s; t 0 , η))
Using the Jensen inequality and then, subsequently, the stationarity of (X(t)) t≥0 , the right hand side estimates by
Performing integration over the s variable, we get that the utmost the right hand side equals
where E(0) := 1 and
We have shown therefore that
This finishes the proof of (3.27).
Proof of Corollary 2.2.
Let F = f e −U/p . Note that
Let p ′ ∈ (p, q). Using the assumption (2.10) for U and an appropriate r, we can find C > 0 such that
. The classical Calderon-Zygmund L p estimates (with respect to the Lebesgue measure) give
where a(·), b(·) are some polynomials in the indicated variables. Therefore
Using the already proved estimated for ∇ Let µ R (dx) = Z −1 R e −U R (x) dx be a probability measure, with Z R -the appropriate normalizing constant. We shall assume that the truncation is made in such a way that lim R→+∞ Z R = Z. As a result lim R→+∞ µ R = µ in total variation.
Let L R and A R be the differential operators defined by formulas analogous to (2.2) and (2.3), where the respective coefficients have been replaced by the truncated ones introduced above. Then L R = L R + A R is the generator of a family of diffusions (X R (t, x)) t≥0 indexed by the starting point. The stationary X R (t) = X R (t, η), where η(x) = x is distributed according to µ R . Let e R,x := τ R (X R (·, x)), see (3.4) , be the exit time of diffusion (X R (t, x)) t≥0 from the ball of radius R > 0, centered at 0. Note that X R (t, x) = X(t, x), 0 ≤ t ≤ e R,x and e R,x =ẽ R,x := τ R (X(·, x)).
To prove (3.5) it suffices to show that for any T > 0 (A.1) lim
Since µ R converges to µ in the total variation it suffices to show that
From Itô formula applied to f (X R (t, x) ), where
Here, we assume that ρ is as in condition A3) and it belongs to (0, 1). Applying the expectation to both sides of (A.2) and averaging over the initial data with respect to the stationary measure µ R we conclude
Here we have used the inequality
Hence, there exists some contant C > 0, independent of R > 0, such that
As a result
Passing with R → ∞ we conclude (A.2), which ends the proof of Proposition 3.1.
To show Proposition 3.2, observe first that an analogue of (3.6) holds for (X R (t)) t≥0 and functions f 1 , . . . , f n that are bounded and continuous. Letting R → +∞ we conclude the equality for stationary process (X(t)) t≥0 and bounded continuous functions. Using an approximation argument we can extend (3.6) to arbitary bounded and measurable functions f 1 , . . . , f n that ends the proof of Proposition 3.2. A.3. Proof of Proposition 3.5. We use the notation of Section A.1. Let ν be the law of the random vector (X(0, η), X(1, η)) in (R 2d , B(R 2d )). We claim that it is equivalent with the Lebesgue measure m 2d , i.e. the families of null sets in both ν and m 2d measures are equal. First suppose that A ∈ B(R 2d ) is a m 2d -null measure set. Given R > 0 let ν R be the law of (X R (0, η), X R (1, η)), with η distributed according to µ R . It is quite straightforward (e.g. using the Girsanov theorem) to conclude that ν R is equivalent with m 2d . Let A R := A ∩ (S R (0) × S R (0)) and let e R,x := τ R (X R (t, x)) = τ R (X(t, x)). We have ν R [A R ] = 0 and, by the argument made in Section A.1, we know that The last strict inequality can be seen using, for example, the Girsanov theorem. Using the Radon-Nikodym theorem we conclude therefore the existence of a strictly positive, Borel measurable density p(x, y), such that E µ F (X(0), X(1)) = R 2d
F (x, y)p(x, y)µ(dx)µ(dy) for any Borel measurable and bounded function F : R 2d → R. Here E µ is the expectation with respect to measure µ ⊗ P. This in particular implies (3.10).
