The purpose of this paper is to investigate the application of the finite element method of Lagrange multipliers to the problem of approximating the eigenvalues of a selfadjoint elliptic operator satisfying Dirichlet boundary conditions. Although the Lagrange multiplier method is not a Rayleigh-Ritz-Galerkin approximation scheme, it is shown that at least asymptotically the Lagrange multiplier method has some of the properties of such a scheme. In particular, the approximate eigenvalues are greater than or equal to the exact eigenvalues and can be computed from a nonnegative definite matrix problem. It is also shown that the known estimates for the eigenvalue error are optimal.
Introduction. The application of a conventional finite element method to elliptic boundary value problems with essential boundary conditions is impractical, especially in a domain that does not have simple shape. This is due to the difficulty of constructing suitable spaces of test and trial functions that satisfy the required boundary conditions. Several techniques have been devised to bypass this difficulty, such as the least squares method of Bramble and Schatz [4] , the methods of Nitsche [11] , [12] , and the Lagrange multiplier method of Babuska [1] . The purpose of this paper is to investigate the application of Babuska's method to the problem of approximating the eigenvalues of a selfadjoint elliptic operator satisfying Dirichlet boundary conditions.
As is common in finite element methods, the original eigenvalue problem is recast into an equivalent problem that is posed in terms of sesquilinear forms. When the original problem is selfadjoint, these forms are Hermitian. However, in the Lagrange multiplier method, these forms are not definite and so do not yield a standard
Rayleigh-Ritz-Galerkin approximation scheme. Nevertheless, the Lagrange multiplier method possesses, at least asymptotically, some of the properties of a Rayleigh-RitzGalerkin scheme. In this paper it is shown that the approximate eigenvalues generated by the Lagrange multiplier method are greater than or equal to the original eigenvalues to which they are converging, provided that a convergence parameter h is small enough. This is proved under certain assumptions on the rate of convergence of members of the finite element subspaces to the eigenfunctions. The proof depends upon the construction of a lower bound for the error in the eigenvalue approximation.
As a result of this lower bound, it also follows that the already known bound for the eigenvalue error, [1] , [3] , [13] , [6] , [8] , is optimal. This result may be loosely stated as follows: If the rate of convergence of the finite element subspaces to the eigenfunctions is optimal, then the rate of convergence of the approximate eigenvalues to the original eigenvalues is optimal. At first glance, the finite dimensional eigenvalue problem associated with the Lagrange multiplier approximation presents some difficulties. The corresponding matrices are not definite. Assuming comparable accuracy, these matrices are larger ((77 + 777)
x (77 + m)) than the matrices (77 x n) that would be associated with a conventional finite element method, were such a method practical. For these reasons, a direct attack on the finite dimensional eigenvalue problem associated with the Lagrange multiplier approximation may incur unacceptable computation and storage costs. In Section 3 of this paper an alternate approach to the solution of the finite dimensional problem is outlined. In this approach the approximate eigenvalues and eigenvectors of the Lagrange multiplier method are computed using an associated n x 77 nonnegative definite matrix. A scheme for constructing this matrix is presented.
1. Eigenvalue Approximation by the Lagrange Multiplier Method. The focus of this paper is on the approximation of the eigenvalues of the following selfadjoint elliptic eigenvalue problem:
where Í2 is a bounded region in the plane with smooth boundary T, co is the eigenvalue parameter, c is a smooth, real valued function on Í2, and, without loss of generality, c0 = supxe^lc(x)l > 0. The results that follow can easily be extended to more general 2nd order elliptic operators in more general bounded domains.
The method of Lagrange multipliers is based on a formulation of (1.1), (1.2) in terms of sesquilinear forms [1] , [2] , [7] . Let H be the complex Hubert space Hl(£l) ©/r1/2(r) with norm Ml2 = Ml2 + l-P1/2, where //'(fi) and H~l!2(T) are the standard Sobolev spaces [10] . For any 77, u in Hl(£l), set a(u, v) = jn (V77 • Vu 4-cuv)dx.
For any U = (u, A), V = (v, p) in H, set AiU, V) = a(«, v) -fT Qw + puyds, and BiU, V) = fn uvdx. Then Ai\ ■) and Z?(-, •) are bounded, Hermitian, sesquilinear forms on H x H. Neither .4(-, ■) nor Bi; •) are definite, but Ai; ■) satisfies inf sup \A(U, F)l>a>0, [2] .
(1.3) 1/67/ K=7Y Il C7II =1 II Vl\ = l for all V in H. The operator T is also a bounded map from H into H3(£l) 0 H3I2(F) and so by Rellich's theorem is compact on H. In fact, if TU = (<p, X), then <p is a weak solution of -A<p + op = u; ip = 0 on T. Moreover, X = d<p/dn, [1] . By regularity theorems, <p is in 7/3(iî) and X = dip/dn is in H3/2(r), [10] . It is easily seen that the eigenvalues of (1.4) are the reciprocals of the eigenvalues of the operator T and the associated eigenvectors are identical. Since AiU, U)> 0 for any eigenvector U, T has no generalized eigenvectors. Furthermore, again by regularity, the eigenvalues and eigenvectors of (1.1), (1.2) are the same as those of (1.4).
Let Shsi(ü) CHliü) and S"r(r) C/Y1/2(r) be finite dimensional subspaces. Set Sh = Shni£l) eS"r(r), where h~£, K? , and h~2 = K^ + h^1 denote the dimensions of the corresponding subspaces. To simplify notation set Shi&) = Sft n(S2) and Shir) = Sh AT). With the aid of these subspaces, a Galerkin approximation for the eigenvalue problem (1.4) can be constructed: -/r ^>i^k ds, B is the 77 x n matrix with b¡, = /n i^-dx, and « = (uAT, X = (\)T axe, respectively, 77-and m-dimensional column vectors. The solutions of (1.6) will be discussed in Section 3. How closely the eigenvalues and eigenvectors of (1.6) approximate those of (1.4) depends on how closely the members of the subspace Sh approximates the eigenvectors of (1.4). Suppose then that there is a number k > 1 and a positive constant Cn, independent of hn, such that for any v E //S(Í2) there is a vh E Sh(£l) with (1.7)
I v -vh \\q < Cahsñq \\v\\s for 0 < q < s < k.
Similarly, suppose there is a number m > 1/2 and a constant Cr, independent of hT, such that for any p E /7f(r) there is a ph E Sh(T) with (1.8) \p -ph\p< crh$rp \p\t Xox-1Á<P<1Á<t< m.
Assume also that ^(r) satisfies the "inverse assumption"
where C is a positive constant independent of hr. For a discussion of properties (1.7)-(1.9) and some examples, see [2] , [3] . Proof. See [2] , [7] .
Lemma 1 ensures the existence of the projection^ of H onto Sh defined by the relation A(PhU, Vh) = AiU, Vh) for all Vh E Sh. Suppose C, is the constant given by \A(U, V)\ < C, IIÍ/IIII HI. Then, \\Ph II < C,/a0 and
Set rft = PhT Then, 7^ is a bounded operator on H with range in Sh and satisfies A(ThU, Vh) = AiTU, Vh) = BiU, Vh) for all V" E Sh. Thus,
The eigenvalues of Th axe the reciprocals of the eigenvalues of (1.5) (or (1.6)) and the eigenvectors are identical. It will be shown in Section 3 that the eigenvalues of (1. Since T is compact and Tn -► T in norm, the eigenvalues and corresponding eigenvectors of Th converge to eigenvalues and corresponding eigenvectors of T. In fact, suppose £ is an eigenvalue of T with multiplicity m. Let C be a circle centered at £ contained in the resolvent set, p(T), of T and enclosing no other eigenvalue of T.
Then, E = E(£) = (1/2777) fc (z -T)"1 dz is a bounded projection with range R(E) = space of eigenvectors of T associated with %. For h sufficiently small, C C p(Th), Eh = Fh(%) = (1/2jtz) fc (z -Thyl dz is a projection onto its range R(Eh), and WE -Eh II -* 0 as h ->• 0. The dimension of R(Eh) is 777, the same as that of R(E), and R(Eh) is the direct sum of the spaces of eigenvectors of Th corresponding to eigenvalues enclosed by C. Thus, counting according to multiplicity, there are 777 such eigenvalues, denoted |,(/z), • .
• , %m(h)-These eigenvalues converge to £ as h -*■ 0, and the subspaces R(E), R(Eh) approach one another. These facts may be found in [5] .
To end this section, a few results that will be needed later are Usted. For h sufficiently small, the restriction of Eh to R(E), £A| , ., is a surjection of R(E) onto R(Eh). Thus, En \R,E) has an inverse, denoted E^ , which maps R(Eh) onto R(E).
It follows that Lh = Eh~lEh is the identity on R(E) and is a projection of H onto R(E) along the null space of Eh,N(Eh). The norms llü^ll and ll-c^J"1 II are bounded independently of h. Let Th be the operator on /?(£") defined by Th= Eh ThEh i . (1-14) (T-Thyb = Lh(T-ThyS>.
These results can be found in [13] . Given any bounded operator R on H, by (1. These results can be found in [8] . Proof See [1] , [3] , [13] , [6] , and [8] . »W" Ufii)l <K2eh.
Estimates for the Error in the Eigenvalue
Proof. See [1] , [3] , [13] , [6] , and [8] .
The remainder of this section is devoted to constructing a lower bound for £ -%¡(h) and discussing some of the consequences of this lower bound. lo + c2rc3
where ß0 = min(l, c0), CT is the trace constant for the map 9/3/7 ://3(£2) -► H3/2(T), [9] , and C'3 is a positive constant that does not depend on co.
Proof. Let S be the map from H°(Ü.) into //"'(Í2) defined by a(5/, u) = (f, v)
for all d in //¿(Í2). The map 5 is well defined since a(u, u) > j30 II u II2 ; moreover by results on regularity [10] , S is a bounded map from //!(Í2) into H3(ü.) n //¿(S2).
Let Cj be the norm of S as map from //'(fi) into /Y3(ii). Again by regularity, co
is an eigenvalue of (1.1), (1. Proof. Estimate (2.6) follows from Lemmas 4 and 5 of [8] , which in turn follow from lemmas of [13] . The constant CL is equal to K0coC,C¿/a0 and C'L is a constant depending on II£"11, supzecll(z -T)"1 II, supft.zecll(z -Th^y~1 II and the length of C where C is the contour about £ defining E.
To prove (2.7) set 4> = $/1| $ II and note that \\(T-Th)<S>\\ = 11(7-^)7*11 =£11 (I-Phyt>II =£11*1111(7-^)511 <£k0co 1 +-J inf ll*-*"l by (1.11) and (2. where CT is the trace constant for the trace map 7/* + 2(£2) -^ /Yfc+1/2(r), [10] .
Therefore, IXlm/lli¿>llfc < wCrCk and so w(A) < coCrCrCfe Vfc-i "r /£.
Cn(C/
It follows that w(/j) -► 0 as h -> 0 and (2.8) holds, in fact inf W -r)L,/2 < wih) inf Il ^ -xll, < wQißy -^11,.
r?=S/,(r) x&V")
The proof of (2.12) will follow from (2.9) and a suitable lower bound for \\<p-<ph\\2 in terms of e2,. By (2.10), ll^-^ll2> inf ll^-xll2^/.2*-2!!^2.
xesft(ii)
Recall that <X> = (p>, X) is chosen so that A(<P, <&) = a(p, ip) = 1, thus 1 = a(p, ip) < C0IIi/jII2, where C0 = max(l, c0). Consequently, ll^ll2. > ll^ll2 > 1/C0 and \\ip-iph\\2x> C2nh¿f-2/C0. On the other hand, by (1.7) and (1.8), Despite the fact that the original problem (1.6) was of order n + m, it suffices to consider the order 77 nonnegative definite problem (3.4) . If the component p of an eigenvector is wanted, all that is necessary is to set p = u>F2v, where v is an eigenvector of (3.4) corresponding to co. The remainder of this section is devoted to investigating the properties of F, and F2 and outlining a scheme for computing these matrices. Remark 3. Although it is not needed for the eigenvalue problem, the matrix P3
can also be computed using the approach given here. By (3.5c'), GF2 + JF3 = 0. 
