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Abstract
We study a general ansatz for an odd supersymmetric version of the Kronecker ellip-
tic function, which satisfies the genus one Fay identity. The obtained result is used for
construction of the odd supersymmetric analogue for the classical and quantum elliptic
R-matrices. They are shown to satisfy the classical Yang-Baxter equation and the asso-
ciative Yang-Baxter equation. The quantum Yang-Baxter is discussed as well. It acquires
additional term in the case of supersymmetric R-matrices.
To the 80-th anniversary of Andrei Slavnov
1 Introduction
Kronecker function. In this paper we deal with the Kronecker elliptic function [16] defined
on the elliptic curve Στ = C/(Z⊕ τZ) with the moduli τ . It is fixed by the residue
Res
z=0
φ(~, z) = 1 (1.1)
and the quasi-periodic boundary conditions on the lattice Z⊕ τZ:
φ(~, z + 1) = φ(~, z) , φ(~, z + τ) = e−2πı~φ(~, z) . (1.2)
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Explicit expression is given in terms of the Riemann theta-function
φ(~, z; τ) ≡ φ(~, z) =
ϑ′(0)ϑ(~+ z)
ϑ(~)ϑ(z)
,
ϑ(z; τ) ≡ ϑ(z) =
∑
k∈Z
exp
(
piıτ(k +
1
2
)2 + 2piı(z +
1
2
)(k +
1
2
)
)
, ϑ(−z) = −ϑ(z) .
(1.3)
The key properties of the function (1.3) are as follows:
• the Kronecker function satisfies the genus one Fay trisecant identity [3]:
φ(~1, z12)φ(~2, z23) = φ(~2, z13)φ(~1 − ~2, z12) + φ(~2 − ~1, z23)φ(~1, z13) , (1.4)
where zij = zi − zj ;
• the Kronecker function satisfies the heat equation:
2piı∂τφ(~, z; τ) = ∂z∂~φ(~, z; τ) . (1.5)
Using the skew-symmetry property of the Kronecker function
φ(~, z12) = −φ(−~, z21) (1.6)
we can rewrite (1.4) in the form
φ(~1, z12)φ(~2, z23) + φ(−~2, z31)φ(~1 − ~2, z12) + φ(~2 − ~1, z23)φ(−~1, z31) = 0 . (1.7)
Yang-Baxter equations. Relations (1.4), (1.5) play a crucial role in elliptic integrable sys-
tems and monodromy preserving equations since they underly the Lax representations with spec-
tral parameter, classical and quantum R-matrix structures, Sklyanin algebras and the Knizhnik-
Zamolodchikov-Bernard equations [1, 15, 7, 4]. From algebraic viewpoint the Fay identity (1.7)
is the scalar version of the Fomin-Kirillov algebra [5] defined by the associative Yang-Baxter
equation
R~112(z12)R
~2
23(z23) +R
−~2
31 (z31)R
~1−~2
12 (z12) +R
~2−~1
23 (z23)R
−~1
31 (z31) = 0 , (1.8)
where notations of the Quantum Inverse Scattering Method [15] are used, so that R~ab(zab) (R-
matrix) is a matrix valued function of the spectral parameter za − zb and the Planck constant
~. Put it differently, Rab is an operator in Mat(N,C)
⊗3 acting non-trivially in the a-th and
b-th tensor components. In particular, equation (1.8) is fulfilled by the properly normalized
Baxter-Belavin elliptic R-matrix [13], which is then treated as a matrix generalization of the
Kronecker function (1.3). Applications of (1.8) can be found in [6, 10].
A skew-symmetric and unitary solution of (1.8) satisfies also the quantum Yang-Baxter
equation:
R~12(z12)R
~
13(z13)R
~
23(z23) = R
~
23(z23)R
~
13(z13)R
~
12(z12) . (1.9)
In the classical limit ~ → 0 it provides the classical Yang-Baxter equation for the classical
r-matrix:
[r12(z12), r13(z13)] + [r12(z12), r23(z23)] + [r13(z13), r23(z23)] = 0 . (1.10)
2
Supersymmetrization. Following [9, 14] (see also [2]) we consider the supersymmetric elliptic
curve, which is defined as a quotient of superspace C1|1 (endowed with coordinates z, ζ) by
(super)translations
{
z → z + 1 ,
ζ → ζ ,
{
z → z + τ + 2piıζω ,
ζ → ζ + 2piıω ,
(1.11)
where ζ is a superpartner to the coordinate z, and ω is a superpartner to the moduli of elliptic
curve τ . The supersymmetric elliptic curve is equipped with the covariant derivative Dζ =
∂ζ + ζ∂z, D
2
ζ = ∂z. In what follows we also use the Grassmann variables µi as the superpartners
to the parameters ~i. Finally, we have the following table of even and odd variables:
even variables: zk τ ~i
odd variables: ζk ω µi
(1.12)
The variables ζk, µi, ω are Grassmann, i.e.
ζ2k = µ
2
i = ω
2 = 0 , [ζk, ζl]+ = [ζk, µi]+ = [µi, µj]+ = [ζk, ω]+ = [ω, µi]+ = 0 . (1.13)
In our recent paper [12] we proposed an odd supersymmetric version of the Kronecker func-
tion (1.3). It is of the following form:
Φ(~, z1, z2; τ |µ, ζ1, ζ2;ω) ≡ Φ
~|µ(z1, z2| ζ1, ζ2) = (ζ1 − ζ2)φ(~, z12)+
+ω∂1φ(~, z12) + 2piıζ1ζ2ω∂τφ(~, z12) + ζ1ζ2µ∂1φ(~, z12) +
1
2
(ζ1 + ζ2)µω∂
2
1φ(~, z12) ,
(1.14)
where ∂1φ(x, y) = ∂xφ(x, y), ∂2φ(x, y) = ∂yφ(x, y). And the truncated version is given by
Φ~| 0(z1, z2| ζ1, ζ2) = (ζ1 − ζ2)φ(~, z12) + ω∂1φ(~, z12) + 2piıζ1ζ2ω∂τφ(~, z12) . (1.15)
The latter is (1.14) without two last terms. It was shown in [12] that both functions (1.14),
(1.15) satisfy
• the Fay identity (1.7) written as
Φ
~1|µ1
12 Φ
~2|µ2
23 +Φ
−~2| −µ2
31 Φ
~1−~2|µ1−µ2
12 +Φ
~2−~1|µ2−µ1
23 Φ
−~1| −µ1
31 = 0 , (1.16)
where Φ
~|µ
ab = Φ
~|µ(za, zb| ζa, ζb).
• the supersymmetric version of the heat equation
(
∂ω + 2piı(ζ1 + ζ2)∂τ
)
Φ
~|µ
12 =
(
∂ζ1 + ζ1∂z1 −
1
2
µ∂~
)
∂~Φ
~|µ
12 . (1.17)
For the truncated function (1.15) the last term is absent in the r.h.s. of (1.17).
The identity (1.16) was used to construct the odd supersymmetric version of the quantum
Baxter-Belavin R-matrix in the fundamental representation of GLN group. The R-matrix was
shown to satisfy the associative Yang-Baxter equation (1.8) written as
R
~1|µ1
12 R
~2|µ2
23 +R
−~2| −µ2
31 R
~1−~2|µ1−µ2
12 +R
~2−~1|µ2−µ1
23 R
−~1| −µ1
31 = 0 , (1.18)
3
where R
~|µ
ab = R
~|µ
ab (za, zb| ζa, ζb) is defined through (1.14). At the same time the supersymmetric
analogue of the classical r-matrix satisfies the classical (super)Yang-Baxter equation:
[r12, r13]+ + [r12, r23]+ + [r13, r23]+ = 0 , rab = rab(za, zb| ζa, ζb) . (1.19)
The latter equation was introduced and studied in [8] and [6].
Purpose of the paper. In [12] the function (1.14) was derived from the two conditions. The
first one is the residue condition
Res
z1=z2
Φ~|µ(z1, z2| ζ1, ζ2) = ζ1 − ζ2 . (1.20)
The second one is the quasi-periodic boundary condition:
Φ~|µ(z1 + 1, z2| ζ1, ζ2) = Φ
~|µ(z1, z2 + 1| ζ1, ζ2) = Φ
~|µ(z1, z2| ζ1, ζ2) , (1.21)
Φ~|µ(z1 + τ + 2piıζ1ω, z2| ζ1 + 2piıω, ζ2) = exp
(
− 2piı(~+ µζ1 + piıµω)
)
Φ~|µ(z1, z2| ζ1, ζ2) .
Φ~|µ(z1, z2 + τ + 2piıζ2ω| ζ1, ζ2 + 2piıω) = exp
(
2piı(~+ µζ2 − piıµω)
)
Φ~|µ(z1, z2| ζ1, ζ2) .
It is similar to derivation of (1.3) from (1.1)-(1.2).
In this paper we consider a generalization of (1.14), where every term is multiplied by an
arbitrary C-valued coefficient A1, ..., A5 (the set of the coefficients is denoted by A):
Φ~|µ(z1, z2| ζ1, ζ2|A) = A1(ζ1 − ζ2)φ(~, z12) + A2ω∂1φ(~, z12)
+A3ζ1ζ2ω∂τφ(~, z12) + A4ζ1ζ2µ∂1φ(~, z12) +
A5
2
(ζ1 + ζ2)µω∂
2
1φ(~, z12) .
(1.22)
The function (1.14) is reproduced when A1 = A2 = A4 = A5 = 1, A3 = 2piı and the truncated
function (1.15) appears for A1 = A2 = 1, A3 = 2piı and A4 = A5 = 0. In what follows the
conditions (1.20)-(1.21) are not imposed. Otherwise we are left with (1.14) or (1.15) only.
The paper is organized as follows. In next Section we study expression (1.22) as an ansatz
for the Fay identity (1.16) and supersymmetric version of the heat equation (1.17). Equations
(1.16) and (1.17) provide conditions for the coefficients. In particular, we will show that (1.16)
holds true iff A1A5 = A2A4. As a by product we include two C-valued parameters k, κ into the
heat equation (1.17):
(
κ∂ω + 2piı(ζ1 + ζ2)∂τ
)
Φ~|µ(A) =
(
∂ζ1 + ζ1∂z1 −
k
2
µ∂~
)
∂~Φ
~|µ(A) . (1.23)
In Section 3 we describe construction of elliptic R-matrices based on (1.22). This leads to
additional constraint for the coefficients Ak. Besides the classical and associative Yang-Baxter
equations (1.18), (1.19) we also discuss the quantum Yang-Baxter equation (1.9). It acquires
additional term in the case of supersymmetric R-matrix. A summary of results is given in
Conclusion.
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2 Generalized ansatz for the Kronecker function
Consider the function (1.22) depending on five arbitrary coefficients. As mentioned earlier we
do not impose the quasi-periodic boundary conditions (1.21). This is due to the following
statement, which is verified by direct calculation:
Proposition 2.1 The function (1.22) satisfies the boundary conditions (1.21) iff
A1 = A2 = A4 = A5 , A3 = 2piıA1 . (2.1)
For the case when the variable µ is absent, the conditions (1.21) provide the truncated function
(1.15).
The purpose of the Section is to find out if the generalized function (1.22) satisfies the Fay
identity (1.16) and the supersymmetric heat equation (1.23).
2.1 Fay identity
The main result of the paragraph is formulated as follows:
Proposition 2.2 The Fay identity (1.16) holds true for the function (1.22) iff
A1A5 = A2A4 . (2.2)
Proof: Verification is straightforward. Using notations for derivatives from (1.14) and the
(anti)commutation relations (1.19) let us write down the first term from (1.16):
Φ
~1|µ1
12 (z1, z2| ζ1, ζ2|A)Φ
~2|µ2
23 (z2, z3| ζ2, ζ3|A) =
= A21(ζ1 − ζ2)(ζ2 − ζ3)φ(~1, z12)φ(~2, z23) + A1A2(ζ1 − ζ2)ωφ(~1, z12)∂1φ(~2, z23)+
+A1A3ζ1ζ2ζ3ωφ(~1, z12)∂τφ(~2, z23) +
1
2
A1A5(ζ1−ζ2)(ζ2+ζ3)µ2ωφ(~1, z12)∂
2
1φ(~2, z23)
+A1A4ζ1ζ2ζ3µ2φ(~1, z12)∂1φ(~2, z23) + A1A2ω(ζ2 − ζ3)∂1φ(~1, z12)φ(~2, z23)+
(2.3)
+A2A4ωζ2ζ3µ2∂1φ(~1, z12)∂1φ(~2, z23) + A1A3ζ1ζ2ζ3ω∂τφ(~1, z12)φ(~2, z23)+
+A1A4ζ1ζ2ζ3µ1∂1φ(~1, z12)φ(~2, z23) +
1
2
A4A5ζ1ζ2µ1ζ3µ2ω∂1φ(~1, z12)∂
2
1φ(~2, z23)+
+A2A4ζ1ζ2µ1ω∂1φ(~1, z12)∂1φ(~2, z23) +
1
2
A4A5ζ1ζ2ζ3µ1ωµ2∂
2
1φ(~1, z12)∂1φ(~2, z23)+
+
1
2
A1A5(ζ1 + ζ2)(ζ2 − ζ3)µ1ω∂
2
1φ(~1, z12)φ(~2, z23) ,
and similarly for the second and the third terms. Summing them up we should then verify if the
coefficients behind any Grassmann monomial equals zero. For example, the coefficient behind
5
ζ1ζ2, ζ2ζ3 and ζ3ζ1 is the l.h.s. of the ordinary Fay identity (1.4) multiplied by A
2
1. It is equal
to zero and do not provide any constraints for the coefficients Ak.
The rest of the coefficients behind Grassmann monomials vanish due to identities obtained
as some derivatives of (1.4). For example, the coefficients behind ζ3ω and ζ1ζ2ζ3µ1 vanish due to
identity obtained as derivative of (1.4) with respect to ~1, and the coefficient behind ζ1ζ2ζ3µ1µ2ω
vanishes due to the one appearing from (1.4) by the action of ∂~1∂~2(∂~1 + ∂~2). All of them do
not impose any constrains for Ak except the monomials of type ζ
2µω. They contain the terms
proportional to A2A4 and A1A5. For each of such terms there exists an identity in the form of
some derivative of (1.4), which yields the condition (2.2). Namely, for ζ1ζ2ωµ1 one should apply
the identity (∂2
~1
+ 2∂~1∂~2)[(1.4)], for ζ2ζ3ωµ1 and ζ3ζ1ωµ1 – ∂
2
~1
[(1.4)], for ζ1ζ2ωµ2 and ζ3ζ1ωµ2
– ∂2
~2
[(1.4)]. Finally, for the coefficient behind ζ2ζ3ωµ2 one should use (∂
2
~2
+ 2∂~1∂~2)[(1.4)]. 
2.2 Supersymmetric heat equation
Here we prove the following statement:
Proposition 2.3 The heat equation (1.23) holds true for the function (1.22) iff
κA2 = A1 , κA3 = 2piıA1 , A4 = kA1 , κA5 = kA1 . (2.4)
Proof: Let us write down all terms entering the heat equation (1.23):
κ∂ωΦ
~|µ
12 (A) = κA2∂1φ(~, z12) + κA2ζ1ζ2∂τφ(~, z12) +
κA5
2
(ζ1 + ζ2)µ∂
2
1φ(~, z12) , (2.5)
2piı(ζ1 + ζ2)∂τΦ
~|µ
12 (A) = −4piıA1ζ1ζ2∂τφ(~, z12) + 2piıA2(ζ1 + ζ2)ω∂τ∂1φ(~, z12) , (2.6)
∂ζ1∂~Φ
~|µ
12 (A) = A1∂1φ(~, z12) + A3ζ2ω∂τ∂1φ(~, z12) + A4ζ2µ∂
2
1φ(~, z12)+
+
1
2
A5µω∂
3
1φ(~, z12) ,
(2.7)
ζ1∂z1∂~Φ
~|µ
12 (A) = A2ζ1ω∂
2
1∂2φ(~, z12)− A1ζ1ζ2∂1∂2φ(~, z12)+
1
2
A5ζ1ζ2µω∂
3
1∂2φ(~, z12) , (2.8)
µ∂2
~
Φ
~|µ
12 (A) = A1µ(ζ1 − ζ2)∂
2
1φ(~, z12) + A2µω∂
3
1φ(~, z12) + A3ζ1ζ2µω∂τ∂
2
1φ(~, z12) . (2.9)
Plugging these expressions into (1.23) we again should verify if the relation holds true for every
Grassmann monomial including the trivial one. The vanishing of the coefficient behind the
trivial monomial provides relation A1 = κA2, and for those behind ζ1µ and ζ2µ – we get the
constraint A4 = kA1 = κA5. The rest of the coefficients requires also to use the ordinary heat
equation (1.5). 
This result contains the previously obtained statements from [12] as particular cases. For
example, when k = 0 and κ = 1 the last term in the r.h.s. of equation (1.23) vanishes, and the
function (1.22) turns into (1.15). In the case k = κ = 1 the conditions (2.4) are solved as given
in (2.1), and we come back to the function (1.14).
Notice also that the relation (2.2) coming from the Fay identity is valid on the constraints
(2.4). So that (2.4) is a sufficient condition for both – the Fay identity (1.16) and the heat
equation (1.22).
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3 R-matrices and Yang-Baxter equations
In this Section we derive the Yang-Baxter equations and find out if they provide restrictions on
possible values of the coefficients Ak.
3.1 Baxter-Belavin’s R-matrix
Let us briefly recall the widely known construction of the elliptic Baxter-Belavin R-matrix [1]
in the fundamental representation of GL(N,C) Lie group. We deal with a special basis in
Mat(N,C) known as the sine-algebra basis. It consists of N2 matrices
Ta = Ta1a2 = exp
(piı
N
a1a2
)
Qa1Λa2 , a = (a1, a2) ∈ ZN × ZN , (3.1)
defined in terms of
Qkl = δkl exp
(
2piı
N
k
)
, Λkl = δk−l+1=0modN , Q
N = ΛN = 1N . (3.2)
The latter matrices Q,Λ can be regarded as the finite-dimensional representation of the Heisen-
berg group since
exp
(
2piı
N
a1a2
)
Qa1Λa2 = Λa2Qa1 , a1, a2 ∈ Z+ . (3.3)
The product of pair of basis matrices (3.1) is easily computed from (3.3):
TαTβ = κα,βTα+β , κα,β = exp
(piı
N
(β1α2 − β2α1)
)
, (3.4)
where α + β = (α1 + β1, α2 + β2).
In accordance with the numeration of basis matrices (3.1) let us define the set of N2 functions
ϕa(~+ Ωa, z) = exp(2piı
a2
N
z)φ(~+ Ωa, z) , Ωa =
a1 + a2τ
N
, (3.5)
where a = (a1, a2) ∈ ZN × ZN . Then the quantum elliptic R-matrix is defined as follows:
R~12(z) =
∑
α
Tα ⊗ T−α ϕa(~+ Ωa, z) . (3.6)
It was constructed as solution of the quantum Yang-Baxter equation (1.9). Later it was also
shown [13] to satisfy the associative Yang-Baxter equation (1.8).
Remark. Let us remark that in the definition (3.5) the index a = (a1, a2) was assumed to
be an element of ZN × ZN . Let us verify that the functions (3.5) are invariant with respect to
shifts a1,2 → a1,2 +N of indices (discrete variables). Indeed, if a1 → a1 +N then Ωa → Ωa + 1
and the function is periodic ϕa(~+Ωa, z) = ϕa(~+Ωa +1, z) due to (1.2). For a2 → a2+N we
have Ωa → Ωa + τ and ϕa(~ + Ωa, z) → exp(2piız)ϕa(~ + Ωa + τ, z) = ϕa(~ + Ωa, z) again due
to (1.2).
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3.2 Supersymmetric basis functions.
In our previous paper [12] we considered the function (1.14). The following three equivalent
definitions for the odd supersymmetric analogues of the basis functions (3.5) were suggested:
1. the first one is as follows:
Φ~+Ωα|µα (z1, z2| z1, ζ2) = exp
(
2piı
α2
N
(z1 − z2 + ζ1ζ2)
)
Φ~+Ωα|µ(z1, z2| z1, ζ2) =
=
(
1 + 2piı
α2
N
ζ1ζ2
)
Φ~+Ωα|µ(z1, z2| z1, ζ2) =
= Φ~+Ωα|µ(z1, z2| z1, ζ2) + 2piı
α2
N
ζ1ζ2ω∂1φ(~+ Ωα, z12) ;
(3.7)
2. the second is
Φ~+Ωα|µα (z1, z2| z1, ζ2) = exp
(
2piı
α2
N
(z1 − z2)
)
Φ~+Ωα|µ+2πı
α2
N
ω(z1, z2| z1, ζ2) , (3.8)
3. and the last one is
Φ~+Ωα|µα (z1, z2| z1, ζ2) = exp
(
2piı
α2
N
(z1 − z2)
)
Φ˜~+Ωα|µα (z1, z2| z1, ζ2) , (3.9)
with
Φ˜~+Ωα|µα (z1, z2| z1, ζ2) = (ζ1 − ζ2)ϕα(~+ Ωα, z12) + ω∂1ϕα(~+ Ωα, z12)+
+2piıζ1ζ2ω
d
dτ
ϕα(~+ Ωα, z12) + ζ1ζ2µ∂1ϕα(~+ Ωα, z12)+
+
1
2
(ζ1 + ζ2)µω∂
2
1ϕα(~+ Ωα, z12) ,
(3.10)
where the derivative with respect to τ in the third term of (3.10) includes also partial derivative
with respect to the first argument (it contains Ωα(τ)), and thus provides the same answer as in
(3.8) or (3.9). The set of functions were shown to satisfy the following equations (Fay identities):
Φ~1+Ωα|µ1α (z1, z2| ζ1, ζ2)Φ
~2+Ωβ |µ2
β (z2, z3| ζ2, ζ3)+
+Φ
−~2−Ωβ | −µ2
−β (z3, z1| ζ3, ζ1)Φ
~1−~2+Ωα−β |µ1−µ2
α−β (z1, z2| ζ1, ζ2)+
+Φ
~2−~1+Ωβ−α|µ2−µ1
β−α (z2, z3| ζ2, ζ3)Φ
−~1−Ωα| −µ1
−α (z3, z1| ζ3, ζ1) = 0 .
(3.11)
The equivalence of three above definitions holds true in the case (1.14), i.e. in the case
A1 = A2 = A4 = A5, A3 = 2piıA1. But the definitions are not equivalent for generic coefficients
Ak. Consider the set of functions:
Φ~+Ωα|µα (z1, z2| ζ1, ζ2|A,B) =
= Φ~+Ωα|µ(z1, z2| ζ1, ζ2|A) + 2piıB
α2
N
ζ1ζ2ω∂1ϕα(~+ Ωα, z12) ,
(3.12)
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where B ∈ C is an arbitrary coefficient. It is easy to see that the above definitions (3.7)-(3.10)
being applied to the function Φ~+Ωα|µ(z1, z2| ζ1, ζ2|A) provide
1. B = A1,
2. B = A4,
3. B = A3
respectively. In fact, any variant is possible. Moreover, we may keep the constant B to be
arbitrary. It happens due to
Proposition 3.1 The set of functions (3.12) satisfy the identities (3.11) iff the condition (2.2)
holds true, so that the second term in the definition (3.11) does not provide any new constraints
for the coefficients A1, ..., A5, B.
Proof: The proof is similar to the one for Proposition 2.2. In the latter we have already proved
the statement for B = 0 case. Due to the Grassmann monomial ζ1ζ2ω the second term from
(3.11) (when B 6= 0) provides new terms proportional to A1B only. They are cancelled out with
the help of derivatives of the ordinary Fay identity (1.4) with respect to ~1 and ~2. 
3.3 Associative and classical Yang-Baxter equations
As was shown in the previous paragraph, the functions Φ
~+Ωα|µ
α (z1, z2| ζ1, ζ2|A,B) (3.12) with
arbitrary constant B satisfy the Fay identities (3.11) without any new constraints for the coef-
ficients.
However there is one more restriction for the coefficients. At the end of Section 3.1 we
remarked that the functions ϕa(~+Ωa, z) are invariant with respect the shift of discrete variables
(indices) a1,2 → a1,2 +N .
It is truly important by the following reason. In the Yang-Baxter equations we multiply
the basis matrices (3.1) through the rule (3.4). This results in the appearance of sums (or
differences) of indices in tensor components of the Yang-Baxter equations. Finally, we use the
Fay identities, which also contain the sums (or difference) of the indices. If the basis functions
were defined for the indices in the range 0 ≤ a1,2 ≤ N − 1 then the sum or difference of two
indices could be out of range. Therefore, we need to verify if the functions (3.12) are invariant
with respect to the shifts a1,2 → a1,2 +N .
Because of the property ϕa1+N,a2(~+ 1+Ωa, z) = ϕa(~+Ωa, z) the shift a1 → a1 +N keeps
the functions (3.12) invariant. The shift a2 → a2 +N provides non-trivial additional terms:
Φ
~+Ωα+τ |µ
a1,a2+N
(z1, z2| ζ1, ζ2|A,B) =
= Φ~+Ωα|µa1,a2 (z1, z2| ζ1, ζ2|A,B) + 2piı(B − A3)
a2
N
ζ1ζ2ω∂1ϕa(~+ Ωa, z12) .
(3.13)
Finally, we conclude that in order to have invariance of the functions (3.12) with respect to the
shifts a1,2 → a1,2 +N one should impose condition
B = A3 . (3.14)
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Then the definition (3.10) is valid for the basis functions.
The classical and associative Yang-Baxter equations are proved in the same way as in [12].
Namely, introduce the odd supersymmetric analogue of the Baxter-Belavin’s R-matrix (3.6):
R
~|µ
12 (z1, z2| ζ1, ζ2|A) =
∑
α
Tα ⊗ T−αΦ
~+Ωα|µ
α (z1, z2| ζ1, ζ2|A,B) |B=A3 . (3.15)
This R-matrix satisfies the associative Yang-Baxter equation
R
~1|µ1
12 R
~2|µ2
23 +R
−~2| −µ2
31 R
~1−~2|µ1−µ2
12 +R
~2−~1|µ2−µ1
23 R
−~1| −µ1
31 = 0 (3.16)
with R
~|µ
ab = R
~|µ
ab (za, zb| ζa, ζb|A).
Introduce similarly the odd supersymmetric analogue of the classical elliptic r-matrix
r12(z1, z2| ζ1, ζ2|A) =
∑
α6=0
Tα ⊗ T−αΦ
Ωα| 0
α (z1, z2| ζ1, ζ2|A,B = A3) . (3.17)
The function Φ
Ωα| 0
α (z1, z2| ζ1, ζ2|A,B = A3), where µ is replaced by 0 means that A4 = A5 = 0.
The r-matrix satisfies the classical (super) Yang-Baxter equation:
[r12, r13]+ + [r12, r23]+ + [r13, r23]+ = 0 (3.18)
with rab = rab(za, zb| ζa, ζb|A).
3.4 Quantum Yang-Baxter equation
Non-supersymmetric case. Let us recall how the quantum Yang-Baxter equation (1.9)
arises from the associative one (1.8). It is enough to require the R-matrix to be
1. skew-symmetric, i.e.
R~12(z) = −R
−~
21 (−z) (3.19)
2. unitary
R~12(z)R
~
21(−z) = f(h, z)1N ⊗ 1N , (3.20)
where f(h, z) is a normalization function. For the Baxter-Belavin’s R-matrix written as in (3.6)
the function is as follows:
f(h, z) = N2(℘(N~)− ℘(z)) . (3.21)
Indeed, consider equation (1.8) in the particular case ~2 = ~1/2, and then make the substi-
tution ~1 → 2~. As a result we get
R2~12R
~
23 +R
−~
31 R
~
12 +R
−~
23 R
−2~
31 = 0 , (3.22)
where the short notations Rηab = R
η
ab(za− zb) are used. Multiply the latter equality by R
~
23 from
the left:
R~23R
2~
12R
~
23 +R
~
23R
−~
31 R
~
12 +R
~
23R
−~
23 R
−2~
31 = 0 . (3.23)
By applying the skew-symmetry (3.19) to R31 and the unitarity (3.20) to the expression R
~
23R
−~
23
in the third term we get
R~23R
~
13R
~
12 = R
~
23R
2~
12R
~
23 + f(~, z23)R
2~
13 . (3.24)
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The latter equality is, in fact, particular case of more general identities, which can be found in
[13, 10, 11].
Next, consider equation (1.8) with indices 2 and 3 being interchanged. The latter means
that we conjugate (1.8) by the permutation operator P23 and redefine the variables as z2 ↔ z3:
R~113R
~2
32 +R
−~2
21 R
~1−~2
13 +R
~2−~1
32 R
−~1
21 = 0 . (3.25)
Substitute again ~2 = ~1/2 and denote ~1 := 2~:
R2~13R
~
32 +R
−~
21 R
~
13 +R
−~
32 R
−2~
21 = 0 . (3.26)
Then, multiply the equality (3.26) by R~23 from the right:
R2~13R
~
32R
~
23 +R
−~
21 R
~
13R
~
23 +R
−~
32 R
−2~
21 R
~
23 = 0 . (3.27)
Using the skew-symmetry and unitarity we get
R~12R
~
13R
~
23 = f(~, z23)R
2~
13 +R
~
23R
2~
12R
~
23 . (3.28)
Finally, the quantum Yang-Baxter equation (1.9) follows from comparing (3.24) and (3.28).
Supersymmetric case. Let us make the calculations similar to those from the previous para-
graph for the odd supersymmetric R-matrix (3.15).
First, notice that the skew-symmetry property (3.19) turns in the supersymmetric case into
the symmetry property due to R-matrix oddness:
R
~|µ
ab = R
−~| −µ
ba , (3.29)
where R
~|µ
ab = R
~|µ
ab (za, zb| ζa, ζb|A).
Next, let us evaluate the analogue of the unitarity property (3.20):
R
~|µ
12 R
~|µ
21 =
∑
α,β
TαT−β ⊗ T−αTβΦ
~+Ωα|µ
α; 12 Φ
~+Ωβ |µ
β; 21 (3.30)
where we assume Φ
~+Ωα|µ
α; ij = Φ
~+Ωα|µ
α (zi, zj | ζi, ζj|A,B) |B=A3 . The expression in the sum can be
calculated explicitly using the definition (3.12), (1.22). Most of the terms vanish due to (1.13).
The non-zero terms are as follows:
Φ
~+Ωα|µ
α; 12 Φ
~+Ωβ |µ
β; 21 =
[
A1A2(ζ1 − ζ2)ω∂~ + A1A5ζ1ζ2µω∂
2
~
]
ϕα(~+ Ωα, z12)ϕβ(~+ Ωβ , z21) . (3.31)
Notice that the derivation of the latter answer used A1A5 = A2A4 as in (2.2). Plugging (3.31)
into (3.30) we see that its r.h.s. is represented as action of the differential operator from the
quadratic brackets on the expression R~12(z12)R
~
21(z21), which is equal to the ordinary unitarity
relation, i.e.
R
~|µ
12 R
~|µ
21 =
[
A1A2(ζ1 − ζ2)ω∂~ + A1A5ζ1ζ2µω∂
2
~
]
R~12(z12)R
~
21(z21) . (3.32)
Finally, using (3.21) we get the following statement for the analogue of unitarity property:
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Proposition 3.2 The analogue of the unitarity property (3.20)-(3.21) for the odd R-matrix
(3.15) is of the form:
R
~|µ
12 R
~|µ
21 =
(
A1A2(ζ1 − ζ2)ωN
3℘′(N~) + A1A5ζ1ζ2µωN
4℘′′(N~)
)
1N ⊗ 1N . (3.33)
Notice also that
R
~|µ
12 R
~|µ
21 = −R
~|µ
21 R
~|µ
12 . (3.34)
Having the properties (3.29) and (3.33) we can make the calculations similar to the previous
paragraph. The main statement of the paragraph is as follows.
Proposition 3.3 Consider the supersymmetric elliptic GL(N,C) odd R-matrix (3.15). It sat-
isfies two equations of the Yang-Baxter type with additional terms. The first one is
R
~|µ
12 R
~|µ
13 R
~|µ
23 = R
~|µ
23 R
~|µ
13 R
~|µ
12 + 2R
~|µ
23 R
~|µ
32 R
2~| 2µ
13 (3.35)
or, using it is represented as (3.33)
R
~|µ
12 R
~|µ
13 R
~|µ
23 = R
~|µ
23 R
~|µ
13 R
~|µ
12 +
+2
(
A1A2(ζ2 − ζ3)ωN
3℘′(N~) + A1A5ζ2ζ3µωN
4℘′′(N~)
)
R
2~| 2µ
13 .
(3.36)
And the second is
R
~|µ
12 R
~|µ
13 R
~|µ
23 = −R
~|µ
23 R
~|µ
13 R
~|µ
12 − 2R
~|µ
23 R
2~| 2µ
12 R
~|µ
23 . (3.37)
Proof: Consider the associative Yang-Baxter equation (3.16) for ~2 = ~1/2, µ2 = µ1/2, and
then denote ~1 := 2~ and µ1 := 2µ:
R
2~| 2µ
12 R
~|µ
23 +R
−~| −µ
31 R
~|µ
12 +R
−~| −µ
23 R
−2~| −2µ
31 = 0 , (3.38)
which is a direct analogue of (3.23). Multiplying it by R
~|µ
23 from the left and using (3.29) we
obtain
R
~|µ
23 R
~|µ
13 R
~|µ
12 = −R
~|µ
23 R
2~| 2µ
12 R
~|µ
23 −R
~|µ
23 R
~|µ
32 R
2~| 2µ
13 . (3.39)
Similarly to (3.26), consider the equation (3.38) with indices 2 and 3 being interchanged
R
2~| 2µ
13 R
~|µ
32 +R
−~| −µ
21 R
~|µ
13 +R
−~| −µ
32 R
−2~| −2µ
21 = 0 . (3.40)
Multiplying it by R
~|µ
23 from the right and using (3.29) we obtain:
R
~|µ
12 R
~|µ
13 R
~|µ
23 = −R
~|µ
23 R
2~| 2µ
12 R
~|µ
23 −R
2~| 2µ
13 R
~|µ
32 R
~|µ
23 =
(3.32),(3.34)
= −R
~|µ
23 R
2~| 2µ
12 R
~|µ
23 +R
~|µ
23 R
~|µ
32 R
2~| 2µ
13 .
(3.41)
In contrast to the ordinary case the r.h.s. of (3.39) and (3.41) are not equal to each other
because of the property (3.34). Subtracting (3.41) from (3.39) we get (3.35).
Alternatively, we can sum up the equations (3.39) and (3.41). Then the last terms in the
r.h.s. are cancelled out, and we get (3.37). 
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Let us comment on the linear R-matrix term, which is the last one in the r.h.s. of (3.36). The
necessity of this term becomes obvious in the scalar (N = 1) case. In this case we should have
Φ
~|µ
12 Φ
~|µ
13 Φ
~|µ
23 = −Φ
~|µ
23 Φ
~|µ
13 Φ
~|µ
12 with the sign minus due to the odd parity of the permutation
relating both sides. The equation with the minus sign is also easily follows in the scalar case from
(3.35) since (Φ
~|µ
23 )
2 = 0. In (3.36) the sign behind the cubic term is plus but it is compensated
with the linear term.
Consider also a special case of (3.36) for A4 = A5 = 0, i.e. when the variable µ is absent.
Though (3.36) does not contain A4 we should require A4 = 0 since the derivation of (3.33) as
well as the Fay identity (2.2) used the condition A1A5 = A2A4. Then (3.36) turns into
R
~| 0
12 R
~| 0
13 R
~|0
23 = R
~| 0
23 R
~| 0
13 R
~| 0
12 + 2A1A2(ζ2 − ζ3)ωN
3℘′(N~)R
2~| 0
13 . (3.42)
The second term in the r.h.s. of (3.42) is proportional to ℘′(N~). The function ℘′(x) is double-
periodic, ℘′(x) = −℘′(−x) and has a pole of third order at x = 0. Therefore, it has three
zeros at non-trivial half-periods 1/2, τ/2, (τ + 1)/2. At the same time the R-matrix R
2~| 0
13 has
poles at ~ = ~0 ∈
{
± 1
2N
,± τ
2N
,± τ+1
2N
}
. Therefore, as a result of the substitution ~ = ~0
only one summand survives in the sum over α in (3.15). Then, according to (3.1), (3.5) the
second term in the r.h.s. of (3.42) is proportional to a constant matrix T(±1,0) ⊗ 1N ⊗ T(±1,0) or
T(0,±1) ⊗ 1N ⊗ T(0,±1) or T(±1,±1) ⊗ 1N ⊗ T(±1,±1) depending on the choice of ~0.
4 Conclusion
Let us summarize the obtained results:
• We studied ansatz for the odd supersymmetric Kronecker function in the form
Φ(~, z1, z2; τ |µ, ζ1, ζ2;ω|A) ≡ Φ
~|µ
12 = (4.1)
=
[
A1(ζ1 − ζ2) + A2ω∂~ + 2piıA3ζ1ζ2ω∂τ + A4ζ1ζ2µ∂~ +
A5
2
(ζ1 + ζ2)µω∂
2
~
]
φ(~, z1 − z2)
and showed that it satisfies the Fay identity
Φ
~1|µ1
12 Φ
~2|µ2
23 +Φ
−~2| −µ2
31 Φ
~1−~2|µ1−µ2
12 +Φ
~2−~1|µ2−µ1
23 Φ
−~1| −µ1
31 = 0 (4.2)
iff A1A5 = A2A4.
• We considered the supersymmetric version of the heat equation in the form
(
κ∂ω + 2piı(ζ1 + ζ2)∂τ
)
Φ
~|µ
12 =
(
∂ζ1 + ζ1∂z1 −
k
2
µ∂~
)
∂~Φ
~|µ
12 . (4.3)
and showed that it holds true iff the following conditions valid:
κA2 = A1 , κA3 = 2piıA1 , A4 = kA1 , κA5 = kA1 . (4.4)
• We defined the set of functions
Φ~+Ωα|µα (z1, z2| ζ1, ζ2|A,B) ≡= Φ
~|µ
α; 12 = Φ
~|µ
12 + 2piıB
α2
N
ζ1ζ2ω∂1ϕα(~+ Ωα, z12) (4.5)
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and proved that they satisfy the Fay identities
Φ
~1+Ωα|µ1
α; 12 Φ
~2+Ωβ |µ2
β; 23 +Φ
−~2−Ωβ | −µ2
−β; 31 Φ
~1−~2+Ωα−β |µ1−µ2
α−β; 12 +
+Φ
~2−~1+Ωβ−α|µ2−µ1
β−α; 23 |Φ
−~1−Ωα| −µ1
−α; 31 = 0
(4.6)
for arbitrary constant B.
• The constant B is fixed to be B = A3 by requirement for the functions (4.5) to be invariant
with respect to the shifts a1,2 → a1,2 +N of indices.
• Using (4.5), (4.1) the odd elliptic R-matrix is represented in the form:
R12(~, z1, z2; τ |µ, ζ1, ζ2;ω|A) ≡ R
~|µ
12 =
=
[
A1(ζ1 − ζ2) + A2ω∂~ + 2piıA3ζ1ζ2ω
d
dτ
+ A4ζ1ζ2µ∂~ +
A5
2
(ζ1 + ζ2)µω∂
2
~
]
R~12 ,
(4.7)
where R~12 is the Baxter-Belavin elliptic R-matrix (3.6). It satisfies the associative Yang-
Baxter equation
R
~1|µ1
12 R
~2|µ2
23 +R
−~2| −µ2
31 R
~1−~2|µ1−µ2
12 +R
~2−~1|µ2−µ1
23 R
−~1| −µ1
31 = 0 . (4.8)
the symmetry property (3.29) and the unitarity property (3.33). The odd supersymmetric
version of the classical elliptic r-matrix (3.17) satisfies the classical (super) Yang-Baxter
equation
• The cubic relations for the supersymmetric extension of the Baxter-Belavin’s R-matrix
have form of the quantum Yang-Baxter equation with additional term:
R
~|µ
12 R
~|µ
13 R
~|µ
23 = R
~|µ
23 R
~|µ
13 R
~|µ
12 +
+2
(
A1A2(ζ2 − ζ3)ωN
3℘′(N~) + A1A5ζ2ζ3µωN
4℘′′(N~)
)
R
2~| 2µ
13
(4.9)
and
R
~|µ
12 R
~|µ
13 R
~|µ
23 = −R
~|µ
23 R
~|µ
13 R
~|µ
12 − 2R
~|µ
23 R
2~| 2µ
12 R
~|µ
23 . (4.10)
• Among possible applications of the obtained results is a construction of the Knizhnik-
Zamolodchikov-Bernard equations on supersymmetric elliptic curves. It is the subject of
our next paper.
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