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1. INTRODUCTION 
It is well known that there are two basic methods in studying the stability of delay differential 
equations. One is the Liapunov functional method, the other is the Razumikhin-Liapunov funtion 
method. As for the delay difference equations, there have been established in [1] the counterpart 
results both in terms of Liapunov functionals and Razumikhin-Liapunov functions. It is from 
the authors' point of view that the Razumikhin-Liapunov function method is, in general, easier 
to apply, and the imposed conditions are less restrictive than the Liapunov functional method. 
However, to find a suitable auxiliary function P (cf. [1]) is still rather difficult in applying the 
Razumikhin-Liapunov function method. 
Inspired by the ideas in [2] deMing with the delay differential equations, we establish in this 
work a new Razumikhin-type theorem on stability for delay difference equations, in which the 
annoying function P can be avoided, moreover, the imposed condition ensuring the required 
stability can be weakened. As one of the immediate implications of our result, we obtain the 
corresponding result in [1]. Thus, the result obtained here has much improved the known ones. 
Finally, an example is given to illustrate the advantages of the obtained results. 
There have appeared many papers concerning about the stability properties on difference equa- 
tions recently, for example, see [1,3-8]. For general background of difference equations, one can 
refer to [9]. 
2. MAIN  RESULTS 
Let R ~ be the k-dimensional Euclidean space. Let 
c-- {-r,-r + I,...,-I,0} -- 
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with some integer _> 0. For each ~o E C, we define the norm of ~ as 
I1~11 = ~ I~(s)l, 
where I" I is any norm on R ~ and I denotes the integer set {-r ,  - r  + 1, . . . ,  -1,  0}. 
Consider the difference quation with finite delay of the form 
x(n + 1) = st(n, xn), n • Z +, (1) 
where Z + denotes the nonnegative integer set, x • R k, f : Z + x Cn --* R k with Cn = {~ • C: 
I1~11 < H} for some constant H > 0, and 
xn(s) = x(n + s), for s • I. 
We assume 
st(n, O) = O, for n • Z +, 
so that (1) has the zero solution x(.) = O. Also, it is supposed that for any given no • Z + and 
a given initial function ~o • Ca, there is a unique solution of (1), denoted by x(no, ~o)(n), such 
that it satisfies (1) for all integers n > no, and 
xno(no ,9)=9,  i .e . ,x (no ,9 ) (no+s)=9(s ) ,  for s • I. 
Moreover, we assume that there is a constant L > 0 such that 
I f(n,~)[ _< LII~II, for n • g + and ~ • CH. (2) 
For our purpose, we introduce the following definitions. 
DEFINITION 1. The zero solution of (1) is stable if for each • > 0 and each no • Z +, there exists 
a & = iS(e, no) > 0 such that ff I1~11 < 6, then 
Ix(n0, ~)(n)l < e, for o21 n > no. 
The zero solution of (1) is Uniform/y Stable (US) if the 6 is independent of no. 
DEFINITION 2. The zero solution of (1) is asymptotically stable if it is stable and for each 
no E Z +, there exists a &o = 6o(no) > 0 such that if [[~[[ < 60, then Ix(no, ~)(n)l -* 0 as n --* co. 
The zero solution of (1) is Uniformly Asymptotically Stable (UAS) if it is US and there is a 
60 > 0 such that for each ~/ > O, there exists an integer N(~/) > 0 independent of no such that if 
llgll < &o, then 
Iz(no, ~)(n)l < "f, for all n > no + N(7). 
DEFINITION 3. A wedge [unction is a continuous function W : R + --* R + with R + = [0, oo), 
W(0) = 0 and W is strictly increasing. 
We cite the corresponding Razumikhin-type r sult on stability of (1) from [1] as follows. 
THEOREM A. Supopse there exists a Liapunov function V : Z + x BH --* R + with BH = {z E 
R tc :Ix] < H} such that 
(i) 
(~) 
w~(Ixl) < v (n ,z )  _< w~Clxl), 
Av(n, z(.)) =_ v(n  + 1,x(n + 1)) - vCn, xCn)) 
= v(~ + L.fCn, ~,,)) - vCn, z(n)) < -W3(l=(n)t), 
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f fP (V(n+ 1,x(n+ 1))) > V(n+s,x (n+s) )  for s • I, where W, (i = 1, 2, 3) are wedge ftmctions, 
and P : R + --* R + is a continuous function with P(s) > s, for s > 0. Then, the zero solution 
of (1) is UAS. 
REMARK 1. It is easy to see from the arguments in the proof of [1, Theorem A] that the conclusion 
of Theorem A remains true if the inequality in Assumption (ii) is replaced with 
(ii') AV(n,x( . ) )  <_ -Wa( lx (n  + 1)1), 
if P(V(n  + 1,x(n + 1))) > V(n + s ,x(n + s)) for s • I. 
First of all, we can establish the following result. 
THEOREM 1. Suppose there exists a Liapunov function V : Z + x BH --* R + with BH = {x • 
R k : Izl < H} and a constant ~o > 0 such that 
(i) u(Ixl) ___ V(n, z) <_ v(Izl), 
(ii) for any a : 0 < a < f~0 and any a > 0, there exists a # = #(a, a) > 0 such that 
AV(n, x(.)) = V(n + 1, x(n + 1)) - V(n, x(n)) 
= V(n + 1,/(n, z.))  - V(n, z(n)) 
< -w(Ix(n + 1)l) + a, 
ff a < V(n + 1,x(n + 1)) and V(n + s ,x(n + s)) < min{B0, V(n + 1,x(n + 1)) + #} for s • 11, 
where 11 = { - r ,  - r  + 1, . . . ,  0, 1}, u, v, w : R + --* R + are continuous, u(O) = v(O) = O, u, v are 
nondecreasing, and u(s) > O, v(s) > O, w(s) > 0 for s > 0. Then, the zero solution of (1) is UAS. 
PROOF. We first claim the US. For any given e > 0 (e < H) with u(e) < B0, by the continuity 
of v and the fact v(0) = 0, there exists an r /> 0 (O < H) such that 
v(s) < u(e), if s < ~/. (3) 
Then, by the assumptions on u, there exists a sufficiently large M > 1 such that 
U(g) 77 
implies s < 7" (4) u(s) < M ' Jd 
Now, we choose a 6 > 0 such that 
~(~) 
v(~) < M ' (5) 
which implies ~f < ~. For any no E Z + and ~o • C6, let x(n) = x(no,~)(n),  V(n) = V(n,x(no,~O) 
(n)), and AV(n) = V(n + 1) - V(n). Then, by (i), we have 
~(~) 
u(Ix(n)l) <_ vCn) <_ v(~) < ~ < u(e), for no -  r < n < no. 
We claim that 
u(~) for all n > no. V(n) < M ' 
Suppose it is not true, there would be some nl >_ n0 such that 
(6) 
u(~) 
u(Iz(n)l) <_ v (n )  < -~-  < ~(e), for no - r _< n _< nl,  (7) 
and 
M"  
V(nl + 1) > (s) 
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It follows that 
AV(n~) > 0. 
But then, by (5), v(Ix(nl + 1)1) > V(nl + 1) > (u(e)/M) > v(8) which implies Ix(n1 + 1)1 > ~f. 
Now, let a > 0 be such that a < inf6<x<e w(x), and let a = v(~i). Trivially, a < ~0. It follows 
from (1), (2), and (4) that 
Ix(n1 q- 1)1 = If(nl,x,1)l ~_ LIIx, l l l< L .~ = rl, 
since by (7) ~(Ix(n)l) < (u(e)/M) for nl - r < n < nl, and thus by (4), we have Ix(n)l _< rl/L 
for nl - r < n < nl. Hence, by virtue of (3), we obtain 
u(Ix(nl + 1)l) < V(ns + 1) < v(Ix(nl + 1)1) < u(e) < ~o, 
which implies Ix(n1 + 1)1 < e. Thus, ~f < Ix(n~ + 1)1 < e. 
By (5), (7), (8), and (9), we have 
(9) 
a = v(df) < ~ < V(nl + 1), 
V(nl + s) < u(e) < &,  for s • h ,  
and 
V(nl + s) <_ V(nl + 1) +/~, 
Hence, by Assumption (ii), we have 
with any#>O,  fo rs•11 .  
AV(nl) < -w(Ix(nx + 1)1) + a < 0, 
since df _< Ix(n1 + 1)1 < 6. This is a contradiction. Therefore (6) holds. Thus, by (i) and (6), we 
have 
u(Ix(n)l) < V(n) <_ u(e), for all n > no, 
which implies 
Ix(n)l < ~, for all n > no. 
This shows that the zero solution of (1) is US. 
Furthermore, we show that UAS. Let h < H be such that u(h) < 80. For e = h, we find by 
US the corresponding ~f(h) > 0 (~f < h), and let 60 = 6(h). Thus, [no E Z +, I1~11 < 60, n _> no - r] 
imply that 
u(h) Y(n)<- -~<~o and Ix(n) l<h.  (10) 
For any given 7 > 0 with 7 < h, we will find an integer N(7) > 0 such that [no E Z +, I1~11 < 
6o, n > no + N] imply that Ix(n)l = Ix(no, ~o)(n)l < 7. Choose p > 0 (p < h) so that v(s) < u('r) 
if s < p. Let a = u(7) and a = (1/2) infp<,<h w(s). Clearly, a < ~.  Then, by Assumption (ii), 
there exists a corresponding # =/~(a, a) < 0 with the designated properties. Let l be the first 
positive integer such that 
U(')') q- e D >/30. (11) 
Set 
nk=no+k(r+[~--°a] ) ,  k=O, l ,2 , . . . , l ,  
where [.] denotes the greatest integer function. We now claim that 
V(n) ¢~ u('y) + (~ - k)~, for n >_ nk, k = O, 1 , . . . , I .  (12) 
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Trivially, (12) holds for k = 0 in virtue of (10) and (11). Suppose now for some k, 0 _< k < £, 
(12) holds. We want to show 
V(n) < u(7) + (e - k - 1)#, for n > nk+l. (13) 
To this end, we first claim that there must be some fi • Ink + r, nk+a] such that 
v(n)  < ~(~) + (t - k - 1)u. (14) 
Suppose it is not true, for all n >_ n~ + r, we would have 
V(n)  >_ ~(~) + (e - k - 1)U. (15) 
On the other hand, by our assumption, 
V(n) < u(7) + (£ - k)#, for all n > nk. (10) 
Hence, by (10), (15), and (16), we have for all n >_ nk + r that V(n) >_ u('y) = a, and thus, 
V(n + 1) > a, Y(n + s) < ~o, and V(n + s) < u(~/) + (~ - k)# _< V(n + 1) + # for s • 11. Then, by 
Assumption (ii) and the definition of a, we have AV(n) <_ -w(Ix(n + 1)1) + a < -a  < 0 since by 
the choice of p, v(Ix(n+ 1)l) _> V(n + 1) > a = u(7) together with (10) implies p < Ix(n+ 1)1 < h. 
Therefore, for n > nk+l, we would have 
V(n) <_V(nk +r ) -a (n -nk - - r  + l) < l~o-a( [~]  +1)<0.  
This is impossible. This shows that there must be some ~ • Ink + r, nk+x] with (14) holding. 
Furthermore, we assert that 
V(n) < u(r) + (g - k - 1)#, for all n _> ft. (17) 
In fact, suppose it is not true, then there must be some fi >_ fi such that V(fi) < u(r) + (~- k -  1)# 
and V(h+I )  > u(r)+(e-k-1)#,  and thus, AV(h) > 0. Since V(h+l )  > u(r) = a, V(h+s) </3o 
for s • I1 and V(h+s) < u(r )+ (E -k )# _< V(h+I )+# for s • I1, it follows from Assumption (ii) 
that AV(fi) < -w([x(h+l)[)+a < -a  < 0. (Note that v( Ix(~+l) l  ) > Y ( f i+ l )  > u(7) and (10) 
imply p < Ix(fi + 1)1 < h.) This leads to a contradiction. 
Hence, (17) holds, and so does (13). By induction, we arrive that 
~(IxCn)l) _< v(,~) < ~(-y), for n > nt =no + e (r  + [ -~])  , 
which implies 
Ix(n)l < "y, for n > no + N, 
where N = l(r + LOo/a]) is obviously independent of no and ~. This proves the UAS. | 
As immediate implications of Theorem 1, we have the following corollaries. 
COROLLARY 1. Suppose there exists a Liapunov function V : Z + x BH --~ R + and a continuous 
function P : R + ~ R + with P(t) > t i f t  > 0, such that 
(i) uCIzl) < vcn,  z)  <_ v(Izl), 
(ii)l AV(n,x(.)) < -w(Ix(n + 1)1), 
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f fP (V(n+ 1, z (n+ 1))) > V(n+ 8, x(n+s)) for s e I1, where u, v, w are the same as in Theorem 1. 
Then, the zero solution of (1) is UAS. 
PROOF. Obviously, it sutticies to show that Assumption (ii)l implies (ii) in Theorem 1. In fact, 
we may pick any positive number as/~0, and for any a : 0 < a < /~o and any a > 0, we may 
choose/z =/z(a ,  cr) > 0 with/~ < infa<t<~o{P(t) - t}. Then, if a < V(n + 1,z(n + 1)) and if 
V(n + s,z(n + 8)) < min{/~o, V(n + 1,x(n + 1)) + #} for s E It, we have 
V(n + 8, z(n + s)) < V(n + 1, , (n  + 1)) + # < P(V(n + 1, , (n  + 1))), for s e I1. 
Thus, it follows from (ii)l that 
<_ + 1)1) _< + 1)1) + 
This shows that Assumption (ii) in Theorem 1 also holds. Therefore, applying Theorem 1 yields 
the desired conclusion. 1 
R~.MAaK 2. Obviously, the conditions imposed on u, v, w here are less restrictive than the con- 
ditions on W~ (i = 1, 2, 3) in Theorem A. According to Remark 1, we know that Corollary 1 is 
an improvement of Theorem A. 
COROLLARY 2. Assume V, u, v, and w are the same as Theorem 1. Then, under Assumption (i) 
ha Theorem 1 and (ii)2 AV(n,x(.))  < G(V(n + 1,x(n + 1)), supsel I V(n + s ,z(n + s))), where 
G : R + × R + --* R is continuous and G(I/, ~/) < -w(I/) for t /> 0, the zero solution of (1) is UAS. 
PROOF. If sufticies to show that (ii)2 implies (ii) in Theorem 1. In fact, we may pick any fixed 
/~0 > 0. Then, for any a : 0 < ~ </~0 and any a > 0, by the uniform continuity of G(~/, ~/) on 
[a,/~o] x [c~, ~o], there exists a/~ = #(a, ~) > 0 such that 
IGCY, z)-G(y,y)l<a, ify, ze [a ,#0]  and ly-zl_< . (18) 
Now, if a < V(n + 1, x(n + 1)) and V(n + 8, z(n + s)) < min{/~0, V(n + 1, z(n + 1)) + #} for 
s E 11, then 
I 
supV(n+s ,z (n+s) )  - V (n+ 1,z(n + 1))1 _< 
sE l t  I 
and thus by (18) and (ii)2, we have 
AV(n,x(.)) < -w(V(n + 1,x(n + 1)) + G (vcn + 1,x(n + 1)), sup, el, V(n + s,x(n + s))) 
-G(V(n+ 1,zCn + 1)),V(n + 1,z(n + 1)))l < -w* (Iz(n + 1)1) +~, 
where w*(s) = infu(j)_<0_<v(,) w(O). Hence, (ii) holds. I 
REMARK 3. We will see that the conditions in Corollary 2 are easy to verify. Hence, it is 
much more convenient o discuss the stability of delay difference equation than the previous 
Razumikhin-Wpe theorems, say Theorem A or Corollary 1. More generally, we can extend The- 
orem 1 as follows. 
THEOREM 2. Under the assumptions in Theorem 1, ff the inequality in (ii) is replaced with 
AV(n,,( .))  _< -xCn)(w(Iz(  + 1)1) - 
where A : Z + --* R + with ~'~.~o A(i) = co, then the zero solution of (I) is US and asymptotically 
n+t  • stable. In addition, ff for any L > O, there is an integer £ > 0 such that ~ i=,  A(s) > L for 
n ~ Z +, then the zero solution of (1) is UAS. 
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With minor modifications in the arguments used in the proof of Theorem 1, we can verify 
Theorem 2, and thus, its proof is omitted. 
Correspondingly, we can establish the following result. 
COROLLARY 3. Under the assumptions of Corollary 2, if the inequality in 002 is repsced with 
AV(n, z(.)) <_ A(n)G(V(n + 1, z(n + 1)), sup V(n + s, x(n + s))), 
zElx 
where A(n) is the same as in Theorem 2, then the zero solution of (1) is US and asymptotically 
stable, or UAS, respectively. 
3. EXAMPLE 
We illustrate the application of the obtained result by giving the following example. 
EXAMPLE. Consider the difference system of the form 
z(n + 1) = A(n)x(n) + Sl(n)z(n - rx(n)) + . . .  + Bm(n)x(n - rm(n)), (19) 
where z(.) • R k, A(.), and Bj(.) (j = 1, 2 , . . . ,  m) are k x k matrices with some positive integers k
and rn, rj : Z + --* Z +, 0 <_ r(n) _< r, j = 1,2 . . . .  ,ra, for some positive integer r. 
Assume that there are positive constants A* and B~ (3 = 1,2,. . .  ,rn) such that 
a '= sup IA(n)l, B; = sup IB#(n)l, .~ = 1 ,2 , . . . , rn ,  
nEZ + nEZ+ 
where IAI is any norm of the matrix A, and in the sequel, Ix[ is any norm of the vector x, satisfying 
lAx[ <_ [A[. [x[. 
Then, the zero solution of (19) is UAS ff 
A* +a~ +B~ +... +a~ < 1. 
In fact, let 
v(~, . )  = Ixl. 
Then, Assumption (i) in Corollary 1 is trivially satisfied. Now, let ~ be a constant such that 
0 </~ < 1 and B~ + B~ +. . .  + B* < ~(1 - A*). Let P(t) = (1/~)t for t >_ 0. Clearly, P(t) > t 
for t > 0 since I /#  > I. For any no • Z + and n _> no, whenever 
i.e., 
P(V(n + 1,x(n + 1))) > V(n + s,m(n + s)), 
then, by(19), 
~I x(n + 1)1 > I=(~ + s)l, for s 6 I1, 
for s 6 I1, 
which implies that 
Ix(n)l > u - (B~' + B~ +. . .  + B~)Ix(n + 1)1. 
- ,A . *~ 
Ix(~ + i)I _< Ia(-)l I~(-)I + IB~(n)l Ix(n - n(~))l +" -  + IB~(-)I Ix(~ - ~=(~))I 
1 
_< A'lx(n)l + = (BE + B~ +. . .  B~)IxCn + 1)1, 
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Hence, 
~g(n,x(.)) = Ix(n + 1)1 - Ix(n)l 
< (1 - (Br + +. . .  + Ix(- + 1)1 - \ A*# / 
< _ (#(1- A*)-(B~ +B~ +...+B=)'~ 
Ix(n + I)I, - \ A*# / 
if P(V(n+ l ,x(n+ l))) > V(n+s,x(n+s)) for s E I1. Since #(1-A*) - (B~ + B~ +...+ B~) > 0 
and A*# > O, Condition (ii)t in Corollary 1 is satisfied with 
w(u) = - (#(1 -  A*) - (B~ + B~ + " " + B~) ) 
Therefore, the zero solution of (19) is UAS. 
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