Abstract-Synthetic transmit aperture (STA) imaging is susceptible to tissue motion because it uses summation of low-resolution images to create the displayed high-resolution image. A method for 2-D tissue motion correction in STA imaging is presented. It utilizes the correlation between highresolution images recorded using the same emission sequence. The velocity and direction of the motion are found by crosscorrelating short high-resolution lines beamformed along selected angles. The motion acquisition is interleaved with the regular B-mode emissions in STA imaging, and the motion compensation is performed by tracking each pixel in the reconstructed image using the estimated velocity and direction. The method is evaluated using simulations, and phantom and in vivo experiments. In phantoms, a tissue velocity of 15 cm/s at a 45° angle was estimated with relative bias and standard deviation of −6.9% and 5.4%; the direction was estimated with relative bias and standard deviation of −8.4% and 6.6%. The contrast resolution in the corrected image was −0.65% lower than the reference image. Abdominal in vivo experiments with induced transducer motion demonstrate that severe tissue motion can be compensated for, and that doing so yields a significant increase in image quality.
I. Introduction T raditional medical ultrasound images are measured by sequentially transmitting a focused ultrasound beam in different directions in the tissue and simultaneously steering and focusing the receive field in the same directions. This produces a set of scan lines which are stacked together to generate the displayed image.
synthetic transmit aperture (sTa) imaging is a relatively new imaging technique, originally adapted from radar, which exploits a somewhat different approach to building up the ultrasound image [1] , [2] . Instead of limiting the transmitted ultrasound field to a narrow beam in a particular direction, the basic principle in sTa imaging is to transmit a spherical wave which propagates in all directions in the tissue simultaneously, using a single element. The echoes recorded by the receive elements contain information about every scatterer in the illuminated region, and the received signals are then processed by steering and focusing at all image points to form a complete image after one emission [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . This process is repeated by consecutively exciting all elements in the transmit aperture, and the individual low-resolution images are finally summed to generate the displayed high-resolution image. a spherical wave with known origin is emitted and the positions of the receiving elements are known. It is therefore possible to sum all received signals for all emissions coherently. This produces images with dynamic transmit and receive focusing, which are improved compared with the traditional ultrasound scanners with a single, fixed transmit focus.
The application of a single transmit element produces a clinically insufficient snr because the transmitted energy is limited because of hardware limitations and transducer heating issues. The snr can be increased by using a subaperture at each emission to emulate the spherical wave transmitted by the single element [1] , [2] , and by replacing the conventional short excitation signal by a linear frequency-modulated (FM) signal [12] [13] [14] . Using this approach, denoted TMs imaging 1 [15] , [16] , the snr is increased to a clinically suitable level, enabling successful in vivo application . This was demonstrated in a clinical study comparing TMs imaging to conventional convex array imaging in abdominal imaging [17] .
Because sTa images are produced by adding low-resolution images obtained over several emissions, it inherently relies on coherent summation, i.e., the images are phase aligned when summed. If the low-resolution images are summed incoherently, the displayed sTa image will be unfocused, with a smeared appearance, resulting in loss in image quality. presently, the most important factor considered to cause phase misalignment is tissue motion, which is primarily produced by the beating heart, blood pulsation, respiration, and transducer motion. The latter is produced by the sonographer while scanning. The degree of loss in image quality will depend on how severe the motion is and the anatomical location being scanned. compared with traditional ultrasound scanners, for which motion artifacts occur as distortions of the tissue structures rather than loss in spatial and contrast resolutions, sTa imaging is clearly more susceptible to motion. In general, it may therefore be necessary to compensate for tissue motion to fully retain the advantages of sTa imaging.
several methods have previously been investigated for tissue motion estimation in sTa imaging [18] [19] [20] [21] [22] . It is commonly reported that axial motion is the dominant factor causing image degradation because of the signifi-cantly higher spatial frequency in this dimension. There is, though, a significant shortcoming to solely performing axial compensation. If 2-d motion is present and only the axial motion component is compensated for, the resulting images will have degraded lateral and contrast resolutions compared with the case of perfect 2-d compensation. The outcome here is that the advantage of better image quality in sTa imaging is lost, as shown in [21, Fig. 3 ]. Because tissue motion is inherently three-dimensional, it is therefore evident that full utilization of the advantages of sTa imaging requires at least 2-d motion correction to compensate successfully for scan-plane tissue motion. a simple 2-d compensation scheme has recently been presented in [23] , but only results from simulated data were shown. Measured data for both phantom and in vivo measurements were presented in a preliminary form by these authors in a conference paper [15] .
Fast imaging can also be accomplished by using plane wave emissions, and this will also be affected by tissue motion. This was demonstrated in [24] , which also employed only an axial motion estimation scheme.
Generally, motion estimation methods are based on time-domain cross-correlation of reference signals to find the shift in position of the tissue. The degree of success of such methods depends on the correlation between the reference signals, which again depends on the degree of common spatial frequencies used to generate the reference signals. This property was used by Karaman et al. [20] to find axial motion by cross-correlating segments of lowresolution images obtained by solely using common spatial frequencies. another method to obtain highly correlated reference signals is to use high-resolution images. These will be completely correlated if they are acquired using the exact same emission sequence and receive aperture setup. This property has been used by nikolov and Jensen [25] , [26] to generate synthetic aperture flow images for all flow angles. In the papers by nikolov and Jensen, the blood velocity is estimated by cross-correlating high-resolution lines beamformed along the flow direction using a sparse implementation of TMs imaging with a few emissions per high-resolution image.
In this paper, a method for 2-d tissue motion compensation is presented for convex array TMs imaging. Initially, the concept of sTa imaging is introduced in detail in section II. The motion compensation approach is based on the same principles for finding the tissue velocity vector as the synthetic aperture flow method mentioned previously. The motion is found as well by correlating high-resolution lines for multiple angles at each estimation point and selecting the angle at which the correlation is highest. This direction estimation method was suggested in [27] and [28] for automated flow angle estimation. The method for convex arrays is described in full detail in section III, and the experimental setup used for the phantom and in vivo measurements performed using the rasMUs research scanner [29] are presented in section IV along with the applied signal processing strategies. The results are presented in section VI, and finally the paper is concluded in section VII.
II. synthetic Transmit aperture Imaging synthetic aperture has been investigated for medical ultrasound imaging applications since the early 1970s [30] , [31] . The technique was originally developed for radar systems (synthetic aperture radar) in the 1950s with the purpose of improving the lateral/azimuthal resolution of side-looking radars. In ultrasound imaging, the same monostatic approach was initially investigated, and later extended to array transducers when these emerged in the 1980s [31] [32] [33] [34] .
The concept of synthetic transmit aperture (sTa) imaging is explained in Fig. 1 . at each transmit event, a single element is excited, which transmits a spherical wave that spreads out in all directions in the tissue. The echoes are recorded using all elements in the receive aperture, and this transmit-receive process is repeated until all or a desired number of elements in the array have been excited. reconstruction of each pixel in the ultrasound image is performed by coherently summing the echoes received from a point target located at the center of each pixel for all transmissions. By summing for all transmit-receive element pairs, both the transmit and the receive apertures are focused at the point target location, producing an optimally focused image for all points in the ultrasound image. The focusing is performed by Fig. 1 . Illustration of the conventional sTa imaging principle. at each transmission event, a single element is fired, and the echoes from the medium are collected using all elements in the receiving aperture. For each of these transmission events, a complete image is beamformed, and these are subsequently summed to form the final high-resolution image.
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where S r p ( ) is the reconstructed image, a r r m p T ( , ) is the dynamic apodization for transmit element m, a r r i p R ( , ) is the dynamic apodization for receive element n, e i,m (t) is the recorded echo data, and M and N rcv are the number of transmit and receive elements, respectively. The imaging point is denoted by r p , the receiving element by r i , and the center of the transmitter by r m .
after each emission event, a complete ultrasound image is formed by focusing the received data at all image points based on the transmit element location (Fig. 2) . The produced image is called a low (lateral) resolution image, because the image is created using a single transmit element. This is repeated after each emission, and the individual low-resolution images are finally summed to produce the displayed high-resolution image.
clinical implementation of sTa imaging has primarily been limited by low snr. The low snr is due to using a single transmit element. This results in a low penetration depth, and, thus, limited in vivo application, which had to be solved before the technique could be used for clinical scanning [17] .
The snr can be improved by increasing the transmitted energy using several transmit elements and chirp excitation. producing a higher peak intensity means increasing the peak pressure. This can be obtained by increasing the amplitude of the transmitted signal, but hardware limitations in the front-end and, to some extent, problems with internal heating in the transducer generally excludes this solution. a more suitable strategy is to use more elements at each emission to emulate the spherical wave transmitted by the single element. This technique was first applied by o'donnell and Thomas [1] in a catheter-based ultrasound system using a circular aperture, and later extended to plane apertures by Karaman et al. [2] . The approach is to use a subaperture with suitable time delays to produce a defocused wave with a limited spherical wave extend. The delays are calculated geometrically based on the position of a virtual point source positioned behind the subaperture as illustrated in Fig. 3(a) and the element coordinates. In particular, the delay τ (n) of element n is
where d(n) is the distance between the virtual point source and element n, r is the distance between the virtual point source and the subaperture center, and c is the speed of sound.
The position of the virtual point source determines the angular extent α over which the transmitted wavefront is spherical. This determines the beam characteristics of the virtual point source or, rather, virtual transmit element. The angular sensitivity of each virtual element in the synthesized transmit aperture can therefore be controlled by changing the location of the associated virtual point sources. This is advantageous because the energy can be concentrated within a controllable band (±α) which increases the peak wavefront pressure and, thus, snr; however, it puts a limit on the minimum transmit f-number applicable when reconstructing the ultrasound image.
When transmitting from the outer parts of the convex array, the geometry will cause a significant part of the wave to propagate outside the region to be imaged. Therefore, it may be advantageous to change the propagation direction of the wavefront toward the region where the image is reconstructed. angled transmissions are obtained by moving the virtual point source to the side, as illustrated in Fig. 3(b) . The maximum propagation angle which can be obtained is influenced by the directivity of the subaperture elements, and any arbitrary propagation angle can, thus, not be selected.
With reference to Fig. 3(b) , the location (x p , z p ) of the virtual point source is, in general, calculated by
where r is calculated by
and ϕ is half the angular size of the subaperture, θ is the propagation direction of the spherical wavefront, and R is the radius of the convex aperture. note that α and ϕ are always positive, and that the coordinate system used here moves with the subaperture across the array. also, the subaperture elements are assumed to be point sources for simplicity. The increase in the wavefront pressure is dependent on the number of elements used in the subaperture and the chosen spherical wave extent. Karaman et al. [2] have shown that for an angular extent α = 45°, the wavefront pressure is proportional to N , where N is the number of subaperture elements. When α decreases to e.g., 27°, this number increases by approximately 40%. In general, however, it can be assumed that the wavefront pressure increases with N relative to the single-element transmission.
The snr is also increased by applying linear FM signals [12] [13] [14] , [35] , [36] which have resulted in improved penetration while maintaining spatial resolution. The gain in snr relative to a conventional short excitation pulse is G snr = T c /T p , where T c is the duration of the linear FM signal, T p is the duration of the pulse, and both waveforms are assumed to have a square envelope. The study reported in [15] explored the feasibility of combining multi-element defocusing with linear FM signals in sTa imaging. The results showed that this approach produces a significant increase in snr, leading to an image quality of sTa imaging feasible for in vivo application. The same TMs approach is applied in this study to increase the snr of sTa imaging.
III. directional Motion Estimation
The motion estimation method utilizes the high correlation that exists between high-resolution images acquired using the same emission sequence and receive aperture setup, and the fact that for a given emission any set of image points within the interrogated region can be processed using sTa beamforming [37] . The method seeks to find the tissue motion at a given image point by first estimating the direction in which the scatterers have moved, and second estimating the velocity with which they moved. This is possible because the motion distortion in high-resolution images acquired using the same emission sequence will be identical, if the tissue velocity and direction is constant during the acquisition [26] , [38] .
To simplify matters initially, the method is illustrated in Fig. 4 using two emissions.
For a given location in the image r p at which the motion is to be estimated, a set of low-resolution lines along selected angles θ l , l = 1, 2, …, L, are beamformed for each emission. This is illustrated in detail in Fig. 5 . The focusing points are given by r n 
where n, n = 1, 2, …, N, is the sample number, and l is the angle index. Thus, g m (n, l) is a 2-d data set, in which each column is a directional line. assuming a constant tissue velocity during the acquisition, the motion distortion in g m (n, l) and g m+2 (n, l ) will be the same and the only difference should be the shift in position of the scatterers [26] , [38] . This is true only for the angle corresponding to the direction of the motion, and the correlation between the high-resolution lines will therefore be highest for this angle. By correlating g m (n, l ) and g m+2 (n, l ) for all angles, i.e., column by column, the direction of the motion is then found for the angle at which the normalized covariance is maximum. For this angle, the shift in position of the correlation peak can be found and, thus, the tissue velocity.
The shift in position between high-resolution lines g m+1 (n, l ) and g m+3 (n, l ) will be equal to that between g m (n, l ) and g m+2 (n, l ), again assuming that the tissue velocity is constant during the acquisition interval [38] . Thus, the peak in the covariance functions will be located at the same lag, and they can be averaged to improve the velocity estimate. This averaging can be applied for as long as the velocity can be assumed constant.
In general, M emissions spaced over the full aperture will be used to create each high-resolution line and they are repeated N seq times, resulting in a total of M · N seq emissions. The ith high-resolution line is obtained from
where i = 0, 1, …, M(N seq − 1), and s m (n, l) is the lowresolution line for emission m with zero mean. The normalized covariance [39] is obtained for each angle by crosscorrelating the high-resolution lines corresponding to the same angle as
where j = 0, 1, …, M(N seq − 2), k is the lag, and σ j 2 and
are the variances of the high-resolution lines g j (n, l) and g j+M (n, l), respectively, adjusted to have zero mean.
The peaks in the M(N seq − 2) + 1 correlation functions will be located at the same position for the angle in which the motion occurs [28] . The estimate of the tissue velocity can therefore be improved by averaging the covariance functions [40] 
The direction of the motion is found at the angle θ l max where l max is the index for which ρ( , ) k l is maximum for all values of k and l. The velocity magnitude v of the motion is then calculated for this angle by
where k max is the lag of the correlation peak in ρ( , ) k l max , δr is the sample spacing in meters, and f prf is the pulse repetition frequency. The direction estimate will, in general, be too coarse because of the discrete set of angles, and the velocity estimate will therefore be inaccurate. The estimates can be improved using interpolation around the correlation peak. Here, this is done over two steps by first interpolating the angle estimate l max , and then finding the interpolated velocity estimate along the new direction. Following the approach in [41] , the interpolated motion direction is ˆ, θ l int where
and ρ m l ( ) is the maximum correlation for each angle
For this angle, the lag of the correlation peak is found using the same interpolation method. Thus,
and the velocity estimate becomes
A. Implementation With TMS Imaging
To obtain continuous imaging, the emissions in the estimation approach are interleaved with the B-mode emissions normally used in TMs imaging. This is illustrated in Fig. 6 for a 1-to-1 ratio, where the motion estimation emissions are denoted E-mode emissions.
Hereby, the tissue velocity is estimated continuously. Using the 1-to-1 ratio, the tissue velocity estimate in (12) becomes
because the time between the E-mode emissions is now twice the pulse repetition period. The velocity and angle estimates are used to compensate the low-resolution B-mode images by recalculating the location of the image points to be reconstructed. In particular, each pixel in the motion-compensated B-mode image S r p ( ) is reconstructed by 
where w r 
where r m t ( ) is the location of the tracked image point
The vectors are defined geometrically in Fig. 7 .
B. Parameters of Interest
The theory presented in the preceding section gives an overview of the motion estimation method and its implementation with TMs imaging to continuously obtain motion-compensated images. There are some parameters in the estimation algorithm that require further attention to fully understand the approach. These are the sample distance δr, the length of the directional lines N · δr, and the number of repeated emissions M. The distance between the samples in a directional line will, in general, be dependent on its angle. creating a directional line at a given location in the image corresponds to sampling the medium in that particular direction. To comply with the spatial nyquist theorem, the spatial sampling frequency must therefore be at least twice the highest spatial frequency in that direction. The k-space magnitude spectrum obtained by Fourier transforming a 2-d speckle region [42] determines the spatial frequencies of the speckle region around the directional line. For an angle θ l , the highest spatial frequency is found by rotating the k-space spectrum along the same angle and projecting it onto the axial frequency axis, which is cumbersome to calculate. For all angles, the highest spatial frequency will be in the axial direction. The nyquist theorem can be satisfied for all angles by solely using the axial sampling frequency. Therefore, the sample spacing δr is determined by [16] 
where λ is the wavelength and B rel is the −6-dB relative bandwidth of the transmitted pulse. The length of the directional lines is determined by several factors; the tissue velocity, the variance on the velocity estimate, and the assumed area of constant tissue velocity are the most important factors. It is clear that the line must be long enough that the motion of the scatterers can be estimated. This gives an interdependence on the line length and the maximum detectable tissue velocity. The variance on the velocity estimate is inversely proportional to the length of the line [39] , and therefore the variance is decreased, when the line length is increased. However, it is assumed in the model that the velocity is constant, and the line length is therefore limited by the size of the tissue region over which the velocity can be assumed constant.
although not a direct requirement, it is preferred that the number of repeated E-mode emissions M is an integer fraction of the number of B-mode emissions used per TMs image. This is to ensure that the estimation sequence is repeated an integer number of times within one B-mode sequence. In other words, M and N seq should be integers and M · N seq = N xmt . This, therefore, puts some restrictions on the design of the estimation sequence.
IV. Experimental setup
The measurements were performed using the experimental multi-channel ultrasound scanning system, rasMUs [29] , [43] . The system has 128 individually programmable transmitters capable of sending arbitrary coded waveforms with a precision of 12 bits at 40 MHz. sixtyfour receive channels can be sampled simultaneously at 12 bits and 40 MHz, and the 2-to-1 multiplexing in the system enables acquisition of 128 channels in real-time over two transmissions. The system has 16 GB of storage memory in the receivers, which enables acquisition of several seconds of rF data in real-time. The transmission voltage is ±50 V, and rasMUs is remotely accessible and programmable through a developed Matlab (The MathWorks Inc., natick, Ma)/c-library interface.
The transducer used for the measurements was a commercial 5.5 MHz convex array transducer with 192 elements and λ pitch. The bandwidth of the elements is approximately 60% relative to the center frequency, and the convex radius of the aperture is 41 mm. The height of the elements is 8 mm, and the array has a lens in the elevation dimension with a fixed focus at 40 mm. Because of the limitation of the rasMUs system, only the central 128 elements of the array were used.
A. Imaging Setup
as explained in section III, the motion compensation approach consists of two interleaved sequences: 1) the regular TMs B-mode emissions, and 2) the E-mode emissions used for motion estimation.
TMs imaging was implemented using a 33-element subaperture at each emission to emulate a spherical wave emanating from a virtual point source located behind the subaperture. as explained in [16] , the transmitted wavefront was directed to propagate parallel to the z-axis at each emission to increase the energy transmitted into the image area, and, thus, increase the snr.
When using convex array geometries, it is important to take into account the relation between the image point location and the sensitivity of the aperture elements. In fact, all elements may not contribute coherent information when processing a given image point, specifically if the image point is located outside the sensitivity regions of some elements defined by their acceptance angles [44] . For a given image line, the minimum depth R(i) at which 
where R c is the radius of the convex aperture, α is the acceptance angle of the elements, β (i) is the angular position of element i, and θ is the angle of the image line to be processed. The numerical signs are introduced to account for the symmetry property of the aperture. The acceptance for the virtual sources was set to ±30° for all sources, although it ranged between 40° and 30°.
The excitation signal used was a 20-μs linear FM signal with 5.5 MHz center frequency and a relative bandwidth of approximately 95%. The signal envelope was weighted by a Tukey window with a 16% duration to reduce the ripples in the chirp's Fourier spectrum, and, thus, attenuate the distant temporal side-lobes in the compression result [14] , [45] , [46] . The subaperture was stepped over the 128 elements array one element at a time, resulting in N xmt = 96 transmit positions. Using the 2-to-1 multiplexing, all 128 elements in the array were recorded on receive, and the total number of B-mode emissions used per highresolution image was 192. This implementation is identical to the setup applied in previous studies of convex TMs imaging in [16] and [47] .
The setup used for each of the E-mode emissions was the same as that used for each of the B-mode emissions described here. The estimation sequence was tested using two implementations: 1) M = 8 and N seq = 12, and 2) M = 16 and N seq = 6. These are in accordance with the preferred implementation requirements mentioned in the previous section, and the number of E-mode emissions was 192 using the multiplexing. The total number of emissions in the combined sequence was therefore 384. For these two implementation sequences, the numbers of averaged covariance functions M(N seq − 2) + 1 were 81 and 65, respectively (see section III for details).
B. Data Acquisition
Both phantom and in vivo measurements were performed to investigate the performance of the approach. The phantom measurements were performed to test the method in a fairly controllable environment. a custommade three-dimensional positioning system was used to move the transducer a fixed distance between each emission to impose a constant tissue velocity and motion direction. The positioning system used stepper motors for accurate motion, and it has a resolution of 12.5 μm in the lateral and elevation direction and 5 μm in the axial direction. The data were acquired by performing one emission at a time and after each emission moving the transducer according to the desired motion. The tissue-mimicking phantom contained small anechoic cysts with diameters between 1 and 8 mm, and both the 8-and 16-emission implementations mentioned previously were evaluated.
an abdominal measurement of the right kidney was performed on a healthy male volunteer to evaluate the method in vivo. The measurement was made by an experienced sonographer using the 16-emission implementation, and freehand motion was applied during data acquisition to simulate a true clinical scanning situation. a 2.5 s data sequence was acquired with a frame rate of 13 frames/s and a scanning depth of 12 cm.
C. Data Processing
The processing was done off-line on a 70 cpU linux cluster using Matlab. The rF channel data from each Bmode and E-mode emission were filtered using a mismatch filter to compress the linear FM signal and recover the range resolution. The mismatch filter was designed based on the transmitted linear FM signal by applying a chebychev window with a relative side-lobe reduction of 70 dB [14] , [46] . This was done to reduce the temporal side-lobes below −60 dB. subsequently, the rF channel data were Hilbert transformed to form complex data sets.
The elastic properties of tissue tend to make the tissue move in approximately the same direction within a certain region. It is therefore only necessary to perform the estimation at discrete points within the image area and not at every point being reconstructed in the B-mode images. For the phantom measurements, the tissue velocity and direction were estimated for every 2 mm in range along lines separated by 1° in angle covering the whole image area. at each estimation point, directional lines were created over a 30° angular extent around the true motion direction with a separation of 1° between the lines. This was only possible because the true direction was known. For the in vivo measurement the resolution was 4 mm in range and 1.5° in angle. Because the direction of the tissue motion in vivo is unknown, directional lines with 2° separation were created here over the full 180° angular span. In all cases, the length of the directional lines was 25λ, corresponding to 7 mm, and the sample distance was approximately λ/10. after velocity and direction estimation, the B-mode images were reconstructed using the tracking method described in section III. Because the estimates only exist at discrete points, each image point was processed using the velocity and angle from the closest estimation point. prior to compensation, the estimates were filtered using a 2-d vector-based median filter. This filter adjusts the estimated velocity and direction at each point by calculating the median velocity and angle using the neighboring estimates. This was done to remove false estimates and to smooth the estimates according to the elasticity property of tissue mentioned previously. The filter had a geometric extent of 8 by 8 mm in the lateral and axial directions, respectively.
The motion-compensated images were reconstructed using the same approach as that applied in the previous investigations of convex TMs imaging in [16] and [47] , except that for each emission, the image points were tracked using the approach described in the previous section. The images were created using the conventional convex array image format with an angular size of 26° and 142 lines in the phantom images, and 34° and 183 lines in the in vivo images. The transmit and receive apertures were focused at every image point as explained in section II, producing perfectly focused images, and dynamic apodization was applied to keep the f-number constant at 2. The window function used was a modified Hamming window with the edge levels raised to −12 dB.
When reconstructing each line in the motion compensated images, the number of calculations was reduced using the pixel-based approach introduced in [48] . In particular, this method lowers the requirement on the spatial sampling distance along each line to
where λ is the wavelength and B rel is the relative −6-dB bandwidth.
D. Acoustic Output
Before conducting the in vivo measurements, the acoustic outputs of the ultrasound scanner were measured for the two imaging modes. The measured intensities need to satisfy preamendments upper limits regulated by the U.s. Food and drug administration (Fda) [49] , which have been introduced as safety guides to avoid damage to the tissue and pain to the patient. These limits concern the mechanical index, MI ≤ 1.9, the derated spatial-peaktemporal-average intensity, I spta.3 ≤ 720 mW/cm 2 , and the derated spatial-peak-pulse-average intensity I sppa.3 ≤ 190 W/cm 2 [49] . The same transmit voltage was used for both images.
The acoustic outputs were measured in a water tank using a high-precision three-dimensional positioning system and a miniature pVdF hydrophone (MH28-4, Force Technology, Brøndby, denmark) by following the guidelines given by the american Institute of Ultrasound in Medicine (aIUM) [50] . The levels obtained are listed in Table I . These values are considerably lower than the Fda limits, and in vivo scanning is therefore safe using the present imaging modes.
The levels for the acoustic output could be changed and optimized for both setups to increase snr. The purpose here was, however, only to ensure safe in vivo scans and demonstrate the feasibility of making motion compensation on in vivo images.
V. In Vivo Image quality
First the convex TMs method is compared with conventional convex array imaging to validate the image quality, when no or little tissue motion is present. The experimental results are shown in Fig. 8 . The conventional image is shown to the left, and the TMs image is shown to the right.
Two in vivo acquisition sequences, each containing 30 frames (2.5 s scan duration), were scanned by an experienced sonographer at abdominal locations on two healthy male volunteers to evaluate the feasibility of TMs imaging in vivo. at each scanning, the patient was asked for this scan sequence to hold his breath to remove respiratory motion and improve the anatomic visibility. no motion compensation was applied during these scans. The images in Fig. 8 are snapshots from a scanning of the liver. The scanned area is the longitudinal section of the right liver lobe showing cross sections of hepatic vein branches, longitudinal section of a portal vein branch (upper left), the kidney, and the diaphragm at the bottom. The improvement in spatial resolution is clearly observable, and the border of the kidney and its inside structures are better defined.
VI. results of applying Motion compensation
In this section, the results from employing motion compensation are presented. Unless otherwise noted, the dynamic range in the displayed B-mode images is 45 dB. The values are derated in situ values, and they have been measured according to the guidelines given by aIUM. 
A. Motion Compensation Example
Initially, a simple example of motion compensation in sa imaging is shown for a single scatterer to demonstrate the difference between a purely axial motion and 2-d motion compensation. a 5-MHz linear-array probe with roughly λ/2 pitch (185 μm) with 128 elements is simulated using Field II [51] , [52] . a simple sa scheme was used, in which each element emitted and signals from all 128 elements were focused in receive and combined with the other low-resolution images. a Hanning apodization was employed during both receive and transmit processing for all 128 emissions. The point spread function (psF) of the scatterer is shown as a contour plot in Fig. 9 with 6 dB between contours down to −60 dB in the upper-left graph. a motion of 0.15 m/s with an angle of 45° was then introduced and a pulse repetition frequency of 5 kHz employed. This results in the psF are shown in the upper right graph. The motion introduces a general defocusing of the psF and very significant side lobes, along with a drop in amplitude. The data were then compensated by only the true axial velocity component in the lower-left graph. This results in slightly better focusing, but the psF still has very significant side lobes. The psF for a full 2-d compensation is shown in the lower-right graph in Fig. 9 , and this essentially recovers all features on the original psF. The example demonstrates that full 2-d compensation is required for a high-resolution sa imaging system. In this example, the lateral FWHM resolution is 0.42 mm or 1.36λ, which is close to the axial resolution of 0.25 mm. as can be observed, lateral motion is as detrimental as axial motion, and full 2-d motion compensation is therefore needed.
B. Phantom Simulations
a simulation using Field II of a tissue-mimicking phantom with a scatterer density of 10 scatterers per resolution cell (fully developed speckle) and 4 anechoic cysts was performed to test the method theoretically. The cysts were created as two pairs of cylinders with diameters of 4 mm and 8 mm, respectively. a tissue velocity of 15 cm/s at an angle of 45° was imposed by moving the scatterers between each emission, and the estimation sequence with 8 E-mode emissions repeated 12 times was used. as for the phantom measurements presented next, the velocity and direction were estimated at 2 mm range intervals along lines covering the whole image area separated by 1 degree in angle. The size of the simulated phantom was 10 cm starting at 2 cm with an angular size of 26°. Thus, the motion was estimated along 27 lines each with 41 estimation points.
The relative bias and standard deviation (sd) were calculated for both the velocity and direction estimates for each image line along which the motion was estimated. The results are shown in Fig. 10 . The top figure shows the relative bias ±1 sd of the velocity estimation in percent deviation from the true velocity, and the bottom figure shows the relative bias ±1 sd of the motion direction estimates (ˆ) θ l int in percent deviation from the true angle. These figures therefore present the performance of the approach as a function of different image angles.
The velocity is estimated with a relative bias of approximately −1.3%, and the sd is in average less than 0.2%. The motion direction is estimated with an average sd of 0.3%, and the bias decreases linearly from −1.7% at −13° to −3.2% at 13°. These results show that the method is capable of accurately estimating the velocity and direction of the tissue motion. The linear decrease in the direction estimate indicates that the algorithm is slightly dependent on imaging angle. also it should be noted that the higher sd around −5° is caused by a few false estimates in the bottom of the image. False peaks are likely to occur because of the finite window length and decorrelation of the signals being correlated [39] , [40] .
a section of the reconstructed B-mode images is shown in Fig. 11 . The figure shows the uncompensated (left) and compensated (right) images in comparison to the reference image (middle) in which the scatterers were stationary during the entire acquisition. The image quality in the uncompensated image is lost completely, and the cysts are not present in this image. after motion compensation, the image quality has successfully been recovered with only minimal distortion of the cysts.
These simulation results show that the method can accurately estimate the velocity and direction of the tissue motion, and that the image quality can be fully recovered when these estimates are used to compensate the B-mode image. It should be noted however that these results are obtained without the presence of receiver noise. To evaluate the performance in presence of noise, the estimation was performed on the same data while adding +20 dB of Gaussian noise to the rF channel data. Because 128 elements are used on receive, this corresponds to approximately a 0 dB snr in the directional lines, when no motion is present. The results of the velocity and direction estimation in this case are shown in Fig. 12 . as expected, the performance drops when the snr decreases, because the variance of the correlation estimate is inversely proportional to snr [39] . For the velocity estimation, the relative bias has increased to −1.9% in average and the average sd is 2%; the relative bias and sd of the direction estimates are −2.8% and 2.6%, respectively.
C. Phantom Experiments
In comparison to the simulation presented in the previous section, a phantom measurement was made with an imposed velocity of approximately 15 cm/s at a 45° angle. The motion was applied to the phantom using the positioning system as explained in section IV, and the estimation scheme with 8 E-mode emissions repeated 12 times was employed, as in the simulation. The angular size of the image area was 26° at depths of 2 to 10 cm.
as explained previously, the motion was estimated at 2 mm range intervals along lines separated by 1° within the whole image area. This therefore corresponds to 41 estimation points along 27 lines.
The results of the velocity and direction estimation are plotted in Fig. 13 . The average bias of the velocity estimate is −6.9% and the average sd is 5.4%. The direction is found with a bias of −8.4% and an sd of 6.6%. These numbers are based on the 41 independent estimates along each line.
The reconstructed B-mode images are shown in Fig.  14 , where the uncompensated image is shown to the left, the reference image (stationary target) is displayed in the middle, and the compensated image is presented to the right.
The motion has destroyed the image quality in the uncompensated image, because it has caused the low-resolution images to be summed incoherently. comparing the reference image and the compensated image, a significant portion of the image quality has been recovered after motion compensation. There are some artifacts at the beginning of the image between a depth of 20 and 30 mm, which are due to false estimates, and at depths beyond 80 mm the contrast resolution has not been entirely recovered. The difference in contrast resolution between the reference and corrected image is on average −0.65% for the 4-mm cysts. Thus, the contrast resolution is on average slightly lower in the corrected image.
Tissue velocities up to 15 cm/s would possibly be observed in cardiac imaging applications. In abdominal imaging, the velocity will, however, be significantly lower. To evaluate the performance of the approach at a lower tissue velocity, a second phantom experiment was made. The smallest step size of the positioning system was applied (see section IV for details), and with a pulse repetition frequency of 4 kHz this corresponds to a velocity and direction of approximately 5 cm/s and 68°, respectively. Because the velocity is lower, the scatterers will also move less, and thus more E-mode emissions can be used to increase the snr of the directional lines. Thus, 16 E-mode emissions were used with the number of repetitions N seq equal to 6.
The bias and sd of the velocity and direction estimation are plotted in Fig. 15 , and the reconstructed B-mode images are shown in Fig. 16 . The average bias of the estimated velocities is −16%, and the average sd is 5.5%; the bias of the direction estimates ranges from 5% to −5% with an average sd of 3.1%. It is likely that this underestimation of the velocity and overestimation of the direction is caused by misalignment of the transducer with the phantom. although the transducer was mounted in a holder which contained markers matched to the transduc- er, some degrees of freedom were still present and accurate alignment had to be done by eye. Therefore, the transducer could easily have been rotated a couple of degrees. nevertheless, the reconstructed B-mode images show that the direction and velocity found by the estimator are correct, and the image quality has been fully recovered in the compensated image. This gives further support to the misalignment argument. The difference in contrast resolution between the reference and corrected image is on average 3.5% for the 4-mm cysts, which indicated a slightly better contrast resolution in the corrected image. In general, it should not be possible to improve the contrast resolution beyond the reference image. Thus, it is likely that the difference is caused by slight variations in the speckle brightness between the two images.
D. In Vivo Experiments
The phantom measurements presented in the previous section showed that the velocity and direction of the tissue motion can be estimated, and that the estimates were accurate enough to fully recover the image quality after motion compensation.
In a clinical study of convex TMs imaging [47] , it was observed that tissue motion in abdominal scannings did not have a significant impact on the image quality. In particular, the acquired movie sequences showed no obvious motion artifacts. some flashing artifacts were reported which were believed to be caused by tissue motion, but the diagnostic value of the images was not directly affected by these according to the medical doctors who evaluated the results. These abdominal measurements only contained tissue motion created naturally by the patient, and the transducer was therefore kept steady by the medical doctor during the scannings. To make the imaging situation more realistic in a clinical sense, the abdominal measurement performed here included freehand motion of the transducer as mentioned previously. Even with freehand motion during scanning, the maximum velocity was expected to be around 5 cm/s, and, thus, the estimation sequence with 16 E-mode emissions was used.
Figs. 17 and 18 show two frames from the acquired movie sequence, where the uncompensated images are shown to the left and the corrected images to the right. The images show a longitudinal section of the right liver lobe containing a cross-sectional view of the hepatic vein (right part), longitudinal section of a portal vein branch (top central part), the kidney, and the diaphragm at the lower right corner. Fig. 17 corresponds to the point in the acquisition at which the tissue velocity was smallest. The highest veloc- ity was estimated to be 3.1 cm/s. The image quality of both images is comparable, indicating that motion did not have a significant influence here, but the compensated image has a sharper appearance with improved detail resolution. This is especially noticed along the kidney border and by comparing the areas containing the hepatic vein in the right part of the images. Fig. 18 shows the images corresponding to the point with the largest tissue velocities, which was estimated to be 6.6 cm/s. Here, a significant loss in image quality is observed in the uncompensated image, where the hepatic vein has almost disappeared and the kidney has a smeared appearance. In the corrected image, the shape of the vessel has been regained, and the interior of the kidney, including its borders, is fully re-established. Thus, the image quality has been successfully recovered, which demonstrated the capabilities of the 2-d motion compensation approach. When evaluating the entire movie sequence, it was observed that the flashing artifacts reported in the clinical study have been removed after motion compensation. Thus, it can be concluded that these flashes, which occurred as fluctuations in the image intensity between uncompensated images, are indeed caused by incoherent summation resulting from tissue motion. The online version of this paper includes a video sequence, where this can be seen ( ).
The requirement for recovering the full image quality is that the inaccuracy in adding low-resolution images is significantly below a wavelength λ in both the axial and lateral directions, as described in [44] . The requirement is therefore that
where Δr is the motion between low-resolution images, v is the tissue velocity, N e T prf is the time between addition of low-resolution images, and e r is the relative estimation error. For the in vivo examples with an assumed error of 5%, this gives a ratio of Δr/λ = 0.0047, so that there are negligible artifacts from the compensated addition. The approach is therefore effective in removing motion artifacts and can also be directly used for other sa imaging schemes such as compounding [53] , plane wave imaging [24] , [54] , and nonlinear sa imaging [55] VII. conclusion This paper presented a method for 2-d tissue motion compensation of sTa images. The method was designed to find the tissue velocity and motion direction by utilizing the high correlation that exists between high-resolution images acquired using the same emission sequence. By cross-correlating lines beamformed along different angular directions at each image point, the tissue velocity and motion direction were found for the angle at which the highest correlation was observed. To obtain continuous imaging, the motion estimation sequence was interleaved with the B-mode emission sequence used in normal sTa imaging. Motion correction was performed by tracking the position of the image pixels in each low-resolution image previous literature has demonstrated motion correction in the axial direction [18] [19] [20] [21] [22] . The simple example given in this paper shows that 2-d motion correction is important in high-resolution sa imaging, where the lateral resolution is comparable to the axial resolution. Merely performing a 1-d axial compensation does not recover the original psF without motion. It can yield part of the FWHM resolution, but not the low side-lobe levels, whereas the 2-d correction scheme can recover both the original resolution and side-lobe levels. The performance of the approach was evaluated primarily using phantom and in vivo measurements using the experimental ultrasound scanner rasMUs. The phantom measurements were performed by imposing artificial tissue motion using a three-dimensional positioning system. Two situations were investigated with tissue velocities of 15 cm/s and 5 cm/s at motion angles of 45° and 68°, respectively. The results showed that the velocity and motion direction can be estimated in both cases, and that the image quality can be fully recovered after motion compensation. compared with the reference image, the improvement in contrast resolution after correction was −0.65% and 3.54% for the two cases, respectively. The in vivo measurement was performed abdominally and included freehand transducer motion applied by the medical doctor during the acquisition to emulate a real clinical situation. The results showed that tissue motion does in fact have a significant influence on the image quality of sTa images, if the motion is severe. Using the estimated velocities and motion directions, the image quality was fully restored after motion compensation, resulting in improvements in both image contrast and image sharpness.
Because the motion estimation approach presented here is based on the same principles as those applied for synthetic aperture blood flow imaging in [38] , it can also be used for continuous blood flow imaging with no modifications or only slight modifications to the emission sequence. This is the topic of future research.
The calculation burden of the approach suggested here has not been a consideration in this paper. The calculation load is very high as the direction of the motion is searched for, along with the beamformation. GpU implementations are, however, being considered by many groups now, and examples of real time sa beamforming have evolved [10] . The introduction of even faster graphics cards will make it possible to develop real-time implementations.
Based on the results presented here, it is concluded that the presented approach can be applied to perform successful 2-d tissue motion compensation, and, thus, it can retain the advantages of synthetic aperture imaging when scanning moving targets. 
