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a b s t r a c t
Multivariate Birkhoff interpolation is the most complex polynomial interpolation problem
and people know little about it so far. In this paper, we introduce a special new type
of multivariate Birkhoff interpolation and present a Newton paradigm for it. Using the
algorithms proposed in this paper, we can construct a Hermite system for any interpolation
problem of this type and then obtain a Newton basis for the problem w.r.t. the Hermite
system.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
As is well known, polynomial interpolation is for finding a suitable, usually in the ‘‘lowest’’ sense, interpolation polynomial
p ∈ P that coincides with another, more complex function f on a setF of ν interpolation data, where the interpolation space
P is a ν-dimensional linear space of d-variate polynomials and F consists of ν values of f or its derivatives at µ sampling
nodes with µ ≤ ν. Then, we say that p interpolates f . Generally, a data set F is defined by a setL of ν linear functionals Vi
onΠd as
F := {fi ∈ R : fi = Vif , i = 0, . . . , ν − 1},
whereΠd := R[x1, . . . , xd] is the d-variate polynomial ring onR andL is called the set of interpolation conditions. Obviously,
the data set F is determined byL and f .
In practice,L and f are usually prescribed. Therefore, ourmain task is to find outP and then get interpolation polynomial
p in it. This kind of interpolation will be called a space-finding interpolation.
Univariate Lagrange and Hermite interpolations are classical subjects. For them, the interpolation spaceP is determined
uniquely by the cardinal of the data set F . However, when we turn to multivariate interpolations, things change greatly.
In these cases, P is not only determined by the cardinal of F but also by the distribution of the nodes and the derivatives
associated with them [1,2]. As a relatively new topic [3], the theory of multivariate polynomial interpolation is far from
systematic and complete.
Since the 1990s, with the development of Gröbner basis theory, the research of multivariate space-finding interpolation
has made significant progress. With the algorithms in [1,4], we can find a unique minimal degree interpolation space P
for any multivariate ideal interpolation (refer to [5]) w.r.t. a graded monomial order (see [6]). However, if an interpolation
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problem is not ideal, thesemethods are all unusable. Traditionally, a non-ideal interpolation is called a Birkhoff (or lacunary)
interpolation that was introduced by George David Birkhoff in 1906, cf. [7,8]. A typical character of a Birkhoff interpolation
is that there exist some ‘‘gaps’’ in the orders of the derivatives at some nodes. Since many fundamental problems of
the univariate Birkhoff interpolation have not been solved, people only know a few results about multivariate Birkhoff
interpolation, which is much more difficult than the univariate one, see [9–11].
In [12], M. Gasca and J.I. Maeztu introduced a famous tool, the Hermite system, that can be used to solve some
space-finding Birkhoff interpolations. However, they did not tell us what kind of space-finding Birkhoff interpolations
can be associated with Hermite systems. In this paper, we will partly answer the question by introducing a new Birkhoff
interpolation subscheme and present a Newton basis for it. Moreover, we also propose a method for the Birkhoff
interpolations that do not have related Hermite systems. To ease the exposition, we will restrict ourselves to the bivariate
and trivariate cases. Other cases with higher dimensions can be treated similarly.
We recall the basics of Gasca–Maeztu method in Section 2 as a preliminary. In Section 3, we will introduce the definition
of x–y connected interpolation problem (Definition 1), propose an algorithm (Algorithm1) for constructing aHermite system
of an arbitrary x–y connected interpolation problem, and then prove that the interpolation problem is constructible w.r.t
the Hermite system (Theorem 5). Furthermore, wewill define the x–y connected closure of a Birkhoff interpolation problem
(Definition 9). With this notion, we construct a Newton basis for the general case that is not x–y connected. In Section 4, we
extend the results in Section 3 to trivariate cases. Finally, Section 5 is dedicated to some discussions about the degree of the
interpolants.
2. Gasca–Maeztu method
2.1. Gasca–Maeztu method for bivariate interpolation
Let ri, i = 0, . . . , n, be lines in R2, and Γi, i = 0, . . . , n, be sets of lines rij, j = 0, . . . ,m(i). If the lines ri, rij intersect at
one point, say uij, then the set
S = {(r0,Γ0), (r1,Γ1), . . . , (rn,Γn)}
is called a Hermite system in R2, with the set
I = {(i, j) : i = 0, 1, . . . , n, j = 0, 1, . . . ,m(i)}
its index set.
In this paper, the notations ri, rij are used to represent both the lines themselves and the polynomials that give rise to the
equations of the lines.
An interpolation problem associated with the Hermite system is defined by the linear functionals
Lij : Π2 → R,
f 7→ ∂
s+t1+t2 f
∂ρsij∂ρ
t1+t2
i
(uij),
(1)
where ρi, ρij are vectors in the directions of the lines ri, rij, and
(i) s is the number of lines among {r0, . . . , ri−1} that are coincident with ri (s = 0, if i = 0),
(ii) t1 is the number of lines among {ri0, . . . , ri,j−1} that contain uij (t1 = 0, if j = 0),
(iii) t2 is the number of lines among {r0, . . . , ri−1} that contain uij excluding those in (i) (t2 = 0, if i = 0).
The Newton basis associated with S consists of
ϕij =
i−1∏
α=0
rα
j−1∏
β=0
riβ , (i, j) ∈ I, (2)
where the empty products are taken as 1.
The following important conclusions hold:
Lij(ϕij) 6= 0, Lij(ϕi′j′) = 0, (i, j)≺lex(i′, j′), (3)
where≺lex refers to the lexicographical order (see [6]).
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2.2. Gasca–Maeztu method for trivariate interpolation
A Hermite system in R3 is a set
S = {(r0,Γ0, (Γ00,Γ01, . . . ,Γ0m0)), (r1,Γ1, (Γ10,Γ11, . . . ,Γ1m1)), . . . , (rn,Γn, (Γn0,Γn1, . . . ,Γnmn))} ,
where ri, i = 0, . . . , n, are planes in R3, Γi are sets of planes rij, j = 0, . . . ,mi, and Γij are sets of planes rijk, k = 0, . . . ,mij,
satisfying
ri
⋂
rij
⋂
rijk = uijk ∈ R3, i = 0, . . . , n, j = 0, . . . ,mi, k = 0, . . . ,mij.
Here, the notations ri, rij, rijk are used to represent both the planes themselves and the polynomials that give rise to the
equations of the planes.
Let
I = {(i, j, k) : i = 0, . . . , n, j = 0, . . . ,mi, k = 0, . . . ,mij}
be the set of indices of S. Thus, an interpolation problem associated with the Hermite system is defined by the linear
functionals
Lijk : Π3 → R,
f 7→ ∂
s+t1+t2+v1+v2+v3 f
∂ρs(i,j)(i,j,k)∂ρ
t1+t2
i(i,j,k)∂ρ
v1+v2+v3
i(i,j)
(uijk),
(4)
where (i, j, k) ∈ I , ρ(i,j)(i,j,k) (ρi(i,j,k), ρi(i,j)) is a vector in the direction rij⋂ rijk (ri⋂ rijk, ri⋂ rij), and
(i) s is the number of planes among {r0, . . . , ri−1} that are coincident with ri (s = 0, if i = 0),
(ii) t1 is the number of planes among {ri0, . . . , ri,j−1} that contain ri⋂ rij (t1 = 0, if j = 0),
(iii) t2 is the number of planes among {r0, . . . , ri−1} that contain ri⋂ rij excluding those in (i) (t2 = 0, if i = 0),
(iv) v1 is the number of planes among {rij0, . . . , ri,j,k−1} that contain uijk (v1 = 0, if k = 0),
(v) v2 is the number of planes among {ri0, . . . , ri,j−1} that contain uijk, excluding those in (ii) (v2 = 0, if j = 0),
(vi) v3 is the number of planes among {r0, . . . , ri−1} that contain uijk, excluding those in (i) or (iii) (v3 = 0, if i = 0).
The Newton basis associated with S consists of
ϕijk =
i−1∏
α=0
rα
j−1∏
β=0
riβ
k−1∏
γ=0
rijγ , (i, j, k) ∈ I, (5)
where the empty products are taken as 1.
Similar to bivariate cases, for any (i, j, k)≺lex(i′, j′, k′), the following conclusions hold:
Lijk(ϕijk) 6= 0, Lijk(ϕi′j′k′) = 0. (6)
3. Bivariate Birkhoff interpolation
In this section, we first construct a Hermite system for some bivariate Birkhoff interpolation, and then provide a related
Newton basis with Gasca–Maeztu method. Finally, we discuss how to get Newton basis for the interpolations whose
associated Hermite systems are not available.
3.1. The x–y connected cases
Let V iP : Π2 → R be a linear functional in the form
f 7→ ∂
if
∂xi
(P) := ∂
i1+i2 f
∂xi1∂yi2
(a1, a2),
where i = (i1, i2) and P = (a1, a2).
Let P = {P1, . . . , Pµ} be a set of distinct points, and Fj, j = 1, . . . , µ, subsets of N2. Then a bivariate Birkhoff
interpolation is to find a polynomial p ∈ Π2 satisfying
V iPjp = f ij , i ∈ Fj, j = 1, . . . , µ, (7)
with {f ij } the interpolation data set, denoted by (P, {Fj}µj=1).
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(a)F1 . (b)F ′1 .
(c)F2 . (d)F ′2 .
Fig. 1. Illustrations for Definition 1.
Definition 1. Let P and Fj, j = 1, . . . , µ, be as above. If for any (m, n) ∈ Fj, (k, 0) ∈ Fj, 0 ≤ k ≤ m, and
(m, l) ∈ Fj, 0 < l < n, then Fj is called x–y connected. Moreover, if Fj, j = 1, . . . , µ, are all x–y connected, then the
problem (P, {Fj}µj=1) is called x–y connected.
It should be pointed out that whether the problem (P, {Fj}µj=1) is x–y connected only depends on the sets Fj, j =
1, . . . , µ.
Similarly, we can define y–x connected for the problem (P, {Fj}µj=1). In this paper, we only discuss the x–y connected
interpolations. The results of y–x connected cases can be obtained likewise.
Example 2. Let P1 = {P1}, P2 = {P2, P3}, F1 = {(0, 0), (1, 0), (1, 1)}, F ′1 = {(1, 1)},F2 = {(0, 0), (0, 1), (1, 0),
(1, 1), (1, 2), (2, 0), (2, 1)}, andF ′2 = {(0, 0), (0, 1), (1, 0), (1, 2), (2, 0), (2, 1)} (shown in Fig. 1).
We can check that F1 and F2 are x–y connected, while F ′1 and F
′
2 are not x–y connected. So the problems
(P1, {F1}), (P1, {F2}), and (P2, {F1,F2}) are x–y connected, but (P1, {F ′1}), (P1, {F ′2}), (P2, {F1,F ′2}), (P2, {F ′1,F2}),
and (P2, {F ′1,F ′2}) are not x–y connected.
Let S be a Hermite systemwith I its index set. If for some interpolation functional V i0Pj0
, i0 ∈ Fj0 , 1 ≤ j0 ≤ µ, there exists
a functional Lm0n0 , (m0, n0) ∈ I , defined by (1), such that
Lm0n0 = V i0Pj0 ,
then we say that the interpolation functional V i0Pj0
is constructible w.r.t. S. Moreover, if every V iPj , i ∈ Fj, j = 1, . . . , µ, is
constructible w.r.t. S, i.e.,
{V iPj}i∈Fj,j=1,...,µ = {Lmn : (m, n) ∈ I},
we say that the problem (P, {Fj}µj=1) is constructiblew.r.t. S.
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Definition 3. Let
Q = {(Pj, i) : i ∈ Fj, j = 1, . . . , µ},
and Q1 = (x1, y1,m1, n1),Q2 = (x2, y2,m2, n2) ∈ Q. If
x1 = x2, m1 = m2,
then we say that Q1 is equivalent to Q2, denoted by Q1 ∼ Q2.
It is easy to check that∼ is an equivalence relation. We denote all the equivalence classes ofQ byQ[0], . . . ,Q[s]. Then
we have
Q =
s⋃
i=0
Q[i], Q[i] ∩Q[j] = ∅, 0 ≤ i < j ≤ s.
Since the elements ofQ[i] share the same first and third coordinates, we call the two numbers the first and third coordinates
ofQ[i] respectively.
Next, wewill prescribe an order≺1 on set {Q[i]}si=0.We say thatQ[i] ≺1Q[j] if for anyQ1 = (x1, y1,m1, n1) ∈ Q[i],Q2 =
(x2, y2,m2, n2) ∈ Q[j], we have
x1 < x2 or x1 = x2,m1 < m2.
Proposition 4. The order ≺1 is a total order on {Q[i]}si=0.
Algorithm 1 (Construction of Hermite System). From now on, without loss of generality, we may assume that the elements
of {Q[i]}si=0 are in ascending order w.r.t.≺1.
Input: {Q[i]}si=0.
Initialization:
i := 0;
S := ∅;
Computation:
for i = 0 to s do
ri := x− the first coordinate ofQ[i];
Γi := ∅;
j := 0;
for Q ∈ Q[i] do
rij := y− the second coordinate of Q ;
Γi := Γi⋃{rij};
j := j+ 1;
done;
S := S⋃{(ri,Γi)};
i := i+ 1;
done;
Output: Hermite system S = {(r0,Γ0), . . . , (rs,Γs)}.
Theorem 5. We can construct a Hermite system S in a finite number of steps by Algorithm 1. Moreover, if the problem
(P, {Fj}µj=1) is x–y connected, it is constructible w.r.t. S.
Proof. It is easy to check that the algorithm will stop in a finite number of steps. By the definition of lines ri and rij, we see
that they must intersect at some point. Therefore, S is a Hermite system.
Now we prove that the problem (P, {Fj}µj=1) is constructible w.r.t. S. For any Q = (Pj0 ,m0, n0) = (x0, y0,m0, n0) ∈ Q,
there must exist aQ[t] ⊂ Q, 0 ≤ t ≤ s, such that Q ∈ Q[t].
By the definition of the order ≺1, we know that the first coordinates of the sets Q[0], . . . ,Q[t − m0 − 1] and Q[t] are
distinct, while the ones of the sets Q[t − m0], . . . ,Q[t − 1] and Q[t] are equal. Observing the main loop of Algorithm 1,
we know that the lines r0, . . . , rt−m0−1 are parallel with the line rt whereas the lines rt−m0 , . . . , rt−1 are coincident with rt
whose equation is x = x0. Therefore, the number of lines among {r0, . . . , rt−1} that are coincident with rt is exactlym0.
Since the interpolation problem is x–y connected and (m0, n0) ∈ Fj0 , we have (m0, l) ∈ Fj0 , l = 0, . . . , n0. Consequently,
(Pj,m0, l) ∈ Q[t], l = 0, . . . , n0, and this implies that there are at least n0 + 1 lines, say rt0, . . . , rtn0 , in Γt whose equations
are y = y0 according to the sub-loop in Algorithm 1. Thus, we have utn0 = rt
⋂
rtn0 = (x0, y0) = Pj0 . So the number of
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lines among rt0, . . . , rtn0−1 that contain utn0 is n0 and the number of lines among r0, . . . , rt−1 that are different from rt but
contain utn0 is 0. Therefore, we have
Ltn0p =
∂m0+n0
∂xm0∂yn0
p(utn0) = V (m0,n0)Pj0 p,
where p ∈ Π2, and it leads to the constructibility of the interpolation functional V (m0,n0)Pj0 w.r.t. S. Since Q ∈ Q is chosen
arbitrarily, we have
{V iPj}i∈Fj,j=1,...,µ ⊂ {Lij}(i,j)∈I .
Since #{Lij}(i,j)∈I = #{rij}(i,j)∈I , by the sub-loop of the algorithm, we know that #Q =∑si=0 #Q[i] = #{rij}(i,j)∈I = #{Lij}(i,j)∈I .
Consequently, we have
{V iPj}i∈Fj,j=1,...,µ = {Lij}(i,j)∈I ,
i.e., the problem (P, {Fj}µj=1) is constructible w.r.t. S. 
The proof above tells us that the constructibility of the problem (P, {Fj}µj=1)w.r.t. S depends onP andFj, j = 1, . . . , µ,
but has nothing to do with the interpolation date set.
Definition 6. The set B(S) = {ϕij}(i,j)∈I with ϕij defined by (2) is called a Newton Basis for the connected problem
(P, {Fj}µj=1), and we denote by P the space spanned byB(S).
Theorem 7. If the problem (P, {Fj}µj=1) is x–y connected, it has a unique solution in P , i.e., it is regular.
Proof. By Theorem 5, the problem (P, {Fj}µj=1) is constructible w.r.t. S, i.e.,
{V iPj}i∈Fj,j=1,...,µ = {Lij}(i,j)∈I .
Therefore, the problem (P, {Fj}µj=1) is equivalent to the problem that is to find a polynomial p =
∑
(m,n)∈I cmnϕmn ∈ P
satisfying
Lijp =
∑
(m,n)∈I
cmnLijϕmn = fij, (i, j) ∈ I, (8)
where fij = f it if Lij = V iPt .
According to (3), we know that thematrix {Lijϕmn}(i,j)∈I, (m,n)∈I is lower triangular with nonzero diagonal elements, which
implies the problem (8) has a unique solution. Thus, the problem (P, {Fj}µj=1) has a unique solution, i.e., it is regular. 
Example 8. Let P = {P1, P2, P3} = {(0.0, 0.0), (0.0, 1.0), (1.0, 1.0)}, F1 = {(0, 0), (1, 0), (1, 1)},F2 = {(0, 0), (0, 1)},
F3 = {(0, 0), (0, 1), (0, 2)}, and f ij = 1, i ∈ Fj, j = 1, 2, 3. It is easy to see that the problem (P, {F1,F2,F3}) is x–y
connected. Let
Q = {(0.0, 0.0, 0, 0), (0.0, 0.0, 1, 0), (0.0, 0.0, 1, 1), (0.0, 1.0, 0, 0),
(0.0, 1.0, 0, 1), (1.0, 1.0, 0, 0), (1.0, 1.0, 0, 1), (1.0, 1.0, 0, 2)} .
Thus, the equivalence classes are
Q[0] = {(0.0, 0.0, 0, 0), (0.0, 1.0, 0, 0), (0.0, 1.0, 0, 1)},
Q[1] = {(0.0, 0.0, 1, 0), (0.0, 0.0, 1, 1)},
Q[2] = {(1.0, 1.0, 0, 0), (1.0, 1.0, 0, 1), (1.0, 1.0, 0, 2)},
whereQ[0] ≺1Q[1] ≺1Q[2]. With Algorithm 1, we can obtain the Hermite system
S = {(r0,Γ0), (r1,Γ1), (r2,Γ2)},
where
r0 = x− 0.0, r1 = x− 0.0, r2 = x− 1.0,
Γ0 = {r00, r01, r02}, Γ1 = {r10, r11}, Γ2 = {r20, r21, r22},
r00 = y− 0.0, r10 = r11 = y− 0.0, r20 = r21 = r22 = y− 1.0,
r01 = r02 = y− 1.0,
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and the index set
I = {(0, 0), (0, 1), (0, 2), (1, 0), (1, 1), (2, 0), (2, 1), (2, 2)}.
From the discussion before, we have
L00 = VP1 , L01 = VP2 , L02 = V (0,1)P2 ,
L10 = V (1,0)P1 , L11 = V (1,1)P1 ,
L20 = VP3 , L21 = V (0,1)P3 , L22 = V (0,2)P3 ,
therefore,
{Lij}(i,j)∈I = {V iPj}i∈Fj,j=1,2,3.
The Newton basisB(S) = {ϕij}(i,j)∈I consists of
ϕ00 = 1, ϕ01 = r00 = y,
ϕ02 = r00r01 = y(y− 1), ϕ10 = r0 = x,
ϕ11 = r0r10 = xy, ϕ20 = r0r1 = x2,
ϕ21 = r0r1r20 = x2(y− 1), ϕ22 = r0r1r20r21 = x2(y− 1)2.
Solve the system of equations∑
(m,n)∈I
cmnLijϕmn = 1, (i, j) ∈ I,
we can obtain the interpolant
p(x, y) = 1+ y(y− 1)+ x+ xy− 2x2 − x2(y− 1)− 1
2
x2(y− 1)2. (9)
The illustrations for p(x, y) and some derivatives of it are shown in Fig. 2.
3.2. The unconnected cases
In practice, the problem (P, {Fj}µj=1) is not always x–y connected, e.g., the problem (P, {F ′1}) in Example 2. In that case,
the statements of Theorems 5 and 7may not hold. In fact, by Algorithm 1, the Hermite system S = {(r0,Γ0)}withΓ0 = {r00}
and I = {(0, 0)}. For L00 = V (0,0)P1 , it is obvious that {Lij}(i,j)∈I is not equal to the interpolation functional {V (1,1)P1 }, that is the
problem (P, {F ′1}) is not constructible w.r.t. S. Now, we deal with the unconnected cases.
Definition 9. LetP andFj, j = 1, . . . , µ, be as above. The set
Fj = {(k, l) : 0 ≤ k ≤ m, l = 0 or k = m, 0 ≤ l < n, (m, n) ∈ F }
is called the x–y connected closure ofFj.
Example 10. Recall Example 2,F1 is the x–y connected closure ofF ′1, andF2 is the x–y connected closure ofF
′
2.
Generally, Fj is a subset of Fj. In particular, if Fj is x–y connected, it is trivial that Fj = Fj. When the interpolation
problem is not x–y connected, we consider the associated x–y connected interpolation problem defined by
V iPjp = g ij , i ∈ Fj, j = 1, . . . , µ, (10)
where p is the interpolant and g ij ∈ R. We denote the problem by (P, {Fj}µj=1). Since it is x–y connected, we can get the
Hermite system S and its index set I with Algorithm 1. Moreover, by Theorem 5, the problem (P, {Fj}µj=1) is constructible
w.r.t. S. Therefore,
{V iPj}i∈Fj,j=1,...,µ ⊂ {V iPj}i∈Fj,j=1,...,µ = {Lij}(i,j)∈I .
It implies that there exists a subset I ⊂ I such that
{V iPj}i∈Fj,j=1,...,µ = {Lij}(i,j)∈I .
Definition 11. The setB(S) = {ϕij}(i,j)∈I is called a Newton basis for the unconnected problem (P, {Fj}µj=1), and we denote
by P the interpolation space spanned by it.
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(a) p(x, y). (b) p′y(x, y).
(c) p′x(x, y). (d) p′′xy(x, y).
Fig. 2. Interpolation function (9) and its derivatives.
Theorem 12. The problem (P, {Fj}µj=1) has a unique solution in P , i.e., it is regular.
Proof. When the problem (P, {Fj}µj=1) is x–y connected, the statement has been proved by Theorem 7. In the same way,
we can prove the statement for the unconnected case. 
Example 13. Substitute the F1 in Example 8 for F ′1 = {(0, 0), (1, 1)}, then the new interpolation problem
(P, {F ′1,F2,F3}) is not x–y connected. SinceF1 = F ′1, the new index set is
I = {(0, 0), (0, 1), (0, 2), (1, 1), (2, 0), (2, 1), (2, 2)},
and the Newton basis is {ϕij}(i,j)∈I . So we have the interpolant
p(x, y) = 1+ y(y− 1)+ xy− x2 − x2(y− 1)− 1
2
x2(y− 1)2.
4. Trivariate Birkhoff interpolation
In this section, we give the results parallel with the bivariate Birkhoff Interpolation.
4.1. The z–y–x connected cases
Let V iP : Π3 → R be a linear functional in the form
f (x, y, z) 7→ ∂
if
∂xi
(P) := ∂
i1+i2+i3 f
∂xi1∂yi2∂z i3
(a1, a2, a3),
where i = (i1, i2, i3) and P = (a1, a2, a3).
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(a)F1 . (b)F ′1 .
(c)F2 . (d)F ′2 .
Fig. 3. Illustrations for Definition 14.
Let P = {P1, . . . , Pµ} be a set of distinct points, and Fj, j = 1, . . . , µ, are subsets of N3. Then the trivariate Birkhoff
interpolation is to find a polynomial p ∈ Π3 satisfying
V iPjp = f ij , i ∈ Fj, j = 1 . . . , µ, (11)
with {f ij } the interpolation data set, denoted by (P, {Fj}µj=1).
Definition 14. Let P and Fj, j = 1, . . . , µ, be as above. If for any (l,m, n) ∈ Fj, we have (0, 0, n′) ∈ Fj, 0 ≤ n′ ≤ n,
(0,m′, n) ∈ Fj, 0 ≤ m′ ≤ m, and (l′,m, n) ∈ Fj, 0 ≤ l′ ≤ l, then Fj is called z–y–x connected. If Fj, j = 1, . . . , µ, are all
z–y–x connected, then the problem (P, {Fj}µj=1) is called z–y–x connected.
The definition of z–x–y connected or x–y–z connected etc. can be given in the similar way.
Example 15. LetP1 = {P1},P2 = {P2, P3}, and let
F1 = {(0, 0, 0), (0, 0, 1), (0, 0, 2), (0, 0, 3), (0, 1, 3), (0, 2, 3), (1, 2, 3), (2, 2, 3)},
F ′1 = {(0, 0, 0), (0, 0, 1), (0, 0, 2), (0, 0, 3), (0, 1, 3), (0, 2, 3), (2, 2, 3)},
F2 = {(0, 0, 0), (0, 0, 1), (0, 1, 1), (1, 1, 1), (0, 0, 2), (0, 0, 3), (0, 1, 3), (0, 2, 3), (1, 2, 3), (2, 2, 3)},
F ′2 = {(0, 0, 0), (0, 0, 1), (1, 1, 1), (0, 0, 2), (0, 1, 3), (0, 2, 3), (1, 2, 3), (2, 2, 3)},
(shown in Fig. 3).
We can check that F1 and F2 are z–y–x connected, while F ′1 and F
′
2 are not z–y–x connected. So the problems
(P1, {F1}), (P1, {F2}), (P2, {F1,F2}) are z–y–x connected, but (P1, {F ′1}), (P1, {F ′2}), (P2, {F1,F ′2}), (P2, {F ′1,F2})
and (P2, {F ′1,F ′2}) are not z–y–x connected.
X. Wang et al. / Journal of Computational and Applied Mathematics 228 (2009) 466–479 475
Let S be a Hermite system and I its index set. If for some interpolation functional V i0Pj0
, i0 ∈ Fj0 , 1 ≤ j0 ≤ µ, there exists
a functional Ll0m0n0 (recall (4)), (l0,m0, n0) ∈ I , such that
Ll0m0n0 = V i0Pj0 ,
then we say that the interpolation functional V i0Pj0
is constructiblew.r.t. S. Moreover, if
{V iPj}i∈Fj,j=1,...,µ = {Llmn}(l,m,n)∈I ,
we say that the problem (P, {Fj}µj=1) is constructiblew.r.t. S.
Let
Q = {(Pj, i) : i ∈ Fj, j = 1, . . . , µ}.
For any Q1 = (x1, y1, z1, l1,m1, n1),Q2 = (x2, y2, z2, l2,m2, n2) ∈ Q, if
z1 = z2, n1 = n2,
then we say that Q1 is equivalent to Q2, denoted by Q1∼1 Q2.
It is easy to see that ∼1 is an equivalence relation. We use Q[0], . . . ,Q[s] to represent all the equivalence classes of
Q. Furthermore, for a fixed i, 0 ≤ i ≤ s, we say that Q1 = (x1, y1, z1, l1,m1, n1),Q2 = (x2, y2, z2, l2,m2, n2) ∈ Q[i] are
equivalent, denoted by Q1∼2 Q2, if
y1 = y2, m1 = m2.
We denote all the equivalent classes ofQ[i] byQ[i][0], . . . ,Q[i][t(i)]. So we have
Q =
s⋃
i=0
t(i)⋃
j=0
Q[i][j].
Prescribe an order ≺2 on the set {Q[i][j]}. We say that Q[i1][j1] ≺2Q[i2][j2], if for any Q1 = (x1, y1, z1, l1,m1, n1) ∈
Q[i1][j1],Q2 = (x2, y2, z2, l2,m2, n2) ∈ Q[i2][j2], one of the following conditions is satisfied:
(i) z1 < z2.
(ii) z1 = z2, n1 < n2.
(iii) z1 = z2, n1 = n2, y1 < y2.
(iv) z1 = z2, n1 = n2, y1 = y2, andm1 < m2.
It can be verified that≺2 is a total order on {Q[i][j]}.
Algorithm 2 (Construction of Hermite System). From now on, without loss of generality, we assume that the elements of
{Q[i][j]} are in ascending order w.r.t.≺2.
Input: {Q[i][j]}.
Initialization:
i := 0;
S := ∅;
Computation:
for i = 0 to s do
ri := z − the third component of the elements inQ[i][0];
Γi := ∅;
Ai := ∅;
j := 0;
for j = 0 to t(i) do
rij := y− the second component of the elements in Q [i][j];
Γi := Γi⋃{rij};
Γij := ∅;
k := 0;
for each Q ∈ Q[i][j] do
rijk := x− the first component of Q ;
Γij := Γij⋃{rijk};
k := k+ 1;
done;
Ai := Ai⋃{Γij};
j := j+ 1;
done;
S := S⋃{(ri,Γi, Ai)};
i := i+ 1;
done;
Output: Hermite system
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S = {(r0,Γ0, (Γ00,Γ01, . . . ,Γ0t(0))), (r1,Γ1, (Γ10,Γ11, . . . ,Γ1t(1))), . . . , (rs,Γs, (Γs0,Γs1, . . . ,Γs,t(s)))} .
Similar to the discussions in Section 3, we can obtain the following results.
Theorem 16. We can get a Hermite system S in a finite number of steps by Algorithm 2. Moreover, if the problem (P, {Fj}µj=1)
is z–y–x connected, it is constructible w.r.t. S.
Definition 17. The set B(S) = {ϕijk}(i,j,k)∈I with ϕijk defined by (5) is called a Newton basis for the connected problem
(P, {Fj}µj=1), and we denote by P the interpolation space spanned by it.
Theorem 18. If the problem (P, {Fj}µj=1) is z–y–x connected, it has a unique solution in P , i.e., it is regular.
4.2. The unconnected cases
Definition 19. Let P andFj, j = 1, . . . , µ, be as above. Put
Fj =
{
(l′,m′, n′) : 0 ≤ n′ ≤ n,m′ = 0, l′ = 0, or n′ = n, 0 ≤ m′ ≤ m, l′ = 0 or
n′ = n,m′ = m, 0 ≤ l′ ≤ l, (l,m, n) ∈ Fj
}
.
We say thatFj is the z–y–x connected closure ofFj.
Example 20. In Example 15,F1 is the z–y–x connected closure ofF ′1, andF2 is the z–y–x connected closure ofF
′
2.
When the interpolation problem is not z–y–x connected, we consider the associated z–y–x connected interpolation
problem defined by
V iPjp = g ij , i ∈ Fj, j = 1, . . . , µ, (12)
where g ij ∈ R, i ∈ Fj, j = 1, . . . , µ. We denote the problem by (P, {Fj}µj=1). Since it is a z–y–x connected interpolation
problem, we can obtain the Hermite system S with I its index set using Algorithm 2. It is easy to check that
{V iPj}i∈Fj,j=1,...,µ ⊂ {Llmn}(l,m,n)∈I .
Thus, there exists a set I ⊂ I such that
{V iPj}i∈Fj,j=1,...,µ = {Llmn}(l,m,n)∈I .
Definition 21. The set B(S) = {ϕlmn}(l,m,n)∈I is called a Newton basis for the unconnected problem (P, {Fj}µj=1), and we
denote by P the interpolation space spanned by it.
Theorem 22. The problem (P, {Fj}µj=1) has a unique solution in the interpolation space P , i.e., it is regular.
5. Some discussions about the degree of interpolants
In general, we hope that the degree of the interpolation space is as low as possible. But the degree of the interpolation
space obtained by our algorithms may not be the lowest.
Recently, we find that if we arranged the elements of the set {Q [i]}si=1 by a special order ≺3 that will be introduced in
the following, an interpolation space with lower degree may be obtained.
Suppose that
Q[0] ≺1 . . .≺1Q[s].
Now we order the elements of {Q[i]}w.r.t.≺3 recursively.
If we have defined≺3 on the set {Q[i]}α−1i=0 , then we define≺3 on the set {Q[i]}αi=0 as follows:
(i) Provided that the first component of the elements ofQ[α] equals to the one ofQ[α − 1]:
(a) Q[α − 1] ≺3Q[α].
(b) IfQ[i] ≺3Q[α − 1], 0 ≤ i ≤ α − 2, thenQ[i] ≺3Q[α].
(c) Suppose thatQ[i] 3Q[α − 1], 0 ≤ i ≤ α − 2, if #Q[α] > #Q[i], thenQ[α] ≺3Q[i], elseQ[i] ≺3Q[α].
(ii) Provided that the first components ofQ[α] andQ[α − 1] are different, for anyQ[i], 0 ≤ i ≤ α − 1, if #Q[α] > #Q[i],
thenQ[α] ≺3Q[i], elseQ[i] ≺3Q[α].
X. Wang et al. / Journal of Computational and Applied Mathematics 228 (2009) 466–479 477
(a)F1 . (b)F2 .
Fig. 4. Index sets forF1,F2 .
In Algorithm 1, if we input the ascending sequence w.r.t.≺3 instead of≺1, then we may get an interpolation space with
lower degree.
Example 23. Consider Example 8, we haveQ[0] ≺3Q[2] ≺3Q[1]. By the algorithm, we can get
S ′ = {(r0,Γ0), (r1,Γ1), (r2,Γ2)},
where
r0 = x− 0.0, r1 = x− 1.0, r2 = x− 0.0,
Γ0 = {r00, r01, r02}, Γ1 = {r10, r11, r12}, Γ2 = {r20, r21},
r00 = y− 0.0, r10 = r11 = r12 = y− 1.0, r20 = r21 = y− 0.0,
r01 = r02 = y− 1.0,
and the index set
I ′ = {(0, 0), (0, 1), (0, 2), (1, 0), (1, 1), (1, 2), (2, 0), (2, 1)}.
The Newton basisB(S ′) consists of
φ00 = 1, φ01 = r00 = y,
φ02 = r00r01 = y(y− 1), φ10 = r0 = x,
φ11 = r0r10 = x(y− 1), φ12 = r0r10r11 = x(y− 1)2,
φ20 = r0r1 = x(x− 1), φ21 = r0r1r20 = x(x− 1)y.
Finally, we can get the interpolant
p(x, y) = 1+ y(y− 1)− 1
2
x(y− 1)2 − 3
2
x(x− 1).
Recall Eq. (9), we see that the degree of the interpolant above is lower than the degree of the one in (9).
Example 24. LetP = {P1, P2, P3, P4} = {(0, 0), (0, 1), (1, 0), (1, 1)}, andF1 = {(0, 0), (1, 0), (1, 1), (2, 0), (2, 1), (2, 2),
(3, 0)},F2 = {(0, 0), (0, 1), (0, 2), (1, 0)} (shown in Fig. 4), F3 = {(0, 0), (0, 1), (1, 0)},F4 = {(0, 0), (0, 1)}, and
f ij = 1, i ∈ Fj, j = 1, 2, 3, 4.
It is easy to see that the problem (P, {F1,F2,F3,F4}) is x–y connected. Let
Q = {(0, 0, 0, 0), (0, 0, 1, 0), (0, 0, 1, 1), (0, 0, 2, 0), (0, 0, 2, 1), (0, 0, 2, 2),
(0, 0, 3, 0), (0, 1, 0, 0), (0, 1, 0, 1), (0, 1, 0, 2), (0, 1, 1, 0), (1, 0, 0, 0),
(1, 0, 0, 1), (1, 0, 1, 0), (1, 1, 0, 0), (1, 1, 0, 1)} .
Thus, the equivalence classes are
Q[0] = {(0, 0, 0, 0), (0, 1, 0, 0), (0, 1, 0, 1), (0, 1, 0, 2)},
Q[1] = {(0, 0, 1, 0), (0, 0, 1, 1), (0, 1, 1, 0)},
Q[2] = {(0, 0, 2, 0), (0, 0, 2, 1), (0, 0, 2, 2)},
Q[3] = {(0, 0, 3, 0)},
Q[4] = {(1, 0, 0, 0), (1, 0, 0, 1), (1, 1, 0, 0), (1, 1, 0, 1)},
Q[5] = {(1, 0, 1, 0)},
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whereQ[0] ≺1Q[1] ≺1Q[2] ≺1Q[3] ≺1Q[4] ≺1Q[5]. With Algorithm 1, we can obtain the Hermite system
S = {(r0,Γ0), (r1,Γ1), (r2,Γ2), (r3,Γ3), (r4,Γ4), (r5,Γ5)},
where
r0 = x, r1 = x, r2 = x,
Γ0 = {r00, r01, r02, r03}, Γ1 = {r10, r11, r12}, Γ2 = {r20, r21, r22},
r00 = y, r10 = r11 = y, r20 = r21 = r22 = y,
r01 = r02 = r03 = y− 1, r12 = y− 1,
r3 = x, r4 = x− 1, r5 = x− 1,
Γ3 = {r30}, Γ4 = {r40, r41, r42, r43}, Γ5 = {r50},
r30 = y, r40 = r41 = y, r50 = y,
r42 = r43 = y− 1,
and the index set
I = {(0, 0), (0, 1), (0, 2), (0, 3), (1, 0), (1, 1), (1, 2), (2, 0), (2, 1), (2, 2), (3, 0),
(4, 0), (4, 1), (4, 2), (4, 3), (5, 0)}.
The Newton basisB(S) = {ϕij}(i,j)∈I consists of
ϕ00 = 1, ϕ01 = y, ϕ02 = y(y− 1), ϕ03 = y(y− 1)2,
ϕ10 = x, ϕ11 = xy, ϕ12 = xy2, ϕ20 = x2,
ϕ21 = x2y, ϕ22 = x2y2, ϕ30 = x3, ϕ40 = x4,
ϕ41 = x4y, ϕ42 = x4y2, ϕ43 = x4y2(y− 1), ϕ50 = x4(x− 1).
We can obtain the interpolant
p1(x, y) = 1+ y(y− 1)− 12y(y− 1)
2 + x+ xy− xy2 + 1
2
x2 + 1
2
x2y+ 1
4
x2y2
+ 1
6
x3 − 5
3
x4 + x4y− 7
4
x4y2 + 5
2
x4y2(y− 1)+ 31
6
x4(x− 1).
If we order the sets {Q[i]}5i=0 by≺3, we have
Q[0] ≺3Q[4] ≺3Q[1] ≺3Q[2] ≺3Q[3] ≺3Q[5].
By the algorithm, we can get
S = {(r0,Γ0), (r1,Γ1), (r2,Γ2), (r3,Γ3), (r4,Γ4), (r5,Γ5)},
where
r0 = x, r1 = x− 1, r2 = x,
Γ0 = {r00, r01, r02, r03}, Γ1 = {r10, r11, r12, r13}, Γ2 = {r20, r21, r22},
r00 = y, r10 = r11 = y, r20 = r21 = y,
r01 = r02 = r03 = y− 1, r12 = r13 = y− 1, r22 = y− 1
r3 = x, r4 = x, r5 = x− 1,
Γ3 = {r30, r31, r32}, Γ4 = {r40}, Γ5 = {r50},
r30 = r31 = r32 = y, r40 = y, r50 = y,
and the index set
I = {(0, 0), (0, 1), (0, 2), (0, 3), (1, 0), (1, 1), (1, 2), (1, 3), (2, 0), (2, 1), (2, 2),
(3, 0), (3, 1), (3, 2), (4, 0), (5, 0)}.
The Newton basisB(S) = {ϕij}(i,j)∈I consists of
ϕ00 = 1, ϕ01 = y, ϕ02 = y(y− 1), ϕ03 = y(y− 1)2,
ϕ10 = x, ϕ11 = xy, ϕ12 = xy2, ϕ13 = xy2(y− 1),
ϕ20 = x(x− 1), ϕ21 = x(x− 1)y, ϕ22 = x(x− 1)y2, ϕ30 = x2(x− 1),
ϕ31 = x2(x− 1)y, ϕ32 = x2(x− 1)y2, ϕ40 = x3(x− 1), ϕ50 = x4(x− 1).
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We can obtain the interpolant
p2(x, y) = 1+ y(y− 1)− 12y(y− 1)
2 + 5
2
xy− 5
2
xy2 + 5
2
xy2(y− 1)− x(x− 1)+ 3
2
x(x− 1)y
− 3
2
x(x− 1)y2 − 3
2
x2(x− 1)+ x2(x− 1)y− 7
4
x2(x− 1)y2 − 5
3
x3(x− 1)+ 31
6
x4(x− 1).
We can see that the degree of p2(x, y) is lower than that of p1(x, y).
If F ′1 = {(0, 0), (1, 1), (2, 2), (3, 0)},F ′4 = {(0, 1)}. The problem (P, {F ′1,F2,F3,F ′4}) is not x–y connected. Observe
that F1,F4 are connected closure of F ′1,F
′
4. So we consider the problem (P, {F1,F2,F3,F4}) with the order ≺3 first,
which has been considered above. Thus, we get
I = {(0, 0), (0, 1), (0, 2), (0, 3), (1, 0), (1, 1), (1, 3), (2, 1), (2, 2), (3, 2), (4, 0), (5, 0)}.
Hence, we can obtain the interpolant
p3(x, y) = 1+ y(y− 1)− 12y(y− 1)
2 + 5
2
xy− 5
2
xy2(y− 1)+ 3
2
x(x− 1)y
− 1
4
x2(x− 1)y2 − 1
6
x3(x− 1)+ 7
6
x4(x− 1).
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