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A BRANCHING PROCESS MODEL FOR DORMANCY AND SEED BANKS IN
RANDOMLY FLUCTUATING ENVIRONMENTS
JOCHEN BLATH, FELIX HERMANN, AND MARTIN SLOWIK
ABSTRACT. The goal of this article is to contribute towards the conceptual and
quantitative understanding of the evolutionary benefits for (microbial) populations
to maintain a seed bank (consisting of dormant individuals) when facing fluctuat-
ing environmental conditions. To this end, we compare the long term behaviour
of ‘1-type’ Bienayme´-Galton-Watson branching processes (describing populations
consisting of ‘active’ individuals only) with that of a class of ‘2-type’ branching
processes, describing populations consisting of ‘active’ and ‘dormant’ individuals.
All processes are embedded in an environment changing randomly between ‘harsh’
and ‘healthy’ conditions, affecting the reproductive behaviour of the populations ac-
cordingly. For the 2-type branching processes, we consider several different switch-
ing regimes between active and dormant states. We also impose overall resource
limitations which incorporate the potentially different ‘production costs’ of active
and dormant offspring, leading to the notion of ‘fair comparison’ between different
populations, and allow for a reproductive trade-off due to the maintenance of the
dormancy trait. Our switching regimes include the case where switches from active
to dormant states and vice versa happen randomly, irrespective of the state of the
environment (‘spontaneous switching’), but also the case where switches are trig-
gered by the environment (‘responsive switching’), as well as combined strategies.
It turns out that there are rather natural scenarios under which either switching
strategy can be super-critical, while the others, as well as complete absence of a
seed bank, are strictly sub-critical, even under ‘fair comparison’ wrt. available re-
sources. In such a case, we see a clear selective advantage of the super-critical
strategy, which is retained even under the presence of a (potentially small) re-
productive trade-off. Mathematically, our results rest on the control of Lyapunov
exponents related to random matrix products (governed by the dynamics of the
environment and the switching regimes). While their exact computation in general
is considered a ‘notoriously difficult problem’, we provide some insight into the
structure of switching regimes related to dormancy that allow us to achieve this
control at least in important special cases. Our rigorous results extend and comple-
ment earlier theoretical work on dormancy (and the related theory of ‘phenotypic
switches’), including Kussel and Leibler (2005) and Malik and Smith (2008) in
the deterministic set-up, and the multi-type branching process model by Dombry,
Mazza and Bansaye (2011) in the stochastic set-up.
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1. INTRODUCTION
1.1. Biological motivation. Dormancy is an evolutionary trait that comes in many
guises and has evolved independently multiple times across the tree of life. In par-
ticular, it is ubiquitous among microbial communities. As a general definition, we
say that an individual exhibits a dormancy trait if it is able to enter a reversible
state of vanishing metabolic activity. It has been observed that a large fraction of
microbes on earth is currently in a dormant state, thus creating seed banks con-
sisting of inactive individuals (see e.g. Lennon and Jones [41] and Shoemaker and
Lennon [50] for recent overviews). A common ecological and evolutionary expla-
nation for the emergence of the corresponding complex dormancy traits is that the
maintenance of a seed bank serves as a bet-hedging strategy to ensure survival in
fluctuating and potentially unfavourable environmental conditions. Recent theory
has also shown that dormancy traits can already be beneficial in competing species
models in the presence of sufficiently strong competitive pressure for limited re-
sources (even in otherwise stable environments), see [14]. However, maintaining
a dormancy trait is costly and comes with a substantial trade-off: For example, mi-
crobes need to invest resources into resting structures and the machinery required
for switching into and out of a dormant state, which are then unavailable for repro-
duction.
Dormancy also has implications for the pathogenic character of microbial com-
munities and plays an important role in human health. For example, dormancy in
the form of persister cells can lead to chronic infections, since these cells can with-
stand antibiotic treatment ([9, 22, 42]). Further, dormancy, both on the level of
individual cells as well as the tumor level, plays a crucial role in cancer dynamics
[20]. In all of the above situations external treatment can be seen as a form of
environmental stress for the pathogens.
Hence, improving the conceptual and quantitative understanding of the mecha-
nisms leading to fitness advantages for individuals with a dormancy trait in fluctuat-
ing environments, incorporating the potentially different costs of forming active and
dormant offspring (and potential reproductive trade-offs due to the maintenance of
dormancy traits), seems to be a worthwhile task.
1.2. Deterministic vs. stochastic population dynamic modeling and known re-
sults. In mathematical population dynamics, there is a classical dichotomy between
deterministic and stochastic modeling, and both approaches have been employed
extensively and successfully in the past. Unsurprisingly, this traditional distinction
is also present in the rather recent literature on populations exhibiting dormancy
(or more the more general concept of ‘phenotypic switches’). We now briefly review
some important approaches and results in both areas.
In the last two decades, dormancy-related population dynamic modeling based
on deterministic dynamical systems has expanded rather rapidly, often with a fo-
cus on phenotypic plasticity in microbial communities, see e.g. [10, 9, 38, 39, 44,
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1]. The important paper by Balaban et. al. [9] for example describes ‘persistence’
(which can be seen as a form of dormancy) as a phenotypic switch, and several of
the above papers deal with models incorporating various switching strategies and
fluctuating environments. Kussel et. al. [38] consider periodic antibiotic treatment
(and also treat a stochastic version of their model via simulation), and Kussel and
Leibler [39] incorporate randomly changing environments, however under the con-
dition that the random changes are slow. Fitness is typically measured in terms
of the (maximal) Lyapunov exponents of the underlying dynamical systems, which
is often difficult to evaluate analytically in the presence of random environments.
Kussel and Leibler approximate the Lyapunov exponent under a ‘slow environment
condition’, reducing the model to an essentially one-dimensional system, which is a
strategy that we will meet again in different forms in the sequel. These models have
been taken up in a mathematical article by Malik and Smith [44], who provide a
set of rigorous results regarding the maximal Lyapunov exponents of dynamical sys-
tems explicitly incorporating dormancy, considering both stochastic and responsive
switches in (periodically) changing environments. They also compare these to the
corresponding results for populations without dormancy trait (so-called ‘sleepless
population’). However, for truly random environments, they do not provide exact
representations for the maximal Lyapunov exponents and instead give relatively
simple (yet useful) bounds.
Recently, also stochastic (individual-based) models for seed banks and dormancy
have gained increasing attention, in particular in population genetics ([32, 11, 12,
13]). However, these models are mainly concerned with genealogical implications
of seed banks and typically require constant population size (without random en-
vironment). In population dynamics, while there are interesting recent simulation
studies such as [43], rigorous mathematical modeling and results are still relatively
rare. Here, a suitable framework for individual-based seed bank models with fluc-
tuating population size is given by the theory of multi-type branching processes (in
random environments). Indeed, dormancy has been described in a brief example
in the book by Haccou, Jagers and Vatutin [27, Example 5.3] as a 2-type branch-
ing process, which served as a motivation for this paper. For quiescence (which is a
similar concept as dormancy), a multi-type branching-process model has been pro-
posed in [2], including a simulation study. On the theoretical side, in the context
of phenotypic switches, Dombry, Mazza and Bansaye [19] and Jost and Wang [30],
again building on motivation from [39], have developed a branching-process based
framework for phenotypic plasticity and obtained interesting rigorous results on the
optimality of switching strategies in random environments. However, their set-ups
and results, though closely related, do not focus on dormancy, and only partially
cover the reproductive and switching strategies that we are going to discuss below
(we will explicitly comment on the differences wrt. our model and results in the se-
quel). They are able to determine Lyapunov exponents in random environments for
their model, but again under a condition which essentially restricts the problem to a
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one-dimensional system. Finally, regarding phenotypic switches specifically related
to cancer biology, interesting models and results, in an interdisciplinary framework,
have been provided in [8, 7, 26]. These papers contain mathematical and simula-
tion based results in the very concrete situation of immune-therapy of melanoma,
where cancer cells exhibit phenotypic plasticity. However, the modeling approaches
do not cover random environments. Yet they show the power and need for stochas-
tic individual-based modeling in such situations.
1.3. Modeling approach and organization of the present paper. Our approach,
motivated by the example in [27], is based on a 2-type branching process (Zn) =
(Z1n, Z
2
n) with Z
1
n denoting the active and Z
2
n denoting the dormant individuals at
time/generation n, which we embed in a random environment that is described
by a stochastic process (En) and governs the respective sequence of random repro-
ductive laws (Q(En)). As in [39, 44, 19], we will discuss results related to both
stochastic/spontaneous as well as responsive switching strategies. Further, we also
consider mixed strategies. We aim for explicit results under ‘fair comparison’ regard-
ing resource limitations including potentially different costs for active and dormant
offspring, and also in comparison to a 1-type branching process without dormancy
trait (‘sleepless case’), expressing qualitative and quantitative fitness advantages in
terms of the maximal Lyapunov exponent.
By providing a model tailored to dormancy in a random environment, we close a
gap related to the multi-type branching process models and results provided in [19]
and [30] related to phenotypic switching, which only partially cover our dormancy
models and results, and extend and refine results of [44] which explicitly model
dormancy in the deterministic dynamical systems case, but with a smaller set of
switching strategies and few results for truly random environments. Additionally,
we pay particular attention to reproductive costs related to dormancy.
All models and results will be introduced and discussed in Section 2. We observe
that there are natural parameter regimes under which either the spontaneous or
the responsive switching strategies, or even a mixture of strategies, will be fit, while
all the others are detrimental. We discuss the corresponding parameter regimes in
detail and visualize them in certain important cases, see e.g. Figures 3, 4 and 5 be-
low. This shows that already our relatively simple random environment (involving
only two states), dormancy leads to a rather rich picture regarding the long-term
behaviour of the embedded branching processes.
However, while our results will capture several prototypical scenarios correspond-
ing to both stochastic/spontaneous and responsive switching (and mixtures), we are
still far from being able to provide a mathematically complete classification in the
full space of switching strategies. One theoretical reason for this is that computing
the maximal Lyapunov exponent of a random multiplicative sequence of positive
matrices, which is the mathematical core of the problem, is infeasible in general
(see e.g. [15, 40] for an overview of the mathematical theory), and works only if
the underlying matrices exhibit additional algebraic properties.
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Hence, a further aim of this paper is to provide a small review of current meth-
ods to compute / estimate maximal Lyapunov exponents. The reason which al-
lows [19] and [30] to treat the responsive switching regime in their papers is that
their assumptions reduce the system to an essentially one-dimensional case, which
interestingly has a similar effect as the ‘slow variation assumption’ of Kussel and
Leibler [38], and we will investigate similar cases. While the exponents are easily
accessible for the corresponding ‘rank-1 matrices’ (and, of course, scalars), sponta-
neous/stochastic switching strategies can a priori involve both ‘rank-1’ and ‘rank-2
matrices’. We show that while special cases of the stochastic switching regime can
again be treated with the rank-1 approach, for the general stochastic switching
regime involving rank-2 matrices, techniques used in [44] are available, which lead
at least to bounds on the Lyapunov exponents. We also provide further bounds and
estimators. These theoretical considerations can be found in Section 3.
Finally, in Section 4, we discuss some open questions and potential further steps
in modeling and analysis of dormancy and seed banks in random environments,
from a somewhat theoretical perspective.
2. MODELS AND MAIN RESULTS
Recall that for a classical (1-type) Bienayme´-Galton-Watson process, say X =
(Xn), it is assumed that individuals die and reproduce independently of each other
according to some given common offspring distribution QX on N0. We extend this
framework by introducing a second component that acts as a reservoir of dormant
individuals, also referred to as seed bank. Moreover, we allow the offspring distribu-
tion in each generation n to depend on the state of a random environment process
E = (En). This gives rise to a particular class of 2-type Bienayme´-Galton-Watson
processes in random environment that we introduce formally in Definition 2.1 and
which will be the main object of study in this paper. However, in the sequel, we
will also discuss more general p-type branching processes (for p ≥ 1) in random
environments, so that we will first introduce the corresponding general notation,
which is standard in the theory of multi-type branching processes.
Notation. Let E = (En)n∈N0 be a stationary and ergodic Markov chain on some
probability space (Ω,F ,P) taking values in some measurable space (Ω′,F ′) and
denote by piE its stationary distribution. Such a process will be called random en-
vironment process. For p ∈ N, we write M1(Np0) to denote the space of probability
measures on Np0, and set Θ := {(Q1, . . . , Qp) : Qi ∈ M1(Np0)}. Elements of Θ will
be interpreted as the collection of the p offspring distributions on Np0 (one for each
type). An infinite sequence Π = (Q(E1), Q(E2), . . .) generated by (En) and a ran-
dom variable Q : Ω′ → Θ will be called sequence of random offspring distributions
with respect to the environment process (En). Finally, a sequence of Np0-valued ran-
dom variables Z0, Z1, . . . will be called a p-type Bienayme´-Galton-Watson process in
random environment (p-type BGWPRE), if Z0 is independent of Π and if for each
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given realization (e1, e2, . . . ) of E (and thus also of Π) the process Z = (Zn)n∈N0 is
a Markov chain whose law satisfies
L(Zn | Zn−1 = z, Π = (Q(e1), Q(e2), . . .)) = L( p∑
i=1
zi∑
j=1
ζij
)
,
for every n ∈ N and z = (z1, . . . , zp) ∈ Np0, where the (ζij : i ∈ {1, . . . , p}, j ∈ N)
are independent random variables taking values in Np0, and for each i ∈ {1, . . . , p},
the ζi1, ζ
i
2, . . . are identically distributed according to Q
i(en). In the language of
branching processes, if the state of the environment at time n is en ∈ Ω′, then
each of the Zin individuals of type i alive at time n produces offspring according to
the probability distribution Qi(en), independent of the offspring production of all
the other individuals. For notational clarity, we will often write QZ to denote the
random variable Q that is used in the definition of a branching process Z.
We are now ready to define the class of branching processes modeling dormancy:
Definition 2.1. With the above notation (for p = 2), a 2-type BGWPRE Z = (Zn)
will be called a Bienayme´-Galton-Watson process with dormancy in random environ-
ment (En), abbreviated BGWPDRE, if, P-almost surely,
Q2Z(En)[{(0, 0), (1, 0), (0, 1)}] = 1 ∀n ∈ N0. (2.1)
Particles of type 1 are called active and particles of type 2 are called dormant.
Note that Condition (2.1) ensures that a (dormant) type 2 particle can either
switch its state to type 1 (active), remain in the dormant state 2, or die – no other
transitions are possible. There is no restriction on the offspring reproduction of
active type 1 particles other than the following first moment condition.
Throughout we assume, for P-a.e. realization (e1, e2, . . .) of (En) and any n ∈ N,
that the distributionQ(en) ∈ Θ is such that the corresponding random variables ζ =
(ζ1, . . . , ζp) distributed according to Q(en) satisfy E[|ζi|] < ∞ for all i ∈ {1, . . . , p}.
Moreover, we write
mi,jn ≡ mi,j(en) := E
[
Zjn+1 | Zn = (δik)k, Πn = QZ(en)
]
.
to denote the expected number of offspring of type j produced by a single particle
of type i in generation n in the environment QZ(en), and we denote by
Mn ≡ M(en) := (mi,jn )i,j
the corresponding mean matrix. Suppose that, for any n ∈ N, the matrix Mn is ir-
reducible. Then, by the Perron-Frobenius-Theorem, the spectral radius %n ≡ %(Mn)
of Mn is a simple eigenvalue with |λ| ≤ %n for any (other) eigenvalue λ of Mn.
2.1. Branching processes with dormancy in constant environment. As a gentle
warm-up, we first compare the survival probabilities and extinction times of a classi-
cal 1-type BGWP with those of a 2-type BGWPDRE in the absence of environmental
fluctuations (in this case, we use the abbreviation BGWPD). For simplicity, we fur-
ther restrict ourselves to the binary branching case (following the set-up of Example
DORMANCY AND FLUCTUATING ENVIRONMENTS 7
FIGURE 1. Offspring distribution of Z for active (white) individuals
on the left and dormant (gray) individuals on the right.
5.3 in [27]), which can be thought of as a model for bacterial reproduction via bi-
nary fission resp. sporulation as exhibited e.g. by Bacillus subtilis, and summarize
several standard results (that nevertheless will be proved in the appendix for the
reader’s convenience). These results will then serve as a motivation and reference
point for our later results involving fluctuating environments, which will also deal
with more general reproductive mechanisms.
Let p ∈ (0, 1), X0 = 1 and X = (Xn)n∈N0 be a 1-type BGWP with offspring distri-
bution QX = pδ2 + (1− p)δ0, where δ denotes the Dirac measure. This mechanism
can be seen as a caricature of reproduction via cell division: Every individual in
each generation independently either splits in two (cell division) with probability p
or dies with probability 1− p.
Furthermore, for ε ∈ (0, p), b, w ∈ (0, 1) and d ∈ (0, 1 − w), let Z0 = (1, 0) and
Z = (Zn)n∈N0 be a 2-type BGWPD with offspring distribution, QZ , given by
Q1Z(0, 0) = 1− p+ ε, Q2Z(1, 0) = w,
Q1Z(2, 0) = (p− ε)b, Q2Z(0, 0) = d,
Q1Z(0, 1) = (p− ε)(1− b), Q2Z(0, 1) = 1− w − d.
Figure 1 illustrates the model. The parameters can be interpreted as follows: p−ε >
0 is the probability with which an active individual either exhibits a reproductive
or a switching event. In this case, a binary split will happen with probability b
(reproduction), and a switching event into a dormant state (e.g. by sporulation)
with probability 1 − b. Note that a ‘switch’ can be thought of as the simultaneous
death of an active individual and the corresponding birth of a dormant individual.
With probability q+ε, an active individual will die. Dormant individuals resuscitate
(“wake up”) with probability w, and die with probability d, otherwise they stay in
their dormant state (with probability 1− w − d). Note that for ε = 0 and b = 1, the
active component (Z1n) of (Zn) equals (Xn) in distribution. Hence, ε can be seen as a
way of incorporating a reproductive trade-off that arises from the maintenance costs
of the dormancy trait, delivering a reduced splitting (and hence increased death)
probability in comparison to the 1-type model. Additionally, note that in our model
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the potential to switch into dormancy also reduces the reproductive capability, since
entering the seed bank is only possible during a ‘reproduction-or-switching event’
at a chance of 1− b.
From the following more general result, which we will prove in the Appendix,
we obtain a comparison of long-term survival behaviour of X and Z.
Proposition 2.2. Let X = (Xn) be a 1-type BGWP, and Z = (Zn) a BGWPD with
X0 = 1 and Z0 = (1, 0). Assume that the offspring distributions QX and QZ , respec-
tively, are of finite variance with Q2Z(0, 0) > 0 and P[Z21 > 0] > 0. Set
µX = E[X1] and µZ,1 = E[Z11 + Z21 ]
and denote by
σZ := P
[
lim
n→∞Z
1
n + Z
2
n > 0
]
, σX := P
[
lim
n→∞Xn > 0
]
,
TZ := inf
{
n ≥ 1 : Zn = 0
}
and TX := inf
{
n ≥ 1 : Xn = 0
}
the survival probabilities and extinction times of Z and X, respectively. If
QX(k) ≥
k∑
`=0
QZ(k − `, `) (2.2)
for all k ≥ 1, then the following statements hold:
(1) If µX > 1, then σZ < σX .
(2) If µX = 1, then σZ = σX = 0 and E
[
TZ
]
< E
[
TX
]
=∞.
(3) If µX < 1, then σZ = σX = 0. However, Q2Z can be chosen in such a way that
Q2Z(1, 0) > 0, Q
2
Z(0, 0) > 0 and for some n0 ∈ N
P
[
TZ > n
]
> P
[
TX > n
]
for all n ≥ n0. (2.3)
Condition (2.2) ensures that the total amount of offspring of active individuals
in Z is stochastically dominated by the amount of offspring in X.
Proposition 2.2 shows that – at least in the simple binary model – in the super-
critical case p > 1/2 (i.e. µX = 2p > 1) maintaining a seed bank always leads to
a decreased survival probability. Indeed, the reproductive trade-off, incorporated
by the penalty ε > 0, is always detrimental. The same holds for the critical regime
(p = 1/2 and µX = 1), where both processes always go extinct: Here, the expected
time to extinction is even finite for the two-type process Z.
However, in the sub-critical regime (3), while both processes do go extinct with
probability 1, for small w and d (i.e. Q2Z(1, 0) and Q
2
Z(0, 0)) the population with
dormancy trait can be more likely to survive for extended periods of time, since by
(2.3) P[TZ > n] > P[TX > n] for n ≥ n0, i.e. P[Z1n + Z2n > 0] > P[Xn > 0]. This is
in line with basic intuition, since for small w and d individuals spend a long time in
the dormant state delaying extinction.
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This suggests that the ‘prolonged survival in the sub-critical regime’ effect could
lead to a fitness advantage in the presence of a random environment, fluctuating
between a healthy (super-critical) and a harsh (sub-critical) scenario, even if the
dormancy trait exhibits a reproductive trade-off in the healthy scenario, since dor-
mancy could potentially compensate for this during harsh times by delaying extinc-
tion. A central goal of this article is to identify and classify scenarios in which this is
indeed the case. We thus now extend our models to incorporate such a fluctuating
environment.
2.2. Branching processes with dormancy in randomly fluctuating environment.
As indicated by Proposition 2.2 above, evolutionary fitness advantages resulting
from a dormancy trait may be expected to manifest themselves in the presence of
a random environment, where prolonged survival times may help to survive during
harsh times. Here, we even expect strong fitness advantages in the sense that dor-
mancy may turn an otherwise (overall) sub-critical process into a super-critical one,
even in the presence of reproductive trade-offs. We now introduce a simple model
for a fluctuating environment, randomly oscillating between two states “1” and “2”,
where “1” corresponds to healthy and “2” to harsh conditions, which is identical to
the environment given as an example in [19, Sections 1.1.1 and 1.1.2.].
Definition 2.3 (Binary random environment). Let s1, s2 ∈ (0, 1] and s1 · s2 < 1.
Define a discrete-time homogeneous Markov chain (In) with values in {1, 2} via the
transition matrix
PI :=
(
1− s1 s1
s2 1− s2
)
where s1 and s2 denote the environmental switching probabilities. Further, denote by
piI = (s2/(s1 + s2), s1/(s1 + s2)) the stationary distribution of (In) and let I0 ∼ piI .
Remark 2.4. The initial condition for I0 as well as the assertion s1s2 < 1 ensure that
(In) is stationary and ergodic. Hence, the process (In) is an example for a random
environment process (En) introduced at the beginning of this Section, taking only
two values.
In the remainder of this section we will not give complete definitions of any
further BGWPDRE’s. We will only be interested in the mean matrices, while the
exact offspring distributions will typically be irrelevant. We will also restrict our
attention to the above binary random environment. For environmental states e ∈
{1, 2}, these matrices will be given by
M(e) =
(
mea m
e
d
we 1− we − de
)
,
where mea and m
e
d represent the average amount of active and dormant offspring
of active individuals respectively, while we and de denote resuscitation (‘waking’)
and death probabilities of dormant individuals. Our main results will concern two
particular examples:
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Example 2.5 (Switching strategies). The following idealized switching strategies
represent important special cases that have been discussed in the literature, see e.g.
[44], [41], [19]. In particular, one distinguishes between responsive switching, trig-
gered by environmental conditions, and spontaneous or stochastic switching, which
is assumed to happen in each individual with a certain probability, independently
of the environmental states and the behaviour of the other individuals.
a) Responsive switching:
We consider the case where individuals behave “optimally” in the sense
that they invest all their resources into the production of active individuals
during the healthy environmental spells (choosing m1d = 0, w
1 = 1 − d1),
while during harsh environmental conditions they invest everything into
dormant offspring (choosing m2a = w
2 = 0). Hence, in this idealized case,
the offspring mean matrices are of the form
M res(1) =
(
m1 0
1− d1 0
)
and M res(2) =
(
0 m2
0 1− d2
)
for some me > 0 and de < 1.
b) Stochastic switching:
Here, the population assumes a reproductive strategy which is independent
of its environmental state. This can be modeled by choosing m1• = m• > 0
and m2• = αm• for α ∈ [0, 1) and • ∈ {a,d}. That way, m1a/m1d = m2a/m2d,
which means that active individuals split up their resources into the produc-
tion of active and dormant offspring in the same way in both environments.
Then, the offspring mean matrices for e ∈ {1, 2} equate to
M sto(1) =
(
ma md
w1 1− w1 − d1
)
and M sto(2) =
(
αma αmd
w2 1− w2 − d2
)
Note that α < 1 results in a reduced expected number of active offspring in
the harsh environment. For α = 0, no active individuals will be born at all
during such conditions.
In population genetic models with seed bank, recently, similar types of switching
have been distinguished (spontaneous vs. simultaneous switching) and these lead
to topologically different limiting coalescent models describing the ancestry of a
sample (see [11], [12], [13]). Here, in the presence of a random environment, we
will see that the right choice of switching strategy can lead to qualitative fitness
advantages, depending on the distribution of the environmental process.
Of course, less extreme variants, or even mixtures, of the above switching strate-
gies should be interesting in practice. For example, as reported in [53] and [51],
phenotypic diversity in Bacillus subtilis with respect to the ‘exit from dormancy
mechanisms’ seems to combine stochastic switching of some individuals with re-
sponsive switching due to environmental cues of others on the population level.
However, the special form of the mean matrices in the above ‘pure’ strategies makes
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it possible to explicitly compute resp. obtain suitable bounds on the corresponding
maximal Lyapunov exponents, which are crucial to assess and compare the fitness
of the corresponding BGWDREs, as we will see below. Interestingly, these building
blocks will later also allow the analysis of certain mixtures of strategies.
Remark 2.6 (Comparison to multi-type branching process models considered [19]
and [30]). Note that our above model is closely related to a very general multi-type
branching process in random environment (MBPRE) modeling phenotypic diversity
(with many, even a continuum of, possible types) considered in Dombry, Mazza and
Bansaye [19], and Jost and Wang [30], who themselves are inspired by the earlier
work of Kussel and Leibler [39]. However, in their models, the authors follow a two
step procedure, where in a first step each particle gives birth to a random amount of
offspring (depending on its type and the state of the environment), and then in a
second step, independently of that amount, the offspring particles are fitted (individ-
ually) with their new phenotypes. As the authors point out, this clearly disentangles
the birth and “migration” (between phenotypes) phases. The BGWPDRE-model that
we propose here is tailored to dormancy and does not disentangle these steps. This
has consequences for the possible switching strategies. In fact it turns out that some
of our reproductive strategies presented above are not covered by the framework
of [19] and [30]. For example, they do not cover the case that active offspring in
the healthy environment can either split into two active offspring (cell division), or
switch to a dormant state (e.g. by sporulation), as in the example of Section 2.1,
since the phenotype distribution in this case would have to be allowed to depend
on the number of offspring of the parent, see also Remark 3.3.
Remark 2.7 (Comparison to switching strategies employed in [44]). Malik and
Smith in [44] consider a related, but less general switching model. Again, there are
two possible environmental states, however, the bad environment here always com-
pletely prevents the reproduction of active individuals. Exact analytic expressions
for the Lyapunov exponents are obtained only for the case where the environment
is deterministic. In the random environment case, still some bounds are provided.
It turns out that we can adapt the corresponding methods to obtain bounds for
Lyapunov exponents of our models (cf. Remark 3.7).
2.3. Asymptotic growth of BGWPDREs and Lyapunov exponents. Of particular
interest is the asymptotic behaviour of the process Z. It is well known, cf. [33], that
E
[
Zn
∣∣Z0, Π = (QZ(e1), QZ(e2), . . .)] = Z0 ·M1 · . . . ·Mn.
The study of such products of random matrices has a long and venerable history dat-
ing back to first results by Furstenberg and Kesten [24]. For stationary and ergodic
sequences (M1,M2, . . .) of non-negative matrices satisfying E
[
log+ ‖M1‖
]
< ∞,
where log+ x := max{log x, 0}, Kingman [36], see also [46], proved that, by means
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of the subadditive ergodic theorem,
ϕ := lim
n→∞
1
n
log ‖M1 · . . . ·Mn‖ ∈ [−∞,∞) (2.4)
exists P-a.s. and also satisfies
ϕ = lim
n→∞
1
n
E
[
log ‖M1 · . . . ·Mn‖
]
.
In particular, ϕ is independent of the chosen matrix norm. The limit, ϕ, is called
maximal Lyapunov exponent.
Remark 2.8 (Exact computation of Lyapunov exponents). There are only a few cases
where the maximal Lyapunov exponent can be computed explicitly. For instance,
if (M1,M2, . . .) is a stationary and ergodic process of positive 1 × 1 matrices, i.e.
Mn = %(Mn), with E[log+ %(M1)] < ∞, then an application of Birkhoff’s ergodic
theorem yields, P-a.s.,
ϕ = lim
n→∞
1
n
n∑
k=1
logMk = E
[
log %(M1)
]
. (2.5)
A further simple case is given by a sequence of stationary and ergodic matrices with
E[log+ ‖M1‖] < ∞ such that the matrices Mi are either mutually diagonizable, i.e.
[Mi,Mj ] = 0 for all i 6= j, or of upper (lower) triangular form. Then, P-a.s.,
ϕ = lim
n→∞
1
n
log ‖M1 · . . . ·Mn‖ = E
[
log %(M1)
]
.
Recall that we denote by %(M) the spectral radius of the matrix M . Further cases in
which the maximal Lyapunov exponent can be computed explicitly are discussed in
[34]. For the general case, where the computation of ϕ is difficult resp. infeasible,
there are various strategies for giving bounds known in the literature, see also [17].
We will discuss and employ possible methods in Section 3.2.
Remark 2.9 (Approximation of Lyapunov exponents). Under certain further as-
sumptions on the stationary and ergodic sequence, (M1,M2, . . .), of non-negative
matrices with E[log+ ‖M1‖] <∞, Key [35] proved that, P-a.s. and in mean,
ϕ = lim
n→∞
1
n
log f(M1 · . . . ·Mn)
for any one-homogeneous, non-negative, super-multiplicative function, f , such that
E[log− f(M1)] > −∞. By defining
ϕ
k
:=
1
k
E
[
log f(M1 · . . . ·Mk)
]
and ϕk :=
1
k
E
[
log ‖M1 · . . . ·Mk‖
]
,
then it follows from the sub-multiplicativity of ‖ · ‖, the super-multiplicativity of f ,
and the stationarity of the sequence (M1,M2, . . .) that ϕk increases monotonically to
ϕ, whereas ϕk decreases monotonically to ϕ. Although this provides an easy way to
derive upper and lower bounds on the maximal Lyapunov exponent, the computa-
tional effort increases exponentially in k. For i.i.d. sequences (M1,M2, . . .) Pollicot
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[48] and Jurga and Masion [31] established efficient approximation schemes with
super-exponential convergence rates, see also [49] for further bounds.
Notice that for a p-type BGWPRE, Z, as defined above, the sequence of mean
matrices, (M1,M2, . . .), form a stationary and ergodic process. Thus, provided that
E
[
log+ ‖M(E1)‖
]
<∞, the corresponding maximal Lyapunov exponent, ϕZ , exists
describing the asymptotic rate of growth/decay of the expected value of Z.
The almost sure behaviour of the process Z has also been studied intensively. For
instance, if Z is a p-type BGWPRE such that Mn ∈ (0,∞)p×p for all n ∈ N and
E
[
log+ ‖M(E1)‖
]
< ∞, then it follows from [52, Theorem 9.10] that, for almost
all realizations of the environment, ϕZ < 0 implies that Z becomes extinct almost
surely, whereas for ϕZ > 0 there exists a positive probability that Z never becomes
extinct. Moreover, conditioned on survival, we have that
lim
n→∞
1
n
log ‖Zn‖1 = ϕZ
almost surely. In particular, the almost sure growth of the stochastic switching
model, cf. Example 2.5-b), conditioned on non-extinction, is given by ϕZ .
Actually, Tanny established in [52, Theorem 9.6 and Theorem 9.10] a classi-
fication theorem for more general multi-type BGWPRE with non-negative mean
matrices satisfying certain regularity conditions. Notice that these conditions are
not satisfied by our responsive switching model, cf. Example 2.5-a). However, due
to the particular structure that allows a reduction of this BGWPDRE to a 1-type
BGWPRE, cf. [19, Proposition 7], an analogous classification theorem can then be
deduced from [52, Theorem 9.6], see also [5, 4].
Remark 2.10 (Lyapunov exponent, fitness and survival-probability). The previously
mentioned features of the maximal Lyapunov exponent, describing various growth
properties of population models, justifies the use of ϕ as a measure of fitness of
population models, as is common in the literature. However, there is no direct
monotone relationship between ϕ and the survival probability of the underlying
population in the super-critical case, as the following example confirms: Taking the
setting from Section 2.1, choosing X with parameter p = 4/7, one can compute
that σX = 2 − 1p = 0.25 and ϕX = 2p ≈ 1.143. Then, for Z letting p = 4/5, ε = 0,
b = 2/5, w = 1/2 and d = 1/25 it holds that
σZ = 2− 1
bp
+
1− b
b
· w
w + d
≈ 0.264 > σX .
However (cf. (5.1) below), ϕZ ≈ 1.050 < ϕX . Hence, the comparison of Lyapunov
exponents of distinct population models does not necessarily give a complete pic-
ture of the advantages of one model over the other.
This phenomenon has been studied in more detail by Jost and Wang [30], where
the authors illustrate that different optimization criteria (i.e. largest growth rate vs.
smallest extinction probability) can lead to distinct optimal strategies.
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We now move on to some of the main results of this paper. Indeed, the Lyapunov
exponent for a BGWPDRE with responsive switching strategy can be computed ex-
plicitly:
Theorem 2.11 (Lyapunov exponent of the responsive switcher). Let (Zn) be a BG-
WPDRE with environment process (In) from Definition 2.3, following the responsive
switching regime in Example 2.5, a). Then, P-a.s.,
ϕZ =
s2 logm
1 + s1 log(1− d2) + s1s2 log
(
m2(1−d1)
m1(1−d2)
)
s1 + s2
.
A proof will be provided in the next section. For the stochastic switcher we obtain
the following analytic result under the additional assumption that the determinant
of the mean matrices vanishes:
Theorem 2.12 (Lyapunov exponent of the stochastic switcher). Let (Zn) be a BG-
WPDRE with environment process (In) from Definition 2.3, following the stochastic
switching regime in Example 2.5, b) with detM(1) = detM(2) = 0. Then, P-a.s.,
ϕZ =
s2 log
(
ma + w
1md
ma
)
+ s1 log
(
αma + w
2md
ma
)
s1 + s2
. (2.6)
These results are closely related to results in [19], considering that mean matrices
of determinant zero correspond to the non-hereditary-with-sensing case therein (cf.
Section 3.1 for the proof and further remarks). In the hereditary case, i.e. the case of
non-zero determinants, neither [19] nor the article at hand obtain an explicit result
for ϕZ . However, various bounds will be discussed in Section 3.2. We provide one
of them here in a special case, for illustration:
Theorem 2.13. Let (Zn) be a BGWPDRE with environment process (In) from Defi-
nition 2.3, following the stochastic switching regime in Example 2.5 with w1 = w2,
d1 = d2 and α ∈ (0, 1). Then, P-a.s.,
ϕZ ≥ E
[
log
(
trM(I0)−max{detM(1)/ma, 0}
)]
.
Note that since w and d do not depend on e, we get detM(2) = α detM(1).
Notably, when detM(1) = 0, this lower bound equates to the result from Theo-
rem 2.12.
Further bounds will be provided in the next section, where we also try to shed
light on the structures of switching mechanisms that allow for the computation of
analytical results and bounds. Indeed, we will distinguish the so-called ‘rank-1’-case
(which is closely related to the results in [19]), allowing explicit computations, and
the ‘rank-2’-case, where often only bounds can be provided. Here, we refer to the
rank of mean matrices of the reproduction resp. switching mechanisms. Obviously,
the mean matrices of the responsive switcher in Example 2.5 are degenerate and of
rank 1, as are the mean matrices of the stochastic switcher in Theorem 2.12, due to
the vanishing determinant, while the stochastic switcher of Theorem 2.13 has mean
DORMANCY AND FLUCTUATING ENVIRONMENTS 15
matrices of rank 2. Yet, this switching mechanism also has particular properties that
will be exploited in the next section.
Before we carry out these considerations and prove the above results, we first
investigate the selective advantages of the switching strategies in different environ-
ments.
2.4. Fair comparison of BGWPDREs with different switching strategies. To de-
cide which switching strategy of two different BGWPDREs is superior in an envi-
ronment given by (In), one needs to impose a condition that ensures that both pro-
cesses “may use an equal amount of available resources”. One way to do this would
be to require that both processes can produce in expectation the same amount of
offspring in each generation, be it active or dormant offspring, and to assume that
the death probabilities of both processes are the same in both the active and dor-
mant states each. The processes thus can adapt to the environment only by means
of their specific switching strategies while using the same amount of resources. This
motivates our notion of fitness advantages under “fair comparison”. We formulate
this concept in the general framework of p-type branching processes in random
environemnts (En).
Definition 2.14 (Fitness advantage under fair comparison). For p ≥ 1 let Z ≡ (Zn)
and Z¯ ≡ (Z¯n) two p-type BGWPRE with respect to the same environmental process
(En) such that P-a.s. for all 1 ≤ t ≤ p and n ≥ 1 it holds for their mean matrices
that
p∑
i=1
mt,in =
p∑
i=1
mt,in (2.7)
Then, if ϕZ > ϕZ¯ , we say that Z is fitter than Z¯ at fair comparison. If additionally
ϕZ > 0 ≥ ϕZ¯ , we say that Z has a strong (or qualitative) fitness advantage over Z¯
under fair comparison.
Remark 2.15. (1) The concept of Definition 2.14 is in the same spirit as the
comparison of strategies in [19], since equation (2.7) assures that for each
t, type-t-individuals in both populations produce in expectation the same
amount of offspring, only varying the distribution of types among offspring.
(2) For BGWPDREs in environment (In), Equation (2.7) is equivalent to
(i) mea +m
e
d = m
e
a +m
e
d and (ii) d
e = d¯e
for each e ∈ {1, 2}.
(3) To allow a comparison of a BGWPDRE to a 1-type process (i.e. without
dormancy), let (Xn) be a 1-type BGWPRE with environment (In) with con-
ditional offspring means m1 and m2 (referring to healthy and harsh envi-
ronmental states respectively). This process can be understood as a 2-type
BGWPRE process in the sense of Definition 2.1, starting in (1, 0), and having
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mean matrices
M(e) =
(
me 0
1− de 0
)
for e ∈ {1, 2} and some arbitrary de ∈ (0, 1). Although these matrices are
reducible, this makes a fair comparison feasible.
(4) Note that the notion of fair comparison alone does not yet imply any kind
of reproductive trade-off. However, every Lyapunov exponent or bound of
such we will compute in the rest of this paper is continuous in the model
parameters. This continuity and the strictness of the inequality in the defini-
tion of fitness advantages very well include the possibility of advantages un-
der ‘disadvantageous’ comparison given (sufficiently small but non-trivial)
trade-offs.
One of the main goals of this article is to identify situations, under fair com-
parison, in which one switching strategy can be super-critical, whereas the other
switching strategy or the process without dormancy is sub-critical. Note that this is
impossible in the absence of a random environment, as pointed out in the discus-
sion after Proposition 2.2. This is now obtained in the context of fair comparison
and making use of Remark 2.15:
Theorem 2.16. Denote by (In) an environment process as in Definition 2.3, by X a
1-type branching process as in Remark 2.15 and by Zres, Zsto two BGWPDREs follow-
ing responsive resp. stochastic switching strategies as in Example 2.5. Then, for either
of the three processes there are non-trivial parameter regimes and environmental dis-
tributions, under which this process has a strong fitness advantage over the other two
in the sense of Defintion 2.14.
We prove this Theorem by means of examples of dominant strategies combining
the results of Theorem 2.11, Theorem 2.12 and (2.5) from Remark 2.8 after fitting
the parameters to the regime of fair comparison.
Example 2.17 (Strong fitness advantages of seed bank switching strategies). Let X
be a 1-type BGWPRE as in Remark 2.15 above with m(1) = 4 and m(2) = 4α, where
α < 1/4 such that X is sub-critical in the second environment. Further, let Zres and
Zsto be two BGWPDREs with mean matrices
M res(1) =
(
4 0
4/5 0
)
, M res(2) =
(
0 4α
0 4/5
)
,
M sto(1) =
(
2 2
2/5 2/5
)
, M sto(2) =
(
2α 2α
2/5 2/5
)
.
Noting that the responsive switching matrices correspond to d1 = d2 = 1/5 and
the stochastic switching matrices additionally to w1 = w2 = 2/5, these three pro-
cesses yield conditions (1) and (2) of fair comparison. Also note that detM sto(1) =
detM sto(2) = 0, such that we obtain an exact result from Theorem 2.12.
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FIGURE 2. Parameter regimes of Example 2.17 (1) and (2) respec-
tively, Lyapunov exponents taken as functions of α. black: ϕX , red:
ϕres, blue: ϕsto.
Now, only the environment-related parameters α < 1/4 and s1, s2 are left to
play with, describing the severity of harsh environments and the lengths of the
environmental phases. The following cases prove Theorem 2.16:
(1) For α = 1/20, s1 = 2/10 and s2 = 1/10 we obtain
ϕX ≈ −0.149 < 0 and ϕsto ≈ −0.049 < 0, but ϕres ≈ 0.160 > 0.
(2) Letting α = 1/20, s1 = 8/10 and s2 = 8/10 implies
ϕX ≈ −0.112 < 0 and ϕres ≈ −0.617 < 0, but ϕsto ≈ 0.091 > 0.
(3) Finally, choosing α = 1/5, s1 = 9/10 and s2 = 1/5 yields
ϕres ≈ −0.194 < 0 and ϕsto ≈ −0.023 < 0, but ϕX ≈ 0.069 > 0.
Remark 2.18 (Interpretation of advantageous strategies). Figure 2 provides more
insight into the behaviour of the three strategies than Example 2.17, by taking
the parameter regimes (1) and (2) thereof and plotting the respective Lyapunov
exponents as functions of α ∈ (0, 1/4). Furthermore, Figure 3 shows the fitness
advantage landscapes of the three models in s1, s2 where strong advantages are
colorized.
The responsive switcher, whenm2  1−d2, suffers most upon entering or exiting
the harsh environment. Hence, in a scenario where environments rarely change (cf.
Figure 2 (left) and Figure 3), responsive switching does well compared to the other
strategies.
The stochastic switcher however, performs a bet hedging strategy, i.e. investing
in dormant offspring even in good times to have better chances in worse times.
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FIGURE 3. Phase diagram of the maximal Lyapunov exponents ϕX ,
ϕres, ϕsto of Example 2.17 with α = 1/20 (left) and α = 1/10 (right).
red: strong advantage of ϕres, blue: strong advantange of ϕsto.
This can often be very costly, but really pays off when environments change more
frequently (cf. Figure 2 (right) and Figure 3), especially when bad environments
get very harsh, i.e. when α is small.
Finally, the 1-type process without dormancy trait will always dominate the switch-
ing strategies when α becomes sufficiently big – i.e. when the process gets less
and less sub-critical in bad environments – as illustrated in Figure 3 (right). In
fact, in that particular parameter setting, when α ≥ 1/5, only the region of ϕX
will show in the phase diagram, meaning that for any switching parameters ϕX ≥
max{ϕres, ϕsto}. This corresponds to Proposition 2.2 from the beginning of this pa-
per, where we saw that seed bank strategies are at a disadvantage in super-critical
environments.
Lastly, note that the case of iid environments – which corresponds to the line on
which s1 + s2 = 1 – would not at all capture the strong advantage of responsive
switching in the setting of Figure 3. Hence, for providing a complete understanding
of the fitness landscapes, the iid case is insufficient.
Remark 2.19 (Combining basic strategies). The presence of phenotypic diversity re-
garding different switching strategies within the same Bacillus population (at least
wrt. the exit strategy from dormancy, see [53] and [51]) suggests to investigate
also mixtures of the above idealized responsive and stochastic switching regimes.
To model this, we let each individual choose at birth whether it behaves according
to stochastic (with probability q ∈ [0, 1]) or responsive switching (with probability
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FIGURE 4. Phase diagram of the maximal Lyapunov exponents ϕX ,
ϕres, ϕsto, ϕcc of Example 2.17 with α = 1/20 (left) and α = 1/10
(right), and Remark 2.19 with q = 1/3. red: strong advantage of
ϕres, blue: strong advantage of ϕsto, green: strong advantage of ϕcc.
1− q). The resulting mean matrices arise as convex combinations
M cc(e) := qM sto(e) + (1− q)M res(e).
Inserting the matrices of Example 2.17, we obtain
M cc(1) =
(
4− 2q 2q
4/5− 2q/5 2q/5
)
and M cc(2) =
(
2qα (4− 2q)α
2q/5 4/5− 2q/5
)
,
still maintaining fair comparison. Furthermore, these matrices also have deter-
minant 0. (In fact, linear combinations of rank-1-matrices under fair comparison
always retain rank 1). Hence, we can again compute their fitness explicitly, and this
leads to very interesting behaviour.
Figure 4 illustrates – in comparison to Figure 3 – which influence the convex com-
bination of the basic strategies can have. Very intuitively, the region where ϕcc has
an advantage lies between the regions of the basic strategies. Remarkably, around
(s1, s2) = (0.4, 0.3) for α = 1/20 there even is a region where the combination yields
a strong advantage such that combination of both strategies may prevent extinction,
which is certain for the basic strategies.
This can be motivated as follows: For s1, s2 both either small or large, one of the
pure strategies seems to be optimal. However, for moderate s1, s2 environmental
variation is high and both fast switching and slow switching environmental phases
might occur. Then, a combination of both strategies ensures that the worst case for
neither strategy can affect the whole population. If one considers the pure strategy
of stochastic switching as a bet-hedging strategy, then using phenotypic diversity to
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FIGURE 5. Phase diagram of the maximal Lyapunov exponents ϕX ,
ϕres, ϕsto of Remark 2.20 with α = 1/20, γ = 1/2 (left) and γ = 2
(right), and ϕcc analogous to Remark 2.19 with q = 1/3. red: strong
advantage of ϕres, blue: strong advantange of ϕsto, green: strong
advantage of ϕcc, black: strong advantage of ϕX .
employ a mixture of pure strategies might be seen as a ‘second-level’ bet-hedging
strategy, now with respect to switching behaviour.
Remark 2.20 (Refinement of fair comparison). The notion of fair comparison im-
plicitly assumes that the production of or conversion into dormant forms is equally
costly as the production of active offspring. In many scenarios this will not be real-
istic. In fact, the production of inactive individuals can be both very efficient (e.g. in
seed plants) as well as rather costly (e.g. sporulation of Bacillus subtilis, see [47]).
Exchanging (1) in Definition 2.14 by
mea + γm
e
d = m
e
a + γm
e
d (∗)
for some γ > 0 leads us to the notion of “γ-weighted fair comparison”. The idea
behind (∗) is to ensure that both populations still make use of the same amount of
resources when producing dormant offspring becomes either less (γ < 1) or more
(γ > 1) resource consuming than producing active offspring. This can be seen as
one particular way of incorporating a reproductive trade-off (another natural one
is the introduction of the parameter ε > 0 in the BGWPWD from Section 2.1).
Obviously, we recover the notion of fair comparison for γ = 1.
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To get some intuition on the influence of γ on the fitness under fair comparison,
we provide an example: Indeed, we adjust Example 2.17 by
M res(2) =
(
0 4αγ
0 4/5
)
, M sto(1) =
(
4
1+γ
4
1+γ
2/5 2/5
)
, M sto(2) =
(
4α
1+γ
4α
1+γ
2/5 2/5
)
.
With this, the three processes from the example satisfy the condition for γ-weighted
fair comparison, while we still maintain detM sto(1) = detM sto(2) = 0 to obtain
an exact result from Theorem 2.12. Also, a convex combination M cc(e) yields γ-
weighted fair comparison, although not necessarily retaining rank 1 anymore such
that ϕcc requires simulation.
Figure 5 illustrates the influence of γ on the phase diagram in Figure 4 (left).
Here, we see that halving the cost parameter γ largely enhances the advantages
of carrying any dormancy trait, where the advantagous region for ϕsto seems to
increase the most. Naturally, the switching strategies will always dominate the 1-
type process as γ approaches 0, i.e. as dormant offspring become very cost-efficient.
On the other hand, doubling the cost parameter γ shifts the landscape in such a way
that the 1-type process overtakes the strong-advantage-region from the stochastic
switcher.
Figure 6 (left) shows the phase diagram of stochastic vs. responsive switching for
various values of γ, where the separatrix in general is given by the equation
s2 =
s1
(
log
(
w2 + w2mdma
)− log (αma + w2mdma ))
log
(
ma + w1
md
ma
)− log (ma + γmd)− s1 log (αw1γw2 ) (2.8)
With the parameters specified above, we observe that, for γ = 1/9, the separatrix
becomes a constant function with s2 = log(40/29)/ log(20/9) ≈ 0.4027. Remarkably,
this effect leads to parameter regimes where the fitness of the responsive switcher
exceeds that of the stochastic switcher if γ is either small or big, while stochastic
switching wins for intermediate γ, e.g. at the point (s1, s2) = (0.4, 0.3) marked by
∗. This particular case is further depicted in Figure 6 (right), where the respective
Lyapunov exponents are plotted as functions of γ. (Note that the 1-type-fitness is
constant here, since it is not influenced by the cost of dormant offspring.)
Remark 2.21 (Non-zero determinant case for mean matrices). Rather than com-
bining the two pure strategies, one can also compare different stochastic switching
strategies under fair comparison, e.g. by choosing mean matrices of non-zero deter-
minant, as illustrated in Figure 7. Here, we add to the setting of Example 2.17 two
further stochastic switchers with matrices
M sto∆ (e) =
(
13/4αe−1 3/4αe−1
2/5 2/5
)
and M sto∇ (e) =
(
3/4αe−1 13/4αe−1
2/5 2/5
)
for e ∈ {1, 2}. These satisfy the conditions of fair comparison to the processes in
Example 2.17 while detM sto∆ (e) = α
e−1 > 0 and detM sto∇ (e) = −αe−1 < 0.
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FIGURE 6. (Left) Phase diagrams of the maximal Lyapunov expo-
nents ϕres and ϕsto of Remark 2.20 with α = 1/20 under γ-weighted
fair comparison for various γ. (Right) Lyapunov exponents under
γ-weighted fair comparison s1 = 0.4 and s2 = 0.3 as functions of γ.
Black: ϕX , red: ϕres, blue: ϕsto. Parameters given in Remark 2.20.
In contrast to the stochastic switcher given by M sto in Example 2.17, the ∆-
matrices describe a strategy that handles both environments more efficiently by
producing more active offspring in good times while also staying dormant for a
much longer period. Hence, this strategy leads to an increase of fitness in rarely
changing environments, Figure 7 (left).
The∇-matrices however, describe a population that almost entirely produces dor-
mant offspring, while dormant individuals wake up quickly – this seems comparable
to strategies employed by plants. This gives a strategy that prevails in frequently
changing and sufficiently harsh environments as seen in Figure 7 (right). This obser-
vation is quite intuitive: In the extreme case where the environment changes every
generation and bad environments are sufficiently harsh (e.g. winter season), the op-
timal strategy would be to exclusively produce dormant offspring, which wake up
immediately to form the next generation. The setting in Figure 7 (right) resembles
an approximation of this extreme case.
Of course, the above examples invite a much larger and systematic study of pa-
rameter ranges and switching strategies, but we think that this goes beyond the
scope of the present paper, with its focus on mathematical methods. Indeed, in the
next section, we try to get some systematic insight into methods for the computation
of Lyapunov exponents in our dormancy scenario, including a review of methods
that have been used in similar modeling set-ups so far.
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FIGURE 7. Left and right: Fair comparison of various stochastic
switchers in the regimes of Example 2.17 (1) and (2) resp., Lya-
punov exponents taken as functions of α. Line: ϕsto, ∆,∇: simu-
lated values of ϕ for strategies defined by M∆,M∇ resp. from Re-
mark 2.21.
3. TECHNICAL RESULTS FOR RANK-1 AND RANK-2 SWITCHING STRATEGIES
In this section, we provide theoretical results for the explicit computation and
bounds for maximal Lyapunov exponents related to switching strategies in BGW-
PDRE. We obtain proofs for Theorems 2.11, 2.12 (rank-1 case) and 2.13 (rank-2
case). We also provide additional bounds in the rank-2 case and a short literature
review.
3.1. Rank-1-matrices and exact results. Consider a stationary and ergodic se-
quence (M1,M2, . . .) of non-negative p × p matrices such that, for any n ∈ N, the
rank of Mn is equal to one. Hence, for any n ∈ N, we can find column vectors
`n, rn ∈ [0,∞)p such that Mn = `n · r>n . Note that in this case, only one eigenvalue
of Mn is non-zero and, as a consequence, %(Mn) = trMn.
Lemma 3.1. Let (M1,M2, . . .) be a stationary and ergodic sequence of non-negative
p× p matrices with Mn = `n · r>n for any n ∈ N. Suppose that E
[
log+ ‖`1‖
]
<∞ and
E
[
log+ ‖r1‖
]
<∞. Then, P-a.s. and in mean,
ϕ = lim
n→∞
1
n
log ‖M1 · . . . ·Mn‖ = E
[
log 〈r1, `2〉
]
. (3.1)
Proof. First, note that both E
[
log+〈r1, `2〉
]
<∞ and E[ log+ ‖M1‖] <∞. The latter
ensures that the maximal Lyapunov exponent, ϕ, exists P-a.s. and in mean. Thus it
remains to show that ϕ is equal to the expression on the right-hand side of (3.1).
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In order to apply [36, Theorem 1] which ensures that ϕ is finite, we first assume
that E
[
log ‖M1 · . . . ·Mn‖
] ≥ −An for some A ∈ [0,∞) and all n ∈ N. This implies
that log 〈r1, `2〉 ∈ L1(P), log ‖`1‖ ∈ L1(P) and log ‖r1‖ ∈ L1(P). In particular, P-a.s.,
〈rn, `n+1〉 > 0 for all n ∈ N. Since
1
n
log ‖M1 · . . . ·Mn‖ = 1
n
n−1∑
i=1
log 〈ri, `i+1〉 + 1
n
log ‖`1 · r>n ‖ (3.2)
we immediately deduce from Birkhoff’s ergodic theorem that the first term on the
right-hand side of (3.2) converges, P-a.s. and in L1(P), to E
[
log〈`1, r2〉
]
as n→∞.
Since supn∈N E
[| log ‖`1 · r>n ‖|] <∞, it follows that limn→∞ 1n E[| log ‖`1 · r>n ‖|] = 0,
and (3.1) holds in mean. Moreover, for any ε > 0
∞∑
n=1
P
[| log ‖`1 · r>n ‖| ≥ εn] ≤ 2Cε (E[| log ‖`1‖|] + E[| log ‖r1‖|]) < ∞,
where the constant C ≥ 1 appearing in the computation above results from the
comparison of equivalent matrix norms. Thus, by using the Borel-Cantelli Lemma
we conclude that, P-a.s., limn→∞ 1n log ‖`1 · r>n ‖ = 0, and (3.1) follows.
However, if the additional assumption above is violated then we conclude that
E
[
log〈r1, `2〉
]
= −∞. Thus, by [36, Theorem 2], the maximal Lyapunov exponent,
ϕ, as well as the limit of the sum on the right-hand side of (3.2) exists with prob-
ability one, and ϕ = −∞. Using that supn∈N E
[
log+ ‖`1 · r>n ‖
]
< ∞ concludes the
proof. 
Corollary 3.2. Let Z be a p-type BGWPRE in environment (In) given in Definition 2.3.
Suppose that rkM(e) = 1, trM(e) > 0 for any e ∈ {1, 2}, and tr(M(1) ·M(2)) > 0.
Then, P-a.s.,
ϕZ =
s2
s1+s2
log trM(1) + s1s1+s2 log trM(2) +
s1s2
s1+s2
log
( tr(M(1)M(2))
trM(1) trM(2)
)
.
Proof. By Lemma 3.1, it holds that, P-a.s.,
ϕZ = E
[
log 〈r(I0), `(I1)〉
]
=
∑
i,j∈{1,2}
piI(i)PI(i, j) log 〈r(i), `(j)〉.
By using that 〈`(e), r(e)〉 = trM(e) for any e ∈ {1, 2}, 〈r(1), `(2)〉〈r(2), `(1)〉 =
tr(M(1) ·M(2)) and piI(1)PI(1, 2) = piI(2)PI(2, 1), the assertion follows. 
Proof of Theorem 2.11 and 2.12. This is a direct consequence of Corollary 3.2. 
Remark 3.3 (Connection to [19]).
(1) Similarly to [19, Propositions 1 and 7], the responsive switcher can be
regarded as a 1-type BGWPRE process in a more complex random envi-
ronment, here given by ((In, In+1))n with corresponding offspring means
m1,i = mi and m2,i = 1− di for i ∈ {1, 2}. With this, Theorem 2.11 follows
by applying the Ergodic Theorem.
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(2) For a given fixed mean offspring per type and environment, say (mt(e))1≤t≤p
for e ∈ {1, 2}, consider a collection of distributions of offspring types – say
νt(e) ∈ Rp≥0 for 1 ≤ t ≤ p, e ∈ {1, 2} – as reproduction strategy. In [19]
the maximal Lyapunov exponent can only be computed explicitly in the so-
called non-hereditary case, that is, when the distributions of offspring types
do not depend on the parent type, νt(e) = ν(e). Regarding m(e) = (mt(e))t
and ν(e) as column vectors in Rp≥0, the corresponding mean matrices are
M(e) = m(e) · ν(e)>
and thus, of rank 1. Hence, the case in which [19] obtain exact results for
ϕZ aligns with the case where we do.
A natural generalization is to give type-t-individuals an offspring type
distribution depending on e as a convex combination of two distributions,
say ν(e) and µ(e). This provides a simple example of the hereditary case
and produces mean matrices of rank at most 2.
3.2. Rank-2-matrices and bounds. This section provides an overview of several
bounds for upper Lyapunov exponents that can be found in the literature. A com-
parison of these with respect to the application to stochastic switching will be given
as well as remarks on potential improvements.
In the sequel, consider a stationary and ergodic sequence (M1,M2, . . .) of non-
negative p× p matrices such that, for any n ∈ N, the rank of Mn is at most two, i.e.
we can find column vectors `in, r
i
n ∈ [0,∞)p, i ∈ {1, 2} such that
Mn =
2∑
i=1
`in · (rin)>
for any i ∈ N. Further, for any i ∈ N, we denote by An,n+1 a non-negative 2 × 2
matrix that is defined by
An,n+1 :=
(
〈r1n, `1n+1〉 〈r1n, `2n+1〉
〈r2n, `1n+1〉 〈r2n, `2n+1〉
)
. (3.3)
Note that the sequence (A1,2, A2,3, . . .) is as well stationary and ergodic.
Remark 3.4. There are several ways to decompose a non-negative 2× 2-matrix into
the sum of two products of non-negative vectors, e.g. for any a, b, c, d ≥ 0 and ab > 0
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it holds
A :=
(
a b
c d
)
=
(
1
0
)
· (a b)+ (0
1
)
· (c d) (3.4)
=
(
a
c
)
· (1 ba)+ (01
)
· (0 detAa ) (3.5)
=
(
b
d
)
· (ab 1)+ (01
)
· (− detAb 0) , (3.6)
where the entries in (3.4) are always non-negative, in (3.5) they are non-negative
if detA ≥ 0 and in the last if detA ≤ 0.
Lemma 3.5. Let (M1,M2, . . .) be a stationary and ergodic sequence of non-negative
p×p matrices with Mn =
∑2
i=1 `
i
n ·(rin)> for any n ∈ N and log ‖`i1‖, log ‖ri1‖ ∈ L1(P)
for any i ∈ {1, 2}. Then, P-a.s. and in mean,
ϕ = lim
n→∞
1
n
log ‖M1 · . . . ·Mn‖ = lim
n→∞
1
n
log ‖A1,2 · . . . ·An−1,n‖. (3.7)
Proof. First, by an elementary computation, we get that E
[
log+ ‖M1‖
]
< ∞ and
E
[
log+ ‖A1,2‖
]
<∞. Thus, [36, Theorem 6] implies that
lim
n→∞
1
n
log ‖M1 · . . . ·Mn‖ and lim
n→∞
1
n
log ‖A1,2 · . . . ·An−1,n‖
exist P-a.s. and in mean. Thus, we are left with showing that both limits coincide.
Recall the limit does not depend on the chosen matrix norm. Thus, for the matrix
norm ‖B‖ := ∑pi,j=1 |Bi,j | we obtain
‖M1 · . . . ·Mn‖ =
2∑
i,j=1
(
A1,2 · . . . ·An−1,n
)i,j ‖`i1‖1 ‖rjn‖1.
By setting Rn :=
∑2
i=1(| log ‖`i1‖1|+ | log ‖rin‖1|) for any n ∈ N, it follows that
− 1
n
Rn ≤ 1
n
log ‖M1 · . . . ·Mn‖ − 1
n
log ‖A1,2 · . . . ·An−1,n‖ ≤ 1
n
Rn.
Thus, by using the same argument as in the proof of Lemma 3.1, we obtain that,
P-a.s. and in mean, limn→∞ 1nRn = 0, which concludes the proof. 
Next, we focus on establishing various bounds for the maximal Lyapunov expo-
nent for the resulting product of 2× 2 matrices.
Proposition 3.6. Let (In) be a stationary and ergodic Markov chain with values
in Ω′ = {1, 2} as given in Definition 2.3, and A : Ω′ × Ω′ → [0,∞)2×2 such that
E[| log ‖A(I0, I1)‖|] <∞. Then the following statements hold:
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(a) For λ : Ω′ × Ω′ → (0,∞) set A∗n,n+1 ≡ A∗(In, In+1) := A(In, In+1)/λ(In, In+1).
Then, P-a.s. and in mean,
lim
n→∞
1
n
log
∥∥A1,2 · . . . ·An−1,n∥∥ ≤ E[log λ(I0, I1)] + log %(Â∗), (3.8)
where %(Â∗) denotes the spectral radius of the (4× 4)-matrix Â∗ which is given by
Â∗ :=
(
(1− s1)A∗(1, 1) s1A∗(1, 2)
s2A
∗(2, 1) (1− s2)A∗(2, 2)
)
. (3.9)
(b) For n ≥ 1 denote by Dn the set of probability density functions on {1, 2}n. Then,
P-a.s. and in mean,
lim
n→∞
1
n
log
∥∥A1,2 · . . . ·An−1,n∥∥ ≥ lim sup
n→∞
sup
ν∈Dn
1
n
( n−1∑
k=1
Eν [Xk] +H(ν)
)
,
where Xk = logA(Ik, Ik+1)αk,αk+1 , Eν denotes integration by α ∈ {1, 2}n with
respect to ν and
H(ν) = −
∑
α∈{1,2}n
ν(α) log ν(α)
the entropy of ν.
Proof. (a) First, by the ergodic theorem, we have that, P-a.s. and in mean,
lim
n→∞
1
n
log
∥∥A∗1,2 · . . . ·A∗n−1,n∥∥
= E
[
log λ(I0, I1)
]
+ lim
n→∞
1
n
E
[
log
∥∥A∗1,2 · . . . ·A∗n−1,n∥∥].
Moreover, it is well known that an upper bound for the maximal Lyapunov exponent
of the stationary and ergodic sequence (A∗1,2, A∗2,3, . . .) follows immediately from
Jensen’s inequality. Indeed,
E
[
log
∥∥A∗1,2 · . . . ·A∗n−1,n∥∥] ≤ logE[∥∥A∗1,2 · . . . ·A∗n−1,n∥∥]
= log(piI ⊗ 12)>(Â∗)n−1(14),
where 1k := (1, . . . , 1) ∈ Rk. Since
log min
i∈{1,2}
piI(i) + log ‖(Â∗)n−1‖ ≤ log(piI ⊗ 12)>(Â∗)n−1(14) ≤ log ‖(Â∗)n−1‖,
where we used the matrix norm ‖B‖ = ∑i,j |Bi,j |, B ∈ R2×2, the assertion follows
from [29, Corollary 5.6.14].
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(b) Note that, for any ν ∈ Dn,
‖A1,2 · . . . ·An−1,n‖ =
∑
α∈{1,2}n
n−1∏
k=1
A
αk,αk+1
k,k+1
≥
∑
α: ν(α)>0
ν(α) exp
( n−1∑
k=1
logA
αk,αk+1
k,k+1 − log ν(α)
)
The result follows from Jensen’s inequality, taking supremum and limit superior.
Note that the right-hand side converges almost surely and hence in mean by mono-
tone convergence. 
Proof of Theorem 2.13. Since w and d do not depend on e, it holds detM(2) =
α detM(1). Notably, when detM(1) = 0, this lower bound equates to the result
from Theorem 2.12. Hence, in what follows we assume detM(1) 6= 0.
For detM(1) > 0, using representation (3.5) we obtain
A(i, j) =
(
αj−1ma + wmdma
md
ma
w detM(1)
ma
detM(1)
ma
)
,
where A(i, j)1,1 = trM(j) − detM(1)ma . On the other hand, if detM(1) < 0 and we
use (3.6),
A(i, j) =
(
trM(j) 1
−detM(j) 0
)
.
Hence, in both cases it holds A(i, j)1,1 = trM(j) − (detM(1)/ma)+ and Proposi-
tion 3.6(b) concludes the proof by considering νn = δ{1}n ∈ Dn and applying the
Ergodic Theorem. 
Remark 3.7 (Further bounds on the maximal Lyapunov exponent). Consider the
stochastic switching model with mean matrices M(1) and M(2).
(1) If w1 ≤ w2 and w1 + d1 ≤ w2 + d2, then M(2)i,j ≤ M(1)i,j for any i, j ∈
{1, 2}. In particular, ‖M(2)n‖ ≤ ‖M1 · . . . ·Mn‖ ≤ ‖M(1)n‖. Thus, by [29,
Corollary 5.6.14], we obtain that, P-a.s. and in mean,
ln %(M(2)) ≤ ϕZ ≤ ln %(M(1)).
Note that such kind of worst-case/best-case estimate has also been obtained
in [44, Proposition 10]. In particular, this bound does not take into account
the lengths of the environmental phases given by s−1e and hence cannot
capture the effects illustrated in Remark 2.18.
(2) In view of Remark 2.9 any sub-multiplicative function ‖ · ‖ : R2×2≥ → (0,∞)
yields that ϕZ ≤ E[log ‖M(I0)‖]. Likewise, for any super-multiplicative
function f : R2×2≥ → (0,∞) we obtain that ϕZ ≥ E[log f(M(I0))]. Examples
of super-multiplicative functions are the minimal column and row sums,
respectively, any diagonal element, or the permanent of a matrix A.
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For an slightly improved upper bound note that for any sub-multiplicative
matrix norm ‖ · ‖∥∥∥ n∏
k=1
Mk
∥∥∥ ≤ n∏
k=1
‖Mk‖ ·
n−1∏
k=1
( ‖M(1)M(2)‖
‖M(1)‖‖M(2)‖
)
1Ik=1,Ik+1=2
,
which takes into account the effects of one type of environmental change.
Hence, we obtain that ϕZ ≤ E[log ‖M(I0)‖] + Ψ, where
Ψ =
s1s2
s1 + s2
log
(min{‖M(1)M(2)‖, ‖M(2)M(1)‖}
‖M(1)‖‖M(2)‖
)
≤ 0.
As one can see in Figure 8, for small α in some cases this can give a better
upper bound than the one from [28].
A more evolved approach is to choose a sequence (νn) such that (αk)k can be
interpreted as path of a Markov chain. Combining this ansatz with Markov chain
limit results leads to
Corollary 3.8. For i, j, y ∈ {1, 2} let µijy ∈ [0, 1], such that the stochastic matrix Q
defined as

11 12 21 22
11 (1− s1)µ111 (1− s1)(1− µ111) s1µ121 s1(1− µ121)
12 (1− s1)µ112 (1− s1)(1− µ112) s1µ122 s1(1− µ122)
21 s2µ211 s2(1− µ211) (1− s2)µ221 (1− s2)(1− µ221)
22 s2µ212 s2(1− µ212) (1− s2)µ222 (1− s2)(1− µ222)

is irreducible and aperiodic, and denote by q its stationary distribution. Then,
ϕZ ≥
∑
i,j,y,z∈{1,2}
qiyQ
iy,jz
(
logA(i, j)y,z + h(µijy)
)
,
where h(x) = 0 if x ∈ {0, 1} and h(x) = −x log x− (1− x) log(1− x) otherwise.
Let us point out that this result can also be deduced directly from [3, Theo-
rem 4.3], where the authors, based on concepts from equilibrium statistical me-
chanics, established a variational characterization of the maximal Lyapunov expo-
nent for general ergodic sequences of positive matrices statisfying certain integra-
bility conditions. Nevertheless, for the sake of being self-contained we provide a
proof of Corollary 3.8 at the end of this section. A similar upper bound has been
derived by Gharavi and Anantharam [25].
Note that Corollary 3.8 in this special case offers an analytical approach for find-
ing an over-all reliable lower bound by adjusting the eight µ-parameters. Addition-
ally, it provides a way to give approximate uniform lower bounds (e.g. in α, see
Figure 8 left and mid).
Remark 3.9 (Connection to [28] and [39]).
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(1) Using equation (3.4) for both mean matrices of the stochastic switcher
yields A(i, j) = M(i). Hence, letting λ(e, ·) = %(e), Proposition 3.6-(a)
gives the same upper bound as in [28, Theorem 2]. Changing the values
of λ allows to influence the loss from the estimation by Jensen’s inequality.
Hence, the freedom to choose λ offers potential improvement for this upper
bound.
(2) Analogous to Corollary 3.8 the method in [28] is based on constructing νn
via transition matrices of the form
Θ(e) := diag(v(e))−1 · M(e)
%(e)
· diag(v(e)),
where v(e) denotes the respective and suitably normalized right-eigenvectors
of M(e). In fact, the lower bound in [28, Theorem 3] can be achieved from
Corollary 3.8 by choosing µijy = Θ(i)y1 and, as above, A(i, j) = M(i) by
decomposition (3.4). Then,
Q =
(
Θ(1) 0
0 Θ(2)
)
·
(
PI ⊗
(
1 0
0 1
))
as well as∑
j,z∈{1,2}
Qiy,jz
(
logA(i, j)y,z + h(µijy)
)
=
2∑
j=1
P ijI
(
Θ(i)y1 logM(i)y1 + Θ(i)y2 logM(i)y2 + h(Θ(i)y1)
)
= log %(i) + log v(i)y −Θ(i)y1 log v(i)1 −Θ(i)y2 log v(i)2,
such that the lower bound in Corollary 3.8 becomes
E[log %(0)] + q
(
I4 −
(
Θ(1) 0
0 Θ(2)
))
log v(1)1
log v(1)2
log v(2)1
log v(2)2
 , (3.10)
which illustrates the connection. Figure 8 demonstrates that there are
choices for the parameters µ that can be made to improve the lower bound
from [28], especially for small α. This particular choice of transition matri-
ces Θ(e) defines a Markov chain (Yk) closely related to the so-called retro-
spective process (cf. [54, Chapter 3]).
(3) Kussel and Leibler [39] approximate the maximal Lyapunov exponent un-
der a slow environment condition. The soundness of this approximation
can be verified by the above discussed bounds of [28]: As s1, s2 → 0 and
s1/s2 → τ > 0, PI gets close to I2 and hence, the second addend in (3.10)
approaches q(I4 −Q) log v = 0. On the other hand, the Â∗-matrix obtained
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FIGURE 8. Left and mid: Comparison of lower bounds of ∆- and
∇-strategy resp. in setting of Figure 7 (right) – red: Theorem 2.13,
black: Corollary 3.8 maximized over 1000 random choices of the
µ-parameters, blue: [28, Theorem 3], ∆ and ∇: approximation via
simulation. On the right: Comparison of upper bounds – black: im-
proved norm bound from Remark 3.7-(2) with respect to ‖ · ‖1, blue:
[28, Theorem 2], ∆: approximation via simulation – each again as
functions of α via fair comparison.
in Remark 3.9(1) tends to(
M(1)/%(1) 0
0 M(2)/%(2)
)
,
such that %(Â∗) → 1. Thus, both bounds approach E[log %(0)] and so does
ϕZ .
Proof of Corollary 3.8. Denote by γi = qi1q11+q12 and by (Yk)k≥1 random variables on
{1, 2} holding P[Y1 = 1 | I1] = γI1 and
P[Yn+1 = 1 | Yn, In, In+1] = µIn,In+1,Yn
for all n ≥ 1. Then, ((In, Yn))n is a time-homogeneous stationary Markov chain
with transition matrix Q. Furthermore, (Yn)n with Yn := ((In, Yn), (In+1, Yn+1)) is
a homogeneous Markov chain with stationary distribution q(2) given by
q
(2)
ab = qa ·Qab = (diag(q) ·Q)ab
for a, b ∈ {11, 12, 21, 22}. Now, Xn = f(Yn) with f(i, y, j, z) = logA(i, j)y,z. Letting
νIn the distribution of (Yk)1≤k≤n conditional on (Ik), it follows by stationarity of the
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Yk and ergodicity that
1
n
n−1∑
k=1
EνIn [Xk] =
1
n
n−1∑
k=1
E[f(Yk) | Ik, Ik+1] n→∞−−−→ Eq(2)
[
f(I1, Y1, I2, Y2)
]
amounting to the first addend of the lower bound. On the other hand, using the
Markov property,
1
n
H(νIn) := −
1
n
∑
α∈{0,1}n
νIn(α) log ν
I
n(α) = −
1
n
E
[
log νIn(Y1, . . . , Yn) | (Ik)k≤n
]
=
1
n
n−1∑
k=1
E
[
h(µIkIk+1Yk) | Ik, Ik+1
]
+O(1/n).
Hence, by stationarity of (Yk) and the Ergodic Theorem it follows
1
n
H(νIn)
n→∞−−−→ Eq(2)
[
h(µI1I2Y1)
]
and the corollary holds by Proposition 3.6-(b). 
4. DISCUSSION AND OUTLOOK
4.1. Discussion. In the previous sections, we investigated 2-type branching pro-
cess models in random environments that are tailored to the modeling of popula-
tions with seed banks comprised of dormant individuals. These models incorpo-
rate different switching strategies between active and dormant states (including re-
sponsive and spontaneous switching, and mixtures of these), type-specific relative
reproductive costs, and stationary and ergodic environments switching randomly
between healthy and harsh states of variable severity. They are in a tradition of
earlier (deterministic and stochastic) models from population biology incorporat-
ing switches, in particular those of Malik and Smith [44] for dormancy described
by deterministic dynamical systems, and of Dombry, Mazza and Bansaye [19], de-
scribing phenotypic switches by branching processes in random environments. We
will now discuss our models and results, including their distinctive features and
novelties, from a somewhat elevated perspective, and try to put them in the con-
text of this earlier work, thus contributing to the conceptual understanding of how
switching strategies, distributional properties of environments, reproductive costs
and stochastic vs. deterministic modeling affect the (potential) fitness benefits of
dormancy traits in unstable environmental conditions.
‘Take-home messages’ and relation to the ‘rules of thumb’ of Malik and Smith.
In [44], the authors provide rigorous results in a deterministic dynamical-systems
based set-up. Although their modeling approach is different from ours, and they de-
rive most of their results for deterministic and periodically switching environments,
it is still instructive to compare them, since there are important similarities, but also
distinctions and novelties obtained in our framework. In their discussion section,
Malik and Smith provide several ‘rules of thumb’ summarizing their findings. We
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try to formulate a corresponding set of such rules; however, one should be careful
with these necessarily vague statements - in doubt one always needs to come back
to the exact mathematical results, or carry out additional simulations to cover the
concrete scenario in question. Note that the following statements refer to our ‘fair
comparison’ assumption (γ = 1).
(1) Both the responsive and the stochastic switchers are more fit
than the ‘sleepless’ population when i) good times are rare and ii)
bad times are sufficiently harsh. Otherwise, the sleepless case has a
(potentially strong) fitness advantage.
This was essentially also observed in [44]. Here, i) corresponds in our setting to
the condition s2  s1. In this case indeed we see that ϕX is small – cf. Figure 3.
However, one should note that this observation also depends on the severity α of the
‘harsh’ environmental state, as we observe that ϕX will eventually always dominate
when α increases to 1, thus explaining the additional condition ii). In fact, we can
strengthen this rule by adding that both the responsive or the stochastic switcher,
under suitable reproductive parameters and under fair comparison, can even be
exclusively super-critical (“strong fitness advantage”), if the ratio between good
times and bad times is sufficiently balanced, cf. the colored areas of Figure 3. From
now on, we will always assume a sufficiently severe harsh environment (that is, α
is sufficiently small.
Note that for the limit α ↓ 0 the horizontal line in Fig. 3 tends to a horizontal line
through the point 1, the slope of the linear function through the origin tends to∞,
and the separatrix between the responsive and spontaneous switcher tends to the
function [0, 1] 3 s1 7→ 1− 1(0,1](s1). In this case, the stochastic switcher completely
dominates the diagram, but has no strong fitness advantage.
(2) The responsive switcher is more fit than the stochastic switcher
when environmental states change rarely.
Note that a similar rule has been stated in [39]. The corresponding rule in [44] is
that the “responsive switcher is more fit than the stochastic switcher when either
good times are very rare or are very common”. In our case, this would correspond
to the condition that either s1  s2 or s2  s1, suggesting that the point (s1, s2) lies
below the graph of a suitable ‘hyperbola’. Indeed, we are able to compute the exact
boundary of the region where ϕres > ϕsto, which is given by (2.8), see Figure 3
and Remark 2.20 above. Hence we are able to provide a very explicit and exact
classification of fitness advantage areas. However, we also see that ϕres > ϕsto
when environmental states both change rarely, i.e. also if s1 and s2 are small. Since
[44] only consider environmental cycles of fixed length T ≡ s−11 + s−12 , they cannot
observe this effect. In contrast, [44] also provide results for the limit of extremely
quickly fluctuating environments, which are meaningless in our model, since we
assume discrete time/generations.
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(3) Mixed strategies, that is, ‘second-level bet-hedging’, is fitter than
the other ‘pure’ strategies in certain ‘intermediate’ regimes, that is,
when the product s1 · s2 is neither too small nor too large.
This is illustrated by Figure 4, where two separatrices emerge, again providing an
exact classification of dominant fitness regions. Here, again, the condition on s1 ·
s2 mentioned above is really not a precise mathematical statement, but could be
replaced by exact formulas for the corresponding separatrices; however, these will
be complicated and we refrain from including them in this rule of thumb.
Interestingly, we see that the mixed strategy can even be uniquely super-critical
(“strong fitness advantage”), when, in addition to the product, the ratio s1/s2 is
sufficiently bounded. This ‘rule’ has no analogue in [44], since although they men-
tion ‘hybrid’ strategies (p. 1144), they do not provide any results for them. Note
that mixed strategies could be seen as a kind of bet-hedging on the level of switch-
ing strategies, and we thus suggest the term ‘second-level bet hedging’. Classical
bet-hedging, first developed in the context of plants [16], but common also in (iso-
genic) microbial populations [18], which refers to keeping phenotypic variability,
may then be considered as ‘first level bet hedging’.
The phenotypic switching model of Dombry, Mazza and Bansaye and the hered-
itary vs. non-hereditary case. Regarding the results in [19] on branching pro-
cesses in random environment, recall that the authors deal with a general frame-
work for phenotypic switches between potentially many types, and with a much more
general class of random environments than in our model (though still assumed to
be stationary and ergodic). However, in some regards (when considering active and
dormant states as different phenotypes that one can switch between), their model
and results are also more restrictive than ours, and some scenarios of dormancy-
related reproduction are not covered. To understand these differences, let us recall
their distinction between hereditary and non-hereditary reproduction resp. switch-
ing strategies. In non-hereditary strategies, in a first step, the offspring numbers of
individuals are sampled, and then, in a second step, independently, the new pheno-
types are attached to the offspring individuals. This case clearly disentangles repro-
duction and phenotype-allocation and allows to obtain a wealth of elegant results
on the fitness and optimality of switching strategies. In contrast, the hereditary case
does not feature this disentanglement, and type allocation may depend on the type
of the parents. Because of this, this case is mathematically much harder to investi-
gate. In fact, here, [19] provide no systematic results for the Lyapunov exponents
of the system (though they give a bound for the ‘finite time growth rate’).
Unfortunately, the mathematically tractable non-hereditary case already excludes
our simple example for dormancy-related reproduction being the result of either
binary fission or sporulation from Section 2.1, since here, the offspring number
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determines the offspring type (two in the case of fission, one in the case of sporu-
lation). It is still possible to transfer some of their machinery to the cases which in
our models correspond to rank-1 matrices, but not to the rank-2 case.
Nevertheless it is interesting to compare some of the results for the non-hereditary
case with our results, at least on a qualitative level. In the case with spontaneous
switching (related to the ‘no-sensing’ case in the language of [19]), they show that
there are situations where a strategy that produces several phenotypes can have a
strong fitness advantage over the simple ‘single-type’ strategy (‘sleepless’ without
dormancy resp. phenotypic variability), cf. their Section 1.1.1. For the case with
‘sensing’ (which corresponds to responsive switching), they show that in the pres-
ence of rarely changing environments, responsive switching is optimal, whereas a
mixed strategy is optimal in intermediate regimes, and a strategy “where organ-
isms being in the favorable state are pushed to the unfavorable state” is optimal for
highly fluctuating environments. This corresponds to our observation in Figure 7
(right) and Remark 2.21, since the negative-determinant-variant resembles a ’push
out of favorable state’-effect. Again, at least on a qualitative level, this fits to rules
(2) and (3), and nicely corresponds to our Figure 4.
The role of relative reproductive costs and ‘weighted fair comparison’. Note
that while [19] do consider mixed switching strategies (in contrast to [44]), their
modeling always implicitly implies a ‘fair-comparison’ of reproductive strategies (cf.
their modeling with fixed type distributions Υt,e on p. 377), corresponding to our
comparison with γ = 1. If this assumption is violated, that is, dormant offspring
are either ‘more cost efficient’ than active offspring (γ < 1), or ‘more expensive’
(γ > 1), the picture regarding optimal strategies becomes very rich and exhibits
novel effects. Note that situations in which dormant offspring are more expensive
than active offspring could relate for example to the sporulation process of Bacil-
lus subtilis, which takes much longer than producing an active offspring by binary
fission [47], and thus leads to fewer dormant offspring per time unit, resulting in
higher ‘effective’ costs. On the other hand, plants often produce many seeds at a
low cost, and this is clearly the optimal strategy in the presence of extremely harsh
environments (‘winter’) that effectively kills all ‘active’ individuals from the current
generation of a species.
In the present paper, the following picture emerges (cf. Figure 5): Under reduced
costs for dormant individuals (here, γ = 1/2), rule (1) still holds in a qualitative
sense; however, the region where the sleepless case is optimal is further reduced,
and the region where the stochastic switcher has a strong fitness advantage is sig-
nificantly expanded (but not so much the overall region where it is optimal but does
not necessarily have a strong fitness advantage). This suggests the following rule:
(4) Low relative reproductive costs for dormant individuals may
strongly increase the effectiveness of the stochastic switching strategy
when environments fluctuate quickly.
36 JOCHEN BLATH, FELIX HERMANN, AND MARTIN SLOWIK
Under increased costs for dormant offspring (here, γ = 2), an entirely new effect
appears. Here, the ‘sleepless’ population can suddenly have a strong fitness advan-
tage in quickly fluctuating environments, at the cost of the stochastic switcher.
(5) High relative reproductive costs for dormant individuals may
strongly increase the effectiveness of the sleepless strategy if environ-
ments fluctuate quickly.
Interestingly, both the responsive and the mixed strategies seem less severely af-
fected by variable relative reproductive costs.
(6) The responsive switching strategy is relatively robust under mod-
erate changes in relative reproductive costs in its region of dominance.
However, for strong relative fitness differences (e.g. γ = 1/10), the qualitative pic-
ture may change drastically (cf. Figure 6). For example, in this case, the separatrix
between the regions of dominance of the responsive and the stochastic switcher
becomes a straight line. This invites a more comprehensive study of the sensitivity
of the optimal strategies on the relative reproductive cost, which however seems
beyond the scope of the present paper.
Stochastic vs. deterministic modeling. Given the long tradition of stochastic vs.
deterministic modeling in population dynamics, here represented by branching pro-
cesses vs. dynamical systems, it is interesting to assess, at least rudimentarily, which
similarities and differences of the conclusions under the respective modeling frame-
works can be attributed to these modeling assumptions.
A first observation is that several qualitative results remain valid under both mod-
eling assumptions (e.g. regarding rule 1). The mathematical reason is that the max-
imal Lyapunov exponent in the stochastic case depends on the mean matrices of the
offspring distributions of the branching processes and thus typically agrees with
those of the dynamical systems. We can imagine that having a truly random envi-
ronment (in contrast to a periodically changing deterministic environment) should
alter the behaviour of the system in certain cases (e.g. perhaps w.r.t. the second-level
bet-hedging), but since mixed strategies were not treated in [44], this is beyond the
scope of the present article.
Differences do appear for example when taking the limit in extremely quickly
fluctuating populations (as in [44]), which is meaningless in our discrete-time
model. This could be remedied by switching to continuous-times birth-death pro-
cesses instead of branching processes, but having these extremely quick fluctuations
seems not very realistic in either case.
We would expect strong differences (and in fact major advantages of stochastic
modeling) in situations when population size may fluctuate strongly, and in par-
ticular may be very small, so that stochasticity has a strong effect. This could for
example be the case in scenarios when new dormancy traits invade a resident pop-
ulation without this trait (as in [14]), or infections at an early stage, but this has
not been considered in the present paper.
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Stochasticity is certainly also relevant when considering extinction probabilities,
which by definition involve small population sizes. Related questions have been
treated by Jost and Wang [30], which investigate the extinction probability of
branching processes under optimal phenotype allocation.
When population size is reasonably large, seminal results of Kurtz [37] (see also
the comprehensive theory in [21]) show that finite-type birth-death processes (and
thus also discrete-time branching processes under suitable conditions) converge
uniformly to the corresponding dynamical systems as the population size tends to
infinity. This can be generalized to spatial and measure-valued set-ups, see the (also
seminal) paper by Fournier and Me´le´ard [23].
4.2. Outlook. Note that our results are still incomplete. For example, we are only
able to provide exact results for certain classes of switching regimes, which however
include important special cases. The other cases could be approximated by the
methods outlined in Section 3.2, or by simulation. The results are often in line with
intuition, but beyond that give exact quantitative insights.
Our study thus invites further research in several directions, which we now briefly
outline. We distinguish between more theoretical / mathematical and empirical /
biological tasks and project ideas, some of which are admittedly speculative.
On the mathematical side, progress regarding the exact computation of Lyapunov
exponents is certainly desirable, but this is known to be difficult and probably needs
particular and sophisticated methods for particular switching strategies, depending
on the algebraic properties of the underlying mean matrices. Systematic and com-
prehensive progress is thus still elusive.
A promising and more readily accessible task is to extend the modeling frame of
our BGWPDRE. For example, one could involve much more general environmental
processes (still stationary and ergodic), such as in [19]. Further, one might wish to
switch from discrete time/generation branching processes to continuous-time birth-
death processes. This also invites to switch to an ‘adaptive dynamics’ related set-up,
in which one could try to merge random environments and dormancy with com-
petition and mutation. A starting point could be the recent model on dormancy
under competition in [14], extended by rates depending on the state of a (deter-
ministically or randomly fluctuating) environment. Having more than one species
with potentially different dormancy strategies, perhaps even in a spatial set-up a` la
[23], could lead to truly ecological models. If necessary, these could be approached
by simulation instead of rigorous analysis. Highly interesting in this context would
also be to replace the ‘random’ environment by treatment protocols to optimize e.g.
the efficiency of anti-biotic treatment.
On the biological side, it seems necessary to calibrate the above systems (and the
more sophisticated models yet to be developed) to the behaviour of model species,
where switching strategies are known and parameters could be estimated. This
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invites experiments under controlled lab conditions, where, e.g., environmental
conditions could be externally controlled. It would be very interesting to see in how
far theoretically predicted patterns manifest themselves in these experiments.
This goes hand-in-hand with theoretical assessments in clinical set-ups. We think
that inter-disciplinary cooperation could be rewarding here, and the recent work on
stochastic individual based modeling of a certain immune-therapy of cancer [26]
could be seen as a promising example.
Finally, a very interesting field of research, combining mathematical and biolog-
ical aspects, could be related to the effects of long-term changes in the distribution
of the random environment (for example due to climate change). It is well-known
that climate change can have a serious impact on seed banks, see e.g. [45]. From
a mathematical point of view, it would be interesting to understand the robust-
ness of switching methods, or even bet-hedging strategies on the level of switching
strategies (by using mixtures of switching strategies), under changing environmen-
tal distributions. It seems important to understand and predict the presence of ‘trig-
ger points’, when the underlying systems might completely change their behaviour
(e.g. from super-critical to sub-critical). Of course, mathematically this means that
one would have to move away from the stationarity and ergodicity assumption
of the random environment, which will pose significant challenges. A first way
to approximate such scenarios could be to investigate environments whose distri-
bution involves two different time-scales (preserving the stationarity assumption),
and where the second time-scale is much longer than the first. Rescaling of the
system may then lead to a separation of time-scales which is tractable, again with
potentially interesting mathematical and ecological implications.
5. APPENDIX
In this appendix, we provide the proof of Proposition 2.2 for reference.
Proof of Proposition 2.2. For the classical BGW process (Xn) with offspring distri-
bution QX we write h : [0, 1] → [0, 1], s 7→ h(s) = E[sX1 |X0 = 1] to denote
the corresponding offspring probability generating function. Set h′(1) = µX and
h(0) = QX(0). Recall that, by assumption, the variance of QX is finite. It is
well-known, cf. [6, Theorem I.5.1], that the survival probability σX is given by
1 − x∗, where x∗ is the smallest fixed point of hX . Furthermore it is known that
(µX)
−n P
[
Xn > 0
]
for n → ∞ converges to a positive limit if µX < 1, as does
nP
[
Xn > 0
]
if µX = 1 (cf. [6, Corollary I.11.1] and [6, Theorem I.9.1] respec-
tively). Since Xn > 0 iff TX > n, it follows that
E
[
TX
]
=
∑
n≥0
P
[
TX > n
]
=
∑
n≥0
P
[
Xn > 0
]
is infinite if µX = 1 and finite if µX < 1.
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Coming to (Zn), its offspring probability generating function is given by g :
[0, 1]2 → [0, 1]2 with
g(s1, s2) :=
E
[
s
Z11
1 s
Z21
2
∣∣∣Z0 = (1, 0)]
E
[
s
Z11
1 s
Z21
2
∣∣∣Z0 = (0, 1)]
 .
Now, by [6, Theorem V.3.2], 1 − σZ can be given as the first component of the
smallest fixed point of g. Denoting w = Q2Z(1, 0) and d = Q
2
Z(0, 0) as in the example
in Section 2.1, basic tranformations yield that g(s1, s2) = (s1, s2) iff(
g1(s1, s2)
s2
)
=
(
s1
d+ws1
d+w
)
,
such that by monotonicity 1 − σZ = g1(1 − σZ , d+w(1−σZ)d+w ). From (2.2) we obtain
for s ∈ [0, 1] that
h(s) = 1−
∑
k≥1
QX(k)(1− sk) ≤ g1(s, s) < g1(s, d+wsd+w ),
which implies that 1 − σZ ≥ 1 − σX , i.e. σZ ≤ σX , where the inequality is strict, if
σX > 0.
It remains to prove the results regarding TZ . For this, denoting by m1 = E[Z11 |
Z0 = (1, 0)] and by m2 = E[Z21 | Z0 = (1, 0)], the mean matrix of the offspring
distribution of Z is given by
M =
(
m1 m2
w 1− w − d
)
along with its largest eigenvalue
% = %(w, d) :=
1
2
(
m1 + 1− w − d+
√
(m1 − (1− w − d))2 + 4wm2
)
≥ 1
2
(
m1 + (1− w − d) +
∣∣m1 − (1− w − d)∣∣)
= max{m1, 1− w − d}. (5.1)
Then, (Zn) survives with positive probability iff % > 1, while P
[|Zn| > 0] n→∞−−−→ 0,
if % ≤ 1 (cf. [6, Theorem V.3.2]). More importantly, for case (3), when d is so small
that 1 − d > µZ,1, (5.1) implies %(0, d) > µZ,1. Thus, by continuity, there also is
w > 0 such that %(w, d) > µZ,1.
We now apply [6, Theorem V.4.4]: Since the offspring distributions are of finite
variance, the second moment condition holds and the theorem implies
lim
n→∞ %
−n P
[
Z1n + Z
2
n > 0
] ∈ (0,∞),
which concludes the proof of (3).
For the critical case (2) note that % ≤ max{m1 + m2, 1 − d}. (The maximum
row sum can be seen as an operator norm and hence is an upper bound for all
eigenvalues.) Hence, in the case m1 + m2 = µZ,1 < µX = 1 the proof is complete,
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since P[TZ > n] ≈ %n. At last, it remains to show that even if m1 + m2 = 1, % < 1.
Thus, letting m1 = 1−m2 note that % = 1 iff√
(w + d−m2)2 + 4wm2 = m2 + w + d,
which can only hold if either d = 0 or m2 = 0, both contradicting our assumptions.
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