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[1] This analysis revisits detection and attribution of free atmosphere temperatures from
radiosondes, almost a decade after previous studies. Since that time, data sets have not only
become longer, but understanding of observational uncertainty has vastly improved. In
addition, a coordinated set of experiments exploring the effects of human and natural
forcings on past climate change has been made with a new generation of climate models.
These advances allow a much more thorough analysis of the effects of modeling and
observational uncertainty on attribution results than previously possible. Observational
uncertainty is explored using multiple radiosonde reconstructions including those with
ensembles of realizations exploring the effects of processing choices. Modeling uncertainty
is explored by calculating multiple fingerprints of natural influence (from changes in solar
irradiance and volcanic aerosols) and of human influence (due to greenhouse gases and due
to the effects of combined anthropogenic forcings including stratospheric ozone depletion).
With increased confidence over previous studies, human influences (both greenhouse gas
and other anthropogenic forcings) have been detected in spatiotemporal changes in free
atmosphere temperature from 1961 to 2010, irrespective of whether the full atmospheric
column (30–850 hPa) is examined or purely the troposphere, with stratospheric ozone
depletion dominating the cooling that has been observed in the lower stratosphere. Thus the
advances of the last decade yield increased confidence that anthropogenic influences have
made a substantial contribution to the evolution of free atmosphere temperatures.
Citation: Lott, F. C., P. A. Stott, D. M. Mitchell, N. Christidis, N. P. Gillett, L. Haimberger, J. Perlwitz, and P. W.
Thorne (2013), Models versus radiosondes in the free atmosphere: A new detection and attribution analysis of
temperature, J. Geophys. Res. Atmos., 118, 2609–2619, doi:10.1002/jgrd.50255.
1. Introduction
[2] In the field of detection and attribution, fingerprint
analysis [Hasselmann, 1979] is the standard technique to help
determine the causes of observed climate change. A
fingerprint is a pattern of changes in the climate, simulated
in response to a given forcing. In the free atmosphere, the fin-
gerprint from anthropogenic forcing is a pattern of a warming
troposphere and cooling stratosphere [Karoly et al., 1994].
This fingerprint is unlike that which would result from solar
forcing alone, where an increase would be expected to warm
the stratosphere and vary regionally in the troposphere
[Cubasch et al., 1997; Santer et al., 2003; Gray et al., 2010;
Hegerl et al., 2007]. It also differs from that due to strato-
spheric ozone depletion alone, which cools the stratosphere,
and from explosive volcanic eruptions that inject aerosol into
the stratosphere and which cause a periodic short-term
warming of the stratosphere and cooling of the troposphere.
The aim of this paper is to apply standard fingerprinting
techniques to determine if any of these patterns can be
detected in the observed free atmosphere temperatures since
systematic quasi-global observations by weather balloons
began in the late 1950s.
[3] While the resemblance between the observed pattern
in the free atmosphere and the anthropogenic fingerprint
has long suggested that this is the main cause of the climate
change observed, detection and attribution studies seek to
determine whether such observed changes could not have
happened by chance, i.e., they are outside the range (at some
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significance level) that could be explained by natural internal
variability alone (detection). They then seek to determine to
what extent observed changes can be explained by natural
and anthropogenic factors (attribution). Santer et al. [1995] is
an early example of such a study, wherein the output of a
climate model with a simple slab ocean represented the equilib-
rium climate response. It was found that observed changes up
to 1993 could not be explained by natural factors alone. Subse-
quent detection and attribution studies of free atmosphere
temperatures looked at the space time pattern of changes
with coupled climate models [Tett et al., 1996; Allen and Tett,
1999; Thorne et al., 2002, 2003; Jones et al., 2003]. The results
of these studies supported the earlier conclusion in finding a
significant human influence, in particular from greenhouse
gases, on observed free atmosphere temperature changes.
[4] It should be noted, however, that much of the work on
free atmosphere changes from radiosonde observations is
now a decade old. In more recent years, improved radiosonde
data sets have been developed (detailed in section 2), under-
standing of observational uncertainty has improved [Titchner
et al., 2009], and many innovations have been made between
the previous phase of the Coupled Model Intercomparison
Project (CMIP3) [Meehl et al., 2007] and the current phase
(CMIP5) [Taylor et al., 2011]. For most centers, these include
new model versions, greater horizontal and vertical
resolution, and more realistic external forcings (see
supporting information). CMIP5 models all consider past
stratospheric ozone depletion and its recovery in the
future. The majority of CMIP5 models prescribe ozone
changes by utilizing the time varying ozone database
according to Cionni et al. [2011] or a modification of this
database. The rest of the models include a stratospheric
chemistry scheme and calculate ozone changes interac-
tively [Eyring et al., 2013].
[5] In addition to these improvements, this study is en-
hanced by another 10 years of observational data having
been gathered. This should make it easier to discriminate
between natural and anthropogenic factors (since detection
and attribution requires multi-decadal trends to distinguish
forced trends from natural internal variability [Santer
et al., 2011]). Thus revisiting this topic is timely. This pa-
per focuses on radiosonde data sets, which now span over
50 years, 20 years more than satellite data. This increased
period (from which this study focuses on 1961–2010)
should prove useful for detecting changes in climate. This
paper will use the approaches to detection and attribution
in the free atmosphere taken by Tett et al. [1996], Allen
and Tett [1999], Thorne et al. [2002, 2003], and particu-
larly Jones et al. [2003] to assess this new data. For
companion studies analyzing satellite data, see Santer
et al. [2012].
2. Data Analysis Method
2.1. Data Sets
[6] A number of new radiosonde data sets have been
developed since the studies of a decade ago. Following the
review by Thorne et al. [2011] and having assessed which
data sets and ensembles had coverage for the entire period
of record, four data sets were selected for analysis.
[7] The first of these is HadAT2 [Thorne et al., 2005]. Of
the observational data sets, this has the least spatial
coverage and thus is used as a common mask for all other
data, both observations and models, to allow a like-for-like
comparison. (Note that the change in zonal trends found due
to coverage differences in the observational mask
was typically less than 0.1 K/decade, in line with the find-
ings of Mears et al. [2011]). HadAT employed a neighbor-
composite-based breakpoint identification and adjustment
approach with manual intervention. Adjustments for the
post-2003 portion of the record are assessed manually every
quarter and adjustments therefore have been applied to the
whole of the record.
[8] The other three observational data sets are from the
RICH/RAOBCORE family [Haimberger et al., 2012]. The
first of these sets used is RAOBCORE 1.5, which uses
the ERA-40 [Uppala et al., 2005] and ERA-Interim
reanalyses [Dee et al., 2011] to detect and adjust
for non-climatic breakpoints. The other two are the
ensembles of realizations known as RICH-obs 1.5 and
RICH-t 1.5. Both of these consist of 32-member ensem-
bles where each member reflects different adjustment
processing decisions (such as minimum number of data
points or treatment of transitions), with breakpoint detec-
tion derived from RAOBCORE (i.e., the breakpoint loca-
tions are identical across RAOBCORE and all RICHmembers).
RICH-obs makes adjustments by directly comparing neighbor
station time series, while RICH-t compares the differences
between the time series and the ERA-Interim background for
each neighbor and uses this returned series to calculate the
target station adjustment.
[9] In order to detect climate forcings in the observational
data, simulations with the relevant combinations of forcings
over the full period are required. Therefore the selection of
model data sets was limited by the need for each model to
have runs with natural forcings (NAT) only, as well as runs
with only greenhouse gas forcings (GHG) and finally with
all historical (i.e., anthropogenic and natural) forcings
(ALL), between 1961 and 2010 available on the CMIP5
[Taylor et al., 2011] archive at the time the analysis was
undertaken (Spring 2012). This led to the models shown in
Table 1 being used.
[10] All data sets were recomputed as a common
temperature anomaly relative to the 1961–1990 climatology,
re-gridded by area-averaging to the HadAT2 grid (a resolu-
tion of 5 latitude by 10 longitude) and masked with
the coverage of HadAT2 before zonal averages were
taken. The following set of pressure levels common to
all data sets was used: 850, 700, 500, 300, 200, 150,
100, 50, and 30 hPa.
2.2. Analysis
[11] Most changes in this study compared to previous
studies [Tett et al., 1996; Allen and Tett, 1999; Thorne
et al., 2002, 2003; Jones et al., 2003] were due to the greater
quantity of data now available. For example, the previous
exclusion of the regions south of 30S in Jones et al.
[2003] was due to a lack of radiosonde data in that region.
However, with the advent of the new data sets detailed
in section 2.1, not only is there more data, but also with
the RICH ensembles the uncertainties should be well-
represented. Consequently the three latitude bands analyzed
here are an exclusively tropical zone (20S to 20N) and
north and south extra-tropical zones (60S to 20S
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and 20N to 60N), which were then used for detection and
attribution analysis. For information, later figures will also
show the average over the whole studied area
(i.e., 60S to 60N). It was considered that there were
insufficient data beyond 60 for analysis. Note also that
the surface is omitted from this investigation, as a separate
surface analysis is presented in another companion paper
[Jones et al., 2013].
[12] One criticism of previous free atmosphere studies
[Legates and Davis, 1997] has been that this type of
detection and attribution study is critically dependent on
the inclusion of the stratosphere and that the detectable
signal component is effectively driven by opposite trends
in the stratosphere and troposphere and no other aspect of
climate change. It was claimed that this can result in errone-
ous detection. In response, analyses were also carried out in
the troposphere separately to investigate whether detection
relies upon stratospheric changes, as was performed in
Thorne et al. [2002]. Note this was using an old observation
data set and two versions of the same climate model. It is
therefore of substantial value to revisit and reassess this
issue with the broader range of observational and model
tools now available.
[13] Here the study of Liu et al. [2005] was used to
establish the range of positions of the tropopause in the
zones under study. Zonal levels where there is likely to
be a mix of troposphere and stratosphere were omitted.
Consequently, the troposphere was considered to include
the 150 hPa level and below in the tropics and the
300 hPa level and below in the extratropics. Using the
same tropopause data, only the 50 and 30 hPa levels are
left for a stratosphere-only study. This proved insufficient
for an optimal detection analysis, so the effect of the
stratosphere was instead determined by comparing results of
the troposphere alone to that of the whole free atmosphere
up to 30 hPa height.
3. Results
3.1. Zonal Temperature Trends by Pressure Level
[14] To examine temperature data varying over time and
height, the trends at each pressure level were calculated using
a median pair-wise algorithm (as this is less affected by
outliers and end-point effects than a conventional linear fit)
[Lanzante, 1996]. These trends were plotted against pressure
level, for all models and forcings within them (Figure 1).
[15] The first point to notice is that the observations (OBS)
have their largest spread in the southern extra-tropics, with
very little uncertainty in the northern extra-tropics. In all
zones, this uncertainty grows larger with height, with HadAT
showing the least stratospheric cooling and RAOBCORE the
most. In the tropical upper troposphere, the spread of the
RICH ensembles shows that this region is also uncertain, but
provides scope for there to be rather more warming than is
apparent in other data sets.
[16] The ALL model simulations are generally closer to
the observations than either GHG or NAT simulations.
Both ALL and OBS show a warming in the troposphere
and a cooling in the stratosphere, with RICH observations
showing closest agreement with the set of ALL model runs,
including a greater warming in the tropical upper tropo-
sphere (individual model-OBS trend comparisons are
shown in the supporting information). Whilst agreeing well
with OBS in the troposphere, GHG shows much less
cooling in the stratosphere consistent with ozone depletion
(which is excluded from the GHG simulations) having
made a substantial contribution to trends there. This
conclusion is supported by observing that CNRM-CM5
alone of all the analyzed ALL runs has apparently unrealis-
tic stratospheric ozone depletion, with ozone changes gen-
erated with its internal chemistry scheme [Santer et al.,
2012] instead of specified from Cionni et al. [2011]. The
apparent consequence is that the CNRM-CM5 simulation
has the least negative temperature trend of all the ALL
simulations in the stratosphere globally (and indeed less
negative than the observations) while agreeing with obser-
vations and other models throughout the troposphere.
Ozone changes are also included in the GHG run, leaving
its trends indistinguishable from those of its ALL run
(see the supporting information). Note that the ozone
database of Cionni et al. [2011] is not itself free of uncer-
tainty [Solomon et al., 2012].
[17] The NAT simulations show small trends in comparison
to the ALL and GHG simulations.While aerosols injected into
the stratosphere by explosive volcanic eruptions cool the
troposphere and warm the stratosphere, they remain in place
for only a few years at most and their effect on the climate
is difficult to see in a multi-decadal trend such as shown
in Figure 1.
Table 1. CMIP5 Models Used for This Study and the Number Runs With Each Forcinga
Modeling Center (or Group) Model(s)
Members Included
ALL NAT GHG
Commonwealth Scientific and Industrial Research Organization in
collaboration with Queensland Climate Change Centre of Excellence
CSIRO-Mk3.6.0 10 5 5
Centre National de Recherches Météorologiques/Centre Européen de
Recherche et Formation Avancées en Calcul Scientifique
CNRM-CM5 10 5 5
NASA Goddard Institute for Space Studies GISS-E2-R 5 5 5
GISS-E2-H 5 5 5
Canadian Centre for Climate Modelling and Analysis CanESM2 5 5 5
Met Office Hadley Centre HadGEM2-ES 4 4 4
Norwegian Climate Centre NorESM1-M 3 1 1
Beijing Climate Center, China Meteorological Administration BCC-CSM1.1 3 1 1
aFurther details of these models can be found in the supporting information.
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3.2. Temperature Time Series at 50 hPa, 500 hPa,
and 200 hPa
[18] In this section, time series of observed and modeled
temperatures at levels in the lower stratosphere (a sample at
50 hPa, show in Figure 2), the mid-troposphere (500 hPa,
Figure 3), and the upper troposphere (200 hPa, Figure 4)
are plotted and compared qualitatively. Quantitative com-
parison of models and observations is carried out in
section 4 using optimal detection. Single-model equivalent
plots are shown in supporting information. The time series
plots confirm the trends seen in Figure 1—a warming at
500 hPa and a cooling at 50 hPa. Of all the data, the
southern extra-tropics at 500 hPa is the region with the
most ambiguity as to which of the three simulated forcing
combinations provide the best match to the observations
(Figure 3, bottom panel). Given the large radiosonde uncer-
tainty in this region, the ranges of time series from all
three sets of runs overlap with the spread of OBS (as do
their trends), although NAT is more of an outlier. For other
zones at 500 hPa, only the ranges of time series from ALL
and GHG show much overlap with the observed range
(Figure 3). At 50 hPa, only the ALL range overlaps with
the observational range from the 1990s onward (Figure 2).
This excludes CNRM-CM5, which has no simulations
of any forcing agreeing with observations. This again
indicates the importance of ozone depletion at this height,
in line with previous studies [Santer et al., 1995; Tett
et al., 1996].
[19] The effects of volcanic activity in Figure 2 (and to a
lesser degree Figure 3) are more obvious than in Figure 1
and warming episodes of a time scale of a few years can
be seen at 50 hPa in the ALL and NAT simulations but
not GHG (which does not include volcanic aerosols). The
warming perturbation associated with the eruption of Pinatubo
in the early 1990s acts to offset the overall cooling trend in that
decade, giving a step change in the temperatures after the
eruption inmanymodels. This feature is also seen in the obser-
vations. As has previously been discussed by Ramaswamy
et al. [2006] and Thompson and Solomon [2009], this step
can be accentuated by the effect of volcanic emissions on
ozone. Note that this effect is not included in the ozone data
of Cionni et al. [2011], yet the ALL simulations which rely
on its forcing data set still appear to reproduce the step
observed (see also [Santer et al., 2012]). The step change
is seen less reliably in the northern hemisphere, and is not
seen at all in the CNRMmodel with unrealistic ozone deple-
tion. A corresponding cooling at 500 hPa following these
volcanic eruptions is also seen in the NAT and ALL
simulations.
[20] In previous studies [Fu et al., 2011; Thorne et al.,
2011], it has been found that while there is agreement
between models and radiosonde observations in much of
the atmosphere, discrepancies between the two are found
in the tropical upper troposphere. As described in section
3.1 and Figure 1, ALL temperature trends in this layer
show greater agreement with the more recently developed
RICH ensembles than with the trend calculated by the
older approach of HadAT2. This is reinforced by the plot
of the 200 hPa tropical temperature time series seen in
Figure 4, with the RICH time series being within the
ALL model spread for the majority of the years consid-
ered. It should also be noted, however, that the
Figure 1. The 1961–2010 multimodel temperature trend by pressure level for the three studied zonal
bands, plus the whole studied area for comparison. The shaded region shows the 5–95% range of the
multimodel ensemble, with the central line showing the ensemble mean. Red represents all-forcings runs,
green shows natural forcings, and blue is greenhouse-gas-forced only. The thick black line is HadAT2,
thin black line is RAOBCORE 1.5, while the dark grey band is the RICH-obs 1.5 ensemble range, and
light grey is the RICH-t 1.5 ensemble range. Each band is displayed 25% translucent to better distinguish
where forcings and observations overlap. Versions of this plot for each model are shown separately in the
supporting information.
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observations fall within the spread of NAT simulations
(though the ALL and NAT trends systematically differ),
and that once again the model uncertainty is considerably
broader than the observational uncertainty. Outside of the
tropical upper troposphere, at 200 hPa there are only
small differences in trends between the different forcing
runs. Thus with the current generation of models and ob-
servations, there is little that can be said for the causes of
climate change at this level alone. However, by including
the full set of levels, the need for all forcings (including
those which are anthropogenic) to be included in model
simulations for them to be consistent with observations
becomes clear.
4. Optimal Detection
4.1. Detection Method
[21] This study applies the Total Least Squares regression
approach to detection [Allen and Stott, 2003]. This assumes
that the observations (Tobs in equation (1)) can be repre-
sented as a linear sum of simulated signals Ti (which are
the estimated responses of the climate system to different
forcing factors, each represented by a different subscript i)
and internal climate variability «.
Tobs  «obs ¼
Xn
i¼1
bi Ti  «ið Þ (1)
[22] This regression equation is then solved, to estimate
the scaling factors bi and their uncertainties (typically their
5 to 95 percentiles) according to the methodology outlined
in Allen and Stott [2003]. The regression solution seeks to
minimize the distance from the best fit regression line to
the points in the regression, taking account both of noise in
the observed signal «obs (the observed evolution being made
up of a forced component and the effects of internal variabil-
ity noise) and noise in the model signals «i (which can be
reduced by averaging ensembles of simulations with differ-
ent initial conditions but including identical forcing factors).
[23] This technique was applied by taking the time series for
each pressure level and each latitude band, reducing the
temporal resolution (with a time average of duration to be
determined in section 4.2), then converting it into a one-
dimensional column vector. This then represents the spatio-
temporal pattern in temperature produced for the forcings
present in a given model run. This is known as the fingerprint
of a forcing, as it is this pattern which is sought in the observa-
tions as evidence of the presence of that forcing in the real
world. To remove some of the noise arising from natural
internal climate variations (as depicted in the model) associ-
ated with any given model run, the fingerprint is created from
an ensemble average of simulations with that forcing.
[24] Regression coefficients derived by regressing onto the
ALL, GHG, and NAT patterns are transformed into GHG,
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Figure 2. Time series of temperature anomaly in the
50 hPa level, averaged over three zonal bands and the whole
region (top). Color codes for the individual model forcing
and observations as in Figure 1. Each model is shown
separately in the supporting information.
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Figure 3. Temperature time series as in Figure 2, but for
the 500 hPa level.
LOTT ET AL.: MODELS VERSUS RADIOSONDES IN FREE ATMOSPHERE
2613
OAnt, and NAT regression coefficients following the
approach of Allen and Tett [1999]. Regression coefficients
derived by regressing onto ALL and NAT are similarly
transformed into ANT and NAT regression coefficients,
where ANT refers to all anthropogenic forcings, while
OAnt is “other anthropogenic,” i.e., anthropogenic with
greenhouse gas forcings excluded. A version of part of the
regression, simplified for clarity, is shown in equations (2)
and (3), where T is a column-array of temperatures and
the subscript obs denotes observational temperatures, while
other subscripts denote the model forcings. b values are the
scaling factors required for these forcings, while «obs repre-
sents the internal variability in the temperature observation.
The other « terms are the noise in the model runs, which
should tend to zero as the number of ensemble members
tends to infinity.
Tobs ¼ b1 TALL  «ALLð Þ þ b2 TNAT  «NATð Þ
þb3 TGHG  «GHGð Þ þ «obs
but TALL ¼ TGHG þ TNAT þ TOAnt
(2)
simplify; rearrange
Tobs  b1 þ b3ð ÞTGHG þ b1 þ b2ð ÞTNAT þ b1TOAnt þ «obs
i:e:; bGHG ¼ b1 þ b3; bNAT ¼ b1 þ b2; bOAnt ¼ b1
similarly if TALL ¼ TANT þ TNAT
then bANT ¼ b1 and bNAT ¼ b1 þ b2
(3)
[25] The noise terms are usually estimated from control
simulations without external influences on the climate.
However, the quantity of control data available within the
CMIP5 archive was lacking, so the following alternative
technique was employed, with the control reserved for
significance testing.
[26] The CMIP5 model runs with external forcings cover
the period 1850–2012, but this study concentrates on changes
during 1961–2010, being five complete decades available
within the radiosonde period. This enabled a much more
extensive estimate of internal variability using the technique
known as intra-ensemble variability (IEV) [Tett et al., 2002].
For each model ensemble with a given forcing, the data from
each ensemble member can be subtracted from that of the
ensemble average. Whilst taking account of the effect on the
number of degrees of freedom and adjusting the variance
accordingly [Tett et al., 2002], many overlapping segments
(of the same length as the period of interest, in this case
50 years) can be extracted to represent an ensemble of possible
modes of variability. This can then be used to calculate the
noise terms, with the model used to derive all « terms, with
each «i from equation (1) scaled appropriately, so that the
noise contamination of an ensemble mean is reduced (the
variance of the noise reducing by a factor m for the mean of
an m-member ensemble).
[27] All data are projected onto empirical orthogonal func-
tions (EOFs) of the data assembled from the IEV segments,
and each component is weighted by the inverse standard devi-
ation of each EOF. This weights the signal toward directions
in this phase space in which the variance is low, following a
methodology originally proposed byHasselmann [1979], later
shown by Allen and Tett [1999] to be a form of multivariate
regression (as shown in equation (1)). This is equivalent to a
filter which maximizes signal to noise. Because, as is usual,
there are not enough data to accurately estimate the inverse
covariance matrix needed to solve equations (1) and (2), its
inverse is estimated from a truncated form based on the projec-
tion onto the leading EOFs [see, e.g., Tett et al., 2002 for
further discussion].
[28] Care needs to be taken in choosing the truncation. In
particular, a truncation should not be chosen which is higher
than the number of degrees of freedom in the data set, but
the truncation should be high enough that a sufficiently high
fraction of variance of the original data is explained by the
truncated version. In addition, care must be taken not to
include EOFs that would be given unrealistically large weight
through the optimization, as these EOFs sample unrealistic
aspects of model variability. This issue can be addressed
through consideration of the residuals of regression as outlined
by Allen and Tett [1999].
[29] The degrees of freedom offered by the amount of noise
data, the fraction of observed variance explained, and the
consistency between observation and control run variability
as a function of truncation are all considered, to gain a greater
understanding of the data and to determine a suitable trunca-
tion level. Equation (1) can be rearranged in terms of «obs,
the residual variability in the observed temperatures. In this
way, it can be the compared to the model variability exhibited
in control runs using an F test, to determine if the two vari-
ances are significantly different and therefore if the solution
of the regression equation is not a satisfactory explanation of
the data [Allen and Tett, 1999]. For this test, the control runs
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Figure 4. Temperature time series as in Figure 2, but for
the 200 hPa level.
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are processed into slices by the same method described above
for IEV. Note that control run variability is used to maintain its
independence from the previous calculation of observed
variability, which uses IEV data. It thereby avoids artificial
skill [Hegerl et al., 1996]. Note also that although a significant
quantity of data is required for the F test, it was found not to be
as critical as the variability calculation. Consequently IEV data
are used for the variability “noise,”while control data are used
for the F test, except where there is only one member of certain
forcings (NorESM1-M, BCC-CSM1.1). In that case, insuffi-
cient IEV slices can be generated, so the roles of IEV and
control are reversed.
4.2. Detection at Different Average Time Periods
[30] Retaining the zonal bands and levels used thus far,
and considering the original time series rather than the trend
analysis in section 3, the effectiveness of different averaging
periods was investigated. Control period overlaps were kept
at 10 years throughout and averaging periods were taken to
have common factors with this. This led to 1, 2, 5, and 10
year averages being assessed.
[31] To aid in this assessment, the variance in the observa-
tions was calculated after it was masked and time averaged.
This was then repeated once the observations were projected
onto EOFs, for the range of truncations (essentially the cu-
mulative sum of squares over the EOFs included). The
resulting plots of the ratio of these variances can be seen in
Figure 5. It is found that even with very long truncations,
1 and 2 year averages cannot reproduce much more than half
of the observed variance. Thus, only 5 and 10 year averages
should be considered.
[32] The next factor to be considered is the consistency of
observed internal variability (as estimated from the residuals
of the regression in equation (3)) with the control. This also
varies with truncation and can be similarly plotted, such as
the example in Figure 6. As can be seen, a shorter averaging
period increases the number of EOFs that can be included
while still ensuring the residuals of regression are consistent
with the model’s control. The shorter averaging period also
ensures that transient phenomena such as the stratospheric
warming coincident with volcanic eruptions are captured.
Therefore, 5 year means are used from this point onward.
[33] With an averaging period chosen, the optimal detection
analysis can be carried out. Figure 7 shows the example of
CSIRO Mk3.6.0 model data used against HadAT2 observa-
tions and the effect of using increasing EOF truncation.
Examples for each model can be found in the supporting infor-
mation along with an analysis of the ensemble members of all
models together. For this multi-model analysis, there was a
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Figure 5. The fraction of observed variance (here from HadAT2) reproduced following projection onto
EOFs based on model variability, for a selection of temporal averaging periods. Each trace is for a
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Figure 6. An example consistency test for CSIRO Mk3.6.0
versus HadAT2, performed for 5 year (orange) and 10 year
(blue) averaging.
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choice between two principal methods: to consider all models
equally by taking the same number of ensemble members
from each or to consider all members equally irrespective of
their model of origin [e.g., Gillett et al., 2002]. Given that
some of the CMIP5 models have a single ensemble member
for certain forcings, it was considered that equally weighting
the models would result in insufficient data, such that the exer-
cise would not be worthwhile. Consequently the method of
equal ensemble member likelihood was applied for this
study, with no weighting given. Considering each member
equally also removes the risk of selection bias, although
clearly it adds prominence to any behavior seen in models
with larger ensembles. In contrast, there were sufficient data
to contribute an equal number of slices of control and IEV
from each model. In the case where a model had more data
than its required contribution, the higher-numbered slices
were not contributed.
[34] Typically in optimal detection, the applicable scaling
factors are chosen once they are found to vary little with
truncation, while still retaining consistent p-values. Thus,
in Figure 7, a truncation of around 35 would be selected,
giving b values of around 1 for all three forcings. In the case
of this paper however, the combination of eight models with
four observational data sets (two of which are ensembles)
means the technique to choose truncation should be auto-
mated to make it more objective. This was achieved by to
the following criteria.
[35] 1. The default is the longest truncation where the F
test probability (as in the example in Figure 6) is within
the 5–95% range while exceeding a third of the number of
degrees of freedom.
[36] 2. If no truncation meets these criteria, the truncation
is taken as where observed variance explained by the EOFs
(seen in Figure 5) exceeds 75%.
[37] 3. If these criteria are still not met, the truncation
is selected as the number of degrees of freedom in the
IEV.
[38] In this way, the very short and long truncations which
are typically inconsistent with stable truncations (as seen in
Figure 7) are automatically avoided. Any F test failures
which are carried though in this algorithm are marked as
such in subsequent figures. Results in such cases should be
treated with caution.
[39] For ensembles of observations, a detection analysis
was conducted for each ensemble member in turn against
the model in question, and its distribution of scaling
factors output for the selected truncation. A composite
distribution of all the members together was then created,
giving the spread of scaling factors across all realizations
of RICH. Each member is considered equally likely.
The median and 5–95 percentiles of the composite distri-
bution of all members together were computed as would
normally be done for a single observation set. The above
technique was applied to every combination of model
and observation (be they a single set or an ensemble), then
plot in Figure 8, annotated to show consistency and
explained variance.
[40] With the forcings now separated into GHG, NAT,
and OAnt (other anthropogenic and ozone), a number of
points become clear. GHG forcings are almost always
detected once sufficient ensemble members are included.
Only NorESM1-M and BCC-CSM1.1 have any failure to
detect, which is likely caused by poorly defined forcing
signals due to only having one member for each GHG
and NAT. Four models consistently attribute a change
due to greenhouse gases (i.e., they have GHG scaling
factors consistent with 1). Seven out of eight models also
detect OAnt, although only four have combinations with
observations with scaling factors consistent with 1, and al-
ways the minority of observation sets. CSIRO mk3.6.0 and
HadGEM2-ES attribute OAnt with the RICH ensembles
and HadAT2, while all the other model-OBS combinations
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Figure 7. Scaling factors, with 5–95% confidence interval,
as a function of EOF truncation for HadAT2 versus CSIRO
Mk3.6.0 GHG (blue), NAT (green), and Other Anthropogenic
(OAnt, yellow) forcings, all taken with 5 year averages.
Figure 8. Scaling factors as in Figure 7 for each model (in
order of decreasing number of ensemble members, as in
Table 1), and for a multi-model analysis, against each obser-
vation data set. EOF truncation was automatically selected
to be in a stable region with observed variability well repre-
sented. Model versus observation combinations marked
with a boxed cross fail the consistency F test at that trunca-
tion. Explained variance is marked as a percentage above
the graph.
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(where OAnt fingerprints are detected but not attributed)
need scaling up. This suggests the effect of other anthropo-
genic forcings is not strong enough in most models.
Combined with the results of previous figures, realistic
ozone forcing appears to be required. For example, when
ozone depletion is included within the GHG runs in
CNRM-CM5, a large scaling of both GHG and OAnt is
required. In any case, the larger error bars on OAnt than on
GHG are perhaps to be expected given that aerosol forcings
have greater uncertainty than greenhouse gas forcing [Forster
et al., 2007].
[41] The effect of natural forcings is more difficult to
detect, although when a signal is detected, it is also consis-
tent with 1 (with the exception of CanESM2). This difficulty
is likely due to the variability being insufficiently repre-
sented, such that spikes due to volcanism are often
obscured, either by temporal smoothing or by truncation
of EOFs. Thus where, in half the models, natural effects
can be detected, the detection is due to volcanic aerosols,
not solar forcings. That said, solar forcing cannot be ruled
out as a contributing factor. Just as an averaging period
other than 5 years renders volcanic forcing invisible, it is
possible that the 5 year period obscures solar forcing
through aliasing of the solar cycle. However, given the
length of the solar cycle is variable, it is difficult to choose
an averaging period that does not have this problem.
[42] As might be expected, the analysis of the combined
multi-model ensemble yields scalings with much smaller
error bars than any of the individual simulations. It shows
GHG scalings consistent with 1 against all observations
excepting RAOBCORE, with two of the four analyses each
showing attribution of NAT and/or OAnt. Conversely it is
interesting to note that two have NAT consistent with zero
at the chosen truncation. It is possible that the mixture of
control runs from multiple simulations makes passing
the consistency F test more difficult due to the variety of
internal variability.
4.3. Isolated Troposphere
[43] One question that remains from the above analysis
is whether the detection of an anthropogenic influence requires
the pattern of contrast between a cooling stratosphere and a
warming troposphere. To address this, the above analysis
was repeated whilst masking the stratosphere as described
in section 2.2, so that Figure 9 is based on tropospheric
data alone.
[44] In general, Figure 9 shows similar results to Figure 8
although uncertainties increase with the loss of strato-
spheric information. GHG forcing is still detected for three
models, NAT in four models, while OAnt remains almost
always detected. The fact that only some models retain
GHG detection without the stratosphere might suggest that
those other models do indeed owe their detection to
differences between stratosphere and troposphere. How-
ever, it is not true in all cases as might be implied by
Legates and Davis [1997]. It is nonetheless evident that
the addition of the stratosphere to the overall analysis gives
a clearer picture (and thus, detection). Without the
stratosphere, most models are more poorly constrained.
This is consistent with results found over the satellite era
by Santer et al. [2012].
5. Discussion and Conclusions
[45] Using the latest generation of climate models and
observational data sets, this study has comprehensively
explored the effects of modeling and observational uncer-
tainty and detected the effects of anthropogenic greenhouse
gases on free atmosphere temperature trends since 1961.
The effects of other anthropogenic forcings are also detected,
dominated by stratospheric ozone depletion, which can ex-
plain much of the lower stratospheric cooling observed over
the last 50 years. While changes due to greenhouse gases and
other anthropogenic forcings are detected in purely tropo-
spheric data, detection of human influence is considerably
strengthened on the additional inclusion of the stratosphere.
The spread in possible temperature profiles across the latest
observation data sets intersects at all levels of the atmosphere
with that of the model runs with all forcings, with a much
greater spread amongst the models than the observations.
[46] By eye it is unclear if there is any influence from
solar forcing in the trends and time series, while the
temperature responses to volcanic eruptions are far more
clearly visible and are well reproduced by models. Using
formal attribution techniques however, the combined
effect of natural forcings can be detected in relatively
few model-observation combinations, possibly due to the
short duration of volcanic forcings and the difficulty in
representing them with the combination of temporal aver-
aging and EOF decomposition. Distinguishing between
the effects of volcanic eruptions and changes in solar
irradiance (as analyzed by Jones et al. [2003] with earlier
simulations) requires the use of separate volcanic and solar
forcing simulations in any models intended for detection
and attribution in successor experiments to CMIP5.
Expansion of the model archive could also help investi-
gate (in addition to anthropogenic ozone changes) the
different effects of natural ozone variability in the strato-
sphere, including response to solar irradiance variability
[Ineson et al., 2011] and volcanic aerosol [Thompson
and Solomon, 2009] which may not be included in the
current generation of simulations.
Figure 9. Scaling factors with 5 year averaging as in
Figure 8 but for troposphere only.
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[47] The CMIP5 experiments offer an opportunity to com-
pare climate models and different approaches to their setup
by their corresponding research groups. The absence of
realistic ozone changes in CNRM-CM5, and the consequent
mismatch between the trends in that model and the observa-
tions, is useful for emphasizing the importance of including
realistic stratospheric ozone forcing in climate simulations.
Elsewhere there are indications in the residuals of regression
from optimal detection analyses that some models represent
variability inadequately. This implies that detection of
external forcings in these models should be treated with
caution and that further attention should be given to diagnos-
ing unrealistic atmospheric dynamics or chemistry. To investi-
gate the importance of stratospheric processes to temperature
trends lower in the atmosphere,Mitchell et al. [2013] compare
between models such as those in this paper and those that ex-
tend higher into the stratosphere. It is found that significant
differences in temperature trends manifest in the tropical lower
stratosphere, and that, in the case of Met Office Hadley Centre
models at least, the detection of external forcings is more
robust in a model that extends into the stratosphere.
[48] For the study of phenomena outside the original remit
of this paper, it would be useful to include the surface in these
studies as in Jones et al. [2003]. Although this would cause
some complications with interfacing free atmosphere and
surface observations (especially for ensemble data sets), it
would make it possible to compare not only temperature
trends but also lapse rates (i.e., the ratio between free atmo-
sphere and surface temperature changes). This analysis would
be aided greatly by a substantial increase in the length of
available control data, as would all further detection analyses
of free atmosphere temperature trends. More simulations for
each forcing also could substantially reduce uncertainties from
internal variability. Analyses should also improve with time as
the observational record extends. However, the uncertainty
remains greater in the models than in observations, and it
seems this must be the focus of development.
[49] In summary, this study has revisited the detection and
attribution of radiosonde data, and its conclusions are in line
of those of previous studies, with improvements in both
models and observations having led to improved agreement
at all levels of the free atmosphere, with uncertainties
increasingly well quantified. This shows a clearly identifiable
human influence in the temperature series as recorded by
radiosondes since the mid-20th century.
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