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A NOTE ON BOUNDED EXPONENTIAL SUMS
REYNOLD FREGOLI
Abstract. Let A ⊂ N, α ∈ (0, 1), and for x ∈ R let e(x) := e2piix. We set
SA(α, N) :=
∑
n∈A
n≤N
e(nα).
Recently, Lambert A’Campo proposed the following question: is there an infinite non-cofinite
set A ⊂ N such that for all α ∈ (0, 1) the sum SA(α,N) has bounded modulus as N → +∞?
In this note we show that such sets do not exist. To do so, we use a theorem by Duffin and
Schaeffer on complex power series. We extend our result by proving that if the sum SA(α,N)
is bounded in modulus on an arbitrarily small interval and on the set of rational points, then
the set A has to be either finite or cofinite. On the other hand, we show that there are infinite
non-cofinite sets A such that |SA(α,N)| is bounded for all α ∈ E ⊂ (0, 1), where E has full
Hausdorff dimension and Q ∩ (0, 1) ⊂ E.
1. Introduction
We denote by N = {1, 2, 3, . . .} the set of natural numbers and for x ∈ R we denote by e(x)
the complex number e2piix. Let A ⊂ N, α ∈ (0, 1), and N ∈ N. We consider the sum
SA(α,N) :=
∑
n∈A
n≤N
e(nα).
We observe that for all α ∈ (0, 1)∣∣∣∣∣∣
∑
n≤N
e(nα)
∣∣∣∣∣∣ =
∣∣∣∣e((N + 1)α)− e(α)e(α)− 1
∣∣∣∣ ≤ 2|e(α)− 1| .
Hence, if the set A ⊂ N is finite or cofinite1, the sum SA(α,N) is bounded in modulus, i.e., for
each α ∈ (0, 1) there exists a constant CA,α > 0, only depending on the set A and the real α,
such that |SA(α,N)| ≤ CA,α for all N ∈ N.
Lambert A’Campo has raised the following question.
Question 1.1 (L. A’Campo). Are there infinite non-cofinite sets A ⊂ N such that for each
α ∈ (0, 1) there exists a constant CA,α > 0 for which |SA(α,N)| ≤ CA,α for all N ∈ N?
Question 1.1 was presented by Philipp Habegger during the problem session at the "Dio-
phantine Approximation and Transcendence" conference held in Luminy from September 10th
to 14th 2018. In this note we answer Question 1.1, by showing that such sets A do not exist.
More generally, we prove the following.
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1A set A ⊂ N is cofinite if A \ N is finite.
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Proposition 1.2. Let a := (an)n∈N be a sequence of complex numbers taking only finitely many
values, and let
E(a) :=

α ∈ (0, 1) : supN∈N
∣∣∣∣∣∣
∑
n≤N
ane(nα)
∣∣∣∣∣∣ < +∞

 .
Assume that
i) the set E(a) contains an open non-empty interval;
ii) the set E(a) contains Q ∩ (0, 1/2].
Then, the sequence a is ultimately constant.
An answer to Question 1.1 is provided by the case an = χA(n) and E(a) = (0, 1).
To make things easier, we give the following definition.
Definition 1.3. Let E ⊂ (0, 1). We say that a set A ⊂ N has BES (bounded exponential sums)
over E if for each α ∈ E there exists a constant CA,α > 0 such that |SA(α,N)| ≤ CA,α for all
N ∈ N.
We note that a set A ⊂ N has BES over (0, 1) if and only if it has BES over (0, 1/2]. Indeed,
for A ⊂ N and α ∈ (0, 1) we have
(1) SA(α,N) =
∑
n≤N
n∈A
e(nα) =
∑
n≤N
n∈A
e(n(−α)) =
∑
n≤N
n∈A
e(n(1− α)) = SA(1− α,N),
proving that the function SA(α,N) is bounded if and only if the function SA(1−α,N) is bounded.
This shows that condition ii) in Proposition 1.2 is equivalent to Q ∩ (0, 1) ⊂ E(a).
Now, we analyse the two conditions appearing in Proposition 1.2. Condition ii) is clearly
necessary. Indeed, the series
+∞∑
n=0
e(−pn/q)e(nα) = (1 − e(−p/q)e(α))−1
has finitely many complex coefficients and is only unbounded at the rational α = p/q. If we
assume an ∈ {0, 1}, condition ii) can be replaced by "for each q ≥ 2 there exists 0 < p ≤ q − 1
such that (p, q) = 1 and p/q ∈ E(a)"2. This is again necessary since, e.g., the set A = {qn}n∈N
has BES over E = (0, 1) \ {p/q : p = 1, . . . , q − 1} for all integers q ≥ 2. On the other hand,
condition i) in Proposition 1.2 is not strictly necessary. To see this, one can use a slightly
modified version of Theorem 2.1 in Section 2 (see [4]) which shows that the result of Proposition
1.2 still holds if we remove from the interval contained in E(a) a zero Lebesgue measure set.
It is then natural to ask whether the presence of an interval (up to zero measure sets) in a
subset E ⊂ (0, 1) is necessary to avoid the existence of an infinite non-cofinite set A ⊂ N with
BES over E. In other words, is a purely measure-theoretic condition enough? Note that there
are subsets E ⊂ (0, 1) such that L (E) = 1 − ε (0 < ε < 1) and L (E ∩ I) < L (I) for any
interval I ( (0, 1), here L stands for the Lebesgue measure3. In view of this, we study subsets
2Note that if we do not assume (p, q) = 1, the result no longer holds. Consider, e.g., the rational function
(z+1)/(z4−1). This function is unbounded only at 1, e(1/4), and e(3/4), and has a power series expansion whose
coefficients are not ultimately constant. However, for all even q we could choose p = q/2, so that the hypotheisis
still holds.
3An example of such a set could be the following. Assume that Q ∩ (0, 1) = {qn}n≥1 is a numbering of the
rational numbers and let 0 < ε < 1. Consider the set E =
⋃
n≥1
(qn− ε2−n, qn+ ε2−n). We have L ((0, 1)\E) ≥
1−ε. Moreover, since every non-empty interval I ⊂ (0, 1) contains a rational, we have L (((0, 1)\E)∩I) < L (I).
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Q ∩ (0, 1/2] ⊂ E ⊂ (0, 1) that admit infinite non-cofinite sets A ⊂ N with BES over E. "How
big" can such subsets E be? A partial answer is provided by the following.
Proposition 1.4. There exist infinite non-cofinite sets A ⊂ N with BES over a subset Q ∩
(0, 1/2] ⊂ E ⊂ (0, 1) of full Hausdorff dimension.
Proposition 1.4 is a consequence of the following result.
Proposition 1.5. Let f : N → N be a strictly increasing function. Then, the set A(f) :=
{n+ f(n)! : n ∈ N} has BES over E = Q ∩ (0, 1/2]. Moreover, any function f such that
i)
∑
i≥1 1/f(i) < +∞,
ii) supi∈N (1/i!)
ε∏
f(j)≤i(f(j) + 1) < +∞ for all 0 < ε < 1,
gives raise to a set A(f) that has BES over some subset Q ∩ (0, 1/2] ⊂ E(f) ⊂ (0, 1) of full
Hausdorff dimension.
A function that satisfies both i) and ii) is f(n) = n2. We give more details in Section 4.
In view of the above discussion, we are led to the following questions.
Question 1.6.
a) Are there any positive Lebesgue measure subsets Q ∩ (0, 1/2] ⊂ E ⊂ (0, 1) that admit
infinite non-cofinite sets A ⊂ N with BES over E?
b) Are there any zero Lebesgue measure subsets Q ∩ (0, 1/2] ⊂ E ⊂ (0, 1) that admit no
infinite non-cofinite sets A ⊂ N with BES over E?
The techniques used in this note do not seem powerful enough to tackle Question 1.6.
A closely related question to Question 1.1 was studied by Lesigne and Petersen in [5], where
they prove the following result.
Theorem 1.7 (Lesigne-Petersen). There are no sequences a := {ak}k∈Z with ak ∈ {±1} such
that
(2) sup
m,n∈Z
n≥0
∣∣∣∣∣
m+n∑
k=m
ake
−ikθ
∣∣∣∣∣ ≤ c(θ)
for all θ ∈ [−π, π) (c(θ) being a positive real constant depending on θ).
To prove Theorem 1.7, Lesigne and Petersen consider the compact metric space [−1,+1]Z
(endowed with the product distance) and the shift endomorphism σ. They fix a sequence a ∈
[−1,+1]Z satisfying (2), and they set X to be the topological closure of the orbit of a under σ.
By using the spectral theorem for Hilbert spaces, they prove that any shift-invariant probability
measure µ defined on X (whose existence is guaranteed by the Bogolyubov-Krylov Theorem [1,
Theorem 1.1]) must be concentrated on the point 0, i.e., the sequence given by all zeroes. This
is clearly never true when a ∈ {±1}Z.
We note that the hypothesis in Theorem 1.7 is slightly different from that of Question 1.1,
the key difference being the fact that the sum in (2) is bounded also for θ = 0. After carefully
reading Lesigne and Petersen’s proof, we believe that their argument can be applied to show
that, once the constraint for θ = 0 is removed, any shift invariant probability measure µ defined
on the closure X of the σ-orbit of a sequence a ∈ {0, 1}Z satisfying (2) must be concentrated
either on the point 0 or on the point 1. In this case we say (using the terminology from [5])
that a is essentially 0 or essentially 1. This, however, does not imply that the sequence a is
eventually constant. Indeed, it is easy to see that the set A = {n+n! : n ∈ N} has an essentially
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zero indicator function χA : Z→ {0, 1}. To show this, it is sufficient to observe that the closure
of the orbit of χA under σ is the set
X =
{
0, σn (χA) , σ
n
(
χ{0}
)
: n ∈ Z} .
We conclude the introduction by noting that Proposition 1.2 provides a simpler and more ele-
mentary proof of Theorem 1.7.
2. Proof of Proposition 1.2
To prove Proposition 1.2 we use the following powerful result by Duffin and Schaeffer [2, Part
II, Theorem I].
Theorem 2.1 (Duffin-Schaeffer). Let
u(z) :=
+∞∑
n=0
bnz
n
be a power series defined over the unit disk D := {|z| < 1} ⊂ C. Assume that the coefficients
bn ∈ C take only finitely many different values. Then, if the series u(z) is bounded in a sector
S := {θ1 ≤ arg(z) ≤ θ2, |z| < 1} of the disk D, where 0 ≤ θ1 < θ2 ≤ 2π, the sequence {bn} is
ultimately periodic4.
Let I be an open interval contained in E(a). We consider the function f : I → [0,+∞)
defined by
f(α) := sup
N∈N
∣∣∣∣∣∣
∑
n≤N
ane(nα)
∣∣∣∣∣∣ .
This is a Baire class 1 function since it is the point-wise limit5 of a sequence of continuous
functions (see [6, Definition 11.1]).
By [6, Theorem 11.4], we know that the set of continuity points of such functions is dense in
their domain. Hence, f has a continuity point P in I. This means that we can find an interval
(α1, α2) around P such that the image f((α1, α2)) is contained in a small interval around f(P ).
It follows that f is bounded in (α1, α2) by some constant M > 0.
For z ∈ D := {|z| < 1} we let
u(z) :=
+∞∑
n=0
anz
n,
where a0 := 0. By applying Abel’s summation formula, we find that for all α ∈ (α1, α2), all
0 ≤ r < 1, and all integers A ≥ 1 it holds
(3)
∣∣∣∣∣
A∑
n=0
anr
ne(nα)
∣∣∣∣∣ ≤
∣∣∣∣∣
A∑
n=0
ane(nα)
∣∣∣∣∣ rA +
A−1∑
n=0
∣∣∣∣∣∣
n∑
j=0
aje(jα)
∣∣∣∣∣∣
(
rn − rn+1)
≤ f(α)rA + f(α) (1− rA) = f(α) ≤M.
Taking the limit for A→ +∞, we obtain
|u(z)| ≤M
4This is not explicitly stated in the theorem, but it is stated at the end of the proof (see [2, Part II, Section
4]).
5Note that the supremum of a sequence of continuous functions {fm} can be turned into a limit by considering
the continuous functions fM := supm≤M fm.
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for z ∈ S := {2πα1 ≤ arg(z) ≤ 2πα2, |z| < 1}. Hence, by Theorem 2.1, the sequence a is
ultimately periodic.
To conclude the proof, we show that if f(α) < +∞ for all rational numbers α ∈ Q∩ (0, 1) (or
equivalently in Q∩(0, 1/2] by (1)), the period of the sequence {an} is 1. Suppose that ultimately
a has a period of length q ≥ 1, i.e., an = an+q for all n ≥ K, where K is some large integer.
Then, for z ∈ D we have
u(z) =
K−1∑
n=0
anz
n +
+∞∑
n=0
zqn+K

q−1∑
j=0
aK+jz
j

 = K−1∑
n=0
anz
n + zK

q−1∑
j=0
aK+jz
j

 1
1− zq .
Since |u(reiα)| ≤ f(α) for all 0 ≤ r < 1 and all α ∈ E(a) (to see this, use (3)), the function u(z)
cannot have a pole at a non trivial root of unity. Hence, the polynomial 1 + z + · · ·+ zq−1 must
divide
∑q−1
j=0 aK+jz
j, thus showing that aK+j = aK+j′ for all j 6= j′.
3. Proof of Proposition 1.5
Let f : N → N be a strictly increasing function and let A(f) = {n+ f(n)! : n ∈ N}. Clearly,
A(f) is neither finite nor cofinite. For N ≥ 0 we estimate the sum∑
n≤N
e((n+ f(n)!)α).
First, we show that this sum is bounded for all α ∈ Q ∩ (0, 1). Let α := p/q, with p, q ∈ N and
q ≥ 2. Then, for all n ≥ q we have
n+ f(n)! ≡ n (mod q).
It follows that for N ≥ q
(4)
∣∣∣∣∣∣
∑
n≤N
e((n+ f(n)!)α)
∣∣∣∣∣∣ ≤
∣∣∣∣∣
∑
n<q
e((n+ f(n)!)α)
∣∣∣∣∣+
∣∣∣∣∣∣
∑
q≤n≤N
e(nα)
∣∣∣∣∣∣
≤
∣∣∣∣∣
∑
n<q
e((n+ f(n)!)α)
∣∣∣∣∣+
∣∣∣∣∣∣
∑
n≤q
e(nα)
∣∣∣∣∣∣+
∣∣∣∣∣∣
∑
n≤N
e(nα)
∣∣∣∣∣∣ ,
and the right-hand side in (4) is bounded for N → +∞. To prove the second part of Proposition
1.5, we need the following auxilary result (see [7, Section 2]).
Lemma 3.1. Let α ∈ [0, 1). Then, there exists a sequence of integers (sn(α))n∈N such that
0 ≤ sn(α) ≤ n− 1 and
α =
∑
n≥1
sn(α)
n!
.
The sequence (sn(α))n∈N associated to α is unique, if we exclude all those sequences sn such that
sn = n − 1 for all sufficiently large n. Under this limitation, the sequence sn(α) is eventually
null if and only if α ∈ Q.
Remark 3.2. Let N be a fixed integer and let (sn)n>N be a sequence of integers such that
0 ≤ sn ≤ n− 1 for all n > N . Then, we have∑
n>N
sn
n!
≤ 1
N !
.
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This follows from the equality
M∑
n=N+1
n− 1
n!
=
1
N !
− 1
M !
,
valid for all M ≥ N + 1. This important fact will be used later on in the proof.
For a real number α ∈ [0, 1) we call the unique sequence (sn(α))n∈N given by Lemma 3.1
(that does not eventually coincide with n− 1) the factoradic representation of α and we call the
integer sn(α) of such sequence the n-th factoradic digit of α.
Let a = (an)n∈N be another sequence of strictly positive integers and assume that
(5)
∑
n≥1
1/an < +∞.
We consider the set
E(f,a) :=
{
α ∈ (0, 1) : sf(i)+1(α) ≤ f(i) + 1
ai
for all i ≥ 1
}
.
Note that E(f,a) 6= ∅ whenever f is not the identity function. We shall show that for any
function f satisfying condition i) and any sequence a satisfying (5) the set A(f) has BES over
E(f,a), thereby proving that A(f) has BES over E = E(f,a) ∪ (Q ∩ (0, 1)).
By Abel’s summation formula, we have
(6)
∣∣∣∣∣∣
∑
n≤N
e((n+ f(n)!)α)
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
∑
n≤N
e(nα)
∣∣∣∣∣∣ |e(f(N)!α)|+
∑
n≤N−1
∣∣∣∣∣∣
∑
i≤n
e(iα)
∣∣∣∣∣∣ |e(f(n)!α)− e(f(n+ 1)!α)| .
Hence, to bound the left-hand side of (6) it is enough to bound the sum
(7)
∑
n≤N−1
|e(f(n)!α)− e(f(n+ 1)!α)| ≤ 2
∑
n≤N
|e(f(n)!α)− 1| .
Let {θ} denote the fractional part of any real number θ > 0. By using the inequality |e(θ)−1| ≤
2π{θ} (valid for θ ∈ [0,+∞)), we obtain
(8)
∑
n≤N
|e(f(n)!α)− 1| ≤ 2π
∑
n≤N
{f(n)!α}.
Now, since α ∈ E(f,a) and f(n) ≥ n, we have
{f(n)!α} =

f(n)!
∑
i≥1
si(α)
i!

 =
{
sf(n)+1(α)
f(n) + 1
+
sf(n)+2(α)
(f(n) + 1)(f(n) + 2)
+ · · ·
}
(9)
≤ sf(n)+1(α)
f(n) + 1
+
sf(n)+2(α)
(f(n) + 1)(f(n) + 2)
+ · · ·
≤ 1
an
+
1
f(n) + 1
+
1
(f(n) + 1)(f(n) + 2)
+ · · ·
≤ 1
an
+
e
f(n) + 1
.
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Thus, combining (6),(7),(8), and (9), we get∣∣∣∣∣∣
∑
n≤N
e((n+ f(n)!)α)
∣∣∣∣∣∣ ≤
2
|e(α)− 1|

1 + 4π ∑
n≤N
(
1
an
+
e
f(n) + 1
) .
By (5) and condition i), the right hand side is bounded, proving the claim.
Now, we show that the set E(f,a) ∪ (Q ∩ (0, 1)) has full Hausdorff dimension whenever
the function f satisfies condition ii). To give a lower bound for the Hausdorff dimension of
E(f,a) ∪ (Q ∩ (0, 1)) we use the so called mass distribution principle (see [3, Principle 4.2]).
Lemma 3.3. Let µ be a probability measure supported on a bounded subset X of R. Suppose
that there are strictly positive constants a, s and ℓ0 such that
(10) µ(B) ≤ a|B|s
for any interval6 B of length |B| ≤ ℓ0. Then, dim(X) ≥ s, where dim denotes the Hausdorff
dimension of a set.
We can take X to be E(f,a)∪ (Q∩ [0, 1]), since adding a finite number of points to a set does
not change its Hausdorff dimension. To apply Lemma 3.3, we need to construct a probability
measure µ whose support is contained in X . We use a standard limit procedure to define µ (see
[3, Proposition 1.7]). For i ∈ N we let ρi := 1/(i!) and
Zi := {α ∈ [0, 1) : sj(α) = 0 for j > i} .
First, we observe that
(11) E(f,a) ∪ (Q ∩ [0, 1]) ⊃
⋂
i∈N
⋃
α∈(E(f,a)∪{0})∩Zi
[α, α + ρi].
Indeed, by definition, for each α lying in the right-hand side of (11) and each i ∈ N there exists
αi ∈ (E(f,a)∪{0})∩Zi such that α ∈ [αi, αi+ρi]. This means that either α = αi+ρi ∈ Q∩[0, 1]
(by Remark 3.2) or 0 ≤ α − αi < ρi, i.e., α − αi is a number between 0 and 1 such that
sj(α−αi) = 0 for j ≤ i. Thus, when we add α−αi to αi the digits before the i-th do not change,
showing that sj(α) = sj(αi) for j ≤ i. It follows that α ∈ E(f,a) ∪ {0}.
Now, for all i ∈ N and all α ∈ (E(f,a) ∪ {0}) ∩ Zi we define
(12) µ((α, α + ρi)) :=
1
#((E(f,a) ∪ {0}) ∩ Zi) ,
where we take open intervals to make sure that for any fixed i all the sets (α, α+ρi) are disjoint.
Remark 3.4. Note that for α ∈ (E(f,a) ∪ {0}) ∩ Zi we have
#{β ∈ (E(f,a) ∪ {0}) ∩ Zi+1 : βi = α} = #((E(f,a) ∪ {0}) ∩ Zi+1)
#((E(f,a) ∪ {0}) ∩ Zi) ,
where βi is the truncation of β at the i-th digit. Hence,
µ((α, α + ρi)) =
1
#((E(f,a) ∪ {0}) ∩ Zi) =
∑
β∈(E(f,a)∪{0})∩Zi+1
βi=α
1
#((E(f,a) ∪ {0}) ∩ Zi+1)
=
∑
β∈(E(f,a)∪{0})∩Zi+1
βi=α
µ((β, β + ρi+1)) =
∑
β∈(E(f,a)∪{0})∩Zi+1
(β,β+ρi+1)⊂(α,α+ρi)
µ((β, β + ρi+1)).(13)
6Note that it is enough to consider intervals since the ball-defined Hausdorff dimension coincides with the
classical Hausdorff dimension (see [3, Section 2.4])
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By [3, Proposition 1.7] and (13), Equation (12) induces a unique well-defined Borel measure
µ on R, with the property7 that
(14) µ

R \ ⋃
α∈(E(f,a)∪{0})∩Zi
(α, α + ρi)

 = 0
for all i ∈ N, and supported on the set
(15)
⋂
i∈N
⋃
α∈(E(f,a)∪{0})∩Zi
[α, α + ρi] ⊂ X.
To prove (10), we fix a number i0 ∈ N and a real 0 < s < 1. We consider an interval B ⊂ [0, 1]
of length |B| less than ρi0 . Clearly, there exists an index i ∈ N, i ≥ i0, such that
(16) ρi+1 < |B| ≤ ρi.
By (14), we have
µ(B) ≤ µ


⋃
α∈(E(f,a)∪{0})∩Zi+1
(α,α+ρi+1)∩B 6=∅
(α, α+ ρi+1)

 ,
and it is straightforward to see that
#{α ∈ Zi+1 : (α, α + ρi+1) ∩B 6= ∅} ≤ |B|
1/(i+ 1)!
+ 2,
since the intervals (α, α + ρi+1) are pairwise disjoint and each of them has length 1/(i + 1)!.
Hence, we have
(17) µ(B) ≤
∑
α∈(E(f,a)∪{0})∩Zi+1
(α,α+ρi+1)∩B 6=∅
µ((α, α + ρi+1))
≤
( |B|
1/(i+ 1)!
+ 2
)
1
#((E(f,a) ∪ {0}) ∩ Zi+1) .
Now, we observe that for all j ∈ N
(18) #((E(f,a) ∪ {0}) ∩ Zj) ≥ j!∏
f(k)+1≤j(f(k) + 1)
,
since for α ∈ E(f,a)∪{0} the 0 digit is always allowed in the (f(k)+1)-th position independently
of a. Thus, by (16), (17), and (18), we deduce
µ(B) ≤
( |B|
1/(i+ 1)!
+ 2
) ∏
f(j)+1≤i+1(f(j) + 1)
(i+ 1)!
≤ 3(i+ 1)!|B|
∏
f(j)≤i(f(j) + 1)
(i+ 1)!
≤ 3|B|1−s
∏
f(j)≤i
(f(j) + 1)|B|s ≤ 3
(
1
i!
)1−s ∏
f(j)≤i
(f(j) + 1)|B|s.
It then follows from Lemma 3.3 that any function f such that
sup
i∈N
(
1
i!
)1−s ∏
f(j)≤i
(f(j) + 1) < +∞
for all 0 < s < 1 gives raise to a set E(f,a) of full Hausdorff dimension.
7Stated a few lines above [3, Proposition 1.7]
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4. An example
To conclude this note, we give an example of a function f : N→ N satisfying both conditions
i) and ii) of Proposition 1.5. We let s := 1 − ε and f(i) = i2 for i ∈ N. Condition i) is clearly
satisfied. Moreover, we have
(19)
(
1
i!
)1−s ∏
f(j)≤i
(f(j) + 1) =
∏
j≤√i(j
2 + 1)
(i!)ε
.
Now, when i > ⌈3/ε⌉ ⌊√i⌋, we find
(i!)ε ≥

 1 · · · 1︸ ︷︷ ︸
⌈3/ε⌉ times
· 2 · · · 2︸ ︷︷ ︸
⌈3/ε⌉ times
· · · · ·
⌊√
i
⌋
· · ·
⌊√
i
⌋
︸ ︷︷ ︸
⌈3/ε⌉ times


ε
≥
∏
j≤√i
j3.
Hence, the right-hand side in (19) is always bounded, showing that ii) holds.
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