In this paper, we propose network-assisted device-to-device (D2D) communication in licensed and unlicensed spectrum interoperable networks, to improve D2D users' throughput while alleviating the spectrum scarcity issue of cellular networks. The idea of licensed and unlicensed spectrum interoperability is based on the findings of the IEEE 1932.1 working group. Conventionally, D2D users were only able to communicate by using either cellular or non-cellular networks and no interoperability mechanism was available. The proposed scheme brings in many benefits including but not limited to higher D2D users' throughput, alleviation in spectrum scarcity issue of cellular networks, and better network management. However, ensuring quality-of-service (QoS) in this dynamic environment is a challenging task. To this end, we analyze the QoS using a well-known analytical tool "Effective Capacity (EC)" for eNodeB-assisted as well as WiFi-assisted D2D communication. Moreover, we also see the impact of neighboring cells' load and full-duplex transceiver at eNodeB and WiFi access point on the EC of D2D users. Simulation results show that EC increases with a decrease in neighboring cell's load and decreases when more stringent QoS constraints are imposed. Results also show that the maximum sustainable source rate at the transmitter's queue increases with an increase in maximum allowed packet delay but converges to a maximum value soon after that.
I. INTRODUCTION
The telecom sector has witnessed an exponential growth in the number of connected devices in the last decade. This trend is expected to thrive even faster with the introduction of upcoming fifth-generation (5G) cellular networks. This huge number of connected devices and spectrum usage associated with it will put a huge strain on the traditional cellular networks. Traditional cellular networks, which were primarily designed for voice-only communication, may not provide high data rate connectivity to new applications. Moreover, the spectrum scarcity issue is a bottleneck for the cellular networks and the telecom community is actively looking for alternate spectrum and technologies which can help in envisioning the true breadth of 5G. This can be seen from the fact The associate editor coordinating the review of this manuscript and approving it for publication was Bhaskar Prasad Rimal. that the spectrum available to the cellular network providers remains the same (top five cellular network providers in the United States owns only approximately 140 MHz [1] ) while the number of users and their demand of high data rate is increasing exponentially. This has sparked the idea of evolving the current cellular networks to use the unlicensed spectrum. Unlicensed spectrum, on the other hand, is mostly underutilized and can accommodate a large number of users with high data rate requirements.
5G cellular network promises to solve the high data rate as well as huge connectivity issues of the legacy cellular networks [2] . This promise can only come true either with the introduction of an entirely new spectrum (such as above 6 GHz and millimeter-wave communication spectrum) or by incorporating the underutilized unlicensed spectrum. Extensive research is going on in both of the directions, however, utilizing unlicensed spectrum is much easier than that of an VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ entirely new spectrum due to its availability and low cost. There have already been some efforts in realizing the impact of licensed and unlicensed spectrum coexistence such as long term evolution (LTE)-unlicensed [3] also known as LTE-WiFi aggregation (LWA) and licensed assisted access (LAA) [4] . These technologies provide a base for a new paradigm of licensed and unlicensed spectrum interoperability. This paradigm will allow the transfer of higher data volumes with the additional airtime obtained from the unlicensed spectrum. However, this paradigm is still under investigation for its radio access network (RAN) and backhaul network management. Once established, it will help in reducing the spectrum scarcity issue of the 5G cellular networks. On the other hand, device-to-device (D2D) communication is also one of the key enabling technologies of 5G cellular networks. It allows two devices to communicate with each other without the help of a base station (BS) by reusing the cellular user's bandwidth [5] . By reusing the cellular users' bandwidth, it allows the network to accommodate more and more users without putting a strain on the network. D2D communication can be done in the overlay (underlay) fashion in which cellular and D2D users are assigned orthogonal (nonorthogonal) resources. When utilizing D2D communication in underlay fashion, D2D users', as well as network throughput, decreases due to an increase in interference. This issue can be dealt with by utilizing interference management techniques while performing resource allocation for underlay D2D communication. The authors in [6] have proposed a matching game approach for mode selection and resource allocation in underlay D2D communication which also provides efficient interference management. Similarly, transmit power optimization and D2D user clustering can also be used for interference management. To this end, the authors in [7] have studied the impact of user clustering and transmit power assignment on the overall network performance. They have maximized the sum-rate of the network by jointly optimizing the D2D users' transmit power and user clustering.
To alleviate the spectrum scarcity problem in cellular networks, network densification by deploying small cells is considered as one of the most feasible solutions [8] . However, achieving capacity growth through network densification will ultimately experience severe inter-cell interference. D2D communication in this new paradigm of licensed and unlicensed spectrum interoperability can help in alleviating the spectrum scarcity problem by increasing the licensed spectrum reuse as well as utilizing the unlicensed spectrum. This way, exponential growth in capacity can be achieved without experiencing inter-cell interference. Moreover, it can also help in realizing the energy-efficient (due to reduced transmission power levels) and low-latency (because of the direct link) communication systems, which are the key components of the 5G cellular networks. Various studies have already been done on the utility and benefits of licensed and unlicensed spectrum interoperability. The authors in [9] have proposed an energy-efficient mechanism for LAA. They have investigated the energy-efficient optimization of the LAA system by joint optimization of licensed and unlicensed spectrum allocation. Their simulation results have shown that the energy efficiency of the BS can only be increased when the number of resource blocks from the licensed and unlicensed spectrum is balanced properly, otherwise, it may enhance the throughput of the BS but not the energy efficiency. The authors in [10] have proposed a software-defined heterogeneous network (HetNets)-based multi-scale dynamic allocation of licensed and unlicensed spectrum. They have also presented four potential application scenarios (machineto-machine communication, multi-access edge computing, ultra-dense networks, and space-air-ground integration) to highlight the benefits of the proposed framework. Their simulation results have shown the efficacy of their proposed framework which can dynamically allocate licensed and unlicensed spectrum by keeping in view the channels state information, interference level, and demand of the users. Nevertheless, licensed and unlicensed interoperability still faces many critical challenges including inter-channel and intra-channel interference, spectrum allocation and network management, and quality-of-service (QoS) provisioning.
QoS provisioning is one of the key challenges of the licensed and unlicensed spectrum interoperable wireless systems. In wireless communication channels, ensuring QoS is a challenging task due to the harsh and rapidly changing environment which have a direct impact on the instantaneous transmission rates of the channel. This task becomes more challenging when licensed and unlicensed channels coexist. This compelled researchers to look for statistical QoS guarantees instead of deterministic QoS guarantees. To find the statistical QoS guarantees, EC is one of the most influential analytical tools. EC is a link-layer channel model in which a channel can be modeled in terms of delay violation probability and the probability of having non-empty buffer [11] . Due to the realistic statistical QoS guarantees it offers, EC has sparked great interest among the researchers as numerous works have been reported in the literature. To date, EC based statistical QoS guarantee analysis has been carried out for various different wireless communication scenarios including but not limited to D2D [12] , cognitive radio networks [13] , wireless local area networks (WLANs) [14] , wireless sensor networks (WSNs) [15] , 5G cellular networks [16] , to name a few selected works. On the other hand, D2D communication has been widely studied but the integration of D2D communication in licensed and unlicensed spectrum interoperable wireless systems is still a question mark. To the best of the authors' knowledge, this is the first study which provides statistical QoS guarantees for the licensed and unlicensed spectrum interoperable D2D communication.
A. CONTRIBUTIONS
This work has the following contributions.
1) We propose a model for licensed and unlicensed spectrum interoperable D2D communication. We also put forward a network-assisted D2D communication model in LTE and WiFi interoperable networks. We investigate device discovery and handover mechanism for the network-assisted interoperable D2D communication.
2) To ensure QoS in network-assisted interoperable D2D communication, we perform EC analysis which provides statistical QoS guarantees under varying channel conditions. We also investigate the impact of full duplex communication and network cell load on the EC of network-assisted communication.
3) Last but not the least, we calculate the maximum sustainable source rate at the transmitter's queue under varying channel conditions along with different cell load.
B. ORGANIZATION
The remainder of the paper is organized as follows. Section II describes the licensed and unlicensed spectrum interoperability. Section II-A proposes the licensed and unlicensed spectrum interoperable D2D communication. Section II-B presents the D2D device discovery mechanism for interoperable D2D communication. Section II-C presents the handover mechanism for interoperable D2D communication. Section III discusses the QoS guarantees for the proposed interoperable D2D communication. Section III-A presents some background on effective service capacity and Section III-B presents the EC for the eNodeB-assisted as well as WiFi-assisted D2D communication. The EC and maximum sustainable arrival rate at the source' queue has been investigated using simulation results in Section IV. Finally, concluding remarks and some future directions are presented in Section V. For the readers' facilitation, TABLE 1 shows all the mathematical notations used in this paper for convenient referencing. 
II. LICENSED AND UNLICENSED SPECTRUM INTEROPERABILITY
One of the major challenges cellular networks are facing today is spectrum scarcity. It is expected to become more severe if the telecom community only relies on the licensed spectrum to provide connectivity to its massive number of users and their ever-increasing demands of high data rates. Moreover, cellular networks are lagging in providing high QoS due to their limited resources and radio interference [17] . Keeping in view the resource-constrained nature of the cellular networks, the institute of electrical and electronics engineers (IEEE) has formed a working group to investigate the possibility of the interoperation of licensed and unlicensed spectrum. They have proposed a new standard IEEE 1932.1 which will define a mechanism for devices/users operating in licensed and unlicensed spectrum to efficiently communicate with each other. This standard will explain the interoperation among medium access control and physical layer protocols designed specifically for technologies operating in licensed and unlicensed spectrum. Moreover, it will also provide a controller which can coordinate among devices/users communicating using these technologies.
Although interoperation among entities operating in different frequency spectrums brings in many benefits for cellular as well as non-cellular users, it comes with several challenges including coexistence, design, and infrastructure challenges. Coexistence is considered to be one of the major challenges of cellular networks in the unlicensed band because it can cause a significant amount of performance degradation to other non-cellular technologies operating in the same frequency band. In order to get maximum benefits out of licensed and unlicensed interoperability, this coexistence problem must be resolved to ensure QoS of the cellular as well as non-cellular users. The authors in [18] have proposed a game-theoretic approach for fair-coexistence between cellular and non-cellular systems which maximizes the sumrate of cellular users while considering the QoS requirements as well as the coexistence issue of the non-cellular users. Another study [19] presents a similar approach to the quality of experience-enabled unlicensed sharing in 5G cellular networks. On the other hand, design and infrastructure challenges should also be considered while practically implementing licensed and unlicensed spectrum coexisted networks. Control data separation architecture (CDSA) is one of the promising network architectures [20] . In CDSA, a logical separation between the data plane and the control plane exists. By utilizing CDSA in licensed and unlicensed interoperable networks, we can restrict all the control signaling to only use LTE/5G control channels, whereas a dynamic network controller (DNC) will decide for users/devices to use either licensed or unlicensed spectrum for data transmission. The DNC decision can be based on licensed spectrum congestion or the cell load. If the licensed spectrum is congested, DNC may direct users/devices through control channels to opt unlicensed spectrum for data transmission, or vice-versa. This way licensed carriers can leverage extra bandwidth from unlicensed spectrum without incurring overhead expenses for obtaining a license. A cloud radio access network (C-RAN) based architecture for licensed and unlicensed spectrum interoperability is shown in Fig. 1 . This architecture has four basic units: remote radio head (RRH) comprising both the macro-cell (MC) and micro-cell (mC) deployment, fronthaul network, baseband unit pool which performs computation, storage, processing, and network management, and a backhaul network. This C-RAN based architecture not only allows licensed and unlicensed operating networks to coexists, but it can also reduce network-level energy consumption, the complexity of the RRH network, and cost associated with network deployment and operations [21] .
The utility of licensed and unlicensed operable networks can only be recognized when it can accommodate all of the key enabling technologies of the upcoming 5G cellular networks. D2D communication is one of those technologies which have proved its efficacy for 5G cellular networks [22] . Now we will investigate how D2D communication can be efficiently integrated with this new architecture and what benefits can be availed from this integration.
A. LICENSED AND UNLICENSED SPECTRUM INTEROPERABLE D2D COMMUNICATION
Today's cellular networks can be considered as a multiple layered-network with D2D, femto, pico, and wifi networks forming different layers of the communication network underlaid the main MC layer. The introduction of each layer has its benefits just like D2D communication. D2D communication was originally been proposed as a shortrange direct communication between two devices without the involvement of the network infrastructure. However, with the ever-increasing demand for high data rate and QoS enabled applications, D2D communication is no more an independent mode of communication without the involvement of access point (in case of WiFi network) or eNodeB (in case of LTE network). D2D communication is mainly characterized by two phases: the device discovery phase and the communication phase. Generally, the device discovery phase is done by the network operator and it shares knowledge of this phase to devices present in close proximity to each other. After this, devices communicate with each other on a direct D2D communication link. However, this way network has a lose control over the D2D communication and it can not ensure reliability and QoS of the communication link [23] . On the other hand, if the network retains full control over both of the device discovery and communication phases, it can ensure reliability as well as QoS of the communication link. In this case, there are two possible ways, one is when the entire cellular infrastructure is used for the communication (which is known as cellular mode of D2D communication) and another possible way is that both D2D devices communicate with each other through eNodeB (but not utilizing the whole infrastructure of the cellular network). This is only possible when a dedicated bearer is established for each device who requests for the establishment of the communication link [24] . This type of D2D communication is known as network-assisted D2D communication. Further details are discussed in Section II-C.
To integrate D2D communication in licensed and unlicensed interoperable networks, network-assisted D2D communication can be considered as one of the most efficient approaches. From the network design point of view, eNodeBs and WiFi access points (APs) are the closest points of interaction for the D2D devices; thus, they can be considered for the integration of all of the D2D functions. When an eNodeB and WiFi AP are equipped with D2D functions, they can perform device discovery as well as allow D2D devices to communicate through eNodeB (in eNodeB-assisted D2D communication) and WiFi AP (in WiFi-assisted D2D communication) as shown in Fig. 2 . This way network can ensure service authorization and device authentication aspects in the device discovery phase and QoS and reliability in the communication phase. Network-assisted D2D communication can also allow switching among the networks (switching from licensed to unlicensed network and vice-versa). This switching is done by the DNC depending upon the available spectrum and the data rate requirement of the concerned D2D devices. A detailed discussion on the functions of DNC and how D2D devices can seamlessly switch among different networks is presented in the following subsection.
Recently, a couple of works on D2D communication in cellular and non-cellular networks have emerged. The authors in [25] have proposed a model in which D2D users can access the unlicensed spectrum as an underlay of the uplink LTE network. The authors have also proposed a duty-cycle based protocol for D2D users to utilize the unlicensed spectrum. However, this work does not provide any framework for the interoperation between cellular and non-cellular networks, similarly, there is no mechanism available for D2D users' handover between cellular and non-cellular networks. [26] studies the joint channel and power allocation for D2D communication on licensed and unlicensed bands. The authors have proposed an algorithm using particle swarm optimization to manage the interference and to improve the overall throughput of D2D users. [27] investigate the spectrum access problem for cellular and D2D users by maximizing the total throughput of the network which is an entirely different problem as compared to ours. [28] proposed a new scheme for the medium access control protocol for D2D communication in an unlicensed spectrum. They have proposed the request-to-send/clear-to-send mechanism with the free-to-receive technique to improve the performance of the D2D communication in the unlicensed spectrum. However, none of these works discuss the interoperation and QoS of the licensed and unlicensed-enabled D2D communication.
B. DEVICE DISCOVERY FOR THE INTEROPERABLE D2D COMMUNICATION
Device discovery is one of the most important tasks for establishing D2D communication. The more efficient device discovery is, the more reliable the D2D link will be. It can be done in two different ways, one is autonomous, in which a D2D device itself indicates its presence to other devices present in the network by sending beacons and establishing a neighboring device list. This list is updated regularly based on any change in the network. The second and more efficient way is network-assisted device discovery. In this type of D2D device discovery, eNodeB exploits the information of the network layout, device's distance from eNodeB, and the angle of arrival of the signal to identify the proximity of the D2D device. It is a centralized device discovery mechanism and has the potential to substantially reduce the power consumption of resource-constrained D2D devices, network interference, and signaling required for device discovery [29] . Above that, current cellular networks already have functionalities [30] which can support this type of device discovery, which makes it more suitable for deployment purposes.
Two devices can only be considered nearby when the received signal strength from the transmitting D2D device is greater than or equal to the receiver device's sensitivity. Based on this assumption, the probability of D2D device discovery can be defined as,
where P t is the transmit power of the transmitting device, Z D t ,D r are the channel coefficients of the link between transmitting and receiving device, and P r is the receiver device's sensitivity. P r is mostly considered as fixed as it depends on the physical parameters of the receiver's antenna. It is impractical to use (1) to find the actual probability of D2D device discovery because it does not consider the impact of signal to interference and noise ratio (SINR) and the varying channel conditions. Moreover, we are also considering full-duplex communication in our scenario so, the impact of self-interference should be considered while defining the probability of D2D device discovery. Nevertheless, (1) can be considered as the upper bound on the performance of ¶ D . For a more realistic D2D device discovery probability, we consider these factors in our analysis. The probability of device discovery would become,
where γ FD is the signal to self-interference and noise ratio (SSINR) at the receiver, it also incorporates interference caused by the interfering users and γ max is the SINR threshold which is directly dependant on the receiver's sensitivity (P r ). γ FD can be defined as,
where M m=1,m =i P m t .G m .Z D m ,D r is the cumulative interference caused by M interfering devices present in the network, αP β t o is the residual self-interference caused by the full-duplex radio at the receiver, α and 0 ≤ β ≤ 1 are the self-interference cancellation (SIC) factors and β = 0 reflects perfect SIC. P t o is the transmitting power of the receiver device and N o is the noise variance. When the receiver device is highly sensitive then the probability of D2D device discovery will increase and vice versa. Similarly, increasing P t will increase P D but it will also increase the overall interference in the network; thus, optimization of transmit power is required for better performance. However, such analysis is beyond the scope of this work and thus left for future work. One can also find the probability of D2D device discovery in the unlicensed network by simply calculating SINR in that case. Note that SINR in the unlicensed network will be worse than the one in the licensed network due to higher interference caused by the appliances which are not part of the designated network such as microwave ovens, baby monitors, and etc.
C. HANDOVER MECHANISM FOR THE INTEROPERABLE D2D COMMUNICATION
In network-assisted D2D communication, eNodeB or WiFi AP has full control over D2D device discovery as well as the data communication phase. Once the D2D device discovery phase is done, knowledge of this phase is broadcasted to all of the devices present in the network. Discovered D2D devices who want to communicate with each other then send a request to their respective eNodeB to form a network-assisted D2D communication link. After receiving these requests, eNodeB asks the core network (CN) to form a dedicated D2D radio bearer for each of the devices. Once the D2D radio bearer has been established, eNodeB sends a message to each device that their request for establishing a network-assisted D2D communication link has been accepted. Both the devices then communicate with each other via eNodeB or WiFi AP. A signaling call-flow for the establishment of network-assisted D2D communication is shown in Fig. 3 . The first priority of the DNC to provide a licensed spectrum to all of the discovered D2D devices who want to communicate. However, when the licensed spectrum is congested or the D2D devices request for a higher data rate which licensed spectrum-based channel can not provide, DNC allocates an unlicensed spectrum to the respective D2D devices. This is called handover between licensed and unlicensed spectrum [31] . A detailed explanation of how this handover mechanism can be used in a network-assisted D2D communication scenario is presented next.
When two D2D devices which are communicating with each other over the licensed spectrum (eNodeB-assisted D2D communication) wants to switch to the unlicensed spectrum (WiFi-assisted D2D communication), respective eNodeB (source BS) generates a request to the target BS (WiFi AP) and to the mobility management entity (MME) 1 . After verifying that it has a free channel, target BS (WiFi) responds to the core network gateway (CN-GW) with the available channel information. CN-GW then shares it with the source BS, which then passes this information to both of the connected D2D devices and initiates an RRC connection reconfiguration. Once this reconfiguration completes, both the devices contact the target BS (WiFi) on the allocated channel. Target BS then sends a path switch request to the CN-GW which responds with the path switch request acknowledgment and release order of both of the devices to target (WiFi AP) and source (eNodeB) BSs, respectively. Both the newly connected D2D devices can now initiate a WiFi-assisted D2D communication procedure, similar to the eNodeB-assisted D2D communication procedure explained earlier. A complete signaling call-flow for the establishment of eNodeB-assisted D2D communication then switching among licensed and unlicensed spectrum and again establishing a WiFi-assisted D2D communication is shown in Fig. 3 . Fig. 4 presents an overview of the interoperable D2D communication. First, the front-haul network performs D2D device discovery using the suggested device discovery protocols by the MME. Every eNodeB and WiFi-AP performs device discovery mechanism independently and then share this knowledge with core (CN-GW + MME) using the backhaul network. If there are no handover requests by the candidate devices then these devices are assigned physical resource blocks (PRBs) by the PRB allocator in their respective 1 Note that control signaling of the WiFi APs are managed by the macrocell base station (MC BS); thus, RRC messages of the WiFi users are transmitted from the MC BS. network, otherwise, these devices go through handover mechanisms initiated by the source and target BSs before being assigned PRBs. Once the PRBs are assigned, PRB allocator then passes on the information of transmission power levels and designated channels to the candidate D2D devices, which then start communicating using their respective eNodeB and AP in network-assisted D2D communication mode. Now we will investigate the statistical QoS guarantees for eNodeB-assisted as well as WiFi-assisted D2D communication in the following section.
III. QOS GUARANTEES FOR THE INTEROPERABLE D2D COMMUNICATION
In wireless communication scenarios, ensuring QoS is a challenging task due to the harsh environment which has a direct impact on the instantaneous transmission rates of the channel. In the case where licensed and unlicensed operating networks coexist, this task becomes even more challenging due to inter as well as intra-carrier interference. Moreover, QoS requirements of licensed and unlicensed networks are different and when they coexist ensuring end-to-end QoS guarantees are difficult. Key factors that affect the QoS of any wireless network are a delay and outage probability. Since the channel conditions of a wireless network change rapidly over time, deterministic delay guarantees are difficult to achieve. In such a case, statistical QoS guarantees are preferred because they are easier to map when shadowing and fading affect the channel conditions. To find statistical QoS guarantees, EC is considered as one of the most influential analytical tools.
A. EFFECTIVE CAPACITY
In this subsection, we will present the basic concept of EC. Since EC is a concept that utilizes the effective bandwidth as presented by Wu. [11] , we will first explore the idea of effective bandwidth. It defines as the minimum constant service rate which is required to satisfy a queueing delay requirement for a given source rate [32] . Let's say a steadystate queue length at the transmitter Q t has a source rate r(t) and service rate (which can also be termed as channel capacity) S(t) which changes over time t, then in order for the queue to be stable, the following condition must satisfy,
where E[.] defines the expectation operator. For any system operating under statistical QoS guarantees, some constraints on Q t should be imposed so that data to be transmitter should not wait for too long. These constraints are identified by the
where Q th is the maximum threshold on the queue length. Packets are generally lost when queue (buffer) becomes full. If (4) is satisfies, then the buffer violation probability at the transmitter can be written as,
From (5), we can say that θ is the exponential decay rate of the buffer violation probability at the transmitter. A lower θ entails a higher queue length violation probability which implies a relax QoS constraint. On the other hand, a large θ refers to a low queue length violation probability which ultimately results in stringent QoS constraint. Moreover, we can also say that θ → 0 implies delay-tolerant communication, while θ → ∞ implies delay-sensitive communication. Based on these principles, authors in [11] have presented the idea of EC for wireless communication networks. Since, the effective bandwidth is defined as the minimum constant service rate required to satisfy a queueing delay requirement, EC, on the other hand, is the maximum sustainable constant arrival rate at a transmitter's queue in the face of a randomly time-varying (channel) service, under given QoS constraints. It can be defined as the log moment generating function (LMGF) of the cumulative service process S(t) in the limit:
where S(t) = t k=1 s(k), with s(k) as the channel service (i.e., number of bits delivered) during slot k. In order to find the delay experienced by a packet at any time t, the probability for non empty queue/buffer can be used,
where P out is the outage probability, d(t) is the delay experienced by a packet at any time t, d max is the maximum delay bound, and P[Q t > 0] is the probability of a non empty queue.
B. EC OF THE INTEROPERABLE D2D COMMUNICATION
As we know from (6) that EC is,
if we assume service rate (S(t)) as independent and identically distributed (IID) and no correlation among different samples of S(t) over t where (t = 1, 2, . . . , T ) then S(t) can be considered as addition of T random variables. As in (5), t → ∞ then according to law of large numbers [33] , a simplification of LMGF can be written as,
where m s and σ 2 s are the mean and variance of the service rate S(t). Hence, in order to find the EC of the D2D communication link (either eNodeB-assisted or WiFi-assisted), finding mean and variance of S(t) is enough. As already mentioned in the previous section that in order for the queueing system to be stable, the QoS exponent θ must fulfil this condition, r < (−θ ) θ . Utilizing this along with (9), we can write general expression for θ as θ = 2(m s −r) σ s . If we utilize the expression P[d(t) > d max ] ≈ P[Q t > 0]e −θ.EC.d max given in (7) and upper bounding probability of non-empty queue (P[Q t > 0]) by 1, then we can find the maximum arrival rate r * that can be supported by S(t),
now substituting θ = 2(m s −r) σ s in (10),
by simplifying it, we can derive the maximum sustainable source rate r * that can be supported by S(t) [34] ,
Fig . 5 shows the system model for eNodeB-assisted and WiFi-assisted D2D communication. First, we will investigate the EC of eNodeB-assisted D2D communication.
1) ENODEB-ASSISTED D2D COMMUNICATION
We assume that eNodeB supports full-duplex communication (i.e., it receives data from D T and transmits to D R simultaneously in a single time frame). Although full-duplex communication can enhance the system capacity (double in some cases), it also introduces self-interference [35] as shown in Fig. 5 . There are several self-interference cancellation (SIC) techniques that can be used at the physical layer to mitigate this effect. However, complete SIC is not possible using these techniques [36] . We, therefore, incorporate the residual self-interference in our analysis for a realistic scenario. Moreover, we will also include the impact of cell load on the down-link channel capacity. This way, we can see the impact of network densification as well as cell congestion on a user's throughput. Further, we also assume that the transmitter (D T ) has the perfect channel state information (CSI); thus, the service rate (S(t)) will be equal to the instantaneous channel capacity of the eNodeB-assisted D2D communication link 2 . Instantaneous channel capacity (C eNB (t)) can be written as, C eNB (t) = 0.5 min(C eNB,ul (t), C eNB,dl (t)).
2 If the transmitter in unaware of the perfect instantaneous CSI or only aware of the outdated or average CSI then constant service/transmission rate can be used [33] . where C eNB,ul (t) and C eNB,dl (t) are the instantaneous channel capacities of the D T → eNodeB and eNodeB → D R links, respectively. C eNB,ul (t) can be written as, 
where γ eNB,ul (t) is the SSINR of the uplink transmission and can be calculated as,
whereP t and G T are the average transmit power and gain of the D T , respectively. α 1P β 1 eNB is the residual self-interference due to the poor SIC techniques being used [36] . α 1 and β 1 reflects the quality of SIC techniques used.P c eNB is the average transmit power of the eNodeB of cell c. By substituting (15) in (14) , we can find instantaneous channel capacity of the link D T → eNodeB. Now the down-link channel capacity can be calculated as follows, 
where γ eNB,dl (t) is the SINR of the down-link channel eNodeB → D R . In this case, SINR will also be affected by the cell load of the neighboring cells. This can be expressed as follows,
.
whereP c eNB andP n eNB are the average transmit powers of the eNodeB of the connected cell and interfering cells, respectively. G R is the gain of D R . Z c eNB,dl (t) and Z n eNB,dl (t) are the channel coefficients of the desired down-link channel and interfering channels, respectively.ξ n is the actual cell load of the interfering cells. In order to calculate cell load of a cell c, we first need to find the minimum resources allocated to a D2D device D. These resources can be calculated by incorporating the throughput requested by the device D (ζ D ) and the actual throughput experienced by the same device [8] .
) are the minimum resources allocated to device D ∈ U D , where U D represents the set of all active devices connected to cell c. Now by utilizing ξ c D , we can find the total load of cell c, which can be calculated as,
).
Now by substituting cell load from (18) in (17), we can find SINR of the down-link channel (eNodeB → D R ) which also incorporates cell load of neighboring interfering cells.
By substituting (19) in (16), we can find instantaneous channel capacity of the down-link channel (eNodeB → D R ). To find the overall instantaneous capacity of the link D T → eNodeB → D R , substitute (14) and (16) in (13), C eNB (t) = 0.5B c log 2 (1 + min{γ eNB,ul (t), γ eNB,dl (t)}) = 0.5B c log 2 (1 + γ eNB (t)). (20) where γ eNB (t) is the overall SINR of the link D T → eNodeB → D R and can be calculated by taking the minimum of the SINR of the individual links D T → eNodeB and eNodeB → D R . Now to find the EC (EC eNB ) and maximum sustainable arrival rate in case of eNodeB-assisted D2D communication (r * eNB ), we need to find the mean and variance of C eNB (t). Mean can be calculated as follows,
whereγ eNB is the average SINR of the link D T → eNodeB → D R and E 1 [.] is the exponential integral. Variance can be calculated as shown in (22) , as shown at the bottom of this page, where a F b n d ; z is the hypergeometric function. By substituting m c eNB from (21) and σ 2 c eNB from (22) in (9), we can find EC in case of eNodeB-assisted D2D communication 3 as shown in (23), as shown at the bottom of this page. Similarly, by substituting m c eNB and σ 2 c eNB in (12), we can find r * max,eNB in case of eNodeB-assisted D2D communication under statistical QoS guarantees θ . After simplification, r * max,eNB is shown in (24) , as shown at the bottom of this page.
2) WIFI-ASSISTED D2D COMMUNICATION
In this section, we will evaluate statistical QoS guarantees for WiFi-assisted D2D communication. First, we will compute maximum sustainable source rate r * under explicit QoS constraints (maximum allowed target delay d max and delay violation probability P[d(t) > d max ]). In this scenario, as the communication will be done on unlicensed frequency spectrum, WiFi AP as well as D R will experience severe interference from other services co-existing in the industrial, scientific, and medical (ISM) radio band (e.g. baby monitors, microwave oven, etc.) as well as from other communicating users in the network [37] . Such uncoordinated interference makes it difficult to ensure QoS on the D2D link, which motivated us to compute the effective service capacity for the WiFi-assisted D2D communication.
Similarly as of eNodeB-assisted D2D communication, we also assume that WiFi-AP supports full-duplex communication; thus, we will incorporate residual self-interference in calculating channel capacity of WiFi-assisted D2D communication as shown in Fig. 5 . Due to the presence of DNC, a coordinated WiFi network will also be established so, incorporating cell load of WiFi-cells will also help our analysis depict a more realistic scenario. Moreover, we also assume that D T has the perfect CSI in this case as well; thus, S(t) will be equal to the instantaneous channel capacity of the WiFi-assisted D2D communication link (C AP (t)). This can be calculated as follows,
where C AP,ul (t) and C AP,dl (t) are the instantaneous channel capacities of the link D T → AP and AP → D R , respectively. C AP,ul (t) can be calculated as,
where B m is the bandwidth allocated by the AP to D T for uplink communication and AP,ul (t) is the SSINR of the up-link transmission and can be calculated as,
where Z AP,ul (t) are the channel coefficients of the up-link channel, α 2P β 2 AP is the residual self-interference and α 2 and β 2 represents the quality of SIC techniques used at the AP. P AP is the average transmit power of AP. Now the down-link channel capacity can be calculated as,
where AP,dl (t) is the SINR of the down-link transmission and can be calculated as,
where M t =m I t shows the interference caused by mC BSs, where t = 1, 2, 3, . . . , M represents all mC BSs present in the network. L l=1 I l shows the interference caused by all the unlicensed network users present in the network (where l = 1, 2, 3, . . . , L are the total number of unlicensed users). Z m AP,dl (t) and Z i AP,dl (t) are the channel coefficients of the desired downlink channel and interfering channels, respectively.ξ i is the actual cell load of the interfering WiFi cells. To calculate the cell load, in this case, one simply has to follow the way we calculated the cell load in the eNodeB-assisted D2D communication scenario. The final expression for the cell load, in this case, comes out to be,
Now by substituting (30) in (29), we can find the final expression of the SINR of the downlink channel AP → D R (as shown in (31), at the bottom of this page) which also incorporates the cell load of neighboring interfering cells as well as the interference caused by neighboring interfering cells and unlicensed users present in the network. Now by substituting (31) in (28), we can find the down-link channel capacity. Now to find the overall capacity of the link D T → AP → D R , substitute (26) and (28) in (25),
where m AP,dl (t) is the overall SINR of the link D T → AP → D R and can be calculated by taking the minimum of the SINR of the individual link D T → AP and AP → D R . Now to find the EC (EC AP ) and r * max,AP , one needs to recompute the mean and variance by substituting¯ AP in (21) and (22) . EC AP and r * max,AP can then be computed by substituting these new expressions of mean and variance in (9) and (12), respectively.
IV. SIMULATION SECTION A. SIMULATION SETUP
The simulations were done using MATLAB 2019. We consider a Macro-cell of radius 700 m with multiple heterogenous micro-cells in its coverage area each with a radius of 70 m. D2D users are placed randomly in the coverage area. The average transmit power of D2D users, eNodeB, and WiFi AP are set 1 dBm, 23 dBm, and 10 dBm, respectively. We use following path-loss models for transmission: PL(D) = 128.1+37.6 log 10 (D) and PL(D) = 140.7 + 36.7 log 10 (D) for cellular cell and WiFi cell, respectively. Where D is the distance between D2D user and eNodeB and WiFi. We set the range of SINR (γ eNB and AP ) between 0-40 dB. β 1 and β 2 are quality of SIC techniques employed at eNodeB and WiFi AP and it ranges from [0,1]. Fig. 6 presents the outage probability (the probability that delay experienced by a packet is greater than the maximum allowed packet delay) for different parameters of the network. Fig. 6(a) shows that outage probability decreases exponentially fast with an increase in QoS exponent. Lower QoS exponent (which implies a relax QoS constraints) entails a higher outage probability, whereas large QoS exponent leads to a lower outage probability which results in strict QoS constraints. Moreover, the effect of changing the maximum allowed packet delay on the rate of change in outage probability is also observed. When maximum allowed packet delay approaches to zero, outage probability approaches to the maximum. On the other hand, when it approaches infinity, outage probability becomes zero irrespective of the QoS exponent value. Fig. 6(b) presents the effect of maximum allowed packet delay on the outage probability. It is evident from the figure that as the allowed packet delay increases, chances of transmission increase which leads to lesser outage probability and vice versa. Similarly, the effect of the QoS exponent can also be observed from this figure, as QoS exponent approaches zero (delaytolerant communication environment), outage probability approaches to the maximum. On the other hand, when QoS exponent approaches to maximum (i.e., θ → 1) (delaysensitive communication environment), outage probability decreases exponentially fast, in fact, it becomes nearly zero for d max = 1. Fig. 7 demonstrates the EC of the WiFi-assisted D2D communication for different SINR of that link. It shows that the EC increases exponentially fast as the SINR increases for lower QoS exponent and as the QoS exponent increases, this rate of increase decreases rapidly. In fact, for delay-sensitive communication scenario (when θ → 1), a decline in EC is experienced as the SINR increases for¯ AP = 1 dB → 6 dB and it becomes zero for¯ AP = 6 dB → 10 dB and after that it starts increasing though slowly but consistently with the increase in SINR. The highlighted region shows this effect that for higher QoS exponent, EC decreases initially and then starts increasing with the increase in SINR. Fig. 8 presents the EC of the eNodeB-assisted D2D communication. The findings of Fig. 8 are same as for Fig. 7 . However, in case of eNodeB-assisted D2D communication, D T can achieve higher EC when compared to WiFi-assisted D2D communication because a cellular network can provide dedicated channels (in overlay D2D scenario [38] ) to connected D2D devices. Transmission using a dedicated channel will allow a D2D device an interference-free communication; thus, the EC will be better. Fig. 9 presents the maximum arrival rate at the queue of D T for different values of the maximum allowed packet delay for the eNodeB-assisted D2D communication link. The maximum arrival rate increases exponentially fast with an increase in maximum allowed packet delay but ultimately converges to a maximum value. This maximum value is different for different SNR of the eNodeB-assisted D2D communication link. Forγ eNB = 40 dB, maximum arrival rate converges to 5.1 b/s/Hz and forγ eNB = 30 dB it converges to 4.42 b/s/Hz, in short, higher the SNR leads to a higher maximum arrival rate. Moreover, this figure also highlights the effect of outage probability on the maximum arrival rate, higher the outage probability will allow the queue of D T to support higher arrival rate though the benefit of higher outage probability diminishes with the increase in maximum allowed packet delay. Fig. 10 also presents the maximum arrival rate at the queue of D T versus the maximum allowed packet delay but for the WiFi-assisted D2D communication link. The findings of Fig. 10 are same as for Fig. 9 . However, in the case of WiFi-assisted D2D communication, the maximum arrival rate at D T will be less than that of in eNodeB-assisted D2D communication due to the effect of uncorrelated interference caused by the neighboring WiFi cells as well as other devices operating in the unlicensed frequency band. This shows that for a queue at D T to support the same arrival rate as that of in eNodeB-assisted D2D communication link, D T must employee better equalization as well as interferencecancellation techniques. Fig. 11 presents the EC vs different cell load for eNodeB-assisted and WiFi-assisted D2D communication. EC decreases exponentially fast as the cell load increases in the lightly loaded region. The rate of decay of EC reduces in the moderately loaded region, but the decreasing trend remains intact. Whereas, in the heavily loaded region, this rate of decrease becomes almost zero and EC converges to a single value for eNodeB-assisted (WiFi-assisted) D2D communication when cell load is 90% (94%). Moreover, the advantage of delay-tolerant communication over delaysensitive communication diminishes with the increase in cell load and ultimately becomes negligible when the cell is 90% loaded. This implies that if no proper cell load management techniques are adopted, then ensuring QoS of the D2D link is not achievable.
B. SIMULATION RESULTS

V. CONCLUSION AND FUTURE DIRECTIONS
In this paper, we proposed a model for the network-assisted D2D communication in licensed and unlicensed interoperable networks. The proposed model provides a coordinated D2D device discovery as well as a handover mechanism in LTE and WiFi networks. Moreover, we also investigate the statistical QoS guarantees for the network-assisted D2D communication in LTE and WiFi networks. The simulation results have shown that the EC, as well as the maximum sustainable arrival rate at the transmitter's queue of eNodeB-assisted D2D communication, is higher than that of WiFi-assisted D2D communication. It is due to the uncoordinated interference experienced by the D2D devices in WiFi networks. This signifies the importance of better equalization and interference cancellation techniques to achieve the same EC and arrival rate. The simulation results also indicate that the traffic load of a cell deteriorates the EC of a D2D link; thus, a better cell load management by offloading devices to the WiFi network when the cell is congested is more appropriate.
In this work, CN-GW and MME played an important role as an entity for coordination among cellular and WiFi networks, however, future work will study the impact of fully decentralized coordination between these networks. Moreover, one can also consider other non-cellular networks like WiMax for the network-assisted D2D communication scenario. This way, decentralized coordination among three different wireless networks might be very interesting. One another future direction could be that independent and identically distributed (IID) assumption about service rates is not realistic in many situations (but obviously is perfectly good to use in the absence of other information). It will be quite intriguing to investigate about how much worse (or even better!) offloading to/from WiFi AP is, if the service demands are non IID.
