Abstract: Many analytical procedures, technical methods, and tools have been developed to facilitate manual inspection of traffic congestion and support the decision-making process for traffic authorities. However, lacking an automatic mechanism, it would be a time-consuming and labour-intensive process for day-to-day and location-by-location analyses. This study presents a method based on a three-stage framework that is capable of automatically identifying and characterising spatiotemporal congested areas (STCAs) by parsing, extracting, analysing and quantifying the knowledge contained in traffic heatmaps. The key components of the proposed method are two unsupervised clustering procedures: (i) a mini-batch k-means clustering algorithm to separate the congested and non-congested areas and (ii) a graph-theory-based clustering algorithm to distinguish between different STCAs. Twenty weekdays of dual loop detector data collected from a 26-mile stretch of Interstate 10 in Phoenix, Arizona was analysed for the case study. The new method identified and quantified 102 STCAs without the need for human intervention. Based on 14 traffic measures calculated for each STCA, 19 active bottlenecks along the study corridor were identified. Top-ranked bottlenecks identified in this study were consistent with those reported in previous studies but were produced with less effort, demonstrating the new method's potential utility for traffic congestion management systems.
Introduction
Traffic congestion remains a serious concern and an extremely challenging issue in urban areas all over the world. As the American Highway Users Alliance [1] notes, the time lost due to traffic congestion in the most congested 30 metro-areas costs the United States up to $2.4 billion annually. Much of this congestion is due to bottlenecks in the road systems that impede the free flow of traffic [2, 3] . Mitigation or elimination of these traffic bottlenecks could thus significantly reduce traffic congestion [4] . A number of well-designed algorithms and tools [5] [6] [7] [8] [9] [10] have been developed to identify and characterise traffic congestion and the associated bottlenecks. Among these, traffic speed heatmaps have received extensive attention from researchers and practitioners because they provide an overall picture of how traffic states evolve to facilitate decision making. Fig. 1 shows an example of a heatmap with dimensions of m × n, presenting traffic congestion on a spatiotemporal plane. The four major congested areas in the figure, or spatiotemporal congested areas (STCAs), may be caused by a single active bottleneck or an active bottleneck associated with several deactivated bottlenecks. An active bottleneck is defined as 'a point upstream of which there is a queue and downstream of which there is freely-flowing traffic' [11] . Bottlenecks usually arise due to poor roadway design, sharp curves, incidents, or traffic merging and waving. Active bottlenecks are marked with a pair of mileposts denoting the locations of the closest upstream and downstream detector stations. A deactivated bottleneck may become so due to the spill over from a bottleneck further downstream when the two queues merge together [12] . Several useful measures can be estimated from a speed heatmap, including the onset and clearance times of active bottlenecks, the approximate locations of active bottlenecks, and the spatiotemporal extent of each STCA.
Although transportation researchers and practitioners often diagnose (or analyse) traffic congestion and bottlenecks by visually inspecting traffic heatmaps, gathering specific spatiotemporal information as well as the corresponding performance measures, such as delay, for traffic congestion and the associated bottlenecks can be challenging; it is also time-consuming and labour-intensive to conduct day-to-day and location-by-location heatmap analyses. This study proposes a systematic clustering method to identify and characterise traffic congestion and the associated bottlenecks that can be effectively and efficiently applied to practical traffic operations to facilitate decision making.
Related work
Various methods have been developed to identify and characterise traffic congestion and the associated bottlenecks in recent years. Generally, these methods can be categorised into two groups: segment-based and corridor-based methods. As the names suggest, segment-based methods diagnose traffic congestion and the associated bottlenecks by detecting and tracking upstream and downstream traffic states at the segment level, while corridor-based methods attempt to achieve the same goal by analysing traffic state evolution at the corridor level.
A classic segment-based method uses oblique cumulative curves [5, 11] , plotting cumulative curves for vehicle count or occupancy along an oblique time axis rather than a conventional orthogonal axis to amplify temporal changes in traffic states. Congestion is determined by carefully inspecting changes in the curves, and the activation time and location of the associated bottleneck is identified by locating the point where a sudden decrease in the slope of a cumulative curve occurs. The oblique cumulative curve is a powerful way to analyse congestion and characterise bottlenecks, but it is vulnerable to accumulated errors from biased counts [13] . Another major drawback is that it is challenging to automate because it requires manual inspection and adjustment. To overcome the latter drawback, several automatic methods have been proposed. Chen et al. [6] presented a systematic method to detect congestion based on a predefined cutoff speed, identifying and quantifying bottlenecks according to the speed differences between consecutive detectors; Zhang and Levinson [7] implemented a similar process using occupancy differentials. Das and Levinson [14] diagnosed traffic congestion with fundamental diagrams in which four traffic phases were defined and partitioned and the associated bottlenecks identified through statistical analysis. The common drawback of all these automatic methods is that not only are they subject to noise in the traffic data, thus leading to unreliable diagnoses [9, 10] , but the predefined thresholds tend to be subjective and site-specific. In an attempt to address the uncertainty introduced by unreliable measurements, fuzzy logic rules were incorporated into the bottleneck identification process by Liu and Fei [9] . However, their model still required predefined thresholds. Zheng et al. [10] utilised wavelet transforms to analyse important features related to bottleneck activation and identify bottleneck locations. Although wavelet-based methods are capable of smoothing out negative impacts caused by traffic noise and finding the exact times of congestion onset and clearance at each station, as with most segment-based methods it remains difficult to distinguish and quantify spatiotemporal congestion caused by multiple bottlenecks in the same corridor.
For corridor-based methods, one of the most commonly used approaches is to use speed contour maps, which have been successfully applied in several advanced intelligent transportation systems (ITS), including the Caltrans Performance Measurement System [15] and Portland Oregon Regional Transportation Archive Listing [16] . Speed contour maps present traffic conditions using a time-space plane, where contour lines are used to represent a range of speeds. Although such maps can provide good spatial coverage and a useful overall picture of traffic state evolution [10] , as a graphical tool they are usually best suited to preliminary analyses. Ban et al. [8] proposed an automatic congestion and bottleneck identification method based on a binary speed contour map that uses several days of speed percentile data to identify congestion and bottlenecks. Their method is appropriate for urban congested freeways and computationally efficient for bottleneck calibrations in traffic simulations, but may not be able to distinguish and characterise multiple bottlenecks along a corridor. The speed heatmap, which is similar to the speed contour map, is another popular visualisation tool for examining and tracking congestion and bottlenecks on a time-space plane [17, 18] , also requires a manual inspection to provide an effective diagnosis as well as suffering from a limited capacity to provide accurate spatiotemporal congestion information.
Once identified, congestion and bottlenecks are characterised by a series of measures, including activation time [5, 6, 10, 11] , queue discharge flows [7] , duration [4, 8] , spatial extent [4] , intensity [4] , queue length [1, 8] , severity [9] , delay [1, 4, 6] , and frequency [6] . Despite the fact that these traffic measures can be defined and calculated in different ways, the ultimate goal is to quantify the impact caused by the congestion and bottlenecks identified and help decision makers prioritise congestion mitigation strategies.
To the best of the authors' knowledge, few researchers have sought to identify and characterise traffic congestion using traffic heatmaps in an automatic and systematic way. To explore their strengths and address the shortcomings of existing methods, this study aims to parse, extract, analyse and quantify the knowledge contained in traffic heatmaps. This paper is organised as follows. The new three-stage methodology framework is introduced in the next section, along with details of the STCA identification, refinement and characterisation processes utilised, after which the results of an empirical study to demonstrate the feasibility and effectiveness of the proposed method will be presented. The paper will conclude by summarising the study's findings, discussing its contributions and making recommendations for future work. Fig. 2 presents the three-stage framework of the proposed method. The three stages consist of (i) 'STCA identification' where STCAs are identified in speed heatmaps by using two unsupervised clustering procedures; (ii) 'STCA refinement' where a postprocessing procedure is conducted to refine the identified STCAs; and (iii) 'STCA characterisation' where the refined STCAs are characterised by a series of measures after finding their contours.
Methodology

Framework
STCA identification
The first stage of the proposed method automatically identifies the STCAs in the speed heatmaps. This stage involves two steps: (i) distinguish the STCAs from the non-congested areas (non-STCAs) by using the mini-batch k-means algorithm; (ii) assign a corresponding label to each STCA by using the proposed graphtheory-based clustering (GTBC) algorithm. 
Distinguishing STCAs from non-STCAs:
To distinguish STCAs from non-STCAs, a common practice is to set a predefined cut-off speed threshold based on the experience of decision-makers [6] . As indicated by Wieczorek et al. [19] , the user's optimal choice of the cut-off speed relies on variable factors in terms of geography, traffic patterns, and driver behaviours in a certain region. To automatically determine an appropriate cut-off speed for different cases, the mini-batch k-means algorithm [20] is utilised in the new method to cluster the historic speed data. The mini-batch k-means algorithm uses per-centre learning rates and a stochastic gradient descent strategy to speed up convergence of the clustering algorithm, enabling high-quality solutions to identify several orders of magnitude faster than the conventional batch k-means method [21] . Fig. 3 shows the pseudo-code and the details of the minibatch k-means algorithm.
To distinguish STCAs from non-STCAs in the speed heatmaps, an appropriate cut-off speed has first to be established as the threshold. The final cut-off speed is estimated as follows:
where v STCA are the speed values in the STCA cluster, and v non − STCA are the speed values in the non-STCA cluster. The final output of this step is a binary heatmap where class label 1 represents non-STCAs and class label 2 represents STCAs.
Labelling STCAs by GTBC:
In general, more than one STCA may be presented in a given corridor so it is necessary to make a clear distinction between these different STCAs. An intuitive approach is to use another clustering algorithm to partition these STCAs. Although a wide spectrum of clustering algorithms have been proposed, most depend on prior assumptions or extra validity indices to determine the optimal number of clusters [22] . A truly automated clustering procedure does not require the number of clusters to be pre-defined, so to solve this problem a novel clustering algorithm based on graph theory is proposed in this study. This algorithm automatically groups and labels the different STCAs without the need for either prior assumptions or extra validity indices. The proposed algorithm was inspired by the visual inspection process of humans: an STCA in a given speed heatmap can always be distinguished from other STCAs by determining the connectivity of the data points within the STCA, which means that any two STCAs in a speed heatmap should be treated differently if they are not closely connected with each other. The clustering process can thus be deemed a problem that is solved by finding connected components in an undirected graph. Fig. 4 shows the pseudo-code and the details of the proposed GTBC algorithm. The input data set of the proposed algorithm is composed of a series of data points, the class label of which is 1. Each data point is described by two variables: time and space. To check the connectivity between the data points in STCAs, the connectivity distance must first be estimated. Intuitively, two points in a speed heatmap are connective if they are contiguous in either or both the horizontal direction or the vertical direction. The connectivity distance is estimated as the maximum distance between the minimum neighbour distance in the horizontal direction and the minimum neighbour distance in the vertical direction; the adjacency matrix can thus be generated according to the connectivity distance. The clustering procedure can now be translated into a problem to be solved by searching the connected components in an undirected graph represented by the adjacency matrix. A connected component is defined as a subgraph where a path exists between any two vertices in a graph. For an undirected graph G = ⟨V, E⟩, where V is the set of vertices and E is the set of edges, the search process for connected components is as follows:
For each vertex v ∈ V in G (a) If v has no owner, it belongs to an undiscovered connected component. Conduct a depth-first search [23] starting from v and mark all the vertices as being owned by v. Once all connected components have been searched, each cluster corresponding to data points in the same connected component is assigned to an STCA. This means that the number of clusters (connected components) is the same as the number of STCAs. The strength of the GTBC algorithm lies in its ability to automatically determine the number of STCAs in a given speed heatmap without the need for either prior assumptions or extra validity indices. The time complexity of the search process is V + E , where V is the number of vertices and E is the number of edges of the created graph. Given the resulting reasonable time complexity, this clustering procedure can be easily implemented in practical applications.
STCA refinement
Traffic flow data often contains noise, leading to unreasonable or unreliable identification results [6, 19] . A two-step post-processing procedure was thus developed to refine the identified STCAs.
• Step 1: Remove data points from the STCAs according to the following two rules: For each data point p ∈ P STCA , where P STCA is the set of data points in STCA, a.
If count P STCA < α, remove all data points in P STCA . b.
Find the data points located in the furthest downstream segment P down . If the duration of P down is less than β minutes, remove all points in P down . Repeat until the duration is equal to or great than β minutes. • Step 2: Fill the gaps or 'holes' within each STCA assuming each STCA is a continuous congestion entity.
In
Step 1, Rule (a) smooths out small isolated STCAs caused by moving jams, measurement errors or temporary fluctuations in the traffic flow as these are not the focus of this study. Here, α was set as 30 based on the interpolation resolution (200 × 200 in the later experimental settings). The setting of the value of α will not influence the robustness of the proposed methodology since those unfiltered small STCAs are still able to be characterised in the STCA characterisation stage. Rule (b) was applied because STCAs are usually caused by a sustained active bottleneck lasting at least 25 min [6] . Thus, β was set as 25 in this study.
STCA characterisation
After STCA identification and refinement, the last stage of the proposed framework is to characterise the identified STCAs. This stage consists of two steps:
• Step 1: contour extraction
The contour of an STCA is composed of a series of outermost data points, allowing several traffic parameters to be measured. Given an empty set of contour points P contour , for each point p ∈ P STCA . a.
If p ∈ P bound , where P bound is the set of boundary points of the heatmap, add p to P contour . b.
Find the nearest neighbours of p in the horizontal and vertical directions. Denote the set of neighbour points as P neig . If the cluster label of any point in P neig is different from the cluster label of p, then add p to P contour .
• Step 2: Quantification
A number of relevant traffic measures can be extracted after contour extraction. As the delay measure requires the corresponding traffic volume for each data point, a flow heatmap is generated using a linear interpolation technique [24] . Given an STCA with a contour point set P contour ∈ P STCA , each data point p ∈ P STCA carries four kinds of information, namely temporal information t, spatial information s, speed information v, and volume information q. Assume the time interval of collected data is T interv (5 min in our study), the number of data points in P STCA is J, and the number of data points in P contour is I I < J .
The extracted measures are defined and described in Table 1 . Note that the total delay due to the STCA, D total , and the delay due to the active bottleneck, D ab are treated differently in our study: D ab calculates the delay based solely on the data points directly associated with the active bottleneck as there may be multiple bottlenecks in some STCAs, in which case the delay due to deactivated bottlenecks is excluded from D total . Chen et al. [6] defined the delay of an active bottleneck as the total delay caused by the contiguous group of congested segments upstream of the active bottleneck location, arguing that the total delay is attributable to the active bottlenecks. Their definition of delay is thus equivalent to D total in Table 1 .
Empirical study
Study corridor and data description
The performance of the proposed method was evaluated using data collected along a 26-mile stretch of I-10 (eastbound) that passes through the central business district of Phoenix, Arizona. Traffic flow is monitored using 29 detectors, as seen in Fig. 5a , and 5-min volume and speed data are collected by dual-loop detectors. Data for 20 weekdays between 2 and 27 March 2015 was used for this study. Note that data for the high-occupancy vehicle (HOV) lane along this corridor was excluded because the traffic flow characteristics in an HOV lane differ significantly from those in non-HOV lanes. Fig. 5b shows the speed heatmaps for all 20 weekdays studied. At least four STCAs can be observed in the data for each day, implying the study corridor has at least four active bottlenecks. The study corridor experienced varying traffic conditions over the study period, suggesting that different STCAs must be individually analysed and quantified each day. For example, on the 6, 13, 18 19, and 27 March, traffic appeared to exhibit stronger fluctuations than on other days; traffic patterns on Fridays were also different from those on other weekdays, especially during the afternoons.
Identification of STCAs
The first stage of the new method proposed here identifies different STCAs along a given corridor using two clustering procedures, as described earlier. The first of these clustering procedures distinguishes congested areas from non-congested areas. The cutoff speed determined by the mini-batch k-means algorithm is 45.5 mph, which is very close to the empirical threshold of 45 mph adopted in a previous study [25] for the same I-10 corridor. The FHWA report [4] recommended the use of a cut-off speed 28% lower than the free-flow speed, which for this stretch of the interstate is 65 mph. The cut-off speed automatically determined here is thus consistent with both of these two studies.
Once the congested areas are identified, the GTBC algorithm proposed here was used to label the extracted STCAs. Three popular clustering algorithms, batch k-means [21] , fuzzy c-means [26] and density-peaks [27] , were also implemented for comparison. Both of the k-means and fuzzy c-means algorithms require a predefined number of clusters to be assigned before the clustering procedure can proceed, thus extra validity measures were employed to determine the corresponding number of clusters, while the density-peaks and GTBC algorithms are able to automatically determine the optimal number of clusters by using their own mechanism.
For the k-means algorithm, we used the Elbow method [28] to define the proper number of clusters. The procedure of this method to select the optimal cluster number is described as follows:
• Conduct the k-means clustering algorithm by varying a range of values of k 1 ≤ k ≤ K , where K is the largest possible value of the optimal cluster number.
• For each k calculates the within-cluster sum of the square index, defined as follows:
where C j is the jth cluster of the clustering result, x i is the ith sample in cluster C j , c j is the centroid of cluster C j .
• Plot the curve of the WSS according to the number of clusters k, and choose k, the WSS value of which corresponds to an obvious bend of the curve, as the optimal cluster number.
For the fuzzy c-means algorithm, the average Silhouette method [29] was used to determine the optimal number of clusters. This method is similar to the Elbow method while selecting the corresponding k that leads to the maximum average silhouette index, defined as follows:
where
is the dissimilarity of the ith sample to all other samples of cluster C r , and d i j = x i x j T is the dissimilarity of sample x i to sample x j , n r is the number of samples in cluster C r ,
is the minimum average dissimilarity of the ith sample to all samples of cluster C s , n s is the number of samples in cluster C s , n is the total number of clustering samples. The density-peaks algorithm can determine the optimal number of clusters by estimating the local density ρ and the distance δ from points of higher density, defined as follows, respectively
where d i j is the distance between sample x i and sample x j , d c is a cut-off distance, which can be selected so that the average number of neighbours is around 1 to 2% of the total number of samples, n is the total number of samples. The speed data for 12 March 2015 were extracted to generate the speed heatmap for this comparison as the traffic conditions on this particular day were relatively uncomplicated and it thus serves as a useful baseline for comparing the performance of the different clustering algorithms. After carefully calibrating the parameters, the number of clusters and the clustering partitions was determined as shown in Fig. 6a . Each colour in the figure represents a specific cluster identified by a relevant clustering algorithm. As illustrated by a number of existing studies [4, 6, 8, 19, 25] , each STCA associated with a bottleneck should be a contiguous entity on a spatiotemporal plane. Therefore, it is reasonable for a clustering algorithm to label a specific STCA with a single colour rather than two or more colours. That is, the clustering results are determined to be inaccurate or unreasonable if one STCA is labelled with two or more colours or more than one STCA are labelled with the same colour. Moreover, as opposed to supervised classification problems, there is often no ground-truth data to test the accuracy of unsupervised clustering algorithms [30] . Therefore, this study evaluates the accuracy of the clustering algorithms by visually inspecting whether each STCA is appropriately labelled with a single specific colour.
As can be seen from the figure, the optimal number of clusters identified with the extra validity measures for the k-means and fuzzy c-means algorithms are five and six, respectively. The optimal ρ and δ in the density-peaks algorithm were determined to be 40 and 0.15. Accordingly, the most suitable cluster number was identified as five. For the GTBC algorithm, it identified a total of nine clusters, corresponding to four major STCAs and five small isolated STCAs (see the specific location of each STCA at the bottom right of Fig. 6a ), which can be confirmed by visually inspecting the corresponding speed heatmap in Fig. 5b . It can also be observed that all three comparative algorithms found it hard to identify the proper cluster number as well as the clustering partitions, due to the fact that some STCAs (e.g. STCA2 and STCA3 clustered with the k-means algorithm; STCA3 clustered with the fuzzy c-means algorithm; STCA1 clustered with the density-peaks algorithm) were labelled with two or more colours, while some other STCAs (e.g. STCA4 and STCA6 clustered with the k-means algorithm; STCA2, STCA4, and STCA6 clustered with the fuzzy c-means algorithm; STCA2, STCA3, STCA4 and STCA6 clustered with the density-peaks algorithm) were assigned the same colour with more than one STCA. In contrast, the proposed GTBC algorithm identified all of the STCAs accurately. Fig. 6b shows the clustering results for the entire study period obtained using the GTBC algorithm. Each cluster was assigned a specific colour representing an individual STCA on that day. Small isolated STCAs were excluded because these STCAs are often caused by moving jams, measurement errors or temporary fluctuations in traffic flow. Note also that the number and shape of the STCAs vary over different days, implying the clustering procedure should be able to automatically determine the number of clusters. Comparing Fig. 5b with Fig. 6b , the GTBC algorithm has accurately determined the optimal cluster number and reasonable cluster partitions.
Stability of GTBC
One basic philosophy in clustering is that the clustering results achieved from a clustering algorithm should be stable. That is, if applied to different data sets from the same underlying model or of the same data generating process, a clustering algorithm should obtain similar results [30] . To verify the stability of the GTBC algorithm, we tested the clustering procedure on several different data sets generated with varying interpolation resolutions, i.e. the resolution r is defined as 50 × 50, 80 × 80, 100 × 100, 140 × 140, 170 × 170, and 200 × 200, respectively. The final clustering results are shown in Fig. 7 . It can be observed that the number of STCAs increases with the resolution. This is due to the fact that the higher the resolution value was set as, the more the number of congested points was interpolated in the speed heatmaps. Not surprisingly, the GTBC algorithm is still able to accurately identify all STCAs as well as their correct number, no matter what the resolution was used, implying it belongs to a kind of stable clustering algorithms. 
Characterisation of STCAs
The 14 measures listed in Table 1 can be extracted by the proposed method to characterise each STCA identified for each study day. The first five indices are obtained by analysing the contours of the STCA, as shown in Fig. 8a . It is easy to see that the contour of each STCA can be accurately extracted. In addition, the calculated delays for each day are shown in Fig. 8b , which are unevenly distributed over the different STCAs. It is worth noting that two recurrent congested areas can be observed by visually inspecting this figure. Perhaps unsurprisingly, the first of these occurs during the morning peak hours (5:30-9:00) and the second during the evening peak hours (15:00-18:30). Table 2 shows the quantitative results for the first 5 weekdays during the study period. By analysing the S length , N cov_stn , N cov_seg , and D total measures, it is easy to justify the most significant STCAs in each weekday. Similarly, the specific onset time and location as well as their corresponding delays of the associated bottlenecks, including the active and deactivated bottlenecks, can also be estimated and diagnosed. These consequent measures could be translated into the financial cost of wasted time and fuel, environmental cost of pollutants and carbon emissions etc., which could further help transportation planners to prioritise their congestion mitigation efforts.
The 19 active bottlenecks identified by the analysis are listed in Table 3 , ordered based on their frequency, duration and the delay incurred. Of these, three significant active bottlenecks occurred at least 10 times during the study period, with the top-ranked bottleneck occurring at least twice a day and delaying drivers for a total of 6,704 min across the 20 days and the second-ranked at least once a day with delays totalling 5,072 min. Even though the second bottleneck had a shorter total duration, this bottleneck had a higher total delay compared with the first-ranked bottleneck. Interestingly, the 16th-ranked bottleneck had the third highest total delay, possibly because a severe accident occurred at this bottleneck location.
The results from two reports were consistent with our findings. The top-ranked bottleneck identified here is consistent with the findings of a recent AHUA report Unclogging America's Arteries 2015: Prescriptions for Healthier Highways [1] , which identified the two most congested areas in the Phoenix region as being: (i) the I-10 segment between N 16th Street and N 7th Street, identified in our study, and (ii) the I-17 segment between Sky Harbor Cir and S 24th Street, which is outside the study area. Kandala [25] also identified and quantified 23 bottlenecks causing recurrent congestion during the morning and evening peak hours across the entire Phoenix metropolitan region: the first two bottlenecks identified in our study are both included in Kandala's list. It is important to note that as our new method has been implemented in a computer program, it can be automatically applied to the whole freeway network and process any new datasets with minimal additional effort.
Conclusion and future work
The identification and characterisation of traffic congestion and the associated bottlenecks is a challenging problem and as yet no effective tool for traffic congestion analysis based on a series of traffic heatmaps has been fully explored and developed. In this study, a novel method based on a three-stage framework for automatically identifying and characterising the STCAs is proposed. The first stage uses two unsupervised clustering procedures to distinguish and quantify different STCAs along a corridor. During the second stage, a two-step post-processing procedure was developed to refine the identified STCAs and the refined STCAs were further characterised with a series of measures in the final stage. An empirical study of the new method successfully identified and quantified 102 STCAs with 14 traffic measures using 20 weekdays of real world data. At least four significant STCAs were identified on each weekday along the study corridor. After all the STCAs were characterised, 19 active bottlenecks were identified and ranked. The top two bottlenecks identified in our studies were consistent with the findings of two previous studies [1, 25] .
The major contributions of this study are as follows:
(1) A novel three-stage framework for identifying and characterising traffic congestion and its associated bottlenecks was developed based on the use of traffic heatmaps and successfully implemented by using a kind of computer programming language.
(2) The new method uses the mini-batch k-means algorithm to cluster historic speed profiles as this is several orders of magnitude faster than the conventional k-means algorithm while still providing high-quality solutions. The successful implementation of mini-batch k-means offers the practitioners an opportunity to address the challenging of increasing data size and face the bigdata era. Furthermore, the cut-off speed threshold value can be automatically determined, which makes the method applicable in different cases. (3) A GTBC algorithm was proposed to automatically distinguish individual STCAs in a given speed heatmap. The clustering procedure achieved this goal by searching for connected components in an undirected graph. The new algorithm automatically determines the optimal number of clusters without the need for prior assumptions or extra validity indices. Experimental results showed that this algorithm outperformed two classical clustering algorithms, k-means and fuzzy c-means, and a state-of-the-art clustering algorithm, density peaks. Future work could focus on the following research directions. First, as the traffic heatmaps employed in this study were generated by using the linear interpolation technique. Some other interpolation techniques will be tested and discussed in the future. Second, the sensitivity of the distance of consecutive detectors and the time intervals of data collection to the proposed methodology could also be a topic worth exploring. Third, a potential real-time system could be implemented by combining our new method with another online method, such as Chen's [6] . Fourth, this study mainly focused on identifying and characterising STCAs. It needs to further explore and elaborate the causal factors of these STCAs by considering a wider range of conditions including, for example (a) normal recurrent bottleneck activation, (b) queuing due to incidents, (c) small isolated moving jams, and (d) low speeds not associated with queuing, resulting from severe geometry and/or rough surfaces, as suggested by Kurada et al. [13] . In addition, we will test other freeway corridors in different states or countries to further evaluate the feasibility and effectiveness of the proposed method. Since reliability is a very useful measure for traffic authorities and practitioners, another possible future research direction is to develop a model to track, capture and quantify the reliability of each identified STCA.
