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EIGENVARIETIES FOR CUSPFORMS OVER PEL TYPE
SHIMURA VARIETIES WITH DENSE ORDINARY LOCUS
RICCARDO BRASCA
Abstract. Let p > 2 be a prime and let X be a compactified PEL Shimura
variety of type (A) or (C) such that p is an unramified prime for the PEL
datum and such that the ordinary locus is dense in the reduction of X. Using
the geometric approach of Andreatta, Iovita, Pilloni, and Stevens we define
the notion of families of overconvergent locally analytic p-adic modular forms
of Iwahoric level for X. We show that the system of eigenvalues of any finite
slope cuspidal eigenform of Iwahoric level can be deformed to a family of
systems of eigenvalues living over an open subset of the weight space. To prove
these results, we actually construct eigenvarieties of the expected dimension
that parametrize finite slope systems of eigenvalues appearing in the space of
families of cuspidal forms.
Introduction
The main theme of this work is the theory of p-adic families of modular eigen-
forms and the study of the congruences between them. This subject has become
more and more important in number theory. For example, one of the main tech-
nique to prove modularity results of Galois representations is to prove that a given
Galois representation lives in a family of Galois representations attached to a family
of p-adic modular forms and then invoke a classicity result. To achieve these goals,
it is crucial to have a good understanding of p-adic families of modular forms.
Historically, the subject started in the seventies with the work of Serre that gave
the first example of a p-adic family of eigenforms for GL2/Q: the Eisenstein family.
In the eighties Hida was able to prove that, still in the GL2/Q case, any ordinary
eigenform (of Iwahoric level) can be deformed to a family of ordinary eigenform over
the weight space. During the nineties, Coleman was able to generalize Hida’s result
to forms that are overconvergent and of finite slope for the U-operator. The theory
culminated in the construction, due to Coleman and Mazur, of the eigencurve,
a rigid analytic curve living over the weight space that parametrize finite slope
overconvergent eigenforms.
It is then natural to try to generalize the theory to groups different from GL2/Q.
Coleman’s techniques are based on the theory of q-expansion and on the existence
of the Eisenstein family, so it seems difficult to generalize them to more general
groups (where we can have no cusps or no Eisenstein families). There are already
several other approaches in the literature. For example in the work of Kisin and
Lai for Hilbert modular forms in [KL05] (recently generalized by Mok and Tan to
the Siegel-Hilbert case in [MT15]) the authors use a generalization of the Eisenstein
family and construct the eigenvariety following Coleman andMazur. More generally
in [Urb11], Urban uses Steven’s theory of overconvergent cohomology to show the
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existence of an eigenvariety for modular symbols associated to any reductive group
with discrete series. We also have results by Chenevier for unitary groups in [Che11]
or by Emerton in [Eme06] for any reductive group.
In all these constructions, the eigenvariety parametrizes systems of eigenvalues
appearing in the space of overconvergent modular forms rather than modular forms
themselves. One of the reasons for this is the lack of the notion of families of over-
convergent modular forms (while the notion of family of systems of eigenvalues is
easily defined). In this paper, the starting point to build the eigenvariety is the
definition of analytic families of overconvergent modular forms. We follow the geo-
metric approach recently introduced by Andreatta, Iovita, Pilloni, and Stevens in
the series of papers [AIS14, Pil13, AIP15b, AIP15a]. The basic idea is quite simple:
analytically interpolate the sheaves ωk, where k is an integral weight, defining the
sheaves ωχ for any p-adic weight χ. More generally, one wants to define a family
of sheaves parametrized by the weight space with the property that its pullback
to a point χ of the weight space is the sheaf ωχ. Since we are interested in over-
convergent modular forms, such a family should be a sheaf ωU over X(v) × U ,
where X(v) is a sufficiently small strict neighbourhood of the ordinary locus of the
relevant (compactified) Shimura variety and U is an affinoid of the weight space.
Then, a family of modular forms parametrized by U is simply a global section of
ωU . After having defined Hecke operators, the idea is to use the abstract machinery
developed by Buzzard in [Buz07] (that generalizes Coleman’s work) to construct
the eigenvariety. Unfortunately, we do not know whether one crucial assumption in
Buzzard’s work is verified by the space of families of modular forms (and we believe
that in general it is not), but we are able to show that this assumption is satisfied
by cuspidal forms. Once this is done Buzzard’s results apply and we obtain the
eigenvariety.
Let us now state more precisely the results obtained in this paper. Let K be a
sufficiently large finite extension of Qp and let Y be a Shimura variety, over K, of
PEL type and Iwahoric level, associated to a symplectic or a unitary group. We
assume that p > 2 is a prime that is unramified in the PEL datum of X and let W
be the weight space associated to Y . We denote with X a fixed smooth toroidal
compactification of Y . We assume that the ordinary locus of the reduction of a
certain integral model of X modulo the maximal ideal of OK is dense (see [Bra13]
for a case without ordinary locus). Our main results are the following theorems.
Theorem. Let χ ∈ W be a p-adic character. There is a good notion of v-
overconvergent, w-locally analytic modular forms over X, where v and w are tuples
of positive rational numbers satisfying certain conditions. These modular forms
are defined as sections of certain sheaves ωχv,w that interpolate an analytic version
of the classical algebraic sheaves ωk defined for integral weights. We also have an
analogous result for cuspforms. These spaces can be put in families over W and
there is an action of an Hecke algebra T, that includes the completely continuous
operator U. If F is a locally analytic overconvergent modular eigenform of integral
weight and U-slope sufficiently small with respect to the weight (see Theorem 6.7
for a precise condition), then F comes from a classical modular form.
Theorem. Let S†χv,w be the space of cuspidal forms that are v-overconvergent, w-
locally analytic and of weight χ. Let f ∈ S†χv,w be a cuspidal eigenform of finite
slope for the U-operator. Then there exists an affinoid U ⊂ W that contains χ and
such that the system of eigenvalues associated to f can be deformed to a family
of systems of eigenvalues appearing in S†Uv,w, where S
†U
v,w is the space of families of
cuspforms parametrized by U .
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More precisely, there is a rigid space Ev,w →W×A
1,rig that satisfies the following
properties.
(1) It is equidimensional of dimension dim(W) and the map Ev,w → W is
locally finite. The fiber of Ev,w above a point χ ∈ W parametrizes systems
of eigenvalues for the Hecke algebra T appearing in S†χv,w that are of finite
slope for the U-operator. If x ∈ Ev,w, then the inverse of the U-eigenvalue
corresponding to x is π2(x), where π2 is the induced map π2 : Ev,w → A
1,rig.
For various v and w, these constructions are compatible. Letting v → 0 and
w→∞ we obtain the global eigenvariety E.
(2) Let f ∈ S†χv,w be a cuspidal eigenform of finite slope for the U-operator
and let xf be the point of Ev,w corresponding to f . Let us suppose that
Ev,w → W is unramified at xf . Then there exists an affinoid U ⊂ W
that contains χ and such that f can be deformed to a family of finite slope
eigenforms F ∈ S†Uv,w.
Here is a detailed description of this paper. We follow [AIP15b], that is our main
reference.
In Section 1 we introduce the Shimura varieties X we work with. These are
(integral models of) Shimura varieties of PEL type. At the beginning, we do not
assume that p is unramified in the PEL datum, but we assume that the ordinary
locus of (the reduction of) X is dense. We define Hasse invariants and some strict
neighborhoods X(v) of the ordinary locus. We also work with some Shimura vari-
eties of deeper level at p, that are needed to define modular forms. In Section 2 we
define the sheaf F , that is a more convenient integral model of the conormal sheaf ω
and it is crucial for the definition of the sheaves ωχ. We also introduce our weight
space and we define the so called modular sheaf of any p-adic weight (modular
forms will be sections of these sheaves). In Section 3 we introduce various spaces
of modular forms. We do not have a Koecher principle for sections of our modular
sheaves, so we find it convenient to work with the compactified Shimura variety. In
particular we need to assume that p is unramified in the PEL datum. Section 4 is
devoted to the definition of Hecke operators, both outside p and at p. In particular
we define the U-operator and we show that it is a completely continuous operator
on the space of overconvergent modular forms. In Section 5 we study the space
of cuspidal forms and we construct the eigenvarieties. To use Buzzard’s machin-
ery we need to verify that the space of cuspforms is projective (see Definition 5.7)
and to achieve this goal we make some explicit computations very similar to those
of [AIP15b]. The main technical point is a vanishing result about the higher di-
rect images, projecting from the toroidal to the minimal compactification, of the
structural sheaf twisted by the ideal defining the boundary. This result has been
essentially proved in full generality by Lan in [Lan]. Knowing the projectivity of the
space of cuspforms we can apply Buzzard’s results and we obtain the eigenvariety.
In Section 6 we prove our classicity result. This is a ‘small slope eigenforms are
classical’ type theorem, and its proof splits in two parts. First of all we show that
small slope locally analytic overconvergent eigenforms are overconvergent algebraic
eigenforms. This a representation theoretic computation using the BGG resolution.
Then we use the results of [BSP15] to prove classicity. The above theorems follow.
Open questions. There are at least two questions left open by this work.
• Since Corollary 5.11 holds only for cuspidal forms, we cannot apply Buzzard
machinery to produce eigenvarieties that parametrize system of eigenvalues
associated to not necessarily cuspidal modular forms. For various applica-
tions, it would be useful to have eigenvarieties that work in general. We
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think that the cuspidality assumption is necessary to apply Buzzard’s ma-
chinery in general, but we believe that our construction can be used in
some non-cuspidal cases, adding certain conditions on the weight. This is
the subject of the work in progress [BR15].
• In view of Theorem 5.10, part (2), it is natural to look for some conditions
that ensure that the morphism E → W is unramified at a given x ∈ E . A
similar problem exists already in the Siegel and Hilbert cases, see [AIP15b,
Section 8.3] and the references cited there for what is know in the GL2 and
GSp4 cases.
Acknowledgments. I would like to thank Fabrizio Andreatta, Adrian Iovita, and
Vincent Pilloni for their paper [AIP15b] and for many useful discussions. I would
also like to thank Kai-Wen Lan for answering a lot of questions concerning his
works. I thank the anonymous referee for pointing out a problem in the proof of
Proposition 3.4 and several useful comments.
Notation. If G is an abelian group and p is a prime number, we set Gp := G⊗ZZp.
If R is a commutative ring, there is an equivalence of categories between Mn(R)−
mod and R −mod. We will always realize this Morita’s equivalence via M  
e1,1 ·M , where e1,1 ∈ Mn(R) is the diagonal matrix that has 1 in the upper left
corner and 0 on all the other entries. In the case of a module over a product
of matrix rings, we will realize Morita’s equivalence via the product of the above
functors.
We will write Bn(R) ⊂ GLn(R) for the Borel subgroup of GLn(R) consisting of
upper triangular matrices. We denote with Un(R) the unipotent radical of Bn(R).
We will work with several objects that can have a + or a − as superscripts, or
no superscripts at all. If ⋆ is any symbol, the notation ⋆± refers to any of ⋆+, ⋆−
or ⋆. No ambiguity should arise.
1. PEL type Shimura varieties
In this section we introduce the basic objects of our work. Our main reference
for Shimura varieties of PEL type is [Lan13]. We consider a particular case of the
situation studied in Lan’s work but, until Section 5, we slightly relax the assumption
on p. One can check that the definitions and results we cite still make sense with
our assumptions on p, so we freely cite [Lan13].
Let B be a finite dimensional simple algebra over Q, with center F . We let
∗ : B → B be a positive involution and we write F0 for the subfield of F fixed by
∗.
Assumption 1.1. We assume that we are in one of the following situations.
Case (A) We have [F : F0] = 2. In this case F is a totally imaginary extension of
F0 and B ⊗F0 R
∼= Mn(C) (the involution is A 7→ A¯
t).
Case (C) We have F = F0 and B ⊗F0 R
∼= Mn(R) with involution A 7→ A
t.
Let d be [F0 : Q] and let τ1, . . . , τd be the various embeddings F0 →֒ R. In
case (A), we choose once and for all a CM-type for F , i.e. we choose σ1, . . . , σd
embeddings F →֒ C such that σi|F0 = τi. In particular, Hom(F,C) = {σi, σ¯i}i.
We fix OB, an order of B that is stable under
∗. Let (Λ, 〈·, ·〉, h) be a PEL
type OB-lattice in the sense of [Lan13, Definition 1.2.1.3], with Λ 6= 0. We set
V := Λ⊗Z Q. We obtain an algebraic group G over Spec(Z) as in [Lan13, 1.2.1.6].
Thanks to our assumptions, GQ is a reductive connected algebraic group over Q.
Assumption 1.2. We assume that the complex dimension of the symmetric space
associated to G is at least 2 (so Koecher’s principle holds).
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We decompose
V ⊗Q C ∼= VC,1 ⊕ VC,2(1)
in such a way that h(z) acts on VC,1 via multiplication by z and via multiplication
by z¯ on VC,2. We write E for the reflex field, the finite extension of Q defined as the
field of definition of the isomorphism class of the complex B-representation VC,1.
We let p 6= 2 be a prime number, fixed from now on. We assume there is an
isomorphism, that we fix,
OB,p ∼=
∏
p|p
Mn(Op).(2)
where the product is over the prime ideals of OF above p and Op is a finite extension
of Zp. We choose a uniformizer element ̟p ∈ Op. We assume that OB,p is a
maximal order of Bp and that the restriction of 〈·, ·〉 to Λp gives a perfect pairing
with values in Zp. By (2), we have decompositions
Vp ∼=
∏
p|p
Vp and Λp ∼=
∏
p|p
Λp.
Taking multiples by powers of ̟p of Λp, we obtain a selfdual chain Lp of Mn(Op)-
lattices of Vp. The product of the Lp gives Lp, a selfdual multichain of OB,p-lattices
in Vp (see [RZ96, Chapter 3] for the definition of these notions). Let Kp ⊂ G(Qp)
be the stabilizer of Lp. Then Kp is a parahoric subgroup. We fix H ⊂ G(Ẑ
p
), a
compact open subgroup that we assume to be neat (see [Lan13, Definition 1.4.1.8]).
We will denote with N a positive integer not divisible by p such that Up(N) ⊂ H
(see [Lan13, Remark 1.2.1.9] for the definition of Up(N)).
Remark 1.3. We have imposed the condition that the multichain Lp comes from a
single lattice Λp in such a way that, if B is unramified at p, we are in the situation of
[Kot92] and [Lan13]. In this case G is unramified over Qp and Kp is an hyperspecial
subgroup.
We fix once and for all embeddings Q →֒ C and ip : Q →֒ Qp. We denote with
P the corresponding prime ideal of OE above p and we write EP for the P-adic
completion of E. We are interested in the functor
Y : locally noetherian OEP − schemes→ set
that to S associates the isomorphism classes of the following data:
(1) an abelian scheme A/S;
(2) a polarization λ : A→ A∨ of degree prime to p;
(3) an action of OB on A/S as in [Lan13, Definition 1.3.3.1];
(4) a H-level structure in the sense of [Lan13, Definition 1.3.7.6].
We furthermore require the usual determinant condition of Kottwitz, see [Lan13,
Definition 1.3.4.1].
Remark 1.4. We have defined Y using isomorphism classes of abelian schemes,
rather than isogeny classes as is done in [RZ96] and [Kot92]. By [Lan13, Proposi-
tion 1.4.3.4], these two approaches are equivalent.
Theorem ([Kot92, § 5], [RZ96, § 6.9], and [Lan13, Theorem 1.4.1.11 and Corol-
lary 1.4.1.12]). The functor Y is representable by a quasi-projective scheme over
Spec(OEP ), denoted again by Y . If B is unramified at p, then Y is smooth over
Spec(OEP ).
Assumption 1.5. We assume that the ordinary locus of the reduction modulo P
of Y is Zariski dense.
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Remark 1.6. If B is unramified at p, by [Wed99, 1.6.3], the above assumption is
equivalent to the fact that EP is isomorphic to Qp and it is automatically satisfied
in case (C).
Let K˜ be a number field such that the decomposition in (1) is defined over K˜
and let K be the completion of K˜ at the prime ideal above p given by our fixed
embedding ip : Q¯ →֒ Q¯p. It is a finite extension of Qp and we choose a uniformizer
element ̟. We freely enlarge K without any comment. We have decompositions
of OB-modules
V ⊗Q K ∼= V1 ⊕ V2 and Λ⊗Qp K
∼= Λ1 ⊕ Λ2,
where Λi is a OK-lattice in Vi. We base change Y to OK , using the same notation.
As shown in [Pap00], Y can be not flat over OK . We are interested in admissible
formal schemes that are integrally closed in its generic fiber. Starting with Y , we
perform the following steps to obtain such a formal scheme:
• let Y˜ be the flat closure of Y in YK ;
• let Y˜ be the ̟-adic completion of Y˜ . It is an admissible formal scheme
over Spf(OK);
• let Y be the normalization of Y˜ in its generic fiber.
In this way Y is an admissible formal scheme and we have its generic fiber Yrig.
We follow the notation introduced in [AIP15b, § 4.1], in particular NAdm is the
category of admissible OK-algebras R that are integrally closed in R[1/p]. We will
freely use the fact that all our formal schemes have a nice moduli interpretation
when restricted to objects of NAdm (see [AIP15b, Proposition 5.2.1.1]). In par-
ticular, if the canonical subgroup exists over R[1/p] (see below), it automatically
extends to R, see [AIP15b, Proposition 4.1.3].
1.1. The Hasse invariant and the canonical subgroup. Let (p) =
∏k
i=1(̟i)
ei
be the decomposition of (p) in OF0 and let Oi be the completion of OF0 with
respect to (̟i) (here ̟i is a fixed uniformizer of Oi). We have a decomposition
Hom(F0,Cp) =
∐k
i=1Di, where Di is the set of the embeddings F0 →֒ Cp coming
from (̟i). We have OF0,p
∼=
∏k
i=1Oi. We set di := [Fi : Qp], where Fi := Frac(Oi),
so we have |Di| = di. We write di = eifi. From now on, we assume that K is big
enough to contain the image of all embeddings F →֒ Cp. In this section A will be
an abelian scheme given by the moduli problem associated to Y . We assume that
A is defined over a finite extension of OK , so it comes from a rigid point of Y
rig.
Case (A). Let B be of type (A). For any i = 1, . . . , d, we have the B ⊗F0,τi R
∼=
Mn(C)-module V ⊗F0,τi R. We can write V ⊗F0,τi C
∼= Cn⊗CWi for an essentially
unique C-vector spaceWi. Moreover,Wi naturally inherits an hermitian form from
V . We write (a+i , a
−
i ) for its signature. We have a
+
i + a
−
i =
dimQ(V )
2nd for all i.
Assumption 1.7. We assume that each (̟i) splits completely in OF , and we write
(̟±i ) for the prime ideals of OF above (̟i). Moreover, if i1, i2 = 1, . . . , d are such
that ip ◦ σi1 and ip ◦ σi2 define the same p-adic valuation, we assume a
+
i1
= a+i2 .
Remark 1.8. If p is unramified in OB and each (̟i) splits in OF , then the above
condition on the signature is equivalent to Assumption 1.5.
Remark 1.9. The assumption that each (̟i) splits in OF is not necessary. If (̟i) is
inert the theory is similar to case (C). We leave the details to the interested reader.
Using the obvious notation, we can rewrite the decomposition in (2) as
OB,p =
k∏
i=1
(
Mn(O
+
i )⊕Mn(O
−
i )
)
.(3)
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We can assume that the left ideal of OB,p generated by ̟
+
i corresponds to the
left ideal generated by the 2k matrices M±j , where M
+
i = diag(̟
+
i , . . . , ̟
+
i ) and
M±j = 1 otherwise. We have a decomposition
A[p∞] =
k∏
i=1
(
A[((̟+i )
ei)∞]⊕A[((̟−i )
ei )∞]
)
,
where A[((̟−i )
ei)∞] is canonically identified with the Cartier dual of A[((̟+i )
ei)∞].
Using the canonical isomorphisms Oi ∼= O
+
i
∼= O−i , we will consider only Oi.
Case (C). Let B be of type (C). Similarly to case (A), we can write the B⊗F,τiR
∼=
Mn(R)-module V ⊗F,τiR as R
n⊗RWi for an essentially unique R-vector spaceWi.
We have ai := dimRWi =
dimQ(V )
2nd . We can rewrite the decomposition in (2) as
OB,p =
k∏
i=1
Mn(Oi).(4)
We can assume that, under the isomorphism (4), the left ideal of OB,p generated
by ̟i corresponds to the left ideal generated by the k matrices Mj, where Mi =
diag(̟i, . . . , ̟i) and Mj = 1 otherwise. We have a decomposition
A[p∞] =
k∏
i=1
A[(̟eii )
∞],
where A[(̟eii )
∞] is endowed with a principal Mn(Oi)-linear polarization.
If G is a Barsotti-Tate group defined over a finite extension of Zp, we write, as
in [AIP15b], Hdg(G) ∈ [0, 1] for the truncated valuation of any lift of the Hasse
invariant of the special fiber of G (note that Hdg(G) is denoted Ha(G) in [Far11]).
We have a function
Hdg = (Hdgi)i : Y
rig → [0, 1]k
A 7→ (Hdg(G±i ))i
where G±i := e1,1 · A[((̟
±
i )
ei)∞] (in case (A), since G−i is the Cartier dual of G
+
i ,
we have Hdg(G+i ) = Hdg(G
−
i ), so there is no ambiguity in the notation Hdg(G
±
i )).
If v = (vi)i ∈ [0, 1]
k we set
Y(v)rig :=
{
x ∈ Yrig such that Hdg(x)i ≤ vi for all i
}
.
The ordinary locus ofYrig isY(0)rig, it coincides with the tube of the ordinary locus
of the special fiber of Y. It is not empty by Assumption 1.5. If v ∈ Qk ∩[0, 1]k, we
have that Y(v)rig is a quasi-compact strict neighbourhood of Y(0)rig.
We are going to define, for all v ∈ [0, 1]k, a canonical formal model Y(v) of
Y(v)rig, following the approach of [Sch15, Definition III.2.11]. Let ω±i be conormal
sheaf of G±i (below ω
±
i will have a slightly different meaning, but no confusion
should arise). The Hasse invariant defines a section, denoted Ha±i , of det(ω
±
i )
⊗p−1
on the reduction modulo p of Y. For all i, there is a canonical isomorphism
ω+i
∼= ω−i , and the two Hasse invariants Ha
+
i and Ha
−
i are identified under the
corresponding isomorphism. For this reason, we will simply write ωi and Hai.
Definition 1.10. Let v = (vi)
k
i=1 and assume that, for all i, there is in OK an
element, denoted pvi , of valuation vi. For all j = 1 . . . , k, we define Y˜(v1, . . . , vj)
by recursion as the functor sending any p-adically complete flat OK-algebra S to
the set of equivalence classes of pairs (f, u), where:
• f : Spf(S)→ Y˜(v1, . . . , vj−1) (if j = 1, we set Y˜(v1, . . . , vj−1) := Y);
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• u ∈ H0(Spf(S), det(ωj)
⊗p−1) is a section such that, in S/p, we have the
equality
uHaj(f¯) = p
vj ∈ S/p,
where f¯ is the reduction of f modulo p (to be precise we should first of all
consider the pullback of ωi and Hai via the morphism Y˜(v1, . . . , vj−1) →
Y).
Two pairs (f, u) and f ′, u′ are equivalent if f = f ′ and there is some h ∈ S such
that u′ = u(1 + p1−vjh).
By [Sch15, Lemma III.2.13], we have that Y˜(v) := Y˜(v1, . . . , vk) is representable
by a formal scheme, flat over OK . Moreover, one has the usual local description of
Y˜(v). We define Y(v) as the normalization of Y˜(v) in its generic fiber.
Remark 1.11. The point of the definition ofY(v) is that, using this approach, we do
not need to worry about whether the various Hasse invariants lift to characteristic
0 (and we do not choose any such lift).
Notation. For any integer n ≥ 0, we write εn =
1
2pn−1 if p 6= 3 and εn =
1
3n if p = 3.
Unless explicitly stated, in the sequel we will always assume that vi < εn for all i,
where n will be clear from the context.
We fix an integer n ≥ 0. If A/R is an abelian scheme above Y(v), where
R ∈ NAdm, we have, by [Far11, The´ore`me 6] and [AIP15b, Proposition 4.1.3], a
canonical subgroup of H±i,n ⊂ G
±
i [p
n].
Remark 1.12. In case (A) we have H−i,n = (H
+
i,n)
⊥, where the orthogonal is taken
with respect to the perfect pairing given by duality.
Over K, we fix Oi-linear compatible isomorphisms of e´tale group schemes(
Oi/(̟
±
i )
ein
)D ∼= Oi/(̟±i )ein,
where (·)D denotes Cartier duality. In particular we will assume that K contains
the necessary roots of unity.
Lemma 1.13. We have that H±i,n has rank p
na±
i
di and is stable under Oi. More-
over, locally for the e´tale topology on RK , it is isomorphic to (Oi/p
n)a
±
i . The same
is true for (H±i,n)
D.
Proof. The statement about the rank follows from [Far11, The´ore`me 6] and, by
[Far10, Corollaire 10], we have thatH±i,n isOi-stable. Again [Far11, The´ore`me 6] im-
plies that H±i,n is, locally for the e´tale topology on RK , isomorphic to (Z /p
nZ)a
±
i
di ,
so we can show that H±i,n is not killed by (̟
±
i )
ein−1. The dimension of G±i is
a±i di, so we have deg(G
±
i [p
n]) = na±i di (see [Far10, § 3] for details about the de-
gree). Moreover, multiplication by ̟±i on G
±
i is an isogeny, so, for all s we have
deg(G±i [(̟
±
i )
s]) = v(det((̟±i )
s,∗)) = s v(det((̟±i )
∗)), where (̟±i )
s,∗ : ωG±
i
→
ωG±
i
is the pullback. In particular we have deg(G±i [(̟
±
i )
ein−1]) = (ein − 1)a
±
i fi.
By [Far11, The´ore`me 6], we have deg(H±i,n) = na
±
i di −
pn−1
p−1 Ha(G
±
i [p
n]), so we see
that deg(G±i [(̟
±
i )
ein−1]) < deg(H±i,n) and we conclude by [Far10, Lemme 4]. 
Notation. We consider the algebraic group GLO over Zp defined, in case (A) and
(C) respectively, by
GLO :=
k∏
i=1
ResOi/Zp(GLa+
i
×GLa−
i
) and GLO :=
k∏
i=1
ResOi/Zp GLai .
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We also have the subgroup TO defined by
TO :=
k∏
i=1
ResOi/Zp(G
a+
i
m ×G
a−
i
m ) and T
O :=
k∏
i=1
ResOi/Zp G
ai
m .
Note that, overK, we have that TO is a split torus. We consider the Borel subgroup
BO given by the ‘upper triangular matrices’, with unipotent radical UO.
We now introduce the Shimura varieties we need. We write Y(pn)(v)rig →
Y(v)rig for the finite e´tale covering that, in case (A), parametrizes Oi-linear triv-
ializations H+i,n ⊕ H
−
i,n
∼= (Oi/(̟
+
i )
ein)a
+
i ⊕ (Oi/(̟
−
i )
ein)a
−
i (note that every-
thing is in characteristic 0 here); in case (C) it parametrizes Oi-linear trivializa-
tions Hi,n ∼= (Oi/̟
ein
i )
ai . There is an action of GLO(Zp) on Y(p
n)(v)rig. Let
YIw(p
n)(v)rig be the quotient of Y(pn)(v)rig with respect to BO(Zp). Finally, we
let Y
I˜w
(pn)(v)rig be the quotient of Y(pn)(v)rig with respect to UO(Zp). Taking
the normalization of Y(v) we obtain the tower of formal schemes
Y(pn)(v)→ Y
I˜w
(pn)(v)→ YIw(p
n)(v)→ Y(v).
Any of these formal schemes has a reasonable moduli space interpretation.
2. The sheaf F and modular sheaves
2.1. The weight space. Our weight space is the rigid analytic variety W associ-
ated to the completed group algebra OKJT
O(Zp)K. It satisfies
W(A) = Homcont(T
O(Zp), A
∗)
for any affinoid K-algebra A.
Accordingly to the decomposition of TO, we have W =
∏
i(W
+
i ×W
−
i ) in case
(A) and W =
∏
iWi in case (C). In particular, we can write χ = (χ
±
i )i for all
χ ∈ W(Cp). Let w
±
i > 0 be a rational number such that there is an element
pw
±
i ∈ OK of valuation w
±
i . We say that χ
±
i ∈ W
±
i (Cp) is w
±
i -locally analytic if
χ±i extends to an analytic character
χ±i : (O
∗
i (1 + p
w±
i OCp))
a±
i → C∗p .
If w = (w±i )i and χ = (χ
±
i )iW(Cp), we say that χ is w-locally analytic is each χ
±
i
is w±i -locally analytic. Any χ ∈ W(Cp) is w-locally analytic for some w. Moreover,
let U ⊂ W be an affinoid associated to a Cp-algebra A and let χ
un
U = (χ
un,±
U ,i )i be its
universal character. Then there is a tuple of positive rational numbers w = (w±i )i
such each χun,±U ,i extends to an analytic character
χun,±U ,i : (O
∗
i (1 + p
w±
i OCp))
a±
i → A∗.
We say in this case that χunU is w-locally analytic.
Fix an integer n ≥ 1. We have the subspace W˜±i (n) given by those χ
±
i ∈ W
±
i (Cp)
that satisfy χ±i (1+p
nOi) ⊂ 1+pOCp . We defineW
±
i (n) as the subspace of W˜
±
i (n)
given by the characters χ±i such that their restriction to 1+ p
nOi is obtained from
a Zp-linear morphism p
nOi → pOCp taking composition with the p-adic logarithm
and with the p-adic exponential. If w±i ≥ 1 is a rational number, we setW
±
i (w
±
i ) :=
W±i ([w
±
i ]), where [w
±
i ] denotes the integer part of w
±
i .
Let w = (w±i )i be a tuple of rational numbers. We set W(w) :=
∏
i(W
+
i (w
+
i )×
W−i (w
−
i )) or W(w) :=
∏
iWi(wi). By construction we have the following
Proposition 2.1. Each W(w) is affinoid and {W(w)}w is an admissible covering
of W. Moreover, if χ ∈ W(w)(K), then χ is w-analytic.
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If χ ∈ X∗(TO) is a character of TO, we define χ′ := −w0χ, where w0 is the
longest element of the Weyl group of GLO with respect to TO. For any w, the map
χ 7→ χ′ extends to an involution of W(w), denoted in the same way.
2.2. The sheaf F . Let R be in NAdm. Suppose we are given a morphism
Spf(R) → Y(pn)(v), so we have an abelian scheme A → Spec(R). We write
e : Spec(R) → A for the zero section. We consider the sheaf e∗Ω1A/ Spec(R). It is a
OB ⊗Z R-module and a locally free sheaf of OSpec(R)-modules of rank dimQ(V )/2.
By Morita’s equivalence, e∗Ω1A/ Spec(R) corresponds to a sheaf ω and we can write,
in case (A) and (C) respectively,
ω =
k⊕
i=1
(ω+i ⊕ ω
−
i ) and ω =
k⊕
i=1
ωi.
Let i and n be fixed. The map (see [AIP15b, § 4.2])
HT(H±
i,n
)D : (H
±
i,n)
D(RK)→ ωH±
i,n
respects the action of Oi by functoriality. We define F
±
i (R) as the sub Oi ⊗Zp R-
module of ω±i generated by the inverse image of HT(H±
i,n
)D(RK) under the natural
map, given by pullback, ω±i → ωH±
i,n
. We have that F±i does not depend on n.
Proposition 2.2. The sheaf F±i ⊂ ω
±
i is a locally free sheaf of Oi ⊗Z OSpf(R)-
modules that contains p
vi
p−1ω±i . If w
±
i ∈]0, n − vi
pn
p−1 ] then we have a natural map
HT±
i,w±
i
: (H±i,n)
D(RK)→ F
±
i (R)⊗R Rw±
i
such that the induced map
(H±i,n)
D(RK)⊗Zp R→ F
±
i (R)⊗R Rw±
i
(5)
is an isomorphism of Oi ⊗Zp R-modules.
Proof. Taking into account Lemma 1.13, the proof is similar to the one of [AIP15b,
Proposition 4.3.1]. 
We define
F :=
k⊕
i=1
(F+i ⊕F
−
i ) or F :=
k⊕
i=1
Fi,
by Morita’s equivalence and Proposition 2.2, it corresponds to a locally free sheaf
of OB ⊗Z OSpec(R)-modules contained in e
∗Ω1A/ Spec(R). Moreover, this inclusion
becomes an isomorphism if we invert p.
2.3. Modular sheaves. Let n ≥ 1 be an integer and let w±i ∈]0, n − vi
pn
p−1 ] be
a rational number. We begin with case (A). For each i, there are formal schemes
I˜W
±
i,w±
i
→ Y(pn)(v) defined as follows. Let R be in NAdm and suppose that
F±i (R) is free. The R-points of I˜W
±
i,w±
i
correspond naturally to the following data:
• an R-point of Y(pn)(v),
• a filtration
Fil• F
±
i (R) = (0 = Fil0 F
±
i (R) ⊂ · · · ⊂ Fila±
i
F±i (R) = F
±
i (R));
• trivializations
Grj Fil• F
±
i (R) := Filj F
±
i (R)/Filj−1 F
±
i (R)
∼= (Oi ⊗Z R)
j
such that the following conditions hold:
• Filj F
±
i (R) is a free Oi ⊗Z R-module for each 0 ≤ j ≤ a
±
i ;
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• Fil• F
±
i (R) corresponds, modulo p
w±
i R and via the isomorphism in (5), to
the filtration on (H±i,n)
D(RK)⊗Z R given by the trivialization of (H
±
i,n)
D;
• the trivializations of Grj Fil• F
±
i (R) are compatible, modulo p
w±
i R and via
the isomorphism in (5), to the the trivializations of (H±i,n)
D.
We set I˜Ww :=
∏k
i=1(I˜W
+
i,w+
i
× I˜W
−
i,w−
i
). We leave to the reader the definition
of I˜Ww → Y(p
n)(v) in case (C). Let v′i ≤ vi for all i. We can repeat the above
definition to obtain a formal scheme I˜W
′
w → Y(p
n)(v′). The restriction of I˜Ww
to Y(pn)(v′) is naturally isomorphic to I˜W
′
w, so we can safely omit v from the
notation I˜Ww.
With the obvious notation, we define a formal group TOw by
TOw (R) := ker(T
O(R)→ TO(Rw)),
and we make a similar definition for BOw and U
O
w . We write T
O
w , B
O
w , and U
O
w for
the corresponding rigid fibers. We have a natural action of BO(Zp)B
O
w on I˜Ww
over YIw(p
n)(v).
Let χ ∈ W(w)(K) be a character. We set χ′(UO(Zp)U
O
w (OCp)) = 1. Since χ is
w-locally analytic by Proposition 2.1, we can extend χ′ to an analytic character
χ′ : BO(Zp)B
O
w (OCp)→ C
∗
p .
We consider the morphism, obtained by composition,
π : I˜Ww → YIw(p)(v).
Definition 2.3. We define the sheaf
w†χv,w := π∗OI˜Ww [χ
′],
where [χ′] means that we consider the subspace of homogeneous sections of degree
χ′ for the action of BO(Zp)Bw. We call w
†χ
v,w the v-overconvergent, w-analytic
integral modular sheaf of weight χ.
Proposition 2.4. We have that w†χv,w is a formal Banach sheaf (see the appendix
of [AIP15b]).
Proof. This is proved in exactly the same way as [AIP15b, Proposition 5.2.2.2]. 
The rigid fiber of w†χv,w is denoted ω
†χ
v,w. By definition it is the v-overconvergent,
w-analytic modular sheaf of weight χ.
We can define ω†χv,w directly as follows. Since w
±
i < n for all i, the natural
action of UO(Zp) on Y(p
n)(v)rig induces an action of UO(Zp) on I˜W
rig
w . Taking
the quotient, we obtain a rigid space I˜W
rig,♦
w → YI˜w(p
n)(v)rig. We have an action
of TO(Zp)T
O
w on I˜W
rig,♦
w over YIw(p)(v)
rig and there is an equality
ω†χv,w = π
♦
∗OI˜Wrig,♦w
[χ′],
where π♦ : I˜W
rig,♦
w → YIw(p)(v)
rig is the natural morphism and we take homoge-
neous sections for the action of TO(Zp)T
O
w .
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3. Modular forms
Since we do not have a Koecher principle for sections of our modular sheaves, to
define modular forms we find it convenient to work with the compactified variety.
In particular we need the following
Assumption 3.1. From now on we assume that p is unramified in OB, in partic-
ular p is a good prime in the sense of [Lan13, Definition 1.4.1.1]. We also assume
[Lan13, Condition 1.4.3.10], namely that our OB lattice (Λ, 〈·, ·〉, h) is such that the
action of OB extends to an action of some maximal order O
′
B ⊃ OB . This is not
a restriction, see [Lan13, Remark 1.4.3.9].
We fix once and for all a compatible choice of admissible smooth rational poly-
hedral cone decomposition data for Y , as in [Lan13, Definition 6.3.3.4]. Associated
to this choice there is an arithmetic toroidal compactification Y tor of Y , see [Lan13,
Theorem 6.4.1.1] for the main properties of Y tor. Let Spec(Ralg) be part of the data
giving a good algebraic model for some representative of a cusp label associated to
Y tor, as in [Lan13, Definition 6.3.2.5] and let R ∈ NAdm be the p-adic completion
of Ralg. We set S := Spec(R), so we have a semiabelian scheme A→ S. Let U ⊆ S
be the open subset corresponding to the unique open stratum of Spec(Ralg), in
particular A is abelian over U . We also have a Mumford 1-motive M over U →֒ S
whose semiabelian part will be denoted A˜ → S. By definition A˜ is a semiabelian
scheme with constant toric rank and we have A˜[pn] →֒ A[pn]. Here A˜[pn] is finite
and flat, while in general A[pn] is not. As explained in [Str10, Section 2.3], the
approximation process needed to construct good formal models can be performed
in such a way that there is an isomorphism M [pn] ∼= A[pn] and we always assume
that this is true. There is an action of OB on A[p
n], A˜[pn], and M [pn]. The two
arrows A˜[pn] →֒ A[pn] and M [pn] ∼= A[pn] can be assumed to be compatible with
this action.
We can now repeat the definitions of Subsection 1.1 replacing A by A˜, obtaining,
for all v ∈ [0, 1]k, the rigid space Y(v)tor,rig and its formal model Y(v)tor.
3.1. Modular forms. At the end of Section 1, we have introduced the rigid
Shimura variety Y(pn)(v)rig and its formal model Y(pn)(v). We have a canon-
ical subgroup over Y(v)tor (see for example [AIP15b, Sections 3.3 and 4.1]), so
we can define Y(pn)(v)tor,rig and its formal model Y(pn)(v)tor. Using the semia-
belian variety overY(pn)(v)tor we see that the sheaf F extends to Y(pn)(v)tor. The
analogue of Proposition 2.2 still holds, so we can define a space
ζ : I˜Ww → Y(p
n)(v)tor,
where w is as above. There is an action of GLO(Zp) onY(p
n)(v)tor,rig and repeating
the above definitions we obtain the tower
Y(pn)(v)tor → Y
I˜w
(pn)(v)tor → YIw(p
n)(v)tor → Y(v)tor.
We are interested in the morphism
π : I˜Ww → YIw(p)(v)
tor.
Repeating the above definitions, if χ ∈ W(w)(K) is a character we then have the
sheaves
w†χv,w := π∗OI˜Ww [χ
′] and ω†χv,w := (w
†χ
v,w)
rig
on YIw(p)(v)
tor and YIw(p)(v)
tor,rig.
Let Y anK and Y
tor,an
K be the analytifications of YK and Y
tor
K respectively. Since
Y tor is proper we have a natural isomorphism Ytor,rig ∼= Y
tor,an
K and in particular
there is an open immersion
Y anK →֒ Y
tor,rig.
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We have that Y anK is dense in Y
tor,rig.
Definition 3.2. We define the space of v-overconvergent,w-analytic modular forms
of weight χ by
M†χv,w := H
0(YIw(p)(v)
tor,rig, ω†χv,w).
We define the space of overconvergent locally analytic modular forms of weight χ
by
M†χ := lim
v→0
w→∞
M†χv,w,
where the limit is over v and w for which there is n such that χ ∈ W(w)(K) and
the above properties are satisfied.
Definition 3.3. Let χ ∈ W(K) be any continuous character. If F is a global
section of ω†χv,w on YIw(p)(v)
tor,rig we say that F is bounded if it is bounded as
function on I˜W
rig
w ×Ytor,rigY
an
K .
Proposition 3.4. The natural restriction morphism
M†χv,w → H
0
b(YIw(p)(v)
tor,rig ×Ytor,rig Y
an
K , ω
†χ
v,w),
where H0b(−) means that we consider only bounded sections, is an isomorphism.
In particular our definition of modular forms does not depend on the choice of the
toroidal compactification.
Proof. The complement of I˜W
rig
w ×Ytor,rigY
an
K in I˜W
rig
w is a Zariski closed subset of
codimension bigger or equal than 1. By [Lu¨t74, Theorem 1.6] any bounded function
F on I˜W
rig
w ×Ytor,rigY
an
K extends (uniquely) to a function on I˜W
rig
w . This extension
has the same weight as F and gives an element of M†χv,w as required. 
Remark 3.5. The reason why we do not need any Koecher principle in the proof
of the above proposition is that we have defined overconvergent modular forms as
section over a strict neighbourhood of the ordinary locus of YIw(p)(v)
tor,rig, that
contains also abelian varieties of bad reduction.
3.2. Classical modular forms. Fix n, v and w as above and assume moreover
that w±i >
vi
p−1 . We write YIw(p) for the Shimura variety defined with the same
PEL data as Y , but with Iwahoric level structure at p. In case (C), we have that
YIw(p) parametrizes couples (A, (Fil•Gi[p])i), where
• A is an object parametrized by Y ;
• Fil•Gi[p] = (0 = Fil0Gi[p] ⊂ · · · ⊂ Filai Gi[p]) is a filtration of Gi[p] made
by Oi-stable finite flat subgroups such that Filj Gi[p] has rank p
dij and
Filai Gi[p] is totally isotropic.
In case (A) we consider complete filtrations of G+i [p]. We consider the sheaves ω
±
i
and ω on YIw(p) defined similarly to the above ones. The unramifiedness assumption
implies that ω±i is a locally free Oi ⊗Zp OYIw(p)-module. We obtain the sheaf of
trivializations of ω
f : T → YIw(p).
We let GLO act on T by g · ω = ω ◦ g−1, where g is a section of GLO and ω a
trivialization of ω. In this way T becomes a GLOYIw(p)-torsor.
We write YIw(p) for the formal completion of YIw(p) along its special fiber. We
have open immersions YIw(p)(v)
rig →֒ YIw(p)
rig →֒ YIw(p)
an
K . By the main result of
[Str10] we have a toroidal compactification YIw(p)
tor of YIw(p) (that we can choose
in a way that is compatible with the choice we made for Y tor) and everything we
just said extends to YIw(p)
tor. Let YIw(p)
tor be the formal completion of YIw(p)
tor
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along its special fiber. The rigid space YIw(p)(v)
tor,rig is an open subspace of
YIw(p)
tor,rig, but the special fiber of YIw(p)
tor is not the same as the special fiber
of the space YIw(p)(v)
tor defined above. In the sequel we will work only with the
generic fiber of YIw(p)
tor, so this is not a problem.
Let X∗(TO)+ be the cone of dominant weights with respect to BO. This cone
is stable under χ 7→ χ′. Let χ ∈ X∗(TO) be a weight. Recall that di = [O
±
i : Qp].
In case (A) we can identify χ with a tuple of integers in
k∏
i=1
di∏
s=1
(Za
+
i ×Za
−
i ).
We have that χ = (k±i,s,j) is dominant if and only if, for each i = i, . . . , k and each
s = 1, . . . , di, we have
k+i,s,1 ≥ k
+
i,s,2 ≥ · · · ≥ k
+
i,s,a+
i
and k−i,s,1 ≥ k
−
i,s,2 ≥ · · · ≥ k
−
i,s,a−
i
.
In case (C) we can identify χ with a tuple of integers in
k∏
i=1
di∏
s=1
Zai .
We have that χ = (ki,s,j) is dominant if and only if, for each i = i, . . . , k and each
s = 1, . . . , di we have
ki,s,1 ≥ ki,s,2 ≥ · · · ≥ ki,s,ai .
We have that T extends to the toroidal compactification and if χ is a dominant
weight then the space of classical modular forms of weight χ and Iwahoric level is
by definition
Mχ := H0(YIw(p)
tor,rig, ωχ),
where ωχ is the subsheaf of f∗T given by homogeneous sections, for the action of
BOYIw(p), of degree χ
′. Note that the action of GLO on T induces an action of GLO
on ωχ.
The natural inclusion F →֒ ωY(pn)(v) is generically an isomorphism and gives an
open immersion
I˜W
rig
w →֒
(
T anK /U
O
YIw(p)
tor,an
K
)
Y(pn)(v)tor,rig
.
Taking the quotient by UO(Zp), we obtain an open immersion
I˜W
rig,♦
w →֒
(
T anK /U
O
YIw(p)
tor,an
K
)
Y
I˜w
(pn)(v)tor,rig
.
Proposition 3.6. The composition of the above open immersion with the natural
morphism(
T anK /U
O
YIw(p)
tor,an
K
)
Y
I˜w
(pn)(v)tor,rig
→
(
T anK /U
O
YIw(p)
tor,an
K
)
YIw(p)(v)tor,rig
remains an open immersion. In particular, if χ is a dominant weight, we have a
natural injective morphism
Mχ →֒ M†χv,w .
Proof. We prove the proposition in case (A) and we leave case (C) to the reader.
We have a decomposition I˜W
rig,♦
w =
∏k
i=1
(
I˜W
+,rig,♦
i,w × I˜W
−,rig,♦
i,w
)
and a corre-
sponding decomposition of T anK /U
O
YIw(p)
tor,an
K
. It is enough to prove the proposition
for the map
I˜W
±,rig,♦
i,w →
(
T ±,ani,K /(ResOi/Zp Ua±
i
)YIw(p)tor,anK
)
YIw(p)(v)tor,rig
.
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This is done explicitly as in [AIP15b, Proposition 5.3.1]. 
From now on, given n and v, we will always assume that any w ∈ Qk satisfies
the condition in Subsection 2.3.
4. Hecke operators
We will write Y(v) for Y(v)tor,rig ×Ytor,rig Y
an
K and similarly for other objects.
To define Hecke operators we work over YIw(p)(v). This is enough since all the
operators we are going to define send bounded functions to bounded functions, see
Proposition 3.4.
4.1. Hecke operators outside p. Recall that N is a fixed positive integer not
divisible by p such that Up(N) ⊂ H, where H is the level of our Shimura variety
outside p. Let l be a prime that does not divide Np. Let A1 and A2 be two abelian
schemes given by the moduli problem of YIw(p)K . An isogeny f : A1 → f2 is an
l-isogeny if the following conditions are satisfied:
• f is O-linear and its degree is a power of l;
• the pullback of the polarization of A2 is a multiple of the polarization of
A1;
• the pullback of the flag of A2[p] is the flag of A1[p].
Let f : A1 → A2 be an l-isogeny. We choose two symplectic OB,l-linear isomor-
phisms Tl(Ai) ∼= Λl, for i = 1, 2, and an isomorphism Zl(1) ∼= Zl. In this way f
defines an element γ ∈ G(Ql) ∩ EndOB,l(Λl)× Q
∗
l . The definition of γ depends on
the choice of the above isomorphisms, but the double class G(Zl)γG(Zl) depends
only on f , and is called the type of the l-isogeny f .
We fix a double class G(Zl)γG(Zl) as above. Let Cγ ⇒ YIw(p)K be the moduli
space that classifies l-isogenies f : A1 → A2 of type G(Zl)γG(Zl), where A1 and A2
are abelian schemes (with additional structure) classified by YIw(p)K . The arrow
pj : Cγ → YIw(p)K send f : A1 → A2 to Aj . Both p1 and p2 are finite and e´tale.
We fix n and w as in the previous section. Let Cγ(p
n) be the pullback, using
p1, of Cγ to Y (p
n)K . If f : A1 → A2 is an isogeny parametrized by Cγ(p
n), we can
transport the trivializations of the canonical subgroups of A1 to trivializations of the
canonical subgroups of A2, via f . In particular we have two finite e´tale morphisms
p1, p2 : Cγ(p
n) ⇒ Y (pn)K . We write f : A → A
′ for the universal isogeny above
Cγ(p
n).
Let Cγ(p
n)(v) be Cγ(p
n)an×p1Y(p
n)(v). Over Cγ(p
n)(v), the pullback f∗ : ωA′ →
ωA induces a morphisms f
∗ : p∗2F → p
∗
1F . By Proposition 2.2, we have that
f∗ : p∗2F|Y(pn)(v)
∼
−→ p∗1F|Y(pn)(v) is an isomorphism. This gives a B
O(Zp)B
O
w -
equivariant isomorphism
f∗ : p∗2I˜Ww |Y(pn)(v)
∼
−→ p∗1I˜Ww |Y(pn)(v).
We thus obtain a morphisms
H0(Y(pn)(v),O
I˜Ww
)
p∗2−→ H0(Cγ(p
n)(v), p∗2OI˜Ww )
(f∗)−1,rig
−→(6)
(f∗)−1
−→ H0(Cγ(p
n)(v), p∗1OI˜Ww)
Tr prig1−→ H0(Y(pn)(v),O
I˜Ww
).
Definition 4.1. Let χ ∈ W(w)(K) be a character. We define the operator
Tγ : M
†χ
v,w → M
†χ
v,w from the composition defined in (6) considering bounded and
homogeneous sections, for the action of BO(Zp) B
O
w , of degree χ
′. We obtain an
operator
Tγ : M
†χ → M†χ .
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Since p is unramified in B, the operator Tγ , for various γ and l commute. We let
TNp be the restricted tensor product of the algebras
Z[G(Zl)/(G(Ql) ∩ EndOB,l(Λl)×Q
∗
l )\G(Zl)]
for l a prime with (l, Np) = 1. We have defined an action of TNp on M†χv,w and on
M†χ.
4.2. Hecke operators at p. In this subsection we fix an index i = 1, . . . , k. The
operators we are going to define will acts as the identity outside the i-th component.
We assume that v satisfies vi <
p−2
2p−2 and that w is as above.
4.2.1. The operator U±
i,a±
i
. We start by defining an operator U±
i,a±
i
= U+
i,a+
i
= U−
i,a−
i
in case (A) and an operator Ui,ai in case (C) (this notation will be clear later on). In
case (A), let p1, p2 : C(v)
±
i,a±
i
⇒ YIw(p)(v) be the moduli space that classifies couples
(A,L±i ) where A is an abelian scheme classified by YIw(p)(v) and L
±
i ⊂ G
±
i [(̟
±
i )
ei ]
is a finite and flat subgroup, stable under Oi, and such that G
±
i [(̟
±
i )
ei ] = H±i,1⊕L
±
i
(note that L+i 7→ L
+,⊥
i gives a canonical isomorphism between C
+
i,a+
i
and C−
i,a−
i
).
In case (C) we make a similar definition, adding the condition that Li is totally
isotropic for the polarization of Gi. By Lemma 1.13, any L
±
i as above is e´tale
locally isomorphic to (Oi/(̟
±
i )
ei)a
±
i . The arrow p1 : C
±
i,a±
i
→ YIw(p)(v) forgets L
±
i
and p2 is defined taking the quotient (via Morita’s equivalence) by L
+
i ⊕ L
−
i or
by Li. The map p1 is finite and e´tale. By [Far11, Proposition 16], we have that
p2 gives a morphism, denoted again p2 : C(v)
±
i,a±i
→ YIw(p)(v
′), where v′ = (v′)i is
defined by v′j = vj if j 6= i and v
′
i = vi/p.
We write C(pn)(v)±
i,a±
i
for the pullback, using p1, of C(v)
±
i,a±
i
to Y(pn)(v). We
have two natural morphisms p1 : C(p
n)(v)±
i,a±
i
→ Y(pn)(v) and p2 : C(p
n)(v)±
i,a±
i
→
Y(pn)(v′). Moreover, over C(pn)(v)±
i,a±
i
, we have an isomorphism f∗ : p∗2F
rig ∼−→
p∗1F
rig and a BO(Zp)B
O
w -equivariant isomorphism (that is the identity outside the
i-th component)
f∗ : p∗2I˜W
rig
w |Y(pn)(v′)
→ p∗1I˜W
rig
w |Y(pn)(v)
.
We thus obtain a morphism
H0(Y(pn)(v′),O
I˜Ww
)
p∗2−→ H0(C(pn)(v)±
i,a±
i
, p∗2OI˜Ww)
(f∗)−1
−→
(f∗)−1
−→ H0(C(pn)(v)±
i,a±
i
, p∗1OI˜Ww)
Tr prig1−→ H0(Y(pn)(v),O
I˜W
rig
w
).
Taking the composition we get, for any χ ∈ W(w), an operator
U˜
±
i,a±
i
: M†χv′,w → M
†χ
v,w .
We define
U±
i,a±
i
:=
(
1
p
)dia+i a−i
U˜
±
i,a±
i
in case (A) and
Ui,ai :=
(
1
p
) diai(ai+1)
2
U˜i,ai
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in case (C) (these are the normalization factors of [BSP15]). We will use the same
symbols to denote the composition with M†χv,w →֒ M
†χ
v′,w. The operators
U±
i,a±
i
: M†χ → M†χ
are completely continuous.
4.2.2. The operators U±i,j. Additionally to the various assumptions we made above,
we assume in this subsection that v satisfies vi <
p−2
2p2−p . We explain the construc-
tion in case (A) and we leave case (C) to the reader. Let w±i = (w
±,r,s
i )1≤s≤r≤a±
i
be
a
a±
i
(a±
i
+1)
2 -tuple of rational numbers such that w
±,r,s
i ∈]
vi
p−1 , n− vi
pn
p−1 ]. We more-
over assume that w±,r+1,si ≥ w
±,r,s
i and w
±,r,s+1
i ≤ w
±,r,s
i . We define I˜W
±
i,w±
i
→
Y(pn)(v) as follows. Let R be in NAdm and suppose that F±i (R) is free. The
R-points of I˜W
±
i,w±
i
correspond to the following data:
• an R-point of Y(pn)(v),
• a filtration
Fil• F
±
i (R) = (0 = Fil0 F
±
i (R) ⊂ · · · ⊂ Fila±
i
F±i (R) = F
±
i (R));
• trivializations
ωri : Grr Fil• F
±
i (R)
∼
−→ (Oi ⊗Z R)
r
such that the following conditions hold:
• Filr F
±
i (R) is a free Oi ⊗Z R-module for each 0 ≤ r ≤ a
±
i ;
• let e1, . . . , ea±i
be the R-points of (H±i,n)
D defined by the given isomorphism
(H±i,n)
D
K
∼= (Oi/p
n)a
±
i and set w := n−vi
pn
p−1 . We require that the following
equality holds, in Filr F
±
i (R)/(Filr−1 F
±
i (R) + p
w),
ωri =
∑
r≥s
ar,sHT
±
i,w(ek),
where ar,s ∈ R are such that ar,s ∈ p
w±,r,s
i R if r > s and (ar,r − 1) ∈
pw
±,r,r
i R.
If w±,r,si = w
±
i are all equal, the definition of I˜W
±
i,w±
i
is exactly the same as
the definition of I˜W
±
i,w±
i
. All the constructions we did for I˜W
±
i,w±
i
generalize to
I˜W
±
i,w±
i
and we use the corresponding notation. For example I˜W
±
i,w±
i
extends to
Y(pn)(v)tor and we have I˜Ww → Y(p
n)(v)tor or I˜W
rig,♦
w → YIw(p)(v)
tor,rig (here
we fix a tuple wi as above for each i). Looking at the proof of Proposition 3.6,
one sees that the condition w±,r,si ∈]
vi
p−1 , n− vi
pn
p−1 ] implies that the natural map
I˜W
rig
w →
(
T anK /U
O
YIw(p)
tor,an
K
)
YIw(p)(v)tor,rig
is an open immersion. If χ ∈ W(w), we
can define as above the sheaf w†χv,w and its rigid fiber ω
†χ
v,w.
We now fix 1 ≤ j < a±i and we define the operator U
±
i,j . Let p1, p2 : C(v)
±
i,j ⇒
YIw(p)(v) be the moduli space that classifies couples (A,L
±
i ) where A is an abelian
scheme classified by YIw(p)(v) and L
±
i ⊂ G
±
i [p
2] is a finite and flat subgroup,
stable under Oi, and such that G
±
i [p] = Filj H
±
i,1⊕L
±
i [p]. The arrow p1 : C(v)
±
i,j →
YIw(p)(v) forgets L
±
i and p2 is defined taking the quotient (via Morita’s equivalence)
by L+i ⊕ L
−
i (by [AIP15b, Proposition 6.2.2.1], the image of (A,L
±
i ) by p2 lies
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in YIw(p)(v)). Let f : A → A
′ be the universal isogeny over C(v)±i,j . It gives a
BO(Zp)B
O
w isomorphism
f∗ : p∗2
(
T anK /U
O
YIw(p)
tor,an
K
)
|YIw(p)(v)
∼
−→ p∗1
(
T anK /U
O
YIw(p)
tor,an
K
)
|YIw(p)(v)
.
Let w±i = (w
±,r,s
i )r,s be a tuple as above with the additional condition that w
±,r,k
i <
n− 2− vi
pn
p−1 . We definite a tuple w
±
i
′
= (w′i
±,r,s
)r,s by
w′i
±,r,s
=
{
w±,r,si + 1 if r ≥ j + 1 and s ≤ j
w±,r,si otherwise
Starting with w, we define w′ modifying only the i-th component w±i . It follows that
we have the spaces I˜W
rig
w and I˜W
rig
w′ and both are open subset of T
an
K /U
O
YIw(p)
tor,an
K
.
The proof of [AIP15b, Proposition 6.2.2.2] works also in our case, so we have
(f∗)−1p∗1
(
I˜W
rig
w
)
|YIw(p)(v)
⊂ p∗2
(
I˜W
rig
w′
)
|YIw(p)(v)
.
For χ ∈ W(w)(K), we can now define an operator
U±i,j : M
†χ
v,w′ → M
†χ
v,w
using the composition
H0(YIw(p)(v), ω
†χ
v,w′)
p∗2−→ H0(C(v)±i,j , p
∗
2ω
†χ
v,w′)
(f∗)−1
−→
(f∗)−1
−→ H0(C(v)±i,j , p
∗
1ω
†χ
v,w)
Tr prig1−→ H0(YIw(p)(v), ω
†χ
v,w).
We also have operators
U±i,j : M
†χ
v,w → M
†χ
v,w and U
±
i,j : M
†χ → M†χ .
4.2.3. The U-operator. We work in case (A), case (C) is similar. We fix n. From
now on, we will always assume that the following conditions are satisfied. Let v be
such that the above inequalities hold and let w be such that w±i ∈]
vi
p−1 , n− 1−a
±
i ].
Let us fix i = 1, . . . , k. We set
v′i := vi/p and v
′
j := vj if j 6= i,
w±,r,sj := w
±
j for all r, s and for all j,
w′i
±,r,s
:= r − s+ w±i and w
′
j
±,r,s
:= w±i if j 6= i.
and for the rest we use the above notations. The product
Ui := U
±
i,a±
i
×
a±
i
−1∏
j=1
(U+i,j ×U
−
i,j)
gives an operator Ui : M
†χ
v′,w′ → M
†χ
v,w = M
†χ
v,w. We denote with the same symbol the
composition of Ui with the natural restriction M
†χ
v,w = M
†χ
v,w → M
†χ
v′,w′ , obtaining
Ui : M
†χ
v,w → M
†χ
v,w .
Taking the product of the Ui we obtain the compact operators
U: M†χv,w → M
†χ
v,w . and U: M
†χ → M†χ .
Remark 4.2. Usually one defines the U-operator using only the operators U±
i,a±
i
,
that improve the degree of overconvergence. The reasons for including also the
operators U±i,j is that they improve analyticity, and this will be needed to prove
classicity in Section 6.
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We let Up be the free Z-algebra generated by the Hecke operators at p and let
T := TNp ⊗ZUp. We simply call T the Hecke algebra. It acts on all the spaces we
have defined.
4.3. Families. Let U ⊂ W be an affinoid associated to the algebra A := OU (U).
There is w such that U ⊂ W(w), and we fix one such. We write χunU : T
O(Zp)→ A
∗
for the universal character over U . Let v and n be as usual.
Proposition 4.3. There is a Banach sheaf ω
†χunU
v,w on YIw(p)(v)
tor,rig × U such
that, for any χ ∈ U(K), the fiber of ω
†χunU
v,w at YIw(p)(v)
tor,rig × {χ} is canonically
isomorphic to ω†χv,w. On the global sections of ω
†χunU
v,w , there is an action of the Hecke
operators defined above.
Proof. We have a morphism π1 × id : I˜W
♦,rig
w ×U → YIw(p)(v)
tor,rig × U . On
(π1 × id)∗OI˜W♦,rigw ×U
there is an action of BO(Zp) Bw, and we define ω
†χun
v,w taking sections homogeneous
of degree (χunU )
′. The definitions given above of the Hecke operators work in families
without problems. 
Definition 4.4. We define
M†Uv,w := H
0(YIw(p)(v)
tor,rig × U , ω†χ
un
U
v,w ).
It is the space of families of v-overconvergent w-locally analytic modular forms
parametrized by U . We set
M†U := lim
v→0
w→∞
M†Uv,w .
It is the space of overconvergent locally analytic modular forms parametrized by U .
We have an action of the Hecke operators on both M†Uv,w and M
†U . The U-
operator on M†U is completely continuous. We have that M†Uv,w is a Banach A-
module.
Remark 4.5. Let χ ∈ U(K). Then we have a natural specialization map
M†Uv,w → M
†χ
v,w .
We do not know whether this map is surjective or not (but see Corollary 5.9 below
for the cuspidal case).
Remark 4.6. We can define a formal model W and W(w) of W and W(w). If
U ⊂ W(w) is affine, we have an analogue of Proposition 4.3, obtaining the formal
Banach sheaf w
†χun
U
v,w on YIw(p)(v)
tor × U.
5. Cuspidal forms and eigenvarieties
5.1. The minimal compactifications. Recall that in Section 3 we have fixed
a compatible choice of admissible smooth rational polyhedral cone decomposition
data for Y . This choice gives the toroidal compactification Y tor of Y . We also have
the minimal compactification Y min and a proper morphism
ξ : Y tor → Y min,
see [Lan13, Theorem 7.2.4.1] for the main properties of Y min. The sheaves ωi
extend to the minimal compactification, and the Hasse invariants give sections
Hai of det(ωi)
⊗p−1 on the special fiber of Y min. We then obtain a function
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Hdg: Ymin,rig → [0, 1]k and so the rigid space Y(v)min,rig and its formal model
Y(v)min are defined.
Let Spec(Ralg) be part of the data giving a good algebraic model as in the
beginning of Section 3. In particular we have the semiabelian schemes A→ Spec(R)
and A˜ → Spec(R). Since the formal completions of A and A˜ along the closed
stratum of S = Spec(Ralg) are isomorphic, we have an isomorphism of locally free
sheaves over S
e∗AΩ
1
A/S
∼= e∗A˜Ω
1
A˜/S
,
where eA and eA˜ are the corresponding zero sections. Hasse invariants are compat-
ible with respect to the induced isomorphisms, so ξ gives a morphism
ξ(v) : Y(v)tor → Y(v)min.
We will write D for both the boundary of Y tor and the boundary of Y(v)tor. We
then have the following
Theorem 5.1 ([Lan, Theorem 8.2.1.2]). We have
Rq ξ∗OY tor(−D) = 0
if q ≥ 1.
Notation. Let m be the maximal ideal of OK . If ⋆ is an object defined over OK ,
we let ⋆n be the reduction of ⋆ modulo m
n.
Corollary 5.2. We have
Rq ξ(v)∗OY(v)tor(−D) = 0
if q ≥ 1.
Proof. Arguing as in [AIP15b, Proposition 8.2.1.2] we have that the description of
the formal fibers of ξ(v) is the same as the description given in [Lan, Section 8.2],
hence to prove the corollary one can repeat the proof of [Lan, Theorem 8.2.1.2]. 
Let η(v) be the composition
Y(pn)(v)tor → Y(v)tor → Y(v)min
and let ρ(v) be the first morphism. We will still write D for its inverse image under
η(v).
Proposition 5.3. We have
Rq η(v)∗OY(pn)(v)tor(−D) = 0
if q ≥ 1.
Proof. This can be proved by the same arguments used in [Lan13, Section 8.2]. To
do this, we need to describe the local charts of Y(pn)(v)tor similarly to the one of
Y(v)tor. Over the rigid fiber Y(pn)(v)tor,rig we know that such a description exists.
We can now argue as in [AIP15b, Proposition 8.2.1.3] to extend this description to
Y(pn)(v)tor. 
5.2. A de´vissage. Let W(w)◦ be the rigid open unit disk of dimension dim(TOw ).
As in [AIP15b, Section 2.2], we have an analytic universal character
χun,◦ : TOw (Zp)→ OW(w)◦(W(w)
◦)∗.
We set W(w)◦ := Spf(OKJX1, . . . , Xdim(TOw )K), a formal model of W(w)
◦. Using
the construct of [AIP15b, Section 2.2], we see that the character χun,◦ is induced
by a formal universal character, denoted in the same way,
χun,◦ : TOw (Zp)→ OW(w)◦(W(w)
◦)∗.
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Recall that we have the morphism ζ : I˜Ww → Y(p
n)(v)tor. The torus TOw acts on
this space, so, if χ◦ ∈ W(w)◦(K), we can define the sheaves on Y(pn)(v)tor
w†χ
◦
v,w := ζ∗OI˜Ww [χ
◦′].
As in Remark 4.6, if U◦ ⊂W(w)◦ is affine, with associated character χunU◦ , we have
the family w
†χun
U◦
v,w . It is a sheaf on Y(pn)(v)tor × U.
Remark 5.4. If χ ∈ W(w)(K), then we have its image χ◦ ∈ W(w)◦(K) and we can
recoverw†χv,w fromw
†χ◦
v,w projecting toYIw(p)(v)
tor and taking homogeneous sections
of degree χ′ for the action of BO(Zp)B
O
w . Equivalently, one can project w
†χ◦
v,w to
YIw(p)(v)
tor, twist the action of BO(Zp)B
O
w by −χ
′, and finally take invariant
sections for the action of BO(Z /pnZ). A similar remark holds for families.
We recall that ⋆n means the reduction modulo m
n of ⋆, where m is the maximal
ideal of OK .
Proposition 5.5. Let χ◦ ∈ W(w)◦(K) be a character. Then w†χ
◦
v,w,1 is an inductive
limit of coherent sheaves that are an extension of the trivial sheaf. In particular,
w†χ
◦
v,w is a small formal Banach sheaf (see [AIP15b, Definition A.1.2.1] for the def-
inition of small formal Banach sheaf). If U◦ ⊂ W(w)◦ is affine, a similar result
hold for w
†χun
U◦
v,w .
Proof. We prove the proposition for w†χ
◦
v,w , the proof for w
†χun
U◦
v,w is similar. Us-
ing the decompositions I˜Ww =
∏k
i=1(I˜W
+
i,w+
i
× I˜W
−
i,w−
i
) in case (A) and I˜Ww =∏k
i=1 I˜Wi,wi in case (C), we can prove the proposition for the sheaf
G := ζ±i,∗OI˜W±
i,w
±
i
[χ′],
where ζ±i : I˜W
±
i,w±
i
→ Y(pn)(v)tor is the natural morphism. One can give a com-
pletely explicit description of the sections of G, as in [AIP15b, Subsections 8.1.5
and 8.1.6]. The proof is then identical to the one of [AIP15b, Corollary 8.1.6.2]. 
Recall the morphism η(v) : Y(pn)(v)tor → Y(v)min.
Proposition 5.6. For any χ◦ ∈ W(w)◦(K) and any affine U◦ ⊂ W(w)◦ we have
that
η(v)∗(w
†χ◦
v,w(−D)) and (η(v × id))∗(w
†χun
U◦
v,w (−D))
are small formal Banach sheaves
Proof. We prove the statement for η(v)∗(w
†χ◦
v,w(−D)), the case of families is similar.
We use the notation of the proof of Proposition 5.5. It is enough to prove the propo-
sition for η(v)∗(G(−D)). Let s ≥ 1 be an integer and consider the commutative
diagram
Y(pn)(v)tors−1
i //
η(v)s−1

Y(pn)(v)tors
η(v)s

Y(v)mins−1
j // Y(v)mins
where i and j are the natural closed immersions. Using Proposition 5.3 and
[AIP15b, Proposition A.1.3.1], we see that it is enough to prove that
j∗(η(v)s,∗G(−D)s) = η(v)s−1.∗G(−D)s−1.
Similarly to G1, we can write Gs ∼= lim−→j
Gs,j , where each Gs,j is a coherent sheaf.
Since taking direct images commutes with direct limits, we can prove the statement
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for Gs,j . From now on, all the sheaves will be considered as sheaves overY(p
n)(v)tors .
It is enough to prove that
R1 η(v)s,∗ ker(Gs,j → Gs−1,j) = 0.
We have (see [AIP15b, Section 8.1.6] and the proof of Proposition 5.5)
ker(Gs,j → Gs−1,j) ∼= G1,j ,
in particular we need to show that R1 η(v)s,∗G1,j = 0. By Proposition 5.5, we know
that G1,j is an extension of the trivial sheaf, so we can conclude by Proposition 5.3.

5.3. Projectivity of the space of cuspidal forms. We fix U◦ ⊂W(w)◦ an affine
with rigid fiber U◦ = Spm(A◦) and χ◦ ∈ U◦(K). Let us consider the modules SU
◦
v,w
and Sχ
◦
v,w defined by
SU
◦
v,w := H
0(Y(pn)(v)tor × U◦,w
†χun
U◦
v,w (−D))[p
−1]
and
Sχ
◦
v,w := H
0(Y(pn)(v)tor,w†χ
◦
v,w(−D))[p
−1].
Let B be any affinoid K-algebra and let M be a Banach B-module. We recall the
following definition, due to Buzzard in [Buz07].
Definition 5.7. We say that M is projective, if there is a Banach B-module N
such that M ⊕N is potentially orthonormizable.
Proposition 5.8. The Banach module SU
◦
v,w is a projective A
◦-module. Moreover,
the natural specialization morphism
SU
◦
v,w → S
χ◦
v,w
is surjective.
Proof. Taking the vi’s all equal, we can assume that Y(v)
min,rig is an affinoid. Since
(η(v×id))∗(w
†χun
U◦
v,w (−D)) is a small Banach sheaf by Proposition 5.6, the proposition
is proved exactly as [AIP15b, Corollary 8.2.3.2]. 
Corollary 5.9. Let U = Spm(A) ⊂ W be an affinoid, and let χ ∈ U(K). The
Banach module S†Uv,w is a projective A-module. Moreover, the natural specialization
morphism
S†Uv,w → S
†χ
v,w
is surjective.
Proof. Let Spf(A◦) be a formal model of U◦, the image of U in W(w)rig and let
SU
◦
v,w be as above. Let χ
un and χun,◦ be the characters associated to U and U◦. By
Remark 5.4, we have
S†Uv,w = (S
U◦
v,w⊗A◦A(−χ
un,◦′))B
O(Z /pn Z),
in particular, by Proposition 5.8, we have that S†Uv,w is a direct factor of a projective
A-module, and hence it is projective. An analogous equality holds for S†χv,w and
the specialization morphism SU
◦
v,w → S
χ◦
v,w is surjective by Proposition 5.6. Since
taking invariants with respect to a finite group is an exact functor on the category
of Qp-vector spaces, the morphism S
†U
v,w → S
†χ
v,w is surjective as required. 
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5.4. The Eigenvariety. Let Z(v, w) ⊆ W(w) × A1,rig be the spectral variety
associated to the U-operator acting on S†W(w)v,w .
Theorem 5.10. There is a rigid space Ev,w equipped with a finite morphism Ev,w →
Z(v, w) that satisfies the following properties.
(1) It is equidimensional of dimension rk(TO). The fiber of Ev,w above a point
χ ∈ W(w) parametrizes systems of eigenvalues for the Hecke algebra T
appearing in S†χv,w that are of finite slope for the U-operator. If x ∈ Ev,w,
then the inverse of the U-eigenvalue corresponding to x is π2(x), where π2 is
the induced map π2 : Ev,w → A
1,rig. For various v and w, these construction
are compatible. Letting v → 0 and w →∞ we obtain the global eigenvariety
E.
(2) Let f ∈ S†χv,w be a cuspidal eigenform of finite slope for the U-operator
and let xf be the point of Ev,w corresponding to f . Let us suppose that
Ev,w →W(w) is unramified at xf . Then there exists an affinoid U ⊂ W(w)
that contains χ and such that f can be deformed to a family of finite slope
eigenforms F ∈ S†Uv,w.
Proof. By Corollary 5.9 all the assumptions of [Buz07] are satisfied, we can then
use Buzzard’s machinery to construct the eigenvariety, this gives Ev,w and (1) fol-
lows. Point (2) is an automatic consequence of the way we used to construct the
eigenvariety, see [AIP15b, Proposition 8.1.2.6]. 
Corollary 5.11. Let f ∈ S†χv,w be a cuspidal eigenform of finite slope for the U-
operator. Then there exists an affinoid U ⊂ W(w) that contains χ and such that
the system of eigenvalues associated to f can be deformed to a family of systems of
eigenvalues appearing in S†Uv,w.
6. Classicity results
In this section we prove certain classicity results for our modular forms. Since the
results of [Jon11] hold in general, there are no conceptual difficulties to generalize
[AIP15b] to our setting, so we will sometimes only sketch the arguments.
Recall that at the end of Section 1 we have defined the algebraic group GLO
with maximal split torus TO. We also have the Borel subgroup BO with unipotent
radical UO.
Let χ ∈ X∗(TO)+ be a (classical) dominant weight, that we see as a character
of BO trivial on UO. We set
Vχ := {f : GL
O → A1 morphisms of schemes such that, for all Zp−algebras R,
we have f(gb) = χ(b)f(g) for all (g, b) ∈ (GLO ×BO)(R)}.
There is a left action of GLO on Vχ given by (g · f)(x) = f(g
−1x).
Recall the sheaf ωχ on YIw(p) of classical modular forms. We have the toroidal
compactification YIw(p)
tor of YIw(p) defined in [Str10]. We will work only with
the generic fiber YIw(p)
tor,rig of its formal completion YIw(p)
tor. We have that
YIw(p)(v)
tor,rig is an open subspace of YIw(p)
tor,rig. Clearly ωχ extends to a sheaf
on YIw(p)
tor.
We have the following
Proposition 6.1. Locally for the e´tale topology on YIw(p)
tor,rig the sheaf ωχ is
isomorphic to Vχ′,K . This isomorphism respects the action of GL
O.
We write BO,op and UO,op for the opposite subgroups of BO,op and UO,op. Let IO
be the Iwahori subgroup of GLO(Zp) given by matrices that are ‘upper triangular’
modulo p (recall that we are in the unramified case, so p is a uniformizer of each Oi)
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and let NO,op be the subgroup of UO,op(Zp) given by those matrices that reduce
to the identity modulo p. We have an isomorphism of groups
NO,op×BO(Zp)→ I
O
given by Iwahori decomposition.
We use the following identification, in case (A) and (C) respectively.
NO,op =
k∏
i=1
(
pO
a
+
i
(a
+
i
−1)
2
i × pO
a
−
i
(a
−
i
−1)
2
i
)
⊂
k∏
i=1
(
A
a
+
i
(a
+
i
−1)
2 ,rig ×A
a
−
i
(a
−
i
−1)
2 ,rig
)
,
NO,op =
k∏
i=1
pO
ai(ai−1)
2
i ⊂
k∏
i=1
A
ai(ai−1)
2 ,rig.
Given w, a tuple of positive real numbers as in the definition of W(w), we define
in case (A) and (C) respectively
NO,opw :=
⋃
(x±
i
)∈NO,op
k∏
i=1
(
B(x+i , p
−w+
i )×B(x−i , p
−w−
i )
)
,
NO,opw :=
⋃
(xi)∈NO,op
k∏
i=1
B(xi, p
−wi),
where B(x, p−w) is the ball of center x and radius p−w.
We say that a function f : NO,op → K is w-analytic if it is the restriction of
an analytic function f : NO,opw → K. Note that the extension of f , if it exists, is
necessarily unique. We write Fw−an(NO,op,K) for the set of w-analytic functions.
If w±i = 1 for all i and f is w-analytic, we simply say that f is analytic and we
write Fan(NO,op,K) for the set of analytic functions. A function is locally analytic
if it is w-analytic for some w and we write F loc-an(NO,op,K) for the set of locally
analytic functions.
Let now χ ∈ W(w)(K) be a w-analytic character. We set
V w−anχ := {f : I
O → K such that f(ib) = χ(b)f(i)
for all (i, b) ∈ IO ×BO and f|NO,opw ∈ F
w−an(NO,op,K)}.
The definition of the spaces V anχ and V
loc-an
χ is similar. They all are representations
of IO via (i ⋆ f)(x) = f(xi).
We have the following
Proposition 6.2. Locally for the e´tale topology on YIw(p)
tor,rig the sheaf ω†χv,w is
isomorphic to V
w−an
χ′ . This isomorphism respects the action of I
O.
If χ is a classical dominant weight, there is an obvious inclusion Vχ →֒ V
w−an
χ
and we have the following proposition (see [AIP15b, Proposition 5.3.4]).
Proposition 6.3. The open immersion of Proposition 3.6 induces an inclusion of
sheaves
ωχ|YIw(p)tor,rig →֒ ω
†χ
v,w.
Locally for the e´tale topology on YIw(p)
tor,rig this inclusion is isomorphic to Vχ′ →֒
V
w−an
χ′ .
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6.1. The BGG resolution and a classicity result. The goal of this subsection
is to characterize the image of the inclusion Vχ →֒ V
loc-an
χ .
Let W be the Weyl group of GLO and let glO and hO be the Lie algebras of
GLO and TO respectively. Let Φ ⊂ X∗(TO) be the set of roots of glO. We have a
decomposition
glO = hO ⊕
⊕
α∈Φ
glOα .
Let Φ+ ⊆ Φ be the set of positive roots given by the choice of BO and let α ∈ Φ+.
We fix an element 0 6= eα ∈ gl
O
α . There is an element, that we fix once and
for all, fα ∈ gl
O
−α such that 〈eα, fα, hα〉 is isomorphic to sl2 via eα 7→
(
0 1
0 0
)
,
fα 7→
(
0 0
1 0
)
, and hα 7→
(
1 0
0 −1
)
, where hα := [eα, fα]. We denote by sα ∈ W
the reflection χ 7→ χ−〈χ, α∨〉α, where χ ∈ X∗(TO) and α∨ is the coroot associated
to α. The pairing 〈·, ·〉 : X∗(TO)×X∗(T
O)→ Z is the natural one. Given w ∈ W
and χ ∈ X∗(TO), we set w • χ := w(χ + ρ) − ρ, where ρ is half of the sum of the
positive roots.
Let now χ ∈ X∗(TO)+ be a dominant weight. By the results of [Jon11] there is
an exact sequence
(7) 0→ Vχ → V
an
χ →
⊕
α∈Φ+
V ansα•χ
where the first map is the natural inclusion and the second one is given by the
maps Θα : V
an
χ → V
an
sα•χ defined as follows. Recall the action of I
O on V anχ given
by (i ⋆ f)(x) = f(xi). It induces, by differentiation, an action of the universal
enveloping algebra U(glO) on V anχ . We set
Θα(f) := f
〈χ,α∨〉+1
α ⋆ f.
We now fix an index i = 1, . . . , k. Let 1 ≤ j < a±i . We write d
±
i,j ∈ GL
O(Qp) for
the element whose components are the identity matrix except the i±-th one, that
is the matrix (
p−1Ida±
i
−j 0
0 Idj
)
If χ ∈ X∗(TO)+ is a dominant weight, there is an operator δ±i,j on Vχ defined by
the formula (δ±i,j · f)(x) = f(d
±
i,jx(d
±
i,j)
−1).
Let now χ ∈ W(w) be a w-analytic character. Take f ∈ V
w−an
χ and i ∈ I
O. By
the existence of the Iwahori decomposition there are b ∈ BO(Zp) and n ∈ N
O,op
such that i = nb. We define an operator δ±i,j on V
w−an
χ via the formula
(δ±i,j · f)(i) = f(d
±
i,jn(d
±
i,j)
−1b).
Taking restriction to NO,op we can identify V
w−an
χ with Fw−an(N
O,op,K) and under
this identification the operator
∏
j δ
±
i,j increases the radius of analyticity in the i
±-th
direction.
We use now the notation of Subsection 4.2.2 and we explain the relation be-
tween the operators U±i,j and δ
±
i,j . We have the following proposition (see [AIP15b,
Proposition 6.2.3.1]).
Proposition 6.4. Let x, y ∈ YIw(p)(v)
rig such that y ∈ p2(p
−1
1 (x)). We fix χ ∈
W(w) a w-analytic character. Then there is a commutative diagram whose vertical
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arrows are isomorphisms
(ω†χv,w)y
(f∗)−1 // (ω†χv,w)x
V
w−an
χ′
δ±
i,j //
≀
OO
V
w−an
χ′
≀
OO
Let ν = (ν±i,j)i,j be a tuple of positive real numbers such that
ν ∈
k∏
i=1
(Ra
+
i −1 ×Ra
−
i −1)
in case (A) and
ν ∈
k∏
i=1
Rai−1
in case (C). Given χ ∈ W(w) we write V
w−an,<ν
χ for the intersection of the gen-
eralized eigenspace where each δ±i,j acts with eigenvalues of valuation smaller than
ν±i,j . (Here, for a given i, we take j in the range 1, . . . , a
±
i − 1.)
Proposition 6.5. Let χ ∈ X∗(TO)+ be a classical dominant weight. We can
write χ = (k±i,s,j)i,s,j as in Subsection 3.2. For each i = 1, . . . , k and for each
j = 1, . . . , a±i − 1 we set ν
±
i,a±
i
−j
:= infs{k
±
i,s,j − ki,s,j+1 + 1}. We then have
V w−an,<νχ ⊂ Vχ.
Proof. We can fix an index i and work only in the ‘i-th component’. Taking the
base change of all objects to O±i (that makes everything split) and using the ex-
act sequence (7), the proof is completely analogous to that of [AIP15b, Proposi-
tion 2.5.1]. 
6.2. Classicity at the level of sheaves. Let χ = (k±i,s,j)i,s,j ∈ X
∗(TO)+. We
now give a characterization of the image of the inclusion ωχ
|YIw(p)tor,rig
→֒ ω†χv,w of
Proposition 6.3.
We can construct a ‘relative version’ over YIw(p)(v)
tor,rig of the exact sequence
(7). Using then Propositions 6.1, 6.2, and 6.3 we obtain the exact sequence of
sheaves on YIw(p)(v)
tor,rig
(8) 0→ ωχ
|YIw(p)tor,rig
→ ω†χv,w →
⊕
α∈Φ+
ω†sα•χv,w
Let ν = (ν±i,j)i,j be a tuple of positive real numbers such that ν ∈
∏k
i=1(R
a+
i ×Ra
−
i )
in case (A) and ν ∈
∏k
i=1R
ai in case (C). In case (A) we assume that, for each
i = 1, . . . , k, we have ν+
i,a+
i
= ν−
i,a−
i
. This is a natural condition since U+
i,a+
i
= U−
i,a−
i
.
We can then write ν±
i,a±
i
:= ν+
i,a+
i
= ν−
i,a−
i
.
We define M†χ,<νv,w to be the intersection of the generalized eigenspace where each
U±i,j acts with eigenvalues of valuation smaller than ν
±
i,j . (The difference with the
above situation is that we add the condition the the U±
i,a±
i
-operator acts with finite
slope.)
We now suppose that, for each i and for each j = 1, . . . , a±i we have ν
±
a±
i
−j
=
infs{k
±
i,s,j − ki,s,j+1 + 1}. As in [AIP15b, Proposition 7.3.1] we have the following
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Proposition 6.6. We have the inclusion
M†χ,<νv,w ⊂ H
0(YIw(p)(v)
tor,rig, ωχ).
6.3. The classicity theorem. Let χ = (k±i,s,j)i,s,j ∈ X
∗(TO)+ be a classical
dominant weight.
Theorem 6.7. Let ν be as in the Proposition 6.6. We moreover assume that, for
each i = 1, . . . , k, we have
ν±
i,a±
i
= inf
1≤s≤di
(k+
i,s,a+
i
+ k−
i,s,a−
i
)− dia
+
i a
−
i
in case (A) and
νi,ai = inf
1≤s≤di
ki,s,ai −
diai(ai + 1)
2
in case (C). Then we have an inclusion
M†χ,<νv,w ⊂ M
χ,
hence any locally analytic overconvergent modular form in M†χ,<νv,w is classical.
Proof. Using Proposition 6.5, this follows by the main results of [BSP15]. 
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