The domain of definition of the divergence operator δ on an abstract Wiener space (W, H, µ) is extended to include W -valued and W ⊗W -valued "integrands". The main properties and characterizations of this extension are derived and it is shown that in some sense the added elements in δ's extended domain have divergence zero. These results are then applied to the analysis of quasiinvariant flows induced by W -valued vector fields and, among other results, it turns out that these divergence-free vector fields "are responsible" for generating measure preserving flows.
Introduction
The classical Malliavin calculus is based on the notions of gradient and divergence operators in a Hilbert space setting. The gradient operation deals traditionally with the directional derivative of real or Hilbert space valued random variables in the direction of elements of the Cameron-Martin space and the divergence operator is introduced by duality with respect to the gradient operator. This setup, centered around separable Hilbert spaces, has proved to be a powerful tool in solving many problems. However, it needed to be extended in several cases, whether in stochastic analysis on manifolds ( [6] , [7] , [4] ), in the analysis on abstract Wiener spaces, ( [8] , [14] , [18] , [16] ) or in considerations associated with extending the Malliavin calculus to include measure preserving transformations of the Wiener path ( [9] , [22] ).
Let {W, H, µ} be an abstract Wiener space (cf. next section), let {e i } i∈N be a smooth ONB in H and {η i } i∈N a sequence of i.i.d. N (0, 1) random variables on the Wiener space.
Then, by the Ito-Nisio theorem ( [12] ) Y n = n 1 η i e i converges in W and the limit, say Y , is a measure preserving transformation on {W, µ}. There is no reason to expect that in general the difference Y (ω)−ω will be H valued (indeed, Y (ω) = −ω is one such counterexample).
Moreover, for a collection Y t = ∞ 1 η i (t, ω)e i of such measure preserving transformations, (dY t /dt) t=0 even if it exists, need not be H-valued. Consequently, the analysis of measure invariance (and related) flows on Wiener space requires the study of W -valued, rather than only Cameron-Martin, vector fields ( [2] , [9] , [5] , [22] ).
In this paper we (a) extend the domain of definition of the divergence operator to include Banach space valued random variables and derive the main properties and representation of this extension and (b) apply the results of the first part to the analysis of flows on Wiener space.
In the next section we first summarize the background and notation for later reference.
Differentiation of random variables is generalized by stipulating differentiability subspaces other than H, smaller or larger, yielding Sobolev spaces which respectively contain or are contained in the standard ones D p,1 .
In Section 3 we extend the domain of definition of the divergence from H-valued to appropriate W -valued, and even W * * -valued, random variables. The main properties of the extended divergence are derived and Shigekawa's decomposition [17] of the domain of this divergence into exact and divergence-free subspaces of "integrands" is shown to hold in this generalized setup as well. In fact it turns out that it is the class of divergence-free 2 integrands which is extended but not the class of exact integrands.
The classical divergence also operates on H ⊗2 , the Hilbert-Schmidt operators on H.
Section 3 also contains its extension in this case to random operators from W * to an arbitrary Banach space Y . This construction is then applied in Section 4 for Y = W * * (in this case operators from W * to W * * can be seen as bilinear forms on W * ) to derive the representation of any divergence-free integrand as the divergence of a random antisymmetric bilinear form on W * . In [17] , Shigekawa constructed a general setup for H-valued differential forms on Wiener space and derived the H Hodge-Kodaira theory for this setup. Our results constitute an extension of this theory beyond H, restricted to forms of order 1 (W * *valued random variables) and of order 2 (random bilinear forms on W * , not necessarily antisymmetric).
Section 5 starts with an introduction to measure preserving transformation of Wiener space. The results of Sections 3 and 4 are applied in Section 5 to derive new results concerning flows generated by W -valued vector fields, extending the results of [9] and [22] on measure preserving flows to general flows. Section 6 deals with (a) The notion of adapted W -valued vector fields and conditions under which the flows they generate are adapted and (b) The relation between the flow equation of Section 5 and a class of scalar valued partial differential equations motivated by the non-random case introduced by P-L. Lions in [11] .
In some of the results presented in this paper it is required that a W -valued random variable, say u(ω), or a collection of such r.v.'s, have the "representability" property that for some orthonormal basis
(the dual use of e i both as an element of W and of W * will be further clarified later). 
Preliminaries
In this section we first recall some notions of stochastic analysis in abstract Wiener space, as well as the Ornstein-Uhlenbeck semigroup and its generator, the number operator. In the second part we generalize the notion of subspaces of differentiability to other than H.
Notation and Generalities
The basic object in this paper will be an (infinite dimensional) abstract Wiener space (W, H, µ), based on a separable Banach space W with a densely embedded Hilbert space H, and a Gaussian measure µ on W under which each l ∈ W * becomes an N (0, |h| 2 H ) random variable. The embeddings i : H → W and i * : W * → H will not always be written explicitly; thus, for example, an element e ∈ W * will also be considered to be an element in H or in W , the distinction being clear from the context, as for example in (1.1).
In H, the inner product is denoted by (·, ·) H and the notation | · | H for the norm in H has already been used in the previous paragraph. An orthonormal basis (ONB)
of H will be said to be smooth if e i ∈ W * for all i. The norms in W and W * are · W and · W * respectively, while the natural pairing between l ∈ W * and w ∈ W (resp. between w * * ∈ W * * and l ∈ W * ) is denoted W w, l W * (resp. W * l, w * * W * * ). Any of these subscripts may be omitted if no confusion arises.
We recall the canonical zero-mean Gaussian field {δh, h ∈ H} whose correlation is given by H's inner product. In particular, δl(ω) = W ω, l W * a.s for every l ∈ W * . For 1 ≤ p ≤ ∞, L p (µ) or L p (W, µ) will denote L p (W, F, µ) where F := σ(δh, h ∈ H), the sigma-algebra generated by the canonical Gaussian field. The same applies to L p (µ; Y ) for any other
The space of bounded linear operators from a Banach space X to a Banach space Y is denoted L(X, Y ) equipped with the operator norm A L(X,Y ) = sup{ Ax Y , x X ≤ 1} and L(X) := L(X, X). The space of bilinear forms on a Banach space X is denoted M 2 (X) and
The reader is assumed to be familiar with the basic notions of the Malliavin calculus, i.e., the gradient ∇ and the divergence δ applied to the Sobolev spaces D p,k (∇ : D p,k → D p,k−1 (H) and δ : D p,k (H) → D p,k−1 ). We will however be somewhat more explicit about the Ornstein-Uhlenbeck semigroup and conclude this subsection with a summary of some of its associated facts as needed in later sections (cf., e.g., [18] , [19] , [15] ). Let ( W , H, µ) be an independent copy of (W, H, µ) and f ∈ L p (W, µ). The Ornstein-Uhlenbeck semigroup on L p (µ), p ≥ 1, is defined by the Mehler formula
where E W denotes the conditional expectation conditioned on W . The family {T t } t≥0 is a contraction, self-adjoint semigroup, whose infinitesimal generator −L satisfies
(2.2)
Consequently (1 + L) −β , β > 0, is a bounded operator on L p (µ) for every β > 0. Moreover, (i) Since T t is self-adjoint, so are (1+L) −β , β > 0, and L;
(iii) ∇(1 + L) − 1 2 is a bounded linear operator from L p (µ) to L p (µ; H) for any p ∈ (1, ∞);
(iv) (1+L) β ∇f = ∇L β f for all real β and every f ∈ D p,1 with Ef = 0.
The definition of T t can be extended to f 's taking values in a separable Banach space
) in which case the expectation in (2.1) is defined as a Bochner integral. Formula (2.2) and the boundedness of (1 + L) −β , β > 0, remain true.
The Ornstein-Uhlenbeck semigroup T t for Y -valued and real valued functions are related via
In particular, if a(ω) is representable in the sense of (1.1), then
and similarly for L, etc. Moreover, (i)-(iv) ,under obvious modifications, remain true. 5 
Stochastic Differentiation
Let
For any Φ ∈ S n represented as in (2.4), its gradient is the W * -valued random variable 
thus, the space D Z p,1 consists of functionals which may be "too regular" to be interesting in some applications. However, at the present they seem to be needed for the construction of flows on Wiener space as will be seen in Section 5.
It is straightforward to verify that S is dense in L p (µ) and that the operator ∇ is closeable with respect to p,1;Z , with domain S ⊂ L p (µ) and range in L p (µ; Z). The space D Z p,1 can thus be taken to be a dense subset of L p (µ), and ∇ has natural bounded linear extension ∇ Z : D Z p,1 −→ L p (µ; Z * ). When no confusion arises, ∇'s superscript may be omitted. In particular, if P n is the space of random variables obtained when C ∞ b (R n ) is replaced in (2.4) by the family of polynomials in n variables, and P = n P n , then P ⊂ D W p,1 and (2.5) still holds for any Φ ∈ P.
In particular D p,1 = D H p,1 is the classical Sobolev space in the Wiener context, and D W * p,1 is a larger space consisting of Wiener functionals "differentiable only along the W * directions".
Finally, differentiation can also be defined for random variables taking values in a separable Banach space Y . Let S(Y ) (resp. P(Y )) be L ∞ (Y )'s subset of elements having the form
(Here W * ⊗Y is embedded naturally in L(W, Y ) by setting (l ⊗ y)w = w, l y). We then 7 define, for a given W * ⊂ → Z ⊂ → W as above, p ∈ [1, ∞) and F ∈ S(Y ), the Sobolev norms
and D Z p,1 (Y ) will be S(Y )'s completions according to these norms. The same monotonicity relations hold in the differentiation space Z as in the scalar case, and ∇ can be extended
3 The Divergence Operator
The standard definition of the divergence introduces it as an operator on suitable H-valued random variables (cf. e.g. [13] , [19] ). We now wish to extend it to W -valued random variables. In fact, with no extra effort, the same definition will also apply to W * * -valued random variables, one advantage of which is pointed out in Remark 3.15.
In particular,
Moreover, it follows form the L p duality theory (and S's density in L p (µ)) that a necessary and sufficient condition for v ∈ dom p δ is the existence of a finite positive constant b) There are no new deterministic elements in dom 1 δ. Indeed, assume that a (deterministic) v ∈ W * * belongs to dom 1 δ, that is, satisfies (3.3) for all Φ ∈ S and p = 1. For each l ∈ W * denote Φ l = ϕ(δl) ∈ S,
This implies that v can be extended as a bounded linear functional on H, i.e. v ∈ H. In other words, there are no deterministic elements in W , or even of W * * , that possess a divergence without being in H, and thus already having a divergence in the classical sense.
In view of Remark 3.2b) one might wonder whether there are any non H-valued elements in dom 1 δ at all. The following example answers this question affirmatively.
Example: For a given ONB
By the Ito-Nisio theorem, v(ω) is a measure preserving transformation of ω and thus isn't supported on H. We claim that v possesses a divergence, which moreover is a.s. 0. This follows from the obvious fact that δ [ (δe 2k )e 2k−1 − (δe 2k−1 )e 2k ] = 0 for all k ∈ N, and from Lemma 3.4 below which extends this equality to the infinite sum.
It is interesting to note that, on the other hand,ṽ(ω) = ω = ∞ i=1 δ(e i ) e i , which is (trivially) a measure preserving transformation of ω as well, does not have a divergence.
(As observed in Remark 2.1, the family of α's allowed in this lemma is only slightly more general than S. This result will be applied in Lemma 3.17 at the end of this section).
Proof: For every Φ ∈ S
which proves the result.
Since S is dense in L q (µ) and {δv n } ∞ n=1 is bounded in L p (µ), the end terms of (3.6) are equal for all Φ ∈ L q (µ), in other words δv n −→ n→∞ δv weakly in L p (µ).
With no loss of generality we may in fact assume for each n that F n p,1 ≤ F p,1 and (since S(H) is dense in S(W * * ) in the · p,1 norm) that F n ∈ S(H).
Thus 1 ∀n , so that by Lemma 3.4 (obviously F n → F weakly in L p (µ)) we conclude that F ∈ dom p δ and that δF L p (µ) ≤ C F p,1 .
In some cases we have the following convenient approximation. Given a smooth ONB
. . , δe n ), the sigma-algebra generated by δe 1 , . . . , δe n , and the conditional expectation on the right is for W -valued random variables.
ii) v n ∈ dom p δ and δv n = E δv F n iii) lim n→∞ δv n = δv a.s. and in L p (µ).
Proof: The first claim follows from
.
(3.9)
The first term converges to zero by the (W -valued) martingale L p convergence theorem, while the second term does so by assumption.
Next, note that E Φ F n ∈ S for an arbitrary Φ ∈ S and ∇E Φ F n = E ∇Φ F n . Then
Finally (iii) follows from (ii) by the martingale convergence theorem applied to δv n = E δv F n in both the a.s. and L p senses.
In Section 5 we shall need the following extension of the Proposition's first statement to v's parametrized by some positive measure space (I, I, λ).
Its proof essentially repeats the one of Proposition 3.6i) except that one must add a dominated convergence argument (to the integral over I) for the first term in (3.9)'s appropriate extension to converge to zero.
Proof: a) By (2.2) (1+L) −β u ∈ L p (µ; W * * ). By (2.2), (2.3) and T t 's self-adjointness, for any Φ = ϕ(δe 1 , . . . , δe n ) ∈ S, ∇Φ = n 1 ϕ i e i ∈ S(W * ), (here ϕ i = ∂ϕ ∂x i (δe 1 , . . . , δe n )), and
b) If u = ∇Ψ and δu = 0, then 0 = δ∇Ψ = LΨ. Thus Ψ = EΨ a.s., so that u = 0.
The following proposition essentially states that the only "new" W -valued vector fields with divergence are divergence free.
Proposition 3.10 Let p ∈ [1, ∞). Each v ∈ dom p δ can be uniquely decomposed as a sum v = v 0 +v e where v 0 is divergence free and v e is exact (with divergence). Equivalently
Proof: Let v ∈ dom p δ. By (3.2) and the remarks following (2.2), v e = ∇ L −1 δv is a well defined element of L p e (µ; H) ∩ dom p δ. In order to prove the decomposition, we need to check that v 0 := (v − v e ) ∈ dom 0 p δ. Indeed, as remarked above, v e ∈ dom p δ. Moreover, by (ii) of subsection (2.1),
The uniqueness follows directly from Lemma 3.9b.
Remark 3.11 Heuristically, vector fields which possess divergence generate flows. This will be formalized, under appropriate assumptions, in Section 5 noting in addition that the flows generated 13 by divergence free vector fields are measure preserving ("rotations") while those generated by Hvalued vector fields ("shifts") have been already studied, for example in [3] , [16] and [21] . What Proposition 3.10 suggests is that a general vector field which generates flows can be decomposed into a "rotation" generating component and a "shift" generating component.
The formula for the classical divergence's second moment has its counterpart for Wvalued variables as well, but since it involves operators and their divergence, it is deferred till the next subsection (Lemma 3.17).
The Divergence of Operator Valued r.v.'s
In the next section divergence-free vector fields will be characterized as the divergence of an antisymmetric operator. This is, at this stage, only a formal declaration. The remainder of this section is dedicated, therefore, to precise what is meant by the divergence of an operator and to present some of its properties.
Indeed, the classical divergence is defined for random variables taking values not only in H but in H's tensor powers as well. Thus, for example, the divergence δ δA of a random Hilbert Schmidt operator A(ω) in H is characterized by
is the natural inner product of two Hilbert Schmidt operators on H.
The random operators we wish to generalize the divergence δ δ to will have W * as their domain and a fixed arbitrary Banach space as their range (instead of R as in subsection 3.1).
To carry out this generalization, recall first the definition of the trace tr T of an operator T ∈ L(W * , W * * ), namely ∞ i=1 W * e i , Te i W * * if this sum exists for every smooth ONB (e i ) of H, and is the same for all such bases. In particular, every finite rank operator from W * to W * * has a trace.
Henceforth, Y will be a fixed Banach space, p ∈ [1, ∞) and 1 p + 1 q = 1. for which there exists a δ δK ∈ L p (µ; Y ), the divergence of K, such that
Remark 3.13 In (3.11), ∇ W * F has finite rank a.s., so that its left hand side makes sense. If K itself has a deterministic finite dimensional range, (3.11) will also hold for all F ∈ D W * q,1 (Y * ). Indeed, both of its terms pass to the limit when F n → F (F n ∈ S(Y * )).
The uniqueness of δ δK is a consequence of S(Y * )'s density in L q (µ; Y * ). Moreover, if
That is the reason why it isn't necessary to include the subscript Y in the notation of δ δ.
Just as in the scalar case a necessary and sufficient condition for K ∈ dom p,Y δ δ is the existence of a finite positive constant γ = γ(K) such that for all F ∈ S(Y * )
in which case δ δK L p (µ;Y ) is the best possible constant γ in (3.12).
We denote dom p δ δ = dom p,W * * δ δ. Indeed, in Sections 4 and 5, Y will typically be W * * and together with δK we shall need to consider δK T as well. (By a slight abuse of notation, K T actually stands for K T W * ). Recall that L(W * , W * * ) can be also seen as the space M 2 (W * ) of bilinear forms in W * , and in this interpretation, K T (l 1 , l 2 ) = K(l 2 , l 1 )). In particular, then, δ δ's domain contains W ⊗W in this case, as stated in the abstract.
A useful connection between this divergence δ δ and its scalar counterpart δ is the following 
In this case
and more generally, for any F ∈ S(Y * ), K T F ∈ dom p δ and
15)
Proof: Throughout the proof, ∇ will stand for ∇ Y *
. First assume that δ δK exists. For any Φ ∈ S, l ∈ Y * and denoting G = Φl ∈ S(Y * ), it is straightforward to verify that
and Φ ∈ S being arbitrary, δ δ(K T l) exists and (3.14) holds, from which (3.13) follows directly.
In the converse direction, it follows from (3.13) that there exists a ∆
Thus δ δK exists by definition and is actually ∆ K , (3.17) being nothing else but (3.14) .
Turning to (3.15) , and with F = Φ l, (Φ ∈ S and l ∈ Y * ), it follows from Lemma 3.3 that
which proves the claim in view of (3.14) and (3.16) . Proof: Let l ∈ W * . If K ∈ D W p,1 (L(W * , W * * )) it is straightforward to verify that the same is true for K T , and therefore that K T l ∈ D W p,1 (W * * ), so that Kl ∈ dom p δ by Corollary 3.5. Since l ∈ W * was arbitrary, a) follows from Lemma 3.14. As for b), for any l ∈ W *
which proves the claim.
Finally for c), assume without loss of generality that α ∈ S. and let l ∈ W * . Denoting We conclude this section with an extension of a classical second moment identity. 
If, moreover, ∇u ∈ dom 1 δ δ it will also hold that
20)
Proof: Clearly α := δG belongs to P, so that by Lemma 3.3
In the last equality we have used the well known identity ∇δG = G+δ((∇G) T ) (in which the third term is, in fact, W * -valued). The identity (3.19) will then follow by applying (3.11) to the last term, together with Remark 3.13 (here, Y = W * ). A second application of (3.11) yields (3.20) , this time with Y = W * * and thinking of G as an element of S(W * * * ).
Divergence-free W -valued random variables
In this section we study the structure of dom 0 p δ. In classical analysis, zero-mean divergencefree vector fields generate rotations. On the other hand, the tangent space of the special orthogonal group SO(n) can be identified with the space of skew symmetric n×n matrices.
Building on this correspondence, a W -valued random variable u was associated in [22] with each sufficiently smooth random skew symmetric bounded operator
assuming that the series converges in L p (µ; W ).
is a given smooth ONB. Under further smoothness and moment assumptions these W -valued random variables (vector fields) were then shown in [22] to induce invariant flows in W , suggesting that they are, in our language, divergence free. Note that (4.1) can now be written as v = δ δA T . Indeed, for any l ∈ W * ,
which by Lemma 3.14 implies that v = δA T , since l ∈ W * was arbitrary.
We show here (Theorem 4.2) that every divergence-free W -valued v can be obtained in this way, for some suitable skew symmetric random bilinear form A on W * .
Proof: For any given G ∈ S(W * ) apply Lemma 3.17 to obtain
from which the result follows, since G was arbitrary.
Proof: Assume first that there exists an A as stated, and let Φ = ϕ(δe 1 , . . . , δe n ) ∈ S n . Then, using the notation ∂ x Φ = W x, ∇Φ W * for Φ ∈ S and x ∈ W , (and similarly ∂ 2 xy Φ),
because trAB = 0 for all symmetric (respectively skew symmetric) n×n matrices A and B.
Since Φ ∈ S was arbitrary, it follows by definition that δv exists and is 0.
For the converse, denote u = (1 + L) −1 v which also belongs to dom 0 p δ by Lemma 3.9a). It then follows from Lemma 4.1 that However, it is obvious that quasiinvariant shifts exist which do not necessarily act along H.
In this section we present two general results. The first , Theorem 5.3, states that "representable" (to be defined) W -valued time dependent vector field {v t , t ∈ I}, whose gradients and divergences satisfy some standard exponential moment conditions, generates a quasiinvariant flow. As such it extends [9, 22] . The decomposition of Proposition 3.10
represent v's H-shift and rotation components respectively.
The second result, Theorem 5.7, shows that these are essentially all the W -valued random variables which do so, thus providing a qualitative description of the Wiener tangent space.
W n = π n (W ) and µ n = π * n µ (without writing the dependence on E explicitly). Moreover, denote F n = σ(π n ) and E n ( · ) = E( · | F n ). A (not necessarily scalar) random variable on (W, F, µ) will be said to be cylindrical if it is F n -measurable for some n ∈ N.
b) A time-dependent vector field
vector field such that v t ∈ dom 1 δ for all t ∈ I, and which moreover possesses a jointly measurable decomposition v t =u t +B t , t∈ I, for which
and for all p > 1 and |t−s| < θ 2p ,
If, in addition, the paths t → v t are a.s. continuous then the flow {T s,t , s, t ∈ I} is unique.
Remarks 5.4
(a) The decomposition assumed in Theorem 5.3 is not unique. In particular, it is not necessarily the one provided by Proposition 3.10.
(b) It follows from (5.5) by Fatou's lemma that
however the proof below needs the less elegant assumption (5.5) itself. If E is a Schauder basis of W , then (5.5) is also implied by (5.8) (possibly with a smaller θ), but in general this need not be the case.
(c) Equation (5.4) and (5.8) actually imply that u t ∈ D p,1 (H) and B t ∈ D W p,1 (W ) for all t ∈ I and p ≥ 1. However the initial assumption in (i) for p = 1 was needed to give meaning to ∇ H u t and ∇ W B t in the first place.
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(d) It follows from (5.6) that if v r is divergence free for all r then the flow is measure preserving.
Before proceeding with the proof, let us recall some relevant results pertaining to jointly measurable time dependent vector field η = {η t (x)} t∈I on W n as stated, for example, in [21, E n (R s,t (x)) p = E n (R s,t (X s,t x)) p−1 = E n e (here γ = θ p ), while the third row follows from Young's inequality yz ≤ y p p + z, y, z > 0. The estimate (5.10) now follows by by applying Gronwall's inequality to (5.11) . Note that for the purposes of (5.10), Γ η (θ) could have been defined in (5.9) without the gradient term. 
Proof of the Lemma: Since (5.13) has already been obtained in Proposition 3.6, we only need to prove (5.12) . Indeed, for N > n and ϕ
If Φ = ϕ(δe 1 , . . . , δe N ) then E n Φ = ϕ n (δe 1 , . . . , δe n ) ∈ S, and since clearly ∂ ϕ n ∂x i = ∂ϕ ∂x i n for each i = 1, . . . , n, it follows that
∂ϕ ∂x i n (δe 1 , . . . , δe n )e i π n = E n (∇Φ)π n .
For any linear subspace Z of W , separable Banach space Y and p ∈ [1, ∞), this identity can be extended by linearity and density to
On the other hand it is straightforward to check that
and (5.12 ) is a direct consequence of (5.15) and (5.16 ).
Returning to the proof of the theorem, and recalling the definition (5.9),
and that ρ (n)
The solution's construction will be completed by showing convergence of T (n) s,t to a W -valued process T s,t which will be the required flow.
•π n for some n = n(i) ). Next, let D t = η [1] t − η Inserting this estimate in (5.25) , and denoting p 0 = p+1 
Let {L
The product of the second and fourth factors in the integrand may be estimated using (5.10)
while the third factor is bounded above by Γ
. This, in conjunction with (5.24), completes the proof of the Proposition.
We now apply Proposition 5.6 to the cylindrical vector fields v To show that T s,t is quasiinvariant, fix any p > 1 and assume first that |t − s| < p−1 2p θ.
Since T (n) * s,t µ and µ are equivalent for every n ∈ N we need to verify that the sequence of respective Radon-Nikodym derivatives {ρ We now proceed to show that T s,t satisfies (5.1). This will be achieved as the limit in an appropriate sense of (5.21) as n → ∞, the only nontrivial convergence being that of the with C = (t−s)e
q . Thus for all |t−s| < p−1 2p θ all the terms of (5.21) converge to those of (5.1). The latter equation then holds as well for any arbitrary pair s, t ∈ I as a result of T 's flow property which has already been proved.
Finally to show uniqueness we first observe that since the vector field v t was assumed to possess continuous paths almost surely, any flow S s,t generated by it is a.s. continuously differentiable both in t and in s. For such a flow define, for any fixed s ∈ I,
where T is the particular flow constructed above. Our aim is to show thatU s,t = 0 for all It follows that EΛ s,t Φ is differentiable in t and that
where the first equality results from the existence of (5.28), thus proving the theorem.
Additional Remarks
In this final section we address two additional aspects of the flows introduced in Section 5:
their adaptedness and their relevance to an associated PDE. Proof: For any smooth ϕ(ω) we have by stationarity
I. Adapted Flows:
and since (dϕ(T t ω)/dt) t=0 = δ(A(ω∇ϕ(ω)) (cf. [9] On the other hand, differentiating ψ n (t, ω) with respect to t and applying (6.6) yields dψ n (t, ω) dt = ψ n (t, ω) W δA, and since e i is an ONB, it follows that f i (t, ω) are N (0, 1) i.i.d. random variables; hence by the Ito-Nisio theorem T t ω is a measure invariant transformation. Moreover, T t ω is a stationary process since (6.7) holds for any t and any τ 1 , τ 2 , . . . .
To show (d) note first that f i (t, ω) = T t ω, e i solves (6.4) under f i (0, ω) = ω, e i , hence T t+τ ω, e i solves the same equation under f i 0 (ω) = T τ ω, e i . On the other hand, as in (b), for any smooth f 0 (ω) = f 0 ( ω, e 1 , . . . ω, e n ) f 0 (T t ω) = f 0 ( T t ω, e 1 , . . . T t ω, e n ) solves (6.4) . In particular set f i 0 (ω) = T τ ω, e i , then f i (t, ω) = T τ ω, e i • T t ω = T τ (T t ω) , e i and (d) follows by the uniqueness of the solution to (6.4).
