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.1. 
INTRODUÇÃO 
A PAISAGEM 
Porque as vezes as arvores nao deixam ver o bosque, come-
çaremos por descrever a paisagem ••. 
o Câi~uio E~to~á~tico é uma área matemática em formação 
Estuda a solução de equaçoes diferenciais e· equações integrais este-
cásticas, ou seja , equaçoes em que os coeficientes e as variáveis 
consideradas não são constantes ou funções determinísticas senao va-
riáveis aleatórias e processos estocásticos ••• 
A teoria es·tá meti v a da pela necessidade de uma formulação 
matemática mais rigorosa dos fenômenos físicos, pois, em realidade 1 
na equaçao que pretende explicar um fenômeno, os distintos elementos 
são fruto de experiencias que, em geral, proporcionam resultados a-
• 2. 
leatórios com uma certa lei de probabilidade ••• 
Os alimentos deste ramo emergente da matemática sao: a 
teoria dos processos estocásticos, a teoria da probabilidade 
medida e a análise funcional~ •• 
e da 
A solução de uma equaçao estocástica é, por sua vez, um 
processo estocâstico~·· 
Desta forma, o Câlcu~o E~tocã~~~co , além de proporcionar 
soluções a problemas físicos e propor novos problemas à análise fun-
cional, veio enriquecer a própria teoria dos processos estocãsticos 
e de outras áreas estatísticas direta ou indiretamente relacionadas 
com os processos: a teoria dos jogos, o controle estocástico ••. 
Ainda mais, como disse Laurence c. Young, pode!tla mu..Lto bem 
aeontec.e.Jt que ah J..d'é-i.a-6 l:.ubJac.en.te.ó à-6 ..têenic.M de..te.nvo.tvi.da..t pe..to.t 
pnobab..t.ti~..ta.6 e.nc.on..t~a~t.e.m 6..tna.tme.nte, .6ua.6 ap.tic.a~Õe.6 mai~ pnonunda.t 
no . .õolução de 6amo.6ot. p!tob.tema,t da a.nã.J.L6e ma . te.mât..tc.a c.lá..t.61c.a. . . . E 
de fato, como se destaca na literatura incipiente- McKean(17), Me 
Shane (21}, Frie"dman {8) •.• - o Cá.tc.u.to E.6:toc.â.t.t1c.o já abriu a possibi-
lidade de estudar probabilísticamente equações determinísticas em de-
rivadas parciais .•• 
:g presumível que o Cá.tcu.e.o. E.t:toc.á.-6..t.Z.co seja 1 talvez em um 
futuro próximo, o cálculo u.tual da mesma forma que a álgebra abstrata 
(ou moderna} e a lógica matemática são, hoje em dia, a única a~gebra 
e a ú.nica lógica que conhecemos ... 
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A ferramenta_ básica, celular, do cálculo estocãstico é a 
integral estocãstica: 
r 
( I.l) j D d f z 
onde D é um intervalo real, f e z processos estocásticos. A diferen-· 
cial se define a partir da integral por inversão e uma adaptação da ~ 
regra da cadeia possibilita o ulterior desenvolvimento .•. Esta adap-
tação levará sempre o nome de seu genial autor, K.ItÔ(l3), a quem 
corresponde, junto a Norbert Wiener(30), o mérito de haver iniciado 
a teoria ... 
A TRILHA 
Uma versao histÓrica exaustiva da integral estocástica pode 
ser vista por exemplo na tese de Fernandez Vivas (7) ••• 
Nos deteremos em dois dos núcleos dessa história. 
Nos trabalhos de Wiener (30) e Itô (12) ,o processo integra-
dor Z é o Movimento Browniano ... 
Este processo, formalizado por Einstein ( 6} e Wiener ( 32) a-
presenta três propriedades estocásticas fundamentais: é uma martinga-
la, seus incrementos Zt+s - Zt para s > o têm a distribuição de 
Gauss N(0 1 a2 = s) e esses incrementos quando os intervalos nao se 
interceptam são variáveis aleatórias independentes ... 
• 4. 
Tratando-se de um processo estocástico destinado a , expli-
car, em seu conjunto, o ir e vir aleatório de certos fenômenos natu-
rais , o comportamento absurdo, individual de cada trajetória do pro-
cesso- a não diferenciabilidade- é o que menos interessa~~· Inclu-
sive porque estes impossiveis microscópicos estão provocados pelas· 
propriedades macroscópicas mencionadas •.• Porém, a variação ilimitada 
e a não diferenciabilidade das trajetórias do Movimento Browniano de~ 
cartam a possibilidade de definir uma integral no sentido ordináriode 
Reimann- Stieltjes tomando cada trajetória como função integrador •.. 
Wiener considerava integrandos deterministicos e define a 
integral para: 
f < Cl r 1, R lo, J ' como; 
u: f d z] (w) ~ f(l) Z(l,w) - f(o)Z(o,w) -P• (t) z(t,w)dt 
o 
obtendo-se assim uma variável aleatória. E a aplicação: 
é uma isometria que, pela 
definição a 
-
1 ' 
densidade de CR[o,l] , permite extender a 
A teoria de Itô desenvolve a integração de processos este-
• 5. 
cásticos com relação ao Movimento Browniano ••• 
Dado um intervalo real D e um espaço probabilístico n com 
uma o- álgebra de sucessos Q. e uma probabilidade P, definir um 
processo como uma função: 
f ' D X rl -~>< R 
tal que: para todo t e D a função ft definida por: 
f(t,w) 
é uma variável aleatória, é equivalente a dizer que o processo, con-
. . 
siderado como função que assume valores no produto cartesiano infini-
to RD, 
f , n + 
com a definição: 
f (w) (t) f(t,w) 
' 
é mensurável com respeito a Ct e a 
de RD (*I. 
cr-álgebra de borelianos 
Se considerarmos o intervalo D dotado de uma medida 
. 6. 
de 
Lebesgue - Stieltjes gerada por uma função de distribuição g, podere-. 
mos considerar processos f E Ep (mg®P) 1 ou seja de potência p-in-
tegrável {com l ~ p < ""' ) com relação a medida produto mg®P sobre o 
espaço D x n •••• 
Considerando g como a identidade i, e mg = m1 a medida de 
Lebesgue sobre D, a integral de Itô tenta extender a isometria de 
Winer ao espaço 
Para prolongar essa isometria é suficiente a independência 
estocástica entre as variáveis aleatórias ft e (Zv - Zu), quando: t, 
Pelo caráter ortogonal dos incrementos do Movimento Brow-
niano, esta independência está garantida quando· ft é mensurável com 
respeito a o-álgebra ~t gerada pelo Movimento Browniano z até, 
(*I BD defini-se como BD = a{P-l { tl'--'tn} 
~ • ~ I tn sao variáveis, n é natural, n. 
n de R , t 1 , 
projeção de R0 em·Rn definida por: 
t } ( Ç) 
n 
(En I } onde n tl' ' n,B ; 
;,. 1, Bn é um boreliano 
e a 
' 
• 7. 
e inclusive' o instante t(*} •e• 
Esta característica pode ser formalizada dizendo-se que f 
é um processo adaptado, ou que se adapta, à família crescente {<Ft} 
tED 
de 0-subálgebras de Q ~ 
Esta adaptação é equivalente (ver Yeh(33), capítulo I) à 
existência de uma função mensurável S : R[a,t]+ R tal que o diagra-
ma: 
R,B 
e comutativo~~· 
Ou seja: 
{*) A o-álgebra gerada por um processo define-se como a mínima 
cr-álgebra de OL. com respeito a qual as variáveis do 
processo sao mensuráveis. 
sendo z l [ ] a restriç·ão 
w I' a,t 
niano até o instante t ••. 
. 8. 
da trajetória zw do Movimento Brow-
Em outras palavras, a trajetória fw do processo iilte-
grande f no instante t, deve ser função do p~~ado da correspon-
dente trajetória do Movimento Browniano •.. Ou, como denomina Lau-
rence c. Young, devemos considerar processos -<-nde.xa.do.õ pelo pa-ó.&a.do 
... 
De urna forma abstrata podemos formalizar esta dependência 
admitindo que os processos f e Z adaptem-se a uma família nao 
decrescente {P } t t c D de cr-subálgebras de Ct 
Para possibilitar a pertinência a necessitamos 
além disso uma mensurabilidade global com relação a [a,b] 0 (). 
[ a,t J sendo os Lebesgue - mensuráveis no intervalo 
A adaptação e a mensurabilidade global estão iroplicitas quan-
do supomos que a restrição de f ao intervalo Ja,t] seja mensurável 
com respeito a / cr-algebra produto 
Esta última condição de mensurabilidade, considerada en-
tre outros por Yeh (33) e Meyer - Dellacherie (4), é menos geral que 
as anteriores ... Mas, como veremos no capítulo I, desde o ponto de 
vista da construção da integral estoçástica, este menoé significa e-
xatamente qua4e nada ou nada mal~, qua4e em ~oda pa~~e 
Resumindo: Chamando M a esta condição de mensurabilida d e 
(ou bem a adaptação e mensurabilidade global) , a integral de Itô es-
tabelece uma isometrià entre: 
(I. 2) 2 E (mi ® P) M 
. 9. 
sendo 2 c (mi ® P) M ={(f e E 2 (m1 ® P) I f verifica M } • 
definição 
Itô define a integral 
a f e E 2 (m1 ® P) M 
para processos em escada e extende 
como limite, em 2 E (P) , de 
a 
uma 
sucessão de integrais de processos em escada fn que convergem até 
f em 
A isometria (I.2) generaliza a integral estocástica de 
Wiener que resulta ao particularizá-la para integrandos determin!sti-
cos, ou seja, processos do tipo f(t,w) = a(t} •.. Por outro lado 
pode extender-se, como lirni te em probabilidade, ao espaço de processos 
cujas trajetórias, quase em toda parte, são de quadrado integrável 
Concretamente para os processos f que, além da condição M, ver i fie a m 
que: 
(I. 3) f 2 (s,w) ds < ~ ] = 1 
A partir da integral de Itô, .os esforços de generalização se 
polarizam em duas direções: 
- Considerando processos integrandos f, assumindo valores em 
espaços de Hilbert ou de Banach .•• Nesta linha estão os trabalhos de 
cabaria (1)' Kunita e Watanàbe (13,14), Metivier(24) I Fernandez Vivas 
( 7) ••• 
- Incorporando processos integradores Z mais gerais que o 
Movimento Browniano~ .. 
Vamos nos deter nesta última vertente que é o segundo 
éleo de nossa história e onde aparece o objeto de nossa tese. 
.lO. 
/ 
nu-
Dizíamos que o Movimento Browniano apresenta três caracte-
rísticas estocãsticas fundamentais: é uma martingala, com incrementos 
normalmente distribuídos e independentes~ •. Dentre estas três pro-
priedades a mais decisiva é a ortogonalidade dos incrementos~.. Que 
seja uma martingala deduz-se a partir de que os incrementos são cen-
trados e independentes. E essa independência determina o tipo de dis-
tribuição; de fato, o importante teorema de Baxter (ver Yeh(33), ca-
pítulo III) coloca em evidência toda essa potência- e essa fragilidade 
dos processos brownianos: qualquer processo com incrementos ortogo-
nais e com trajetórias continuas é um Movlmen~o B~owniano Gene~aliza-
do cujos incrementos se distribuem normalmente •.• 
Assim pois, a generalização trata de alterar a independên--
cia dos incrementos de Z: substituir essa ortogonalidade por uma qua-
~e-o~Zogonalidade cada vez mais flexivel ••. 
Edwatd J. McShane frl9) e (21B considera condições para a 
distribuição condicionada dos incrementos de z, que sao verificadas 
pelo Movimento Browniano e os processos de Poisson ..• Concretamente: 
I E [rzt - Zsl/ Q's ] I ~ g(t) - g(s) 
(I. 4) vs,tcD,s<t 
g(t) - g(s) 
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sendo g monótona não decrescente. 
Se consideram integrandos f E c 2 <mg®P)M que como funções: 
f : D • E2 (P) 
' 
sao continuas e limitadas quase em toda parte com relação a mg • 
2 A integral se define como limite em L (P) de certas somas 
de Reimann ILe:ta!tda.da--6 • • • McShane flexibi liza ainda mais o cone e i to 
de .ó orna de ReJmann considerando partições de D cujo diâmetro variá-
vel está dominado não por um valor fixo senão por uma função positiva 
quase em toda parte • • . Além disso os intervalos da partição não pre-
cisam cobrir totalmente o intervalo D podendo deixar a descoberto po~ 
ções de medida pequena •.. Finalmente os pontos de valoração do inte-
grando devem estar à esquerda, no máximo na ori·gern, de .cada subenter-
valo da partição ... McShane chama a estas partições, às sornas e aos 
limites {ou integrais) correspondentes de Itô- retardadas •.. E de-
monstra que,quando g é linear, esta definição prolonga efetivamente 
a integral de Itô, permite considerar integrais i~e~ada~ e estabe-
lecer uma generalização da fórmula de Itô e as suas aplicações(l9-23) 
Incorporando idéias de Kunita- Watanabe {15), a escola dé 
Estrasburgo - Meyer, Dellacherie e outros - desenvolveu o ~ito de 
semi-martingala local Contornando certas condiçÕes de integralidade na 
definição de martingala ... Meyer (26) estabeleceu a integração esto-
.12. 
cástica com respeito a estas semi-martingalas locais e 1 recentemente, 
Protter { 31) , em :taba lho ainda não publicado, estudou a relação de in-
clusão entre a integral de McShane, com g linear, e a integral de 
Meyer ••• 
Independentemente, a partir de 1970, Laurence C. Young,con-
tinuando trabalhos por ele iniciados em 1936 (34-37) desenvolve a in-
tegral estocâstica com respeito a processos que ele demonina quase-
martingalas [ ( 38) e ( 39) J ... 
Essencialmente uma quase martingala é um processo adaptado 
que verifica as condiçÕes; 
I= r( z - z l 1 <F ] 1 
1-l,. t s s ~ a(g(t) - g(s) ) 
(I. 5) Vs, _t e: D, s < t 
S(g(t) - g(s) ) 
onde, em principio, a, 6 sao funçõ~s reais borelianas nao negativas 
e g monótona não decrescente ••. 
A integral se define com limite em c2 (P) das integrais de 
certas 
As condições.de guase-martingala do processo integrador nao, 
permitem mais, em geral,estabelecer a integral como uma função linear 
.13. 
contínua 
mas como uma função definida sobre determinados subconjuntos de 
t 2 (mg®P)M ~ A integral existe quando as condições de quase-rnartingala 
e a variabilidade em c 2 (P) dos incrementos do processo integrador se 
relacionam com certos pares ( ç, ~ de funções e..ó -t,i,madoJta-6 . 
Young proporciona outras definições equivalentes ... Dentre 
elas, a mais criativa , obtém a integral como a derivada na origem da 
convolução 
ou seja: 
(I. 6) 
f * z (t) 
r f d z 
Jo 
= 
= 
f f s z t+s , d s 
D 
( f * z) (o), 
Obviamente os processos integradores {I. 4) considerados por 
McShane são quase-rnartingadas ••• 
.14. 
Mas estava por estudar a relação entre a integral de Me ~e 
e a de Young, definidas, em principio, por métodos diferentes .•• 
ca .•. 
A VEREDA 
Que é, na realidade, a nossa veredazinha ••. 
Tratamos de aprofundar a estrutura da integral estocásti-
Concretamente no triângulo estabelecido pelas teorias de 
Itô, McS11ane e Young .... 
Supunharnos que o esquema linear da construção de Itô deve-
ria preservar sua validez nas condições 'de McShane e de Young, pro-
porcionando conclusões acerca da coerencia entre ambas as inte-
grais~~· Mais precisamente da inclusão da integJ:.al de McShane como 
caso partícula~ da de Young ..• 
Para,isso nos vimos diante da necessidade de revisar criti-
~amente os três métodos de definição começando pelos necessários teo-
:emas de aproximação ••• 
Proporcionaremos conteúdo a esta can~a de intençõe~ 
~revendo o conjunto dos problemas parciais abordados ... 
des-
- No capítulo I se estabelece um novo teorema de aproxima--
:ao para processos estócásticos usando as media~ ne~andada~ definidas 
)or Young como processos contínuos ap~oxJmadone~ ... Isto opermi te 
.15. 
prescindir da complexa formulação de Doob para as condições de mensu-
rabilidade: adaptação e mensurabílidade global simultâneas com rela-
M 6l Cl(ver Doob (5), pág. 294 e 437). g 
Estas três condições de mensurabilidade se substituem pela 
única condição antes comentada, ou seja f~(a,t] mensurável com respei-
to a ~t que generaliza, para urna medida de Lebesgue 
Stieltjes, o conceito de processo progressivo de Meyer~·· 
- No capitulo II se interpretam as partições rtô - retarda-
das de McShane como formas de aproximação de um processo por proces-
sos em escada que verifiquem a condição de mensurabilidade .•• 
- O capítulo III estabelece a metrificação da extensão da 
integral ao espaço de processos definido por (I.3) -para o caso de 
uma g monótona não decrescente ••. 
- Caracteriza-se as propriedades de g que permitem a cons-
trução de integrais simples, integrais interadas - que sao apresen-
tadas como caso particular de integrais simples - e a adaptação da for-
mula de ItÔ 1 obtendo-se resultados mais sensíveis e gerais que os a-
presentados por McShane (capítulos IV, V e VI res-pectivamente). 
- No capitulo VII extende-se a integral de Young assumindo 
condições mais gerais para as tu~çÕeb eb~1rnado~~ ... Com essa exten-
são identificam-se subespaços vetoriais de processos integraveis e 
demonstra-se a inclusão da integral de McShane como caso particular da 
de Young em condiçÕes muito gerais: com g contínua. 
O estudo dessa relação discorre entrelaçando as novas fun-
çoes estimadoras, uma desigualdade de McShane e o nosso teorema de 
.16. 
aproximação desenvolvido no primêiro capítulo com as condições que 
definem as quase-martingadas .•• Finalmente se estabelece uma nova de-
monstração da validez de (I~6) usando propriedades da integral de 
Bochner em lugar dos algoritmos de Young ••. 
Este trabalho é o resultado de um seminário que, além do 
autor, contou com a participação decisiva dos Doutores Roberto Cigno-
li e Laurence c. Young: um espanhol, um argentino e um britânico fa-
zendo matemática sob o céu brasileiro e com o suporte generoso da 
Universidade Estadual de Campinas ••• 
Esperamos que o resultado seja útil para outros futuros u-
suários do Cálculo Estocástico~ •• 
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SUMMARY 
In this work we discuss more carefully the structure of 
;tochastic integrais. 
Concretely on the triangle established by the theories of 
:tô, McShane and Young ••• 
We suppose that the linear scherne of the construction o f Itô 
,hould still be valid under the conditions of McShane and of Young, 
•roviding conclusions concerning the coherence between the latter two 
f the integrais ••• 
For this we face the necesSity of examing critically those 
hree methods of définition beginning with' the necessary theorems of 
pproxima tion ••• 
We will provide content to these wishes describing the set 
f broached partial problems •.. 
- In chapter I a new approximation theorem for stochastic 
.18. 
processes is established using the retarded means defined by Young as 
continuous approximating processes.. • This permi ts us to forego the 
complex formulation of Doob for the conditions of measurability: 
adaptation and sirnultaneous measurability with respect to M1 ® (l, and 
M 0 (l (see Doob, p.p. 294 - 437 ) • 
g ' 
These three measurability conditions will be substituted by 
the unique condition: f [ measurable with respect to Mg [a,tf Ft [a, t] 
which generalize.s ,for a Lebesque - Stieltjes measure, the Meyers' 
concept of progressive processes. 
-In Chapter II the McShanes' Itô-belated partitions are 
interpreted as forros o f approximating a gi ven process by step pro:::ess es 
that verify the measurability condition ... 
- In chapter III it is established the metrifícation of the 
expansion of the integral to the space of processes defined by 
P [f~ f(s,w) d g(s) < oo] = 1 
for the case of a monotone nondecreasing g .•• 
- It is characterized the properties of g which peDmts the 
~onstructíon of simple integrals, iterated integrals (which are 
_ntroduced as a particular case o f simple integrals}.L and the adaptation 
)f the formula of Itô, which leads to more simple and general results 
:han those introduced by McShane (chapters IV, V arrl VI respectively) . 
.19. 
- In chapter VII the integral of Young is extended by 
assuming more general conditions for his estirnate functions .• ~ Nith 
this extension vectorial subspaces of integrable processes are 
identified and also being demonstrated the inclusion o f the McShanes' 
integral as a special case of Youngs' under very general conditions : 
with a continuous g. 
The study of thís relation considers entwining the new 
estimate functions, one inequality of McShane and our approximation 
theorem devoloped in the first chapter with the conditions that define 
the Youngs 1 nigh-martingales ... 
Finally, when g is the identi ty function, using properties 
of the Bochner integral instead of the algorithms of Young, 
established a new proof for the expression of the integral 
convolution derivative 
being 
J d f z D = (f * Z)' (o) 
f * z (t) = 
This work is the result of a serninar which, beside 
it is 
as the 
the 
author, relied on the decisive participation of Dr.Roberto Cignoli illrl 
Dr~ Laurence c. Young: a Spanish, an Argentinian and a British working 
.20. 
1 Mathematics under the brazilian sky and with the generous support 
f the State University of Campinas .•. 
We hope that the results would be use'ful to other 
Jrkers of stochastic calculus.~. 
future 
CAPITULO I 
TEOREMAS DE APROXII!JAÇÃO 
s:finições 
Seja D 'C. [a,b) 
g : D + R monotona nao decrescente a contínua em b. 
Designaremos com M· a g a-algebra de conjuntosde D 
• 21. 
mensu-
iveis com relação a medida sobre D gerada pela função de distribui-
10 g. Quando g(x) = x, ou seja g = i, temos a medida de Lebesgue so-
ce D* Se g é absolutamente contínua, M1 c M.g' posto que ambas o-al-
~bras sao a completação dos borelianos com as respectivas medidas e 
absoluta continuidade de g garante a inclusão. 
Consideremos um espaço de probabilidade fixo n dotado de 
na o- algebra de eventos 0.. e uma probabilidade P. E suporemos da-
1 uma família de d-subalgebras completas de 0... 
crescente, ou seja , 
/ 
. 22. 
Corno usalmente nos referimos a r.P ( g} , ,r:P (g 0 P} , com p :) 1, 
como aos espaços vetoriais seminorrnados cujos elementos sao funções 
reais mensuráveis sobre D, D x Q respecti. vamen,te, de potencia p in-
tegrável~ LP(g), LP(g 0 P} serao os espaços de Banach associados , 
formados por classes de funções que coincidem quase em toda parte.Es-
creveremos q.t.p. X, w para expressar qua~e em Zoda pa~Xe com ne~a-
ç.ãa e rnedi.da 11 no e..ópaç.o menf.l.t.tJtâve-t X Chamaremos ve!Lhao de um 
elemento de LP • um representante qualquer da classe, pertencente a 
rP; e para não complicar as notações representaremos com um mesmo~ 
bolo um elemento de ~P e sua classe em LP. Lembraremos que um proces-
sp estocãstico real sobre D é uma função 
6 ' v X Q + R 
onde \lt e D, a ,função 
R dada por nx lwl• ôlt,w) 
é ().-mensurável. Se ft é IF t - mensurável, diremos que o processo se 
adapta a {F t} t c D. Analogamente considerarerros as funções 
1 ' v 
'w 
R dadas por 61x,wl 
que chamaremos ~~aje~ô~a~ ou 6un~õe~ amo~~ftai4 do processo f. 
Como usualmente é feito definiremos um processo em escada 
como aquele cujas trajetórias são funções em escada com relação a uma 
mesma partição de D ou seja, 
a = ;to< .t 1 < • • • • < .tm = b 
JJ_" (,i.J.-7 .t;_J pan.a J.<m, Jm = [.tm-1' .tm] 
x1 . a 6un~ã:o J.ndJ.co.dolta do J.n.teltvato ). ~ L 
.23. 
Diremos que um processo é contínuo quando suas trajetórias 
sao funções continuas, ou seja Ów e CR(VJ V w e n 
E consideraremos sempre funções conjuntamente mensuráveis , 
isto é, 
6 ' v x n + 
mensuráveis com relação a 
tocásticos com trajetórias 
R 
M ~ Q... que serao, portanto, processos es-g 
- mensuráveis. 
CONDIÇÕES DE MENSURABILIDADE PARA OS PROCESSOS INTERGRÂVEIS 
Neste trabalho tratamos de esquematizar a integração de ~re­
cessos estocãsticos. E primeiramente aprofundaremos a ;te.o!t..ta da ap!to-
ximaç.ão ~ 
Generalizando a condição de mensurabilidade de Yeh(33) e 
Meyer {4) vamos exigir dos processos integraveis que: 
.24. 
{M) - Para todo t t.: D, a restrição do processo f a [a, t J x n deva ser 
mensurável com relação a Mg [a,tJ @ ~t' sendo Mg [a,t] a cr-al-
gebra de conjuntos mensuráveis com relação a g no intervalo [a,tJ . 
Esta condição de mensurabilidade resulta na~u4al a par-
tir da desejada existência de processos ~~mpte~ e adaptados que se 
ap~oximam de um dado processo adaptado e também para poder considerar 
Concretamente, sejam os espaços: 
( 6 :Vx D+ R 16 ve~t.é6úa M; 6 s ~:P I g ® P I ) 
sendo 
C = { 6 :V x D + R 16 ve!L.éfi.éea M; 6 ii conL[nuo e UmLtado ) e,M 
te, M = ( 6 :V x D + R 16 ve~ti_óJ-ca M; 6 ê Um!;tado e em <Meada ) 
[a prirreira inclusão é parte da denonstração do teoremade Fubini ]. 
Os processos contínuos e adaptados (ver Yeh{33), cap.I, ou 
Meyer - Dellacherie(4), cap. IV) e os processos escalonados e adapra-
dos veriricam que sua restrição a [a,tJ é mensurável com relação a 
0 ~t' sendo B[a,t] os borelianos de [a,t]. Meyer - Della~ 
cherie, com uma linguagem francamente avançada, chamam pMgJte.ó.t...i..vo-6 aos 
processos que verificam esta ultima condição de mensurabilidade que , 
por sua vez implica M. Demonstram mais: que todo processo com traje-
tórias contínuas à direita é um processo progressivo (cap.IV, pág. 142). 
.25. 
Portanto, qualquer processo de rP(g®P) que se obtenha como 
limite de processos adaptados, contínuos ou escalonados, verificará M 
quase em toda parte com relação a Mg[a,b]@ O..,.· 
Neste sentido é que a condição M aparece como na.t:uJr.a.e.. 
Para facilitar a construção de processos em escala contí-
nuos a direita precisaremos a continuidade de g em b ou bem conside-
rar D = [a,b). 
TEOREMAS DE APROXIMAÇÃO 
Teorema 1.1 - seja f e cP (g®P)M . Existem sucessoes de 
processos { fn} , fn r:· E.l,M , tais que: 
fi! -
n I cP (g!iJP) 
o 
n + oo 
No caso de g ser contínua, existem sucessões de processos { fn }de C 1,M 
com a mesma propriedade. 
Teorema 1~2 - seja f s cPw(g)M . Existem sucessoes de pro-
cessos {fn} , fn c C:.il,M tais que a sucessão de variáveis 
rias .. 
a n (w) = r !v 
aleató-
• 26. 
verifica q . .t.p. 11 , p • 
n + oo 
e em consequência 
"n 
p 
~o [ convergência em probabilidade] pois, 
n + oo 
por ser a probabilidade medida f~nita, a convergência q.t.p. implica 
a convergência em medida. 
No caso de g ser contínua, os fn podem ser também preces-
sos contínuos. 
Provaremos primeiramente um lema válido para medidas de 
Lebesgue - Stieltjes com função de distribuição continua. 
seja g contínua e monotona não decrescente sobre [a,b] e 
seja h> o, h < g{b) - g(a). 
consideremos uma prolongação contínu~ de g a R, por exem-
gl.t) • g[b) + .t-b .t > b 
gl.tl • g(ct) + .t-a .t < a 
para s 4 h, as funções 
V te R 
Lema 1.3- seja f: R+ R, f E t 1 (g); se verifica que: 
( 6 {.t) dg (t) 
iR 
r 
: ' d g{t) h ó{u) d g(u) 
fi{u) d g{u) 
)emonstração Pela sua definição 
r d g(.t) 
)R 
r 61ul d g(u) 
• {C<~ (;t) ,t) 
• J· d g(t)' f ,Siu) X (a {t) ,t) {u) d g(u) 
R R ô 
Jr " d g I ui 6 I ui f" X 1 I I I I ui d g I ti • 
' ' ·"• t ,t 
f 61a)d g(u) f X(u, e lu) I (ti d g (ti 
• 
• f• 6ia) d g(a) • 
R R R 
I 6ia) d g(td 
R 
r d g(t) 
• R 
f d g(.t) 
R 
I Xra.(u), u) (t) d g(t) • 
R 
J X(t, Sô (til lu} 61ul d g(u) • 
R 
J ólul d g(u) 
(;t,Bó (ti 
.27. 
.28. 
Seja um processo f: D x ll +R, f e [P(g ~ P)M c. c~ (g) M 
~om g contínua, monótona não decrescente e consideremos a prolongação 
~om 
:Ll) 
61t , w) = o t t v. 
Definimos as med~a~ a e~que~da de ampt~tude ~ por: 
6• lt,w) 1 
" 
61u,w) d g {u) 
=o be ô(:,w} pertence ao conjunto de trajetó-
:ias onde 6w í: lf I g) • 
Assim definido 6 é um processo continuo; com efeito: 
" 
t 
f 1 J'"" {t) -oo 6iu;wJ d g(ul - T -oo 61u,w)d g(ul 
! ambas integrais sao funções contínuas de t uma vez que se t < t' 
:t'-:t + o 
Jela continuidade de g. 
Além disso, fixado t, por ser f(U 1 W) mensurável com relação 
Mg[a,t]® ~t no intervalo [a,t] , (f5 )t será mensurável com re-
.açao a <P t ~ 
Portanto f 5 é um processo contínuo e adaptado que, como já 
.29. 
foi comentado, verificará M. 
Teorema 1.4 - se g é contínua, monotona nao decrescente e 
(1. 2) 
" 
~ 
-
~ 
116 - n.ll ~P 19 0 Pl__. o 
quando 
Demonstração: 
I 1 
JR<fl"p 
r 1 
t 
" j R X n 
f /g Ítl -• 
I /gltl 1 
" 
= J· l61:t,wl-6,1:t,wl IP dlgePI 
R X~ 
[ J:.w 
[r 
a<ll:tl 
:t 
L,l:tl 
li 
B <I I tI 
p 
61:t,wl-61u,wl d glul I dlgePII:t,wl 
. p 
l61:t,wl-61u,wl I d giul] dlg®PII:t,wl 
p 
61:t,wl-61u,wll d glul] dlgePIIt,wl 
p 
61t,wl-61u,wl li d giul 
zPIPI 
p 
r ll61t,wl-61u,wl li d glul . 
J "• I .ti sP IPI 
e o teorema 1.4 resultara corno consequência do 
Teorema 1.5 - Nas condições do teorema 1.4, a função 
.30. 
{l. 3) d g ( u) + o 
quando • + o 
Demonstração: - Vamos supor primeiramente que f é limitadae 
majorada por uma certa constante K , ou seja 
o 
v(.t,w) e: V x !l, 16(-t,w) I~ K0 =:;;>, 
Seja A = U A. c D a reunião numerável dos intervalos aber-, 
tos onde g é estritamente crescente. 
' 
a 
A z ... A. ,.(, ... b 
;~.·função 
o(x,yl • lg(x) - g(y) I 
?roporciona uma métrica sobre A. 
g : A -+ g(A) é biunivoca e·.bicontínua, é mais: uma i some-
• 31 .• 
tria; portanto a topologia gerada por ô é quivalente à topologia 
usual sobre A, de tal forma que A é localmente compacto com relação à 
essa topologia e a medida mg é uma medida regular (*) com relação ao 
espaço localmente compacto A,ó. 
Além disso, por ser f e: :r:P (g0P), a função 
A 3 ;t 
é M - mensurável~ g 
Nestas condições, o teorema de Lusin garante que dado t:.1> Q. 
existe um compacto K' C. A 1 com mg (A-K') < ~ e uma função 
2 
y : A rP (P) 
com suporte compacto contido em A, g-cont!nua, ou seja, contínua com 
relação a ó, tal que: 
y l.t I = r.; ;t s K' 
e 
Sejam b'> b, b'< S (b), a 1 < a, a• >q (a) tais que 
s s 
l*l Re.gulaJt n.o .be..n.tida de. que. o-6 c.onju.n:to.b me.nhuJtã.ve.ih podem .be.JL 
a .. pltox.fma.do-6, em me.d.ida , -l.n.óe.Jt.ioJtme.n-te. po-t c.ompac.X.o.é. e .&upe.JÚoJt-· 
me.n-te. poJt abe.nX.ot.. 
.32, 
gl b' I - gl b I < tA , gl acl - gl ac' I < e.;; ; e considerarmos 
a prolongação continua de y sobre 
se t i A; 
[a' ,b '] definida por 
(1.4) f 
s4 1tl 
~,I ti 
• f K dg (t) f 
+ r dg {ti 1 
I ó 
J 
K 
+ r. d ·g {;t) 
J llll;t - lÍullpcP(P) d g{u) 
[ a
4
1tl ,B
4
1tl] nKe 
+ 
+ 
1 f p 
z J llü;t - fiull cP(p) 
[a
4
{t), B
4
1ti]· 
Seja t eK 
d g(u) • 
y(t) =o 
ô(u,t) = I g(u)-g(t) I~ p e pela continuidade uniforme de y 
~obre o compacto K, 
' p 
li ft -fu 11 P = 11 
C (P) 
dado 
y(t)-
6 >o I s<o~Vus[a5 (t) ,S 5 (t~nK, 
< é2. 
Portanto 
(1. 6) 
(1. 7) 
.33. 
f i- d g {f:) 
K0 f1[a.{ai, B•lbl] 
d g I u) 
I 7 [ jO J d glt:J 
" 
11 fi j: nu 11 ~:P 1 p 1 d g I ui .,; 
K [a., lt:) ,B4 W]C\K0 
-> 2p-7J 7 dglzlf llfit li 
p 
- Y I u) d glu) ~ 
" cPIPI J K0 f\[a.; I :ti, B4 lt:l] K 
r r p 
+ zP-I, I d glt:) !._ j' 11 y lu) - null d glul ~ 
.; E~"IP) 
)K K 0 f1(a
4
1ti,8
4
1t:l], 
<i zP ê 2 12.; + glbl-glal) +zP- 7r 1 d gl;tr llnu- Yluill :PIPI d glu) 
K )K 0 f\[a4 1t), B0 lt:l] 
Finalmente, aplicando o lema 1.3: 
r .z. 
J ó 
K 
dg ld 11 
J [a, (;t), S
4 
1tl]f1 Kc 
p 
ylu)-fiu 11 p 
E I P) 
d g { u) ( 
. f 1 f p < ;s d gltl I!Yiul-ôu 11 p d g I ui 
R [a.,ltJ,s.,U:J] c IPI 
, PH 
<; ' 
p 
11 ·p 
c IPI 
somando as desigualdades (1.5), (1.6), (1.7) obtemos: 
4<ó:?J ]_ 
• • 
R 
,p+ 1 
<; ' 
s. I ti 
d g [.t} r 
' a 0 I .ti 
o que demonstra o teorema 1.5 quando f é limitadó. 
Continuando, vamos negligenciar a limitação 
e para N natural 
t .;e I ti $ N 
ç N (.t} = 
Nt 4< [ti N > 
1-t I 
d g lu i 
de 
• 34 • 
d g(t) ~ 
f seja 
o 35 o 
Definimos 
fN é um processo limitado que verificará a condição M pois, 
por ser ~N contínua, conservará a mensurabilidade. 
Por outro lado, V (t,w) E D x n , f(t,w) 
N + oo 
o teorema da convergência domi'nada garante que 
I i- d g{,t) 
R 
e 6 1 xl I 
a ó {,t) 
p 
+ o 
II6-6N 11 + 
êP{g® P) 
p 
d g {ui 
o 
p 
u+{6Niu-6ull dg{a) 
[p{J') 
d g {ui 
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Podemos fixar um N tal que o primeiro somando seja ar-
bitrariarnente pequeno e seguidamente um ô > o tal que para s ~ ó 
o segundo seja inferior a um valor prefixado arbitrariamente peque-
no. 
Com isto estão demonstrados os teoremas 1.4 e 1.5 e estamos 
em condições de abordar a •.• 
Demonstração do teorema 1.1 
Suporemos inicialmente que o processo f -e limitado e g 
contínua monotona não decrescente. 
Nestas condições os processos f
5 
definidos em (1.1) sao 
contínuos e limitados verificando M e pelo teorema 1.4 
116 - 6, o 
A construção dos processos escalonados pode ser feita a partir 
dos processos contínuos como segue: Dado um processo f contínuo e li-
mitado, com lf(t,w) I ~ K
0
, verificando M, construímos 
( 1. 9) 
'tiA: I " a + 
IK-1) lb-o.l 
i'_ '" " 
e J e., K eom 1 ~ K ~ 1:. 
Jl'_ K • [a + 1~-11 b-a) a + K I b-all pa.Aa 1~K~~-1 i'_ ' i'_ , 
J { i'_ • [ a + (t-11 I b-a) b J 
.t , , 
Da definição deduzimos que: 
fl é um processo escalonado 
.37. 
fl (t,w) + f(t,w) pela continuidade das trajetórias de f 
}!. + 00 
O teorema da convergência dominada implica que: 
f 
Por ser s.e. (t)= t e f adaptado, f 5 também será 
tado e portanto verificará M. 
adap-
E dado um processo f e: Ep (g@P), limitado, o 
com processos de E!,M através de processos de ct,M• 
aproximaremos 
Seja g ·: [a,b]..;. R monotona nao decrescente com o<g{b)-g(a)<<:<:~ 
- J + + A funçao m(a 1 b = g(b ·) - g(a ) define uma medida sobre a 
álgebra das reuniões finitas de semi-abertos que se prolonga univoca-
mente aos borelianos e, por completação, a uma a-álgebra de mensurá 
' veis~ Naturalmente essa medida é equivalente a gerada pela função de 
distribuição + g (x) = que é continua a direita. 
Vamos pois supor que g é continua à direita e seja 
'''----
) 
o conjunto enumerável das descontinuidades de g. 
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Podemos decompor g na forma 
(1.10) 
sendo ambas monotonas nao decrescentes g2 continua e g1 
no conjunto TI das descontinuidades de g. 
concentrada 
pois qualquer conjunto é mensurável 
com relação a • 
Dado f e Lp(g®P)M, limitado, o decomporemos na forma: 
(l.ll) 
com 61-t,w). Xn l-ti. 
tal que 
z m'g(T-i} "' r 
-t>n i>n 
o a 
Sejam: 
(1.12) xrT., t, + l) {tl, qom rn 
'"A.. A.. m 
cientemente grande para que os intervalos 
sejam disjuntos 
p 
K p 
o 
[T.,-r.+-1 
-t -<.. m ' 
+ 
-g I T. li+ 
.c 
sufi-
J.. < l1 
o ' 
e quando m cresce o segundo membro pode ser menor que 2K0p é1 • 
(1.13) 
• p 
Dado ~2 >o 3 ~ e é(,M I 11 f2 -~11 < E2 
c P (gz®PI 
definimos: 
B* 
m 
B* 
m 
lt,w) > 
(t,w) > 
- B* 
m 
o "o [ T .[' ;,e t eV 
1 
l!l:t,w) 
"' 
t t 
no 
u 
1 
16 2 -
d 9z 
+ zP- 1 [E + K P 
2 a 
1 
T. + - I 
"- m 
[ T .[' 
B* 
m 
T • + 
.(. 
+[[B - B* 
m 
-
m 
d g 1 + 
• 3 9 • 
As duas ultimas desigualdades e a arbitraried.ade de m, €1 , 
~ 2 demonstram que f e ~P(g0P)M, limitado, pode ser aproximado em 
cP(g®P) por processos escalonados (da forma an +. B*m) e liinitados que, 
por ser adaptados, verificam M. 
Para prescindir da limitação de f, procedemos do mesmo mo-
do que no teorema 1.5 
como em (1.8) definimos, a partir de f E tp(g®P)M, 
6N• ?;N 161 
processOs limitados que verificam M e 
11 ó - 6 " 11 " 
N + oo" C" (g@P) 
+ o 
• 40 .• 
Dado ~ >·o escolhemos N tal que 11 f - f 11 < ~ 
N [P(g®P) 2. 
e fixado f existirá, pelo que já foi demonstrado, um certo 'ct s Ei,M [e 
também um 
e portanto 
Ct € ç, 
.c,rn se 
116 N -
g fosse continua J tal que 
< 
Donde concluimos a demonstração do teorema 1.1 • 
No caso g~i, o teorema 1.1 admite uma versao muito 
ágil usando convoluções. Concretamente: 
Teorema 1.6 -Seja uma familia de funções 
{a h ' R + R } + h> o 
ro 
verificando que: a) 
"h e E (.é I 
e 
b) õop. (ah) C [O,h] 
c) I "h (ti d t • 1 
R 
seja 
Nestw condiçÕes se deduz que: 
a) Thló)• Ó*"h' ou. uja Th(b) (t,w)• fR61t-~,w) "h(h) 
define um operador sobre r::P (i.®P) 
h -+ o 
d. 
• 
mais 
• 41. 
c) se f verifica M Th(f) verificaM. 
Demonstração: supomos, como sempre, D = [a,b] e f obvia-
mente prolongada, ou seja1 f(t,w} = o se t i [a,b]; seja 1 ( p <oo e 
q o seu conjugado 1 + 1 p q = 1 
(1.14) 1Thl611x,w) - Thlüllxo,w) I = I r" h(ó) [n!t-ó,W) - 6!to-•,wJ]I d. I 
Jto, h] 
<>ilahiloo r lnfX-ó,W)- á(t0 -ó,w)l d6 
'R 
e, ror serem as translações continuas em r;P (i), Th {f) será um processo con-
tínuo . 
Além disso B(s,w) = f(t-s,w). ah(s) será mensurável com re-
laçâo a se f verifica M~ Por tanto a integral será 
mensurável com relação a .Ft e Th (f) será um processo adaptado. 
Por ser Th(f) contínuo e adaptado, verificará M +c) 
se verifica que: 
Thi6+l) = Th(6) + Th(l) 
Th(k6) = K Th(,í) 
(1.15) 
= f Jf nlt-õ,wl 
V XQ ~,h] 
1 1 
.r [f l6!t-<~,wlt "h(J.>)P 
J (o ,lí]'- ..._... / "h(;, I q d • y dCé8P) '- _, 
Vx\1 tl' 
EPIA:I 
forma 
{f rj lólt-é,W) Ir 
Vxn l [o,h] 
d h f 
dó f d 1' 
Q 
.._( I I 
-_1 ah-& 
J r 1 
'0 h I. I _: 
-==? (ai 
v 
f 
lnlt-<~,wl 1 r d t = 
b-é 
I ólcc,w) I p d U( 
a-t 
16 lu;wll p d u 
p 
• 116 11 p :::? 
[ 1-é~P) 
• 4 2 • 
Para provar (b) consideremos €. > o e uma função simples da 
X)'. I .ti 
"-
x B.t I w I . 
com J 1 intervalos e Bi S/3 
( 1.16) 
.,; z lltHII ri .... • 
C {-L@P) 
liç-Thii;J! . 
r P U.@P) 
.43. 
(1.17) = f ( ( d.t,wl- I;( ;i:-,; ,wl I "h(,; I dó( p dUePI 
V\'il!fo,h] 
~ I f "h 
1/p 
~ (<~ I lç (.t,wl- çl.t-.; ,wl I a I<~ I 1/qd.; h ( 
X Ó 1 [o,h] 
.r "h (.;I 
J [o,h} 
í . 
d <~ J. I ç l.t,wl 
v x n 
,. 
"' 
;:P(;_I Cq(;_l 
p I çl.t,wl - çl.t-,;,wl I d.; = 
- ç (.t-• ,wl I P d WWI (.t,wl = 
[ o ,h J 
sendo fi a diferença simétrica 
Se tomarmos h < 
~p 
2.3P [l:iÀil p Pr(Bil] 
=> 11 < E/3 ~ li 
I 
:::';> 
ç-Thlçl(l 15-Th(ól li <E 
;:P l"-ePI cP(-t@PI 
e prova o teorena. 
d UePI 
=? I b I . 
a) Quando 1 X 
"h = h [o,h J 
Th (f) (t,w) " 
1 I [o,h] f (t-s ,w) d s li = 
l 
r 
t 
= li f(u,w) d u 
J t-h 
e resultam as médias a,r; esquerda já estudadas 
demonstração do teorema 1.1 
b) Se tomamos m (R) ' 
R 
as trajetórias dos 
cessos Th (f) serão também de classe oo 
Demonstração do teorema 1.2 
seja fs C~ (g)M e N natural. 
Definimos 
11.18) " X (;t) 
t~t,t(w)) 
. ó(;t,w) 
sendo tlwl "hup {h e V I I: I ólu,w) [p d glu) < N} 
( 1. 19) 
tlwl " b > b o . 
b 
J " 
· I 6 I u,w) I p d 9 I ui < N 
.44. 
' 
na 
pro-
(como a integral esta definida q.t.p. !l , P, anularíamos fN sobre 
.45. 
um conjunto desprezivel de trajetórias) • 
Pela definição: JD [f- fN[p d g + O q.t.p. ~, P. 
E de fato,em quase todas as trajetórias, a partir de um 
certo N(w), que depende da trajetória, 
óN lt,w) = 61t,w) 'IN > N(w), teV. 
Vamos provar que fN ê t P {g~P) 
com efeito: 
f d p ~ r [nlt,wi[P ! [a,.t(w) I d g 
mas "" < llw) ::;>, I [61u,w) [P d g(u) < N ::> 
· [a,4) 
::> J( ' [ólu,w) !P d g(u) .; r-1 
[a,.tlw)) 
(1. 20) N 
Provamos agora que fN verifica a condição M. 
Seja X[a,t{w)) lu) " X[o,n) (f: 
• 4 6 • 
considerada-como função de (u,w). 
Para cada u < t, a fi.unção de w 
e mensurável com relação a Ft pois f verifica M. 
o processo 
6* I u,w) ·J l61•,wJIP dgl•l 
[a,u] 
será adaptado e as suas trajetórias contínuas a direita~ Com efeito: 
-6e u'> u, 6* {u',w)- 6*(u,w) ~ J ]6{1i,w}r d g(<.'i} 
lu;<~.'] 
m
9 
{u,u'] • g{u'+) - g (u+) + O 
4e. ··u' + u 
Em conseqüência, f* é um processo progressivo ,e verifi·ca M 
='? X[a.,t{w))(u) X[o,N) 6* lu,w) verifica M 
6N lu,w) • X[ct,t{w))lul . 6 {u,w) verifica M. 
A partir de que fv ló-6N lp d g + O 
deduziremos que 
e portanto V ,,,*> O, 3 N IP~ 
Fixado esse N, 6 N e c p I g®P IM => 3 { n N } c. E e' M 
m 
de cf,M se g é contínua) tà.i.S que 
m + oo 
o em 
o 
q.:t.p. n ,P 
o 
[e 
< !i* 
z 
.47. 
também 
.. 48. 
~ Pn [ J V In - 6N I P d g :> ~ J 
" m 
Pn l J V " r~c[Jv16N-6Nm1PdH 2~] ~ IHNIP d g?..!Lj + ~ zP 
~ * 
COnclui.n:os que existirão sucessores de processos {a } de 
n 
J;.f.,M (e, no caso de g ser contínua, também de c 1 ,M) que verificam 
r 1 1 - 1 p u "n !v 
p "· d g o 
E portanto certas subsucessões vão convargir para O q.t.p. 
n t p como queríamos demonstrar. 
o 4 9 o 
CAPITULO II 
APROXIMAÇÃO DE PROCESSOS MEDIANTE PARTIÇÕES 
Primeiramente, sumarizamos alguns resultados conhecidos so-
bre. ~ ~ 
Funções sernicontínuas e funções integráveis 
Noções básicas sobre funções semicontinuas 
Seja X um espaço topológico, E C X , E' o conjunto dos 
pontos de acumulação de E , X E E (\ E',, 
o 
f : E + R. 
Define-se que a função f é sernicontínua superiormente (res-
pectivarnente inferiormente) em x0 se 
fim sup. f (x} (fim 
E 3 X 
inf9 f(x) ? f{x
0
) 
E3x+x0 
• 50 . 
Explicitando a definição, f é semicontínua superiormente 
(inferiormente) em V s >o existe urna vizinhança de 
Dizemos ser f semicontínua superio~mente (inferiormente) 
quando o é V x E E (\ E 1 
Resultados fundamentais que se deduzem da definição e que 
aparecem demonstrados em McShane (18), capitulo I, são: 
(2.1) f é semicontínua sup. {inf.) sobre E e o~ c < oo ?> 
J cf 
t-cf 
é semicontinua supe (inf.) 
é semicontínua inf. {sup.) 
(2.2) f,h semicontínuas sup. (inf.) sobre E e f(x
0
), h(x0 ) F oo(;;i-oo) 
~ f+ h é semicontínua sup. (inf.) em x0 
(2 .3) Se , {fi J i _8 I e uma coleção qualquer de funções semi con-
tínuas sup. (inf.) e f{x)= inf {f1 (x} i i sI} (f(x)= sup {f1 (x) lisi}), 
f é semicontínua sup. {inf.) 
( 2 • 4) Se fl' ..... ' f n sao semicon·ti.nuas sup. (inf.) :::? 
::=;:> sup (fl, .. • ,fn) semi contínuas 
sup. (inf.) 
(2~5} As funções características de abertos (fechados) sao semicon--
.51. 
tínuas inf. (sup.) [consequência imediata da definição] * 
Aproximações de uma função integrável por funções semicontínuas 
Uma medida u , sobre um espaço X localmente compacto e 
definida sobre uma o-algebra de mensuráveis !1 contendo os bore-
líanos B de X , se diz a-regular, ou de Radon, se: 
-
" 
A s M, u (A) = in f ( u (V) I v = V' ::> A } 
(2. 6) 
- " K compacto, u(K) < 00 
- \IA 
€ 
M, a-finito ou aberto, 
u(A) = sup (u (K) K é compacto, K C A} . 
O teorema de Riesz estabelece uma correspondência buínivoca 
entre estas medidas e os funcionais positivos sobre o espaço 
das funções reais, contínuas e com suporte compacto. 
É um resultado clássico e ~lernentar que f pode expressar-se 
como limite em c 1 (u) e limite pontual q.t.p X, u de uma cer-
ta sucessão crescente {fn} de funções em escada e positivas. Ou 
seja: 
( 2. 7) com 
mn 
f = E 
n 
i=l 
.52. 
Dado ,; >o , pelas condições (2,6), existirão abertos V in e com-
pactos tais que 
Kc 
~ 
Kin c A in c V. e u(Vin fi ) < ~n H\ m C. 2n 
n ~n 
m m 
n l:n 
sejam ainda f in = l: c in X v. ; f2n = c in_ XK i=l i=l ~in ~n 
Por (2.5), (2.1), (2.2) fln sao sernicontínuas 
mente e f 2n semicontínuas superiormente e além disso: 
{ 2. 8) 11 f -
· ln f2n11 E1 {u)= 
mn 
= l: 
i=l 
(2.9) e posto que 
Por (2.7) tal que 
e por (2.9): 
r {fln -3x 
C in u (V in(\ 
f2n 
K':' ) 
~n 
i; 
T 
) d u = 
__f ~ 2n 
inférior-
( 2 .lO) 
sendo 
lj f - f 11 I 2m r1(u) ' 11 f - fmll 1 + 
· · r (u) li f -1. · rn 
f 2m semicontínua superiormente com f ~ f ' f q.t.p. 2m m 
sejam agora hn = sup {f11 , i=l, .•. n} 1: fln}.. fn ?hn" 
Por (2*4) hn sera semicontínua inferiormente e 
n 
.53. 
X , u 
hn - fn = sup 
i.(n 
{fli- fn) <sup 
:L..<n 
{fli - fi} < l: ( fli - fi ) 
i=l 
e por (2.8): 
(2.11) li h -f 111 1 .. , n n1t. (u) 
(2 .12) 
n 
l: 
i=l 
~ 11 f !I 1 1 r (u) + 
31; 
2 < 
O teorema da convergência monótona garante 
1 
convergente 
C (u) e q. t.p. X ,u para um elemento de 
Seja h(x) ~ sup 
n 
; pelo citado teorema: 
h(x)=iím·h~(x),Vxt. X;h(x)<w q.t.p.X,u 
n+oo 
em 
h(x)=sup 
n 
{ 11, (x) ) = sup 
n 
(f (x) ) 1n 
.54. 
Mas por (2.7) e (2.9) f1n _____ _ f e existirá uma 
E1(u) 
subsucessão tal que: 
(2.13) 
e fazendo 
(2.14) 
f(x) =Um 
li f-hl[ ··1 
c (u) 
n 
f 
li f -
q.t.p. X, u 
sup (f1n(x)) = h(x) q.t.p. X, u 
n 
f I' 
n1IC1(ul 
concluimos que: 
li f - . h 11 1 ~ r; 
C (u) 
e por {2.3) e a sua propria defi-
nição h é semicontínua inferiormente. 
Chamando = h , por (2.10), (2.13), (2.14) tere-
mos: 
q.t.p. X, u 
(2.15) f 1 é semi contínua superiormente e f 2 sernicontínua inferíorrrente 
li f f i r r .:;; ç para i = 1, 2 
Ci(u) 
. 55. 
Seja agora f E E1 (u); f= f+- f sendo f+= sup {f ,o}, f-=-inf{f,o}. 
f+ - I + + f~,f; - . f >o i fl f f2; com as propriedades (2.15) 
Portanto f+ 
- f; ~ f 
" 
f+ f~ q~t~P· X,u 1 2 
' 
Por ( 2. 1) e ( 2. 2) temos: f+ - f~ semicontínua' inferiormente 2 
f+ 
- f semicontinua superiormente 
1 2 
e 
Podemos pois enunciar o seguinte: 
Lema 2.1- Se ué uma medida de Radon sobre um espaço 
1 3 1 localmente compacto e f e r: (u) , V S >o, f 1 , f 2 c r (u) 
tais que: 
f 1 é semicontinua superiormente 
fe e semicontínua inferiormente 
q.t.p. X, u 
Sejam D = ( a,b J , intervalo compacto da reta; 
• 56 . 
g : D + R monótona, nao decrescente e contínua em b; 
mg a medida sobre D gerada pela função de distribuição g; 
O* >o e 6 : D 
A seguir definimos e provamos a existência, estabelecida por 
McShane, de ... 
Partições relativas a ( 6, ô*, g) 
Definição; Seja n ~ { ( TÍ' J 1) ( TK' JK , ... ~ .. , 
Ti € [a,bJ J. ~ [ti' ti+l )C [a,b] i l 
J. c (Ti - Ó (Ti) t T. + Ô (Ti) J.e n J = 0 l l m 
K 
e m r D (U Jil] < ô* L g i=l 
Diremos que TI é uma partição de [a,b] relativa a ( ó 
* que se adapta ou adaptada a ô 
' 
ó 
' 
g) • 
Com a condição suplementar de que J 1c [ 'i' 'i+ ó(t1 ) 
partição chama-se Itô-retardada. 
} onde: 
" 
K 
se .t 
" 
m 
' 
8.* f g) ' 
' 
a 
Existência- Consideremos os intervalos Ja em que g é constante , 
fechados em aqueles extremos onde g for contínua. 
Sejam E 
o 
~ u Ja 
-· 
m (E ) g o = o 
x, s € (a,bl \ E o' X ~ B 
- -
constante ern- [x,g) e contí-se g(S ) - g(x ) ~ o ~ g seria 
• 57. 
nua em x ='[x,S)CE = X 6 E - contradição-. o o 
x, ~ [a,b) ' E0 , < a g (~ 
-
- g (x -) Portanto E X + ) > o 
seja E = { [a,b)(i{x I ô (x) > o} } "\ E o + mg (E) = g(b) g (a) + 
+ 3 K compacto, K C E I m (E\ K] = mg[ [a,b]"\ K] ó*/2 g 
Definimos ó' (x) = in f { (x) ' ó* } " Ó ( X ) 2(g(b)-g(a)) 
" 
X E K, X* a é ponto interior de um intervalo A = (a '~ ) X 
tal que: B X < ó' ( x) 
g(x- - g(a) < ó' (x) (g(~-) - g( a-) ) 
e se x = a, Aa = [a, B) 
A familia de intervalos {A } é uma cobertura aberta do com-
x xeK 
pacto K 
A. Xl 1, .... , n recobrindo 
Podemos considerar os Ai ordenados de forma que 
< s < b 
n 
e ai > a1 _1 para que nenhum subconjunto dos {A1 } i=l,-- n 
bra K. 
Considerando: 
e TI = { 
teremos: 
A* 1 
A*. 
l 
(Xl, A* 1 
= 
= 
[xi , 81) 
[sup { "i' Bi-1 ) , Bi 
), ..• , (xn' A;)} 
K 
reco-
A*i (\ A*· = 0 v i ;i j J 
n 
e m (K - u A*, ) 
"' 
E m
9 
[ a1 , xi) g l " 
e somatória estendida a índices .e, K tais que 
[x,e, S.el (\ [ XK, BK ) = 0 
n 
Portanto: m {K v A*.} 
" 
E o' (x-lê) (g (Btl - g(x~) 
" 
g l " 
* * 8 (g(b)- g(a)) = ô 
2(g(b) - g(a) ) 2 
n 
m {~-V 
g - l 
* A*. } < 6 
" 
o que prova a existência 
uma partição rtô-retardada relativa a ( 6 ,, ó*, g)* 
.58. 
de 
Se g fosse absolutamente contínua, o teorema da existênciapo-
de ser demonstrado de uma forma mais eficaz e elegante: 
Sejam: E = {ts[a 1 b} 8 (t) > o ) 
-
rn g (E) = g(b) - g (a) 
e K = {[t,S) t E E, B E [a,b) B - t < o (tl] 
' 
K, pela sua definição é um recobrimento de Vitali de E e o 
teorema de Vitali garante a existência de uma sucessão 
00 
{J n} C K Jn disjuntos tais que !!\, {E'\VJ} = o 
' 
" 
l n 00 
= (por ser g absolutamente continua ) mg {E\U J ' = o l nJ 
e se 
m 
m 
(E\U 
1 
-retardada relativa a ( ô , 
J 
n 
} < ô* 
ô*' g). 
Unicidade dos limites com respeito a partições 
• 59 • 
é 
Seja X um espaço semimétrico com uma semidistânci :1 P 
Diremos que uma sucessão de partições '1T relat vas 
n 
( Õn, ô~, g) converge para O e denotaremos: 
nn o ou bem ôn' o* l + (o, o) n 
n+oo n+oo 
se ô* n ó e v t E D, o n(t) o. • 
n+oo n+oo 
a 
Definição: Seja s (~) uma função definida sobre o conjunto 
das 
se 
partições e 
v e > o j 
e.ó*>o 
tais que V 1r 
com valores em X • Diremos que J s X é o limite 
J ~ iéim S ( ·n ) 
~ + o 
ó : com ó (t) > o q.t.p. D 1 mg 
relativa a ( li, ô*, g) = p( J, S(rr) ) < E; 
• 6 o • 
Como consequência da definição resulta a unicidade do limi-
te, ou seja: 
se Jl' J2 8 X e Ji = ..tim S ( TI ) = P(Ji, J2) = o 
TI+o 
Com efeito: Se t; > o e ( ó . ' ó1< ) ' i = 1,2 sao tais que v TI J. J 
relativa a ( ói, 6* 
' J 
g) ' p(S(rr) 
' 
J i) < E,/2 tomando 
ó (t) = min 61 (t)' 62 ( t ) ) ' 6* = min ó* 1 ' o* 2 )=> V TI r e-
lativa a ( li 
' 
6*, g) 
' 
p ( s ( TI ) ' J.) < Ç/2 
J ' 
com i = 1,2 
+ 
Finalmente, se o espaço X é metrico, o limite é unico. 
Aproximação da integral com somas relativas a partiçÕes Itô-retarda--
das~ 
Definição- sejam f, z : D + Ri 
+ D +R 1 ó(t)> o q.t.p.D, mg 
!T = { (-r 1 ,J~), i=l, ·~-K,J.=[t.,t.+1 )},uma .... l l l ..... 
partição relativa a (Ô, 6*, g). 
A soma de Riemann relativa a Tr , f, z se define por 
K 
S ( rr, f, z) = L 
j.=l 
. 61. 
Consideremos agora g contínua a esquerda, f e c1 {g) e 
i; > o . 
Pelo Lema 2.1, existirão f 1 , 
perior e inferiormente tais que f 1 < 
[ 1 (g) 1 semicontínuas su-
q.t.p .. D, m g 
f*" < 
" 
( 2 .16) 
Seja E 
e t E E 
o 
ça de to 
(2.17) 
e fazemos 
Definimos f* 1 ' 
f* (t) = f1 (t) 1 
f* ( t) f2(t) = 2 
f < f* 
= {t c D 
11 1 < 
c ( g) 
I * f1(t) 
f* 2 
-
+ 
< 
e li f - fi!l < 1;/4 para í = 1,2 
l:l(g) 
como . . 
ç 
4 ( g (b) g (a)) sernioantínua s~1?9riormente 
i; 
semicontínua inferiormsnte 4(g(b)- g (a)) 
e 
F,/2. 
• f(t) < f2(t)} = mg(E) = g(b)- g (a) 
Pela definição de semicontinuidade, existirá uma vizinhan-
de raio ó (t ) tal gue 
o 
* 
- 6 (t ) < t < t + õ (to) => 
o o fl (t) < 
o( t )=o em D \ E 
* Por outro lado f.' E , 
1 . o c (g) -> j ó* > o tal que 
(2.18) v ASMg' mg(A) < Ô* h> I r 
JA 
• 6 2 • 
Seja 1T urna partição relativa a { O, O*, g}; rr '={ (T 1 , J 1 ), i = l, •.. ,K} 
como J 1 c (ti - ô (Ti), ti + ô (Ti)) , 
(2.19) J' , l * fl (t) < 
Por (2.16), (2.18), (2.19): 
-'.+ 
" 2 
f d d g ~ 
(2.20) S ( rr , f, g) ~ JD f d g - i; 
f._ + 
2 
por 
K K 
(2.21) = E f(T,) (g(t.+l) - g(t.)< E 
i=l ~ ~ ~ i=l 
Poderros resumir (2,20) e (2.21) no seguinte ••• 
(2.17) teremos 
K 
+ E 
i=l 
gue 
Teorema 2.2 - Seja g monótona nao decrescente e contínua es-
querda e f s c 1 (g). 
V e> o30* > o, éi : D -+ R+ com éi>o q.t.p.D, mg t.ais que 
Vrr relativaa{ô, ó*,~g) S(1T,f,g)-1 fdgj<ç; 
ou também L f d g = .tim S{ 7r ,f,g) (0, 6*) + (o,o) = lim rr+O S{1T,f,g) 
.63. 
~imações de processos mediarite EartiçÕes.-
Continuando com urna g monótona nao decrescente e contínua a 
esquerda, retornemos aos espaços es-
tudados no capítulo I. 
Fixado f E EP(g@ P) M' 3 H C D 1 H E: Mg com mg"(H) =O tal 
que V t E D" - H 1 ft E: r:P (P) 
6 • tJ R+ tal que O(t) - o v t e H ; ô* > o 
" 
= ( ( Tl' J i) f . • • •, (tK~ ,JK) uma partição Itô-retardada .Tf.Hativa 
a ( ô ' ó *f g) = T. l ç H = f s cP (P). T. 
l 
A cada 1r Itô-retardada, com a condição O (t} = O vt s H , 
1e associamos o processo em escada 
K 
S( Tr, f) (t,w) = Z f(Ti,w) 
i=l 
Como S( 'IT,f) E e 
(2.22) " 'I f I. Ti 
) } 1/p 
Por ser f adaptada a { Ft} t e 0 e "' a partição retardada , 
S{ n,f) será um processo adaptado que, portanto, verificará M. 
Ou seja: anulando convenientemente a função ô , que define rr , sobre 
um conjunto de mg-medida nula, s (n, f) e cP ( g ® P ) M • 
provar o seguinte ..• 
Teorema 2.3 - Dados 
j8*>o;6 D + -+ R , ô > o q.t.p. D, 
ta.is que V 'lT Itô-retardada, relativa a ( ô, O*, g) 
li f - S{ n, < 
ou tambeiú: !I f - s ( TI' f) H p 
. !: (g®P) 
+ o 
(ó,ô*) + (o,o) 
ou f= lim S(n, f) 
EP(g0P) 
TI + O 
Demonstração: seja h 
I' ( ) li jl f h!l + (2.23) ilf- s Trl, f li .:[.ij - lí 
cP(g®P) [P(g®P) 
i)h-S(n, h)~ + 
cP (g®P) 
+ [is(rr, h-f) 
.64. 
Vamos 
. 6 5. 
Pelo teorema l.l 3h c ~f,m tal gue 
Por (2~22), para esse h 11 S ( rr,h-f) [[ P 
K 
~ l: 
i~l 
Mas 
Seja 
tP (g®P) 
~ 'I 'IP S ( rr, 1 (h-f) ti , g) 
rP (P) 
n 
!! " 
I' 
' ;:P (P) 
d g (t) 
Pelo Teorema 2.2 + + R, o1 (t)> o q.t.p. 
tais que V 'lT Itô-retardada relativa a (0 1 , 
~ li 8 ( 1f , (h - f}) li D ~ S/2 
['· (g0P) 
Passamos a majorar o segundo somando de (2.23) 
m 
h(t,w) ~ Z 
i=l 
xJ. (t) com 
l 
J.= rt. l,t.), a=to< tl< ... <t =b ~ - 1..- 1.. m 
e 
e a função 
m 
l: ( t. 
i=l ~ 
t) 
~t) 
t =a 
o t2 ••• ~ •••••••• 
Qualquer partição Itô-retardada relativa a (0 2 , Ô2 1 g) é a 
de m partições 
m 
'IT dos intervalos 
'i 
Ou seja 1r = U rr i 
i=l 
e 
J 1 , relativas a 
.66. 
reunião 
• g) 
mas u. XJ 
l i 
- S(·rr i' u, 'XJ ) l i é distinta de zero no máximo em um 
* conjunto de mg-medida menor que 62 , portanto 
tomando * r i; 
,P 
02 
i 
,(t 4 !I u. I! I I m sup I 
c ~~ ~:;r.P(P) I i.;Sm • 
teremos: 11 h-S (TI ,h) li 4 ~ 
cP (g®P) . 
* * Definindo agora ô(t) = min {61 (t),ó2 (t)},_O*=min {ô1 , 0 2 } 
V v rtô-retardada relativa a { 6, Ô*, g) as três majorações ser ao 
validas simultaneamente e (2.23.) implica que: 
11 
il f - S (TI , f) 11 ~:P (g!i!P) 
com.o queríamos demonstrar. 
Teorema 2.4 
-
seja • E I:P(ç)M'I;> o 
" w ' 
* + 36 > o e li D -> R ' ó (t) > o q.t.p. D, 
rtô-retardada relativa a ( 8, ô*,g} 
Pr d g > sl 
J 
• 6 7. 
mg tais que 
Demonstração:sejam fN os processos tJturreado.ó definidos em 
{1.18) e (1.19) que verificam 
teremos: 
(2.24) Pr [r I f-S (FT 1 f) I p d g > 
Jn 
11 f nP 
il Nil p .::;:; 
r ( g0Pl N 
, ri , I P _tc., -,;-i 1 f-fN d g >- l ~· 3.4p-JD 
+ 
• 6 8. 
E, 1 
g > ---::p:--'1 I + 
3. 4 J 
' r 
+ Pr I J 1 s 
L D 
Mas r I eiP d g < ~ 
JD 
I" q.t.p. n, p pela defin-ição de S~(g)M ~ 
3 I Pr r r I ç I p d • j;_ => Pr [ (f-fN) r' o]< E, =·~> N g )Nj < 3 ==> L} .• ' 3 D w 
Pr[ r 1 f-f 1 p d g > r; l < s;_ jD , - N I 3.4p-l 3 
~-=~'> 
Prr r ls(rr,f-fN) IP d > r; 1 < r; L jD g 3.4P l ' 3 
s sP(g®P) e pelo teorema (2.3) 
M 
o 
TI + O 
e a desigualdade Pr[ IYI~ rl~ 
" 
l+r 
-r IIYII 1 
1 
válida 'i/y s s- (P) 
E (P) 
• 6 9. 
e V r > o , aplicada a garante a 
existência de ô ,ô* tais que V TI relativa a ô, ô*,g) o segundo 
somando de (2.24) será inferior a ( 3 ... Como queria~os demonstrar. 
No capítulo III veremos que, em rP {g)M, a relação 
w 
'f f '!P d a , - N - --~P!:!or_~ ' o 
pode metrificar-se atraVes de uma semidistância adequada P 4 
Tomando isso em conta, o teorema 2.4 pode assim ser forma-
lizado: 
f = lim S(w, f) 
p 
(0,0*} + (o,o) 
Chamaremos patr.:tlç.õ e.!:J de. Re.lma:nn. as usualmente empregadas na 
integral de Reimann-Stiel tjes, .ou seja 
com 
e denotaremos tamanho, diametro ou medida da partição 
l11l = max {ti - t 1 _ 1 , i = 1, .... , n } 
.70. 
seguir veremos condições que permitem expressar a integral como limi-
te de somas correspondentes a partições de Cauchy. 
medida 
lação 
v IT 
Seja E um espaço de Banach. 
f r b J + E limitada : L a, 
' 
r b 1 R monotona g 
' 
La, + 
' 
sobre r ' gerada La,bJ por g. 
a 
de 
}2_efiniçã.o - Diremos que J 8 E 
'! no sentido de Riemann-Stieltjes 
Reirnann com.· l1r I < ô 
- "' !I li S ( '!T 1 
Chamando M1 = sup l!f(z) - f{s) 11 
s,z c[t1 _1 , t 1) 
na o decrescente, 
é a integral de f 
se V e: >o 3 o > o 
f, g) 
- J 11 < ç :1 . 
m g a 
com r e-
tal que 
temos as seguintes condições necessárias e suficientes para que exis-
te a integral 
a) Vs> o3 6> oi 'ffl' 1T2 de Reimann com 
b) v s> o 3 o > o ! IT de Reimann 
' 
I ' I rr I < 8 =-·5 
m 
-> [ M. (g(ti) - g(ti-1) ) < f; 
i=l ~ 
. 71. 
A prova da suficiência destas condições é a usual para fun,-
çoes de variáveis reais. 
A seguir estabelecemos um lema cuja demonstração requer a-
penas os argumentos de Lebesgue para a existência da integral de Rei-
mann tal e como aparecem reproduzidas em Hobson (11) e Hildebrandt (lO)* 
Lema 2.5 - A condição necessária e sUficiente para que f 
seja integrável no sentido de Reimann-Stieltjes é que seja contínua 
g.t.p~ D, m0 e nesse caso a integral de Reimann-Stieltjes coínciàecom 
o 
a integral de Bochner. 
Demonstração: Provaremos que a condição é suficiente. 
Sejam 1; :> o , llf(s)- f(t)ll 
s,t E [a,b] 
aberto, contendo o conjunto de descontinuidades de 
f e tal que 
F ~ [a,b) \ G é '}frt compacto e pela continuidade uniforme 
de f sobre F existirá ó >' O ~ .. , que 
z €: F, jx-z < ô =>fi f (x) - f (z)i < U 4 (g (b) _ g (a) ) 
.72. 
sejam duas partições de Reimann, 
'"1 e '"z com I TI il < o ' i = 1,2 
sendo rr. ={T~, l"....,i t~ J } . a = ti < ti < < ti b L'j-1' ' ...... = l J J o 1 rui 
seja TI a reunião das duas partições 
n={zf., 1 = 1, ---,n} 
e com pontos z1 c onde a função f assume valo-
res, tais que se 
as somas de Reimann correspondente a 
TI Decompondo os intervalos de Tii' podemos conside-
rar que as três partições tem os mesmos intervalos. 
n 
'I " i S - Si li~ L: 
j=1 
Seja TI' o conjunto dos intervalos', de 'IT tais que 
e 
+ + M ); ( (X ) g J'-1 = M .z m n' g rr' 
l11f(z.)-f(Th li (g(X,)- g(X. l) ti (g(b)-g(a)) J J J J- ' 
Portanto > fi ,, 
+ 
-f(X. 1)l J-
4 (g (bl- g (a) l 
+ 
m (X. 1 )~ g J-
= 
.73. 
Passamos a provar a necessidade da condição, supondo f in-
tegrãvel com relação a g no sentido de Reimann-Stieltjes. Não podem 
existir pontos de descontinuidade comum pois entraríamos em contradi-
çao com a condição (b). 
Seja < lim sup ',',f(y) - f(z)ll} C EK+l 
O+o )y-xJ<O 
lz-xl<o 
se é o conjunto das descontinuidades de f, 
Seja .+ a medida mg exterior associada a 
+ (E ) ~> 3 K + (EK) mg > o rn = o g 
Consideremos a= x0 < x1 < ··~·-< xn = b 1 
de [a,b] 
seja 
E C H' K 
n 
V(lJ 
< i=l 
e H 1 = 
m e suponhamos que g 
c > o 
uma partição qualquer 
H () E 
o 
n 
m {H') + L 
g . i=l 
m (x. l'"i) g l-
Mas, por nao existir pontos comuns de desoritfriuidade, os pontos de H' 
são de continuidade de g 
o < c 
n 
E 
i=l 
-=> rng{H') =O 
-> para alguns x1 
Nesses intervalos [x1 _ 1 , x 1 J que contem pontos de EK 
M1 = sup llt(s) - ~(td > 
s, t e [x1_1 , xi] 
1 
K 
n 
E portanto L: 
i=l 
= 
n 
E 
i=l 
n 
g (x. _ 1 ) ) ;,. E 
, i=l 
.74. 
= 
e a função nao seria integrável no sentido de Reimann-Stieltjes con-
tra o suposto~ 
Se f é limitada e continua q.t.p. =~ mensurável e integrável no 
sentido de Bochner. 
Para provar a igualdade com o integr~l de Bochner conside-
ramos uma partição r, de [a,b] de diametro éi>o com 
a = < 
onde os pontos intermediários 
=. b 
x sejam pontos de conti-
n-1 
nuidade de g. Isto é sempre possível pois as descontinuidades de g 
são no máximo, um conjunto numerável. Nest'as condições a integral de 
Bochner: 
n 
= E 
i=l 
r f d a J o [xi-1' x;J 
e 
n 
E 
i=l 
Portanto 
n 
f(xi 1 ) (g(x.) - g(x. 1 ))= E - ~ ~- i=1 r 
, . r !I f n I 
I! 
, : J r b1 ~.,a, J 
d g - i:1 f(xi-1) (g(xi) - g(xi-1) ) I 
' 
J n 
-~ E 
i=1 
r I (f(u)-f(x1 _1 ))d g 
'[xi-l'xi] 
• 7 5. 
n 
E 
i=1 
n 
·r:rx._1 )ildg.:;; r l. i=l 
M.Cg(x1 )-g(x. 1 ) + o l l-
ó+o 
onde concluimos a demonstração do lema 2.5 
Teorema 2.6 - Seja 
tado e Lp-contínuo q.t.p. D, rng com g monótona ,,;?o decrescente ; 
ou seja que a função 
D ~ t 
é limitada e continua q.t.p. D, mg. Nestas condições se 
partições de Cauchy de D determinadas pelos pontos 
{ a = t < -1-· o • <~· • = b } 
·n 
sao 
n-1 
S(1r,f) = E 
i=l 
'I ' j'1Tj +O 
Demonstração: 
li f - S(TI ,f) HP 
cP (g0P) 
n-1 r 
E I !if -= !. i=l J[t. l't.l 
' t 
1- r 
n-1 
r llft-ft = E 
i=l Jr 1 i-1 
lti-l'ti 
= r d g [rf-S(TI,f) ]PdP = 
JQ 
f 
ti-l 
,P 
' Jo 
fi 
cP(Pl 
f[P 
cP (Pl 
dg+ 
r 11 llp d g +I ,ft-ft 
" J n-1 cP{P) 
[t bl 
n-1' " 
r~~ ~ 1 P l''f- f ' ··t tn-l'tp(P) dg 
j 1 (t 1,b, 
n-
. 1 n (2 M)p- E 
i=l 
M1 (g(t.)- g(t. 1Jl l l-
d g 
.,; 
.76. 
f 
e o teorema resulta uma consequência do lema 2.5 e a condição de in-
tegrabilidade (b} . 
Teorema 2. 7 ... Seja R [g 1 o conjunto de funções integráveis 
com relação a g no sentido de Reimann-Stleltjes, {n} partiçÕes de 
Caucly e f s: .cP w (g) M tal que r • n e R L9J q.t.p. " , P. 
Se verifica que: 
r i fw - s ( n' f} w i p d g 
JD 
Demonstração: seja TI definida por 
M(w) majorante de 
Pr 
a= t < t 
o 1 
{[f(t,wl!, 
o 
< t = b 
n 
t s D } 
• 7 7. 
M1 (w), m1 (w) sup4 e inf. de f(t,w) no intervalo 
r ' 
,ti-l' ti 1 
Quase em toda parte teremos: 
I !p 1 f - S ( ~, f} = 
w w 
n-1 
l: 
i=l 
[f(t,w} -
e pelos mesmos argumentos empregados no teorema 2.6 
p n 
+ 
r ! ~- S(~,f)w 
JD 
! d g ~ (2 M }p-1 (w) E (Mi (w)- mi (w)) (g(ti)-g(ti_1 l) i=l 
e pela condição de integrabilidade assumida. 
o q.t.p. n, P => 
.78. 
Pr 
I f - s ( TI ' f) I p d g 
w w 
-----!> o. 
1-rr)+ o 
como queriamos demonstrar. 
• 79. 
CAPITULO III 
UM TEOREMA DE EXTENSÃO 
Desigualdades Elementares -
Empregaremos sistematicamente as seguintes desigualdades 
conhecidas, em que y é uma variável aleatória e s , S constantes, l; > o, 
s > o 
(3. 2) Pr[ IYI ~ i;]-" 1 ~ I; IY I 1 +jY I dP.$ 
(3. 3) f IYI ~ 1 +IYI. d P "'· Pr[ IYI ~1;] + 1 + I; Pr[ IYI < <k Pr[IYI? i;] + 1 + E; 
(3.4) 
( 3. 5) V a, S c R 
1 + I a+S I 
(3.6) V a, b ~ o, p ~ 1 
Teorema de extensão: 
Sejam p, p' >.. 1~ 
Seja ç uma aplicação linear: 
E -~ r:P'(P) t l,r.i 
1 +ia[ 
1 
-2-
+ 
contlnua com respeito às respectivas seminormas de: 
;:P' (P) 
e verificando a condição: 
• 8 o • 
1 +[BI 
( 3. 7) Se f E Et,H e f ~ wo o para w0 E n 1 OU seja 1 se 
f(t,w
0
) ~ o, v t s D então 
Nestas condições existe uma extensão de ç ao espaço 
cP(g0P)M, contínua e quase linear{§), compátivel com uma extensão 
ao espaço t~{g)M . 
q.t.p.Q, p 
ç(f +f') ~ Ç(f) + Ç(f') 
• 81. 
Demonstração: 
----~ 
Seja p 
' 
. 
' 
a aplicação p(f) = (h c ~;P' (P) f = h q.t.p. Q, p) j 
a aplicação S* = PoS 
( ~·f, M -----"-----"' Ep' (p) 
p 
ç* 
é uma aplicação linear e contínua do espaço E-e..,M no espaço de Ba-
nach 
<)' 
r/' (P). 111 r* H '1 '
1 
I c, 11 = li Ç ~~ 
Has, pelo primeiro teorema de aproximação 
€o ~.,M e denso 
em cP(gGP)M e portanto existirá uma única extensão contínua de ç* 
a LP(g0P) que conservará a norma da aplicação r,: ~ A esta exten-
são seguiremos chamando-a r;:*, definida por: 
ç*(f) 
" I' li f - f ! 
n l:P(g®P) 
fim ç*(fn} 
Lp' {P) 
o 
• B 2. 
se para todo f s .cP (g®P)M escolhemos um certo represen-
tante de ç*(f) em cP' (P), ou seja, um asrP'tP) tal que 
p( 0; J = ç*(f), tomando a = c; (f) se f s f:· f,M , obteremos uma 
ap.licação: 
• 
rP (P) , 
que diremos ser uma versao da extensão de ç e que seguiremos chaman 
e 
Verifica-se obviamente que: 
" ( ,, ' iiS f}gl:p (P) = 
Essas possiveis versoes da extensão sao funções contínuas : 
= 
11..-*(f- a)ll p' < I;"' :J it L (P) "' 1,1, r ]11 [:,f - )f p ' ' g,, [ (g0P) 
e sao funções quase-lineares no seguinte sentido. 
Sejam f, h E r.P(g0P)M K K " R 1, 2 <;.-
= 
= 
• 8 3. 
+ q.t.p. n, P 
Por outro lado, a continuidade de r;* implica que, se f, h s t.P(g®P) 
=o, ou seja f =h q.t.p. D x n , g0P, então: 
ç*(f) = ç*{h), e portanto que a aplicação:-
' ' Lp (P) , 
dada por ç**(f) = r;*{f), sendo f um representante qualquer da 
classe f s LP (g0P), está bem definida e obtemos, portanto , o se-
guinte diagrama comutativo: 
i ç* ç** 
p 
[P (g®P) M ___ _, Lp (g®P) ~~ 
.84. 
Como consequência da continuidade da extensão teremos o óbvio~ 
Teorema 3.1 : Se {fn} , 
' 
li ç (f) - ç ( fn) !I .~ o 
. zP (P) 
Passamos a construir agora a extensão a C~(g)M . 
Teorema 3.2 - Seja f c c ClL tal que 
f(s,w) =o V s E: D, w e seja -a uma versao de r, (f) • 
Existe n1 c n0 com tal que 
cdw) =o, v w E: nl. 
Demonstração: Revendo a construção dos p~ssos em escada que 
aproximam tal como o fizemos em 
dade f(s,w) =o Vs 8 D, w E: Q 0 
pelos: 
• processos limitados 
observamos que a propri~ 
continuará sendo verifi.cada 
fN(t,w) = çN(f(t,w)), obtidos a partir de f e definidos em (1.13) 
-processos contínuos obtidos a partir dos limitados anteriores e 
e definidos por (1.1) 
... processos em escada obtidos a partir dos contínuos anteriores e. 
definidos por (1.7) 
os processos a , 8 * 
n n 
Ou seja, podemos escolher os 
definidos em (1.12) e (1.13) 
em escada, tais que: 
o, 
Pela condição (3.7) temos 
Mas, 
t:P(P) Xn o 
=> xll ç(fnK) + Xn •a pontualmente q.t.p. n, p para 
o o 
subsu.cessão nK E como acabamos de ver X r~ ç I fn ) = 
o K 
= o q.t.p~ O,P. O que demonstra o teorema. 
h(s,w) V s s D, w E n0 , [ou se preferirmos 
-a,B sao versoes, respectivamente, de ç(f), ç(h) : 
a(w) = S (w} 
.85. 
X 
R a 
o 
urna certa 
o + 
Xn ·""' o 
f(s, w) = 
e 
. 86 • 
Consideremos a seguir f s r;P (g®P) M' r > o e t >o. Defi-
nimos como em (1.18). 
X[a, t(w)) (t) ' 
sendo t (w) 
rs 
= sup{ si L [f(u,w) [P d g(u) < r } 
rb 
=b+l_sel ]f(u,w)!Pdg(u}< r 
í 
'a 
Como já foi demonstrado em 
"f li r r 
Pela quase linearidade de ç 
ç(f- f) 
r 
( 3. 9 I =? Pr { w I I Ç (f) i ~ O ~ Pr { w I 
+ Pr { w 
}1as 
e por 
q.t.p. n, P 
>-(f-f Jl >o J + > r , 
(1. 20)' 
(3.10) Pr {w 1 (f- fr)w =o} ). Pr { w I r lflp d g < r } 
Jra,b1 
. " 
e pelo teorema 3.2 
(3.11) Pr{w ç(f)w- z;;(f) =o} 
r w 
de (3.9), (3.10) e (3.11) deduzimos: 
~ Pr{w (f-f ) = o ) 
r w 
{3.12) Pr f I ç i fl I ) s] 
' 
Pr r l~;;{fr) > s - + ~ 1 
[ ( l ' !fiP r f Pr I dg ;,. I ' I Jo J 
Pela desigualdade (3.1), 
Pr [ 
e, pela continuidade de r,; 
Pr f 
' 
l 
,..p' ç 
e substituindo em (3.12) aparece: 
(3.13) Pr [ I ç ( fl I ' Ç;. l;J ~ r r 
Pr lJD 
li ç I! 
i .c[P 
i -" I d 
" I' .. Jl f r I D .:f 
Í:'" (g®P) 
I! ç li 
~ s 
r~ i! s li rl/p '• g ;,. + --pr t; 
J 
e se aplicarmos a desigualdade (3~2) temos 
r Pr L 1 + t; t; 
p jl 1'+-t: 
,cr,(f )< .. < \> 
'\··rL,..p' "E, 
• (P) 
• 8 7. 
.88. 
que levada a (3.12) fornece! 
(3.14) 
( 3 .15) 
Pr[lr;(f) ? n ( Pr [ r I f lp d g ? r l 
Jo 
ll r; \! 
Ambas desigualdades (3.13) e (3.14} ·válidas vr;, r >o~ 
Com elas, estamos em condições de extender Z: a r:.~(g)M 
Seja f E: 
Pelo teorema ( 1. 2} , J f s c tais que: ,...~ n (.,.t,M 
r 
I lf -' d g 'f I n 
p i:'r 
- fml d g + o 
'D 
n + oo n,m + oo 
e pela desigualdade (3.13) temos: 
{3.16) Pr [ il:{fn}- i',;{fm) ) !.;:] < Pr[ r ifn- fm )P d g ;;>. rj + 
Jn 
+ 
r; 
p' 
ou ainda, pela ( 3.14) . . 
Pr[r 'f _ 
r 1 n 
lo 
(~)'ltll s !i ~"-
• 8 9 • 
ambas sendo válidas V r, r; >o; qualquer delas junto a (3.15) implicam 
em probabilidade. 
Definimos portanto '(f) = -fimç(f) 
n 
Pr 
Como limite em probabilidade 1 para valorizar r,(f), podemos 
escolher uma entre uma classe de variáveis que coincldem q ~ t .p. fi, P. t=~, 
como anteriormente, chamaremos v ef!..<> ã_o da e. x_,te.n-0 ão a uma determinada 
escolha dessas variáveis. 
ou seja, a rigor, a definição da extensão seria: 
ç (f) f. r 1, f-fn !, p d g !!_ M'' -
' lo 
Primeiramente, vamos provar que essa definição é possível , 
ou seja, que a classe. a partir da qual extraímos o valor da versão, 
l:(f), não depende da sucessão {fn} , de processos em escada, usada 
para aproximar f. 
De fato, se fosse uma nova sucessao tal que: 
r 
I I f - fn* I P d g 
'D 
n -+ "" 
comüdera.rfamos a sucessao 
pr ;>O 
fn, f., 1 ••• 
·n 
ria uma terceira subsucessão verifit~Mo: 
Pr ?>o 
-- f ' cCI..nJ que se-
e por (3.15) r (3.16) concluir{amos que {ç(an)} seria convergente em 
probabilidade e sendo subsucessões de {L~ (a ) } , 
n 
definem a mesma classe como limite em probabilidade. 
A compatibilidade com a primeira fase da extensão resulta 
imediata, pois: 
se f tais que 
n + oo 
a extensão primeiramente definida verificará.: 
r:P I (P) Pr 
n + oo n + oo 
r 
r Mas !! f - f !!P = J~ d p [f f iP d g --?o ,, n" n' r:P(g0P) !o 
' I 
f [P Pr :> I f.ç - d ? i ;•"- g o 
I n 
'D 
:; r,(f) 
J
r lf- f 1p d g 
D n 
Pr 7 o se 
Pr 
é a definição atual. 
~inearidade da extensão: 
Sejam 
r 
i: f -
JD 
f, h E 
f !P d g 
n' 
Pr 7 o, 
Pela definição da extensão: 
ç (f) c Hmç(f) 
n 
Pr 
<D 
-h I~ dg 
n' 
Pr 
tais que: 
Pr> 0 
r lklf + k2h - (klfn + k2hn) lp d g 
Jo 
pela desigualdade (3.6) 
r 
r 
p-1 l lkllp (f-f jP dg + <; 2 , n ' 
'D 
e deduzimos portanto que: 
I 
/k 'P zl r ih 
!o 
I 
lklf kh)IPdg Pr I + k 2h - (kl fn + i 2 n 1 ;D 
e pela definição da extensão: 
Pr Pr 
+ k h·) --= 2 n 
l 
- h tP 
n· d g j 
O';> o 
Portanto' ç(k1 f + k 2h) = k 1 ç(f) + k 2 ç(h) , q.t.p. Q, P 
extensão def.inída é uma aplicação quase linear. 
• 9 2. 
e a 
Extensão das desigualdades (3.13) e (3.14): 
Seja f E [P(g) . {f } 
' 
f w M' n n 
r lf- f lp n 
Jo 
Sejam r 2 > r > o 
Por (3.13), 
(3.17) 
c 
Pr llé(fnll 
L 
+ 
n ~ oo 
e 
r r 
~ Pr[ [ 
L Jo 
p' ~2 
E t:e ,M tais que 
d g Pr > o 
lf tP 
1 nr d g 
+ 
~ 
• 9 3. 
p' 
.94. 
mas pela desigualdade (3.6) 
i (fn - f) + f/ p d g ~ l 
- f I P +I f I P) d g > r 2 j 'i 
dg 
que substituindo em (3.17) e fazendo n + oo teremos 
2~-1 J + 
e fazendo agora Ç 2 t t;, , r 2 +r obtemos: 
(3.18) + 
li C 11 r 11P 
p' 
f, 
li é 11 r 11P 
o' E' 
' 
e analogamente, empregando (3.14) para majorar Pr [ jz;; (fn)\) ~; 2 ] 
• 9 5. 
obteríamos: 
(3.19) 
que: 
então: 
f! ç[[ rl/p ( 1 + ~ ) 
I; 
As desigualdades ( 3.18) e (3 .19} sendo válidas v S, r > o 
Teorema 3.3 : Sejam {fn} , f processos de C~(g}M tais 
Pr --. 
:;--- o ' 
( (f) 
A demonstração e uma consequência direta das desigualdades 
(3~18) e (3.19) considerando-se f- fn em lugar de f. 
Extensão do teorema 3~2: 
Teorema 3.4 : Seja f c tal que: 
f{s,w) =-o, v s s D, w E n
0 
e seja a uma versão de ( (f) • 
• 9 6. 
Existe com 
a {w) = o, 
Demonstração: Para todo N .natural definirros, corro em (1.18): 
f (t, w) 
Pela própria definição de ~~(g)M temos: 
(if-fNIPdg 
Jn 
e portanto, 
+ o 
Pr > 
e pelo teorema (3.3), a= .fim a.N 
Pr 
Existe uma sub,sucessão 
Pr(Q*) = 1, tais que: 
"N (w) 
k 
+ " (w) 
o ' 
onde uN , sa.o veroes de r; (fi'-!). 
e um evento 0.* s ~ , com 
Por outro lado 1 fN s r:P (g0P) e fN{s,w) = o V s s D 1 
. 9 7. 
Pelo próprio teorema 3.2, 3 ON, com Pf(DN) = Pr(n0 ) e 
aN(w) =o, Vw s QN 
Tomando D** = (\ nN ~ Pr(D**) 
N 
= PrW ) e aN(w) = o , 
. o 
Vw srí:**~ 
Tomando finalmente 
Pr (S~ )=Pr(fl ) e Vw sll1Cil*, 
- o 
E a conseguência óbvia: 
Se f, h 
a(w) = Hm(aN ) (w) = 
k 
Hrn(o) = o 
f(s,w) = h(s,w) V s s D, w s !1
0 
e se 
soes de r,; (f}, ç {h) , existe: 
a, i3 sao ver-
Vws. n1 , a(w) 
= S (w) 
~1etri fi cação do Teorema da extensão: 
O espaço- X, das variáveis 'aleatórias sobre n , pode se 
considerar um espaço semimé·trico com a semi-distância: 
• 9 8. 
(3.20) P(f,h) \f - hl d p 
1 + /f -h/ 
A demonstração de que p e efetivamerite uma semi-distân 
cia, cujos limites coincidem com os limites em probabilidade aparece, 
por exemplo, no texto de Yeh( }, capítulo 19. Vamos proceder a uma 
demonstração análoga para provar que ~P(g)M também se pode 
w ' 
consid8-
rar um espaço semi-métrico com a semi-distância~ 
I 
(f/f-h/p d g r/p 
'D 
(3.21) p(f,h) = d p 
c y/p 1 + JD I f-h ip d g ! Jn 
A função p verifica as propriedades de uma semi-distância: 
p (f' f) = o 
p{f, .t) ~ P(f, h) + P(h, ./_) 
De fato, pela desigualdade (3~4): 
• 9 9. 
r (t gy/p + (fiHIP r/p I if-hjP d d g 'D 
p (f,i) <i d p 
" +(r lf-hlp r/p c Y/p I l d g + Jt-llp d g 
Jn 'D 
~ p(f,h) + p(h,t) pela desigualdade (3.5) 
A semi-distância p, sobre o subespaço cP{g0P)M' esta do-
minada pela semi-distância propria de .cP(g0P)M como espaço seminor-
mado: 
se fi h s cP(g®P) 
·c d g) 1/p p (f' h) 4 I i I f -hlp d p ~ I I )n Jn 
= !I f - h ,, li ,, p 
C (g®P) 
' 
~lO O. 
Com relação a esta semi-distância, o espaço c. é denso L R. ,11 
De fato, seja: 
{f } C f, M n .c,~ tais que: 
r Pr 
(2,23) ·!f-""IP ! "'-ní dg---0> o 
Jo 
pela desigualdade (3. 3), V !; > o, r > o 
(3.24) 
< 
' 
p (f,f
11
) = 
P r r t f 
r I 1 ' 
I ' 
c Jo 
r (r I f 
Jo 
1 + 
Jn 
- f i 
n' 
p 
d g 
r/p 
(t lf--' fnl p d g 
d g + 
d p 
" r/p 
1 + s 
•' 
.101. 
que junto a (3~23) demonstra a densidade de [l,M em 
Seja agora f, h E El,M 
continua com relação as se-
minormas. Pela desigualdade {3.3)~ 
(3.25) 
c 
P( Ç(f), ç(\;)) {; Pr lfç(f) - r,lhl I ,._ çll 
• 
+ 
1 + I; 
Pela desigualdade (3.13) 
Pr [ !i;{f) - r,lhl I õ> <] lls l[rl/p p' ç 
Pela desigualdade (3.2) 
d g ;:. r.] = 
1 + 
p (f' h) 
.102. 
e substituindo em {3.25) : 
(3.26) p(Ç(f), Ç(h)) < + 11 ç 11 rl/p p' f; 
+ P(f,h) 
1 + f; 
e esta desigualdade implica a continuidade de ç com relação a P, p* 
Vamos identificar o espaço métrico associado a EP(g) o w M~ ·'· • 
Sejam f ,h E e seja: 
= 
( r 
r Jo 
J(l 1 + 
= 
=> = o q.t.p. n, P =l> 
3 n 
0 
c Q com tal que Vw c 11
0
, f(t,w) = 
= h(t,w) g.t.p. 
~103. 
Ou seja, f, h sao representantes de um mesmo elemen·to 
de L!;; (g). 
Portanto o espaço métrico associado a E~{g)M e L~(g)M 
Seja: X , p , o espaço métrico associado a X, p e, se-
ja: p : X + X = X/= , donde a aplicação p faz corresponder a 
cada elemento sua classe, e a equivalência significa igualdade 
q.t.p~ n, P~ 
Seja f E EP(g) 
w M' 
r,!f-f[P 
I n 
·b 
d g p -=-~> o. 
tais que: 
Se definimos ç*(f) = lim 
Pr 
está claro que 
i,;.* = p • ?;; , e é. linear por ser r; quase linear, ainda define 
uma aplicação contínua de no espaço métrico comple t o 
x, p: estamos em condições análogas à extensão estabelecida na pri-
meira fase e podemos construir o seguinte diagrama comutativo; 
.104. 
r* X ----------~0-----------? 
€,,. ~
p 
~X 
r 
I s 
Visualízando as duas extensões: 
11 li 
.105. 
C é simultaneamente denso ern Ep (g®P) .'! , !! Ci,J.v! e em 
tP(a) p; e a aplicação 
w '"' M' - ~ r* = p r ·r . o• é simultaneamente continua com 
respeito aos pares de topologi"as gerados pelas normas e pelas Qistãn-
ciasí o teorema da extensão passa a ser um caso particular do teorema 
de prolongação por continuidade 1 de aplicações definidas sobre conju.!?:. 
tos densos de um espaço topolÓgico e com valores em um espaço mét:rico 
completo. 
Quando g é contím.m a esquerda, combinando os teoremas 
2.3 e 3.1, teremos o.~a 
Teorema 3~5 : Se p E~ (g®P) ~ M é (f) ~ f..im ç(S(1T,f:}) 
Ep' (P) 
(6,6*) + (o,o) 
E dos teoremas 2 . 4 e 3. 3 depreende-se o ... 
Teorema 3.6 : Se ç {f) = lim Ç(S(1T, f)) 
Pr 
(6,0*) + (010) 
E em qualquer caso com g monótona nao decrescente 
teoremas 2.6 e 3~1, o 
c• con~..lnuo 
Teorema 
q.t.p. 
ç (f) = 
3.7 : Se f s Ep(g®P)M e 
D, mg e n sao 
Hm ç(S (n,f)) 
Ep' (P) 
" i· +o 
>i 
partições 
E do teorema 2.6 e o 3.3 o .•• 
Ep 
-
limitado 
de Cauchy,: 
.106. 
dos 
e x;P 
Teorema 3.8: Se f s E~(g}M, fw s R igj q.t.p. D, P e 
·rr sao partições de Cauchy: 
r, (f) lim r,;{S('IT,f)) 
Pr 
rr 1 -+ o 
Comentários finais: 
Resulta curioso que a continuidade de z;; em relação as se-
minormas em [P(g®P) e em Cp(P) é quase suficiente para implicar a 
.107. 
a cont:.inu.idade de r,; com relação a p e p • Uma implicação intui-
tiva que não é F em absoluto, evidente e tampouco imedia·ta~ ~. Essa 
implicação foi. alcançada com uma desigualdade do tipo (3.13) ou (3.14) 
e, para a obter usamos não só a continuidade de ' - -em re ....... a.ça.o as se-
minormas e a relação estandarizada entre vários tipos de conve:!"gên-
cia nos espaços de probabilidade, como tarnbém·, a muito modesta e qua-
se desapercebida condição (3.7)! 
O teorema de extensão quando g é continua - é iqualmen t e 
v.G.lido se em lugar de considerar r, àefinída sobre t , M F a con si-
·Lr ~ 
dc1:armos definid;.ot sobre os processos contínuos e limitados, '~?erifi~.::a~ 
ê.o N ••• ou ainda, sobre qualquer conjunto de processos cuja ade-
rência, com relação a li 1i cubra 
" "p' S::.e,M (Naturalmente, por (3.22), 
a aderência com relação a P também cobrirá 
€..e. ,M) e, teremos 
sur1or a condição {3. 7) verificada sobre o con-junto denso al·ternativo~ 
Para obter a extensão de ç a que 
es·ti vesse definida sobre r;: e que fosse contínua com relação 
-.t,M 
n e p. f.1as é convenien·te, nas integrais es·tocásticas, e suas aplica-
ções, dispor em alguns casos de um limite mais rico que o li.mi·te em 
probabilidade* .. Ainda que seja só para poder empregar a palavra es-
pera:nça •. ~ 
.lO 8. 
CAPÍTULO IV 
APLICAÇÕES DO TEOREMA DE EXTENSÃO I' 
A INTEGRAL SIMPLES DE McSHAt.TE 
INTRODUÇÃO' 
Vamos estudar a integral estocástica de um processo f 
com relação a um processo integrador z, ambos adaptados a uma fa-
mília crescente de a-álgebras tFt, tE D, sendo que Z veri.fica 
ainda: 
IE [(Z(t,w) - Z(s,ID) )/1F8 ll < g(t) - g(s) 
( 4 .l) 
E [(Z(t,w) - Z(s,w)) 2 I (1" 8 ] < g(t) - g(s) 
sendo g: D ---> R, uma função monótona nao decrescente e contí 
nua em b. 
Estas condições são do tipo das pressupostas por McShane 
em {18) e em (19). Em (18), onde a integral prolonga-se até um 
estudo básico do cálculo estocástico, e.-rnprega-se uma g linear, co 
brJ.ndo já os importantes exemplos do Movimento Browniano e dos p~o 
cesses de Poisson .•. Em (19), onde se pressupoem condições 
maJ.s gerais, restringe-se em contrapartida o espaço dos proces-
sos integráveis. . . Em ambos trabalhos, a int.egral é definida co-
mo o limite de somas de Riemann Itõ-retardadas, no sentido que vi 
mos no capítulo II. 
> 
.109. 
Veremos a exi.stência da integral como um exe.mplo de apl_:!_ 
caçao do teorema de extensão estabelecido em III. 
Como vimos no capítulo II, quando g'é contínua a es 
guerda, as partiçÕes Itô-retardadas definem processos adaptados e 
er:1 escada que aproximam tL'TI. dado processo. A aproximação da in te 
~--:rral mediante somas de Riemann Itô-retardadas aparece corno conse 
quência da continuidade da integral, do dito teorema de extensão e 
dos teoremas de aproximação. 
EXIST~NCIA DA INTEGRAL SIMPLES: 
HcShane (19} prova uma desigualdade, que chama "lema 
fundmnental" e que lhe serve de base para estabelecer os teoremas 
de existência da integral/ Usaremos também esta desigualdade para 
funda!nentar a existência da integral nas condições (4.1) ~ 
O citado lexna estabelece: Sejam (F 1 , w2 , - cr'm a-subál 
gebras de Cl. Sejam u1 , u 2 , -Um' 
tais que V k < m as variáveis 
~l' -A , variáveis aleatórias 
m 
.110. 
são~k-mensuráveis. Sejam c 1 ,---, Cm' o 1 ,---, Dm números re-
ais positivos tais que 
Então: 
( 4. 2) < 2 
I donde os valores oo sao permitidos para i1 
Seja f E E.e;w 
f(t,W) = 
n 
l: 
i=l 
u. (w)XJ 
l i 
Definimos: 
(JD fdZ)' (w) = 
com 
i < n 
[ t ' t J n n+l 
a = t 1 < t 2 < - < t = b. n+l 
Assim definida, a integral é uma aplicação linear: 
.111. 
posto que Ui são variáveis limitadas e, 
r , z _ 
J ~ ti+l Z )
2 dP=E[E[(Zt -
ti i+l 
E estamos em condições de aplicar a desigualdade (4.2) com~.=Ft, 
~ i 
D. = C. = g ( t. l) - g ( t. ) , 
l l l+ l 
que nos dará: 
r 
'4 3) li í 
" • ! , I 
'D 
fdZII 2 
.c (p) 
< 2 
n 
l: 
J=l 
n 
{ l: 
J=l 
mas, 
1/2 
(g(tJ+l) - g(tJ))) 
·[g(t ) - g(tJ)] l/2 i J+l 
e, aplicando a desigualdade de Schwartz temos: 
rn 
< { L 
J=l 
1/2 
-g(tJ))} •(g(b)-
que substituindo em {4.3) nos dá: 
e 
' " I 1' I! 1 fdZ :i 2 ;D t (P) 
m 
( I 
J=l 
1/2 
< [2(g(b)- g(a)) + 1] • 
1/2 
g (a) l 
dg (t) 
r lf(t,wl 1 2 d P(w)] dg(t) = 
)~ 
il f li 2 
x2 (g®Pl 
e finalmente 
l/2 
(4.4) fdZ il 2 t (P) 
< [2(g(b) 
-g(a)) +1lllfll 2 t (g®P) 
.112. 
que implica a continuidade da aplicação I , que, além disso, por 
sua definição, verifica a condição (3.7) ... 
.113 .: 
gar a 
Pelo teorema de extensão a integral poder-se a prolon-
como um limite em t 2 (P) e, a l~(g)M como um limi-
te em probabilidade. 
Mais corretamente: 
Se com lif-f li --o, 
n g2(g®P) 
pelo teorema (3.1): 
r fdZ r = ;im I f dZ J t (P) J n 
e o E :C~(g)M (fn) c 2 tais que J \f-f 1 2 dg Pr O, se, e 
-
~ t,M D n 
pelo teorema ( 3. 3) : 
r 
= lim 
Pr 
I f dZ .• 
J n 
E a existência e construção de tais sucessoes já foi estudada em 
r I J. 
A seguir, atualizamos uma tábua com as p~opPiedades da 
.,:ntegral, a maioria já demons·tradas em [II]: 
-- Por (4.4) a norma da aplicação 
es·tã acatada por: rr f rr :: 2(g(b) 
integral; f :.t2 (g0P)M --'> .t 2 (P), 
l/2 
- g(a)) +l 
Se 
n(tü) = S{w) 1 
Se 
[ teorema 2 .1] 
n EG.,aeS 
o 
r 
versoes de JD fdZ e 
.114. 
r 
J hdz D 
V wE n1 [teorema 2. 4] 
= 
r 
J fn dZ D 
2 f E !. (g0P) M' 
r r 
!f-f i 2 dg dP -> I JD Jn 
n ·U 
ID 
' ,2 lf-fn' dg ?r --> o 
pr 
o 
• r f dZ 
Jo 
ID 
= ID f n 
f 
[ teorema 2. 3]. 
·r dZ > 1 fdZ 
n J: 2 (P) JD 
0 dZ 
Pr >I D fdZ 
P r f I J fdz I > , l < Pr f f I f 12 dg > r/21 + 
D 
i12 [2(g(b)- g(a))l/2+ l] 
2 
E 
e também: 
' 
Pr fdZ i > c ] < Pr dg ~ r/2 ] + r
112 ~(g(b)-g(a))l/2 +1] (l+s) 
' 
[desigualdades (3.18) e (3.19)]. ,. 
> 
.115. 
E se f,g E t 2 (g®P)M as desigualdades anteriores podem ser melho 
radas colocando: 
Pr dg >- r l em lugar de r 2 Pr [ J I f I dg > r/2] 
-- A prolongação da integral a 
e - 1 como ~unçao com va ores .C 2 (P)ou X, é urna função quase linear. 
Os produtos 
------> 
_ _;_f_> X :X 
passam a ser aplicações lineares contínuas. 
TEORJ~.:PA [ 4.1]: Seja f E !:(g)M e U = .Uüü), variável aleatória 
acotada, mensurável em relação a <F a, então: 
fu fdZ = U ffdZ 
De fato: Se f E El,M'o deduzimos da definição da integral. Seja 
f E Sejam {f)Ct_lM 
n ' 
dg pr "' O 
tais que: 
f dZ 
n 
Pr r 
jD fdZ I 
. 
e posto que u e limitada: 
Se IU(OJ) I .2_ K, 
teremos que: 
r 
iUf -
' 
' -
'D 
• 
' ' = j tUf-
D 
r 
= lim u Jo 
Pr 
Uf 1 2 
n 
f dZ 
n 
CASOS ESPECIAIS: 
dg < K2 
r 
= uj fdz. 
D 
r 
Ui fndZ Jn 
\lw E Q 
f lf- ,2 f I 
D n 
o 
19) Suponhamos que se verifique, para 
( 4. 5) 
Pr > uJn fdZ 
dg =" 
a < s < t < b 
Uf dZ 
n 
.116. 
Neste caso a integral de Q~ processo 2 f E L (g0P)M tem 
esperança zero. 
Se f E f_.e,M~ r fdz )D 
r 
E [' 
JD 
( 4 • 6) 
( 4 • 7) 
fdZ ] = EE[Ui (zt. zt ) J = 
"+1 i 
= l:E[E[U. (Zt Zt)/a;>t] J = 
1. i+l l l 
= l: E[ Ui E [(Z" zt_)!wt. ]] = 
'"i+l l l 
=l:O=O 
---> o = JD 
fdZ = .lim f 
.C"(l') J D 
f dZ 
n 
E 
JD 
-.,..---;> 
gl (P) 
f d z = 
Além disso, Vf E 
r 
E fj D fdZ/a;> a ] 
r 
i Jo 
lim 
fdZ 
E J f 
D 
2 l (g®P)M' 
= o 
=> 
d z = o 
n 
.117. 
De fato: Seja U, variável aleatória acatada e mensurá-
vel em relação a <F a ~ U f E t 2 (g0P)M e, como acabamos de ver 
e, pelo teorema (4.1) 
E r UfdZ = O = 
'D 
= E[E [uJ fdZ/<F ]] = 
D a 
fdZ] = 
E[ U E [ r 
Ju fdZ/<F all 
.118. 
r 
mas E[! fdZ/~a] é uma variável mensurável com respeito a ~a e 
'D 
tomando U = X 
.A com 
AE<F 
a 
f E[Jr fdZ/IF) dP = O A D a 
fdZ/<F J " O. a 
29) Suponhamos agora: 
E [ (Z t - z ) /<F] s s· 
( 4 • 8) 
= 
teremos: 
D 
\riA E (F 
a 
=> 
E r ( zt - z ) 2 I <I! 1 = g(t) - g(s) s s· 
m 
JD 
m 
Seja f E l,M' f = E U. XJ , fdZ = I i=l 2 i i=l 
,( 2 m ) ) 2 fdZ (f = E [ l: U. (Zt - zt. = ! !i 
.[2(P) Ju i=l .1. '+, 2 • 2 
Va < s < t < b 
ui (zt - zt ) 
i+l i 
m 2 ) 2] ); E[U. (Zt -z t. i=l l i+l 2 
mas se i I J, i < J 
E[U.UJ(Zt - Zt) (Zt -
l í+l i J+l 
~ E[E[U.U,(Zt - Z, ) (Zt 
l '-' i+l '-i J+l 
portanto: 
'I r 
ii j D 
m 
z 
i=l 
fctzll = 
m 
E 
i=l 
2 
E[U. (Zt 
l i+l 
m ~ l: E(Ui)2 (g(ti+l) - g(ti)) = 
i=l 
,, '12. 
''f I 2 t (g0P). 
zt l /!F t JJ ~ o 
J J 
.119. 
Portanto a aplicação integral f : E!,M ------> t 2 (P) teria norma 
l, que como vimos em [II] coincidirá com a norma da aplicação ex-
tendida: 
.120. 
e que será, portanto, uma isometria. 
APROXIMAÇ0ES DA INTEGRAL: 
LEMA 4.2 - Podemos escolher uma versao da integral tal que, Vf 
n 
em escada, f E 2 ! (g) M' 
" ' 
f(t,w) = ); U. (w) 
i=l l 
r ( J fdZ) (w) = n l: 
i=l 
U. (tü)[Z(t. 1 ,w)- Z(t1 ,wll l l+ ' 
DEMONSTRAÇÃO: Consideremos: 
fN{t,w) = X(-N,N) {f(t,w)). 
Pela definição de L~(g)M =;> f f 2 dg < 00 
D w 
x[t, t. ,(t) tenhamos: 
l' J.+Y 
cr.t.o. r1. ,P 
' . 
f ( t) 
"' 
< 00 a.t.p .. D, m ==;. g q.t.p. D, P, 
--> 
-> 
=? r [f -
i D 
r 
=> JD fdZ = 
fw(t) q.t.p. D, m g e 
J
r I f - f I 2 ctg -> o • 
D N 
f 1 2 dg 
pr 
N 
> o => o 
r 
lim I f dZ • 
Pr 'u 
-N 
,, 
N-+oo -<> 
(pelo teorema ( 3. 3) ) 
.. 121. 
mas, fN e limitado e, pela definição da integral, 
li 
I jx i=l (-N,N) 
algtun ! Ui (w) I pode ser oo , ou bem no conjunto de probabilidade 
zero em que não existe 
= 
= E[E [(z, 
"i+l 
= E(Z - Z ) 2 
ti+l ti 
< E(g(t. 
1
J - g(t,J) =O 
- l+ ..... 
zt - zt. = o q.t.p. Q,p 
i+l ~ 
jX(-N N) U. (rD)} [ Z(t.~1 ,ur) - Z(t. ,w)J = 0 ,_ '). l l' l 
Portanto: 
n 
E U. (w) (Z (t. 
1
,w) - Z(t. ,w)) q.t.o.rl,P l l+ 1. .. -i=l 
= 
= 
_FI:"'--> 
n 
L 
i=l 
u. [ zt 
1. i+l 
e 
( fNdZ ---> ;( fdZ, que demonstra o lema. 
JD 
Pelo teorema 3.5 : 
r fdZ 
JD 
mas se Tr = [t., t. ,ll 
J. l.+,.,.. 
S(n,f) = f,xJ. 
~ ~ 
rD S(n,f)dZ = l: 
Portanto obteremos: 
Seja f E 
= pelo lema 4 ._ 2 
• ( z -
ti+l 
= S(n,f,Z) 
S(rr,f,Z) 
(ô,o*l -> <o,oJ 
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Pelo teorema 3.6: 
fdZ = lim 
) D Pr 
r r S(n,f) dZ = 
'n 
{ó,ó*) + (0,0) 
lim S{rr,f,Z} 
Pr · 
(ô,ó*) ~ (0,0) 
Resultados estes que podemos resumir no ... 
TEOREHA 4.3: 
.12 3. 
' 
JD fdZ é o limite em .t 2 (P), respectivamente em probabilidade das 
somas de Riemann retardadas S{rr,f,Z}, quando (0,6*) + (0,0). 
O teorema fundamental de McShane de existência de in te 
gra.is estoCásticas aparece como uma consequência do teorema 3.7. 
TEOREMA 4.4: Seja e2 ( ) ,2 ·'·'2_ f € ~ g ~ P M um processo ~ - limitado e 
L 
contínuo q.t.p. D, mg com g monótona não decrescente; ou seja que 
a função 
t 
é limitada e contínua q.t~p. D, mg. E seja 
~={a= t 0 < t 1 ... < tn ~ b} partição de Cauchy de D~ 
Se verifica que: 
n r 4 
r S(n,f,Z) = E f !zt - zt. 11 > fdZ i=l ti-l L i L2 (P) ~- . 
'o 
I" l + o 
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DEMONSTRAÇÃO 
cada 
Para cada partição n consideramos o processo em es 
n-1 
S(TI,f) = E 
i=l 
+ ft . X 
n-1 it 1 , b] - n-
S(n,f) é um processo escalonado e adaptado que, portanto, verifi 
ca M. Pela definição da integral 
r S(TI,f) dZ = S(w,f,Z) ) . 
D 
e pela continuidade da integral, o teorema 4.4 resulta numa conse 
quência da convergência 
li • I I I 
1 
f- S(w,f) l!,eZ(g Q P) ----:> o 
lrrl > O 
que foi estabelecida no teorema 2.5. 
Como consequência dq teoY.ema 3. 8 e do lema 4.2 obtemos o 
TEOREMA 4.5 Seja f e .C~(g)M tal gue 
Então: 
f € R[gJ q.t.p. n, P ; {n} partiçÕes de Cauchy. 
w 
S('if,f,Z) 
--;;;::;:--> f fdZ Pr 
D 
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TEOREMA 4.6: Seja f € t. 2w{g)M um processo com trajetórias de va 
riação limitada q.t~P· n, P e Z um processo de trajetórias contí 
nuas q.t.p. n, P verificando as condições {4.1). Então: 
(w) = f d z 
w w 
í 
JD 
f d z 
w w 
representa a integral1 existente no sentido de onde 
~iemann-Stieltjes,da trajetória f de variação limitada com rela-
w 
ção à trajetória contínua Z • 
w 
DEHONSTRACÃO: fw àe variação limitada e g contínua => fw e. R:gJ. 
Seja {Trn} urna suces~ão de partições de Cauchy com !rrnl -> O~ 
Pelo teorema anterior 4.5 
--~P~r--> J f d z 
D 
e existirá uma subsucessão{'rr -1 
nK 
tal que 
S (~ , f, Z) (w) 
nK 
---> (t f d z) (w) q.t.p. Q, P 
f, Z) (w) ----:> 
o que prova o teorema . 
.• 
.126. 
Nas condições do teorema 4~6 se deduzem os seguintes Corolários: 
19) Como para os processos em escada e limitados se veri 
fica que 
= 
DOdemos escolher uma versao da integral tal que para todos os pr2 
cessas com trajetórias de variação limitada (J f d z) (w) 
D 
= v w e n 
29) O resultado anterior proporciona uma definição alte~ 
D 
nativa da integral: no capítulo I vimos que V f e !M (q ® P)M. 
sendo 
i I I I [! li '' ---->-o li 
J!'(g®P) 
h--> o 
= Jt f(s,w) da(s) ah (t) e 
fh (t,w) = O sobre o conjunto desprezível de trajetórias em que 
f\t
1 
nao fosse integrável. 
Assim sendo, fh tem suas trajetórias de variação limita 
da e pelo teorema 4.6 e o corolário 19 
.127. 
(f - z) (") t -f h d = (fh) d z w w D 
e pelo teorema 3~1 
J f r -d z = ' . f, d z ..c.lffi JD ,, t.2(P) D 
h + o 
VERS~ES ESTRITAS.-
.. 
Seja g contínua, monótona nao decrescente f e Lw (s)M 
< K(w) (g(t)-g(s)),com K(w)~O} 
Vrunos provar primeiramente que V -w € ü 0 , -r: w e R [zWJ 
Com efeito: 
Se w e n0 , zw será de variação ·limitada e podemos falar de ·int~ 
gra.ts com relação a Zw como limites de 'somas de Riemann-Stieltjes~ 
Seja V {t} a função "variação total de z sobre o intervalo [a,t:~". 
"wl w 
g(t) - g(s.} implica que 
v s < t, v (t) -V (s) 2 K(w) (g(t) - g(s)) 
w w 
Para provar que f e R fz .,j bastará provar aue f,-.• e R r v l w -v1 ,. -"i'r 
Seja TI uma partição de D : a = t 0 < t 1 
m1 , r-11 inferior e superior de fw em [t1_ 1 , t 1] 
< t == b 
n 
e 
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n 
E (Mi -mi) 
i=l 
e a integrabilidade com relação a Vw se deduz da integrabilidade 
com relação a g. 
Pelo teorema 4.3 existe uma sucessao de pares 
1 
e ó* < :::.. , 
n n 
tais que se nn sao partlções Itô-retardadas adaptadas a 
(ôn, O*n, g} , S(lfn' f, Z) > J f d Z 
Pr 
D 
Além disso: Se rr = {(A1 ,t.) 1 A.= rt . ..,,t.i , i=l~,..K} n ~ ~ ... ~-..... J..-
pode.mos redefinir -r 1 = t 1 , pois a nova partição continuará 
tando-se a (ôn' ó*n' g). 
ad.a~) 
-
Seja agora n*n a p~rtição de D resultante de considerar 
n junto aos intervalos necessários, de medida inferior a l , 
n 
pa 
n 
ra cobrir D. Existirão certo N e Q com Pr(N} = O e uma subsuces 
são {TI } tais que se w ~ N 
nK 
Has TI* diferencia-se de rr num conjunto de intervalos de g-m~ 
nK nK 
CEda global inferior a ó* 
n ' K 
que unido a desigualdade 
g(t) - g(s) i 
•. 
implicam que S(n* 
n ' K 
f, Z) - f, Z) < 
< sup I f (t) ! • w ' K(w) õ* -> 
"K 
o 
t€D 
K --> oo 
Portanto V w f!- N => S(Tr* f, Z) 
n ' 
e se w e 0 0 => S(1r* n ' K 
Chamando F(w): 
K 
K -> oo 
f, Z) (w) z ) 
w 
se w e rto 
--> 
(f f d z) (w) se w ~no 
D 
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f d z 
w w 
F = f f d Z q.t.p. Q, ? e podemos tomar F como 
D 
o valor sobre f de uma versao da integral. 
McShane, considerando g = K ~ i, cha-ma a estas ver soes -
,. 
.130. 
de "versões estritas". 
Para o importante caso do Movimento Browniano, as traje 
tórias são de variação ilimitada q.t~p. n, P e portanto as "ver 
soes estritas u não existem. 
POSSÍVETS VERSÔES ·OE Z.-
Sejam Z, Z* dois processos estocásticos adaptados e e 
quivalentes, ou seja: 
v t e o zt 1 z~_t sao (F t -mensuráveis 
7 = Z* a t n ~ P 
'"'t t .. • • .. • :.o ' -
Se a definição trivial de integral para processos de tQ.,}1 propor 
ciona uma aplicação 
E 
" 
f 
> J f d z e gP' (P) i ,M_ 
D 
(\ 
gP (g ® P)M 
contínua, tru~bém fará sentido e será contínua a aplicação 
f > JD f d Z* 
po:i.s, pela definição da integral sobre E~ M' deduzimos que 
x.. ,~ 
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f f d z• D = t f d z q.t.p. n, P 
Nestas condições o teorema de extensão proporcionará 
uma mesma integral estocástica, Com efeito: 
tp(g)M e ' L v ç e {fn} C Í:~ Ml I f - fnlp d g > o " .,, ' ' Pr 
=>f f d z e lim Jfnd Z = lim t fn d z• =f f d Z* Pr Pr D D D 
Mais concretamente: ' Se z é um processo que verifica as condições 
(4.1) e Z* um processo equivalente a z, como as esperanças condi 
cionadas estão definidas a.t.n., Z* também verificará as condi-
"" -
ções {4~1) ~ Se ambos z, Z* são adaptados, proporcionarão uma mes 
ma integral estocástica . 
. , 
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CAP!TULO V 
APLICAÇÕES DO TEOREMA DE EXTENSÃO: 
INTEGRAIS INDEFINIDAS E ITERADAS 
Integrais Indefinidas.-
Consideremos uma função g: [a, bl ------> R, monóto-
na, não decrescente e contínua. E ainda um processo adaptado Z 
tal que para todo [s,~ C [a,b] a definição da integral sobre 
E~M , ou seja: 
J;!'(P) 
proporciona uma aplicação. continua e de norma majorada por uma-
certa constante C > O como se segue: 
ffdz .: c {ÉJf,JJ dg}"" I ., •' "'<.'CP) ·~ i:'(P) ' \f \)l,t) c [a,bJ 
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Naturalmente o teorema de extensão garante a existência da inte 
gral sobre os espaços mais gerais 
c x, e 
Sejam: f E r' (g) , tE [a b) • f I 
w M ' ' ~[a •13 as 
restrições de f aos intervalos ra,tJ, [t,b] 
Teorema 5.1. 
(5 .1) fk[a,t;J ' f lct,bl e r! (g) M w 
~dZ ~ f:)( ê·tl dZ q.t.p. n ,P 
(5.2) [!>,~ [a'~ 
ydz = ~X [b,b) dZ q.t.p. n ,P 
[t' li] [a, li! 
( 5. 3) fdZ ~ fdz + ydz q.t.p. ~ ,P 
!il,li] (!>,tj [t' J:iJ 
Demonstração: Para provarmos {5.1) passamos a verificar que 
; bastando para tanto mostrarmos que 
Seja t', t <;; t' <h e A um boreliano, A C R: 
! -1 
f l[t,t•J (A) r -1 = Lf l[a,tj 
I -l f >[a, d (A) € 1Ft' pois f 
Reduzindo-se\o problema provar que: 
H f1 [[t,tj l xfljEMg[t,tJ .. fft, 
X fi ] 
verifica 
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O conjunto de H's 8 Mg[a,t'J 0 Ft' com a propriedade acima -e 
uma o-álgebra que contem os produtos V x Bonde, ~E Mg(a,t'J e 
B E Ft. A propriedade será válida, portanto, para a a-álgebra g~ 
rada por esses produtos, ou seja: Mg[a,t'J 0 Ft' ••• 
Para provarmos (5.2) consideremos t E (a,b) poi~ p~ 
ra t = a,b a igualdade é evidente. 
Sejam f . n . 
com jJf-fn( dg -~-o 
[a, t] 
* e definamos { fn } 
f* 
n 
por sua definição 
tais que: 
[a ,b] x n R, 
* fn (s ,w) 
fn• 8 t_ ~ ,M 
q. t.p. n ,P 
* f ( s ,w} = o ' s "t n 
= fn (s,w), s <t 
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Para obtermos (5.2) basta agora aplicarmos o teorema 3.3 
jf- ft dg 
1!',13 
li 
~f ~[à,\J r - f n 
[a,b] 
mas por sua definição 
as igualdades (5.2) 
Finalmente: 
( 5 • 4) f = 
Todavia, por ser g 
11 f Lttl ip dg ,bl 
O, q.t.p.n, P='>lfdZ,;, 1' lim. f dZ Pr @,~J li'' t] 
dg~[f Lta,t} dZ 
,lj 
+ 
contínua 
= o =O> I f ~tt'l az 
~,b) 
= f· lim. f dZ Pr [a,~ 
resultando 
O, q.t.p. n,P 
e (5.3) resulta de (5.4) e da quase linearidade da extensão. 
Definição.-
para {t,w} E D x n , é a integral estocástica indefinida. 
I 
Teorema 5.2. A integral estocástica 
adaptada que é um processo continuo 
indefinida admite uma versão 
p 
em probabilidade. Se FEl. (goP)M 
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p 
o processo integral é além disso ! (P) - contínuo ou seja, conti 
nuo como função 
/f ' ' ta,b] ~ y' (P) 
(/f )(t) ~ fdZ t ~·· (P) 
~ 
Demonstração: fn E E fndZ Pr fdZ Sejam l,M 
t] i t] 
Existirá uma subsucessão convergente q.t.p. n, P ou seja 
/ :"J< dZ -----'>lfdZ 'J [a, t) q.t.p. n,P. 
Mas, pela sobre E!l..,M , e sendo e 
processos 
definição da integral 
adaptados,ff dZ 
nk 
será mensurável com relação 
Q"t 
[a,tj f 
; consequentemente a f dZ 
[a, t] 
será mensurável q~t.p. 
com relação a ~t e poderemos escolher uma versao mensurável. 
z 
a 
Por ser g contínua e pelas desigualdades {3.18) ou (3.19) se-
gue-se que: 
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i jq[t' ,t"J lp dg o, q.t.p.n ,P. 
[a,~ t'' t' 
>f I f l [t •• t. ·1! p Pr dg o 
[a,b] t'' t' 
( 5. 5) lf ~[t' ,t' 'J dZ Pr =I fdZ = Ft" - Ft' o 
(a,b) [t' ,t"J tI f --+tI 
Finalmente, se f E ,P -~ (g 8 P)M entao: 
I f dZ [t' ,t"] p CP J~ftllp dg(t) c• (P) fj:' 't •') CP' (P) 
e novamente pela continuidade de g: 
o 
t li tI 
t".,. t' 
Analogamente provar-se-ia a continuidade a esquerda e com ela o 
teorema 5.2. 
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Variação quadrática de um processo.-
Suporemos processos integradores z que verifiquem as 
' 
condições (4~1} com relação a uma função g monótona não ' decres 
cente e conti~ua. 
sejam [s,tl C [a,bl e ~ = {s = t 0 < t 1 < ••• < tn=t} 
uma partição de [s,~ • 
ou seja 
Consideremos a variável aleatória 
n 
.E 
±=l 
v(w)= Z(t,w) 2 -· Z(s,w) 2 
~ 
Pelas condições 4.1, com g contínua, o processo z é 2 .C - conti-
nuo em [a,b) e pelo teorema 4.4 temos: 
2 Jz dz n [ (P) ~ zt ( zt. - z ) i=l i-1 1 ti-l 
ts, t] 
\1ft + o 
As variáveis 2 l Z5 E r (P) 
2 
pois Zt <; C (P) \f t <. (a,b) 
Portanto: 
"(5.7) v~ _____ _,.. 
1 TI f + o 
2 2 1 Z - Z - 2 Z dZ t s 
(s, tJ 
emri(P) 
Denotaremos esse limite como V[s,tJ e o chamaremos "variação qua 
drástica de Z no intervalo [s,t]" 
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Pelo teorema 5 e 1 , . V ts, t) = v -ta,b) v ta ,s) q.t.p. SJ, p 
Pelo teoremà 5~2, Vta,t] possui uma versão adaptada .. Além disso , 
é uma submartingala com relação as cr-subálgebras {~t} , pois se 
~ = { t 1 } é uma partição de [s,t] 
(5. 8) 
= lim.E [r 
l:l(P) 
\~1 + o 
= 
o 
1 (aplicamos aqui que para qualquer sucessao { x n } c ! (P) 
quer cr -álgebra O?, x n > x ==l>Et' n/d'} .. t[x· 11F J J 
!l(P) !l(P) 
Pelas condições (4.1) 
(5. 9) = lirn.EE [[zt 
1:1 (P) i 
lnl + O 
,!f lirn. 2: (g(t1 ) - g(t1 _ 1 )) = g(t) - g(s) 
1:1(P) 
\TI\ + 0 
e qual-
No caso especial do Movimento Browniamo demonstra-se (Doob(S)} que 
v = E(Zt- z ) 2 = k(t-s) com k·>O [s,t:J. s 
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Variação conjunta de dois processos.-
Dados dois processos Z, Z' verificando as condições 
(4.1) e uma partição n = {s = t 0 < t 1 < ••• < tn = t} de :[s,t] c [a,b] 
podemos definir: 
n 
E 
i=l 
1 2 
V G c (P) pois os fatores pertencem a f (P) 
TI 
e pelos mesmos argumentos iz dZ' -
o processo 
1 
C (P) 
\1ft + o 
ZZ 1 -ZZ 1 -t t s s 
[s ,t] 
vls,t] (Z, z ') vta,t) (Z, Z') - v(a, s1 (Z, Z') 
possui urna versão adaptada, não é 
em geral uma submartingala, mas se pode expressar como diferença 
de duas submartingalas~ de fato, chamando: 
• Z = (Z + Z') /2 
(5 .lO) 
** Z = (Z - Z ') /2 
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JE[(z~- z:)/<F5JI:!i ~ (\E[(zt- Z8 )/a>5 ] J +I E[<zt- Z~)/a>JI) 
!f g(t)- g(s); e E[(z~- z:) 2 /<F 5 ] ~ i' {E [<zt- Z5 l 2,l<F5 } + 
+E[(z'-Z')2/IF1 + t s sj 2E [<zt - z5 ) (Zt - :z~)/0"5}} 
E se A tt'\F , 
s teremos que: 
f(Zt - Z )(Z'- z') dP ~ jx (z ~- Z)(Z'-Z') dP 
" s t s A t s t s Sl A 
r [i XA(Zt- r [f A (Zt-~ Z5 ) 2 dP Z~) 2 dP ~ ]~ 
[[E[<zt . JE [<zt: - Zs)2/1FsJ dP - Z')2/(F] dP ,:;; s s 
A 
" 
Pr (A) (g(t) - g(s)) 
ou seja, V A "' <F :::::;::. 
s -
'1 
-(g(t) -g(s))~ J: zt-Z 5 ) (Zt-Z~) dP,;; Pr (A) A 
6 g(t) 
- g(s) =::>\E[(zt-Zs) (Z~-Z~)/<F51 \6 g(t) - g(s) 
E portanto 
** E, procedendo analogamente para Z , podemos afirmar que, se 
• ** z, Z' verificam (4.1} ==> Z , z verificam (4.1} 
e V[t1_1, tJ c [a, t] c[a,b], 
** ** 2 
- ( z -z ) 
t. t. 1 ~ ,_ 
(Z -z )(Z' -Z' )=( 
t. t. 1 t. t. 1 l l~ l l-
* * )2 z -z ) ·-
t. t. 1 
l ~-
partição " somando para todos os intervalos de uma 
mando limites em .t1 (P) quando l1rl -> O teremos: 
(5.11) vta,t.] (Z,Z') 
Finalmente de (5.9) e (5.11) deduzimos que 
(5.12) 
6 2(g(t) - g(s)) 
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de [a,t] e to 
Integrais Iteradas.- Sejam Z, Z' dois processos ver! 
ficando (4.1) e Seja V{t,w} o processo "variação conjunta de Z, Z'" 
já definido. 
Definição.- Dado f E €.-t,M chamaremos integral iterada de f com 
relação aos processos Z, Z' à integral simples com relação ao pro_ 
cesso V ou seja: 
f f dZ dZ' 
[a,b] 
A definição é coerente pois as distintas versoes da "variação cog 
junta" são processos equivalentes e, corno vimos no Capítulo IV 
' 
processos integradores equivalentes dão lugar a uma mesma integral 
estocástica. 
Teorema 5,3,- A integral iterada 
f; t1,M----~ 
(\. 
[l (g.,P)M 
.143. 
1 1 é contínua com relação às normas de ~ (g ® P) e ! (P) e pode por 
tanto estender-se aos espaços t 1 (g ® P)M e l;(g)M como limite em 
t 1 (P) e como limite em probabilidade respectivamente. 
Além disso, a integral iterada indefinida admite uma versão adap-
tada, é um processo continuo em probabilidade e, se f e ! 1 (g ® P}M 
é também t 1-contínuo. 
n 
Demonstração: Seja f(.t,w) =i~l a1 (w) XJ1 (t) 
com J 1 = ~1 _1 ,t1 ) , i< n 
a1 mensurável com relação a <E't i-l 
<E J\a1 (vt,- vt. lJJ = E E(ia1 11vt.-vt ll= 
" >-1 [1 (P) > i-l 
=E E[la.l s[tvt. -vt. 1/o;'t. ] J < (por 5.11) ~ ~ ~-1 ~-:t 
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o que prova a continuidade da integral. As outras afirmações do 
enunciado r'esultam da aplicação do teorema de extensão e do teo-
rema 5.2 
Como no capitulo IV podemos deduzir as seguintes consequências 
- A norma da integral iterada: 
f C 1 ( g<OP) -------+ 
está majorada por 2~ 
a , S versoes de J(fdZdZ' 
D 
fw = hw 'Vw E Q 0 -> '3 ll,C.no coro.'Pr(Q 1 ) = Pr(~ 0 ) 
ta1 que a (W) = S (W) , "{ W E n1 
[respectivamente ~ 
li f - f li ------> O (respectivamente 
n tl (g®P) 
e i hdZdZ' i 
D 
lfn dzdz' 
D 
1 
(f dZdZ' 
[ (PJ )D [respectivamente em proba 
bilidade] 
r> Pr[llf dZdZ' 
D 
+ 
2r 
E; 
o l 
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- A integral iterada é quase-linear 
- Se f e:··· tl(g)M e u = u{w) é uma variável aleatória limitada e 
mensurável com relação a (F juf dZdZ l = u r fdZdZ I 
. a D )D 
( a demonstração repete os argumentos do teorema 4.1} 
Aproximação da integral mediante partiçÕes.-
Definição.- Seja ~ = { (Tl' J 1 ), ... , (Tk' Jk)} uma 
partição de [a,bJ de Cauchy ou ainda Itô-retardada adapatada a 
* * (ô, ô , q) com ô > O e ô: [a,b] --------> R, ô > O q.t.p. D, Mg 
Definimos as somas de Riemann iteradas como: 
. 2 
e S(rr, f, Z ) = S('IT, f, z, Z) 
O enunciado paralelo ao teorema 4.2. é 
Teorema 5.4.- Se,f e 
. J:f dZdZ' é o limite em c1 (P)- respectivamente em probabilidade 
D * das somas de Riemann iteradas S(rr, f, Z, Z') adaptadas a (ó, ó , g) 
• quando (ô, ô ) ----:> (O, O) 
E o análogo ao teorema 4.4. vem dado por ••• 
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Teorema 5,5.- Se ftc 1 (g®P.} for c1 - limitado e t 1 - contínuo 
q.t.p. D, Mg e { ~ } representam partições de Cauchy de [a,N , 
então: 
i f dZdZ' = lim S(n, f, Z, Z') C1 (P) 
D 'I nl + O 
Para provar estes teoremas bastará considerar o caso em que z = Z1, 
pois chamando V(Z,Z') ao processo "variação conjunta" de z e Z' , 
• ** e definindo z , z como em (5.10), jã vimos em (5.11) que: 
V(z Z ') 
' 
* = V(Z , * ** ** Z ) - V(Z , Z ) 
e pela definição da integral iterada: 
!: D 
e portanto: 
dZdZ' = ff dV(Z,Z') 
o ~f dZdZ' =~f (dZ*) 2 
D O 
- a igualdade é trivialmente válida para processos em escada e se 
conservaria tomando limites em t 1 (P) ou em probabilidade-. Por 
outro lado, pela sua definição, V~ 
* * ** ** S(7f, f, z, Z') = S{TI, f, Z , z } - S{rr, f, z z ) 
de onde deduzimos que se os teoremas sao válidos no caso Z = Z' 
' 
,serão válidos em geral. 
Demonstração: Sejam -ftcl(g®P)M ,{fn}C~l,M, 7f partição de 
* [a,b] adaptada a (ô, ô , g), V a variação quadrática dez, ~>O: 
(a) r f , .. f ) dv , n 
D 
(b) ffn 
D 
dV- S(7i, 
(c) li S(TI 1 f - f n' z 
E1 (P) 
fn,Z,Z) 
Jf dV- S(n,f,Z,Z) 
D 
+ 
+ 
E l (P) 
z) p 
'r1(P) 
Pela continuidade da integral temos: 
< 
< 
2 11 f - f 11 1 
n C (P) 
e pela densidade de t 1 ,M em tl (g®P)M poderemos escolher 
tal que: 11 f - fn 11 <~/6 ~> (a) _< ~/3 El(p)-
' • 
1\ S(n, f-fn,Z,Z) 11 l ~ •EIZ(f-f) (Zt- Z l 2 1 f 
r (P) n Ti i ti-l 
f T.Ef (f-f ) 
n Ti 
Mas pelo teorema 3.1, S(nd\f-f 11, ,g) 
n c~ (P) 
• li f ~- f li 1 < 
- -n E (P) - S/6 
é uma aproximação de 
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Portanto existem ô1 , ôi , tais que V~ Itô-retardada relativa a 
• 
. <õl' ól 'g) 
(c) "' S (n,llf-fnll ,g) :::_ 1;/3 
Para limitar b), reconsideremos que, por (5.7), V ~O> O, existe 
ó0 > O tal que Vn 
ra,bJ, de tamanho 
={a= t 0 < t 1 < ··~ < tn = b}, partição de 
n 
1,.1 < lio ' 11 v[ b l(Z,Zl-,!é1 (Zt -zt l2111 <~, 
a, ~- i i-1 r (P) 
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Esta afirmaçã9 continuará sendo válida para qualquer conjunto de 
subintervalos disjuntos {[si' s'J} de [a,~ e qualquer união de 
partiçÕes {~i ) destes subintervalos, com 1~i1 < ô0 
De fato: completando as partições ~i de [s 1 , s'~ com partições-
• n j de subintervalos disjuntos 
[a,b), e chamando ~i = { t~}, 
[cj, c' j) para cobrir totalmente -
• ~ j = { t~k }, teríamos: 
li r v, ( z, z) - r r < zt - zt ) 2 11 < 
i ~s1 ,sj_] i k i,k i.,k-1 nl(P) 
11 vr bJ (z,z) - ~r(zt. - zt. )2 - ~I(zt. -z )211 + 
.a, ~k ~,k :i,k-1 Jk J,k tj,k-1 f:l (P) 
+ í; 11 V[c. c\] (Z,Z) -i; I (Zt. -zt. l 2 il f:l(P) 
J J' J . ~ k J,k J,k-1 
* tomando !1T j ] < 6 0 , o primeiro somando será menor que ;~ 0 e faze!!. 
do 11T*j! > O, o segundo somando pode ser feito arbitraria-
mente pequeno~ Portanto: 
111( V[s 5 , 1 (Z,Z) 
, i, iJ. 
(5.13) 
Seja f (t,w) = I a 1 (w) n iti-!-K 
k 
Como vimos no capítulo II escolhendo uma ô 2 (t} = ~ (t - t) X (t). i=l i Ji 
as partições 
dos 
* - -1T relativas a (8 2 , ó 2 , g), sao reuniao 
intervalos J 1 relativas a (ó 2LJ.' ô*2 , g) ~ 
Esta análise de ~, continuará sendo possível tomando 
~ 2 (t) = min { 
k 
:E (ti - t) 
i=l 
de k part!, 
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• • Seja pois 1T uma partição relativa a (õ 2, õ 2 , g), com ô 2 >O 
Chamaremos { ~ } ao conjunto de intervalos de ~ e D - { ~ } ao 
conjunto de intervalos fechados que complementam a partição n pr~ 
porcionando uma partição de [a,b] . 
Seja M = sup{. I fn (t,w) I' tsD, wsn} 
li S('rr,fn,Z,Z) - ifn dV li < 
C 1 (P) 
li S('IT,fn,Z,Z} - ffn dV 11 1 + 11 f fn dV 11 1 
{n) 1,! (P) D-{n} ~ (P) 
Pela continuidade da integral: 
li 2 j11 fn 11 1 dg(t) t c c(P l 
D-h} 
< 2Mm (D-{TI})< g -
~ 11 S(rr. ,f,,,z,z) - ff dV li 
i=l ~ n n_ cl(P) 
{ Tii l 
< k M ~' , por (5.13) 
* tomando <:: 
0 
<!; /6KM, õ 2 <E; /12M, ô (t) = min{ô 1 (t), ô 2 (t)} 
* * * * ô = min{ô 1 , ô 2} e 11 relativa a (ô, ô , g) 
teremos b) < ~ /3 
e 11 Jf (dZl 2 -
D 
S(rr,f,Z,Z) 11 l 
C (P) < 
Seja agora f s c;{g)M e fN os processos .. truncados•' definidos en 
(1.19). 
Como vimos na demonstração do teorema 2. 3 , V E; > O, existe N 
tal que Pr[f- fN to] ::_ 1:/3 
' 
e pela desigualdade (3.18), Vr >O 
Pr [I ~<f-fNr _dv/.::~/3] 2Pr[ !Jf-fNidg_::rJ 
fazendo r ---> O 
Pr[l i(f "'· fN) dV > i;/3] < ~/3 
D 
Portanto 
Pr[ iff dV - S(~,f,Z,Z) I > ~ < 
D 
Pr [ I J(f-fN) dV I .': 1;/3 J 
D 
+ Pr[ I JfN dV - s (~,fN,z, Z) I > 
D 
S/3] 
+ Pr[ls('TI,f-fN'Z,Z) i .': 1;/3] 
(a) 
(b) 
(c) 
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fNs c1;(g®P)M e pelo que já demonstramos existem ô, ô* tais que 
* VTI relativa a (ô, ô , g) 
ti J:N dV- S(rt,fN,Z,Z) ilrl(p) < (1;/3) 2 
e pela desigualdade (3.1) b) < ~j3 . 
Concluindo assim a demonstração do teorema 5.4. 
Passamos a demonstrar o teorema 5.5. 
Seja .f r.l- limitado e rl- contínuo, f* s ( 1 ,M 
ff partição de Cauchy de [a,W 
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li Jt dV - S(~,f,Z,Z) /1 r1(p) < 
D 
lf • li dV- S(~,f,V) // rl(p) + * 11 S(rr, f-f ,V) I! rl(P) + 
D 
• • l // S(rr,f ,V) - S(~,f ,Z,Z) 1/ r1(p) + 11 S(~,f- ,Z,Z) 11\::l(P) 
Pela continuidade da integral iterada e o teorema 2.5. 
v E; > o ,3 61 >0 I I~ I < ô1 ~> 
~> li f f dV - S(n,f,V) 11 rl(P) < 
D 
!'ela densidade de f.a.,M em r 1 (gO!P) , podemos tomar f* C: E l,M 
tal que 
11 f-f* li r1(g®P) < S/16 ~> <li !li :5_ 2)~> 11 L~- f*) dvll rl(Pl<~ 
D 
e pelo mesmo teorema 2.5., considerando que visto ser g contí-
nua f-f* é r. 1 - limitado e r: 1-contínuo q.t.,p .. D, rn g' existe o2 > O 
tal que v~ de Cauchy com 1~1 < &2 
b ·.segundo somando 
• Seja f (t,w) = [ t;,__1' b) 
* M = sup{lf (t,w) I, tE o, w E n), ~={a= s0 < s1 < ••• < sn = b} 
uma partição de [a,~e 
Como yimos anteriormente V ~O > O existe ô0 = ô CS 0> ·> O tal que 
V~ de Cauchy com !ffj < 00 , se verifica {5-13) para qualquer sub-
é<s. 
4 
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conjunto de intervalos. 
* j) S(1r,f ,V) -
k 
= , I:1 11 a. I ~= 1. 
tomando r,0 = ~/4 
Finalmente: 
11 S(rr,f-f*,z,Z) 11 c1(p) < .~E ri (f-f*) I (Z -z ) 21 = ~ - 1.=l ~ s 1 1 s. s. 1 J - 1. J.-
n 
E 
i=l 
E I (f-f*) I 
s. 1' ~-
E f ( z -z ) 2 f (F 1 L s. s. 1 s. 1 1. l- J.- < 
n 
< r, 
- i=l 
que, de novo pelo teorema 
jll f - f*ll c1(P)dg 
D 
:lo 4 > o I TI I < o => 
Tomando ô = min {ôl' 02' 
Se ~ é de Cauchy com 1~ I 
(g(s.)-g(s, 1 )) ~ ~-
2 .. 5 .. , - aproximação e uma 
= 11 f-f*ll c1(g®P) < 
-
s ( "' li f-f*li ,g) < 
ô3, 64} 
< ó 
li lf dV - S ( ,f,Z,Z) !\ c1(p) < t; 
-
D 
de 
U16 
U4 
~> 
CAPÍTULO VI 
ADAPTAÇKO DA FÓRMULA DE IT6 
Primeiramente provaremos a existência de versões 
contínuas da integral indefinida. 
Restringindo a generalidade das condiçÕes impostas 
no Capítulo V, suporemos: 
(6 ,1) g : D ------> R monótona, nao decrescente e contínua. 
(6 • 2) Um processo adaptado z, contínuo q.t.p. n, P, verifi 
cando: I E <zs - z ) I \F" I < K (g ( 6) - g (a)) para 
" 
K > o, y "' e e D, " < s e tal que para algum p, 
1 < p < 00 
' 
Y [s ,t] c D 
' 
a definição da integral este 
tica sobre E: 
.R.,M ' ou seja 
-----> Ep (P) 
proporcione uma aplicação contínua e de 
norma majorada por uma certa constante C~ 
Lema 6.1. - Se h D -----:> R é lipchi tziana em relação a g, o 
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processo Z(t,w) = h(t) verifica as condições (6.2). 
DEMONSTRAÇJ\:0: Se K* é uma constante de Lipchitz e se 
n 
f E €~,M , f= ! a1 XJ. , em escada, definida no intervalo i=1 1 
[s,t], teremos: 
' r 
1, J f d h 
[s ,t] 
I[ n 
I l: 
i li=1 
d g < K* 
~p (P) 
' I < i -
cP(P) 
n 
K* r li a li n (g) 
i=l i Ji 
ll/p 
g! 
I 
cP(P) 
(g (t) -g (s)) 1/q 
< K* li f i I 
rP(g 9 P) 
(g(b) - g(a))l/q sendo 1 + l = p q 1 . 
Lema 6.2. - se f e cP(g ~ P}M , a integral estocástica indefini 
da 
(6. 3) 
r I K lfl 
J [a,t] 
d g + r f d z 
j [a,tJ 
é uma submartingala. 
n 
DEMONSTRAÇÃO: seja f e tl,,M ; f(t,w) = r u1 (w) xrt t) (t) i=l . 1.,. i-1, i 
t, t'e D com a< t < t' < b 
Consideremos a partição de [t, t t] : t < t 1 < p+ < 
.155. 
t' 
Seja [a, sJ um dos intervalos dessa partição e F uma versão de 
(6.3), V(w) = f(s,w) paras € [a,S} 
r l 
EH(F - Fa)I[',]I<Ft] E I (F - F )I[' I = = 
i.. B a. t..J c s 
E[ I '''t] E[v E[<zs- I ['a] " = K tvt (g (S) - g (a) + z ) I l''tj C< 
> K E r /Vi(g(B) - g(a) I <F l - KE[ /VI (g(S) - g (a) I <F t l > o 
-
I tJ -c 
-
e somando para todos os intervalos [a.,S) da partição de [t, t 1 ] 
teremos: 
E r (F t' 
c 
- F ) t I<Ft]~o 
===> F é submartingala 
" lj 
" I n, n 
l> (g®P) 
---> o 
Sejam F, Fn versões de {6~3) correspondentes a f e fn 
(6. 4) 11 r !fi d ) [a,t} 
g - d g IJ = \I J (/fl-lfnlld 
r:P {P) [a,t} 
< (g (b) - g (a)) llq li f - fn 
analogamente 
( 6. 5) liJfdZ-
' ' [ I a.rt: 
zlj ~c/lf-
' p E· (P) 
. 
' 
de (6.4) e (6.5) concluimos que I! 
-
-.=> F e submartingala 
l' 
n 
> Ft} 
subrnartingalas 
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=> 
visto que a convergência em t 1 (P) de variáveis aleatórias imnli 
" -
ca a convergência das esperanças condicionadas dessas variáveis 
em relação a qualquer o-subálgebra. 
Antes de provarmos a existência de versoes contínuas 1 es 
tabeleceremos uma prolongação do teorema 3.4~ 
Lema 6 •. 3.- Seja f e t~(g)l't!"If uma versão contínua da integral 
estocãstica {caso a mesma exista), A e Ol) f(.,w) =O v w e A 
3A* C A com Pr(A*) = Pr(A) If (. ,w) = o·, v w e A* 
DEMONSTRAÇÃO: Seja S o subconjunto dos raCionais de '[a,b}. Pelo 
teorema 3.4, V te S existe At C A com Pr(At) = Pr(A} tal 
que If (t, w} = O , \! w e At. 
Seja A* = (\ A 
tes t 
=> A* C A 
' 
Pr(A*) = Pr(A) 
lf (t, w) = o ,vwe A* 
' 
t e s} 
==> (If)w = o v w e A* 
I f contínuo 
como queríamos demonstrar~ 
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Teorema 6.4. -Se g, z verificam as condições (6.1) e 
(6.2), para todo processo f e Lw(g)M existe uma versão da inte 
gral estocástica indefinida que é um processo contínuo. 
K(g(b) 
s os racionais de [a, b], a=+ 1, hn = 
Pelo lema 682, Wn,a é submartingala. 
< [c+ K(g(b) - g(a) >1/q] I [h I! P ~ 
n E (g OI P) 
-2n 2 
Seja A = {w e I sup{~ (t,w) I t e S) > 2-n ) 
n,a n,a 
Pela desigualdade fundamental das martingalas 
Pr[An,crJ :;: 2n E[$~, 0] < 2-n 
I I h d 2-nl An = {w e sup I· zt > c A u 
' [a~tJ n,l t e s 
21-n [n~K An] 1-n => Pr (An) < => Pr < l: 2 = - - n>K 
Se A=f'. u An => Pr (A) = o 
K n>K 
A n,-1 
2 1-K 
f - f 
n 
e v w f,! A => 3 K I w f,! U An => Vn 
n>K 
(6.6) => H (t,w) = ( J hn d Z) (w) 
n [a,t] 
> K, te s,l f hn d zl < 
[a,t] 
----> o q.t.p. n, P. 
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uniformemente em t. 
Se F, Fn são versões da integral estocástica indefinida de f, fn' 
teremos que: Ft = (Fn) 
t 
Como Sé numerável ••• 
+ (H ) 
n t 
q.t.p. n,P 
V t € S, F(t,w) = Fn{t,w} + Hn(t,w) q.t.p. n, P 
e por ( 6 • 6) , 3 N 1 e ct com Pr (N 1 ) = o ! V w ~ N 1 
Fn(t,w) ---> F(t,w) 
uniformemente em te S. 
Pela definição da integral estocástica e a condição (6.2) 
~N2 com Pr(N2) =O I V w ~ N2 , Fn(.,w) é contínua. 
Ou seja: V w ~ Nl u N2' e > o' nl IFn (t,w)-F(t,w) f <e/3, v t e s 
e ó > OI lt-t' I < ô => IF (t,w) - Fn {t' ,w) I < e/3 n 
Portanto v s,t e s, lt-sl < li => (F(t,w) - F(s,w) I < e 
=> v w ~ Nl U N2' F (. ,w) é uniformemente contínua em S 
=> v w i! Nl U N2' F (. ,w) é a restrição a S de uma função 
contínua F*(.,w}. 
Definimos F* (t,w) = o v t e o 
Seja t e D, {tn) c s I tn 
~ tn' w ~ N1 U N2 , F{tn, w) =F* (tn,w) 
Pelo teorema 5.2, F é contínuo em probabilidade 
=> Ftn ...!'E_> Ft => 3 {nK}, N3 (t) e Q com PJ;[N3 (t)} =O 
e 
F (t , w) 
nK 
---> F(t,w) 
F* (t , w) 
nK 
------:> F*{t,w} pela continuidade de F* 
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=> F* é uma versão contínua da integral indefinida 
Seja agora fer:Pw(g)M e {fN}os processos "truncados" definidos em 
(1~19}; fNetP{g~P)M; e IfN versões contínuas da integral este 
cástica indefinida. 
Sejam~= {w j J if/P d g < N} 
' D 
Pela definição de ~p (g) => Pr fu A ... ] = l W !11 lN --N 
e V w e~=> fN+K(t,w) = f(t,w) v t e n => 
=> (fN - fN+K) (. ,w) = O => 
(pelo lema 6 .3) => 3 B CA com Pr (~ K) = N ,K --N ~ , Pr(~) tal que 
vwe BN,K' I fN(.,w) = I fN+K ( • 'w) 
seja BN =(\ B => Pr(~) = Pr(~) 
K N,K 
e v w e BN 
' 
V K 
' 
I fN(.,w) = IfN+K (. ,w) 
N N 
Definimos GN = ~ BK C ~ AK = ~ => 
Pr(GN) = Pr(~) => 
=> Pr(UGN) = lim. Pr(GN) = lim. Pr(~) = Pr(U~) = l 
e v w e GN e v K > o 
' 
IfN(.,w) = IfN+K ( • ,w) 
=> v w e u GN, J w e GJ => I(fJ+K) ( • , w) = 
=> 
vwe UGN, a sucessao I(fN) (.,w)converge uniformemente para uma-
certa a: (e ,w} cont!nua ~ 
Fazendo a(t,w) = O se w e cu 
teremos: 
(6.7) I(fN) (.,w) 
N-> oo 
Por outro lado 
----->a {.,w) uniformemente e q.t.p. H, P~ 
r i f - fN lp d g -->O q.t.p. n, P => 
JD 
J lf - fN 1P d g ~o => 
D 
pelo teorema 3 .• 3 
v t e o, Pr I(fN) (t,.) -> If(t,,) => 
=> 3 {NK} tal que 
e por (6.7) 
I(fN )(t,.) 
K 
-> q.t.p. Q, P. 
.160. 
I(fN) (t,.) 
K 
---> a(t,.) q.t.p. n, P=>a(t,.)=If(t,.) q.t.p.n,P. 
E portanto a é urna versão contínua da integral C.Q.D •• 
Corolário 6.5. - Se g é monótona não decrescente e contí 
nua e Z, z' são processos adaptados, contínuos q.t.p. n, P, veri 
ficando as condições (4.1), a integral simples e a integral ite 
rada admitem versões que sao processos contínuos. 
DEMONSTRAÇÃO: Para as integrais simples, é urna consequência ime 
diata do teorema. A variação conjunta dez, Z', ou seja, a variá 
vel: 
- z z• 
a a - J z d z• [a,t] r z. d z [a,t] 
possui uma versao contínua q.t.p. e por {5.12) Verificará as con 
diç6es (6.2) C.Q.D •• 
Corolário 6.6. - Para a versão contínua da variação con 
junta dos processos, as trajetórias são de Variação limitada 
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DEMONSTRAÇÃO: Por (5.11), bastará provar o corolário para a va 
riação quadrática de um Único processo. Seja V[s, t] essa varia 
- r . ] çao no intervalo LS, t c D. 
como já vimos V[a t] = Vra 51 , "- , J 
E por sua definição e (5.7) 
V [s ,t] 
v[ tl ~ o 
s' " 
+ 
=>v t > s , v[a,t] > v[a,s] q.t.p. n, P 
Seja s o conjunto de racionais de [a,b], 
q.t.p. n, P. 
q.t.p. il, P. 
s,r e s 
' 
s < r . 
Seja A s,r e Q I p+ l I s ,r_ = 1 e vr 1 La,s-t (w) ~ v [a,r] (w) ,VweAs ,r 
A = (\ A => Pr [Ar] = 1 r S;;,s<r s,r 
e V s e s, s < r, w e A => v (w) < Vr ] (w) r [a,s] - la,r 
Seja A = (\ A => Pr (A) = 1 
res r 
v s ,r e s 
' 
s < r 
' 
w e A 
=> v r J 
. ,_a,s 
(w) < v[a,r] (w) 
E levando em conta a continuidade de V 
v w e A; t,t' e o, t < t' => vra,tl {w) 
. . 
< v r "1 (w) 
,_a, .... -
corno queríamos demonst\ar. 
Teorema 6.7.- Sejam {f}, f eJ:P(g)M tais que 
n w 
J lf ~ fnlp d g > O q.t.p. Q, p 
D 
e ;, ~ versões contínuas da integral em relaÇão a Z que verifi 
n 
que (6.1) e (6.2). 
que 
Existe uma subsucessão ~ 
nK 
e A e ().com Pr(A) = 1 
---> t;(.,w) v w e A 
tais 
,16 2. 
D&~ONSTRAÇKo: Como em (1.19) definimos processos truncados: 
hn(t,w) = X[o, 1] [J lf- fnlp d g] . (f- fn) (t , w) 
[a,t J 
Pelo demonstra~o no teorema 1.2 
< 1 
Além disso: 
lhn (t,w) I < I Cf - f ) (t,w) I e 1 > J Ih 11 p d g ---> n - n 
D 
o q.t.p. !l, p 
O teorema de convergência dominada garante que: 
Existirá uma subsucessão tal que 
+ K (g(b) -
Seja ( r h d z) (w) u~a versac contínua da integral. J n [a,t] 
Pelo já demonstrado no teorema 6.4 
Prh-1 e_ n I sup 
ten 
Por outro lado, da hipótese do teorema, 
J
0
[f- fn[P d g ----->O q.t.p. ll, P 
se deduz que 
o 
(sendo em realidade suficiente supor 
portanto V n > o 3 K0 )K > K0 => Pr 
esta hipótese mais 
r r [f - f 1P d g 
L J nK' 
D 
Se AK = {w e n I J lf - fnKIP d g < 1) => Pr{AK) > 1 - ~ 
D 
e V w e AK , h (. ,w) = f (. ,w) - f (. ,w) => 
nK nK 
Portanto 
, (w 
= (w 
c ( w 
sup 
teo 
sup 
te o 
r (f _ 
J [a,t] 
nK 
sup 
te o I J h [a,t] 
(w) 
d z 
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fraca) e 
> ll ~ n 
~ 
=> Pr { w sup 
teD 
= sup 
te o 
I (f-
[a,t] 
d z 
d z I > 2-K ) < 
-_P,_r=-~ > o 
existirá uma subsucessão que convergerã para O q_t.p. Q, P 
queríamos demonstrar. 
.• 164. 
como 
.165. 
A seguir estabeleceremos uma "versão" da fórmula de Itô 
adaptada a medida gerada por g. 
Definição: Dados os processos adaptados f, a1 , ~i' bj, 
Zj, Z'j diremos que satisfazem a equação 
d f= E a1 d 1;. +E bJ. dz. d Z'. i , j J J 
se V [ s, t] C D: 
[r]: = E J a1d1 1 + E r b .dZ .dZ'. ;r "J J J 
s ,tI 
. q.t.p.Cl, p • 
i [s,t] J 
- -
Teorema 6.8e - Sejam ~i' i = 1, ••• , n, processos 
nuos verificando: 
( 6 • 8) 
k 
l: 
a=l 
contí 
Z.ia' Z'ia.l3 , Z' 'iaS processos contínuos qet,.p. n, P, verificando 
as condições (4.1). 
Seja h : D -> R lipchitziana com relação a g e 
f (xl'. • .. ,xn ,y) . Rn+l -> R tal qu~ . 
f d f 3f a 
2 f 
sejam continuas. 
' a "t ' 3y ' a x1a xj 
Nestas condições, o processo: 
f u:l (t,w) ' 1;2 (t,w) ' .... l;n (.t,w)' h (t)) 
verifica a equaçao: 
(6.9)df 
n 
E 
i=l 
m n 
+ E 
i=l 
E il_L c 
0 _ 1 3x. ictS a,~-'- 1 
l n 
+ E 2 i,j=l 
n 
E 
i=l 
que se pode escrever abreviadamente como 
df a f 
= 3y dh + 
n 
E 
i=l 
3f 
3xi d 
~ a 2f 
E ax.ax. 
a.,S=l 1 J 
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Nas equaçoes {6.8), (6.9), g e h devem ser entendidas co 
mo processos estocásticos (constantes em cada t e D) e todas as -
integrais tacitamente consideradas corno integrais estocásticas.As 
derivadas t CalCUladaS fl0 valor (Ç 1 (t ,W) 1 o~ o 1 CTI {t ,W) 1 h (t)) SaQ 
processos contínuos e adaptados, tendo sentido as integrais consi 
deradas em (6.9), visto que os -integrandos pertencem a espaços a 
dequados: 
3 f e :iY ~~(g)M para l =: p < ~, 
3 f 
axi b ia e r~(g)M 
3 f 3h 3 2 f 
b ia bjB e <!(g)M 3 x1 ai« ' ã'X."" citxS ' d x1a xj , 
DEMONSTRAd\0: Provaremos a fórmula escalonadamente. 
a) Para n = 1 ; f(x, y) = x.y ; m = k = t = 1 ; a fórmu 
la se reduz à equação: 
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{6.10) d(h.~) = ~ dh + hadg + hbd z + hcdZ'd Z'' 
Sejam t 1 , t 2 e o, tl < tz e os p:r:ocessos a, b, c, variáveis alea 
tórias constantes no intervalo [tl' t2]. 
Nestas condições v t e It1 • t2}. 
(6.11) 
Sendo V t uma versao contínua da "variaÇão conjunta de z' , z' '" e 
a igualdade,q.t.p. Q, P. 
O segundo membro de (6.10) dá lugar a: 
r 
r hbdZ +: r 
( 
(6 .12) I hadg + hcdZ'dZ'' + J ~t1 dh + J I ) [t1,t2] J[tl,t21 [t1,t2] [t1 ,t2] 
r r r c(Vt-Vt )dh + a(g(t)-g(t1 ))dh + 1 b(zt-zt{dh + = J[tl,t~J J [tl ,t2] J [ 1 tl ,t2] 
No segundo membro de (6.12), a continuidade de todos os integran 
dos q.t.p. n, P, permite afirmar, pelos mesmos argumentos empreg~ 
dos no teorema 4~5, que essas integrais são os limites em probab~ 
lidade de somas de Cauchy quando o tarnariho das partições tende p~ 
ra zero. Portanto uma subsucessão dessas sornas convergirá 
q.t.p~ n, P e o limite coincidirá com as correspondentes inte 
grais de Riemann - Stieltjes, que existem para as trajetórias in 
dividu_almente (q~t.p. n, _P), visto que em todas essas integrais 
• 
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o integrando e o integrador tem (q.t.p. n, P} trajetórias cont!nu 
as e de variação limitada respectivamente ou vice-versa. 
De tudo isso deduzimos que uma.versãó do segundo membro 
de (6.12) é: 
t t 
+ [a g h + bhZ + c h vl 2 = l<hl ~ 
- tl - tl 
Se a, b, c e E~,M e dividimos It1' t2J = u [si' s 1*)nos 
subintervalos disjuntos em que a, b, c são constantes, pelo já 
demonstrado, a fórmula será válida para expressar 
s*. 
[h · E; 1s/ 
e seguirá sendo válida para expressar fh 
de 
t2 
.;] t , pela adi tividade 
. 1 
t s* 
E;] 2 = E [h ; E;l i 
t1 - s. 
. ~ 
e a aditividade de todas as integrais do primeiro membro de (6912) _ 
(6 .13) 
Finalmente, se a, c e 
e Et,M' tais que 
f la - a I dg -->o D n 
f lb -
D 
bnldg --:> o 
f !c 
D 
- c ldg ---> o 
n 
chamando .;n a uma versão de 
q.t.p. n, P 
(6.14) 't
1 
+ J andg + J bndZ + J cndV., com te [t1 ,t2] 
[tl' t2J [tl 't2J [t1 't2J 
pelo teorema 6.7 existirá uma subsucessão n' tal que 
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(6 .15) [ t, I; .] -> 
n '• 
'• [i;],.q.t.p. n, P 
' 
[h.l; ,J''-> 
n '• 
[h ~;J;'q.t.p. n, P 
' 
=> => 
(6.16) 
pelo jã demonstrado: 
(6 .17) 
q.t.p. n,P 
Pela convergência uniforme de ~n' 
e 
J l<n' - i;ld g --:>O 
D 
I Ih {a0 , - a) ldg --> O 
D 
J Ih {bn' - b) ldg -> O 
D 
J Ih {c0 , - c) ldg -> O 
D 
r 
+ I hcn 1 dV + 
J[tl,t2J 
q.t.p. n, P 
q.t.p. l'l, p 
pela continuidade de h. 
Pelo lema 6.1 e o teorema 3.3, as integrais do segundo 
membro de (6.17) convergem em probabilidade até as respectivas in 
tegrais substituindo an. , bn, , cn 1 , l;n 1 por a, b, c, ~. Es 
te resultado, junto a {6.16) e a definição de diferencial ==;> 
• 
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(6.10). Para um processo ~definido por (6.8), a fórmula se de 
monstra decompondo ~ em somandos com m = t = k = 1 e aplicando a 
propriedade distributiva. 
b) Seja çl = z• 
' 
1;2 = I; 
' 
f (x1 , ... ,xn, y) = xl. x2 • 
Se trata de provar que: 
(6.18) d (Z* . t;) = t; d z• + Z* dI; + E ba dZ* dZ 
a a 
Como em a), a propriedade distributiva (considerando t, d Ç como 
soma de elementos do mesmo tipo} permite reduzir a demonstração -
ao caso k = t = m = 16 E também como em a) consideraremos prime~ 
ramente a, b, c variáveis constantes em [tl, t21; 
I ç d z• + J z• d ç = a r r Z*d g + f g d Z*] ~ [tl,t2J [tl ,t2] [tl,t2] [tl 't2] 
+ b + c 
Pelos mesmos argumentos que em a), e levando em conta o 
corolário 6.6 o primeiro e o terceiro somandos dão lugar a 
t2 
[Z* (ag + cV)] 
tl 
q.t.p. n, P 
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E pela definição de variação conjunta, o-segundo somando é 
Portanto: 
(6 .19) 
g.t.p. n, P. 
, obtém-se A extensão ao éaso em que a, b, c e t~,M 
dividindo adequadamente o intervalo !t1 , t2 1~ 
Finalmente, se a, c e c;(g)M I b e C~{g)M i b ' n 
sub 
€ t~,M , verificando (6.13}, Sn verificando {6~14), pelo teorema 
6.7: 
-----> ~ {.,w) uniformemente q.t.p. n, p 
:=;;> f ~~n- ~~d g ->O g.t.p. Q, P, E pelo teorema 3.3 
D 
Pr 
-----> 
e analogamente, pela continuidade de Z* q.t.p. n, P: 
í !Z*(an- a) I dg --> o,q.t.p.n,P 
"o 
=>' r Z*<\n dg 
J[tl,t2] 
Pr 
b) '2 t n p Jr Z*bndZ __EE_, 1 dg -> o,q •• p .•• , => , ------
[tl,t2] 
J IZ*'(cn-c) ldg -> O , q.t.p, Q ,P 
D 
=>r Z*c dV ~> I n 
! [tl ,tz] 
.172, 
J lb,n-bl 2dg -> O , q.t.p. ri,P => 
D 
Jlbn-bldg -> o q.t.p.n,P 
o 
=> rbnd-dZ* 2!_, 
j [t1 ,t2} 
t 
e finalmente [z• ' J 2 
n t 
1 
r 
J bdZdZ* 
[t1,t2J 
--> [z• 
Estas convergências levad'as a (6 .19) 
t 
,1 2 q.t.p. n, P 
-t1 
demonstram (6.18) 
Trata-se de provar que d(V* • ~) = V*d~ + ~dV* • 
Pela propriedade distributiva suporemos que, para ~, k=~= 
= m = 1 e assumiremos primeiramente que, no intervalo lt1 , t 2 !c D, 
a, b, c sao variáveis aleatórias constantes. 
+ = a + 
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r r 
Jz d v•l r r l +bit d z I Jv• d v + + c + IV d v• + 
J [tl ,t2] L [tl,t2] [tl ,t2] I Ctl,t2J J l 
- c 
E por serem V e V* de variação limitada e continuas q.t.p. n, P ob 
temos: 
r 
+ = V* (ag + bZ + cV) + 
• 
A demonstração para a, b, c € 
€ e sua extensão ao 9. ,M 
caso geral repete os argumentos empregados em a} e b) . 
d} A seguir deduziremos a diferencial de um produto de 
processos considerando f(x1 , .•• ,xn' y) = x1 • x 2 .-
Se trata de provar que: 
(6.20) 
Pela propriedade distributiva, bastará provar a fórmula no caso 
k = ! = m = 1. Como nos casos anteriores, consideramos t 1 < t 2 
.174 ~ 
t 1 , t 2 e D e, primeiramente, a1 , b1 , c1 processos com variáveis 
aleatórias constante's no intervalo [t1 , t 2) 4 -Neste caso, para 
t e [t1 , t 2 ), (6*1) se escreve: 
+ 
- a 1 
+ 
= 
Decompondo [t1 , t 2} em subintervalos, estenderíamos a fórmula ao 
caso em que e E~ ,M • 
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Se e e e 
tais que se verifiqu~ (6.13} com a1 , b 1 , c 1 -em lugar de a, b, c, 
se verificarão (6.15), (6.16) com ç1 , ~ 2 em lugar de~ e h res 
pectivamente, ou seja: 
(6.21) 
( 6 • 22) 
r 
+J ~2 an' 
[tl,t2J 
d g 
Pr 
d g + Jb2 ~n • d z2 
[tl' t2] 
+ r b2 bn. d zl d z2 + 
) [t1,t2] 
r 
+ J ~2 °n' 
[t1' t2] 
+ 
Pela convergência q.t~P· n, P, uniformemente em t e D de 
----~> s1(t, w) teremos: 
----> o 
---> o 
r l<n'- çlj!c2!d g ----> o 
J[tl,t2] 
e pela continuidade do processo ~ 2 : 
---:> 
---:> 
j lcn' - clj d g --------> O 
(tl,t2J 
o 
o 
o 
Todas as convergências entendidas q.t.p. n, P. 
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Pelo teorema 3.3, as integrais do segundo membro de 
.177. 
(6.22) convergem em probabilidade até as respectivas integrais 
substituindo an'' -bn'' cn'' ~n' por a 1 , b 1 , c 1 que junto a (6e2l) 
prova (6.20). 
e) A fórmula é válida para polinômios de uma variável~ 
Bastará prová-la para a função xn ou seja: 
d(l;n) l;n-1 1 ~ ( 6 • 23) = n d I; + 2 n(n-1) r b b~ d z d ZB 
a,S=l " 
a 
Para n = 2 é uma consequência de d) com ~l = ~2 • Suposta a fórmu 
la válida para n, procedemos por indução aplicando d} : 
n-1 I; 
Portanto se Q(x} representa um polinômio 
(6 .24) 
t 
d [Q(O] = Q' (t;) d ~; + ~ Q" (0 r h, b 6 d z" d z6 a,S-=1 
f) A seguir provaremos a fórmula para pólinômios em n variáveis; 
seja Q(x1 ,~ •. ,xn} o polinômio considerado. Se trata de provar que: 
(6 .25) l;i + 
+ 1 l: 
2 i,j 
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Para n = 1 é o resultado anterior. Vamos proceder por indução su 
pondo válida a fórmula para polinômios de até n variáveis e apli 
cando d) 
= 
1 + -- s (s-1) 
2 
+ ~ ~· 
k 
l: 
s=O 
n 
E 
-, 
·· n+l i, j=1 
s-1 n 
+ •"n+l) E 
1=1 
n 
l: 
1=1 
[ 
s-1 
s u; l 
n+l 
t 
l: 
a2Q 
a,(3=1 axi 
t 
s 
axj 
l: bn+l" biS a~B=l 
k 
l: 
s=O 
bia bjS d z1" d • ''j B 
aQs 
d Z18] d zn+la 
axi = 
n 
E 
i=l 
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1 n a2Q t + r l: bia bjS d z1, d zjB 2 i, j=1 ax. axj ü, B=l , 
12 n a2o 
l 
1 
zj s J + • E E b b. d z d 2 j=l axn+l ax. a,B n+la JB n+1a I 
~ J 
n+l .!l.9....a~ + 1 n+l azo = l: l: bia bjS d zia d zjS i=1 i 2 i, j=l ax1 axj axi 
g) Se f(x1 , x2 ,.~~, xn' y) é um polinômio, podemos considerar 
Çn+l(t, w) = h(t) ' ou seja b =a =O e por ser h lipchi_t n+la. n+la 
ziana em relação a g, existe f* € r1 (g) tal que 
í f* d g 
J [tl,t2] 
=> d h = f* d g 
e podemos aplicar o resultado anterior 
J 
n 
h) = E 
i=l 
af d h + 
ay 
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h) No caso geral em que f(x1 , x2 , •• ~, 
êf êf 
xn' y}, ôy' dx.' 
~ 
sejam contínuas, a teoria da aproximação nos garante a existência 
de uma sucessão de 
Q > f 
polinômios 
êQs 
{Q
8
} tal que 
---> êf 
s ' axi 
uniformemente sobre compactos de Rn+l 
Pelo já demonstrado, 
( 6 • 26) 
n 
+ E 
i=l 
n 
E 1 + 2 i ,j=l 
r lºs <•1 (t,w) '•. •' 
' 
-'-
E 
a, S.=l 
h + 
n 
E 
i=l 
k 
E 
e<=l 
n 
E 
i=l 
m 
E 
ct,(3=1 
Mas Çi (.,w) , h(.) € CR(D) e portanto 
= 
+ 
dZ' dZ" ia iB 
q.t.p. n, P • 
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t e o 
Rn+l. 
é compacto em 
Portanto, quando s ----> oo 
r 3Qs a f d g > o 
I ôy ay I 
' [ l 
" tl,t2j 
---> o q.t.p. n, P 
f o 
--
.182. 
Pelo teorema 3~3 (levando em conta o lema 6.1} as integrais do s~ 
gundo membro de (6.26) convergirão em. probabilidade até as mesmas 
integrais substituindo os Q5 por f: existirá portanto uma 
cessao {sk} que proporcionará uma convergência q.t.p. O, P. 
Tomando versoes con~Ínuas dessas integrais, t 1 = a, 
subsu 
t 2 = t, ambos os membros de (6.9) serão processos contínuos e e 
quivalentes e portanto, "quase certamente iguais", ou seja .. exis 
te A C R com Pr(A) = 1 tal que 
= f {1;1 (a,w), ••• , l;n {a,w), h (a)) + I 
af 
ay 
[a,t] 
d h + 
+ i:af ::i aia d g + EI~b dZ i ,a ax. ia ia 
1 
+ 
[a,t} 
... l: I~ c i,a axi ia 
[a,t] 
+ 1 E 
2 i,j 
d z• i<l 
[a,t] 
d Z I' ia + 
v t e o , w e A~ 
.18 3. 
CAPÍTULO VII 
COMPARAÇÃO DAS INTEGRAIS DE McSHANE E DE YOUNG 
Apresentaremos o método de construção da Integral de 
Laurence C. Young, e primeiramente a noçao de funções estimadoras 
em condições mais gerais que em (3R). 
Sejam r > O ; ç, W : [O, 2rl -----> R com as propriedades 
ç nao negativa e boreliana 
W contínua monótona não decrescente com W{O) =O 
( 7 .l) '3 c e R, c > l I V u, v e (O;, r] com u < v => 
DEFINIÇÁO: Diremos que {ç,W) é um par de funções estimadoras se ve 
rificam (7.1) e se para todo h e '{O, 2rJ existe a Integral de 
Lebesgue-Stieltjes: 
( 7. 2) S(h) = ç (u) d ~ (u) < '" 
u 
r o ,h] 
Lema 7.1~ Seja (ç,W) um par de funções estimadoras e K € R, K > 1. 
Toda sucessão {hn} monótona não _crescente que verifique 
( 7. 3) 
h < r o-
dá lugar a uma série convergente. 
( 7. 4) $ (2 h ) < 00 
n 
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Demonstração: Por ser ~ nula e continua na origem, o conjunto de 
sucessoes {hn} que verificam (7.3) não é vazio • 
.Definindo 
( 7. 5) 
h 
n-1 
por (7.1) teremos: 
> l ( 1 - l) 
02 K 
d $ (u) 
ç (h 
> l (1-J,) n-1) 
c K I h 1 n-
'(h ) 
n-1 $ (2h ) 
h 1 n-1 n-
e o lema resulta como consequência de (7.2). 
Seja g monótona não decrescente e contínUa. 
g(t) 
Consideremos a prolongação de g a R d'êfinida por: 
=[ g (b) 
g (a) 
+ t - b 
+ t - a 
se t > b 
se t < a 
.18 s .. 
Seja h> O, h< g(b) -,g(a) e como no lema 1.3, vs~h 
sup. {u < t g(t) - g(u) = s) 
( 7. 7) v t e R 
inf. {u > t I g(u) - g(t) = s) 
Estas funções a 5 , ~s permitem estabelecer o seguinte 
Lema 7.2: Se,y : R---> R, l Y e r. ( g) 
( 7 • 8) J y (t) 
R 
dg(t) =f y(a 5 (t)) dg(t) 
R 
Demonstração: Seja y~~::::: X[c,d) 
y(B (t)) dg(t) 
s ' 
t > e. (c) <=> g(t) - g(c) > s <'>> "s (t) > c 
Como g(B
5
(d)) - g(B 5 (c)) = g(d) - g(c) = g(a 5 (d) - g(a5 (c)) 
-1 
a
5
, a
5 
transformarão conjuntos de medida nula em conjuntos de 
medida nula; por ser a
6 
contrnua, a
5
-l transformará borelianos em, 
.186. 
borelianos. 
Decompondo um conjunto mensurável na união de um borelia 
no e um conjunto de g-medida nula, concluímos que a 5 é mensurável 
E portanto se y 
é mensurável, y o a 5 também o será. 
Passamos a provar (7.8) quando Y = Xrc, d) 
f x (t) dg(t) = g(d) - g(c) = g(Ss(d) - g(Ss(c)) = [c,d) 
R 
E analogamente com a segunda igualdade 
As funções 
f XA (~s (t)) dg(t) 
R 
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definem medidas sobre Mg que coincidem sobre a álgebra das uniões 
finitas de intervalos semiabertos =>coincidem sobreM e {7.8) g· 
será válida para funções características de mensuráveis. A exten 
são das igualdades (7.8) a funções integráveis positivas se obtém 
através de funções crescentes~ 
I 
i=l 
que aproximam y pontualmente e em t 1 (g). 
' 
Finalmente a extensão para funções integráveis se obtém 
mediante a Eípica expressão de y cOmo diferença de duas funções 
integráveis positivas. 
Nos propomos construir a partir de um processo dado fun 
çoes que verificam as condições {7 .1) para 1~. 
Seja f e t 2 (g ® P)M também prolongada de D a R com a de 
finição f(t,w) = O V t ~ D. 
Definição:Dado p, 1 ~ p ~ 2 consideramos a função 
~p,f (O,h1 ----> R definida por 
$p,f {0) = o 
[s(t) ! f dg{t) (7.9) ~p,f(c) = sup llfu-ft!IP2 dg (u) 
O<s<c l (P) 
(O ,h] R '"s (t) v c e 
e passamos a deduzir suas principais propriedades: 
a) $ f (c) < ~ p, v c e [~,h] , 
Com efeito, pelo lema 1.3: 
~ J dg(t) 
R 
< 1 f dg(t) 
- s 
R 
J
ss Ctl 
a (t) 
6 
< 8 {gl(,b) ,- g (a)) (2-P) /2 
dg(u) ~ 
p 
+ li f li 2 
u t (P) 
dg (u) < 
= 8 I li ftll ~2(P) dg(t) < 
[a,b] ,, 
li fi I 2 ' 
t (g 0 P) 
b) Se wP,f(c) = O para algum c > O => wP,f = O 
Com efeito: $P,f(c)=O=> 3 A com mg(A) =O tal que 
(7.10) Vtj!!A dg(u) = O 
.188. 
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l! fácil verificar que {(o: (t), a (t)); t fi! A} é uma co 
c c 
bertura aberta do compacto D => 3 uma subcobertura finita: 
Por (7.10}, a cada intervalo (a0 (t1 ), S0 (t1 ) corresponde-lhe 
conjunto mensurável Ai com mg{A1 }' =O tal que 
• 
um 
Considerando A*= Ü A1 => rn (A*} = O e v u li! A*, i = 1, ••• , n 1 g 
=> V u, v €1 D ; u, v ~ A* 
e escolhendo te (a, 80 ; 2 (a)) , t fi! A* => 
u < a, u e {et0 (t) , B0 (t)) , u e A* 
e portanto 
que junto a fu = O por ser ,u < a => 
(7.11) V t e D , t fi! A* => 
dg(u) = O v s 
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e por (7.11) isto corresponderia a um processo ·que como função 
2 f : D ----> L (P) 
seria a função nula. 
c) wp,f é monótona não decrescente. 
d} V c e (O, h],$ f é continua em c. p, , 
Bastará que J J
s (t) 
dg (t) s li fu 
R as (t) 
dg(u) 
seja contlr,ua em s e (O, h] • 
Considerando ç ( s' t) li f -u dg (u) ~ 
2u: + 
Ademais se s < s' teremos que 
.191. 
J
8s• (t) 
O ~ ç ( s' , t) - ç ( s, t) = li fu -
s ( t) 
s 
dg(u) + 
dg(u) 
=> Ç{s,t} é contínua com relação a s em (O, h]. 
Nos textos usuais de análise (ver por exemplo Lang {16) 
capítulo XIV, lema 1}, se prova que se ç(s,t) é uma função de 
duas variáveis dominada por uma função y{t) e t 1 (g) e contínua 
com relação a se (u, u'), a integral Jç(s,t) dg(t) é continua 
em se (u, U 1 ). Considerando (u, u 1 ) =(o, h) fica provada a conti-
nuic:lade. 
( 7 .12) e) ~ f(c) p, ~ 13 ~ (c/2) 2 p,f 
sup ; Jdg (t) 
O<s;:c/2 J
szs(t) 
I ' f I u 
a (t) 
2s 
dg(u) = 
dg (u) < 
.192. 
< l 
- 2 ~ f(c/2) + sup l dg(t) li f -r J
62s (t) 
p, O<s<c/2 5 u 
dg(u) + 
e 
e pelo lema 7.2 
- s. ( t) 
1 + sup 8 O<s<c/2 
' ~~. (t) 
dg(t) li fu 
< 2P-l 1 dg(t) 
s 
+ ; ; dg(t) 
a 2s ( t) 
(l s ( t) 
li fu -
0 2s(t) 
dg(u) 
dg (u) < 
dg(u) + 
dg(u) 
dg(u) = 
1 
=-
s 
= 
dg(t) rt li fu- ft 
" ( t) 
. s 
dg(t) li f"5 (t) - ft 
+ 1 
s 
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dg(u) = 
dg(u) 
dg(u) = 
dg(u) = 
= 2 P-1 J 
s s ( t) 
! dg(t) t [[ft 
+ 1 
s 
. )t 
dg(t) [[f~-
"s (t) 
Procedendo analogamente com 
obtemos<: 
< 13/2 • ljJ f (c/2) 
- p, 
.194. 
dg(u) + 
< 2p-l ;p (c/2) 
- p,f 
dg(u) 
fi ~ f é contínua em O. p, 
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Essa é precisamente a chave do nosso teorema de aproxi 
mação formalizada no teorema 1.5 
(7.13) g) ~1 ,(c) ::_ [4h + 2(g(b) - g(s)J 112 ~ 1/ 2 (c) 
, - 2, f 
com efeito: ! fdg(t) 
~ ~72 f dg(t) 
s ' 
< '{2 (g(b) - g(a) + 
[ f85(t) li fu a 5 (t) 
dg (U) < 
. ] 1/2 
dg(u) = 
- f 11 2 t 
ê2(P) 
dg (u) ] 1/2 < 
2h) 1/2 1 
5 1/2 [ 
e <t> 
fdg(t)f 
5 
llfu-ftll\ dg(u) 
·a(t) !:(P) 
s 
= [4h + 2(g(b) - g(a))p/2 f [ (t) ~ dg ( t) 5 li fu a
5 
(t) 
2 
- ftll 
2 
dg(u) 
~ (P) 
1/2 
1/2 
h) se g (t) = K • t com K > o => 
(7.14) => ~p,f(c) < 2 K SUP.- f // ft+S - f li p dt 
- t !:2{P) 
-c<s<E. 
K- -K 
Com efeito se u ~ c dv = 
= K2 ( dt ~r/K 11 ft+s 
J L/K 
= K2 l fu/K 
u -u/Kds 
Vamos precisar de uma caracterização da integral esto 
cástica com relação a g. 
2 Lema 7.3: Se f e E (g ~ P)M, a image~ da integral estocástica 
J
0
fdg em L 2 {P), coincide com a Integral de Bochner de f 5 consi 
f - 1 2 -derada como unçao va orada em L {P) • Em consequencia a integral 
de Bochner indefínida possuirá uma versão em E2 (P) que será um pr~ 
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cesso contínuo e adaptado. Mais concretamente, esta versao e: 
(7.15) ~ f f 5 dg (s)1 (w) 
[a, t] 
=f f(s,w)dg(s) 
[a, t] 
q.t.p. n, P 
onde a primeira integral é uma versão da integral de Bochner ou 
estoéastica aplicada em w e a segunda uma integral usual de 
Lebesgue-Stieltjes. 
Demonstração: Este lema é trivialmente válido se f e ti,M 
( li f -
j [a, t] 
dg --> o 
(7.16) v te o 
fdPf [f- fn[ 2 dg -> O 
n ra,t] 
Pelo lema 6.1 e pelo teorema 3.1 
(w) 
consideradas como inte 
grais estocásticas 
versao contínua da integral es 
tocãstica. 
Da primeira convergência em {7.16) deduzimos que: 
f : D ----> L 2 (P) definida por 
n 
=f (s,.) =f 
n n5 
- -e uma sucessao de Oaochy no 
g(b) - g(a) < ro) de funções 
Portanto 
espaço L2 (e portanto 
2 de D em L (P) . 
.198. 
e.rn L 1 por ser 
(7.17) f fn dg -> f f d g e L.2 (P) como integrais de 
[a,tJ [a,t] Bochner. 
Tomando uma subsucessão (sempre subsucessões -
das subsucessões anteriores), da segunda conVergência de (7.16) -
deduzimos que: 
v t e o, 
( 7 .18) 
-f 1 2 dg ---->o 
n 
n > oo q.t.p. n, p 
q.t.p. n, P => 
dg(s) -->f f(s,w)dg(s) 
la,t] 
Mas a partir de (7.17) e de novo para certa subsucessão, 
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(7.19) f f dg(s) ns 
[a, t] 
(w) -> f f dg(s) 
[a, ti (w) 
De (7.18) e (7.19) concluimos que ç(t,w) e f f(s,w) dg(s) seriam dois processos contínuos equivalentes 
(a,t] 
portanto, quase seguramente iguais como queríamos demonstrar. 
' 
Consideramos agora processos em escada que, aproximando 
um processo dado, servirão para definir a integral. 
h
0 
= (g(b) - g(a))/N0 
podendo ser N0 ~ 1, natural e arbitrário. 
com a = eth (a} , b
0 
= i3h (b) 
o o 
Consideremos uma sucessão de partiçÕes Tin de [a0 , b0] 
u 
i 
E podemos construir 1Tn de taJ. forma que rrn C 1rn+l • Com esta su-
cessão de partições, podemos definir as "médias escalonadas re 
tardadas" como: 
{ v t e D f = f~(t,.) = r [~n J fs dg(s)]·x~:, (t) (7. 20) nt i i,n e f- /:,, 1 = o se t fi! D ~- ,n 
nt 
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-as integrais, entendidas como versoes adaptadas da integral este 
cástica ou de Bochner, definem fn como um processo escalonado e 
adaptado, não necessariamente limitado. 
Seja p, 1 ~ p ~ 2 
t e o , 
p 
< 
<_hf llf -fllp hn s t 2 6 (P) i-l,n 
dg (s) 
Portanto 
(7. 21) dg (t) 
e em particular 
(7. 22) li f- - fll 2 < 2o/ 0~(2hnl 
n 2 -+ 
C (g®P) 
Se n < m, teremos: 
-
(7. 23) f li f~t - f- li p dg (t) < zP-1 ~D li f~t -ft!lp dg(t)+ m t 1:2(P) 1:2(P) 
D 
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( 7. 24) 
+f I! f" -
mt 
D 
< 
2p+l ')! (2h ) 
p,f n 
Em particular, de (7.22) deduzimos que: 
f= lim. f~ 1 pela continuidade em O de tPp,f 
E 2 (g~P) 
n->oo 
Definição: Seja Zum processo definido sobre D = (a, b}. 
z é uma quase martingala, quando é adaptado e verifica 
condições: 
(7. 25) v s < t, s,t € [a,b] 
as 
t[(zt- z) 2;w 1 < 0(g(t) - g{s)) 
s s 
Sendo ç,e duas funções borelianas nao negativas s e g monótona 
não decrescente. Esta noção de deve essencialmente a L.C. Young 
(39). Aqui como no resto deste capitulo, suponhemos adernais que 
g seja contínua. 
Evidentemente as condições de McShane (4.1) sao um caso 
particular de (7.25) quando ~(t) = 8(t) = t. 
Seja~ uma partição de D, TI= {a= t
0
, t 1 , .•. ,tn = b} 
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com g(t1 ) - g(t1 _1 ) ~h V i= l, ••. ,n. 
2 Seja f e C (g®P)M um processo em escada com variáveis f
5 
constantes nos intervalos ~i= [ti-l' t 1 ) , I(f) 
toéastica. 
[r (f)] (w) = n E f(t1 _1 ,w) (Z(ti,w) - Z(t1 _1 ,w)) i=l 
Pela desigualdade fundamental de McShane (4.2): 
a integral es 
iii(flii 2 
n 
< 2 r 
i=l 
li ft li 2 
i-1 E (P) 
• t;(h) + 
ou seja 
(7.26) 
E (P) 
[ 
n 
+ l: 
i=l 
2 1; (h) 
= """""11 
li ft li 2 
i-1 2(P) 
n 
r 
i=l 
] 
l/2 
e (h) = 
III(flll 2 ~ 2 ç(~) f llf li 2 dg(s) + E (P) 8 E (P) 
D 
L.C~ Young (39) obtém a seguinte majoração para a norma-
da integral: 
(7.27) Jji(flll < 
t 2 (P) 
2 ~ ~(h) (e (h) l 112 , 
h 
+ r e(~) t 
.203. 
f jjfjj dg(s)+ c2 (P) D 
~ 1/2 
dg(s J 
Em nossa opinião amajoração (7~26), resultado de aplicar a desi 
gualdade de McShane nas condições de Young, é mais potente que -
{7.27) no seguinte sentido: se A e ~F s 
1 ~ > -P-r"'(A-,-) 
Portanto 
- z I dP s 
= [Pr7A) J E [(zt- Zs)2/l!'sl àP11/2 < 
A 
~ (e(g(tl - g(sll) 112 
[E(Zt- Z )/11') < 
s s E[ lz-z !"" j ""t s ,/ .... s [ ]
1/2 
) < 8(g(t) - g(s)) 
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e poderemos escolher uma versão da esperança condicionada tal que: 
Em consequência podemos supor, sem restringir a ge 
neralidade, que: 
' 
< 61;2 => 
-
=> 1; < ( 1; e 1/~) 1/2 => eM < fi cy . 
- -
E, como não temos uma desigualdade sirrdlar em sentido contrário , 
consideramos (7~26) mais potente que (7.27) ~ 
Quando P(t) = t 1/ 2 (e(tl}l/Z podemos escrever 
(7.28) I!I(f) li 2 
t (P) 2 r: (g!iP) 
Consideremos a continuação um processo f e E2 (g ~ P)Mr a sucessao 
de partições rr já definida e as "médias escalonadas retardadas" 
n 
fn 1 definidas a partir de f e 'ITn. 
Sejàm m ~ n :;: 1 
f~ f~ é um processo escalonado e adaptado com variáveis 
constantes nos intervalos ~irn cuja g-medida é hrn. Aplicando (7.28) 
e tendo em conta (7.23) 
(7.29) P (hn) 1/2 ] h 'f o~ ( 2h ) 
n .,.. n 
Suponhamos que, para alguma subsucessão {hv} de {hn} a 
série 
(7 • 3) s• = E 
a=l 
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Se S* < oo, (7.29) => lim I(f~) = I(f) quando v -> oo 
E 2 (P) 
(7.31) [ji(f) - I(f-) j[ 2 "8 E 5 E (P) V=S 
e V n > s ainda que hn ~ hv , por (7.29) e (7.31): 
(7.32) I I I(f) - < j[I(f)-I(Cl[[ 2 +[[I(f-)-I(f-)[[ 2 s t (P) s n E (P) 
guinte ~ ~. 
< 16 E 
V=s 
,l/2 
V4f 
A partir desta Última desigualdade podemos adoptar a se 
Definiçãq: A integral estocástica de f é o limite 
(7.33) I(f) = lim I(f~) 
r 2 (Pl 
quando existe~ 
Posto que (f+ f*)~ = f~+ f~-
e v K e R, (Kf)~ = K • (f~) 
concluímos que o conjunto de processos integráveis é um subesp~ 
• 206. 
Existência da· Inte~ral 
Por (7.32) uma condição suficiente àe existência da in 
tegral e a existência de uma subsucessão {hv} c {ho 2-n})n >o 
tal que a série 
00 
S* = l: 
\!=1 
seja convergente. 
do 
(7.34) 
ras. 
(7.35) 
(7 .36) 
vamos formalizar condições para que S* seja convergente 
Teorema 7.4: Pelo lema 7.1, a integral existirá quag 
(ç, tPl,f), (p w112 ) sejam dois pares de funções estimado 
I 2 t f 
Em virtude das propriedades de wp,f isto se reduz a: 
c > 1 v 
-
u, v e [o,hJ u <.v => 
=> 
Ç(V) 
< c ç (u) v u 
P (v) 
< 
c P (u) <=> .e (v) < c e (u) v - u v - u 
( u) < oo 
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Neste caso qualquer subsucessão {h } de {h .2-n} que verifique,pa 
v o -
ra uma K > 1~ 
( 7. 37) 
proporcionará a convergência de S*. 
E estas subsucessões, pela continuidade e anulação na o 
rigem de W f'existirão sempre9 p, 
Supondo que se verificam as condições (7.35) que se re 
ferem à definição do processo integrador como quase martingala, o 
conjunto de processos f e L2 (g ® P)M que verificam {7.36) é um co 
ne {*) que denotaremos Cy~ 
Sejam f, i e Cy • 
Seja {hv} uma subsucessão tal que se verifiquem {7.37) 
simultaneamente para f, ~. 
Pela definição de ~P : ~p,f+~ < 2p-l (Wp,f + ~p.~) 
Portanto 
00 [ç (h ) 
E v 
v=l hv 
< 
1/2 
~2,f + 
(*) No sentido de que é fechado com relação ao produto por escala 
res. Isto porque V K e R 
+ E 
v=l 
e podemos €nunciar o seguinte 
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l/2 J] ~u (2hvl 
Teorema 7.5: O subespaço vetoiial ry gerado pelo cone 
Cy é um subespaço de processos integráveis. 
Chamaremos o cone Cy e o espaço gerado Ly cone e subes 
paço de Young: 
No caso em que ~(s)=8(s)=s=>o(s)= s, reencontramos as 
condições (4.1) de McShane para g contínua. 
As condições (7.35) se verificam com c= 1 e para todo 
processo f e C2 (g ~ P)M 
d 1j!l,f (u) = 
pela propriedade (a) das funções 1jJ f • p, 
Ou seja: 
r o l/2 d(~ 2,f ) (u) = 
< 00 
Ademais, por {7.24} e pelo Teorema 3.1, a atual definição é coe 
rente com a dada no capítulo IV e podemos enunciar o 
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Teorema 7.6 : Quando g é contínua, a integral de Itô-
McShane é um caso particular da integral de Young e 
Uma definição alternativa para a integral 
Sejam f,Z e L2 {i ® P)M verificando as condições (7.25) 
com g(t) = t ; ç, e continuas, não decrescentes y nulas na origem. 
Consideremos D* = [a-1, b-1] ; f, Z prolongadas sobre -
D* (e sobre R) da forma 
f(s,w) = O se s j'! [a,b] 
Z(s,w) = Z(a,w) se s ~ a; Z(s,w) -= Z(b,w) se s > b 
' A função Z, com esta, prolongação, continua verificando 
as condições (7.25} [e conservando a continuidade das 
as se z é um processo continuo] . 
P) => f , z e r:2 (P) 
s s 
=> f 5 • zs+t e r
1 (P) q.t.p. D, m1 
Além disso, V t € [0, l) a função 
q.t.p. D, m1 
trajetóri 
D;, s -> f 6 
l Zt+s € L (P) é integrâvel Bochner 
Com efeito: a mensurab.ilidade q.t.p. é garantida aproxi 
mando f,Z em L2 (i ® P) com processos de Et,M 
Bastará provar que a aplicação 
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s ---> li fs é integrável 
< 
< [por (7.25)] 
f l[f5 [l 2 ds; com (6(b+l-a)) 1/ 2 C (P) D = K 
( 7. 38) => J llf zt+ 11 1 ds~[K+[Iz 11 2 1(b-al 112 11fll 2 s s r: (P) a [ (P) [ ( i&P) 
D 
Em consequência podemos estabelecer a seguinte 
Definição: A convolução f* z se define como a função 
to,l] 3 t >f* Z(t) = JD f 5 zt+s ds e L1 (P) 
Naturalmente 
f*Z(t) =L f zt+s ds = L fs-t z ds = f fs-t z ds s s s 
D* 
li L I ~ {llf5 e f zt+s dsj [l(P) z 11 ds s t+s 1 ' C l (P) 
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=> por (7 .38) 
(7.39) 
Desta desigual-dade se desprende que se f, {fn} c J:.. 2 (i®P) M 
tais que: 
(7.40) li f - fn li -> O => 
J: 2 (iiii>P) 
{ *Z(t) ----> f*Z(t) n 
[ l (P) 
uniformemente em t 
Em continuação vamos provar Qm lema que usaremos para -
derivar convoluções de processos escalonados. 
Lema 7.7: Seja to e Ia, b] 
u : O -> R, u € !? (P), mensurável com·. relação a !F t 
o 
Se verifica que: 
a) [t
0
, b+lJ ;, s-> u.z
5 
e L1 (P) é integrável 
b) a função 
é diferenciável em todo te [t0 , b+l) com respeito ao próprio 
(t0 ,b+l] e sua derivada é u.zt, ou seja, a função {uZt) (w) = 
u(w) .Z(t,w). 
~emonstração: Construindo u*(t,w) 
com te D* => u* e.C 2 ti 111> P)M. 
= X (t) .u(w) [t
0 
,b+l] 
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r: u Z ds ~Jtt u* z ds 
o \ s o s s 
e (a) passa a ser um caso partic~ 
lar do já demonstrado ao provar a existência da convolução~ 
Para provar b) consideramos te (t0 , b·t-1] e t 0 <t+flt<b+l 
Se At > O, 
ll
cr(t+4t)-a(t) _ u Z 11 c 
H t [l{P) 
1 
4t 
J
t+llt 
< ~~~ llull 2 • {8(s-t))1/ 2 ds c llull . {8(L\tJ) 1/ 2 
t [ (P) 
E considerando .õ.t < O Ccaso de t > t
0 
1 obteremos 
llla{t+llt)-a{t) _ 11 
I u • 1 tll ' 1\t . 
[l{P) 
1/2 
!:lluii[B(IIItiJ] ->0 
l~stl-> o 
c 
2 Seja agora um processo escalonado e adaptado f e C (g®P.}M 
que escreveremos abreviadamente: 
m 
f = ::; ui XJ, 
i=1 , 
f*Z(t) ~ 
m Jti+l +t 
b r. 
. ui z ds 
i=l s 
t.+t 
l 
e por ser f adaptado, u. 
l 
demos aplicar o lema 7.7 
m ri+l+t 
- Jti +tui 
= r. ui Z8 ds z i=l s 
ti ti 
será mensurável com respeito a ~t e 
i 
ds 
po 
f*Z é diferenciável em [o, l] e a derivada, com respeito deste in 
tervalo e: 
' (7. 41) 
m 
(f*Z)' {t) = T. u 1 i=l )zti+l+t- zti+t! 
{7. 42) {f*z)'{o) = f f d z 
D 
Se ti+l - t 1 =h, V i por (7~26) teremos que: 
lif*z'<tlll ::: 
c1(PJ 
< 2 z; {~) f ll4u1 
D 
fi f*Z'{t) fi < 
Ez {P) 
ds + 
< 2ç(h) E 
h !I u. I I ~ .C'(?) 
ds ] 
l/2 
= 
.214. 
= 
1 1/2 ds 
Seja agora f e t 2 (i ® P)M , fn as médias escalonadas 
retardadas definidas anteriormente. 
Da desigualdade anterior deduzimos como em (7.29} para 
rn ~ n : 
[
l;(h) 
I I ( (f~-f~)•Z) '(t) li ~ 8 hn 
E2(P) n 
No caso em que exista urna subsucessão para qual a sérle 
(7~30) seja convergente lem particular para os espaços de Young) 
deduzimos que: 
(f- * Z) ' (t) 
n 
é de Cauchy em L2 (P} e converge para ma elemento ~ 
S(t) e L 2 (P) uniformemente em t~ Tomando ·em conta (7 .24) e (7 .40) 
podemos resumir que: 
fn • z (t) 
(f~*Z)'(t) 
>f*Z(t)} 
-o---> 0 ( t) 
E2 (P) 
uniformemente em t e [o ,1] 
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A seguir adaptamos um resultado clássico do cálculo de 
funções com valores em espaços de Banach. 
(7.43) 
Vamos chamar 
"n(t) = fn * Z(t) , a(t) =f • Z(t) 
Sejam t, t + t. t e [o , 1] , E: > o 
ila(t + At) - <x(t) - ~(t) • 6tll 1 < C (P) 
< li (a-an) (t + At) - (a -
+ li a (t + nt) - a (t) - a' (t) • 
n n n 
+ lla' 0 (t) - S(t) IJ . lntl 
1:1 (P) 
li (a- "n) (t + At) - (a - "n) (t) li 
lim ll (nm - "n) (t + At) - (am -
m-+m 
< lirn 
l:l(P) 
= 
Pela convergência uniforme de a'n existirá um n1 tal 
que v n > n 1 o primeiro suruando de (7 .43) será inferior a 
. 216. 
Por esta mesma convergência uniforme existirá n2 tal 
=> [[a' (t) - S(t) I! 
n 
< 
l(P) 
E fixado um n > max(n1 t n2) pela próp~ia definição de 
deriva da 3 o > o tal que 
',·, •t 11 < Jt: => l, '1 "n (t + 't) - " (t) "' (t) " v u u ~n - ~ n . 6t li 
Estas três majorações levadas a {7~43) provam que 
S (t) = a' (t) • 
Portanto 
f~ * Z' (O) >f*Z'(O)J 
_.[__2_(-P)--> JD f d z 
li 
f5 d z 
(f • z)' (O) = L f d z 
~ => 
Sempre que a sucessao {hn} admita uma subsucessão P~ 
ra a qual 
~ 
l,f 
Em particular 
a) para os espaços de Young 
b) no caso em que Ç(s) = 6(s) = K.s com K >O 
íl f e 2 {i !9' P)M ; ou seja, para as condições de bicShane no ca 
so em que g seja linear. 
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