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Abstract
In this article we show that all results proved for a large class of holomorphic germs
f : (Cn+1, 0) → (C, 0) with a 1-dimension singularity in [B.II] are valid for an
arbitrary such germ.
AMS Classification (2000) : 32-S-25, 32-S-40, 32-S-50.
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1 Introduction.
1.1 Ge´ne´ralisation de l’e´tude locale aux points ge´ne´riques
de la courbe S.
Dans le pre´sent article nous conside`rerons la situation suivante :
Soit f : (Cn+1, 0)→ (C, 0) un germe de fonction holomorphe dont le lieu singulier
S := {x / f(x) = 0 et dfx = 0} est un germe de courbe a` l’origine, et soit
t : (Cn+1, 0) → (C, 0) un germe de fonction holomorphe non singulie`re tel que la
restriction de t a` (S, 0) soit finie. Sur un voisinage ouvert X de l’origine assez
petit on aura pour chaque σ ∈ S∗ := S \ {0} un (a,b)-module associe´ au germe en
σ de fonction a` singularite´ isole´e obtenu en restreignant f a` l’hypersurface lisse
de´finie par {t = t(σ)}. Rappelons que ce (a,b)-module n’est rien d’autre que le
comple´te´ formel du module de Brieskorn de ce germe de fonction a` singularite´ isole´e
(voir par exemple [B.05]).
Les faisceaux de cohomologie Hˆ• du complexe de de Rham
(Kˆer df •, d•)
ou` Kˆer df • de´signe le noyau de la multiplication exte´rieure par df
∧df • : Ωˆ• → Ωˆ•+1
agissant sur le comple´te´ formel en f des formes holomorphes, sont nuls en degre´s
diffe´rents de 1, n, n+ 1 dans cette situation et les faisceaux Hˆn et Hˆn+1 sont a`
support dans S. La conside´ration du germe auxilliaire t permet de calculer ces deux
faisceaux comme respectivement noyau et conoyau d’une t−connexion compatible
avec les ope´rations a et b de la fac¸on suivante.
Soit (Kˆer df/
•, d/
•) le complexe de de Rham t−relatif comple´te´ formellement en
f , et soit E := Hn(Kˆer df/
•
/
, d/
•). Ce faisceau est naturellement muni d’ope´rations
a et b ainsi que d’une structure de t−1(OD)−module, ou` D est un disque de
centre 0 assez petit dans C. Nous de´finissons alors une t−1(OD)−connexion
b−1.∇ : P→ E
ou` P := {x ∈ E / ∇(x) ∈ b.E}, qui commute a` a et b.
La proposition suivante est de´montre´e dans [B.II] prop. 4.2.8.
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Proposition 1.1.1 On a une suite exacte naturelle de faisceaux de CX−modules
a` support S :
0→ Hˆn
u
→ P
b−1.∇
−→ E
v
→ Hˆn+1 → 0
compatible aux ope´rations a et b sur ces faisceaux, ou` u est induite par la
projection e´vidente Kˆer dfn → Ωˆn/ et v par la multiplication exte´rieure par dt.
L’objectif principal de cet article est de montrer le re´sultat ”technique” suivant :
The´ore`me 1.1.2 Dans la situation pre´cise´e ci-dessus, on a
1. le faisceau Hˆn est un syste`me local de (a,b)-modules ge´ome´triques sur S∗.
2. La restriction a` S∗ du faisceau Hˆn+1 ve´rifie la proprie´te´ de prolongement
analytique suivante
(PA) Soient V ⊂ U deux ouverts de S∗, avec U connexe et V non
vide. Alors la restriction Γ(U, Hˆn+1)→ Γ(V, Hˆn+1) est injective.
Ce re´sultat montre que l’assertion ” le faisceau Hˆn est un syste`me local de (a,b)-
modules re´guliers et ge´ome´triques sur S∗ ” du the´ore`me 4.3.1 ainsi que le the´ore`me
4.3.2 de [B.II] sont valables sans restriction pour un germe de fonction holomorphe
a` singularite´ de dimension 1. Ceci implique que l’ensemble des re´sultats de [B.II]
est valable dans ce cadre. En particulier le the´ore`me de finitude 5.2.1, le corollaire
5.2.3 ainsi que les the´ore`mes 6.2.1 et 6.4.1.
Les e´nonce´s ge´ne´ralisant les the´ore`mes 5.2.1 et 6.2.1 sont de´taille´s ci-apre`s pour la
commodite´ du lecteur.
1.2 Quelques conse´quences.
1.2.1 Rappels.
Dans ce qui suit f de´signera un germe a` l’origine de Cn+1 de fonction
holomorphe qui est suppose´ re´duit.
Pour f re´duite, on a un isomorphisme naturel compatible a` a et b,
E1 ⊗ CY ≃ OˆX .df ∩Ker d ≃ H
1
(
(Kˆer df)•, d•)
)
ou` l’on a pose´ E1 := C[[z]].dz, muni des ope´rations a := ×z et b := (
∫ z
0
).dz.
Place´ en degre´ 1 ce faisceau de´fini un sous-complexe, que nous noterons E1⊗CY [1],
du complexe
(
(Kˆer df)•, d•
)
.
Nous de´finirons le complexe
(
(K˜er df)•, d•
)
comme le quotient(
(K˜er df)•, d•
)
:=
(
(Kˆer df)•, d•
)/
E1 ⊗ CY [1].
Notons Â la C−alge`bre Â := {
∑∞
ν=0 Pν(a).b
ν , avec Pν ∈ C[x]} dont le produit
est de´fini par les deux conditions suivantes :
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• 1) On a la relation de commutation a.b− b.a = b2.
• 2) La multiplication par a (a` gauche ou a` droite) est continue pour la filtration
b−adique.
On a alors le re´sultat ge´ne´ral suivant (voir [B.II] th. 2.1.1) :
The´ore`me 1.2.1 Les complexes
(
(K˜er df)•, d•
)
et
(
(Kˆer df)•, d•
)
sont canon-
iquement quasi-isomorphes a` des complexes de faisceaux de Â−modules (a` gauche)
sur Y ayant des diffe´rentielles Â−line´aires.
De plus, via ces quasi-isomorphismes, la suite exacte
0→ E1 ⊗ CY [1]→
(
(Kˆer df)•, d•
)
→
(
(K˜er df)•, d•
)
→ 0
correspond a` une suite exacte de complexes de faisceaux de Â−modules.
Ce the´ore`me montre l’existence d’une structure naturelle de Â−modules sur tout
groupe d’hypercohomologie de ces deux complexes. Il donne e´galement la Â−line´arite´
(a` gauche) des applications naturelles entre ces groupes.
1.2.2 Les re´sultats principaux.
Supposons maintenant que le lieu singulier S de f est une courbe.
Rappelons qu’un A˜−module E est dit re´gulier ge´ome´trique s’il est de type fini
sur la sous-alge`bre C[[b]] de A˜, et si son quotient par sa b−torsion (qui toujours
est un (a,b)-module, puisque C[[b]]−libre de type fini) est un (a,b)-module re´gulier
ge´ome´trique.
Rappelons encore qu’un (a,b)-module E est re´gulier si son sature´ par b−1.a, note´
E♯, est encore de type fini sur C[[b]]. Il sera dit ge´ome´trique si, de plus, les valeurs
propres de b−1.a agissant sur l’espace vectoriel de dimension finie E♯/b.E♯ sont
dans Q+∗ − 1 (donc rationnelles strictement supe´rieures a` −1). Cette condition
est ve´rifie´e pour le (a,b)-module de Brieskorn d’un germe a` singularite´ isole´e graˆce
au the´ore`me de Monodromie et au the´ore`me de positivite´ de Malgrange.
Notons Hˆi le i-e`me faisceau de cohomologie du complexe
(
(Kˆer df)•, d•
)
.
Nous noterons c∩S (resp. c) la famille des ferme´s de Y := f−1(0) qui rencontrent
S suivant un compact (resp. la famille des compacts de Y ).
Le the´ore`me 1.2.2 implique la ge´ne´ralisation suivante du the´ore`me 5.2.1 de [B.II].
The´ore`me 1.2.2 Les A˜−modules suivants sont re´guliers ge´ome´triques :
1. H i{0}(Y, Hˆ
j) pour i ≥ 0 et j = 1, n.
2. E := H0{0}(Y, Hˆ
n+1).
Sur les fonctions a singularite´ de dimension 1. 5
3. EΦ := H
n+1
Φ (Y, (Kˆer df)
•, d•
)
) et E ′Φ := H
n+1
Φ (Y, (K˜er df)
•, d•
)
)
pour Φ = c et Φ = c ∩ S.
On en de´duit e´galement la ge´ne´ralisation suivante du the´ore`me 6.2.1 de [B.II].
The´ore`me 1.2.3 On a pour n ≥ 2 un accouplement (a,b)-sesquiline´aire naturel,
non de´ge´ne´re´
h : E ′c∩S × E −→ |Ξ
′|2
donne´ par inte´gration dans les fibres de f .
On a pose´ ici, pour n ∈ N fixe´
|Ξ′|2 :=
∑
r∈]−1,0]∩Q , j∈[0,n]
C[[s, s¯]].|s|2r.(Log|s|2)j
/
C[[s, s¯]] .
Pre´cisons ce que signifie ”donne´ par inte´gration sur les fibres de f ”.
Soient ω resp. ω′ des (n+1)−formes C∞ annule´es par ∧df et par d, le support
de ω′ rencontrant S suivant un compact K. Soit alors ρ ∈ C∞c (X) ve´rifiant
ρ ≡ 1 au voisinage de K . Alors nous de´finirons
h([ω′], [ω]) =
1
(2ipi)n
∫
f=s
ρ.
ω′
df
∧
ω
df
∈ |Ξ′|2.
Le calcul des Aˆ−modules E ′c∩S et E via de telles formes C
∞ est justifie´ par le
lemme 6.1.1 de [B.II].
Pre´cisons enfin ce que nous entendons par accouplement ”non de´ge´ne´re´”.
• Pour tout e´lement [ω′] ∈ E ′c∩S qui n’est pas de b−torsion, il existe un e´le´ment
[ω] ∈ E telle que h([ω′], [ω]) 6= 0 dans |Ξ′|2.
• Pour tout e´le´ment [ω] ∈ E qui n’est pas de b−torsion, il existe un e´le´ment
[ω] ∈ E ′c∩S tel que h([ω
′], [ω]) 6= 0 dans |Ξ′|2.
2 La b−1.∇ finitude.
2.1 La situation conside´re´e
Soit f : (Cn+1, 0)→ (C, 0) un germe de fonction holomorphe a` lieu singulier (S, 0)
de dimension 1, et soit t : (Cn+1, 0) → (C, 0) un germe de fonction holomorphe
non singulie`re. Notons (Σ, 0) le lieu critique du germe d’application
(f, t) : (Cn+1, 0)→ (C2, 0).
Faisons l’hypothe`se que (Σ, 0) soit de dimension 1 et que la restriction de t a`
(Σ, 0) soit finie.
Alors il existe un voisinage ouvert de Stein X de l’origine dans Cn+1 et un disque
D de centre 0 dans C ve´rifiant les proprie´te´s suivantes :
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1. Chaque composante irre´ductible de S := {x ∈ X/ f(x) = 0 et dfx = 0}
contient l’origine, est non singulie`re en dehors de l’origine et est un disque
topologique.
2. La restriction t|Σ : Σ → D est un reveˆtement ramifie´ fini dont la restriction
t|Σ∗ : Σ
∗ → D∗ est un reveˆtement non ramifie´, ou` nous avons pose´
Σ∗ := Σ \ {0} et D∗ := D \ {0}.
L’existence de tels voisinages ouverts X et D de 0 dans Cn+1 et C arbitrairement
petits est e´le´mentaire. L’existence, pour un germe f donne´, de germes holomorphes
auxiliaires convenables est conse´quence du lemme suivant
Lemme 2.1.1 Soit f un germe de fonction holomorphe a` l’origine de Cn+1 dont
le lieu singulier S est de dimension 1. Pour l ∈ (Cn+1)∗ dans un ouvert dense,
le lieu critique Σl du germe d’application (f, l) : (C
n+1, 0) → (C2, 0) est de
dimension 1 et contient S; on a donc l’e´galite´ Σl = S au voisinage de S
∗.
De plus, on peut demander que la restriction de l a` Σl soit propre et finie avec
un unique point de ramification a` l’origine.
Un tel l e´tant fixe´, il existe un disque ouvert D centre´ a` l’origine dans C assez
petit, tel que la famille (fτ )τ∈D, ou` fτ := f|{l=τ}, soit sur D
∗ une famille a`
µ−constant le long de chaque composante connexe de S∗.
Preuve. Comme (S, 0) est par hypothe`se un germe de courbe, pour l ∈ (Cn+1)∗
ge´ne´rique on aura {l = 0}∩S = {0}. Si, par exemple, ( ∂f
∂x1
, . . . , ∂f
∂xn
) est une suite
re´gulie`re en 0, toute forme line´aire d’un ouvert dense dans un voisinage ouvert
assez petit de la forme line´aire x 7→ x0 sera telle que le lieu critique de l’application
(f, l) sera de dimension 1 et n’aura pas de composante irre´ductible contenue dans
{l = 0}. On aura donc un ouvert dense sur lequel les deux premie`res conditions de
l’e´nonce´ sont re´alise´es avec, de plus, le fait que chaque fonction ft ne pre´sente que
des points singuliers isole´s dans l’hyperplan {l = t} pour tout t assez voisin de
0.
Le fait que µ reste localement constant sur S∗ au voisinage de l’origine est alors
conse´quence du fait que le faisceau l∗(Ω
n
/l
/
d/lf ∧ Ω
n−1
/l ) est cohe´rent sur OD et
donc localement libre en dehors de l’origine, puisque la restriction de l au support
de ce faisceau cohe´rent est finie. 
2.2 Rappels.
Rappelons maintenant quelques constructions et quelques re´sultats donne´s dans
[B.II] pour l’e´tude de la ”situation conside´re´e”.
R.1. De´finissons le faisceau des formes t−relatives
Ω•/ := Ω
•
X
/
dt ∧ Ω•−1X
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la diffe´rentielle t−relative e´tant induite par la diffe´rentielle de de Rham sur le quo-
tient. Comme la fonction t est non singulie`re on a un scindage naturel
Ω•X ≃ dt ∧ Ω
•−1
X ⊕ Ω
•
/
ainsi qu’un isomorphisme diffe´rentiel gradue´
∧dt : Ω•/ → dt ∧ Ω
•
X .
Il est inte´ressant de remarquer que dans la suite exacte de cohomologie de la suite
exacte courte de complexes
0→ (Ω•/, d
•
/)[−1]
∧dt
→ (Ω•X , d
•)→ (Ω•/, d
•
/)→ 0
le connecteur s’identifie a` la de´rivation ∂/∂t.
On a exactitude en degre´s strictement positifs du complexe (Ω•/, d
•
/).
On a e´galement exactitude en degre´s d ∈ [1, n − 1] du complexe (Ω•/, (∧d/f)
•)
graˆce a` la finitude de t : Σ→ D.
Ces proprie´te´s s’etendent imme´diatement au comple´te´ formel Ωˆ• en f .
R.2. Introduisons maintenant le sous-complexe (Kˆer d/f)
•, d•/) du complexe
(Ωˆ•/, d
•
/) ou` (Kˆer d/f)
• est le noyau de la multiplication exte´rieure
∧d/f : Ωˆ
•
/ → Ωˆ
•+1
/ .
Nous noterons respectivement par E et E les faisceaux de cohomologie de ce
complexe en degre´s 1 et n. Ils sont naturellement munis d’ope´rations a et b
ve´rifiant a.b − b.a = b2 de´duites de la multiplication par f et de ∧d/f ◦ (d/)
−1.
Celles-ci commutent a` l’action naturelle de t−1(OD) sur ces faisceaux.
On remarquera que la comple´tion formelle fait que ces faisceaux, a` priori porte´s
par Σ, sont a` support dans S puisque S = Σ ∩ {f = 0}, graˆce a` notre hy-
pothe`se sur t. En effet un germe de courbe irre´ductible (Γ, 0) contenu dans
Σ ∩ {f = 0} ve´rifie ou bien (Γ, 0) ⊂ (S, 0) ou bien Γ ∩ S = {0}. Dans ce dernier
cas, Γ \ {0} est connexe et contenue dans l’ouvert lisse {df 6= 0} de {f = 0},
et la fonction t|Γ\{0} est localement constante, donc identiquement nulle. On en
de´duit que (Γ, 0) ⊂ (Σ, 0)∩{t = 0} = {0}, ce qui est absurde. D’ou` notre assertion.
Le the´ore`me suivant a e´te´ e´tabli dans [BII].
The´ore`me 2.2.1 ( [B.II] th. 4.2.1.) Dans la ”situation conside´re´e” au de´but de
cette section, les faisceaux de cohomologie du complexe (Kˆer d/f)
•, d•/) sont nuls
en degre´s diffe´rents de 1 et n. En degre´ 1 et n les faisceaux E et E sont des
t−1(OD[[b]])−modules cohe´rents, localement libres sur S
∗, si le disque D est assez
petit.
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R.3. Dans la ”situation conside´re´e” de´finissons le morphisme de faisceaux de C−espaces
vectoriels sur S
∇ : E→ E
en posant
∇[d/ξ] := [d/f ∧
∂ξ
∂t
−
∂f
∂t
.dξ].
La ve´rification du fait que ce morphisme de faisceaux est bien de´fini est facile. Les
proprie´te´s suivantes sont de´montre´es dans [B.II] lemme 4.2.5 et proposition 4.2.8.
Proposition 2.2.2 Soit P := {x ∈ E / ∇(x) ∈ b.E}. C’est un sous-t−1(OD[[b]])−module
de E qui est stable par a. Le morphisme de faisceaux
b−1.∇ : P→ E
induit par ∇ est une t−1(OD)−connexion qui commute a` a et b.
Son noyau et son conoyau sont respectivement canoniquement isomorphes comme
Aˆ−modules aux faisceaux de cohomologie Hˆn et Hˆn+1 du complexe (Kˆer df •, d•).
L’alge`bre Aˆ qui n’intervient ici essentiellement que pour traduire la compatibilite´
aux ope´rations a et b de cet isomorphisme, a e´te´ de´finie (brie`vement) au 1.2.1.
Pour plus de de´tails sur cette alge`bre nous renvoyons le lecteur a` [B.95].
2.3 La b−1.∇−finitude.
Le controˆle du noyau de ∇ sera obtenu graˆce a` la proprie´te´ suivante.
De´finition 2.3.1 On dira que E est b−1∇−fini si, localement sur D∗, il existe
un entier N et un sous-t−1(OD[[b]])−module cohe´rent Gˆ de P qui est stable par
b−1∇ et contient bN .E.
Proposition 2.3.2 Il existe sur D un plus grand sous-t−1(OD[[b]])−module G
de P, stable par b−1∇.
Il ve´rifie de plus les proprie´te´s suivantes :
(1) On a G = {x ∈ E / ∀ν ∈ N ∇ν(x) ∈ bν .E}.
(2) Si x ∈ E ve´rifie b−1∇(x) ∈ G+ t−1(OD[[b]]).x alors x ∈ G.
En particulier on a Ker∇ ⊂ G.
(3) Si des germes ϕ ∈ OD \ {0} et x ∈ E sont tels que t
−1(ϕ).x ∈ G alors
x ∈ G.
(4) Si des germes ϕ ∈ OD \ {0} et x ∈ G sont tels que t
−1(ϕ).x ∈ b.G alors
x ∈ b.G.
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Supposons maintenant que E soit b−1∇−fini sur S∗. Alors G est t−1(OD[[b]])
localement libre de rang fini sur S∗ et il est stable par a. De plus il ve´rifie les deux
proprie´te´s suivantes:
i) Le sous-faisceau Ker∇ est localement constant sur S∗, de fibre un (a,b)-
module re´gulier ge´ome´trique.
ii) Soit U ⊂ D∗ un ouvert connexe et simplement connexe, et soit V ⊂ S∗ une
composante connexe de t−1(U). On a un isomorphisme
Γ(V,G) ≃ Γ(V,Ker∇/b.Ker∇)⊗C t
−1(OD∗(U)[[b]]).
Remarque. Pre´cisons que G est maximal au sens suivant : pour tout ouvert
Ω ⊂ D et tout sous-faisceau Γ de OD[[b]]−modules de P|Ω stable par b
−1.∇ on
aura Γ ⊂ G. 
Preuve. Notons Gk := {x ∈ E / ∀ν ∈ [0, k] ∇
ν(x) ∈ bν .E}, pour k ∈ N. On a
donc G = ∩k≥0 Gk. Comme Gk est manifestement stable par b, pour voir que Gk
est un sous-OD[[b]]−module, il suffit de voir qu’il est stable par l’action de t
−1(OD).
Pour ϕ ∈ OD et x ∈ E on a (en oubliant de noter l’image re´ciproque par t)
∇ν(ϕ.x) =
ν∑
j=0
Cjν .ϕ
(j).bj .∇ν−j(x) (@)
ou` ϕ(j) de´signe la de´rive´e j−e`me de ϕ.
Cette formule montre que si x ∈ Gk on aura ϕ.x ∈ Gk.
L’inclusion de tout sous-t−1(OD[[b]])−module stable par b
−1∇ dans G est imme´diate.
Pour prouver (1) il suffit donc de montrer que G est stable par b−1∇. Or
∇(Gk) = {∇(x) /x ∈ Gk} ⊂ {y ∈ E / ∇
ν(y) ∈ bν+1E ∀ν ∈ [0, k − 1]}
et ce dernier groupe est e´gal a`
{bz / z ∈ E / ∇ν(z) ∈ bν .E ∀ν ∈ [0, k − 1]} = b.Gk−1.
On a donc bien ∇(G) ⊂ b.G.
Si x ∈ E ve´rifie b−1∇(x) ∈ G+t−1(OD[[b]]).x conside´rons G := t
−1(OD[[b]]).x+G.
On a alors, pour y ∈ G,
∇(t−1(α).x+ y) ∈ t−1(α′).bx+ t−1(α).∇(x) + b.G ⊂ b.(t−1(OD[[b]]).x +G)
ou` α′ de´signe la de´rive´e en t de α ∈ OD[[b]]. Ceci montre que G = G et donc
que x ∈ G. Ceci montre (2).
Si maintenant on a t−1(ϕ).x ∈ G avec ϕ ∈ OD \ {0} et x ∈ E montrons
par re´currence sur ν ∈ N que l’on a ∇ν(x) ∈ bν .E. La proprie´te´ e´tant claire
pour ν = 0 supposons-la vraie pour ν − 1 et montrons-la pour ν. Comme
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on a la relation (@) on de´duit de l’hypothe`se t−1(ϕ).x ∈ G et de l’hypothe`se
de re´currence que t−1(ϕ).∇ν(x) ∈ bν .E. Mais sur D∗ le faisceau E/bν .E est
localement t−1(OD)−libre
1 on en de´duit que ∇ν(x) ∈ bν .E. On en conclut que
x ∈ G, ce qui ache`ve la preuve du point (3).
Le point (4) se montre de la meˆme fac¸on en utilisant l’e´galite´ (de´ja` vue plus haut)
b.G = {x ∈ E / ∀ν ∈ N ∇ν(x) ∈ bν+1.E}.
Supposons maintenant que E est b−1∇−fini.
Comme nos assertions sont locales sur S∗, nous pouvons nous placer au-dessus d’un
disque U ⊂ D∗, conside´rer une composante connexe V de t−1(U) et supposer que
l’on ait sur V un sous-OD[[b]]−module cohe´rent Gˆ contenant b
N .E|V et stable
par b−1.∇.
Pour simplifier les notations, nous identifierons U et V via t.
E´tape 1. On se rame`ne au cas ou` le OD−module P/Gˆ est libre sur V et de
rang note´ p, et ou`, de plus, il est facteur direct du OD−module libre E/Gˆ dont
le rang sur V sera note´ p+ q. Ceci est montre´ dans le lemme suivant.
Lemme 2.3.3 On se place dans la situation pre´cise´e ci-dessus. Il existe un sous-
OD[[b]]−module G˜ cohe´rent stable par b
−1.∇ qui contient Gˆ et qui ve´rifie de
plus les proprie´te´s suivantes :
a) Le OD−module P/G˜ est libre.
b) La suite exacte de OD−modules
0→ P/G˜→ E/G˜→ E/P→ 0
est scinde´e.
Preuve. Le quotient P/Gˆ est OD−cohe´rent puisque Gˆ contient b
N .P. Donc
sa OD−torsion T est cohe´rente sur OD. Si pi : P → P/Gˆ est l’application
quotient, de´finissons
G˜ : pi−1(T ).
Il est OD[[b]]−cohe´rent comme noyau et la proprie´te´ a) est e´vidente. Il contient Gˆ
par de´finition. Montrons la stabilite´ par b−1.∇.
Le proble`me est local au voisinage de chaque point t0 appartenant au support du
faisceau T , support qui est ferme´ et discret dans V . Pre`s d’un tel point, on aura
1car c’est le cas pour ν = 1 et donc pour tout ν en raisonnant par re´currence sur la suite
exacte
0→ bk.E
/
b
k+1
.E→ E
/
b
k+1
.E→ E
/
b
k
.E→ 0.
puisque bk : E
/
b.E→ bk.E
/
b
k+1
.E est un isomorphisme de faisceaux de OD−modules.
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x ∈ G˜t0 si et seulement si il existe un entier k ≥ 1 tel que l’on ait (t− t0)
k.x ∈ Gˆ.
Alors l’e´galite´
(t− t0)
k+1.b−1.∇(x) = b−1.∇((t− t0)
k+1.x)− (k + 1).(t− t0)
k.x
montre que b−1.∇(x) ∈ G˜ puisque Gˆ est stable par b−1.∇.
Le scindage de la suite exacte est conse´quence du fait que le OD−module E/P
est libre. En effet si on a ϕ.x ∈ P avec ϕ 6= 0, cela signifie que ∇(ϕ.x) =
ϕ′.bx + ϕ.∇(x) ∈ b.E, c’est a` dire que ϕ.∇(x) ∈ b.E. Comme E/b.E est sans
OD−torsion, cela signifie que ∇(x) ∈ b.E c’est a` dire que x ∈ P. 
On remplacera dans la suite Gˆ par G˜ mais en continuant a` le noter Gˆ.
Ayant choisi ces trivialisations, la connexion
b−1.∇ : P/Gˆ→ E/Gˆ
se lit comme une OD−connexion associe´e a` l’inclusion naturelle de O
p
D dans
OpD ⊕O
q
D
∂ : OpD → O
p
D ⊕O
q
D
sur le disque V .
Deuxie`me e´tape. Elle est donne´e par le lemme simple suivant.
Lemme 2.3.4 Soit
∂ : OpD → O
p
D ⊕O
q
D
une OD−connexion sur un disque V ⊂ D. Alors Ker∂ est un sous-faisceau
constant de CD−modules de O
p
D de rang au plus e´gal a` p et le plus grand sous-
faisceau de OD−module stable par ∂ est e´gal a` OD.Ker∂. Il est donc libre et
facteur direct dans OpD.
Preuve. Soit pi : OpD ⊕O
q
D → O
p
D la projection. Alors pi ◦ ∂ est une connexion
sur OpD au-dessus du disque V . Soit e := (e1, · · · , ep) une base horizontale pour
cette connexion. Notons ε := (ε1, · · · , εq) la base canonique de O
q
D. De´finissons
alors la matrice holomorphe M : V → L(Cp,Cq) par la formule
∂e =M.ε.
Pour X ∈ OpD on aura
∂(tX.e) = tX ′.e⊕ tX.M.ε ,
ou` X ′ de´signe la de´rive´e de X . On en de´duit que tX.e ∈ Ker∂ si et seulement
si X ∈ Cp et ve´rifie tX.M ≡ 0 sur V . Ceci de´finit un sous-espace vectoriel de
Cp et montre donc la premie`re assertion.
Les autres assertions sont imme´diates. 
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Troisie`me e´tape. Posons maintenant, avec les notations pre´ce´dentes
G := OD[[b]].Ker∂ + Gˆ.
Alors G est OD[[b]]−cohe´rent comme somme de deux sous-faisceaux cohe´rents de
P qui est cohe´rent (voir [B.II] 7.2). Comme G/Gˆ est un sous-OD−module de P/Gˆ
qui est stable par ∂, on aura, d’apre`s le lemme 2.3.4
G ⊂ G.
Mais G est un sous-OD[[b]]−module de P stable par b
−1.∇. En effet, si x ∈ G,
comme on a
b−1.∇(x) ∈ b−1.∇(Gˆ) +OD.Ker∂ + Gˆ ⊂ G.
On en conclut que G = G sur l’ouvert V . Ceci donne alors la cohe´rence de G
sur OD[[b]]. Comme le faisceau G/b.G est sans OD−torsion d’apre`s la proprie´te´
(4) prouve´e plus haut, on en conclut que G est (localement) libre de rang fini sur
OD[[b]]. De plus, d’apre`s la proprie´te´ (2) il contient Ker∇.
Pour conclure, il suffit alors d’appliquer le the´ore`me de Cauchy a` la OD[[b]]−connexion
b−1.∇ de G. 
3 Inte´gration ”a` la Malgrange”.
Ce chapitre est, bien suˆr, directement inspire´ de [M. 74].
3.1 Complexe de de Rham absolu et b−1.∇.
Le lien entre le complexe de de Rham absolu (Kˆer df)•, d•) et la connexion b−1.∇
introduite plus haut est pre´cise´ par le lemme suivant
Lemme 3.1.1 Soit n un entier au moins e´gal a` 2. On a un morphisme de
complexes
· · · // (Kˆer df)n−1
d
//

(Kˆer df)n
d
//
α

(Kˆer df)n+1 //
β

0
· · · // 0 // P
b−1∇
// E // 0
ou` α est induite par la projection ”e´vidente” de Ωˆn sur Ωˆn/ et ou` β est l’inverse
de l’isomorphisme ∧dt : Ωˆn/ → Ωˆ
n+1. Il induit des isomorphismes (a,b)-line´aires
sur les faisceaux de cohomologie, si on remplace (Kˆer df)0 par (Kˆer df)1∩Ker d
en degre´ 0 dans le premier complexe (avec l’inclusion e´vidente).
Preuve. Ve´rifions de´ja` les e´galite´s α ◦ d = 0 et β ◦ d = b−1∇ ◦ α.
Si u + dt ∧ v est dans (Kˆer df)n−1 avec u ∈ Ωˆn−1/ et v ∈ Ωˆ
n−2
/ , on aura
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d/f ∧ u = 0 et (α ◦ d)(u+ dt ∧ v) = d/u. On trouve donc bien ze´ro dans P ⊂ E.
Pour d/ξ + dt ∧ η ∈ (Kˆer df)
n on aura
(β ◦ d)(d/ξ + dt ∧ η) = β(dt ∧ (
∂d/ξ
∂t
− d/η)) =
∂d/ξ
∂t
− d/η = d/(
∂ξ
∂t
− η).
La condition df ∧ (d/ξ + dt ∧ η) = 0 donne
∂f
∂t
.d/ξ = d/f ∧ η et on a donc
∇(α(d/ξ + dt ∧ η)) = ∇(d/ξ) = d/f ∧ (
∂ξ
∂t
− η)
ce qui donne bien l’e´galite´ de´sire´e.
La fin de la preuve consiste alors a` ve´rifier que les morphismes induits en cohomologie
co¨ıncident avec ceux de la proposition 1.1.1. Cette ve´rification simple est laisse´e au
lecteur. 
3.2 De´rivations d’inte´grales
Comme pre`s du point p ∈ S∗ la famille des fonctions a` singularite´s isole´es donne´e
par t→ ft est a` µ−constant elle est topologiquement triviale au voisinage de p. En
identifiant S∗ et D∗ via la fonction t au voisinage de p, on a donc l’existence d’un
voisinage U de p dans X et une application continue Φ : U → Up := t
−1(t(p))∩U
donnant le diagramme commutatif
U
f×t

Φ×t
// Up ×∆
f×Id

D ×∆
=
// D ×∆
ou` (Φ × t) est un home´omorphisme et Up une boule de Milnor en p pour la
restriction fp de f a` l’hyperplan t
−1(t(p)).
Soit γ ∈ Hn−1({f = ε} ∩ Up,C), pour ε > 0 assez petit. On a pour 0 < |s| < ε
et t assez voisin de t(p)) une famille horizontale multiforme de (n − 1)−cycles
compacts contenus dans les fibres {f(t, x) = s} ∩ U .
E´tant donne´e une section ω du faisceau E sur un voisinage ouvert de p ∈ S∗,
nous de´finirons les inte´grales ”a` la Malgrange”∫
γs,t
ω
d/f
.
On remarquera de´ja` qu’une telle inte´grale ne de´pend que de la classe de ω dans E
en raison de la formule de Stokes, puisque
E = Ωˆn/
/
d/(Kˆer d/f
n−1) = Ωˆn/
/
d/f ∧ d/Ωˆ
n−2
/ .
La proposition suivante exprime les de´rive´es partielles en s et t de ces fonctions
holomorphes en (s, t) qui sont multivalue´es en s.
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Proposition 3.2.1 Pour tout d/ξ ∈ E on a la formule de de´rivation ”en s”
∂
∂s
( ∫
γs,t
ξ
)
=
∫
γs,t
d/ξ
d/f
que l’on peut lire sous la forme
primitive ”en s” de
(∫
γs,t
d/ξ
d/f
)
=
∫
γs,t
d/f ∧ ξ
d/f
=
∫
γs,t
b(d/ξ)
d/f
.
Pour tout d/ξ ∈ E on a la formule de de´rivation ”en t”
∂
∂t
( ∫
γs,t
ξ
)
=
∫
γs,t
∇(d/ξ)
d/f
que l’on peut lire sous la forme
∂
∂t
( ∫
γs,t
d/ξ
d/f
)
=
∫
γs,t
b−1∇(d/ξ)
d/f
pour d/ξ ∈ P.
Preuve. Soit ∆ ⊂ H × C un polydisque. L’hypothe`se de trivialite´ topologique
permet de trouver ψ ∈ C∞,n−1c/f (f
−1(∆)) une (n − 1)−forme d−ferme´e induisant
pour chaque (s, t) ∈ ∆ la classe de´finie par γs,t dans
Hn−1c (f
−1
t (s) ∩ U,C) ≃ Hn−1(f
−1
t (s) ∩ U,C).
Pour ξ ∈ Ωn−1/ posons
F (s, t) :=
∫
γs,t
ξ =
∫
f−1t (s)
ξ ∧ ψ ∀(s, t) ∈ ∆.
Commenc¸ons par prouver l’holomorphie de F sur ∆. Comme F est manifestement
une fonction continue, il suffit de prouver que son ∂¯ au sens des distributions est
nul. Conside´rons alors une forme test θ ∈ C
∞,(2,1)
c (∆). On a
< ∂¯F, θ >= − < F, ∂¯θ >= −
∫
f−1(∆)
ξ ∧ ψ ∧ d(f ∗(θ))
puisque ∂¯θ = dθ et puisque loin du lieu critique de f le the´ore`me de Fubini banal
s’applique a` des fonction continues. Comme on a
d(ξ ∧ ψ ∧ f ∗(θ)) = ξ ∧ ψ ∧ d(f ∗(θ)))
puisque dψ = 0 et que dξ ∧ f ∗(θ) est de type (n + 2, 1) donc nulle, la formule
de Stokes permet de conclure a` l’holomorphie de F .
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Pour calculer ∂F
∂s
au sens des distributions, conside´rons maintenant une forme test
ζ ∈ C
∞,(0,2)
c (∆). On aura
<
∂F
∂s
.ds, dt ∧ ζ >= − < F, d(dt ∧ ζ) >= −
∫
f−1(∆)
ξ ∧ ψ ∧ d(f ∗(dt ∧ ζ)).
Comme on a dξ = d/ξ + dt ∧
∂ξ
∂t
la formule de Stokes donne
<
∂F
∂s
.ds, dt ∧ ζ >=
∫
f−1(∆)
d/ξ ∧ ψ ∧ f
∗(dt ∧ ζ).
Le the´ore`me de Fubini donne alors
<
∂F
∂s
.ds, dt ∧ ζ >=
∫
∆
( ∫
f−1t (s)
d/ξ
d/f
∧ ψ
)
.ds ∧ dt ∧ ζ
ce qui donne bien notre formule de de´rivation ”en s”.
Soit ζ une forme-test choisie comme plus haut. On a
<
∂F
∂t
.dt, ds ∧ ζ >= − < F, d(ds ∧ ζ) >= −
∫
f−1(∆)
ξ ∧ ψ ∧ d(f ∗(ds ∧ ζ)).
La formule de Stokes donne alors
<
∂F
∂t
.dt, ds ∧ ζ >=
∫
f−1(∆)
∂ξ
∂t
∧ dt ∧ ψ ∧ d/f ∧ f
∗(ζ) + d/ξ ∧ ψ ∧
∂f
∂t
.dt ∧ f ∗(ζ)
puisque f ∗(ds) = df = d/f +
∂f
∂t
.dt. On trouve alors, puisque
∇(d/ξ) = d/f ∧
∂ξ
∂t
−
∂f
∂t
.d/ξ
<
∂F
∂t
.dt, ds ∧ ζ >=
∫
f−1(∆)
∇(d/ξ) ∧ ψ ∧ dt ∧ f
∗(ζ).
On a donc bien, a` nouveau graˆce au the´ore`me de Fubini, la formule annonce´e, pour
d/ξ ∈ E :
∂F
∂t
(s, t) =
∫
γs,t
∇(d/ξ)
d/f
.
Remarquons que si I : E → OH×C est le morphisme de faisceau localement de´fini
par [d/ξ]→
∫
γs,t
d/ξ
d/f
, on a e´tabli les e´galite´s suivantes :
(∂s)◦I◦b = I et (∂t)◦I = I◦(b
−1∇)
de morphismes de faisceaux respectivement de E a` valeurs dans OH×C et de P
a` valeurs dans OH×C. 
Reprenons les notations introduites au de´but de ce paragraphe. Le lemme suivant
montre que les inte´grales sur les cycles de´terminent une section du faisceau E.
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Lemme 3.2.2 Soit p un point de S∗ et soit θ un germe en p de section du
faisceau E tel que pour tout couple (s, t) assez voisin de (0, t(p)) dans C∗ × C
on ait ∫
γjs,t
θ
d/f
≡ 0
pour une base horizontale γjs,t de´duite d’une base de l’espace vectoriel
Hn−1({f = ε} ∩ U,C) ≃ Hn−1({f = ε} ∩ {t = t(p)} ∩ U,C).
Alors on a θ = 0 dans E.
Preuve. D’apre`s notre hypothe`se, pour chaque t0 fixe´ assez voisin de t(p) la
section du fibre´ de Gauss-Manin de la fonction ft0 sur l’hyperplan {t = t0},
induite par θ|{t=t0}, est de torsion. Comme la fonction ft0 a une singularite´ isole´e
en p(t0) := S
∗ ∩ t−1(t0), son fibre´ de Gauss-Manin est sans torsion d’apre`s [S. 70],
et on a donc que la valeur de θ en p(t0) est nulle, c’est a` dire que l’image de θ
dans E/(t− t0).E est nulle. Comme ceci a lieu pour tout t0 assez voisin de t(p)
et comme le faisceau E est localement libre de rang fini sur t−1(OD[[b]]) sur S
∗,
on en conclut que θ est nulle au voisinage de p. 
4 Le the´ore`me de b−1.∇−finitude sur S∗.
4.1 Preuve du the´ore`me de finitude.
Le the´ore`me 1.1.2 sera une conse´quence simple du re´sultat suivant.
The´ore`me 4.1.1 Dans la ”situation conside´re´e” pre´cise´e au de´but du chapitre 2,
E est b−1.∇−fini sur S∗.
Reprenons les notations du paragraphe 3.2.
Notons q : Ωˆ• → Ωˆ•/ l’application quotient et remarquons que l’on a l’e´galite´
d/ ◦ q = q ◦ d. Nous noterons encore par d/ : Ωˆ
• → Ωˆ•+1/ cette application
compose´e. Donc pour ω ∈ Ωˆn−1 nous aurons l’e´le´ment [d/ω] ∈ E.
Si les formes ω, ω′ ∈ Ωˆn−1 ve´rifient
f.dω = df ∧ ω′
on aura dans E la relation a.[d/ω] = b.[d/ω
′]. Ceci se ve´rifie facilement en utilisant
l’identification de Ω•/ avec les formes ne pre´sentant pas l’e´le´ment diffe´rentiel ”dt”
et la de´composition
Ω• = Ω•/ ⊕ dt ∧ Ω
•−1
/ .
Proposition 4.1.2 Soit p ∈ S∗ et conside´rons une base de Jordan e1, · · · , ek
d’un bloc de Jordan de la monodromie de f pour la valeur propre exp(2ipi.u) ou`
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u ∈ [0, 1[, agissant sur Hn−1({f = ε} ∩ U,C).
Alors il existe un entier m ≥ 0 et des (n−1)−formes holomorphes ω1, · · · , ωk sur
U ve´rifiant les proprie´te´s suivantes:
1. On a sur U les relations dωj = (m+ u)
df
f
∧ωj +
df
f
∧ωj−1 ∀j ∈ [1, k] avec
la convention ω0 ≡ 0.
2. L’espace vectoriel engendre´ par les classes de cohomologie induites sur
{f = ε} ∩ U par les ωj est e´gal au sous-espace vectoriel engendre´ par
e1, · · · , ek de H
n−1({f = ε} ∩ U,C).
Dans ces conditions les sections de E induites par les formes d/ωj sont dans
le sous-faisceau Ker∇|∆ et le sous-C[[b]]−module qu’elles engendrent est libre de
rang k et stable par a. Sa fibre est le (a,b)-module a` poˆle simple de rang k de
C[[b]]−base ε1, · · · , εk avec a.εj = (m+u).b.εj+b.εj−1 avec la convention ε0 = 0.
Le sous-faisceau de t−1(O∆[[b]])−module engendre´ par [d/ω1], · · · , [d/ωk] est stable
par a et libre de rang k sur t−1(O∆[[b]]). Il est stable par b
−1.∇ et donc contenu
dans G.
Si on part d’une base de Jordan comple`te de l’espace vectoriel Hn−1({f = ε}∩U,C),
le sous-faisceau de t−1(O∆[[b]])−modules ainsi obtenu est encore libre de rang fini.
Remarque. Graˆce a` notre trivialisation locale, pour chaque p′ ∈ ∆, les restric-
tions de la base e1, · · · , ek a` {fp′ = ε} induiront une base de Jordan d’un bloc de
Jordan de taille k pour la monodromie de fp′ agissant sur H
n−1({fp′ = ε}∩U,C)
(resp. une base de Jordan comple`te de Hn−1({fp′ = ε} ∩ U,C) si on part d’une
base de Jordan comple`te de Hn−1({f = ε} ∩ U,C) ). 
Preuve. Commenc¸ons par remarquer que si ω ∈ Ωn−1 on a
df ∧ dω = dt ∧∇(d/ω).
Puisque l’on a df ∧ dωj = 0, j ∈ [1, k] les classes [d/ωj] ∈ E sont donc bien dans
Ker∇|∆.
L’existence de l’entier m et des (n−1)−formes holomorphes ve´rifiant les proprie´te´s
1) et 2) re´sulte de [B.84]. Les sections sur l’ouvert ∆ du faisceau Hˆn induites par
les formes d/ωj ve´rifient les relations :
a.[d/ωj] = (m+ u).b.[d/ωj ] + b.[d/ωj−1] ∀j ∈ [1, k]
qui ne sont qu’une re´e´criture des relations 1).
Montrons l’inde´pendance sur OD[[b]]. Si on a, sur un ouvert connexe ∆
′ ⊂ ∆, une
relation
k∑
j=1
sj .[d/ωj] ∈ d/(Γ(∆
′, (Kˆer d/f)
n−1)
ou` sj ∈ Γ(∆
′,OD[[b]]), pour j ∈ [1.k], on obtient pour chaque t ∈ ∆
′ une relation
sur C[[b]] des classes correspondantes, ce qui donne la nullite´ des coefficients pour
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chaque t ∈ ∆′ fixe´. En effet, pour t ∈ ∆′ fixe´, ces classes sont inde´pendantes sur
C{ft} dans le syste`me de Gauss-Manin la fonction ft graˆce a` la remarque qui suit
l’e´nonce´ de la proposition, et donc aussi dans le module de Brieskorn correspondant
puisqu’il est sans torsion d’apre`s [S.70]. On en de´duit la meˆme proprie´te´ dans son
comple´te´ formel en ft par platitude de C[[ft]] sur C{ft}, et celui-ci co¨ıncide avec
son comple´te´ formel en b, qui est le (a,b)-module associe´ a` ft e´gal a` la fibre en t
de E. L’inde´pendance sur C[[b]] en re´sulte.
L’inclusion dans G est imme´diate puisque les [d/ωj ] sont dans Ker∇ (voir prop.
2.3.2 (2)).
L’inde´pendance pour une base de Jordan comple`te s’obtient de fac¸on analogue. 
De´monstration du the´ore`me. Compte tenu de la proposition pre´ce´dente, il
nous suffit de montrer qu’il existe localement sur S∗ un entier N tel que
le t−1(O∆[[b]])−module G˜ ⊂ G construit a` partir d’une base de Jordan de la
monodromie de f agissant sur l’espace vectoriel Hn−1({f = ε} ∩ U,C) ve´rifie
bN .E ⊂ G˜. Ceci re´sulte du fait que si l’on conside`re la construction effectue´e, on
peut choisir, d’apre`s [B.86], l’entier m au plus e´gal a` n. On obtient alors, pour
chaque singularite´ isole´e fp′, un re´seau G˜p′ du re´seau de Brieskorn Ep′ qui ve´rifie
bn.Ep′ ⊂ G˜p′. Comme ceci a lieu pour chaque p
′ assez voisin de p, on en conclut
que bn.E ⊂ G˜ ⊂ G. 
4.2 Estimation de G.
La preuve du the´ore`me de b−1.∇−finitude montre que G contient bn.E sur S∗.
Il est inte´ressant de pouvoir ame´liorer cette ”minoration” de G dans certains
exemples. La proposition ci-dessous donne un tel crite`re.
Nous allons travailler pre`s d’un point ge´ne´rique de S∗. Choisissons, pre`s d’un tel
point, un syste`me de coordonne´es locales t, x1, . . . , xn tel que l’on ait
S∗ = {x1 = · · · = xn = 0}.
L’ide´al M de OX engendre´ par x1, . . . , xn est donc l’ide´al re´duit de S
∗.
Commenc¸ons par remarquer que l’on a, localement sur S∗, e´quivalence entre l’e´galite´
G = E et l’appartenance de ∂f
∂t
a` J/(f), l’ide´al jacobien relatif de f . En effet,
de`s que ∂f
∂t
6∈ J/(f), on a dx 6∈ P et donc, a` fortiori dx 6∈ G.
Proposition 4.2.1 Notons Mk, pour k ≥ 1, l’image de Mk.Ωˆn/ dans E.
Supposons qu’il existe un entier k tel que
M
k.
∂f
∂t
⊂Mk+1.J/(f). (*)
Alors le plus grand sous-OD[[b]]−module (cohe´rent) G de E, stable par a et b
−1∇
contient Mk.
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Preuve. Nous allons montrer que sous notre hypothe`se G :=Mk est stable par a
et b et il ve´rifie ∇(G) ⊂ b.G.
La stabilite´ par a est e´vidente. Pour montrer la stabilite´ par b, nous allons montrer
que b.G est l’image dans E de Mk+1.J/(f).Ω
n
/ , ce qui implique en particulier la
stabilite´ par b.
Si ω = d/ξ avec ω ∈ M
k.Ωn/ , on peut choisir ξ ∈ M
k+1.Ωn−1/ . On aura alors
b[ω] = [d/f ∧ ξ] qui est bien dans M
k+1.J/(f).Ω
n
/ .
Re´ciproquement, si η ∈Mk+1.J/(f).Ω
n
/ on peut e´crire η = d/f ∧ ξ avec
ξ ∈Mk+1.Ωn−1/ . Alors d/ξ ∈M
k.Ωn/ et donne un e´lement [d/ξ] ∈ G dont l’image
par b est [η]. Ceci prouve notre assertion.
On a alors, pour ω = d/ξ,
∇(ω) = d/f ∧
∂ξ
∂t
−
∂f
∂t
.ω.
Comme pour [ω] ∈ G on peut choisir ξ et donc ∂ξ
∂t
∈ Mk+1.Ωn−1/ , on obtient,
graˆce a` l’inclusion (*), ∇(ω) ∈Mk+1.J/(f).Ω
n
/ ⊂ b.G. 
4.3 Exemples.
Exemple 1. On se propose d’e´tudier le cas ou` f(t, x) = P (x) + t.Q(x) avec P
et Q deux germes de fonctions holomorphes a` l’origine de Cn.
Lemme 4.3.1 Supposons P a` singularite´ isole´e a` l’origine et supposons que l’on
ait Mk+1.J(Q) ⊂Mk+1.J(P ) pour un entier k ≥ 0, ou` M de´signe l’ide´al maxi-
mal de l’origine dans Cn.
Alors on a M̂k+1.J/(f) = M̂
k+1.J(P ) ou` M̂ de´signe l’ide´al engendre´ par M
dans OCn+1.
Si on a de plus Q ∈ M.J(Q), ce qui est ve´rifie´ en particulier si Q est quasi ho-
moge`ne, on obtiendra l’inclusion Mk.∂f
∂t
⊂Mk+1.J/(f) et la proposition pre´ce´dente
donnera que Mk ⊂ G sur S = {x = 0} au voisinage de l’origine.
Preuve. L’hypothe`se permet donc d’e´crire chaque xα. ∂Q
∂xj
pour α ∈ Nn, ve´rifiant
|α| = k + 1, comme combinaison line´aire a` coefficients holomorphes des xβ . ∂P
∂xi
. Si
γ de´signe le vecteur colonne des xα. ∂P
∂xj
et δ le vecteur colonne des xα. ∂Q
∂xj
on
aura donc δ = R.γ ou` R est une matrice a` coefficients holomorphes dans Cn.
Comme les xα.
[
∂P
∂xj
+t. ∂Q
∂xj
]
forment un syste`me ge´ne´rateur sur OCn+1 de M̂
k+1.J/(f),
on aura une relation matricielle
Γ = (Id+ t.R).γ
ou` Γ de´signe le vecteur colonne des xα.
[
∂P
∂xj
+ t. ∂Q
∂xj
]
. Pour |t| ≪ 1 la matrice
Id+ t.R sera inversible et on a ainsi e´tabli l’e´galite´ M̂k+1.J/(f) = M̂
k+1.J(P ) au
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voisinage de l’origine dans Cn+1. Cette e´galite´ montre que le lieu singulier de f
est contenu dans S = {x = 0} au voisinage de l’origine, et comme on a Q(0) = 0,
e´galite´ impose´e par l’appartenance de Q a` M.J(Q), on aura e´galite´. On conclut
imme´diatement car Q ∈ J/(f) implique Q ∈ J(P ). 
Illustrons ceci par un exemple simple ”explicite”.
Exemple 2. Il s’agit de calculer l’exemple suivant dans lequel on a n = 2 :
P (x, y) = x4 + y4, Q(x, y) = x2.y2 et donc f(x, y, t) = P (x, y) + t.Q(x, y) qui est
une de´formation a` µ−constant pour t 6= ±2, d’hypersurfaces a` singularite´s isole´es
de C2 dont le faisceau des modules de Brieskorn n’est pas localement constant.
En effet le birapport des quatre droites de C2 que l’on obtient pour chaque valeur
de t et qui vaut2 − t−2
4
est une fonction localement injective, ce qui montrent
que ces germes de fonctions holomorphes ne sont jamais localement deux a` deux
analytiquement e´quivalentes.
Cependant l’hypothe`se M2.J(Q) ⊂ M2.J(P ) du lemme pre´ce´dent est satisfaite,
ou` ici, on a simplement M := (x, y).
On ve´rifie aussi imme´diatement que Q 6∈ J(P ). On aura donc G =M.
Explicitons le calcul de ∇.
On a
∂f
∂x
= 4x3 + 2t.xy2
∂f
∂y
= 4y3 + 2t.x2y.
et donc
8.x3y = 2y
∂f
∂x
− tx.(
∂f
∂y
− 2t.x2y)
= 2t2.x3y + 2y
∂f
∂x
− tx.
∂f
∂y
.
On obtient ainsi
2(4− t2).x3y = 2y
∂f
∂x
− tx.
∂f
∂y
∈ J/(f) et (1)
2(4− t2).xy3 = 2x
∂f
∂y
− ty.
∂f
∂x
∈ J/(f) par symetrie. (2)
On en de´duit que
4.x5 = x2.
∂f
∂x
− 2t.x3y2 ∈∈ J/(f) et (3)
4.y5 = y2.
∂f
∂y
− 2t.x2y3 ∈ J/(f) par symetrie. (4)
2Il s’agit de calculer le birapport des quatre racines de l’e´quation z4+ t.z2+1 = 0. Ce nombre
est de´fini modulo le groupe du birapport. Par exemple 1 − (− t−2
4
) = t+2
4
repre´sente la meˆme
classe de birapport.
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Graˆce aux relations
4.x4 = −2t.x2y2 + x.
∂f
∂x
(5)
4.y4 = −2t.x2y2 + y.
∂f
∂y
(6)
une OD[[b]]−base de E est donc donne´e par
(1, x, y, x2, y2, xy, x2y, xy2, x2y2).dx ∧ dy.
Soit ω := x.dy − y.dx. Pour un monoˆme m homoge`ne de degre´ δ(m) on a
d/(m.ω) =
δ(m) + 2
4
.
d/f
f
∧m.ω (7)
ce qui donne
a(m) =
δ(m) + 2
4
.b(m). (8)
On a e´galement
∇(d(m.ω)) = d/f ∧
∂(m.ω)
∂t
− x2y2.d(m.ω) (9)
et donc ∇(m) = −x2y2.m. (10)
Comme x2y2.M ⊂ J/(f), on voit que b
−1∇ ope`re sur G =M.
Par exemple, comme
2(4− t2).x3y2 = 2y2
∂f
∂x
− txy.
∂f
∂y
(11)
= d/f ∧ (2y
2dy + t.xydx) (12)
on aura
b−1∇(x) =
t.x
2(4− t2)
.
Donc (4− t2)
1
4 .x sera (localement) dans Ker∇ pour |t| < 2.
Comme ∇(1) = −x2y2 /∈ b.E, pour tester directement la b−1∇−finitude de E,
posons E1 := E⊕OD.ε, ou` l’on de´finit ε := b
−1(x2y2).
Alors on obtient, puisque a(x2y2) = 3
2
b(x2y2) les relations suivantes :
aε =
1
2
.bε et ∇ε = b−1∇(x2y2) = b−1(−x4y4).
Explicitons b−1(−x4y4). On a d’apre`s (1)
2(4− t2).x4y4 = d/f ∧ (2xy
4dy + t.x2y3dx) (13)
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ce qui donne 2(4− t2).x4y4 = b(2y4 − 3t.x2y2) et donc d’apre`s (6)
2(4− t2).x4y4 = b(−4t.x2y2 + d/f ∧ (−
1
2
y.dx)) = b(−4t.x2y2 +
1
2
.b(1)).
On a donc
b−1∇(ε) =
2t
4− t2
.ε−
1
4(4− t2)
.1.
Ceci permet de conclure que E1 est stable par b
−1∇.
On obtient ainsi directement la b−1∇−re´gularite´ pour E dans cet exemple.
Le OD[[b]]−module OD[[b]].1⊕OD [[b]].ε est stable par a et b
−1∇, via les formules:
a.ε =
1
2
.bε, a.1 =
1
2
.b.1
b−1∇(1) = −ε, b−1∇(ε) =
2t
4− t2
.ε−
1
4(4− t2)
.1.
Exemple 3. Soient p, q, r trois entiers ≥ 3 tels que 1
p
+ 1
q
+ 1
r
< 1 et posons
f(x, y, z, t) = xp + yq + zr + txyz.
Remarquons que l’on a f ∈M3 et donc J/(f) ⊂M
2.
Montrons que, sur l’ouvert S∗ := {t 6= 0} de C, les hypothe`ses de la proposition
4.2.1 sont ve´rifie´es avec k = 1. D’abord on a
J/(f) = (p.x
p−1 + t.yz, q.yq−1 + t.xz, r.zr−1 + t.xy).
Les relations
∂f
∂x
= p.xp−1 + t.yz
∂f
∂y
= q.yq−1 + t.xz
∂f
∂z
= r.zr−1 + t.xy
donnent
pq.xp−1.yq−1 = t2.xyz2 +M2.J/(f) ainsi que
t.xp−1.yq−1 = −r.zr−1.xp−2yq−2 +M2.J/(f)
puisque xp−2yq−2 ∈M2. On a donc
t3.xyz2 + pqr.zr−1.xp−2yq−2 +M2.J/(f)
ou encore, puisque p, q, r, sont au moins e´gaux a` 3 et t 6= 0,
t3.xyz2(1 +
pqr
t3
.zr−3xp−3yq−3) ∈M2.J/(f). (@)
On aura aussi
t.xpy = −r.xp−1zr−1 + xp−1.
∂f
∂z
t2.xpy = −r.t.xp−1zr−1 +M2.J/(f) = rq.y
q−1.xp−2.zr−2 +M2.J/(f)
= rq.y2.x.z.(yq−3.xp−3.zr−3) +M2.J/(f) ∈M
2.J/(f)
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d’apre`s (*). On a donc, en utilisant encore le fait que x, y, z jouent le meˆme roˆle,
que
M.
∂f
∂t
⊂M2.J/(f) ainsi que M.f ⊂M
2.J/(f).
Il nous reste seulement a` voir que ∂f
∂t
.h ∈ J/(f) implique h ∈ M; ceci re´sulte du
fait que ∂f
∂t
6∈ J/(f) .
Lemme 4.3.2 Notons par G := M.Ωn/
/
d/f ∧ d/Ω
n−2
/ .
Comme le fibre´ vectoriel sur S∗ de´fini par E
/
b.E est trivial, on constate facilement
que le OS[[b]]−module
Γ := G+OS [[b]].b
−1α
de E[b−1] ou` α := xyz, est stable par a, b, b−1∇ et b−1a sur S∗.
Preuve. Comme on a
p.xp = q.yq = r.zr = −t.α modulo M.J/(f),
on aura
f − (1− ρ).tα ∈M.J/(f) avec ρ =
1
p
+
1
q
+
1
r
. (14)
On en de´duit en particulier que a.α ∈M2.J/(f) et donc que ab
−1α est bien
dans Γ. La stabilite´ par b−1a en de´coule alors puisque la relation M.f ⊂M2.J/(f)
donne
a.G ⊂M2.J/(f) ⊂ b.G.
Remarques.
1. Le cas p = q = r = 3 rele`ve du premier exemple traite´ plus haut.
2. Les cas 1
p
+ 1
q
+ 1
r
< 1 re´sulte de l’e´tude de [B.II] puisque l’on a
W :=
1
p
.x.
∂
∂x
+
1
q
.y.
∂
∂y
+
1
r
.z.
∂
∂z
+ (1− ρ).t.
∂
∂t
qui ve´rifie W.f = f et ne s’annule pas sur {t 6= 0}.
3. La relation M.f ⊂ M2.J/(f) implique que le plus grand sous-(a,b)-module
a` poˆle simple de ft pour chaque t 6= 0 est la fibre en t de M.
On a donc G =M = M.E dans ce cas. Donc Mt=1 est le plus grand sous-
(a,b)-module a` pole simple de Et=1, d’apre`s la description de H
n dans le
cas ou` il existe un champ de vecteur holomorphe ne s’annulant pas et ve´rifiant
W.f = f pre`s des points de S∗ (voir [B.II] the´ore`me 4.3.1.)
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