This research paper proposes the findings of the accuracy of the result by using the K-Means clustering technique in prediction of heart disease diagnosis with real and artificial datasets. K-Means Clustering is a method of cluster analysis which aims to partition n observations into k clusters in which each observation belongs to the cluster with the nearest mean. Each cluster is assigned a random target number of clusters-k and started from a random initialization. The proposed technique classifies the group of the objects based on attributes into K number of groups. The grouping is done by minimizing the sum of squares of distances between data using Euclidean distance formula and the corresponding cluster centroid. The research result shows that the integration of clustering gives promising results with highest accuracy rate and robustness.
INTRODUCTION
Data Mining refers to the process of finding interesting hidden patterns. The process of data mining is composed of selecting, analyzing, preparing, applying, interpreting and evaluating the results [2, 4, 7] . Many clinical diagnoses accomplished in data mining techniques for classification and prediction. The healthcare industry collects huge amounts of healthcare data which are not -mined‖ to discover hidden information for effective decision making. The depart research developed Intelligent Heart Disease Prediction System using data mining techniques such as Decision Tree, Naive Baye's and Neural Network, K-Means Clustering Using medical profiles such as age, sex, blood pressure and blood sugar it can predict the performance analysis and comparison between those techniques of patients getting heart disease or not [19] . It enables significant knowledge, e.g. patterns, relationships between medical factors related to heart disease, to be established. It is a scalable, reliable and expandable. It is implemented on the .Net platform. The existing research mainly focused in performance analysis and comparison. The quality of the service is very essential in analyzing field that means the accuracy result. This research is mainly focuses on Prediction of Heart Disease using K-Means Clustering in the context of data mining. The cost function like predictive stable accuracy evaluated in prediction of heart disease using K-Means Clustering technique in data mining. Similarly complementary measures like compactness and connectedness of clusters are treated as two objectives for cluster analysis.
This research carried out an extensive prediction for the task of using different real life and artificially created datasets. Experimental results shows that K-Means Clustering technique fetches a clear edge, whereas clustering task produce comparable results with existing techniques. In KMeans Clustering technique, each cluster is assigned a random target number of clusters-k and started from a random initialization. The technique classifies the group of the objects based on attributes or features into K number of group. The grouping is done by minimizing the sum of squares of distances between data using Euclidean distance formula and the corresponding cluster centroid. Thus the purpose of KMeans Clustering is to classify the data with predictive stable accuracy.
DATA MINING
Data Mining is defined in many ways in different situations. Major definitions used in literature are refers to the finding of relevant and useful information from databases [2] and also deals with finding of patterns and hidden information from a large database [21] . Data Mining is also known as Knowledge Discovery in Databases (KDD) which is defined as the nontrivial extraction of implicit, previously unknown and potentially useful information from the data [21] .The term Knowledge Discovery in Databases or KDD refers to the broad process of finding knowledge in data and emphasizes the "high-level" application of particular data mining methods. It is of interest to researchers in machine learning, pattern recognition, databases, statistics, artificial intelligence, knowledge acquisition for expert systems and data visualization. The unifying goal of the KDD process is to extract knowledge from data in the context of large databases [7] . Using data mining methods or algorithms, the techniques which extract and identify the deemed knowledge, dealing to the specifications of measures and thresholds, using a database along with any required preprocessing, sub sampling, and transformations of that database. An outline of the steps of the KDD Process and the overall process of finding and interpreting patterns from data involves the repeated application of the following steps are developing an understanding of the application domain and the relevant prior knowledge and identifying the goal of the process from the customer's viewpoint. Creating a target data set which performs selecting a data set or focusing on a subset of variables or data samples on which discovery is to be performed. Data cleaning and preprocessing includes removal of noise or outliers for collecting necessary information to model or account for noise and deciding on strategies for handling missing data fields and according for time sequence information and known changes. Data reduction and projection consist of finding useful features to represent the data depending on the goal of the task. Using dimensionality reduction or transformation methods, the method has to reduce the effective number of variables or to find invariant representations for the data. The data mining task consist of the KDD process such as classification, regression, clustering and so on [2, 7] . Exploratory analysis, model and hypothesis selection to be composed of the data mining algorithms and the selecting methods to be used for searching for patterns in the data, deciding which models and parameters may be appropriate and matching a particular data mining method with the overall criteria of the KDD process. Consolidating discovered knowledge using the knowledge directly and incorporating the knowledge into another system for further action or simply documentation and reporting it to interested parties. KDD refers to the overall process of discovering useful knowledge from data. It involves the evaluation and possibly interpretation of the patterns to make the decision of the quality as knowledge. It also includes the choice of encoding schemes, preprocessing, sampling, and projections of the data prior to the data mining step. Data mining refers to the application of algorithms for extracting patterns from data without the additional steps of the KDD process [7, 35] .
CLUSTERING USING K-MEANS ALGORITHMS
The categorization of objects into various groups or the partitioning of data set into subsets so that the data in each of the subset share a general feature, frequently the proximity with regard to some defined distance measure [36] , is known as Clustering. The clustering problem has been identified in numerous contexts and addressed being proven beneficial in many medical applications. Clustering the medical data into small with meaningful data can aid in the discovery of patterns by supporting the extraction of numerous appropriate features from each of the clusters thereby introducing structure into the data and aiding the application of conventional data mining techniques [20, 37] . Numerous methods are available in the literature for clustering and employed the renowned K-Means clustering algorithm in this approach.
The k-means algorithm [11, 21, 27, 37, 38] is one of the widely recognized clustering tools that are applied in a variety of scientific and industrial applications. k-means groups the data in accordance with their characteristic values into k distinct clusters [20] . Data categorized into the same cluster have identical feature values. k, the positive integer denoting the number of clusters, needs to be provided in advance. The steps involved in a k-means algorithm are given subsequently: Prediction of heart disease using K -Means clustering technique 1. K points denoting the data to be clustered are placed into the space. These points denote the primary group centroids. 2. The data are assigned to the group that is adjacent to the centroid. 3. The positions of all the K centroids are recalculated as soon as all the data are assigned. 4. Steps 2 and 3 are reiterated until the centroids stop moving any further. This results in the segregation of data into groups from which the metric to be minimized can be deliberated [20] .
The preprocessed heart disease data is clustered using the Kmeans algorithm with the K values. Clustering is a type of multivariate statistical analysis also known as cluster analysis, unsupervised classification analysis, or numerical taxonomy. K-Means clustering generates a specific number of disjoint, flat (non-hierarchical) clusters. It is well suited to generating globular clusters. The K-Means method is numerical, unsupervised, non-deterministic and iterative.
K-Means and derivatives
The k-Means algorithm assigns each point to the cluster whose center (also called centroid) is nearest. The center is the average of all the points in the cluster -that is, its coordinates are the arithmetic mean for each dimension separately over all the points in the cluster. Example: The data set has three dimensions and the cluster has two points X = (x1, x2, x3) and Y = (y1, y2, y3). Then the centroid Z becomes Z = (z1, z2, z3), where z1= x1+y1 , z2= x2+y2 and z3= x3+y3 2 2 2
Advantages to using this technique
a. The main advantages of this algorithm are its simplicity and speed which allows it to run on large datasets.
b. With a large number of variables, K-Means may be computationally faster than hierarchical clustering (if K is small).
c. K-Means may produce tighter clusters than hierarchical clustering, especially if the clusters are globular.
DATA PREPROCESSING
Cleaning and filtering of the data might be necessarily carried out with respect to the data and data mining algorithm employed so as to avoid the creation of deceptive or inappropriate rules or patterns [8] . The steps involved in the pre-processing of a dataset are the removal of duplicate records, normalizing the values used to represent information in the database, accounting for missing data points and removing unneeded data fields. To make data appropriate for the mining process it needs to be transformed. The raw data is changed into data sets with a few appropriate characteristics. Moreover it might be essential to combine the data so as to reduce the number of data sets besides minimizing the memory and processing resources required by the data mining algorithm [30] . This leads to removal of duplicate records and supplying the missing values in the heart disease data warehouse. In addition, it is also transformed to a new form which is appropriate for clustering [20] .
Clinical databases have accumulated large quantities of information about patients and their medical conditions. Heart disease is the major cause of casualties in the world. The term Heart disease encompasses the diverse disease that affects the heart. Heart disease kills one person every 34 seconds in the United States. Coronary heart disease, Cardiomyopathy and Cardiovascular disease are some categories of heart diseases. The term -cardiovascular disease‖ includes a wide range of conditions that affect the heart and the blood vessels and the manner in which blood is pumped and circulated through the body. Cardiovascular disease (CVD) results in severe illness, disability, and death.
A total of 454 records with 13 medical attributes (factors) were obtained from the Cleveland Heart Disease database [3, 32] . Fig 5.1 lists the attributes. The records were split equally into two datasets such as training dataset (227 records) and testing dataset (227 records). To avoid bias, the records for each set were selected randomly. The attribute -Diagnosis‖ is identified as the predictable attribute with value 2‖ for patients with heart disease and value -1‖ for patients with no heart disease. The key used as -PatientId‖, the rest are input attributes. It is assumed that problems such as missing data, inconsistent data, and duplicate data had all been resolved.
Predictable Attribute
1. Diagnosis (value 1: <50% diameter narrowing (no heart disease); value 2: >50% diameter narrowing (has heart disease)) Key Attribute Fig. 3 shows one person's information's, the existing techniques which hit upon the performance analysis of whether the patient getting heart disease or not based on his health information. Here, the Neural Network performance assured the person having heart disease which represents the value as 2 and Decision Tree and Naïve Baye's shows the value as 1. So Neural Network performance is best which evaluates to the Decision Tree and Naïve Baye's techniques. 
Graph Result Fig 6: Graphical Representation of K-Means with Existing
Techniques The k-means algorithm assigns each point to the cluster whose center (also called centroid) is nearest. The center is the average of all the points in the cluster -that is, its coordinates are the arithmetic mean for each dimension separately over all the points in the cluster. Fig. 6 Shows the graphical representation of time and accuracy results of prediction of heart disease diagnosis, based on the heart dataset it predicts the time and accuracy result. 
RESULTS AND DISCUSSIONS
Data Mining is the process of extracting hidden information in the database. The Modern trend of the data mining process is to mine the huge amount of the data in the data set. Many clinical diagnosis, examined the data mining techniques for classification and prediction. Many researches completed in prediction of heart disease using decision tree, Naive Baye's and Neural Network. In those techniques, the Naive Baye's processing time is too low when compared to other techniques such as Decision Tree and Neural Network. The technique of Neural Network acquired the accuracy result compared to Decision tree and Naive Baye's. In Neural Network technique, it achieved the accuracy result based on more number of iterations. Iterations based on micro processes in back ground terminal execution. So, always the network bandwidth capacity should be high otherwise some problems occur in the overall process like loop termination, process termination and so on. The Health diagnosis always needs the full accuracy of prediction of heart disease.
In this research implemented the K-Means Clustering algorithms has been implemented. This performs certain number of iterations randomly which access the nearest nobservations into k, so as to attain the high speed time consumption and offers stability of the accurate result. Here, this research approaches the Compactness and Connectedness for accuracy result. Using Compactness, which minimizes the sum of squares by using Euclidean distance and Connectedness, which performs the nearest observations in the random process then identifies the mean and centroid value of the objects.
The training dataset contains the real valued heart patient details and testing dataset contains the real and artificial valued dataset. When the new patient's record has been appended, it would accumulate the record in the user data set and also it would find the accurate result for that record. Once the execution takes place, it checks the conditions and processing with the existing research techniques such as Decision tree, Naive Baye's and Neural Network. The process find out, the patient who have heart disease or not and performance analysis takes place in those techniques. Subsequently, comparing the moment of processing time and accuracy result analyzed with the K-Means Clustering technique. This technique examines the prediction of high speed and accuracy result compare to those existing techniques.
CONCLUSION
This research is concerned with the study and analysis of Data Mining and Data Clustering algorithms, analysing the existing methods for Predicting Heart Disease and to design and develop an efficient and effective method for predicting heart disease. The existing methods for Heart Disease Prediction are Decision Tree, Naive Bayes and Neural Network. In this research K-Means Clustering techniques has been used. The compactness and connectedness for complementary measures are used and it is found that the efficiency and effectiveness of the method for predicting Heart Disease is better than the other three techniques through software prototype This research work can be further extended to mine the huge amount of unstructured data available in the form of health care databases. The work can also be extended to include images such as Electro Cardio Gram (ECG) scanned images.
