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Abstract
We derive a geometric integration formula for the partition function of a classical
dynamical system and use it to show that corrections to the WKB approximation vanish
for any Hamiltonian which generates conformal motions of some Riemannian geometry
on the phase space. This generalizes previous cases where the Hamiltonian was taken
as an isometry generator. We show that this conformal symmetry is similar to the
usual formulations of the Duistermaat-Heckman integration formula in terms of a su-
persymmetric Ward identity for the dynamical system. We present an explicit example
of a localizable Hamiltonian system in this context and use it to demonstrate how the
dynamics of such systems differ from previous examples of the Duistermaat-Heckman
theorem.
1This work was supported in part by the Natural Sciences and Engineering Research Council of Canada.
Understanding the circumstances under which a partition function is given exactly by its
semi-classical approximation reveals connections between classical mechanics and the geom-
etry and topology of the associated phase space. The Duistermaat-Heckman theorem [1]–[3]
has been the basis of so-called localization theory in both mathematics and physics [4]–[12]
(see [13] for a recent review) and it provides geometric criteria for the exactness of the semi-
classical approximation for the finite-dimensional partition function
Z(T ) =
∫
M
d2nx
√
detω(x) eiTH(x) (1)
which describes the statistical dynamics (with imaginary temperature) of a classical Hamil-
tonian system. Here M is a 2n-dimensional phase space and ωµν(x) is an antisymmetric
tensor field on M which is non-degenerate, detω(x) 6= 0 ∀x ∈M, and whose matrix inverse
ωµν defines the Poisson brackets {xµ, xν} = ωµν(x) of the dynamical system. H is a smooth
Hamiltonian function on M which for simplicity we assume has a finite set of critical points
I(H) = {p ∈M : dH(p) = 0} each of which is non-degenerate.
The partition function (1) has an asymptotic expansion for large-T with coefficients de-
termined by the method of stationary-phase approximation [14]. The Duistermaat-Heckman
theorem states that if the phase space M is compact and closed and the classical time-
evolution x(t) of the dynamical system traces out a torus (S1)m in M, then the partition
function (1) is given exactly by the leading order term
Z(0)(T ) =
(
2pi
T
)n ∑
p∈I(H)
ei
pi
4
ηH (p)
√√√√ detω(p)
detH(p) e
iTH(p) (2)
of its stationary-phase loop-expansion [1]. Here H(x)µν ≡ ∂µ∂νH(x) is the non-degenerate
Hessian matrix of H and ηH(p) is the spectral asymmetry of the Hessian at p (the difference
between the number of positive and negative eigenvalues of H(p)).
A fundamental assumption that leads to the Duistermaat-Heckman theorem and its gen-
eralizations [3] is the existence of a globally-defined metric tensor g = 1
2
gµν(x)dx
µdxν on M
which is invariant under the classical flows x(t) ∈M of the Hamiltonian system, i.e.
g(x(t)) = g(x(0)) (3)
The condition (3) is a very restrictive one on the Hamiltonian dynamics as it implies that
H must generate a global U(1)-action on M [10]. The set of Hamiltonian systems which
obey these constraints has been examined in [9, 11, 12]. In this Letter we will show that the
Duistermaat-Heckman integration formula (2) for the partition function (1) still holds when
the geometric assumption (3) is replaced by the weaker condition that there exists a metric
tensor g on M which is invariant under the classical time evolution of the dynamical system
up to a change of scale,
g(x(t)) = etΛ(x(t)) g(x(0)) (4)
1
for some smooth function Λ(x) on M. We shall argue that this extended geometric require-
ment is similar to the isometry condition (3) from the point of view of localizing (1) onto the
critical point set I(H), except that the classical dynamics now possess behaviour not normally
observed for systems whose partition functions can be localized. We illustrate these features
for some explicit examples which show how the extension (4) expands the set of previously
studied Hamiltonian systems for which the Duistermaat-Heckman formula holds.
First, we will discuss some features of the integration in (1). We describe the exterior
differential calculus of the manifold M by introducing a set of anticommuting Grassmann
variables ψµ which are to be identified locally with the basis elements ψµ ∼ dxµ of the
cotangent bundle T ∗M of M. A differential m-form is represented by contracting a rank-m
antisymmetric tensor function on M with ψµ1 · · ·ψµm and it can be regarded as a function
η(x, ψ) = 1
m!
ηµ1···µm(x)ψ
µ1 · · ·ψµm on the super-manifold M ⊗ T ∗M. The integration of
differential forms is defined onM⊗T ∗M by introducing the usual Berezin rules for integrating
Grassmann variables,
∫
dψµ ψµ = 1,
∫
dψµ 1 = 0. With these rules, we can absorb the
determinant of the symplectic 2-form ω ≡ 1
2
ωµν(x)ψ
µψν into the exponential in (1) and write
the classical partition function as
Z(T ) =
1
(iT )n
∫
M⊗T ∗M
d2nx d2nψ eiTS(x,ψ) ≡
∫
M
α (5)
where we have introduced the inhomogeneous differential form
α =
1
(iT )n
eiT (H+ω) = eiTH
n∑
k=0
(iT )k−n
k!
ωk (6)
From the Berezin rules the integration in (5) is non-zero only on the top-form (degree 2n)
component ωn of α, and all forms in (6) of Grassmann-degree higher than 2n vanish because
of the fermionic nature of the variables ψµ. The integral in (5) can be thought of as the
partition function of a zero-dimensional quantum field theory with bosonic fields xµ, fermion
fields ψµ, and action S(x, ψ) ≡ H(x) + ω(x, ψ).
The Hamiltonian vector field is defined by the equation
V µ(x) ≡ ωµν(x)∂νH(x) or dH = −iV ω (7)
where the exterior derivative operator d = ψµ ∂
∂xµ
maps m-forms to (m + 1)-forms, and iV =
V µ(x) ∂
∂ψµ
is the interior multiplication operator which contracts differential forms to 1 lower
degree with the vector field V . Both d and iV are nilpotent, d
2 = (iV )
2 = 0, and are graded
derivations, i.e. they define operators Q whose action on differential forms obeys the graded
Leibniz rule Q(ηβ) = (Qη) β + (−1)mη (Qβ), where η is an m-form. The flows
x˙µ(t) = V µ(x(t)) (8)
2
of the Hamiltonian vector field define the classical equations of motion of the dynamical
system. Note that by definition the symplectic 2-form ω is closed, i.e. dω = 0.
We now introduce the Cartan equivariant exterior derivative operator [3]
QV = d+ iV (9)
which is a graded derivation that maps m-forms into the sum of (m− 1)- and (m+ 1)-forms.
If we think of commuting, even-degree forms as representing bosons and anti-commuting,
odd-degree forms as representing fermions, then this suggests that QV represents some sort
of supersymmetry operator in the dynamical theory. However, unlike the operators d and iV ,
QV is not nilpotent in general. The square of QV is given by the Weil identity
Q2V β = (diV + iV d)β = LV β (10)
for the Lie derivative LV along V acting on differential forms. The form LV β represents the
infinitesimal (t → 0) variation as x(0) → x(t) of the form β under the flows (8) of V . The
operator QV is therefore nilpotent on the kernel ker LV = {β ∈ Λ∗M : LV β = 0} of the
linear derivation LV which represents the subspace of differential forms which are invariant
under the classical dynamics of the Hamiltonian system, i.e. for which β(x(t)) = β(x(0)).
Such forms are known as equivariant differential forms [3].
From the definition (7) and the fact that ω is closed it follows that the action in (5) satisfies
QV S(x, ψ) = (d+ iV )(H + ω) = dH + iV ω ≡ 0 (11)
This means that, if we interpret QV as a supersymmetry charge, then the action S is super-
symmetric and the partition function (5) determines a supersymmetric quantum field theory.
In this setting, QV determines an N =
1
2
supersymmetry algebra Q2V = LV and the BRST
complex of physical states is the space ker LV of equivariant differential forms. In the math-
ematics literature the BRST cohomology of the charge QV (i.e. the space of QV -closed forms
η, QV η = 0, modulo QV -exact forms η = QV β) is called the U(1)-equivariant cohomology of
M generated by the action of V on M [2, 3, 13]. Notice also that, because of the Leibniz
rule for QV , the differential form (6) is also supersymmetric, QV α = 0.
We shall now derive a general integration formula for the partition function (1) in terms of
geometrical objects on the phase space which will allow us to examine its localization features
explicitly. Consider the integral
Z(s) =
∫
M
α e−sQV β (12)
where β is an arbitrary globally defined differential form on M. We assume that Z(s) is a
regular function of s ∈ IR+ and that its s→ 0 and s→∞ limits exist. Its s→ 0 limit is just
3
the integral Z(T ) =
∫
M α of interest while its s → ∞ limit represents a localization of (5)
onto the smaller subspace of M where QV β = 0. Then (12) and the identity
Z(0) = lim
s→∞
Z(s)−
∫ ∞
0
ds
d
ds
Z(s) (13)
imply that the partition function (5) can be determined as
Z(T ) = lim
s→∞
∫
M
α e−sQV β +
∫ ∞
0
ds
∫
M
QV (αβ) e
−sQV β (14)
where we have used the fact that α is supersymmetric.
Consider first the last integration in (14). Since QV is a graded derivation we can integrate
by parts to get
∫
M
QV (αβ) e
−sQV β =
∫
M
QV
(
αβ e−sQV β
)
+
∫
M
αβQV
(
e−sQV β
)
(15)
In the first integral on the right-hand side of (15) there is an iV -exact integrand. Since interior
multiplication reduces the order of a form by one and integration over the manifold is non-
zero only on the top-degree component of any differential form, it follows that this integral
vanishes. As for the d-exact integration in this same integral, we can use Stokes’ theorem
to write it as an integral over the (2n − 1)-dimensional boundary ∂M of the manifold M.
Finally, in the last integral we recognize the Lie derivative from (10), and hence
∫ ∞
0
ds
∫
M
QV (αβ) e
−sQV β =
∫ ∞
0
ds
{∮
∂M
αβ e−sQV β − s
∫
M
αβ(LV β) e−sQV β
}
(16)
To carry out the first integration in (14), we must explicitly specify the form β. In
principle there are many possibilities for β [10, 11, 13], but in order to obtain finite results in
the limit s → ∞ we need to ensure that the form QV β has a 0-form component to produce
an exponential damping factor, since higher order forms will contribute only polynomially
due to antisymmetry (see (6)). This is guaranteed only if β has a 1-form component. Thus
it is only the 1-form part of β that will be relevant in the following, and so without loss of
generality we assume that β ≡ Bµψµ. Furthermore, we need for the 0-form part V µBµ of
QV β to attain its global minimum at zero so that the large-s limit of (14) yields a non-zero
result. This boundedness requirement is equivalent to the condition that the component of
B along V has the same orientation as V . In order to implement such a condition we need
to introduce a globally defined Euclidean-signature metric tensor gµν(x) on the phase space.
Then the most general form of β up to components orthogonal to V is given by
β(x, ψ) = f(x)g(V, ·) ≡ f(x)gµν(x)V µ(x)ψν (17)
where f(x) is any strictly-positive smooth-function on M.
4
With this choice for β we have QV β = KV + ΩV where
KV = f ·g(V, V ) ≡ f ·gµνV µV ν , ΩV = d[f ·g(V, ·)] ≡ f(2g ·∇V −LV g)+(df)g(V, ·) (18)
Here ∇ ≡ d + Γ is the usual covariant derivative with Γ the Levi-Civita-Christoffel (affine)
connection associated with the Riemannian metric g, and
(LV g)µν = gµλ∇νV λ + gνλ∇µV λ (19)
are the components of the Lie derivative of g along V . We now substitute these identities
into (14) to write the first integration there as a sum over the critical point set I(H) which
coincides with the zero locus of the Hamiltonian vector field V ,
lim
s→∞
∫
M
α e−sQV β = lim
s→∞
∫
M⊗T ∗M
d2nx d2nψ
eiT (H+
1
2
ωµνψµψν)
(iT )n
e−sf ·gµνV
µV ν− s
2
(ΩV )µνψ
µψν
=
(
2pii
T
)n ∫
M⊗T ∗M
d2nx d2nψ eiT (H(x)+
1
2
ωµν(x)ψµψν) f−n(x)
δ(V (x))√
det g(x)
× Pfaff ΩV (x) δ(ψ)
=
(
2pii
T
)n ∑
p∈I(H)
f−n(p) eiTH(p)
| det dV (p)|
Pfaff ΩV (p)√
det g(p)
(20)
Finally, we can rewrite the determinants in (20) using the fact that at a critical point
p ∈ I(H) the Hessian of H can be written using the Hamilton equations (7) as
H(p)µν ≡ ∂µ∂νH(p) = −(∂µV λ)(p)ωλν(p) (21)
and likewise from the definition of the 2-form ΩV in (18) we have
gµλ(p)(ΩV )λν(p) = f(p)
{
2ωµλ(p)H(p)λν − gµλ(p)(LV g)λν(p)
}
(22)
where gµν is the matrix inverse of gµν . Substituting (21) and (22) into the large-s limit integral
(20) in (14) and combining this with (16) and the choice of β in (17), we arrive at our final
expression for the integral (1) in terms of geometrical characteristics of the phase space
Z(T ) =
(
2pi
T
)n ∑
p∈I(H)
ei
pi
4
ηH (p)
√√√√ detω(p)
detH(p) e
iTH(p)
√
det (1−H−1ωg−1LV g/2) (p)
+
1
(iT )n
∫ ∞
0
ds
∮
∂M
eiTH−sKV
(n− 1)! f · g(V, ·) (iTω − sΩV )
n−1
− 1
(iT )n
∫ ∞
0
ds s
∫
M
eiTH−sKV
(n− 1)! f
2 · g(V, ·)(LV g)(V, ·) (iTω − sΩV )n−1
(23)
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where we have used the fact that the fermion field g(V, ·) is nilpotent, and the factor eipi4 ηH (p)
takes into proper account of the sign of the Pfaffian Pfaff dV (p) ∼
√
detω−1H(p) in (20) at
each critical point p ∈ I(H).
The expression (23) represents an alternative to the conventional loop-expansion [14] which
explicitly takes into account the geometric symmetries that make the 1-loop approximation
exact. It is readily seen that, for closed phases spaces (∂M = ∅), (23) reduces to the
Duistermaat-Heckman integration formula (2) whenever the Hamiltonian vector field V is
a conformal Killing vector of a metric g, i.e.
LV g = Λg (24)
which in local coordinates reads
gµλ∇νV λ + gνλ∇µV λ = 1
n
(
∇λV λ
)
gµν =
1
n
(
∇λωλρ∂ρH
)
gµν (25)
where the smooth-function Λ(x) = tr ∇V (x)/n is fixed by contracting both sides of (24) with
gµν .
Notice that the scaling function Λ(x) in (24) vanishes at the critical points of H , so that
the only possible global Hamiltonian conformal Killing vectors are those which generate global
isometries of g, Λ(x) ≡ 0 almost everywhere on M, or non-homothetic transformations for
which Λ(x) is a globally-defined non-constant function on M. The former case, wherein the
Hamiltonian vector field is a Killing vector of some globally-defined Riemannian metric tensor
on M, is well-known to represent a quite general class of dynamical systems for which the
Duistermaat-Heckman formula is exact [3],[5]–[13]. In that case, we set f = 1 in (17) so that
then LV β = (LV g)(V, ·) = 0, i.e. β ∈ ker LV is a supersymmetric fermion field. Then the
derivation of (23) also serves to show that the localization integral (12) coincides with the
partition function (1) for all s. This is because the supersymmetric action S − sQV β in Z(s)
is cohomologous under QV to the supersymmetric action S, and the partition function (5)
depends only on the BRST cohomology class of S, and not on its particular representative.
This feature is often refered to as the equivariant localization principle [2, 8, 9, 11, 13] – we can
topologically renormalize the action S(x, ψ) without changing the value of the integral Z(T )
in (5). This can be thought of as a Ward identity associated with the “hidden” supersymmetry
of the dynamical theory. Notice that if H has no stationary points on the boundary ∂M of
M, then the first s-integration on the right-hand side of (16) can be carried out explicitly
and yields
Z
(0)
∂M(T ) =
∮
∂M
eiTH
g(V, V )
g(V, ·)
n−1∑
k=0
(−1)k
(n− k − 1)!
(
ΩV
KV
)k ωn−k−1
(iT )k+1
(26)
which represents the additional contribution to the Duistermaat-Heckman integration formula
(2) for manifolds with boundary [3].
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The case of a non-vanishing Λ(x) is similar to the isometry case from the point of view
of the localization mechanism discussed above. Note that away from the critical points of H
we can choose the function f(x) in (17) so that β = g(V, ·)/g(V, V ). With this choice for the
localization 1-form β it is easy to show that away from the critical point set of the Hamiltonian
it satisfies LV β = 0. Thus away from the subset I(H) ⊂ M the conformal Killing condition
can be cast into the same supersymmetric context as the isometry condition by a rescaling
of the metric tensor in (24), gµν → Gµν = gµν/g(V, V ), for which LVG = 0. Of course
the rescaled metric Gµν(x) is only defined on M− I(H), but all that is needed to establish
the localization of (5) onto the zeroes of the vector field V (i.e. the equivariant localization
principle) is an invariant metric tensor (or equivalently an equivariant differential form β)
which is defined everywhere on M except possibly in an arbitrarily small neighbourhood of
I(H) [7, 13].
However, in contrast to isometry generators the generators of conformal transformations
need not correspond to a global U(1)-action on M. This is because although the isometry
group of a compact space is itself compact, the conformal group need not be. We might there-
fore expect that globally the case of a non-vanishing scaling function Λ(x) in (24) represents
a new sort of localizable Hamiltonian dynamics. To explore this possibility, we now turn to
an explicit example of a Hamiltonian system which generates non-zero conformal motions of
a Riemannian metric. We consider the plane M = IR2 with its usual flat Euclidean metric
which in complex coordinates is ds2 = dzdz¯. In this case the conformal Killing equations
(25) become simply ∂z¯V
z = ∂zV
z¯ = 0, and thus the conformal group of the flat plane is
generated by arbitrary holomorphic vector fields V z = F (z), V z¯ = F¯ (z¯) (these generate the
infinite-dimensional classical Virasoro algebra). The classical equations of motion determined
by the Hamiltonian flows of these vector fields are therefore the arbitrary analytic coordinate
transformations
z˙(t) = F (z(t)) , ˙¯z(t) = F¯ (z¯(t)) (27)
We shall now explicitly construct a Hamiltonian system associated with such a vector
field. For definiteness, we consider the conformal Killing vector which describes a Hamiltonian
system with n + 1 distinct stationary points,
V z = iβz(1 − α1z) · · · (1− αnz) (28)
at z = 0 and z = 1/αi, where β, αi ∈C. The associated scaling function in (24) is then
Λ(z, z¯) = ∂zV
z + ∂z¯V
z¯ (29)
The integrability of the Hamiltonian equations (7) requires that the symplectic 2-form be
invariant under the flows of V , i.e. LV ω = diV ω = 0. This leads to the first-order linear
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partial differential equation
V z∂zωzz¯ + V
z¯∂z¯ωzz¯ = −Λ(z, z¯)ωzz¯ (30)
where ω ≡ ωzz¯ψzψz¯. The equation (30) is easily solved by separation of variables, and the
solution for the symplectic 2-form with arbitrary separation parameter λ ∈ IR is
ω
(λ)
zz¯ (z, z¯) = wλ(z)w¯λ(z¯)/V
zV z¯ (31)
where
wλ(z) = e
iλ
∫
dz/V z =
(
z
(1− α1z)A1 · · · (1− αnz)An
)λ/β
(32)
and the constants
Ai(α1, . . . , αn) = (αi)
n−1
∏
j 6=i
1
αi − αj (33)
are the coefficients of the partial fraction decomposition
(V z)−1 =
1
iβ
(
1
z
+
n∑
i=1
Ai
1− αiz
)
(34)
To ensure that (31) is a single-valued function onC, we restrict the αk’s to all have the same
phase, so that Ai(α1, . . . , αn) ∈ IR’s, and the parameter β to be real-valued. The Hamiltonian
equations (7) can now be integrated up with the vector field (28) and the symplectic 2-form
(31), from which we find the family of Hamiltonians
H
(λ)
β,αi
(z, z¯) =
1
λ
(
z
(1− α1z)A1 · · · (1− αnz)An
)λ/β (
z¯
(1− α¯1z¯)A1 · · · (1− α¯nz¯)An
)λ/β
(35)
To ensure that this Hamiltonian has only non-degenerate critical points we set λ = β. This
also guarantees that the level (constant energy) curves of this Hamiltonian coincide with the
curves which are the solutions of the equations of motion (27).
Since the Hamiltonian (35) either vanishes or is infinite on its critical point set, it is easy
to show that the partition function (1) is independent of αk and coincides with the anticipated
result from the Duistermaat-Heckman integration formula (2),
Z(T ) =
∫
dz dz¯ ω
(β)
zz¯ (z, z¯) e
iTH
(β)
β,αi
(z,z¯)
=
2piiβ
T
(36)
This partition function coincides with that of the simple harmonic oscillator Hamiltonian
H = 1
β
(p2+ q2) ∼ zz¯/β. Indeed, if we set αi = 0, then ω(β)zz¯ becomes the Darboux 2-form and
H
(β)
β,0 the harmonic oscillator Hamiltonian. Furthermore, the scaling function (29) vanishes,
the Killing vector V z = iβz generates rotations of the plane, and the Hamiltonian flows (27)
are the circular orbits z(t) = eiβ(t−t0) about the origin in the complex plane of period 2pi/β.
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This is the classic example of a dynamical system with WKB-exact partition function, and
moreover it is the unique localizable system on a homogeneous phase space [11] (i.e. one with
∇ω = 0, for which the only possible conformal motions (25) are isometries).
In fact, we can integrate up the flow equation (27) in the general case and we find that
the classical trajectories z(t) are determined by the equation
eiβ(t−t0) = wβ(z(t)) =
z(t)
(1− α1z(t))A1 · · · (1− αnz(t))An (37)
The coordinate change z → wβ(z) is just the finite conformal transformation generated by the
vector field (28) and it maps the dynamical system (ω
(β)
zz¯ , H
(β)
β,αi
) onto the harmonic oscillator
H ∝ ww¯, ω ∝ ψwψw¯ with circular classical trajectories w(t) = eiβ(t−t0). This transformation is
in general multi-valued and has singularities at the critical points z = 1/αi of the Hamiltonian
H
(β)
β,αi
. It is therefore not a diffeomorphism of the plane for αi 6= 0 and the Hamiltonian system
(IR2, ω
(β)
zz¯ , H
(β)
β,αi
) is not globally isomorphic to the simple harmonic oscillator.
The transformations (37) are one-to-one in a neighbourhood of the origin but are one-
to-many when the energy of the system is above a critical value Ec. Asymptotically, the
Hamiltonian H
(β)
β,αi
tends to a finite value which is given by
Ec ≡ lim
|z|→∞
H
(β)
β,αi
(z, z¯) =
1
β
n∏
k=1
(αkα¯k)
−Ak (38)
If we consider the effect of the change of variable (37) on the Hamiltonian system with
H = wβw¯β, then circular orbits of energy less than Ec are mapped into closed orbits which are
contractible to the origin and are in a one-to-one correspondence with the domain orbits in the
complex z-plane. As the energy tends towards Ec these orbits grow larger and at the critical
energy they actually reach infinity and return in a finite time determined by the frequency β.
Above the critical energy the transformation (37) is in general one-to-many whereby single
orbits are mapped to distinct orbits about each of the n singular points {zk = 1/αk}nk=1 of the
Hamiltonian. This complicated behaviour of the conformal flows (37) is in marked contrast
to the nature of the harmonic oscillator orbits which always just encircle the origin.
These unusual characteristics of the conformal flows (27) are best illustrated by explicit
examples. First, we consider the case when the Hamiltonian vector field is quadratic in z,
V z = iβz(1 − αz). In this case the flow equation (37) can be solved explicitly to give
z(t) =
1
α + e−iβ(t−t0)
(39)
The orbit (39) describes a circle in the complex plane centered, for total energy βH = E, at
the point Eα¯(E|α|2−1)−1 and of radius√E |E|α|2−1|−1 (Fig. 1). In this case the (invertible)
Mo¨bius transformation (37) effectively maps the point at wβ =∞ to z = 1/α, and the flows
9
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Figure 1: Conformal flows for the quadratic generator V z = iz(1 − z).
(39) are unbounded and go out to infinity as E → 1/αα¯. Notice that this particular example
is also applicable to the compactified case where M is the Riemann sphere S2 ≃ C ∪ {∞}.
There the conformal group is the finite-dimensional Lie group SL(2,C)/ZZ2 ≃ SO(3, 1) of
projective conformal (Mo¨bius) transformations (i.e. for which V z(z) is at most quadratic in
z) and volume forms contain an additional factor (1+ww¯)−2 associated with the compactness
of S2. In this case the Mo¨bius transformation z → wβ(z) above is a diffeomorphism of the
Riemann sphere. As for the plane, however, the conformal dynamics (39) are quite different
than the isometric dynamics generated by the usual height function [6, 7, 11], and this is
related to the fact that while the isometry group SO(3) of S2 is compact, its conformal
group is not. The conformal group structures on spaces like S2 give novel generalizations of
the localizable systems which are usually associated with coadjoint orbits of the appropriate
isometry groups and the quantization of spin systems [6, 7, 11, 12].
Next, we consider the more complicated example of the cubic conformal Killing vector
V z = iβz(1 − α2z2) for which the classical trajectories are determined by the equation
eiβ(t−t0) =
z(t)√
1− α2z2(t)
(40)
Here the more complicated trajectories which coincide with the level curves of the Hamiltonian
exhibit a distinct difference between the usual circular orbits of the linear (harmonic oscillator)
and quadratic vector field discussed above. Additionally, in this case for energies above
Ec = 1/β|α|2 we realize a one-to-two mapping (37) of the plane as the point at w = ∞ is
now mapped to z = ±1/α. For the example α = β = 1 depicted in Fig. 2 there is a central
hour-glass shaped region which can be seen to be in a one-to-one correspondence with the
domain orbits. For energies greater than Ec = 1 in this case, the classical trajectories of
the system depend crucially on initial conditions as there are equivalent orbits about each
10
-10 -5 0 5 10
-10
-5
0
5
10
Figure 2: Conformal flows for the cubic generator V z = iz(1 − z2).
singularity at z = ±1.
The apparent equivalence between localizable Hamiltonian systems and harmonic oscilla-
tor Hamiltonians is also observed for those which generate isometries [11]. It is a consequence
of the fact that these Hamiltonians generate circle actions, which is the basic ingredient in
the Duistermaat-Heckman theorem. This large degree of symmetry in the theory is precisely
what is required to reduce the complicated integrations in (1) to Gaussian (harmonic oscilla-
tor) ones and hence render the semi-classical approximation to the partition function exact.
It would be interesting to construct conformal integrable models on more general spaces other
than the ones we have considered above where the equivalence with the harmonic oscillator
dynamics was quite transparent because of the holomorphic-antiholomorphic decomposition
of the Hamiltonian system. In the general case we expect that more complicated Hamilto-
nians which generate conformal motions will share common features with those which are
isometry generators, but the dynamics of these systems will be quite different. These differ-
ent dynamical structures could play an important role in path integral localizations which are
expressed in terms of trajectories on the phase space [5, 10]. It would be very interesting to
see if these general conformal symmetries of the classical theory remain unbroken by quan-
tum corrections in a quantum mechanical path integral generalization. The absence of such a
conformal anomaly could then lead to a generalization of the above extended localizations to
path integral localization formulas. The appearance of the larger (non-compact) conformal
group in certain settings may also lead to interesting new structures, such as in coadjoint or-
bit quantization [6, 7, 11, 12] or the nonabelian generalizations of the Duistermaat-Heckman
theorem [8] which employ the full isometry group of the phase space.
We wish to thank D. Austin, R. Froese, I. Kogan, A. Polyakov, A. Niemi and O. Tirkkonen
for helpful discussions.
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