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“Engines,
wheels
and machinery,
movement,
light, shudderings
and sounds
began pouring
out of you energy,
mother energy”.
Ode to Energy (1954)
Pablo Neruda, Chilean Poet
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ABSTRACT
In U.S. homes, 22 percent and 6 percent of the consumption of electricity is devoted to
satisfy cooling and heating demands, respectively. A warming climate alters these con-
sumption patterns by increasing the demand for cooling and reducing the demand for
heating. This dissertation uses econometric techniques to examine the effect of climate
change on the U.S. power industry through the study of the responsiveness of electric-
ity demand to changes in temperature, and the impact of a climate-induced demand on
electricity price and expenditures.
In the second chapter a fixed-effects model and a cointegration model at the state-
level are used to investigate the determinants of residential, commercial and industrial
electricity consumption for the 48 contiguous states. The results indicate substantial
geographical heterogeneity in the response of demand to cooling and heating degree days,
with the Midwest showing the greatest sensitivity. Residential consumers are impacted
the most; on average, they experience a 13–18 percent increase in expenditures.
vii
In the third chapter the standard method of modeling electricity consumption is ex-
tended by the analysis of a wide range of set points above and below 65 ◦F, and by including
wet bulb temperatures. The statistical results for Massachusetts validate the use of 65 ◦F
for the residential sector, but demonstrate that a set point of 55 ◦F and wet bulb temper-
ature best characterizes the commercial sector. Using the models generated with these
set points, climate change is projected to raise residential and commercial demand by 2.6
percent and 4 percent, respectively.
In the fourth chapter, previous analyses on climate-induced expenditures are improved
by accounting for the dual impact that climate change has on the electric power sector:
an increase in both demand and price. A projected 2.6 ◦C rise in temperature by 2070
in Massachusetts increases electricity prices by 11 to 18 percent. This increase in price,
together with the increase in demand estimated in chapter three, translates into a 5.8
percent rise in expenditures for an average household. The results clearly demonstrate
that climate-driven change in electricity price is the main determinant of the expected
change in expenditures for electricity by households in the state.
viii
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1Chapter 1
Introduction
The effect of the use and production of energy on climate have been studied extensively in
recent years. The Fourth Assessment Report of the Intergovernmental Panel of Climate
Change (AR4 IPCC) released in 2007 establishes the contribution of anthropogenic (i.e.
human-induced) influence to global warming: “It is extremely unlikely (<5%) that the
global pattern of warming during the past half century can be explained without external
forcing, and very unlikely that it is due to known natural external causes alone” (Hegerl
et al., 2007). Indeed energy –in particular electricity– and this human-induced influence on
climate change are closely linked: “The largest known contribution comes from the burning
of fossil fuels, which releases carbon dioxide gas to the atmosphere” (Forster et al., 2007).
The combustion of fossil fuels makes the U.S. responsible for 18 percent of the energy-
related CO2 emissions in the world (U.S. DOE-EIA, 2013c). Within the U.S. economy,
electricity generation from fossil fuel combustion is the largest source contributing to
climate change, accounting for 41 percent of its total CO2 emissions (U.S. EPA, 2013).
However, the –reverse– effect of climate on the use and production of energy has not
always been the focus of research related to climate change. For example, the first U.S.
2National Assessment of Climate Variability and Change, a report published in 2001 by
the U.S. Global Change Research Program (USGCRP), relies on studies of five sectors
(water, agriculture, human health, forests, and coastal areas and marine resources), and
energy is not one of them. In the Stern Review, a comprehensive report on the Economics
of Climate Change released for the British government and carried out by the economist
Nicholas Stern in 2006, the energy sector is not considered as a vulnerable sector of the
economy to changes in climate.1 Energy is analyzed only within a section on the impacts
of climate change on wealth and output in developed countries.
Only recently, research has added to the body of knowledge by looking at the effects of
climate change on energy production and use in the U.S. In a report published in 2007, the
U.S. Climate Change Science Program analyzes various studies and finds that temperature
increases are “almost certain to reduce the amount of energy needed for space heating in
residential buildings in the United States () [and] significantly increase the energy demand
in all regions for space cooling, which is provided almost entirely by electricity” (CCSP,
2007). Nevertheless, the report “U.S. Energy Sector Vulnerabilities to Climate Change and
Extreme Weather” published by the U.S. Department of Energy in 2013 states that “the
impacts of higher temperatures on net delivered energy and primary energy consumption
are uncertain” (U.S. DOE-EIA, 2013d). The net effect of an increase in temperature
on electricity demand is expected to be positive, since only electricity is used for space
cooling while it represents only 10 percent of energy consumption for space heating (U.S.
DOE-EIA, 2012b). This dissertation attempts to clarify part of this uncertainty about
the impact of climate change on net energy consumption by providing empirical evidence
1Sectors that were explicitly described as vulnerable to climate change were: water, food, health, land,
infrastructure, and environment (Stern, 2006).
3on electricity use, as well as on its associated price and expenditures.
In the last decades, several changes have been observed in temperature. Nine of the ten
warmest years since 1880 (measured by the land and ocean average global temperature)
have occurred after year 2000 (NOAA, 2012). In the U.S., average temperatures increased
by 0.8 ◦C during the 20th century (U.S. DOE-EIA, 2013d). July 2012 has been the hottest
month since record keeping began, and 2012 was the warmest year overall (U.S. DOE-EIA,
2013d). This upward trend is expected to continue in the future. Average temperatures
in the U.S. are projected to increase between 2.5 ◦F (1.4 ◦C) and 2.9 ◦F (1.6 ◦C) for the
period 2012–2050, and between 4.8 ◦F (2.7 ◦C) and 8 ◦F (4.4 ◦C) for the period 2070–2099
(U.S. DOE-EIA, 2013d) with a substantial spatial variation. The North and the West are
projected to be the most impacted regions.
As temperature, electricity demand also displays an upward trend. Total end-use
electricity in the U.S. has doubled between 1978 and 2010, from 2,018 to 3,886 billion
KWh (U.S. DOE-EIA, 2012b). In 2010 electricity became the first source of energy for the
residential sector, surpassing natural gas. It increased its proportion as energy source for
households from 23 percent in 1978 to 45 percent in 2009, and in the same period it raised
its share in households energy expenditures from 54 to 66 percent (U.S. DOE-EIA, 2012b
and U.S. DOE-EIA, 2009). In the commercial sector, electricity has been the first source
of energy since 1986, and it has been in third place for the industrial sector since 1983,
after petroleum and natural gas (U.S. DOE-EIA, 2012b). Part of these changes is driven
by the increased need for space conditioning, particularly space cooling. For residential
consumers, the use of air conditioning has increased its share in energy consumption from
3 percent in 1978 to 7 percent in 2009, and in the same period it has increased its share
4in households energy expenditures from 7 to 10 percent (U.S. DOE-EIA, 2012b and U.S.
DOE-EIA, 2009). The proportion of households without air conditioning has decreased
steadily from 44 percent in 1978 to 13 percent in 2009. Conversely, the proportion of
households with central conditioning equipment has increased from 23 to 63 percent in
the same period (U.S. DOE-EIA, 2012b). These trends will be intensified with a warming
climate in which the use of air conditioning is fostered.
Spatially-varying increases in temperature affect both the geographical and the end-
use dimension of electricity demand. Electricity demand and its determinants, such as
the use of air conditioning, the use of electrical heating appliances, the price of electricity
and income, present considerable heterogeneity across regions. For example, an average
household in Massachusetts consumes 667 MWh, while for a household in Texas this
figure is 1,199 MWh (U.S. DOE-EIA, 2011). Moreover, according to the Residential
Energy Consumption Survey (RECS), 20 percent of the households in New England do
not have an air conditioning equipment, while virtually all households in the South have
one (U.S. DOE-EIA, 2009). These differences are also apparent for heating, where 57
percent of households in the South use electricity for heating, compared to only 12 percent
of households in the Northeast. In addition, the temperature sensitivity also varies with
the type of customer. Internal loads such as lighting and equipment in buildings, common
in commercial and, particularly, in industrial buildings, moderate the impact of changes
in temperature on electricity demand. In contrast, residential buildings, in which internal
loads are less prevalent in comparison to cooling and heating loads, the temperature
sensitivity is higher.
To measure the effect of climate on electricity demand researchers usually use degree-
5days. A degree-day is computed as the difference between outside air temperature and
a base temperature inside the building. Cooling degree days (CDD) are used as a proxy
for the energy consumed to satisfy space cooling requirements, while heating degree days
(HDD) are used as a measure of the energy consumed for space heating. Higher temper-
atures lead to higher CDD values. For example during the last two decades, the average
annual CDD for Massachusetts is 488, while in a state with warmer climate such as Texas,
the average CDD in the same period is 2,755. The opposite is the case of HDD, with
average values of 6,195 and 1,864 for Massachusetts and Texas, respectively. Since the
early study of Harris et al. (1965), the base temperature used to compute CDD and HDD
is assumed to be equal to 65 ◦F. However, there is no a priori reason to believe that this is
the correct base temperature. In addition, most of this literature relies on models that use
dry-bulb temperature, which does not account for humidity. Humidity is particularly im-
portant for cooling demand. In addition, the standard assumption of a constant set point
temperature may no longer be valid because the current availability of programmable
thermostats allows users to vary the set point.
Consumers are affected by climate change through their expenditures in electricity.
These expenditures, which at a simple level are measured as energy price multiplied by
the amount of energy consumed, are also affected by climate change as a consequence of
a net increase in annual energy demand. Previous efforts on the assessment of climate
change impacts provide some estimates of the magnitude of this welfare loss. Rosenthal
and Gruenspecht (1995) project that 1 ◦C increase in temperature raises the total U.S. ex-
penditures of the residential electricity sector by $3.1 billion (in 1991 dollars). The authors
attribute this rise in electricity expenditure mainly to an increase in the cost associated
6with additional cooling in the summer. Mansur et al. (2008) estimate a climate-induced
welfare damage function for the U.S. energy industry, which augments as temperature in-
creases. For instance, a 2.5 ◦C rise in temperature by 2100 leads to damages of $26 billion
(in 1990 dollars) while 5 ◦C translates to a welfare loss of $35 billion. Nonetheless, when
the effect of climate change on electricity expenditures is analyzed, most of the previous
studies assume that prices remain constant under a warming climate. A climate that
experiences a rise in the magnitude, frequency and duration of heat waves, questions the
assumption of an invariant price because the non-linear relationship between electricity
demand and temperature (Descheˆnes and Greenstone, 2011) entails a considerably in-
crease in the cost of supplying an additional KWh of electricity. Thus, the incorporation
of the climate-induced price effect on expenditures estimations provides a more complete
forecast of the overall impact of climate change on electricity consumers.
The previous studies that analyze the economic consequences of climate change on
the energy industry provide insights about the expected modifications of demand and
expenditures patterns. However, there are still major questions that remain unanswered.
For example, how geographically uneven is the impact of climate change on demand? How
do different types of consumers react to warmer temperatures? Are we, as researchers,
appropriately modeling the effect of climate on demand? Are current models providing
unbiased forecasts of the impact of climate change? How much does price change as a
result of a climate-driven change in demand? How much is the price impact on the welfare
loss? By extending previous work, this dissertation seeks to address these questions and
contribute to the discussion on the economic impacts of climate change on the energy
sector.
7With this goal in mind, in this dissertation I examine the effect that climate change
has on the U.S. electricity demand, and its consequences for electricity price and expen-
ditures. Chapter 2 explores the impact of climate change on electricity consumption and
expenditures in the residential, commercial and industrial end-use sectors of the forty
eight lower states. I use downscaled temperature projections generated by global circu-
lation models to forecast monthly cooling and heating degree days for each state. These
projected variables and the econometrically estimated electricity demand models are used
to assess the impact of climate change on electricity use. I forecast for the change in
electricity expenditures using the predicted change in demand and assuming a constant
price. This regional and sectorial analysis provides estimates that help to understand the
change in patterns of monthly electricity use for air conditioning and space heating by
type of consumer at the state-level.
The previous analysis is deepened in Chapters 3 and 4 for the state of Massachusetts.
Chapter 3 highlights the importance of generating more accurate models and unbiased
forecasts of the impact of climate change on energy demand. Towards this end, I re-
examine the effect of weather on monthly electricity demand by comparing competing
models that use a wide range of set points and use both dry and wet bulb temperature. The
optimal model, which is selected in a statistically meaningful manner, is used to generate
predictions of the variation in monthly electricity demand due to a climate change-driven
increase in temperature. I also quantify the bias associated with the use of the standard
65 ◦F set point and dry bulb temperature. Chapter 4 emphasizes the effect that climate
change has on electricity price as a result of the expected increase in demand. Specifically,
in this study I estimate a statistical model of hourly electricity price as a function of hourly
8demand. A two-step procedure is used in order to generate a climate-driven forecast of
hourly electricity price. First, the monthly electricity forecast computed in Chapter 2 is
used to simulate, through Monte Carlo techniques, random hourly changes in demand.
In the second stage, both this forecast of hourly demand and the statistical model of
hourly price, are used to generate the climate-driven forecast of hourly electricity price.
Thus, I provide a more complete estimation of the impact of climate change on electricity
expenditures, measured as the combined effect of a change in price and a change in demand.
Finally, I summarize the concluding remarks of this dissertation in Chapter 5.
9Chapter 2
Regional Impacts of Climate
Change on the U.S. Electricity
Demand
Climate change affects the patterns of energy use in two opposite directions. On the
one hand the use of air conditioning becomes more intensive during summer, and on the
other hand less heating services are required in the winter season. I study the effect
of weather on electricity consumption for each state and end-use sector using monthly
data for 1990–2010 and find that estimates for cooling and heating degree-days present
significant variation across states and type of consumers. I use these estimates to assess
the magnitude of the change in demand under downscaled estimations of 1 ◦C and 2 ◦C rise
in global mean temperature. Our projections indicate that on average electricity demand
increases between 13% and 18%, and that the average monthly residential electricity bill
rises from $106 to $123. Informing consumers about these adverse effects of climate change
on their energy expenditures might be a starting point to advance in climate policy and
environmental regulation.
Keywords: electricity demand, cooling and heating degree days, climate change.
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2.1 Introduction
Space-conditioning needs account for a large share of electricity consumption among U.S.
households: cooling accounts for 22%, while heating accounts for 6% (U.S. DOE-EIA,
2012a). Nonetheless, there is significant heterogeneity in electricity and space conditioning
consumption patterns across states. An average household in Massachusetts consumes 667
MWh, while for a household in Texas this figure is 1,199 MWh (U.S. DOE-EIA, 2011).
Moreover, according to the Residential Energy Consumption Survey (RECS), 20 percent
of the households in New England do not have an air conditioning equipment, while
virtually all households in the South have one (U.S. DOE-EIA, 2009). These differences
are also apparent for heating, where 57 percent of households in the South use electricity
for heating, compared to only 12 percent of households in the Northeast.1
Aggregate electricity demand has been studied thoroughly in the literature (e.g. Con-
sidine, 2000; Silk and Joutz, 1997; Dergiades and Tsoulfidis, 2008; and Kamerschen and
Porter, 2004). Some studies have analyzed the effect of weather on demand (Sailor and
Mun˜oz, 1997; and Considine, 2000), but fewer resources have been devoted to under-
standing the heterogeneity of these effects across states. How does weather, then, affect
the pattern of electricity consumption across U.S. states? Will this pattern be affected
differently by climate change? In this paper I address these questions by performing a
regional and end-use disaggregation of the effects of weather on electricity demand. In
order to understand the geographical distribution of the impact of weather on electricity
consumption, I implement an econometric electricity demand model at the state level,
1Most households in the Northeast use natural gas for their heating needs (52%), compared to 32% in
the South.
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allowing for each state to have a different specification. Finally, I quantify how climate
change will alter the patterns of energy consumption and energy expenditures.
The reason for our focus on the regional and end-use disaggregation is threefold. First,
the effect of weather on electricity demand is likely to vary considerably across states, given
the current diversity of climates in the U.S.2 Moreover, the impact of climate change on
electricity demand might vary across states also because of their different “economic, social
and institutional conditions: particularly socio-economic diversity within urban and rural
settlements and their productive sectors, linkage systems and infrastructure” (Wilbanks
et al., 2007). Second, most of the focus of the current literature has been on either
analyzing the across-regions effects of climate change, or the effect for a specific state (I
discuss this in depth in the next section). Third, most studies only consider residential
electricity data in their analysis, leaving commercial and industrial sectors understudied.
I therefore contribute to understand the impact of climate change across U.S. states and
end-use sectors, which has received little attention in the literature.
How can climate change affect the current patterns of energy consumption? Higher
temperatures will alter consumers’ patterns of end-use energy in two opposite ways. On
the one hand the use of air conditioning will become more intensive, and on the other
hand less heating services will be required. Nonetheless, the combined effect of these
two opposite forces is a priori ambiguous given the broad variety of U.S. climate zones
and their respective changes under a warming climate. Given that the effect of weather
on electricity demand is non-linear, I use degree-days variables to measure changes in
electricity demand due to variations in weather. A degree day measures the difference
2NOAA classifies continental U.S. into 344 climatic divisions. The EIA groups these divisions into five
zones that are as climatically homogeneous as possible.
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between outside air temperature and a predetermined base temperature inside a building.
This base temperature, which is based on human indoor comfort, is assumed to be equal
to 65 ◦F.3 Thus, a more extreme outside air temperature implies a higher degree-day
number and therefore an increase in electricity demand due to an additional need for either
space cooling or space heating. Energy demand for space cooling purposes in hot days is
measured in cooling degree-days (CDD). A CDD value can be computed by subtracting
the base temperature from the daily average temperature.4 Analogously, energy demand
for space heating purposes is measured in heating degree-days (HDD).5
By estimating an econometric model of the determinants of electricity demand, I am
able to provide weather semi-elasticities of demand (measured by changes in CDD and
HDD), and compare them across states. I rely on monthly data for electricity demand
for each end-use sector (residential, commercial and industrial), as well as for weather
measures and other socio-economic controls. I find that CDD and HDD semi-elasticities
display plenty of heterogeneity among states. The coefficients on CDD for residential
demand vary between 0.598 in Washington State and 3.999 in Colorado. HDD, on the
other hand, reaches its maximum and minimum effects for residential demand in Florida
(1.609) and Nevada (0.162), respectively. These findings suggest that relatively colder
states are more sensitive to changes in CDD while relatively warmer states are more
sensitive to changes in HDD. Our estimates for commercial and industrial consumptions
also present significant variation across states.
3Ve´liz et al., 2013b analyze the effect of varying this threshold temperature.
4For instance, 20 degree-days are recorded in a given summer day with mean air temperature of 85 ◦F
and a threshold temperature of 65 ◦F. Thus, 600 cooling degree-days are recorded in a given month of
thirty similar days. 600 CDD can also correspond to the number registered in a month with fifteen days
with mean temperature of 95 ◦F and fifteen days with mean temperature of 75 ◦F.
5In a given winter month of thirty similar days each with mean outside air temperature of 40 ◦F, 750
HDD would be recorded when a threshold temperature of 65 ◦F is considered.
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I use these estimates to quantify the magnitude of the impact of climate change on
electricity demand and energy expenditures by using monthly temperature projections for
the forty-eight contiguous states. These up-to-date predictions come from the Coupled
Model Intercomparison Project of the World Climate Research Programme and allow us
to forecast CDD and HDD. I then assess the impact of climate change on each state
and end-use sector for a 1 ◦C and 2 ◦C rise in global mean temperature. Here, I also
find large differences across states: climate change will increase CDD between 22% (in
Florida) and 123% (in Colorado), while decreasing HDD up to 19% (in New Mexico). The
overall climate-induced demand shock is demand-augmenting in all states, and it reflects
a weighted average of two separate effects: on the one hand, the increasing need for space
cooling; and on the other hand the reduction in the demand for space heating. However,
the size of the change is dissimilar, with Washington State and Illinois increasing their
electricity demands by 0% and 24%, respectively for the 1 ◦C scenario, and by -3% and
30%, respectively for the 2 ◦C scenario. Climate change will have an adverse impact on
consumer’s energy expenditures. I estimate that the average residential electricity bill will
increase from $106 to $120 or $125 for the state-level downscaled 1 ◦C or 2 ◦C scenarios.
Informing consumers about these impacts could be an important starting point to advance
in climate policy and environmental regulation.
The increments in electricity demand that I estimate in this paper do not take into
account its “multiplier effect”: Additional electricity generation will produce more CO2
emissions (unless it comes from renewable sources), and further emissions will contribute
to a warmer climate, which in turn will increase the demand for cooling services. From
this perspective, these estimates constitute a lower bound of the effect of climate change
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on electricity demand.
The rest of this study is organized in the following manner. Section 1.2 describes the
literature review. Section 1.3 explains the econometric techniques used to estimate the
electricity demand model whereas section 1.4 presents the methodology used to estimate
the changes in CDD, HDD and demand due to climate change. Section 1.5 contains the
data sources and descriptive statistics. Section 1.6 discusses the estimation results and
finally section 1.7 concludes.
2.2 Literature Review
This paper relates to various strands of the literature. Our study builds on a large body
of work analyzing the determinants of energy consumption. I summarize the objectives,
methods and results of selected studies in Table 2.1. The comprehensive survey of the
literature by Bohi and Zimmerman (1984) summarizes more than sixty articles with econo-
metric studies of energy demand. Most of these articles have focused mainly on estimating
price and income elasticities of energy, and therefore do not include weather as a determi-
nant, and when they do, they include it simply as an additional covariate in which case
weather variables perform better when included in the residential sector rather than in
the commercial sector.6 After this review there have been some attempts to address the
effect of weather on electricity demand as the main focus of the analysis. For example,
Sailor and Mun˜oz (1997) perform a sensitivity analysis of electricity consumption to cli-
mate variables for eight energy intensive states (California, Florida, Illinois, Louisiana,
New York, Ohio, Texas and Washington) using residential and commercial demand data
6Bohi and Zimmerman are not particularly concerned about weather variables in their review, since
they relegate its discussion to the measurement issues” section.
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from the Residential Energy Consumption Survey (RECS) of year 1996. They compare
two different statistical models. The first model uses temperature, relative humidity and
wind speed as determinants of demand, while the second uses cooling degree days, heat-
ing degree days and enthalpy latent days.7 Their results indicate that the latter approach
performs better for electricity demand given the seasonality pattern of electricity over the
year. Considine (2000) also examines the impacts of weather fluctuations on the U.S.
energy consumption. The authors use data from 1983 to 1997 to model total daily energy
demand as a function of daily cooling and heating degree-days, price, lagged demand, and
income in the residential sector. In the commercial, industrial, and electric utility sectors
of the U.S. economy, they replace income by either output or employment. They find
that most weather elasticities are statistically significant. Both commercial and industrial
demands increase with higher cooling needs, contrasting with a decrease in industrial de-
mand with higher heating and cooling degree days. Overall they find that the reduction
in heating requirements offsets the higher demand for cooling services, and therefore the
impact of electricity demand on climate change slightly reduces energy demand and car-
bon emissions. By and large, these studies find a positive effect of weather on electricity
demand, in which the effect of cooling is larger than the effect of heating. This is also the
case in our study.
Our paper contributes to the literature by examining the regional variation in the
response of electricity demand to weather. Here I focus on two studies which have ana-
lyzed electricity demand with a more extensive regional coverage within the U.S.8 In an
7Enthalpy latent days correspond to the amount of energy required to lower the humidity to a standard
thermal comfort level without reducing air temperature.
8Other studies have focused only on a single state or a specific geographic region within the US.
Jorgensen and Joutz, 2012 model long-run residential electricity consumption in the U.S. Mountain Region.
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early attempt, Lakshmanan and Anderson (1980) explore regional variation of residen-
tial electricity demand in the U.S. estimating a dynamic partial adjustment model. The
regional model considers heating degree days, per capita income, own price and natural
gas price as determinants of demand. The authors use annual per capita consumption
from the Electric Power Research Institute for years between 1972 and 1975 for the nine
census divisions. They also find that heating degree days are statistically significant and
that warmer areas consume more electricity. Their estimation results present evidence of
significant differences in the demand function across the nine census divisions studies.
Bernstein and Griffin (2006) also analyze the regional variation of demand by estimat-
ing a fixed effect specification including cooling degree days, heating degree days, price,
population, income, state fixed effects and year fixed effects as covariates. Their study
considers data from 1977 to 2004. They explore differences at the census region level and
also at the state level. They find important differences in the demand function among cen-
sus regions. The authors also find that these differences are less considerable among states
belonging to the same census region. Maddala et al. (1997) and Baltagi et al. (2002) also
model electricity demand. Baltagi et al. (2002) find that homogeneous estimates obtained
when pooling the data give better out-of-sample forecasts than the heterogeneous time
series estimates, opposing the findings by Maddala et al. (1997). However, their focus is
on the selection of the estimation technique rather than on the differences in the response
of electricity to weather across states, as it is the focus in our study.
Our findings also report results for each of the end-use sectors of the economy. The
Aroonruengsawat and Auffhammer (2009) estimate temperature response functions by climate zone in
California. Herath et al. (2011) examine residential demand for electricity in the southern region consisting
of seventeen states of the U.S. with a state-level panel data of twenty-four years (1984–2008).
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residential sector is by far the most studied in the literature given the availability of
data and that it accounts for the largest share among all consuming sectors.9 Silk and
Joutz (1997) study the U.S. annual residential electricity demand between 1949 and 1993
considering heating degree days, income, electricity price, and indices of seasonal electricity
appliance stock as covariates. Using cointegration techniques they find evidence of a
structural shift in electricity demand in 1960, mainly influenced by electricity prices and a
rise in purchases of air conditioners. Dergiades and Tsoulfidis (2008) examine the drivers
of the residential electricity demand for electricity in the U.S. between 1965 and 2006.
Using a Cob-Douglas demand function they test for a long-run cointegrating relationship
among per capita electricity demand and the following determinants: annual indexes
for cooling and heating degree-days, per capita income, electricity price, oil price and
stocks of houses. The authors find a stable long-run relationship among demand and
its drivers. In the short-run they suggest an unidirectional causality from degree-days
variables and oil price to electricity demand. Sailor (2001) in his study analyzes residential
and commercial sector electricity for eight states: California, Florida, Illinois, Louisiana,
New York, Ohio, Texas and Washington. They regress per capita monthly electricity
consumption on cooling degree-days, heating degree-days, wind speed and enthalpy latent
days to take into account humidity during summer months. The authors find that the effect
of cooling and heating degree days on electricity consumption is larger in the residential
sector than in the commercial sector. Kamerschen and Porter (2004) study residential,
industrial and total electricity demand using aggregated U.S. data from 1973 to 1998.
They measure demand as annual sales per customer and find that its main drivers are
9Residential demand accounted for 37% of total consumption in 2011 according to the Energy Infor-
mation Administration.
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annual cooling and heating degree days, electricity and natural gas prices, and annual
GDP. Their simultaneous equation model suggests that weather plays a more significant
role in residential demand than in industrial demand. Their study also suggests that low
temperatures have a greater impact on demand than hot temperatures. The previous three
studies have focused mainly on residential demand. Our study, in one piece of research,
explores the electricity demand function not only for the residential sector, but also for
the commercial and industrial sectors.
Finally, our paper also contributes to the assessment of the impact of climate change
on electricity demand. In the overview of the impact of climate change on the electricity
market by Mideksa and Kallbekken (2010) eight studies on energy demand are described.
From their overview they find that the impact of climate change on electricity demand is
better understood in Europe and in some states in the US. They claim that there is a need
of augmenting the regional coverage of the research in the area. The study by Eskeland and
Mideksa (2009) is the most comprehensive in terms of regional coverage. They perform
a regional analysis of the effect of climate change on residential electricity demand using
a panel data set of thirty one European cities in 1994–2005, they estimate CDD and
HDD elasticities for residential electricity demand. Their methodology is a fixed effects
estimator and therefore they report a single coefficient for CDD and a single coefficient for
HDD. They project CDD and HDD values using the IPCC scenario AB1 for year 2100, and
then forecast electricity demand ceteris paribus. They find heterogeneous effects across
countries, with northern countries benefiting from climate change (i.e. reducing their
electricity consumption), while southern countries increasing their consumption. Their
study, as ours, highlights the importance of analyzing the regional effects of climate change.
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However, our study improves previous research by allowing a coefficient on CDD and a
coefficient on HDD that vary by state. This is important to assess the regional effect that
a warming climate has on electricity demand.
2.3 Demand Model
Following previous literature (e.g. Sailor and Mun˜oz, 1997, Considine, 2000, and Silk
and Joutz, 1997), I use space conditioning variables to estimate the effect of weather
on electricity demand. I analyze the impact of cooling and heating degree days on the
demand for electricity assuming that the data generating process is given by equation 2.1
and estimate the electricity model for each end-use sector i,
with i = (residential, commercial, industrial), according to equation 2.2:
E∗ = β0 eβcddCDD eβhddHDD PEβPE IβI (2.1)
ln Ei,s,t = β0,i + βcdd,i CDDs,t + βhdd,i HDDs,t + βPE,i ln PEi,s,t + βI,i ln Ii,s,t + µi,s,t
(2.2)
in which, Ei,s,t represents the quantity of electricity consumed by sector i in state s at time
t (in GWh). CDDs,t and HDDs,t are monthly cooling degree days and heating degree
days, respectively, in state s at time t. Since both CDDs,t and HDDs,t are constructed at
the climatic region level, I aggregate them by computing a weighted average for each state.
As weights I use the percentage of the total population in each climatic region. Given that
monthly CDDs,t and HDDs,t time series can take the value of zero during summer and
winter seasons respectively (and therefore are not included in the equation 2.2 in logs),
the coefficients βcdd,i and βhdd,i have to be interpreted as semi-elasticities with respect to
electricity demand. PEi,s,t corresponds to the real average electricity price for sector i
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in state s at time t. Ii,s,t represents either personal income or employment. Income is
used to estimate the model for the residential sector, and sectoral employment is used
to estimate the model for both commercial and industrial demands. These employment
variables are proxies for the economic activity in these sectors.10 Given that E, PE and I
are transformed into natural logarithms, elasticities of electricity demand can be directly
obtained and interpreted. Finally, µi,s,t represents the stochastic error term.
I expect the coefficients associated with CDD, HDD, income and employment to be
positive, while the coefficient associated with electricity price to be negative. I also expect
the coefficient on CDD (βcdd) to be greater than the coefficient on HDD (βhdd) since annual
peak demand occurs during summer months when there is an intensive use of electrical
appliances for space cooling. I estimate equation 2.2 by implementing the following models:
1) state fixed effects model, 2) DOLS model at the state level when I fail to reject the
existence of unit roots in the time series, and 3) OLS model at the state level for those
states that reject the existence of unit roots. These three models are explained in the
following sections.
2.3.1 State Fixed Effects Model
I estimate this model to compare our results with previous estimates of the effect of degree
days on demand. In this model, heterogeneity across states is captured by differences in
the constant term. A different intercept is estimated for each state by adding a set of forty-
10A direct measure of the economic activity is the GDP by sector. However, GPD-by-state data disag-
gregated among industries are available only at an annual frequency. A second problem with constructing
a single GDP time series from 1990 to 2010 is that there is a discontinuity in 1997, where the industry
classification changed from SIC to NAICS. Given that NAICS-based GDP-by-state estimates are consis-
tent with U.S. gross domestic product (GDP) and SIC-based GDP-by-state estimates are consistent with
U.S. gross domestic income (GDI), BEA strongly cautions against appending these two data series in an
attempt to construct a single time series of GDP-by-state.
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seven dummies ηs to equation equation 2.2. The state of Alabama is considered as reference
and its intercept corresponds to β0,i. The constant term of any other state s is given by β0,i
+ ηs. Note that coefficients on CDD and HDD (βcdd and βhdd) are constrained to be the
same across states. In addition, annual dummies (θy) and seasonal (quarterly) dummies
(φq) are included in equation 2.2 to take into account different patterns of electricity
consumption across years and seasons. I include three seasonal dummies (spring, summer
and fall), and use winter as the omitted category.
2.3.2 Unit Roots, Seasonal Cointegration and DOLS Estimation
To better assess the heterogeneity across states I allow for differences in both intercepts
and slope coefficients. In this model, I estimate one equation for each state s and for each
end-use sector i. Thus, a different constant term β0,s and different coefficients on CDD
and HDD (βcdd,s and βhdd,s) are estimated for each state s.
Time series for electricity demand and its determinants can contain a stochastic trend,
in which case the estimation of a statistically significant relationship among non-stationary
variables would lead to a spurious regression. I use the MHEGY procedure developed by
Beaulieu and Miron (1993) to test for unit roots in all variables of equation 2.2 (electricity
demand, CDD, HDD, electricity price, income and employment). This procedure performs
a HEGY test (Hylleberg et al., 1990) for seasonal unit roots when analyzing monthly data.
The null hypothesis of the test is that the variable contains a seasonal unit root, and the
alternative is that the variable is generated by a stationary process. I perform the test
for all frequencies, being the annual frequency, or the zero frequency (pi = 0), the one of
interest for this analysis. Specifically, I perform the MHEGY test including a constant, a
linear time trend and a deterministic seasonal for electricity demand and electricity price.
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In the case of CDD and HDD the test includes a constant and a deterministic seasonal.
Finally, I test for income and employment using a constant and a linear trend. I obtain
the critical values for the distributions of t-statistics for seasonal unit roots from Beaulieu
and Miron (1993). In the presence of seasonal unit roots, electricity demand can share
a common stochastic trend with its determinants, in which case time series are said to
be cointegrated. Following Engle and Granger (1987), I perform the unit root test on
the residuals of equation 2.2 estimated by OLS. Thus, I analyze the error term (µi,s,t)
using the ADF test (Dickey and Fuller, 1979) and choosing the lag length with the Akaike
Information Criterion, AIC (Akaike, 1973). If the error term is I(0), time series from the
demand model are said to be co-integrated.
Following Stock and Watson (1993), I estimate the cointegrating relationship among
non-stationary variables of equation 2.2 using dynamic ordinary least squares (DOLS).
DOLS generates asymptotically efficient estimates of the regression coefficients which cor-
respond to the long run relationship among variables. I choose leads and lags of the
first difference of significant variables using the Schwarz Information Criterion (Schwarz,
1978). Given that the set of variables that fails to reject the null hypothesis of unit root
will differ across states and end-use sectors, I select the following three models on which I
perform the cointegration test: (a) electricity demand as a function CDD, HDD, electric-
ity price and income/employment; (b) electricity demand as a function CDD, HDD and
income/employment; and (c) electricity demand as a function CDD, HDD and electricity
price. To select the most appropriate model for each state, I estimate the DOLS model
in those states and end-use sectors in which I find evidence of cointegration. I select the
model with the highest R2 in those cases in which there is more than one DOLS model
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for the same state and same type of consumption.
Finally, I estimate an error correction model (ECM) to analyze the short-run dynam-
ics of the cointegrating relationship. The ECM in first differences includes lags of both
dependent and independent variables. Given that all variables in first differences are sta-
tionary, I perform the ECM by OLS. I choose the lag length using the AIC criterion. The
error term corresponds to the difference between the dependent variable of the DOLS es-
timation (ln Ei,s,t) and the coefficients βcdd,i,s, βhdd,i,s, βpe,i,s, and βI,i,s multiplied by the
independent variables CDDs,t, HDDs,t, PEi,s,t, and It, respectively. The magnitude of
its coefficient represents the rate at which electricity demand responds to disequilibrium in
the cointegrating relationship, while its sign represents whether electricity demand moves
toward the equilibrium value implied by the long-run relationship. Thus, a negative value
is desired because it indicates that the disequilibrium between electricity demand and
the right-hand side variables of the DOLS estimation causes electricity demand to move
toward the long-run equilibrium that is implied by the right hand side variables on the
cointegrating relationship.
2.3.3 OLS Model by State
In those states in which time series reject the existence of unit roots, I estimate the
relationship between electricity demand, cooling degree days, electricity price and income
by OLS. As explained in Section 2.3.2 I allow for differences in both intercepts and slope
coefficients for each state s and for each end-use sector i. I include both annual (θy)
and seasonal (quarterly) dummies φq in equation 2.2 to control for seasonal and annual
variations in electricity consumption. I also include three dummies (spring, summer and
fall) and use winter as the omitted category. Therefore, the estimates of the coefficients
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on CDD and HDD measure the effect of weather on electricity demand beyond changes
across season. That is, βcdd,s and βhdd,s measure the effect of temperature in months that
are hotter or cooler than a normal season.
2.4 CDD, HDD and Demand Projections
I use monthly average temperature projections computed from the Coupled Model Inter-
comparison Project (CMIP) of the World Climate Research Programme (WCRP) for the
following cases: (1) base case scenario (without climate change) with downscaled temper-
ature data for the period 1990–2010, (2) climatic scenario with downscaled temperature
data that correspond to a 1 ◦C rise in global mean temperature (GMT), and (3) climatic
scenario with downscaled temperature data that correspond to a 2 ◦C rise in GMT. The use
of one single source of temperature projections for both the base case and the climatic sce-
narios allows us to properly compare current electricity demand (without climate change)
with future demand (with climate change). I compute CDD and HDD from these monthly
temperature projections following the methodology developed by Erbs et al. (1983). Thus,
I compute CDD and HDD from monthly mean temperature projections and the standard
deviation observed during the period 1949–2010 according to the following formula:
CDDs = σmDays
3/2[
h
2
+
ln{(exp(−1.698h) + exp(1.698h))/2}
3.396
+ 0.2041] (2.3)
in which T¯ and σm correspond to the monthly average temperature and its standard
deviation, respectively. Days is the number of days for any given month, and J is the
threshold temperature assumed to be equal to 65 ◦F. Finally, h is a parameter defined as:
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h = (T¯ − J)/√Days σm.11 HDD is calculated by replacing h by hhdd in equation 2.3. In
which hhdd is defined as: hhdd = (J − T¯ )/
√
Days σm. I estimate the size of the impact
of climate change on electricity demand, as the percentage change of future demand with
respect to current demand, as follows:
∆Ei,s =
∑12
t=1
̂Demandt,s −
∑12
t=1
̂Demandt,1990−2010∑12
t=1
̂Demandt,1990−2010
∀s, with s = {1 ◦C, 2 ◦C} (2.4)
in which ̂Demandt,1990−2010 corresponds to the projected electricity demand for the base
case scenario (without climate change), and ̂Demandt,s corresponds to the projected de-
mand under 1 ◦C and 2 ◦C increase in GMT. I compute ̂Demandt,1990−2010 with the esti-
mated coefficients from the electricity demand model (equation 2.2), and with CDD and
HDD computed as explained above (equation 2.3) for the temperature projections of the
case (1). Analogously, I compute ̂Demandt,s with the estimated coefficients from the elec-
tricity demand model, and with CDD and HDD computed for the temperature projections
of the cases (2) and (3).
2.5 Data
2.5.1 Data Sources
I compile monthly observations of electricity demand and its determinants at the state level
for twenty one years (1990–2010). I obtain monthly time series on electricity consumption
for each state from January 1990 to December 2010 from Form EIA–826 Monthly Elec-
tric Utility Sales and Revenue published by the U.S. Energy Information Administration
(EIA). This database contains a statistical sample of utility retail sales of electricity with
11The h parameter is defined to be always positive.
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the correspondent revenues for residential, commercial and industrial end-use sectors. I
also use Form EIA–826 to estimate the average residential, commercial and industrial
electricity prices. I compute these average prices by end-use sector at the state level by
dividing the total monthly revenues by the total monthly energy sales (in GWh). Prices
(in dollars/kWh) are deflated using the Consumer Price Index of year 2009.
I obtain monthly HDD and CDD time series by climatic region from the National Cli-
matic Data Center at the National Oceanic and Atmospheric Administration (NOAA).12
HDD and CDD are computed using a threshold temperature of 65 ◦F. Time series of inter-
censal population estimates by county are obtained from the U.S. Census Bureau. These
estimates consider postcensal estimates and the 1990, 2000, and actual Census 2010 re-
sults. Thus, I construct monthly state population weighted degree day variables using
both degree days and population time series.
I compile quarterly state personal income time series data from the U.S. Bureau of Eco-
nomic Analysis, which I deflate using the Consumer Price Index of year 2009. I use linear
interpolation to obtain monthly times series of income. I obtain monthly commercial and
industrial employment data (in thousands of employees) from the U.S. Bureau of Labor
Statistics. These variables correspond to the total full-time and part-time employment by
NAICS supersectors for the Current Employment Statistics (CES-National).13
Finally, I obtain monthly downscaled temperature projections for surface air tempera-
ture (in degrees Celsius) for each of the 344 climatic divisions in the contiguous U.S. from
12HDD and CDD data are available only for the forty eight contiguous states, therefore I exclude the
states of Alaska, Hawaii and the District of Columbia from our analysis.
13Labor in the commercial sector corresponds to labor in the following service-providing industries: trade,
transportation, utilities, information, financial activities, professional and business activities, educational
and health services, leisure and hospitality, other services and government. Labor in all remaining NAICS
industries is classified as industrial labor (these remaining industries are: construction, manufacturing,
natural resources and mining).
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the World Climate Research Programme’s (WCRP’s) Coupled Model Intercomparison
Project phase 3 (CMIP3) multimodel dataset. This dataset contains average temperature
projections across circulation models for the high emission path scenario SRES A2 when
the change in global mean surface air temperature relative to year 2000 (1990–2010 cli-
matology) is 1 ◦C and 2 ◦C.14 It also contains monthly average temperature projections
for the base case climatology, which is the one observed between years 1990 and 2010. I
aggregate these projections by computing weighted population degree days at the state
level.
2.5.2 Descriptive Statistics
Table 2.2 shows the summary statistics of electricity demand, CDD, HDD, average elec-
tricity prices, income and employment monthly time series data for all states. Residential
electricity demand has a mean consumption of 2,045 GWh across states and time, be-
ing the end-use sector that consumes more electricity. Texas is the state that reached the
maximum residential electricity consumption in August 2010 (16,700 GWh). It is followed
by Florida, reaching also its maximum consumption in August 2010 (13,000 GWh). Com-
mercial and industrial sectors follow in order of magnitude having mean consumptions of
1,801 GWh and 1,729 GWh, and maximum demands of 12,600 GWh (Texas in 2010) and
10,300 GWh (Texas 2008), respectively.
CDD has a mean across states of 91, reaching its maximum value along the time series
data in the state of Arizona in July 2009 (784). Texas and Oklahoma also have high degree
days reaching their maximum values, 692 and 662 respectively, in July 1998. On the other
hand, HDD has a mean across states of 434, a magnitude much higher than CDD. This
14I thank Robert Nicholas for having provided us with these downscaled estimations.
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is expected, since within a year there are more days where space heating is required as
opposed to space cooling.
Regarding electricity prices, the price for residential consumers is the most expensive
with a mean of 0.111 $/kWh. Commercial and industrial consumers follow in order having
a mean of 0.097 $/kWh and 0.068 $/kWh, respectively. Residential consumers pay higher
prices than commercial and industrial consumers because the retail price accounts for
the transmission and distribution costs that utilities incur to deliver electricity to each
household.
2.6 Estimation Results
2.6.1 Results from State Fixed Effects Model
I use a panel data that includes the forty eight contiguous states with monthly observations
from 1990 to 2010 to estimate a fixed effects model. The estimated results are shown
in Table 2.3, in which the dependent variable in each column corresponds to electricity
demand in residential, commercial and industrial sectors. The coefficient on CDD is
positive and statistically significant for all electricity consumption sectors i. I observe the
largest effect of CDD on demand in the residential sector followed by the commercial and
industrial consumers. The coefficients of HDD are positive and significant for both the
residential and the commercial sector, and their magnitude is smaller than those for CDD.
The largest effect of HDD is also observed in the residential demand. The size of these
coefficients is consistent with the hypothesis that the effect of CDD on electricity demand
is larger than the effect of HDD on electricity demand. One extra cooling degree day
in a given month increases residential, commercial and industrial electricity demand by
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0.14%, 0.07%, and 0.03%, respectively. On the other hand, one extra heating degree day
increases residential and commercial electricity demand by 0.04% and 0.004%, respectively.
No significant effect of HDD is observed on industrial demand. Coefficients on electricity
price, personal income and employment are significant and present the correct sign in all
consumption sectors.
Our estimated semi-elasticities can be directly compared with the study by Paul et al.
(2009), who reports coefficients on CDD and HDD estimated with monthly data (from
1990 to 2006). Our estimations are relatively higher than the ones estimated by Paul et al.
for CDD. I find that the coefficients on CDD are 0.0015, 0.0007, and 0.0003 for residential,
commercial and industrial end-use sectors respectively, while the ones estimated by Paul
et al. are 0.0012, 0.0005, and 0.0002, for the same sectors. Given that I estimate these
coefficients considering data for a longer panel (1990–2010), this might suggest that during
most recent years consumers are more sensitive to high temperatures. Coefficients on
HDD are relatively similar: 0.0002, 0.00002, and 0.000004 compared to 0.0004, 0.00012,
and 0.00002 in Paul et al. (2009).
Finally, regarding the price elasticity of demand, I obtain elasticities of -0.313, -0.216
and -0.461 for the residential, commercial and industrial electricity consumptions. Con-
sumers from the industrial sector are the most sensitive to changes in price, followed by
the residential and commercial sectors. Our results fall in the low end of the range of
results reported in the literature, and summarized by Paul et al. (2009). For the resi-
dential sector, they report results that range between -0.2 and -0.98 for the residential
sector, while the ranges for the commercial and industrial sectors are [-0.97 – 0] and [-1.63
– -0.11], respectively. The results for the residential sector are also consistent with a more
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recent study (Alberini and Filippini, 2011) who, using annual data at the state level for
the 48 lower states from 1995 to 2007, finds a price elasticity of demand for the residential
sector of -0.15.
2.6.2 Estimated Coefficients on CDD and HDD by State
I allow for differences in both intercepts and slope to estimate coefficients on CDD and
HDD by state and end-use sector as explained in sections 2.3.2 and 2.3.3. First, to account
for the possibility that electricity demand or the covariates in our regressions include a
stochastic trend, I perform the cointegration analysis described in Section 1.3.2. The
MHEGY test fails to reject the null hypothesis of seasonal unit root at the annual frequency
for electricity demand, CDD, HDD, electricity price, income and employment in several
states and type of consumers. From the three DOLS models explained in Section 2.3.2, I
estimate residential electricity demands with models (a), (b) and (c) in ten, nineteen, and
three states, respectively. In the case of commercial demand I encounter cointegration only
in nine states, while in the industrial sector there is cointegration in two states. Following
the methodology described in Section 2.3.3, for the rest of the states in which I do not
find evidence of a cointegrating relationship I model electricity demand with OLS.
Tables 2.4 and 2.5 show the summary of CDD and HDD semi-elasticities in which
I indicate the model that is selected in each state and end-use sector. In the residential
sector, results show important heterogeneity with respect to the chosen model. Models (b)
and (d) are the most frequently estimated, implying that electricity price is statistically
significant in most states and therefore it is a good predictor of electricity demand. The
magnitude of the coefficients on CDD and HDD presents significant variation across states.
For instance, βcdd is around seven times larger in Colorado than in Washington state, βhdd
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is around ten times larger in Florida than in Nevada.
Previous studies have used cointegration techniques to analyze the determinants of
electricity demand. Silk and Joutz (1997) estimate electricity demand for the U.S. us-
ing as covariates indexes of cooling and heating degree days interacted with cooling and
heating appliances stock indexes. For most states in the residential sector, I complement
their results by finding a cointegrating relationship between electricity demand and both
cooling and heating degree days. I model commercial and industrial sectors mainly by
OLS, because I find a cointegrating long-run relationship only in nine states for commer-
cial consumers and in two states for industrial consumers. Semi-elasticities also present a
significant variation across states. Coefficients on CDD are three times larger in Montana
than in Texas, in the case of the commercial sector, and fourteen times larger in Con-
necticut than in Louisiana. In the next section I describe the regional variation of these
estimated coefficients on degree-days variables in more detail.
2.6.3 Regional Variation of Coefficients on CDD and HDD
To better understand the geographical effect that weather has on electricity demand, I
create a map for each state and end-use sector which contains the estimated coefficients
on degree days variables. In Figure 2·1, coefficients on CDD are exhibited in the maps
on the left (in red) while coefficients on HDD are exhibited in the maps on the right (in
blue). For the case of residential demand, the panel on the upper left shows that some
states in the Midwest (Indiana, Iowa, Minnesota, and Wisconsin), and in New England
(Connecticut, Rhode Island, and Maine) together with Colorado and West Virginia are
relatively more elastic to changes in CDD than states such as Florida, South Carolina,
Nevada and Texas. This suggests that the impact of changes in CDD is greater in states
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that do not use cooling systems permanently. Relatively higher coefficients in the Midwest
and the North East regions confirm this premise.
Coefficients on HDD also exhibit important variation across states and its effect on
electricity demand counterbalances the one found for CDD. Figure 2·1 (upper right) shows
that states such as Arizona, California, Florida, Tennessee, and Texas are relatively more
elastic to changes in HDD than states in northern regions such us the Midwest and the
Northeast. An additional cold day in mild states, and therefore an increase in HDD,
produces heating devices to be turned on. This, in turn, coincides with the relatively
higher coefficients found in these states. Panels situated in center left and lower left of
Figure 2·1 show the respective coefficients on CDD for the commercial and industrial
electricity demands, while panels in the center right and lower right exhibit the respective
coefficients on HDD for the commercial and industrial demands, respectively. I observe a
relatively similar trend to the one explained in the case of residential electricity demand.
Overall, the results presented here are in line with the literature that analyzes the
regional variation of the determinants of electricity demand in the U.S. Lakshmanan and
Anderson (1980) find significant regional differences in the demand functions, though they
only allow for the intercept of the demand function to vary by state. Sailor and Mun˜oz
(1997) also find significant variation in the coefficients of both CDD and HDD, using a
sample of eight U.S. states. Our estimated coefficients on cooling degree-days complement
and geographically expand the results found by previous authors.
2.6.4 Estimation of Projected CDD, HDD and Demand
I use the estimated coefficients and the projected CDD and HDD variables to assess
the impact of climate change on electricity demand. Table 2.6 shows our main results.
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Columns (1) and (4) present average CDD and HDD for years 1990–2010 (our base case
scenario). Columns (2) and (3) show our constructed CDD for the 1 ◦C and 2 ◦C scenarios,
while columns (5) and (6) show the analogous figures for HDD. A raise in temperature, on
the one hand, increases the requirement for space cooling, and on the other hand, decreases
the need for space heating. Consistently with this premise, the estimated percentage
change in CDD due to a warming climate ranges between 22% and 102% for 1 ◦C rise in
GMT. A 2 ◦C rise in GMT increases demand between 37% and 117%. Estimated changes
in HDD vary between 0% and -19% for different climatic scenarios.15
Based on our predictions for CDD and HDD, I compute the percentage change of
residential electricity demand under an increase of 1 ◦C and 2 ◦C in GMT, respectively
(Columns (7) and (8)). I find that the percentage change of residential electricity demand
is positive in both climatic scenarios for all states.16 For the 1 ◦C scenario (column (7)) the
demand increases by 13% on average across states. Nonetheless, there is significant het-
erogeneity: the standard deviation of these changes is 4%, with Washington State having
the smallest increase (0%) and Colorado with the largest increase (24%). Results for the
2 ◦C scenario (column (8)) present an increase in average electricity demand across states
of 18%. These figures exhibit a wider variation across states: the standard deviation rises
from 4% to 7%, and changes in demand range from 3% in Oregon to 30% in Colorado.17
I also analyze independently the effect of both CDD and HDD on projected electricity
consumption. Columns (9) and (10) in the same table show the projected demand but
15Florida is an outlier with changes in temperature increasing HDD.
16The only exception is Washington State with a small decrease with respect to all other states in the
2 ◦C scenario. This reflects that the effect of a decrease in HDD offsets the increase in CDD (columns (10)
and (12)).
17Washington State is an outlier with residential demand decreasing by 3%.
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allowing only CDD to vary (that is keeping HDD constant), while columns (11) and
(12) show the analogue when there is a variation only in HDD (that is keeping CDD
constant). Focusing first on the 1 ◦C scenario, I find that on average electricity demand
increases by 14% when only CDD changes, while it decreases by 1% when only HDD
varies. However, compared to these changes, there is more heterogeneity when only HDD
varies (1% standard deviation for a 1% decrease) as opposed to the case when only CDD
varies (4% standard deviation for a 13% increase). For the case of the 2 ◦C scenario, I
find analogous results. The change in demand when both CDD and HDD vary (columns
7 and 8) are always smaller than the change in demand with the effect of CDD only, and
larger than climatic shocks with the effect of HDD only. This is because the final effect is
a weighted average of both variables. In the first case, larger shocks are probably due to
the increase in air conditioning from electric sources, while in the second case I observe
smaller shocks probably because there is a reduction in heating from electrical appliances.
The previous results are consistent with those of Eskeland and Mideksa (2009), who find
that under warmer climate northern European countries will reduce their heating demand
while southern Europeans will increase their cooling needs. Our model improves their
analysis by estimating different coefficients for each state (Eskeland and Mideksa estimate
a fixed effects regression), and therefore allowing each state to have its own response to
changes in climate.
Figure 2·2 shows the regional distribution of the estimated change in residential de-
mand according to the results exhibited in Table 1.6. This figure also displays the esti-
mates of the percentage change in commercial and industrial demands for a 1 ◦C and 2 ◦C
rise in GMT. I find heterogeneity across census regions for the three end-use sectors an-
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alyzed. Ceteris paribus, climate change will impact electricity consumption in all regions
in the U.S., being the Midwest (West North Central and East North Central) the most
affected geographical area. This figure also shows that the least impacted areas in terms
of percentage change in electricity consumption are the Pacific and the Northeast regions.
Our findings also provide support to the conclusions of the study by Bernstein and
Griffin (2006), who highlight significant differences in the demand function across census
regions. Regarding variation across states, and consistent with Bernstein and Griffin’s
findings, I encounter less variation in the estimates across states belonging to the same
census region. Our study expands the scope of Bernstein and Griffin’s regional electricity
demand analysis by explicitly examining the effect of cooling and heating degree days, as
opposed to their standard focus on price and income elasticities.
Our predicted increase in electricity demand due to climate change, presented in Figure
2·2, can also be understood in terms of a price change that is equivalent to the increase
in demand when I move along the demand curve. When I perform this exercise for
the residential sector, I observe that for the 1 ◦C scenario the equivalent change in price
varies from -5% (South Dakota) to -100% (Nebraska). That is, the increase of residential
electricity demand due to climate change of 12% in South Dakota (column (7) in Table 2.6)
is equivalent to a decrease in price of -5%, while the increase in demand of 16% in Nebraska
is equivalent to a decrease of -100%. For the commercial sector, the equivalent change in
price ranges from -5% in West Virginia to -83% in Oklahoma. Analogously, the equivalent
change in industrial electricity price varies from -1% (Wyoming) to -68% (South Dakota).
The large magnitude of these figures indicates that consumers are relatively price inelastic
to changes in demand, and therefore a large change in price has to occur to obtain an
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equivalent change in demand due to a warming climate.
2.6.5 Impact on Consumers’ Electricity Expenditures and Implications
The results I present in this chapter highlight the heterogeneity of the impact of climate
change on electricity demand across end-use sectors and states. This impact also affects
consumers’ electricity expenditures in a heterogeneous manner. Our estimates indicate
that residential electricity consumers will be the most impacted by climate change, who
will face on average an increase in their monthly electricity bills of 13% and 18% for the
1 ◦C and 2 ◦C scenarios, respectively. Commercial and industrial sectors follow in order
of impact with correspondent figures of 5%–8% and 2%–3% for an increase in GTM of
1 ◦C–2 ◦C.
In Table 2.7 I compute the dollar value of the change in the average monthly bill due
to a warming climate for each state. This computation takes into account the average
electricity consumption (column (2)) and the average price of electricity (column (3)) in
each state, which are taken from the Energy Information Administration for year 2010.18
19 The average monthly electricity bill across states is $106 for residential consumers (EIA,
2010). The average increase in the dollar value of this electricity bill for the 1 ◦C climatic
scenario is $14. I obtain plenty of variation across states when disaggregating this average
figure: Washington State displays a monthly increase of $0, while for Tennessee this figure
is $22. In the 2 ◦C scenario the average increase is $19, while Oregon and Louisiana
18These results differ from the estimated percentage change in electricity demand presented in Table 2.6.
The states of Texas and Colorado will face the same percentage change in electricity demand in the 1 ◦C
scenario (12%), but since average electricity consumption in Texas almost doubles the one in Colorado,
and electricity price is slightly higher in Texas, the dollar value change in the monthly bill will be $16 in
Texas compared to $10 in Colorado.
19This analysis assumes that the current technology mix for electricity generation remains unchanged
in each state and therefore prices stay constant.
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experience an increase of $2 and $34, respectively. Moreover, 28 out of the 48 lower states
will experience an increase in the monthly residential sectors bill of $20 or more, under
this scenario. Our estimates for the commercial sector indicate that the average monthly
electricity bill will rise from the current value of $575 to $606, for the 1 ◦C scenario, and
to $619 for the 2 ◦C scenario. These estimated increases in expenditures (5% and 8%) are
smaller than the ones estimated for the residential sector. Finally, I estimate that in the
industrial sector the average electricity bill of $12,652 will rise between 2% and 3%.
To better understand how these estimates vary by region, I plot in Figure 2·3 the
weighted average change of the electricity bill for the following census regions: 1) Midwest,
2) Northeast, 3) South, and 4) West.20 Panels situated on the upper right and left show
the estimates for the residential sector under the 1 ◦C and 2 ◦C scenarios, respectively. The
two panels in the center exhibit the estimates for the commercial sector while the lower
panels show the correspondent figures for industrial consumers. In the residential and
commercial sectors, I observe that the regions that will experiment the highest change
in their electricity expenditures are the Midwest (East North Central and West North
Central) and the South (South Atlantic, East South Central and West South Central). In
these regions residential and commercial consumers will face an increase in their electricity
bills of 14–23% and 6–11%, respectively. The Northeast (New England and Mid Atlantic)
and the West (Mountain and Pacific) regions are the least affected. On the other hand,
industrial consumers situated in the West (Mountain and Pacific) and the Midwest regions
will be the most affected.
How can consumers react to these predicted changes in their electricity bills? I suggest
20As weights I use the state-level consumption of electricity.
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that informing consumers about the direct effects that climate change will have on their
energy expenditures could help to modify people’s consumption patterns, create environ-
mental awareness, and increase the number of people supporting stricter environmental
regulations. Moreover, information about climate change impacts should be made avail-
able as disaggregated as possible, in this case at the state level. This could help to improve
public understanding about the local consequences of global climate change.
Current public attitudes towards stricter environmental regulations display a slightly
positive relationship with our projected increases in energy expenditures. I use data from
the Pew Research Center for the People and the Press Values Survey for years 2007, 2009
and 2012, in which people from all states are asked whether they agree with the sentence.
“There needs to be stricter laws and regulations to protect the environment”. I plot these
responses together with our estimated changes on average electricity bill in Figure 2·4.
Even though the relationship is not statistically significant, it suggests that people living
in states where the increase in the electricity bill due to climate change is larger are more
willing to support stricter environmental regulation. Access to information about the
projected increase in energy expenditures due to climate change could help to strengthen
this relationship.
2.7 Conclusions
The effect of weather on aggregate electricity demand in the U.S. has been studied ex-
haustively in the literature. Most scholars agree that hot temperature affects electricity
consumption more than cold temperatures. Fewer resources, however, have been devoted
to understanding the heterogeneity across different geographic regions under both current
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and projected climatic conditions. I address these issues in this study by analyzing the
effect of weather on electricity consumption at the state level. I rely on monthly data on
electricity demand by state and its covariates, for years 1990–2010 and measure changes in
electricity demand due to variations in temperature using cooling and heating degree-days
variables. I use the estimated coefficients on these variables to quantify the impact of cli-
mate change on electricity demand and electricity expenditures for each of the forty-eight
contiguous states and end-use sectors (residential, commercial and industrial).
I summarize our findings as follows. First, there is plenty of heterogeneity among states
regarding CDD and HDD semi-elasticities. Coefficients on CDD for monthly residential
demand vary between 0.598 in Washington State to 3.999 in Colorado. HDD, on the
other hand, reaches its maximum and minimum effects for residential demand in Florida
(1.609) and Nevada (0.162), respectively. I observe that relatively colder states are more
sensitive to changes in CDD, while relatively warmer states are more sensitive to changes
in HDD. Estimates of CDD and HDD for commercial and industrial consumptions also
present significant differences across states. Second, the estimated coefficients on CDD
are positive and generally significant in all end-use sectors, while coefficients on HDD are
positive and significant in the residential sector only. The effect of HDD in the commercial
and industrial sectors presents substantial variation in their sign and magnitude. Overall,
weather has the largest effect on residential electricity consumption, followed by commer-
cial and industrial sectors. Third, I project that under an increase of 1 ◦C in global mean
temperature, cooling degree-days will increase on average 62% across states, with changes
between 22% and 102%. Heating degree days will decrease on average 4%, with changes
ranging from 0% to -8%. For the 2 ◦C scenario, CDD increases 85% while HDD decreases
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13% on average across states. These figures are consistent with the premise that climate
change will raise the need for space cooling while diminishing the demand for space heat-
ing. Fourth, I find that the climate-induced demand shock is demand-augmenting in all
states, with an average increase in residential electricity demand of 13% and 18% for the
1 ◦C and 2 ◦C scenarios, respectively. The average impact, however, hides extensive varia-
tion across states. Focusing on the 1 ◦C scenario, the effect ranges from 0% to 24%, with a
standard deviation of 4%. In the 2 ◦C scenario this is even more apparent, with changes in
demand ranging from -3% to 30% and a standard deviation of 7%. These impacts reflect
a weighted average of the effect of cooling, on the one hand, and the effect of heating, on
the other hand. In all states the increase in CDD overcomes the decrease in HDD. More
broadly, our estimated climate-induced shift in the demand curve will induce a multiplier
effect. A warmer weather implies more generation and consequently further CO2 emis-
sions. These additional emissions will further contribute to changes in climate, and hence
augmenting the need for cooling services. This multiplier effect will be strengthened since
these estimates do not take into account neither population nor economic growth. Finally,
I estimate consumers’ monthly energy expenditures to increase from their average of $106
in 2010 to $120 and $125 for the 1 ◦C and 2 ◦C scenarios, respectively. Our estimates in-
dicate that residential electricity consumers will be the most impacted by climate change,
who will face on average an increase in their monthly electricity bills between 13% and
18% for the 1 ◦C and 2 ◦C scenarios. Commercial and industrial sectors follow in order of
impact with figures ranging from 5% to 8%, and from 2% to 3%, respectively. I suggest
that informing citizens about the adverse consequences of global climate change on an
issue as tangible as their electricity expenditures could be an important starting point to
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advance in climate policy and environmental regulation. Better informed citizens could
also help to induce policy makers to become more sensitive to their demands.
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Appendices
Table 2.1: Overview of selected studies
Author Objectives Methods Results
Bohi and Zimmerman Compare results Comprehensive Weather variables perform
(1984) generated with different literature better in residential than
modeling techniques review commercial sector
Sailor and Mun˜oz Assess the sensitivity Multivariate Substantial differences
(1997) of electricity and natural regression in coefficients on CDD
gas use to climate and HDD across states
Considine Examine the impact of Log-linear Warmer climate slightly
(2000) weather on energy use regression decreases energy use and
and CO2 emissions CO2 emissions in the U.S.
Lakshmanan and Anderson Model energy demand OLS and partial Warmer regions use more
(1980) and identify differences adjustment electricity and demand
across U.S. regions model functions vary by region
Bernstein and Griffin Find drivers of energy State and Demand varies across
(2006) use and their impacts year fixed regions but it is similar in
on energy efficiency effects model states within same region
Maddala et al. Estimate short and Econometric Random coefficient model
(1997) long run elasticities techniques performs better than
of U.S. energy demand panel and time series
Baltagi et al. Compare out-of-sample Dynamic Pooled estimators using
(2002) forecast performance of linear panel data give better
energy use models regression out-of-sample predictions
Silk and Joutz Estimate short and long Cointegration Evidence of a structural
(1997) run elasticities and and error shift in residential
provide demand forecasts correction electricity demand
Dergiades and Tsoulfidis Estimate U.S. residential Cointegration Stable long-run relation
(2008) electricity demand and and error between demand and
its determinants correction degree days index
Sailor Estimate effect of climate Multivariate Most states increase
(2001) change on electricity use regression electricity use for different
for eight states climate change scenarios
Kamerschen and Porter Estimate residential, Partial adjustment Residential is the most
(2004) industrial and total and simultaneous sensitive sector to
electricity use in the U.S. equation changes in temperatures
Eskeland and Mideksa Estimate effect of climate Fixed Northern (Southern) Europe
(2009) change on electricity effects will reduce (increase)
demand in Europe model heating (cooling)
Notes: The methods and results selected correspond to those related to the effect of weather on electricity
demand.
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Table 2.2: Summary statistics
Variable Label Mean Std. Dev. Min. Max. Obs
Electricity demand (GWh) E
Residential 2,045 2,046 0 16,700 12,096
Commercial 1,801 1,869 0 12,600 12,096
Industrial 1,729 1,576 0 10,300 12,096
Cooling Degree Days (base: 65 ◦F) CDD 91 143 0 784 12,096
Heating Degree Days (base: 65 ◦F) HDD 434 420 0 2,110 12,096
Electricity price (2009$/kWh) PE
Residential 0.111 0.030 0.059 0.239 12,096
Commercial 0.097 0.027 0.047 0.199 12,096
Industrial 0.068 0.024 0.024 0.179 12,096
Personal income (2009MM$) I 175 215 79 1,668 12,096
Commercial employment (thousands) Emplc 2,107 2,188 153 13,036 12,096
Industrial employment (thousands) Empli 466 451 25 2,694 12,096
Note: Monthly data from 1990–2010 (T=252) by state (48 states).
Table 2.3: Fixed effects model
Dependent variable: ln electricity consumption
Residential Commercial Industrial
CDD1000 1.442*** 0.694*** 0.310***
(0.015) (0.013) (0.018)
HDD1000 0.221*** 0.022*** 0.005
(0.005) (0.006) (0.007)
ln average electricity price -0.313*** -0.216*** -0.461***
(0.013) (0.014) (0.017)
ln personal income 0.560***
(0.022)
ln employment 0.519*** 0.690***
(0.025) (0.014)
constant 7.351*** 9.554*** 9.233***
(0.245) (0.179) (0.096)
Observations 12,095 12,095 12,095
R-squared 0.987 0.986 0.978
Notes: Robust standard errors in parentheses. ***, **, and * indicate significance at the 1%, 5%, and
10% level, respectively. All specifications have both state, year and seasonal fixed effects. Both CDD and
HDD are divided by 1,000 in order to obtain larger figures.
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Table 2.4: Summary of CDD and HDD semi-elasticities (I)
Residential demand Commercial demand Industrial demand
CDD1000 HDD1000 R
2 m CDD1000 HDD1000 R
2 m CDD1000 HDD1000 R
2 m
AL 1.735*** 0.779*** 0.937 b 0.910*** 0.132*** 0.98 d 0.267*** -0.008 0.861 d
(0.144) (0.093) (0.050) (0.035) (0.045 (0.030)
AR 1.707*** 0.317*** 0.859 d 0.835*** -0.023 0.966 d 0.271*** -0.006 0.969 d
(0.113) (0.069) (0.057) (0.034) (0.042 (0.022)
AZ 1.642*** 1.228*** 0.974 b 0.510*** -0.107 0.958 b 0.253*** 0.075* 0.878 d
(0.098) (0.132) (0.107) (0.137) (0.039 (0.041)
CA 1.742*** 0.878*** 0.911 b 0.628*** -0.157 0.857 b 0.445*** -0.024 0.866 d
(0.135) (0.080) (0.235) (0.155) (0.063 (0.045)
CO 3.999*** 0.349*** 0.914 b 0.899*** -0.048*** 0.938 d 0.531*** -0.025 0.911 d
(0.413) (0.038) (0.123) (0.017) (0.134 (0.028)
CT 2.420*** 0.468*** 0.864 b 0.587*** 0.002 0.882 d 1.159*** 0.086* 0.804 a
(0.210) (0.040) (0.065) (0.019) (0.223 (0.044)
DE 2.164*** 0.341*** 0.843 d 0.779*** 0.019 0.938 d 0.319*** -0.041 0.81 d
(0.153) (0.051) (0.075) (0.028) (0.08 (0.026)
FL 1.396*** 1.609*** 0.961 a 0.894*** 0.725*** 0.968 a 0.177*** 0.114 0.83 d
(0.073) (0.181) (0.067) (0.173) (0.029 (0.093)
GA 1.997*** 0.778*** 0.968 b 0.819*** 0.120*** 0.986 d 0.390*** 0.057 0.902 d
(0.116) (0.070) (0.040) (0.032) (0.061 (0.036)
IA 2.123*** 0.229*** 0.866 d 0.780*** 0.02 0.918 d 0.05 -0.011 0.932 d
(0.127) (0.029) (0.132) (0.028) (0.078 (0.016)
ID 1.564*** 0.680*** 0.923 b 0.096 -0.168*** 0.733 d 0.872*** -0.178*** 0.733 d
(0.222) (0.037) (0.254) (0.043) (0.26 (0.043)
IL 2.625*** 0.421*** 0.926 a 1.379*** 0.064 0.643 c 0.287*** -0.038* 0.551 d
(0.164) (0.037) (0.217) (0.058) (0.108 (0.020)
IN 2.531*** 0.586*** 0.941 b 0.943*** 0.051 0.851 b 0.157*** 0.011 0.924 d
(0.128) (0.034) (0.174) (0.047) (0.051 (0.013)
KS 2.027*** 0.218*** 0.921 d 0.843*** -0.038 0.849 c 0.265*** -0.025* 0.92 d
(0.098) (0.043) (0.054) (0.024) (0.044 (0.013)
KY 2.072*** 0.734*** 0.958 b 0.909*** 0.106*** 0.983 d -0.137* 0.036 0.848 d
(0.114) (0.044) (0.053) (0.023) (0.077 (0.025)
LA 2.072*** 0.734*** 0.958 d 0.611*** 0.121** 0.97 d 0.081** -0.005 0.803 d
(0.114) (0.044) (0.050) (0.048) (0.038 (0.049)
MA 2.630*** 0.406*** 0.845 b 0.825*** 0.036** 0.939 d 0.249*** -0.025 0.945 d
(0.260) (0.039) (0.074) (0.016) (0.074 (0.016)
MD 1.802*** 0.467*** 0.913 d 0.751*** 0.082*** 0.977 d 0.655*** 0.037 0.969 d
(0.106) (0.031) (0.083) (0.026) (0.199 (0.039)
ME 2.178*** 0.231*** 0.698 b 1.357*** 0.103*** 0.869 d 0.443** -0.051* 0.865 d
(0.439) (0.035) (0.210) (0.028) (0.195 (0.029)
MI 2.340*** 0.230*** 0.882 a 0.926*** 0.003 0.935 d 0.175** -0.025 0.77 d
(0.209) (0.035) (0.106) (0.019) (0.083 (0.019)
MN 2.959*** 0.282*** 0.915 a 1.137*** 0.050** 0.98 d 0.530*** 0.041* 0.793 d
(0.191) (0.029) (0.113) (0.025) (0.123 (0.024)
MO 2.296*** 0.627*** 0.946 b 1.436*** -0.055 0.867 c 0.390*** 0.022 0.78 d
(0.130) (0.047) (0.161) (0.056) (0.079 (0.027)
MS 1.504*** 0.299*** 0.887 d 0.736*** 0.037 0.979 d 0.170*** 0.064** 0.824 d
(0.096) (0.075) (0.048) (0.035) (0.041 (0.029)
MT 1.574*** 0.402*** 0.893 d 0.994*** 0.124*** 0.935 d 0.595*** 0.045 0.742 d
(0.218) (0.023) (0.141) (0.023) (0.219 (0.048)
Notes: Robust standard errors in parentheses. ***, **, and * indicate significance at the 1%, 5%, and
10% level, respectively. Both CDD and HDD are divided by 1,000 in order to obtain larger figures. The
estimated demand models m are: (a) DOLS model performed with CDD, HDD, electricity price and
income/employment as covariates, (b) DOLS model performed with CDD, HDD and income/employment
as covariates, (c) DOLS model performed with CDD, HDD and electricity price as covariates, and (d)
OLS model performed with CDD, HDD, electricity price and income/employment as covariates with both
season and year fixed effects.
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Table 2.5: Summary of CDD and HDD semi-elasticities (II)
Residential demand Commercial demand Industrial demand
CDD1000 HDD1000 R
2 m CDD1000 HDD1000 R
2 m CDD1000 HDD1000 R
2 m
NC 1.838*** 0.490*** 0.892 d 0.781*** -0.007 0.947 d 0.322*** -0.102*** 0.785 d
(0.129) (0.063) (0.074) (0.039) (0.095 (0.035)
ND 1.400*** 0.343*** 0.89 c 0.741*** 0.115*** 0.984 d 0.564*** 0.042*** 0.98 d
(0.274) (0.036) (0.118) (0.020) (0.067 (0.009)
NE 2.385*** 0.350*** 0.813 c 0.734*** 0.125*** 0.934 a 0.522*** 0.022 0.968 d
(0.194) (0.056) (0.155) (0.037) (0.093 (0.017)
NH 1.660*** 0.216*** 0.86 d 0.841*** -0.01 0.944 d 0.672*** -0.008 0.894 d
(0.195) (0.020) (0.203) (0.022) (0.163 (0.020)
NJ 2.040*** 0.245*** 0.926 d 0.799*** 0.030* 0.961 d 0.402*** -0.021 0.936 d
(0.123) (0.027) (0.050) (0.016) (0.071 (0.018)
NM 1.611*** 0.186*** 0.906 d 0.787*** -0.096*** 0.975 d 0.123 0.005 0.899 d
(0.178) (0.038) (0.104) (0.024) (0.088 (0.021)
NV 2.179*** 0.162*** 0.936 d 0.737*** -0.065** 0.983 d 0.503*** 0.034 0.971 d
(0.135) (0.060) (0.056) (0.026) (0.061 (0.028)
NY 2.820*** 0.449*** 0.824 b 0.646*** 0.028 0.971 d 0.228** -0.006 0.973 d
(0.273) (0.052) (0.089) (0.018) (0.09 (0.015)
OH 1.836*** 0.455*** 0.938 b 0.824*** 0.031* 0.944 d 0.179*** 0.023** 0.949 d
(0.215) (0.055) (0.072) (0.018) (0.046 (0.010)
OK 2.082*** 0.449*** 0.87 c 0.779*** 0.038 0.963 d 0.138** -0.03 0.843 d
(0.181) (0.108) (0.059) (0.036) (0.057 (0.028)
OR 1.959*** 0.773*** 0.95 d 1.088*** 0.082*** 0.909 d 0.122 -0.086*** 0.884 d
(0.187) (0.025) (0.152) (0.020) (0.171 (0.029)
PA 2.304*** 0.575*** 0.911 b 0.759*** 0.047*** 0.968 d 0.209*** 0.035** 0.929 d
(0.158) (0.038) (0.062) (0.016) (0.055 (0.015)
RI 2.201*** 0.311*** 0.782 b 0.908*** 0.048* 0.889 d 0.230** -0.024 0.764 d
(0.240) (0.045) (0.090) (0.026) (0.097 (0.032)
SC 1.588*** 0.516*** 0.919 d 0.826*** 0.048 0.96 d 0.193*** -0.057* 0.869 d
(0.103) (0.062) (0.059) (0.038) (0.051 (0.030)
SD 2.184*** 0.553*** 0.941 a 0.973*** 0.01 0.982 d 0.437*** 0.003 0.937 d
(0.147) (0.037) (0.094) (0.019) (0.057 (0.014)
TN 2.254*** 0.939*** 0.942 b 0.668*** -0.043 0.968 d 0.526*** 0.130* 0.699 a
(0.123) (0.057) (0.105) (0.047) (0.152 (0.069)
TX 1.587*** 1.013*** 0.961 a 0.480** 0.031 0.938 b 0.194*** 0.008 0.886 d
(0.151) (0.162) (0.201) (0.219) (0.034 (0.033)
UT 1.765*** 0.181*** 0.945 a 0.887*** -0.042* 0.968 d 0.210** -0.005 0.849 d
(0.343) (0.061) (0.107) (0.022) (0.094 (0.028)
VA 2.230*** 0.844*** 0.963 a 0.882*** 0.095*** 0.985 d 0.228*** 0.019 0.785 d
(0.117) (0.043) (0.052) (0.021) (0.066 (0.021)
VT 1.211** 0.168** 0.94 a 1.011*** 0.050*** 0.935 d 0.414*** 0.086*** 0.809 d
(0.466) (0.072) (0.105) (0.010) (0.1 (0.012)
WA 0.598*** 0.627*** 0.952 d 0.516*** 0.097*** 0.976 d 0.622*** 0.041 0.913 d
(0.179) (0.029) (0.113) (0.018) (0.207 (0.049)
WI 2.394*** 0.255*** 0.915 a 0.978*** 0.042*** 0.968 d 0.405*** -0.021* 0.93 d
(0.172) (0.021) (0.098) (0.016) (0.062 (0.011)
WV 2.039*** 0.793*** 0.941 b 0.829*** 0.162*** 0.934 d 0.03 0.126*** 0.885 d
(0.154) (0.036) (0.069) (0.019) (0.066 (0.018)
WY 1.964*** 0.560*** 0.952 b 0.604*** 0.062*** 0.97 d 0.187* 0.088*** 0.77 d
(0.257) (0.022) (0.124) (0.018) (0.11 (0.023)
Notes: See notes in Table 2.4.
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Figure 2·1: Regional variation of estimated CDD and HDD semi-
elasticities
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Notes: Figures correspond to the estimated coefficients estimated shown in Table 2.4 and 2.5.
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Table 2.6: Projected annual change in CDD, HDD and residential demand
CDD HDD % ∆ Electricity demand
Average % ∆ Average % ∆ CDD, HDD vary CDD varies HDD varies
1990–2010 1 ◦C 2 ◦C 1990–2010 1 ◦C 2 ◦C 1 ◦C 2 ◦C 1 ◦C 2 ◦C 1 ◦C 2 ◦C
State (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)
AL 2,117 39% 60% 2,814 0% -9% 13% 21% 13% 22% 0% -1%
AR 2,025 43% 66% 3,498 -2% -12% 14% 21% 14% 23% 0% -1%
AZ 3,049 25% 43% 2,197 1% -14% 13% 20% 12% 22% 1% -2%
CA 1,256 51% 75% 3,203 -4% -16% 9% 11% 10% 15% -1% -4%
CO 729 95% 123% 7,544 -7% -16% 24% 30% 26% 35% -2% -4%
CT 983 64% 90% 6,032 -7% -16% 12% 15% 14% 20% -2% -4%
DE 1,542 45% 66% 4,489 -7% -16% 13% 19% 14% 21% -1% -2%
FL 3,408 22% 37% 720 38% 31% 13% 19% 9% 16% 3% 3%
GA 1,947 40% 61% 2,929 -1% -10% 14% 22% 14% 23% 0% -2%
IA 1,316 67% 91% 6,835 -5% -13% 16% 23% 17% 25% -1% -2%
ID 854 87% 113% 7,448 -6% -15% 7% 6% 11% 13% -3% -7%
IL 1,334 66% 91% 6,139 -6% -14% 20% 29% 22% 32% -1% -3%
IN 1,334 66% 91% 5,666 -5% -14% 19% 26% 21% 30% -2% -4%
KS 1,795 52% 75% 5,001 -3% -13% 18% 27% 18% 29% 0% -1%
KY 1,560 57% 81% 4,470 -4% -13% 16% 21% 17% 25% -1% -4%
LA 2,715 30% 47% 1,740 8% -4% 16% 28% 15% 27% 1% 0%
MA 907 69% 95% 6,309 -7% -16% 13% 17% 15% 21% -2% -4%
MD 1,481 48% 71% 4,655 -7% -16% 10% 15% 12% 18% -1% -3%
ME 702 83% 106% 8,048 -7% -16% 10% 12% 12% 15% -1% -3%
MI 1,025 73% 99% 6,735 -7% -15% 15% 21% 16% 23% -1% -2%
MN 1,086 77% 99% 8,472 -6% -14% 22% 27% 24% 30% -1% -3%
MO 1,621 57% 82% 5,064 -4% -13% 19% 27% 20% 31% -1% -3%
MS 2,299 37% 58% 2,514 2% -8% 12% 19% 12% 19% 0% 0%
MT 818 97% 110% 8,986 -6% -14% 10% 8% 12% 13% -2% -4%
NC 1,740 43% 63% 3,459 -4% -13% 12% 17% 12% 19% -1% -2%
ND 1,149 85% 103% 9,110 -5% -12% 11% 11% 13% 15% -2% -4%
NE 1,449 62% 86% 6,355 -4% -13% 19% 26% 20% 29% -1% -2%
NH 730 87% 113% 7,602 -7% -16% 8% 10% 9% 12% -1% -2%
NJ 1,210 56% 79% 5,341 -7% -16% 12% 17% 13% 19% -1% -2%
NM 1,051 64% 97% 5,077 -8% -19% 9% 14% 10% 15% -1% -1%
NV 1,519 50% 74% 5,106 -5% -15% 16% 25% 16% 26% 0% -1%
NY 1,099 59% 83% 5,808 -8% -16% 15% 20% 17% 24% -2% -4%
OH 1,184 70% 96% 5,831 -6% -15% 12% 16% 14% 20% -2% -3%
OK 2,166 41% 63% 3,644 -2% -13% 18% 29% 17% 30% 0% -1%
OR 504 101% 116% 6,331 -7% -16% 5% 3% 9% 10% -3% -7%
PA 1,057 68% 94% 5,929 -7% -16% 12% 16% 15% 21% -2% -5%
RI 940 65% 91% 5,822 -7% -16% 11% 15% 12% 18% -1% -2%
SC 2,103 36% 55% 2,722 -1% -10% 11% 16% 11% 17% 0% -1%
SD 1,305 70% 91% 7,532 -4% -12% 16% 18% 19% 24% -2% -5%
TN 1,661 53% 76% 3,961 -3% -12% 17% 23% 18% 28% -1% -4%
TX 2,823 30% 48% 1,955 6% -6% 13% 21% 12% 21% 1% 0%
UT 925 77% 101% 7,785 -7% -16% 10% 13% 11% 15% -1% -2%
VA 1,479 50% 72% 4,288 -6% -15% 13% 17% 15% 22% -2% -5%
VT 715 93% 117% 8,145 -7% -15% 6% 7% 7% 9% -1% -2%
WA 535 102% 117% 6,930 -7% -16% 0% -3% 3% 3% -3% -6%
WI 1,032 76% 101% 7,501 -6% -14% 16% 21% 17% 23% -1% -2%
WV 1,118 72% 98% 5,397 -6% -15% 12% 14% 15% 20% -3% -6%
WY 815 88% 106% 8,899 -6% -14% 10% 8% 13% 15% -3% -6%
Average 1,421 62% 85% 5,459 -4% -13% 13% 18% 14% 21% -1% -3%
St. Dev. 656 21% 22% 2,107 7% 7% 4% 7% 4% 7% 1% 2%
Minimum 504 22% 37% 720 -8% -19% 0% -3% 3% 3% -3% -7%
Maximum 3,408 102% 123% 9,110 38% 31% 24% 30% 26% 35% 3% 3%
Notes: Predicted electricity demand is measured in MWh. % ∆ electricity demand corresponds to the
percentage change in demand with respect to the demand in the period 1990–2010.
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Figure 2·2: Projected change in residential, commercial and industrial
electricity demands
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Notes: Figures correspond to the percentage change of residential, commercial, and industrial electricity
demands under an increase in global mean temperature of 1 ◦C and 2 ◦C. The base scenario considered
correspond to the average demand between 1990 and 2010. The figures for residential demand are shown
in table 2.6 in columns (7) and (8).
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Table 2.7: Impact of climate change on residential average monthly bill
Number of Average monthly Average retail Average monthly Change in bill Change in bill
consumers demand price bill 1 ◦C 2 ◦C
State millions kWh/household cents/kWh 2010 $ 2010 $ 2010 $
(1) (2) (3) (4) (5) (6)
AL 2.1 1,384 10.67 148 20 30
AR 1.3 1,211 8.86 107 15 23
AZ 2.6 1,059 10.97 116 15 23
CA 12.9 562 14.75 83 7 9
CO 2.1 709 11.04 78 19 24
CT 1.5 750 19.25 144 17 22
DE 0.4 1,001 13.80 138 18 26
FL 8.5 1,194 11.44 137 17 26
GA 4.1 1,265 10.07 127 18 28
IA 1.3 913 10.42 95 16 21
ID 0.7 1,020 7.99 81 6 5
IL 5.1 799 11.52 92 19 26
IN 2.7 1,065 9.56 102 19 26
KS 1.2 985 10.03 99 17 27
KY 1.9 1,258 8.57 108 17 23
LA 2.0 1,380 8.98 124 20 34
MA 2.7 667 14.59 97 13 17
MD 2.2 1,096 14.32 157 16 23
ME 0.7 521 15.71 82 8 10
MI 4.2 681 12.46 85 13 17
MN 2.3 814 10.59 86 19 23
MO 2.7 1,153 9.08 105 20 28
MS 1.3 1,345 9.87 133 16 25
MT 0.5 845 9.16 77 8 6
NC 4.2 1,238 10.12 125 15 21
ND 0.3 1,121 8.13 91 10 10
NE 0.8 1,051 8.94 94 18 25
NH 0.6 626 16.32 102 8 10
NJ 3.5 731 16.57 121 14 21
NM 0.9 659 10.52 69 6 9
NV 1.1 914 12.36 113 18 29
NY 7.0 610 18.74 114 17 23
OH 4.9 931 11.32 105 13 17
OK 1.7 1,189 9.14 109 19 31
OR 1.6 964 8.87 86 5 2
PA 5.2 878 12.70 112 14 17
RI 0.4 603 15.92 96 10 14
SC 2.1 1,310 10.50 138 15 22
SD 0.4 1,041 8.97 93 15 17
TN 2.7 1,393 9.23 129 22 30
TX 9.5 1,199 11.60 139 19 29
UT 0.9 786 8.71 68 7 9
VA 3.3 1,239 10.45 129 17 23
VT 0.3 576 15.57 90 6 6
WA 2.8 1,030 8.04 83 0 -2
WI 2.6 716 12.65 91 15 19
WV 0.9 1,195 8.79 105 13 14
WY 0.3 883 8.77 77 8 6
Notes: Data in columns (1), (2), (3) and (4) are from Table 5A. Residential Average Monthly Bill by
Census Division, and State 2010, U.S. Energy Information Administration. Columns (5) and (6) are
computed with estimates of projected change in residential demand shown in figure 2·2.
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Figure 2·3: Change in average monthly bill by region
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Notes: Projected increases in electricity bill correspond to the estimations displayed in table 2.7 for the
residential sector. The impacts on the average monthly bills of the commercial and industrial sectors are
estimated in a similar way.
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Figure 2·4: Proportion of respondents agreeing with the statement:
”There needs to be stricter laws and regulations to protect
the environment”
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Chapter 3
The Effect of Cooling and Heating
on Electricity Demand: Is the Use
of the 65 ◦F Set Point Optimal?
Cooling and heating degree days traditionally are constructed by imposing a set point of
65 ◦F as measured by dry bulb temperature. To assess the validity of these assumptions I
re-examine the effect of weather on monthly electricity demand by comparing competing
models that use a wide range of set points and use both dry and wet bulb temperature.
This analysis is important to generate more accurate models and unbiased forecasts of the
impact of climate change on energy consumption. I find that the residential electricity
model that uses dry bulb temperature for both cooling and heating and a set point of
65 ◦F generates the most accurate out-of-sample predictions. For the commercial model
of electricity demand, I find that the optimal model uses a set point of 55 ◦F and wet bulb
temperature. Using these models, I project that climate change will increase residential
and commercial demand by 2.6% and 4%, respectively. I perform comparative exercises
and conclude that the use of the 65 ◦F set point and dry bulb temperature underestimates
the effect of climate change on commercial electricity demand.
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3.1 Introduction
Understanding the relationship between electricity demand and weather is important to
generate more accurate models, and therefore unbiased forecasts of the impact of climate
change on energy consumption. The existing literature that examines the impact of cli-
mate on energy use, models the effect of temperature using a V-shaped relation, with its
minimum value at a temperature where neither cooling nor heating is needed. Since the
study on energy requirements for residential heating in the U.S. by Harris et al. (1965)
this minimum value is assumed to equal 65 ◦F. However, there is no a priori reason to
believe that this is the correct temperature. In addition, most of this literature relies on
models that use dry-bulb temperature, which does not account for humidity. Humidity
is particularly important for cooling demand. Finally, the standard assumption of a con-
stant set point temperature may no longer be valid because the current availability of
programmable thermostats allows users to vary the set point.
I analyze the validity of these three assumptions by re-examining the effect of weather
on monthly electricity demand in the Commonwealth of Massachusetts. Specifically, I
extend the previous literature by including three innovations in our study. First, I explore
different models that consider a set point temperature which range from 50 ◦F to 75 ◦F.
These models are estimated using hourly weather data for 1990 to 2010 which allow us to
construct degree hours variables instead of degree days variables. I expect that the higher
frequency of degree hours better reflects the actual use of electricity for space conditioning
purposes. Second, I include wet bulb temperature data to capture the effect of humidity,
which is an important weather related driver of space conditioning in the Commonwealth
of Massachusetts. Third, I include a non-constant set point temperature to capture the
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ability of programmable thermostats to reduce night-time use by raising the set point
for air conditioning and lowering the set point for heating. I use our estimated models
to predict changes in electricity demand due to climate change. Finally, I quantify the
magnitude of the bias of a model that uses the standard 65 ◦F set point and also of a
model that considers only dry bulb temperature to measure the effect of cooling use on
electricity demand.
Traditionally, the demand for electricity is estimated using degree days, which proxy
the need of indoor cooling and heating. The usual measures are cooling degree days
(CDD) and heating degree days (HDD). A degree day quantifies the difference between
outside air temperature and a set point of indoor temperature that triggers the need
for heating or cooling. Conventionally this set point temperature, which is based on
human indoor comfort, is assumed to be equal to 65 ◦F. However, both the type of
climate as well as the type of insulation and ventilation in buildings are likely to affect
the set point. For example, Valor et al. (2001) find that degree day variables should
be computed using a set point of 70 ◦F in Spain, while Sailor (2001) uses a threshold
temperature of 69.8 ◦F (21 ◦C) to model residential and commercial electricity demand
in Florida, and Mirasgedis et al. (2006) select a 65.3 ◦F (18.5 ◦C) set point for electricity
demand in Greece. For Massachusetts, Amato et al. (2005) consider set points of 60 ◦F and
55 ◦F for residential and commercial electricity, respectively. In most cases the set point
is determined arbitrarily or by visual inspection from scatter plots of energy use versus
temperature. By testing a range of set points, I determine the set point that delivers the
best out-of-sample prediction for residential and commercial electricity demand.
I also examine the effect of humidity on electricity use by using wet bulb temperature
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to compute cooling degree hours. Humidity affects the consumption of electricity by
increasing the use of air conditioning. Most econometric studies do not consider humidity,
while others use relative humidity or other humidity-related measures (e.g.: Sailor and
Mun˜oz, 1997; Mirasgedis et al., 2007; Hor et al., 2005). Wet bulb temperature combines
air temperature and relative humidity. As such, a dry-bulb temperature of 80 ◦F translates
into a range of wet-bulb temperatures that depend on the amount of moisture in the air:
67 ◦F if relative humidity is 50 percent, or the same 80 ◦F if relative humidity is 100
percent.
In addition, individuals can vary their level of thermal comfort, even within the day.
The use of programmable thermostats allows households to save energy by reducing cooling
and heating services when they are away or sleeping. Indeed, 23 percent of U.S. homes
program the thermostat to automatically lower the heating set point at night-time, while
17 percent adjust the cooling temperature setting during sleeping hours.1 Moreover, only
4 percent and 10 percent of these households report 65 ◦F as the temperature they set the
thermostat at night-time during summer and winter, respectively.2 In our analysis, I raise
the set point by 5 ◦F between 11PM and 4AM for cooling, and lower it by 5 ◦F between
11PM and 4AM for heating. Moreover, climate change will affect the current patterns of
temperature range. Accordingly, it is likely that a warming climate induces consumers
to adjust their daily demand profile for both space heating and space conditioning. The
IPCC Working Group I (2007) anticipates that climate change is likely to reduce the daily
(diurnal) temperature range in most regions. A warmer future climate is also likely to
1These corresponding figures for the state of Massachusetts are 23 percent and 8 percent. Our source
is the Residential Energy Consumption Survey (RECS), wave 2009.
2The corresponding figures for Massachusetts are 14 percent and 13 percent.
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have fewer frost days (i.e., nights where the temperature dips below freezing).” Alexander
et al. (2006) document less frequent extreme minimum temperatures and more frequent
maximum temperatures during 1901–2003, with the decrease in frequency of the former
being greater than the increase in frequency of the latter.
Our results show that the choice of the set point affects the accuracy of out-of-sample
forecasts generated by statistical models and forecasts for the impact of climate change
on electricity demand. The most accurate model for residential electricity demand uses a
set point of 65 ◦F and uses dry bulb temperature for both cooling and heating. For the
commercial sector, the most accurate model uses a set point of 55 ◦F with a 5 ◦F night-
time set back for both cooling and heating. These models indicate that climate change
increase residential and commercial demands by 2.6% and 4.0% respectively. Finally, I
find that using a 65 ◦F a priori set point and dry bulb temperature biases the forecasts of
the impact of climate change on commercial electricity consumption, underestimating its
effect. The results suggest that unbiased estimates for the effect of weather and climate
change on electricity demand must identify the correct set point and measures of temper-
ature. Moreover if I also take into account that, neither changes in CDD and HDD nor
electricity demand responses to climate change, are symmetric across states (Chapter 2
Ve´liz et al., 2013a).
The remainder of this chapter is organized as follows. Section 2.2 reviews the existing
literature. Section 2.3 explains the methodology used to compute degree hours, estimate
electricity demand models for different end-use sectors, performs an out-of-sample forecast
and predict the impacts of climate change on electricity demand. Description of the data
is presented in section 2.4 while estimation results are discussed in section 2.5. Finally,
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section 2.6 concludes.
3.2 Literature Review
In this section, I review statistical studies of electricity demand to identify weather factors
that drive electricity consumption. I focus on degree days and on the methods used by
previous researchers to choose a set point temperature, other than the standard 65 ◦F, to
compute these variables. I also identify humidity measures, when they have been included
in the analysis.
Harris et al. (1965) analyze the use of heating degree days to estimate the energy
requirements for residential heating in the U.S. They modify the heat loss method by
incorporating degree days, and propose an adjustment equation to correct the degree days
when the average indoor temperature is different from 65 ◦F. Using data from forty-six
cities across the U.S., the authors compute the percentage change in the total number of
heating degree days for three set points (55 ◦F, 60 ◦F and 70 ◦F) with respect to 65 ◦F.
They find a non-linear relationship between set points: the choice of the set point is
particularly relevant for cities with low total number of annual heating degree days rather
than for cities with a high number of annual heating degree days. Nonetheless, this non-
linear relationship affects the linear relationship between energy demand and degree days
which is not emphasized in their study. Since then, the use of 65 ◦F has been adopted in
models that study the impact of temperature on energy use.
Using daily data of electricity demand from 1983 through 1999 and population weighed
daily air temperature in Spain, Valor et al. (2001) examine the sensitivity of electricity
consumption in all economic sectors to different weather conditions. Using scatter plots,
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they observe that consumers comfort temperature ranges from 15 ◦C to 21 ◦C (59 ◦F to
70 ◦F) and within this range, electricity demand is relatively insensitive to changes in
temperature. Regressing electricity demand on heating and cooling degree days, they find
that electricity consumption in Spain is more sensitive to low temperatures due to a higher
need for heating as opposed to high temperatures which are related to cooling.
Amato et al. (2005) examine the seasonal implications of climate change on energy
demand in Massachusetts with monthly data for electricity (between January 1990 and
December 2001), natural gas (between January 1984 and December 2001) and distillate
fuel oil No.2 (from January 1983 to December 2001). Graphical correlation between elec-
tricity demand and historical temperature in Boston (available between January 1984
and January 2001), suggest set points for residential and commercial electricity of 60 ◦F
and 55 ◦F, respectively. Amato et al. (2005) forecast changes in energy per capita by
performing a multivariate regression with degree days, prices, and daylight hours, and
consider temperature projections from the Canadian CGCM1 and Hadley HadCM2 gen-
eral circulation models. They forecast that a warmer climate will increase both residential
and commercial electricity per capita consumption by 1.2% in 2020, with a considerable
variation across seasons.
Kaufmann et al. (2012) also study energy demand in the Commonwealth of Mas-
sachusetts. The authors analyze how monthly demand for natural gas (in residential and
commercial sectors) and for No. 2 fuel oil are related to hourly temperature. They model
natural gas consumption in the residential sector by OLS considering heating degree hours,
monthly number of hours, temperature of tap water, and a time trend, while including
own price for the case of natural gas demand in the commercial sector. The regression for
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No. 2 fuel oil includes heating degree hours, monthly number of hours, and a time trend.
They generate twelve competing models, each one with a heating degree hour variable
computed using a different combination of set point and set backs, and compare their
respective accuracy of out-of-sample forecasts. The authors find that models using a set
point of 55 ◦F (with a set back of 5 ◦F) for the case of demand for natural gas, and a set
point of 60 ◦F (with a set back of 5 ◦F) for the demand for No. 2 fuel oil generate more
accurate out-of-sample predictions.
Ruth and Lin (2006) examine the use of electricity, natural gas, and heating oil in
the residential and commercial sectors in Maryland, USA. They use population weighted
temperature and empirically identify set point temperatures of 60 ◦F, 53 ◦F, 71 ◦F, and
64 ◦F for residential electricity, commercial electricity, natural gas (both residential and
commercial sectors), and heating oil, respectively. They use these threshold temperatures
to estimate energy consumption as a function of degree days, daylight hours and energy
prices. According to temperatures from forecasts generated by the HadCM2 circulation
model, they find that climate change has a small impact in the residential sector, but a
significant impact on the commercial sector.
Pilli-Sihvola et al. (2010) examine changes in electricity consumption and costs using
monthly data from five countries in Europe: Finland (1990–2007), Germany (1991–2008),
The Netherlands (1985–2003), France (1990–2007) and Spain (1990–2005). They com-
pile daily temperature data, and use 17 ◦C (62.7 ◦F) and 18 ◦C (64.4 ◦F) as set points to
compute heating and cooling degree days. Following Valor et al. (2001) they make an
exception for Spain, where they compute CDD with a threshold temperature of 21 ◦C. In
their econometric estimation they also consider GDP, lagged GDP and monthly dummy
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variables to estimate electricity consumption. They find that CDD is statistically signif-
icant only in Spain. Making use of country specific temperature projections relative to
different climatic scenarios and their estimated electricity functions, they conclude that
electricity is projected to decline in Northern Europe while in Southern Europe, a re-
gion with high cooling needs, electricity consumption is projected to rise. They expect
electricity costs to be lower and higher in Northern and Southern Europe, respectively.
Christenson et al. (2006) study the effect of climate change on energy demand in
Switzerland testing different threshold temperatures for both historical and projected
cooling and heating degree days. They analyze historical temperature data between 1901
and 2003 and use temperature forecasts between 2004 and 2085 that are generated by
eight GCM models. They consider set points of 18.3 ◦C (65 ◦F), 20 ◦C (68 ◦F), and 22 ◦C
(71.6 ◦F) for cooling degree days, while for heating degree days they use 8 ◦C (46.4 ◦F),
10 ◦C (50 ◦F), and 12 ◦C (53.6 ◦F). They select 18.3 ◦C as the set point for CDD, which is
the temperature that gives the lowest estimation error. They find that CDD’s growth rate
increases 5 to 10 fold between 1983 and 2003 with respect to historical values and project
a similar rate of increase for the 21st century. Regarding HDD, the authors find that it
declines between 11 percent and 18 percent during the historical period considered, and
project a further reduction of 13 percent to 87 percent under a warming climate.
Sailor and Mun˜oz (1997) analyze the relation between electricity consumption and
weather in California, Florida, Illinois, Louisiana, New York, Ohio, Texas and Washington.
They estimate and compare two statistical models. The first model specifies temperature,
relative humidity and wind speed as independent variables, while the second specifies
cooling degree days, heating degree days and enthalpy latent days. For their second
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model the authors use a set point of 18.3 ◦C (65 ◦F) to calculate degree days for all states
except for Florida, for which they use 21 ◦C (70 ◦F). The authors conclude that the second
model performs better due to the season pattern of electricity consumption.
Mirasgedis et al. (2006) study weather influences in both monthly and daily electricity
demand in Greece. Their econometric specification considers cooling and heating degree
days, relative humidity, and time dummy variables using data from 1993 to 2002. Visual
analysis suggests that the influence of temperature on electricity demand is minimized at
18.5 ◦C (65.3 ◦F), so they use this temperature as the set point to compute degree days.
They forecast the estimated models and conclude that the monthly model generates more
accurate forecasts than the daily model.
In a later study Mirasgedis et al. (2007) use the same data, to expand their analysis by
analyzing climatic scenarios from the special report on emissions scenarios (SRES). They
estimate a slightly different model for consumption, including GDP, energy intensity index
(final energy consumption per unit of GDP), and also, cooling and heating degree days
(computed with a set point of 18.5 ◦C) multiplied by GDP. They conclude that electricity
demand will increase between 3.6 percent and 5.5 percent for the optimistic B2 and the
pessimistic A2 SRES scenarios, respectively.
3.3 Methodology
The methodology explained below extends previous studies of electricity demand in several
ways. First, I compute these degree hours variables with a wide range of set points
and choose the optimal set point using statistical methods (Kaufmann et al., 2012), as
opposed to either imposing a predetermined value or choosing it by visual inspection
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from scatter plots. Second, I consider wet bulb temperature to measure not only the
effect that temperature has on cooling, but also the impact that humidity has on the
use of air conditioning systems. Third, I construct cooling and heating degree hours
which allow us to quantify more accurately the intra-day (hourly) variation of temperature
and consequently the changes in space conditioning requirements and electricity demand.
Finally, I use the estimated electricity models for different end-use sectors to quantify the
impact of climate change on electricity consumption.
3.3.1 Degree Hours Variables
The relationship between space conditioning and electricity demand usually is studied us-
ing cooling degree days (CDD) and heating degree days (HDD) (e.g: Sailor and Mun˜oz,
1997, Amato et al., 2005, Christenson et al., 2006, Ruth and Lin, 2006 Mirasgedis et al.,
2006, Mirasgedis et al., 2007, and Pilli-Sihvola et al., 2010). CDD and HDD are usually
computed using a set point temperature of 65 ◦F. Following Kaufmann et al. (2012), I con-
struct degree hours variables instead of the standard degree days. This innovation reflects
more accurately the need of energy for space conditioning as well as its potential variation
within any given day. In addition, cooling degree hours (CDH) and heating degree hours
(HDH) computed from hourly temperature allow us to adjust the set point temperature
due to changes in indoor thermal comfort or building characteristics. Denoting the set of
threshold temperatures or set points by j ∈ J = { 50 ◦F, 55 ◦F, 60 ◦F, 65 ◦F, 70 ◦F, 75 ◦F
}, CDH and HDH are computed as:
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CDHy,m =

∑Nm
h=1 (Ty,m,h − j)/24 if Ty,m,h − j > 0
0 otherwise
(3.1)
HDHy,m =

∑Nm
h=1 (j − Ty,m,h)/24 if j − Ty,m,h > 0
0 otherwise
(3.2)
in which T corresponds to hourly temperature (in degrees Fahrenheit) at year y, month
m, and hour h. Nm is the total number of hours within month m. I use equations 3.1 and
3.2 to generate six time series for each degree hour variable (CDH and HDH), for each set
point temperature j ∈ J . I also construct six additional time series with a 5 ◦F set back to
each one of the elements of set J during night-time. These additional time series consider
that all set points from set J are raised by 5 ◦F between the hours of 11PM and 4AM
for CDH, and lowered by 5 ◦F between 11PM and 4AM for HDH. These changes reduce
electricity due to decrease demand for cooling and heating. Finally, both CDH and HDH
are divided by 24 to compare their magnitudes with standard CDD and HDD variables.
Sailor and Mun˜oz (1997), Sailor (2001), and Mirasgedis et al. (2006) find that humidity
drive electricity demand in other states (California, Florida, Illinois, Louisiana, New York,
Ohio, Texas and Washington) and countries (Greece). Massachusetts has significant levels
of humidity during the summer, which may affect comfort. Based on this effect, I expect
that more consumers will use air conditioners on humid days and hence increase their level
of electricity consumption.
In our analysis I take into account humidity by computing CDH time series with wet
bulb temperature data. To test which measure for temperature (wet bulb or dry bulb)
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is the most appropriate to quantify the use of cooling demand, I also generate CDH
time series from dry bulb temperature and compare all competing models in the same
exercise. Thus, I create twenty four time series for CDH (twelve computed from wet bulb
temperature and twelve from dry bulb temperature). The twelve series constructed for
HDH are computed from dry bulb temperature. In this manner, I generate twenty four
competing models: twelve competing models that use CDH from wet bulb and HDH from
dry bulb and additional twelve competing models that use CDH and HDH from dry bulb
temperature.
3.3.2 Residential Demand: Cointegration, DOLS and ECM
I use the MHEGY procedure developed by Beaulieu and Miron (1993) to test for unit
root in electricity demand, CDH, HDH, income, employment and electricity price time
series. This procedure performs a HEGY test (Hylleberg et al., 1990) for seasonal unit
roots with monthly data. The null hypothesis of the test is that the variable contains a
seasonal unit root, and the alternative is that the variable was generated by a stationary
process. While the test can analyze all frequencies, I am interested in the annual frequency,
or the zero frequency (pi = 0). I consider critical values from the distributions of t-
statistics for seasonal unit roots presented in Beaulieu and Miron (1993). The MHEGY
test is performed including a constant, a linear time trend and a deterministic seasonal
for electricity demand, personal income and employment. For the case of CDH and HDH
the test includes a constant and a deterministic seasonal.
In the presence of a unit root, electricity demand can share a common stochastic trend
with its determinants, in which case time series are said to be cointegrated. The test for
cointegration is performed on the regression residuals of the following electricity demand
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model:
ln Et =β0,j + βcdh,j CDHj,t + βhdh,j HDHj,t + βI,j ln It + µj,t (3.3)
in which Et represents the monthly quantity of electricity consumed at time t. CDHs,t
and HDHs,t are monthly cooling and heating degree hours, respectively. Since monthly
CDH and HDH time series can take the value of zero in winter and summer, these terms
do not include natural logarithms. Thus, the coefficients βcdh,j and βhdh,j for each set
point / set back combination j have to be interpreted as semi-elasticities with respect to
electricity demand. It corresponds to quarterly personal income. Following Engle and
Granger (1987), equation 3.3 is estimated using OLS.
The regression residual from equation 3.3 (µj,t) is analyzed for a stochastic trend using
the ADF test (Dickey and Fuller, 1979). Thus, I perform the cointegration analysis on
the residuals of the electricity demand model as follows:3
∆ µj,t = γ µj,t−1 +
K∑
k=1
φk µj,t−k (3.4)
in which the lag length k is chosen using the Akaike information criterion, AIC (Akaike,
1973). If there is cointegration, the regression error is stationary. The null hypothesis of
the test is that γ = 0, meaning that the error term is I(0). Therefore, if the test statistic
rejects the null hypothesis, the time series from the demand model co-integrate.
According to Stock and Watson (1993), the cointegrating relationship among non-
stationary variables in equation 3.3 is estimated using dynamic ordinary least squares
3In the ADF test the variable analyzed has to be stationary. The error term achieves stationarity by
computing its first difference.
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(DOLS). DOLS generates asymptotically efficient estimates of the regression coefficients
which correspond to the long run relationship among variables. The DOLS specification
considered is the following:
ln Et =β0,j + βcdh,j CDHj,t +
K∑
k=−K
γcdh,j 4 CDHj,t−k + βhdh,j HDHj,t
+
K∑
k=−K
γhdh,j 4 HDHj,t−k + βI,j ln It +
K∑
k=−K
γI,j 4 It−k + µj,t (3.5)
where leads and lags (k) are chosen using the Schwarz Information Criterion (Schwarz,
1978). The null hypothesis in the DOLS estimation is that the coefficients on explanatory
variables are zero. Equation 3.5 is used to estimate each of the twenty four competing
models. 4
To analyze the short run relationship between electricity demand and its determinants,
I estimate the following error correction model (ECM):
∆ ln Et =λ0,j + ρj j,t−1 +
K∑
k=1
λE,j ∆ ln Et−k +
K∑
k=1
λcdh,j ∆ CDHt−k
+
K∑
k=1
λhdh,j ∆HDHt−k +
K∑
k=1
λI,j ∆ It−k + j,t (3.6)
The ECM in first differences includes lags of both dependent and independent vari-
ables. All variables in equation 2.6 are stationary, therefore the ECM can be estimated
using OLS. The lag length is chosen using the AIC criterion. j,t is the difference between
4I also estimate two alternative specifications. The first specification includes residential electricity
price. This variable is not statistically significant; therefore I do not include it on the results reported
below. The second specification includes monthly interpolated income as opposed to a step income function
that assumes that all months of any given quarter have the same income values. This variable rejects the
null of a seasonal unit root at the annual frequency (pi = -3.52). I test for cointegration in the residential
model that does not include income as an explanatory variable and the corresponding ADF test fails to
reject the null of unit roots on the residuals. I assume that time series should be used on its original
frequency because the test statistic for I(1) variables is less reliable when interpolating; therefore I do not
include this model on the results reported below.
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the dependent variable in equation 3.5 (ln Et) and the coefficients βcdh,j , βhdh,j , and βI,j
multiplied by the independent variables CDHs,t, HDHs,t and Is,t, respectively. The mag-
nitude of its coefficient (ρj) represents the rate at which electricity demand responds to
disequilibrium in the cointegrating relationship. The sign of ρj represents whether electric-
ity demand Et moves toward the equilibrium value implied by the long-run relationship. A
negative value (ρj < 0) indicates that the disequilibrium between electricity demand and
the right-hand side variables of equation 3.5 causes electricity demand to move toward the
long-run equilibrium that is implied by the right hand side variables on the cointegrating
relation.
3.3.3 Commercial and Industrial Demand: OLS Estimation
Given that the test for cointegration fails to reject the null for each end-use sector from
set i = {commercial, industrial}, I estimate the electricity demand model using OLS as
follows:
ln Ei,t =β0,i,j + βcdh,i,j CDHj,t + βhdh,i,j HDHj,t + βpe,i,j ln PEi,t
+ βempl,i,j ln Empli,t + ζt + µi,j,t (3.7)
in which the variables Ei,t, CDHj,t, HDHj,t and PEi,t are defined as in equation 3.5.
Empli,t corresponds to the number of employees in the commercial and industrial sectors
and ζt are year dummies to control for patterns across year. Finally, µi,j,t corresponds to
the stochastic error term.
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3.3.4 Out-of-Sample Forecast
I follow Kaufmann et al. (2012) to select the best set-point for both CDH and HDH
by comparing out-of-sample forecasts for each of the twenty four competing electricity
demand models: twelve competing models that use CDH from wet bulb and HDH from
dry bulb, and an additional twelve models that calculate CDH and HDH using dry bulb
temperature. In each model I assume that the set points for CDH and HDH are the same.
This assumption is based on the V-shaped relation used to model the impact of climate on
energy use, with its minimum value at a temperature weather neither cooling nor heating
is needed. This assumption might be questionable because both the cooling and heating
systems can be off over a range of temperatures. Similarly, both the heating and cooling
systems can be on at the same temperature. The analysis of different set points for CDH
and HDH is beyond the scope of this study.
To generate the out-of-sample forecast, I estimate a DOLS model for residential de-
mand (or an OLS model for commercial and industrial demand) 252 times, which corre-
sponds to the total number of observations of each model. In each iteration I remove one
observation from the sample and estimate either equation 3.5 (for the residential sector)
or equation 3.7 (for commercial and industrial sectors). This model is used to forecast for
one observation that is dropped from the estimation sample. These forecasts are compiled
to generate a time series of out-of-sample forecasts that corresponds to a particular set of
set points and set backs. To compute these time series, I use the following loss function
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dt to evaluate the accuracy of the different out-of-sample forecasts:
5
dt = [Et − Eˆj,t]2 − [Et − Eˆk,t]2 (3.8)
in which Et is the observed electricity demand, Eˆj,t corresponds to the out-of-sample
forecast for electricity demand simulated by model j, and Eˆk,t is the out-of-sample forecast
simulated by a model k, with k 6= j. This loss function is estimated for all possible
comparisons among models and also for all consumption sectors (residential, commercial
and industrial), and it is used to compute the following S2a test statistic (Lehmann, 1975):
S2a =
∑N
t=1 I+(dt)− 0.5N√
0.25N
(3.9)
with
I+(dt) =

1 if dt > 0
0 otherwise
The S2a statistic is used to evaluate which model generates a more accurate to predict
out-of-sample forecasts. I test the null hypothesis that the out-of-sample forecast generated
by model j is equally accurate to the one estimated by model k. The accuracy of model
j is measured by the net sum of the number of “wins” and “losses”, in which “wins”
(“losses”) are defined as the number of times that the S2a test-statistic determines that
model j generates a more (less) accurate out-of-sample forecast than model k. Thus, if
S2a is less than -1.96, then model j is more accurate than model k. On the contrary, if S2a
5There are 276 (24*23)/2 possible pairwise comparisons between the twenty four different demand
models analyzed.
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is greater than 1.96, then model k is more accurate than model j. Each win accounts for
+1 and each loss accounts for -1. Finally, net wins are calculated by taking the difference
between the total number of wins and the total number of losses.
3.3.5 Projected Impacts on Demand
To analyze the impact of climate change on electricity demand I use temperature pro-
jections for Massachusetts from the World Climate Research Programme’s (WCRP’s)
Coupled Model Intercomparison Project phase 3 (CMIP3) multimodel dataset. These
projections correspond to dry bulb temperature averaged across different circulation mod-
els for a change of 2 ◦C in GMT relative to the climatology of the period 1990–2010. They
are available in a monthly basis and are constructed using the emission path scenario A2.
The A2 scenario is one of the highest emission path scenarios from the Special Report on
Emissions Scenarios (SRES), and its storyline is built by assuming an economic growth
based on regional development, population growth slowly converging across regions, low
energy efficiency improvements, and low development of renewable energy. These fore-
casts are used to compute monthly cooling and heating degree days (CDD and HDD). To
generate consistent estimates for changes in CDD and HDD, I compare these values with
those calculated for a base scenario that uses projected temperatures from these GCM
for the climatology of the period 1990–2010. I compute these projected CDD and HDD
variables as follows:
DegreeDayj,t =

(T − j) ∗Daysm if T − j > 0
0 otherwise
(3.10)
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in which T corresponds to the average monthly temperature, Daysm is the number of
days in month m, and j refers to each set point temperature j ∈ J , defined in section
2.3.1. I assume that each day of month m has the same average temperature. Given that
temperature projections are not available in an hourly basis, I cannot generate degree
days considering the adjustment of 5 ◦F at night-time. Using the statistical estimates
of equation 3.5 for residential demand and equation 3.7 for commercial and industrial
demand, I compute the size of the impact of climate change on electricity consumption
for each end-use sector i as follows:
∆Ei =
̂Demand2 ◦C,i − ̂Demand1990−2010,i
̂Demand1990−2010,i
(3.11)
Our base scenario, ̂Demand1990−2010,i, corresponds to the demand forecast using CDD
and HDD computed with monthly mean temperatures which are simulated by GCM for
1990–2010. Analogously, demand forecast for the climate change scenario ̂Demand2 ◦C,i
using CDD and HDD computed with monthly mean temperatures simulated by the 2 ◦C
increase in GMT relative to the 1990–2010 climatology.6 These downscaled projections
indicate that mean temperature in Massachusetts will increase on average 2.6 ◦C relative
to the base climatology.
3.4 Data and Descriptive Statistics
I compile monthly observations for the Commonwealth of Massachusetts from 1990 to 2010
for the following variables: electricity demand by sector, cooling degree hours, heating
degree hours, electricity price by sector, personal income, and employment by sector.
6I use the estimated coefficients corresponding to the statistically optimal models, selected according
to the procedure explained in section 2.3.4.
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For electricity demand, I obtain monthly electricity sales data (in GWh) for residential,
commercial and industrial sectors from Form EIA–826 Monthly Electric Utility Sales and
Revenue Survey published by the U.S. Energy Information Administration (EIA). Average
electricity prices for each end-use sector also are obtained from Form EIA–826. I compute
average prices by dividing total monthly revenues by total monthly sales. Prices (in
dollars/kWh) are deflated using the Consumer Price Index of year 2009.
Hourly wet bulb and dry bulb temperature are measured at the Boston Logan In-
ternational Airport and obtained from the Weather Service of Amesbury, Massachusetts
which compiles data from the National Data Climatic Center and the National Weather
Service.7 I use these data to compute both CDH and HDH for all set points and type of
temperature: twenty four time series for CDH (twelve time series computed with wet bulb
temperature and twelve with dry bulb temperature), and twelve time series for heating
degree days computed with dry bulb temperature, as explained in Section 2.3.1.
Quarterly personal income time series (in millions of dollars) for the Commonwealth
of Massachusetts are obtained from the U.S. Bureau of Economic Analysis, which are
deflated to 2009 dollars using the Consumer Price Index. I create monthly time series by
assuming that all months of any given quarter have the same values. In an alternative
specification therefore I do not include it on the results reported below. I use data from the
U.S. Bureau of Labor Statistics for the monthly commercial and industrial employment
time series (in thousands of employees) in Massachusetts. These variables correspond
to the total full-time and part-time employment by NAICS supersectors for the Current
Employment Statistics (CES–National).8
7This dataset is also used by Kaufmann et al. (2012).
8Labor in the commercial sector corresponds to labor in the following service-providing industries: trade,
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Summary statistics (Table 3.1) of the degree hours time series, as well as the rest of the
variables used in the analysis indicates that the commercial sector consumes for greatest
amount of electricity (1,850 GWh on average). Residential and industrial demand follow
in with means of 1,482 GWh and 872 GWh, respectively. Regarding CDH time series
computed with wet bulb temperature, their mean ranges from 0 to 150 (for the set points of
75 ◦F and 50 ◦F , respectively). This mean decreases when I allow a night-time adjustment
raising the set point by 5 ◦F . CDH time series computed with dry bulb temperature have a
larger mean than the respective ones computed with wet bulb temperature, which reflects
the difference in the magnitude of dry and wet bulb temperatures. On the other hand,
the mean of HDH time series computed with dry bulb temperature much larger than the
mean of CDH time series implying that over a year there are more hours where heating is
required. The mean of HDH decreases when the thermostat is lowered by 5 ◦F at night-
time, suggesting that less energy might be needed to satisfy this new level of thermal
comfort.
Finally, I obtain monthly temperature projections for surface air temperature for the
three climatic divisions of Massachusetts from the World Climate Research Programme’s
(WCRP’s) Coupled Model Intercomparison Project phase 3 (CMIP3) multimodel dataset.
The dataset contains average temperature projections across circulation models for the
high emission path scenario SRES A2 when the change in global mean surface air tem-
perature relative to the climatology in the period 1990–2010 is 2 ◦C. It also contains
transportation, utilities, information, financial activities, professional and business activities, educational
and health services, leisure and hospitality, other services and government. Labor in all remaining NAICS
industries is classified as industrial labor (these remaining industries are: construction, manufacturing,
natural resources and mining).
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temperature projections for the period 1990–2010.9 I aggregate these projections by com-
puting weighted population degree days at the state level.
3.5 Results and Discussion
3.5.1 Residential Demand
The MGEHY test is used to analyze the time series properties of all variables in equation
3.3. Figure 3·1 displays the time series of all variables of interest. Table 3.2 shows results
of the MHEGY test on all time series at the annual frequency (pi = 0) which fails to reject
the null hypothesis of a seasonal unit root for residential electricity demand, personal
income and all cooling degree hours. HDH time series, with and without set backs, fails
to reject the null hypothesis of a seasonal unit root at the annual frequency for set points
of 50 ◦F and 55 ◦F, rejects the null at the 10% level of significance for 60 ◦F and 65 ◦F, and
rejects the null at the 5% level of significance for 70 ◦F and 75 ◦F. These results suggest
that HDH with set points of 50 ◦F, 55 ◦F, 60 ◦F and 65 ◦F are considered to be I(1).
Given that the MHEGY test presents evidence of seasonal unit roots at the annual
frequency, I perform the cointegration test. The results on Table 3.3 (column (1)) show
that the test rejects the null hypothesis that the regression residual from equation 3.4
contain a unit root. This implies there is a long-run relationship among residential demand
and their covariates, which I estimate following the DOLS model presented in equation
3.5.10 11 These relations are shown in Table 3.4 for the twelve competing models which
9I thank Robert Nicholas for having processed the data of these downscaled estimations.
10A DOLS estimation including residential price of electricity also was performed. However, electricity
price was not statistically significant. Therefore, the final DOLS estimation excludes this variable from
the model.
11Using the Schwartz Information Criterion I find that the optimal number of lags ranges from 1 to 3.
I use these lags in the DOLS estimations.
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use CDH computed with wet bulb temperature, Table 3.5 shows the results for the twelve
models that compute CDH using dry bulb temperature. Each column corresponds to a
model that is estimated from a CDH and a HDH time series calculated using a different
set point. CDH, on the one hand, is positive and statistically significant for all models
but for the model estimated using CDH computed with wet bulb temperature and a set
point of 75 ◦F. HDH, on the other hand, is positive and statistically significant for all
models, except for the models estimated using HDH computed with wet bulb temperature
and set points of 70 ◦F and 75 ◦F. This was expected as these two variables reject the null
hypothesis of a seasonal unit root at those set points. Coefficients on CDH always are
larger than those for HDH, up to fifteen times larger for the model that is estimated using
a 65 ◦F set point. The weather effect depends both on the size of the coefficient, and the
change in the dependent variable. This effect is reported in section 2.5.3.
Finally, I estimate an error correction model (equation 3.6). The negative sign of
the coefficient on the error term indicates that the error converges toward the long-run
equilibrium (Tables 3.4 and 3.5). This indicates that weather affects residential electricity
in the long-run. This finding differs from earlier studies which find that degree days
variables are stationary, and therefore both variables have short-run effects only. The
results of our study might indicate that current warming already has a long-term impact
on electricity consumption. Therefore, temperature should be treated as one of the main
drivers of electricity consumption, and not only as one of the determinants of daily or
seasonal patterns of demand.
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3.5.2 Commercial and Industrial Demand
I first perform the cointegration test for commercial and industrial models following equa-
tion 3.4. For all set points the test fails to reject the null (Table 3.3). Based on this
result, I estimate the model with OLS. Results in Tables 3.6 and 3.7 indicate that the
coefficients on CDH always are positive and statistically significant for both commercial
and industrial demand. In the commercial sector, HDH is significant in all models except
the one which uses a set point of 75 ◦F and wet bulb temperature for CDH. Coefficients
on HDH are significant only for two models, however the joint F-test for CDH and HDH
is always significant. Within each sector, coefficients on CDH are larger than coefficients
on HDH, but if I compare across sectors, the effect of cooling on electricity demand is
larger for the commercial sector than for the industrial sector. These coefficients always
are smaller than those estimated for residential demand.
3.5.3 Model Selection and Size of Impact
To choose the optimal set point, I compute the S2a test statistic described in section 2.3.4.
The final number of net wins (”wins” minus ”losses”) of each of the 24 competing models
is shown in Table 3.8.
For residential electricity demand, the most accurate out of sample forecast is gen-
erated by the model in column (16), which uses a set point of 65 ◦F to calculate both
CDH and HDH, and dry bulb temperature to compute CDH. This is the set point that
most researchers have considered when analyzing electricity demand in the U.S. For the
commercial sector, the most accurate model is the generated using a different set point.
The most accurate model uses a set point of 55 ◦F with a set back of 5 ◦F for both CDH
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and HDH (column (8)). Moreover, this optimal model for commercial demand uses CDH
computed with wet bulb temperature. Finally, the results for electricity consumption by
the industrial sector are inconclusive. That is, no model performs statistically better than
other.
For the residential sector, our results differ from those for Maryland (Ruth and Lin,
2006). They estimate models of residential use that specify degree days variables computed
with dry bulb temperature with a range of set points at 1 ◦F intervals, daylight hours, and
energy prices. The authors select the model with the highest R2, which in the case of
residential demand corresponds to the model generated with a set point of 60 ◦F. In
the case of commercial demand, Ruth and Lin (2006) estimate a constant set point of
53 ◦F, which as in our results, corresponds to a threshold temperature different from the
standard 65 ◦F. However, the authors do not allow night-time variation in the set points
as I do. Kaufmann et al. (2012) estimate demand for natural gas and No. 2 fuel oil
instead of electricity. However, their results are appealing since they also use data from
Massachusetts. They find a lower set point than the standard 65 ◦F: 55 ◦F with a set back
of 5 ◦F for both residential and commercial natural gas consumption and 60 ◦F with a set
back of 5 ◦F for distillate oil demand.
To assess the impact of climate change on electricity demand, I compute degree days
from GCM output and use it to compute changes in residential and commercial demand
(section 2.3.5). Ideally I would use degree hours rather than degree days. However,
the lack of hourly temperature projections, prevent us from calculating CDH and HDH.
For the same reason forecasts cannot incorporate set backs. In addition, I use dry bulb
temperature as opposed to wet bulb temperature because forecasts for the latter variable
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are not available.
Columns (1) and (2) in Table 3.9 present cooling degree hours computed with monthly
mean temperature data generated by GCMs for the period 1990–2010.12 I present CDD
computed with the set points selected for the optimal residential and commercial models
(65 ◦F for residential demand and 55 ◦F for commercial demand). Columns (5) and (6)
are the analogous for heating degree days. Figures shown in columns (3) and (4) are the
estimated cooling degree days computed with an increase in GMT of 2 ◦C. Columns (7)
and (8) are the corresponding figures for heating degree days. I use temperature data
generated by GCM for the period 1990–2010 and also temperature data generated by
GCM for an increase in 2 ◦C in GMT. This allows us to generate consistent estimates
for the change in degree days variables.13 I compare CDD and HDD computed for the
period 1990–2010 with those computed for an increase in GMT of 2 ◦C, and I observe
that cooling needs increase while demand for heating services decreases. Based on these
changes, I estimate that residential and commercial electricity demand increase 2.6% and
4%, respectively. These changes occur during specific seasons (columns (10) and (12)).
During summer months (from Jun to August) increase demand for cooling increases elec-
tricity demand 15% to 30% for the residential sector, and 10% to 13% for the commercial
sector. During winter months (from September to May) a small change in heating degree
days has a moderate the impact on demand.
These results are similar to Ruth and Lin (2006). Using predictions from the HadCM2
model for the state of Maryland, they find that climate change has a small impact on resi-
12Section 2.4 describes in detail the temperature projections used in the present study.
13Notice that I consider data obtained from the Weather Service of Amesbury in Massachusetts through
the estimated coefficients for the optimal residential and commercial electricity demand models.
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dential demand and a larger impact on commercial demand. Similarly, Amato et al. (2005)
use projections from the Canadian Climate Centre Model and forecast that per capita res-
idential electricity demand in Massachusetts will increase 2.1% by 2020, presenting a large
intra-annual variability. In summer they forecast that in electricity consumption will rise
6.8% and decline 2.7% in winter. As Amato et al., I also find that the increase in demand
for cooling in summer months is greater than the decrease in demand for heating in winter
months.
Our estimation results are based on a limited set of threshold temperatures with 5 ◦F
intervals (J = { 50 ◦F, 55 ◦F, 60 ◦F, 65 ◦F, 70 ◦F, 75 ◦F }). There is no a priori reason to
restrict the analysis only to this set. Similarly, the selection of a set back of 5 ◦F and its
timing (during night-time, between the hours of 11PM and 4AM) are arbitrary. Further
investigation will investigate whether the results of the present study change if different
set points and set backs are used to estimate CDH and HDH. The estimates of this paper
should therefore be considered as a first approximation of the impact of climate change
on electricity demand in Massachusetts.
3.5.4 Magnitude of the Bias
Most studies use dry bulb temperature to model cooling and heating use. I can use
our model to quantify the bias caused by using dry bulb temperature to drive models of
commercial electricity demand. As Kaufmann et al. (2012) state, the direction of this
bias is not evident a priori. Allowing for set point changes both the CDH and HDH time
series, and the resultant regression coefficients. The combination of these two changes
determines the final bias.
To assess the magnitude of this bias I perform the following exercise. First, I select the
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model that generates the best out-of-sample forecast from the subset of twelve competing
models that use dry bulb temperature to calculate for both cooling and heating degree
hours. Second, I compare the predictions of this model to the ones generated by the most
accurate model considering both wet and dry bulb temperatures for CDH, described in
the previous section. For residential electricity demand I find that the model that uses a
constant set point of 65 ◦F generates the best out-of-sample forecast, which is consistent
with the previous result that I obtained when I compare twenty four different models. For
commercial electricity demand I find that the optimal model uses 55 ◦F with a set back
of 5 ◦F for CDH and HDH (column (8) in Table 3.8). This result is also consistent with
our previous finding obtained when comparing twenty four competing models. The only
difference is the measure of temperature used to calculate CDH.
When I compare the demand forecast, I find that commercial electricity demand in-
creases by 1.3%, as opposed to the increase by 4.0% obtained for the optimal model that
uses wet bulb temperature for cooling. Therefore; I conclude that using dry bulb tempera-
ture to compute cooling degree days causes models to under-estimate the effect of climate
change on electricity demand.
I perform the same exercise and assess the bias associated with the commercial elec-
tricity demand model estimated with the commonly used set point of 65 ◦F, and with
dry bulb temperature for cooling. I re-estimate equation 3.7 and find that the projected
change in electricity demand due to climate change is 2.4%. I can conclude that the use of
the standard set point of 65 ◦F also causes models to under-estimate the effect of climate
change on electricity demand. The nature of the bias is similar to the one described by
Kaufmann et al. (2012), who find that imposing a 65 ◦F set point cause statistical models
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to underestimate the reduction in natural gas consumption due to climate change. Thus,
using wet bulb temperature to measure the amount of electricity used for cooling purposes
and using a statistically rigorous method of selecting the set point generates more accurate
models of electricity demand models and eliminates bias from forecasts of the impact of
climate change on electricity consumption.
3.6 Conclusions
Understanding the relationship between electricity demand and weather is important for
estimating better models and to generate unbiased estimates of the impact of climate
change on energy demand. Many studies analyze the demand for electricity by imposing
a set point of 65 ◦F to calculate cooling and heating degree days. There is no a priori
reason, however, to use this threshold. In addition, these studies do not consider that the
role of humidity in air conditioning, and therefore in electricity consumption. Moreover,
these studies do not account for potential changes in the set point during the day, because
only annual or monthly temperature data are usually available.
Here I estimate electricity demand by filling these important gaps of the existing liter-
ature. First, hourly temperature data for the Commonwealth of Massachusetts are used
to compute cooling and heating variables. Second, these variables are calculated using
a range of values for the set point. Third, I construct cooling variables using wet bulb
temperature. Finally, I allow for the set point to take different values during night-time. I
select the optimal set point temperature by comparing the out-of-sample accuracy of fore-
cast for electricity demand in the residential, commercial and industrial end-use sectors,
that are generated by models that use a range of set points, measures of temperatures and
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set backs.
For residential electricity demand, the most accurate out of sample forecast is generated
by the model that uses a set point of 65 ◦F, and dry bulb temperature for cooling and
heating. In the case of the commercial end-use sector, the most accurate model is the
one that uses wet bulb temperature to calculate CDH, and a set point of 55 ◦F, with
a 5 ◦F set back for cooling and heating. Forecasts generated by these models indicate
that residential and commercial demands increase by 2.6% and 4%, respectively, due to a
warming climate.
Use of dry bulb temperature to compute cooling degree hours in the commercial sector
causes models to underestimate the effect of climate change on electricity demand. The
bias is non-negligible: the projected increase in demand falls to 1.3%, less than half of
the increase when wet bulb temperature is considered. When I use the standard 65 ◦F
temperature threshold, our estimate for the increase in commercial electricity demand
due to climate change is 2.4%. Therefore, estimates using this predetermined set point
also cause models to under-estimate the effect of climate change on commercial electricity
consumption.
Even though our estimates of the change in demand seem small, they are non-negligible.
When taking into consideration future changes in socio-economic variables, the estimates
will be larger than the ones predicted here.14 Electricity consumption as well as income
and population have increased during the last two decades. Current electricity demand
growth rates in the Commonwealth of Massachusetts are 1.38%, 1.92% and 2.91% per
year in the residential, commercial and industrial sectors, respectively. In the same period
14Even though the A2 scenario is built by assuming economic growth and population growth, in our
forecasts exercise I assume that income, employment and electricity prices covariates remain constant.
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personal income has grown by 4.36% per year, while employment rates in commercial and
industrial sectors of the economy have been 0.77% and -0.23% respectively. Population
grows at a rate of 0.4%. At these rates of socio-economic development, I expect that
electricity demand continue rising.
In the present study I find that electricity consumers, particularly in the commercial
end-use sector, are sensitive to changes in temperature in daily and monthly bases. Our
results favor the use of the 65 ◦F temperature threshold when analyzing residential elec-
tricity demand. Nonetheless, temperature sensitivity varies with the particular climatic
conditions of each state, the consumption patterns of its inhabitants, different regional de-
mand responses and also with different predictions of changes in patterns of temperature
under a warming climate (Ve´liz et al. (2013a)). Therefore, to extend the findings of this
study at a larger scale, research on electricity demand models in regions with different
weather and climatic projections remains to be done. Another future area of research is
the analysis of the impact of extreme temperatures on the daily load profile and peak
load changes, and consequently on capacity investments. These refined estimates are a
necessary step for implementing any type regional climate policy.
84
Appendices
Figure 3·1: Time series in Massachusetts
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Table 3.1: Summary statistics
Variable Label Mean Std. Dev. Min. Max. Obs
Electricity demand (GWh) E
Residential 1,482 254 1,062 2,230 252
Commercial 1,835 300 1,290 2,587 252
Industrial 872 185 640 1,537 252
Personal income (2009MM$) I 233 67 136 341 252
Commercial employment (thousands) Emplcom 2,643 196 2,240 2,905 252
Industrial employment (thousands) Emplind 482 54 344 595 252
Cooling degree hours (wet bulb; 50 ◦F) CDHwet 50 150 182 0 596 252
Cooling degree hours (wet bulb; 55 ◦F) CDHwet 55 91 124 0 441 252
Cooling degree hours (wet bulb; 60 ◦F) CDHwet 60 46 70 0 286 252
Cooling degree hours (wet bulb; 65 ◦F) CDHwet 65 17 30 0 148 252
Cooling degree hours (wet bulb; 70 ◦F) CDHwet 70 4 8 0 49 252
Cooling degree hours (wet bulb; 75 ◦F) CDHwet 75 0 1 0 6 252
Cooling degree hours (wet bulb; 50 ◦F with 5 ◦F set back) CDHwet 50 sb 136 167 0 557 252
Cooling degree hours (wet bulb; 55 ◦F with 5 ◦F set back) CDHwet 55 sb 81 111 0 402 252
Cooling degree hours (wet bulb; 60 ◦F with 5 ◦F set back) CDHwet 60 sb 40 61 0 253 252
Cooling degree hours (wet bulb; 65 ◦F with 5 ◦F set back) CDHwet 65 sb 15 26 0 126 252
Cooling degree hours (wet bulb; 70 ◦F with 5 ◦F set back) CDHwet 70 sb 3 7 0 39 252
Cooling degree hours (wet bulb; 75 ◦F with 5 ◦F set back) CDHwet 75 sb 0 1 0 5 252
Cooling degree days (65 ◦F. Data from NOAA) CDD65 41 73 0 304 252
Cooling degree hours (dry bulb; 50 ◦F) CDHdry 50 249 266 0 823 252
Cooling degree hours (dry bulb; 55 ◦F) CDHdry 55 176 208 0 669 252
Cooling degree hours (dry bulb; 60 ◦F) CDHdry 60 115 150 0 515 252
Cooling degree hours (dry bulb; 65 ◦F) CDHdry 65 68 97 0 363 252
Cooling degree hours (dry bulb; 70 ◦F) CDHdry 70 36 55 0 225 252
Cooling degree hours (dry bulb; 75 ◦F) CDHdry 75 16 27 0 123 252
Cooling degree hours (dry bulb; 50 ◦F with 5 ◦F set back) CDHdry 50 sb 233 251 0 784 252
Cooling degree hours (dry bulb; 55 ◦F with 5 ◦F set back) CDHdry 55 sb 163 194 0 630 252
Cooling degree hours (dry bulb; 60 ◦F with 5 ◦F set back) CDHdry 60 sb 106 138 0 478 252
Cooling degree hours (dry bulb; 65 ◦F with 5 ◦F set back) CDHdry 65 sb 63 89 0 332 252
Cooling degree hours (dry bulb; 70 ◦F with 5 ◦F set back) CDHdry 70 sb 34 51 0 207 252
Cooling degree hours (dry bulb; 75 ◦F with 5 ◦F set back) CDHdry 75 sb 16 26 0 116 252
Heating degree days (65 ◦F. Data from NOAA) HDD65 516 422 0 1,449 252
Heating degree hours (dry bulb; 50 ◦F) HDHdry 50 198 230 0 897 252
Heating degree hours (dry bulb; 55 ◦F) HDHdry 55 277 285 0 1,052 252
Heating degree hours (dry bulb; 60 ◦F) HDHdry 60 368 337 0 1,207 252
Heating degree hours (dry bulb; 65 ◦F) HDHdry 65 473 383 1 1,362 252
Heating degree hours (dry bulb; 70 ◦F) HDHdry 70 592 417 16 1,517 252
Heating degree hours (dry bulb; 75 ◦F) HDHdry 75 725 439 65 1,672 252
Heating degree hours (dry bulb; 50 ◦F with 5 ◦F set back) CDHdry 50 sb 180 217 0 858 252
Heating degree hours (dry bulb; 55 ◦F with 5 ◦F set back) CDHdry 55 sb 255 272 0 1,013 252
Heating degree hours (dry bulb; 60 ◦F with 5 ◦F set back) CDHdry 60 sb 343 325 0 1,168 252
Heating degree hours (dry bulb; 65 ◦F with 5 ◦F set back) CDHdry 65 sb 444 373 0 1,323 252
Heating degree hours (dry bulb; 70 ◦F with 5 ◦F set back) CDHdry 70 sb 560 411 9 1,478 252
Heating degree hours (dry bulb; 75 ◦F with 5 ◦F set back) CDHdry 75 sb 689 437 47 1,633 252
Notes: Monthly data from 1990–2010 (T=252) in the state of Massachusetts. Standard cooling and
heating degree days calculated with a set point of 65 ◦F by NOAA are included in this table for comparative
purposes. For data sources see Section 2.4.
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Table 3.2: MHEGY test
Variable Test statistics
ln residential electricity sales -2.82
ln commercial electricity sales -1.24
ln industrial electricity sales -0.45
ln personal income -2.91
ln commercial employment -2.86
ln industrial employment -4.04***
ln residential electricity price -2.44
ln commercial electricity price -2.77**
ln industrial electricity price -3.89***
CDHwet CDHdry HDHdry
Set Point t-test at pi = 0 t-test at pi = 0 t-test at pi = 0
50 ◦F -1.65 -0.70 -2.12
55 ◦F -1.89 -0.62 -2.16
60 ◦F -1.87 -0.41 -2.24*
65 ◦F -1.04 -0.33 -2.37*
70 ◦F -1.90 -0.49 -2.48**
75 ◦F -1.26 -1.04 -2.51**
50 ◦F with 5 ◦F set back -1.71 -0.62 -2.13
55 ◦F with 5 ◦F set back -1.92 -0.41 -2.15
60 ◦F with 5 ◦F set back -1.86 -0.33 -2.23*
65 ◦F with 5 ◦F set back -1.84 -0.49 -2.32*
70 ◦F with 5 ◦F set back -1.83 -1.04 -2.44**
75 ◦F with 5 ◦F set back -1.28 -1.22 -2.51**
Notes: *** p<0.01, ** p<0.05, * p<0.1 (Beaulieu and Miron, 1993). The MHEGY unit root test is
performed as follows: 1) considering a constant, a seasonal dummy, and a time trend for electricity
demand and employment variables, 2) considering a constant and time trend for personal income, and 3)
considering a constant and seasonal dummy for CDH, HDH and electricity prices.
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Table 3.3: Cointegration: ADF test
Model Residential Demand Commercial Demand Industrial Demand
(1) (2) (3)
CDHwet 50 ◦F & HDHdry 50 ◦F -5.746*** -1.300 -2.678
CDHwet 55 ◦F & HDHdry 55 ◦F -5.789*** -1.198 -2.683
CDHwet 60 ◦F & HDHdry 60 ◦F -6.034*** -1.034 -2.688
CDHwet 65 ◦F & HDHdry 65 ◦F -6.051*** -1.086 -2.690
CDHwet 70 ◦F & HDHdry 70 ◦F -5.814*** -1.703 -2.691
CDHwet 75 ◦F & HDHdry 75 ◦F -5.825*** -1.893 -2.703
CDHwet 50 ◦F sb & HDHdry 50 ◦F sb -5.774*** -1.294 -2.681
CDHwet 55 ◦F sb & HDHdry 55 ◦F sb -5.783*** -1.195 -2.684
CDHwet 60 ◦F sb & HDHdry 60 ◦F sb -5.997*** -1.052 -2.689
CDHwet 65 ◦F sb & HDHdry 65 ◦F sb -8.755*** -1.089 -2.691
CDHwet 70 ◦F sb & HDHdry 70 ◦F sb -5.781*** -1.664 -2.691
CDHwet 75 ◦F sb & HDHdry 75 ◦F sb -5.806*** -1.885 -2.704
CDHdry 50 ◦F & HDHdry 50 ◦F -5.898*** -1.191 -2.689
CDHdry 55 ◦F & HDHdry 55 ◦F -5.971*** -1.240 -2.692
CDHdry 60 ◦F & HDHdry 60 ◦F -7.609*** -1.222 -2.694
CDHdry 65 ◦F & HDHdry 65 ◦F -7.461*** -1.322 -2.695
CDHdry 70 ◦F & HDHdry 70 ◦F -8.869*** -1.444 -2.695
CDHdry 75 ◦F & HDHdry 75 ◦F -6.997*** -1.685 -2.697
CDHdry 50 ◦F sb & HDHdry 50 ◦F sb -5.918*** -1.180 -2.692
CDHdry 55 ◦F sb & HDHdry 55 ◦F sb -5.977*** -1.244 -2.694
CDHdry 60 ◦F sb & HDHdry 60 ◦F sb -6.191*** -1.228 -2.696
CDHdry 65 ◦F sb & HDHdry 65 ◦F sb -7.469*** -1.329 -2.697
CDHdry 70 ◦F sb & HDHdry 70 ◦F sb -8.875*** -1.434 -2.697
CDHdry 75 ◦F sb & HDHdry 75 ◦F sb -7.009*** -1.668 -2.698
Notes: *** p<0.01, ** p<0.05, * p<0.1 (MacKinnon, 1994). The ADF test is performed on the residual
of each cointegrating relationship without a constant and without a time trend.
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Table 3.8: Model selection: Accuracy of out-of-sample forescasts
CDH computed with wet bulb and HDH computed with dry bulb
Set points Set points with 5 ◦F set back
Demand 50 ◦F 55 ◦F 60 ◦F 65 ◦F 70 ◦F 75 ◦F 50 ◦F 55 ◦F 60 ◦F 65 ◦F 70 ◦F 75 ◦F
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)
Residential -2 6 9 -3 -9 -23 -1 7 11 0 -6 -21
Commercial 13 14 9 -4 -14 -22 13 15* 7 -4 -16 -22
Industrial 0 0 0 0 0 0 0 0 0 0 0 0
Both CDH and HDH computed with dry bulb
Set points Set points with 5 ◦F set back
Demand 50 ◦F 55 ◦F 60 ◦F 65 ◦F 70 ◦F 75 ◦F 50 ◦F 55 ◦F 60 ◦F 65 ◦F 70 ◦F 75 ◦F
(13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24)
Residential -10 7 8 12* 2 -3 -10 5 9 11 1 0
Commercial 7 12 13 0 -9 -16 8 12 8 0 -8 -16
Industrial 0 0 0 0 0 0 0 0 0 0 0 0
Notes: * corresponds to the model that generates the most accurate out-of sample forecasts. Larger
figures imply more accuracy.
Table 3.9: Projected degree days and change in demand
CDD HDD Residential Commercial
Set point: 65 ◦F 55 ◦F 65 ◦F 55 ◦F 65 ◦F 55 ◦F 65 ◦F 55 ◦F 65 ◦F ∆ % 55 ◦F ∆ %
Model: 1990– 1990– 2 ◦C 2 ◦C 1990– 1990– 2 ◦C 2 ◦C 1990– 2 ◦C 1990– 2 ◦C
2010 2010 2010 2010 2010 2010
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)
Jan 0 0 0 0 1,192 882 1,040 730 2,092 -7% 1,543 -2%
Feb 0 0 0 0 1,035 752 905 622 1,925 -6% 1,512 -2%
Mar 0 0 0 0 904 594 757 447 1,811 -6% 1,438 -2%
Apr 0 0 0 0 552 252 424 124 1,548 -6% 1,385 -2%
May 0 43 0 167 267 0 143 0 1,317 -5% 1,381 10%
Jun 32 332 155 455 0 0 0 0 1,256 16% 1,703 10%
Jul 190 500 330 640 0 0 0 0 1,519 30% 1,931 11%
Aug 157 467 313 623 0 0 0 0 1,627 30% 1,855 13%
Sep 0 223 73 373 77 0 0 0 1,353 15% 1,602 12%
Oct 0 0 0 22 431 121 288 0 1,425 -4% 1,389 0%
Nov 0 0 0 0 700 400 567 267 1,685 -7% 1,457 -2%
Dec 0 0 0 0 1,027 717 879 569 1,970 -6% 1,518 -2%
Total 379 1,566 871 2,280 6,185 3,718 5,003 2,759 19,527 2.6% 18,713 4.0%
Notes: Residential and commercial electricity demand is measured in GWh. Data for November and
December 2069 are also assigned to the same months in year 2070, while data for January and February
2070 are also assigned to the correspondent months in 2071. This allows to estimate the residential
projected demand with DOLS.
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Chapter 4
The Price Impact of a Warming
Climate on Electricity
Expenditures
4.1 Introduction
A warming climate changes electricity expenditures by changing both demand and price.
But, the effect on demand is the focus of the existent literature (e.g. Amato et al., 2005;
Eskeland and Mideksa, 2009; Mirasgedis et al., 2006; Ruth and Lin, 2006; Sailor, 2001;
Ve´liz et al., 2013a; and Ve´liz et al., 2013b). Less attention is given to the effect that a
warming climate has on electricity price due to changes in demand. But quantifying this
effect is critical to generate comprehensive forecasts for the total effect of climate change
on the electric power sector.
Ve´liz et al. (2013b) find that climate-induced changes in Massachusetts electricity
demand are seasonal: more electricity will be consumed in summer due to an increase in
the use of air conditioning and less electricity will be consumed in winter due to a reduction
in the use of heating. In summer, demand increases range between 2.7% (in May) and
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16.2% (in August), and in winter demand reductions vary between -0.3% (in October)
and -2.5% (in January). Hence, higher (less) capacity and/or utilization rates will be
required to meet this increase (decrease) in demand in summer (winter) in Massachusetts.
Consequently, I expect that the price of electricity will increase during the summer and
decrease during the winter. Electricity expenditures, measured as the product of electricity
demand and price, will mirror these seasonal changes.
Here, I generate the first estimate for the effect of climate change on electricity prices.
This calculation is generated in three steps. First, I estimate a statistical model that quan-
tifies the relationship between hourly electricity price and hourly demand in Northeastern,
Western/Central and Southeastern Massachusetts. Next, I generate monthly estimates for
the impact of climate change on electricity prices by combining this hourly relationship
with the monthly climate-induced change in electricity demand in Massachusetts (Ve´liz
et al., 2013b). Specifically, I use a Monte Carlo technique to generate hourly changes in
demand, that are consistent with the forecast for monthly changes in demand, and fore-
casts for climate change which indicate that night-time temperatures will increase relative
to day-time temperatures. Finally, I sum the hourly product of electricity demand and
price to generate monthly and annual changes in electricity expenditures due to climate
change. The changes are assessed by comparing them to the cost of electricity for an
average housing unit in Massachusetts.
I focus the analysis on the price of electricity in the wholesale market. Restructuring
in Massachusetts means that this price corresponds to the marginal cost of supplying
the next increment in demand from the least expensive generating unit with available
capacity (Independent Power Operator New England (ISONE), 2003). In the wholesale
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electricity market, generating units are dispatched in a merit order based on their capital
and operating costs to meet the demand at each point in time. A base load generating unit
operates continuously due to its low variable cost and high capital cost (such as nuclear
and coal-fired power plants). A peak load generating unit is dispatched only a few hours
per year to satisfy periods of high demand because such units have high variable costs and
low capital costs (for instance natural-gas fired turbine power plants). An intermediate
load generating unit (such as a natural-gas fired combined cycle power plant) has a lower
operating cost than a peak load technology but a higher capital cost than a base load
technology (U.S. DOE-EIA, 2012c).
A warming climate will alter the price of electricity by changing both seasonal and
daily temperature patterns. Seasonal patterns change due to more frequent heat waves
in summer and less frequent cold episodes in winter. At a daily scale, Meehl et al. (2007)
and Vose et al. (2005) find that night-time temperatures warm relative to day-time tem-
peratures, which implies a reduction in the diurnal temperature range (DTR). In summer
the projected increase in demand, due to a more intensive use of air conditioning, will be
satisfied by increasing the utilization rates of more expensive generating units, which will
increase electricity prices in the wholesale market. Analogously, the reduction in winter
demand for space heating will reduce the cost of generation, and consequently a lower
electricity price. The winter-time reduction is expected to be smaller than the summer-
time increase, because Massachusetts consumers use generally a large proportion of their
space heating with natural gas and oil as opposed to electricity. In this study, I rely
on price and demand data at an hourly frequency which allows us to quantify not only
the seasonal impact of a warming climate on the wholesale electricity market but also its
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intraday effect.
Our findings indicate that hourly demand has a statistically significant measurable ef-
fect on the real-time locational marginal price for electricity in all regions of Massachusetts.
Furthermore, the effect of demand on price is non-linear. When combined with estimates
for the effect of climate change on electricity demand, I estimate that electricity prices
will rise in all regions of Massachusetts, from 14–18% in Northeastern Massachusetts to
11–17% in other regions. These price increases, along with higher demand cost will imply
for the average household in Massachusetts an additional amount of $68 per year (in 2009
dollars) between 2013 and 2070, which corresponds to an increase of 5.8% in the average
electricity bill of residential consumers. Finally, most of this increase is caused by the
climate-induced change in electricity prices.
This study proceeds as follows. Section 3.2 describes previous efforts to quantify the
economic effect of a changing climate on energy use. Section 3.3 explains the empirical
strategy used to 1) quantify the effect of hourly electricity demand on hourly electricity
price, 2) obtain monthly estimates of the change in electricity price due to a warming
climate, and 3) forecast the change on consumers electricity expenditures. Section 3.4
describes of the data sources and their summary statistics while section 3.5 describes the
results. Section 3.6 compares the findings of this study with the previous analyses and
describes the long-run effects of a changing climate on the load duration curve, capac-
ity additions, and demand side management programs. Finally, section 3.7 includes the
concluding remarks.
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4.2 Literature Review
Here, I review studies that estimate the change in energy expenditures due to a warming
climate. I focus on the methods as well as on the type of price and demand used in these
analyses.
Rosenthal and Gruenspecht (1995) analyze total U.S. expenditures on electricity, nat-
ural gas, oil, kerosene and other fuels used for space cooling in residential and commercial
buildings. The authors quantify the change in energy expenditures due to climate change
as the difference between energy consumed with current climate and energy consumed with
an increase of 1 ◦C in temperature in the 1990-sized economy. Energy prices are assumed
to be constant. Results indicate that the cost savings associated with a reduced need
for heating outweighs the increased costs associated with an enhanced need for cooling.
On net, these changes reduce energy expenditures from $92 billion to $86 billion (in 1991
dollars). If temperature increases 2.5 ◦C, as opposed to 1 ◦C, savings rise from $6 billion
to $12 billion. For the electricity sector, they estimate that a 1 ◦C rise in temperature
increases expenditures by $3.1 billion for the residential sector.
Mansur et al. (2008) study fuel choice by both residential and commercial consumers
in the U.S. and quantify welfare damages of energy consumption for different scenarios of
climate change. The authors measure the change in welfare by fuel (electricity, natural
gas and oil) as the product of fuel price, which is held constant, and the change in fuel
consumption due to a changed climate. These products are summed across fuels to obtain
an aggregate change in welfare. They estimate that a 2.5 ◦C rise in temperature by 2100
would increase expenditures by $26 billion (in 1990 dollars) per year for the U.S. energy
industry, which corresponds to a 10% welfare loss. Annual welfare losses rise to $35 billion
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for residential consumers and $22 billion for commercial consumers, which is equivalent
to an aggregate loss of 22%, for a 5 ◦C temperature rise.
The effect of climate change on electricity costs in five European nations (Finland,
Germany, The Netherlands, France and Spain) is quantified by Pilli-Sihvola et al. (2010).
They measure the change in cost as the difference between electricity demand with warm-
ing and electricity demand without warming, multiplied by the price of electricity. Again
the authors assume that the price of electricity remains constant. They find that the
Northern European nations will spend less on electricity because the reduction in heating
expenditures outweighs the increase in cooling costs (for instance, in Finland the cost sav-
ing is 0.35% of the GDP in 2007). Spain is the only country where higher temperatures
increase electricity expenditures (up to 0.22% of the GDP in 2007).
Ve´liz et al. (2013a) study the impact of climate change on electricity demand for
each of the forty eight contiguous states in the U.S. The study uses monthly data on
consumption between 1990 and 2010 and state-level downscaled projections of temperature
that correspond to a 5 ◦C and 2 ◦C rise in global mean temperature (GMT). The impact of
climate change on the residential electricity bill is estimated as the difference in the average
monthly bill with and without climate change. This exercise uses an average electricity
price that is obtained by dividing monthly revenues by monthly sales in each state, and
again assumes that the price of electricity is not affected by climate change. The authors
estimate that residential consumers will be the most affected by climate change, and will
pay an additional 13–18%. Payments by commercial and industrial sectors also will rise,
from 5% to 8% and from 2% to 3%, respectively.
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4.3 Methodology
As described in section 3.2 previous studies analyze the effect of climate change on elec-
tricity demand and calculate its associated cost by assuming that changes in demand do
not affect price. Here, I extend this literature by generating the first estimate for the
effect of climate-induced changes in electricity demand on electricity prices. The result is
based on three steps. First, I estimate a statistical model that quantifies the relationship
between hourly electricity price and hourly demand in Northeastern, Western/Central
and Southeastern Massachusetts. Next, I generate monthly estimates for the impact of
climate change on electricity prices by using this hourly relationship and the monthly
climate-induced change in electricity demand in Massachusetts from Ve´liz et al. (2013b).
Specifically, I use a Monte Carlo technique to generate hourly changes in demand, which
are consistent with the forecast for the monthly change in demand and hourly climate
forecast that night-time temperatures increase more than day-time temperatures. Finally,
I sum the hourly product of electricity demand and price to generate monthly and annual
changes in electricity expenditures due to climate change. The changes are assessed by
comparing them to the cost of electricity for an average housing unit in Massachusetts.
4.3.1 Hourly Price Model
I study the effect of hourly demand on hourly electricity price by estimating the following
model for each load zone z defined by the Interconnected System Operator of New Eng-
land (ISO–NE) for the Commonwealth of Massachusetts, with z = {NE/Boston, WCMA,
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SEMA}:1
Pz,t =β0 + β1 Ez,t + β2 E
2
z,t + β3 E
3
z,t + ζyear + ηmonth + γdow + µt (4.1)
in which Pz,t corresponds to the hourly real-time locational marginal wholesale price for
electricity and Ez,t is the hourly electricity demand (or hourly load). Both demand and
price are measured for each load zone. I include demand as a third-order polynomial to al-
low for a non-linear relation between price and demand. The model also includes dummies
for years 2004–2012 (ζyear), month dummies (ηmonth) and day of the week dummies (γdow)
to control for patterns across years, months and days of the week. Finally, µt corresponds
to the stochastic error term. Given that our variables are measured in the wholesale spot
market, I expect that electricity load has a positive effect on prices (as in a standard sup-
ply function). I also estimate an alternative specification, which excludes the cubic term
in equation 3.1. Finally, to assess the degree to which the results are sensitive to year to
year changes in equation 3.1, I estimate a separate regression for each year included in the
analysis. Therefore, I obtain estimates for β0,t; β1,t; β2,t; and β3,t.
2 For models estimated
from these annual samples I analyze both a cubic and a quadratic model.
4.3.2 Impact of Climate Change on Electricity Price: A Monte Carlo
Simulation
To forecast the effect of climate change on electricity price, I need to generate hourly
projections for the climate-induced electricity demand that are consistent with the monthly
models of electricity demand that are estimated in Chapter 3. In this section, I outline
1NE/Boston (ISO–NE 4008), WCMA (ISO–NE 4007) and SEMA (ISO–NE 4006) stand for Northeast-
ern Massachusetts/Boston, Western/Central Massachusetts, and Southeastern Massachusetts, respectively.
2In this model I do not include year dummies ζyear.
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a procedure to downscale the monthly projections of electricity demand for each end-use
sector to hourly projections for each load zone.
First, I allocate monthly changes in electricity demand among the three end-use sectors;
residential, commercial and industrial. To do so, I compute the estimated percentage
change of monthly demand in Massachusetts for each end-use sector from Ve´liz et al.
(2013b) and calculate a weighted percentage change in total monthly demand (δm) by
using as weights the share of monthly average demand between 1990 and 2010 for each
end-use sector (35%, 44% and 21%, for residential, commercial and industrial end-use
sectors, respectively).3 Next, I compute the monthly average of current total electricity
demand in Massachusetts, E¯m, as the ratio between the total demand of all zones in
month m and the number of hours of that month (E¯m =
∑
z
∑
tEz,t /hm), and express
the impact of climate change on this monthly average demand in the state by applying
δm to E¯m as follows:
E¯′m = (1 + δm)E¯m (4.2)
in which E¯′m is the average projected demand in month m due to climate change. Third,
I account for the expected reduction in the daily temperature range by restricting the
change in monthly average demand during night-time (E¯
′night
m /E¯
night
m ) to be larger than
the corresponding change during day-time (E¯
′day
m /E¯
day
m ) based on the change in monthly
electricity demand computed with an increase in minimum temperature (E¯minm ) relative
3I assume that industrial demand does not change with a warming climate.
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to monthly demand computed with an increase in maximum temperature (E¯maxm ):
E¯
′night
m /E¯
night
m
E¯
′day
m /E¯
day
m
=
E¯minm
E¯maxm
(4.3)
I obtain the change in minimum and maximum temperature for the period 1950–2004
(∆T¯minm and ∆T¯
max
m , respectively) from Vose et al. (2005), and assume that this rate
of change continues from 2013 to 2070. The authors find that ∆T¯minm , ∆T¯
max
m , and the
DTR vary by season (Table 4.1). The largest change in DTR is observed in winter,
when minimum temperature increases 0.099 ◦C per decade faster than maximum temper-
ature. Summer has the smallest change in DTR, minimum temperature rises 0.309 ◦C per
decade versus the 0.214 ◦C increase per decade in maximum temperature. I add ∆T¯minm
and ∆T¯maxm to the hourly temperature data from Ve´liz et al. (2013b) and use the semi-
elasticities estimated by Ve´liz et al. (2013b) for the monthly residential electricity demand
model to compute E¯minm and E¯
max
m . In this exercise, I define night-time between 21:00 hrs
and 08:00 hrs and day-time between 09:00 hrs and 20:00 hrs.
Given that the average monthly demand can be expressed in terms of the average
monthly demand during both night-time and day-time, I substitute E¯m for E¯m = (E¯
night
m +
E¯daym )/2 in equation 3.2 and solve for E¯
′night
m and E¯
′day
m using both equations 3.2 and 3.3.4
Thus, the following expressions are obtained:
E¯
′night
m =
φm(1 + δm)(E¯
night
m + E¯
day
m )E¯
night
m
φmE¯
night
m + E¯
day
m
(4.4)
4Since I assume that both night-time and day-time have the same number of hours I obtain the monthly
average of current electricity demand by the above formula. A general expression would consider a weighted
average of E¯
′night
m and E¯
′day
m using the correspondent number of night-time and day-time hours as weights.
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E¯
′day
m =
(1 + δm)(E¯
night
m + E¯
day
m )E¯
day
m
φmE¯
night
m + E¯
day
m
(4.5)
in which φm =
E¯minm
E¯maxm
. Fourth, I iteratively generate random changes of electricity demand
for all night-time hours as follows: E
′night
m,t = E
night
m,t ·θnightm , in which θnightm is a normally dis-
tributed parameter which has an expected value of the ratio between the projected and the
current monthly average demand at night-time for each month m (θnightm ∼ N ( E¯
′night
m
E¯nightm
, σ2)).
Unfortunately Vose et al. (2005) do not provide estimates for the standard deviation.
Without explicit information I assume that the variance is small (σ2 = 0.1).5 I generate
E¯
′day
m,t in an analogous way for all day-time hours. Fifth, to allocate this hourly state-wide
demand (E
′
t) among load zones, I weight E
′
t by the current hourly share of demand in
each zone (E′z,t = E′t · Ez,tEt ). I use these estimates for the hourly effect of climate change
on electricity demand in equation 3.1 to generate hourly estimates for the effect of climate
change in electricity price. I weight the hourly changes in price by hourly demand to
generate an annual change in price. Finally, I repeat this entire procedure 100 times, and
take an average change of the price over these iterations (P̂
′
z,t).
4.3.3 Increased Expenditures on Electricity
Climate change will alter consumer expenditures on electricity by changing demand and
price. I quantify these changes and their joint effect on the net present value by load zone
5This is a conservative assumption. A larger variance implies a larger impact on electricity bills. For
instance, σ2 = 0.2 and σ2 = 1.0 would imply an increase of 8.0% and 80.0%, respectively, in the average
electricity bill of residential consumers, as opposed to the 5.8% that I estimate here.
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(NPVz) with the following cost function:
NPVz =
2070∑
t=2012
P̂ ′z,t · Ê′z,t − P̂z · Êz
(1 + r)t
(4.6)
in which P̂z and Êz are the forecast for the annual average price and annual electricity
demand for the baseline scenario (i.e. without climate change) computed with equation
3.1 (pooled regression), P̂ ′z,t and Ê′z,t are the corresponding values for the climate change
scenario (Section 3.3.2), and r is the annual discount rate assumed to be equal to 5%.
I analyze the impact of climate change on electricity expenditures for the following
cases: 1) demand changes and price remains constant (P̂ ′z,t = P̂z), 2) demand remains
constant (Ê′z,t = Êz) and price changes, and 3) both demand and price change. P̂ ′z,t and
Ê′z,t are computed for 2070, which is the year in which GMT increases by 2 ◦C according
to the downscaled monthly temperature projections used by Ve´liz et al. (2013b). These
projections indicate that mean temperature in Massachusetts will increase on average
2.6 ◦C relative to the 1990–2010 climatology.
For years before 2070, annual values are obtained by interpolating both annual electric-
ity price and annual electricity demand between 2013 and 2070 to obtain the corresponding
values between these years. To obtain the cost for the Commonwealth of Massachusetts
by household, I take the ratio between the total cost added across zones and the number
of housing units in Massachusetts (N). Finally, I compute the annualized NPV by housing
units.
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4.4 Data and Descriptive Statistics
I use hourly electricity demand (in GWh) and hourly electricity price (in dollars per MWh)
data for the following load zones: Northeastern Massachusetts and Boston, Western and
Central Massachusetts, and Southeastern Massachusetts. These data are available from
the Interconnected System Operator of New England (ISO-NE)6 for January 1, 2004
through December 31, 2012. Electricity prices are deflacted prices using the Consumer
Price Index of year 2009. Forecasts for electricity demand in 2070 are estimated using
downscaled temperature projections, averaged across different general circulation models,
for a 2 ◦C rise in GMT relative to the climatology of the period 1990–2010 (Ve´liz et al.,
2013b). Finally, the number of housing units in Massachusetts (2,808,254 in year 2010) is
obtained from the U.S. Census Bureau.
The summary statistics (Table 4.2) show the average, standard deviation, minimum
and maximum values for each variable of this study. The northeast/Boston load zone
accounts for most of the demand in Massachusetts (44%), while Western/Central and
Southeastern Massachusetts followed in order of magnitude accounting for 31% and 25%
of the total load in the state. The maximum demand and maximum electricity price
is 50% and 20% higher in the northeast/Boston zone than in the Western/Central and
Southeastern load zones, respectively.
6The ISO-NE name these load zones as: Z.NEMASSBOST (ID: 4008), Z.WCMASS (ID: 4007), and
Z.SEMASS (ID: 4006), respectively. The hourly electricity price that I use in this article corresponds to
the real-time locational marginal price, which is sum of 1) the marginal electricity cost associated with
the unit that is providing the last block of energy to the system, 2) the congestion cost associated to the
provision of generation in that point of the system, and 3) the losses associated to the transmission of the
electricity from the location where it is generated to the location where it is demanded. The latter two
components of the price are important for operational purposes to meet the demand requirements at each
location of the grid, but they account for a small proportion of the total cost. This explains the similarity
among the mean hourly electricity price in the three load zones analyzed in this study. For explanation
purposes, in this study I assume the hourly electricity price equals the marginal electricity cost.
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Within each zone, hourly electricity prices are highly variable. For the northeast/Boston
load zone, prices vary from 0 to 1,275 $/MWh. The largest marginal price is around
twenty-two times larger than the average value, which reflects the non-linear relationship
between load and price, particularly during hours of peak demand. This relation is clearly
illustrated by intraday variations (Figure 4·1). Within a day, price varies considerably
with its peak between 16:00 and 19:00 hrs. Hourly electricity demand follows a similar
pattern with the magnitude of its peak value being up to 55% higher than the lowest
value.
4.5 Results
4.5.1 Hourly Price Model
Hourly electricity demand has a statistically significant impact on hourly electricity price
in all three load zones (Table 4.3). In the quadratic specification, E2 is statistically
significant for the three load zones, while the linear term (E) is significant in the north-
east/Boston and west/center load zones. For all zones E2 is positive and E is negative,
which suggests that the hourly electricity demand response has a convex shape. For in-
stance, in the northeast/Boston zone (E2 = 9.594 and E = -28.526) the effect of hourly
electricity demand on price is always positive. In the cubic specification, E3, E2 and E
are statistically significant for all load zones. The cubic, quadratic and linear terms are
positive, negative and positive, respectively, for all load zones. The cubic specification
provides an equal or slightly better fit, based on the adjusted R2, than the quadratic
specification. Overall, these results reflect that the effect of demand on electricity price is
non-linear in the three load zones.
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When the model (eq 3.1) is estimated from samples that include a single year, similar
results are obtained, as indicated by signs, statistical significance, and geographical sensi-
tivity to changes in demand. In the quadratic model (Table 4.4) I observe that the linear
term is negative and significant, and the quadratic term is positive and significant for most
years and load zones. The largest effect of demand on price is observed in year 2006 for
the northeast/Boston zone, where a demand change of one standard deviation (relative
to its mean) changes prices by 1.86 standard deviations. This result is consistent with
historical statistics which show that four out of the ten all-time peak demands for the New
England interconnected system occurred in year 2006 (Independent Power Operator New
England (ISONE), 2013).7 Therefore, I expect electricity prices in the Northeast/Boston
zone to be more sensitive to demand than in the other load zones due to its relatively
higher temperature and higher share of the state-wide electricity use of air conditioning.
Overall, I observe that across years electricity price is more sensitive to changes in de-
mand in both the Northeast/Boston and the Southeastern Massachusetts zones than in
the Western/Central zone, which is expected given the higher temperature in the former
two regions in comparison with the latter. Results for the cubic model (Table 4.5) show
analogous results with respect to those estimated with one single coefficient for all years
as indicated by signs and regions more sensitive to changes in demand.
4.5.2 Impact of Climate Change on Electricity Price: A Monte Carlo
Simulation
The weighted percentage change in total monthly demand in Massachusetts (δm) is neg-
ative from October to April, and positive for the rest of the year (Table 4.6). δm ranges
7These demands were recorded in the following dates: August 2, 2006 (28,130 MW); August 1, 2006
(27,467 MW); July 18, 2006 (27,329 MW); and August 3, 2006 (27,118 MW).
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between -1.4% (October) and -3.3% (January) during winter and between 2.7% (May)
and 16.2% (August) during summer. The forecast for lower demand in winter is offset by
higher demand in summer, as it is found by Ve´liz et al. (2013b) for the residential and
commercial end-use sectors (δm,res and δm,com). I follow equation 3.4 and 3.5 to calculate
E¯
′day
m and E¯
′night
m , which I use to compute the mean values of the normal distributions for
both night-time and day-time (µday and µnight). For months with a projected decrease in
electricity demand (δm < 0) I find that both µday and µnight are smaller than one, while
for months with a projected increase in demand (δm > 0) I obtain that both µday and
µnight are larger than one (4.7), which is consistent with the monthly increases in demand
projected by Ve´liz et al. (2013b).
Our results indicate that climate change increases the price of electricity in all regions
(Table 4.8). The Northeastern Massachusetts and Boston load zone (NEBoston) has the
largest increase: 14% and 18% in the quadratic and cubic specifications obtained from
the pooled regression, and between 8% (in 2007) and 22% (in 2012) obtained from the
regressions by year. The second largest price rise occurs for WCMA with an annual
average expected increase in electricity price of 13–17% with respect to the entire period
2004–2012. The corresponding figure for the SEMA region is 11–14%. In the three zones,
the largest percentage change in price occurs in 2006 and in the last three years used in
our analysis (2010–2012). This result is consistent with the large demand-price elasticities
I find for these years (Table 4.5 and 4.6).
4.5.3 Increased Expenditures on Electricity
For the scenario in which both price and demand change, I estimate a $676 million rise in
electricity expenditures in 2070, which corresponds to a NPV of $3,589 million for the state
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distributed among load zones as follows: 47% for NEBoston, 30% for WCMA, and 23% for
SEMA (Table 4.9, columns 5 and 6). Overall, each household in Massachusetts will face a
cost of $1,278 (between 2013 and 2070) due to a 2 ◦C rise in GMT. This figure translates
into an annualized extra-cost of $68. According to the Energy Information Administration
(2010) the average monthly bill for residential consumers in Massachusetts is $97, therefore
the extra $68 per year corresponds to an increase of 5.8% in the average annual electricity
expenditure per household.
For the scenario in which demand increases and price is kept constant, the results
indicate that climate change in 2070 increases electricity expenditures by about $127
million (in 2009 dollars) in the Commonwealth of Massachusetts, of which NEBoston,
WCMA, and SEMA account for the 44%, 30% and 27%, respectively. The NPV of the
cost increase between 2013 and 2070 is $721 million for the state, which represents $14
per housing unit per year (Columns 1 and 2). Finally, the cost estimates for the scenario
in which demand is kept constant and price changes indicates that each household will
incur in an additional cost of $168 in year 2070, a NPV for the period 2013–2070 of $945
that corresponds to an annualized cost of $50. This value is more than three times larger
than the one estimated for the previous scenario.
4.6 Discussion
4.6.1 Comparison with Related Studies and Limitations
The results of this study are in line with the findings of previous literature assessing the
impact of climate change on consumers’ welfare in which an overall increase in electricity
expenditures is found (Rosenthal and Gruenspecht, 1995; Mansur et al., 2008; and Ve´liz
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et al., 2013a. 8 9 Overall and regardless of the methodology or the data used in these
analyzes, the main difference between the cost estimates in previous analyzes and the
ones generated in this study is that previous articles understate the impact of a warming
climate on electricity expenditures because they assume that the price of electricity will
not be affected by climate change. In our study I do account for this effect.
In the present study I assume that consumers pay a price equal to the locational
marginal price in each load zone. However, the retail price is a fixed rate that reflects the
average cost of the service provided by the electrical utility which also includes the cost
of transmission and distribution of electricity to every point of the grid (Chao, 2010a).
Further analysis on the structure of these retail rates is required to assess more precisely
how electricity marginal prices are transferred to consumers.
Our estimates of the effect of demand on electricity price would be challenged if in
the New England’s wholesale market large electricity suppliers exercise market power and
increase the hourly price above their marginal cost. This literature has stressed that large
electricity suppliers can exercise market power and increase the hourly price above their
8Ve´liz et al. (2013a) find an increment in the average electricity bill of residential consumers due to
climate change for the forty eight contiguous states. For instance, for an increase of 2 ◦C in GMT in year
2070 they estimate a rise in the residential, commercial and industrial average annual bills in Massachusetts
of 18% ($17 in 2009 dollars), 6% ($35 in 2009 dollars), and 2% ($244 in 2009 dollars), respectively. Thus,
the final weighted average impact across sectors is 9%. Even though this number is not directly comparable
with our estimated impact of 5.8% because the methodologies used in these two analyzes differ in many
ways, there are two factors that explain this difference. First, the electricity demand models examined by
Ve´liz et al. (2013a) use weather–related variables that rely on monthly temperature as opposed to hourly
values used in the present study, which are taken from Ve´liz et al. (2013b). Second, elasticities computed
for cooling by the former study are larger than those computed by the latter (the elasticities for heating
are similar in both studies). For example, in the residential sector Ve´liz et al. (2013a) estimate an elasticity
for cooling that is fifty percent higher than the one computed by Ve´liz et al. (2013b): βcdd = 2.630 as
opposed to βcdh = 1.740. Given that the change in cooling due to global warming is the same in both
studies, different coefficients lead to different estimation of impacts on consumers electricity expenditures.
9The general consensus in the literature is that climate change increases electricity expenditures, and so
causes a welfare loss for consumers. However, I find one peer-review study that contradicts this statement
and predicts a monetary saving for consumers of electricity. Pilli-Sihvola et al. (2010) find that in Northern
Europe climate change causes a reduction in heating expenditures that outweighs the rise in cooling costs.
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marginal cost. Wolak (2003) finds that the price increases in California during June to
September 2000 are due to a large increase in the amount of market power possessed by
large suppliers. However, there are two studies that conclude that this is not the case.
Bushnell and Saravia (2002) and Bushnell et al. (2008) compare the results of Wolak
(2003) for California with estimates of market power for New England. Their findings show
that suppliers in New England had less incentive to manipulate prices than in California,
mainly due to the existence of long-term contracts (as well as vertical relationships),
which are forbidden in California. These contracts imply that firms commit part of their
output at fixed prices to retail consumers, and therefore have a smaller position on the
wholesale market and less incentive to manipulate the price. Therefore, even though price
manipulation due to the exercise of market power might be present in the New England
system, it is much less prevalent than in the Californias system.
An additional limitation to take into account is the capital cost associated with the
installation of new air conditioners, which is assumed to be constant in this study. Climate
change will likely produce that consumers not only use their current air conditioning
units more intensively, but also increase the market saturation of air conditioning (Sailor
and Pavlova, 2003). If I take the estimates by Ve´liz et al. (2013b) and assume that
all the increase in energy between May and September will come from new window air
conditioning units, one in every three households will require a new air conditioner. This
would imply an aggregated cost of $335 million (in 2009 dollars) to all households in
Massachusetts.10 Therefore, our net present value estimates can be thought as a lower
bound of the total impact of climate change on consumer electricity expenditures.
10This exercise assumes a standard 12,000 BTU window air conditioning unit of 1,110 W which operates
12 hours per day from May to September and has a cost of $300 (in 2009 dollars).
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4.6.2 Long Term Implications
In this study I analyze the relationship between short-time price and demand as well as
its associated economic effects. These effects in the short-run will lead to changes in the
planning and the operation of power systems in the long-run. Currently, power investments
are mainly driven by increments in both the economic activity and population. However,
capacity expansions will also have to be planned for a climate-induced load profile which
has a higher level of peak demand in summer and a lower level of demand in winter, so
that more peaking power plants will be needed to operate few hours over a year.
The existing literature analyzing the relationship between power investment and cli-
mate change focuses on climate policy uncertainty (Fuss et al., 2008; Yang et al., 2008;
and International Energy Agency, 2006) rather than on the rate of capacity utilization.
The change in the capacity utilization can be better understood with the load duration
curve concept, which is useful for planning and operational purposes because it allows
us to determine the number of hours that the system load is lower or higher than any
given threshold (Wadhwa, C. L., 2011). A warming climate will change the shape of
the LDC. The LDC will become steeper, i.e. the blocks with the highest demand will
increase its magnitude and the blocks with the lowest demand will shrunk. I construct
the LDC for both the historic and the projected 2 ◦C scenario by plotting in a decreasing
order of magnitude the monthly demand estimates of Ve´liz et al. (2013b). The historic
demand scenario is estimated with cooling and heating degree days that are constructed
with monthly mean temperatures simulated by GCM for the entire period 1990–2010.
During this period a shift in the highest total demand is observed from winter (during
1990–2000) to summer (during 2001–2010). This shift coincides with a higher penetration
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of air conditioning in the U.S. northeast region, in which the number of houses with air
conditioning raised from an average of 62% in the first decade to 77% in the second decade
(U.S. Census Bureau, 2013).11 Analogously, the projected climatic scenario is constructed
with monthly mean temperatures simulated by GCM for a 2 ◦C increase in GMT relative
to the 1990–2010 climatology.
Figure 4·2 shows that the LDC barely changes during most of the year. However, for
the months with the two highest loads, the expected increase in demand due to a 2 ◦C rise
in GMT is sizeable, being as high as 721 GWh for the month with the largest demand
(which corresponds to an increase of 16% in demand). This additional demand will likely
be satisfied with peaking units that have high operation and maintenance costs. These
plants will be less likely to operate during the rest of the year. However, their low capital
investment costs relative to base load power plants are less likely to have a significant
impact on consumers’ welfare.
These additional costs can be partially mitigated if consumers adhere to demand-side
management programs. These programs are designed to reduce peak load by allowing
consumers to sell electricity in response to changes in the spot market price. FERC (2009)
estimates that the total potential peak reduction from subscribing to these programs in
Massachusetts is 17% by year 2019. The results I provide in this study suggest that the
potential peak reduction might be even larger, and therefore provide an additional motive
to reinforce price-responsive demand programs. With regard to their implementation,
Chao, 2010b warns two market features that have prevented the complete incorporation
11Notice that during the period 1990–2010 peak demand is higher in summer than in winter (with the
exception of year 1992). However, these peaks are not enough to make total demand higher in summer
than in winter during the decade 1990–2000.
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of price-responsive demand: the lack of advance metering infrastructure and the practice of
uniform electricity retail rates. For the case of California, he stresses that recent changes to
adopt dynamic pricing as the default rate for all costumers are steps in the right direction.
In Massachusetts, the adoption of a dynamic pricing in which final consumers can observe
more directly the changes in the wholesale electricity price might also be an important
step to change consumption patterns of electricity.12
Finally, these results rely on the evolution of variable and investment costs of peaking
power plants, such as gas turbines, which are assumed to remain constant. The Energy
Information Administration projects that the price of natural gas, which is the fuel more
widely used in peaking power plants, will rise steadily until 2035 (U.S. DOE-EIA, 2013a).
Regarding investment costs, only small improvements in this technology are expected,
compared to renewable technologies such as wind and solar which are still developing.13
These figures suggest that our estimates should be regarded as a lower bound of the effect
of climate change on electricity demand.
4.7 Conclusions
Climate change will affect not only electricity demand but also its price. Most studies that
analyze the impact of climate change on the power industry underestimate consumers’
welfare damages because they quantify the additional expenditures only due to a climate-
induced change in demand while holding electricity price constant. In this study I am the
12Joskow (2012) surveys the literature and recent developments of ”smart grids”, as well as the challenges
of their implementation. He highlights that up to date estimates of the benefits of adopting smart grid
technology are ”not good enough to do cost-benefit analyses”.
13The Annual Energy Outlook assigns a minimum total learning parameter of 5% to IGCC, turbine and
combined cycle plants by 2035. In contrast, this parameter is 20% for fuel cells and wind offshore plants
(U.S. DOE-EIA, 2013b).
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first to quantify the price effect of climate-induced changes in demand.
Our findings indicate that hourly electricity demand is the main driver of hourly elec-
tricity price. I estimate that climate-induced changes in demand will increase electric-
ity prices between 11% and 18%. This figure translates into an annualized increased in
electricity expenditures of $68 (in 2009 dollars) between 2013 and 2070 for an average
household in Massachusetts, which corresponds to a rise in the electricity bill of 5.8%.
This additional cost represents the dual impact that climate change has on the electric
power sector: an increase in both electricity demand and price. Our estimates indicate
that climate-induced change in electricity price will be the main determinant of future
electricity expenditures.
The estimations of this study also have long-term implications. Climate change will
steepen the load duration curve up to 16% in the months with the highest load. This
extra change will imply that more capacity will need to be constructed to run only a
few hours per year. Regarding the demand side, consumers will have an opportunity
to decrease their welfare losses by actively participating on demand-side management
programs. Overall, the understanding of these short and long-run implications is relevant
for preparing consumers, suppliers and governments to assess the impacts of climate change
on the power industry.
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Appendices
Table 4.1: Temperature trends for the Northern hemisphere (1950–2004)
Season Maximum temperature Minimum temperature DTR
∆T¯maxm ∆T¯
min
m
Winter (D–J–F) 0.214 0.309 -0.099
Spring (M–A–M) 0.192 0.252 -0.063
Summer (J–J–A) 0.119 0.174 -0.057
Fall (S–O–N) 0.096 0.178 -0.085
Annual 0.155 0.228 -0.076
Source: Vose et al. (2005), Table 1. DTR corresponds to the diurnal temperature range.
All variables are measured in ◦C per decade.
Table 4.2: Summary statistics of hourly variables
Variable Label Mean Std. Dev. Min. Max. Obs
Electricity demand (GWh) E
NE/Boston 3.0 0.6 1.8 5.7 78,903
WCMA 2.1 0.4 0.7 3.8 78,903
SEMA 1.7 0.4 0.9 3.7 78,903
Electricity price ($/MWh) P
NE/Boston 59 36 0 1,275 78,903
WCMA 59 33 0 1,076 78,903
SEMA 58 32 0 1,063 78,903
Notes: See section 3.4 for the description of data sources.
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Figure 4·1: Hourly Variables by Load Zones in Massachusetts
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Table 4.6: Monthly projected variation in demand due to climate change
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
δm,res -6.7% -5.8% -6.1% -5.8% -5.0% 15.7% 30.0% 29.9% 14.9% -4.1% -7.4% -6.3%
δm,com -2.5% -2.1% -2.4% -2.1% 9.9% 9.9% 11.3% 12.6% 12.2% -0.3% -2.2% -2.4%
δm -3.3% -3.0% -3.0% -3.0% 2.7% 10.0% 15.3% 16.2% 10.5% -1.4% -3.3% -3.0%
Notes: δm,res and δm,com correspond to the estimated changes in hourly demand estimated by Ve´liz et al.
(2013b), Table 3.9. δm is the weighted percentage change in total monthly demand.
Table 4.7: Normal distribution parameters
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
µnight 0.963 0.967 0.967 0.965 1.017 1.097 1.158 1.165 1.102 0.981 0.963 0.966
µday 0.970 0.973 0.973 0.974 1.035 1.102 1.149 1.160 1.107 0.990 0.970 0.973
Notes: µnight =
E¯
′night
m
E¯
night
m
and µday =
E¯
′day
m
E¯
day
m
. We assume that the variance is equal to 0.1 in all months for
both night and day-time distributions (σ2night = σ
2
day = 0.1).
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Figure 4·2: Impact of climate change on total load duration curve
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Chapter 5
Conclusions
An important share of the electricity that we use is devoted to providing adequate levels
of indoor thermal comfort. A warming climate alters the space-conditioning requirements
and, in turn, the way in which consumers use electricity and spend their income. This
dissertation quantifies the consequences of climate change on the U.S. power industry,
by focusing primarily on the effects of a warming climate on the demand for electricity.
Thereby, this research extends the long-standing literature on electricity demand by using
a wide range of econometric techniques and data that vary in their geographical and
temporal scales to assess not only the effects of climate on electricity consumption but
also on the price of electricity as well as on its associated expenditures.
5.1 Summary of Key Findings
Climate change is manifested by an increase in the average annual temperature and also
by an alteration of the seasonal weather pattern. Studies which rely on aggregate annual
data fail to estimate the seasonal nature of climate change and its direct implications for
the electricity sector. In Chapter 2, I account for these seasonal variations in temperature
and estimate monthly demand functions for each state and end-use sector which are used
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to quantify the impact of climate change on electricity demand and expenditures. The
findings from this analysis indicate that the more intensive use of air conditioning during
summer overcomes the reduction of space-heating during winter, for all states and all
end-use sectors of the economy. This resulting increase in electricity demand has a direct
effect on consumers, who will have to bear the cost of climate change by facing higher
electricity bills.
The results of Chapter 2 also point to the weakness in using aggregated data at the
national level. An average electricity response to temperature masks important hetero-
geneity across states due to the inherent regional nature of climate and socio-economic
factors. Within this line, I find that the coefficients on cooling degree days for residential
demand vary considerably across states (from 0.598 in Washington State to 3.999 in Col-
orado). Heating degree days, on the other hand, also present important differences across
regions. It reaches its maximum and minimum effects for residential demand in Florida
(1.609) and Nevada (0.162), respectively. The estimates for the commercial and industrial
sectors also present a significant geographical variation. I use these estimates and monthly
predictions for a 1 ◦C and 2 ◦C rise in global mean temperature to assess the impact of
climate change on electricity demand and expenditures. Here, I also find large differences
across states: the effect ranges from 0% to 24% for the 1 ◦C scenario and from -3% to 30%
for the 2 ◦C scenario, being the Midwest (West North Central and East North Central)
the most affected region and the Pacific and the Northeast the least affected areas. In
this study, I also highlight the importance of generating specific estimates of the impact
of climate change on electricity demand for each type of consumer. My estimates indicate
that residential electricity consumers will be the most impacted by climate change, who
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on average will face an increase in their monthly electricity bills of 13–18%. Commercial
and industrial sectors follow in order of impact with correspondent figures of 5–8% and
2–3%, respectively.
Chapter 3 points to the importance of generating more accurate models and unbiased
forecasts of the impact of climate change on energy consumption. To this end I estimate
a large set of models to test the standard way of modeling electricity consumption, which
uses a predetermined threshold of 65 ◦F to compute weather related variables. My findings
for the Commonwealth of Massachusetts are consistent with previous efforts to understand
the impact of temperature on residential demand: the model that uses 65 ◦F as the tem-
perature threshold is the one that performs statistically best in representing the use of
electricity to satisfy space-conditionings requirements. However, my results for the com-
mercial sector challenge the current way in which researchers model the effect of weather
conditions on electricity demand. I find that not only temperature does play a role in
appropriately modeling cooling services, but also humidity. In hot humid days during the
summer season, air conditioning systems in commercial buildings are turned on to offset
the negative impact that humidity has on human comfort. The model that best character-
izes the effects of temperature on the consumption of electricity is the one that considers
a wet bulb temperature threshold of 55 ◦F. The projected impacts of climate change on
commercial electricity demand are under-estimated by around half (1.3% as opposed to
2.4% increase in demand) when using the standard dry bulb threshold temperature of
65 ◦F.
In Chapter 4, I use the findings for the Commonwealth of Massachusetts from Chapter
3 to quantify the effect that the increase in demand has on the price and expenditures of
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electricity. In the literature (e.g. Mansur et al., 2008, Pilli-Sihvola et al., 2010, Rosenthal
and Gruenspecht, 1995, and Ve´liz et al., 2013a), the impact of climate change on electricity
expenditures is estimated as a function of demand, which changes with climate, and price,
which is assumed not to vary with changes in climate. However, climate change also
alters the price of electricity. A climate-induced increase in demand is satisfied with
electricity generated from more expensive units, which results in a higher clearing price
in the wholesale market. I expand the previous analyses on climate-induced expenditures
by accounting for the dual impact that climate change has on the electric power sector:
an increase in demand and an increase in price. For this purpose, I first model hourly
electricity price as a function of hourly electricity demand and find that an increase in
2 ◦C in global mean temperature raises electricity price between 11% and 18%. This raise
in price together with the rise in demand estimated in Chapter 3 imply that an average
household in Massachusetts will face an additional annualized cost of $68 (in 2009 dollars)
between 2013 and 2070. This figure corresponds to an increase in the electricity bill of
5.8%. My estimates indicate that the climate-induced change in electricity price is the
main determinant of future electricity expenditure changes.
5.2 Future Research
The impacts of climate change can vary extensively across different income groups. A
higher average temperature and more frequent heat waves alter the nature of space-
conditioning requirements for both low and high income groups. However, the increase
in the electricity expenditures estimated in this dissertation will particularly affect low-
income households, for whom electricity expenditures are a larger share of the total budget.
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Further research would be needed to extend the findings of this study and determine the
distributional impacts of a warming climate on electricity demand. As pointed by Rausch
and Rutherford (2008) and Metcalf et al. (2010), addressing distributional concerns is an
important step in the design and implementation of climate policies.
The availability of high frequency data allows researchers to accurately estimate the
impact of climate change on electricity demand. The analysis I perform in Chapter 3, and
particularly in Chapter 4, for the Commonwealth of Massachusetts, is only possible with
hourly data. Therefore, the availability of data on electricity demand, electricity price and
temperature in an hourly basis will foster studies to quantify more accurately the impacts
of climate change on the electric power industry in other climatic regions. In addition, in
the three chapters of this dissertation I use monthly average projections of temperature.
The access to hourly projections of temperature would improve the precision of the esti-
mated impacts of climate on demand, price and electricity expenditures presented in this
study.
Throughout all chapters I assume that electricity supply is largely unaffected by climate
change. Recent contributions to the literature suggest that this might not be the case.
A warming climate impacts hydro generation through alterations in precipitation, water
evaporation, snow melt, and river flow patterns. Although, final estimates of the impact
of climate change on hydroelectricity vary for different geographical zones, Bull et al.
(2007), from the U.S. Climate Change Science Program, report that a 1% reduction in
precipitation leads to a decrease of 1% or more in hydroelectricity production. This figure
is expected to increase when taking into consideration the impact of more frequent and
severe droughts. Climate change also affects thermoelectric power generation. Increases
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in temperature have a negative effect in the efficiency of thermal power plants. A 1 ◦C
rise in temperature implies a reduction of 0.8% in nuclear power generation, and 0.6%
in gas and coal generation (Mideksa and Kallbekken, 2010). Electric power supply is
also influenced by transmission. Higher temperatures raise the resistivity of transmission
lines leading to a decrease in the amount of power available. By and large, including
climate change-induced impacts in the supply side will lead to a higher equilibrium price,
increasing the dollar value change in consumers’ expenditures, and therefore magnifying
the impacts that I describe in this study.
Together, all possible extensions of this research will allow for a more comprehensive
understanding and modeling of the impacts of climate change on both consumers and
producers of electricity.
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