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МЕТОД АДАПТИВНОЙ ИНИЦИАЛИЗАЦИИ НЕЙРОЭЛЕМЕНТОВ В АЛГОРИТМАХ 
ОБУЧЕНИЯ ГРАДИЕНТНЫХ НЕЙРОННЫХ СЕТЕЙ 
 
1. АДАПТИВНАЯ ИНИЦИАЛИЗАЦИЯ СИНАПТИ-
ЧЕСКИХ СВЯЗЕЙ НЕЙРОНОВ В АЛГОРИТМЕ 
ОБУЧЕНИЯ 
Одной из нерешенных проблем при обучении нейронных 
сетей является неопределенность выбора начальных значений 
синаптических связей и порогов нейроэлементов при инициа-
лизации сети [1]. От распределения этих значений сильно 
зависит исход процедуры обучения, а следовательно, и воз-
можность получения требуемой модели в целом. Так, при 
неудачном выборе начальных параметров нейроэлементов 
обучение проходит крайне медленно или же вообще прекра-
щается [1,3]. Это связано с попаданием целевой функции 
обучения в локальные минимумы. Обычно начальные пара-
метры нейронной сети выбираются из некоторого диапазона 
случайных равномерно распределенных чисел, границы кото-
рого определяются эмпирически [1].  
Рассмотрим общие правила модификации весов нейро-
элемента j  слоя l , обладающего логистической (например, 
сигмоидной) активационной функцией, по методу обратного 
распространения ошибки: 
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Так как в данных выражениях в качестве множителя при-
сутствует производная активационной функции 
)]l[jS('
]l[g , то при уровнях выходной активности эле-
мента, близких к асимптотическим, 0)]l[jS('
]l[g ≈ . 
Следовательно, несмотря на возможно высокую ошибку 
нейроэлемента 
]l[
jγ , изменение весовых коэффициентов 
будет очень незначительным. Таким образом, нейроэлемент 
оказывается заблокированным от обучения. Следовательно, с 
точки зрения обучаемости для нейроэлемента можно условно 
выделить области активного и пассивного обучения. При 
этом пассивное состояние  нейрона обуславливается высоким 
уровнем его выходного сигнала и соответственно близкой к 
нулю производной активационной функции. 
Таким образом, при случайной инициализации весовых 
коэффициентов происходит разбиение всего множества 
нейроэлементов сети на активные и пассивные. Если при этом 
большая часть нейронов оказывается в пассивном состоянии, 
то адаптивные свойства  модели значительно ухудшаются, 
так как большая часть элементов не участвует в построении 
отображения. При этом процесс обучения замедляется или 
вообще прекращается. Такая ситуация может иметь место при 
некорректном задании диапазона инициализации весовых 
коэффициентов.  
Рассмотрим факторы, определяющие попадание нейро-
элементов сети в состояние пассивного обучения. Вероят-
ность перехода нейроэлемента j  слоя l  в пассивное состоя-
ние обусловлена значением взвешенной суммы его входной 
активности 
]l[
jS , которая определяется следующими пара-
метрами элемента: 
1) Уровнем входной активности нейроэлемента; 
2) Количеством синаптических связей нейроэлемента; 
3) Верхней и нижней границей диапазона инициализации весо-
вых коэффициентов. 
Таким образом, существует проблема адаптивного выбора 
параметров инициализации сети с учетов вышеперечислен-
ных факторов. Для решения этой задачи была сформулирова-
на следующая теорема. 
Теорема 1. Для нейроэлемента с любой активационной 
функцией 
]l[g  его весовые коэффициенты относительно 
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известных входного 
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sy
−
 и желаемого выходного 
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jd  значений определяются следующим выражением: 
)]l[jd(
]l[G]1l[sy
]1l[N
1m
1]2)]1l[
m
y2B(
]l[N
1k
2)]l[ky1B(
]1l[N
1n
2)]1l[
n
y(1[]l[
sjw
−
∑
+
=
−++
+∑
=
+∑
−
=
−+=
(1.2) 
где 
]l[G  - функция, обратная активационной функции 
]l[g . 
Доказательство: определим выходную активность эле-
мента j  слоя l  согласно правил его функционирования: 
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Очевидно, что 
)d(G)τ(S ]l[j]l[]l[j =                         (1.4) 
тогда: 
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Таким образом, при использовании выражения (1.2) для 
определения выходной активности элемента, был получен 
желаемый выход ]l[jd , что и следовало доказать.  
Теорема 1 определяет правило адаптации весовых коэф-
фициентов нейрона относительно уровней его входной актив-
ности, желаемого выхода и количества входов. Следователь-
но, выражение (1.2) можно использовать для адаптивного 
вычисления границ диапазона инициализации весовых коэф-
фициентов. Для этого используем следующее следствие, при-
водимое без доказательств. 
Следствие 1. Верхнюю и нижнюю границы инициали-
зации связей нейроэлементов можно определить исходя из 
следующего выражения: 
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где 
min],l[
sjw,
max],l[
sjw  - соответственно верхняя и 
нижняя границы инициализации весовых коэффициентов j -
го нейрона слоя l ; min],l[jd,
max],l[
jd  - соответствен-
но верхнее и нижнее желаемые значения выходной активно-
сти нейрона, задаваемые из области активности функ-
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Для каждого нейроэлемента сети инициализация весовых 
коэффициентов выполняется по правилам: 
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где 
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
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Таким образом, применение соответствующих выражений 
(1.6), (1.8) на стадии инициализации  рассматриваемых архи-
тектур нейронных сетей обеспечит попадание нейроэлемен-
тов в области их активности относительно средних уровней 
обучающих эталонов, создавая тем самым условия для после-
дующего обучения. 
Следующие следствия, приводимые без доказательств, 
определяют выражения для инициализации элементов с сиг-
моидной, логарифмической и линейной активационных 
функций. 
Следствие 2. Для нейронной сети, обладающей сигмо-
идной активационной функцией элементов, параметры 
инициализации определяются следующими выражениями: 
1) для нейроэлементов с прямым распространением ин-
формации: 
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2) для нейроэлементов сети Джордана: 











−
−−
∑
+
=
−++
+∑
−
=
−+=
−
−−
∑
+
=
−++
+∑
−
=
−+=
min],l[
jd1
min],l[
jdln]1l[sy
1]
]1l[N
1m
2)1p],1l[my(
]1l[N
1n
2)p],1l[ny(1[
min],l[
sjw
max],l[
jd1
max],l[
jdln]1l[sy
1]
]1l[N
1m
2)1p],1l[my(
]1l[N
1n
2)p],1l[ny(1[
max],l[
sjw
(1.10) 
3) для нейроэлементов сети Элмана: 
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4) для нейроэлементов сети Джордана-Элмана: 
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Следствие 3. Для нейронной сети, обладающей лога-
рифмической активационной функцией элементов, пара-
метры инициализации определяются следующими выра-
жениями: 
1) для нейроэлементов с прямым распространением 
информации: 
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2) для нейроэлементов сети Джордана: 
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3) для нейроэлементов сети Элмана: 
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4) для нейроэлементов сети Джордана-Элмана: 
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Следствие 4. Для нейронной сети, обладающей линей-
ной активационной функцией элементов, параметры ини-
циализации определяются следующими выражениями: 
1) для нейроэлементов с прямым распространением ин-
формации: 
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2) для нейроэлементов сети Джордана: 
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(1.18) 
3) для нейроэлементов сети Элмана: 
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4) для нейроэлементов сети Джордана-Элмана: 
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(1.20) 
В выражениях (1.17)-(1.20) параметр ]l[M  характеризует 
коэффициент линейной функции активации.  
Таким образом, применение результатов следствий 2 – 4 
для выбора диапазона инициализации весовых коэффициен-
тов гарантирует попадание выходной активности нейрона в 
задаваемый диапазон )d,d( max],l[jmin],l[j  относительно 
среднего уровня входной активности элемента 
]1l[
sy
−
. 
Очевидно, что вышеуказанный диапазон активности нейрона 
выбирается исходя из допустимого диапазона активационной 
функции 
]l[g , что позволяет сохранить активность обуче-
ния элемента на ранних стадиях выполнения обучающего 
алгоритма. 
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2. ОБОБЩЕННЫЙ АЛГОРИТМ ОБУЧЕНИЯ ГОМО-
ГЕННЫХ И ГЕТЕРОГЕННЫХ НЕЙРОННЫХ АР-
ХИТЕКТУР 
Общий вычислительный алгоритм последовательного по-
слойного обучения градиентных нейронных сетей состоит из 
следующих шагов: 
1. Сформировать архитектуру нейронной сети: тип сети 
(сеть прямого распространения, сеть Джордана, сеть Эл-
мана или комбинированная рекуррентная сеть Джордана-
Элмана), количество слоев нейроэлементов L , количество 
нейронов в каждом слое L,...1l,N ]l[ = , тип активацион-
ной функции нейроэлементов слоя 
]l[g  (сигмоидная, лога-
рифмическая или для выходного слоя элементов - линейная 
функция). 
2. Сформировать обучающее множество T , состоящее из 
пар входных-выходных эталонов P,...,1p),D,X( pp =  
размерностями, соответствующими количеству входных и 
выходных нейронов сети. 
3. Выполнить адаптивную инициализацию нейроэлементов, 
учитывая тип активационной функции и допустимый диапа-
зон инициализации. 
4. Для каждого текущего эталона p  из множества T  вы-
полнить следующие операции: 
4.1. Сделать текущим (обучаемым) слоем выходной слой 
сети. 
4.2. Определить выходные активности всех нейроэлементов 
сети; 
4.3. Согласно правил алгоритма обратного распространения 
ошибки, определить градиенты ошибок для нейроэлементов 
данного слоя (учитывая тип активационной функции); 
4.4. Определить адаптивный шаг обучения для нейронов дан-
ного слоя, используя соответствующие аналитические вы-
ражения для данной активационной функции; 
4.5. Модифицировать весовые коэффициенты нейроэлемен-
тов данного слоя сети, используя адаптивный шаг; 
4.6. Сделать текущим следующий слой после выходного и 
выполнить для него п.п. 4.2-4.5; 
4.7. Шаг 4.6. выполнить для всех последующих слоев сети до 
входного слоя. 
5. Итерацию обучения 4 выполнять для всех эталонов обуча-
ющей выборки до достижения приемлемого значения средне-
квадратичной ошибки. 
Данный алгоритм позволяет повысить стабильность про-
цесса обучения гетерогенных нейронных сетей с разнотип-
ными активационными функциями благодаря независимому 
обучению нейроэлементов слоя в пределах одной итерации. 
 
3. ЭКСПЕРИМЕНТЫ 
Для моделирования разработанного алгоритма был ис-
пользован временной ряд авиаперевозок размером в 144 эле-
мента, из которого была сформировано обучающее множе-
ство по методу скользящего окна [3]. В качестве базовой была 
принята архитектура, состоящая из 20 нейронов входного 
слоя, 5 нейронов с нелинейными (сигмоидной или логариф-
мической) активационными функциями в скрытом слое и 
одного линейного элемента в выходном слое. В каждом экс-
перименте было выполнено 5000 итераций обучения. Моде-
лировались четыре рассмотренных выше типа нейронных 
сетей с сигмоидной и логарифмической активационных 
функций скрытых нейронов. Для разработанного метода 
наблюдалось общее улучшение стабильности процесса схо-
димости алгоритма, при этом после выполнения адаптивной 
инициализации на первой итерации обучения уровень ошибки 
был значительно ниже по сравнению со случайной инициали-
зацией весов. Результаты обучения сведены в таблицу 1. 
 
ЗАКЛЮЧЕНИЕ 
В работе, освящаемой в статье Головко В. А., Савицкого 
Ю. В. “Адаптивные методы обучения градиентных нейрон-
ных сетей” и настоящей статье, разработаны базовые аспек-
ты обучения градиентных нейронных сетей: метод определе-
ния адаптивного шага обучения и метод адаптивной инициа-
лизации. Данные методы интегрированы в общий алгоритм 
последовательного послойного обучения нейроэлементов 
сети, позволяющий выполнять эффективное обучение слож-
ных нейронных структур с разнотипными активационными 
функциями нейронов. 
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Таблица 1 
Результаты обучения нейронных сетей для различных алгоритмов: MSE (sig) - среднеквадратичная ошибка для сети с сигмоид-
ной функцией активации; MSE (log) - среднеквадратичная ошибка для сети с логарифмической функцией активации; )α(Var  
характеризует использование в алгоритме адаптивного шага обучения; [0.1; 0.9], [-4.2; 4.2] характеризует допустимые диапазо-
ны уровня выходного сигнала для соответствующих активационных функций, задаваемых на этапе адаптивной инициализации 
нейронов  
Тип модели нейронной сети с прямыми связя-
ми 
Джордана Элмана Джордана-
Элмана 
MSE (sig), )α(Var ,[0.1;0.9] 0.0076 0.0091 0.043 0.053 
MSE(log), )α(Var ,[-4.2;4.2] 0.0071 0.0089 0.059 0.087 
MSE (sig), 1.0α =  0.0098 0.0087 0.051 0.096 
MSE (log), 01.0α =  0.093 0.061 0.17 0.23 
 
