In this paper, two SAGE (Subspace-based Alternating Generalized Expectation-maximization) algorithms [1] are derived using a deterministic (D-) version and stochastic (S-) version of the generalized array manifold (GAM) model proposed in [2] for estimation of nominal azimuths of arrival (NAoAs) of multiple slightly distributed scatterers (SDSs).
I. INTRODUCTION
Conventional direction-of-arrival (DoA) estimators are derived based on the specular-scatterer (SS) model which assumes point scattering in the propagation environment. In a scenario where a scatterer has a certain geometrical extent that is small in the view of the receiver (Rx) or local scattering around a transmitter (Tx) located far away from the Rx occurs, the contribution to the received signal can be conceived as the sum of the contributions of multiple sub-scatterers with slightly different DoAs [2] [3] [4] . We refer to such scatterers or clusters of local scatterers as slightly distributed scatterers (SDSs) .
It has been shown in [5] that, in propagation environments with SDSs the DoA estimators derived based on the SS model generate estimation errors with a heavy-tailed probability distribution function. This indicates that large estimation errors might happen with high probability. As alternatives, estimators based on approximation models characterizing the signal contribution of SDSs have been proposed. One of the models is the generalized array manifold (GAM) model [2] . In the same reference, three estimators for the nominal DoA of SDSs have been derived based on subspace-based techniques. Application of these methods requires a common prerequisite, i.e. the propagation environment has to be time-invariant. Another approximation model is the two-ray model proposed in [3] . In this reference, the Spread-F technique is proposed, which can be used to estimate the nominal DoAs and angular spreads of SDSs using uniform linear arrays (ULAs) in time-variant environments.
In this paper we derive two SAGE algorithms based on respectively a deterministic (D-) version and a stochastic (S-) version of the GAM model for estimation of nominal azimuth of arrival (NAoA) of multiple SDSs. The terms "deterministic" and "stochastic" emphasize that the (unknown) parameters of the underlying signal model are assumed to be respectively deterministic and random. 
L L where a(t) E ae(t), ,3(t) = E at(t)6e, and c'(0) = . Using matrix notation, (2) can be written as Y(t) = F(9)t(t) + W(t) with F(9) = [c(9) c'(8)1 and t(t) = [a(t). 3(t)]T.
We assume that the deviations 61,. L are zero-mean uncorrelated random variables with identical variance ao,. Moreover the gain processes a1(t)..aL(t) are uncorrelated complex zero-mean circularly-symmetric wide-sense stationary (WSS) sequences with autocorrelation function Ra, (7-) . Additionally, the azimuth deviations and the gain processes are uncorrelated. As a consequence of these assumptions, o(t) and ,B(t) are uncorrelated complex circularlysymmetric zero-mean WSS sequences with correlation functions R0 (T) = E Ra, (r), and R3(7) = RCR(T) respectively.
In this paper we focus on time-variant environments and assume that R(, tn0-,tn ) = 0 n :# n', n, n'= 1,..., N, or equivalently that, a(t) and ,B(t) are uncorrelated white random sequences. We make the additional assumption that a(t) and ,B(t) are Gaussian random sequences in the S-GAM model.
In a scenario with D SDSs, (2) can be extended to Using a separable solution proposed in [7] In the M-step, Qd = argmaX{QS-SAGE(0l'dJ0' is calculated. By applying a coordinate-wise updating procedure similar to that used in [1], the required multiple-dimensional maximization can be reduced to multiple one-dimensional manimization problems. It can be shown that this coordinate-wise updating still remains within the SAGE framework with the admissible data given in (4).
In the initialization step, the estimates Q'd d = 1. D are computed by using the separable solution proposed in [7] . Notice that P is not necessarily diagonal in this case. The estimates a2d and A are equated to respectively the largest eigenvalue and the smallest eigenvalue of Pl ] IV. SIMULATION STUDIES The performance of the NAoA estimators of the D-GAM and S-GAM algorithms is assessed by means of Monte-Carlo simulations in both a single-SDS scenario and a two-SDS scenario. For comparison purpose the performance of the SAGE algorithm derived with the SS model (SS-SAGE) and the Spread-ESPRIT technique using the two-ray model [3] is reported as well. The environment is time-variant. Totally N = 100 observation samples are considered for each snapshot and 100 Monte-Carlo runs are collected for calculating the root mean square estimation error (RMSEE) of the SDS NAoAs. The Rx is equipped with a ULA consisting of 8 isotropic antennas spaced by half a wavelength. Each SDS consists of L = 50 sub-scatterers. The AoAs of the sub-scatterers are independent, identically von-Mises distributed random variables centred around the SDS NAoA. The complex gains of the propagation paths via the sub-scatterers have equal amplitude and independent [0, 21r)-uniformly-distributed random phases. In addition, the path gain phases and the AoAs are uncorrelated. Under these assumptions, the sequences c(t) and ,B(t) in (2) are uncorrelated zero-mean complex circularly-symmetric nearly Gaussian random sequences. The gains of the propagation paths originating from each sub-scatterer have equal power, i.e. R&, (0) = ... = RaL (0). As a consequence, oi expressed in radian provides a close approximation of the DS of the SDS [4] .
In the single-SDS scenario the NAoA of the SDS is set equal to 1100 and ao = 5°-The SNR at the output of the estimators, which we denote with^1 y, ranges from 0 dB to 30 dB. Fig. 1 [3] .
In the two-SDS scenario, the SDS of interest (SDS) has a fixed NAoA equal to 1100. The NAoA spacing Ai between SDS1 and the second SDS (SDS2) ranges from 50 to 40°. For the two SDSs oj = 30 is selected. Furthermore we consider a situation with strong SDS power unbalance, i.e. 9 dB. The output SNRs for SDS1 and SDS2 are 20 dB and 29 dB respectively. Fig. 2 (a) and Fig. 2 [2] . The estimators yield low computational complexity and can be used with arbitrary arrays.
Monte-Carlo simulations show that in a single-SDS scenario, the SAGE algorithm derived based on the stochastic GAM model (S-GAM SAGE) retuaos lower root mean square estimation errors than the algorithm derived from the deterministic GAM model (D-GAM SAGE), as well as the Spread-ESPRIT technique using the two-ray approximation model proposed in [3] . Further simulations in a two-SDS scenario show that in case of significant power unbalance between the SDS the azimuth separation between these SDSs need to be larger than twice the intrinsic azimuth resolution of the used array for the NAoA estimators to perform reasonably accurately. However, the S-GAM SAGE algorithm shows more robust performance in such a scenarioean the other above-mentioned estimators when the NAoA separation between the SDSs is small and outperform them when the separation is large.
The proposed algorithms can be applied in time-invariant environments with minor modifications. Extension of these algorithms to include estimation of the direction, i.e. azimuth and elevation, of arrival and the direction of departure is straightforward when multiple-input multiple-output (MIMO) applications are considered.
