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Abstract. Let E(x), for x in a 2d-dimensional phase space, be an ir- The study of non-relativistic quantum mechanics in terms of an associated classical phase space is an old subject. Perhaps the most widely known map taking quantum states to functions on phase space is the Wigner transformation 19]. However, since the Wigner function of a state need not be integrable, it often represents a \probability" density, in which an in nite positive probability is cancelled by an in nite negative probability to give formally the normalization to unity. These in nities make the Wigner function practically useless in studies in which the statistical interpretation of Quantum Theory is taken seriously, or, on the technical side, whenever norm estimates of states or observables are desired.
There is a well-known alternative to the Wigner function avoiding these di culties, )=2 of which the coherent reference state is the ground state is a free parameter).
Apart from this arbitrariness these positive distributions have the unpleasant feature of introducing additional \uncertainty": they have larger variances for both position and momentum than the corresponding quantum state (When it makes sense, the Wigner function reproduces the quantum variances). The least increase in variance is guaranteed by constructing the positive distribution with coherent (minimal uncertainty) states, and this is indeed the only option usually considered in the literature. However, the variance is only a very crude measure of the spread of a probability distribution in phase space, and for many purposes other measures of \concentration in phase space" are relevant. Folklore would suggest that, whatever the notion of concentration, the most concentrated classical densities associated with any quantum state are those of a coherent state, where the positive density is also constructed with a coherent reference state.
In this note we give a positive and a negative result in this direction. The positive result is a strengthening of a result by Lieb 8], and makes the above statement precise when the measure of concentration is an L p norm, or the Shannon entropy of the classical density. This result, plus an analogy with a well-known inequality for the rearrangement of convolutions had led the present author to conjecture a much more general inequality. The conjecture was presented at the Nottingham Quantum Probability workshop. In the meantime, however, it has turned out that it fails in general: there are measures of concentration of quantum states in phase space which are not maximized by coherent states.
We now x the basic notations and conventions for phase space quantum mechanics.
For a more complete exposition the reader is referred to 16, 17] . By a phase space we will mean a 2d < 1 dimensional real vector space X with a non-degenerate antisymmetric 
Von Neumann's Theorem also implies that symplectic linear transformations of X are implemented by unitary operators. We will only need the phase space inversion x 7 ! ?x, given by the unitary operator (U ? )( ) = (? ). It will be convenient to denote the automorphisms of phase space translation and inversion of classical and quantum observables by the same letter :
A crucial formula of the theory is the square integrability of the Weyl system in the sense that
where \dx" is the Lebesgue measure on phase space, normalized using Planck's constant h = 2 , i.e. dx = (2 ) ?d dp 1 dp d dq 1 
The correspondence between classical states and observables, given by functions on X, A( x ? B) : (5) Note that the second an third lines follow from the rst by substituting the appropriate action of x and ? , and replacing the integral by the trace if necessary. Note that AFB is an integrable function by virtue of equation (4) These de nitions make the space R , including all questions of harmonic synthesis (relating ideals to the set of points where all Fourier transforms of elements of the ideal vanish) is completely reduced to the classical case. Another useful consequence is a one-to-one correspondence of phase space translation invariant subspaces of L 1 (X; dx) and B(H), respectively 16, 17] . Under this correspondence the continuous functions vanishing at in nity are associated with the compact operators, the CCR algebra is associated with the almost periodic functions, and so on. One obtains simple proofs for some operator theoretic theorems by using correspondence for \reduction to the classical case". Typical examples are the Riemann-Lebesgue Lemma for the inverse Fourier transform (\ R dx f(x)E(x) is a compact operator for f 2 L 1 (X; dx)"), and the theorem that an operator A 2 B(H), which is strongly continuous for x , is in the norm closed subspace generated by the E(x) (i.e. in the CCR-algebra) if and only if the orbit f x (A) x 2 Xg is norm-precompact.
We have cited these results to give support to the intuition that the operation \F" indeed deserves the name \convolution", and that it is reasonable to expect quantum analogues of results in classical harmonic analysis. On the other hand, the results cited above do not refer to the ordering of L 1 (X; dx) and T (H). But it is precisely the di erence in these order structures which determines the geometry of the respective state spaces, and hence make all the di erence between quantum and classical theories. Of course, the convolution of positive objects is positive. In fact, the convolutions (5) may be characterized by their order properties: any normal operator from L 1 (X; dx) to B(H), or in the opposite direction, which takes positive elements into positive elements, and intertwines the actions x , is of the form \convolution with a xed density matrix" (positive trace class operator of trace 1) 16, 18] . This is the general form of the positive classical distribution functions mentioned in the introduction.
The operator of convolution with a density matrix is \doubly stochastic" in the sense that it preserves 1I, and maps the trace into the integral, and conversely. As a corollary one has the Berezin-Lieb inequalities 13, 16] Z dx f(x) tr fFT 1 Z dx (T 2 FT 1 Ff)(x) ; (7) where is any positive convex function on IR + with (0) = 0, and T i are density matrices. This is saying that convolution with T i produces functions/operators which are less and less concentrated in phase space. If one wants to get sharp estimates of quantum operators fFT 1 from the Berezin-Lieb inequalities, one would like to have the di erence between the two sides as small as possible, which requires T 1 FT 2 to be concentrated in phase space as sharply as possible. Since j(T 1 FT 2 )(x)j 1 for all x, -function-like concentration is impossible. For studying quantum-classical correspondence we therefore need to learn more about the set of functions
Unfortunately, very little is known about this set.
The aim of the present note is to describe this set better with regard to \concentration in phase space". We can make this notion precise by setting up a theory of \stochastic majorization" in the context of semi-nite W*-algebras with distinguished faithful trace. The basic order relation of such a theory \A B", read as \A is more mixed than B", is de ned for A; B positive elements, not necessarily in the same W*-algebra. One of the equivalent ways of de ning it is that tr (A) tr (B), holds forall positive convex functions vanishing at 0. This is not quite the same as the Alberti-Uhlmann ordering 1], since it does not trivialize in the abelian case, and depends explicitly on the trace chosen in each algebra. The Berezin-Lieb inequalities can be written as T 2 FT 1 Ff T 1 Ff f, and are hence an example of a comparison of elements of di erent algebras in this ordering. When both A B and B A, we say that A and B are rearrangements of each other. This is equivalent to saying that they have the same distribution function with respect to the respective traces.
In phase space the natural trace is given by the R dx. Therefore, we would like to nd density matrices T i such that
A more detailed version of this problem asks for the rearrangements of T 1 and T 2 making such an integral maximal for a given . )=2, where P; Q are momentum and position operators in the standard representation (2) , and if the eigenvalues of A are decreasing with respect to the eigenvalues of H. It is clear that every positive trace class operator T has a unique decreasing rearrangement b T in this sense, computed by forgetting its eigenbasis, and arranging the eigenvalues along the spectrum of H. There is a simple kind of rearrangement inequalities in 6] stating that the integral of a product of two functions becomes maximal, when they are rearranged to be monotonic with respect to each other (e.g. both symmetrically decreasing). Such statements carry over trivially to the rearrangement of operators. However, the result of Riesz is much deeper. Its quantum analogue would be the a rmative answer to the following Question, and was conjectured to be true by the author at the QP workshop in Nottingham. One can show, using the generating function of the Laguerre polynomials, that the convolution of symmetrically decreasing objects (functions or operators) is symmetrically decreasing. This readily implies (as in 6]) that if the above question has an a rmative answer for projection operators T 1 ; T 2 , this holds for general T i , and also for an arbitrary number n 2 of factors.
Of course, the most interesting case is to nd least mixed elements of the set D of probability densities, without constraint on the rearrangement classes. This amounts to maximizing (9) over all density matrices T 1 ; T 2 . It is clear from the convexity of that this maximum will be attained when both density matrices are pure. Apart from the classical analogy the main piece of supporting evidence for conjecturing the above Questions to have a rmative answers was the following Theorem, which is a slight extension of a result of Lieb 8], who proved it under the additional assumption that one of the two vectors '; is already coherent.
Theorem. The answer to Question 2 is \yes", when (t) = t s with 1 < s < 1.
Proof : The proof follows closely the arguments in 8], who considers only the special case in which ' is already assumed to be Gaussian (11) In fact, this improved bound would be equivalent to Question 2.
The rst indication that the answer to Question 2 (and a fortiori the answer to Question 1) is \no", came from an analysis of the expression in Question 2, when both ' and are close to the same coherent state . We brie y indicate the argument without giving the details of the computations. Let us consider di erentiable curves t 7 ! ' t ; t of unit vectors, with ' 0 = 0 = . For our purposes we can write ' t = + t _ ' + ; (12) and similarly for . The normalization condition then means that <eh ; _ 'i = 0, and <eh ; 'i + h _ '; _ 'i = 0. Let be a xed positive convex function with (0) = 0, which we assume to be twice di erentiable. Then, setting t (x) = jh' t ; E(x) t ij 2 , and = 0 (x), our aim is to decide whether I(t) = R dx ( t (x)) has a local maximum at t = 0. Hence we expand I to second order in t. The rst derivative of I vanishes because is an eigenvector of the operator A = Z dx 0 ? (x) E(x)j ih jE(x) = 0 ( )FP 0 ; (13) where P 0 = j ih j is the ground state projection of the harmonic oscillator. For the vanishing of the rst order it would be su cient that ' 0 and 0 are both oscillator eigenvectors. Using the equation for the vanishing of the rst order, one can eliminate the ' and from I. Moreover, in many of the terms making up I the angular integration gives zero. In particular, all terms vanish in which only one derivative appears, or in which all _ '; _ appear in the antilinear (resp. linear) arguments of the scalar products. 
(The omission of a star on the last factor in C is not a misprint). One readily veri es that both B and C are diagonal in the oscillator eigenbasis, and the de niteness of the second derivative becomes equivalent to B n jC n j ; (15) (18) and in fact the inequality (15) fails for all n 3 and su ciently large t. Hence we have proven that the answer to Questions 1 and 2 is \no" in general.
Of course, this proof is rather indirect, and an explicit counterexample would be preferable. We can take the above computation as a guideline, and set ' = cos 0 + sin 3 = cos 0 ? sin 3 ; (19) 
so the di erence is indeed positive. This computation has to be done with some care, since we are looking for a relatively small di erence. It is simpli ed by observing that for small (resp. large) radial coordinates the density jh'; E(x) ij 2 is larger (resp. smaller) than for all angles, so that these parts can be integrated analytically. The remaining integral is then done in polar coordinates, where the integration over the angle can also be done analytically, leaving an expression involving an arcsin.
It is clear that this counterexample is not optimal. It would be interesting to maximize the above integral with respect to '; for any xed value of . It would also be interesting to see whether there is also a counterexample when one of the two vectors is coherent, corresponding to the special case of the Theorem originally treated by Lieb. Another open problem is to determine the best constants of the Young and Hausdor -Young inequalities for the convolutions (5) in analogy with 2]. Are they attained for Gaussians, as in the classical case?
