Abstract. We study the asymptotic behavior of the solutions of the Navier-Stokes system in a thin domain Ωε of thickness ε satisfying the Navier boundary condition on a periodic rough set Γε ⊂ ∂Ωε of period rε and amplitude δε, with δε rε ε. We prove that the limit behavior as ε goes to zero depends on the limit λ of δεε ε . Namely, if λ = +∞, the roughness is so strong that the fluid behaves as if we had imposed the adherence condition on Γε. If λ = 0, the roughness is too weak and the fluid behaves as if Γε were a plane. Finally, if λ ∈ (0, +∞), the roughness is strong enough to make a new friction term appear in the limit.
Introduction.
The most usual boundary condition for a viscous fluid surrounded by an impermeable wall is the adherence condition, which establishes that the velocity of the fluid vanishes on the boundary. However, some other boundary conditions can be imposed. The Navier boundary condition consists in adding to the impenetrability condition (i.e., that the normal velocity vanishes) that, on the tangential component, the wall acts as a friction force. In the present paper we are interested in the relationship between the adherence and the Navier conditions for the case of a rough boundary.
In [12] , it has been considered a rough boundary Γ ε described by the equation
with r ε > 0 a parameter devoted to converge to zero, ω a bounded open set of R 2 , and Ψ a smooth periodic function. It has been proved that, assuming that the wall Γ ε is impermeable (i.e., the normal velocity vanishes) and that the velocity is bounded in the topology of the Sobolev space H 1 , then, in the limit, the velocity u of the fluid satisfies the condition u(x 1 , x 2 , 0)∇Ψ(z 1 , z 2 ) = 0 ∀ (z 1 , z 2 ) ∈ R 2 , a.e. (x 1 , x 2 ) ∈ ω.
In particular, if
which always holds except in the case where Ψ is constant in one direction, we get that the velocity of the fluid vanishes on the boundary; i.e., it satisfies the adherence condition. Therefore, under these assumptions, the Navier and adherence conditions are asymptotically equivalent. This shows that the adherence condition, which is usually observed in practice, may be due to the existence of microasperities.
The equivalence between the Navier and adherence conditions was also proved in [10] for the more general case of a boundary (not necessarily periodic) described by the equation
with Ψ ε a sequence of Lipschitz functions which converges uniformly to zero and such that the support of the Young measure associated to ∇Ψ ε contains at least two independent vectors.
In [14] was considered the case of a viscous fluid satisfying the Navier condition on a slightly rough boundary described by the equation
with (1.3) lim ε→0
δ ε r ε = 0, and Ψ smooth and periodic. Note that (1.3) implies that ∇Ψ ε converges uniformly to zero, and so the Young measure associated to ∇Ψ ε is zero. Therefore we are not in the conditions of [10] . It was proved in [14] (see also [16] ) that now the asymptotic behavior of the fluid depends on the limit Namely, if δ ε /r 3 2 ε tends to infinity and (1.2) holds, then the Navier and adherence boundary conditions are still asymptotically equivalent, while if δ ε /r 3 2 ε tends to zero, then the fluid behaves as if the boundary were a plane. The case δ ε ∼ r 3 2 ε is the critical size where the roughness is not so large to imply the adherence condition but is large enough to make a new friction term appear in the limit.
A general result about the form of the limit equation for the Navier-Stokes system satisfying the Navier condition on a (nonnecessarily periodic) rough boundary has been obtained in [9] .
The above results relate to a fixed height domain. Our aim in the present paper is to extend the results in [14] to the case of a domain of small height ε. Namely, for a smooth bounded open set ω ⊂ R 2 and a function Ψ in W 2,∞ loc (R 2 ), periodic of period Z = (−1/2, 1/2) 2 , we will consider the open set Ω ε given by
The parameters r ε , δ ε are positive and satisfy δ ε r ε ε in the following sense: Assuming a viscous fluid governed by the Navier-Stokes system and satisfying the Navier condition on the rough boundary
we show that its pressure and velocity converge to the solutions of a Reynolds system which depends on
The role of λ is similar to that of the limitλ defined by (1.4); in fact these parameters agree if the height ε is tending to one. Thus, we have the following:
• If λ = ∞ and (1.2) holds, then the fluid behaves as if we imposed an adherence condition.
• If λ ∈ (0, +∞), then the roughness is not strong enough to give the adherence condition in the limit but is enough to obtain a new friction term in the limit.
• If λ = 0, the roughness is so weak that the fluid behaves as if the wall were a plane. As in [14] , the proof of our results is based on the unfolding method [4] , [11] , [18] , but here it is necessary to combine it with a rescaling in the height variable, in order to work with a domain of height one. Our results were announced in [15] for the case of the Stokes system.
The above references given in this introduction are related to the asymptotic behavior of a viscous fluid satisfying the Navier condition on a rough boundary. Other boundary conditions have been considered by other authors. For example, the case of nonhomogeneous Dirichlet conditions is studied in [2] , and [19] for fixed height domains, and in [5] , [6] , [7] , and [8] for small height domains. The case of fixed height domains with Fourier conditions is considered in [3] .
Notation.
The elements x ∈ R 3 will be decomposed as x = (x , x 3 ) with x ∈ R 2 , x 3 ∈ R. By Z , we denote the unitary cube of
2 ) 2 , and by Q the set
We use the index # to mean periodicity with respect Z ; for example,
For a bounded measurable set Θ ⊂ R N , we denote by L 2 0 (Θ) the space of functions of L 2 (Θ) with null integral. We denote by ε, r ε , and δ ε three positive parameters which tend to zero and satisfy 
We denote by ν the outside unitary normal vector to Ω ε on ∂Ω ε . The orthogonal projection on the tangent space of ∂Ω ε will be denoted by T , i.e.,
For k ∈ Z 2 and ρ > 0, we denote
We define κ :
Note that κ is well defined up to a set of zero measure in
For a.e. x ∈ R 2 we define C rε (x ) as the square C k rε such that x belongs to C k rε . We denote by V the space of functions v :
It is a Hilbert space endowed with the norm · V defined by
We denote by O ε a generic real sequence which tends to zero with ε and can change from line to line.
We denote by C a generic positive constant which can change from line to line.
Main results.
In the present section we describe the asymptotic behavior of a sequence (u ε , p ε ), solution of the Navier-Stokes system (3.1) (2.5) . The viscosity μ is assumed strictly positive and the friction coefficient γ nonnegative. The right-hand side f ε is of the form
The proof of the corresponding results will be given in the following sections.
The existence of solution for problem (3.1) and a priori estimate is given by the following result.
Theorem 3.1. We consider ω a bounded domain of class
In fact, the pressure p ε can be decomposed as
, and
Remark 3.2. Although we have stated Theorem 3.1 for ω of class C 2 , the result can be extended for ω Lipschitz or more generally for an open set satisfying the interior uniform cone condition, but the proof is much more difficult. This corresponds to a particular case of a work in progress, where we also give some applications to linear elasticity. This would extend Theorems 3.3, 3.4, and 3.8 below to the case of ω Lipschitz.
As is usual when dealing with thin domains, we use the dilatation
which transforms Ω ε in the sequence of open sets with fixed height, Ω ε , defined by (2.6). Thus, we introduceũ
Our goal then is to describe the asymptotic behavior of these new sequencesũ ε , p ε . This is given by the following theorem. Theorem 3.3. We consider ω a bounded domain of class C 2 . Assume there exists (this always holds for a subsequence)
be a solution of (3.1) and letũ ε ,p ε be given by (3.6). 
Then we havẽ
are the unique solutions of the system (3.10)
plus the following boundary condition on Γ, which depends on the value of λ.
(i) If λ = +∞, then defining
we have thatũ satisfies
and R ∈ R 2×2 by (3.14)
(iii) If λ = 0, then we have thatũ satisfies
From (3.10), (3.12), (3.15), and (3.16), as is usual in the asymptotic study of fluids in thin domains, we can prove that the limit pressurep is a solution of a Reynolds problem and that the functionsũ andw can be explicitly obtained fromp. This implies in particular that the system satisfied byũ ,w, andp has a unique solution such as has been stated in Theorem 3.3. For the sake of simplicity, we just consider the case wheref does not depend on the variable y 3 . Note that this assumption usually holds in the applications because Ω ε is very thin, and so the variations in height of the exterior forces can be neglected.
Theorem 3.4. We consider ω a bounded domain of class 
where P W ⊥ denotes the orthogonal projection from R 2 to W ⊥ . Moreover,ũ andw are given bỹ
is the solution of the Reynolds problem
Moreover,ũ is given by
a.e. y ∈ Ω, andw is defined by (3.19) .
(iii) If λ = 0, thenp is the solution of the Reynolds problem
andw is the null function. Remark 3.5. For λ = +∞, Theorem 3.3 shows that u ε , p ε behave as if we had assumed in (3.1) that Γ ε were the plane boundary {x 3 = 0} and that the boundary condition on Γ ε were (3.24) In particular, if W is R 2 (which is true except if Ψ is constant in one direction), we deduce that the Navier condition in (3.1) is asymptotically equivalent to the adherence condition u ε = 0 on Γ ε .
For λ ∈ (0, +∞), Theorem 3.3 shows that the asymptotic behavior of u ε and p ε is the same as if Γ ε were the plane boundary {x 3 = 0} and the boundary condition on Γ ε were
i.e., although the roughness is not strong enough to deduce that the Navier condition on Γ ε is equivalent to (3.24) , it is sufficient to provide the new friction term λ 2 Ru ε in (3.25).
For λ = 0, the roughness is so weak that u ε and p ε behave as if Γ ε were the plane boundary {x 3 = 0} and the boundary condition on Γ ε were
Remark 3.6. The critical size λ ∈ (0, +∞) can be considered as the general one. In fact, the cases λ = 0, λ = +∞ can be obtained from this one, taking the limit in (3.15) when λ tends to zero and infinity, respectively.
Remark 3.7. Theorem 3.3 generalizes the result proved in [14] for a fluid with fixed height. In [14] the critical size is δ ε ≈ r 3/2 ε , which agrees with the critical size in the present paper δ ε ≈ r 3/2 ε /ε 1/2 when ε = 1. Moreover, the functions φ i and q i are the same functions which appear in [14] to describe the behavior of the velocity and the pressure near the rough boundary. We observe that in our case, the expression (3.7) for λ depends not only on the parameters δ ε , r ε which define Γ ε but also on the height ε of Ω ε . This is due to the fact that far from the rough boundary the behavior of the fluid is different from the corresponding one in [14] .
The following theorem (corrector result) provides approximations of u ε , Du ε , and p ε in the strong topology of L 2 (Ω ε ). The sets Ω
be a solution of (3.1) and letũ ε ,p ε be defined by (3.6). Then, depending on the value of λ, the functionsũ ∈
given by Theorem 3.3 satisfy the following:
, as a solution of (3.13) and defining
Remark 3.9. If we assume thatũ belongs to H 1 (Ω) 2 , then we can rewrite the last limit in (3.31) as
By Theorem 3.4, iff does not depend on y 3 , a sufficient condition to haveũ in 
Proof. We divide the proof in two steps.
Step 1. Let us first consider the case ω = R 2 . Using the change of variables y = x/ε, which transforms Ω ε into
withδ ε = δ ε /ε,ř ε = r ε /ε , we get that, in this case, Lemma 4.1 is equivalent to showing that there exists C > 0 such that for every We will use the following notation:
We take e 1 , e 2 to be the vectors of the canonical basis in R 2 .
For every k ∈ Z 2 we define the sets C k and C k by
Note that the triangles T
, provide a triangulation in R 2 whose vertexes are pairs of integer numbers.
For
, we define w ε as the unique solution of the Dirichlet problem
Observe that this problem has a unique solution because, for ε small,Ω ε is contained in the set R 2 × (−M, 1) for some M > 0, and thus there exists a Poincaré constant forΩ ε , independent of ε. Moreover, the sequence w ε satisfies
Now, we define p 
We also take
In order to estimate the two integrals on the right-hand side of (4.9), let us use Proposition 4.1 (ii) in [14] (see also [9] , [17] ) and definition (4.6) of w ε , which prove that there exists C > 0 independent of ε such that (4.10) 
and then, by (4.10), (4.12)
From (4.11) with A = C k and A = C k +e 1 , which are contained inČ k , we can estimate the first term on the right-hand side of (4.9) by
Using the same reasoning in the second term on the right-hand side of (4.9), we get
In the same way, we can also prove
Using that every setČ k intersects at most 24 setsČ l , l = k , and (4.7), we deduce (4.13)
On the other hand, using that in each triangle T 
Thus, adding in k ∈ Z 2 , we get
This inequality and (4.13) show (4.5).
Step 2. Let us now consider the case of a half-space ω = (0, +∞) × R. Once the corresponding result is proved, the general case will easily follow by using a system of local charts.
We define
Then it is easy to check that ∇p * 
Moreover, p ε can be decomposed as
, and 
The first term on the right-hand side of this inequality can be estimated by using the Poincaré-Wirtinger inequality, which gives
and therefore by (4.2) we get
Taking into account this estimate in (4.16) and using again (4.2), we have then proved
which, combined with (4.2), proves (4.15).
To finish the proof it is enough to remark that (4.15) implies 
Proof. Since Ω ε is Lipschitz, it is well known that (using that ∇ :
Showing that v ε satisfies (4.17), we then get the result. For this purpose, we use v ε as a test function in (4.18), which, applying (4.14) to q ε , gives
and then (4.17 
(ii) The function w ε belongs to L 6 (Ω ε ) and
Proof. Statement (i) easily follows using that
In order to prove (4.20), we extend w ε (x) by zero for
and thus the result follows from Proposition 4.1 (iii) in [14] . Proof of Theorem 3.1. Taking into account that Ω ε is Lipschitz and then that C 1 (Ω) 3 is dense in H 1 (Ω) 3 and that Sobolev's inequality holds, we have that every
and so, if v also satisfies vν = 0 on ∂Ω ε , div v = 0 in Ω ε , we get that Using u ε as a test function in (3.1) and taking into account that div u ε = 0 in Ω ε and the boundary conditions imposed to u ε , we have
where, thanks to the structure (3.2) of f ε and estimate (4.19) applied to u ε , we can estimate the right-hand side by 
combined with the first and second assertions in (3.3) and u ε L 6 (Ωε) 3 ≤ Cε 
Some compactness results.
In this section we obtain some compactness results about the behavior of a sequence (u ε , p ε ) satisfying the a priori estimates (3.3) and (3.4) combined with the boundary conditions u ε = 0 on ω × {ε}, u ε ν = 0 on ∂Ω ε \ (ω × {ε}), but where (u ε , p ε ) is not necessarily the solution of any PDE.
, and such that there exists a constant C independent of ε satisfying 
Therefore, up to a subsequence, there existũ ∈ H 1 (0, 1; L 2 (ω)) 3 , withũ(1) = 0, and
and (5.8), (5.10) hold. By (5.13), we also have that
and then (5.10) implies that
, and therefore, up to a subsequence, there existsw ∈ H 1 (0, 1; H −1 (ω)), withw(1) = 0 in H −1 (ω), such that (5.9) holds. By (5.13), we get thatũ 3 = 0, which finishes the proof of (5.8). From (5.9), (5.10), and (5.14), we also deduce (5.4). Now, we consider η ∈ C ∞ (ω). Integrating by parts intoΩ ε and taking into account that u ε ν = 0 on ∂Ω ε , we get
Since (5.11) and (5.12) imply
we can write the previous equality as
Passing to the limit in this equality by means of (5.8) and (5.10), we get
which implies (5.5) and (5.6). Integrating (5.4) into (0, 1), we now deduce thatw(0) = 0, which concludes the proof of (5.3).
Finally, if we assume that div u ε = 0 in Ω ε , we have
which combined with (5.10) proves thatπ is the null function. Moreover (5.14) and (5.15) imply that ∂ y3ũε,3 /ε 3 is bounded in H 1 (0, 1; H −1 (ω)). Therefore convergence (5.9) holds in fact in H 2 (0, 1; H −1 (ω)), and sow is in H 2 (0, 1; H −1 (ω)). Downloaded 05/23/16 to 150.214.182.169. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
The change of variables (3.5) does not provide the information we need about the behavior of u ε in the part of Ω ε close to Γ ε . To solve this difficulty, we introduce an adaptation of the unfolding method (see [4] , [11] , [13] , [14] , [18] , and [20] ), which is strongly related to the two-scale convergence method (see [1] , [22] ). For this purpose, given u ε ∈ H 1 (Ω ε ) 3 , u ε = 0 on ∂Ω ε \ Γ ε , and assuming u ε extended by zero to the set Λ ε given by (2.2), we define u ε by
Remark 5.2. For k ∈ Z 2 the restriction of u ε to C k rε × Z ε does not depend on x , whereas as a function of z it is obtained from u ε by using the change of variables
which transforms Q k rε into Z ε . Therefore, the idea in the definition of the functionû ε is to realize a dilatation in order to study the behavior of u ε at a very small distance of Γ ε . In addition, we observe that the change of variables (5.17) , with x fixed, transforms Γ ε into the surface z 3 = −δ ε /r ε Ψ(z ), which, thanks to the assumption δ ε /r ε converging to zero, almost agrees with the plane boundary z 3 = 0.
We will use the following lemma, whose proof is elementary and thus omitted.
Then we have the following: 
such that for every M > 0, the sequence u ε defined by (5.16) satisfies
Proof. We proceed in four steps.
Step 1. Let us obtain some estimates for the sequence u ε defined by (5.16).
For M > 0, definition (5.16) of u ε and (5.1) prove that for every ε > 0 small enough (depending on M ), we have (5.22)
On the other hand, defining
a.e. x ∈ R 2 , using the inequality
and taking into account (5.22), we deduce that
and then 
3 , we can apply Lemma 5.3 (ii) to deduce that the right-hand side of the above equality tends to zero in H −1 (R 2 ). Therefore, passing to the limit in the previous equation by (5.26) and taking into account the arbitrariness of M , we get
Analogously we can prove
These equalities prove the periodicity of u.
Step 3. Using the continuous embedding of 
Step 4. Using the change of variables (5.17) in the equality u ε ν = 0 on Γ ε , we get (5.29)
Thanks to (5.22) and (5.29), we then have 
Dividing by ε 3 r ε , using definition (5.25) of U ε , and taking into account that ∇Ψ has null integral in Z and (2.1), we get
and then, by (5.26),
This convergence and (5.28) imply (5.18) and (5.19), depending on whether λ is infinite or finite. 
Proof. For every M > 0, using the definition of p 1 ε and (5.31), we deduce that for every ε > 0 small enough (depending on M ), we have satisfies ϕ ε = 0 on ∂Ω ε \ Γ ε , ϕ ε ν = 0 on Γ ε . Taking such ϕ ε in (6.3) and reasoning as above, we can pass to the limit to deduce that (6.24) holds for suchφ . When the dimension of the space W defined by (3.11) is zero or two, it is clear, reasoning by density, that this implies thatũ ,w,p are a solution of (3.10) and (3.12) . When the dimension of W is one, we can reason as follows. We consider a unitary vector ξ ∈ R 2 generating W . Then, for everyφ ∈ C By density, this equality holds true for everyφ ∈ H 1 (Ω) 2 , withφ = 0 on ∂Ω \ Γ. In the particular case whereφ ∈ W ⊥ on Γ, we have thatφ(y , 0)ξ = 0 in ω, and then (6.26) proves that (6.24) holds for suchφ ; i.e.,ũ ,w,p are a solution of (3.10) and (3.12) .
Proof of Theorem 3.4. To simplify the exposition let us consider only the case λ ∈ (0, +∞). The other cases are obtained by proceeding similarly.
Integrating once with respect to y 3 the homogenized system (3.10), taking into account that bothp andf do not depend on the variable y 3 , and using the boundary condition (3.15) on Γ, we get (6.27) −μ∂ y3ũ (y) = (f (y ) − ∇ y p(y ))y 3 − γI + λ 2 R ũ (y , 0), a.e. y ∈ Ω.
Integrating again (6.27) with respect to y 3 , we have −μũ (y) = 1 2 (f (y ) − ∇ y p(y ))y Substituting (3.21) into the second equation in (3.10) and integrating in (0, 1) with respect to y 3 , we deduce thatp satisfies the Reynolds equation which appears in (3.20) . The boundary condition forp in (3.20) just follows using in (see (3.10) ) such that definingφ ε ∈ H
