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ABSTRACT
In this paper, we consider the problem of subsampling and recon-
struction of signals that reside on the vertices of a product graph,
such as sensor network time series, genomic signals, or product rat-
ings in a social network. Specifically, we leverage the product struc-
ture of the underlying domain and sample nodes from the graph fac-
tors. The proposed scheme is particularly useful for processing sig-
nals on large-scale product graphs. The sampling sets are designed
using a low-complexity greedy algorithm and can be proven to be
near-optimal. To illustrate the developed theory, numerical experi-
ments based on real datasets are provided for sampling 3D dynamic
point clouds and for active learning in recommender systems.
Index Terms— Active learning, graph signal processing, prod-
uct graphs, sparse sampling, submodularity.
1. INTRODUCTION
Graph signal processing aims to extend basic concepts of classical
signal processing developed for signals defined on Euclidean do-
mains to signals that reside on irregular domains with a network
structure [1]. Oftentimes, large scale graphs appear as a product
of several smaller graphs. For example, time series on a sensor net-
work, can be factorized using a cycle graph to represent time, and
a spatial map to represent the network [2]. In genomics, the graph
that relates the different phenotypes of a population is a product of
the graphs that relate the different character phenotypes [3]. And,
the movie ratings on a platform like Netflix can be viewed as signals
living on the product of the social network of the users and the graph
of relations among movies [4]. More formally, we say that a graph is
a product graph when its node set can be decomposed as a cartesian
product of the nodes of two smaller factor graphs, and its edges are
related with a known connection to the edges of the factors [5].
As the number of nodes increases within each factor, the total
number of nodes in the product graph grows exponentially. When
this happens, the tools that were designed to process data on small
networks start to fail. In literature, this issue is commonly known as
the curse of dimensionality. To circumvent this issue, some authors
have proposed exploiting the product structure of large graphs to
parameterize graph signals with a reduced dimensionality [6].
In this paper, we focus on the reconstruction of graph signals
that reside on the vertices of a product graph by just observing a
small subset of its vertices. In particular, we propose using a struc-
tured sampling scheme with which we select a sparse subset of nodes
from each factor, thereby observing the signal at a few specific nodes
of the product graph. This approach contrasts with traditional graph
signal processing methods which do not take into account any under-
lying graph factorization when designing the sampling set [7–13].
When the underlying graph factorization is not accounted for, the
The code of this article can be found at
https://gitlab.com/gortizji/product graphs.
Fig. 1: Illustration of the proposed sampling scheme for a product
of two graphs. The black (white) dots represent the selected (unse-
lected) vertices.  represents either a Cartesian (only colored edges),
a Kronecker (only gray edges) or a strong product (all edges) be-
tween graphs.
complexity of designing the sampling set scales with the total num-
ber of vertices in the graph, and therefore, the applicability of such
methods to large graphs is very limited.
Our proposed scheme circumvents this issue by reducing the
original product search space into the union of two much smaller
spaces. Hence, avoiding the curse of dimensionality. An illustration
of this is shown in Fig. 1, where we see that selecting nodes from
the factors reduces the possible candidate locations from 20 to 9.
In essence, the aim is to reconstruct a signal on the product graph
(rightmost in Fig. 1) by observing a subset of nodes of the factor
graphs (on the left of Fig. 1) that generate the product graph.
In this paper, we present a low-complexity near-optimal greedy
algorithm to design such a structured subsampling scheme, and
demonstrate its performance on real datasets related to dynamic 3D
point clouds and recommender systems.
2. BACKGROUND AND MODELING
Throughout this paper we will use upper (lower) case bold face let-
ters to denote matrices (column vectors), and we will denote sets
using calligraphic letters.
2.1. Graph signals
A graph signal x ∈ RN consists of a collection of N values that
can be associated to the nodes of a known graph G = (V, E), with a
vertex set V , and an edge set E that reveals the connections between
the nodes. For the sake of exposition, we will focus on undirected
graphs.
Using the graph structure, we can construct an adjacency matrix
A ∈ RN×N that stores the strength of the connection between edges
i and j in its (i, j)th and (j, i)th entries, [A]i,j = [A]j,i. The degree
of the ith node of a graph is defined as di =
∑N
j=1[A]i,j . Related to
the adjacency matrix, we can also define an alternative matrix rep-
resentation known as the graph Laplacian L = D − A ∈ RN×N ,
where D = diag{d1, . . . , dN} ∈ RN×N . Both the adjacency ma-
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trix and the graph Laplacian belong to the class of matrices that rep-
resent a valid graph-shift operator [1], i.e., a matrix S ∈ RN×N
with a sparsity pattern defined by the graph connectivity.
Since for undirected graphs S is symmetric, it admits an eigen-
value decomposition
S = UΛUH = [u1 · · ·uN ]diag{λ1, . . . , λN}[u1 · · ·uN ]H , (1)
where the eigenvectors {ui}Ni=1 and the eigenvalues {λi}Ri=1 pro-
vide a notion of frequency for the graph setting [1]. If working with
directed graphs, one can simply replace (1) by a Jordan decomposi-
tion S = UJU−1 [14].
The vectors {ui}Ni=1 provide a Fourier-like basis for graph sig-
nals, allowing to decompose any signal x into its spectral compo-
nents xf = UHx. In this sense, we say that a graph signal x is
bandlimited [1] when xf has K < N non-zero entries.
2.2. Product graphs
Let G1 = (V1, E1) and G2 = (V2, E2) be two1 undirected graphs
with N1 and N2 vertices, respectively. The product graph [5], of G1
and G2 denoted with the symbol , is the graph given by
G = G1  G2 = (V1 × V2, E),
where V = V1×V2 denotes the cartesian product of the vertex sets,
and E defines a valid edge set for V according to the rules of the
graph product. Depending on the set of rules that detemine E, three
different product graphs are usually defined: the Cartesian product,
the Kronecker product, and the strong product. For details of these
rules we refer the reader to [5]. The eigenvalue decomposition of the
graph-shift operator of a product graph, denoted by S, is related to
the eigenvalue decompositions of its factors through [6]
S = UΛU
H
 = (U1 ⊗U2)Λ(U1 ⊗U2)H ,
where ⊗ denotes the Kronecker product between matrices, U1 and
U2 are the eigenvectors of the graph-shift operators for G1 and G2,
respectively, and Λ is some diagonal matrix that depends on G1, G2
and the type of product.
Because every node in a product graph can be indexed using
a pair of vertices of the factor graphs, we can rearrange any graph
signal x ∈ RN1N2 in a matrix form X ∈ RN2×N1 such that
xi+(j−1)N2 = [X]i,j . The spectral decomposition of x then takes
the form
x = (U1 ⊗U2)xf ⇐⇒ X = U2XfUT1 . (2)
Using this formulation, we can say that a product graph signal
X is bandlimited when it is simultaneously bandlimited in both do-
mains, with a sparse Xf ∈ RN2×N1 having K1 < N1 columns and
K2 < N2 rows different than zero with known support. In such
cases, x admits a low-dimensional representation as
x = (U˜1 ⊗ U˜2)x˜f ⇐⇒ X = U˜2X˜fU˜T1 , (3)
where U˜1 and U˜2 are obtained by removing the columns of U1
and U2 corresponding to the indices of the rows and columns of Xf
that are zero, respectively; and X˜f and x˜f are the non-zero spectral
components in Xf and xf .
1For the sake of exposition, we restrict ourselves to the product of two
graphs. Extensions to higher-order product graphs can be found in the journal
version of this paper [15].
3. SAMPLER DESIGN
The low-dimensional representation (i.e., the notion of joint ban-
dlimitedness) allows one to subsample graph signals by selecting
just a few elements from each graph domain. Indeed, (3) defines
an overdetermined system of equations with K˜ = K1K2 unknowns
and N˜ = N1N2 equations. Since
rank(U˜1 ⊗ U˜2) = rank(U˜1)rank(U˜2),
we know that if U˜1 and U˜2 have full column rank we can recover
x˜f from a subsampled version of x.
Mathematically, sampling a subset of nodes from the graph fac-
tors is equivalent to selecting a subset of rows and columns from X.
Let L1 ⊆ V1 and L2 ⊆ V2 be two subsets of vertices from G1 and
G2, respectively, with |L1| = L1 ≥ K1 and |L2| = L2 ≥ K2. To
mathematically represent the proposed sampling scheme, we intro-
duce two selection matrices Φ1(L1) ∈ {0, 1}L1×N1 and Φ2(L2) ∈
{0, 1}L2×N2 . Then, the subsampled observations can be related to
X using the following linear model
Y = Φ2(L2)XΦT1 (L1) = Φ2(L2)U˜2X˜fU˜T1 ΦT1 (L1),
which can equivalently be expressed in the vectorized form as
y =
[
Φ1(L1)U˜1 ⊗Φ2(L2)U˜2
]
x˜f . (4)
In the following, and in order to simplify the notation, whenever
it will be clear, we will drop the explicit dependency of Φ1(L1) and
Φ2(L2) on the sets of selected nodes L1 and L2, and we simply use
Φ1 and Φ2.
One can estimate x˜f from y [cf. (4)] using least-squares as
ˆ˜xf =
[(
Φ1U˜1
)†
⊗
(
Φ2U˜2
)†]
y, (5)
where (·)† denotes the Moore-Penrose left pseudo-inverse of a ma-
trix, which due to the Kronecker structure can efficiently be com-
puted separately for each domain. From ˆ˜xf one can obtain xˆ using
(3).
In the presence of additive white Gaussian noise, the perfor-
mance of the least-squares solution depends on the proximity of the
eigenvalues of the Fisher information matrix [16]
T(L) =
(
Φ1U˜1 ⊗Φ2U˜2
)H (
Φ1U˜1 ⊗Φ2U˜2
)
= (Φ1U˜1)
H(Φ1U˜1)⊗ (Φ2U˜2)H(Φ2U˜2)
= T1(L1)⊗T2(L2), (6)
where L = L1 ∪ L2; and T1(L1) and T2(L2) are the Fisher in-
formation matrices of the sampled factor graphs. To design the sam-
pling sets, we solve the following optimization problem
maximize
L1,L2
f{T(L)} (7)
subject to |L| = L L = L1 ∪ L2
|L1| ≥ K1 |L2| ≥ K2
where possible candidates for f{T} are log det{T} [17, 18],
λmin{T} [19], or−tr
{
THT
}
[20]. In this paper, we use tr
{
THT
}
,
also known as frame potential, as a figure of merit, since it can be
showed that minimizing the frame potential is directly related to
minimizing the mean squared error of the reconstruction. Further-
more, we show that the use of the frame potential as objective
Algorithm 1 Greedy maximization of a submodular function subject
to a matroid constraint
Require: X = ∅, K,M = (V, I)
1: for i = 1 to L do
2: s∗ = arg maxs/∈X{f(X ∪ {s}) : X ∪ {s} ∈ I}
3: X ← X ∪ {s∗}
4: end for
5: return X
function allows to develop a low-complexity algorithm that has a
multiplicative near-optimality guarantee.
To prove that our algorithm achieves near-optimality we rely on
the concept of submodularity [21], a notion based on the property of
diminishing returns that is useful for solving discrete combinatorial
optimization problems of the form (7). Submodularity can formally
be defined as follows.
Definition 1 (Submodular function [21]). A function f : 2V → R
defined over the subsets of V is submodular if it satisfies that for
every X ⊆ V , and x, y ∈ V \ X we have
f(X ∪ {x})− f(X ) ≥ f(X ∪ {x, y})− f(X ∪ {y}). (8)
If a submodular function is also monotone non-decreasing, i.e.,
f(X ) ≤ f(Y), for all X ⊆ Y; and normalized, i.e., f(∅) = 0,
then one can show that the solution of the greedy maximization Al-
gorithm 1, f(Xgreedy), is 1/2 near-optimal with respect to the solution
of max{f(X ) : X ∈ I}, whereM = (V, I) is a matroid [22]. We
will show next that under some minor modifications (7) satisfies the
aforementioned conditions.
Notice that we can express the frame potential of a sampled
product graph as
F (L) := tr
{
THT
}
= tr
{
TH1 T1 ⊗TH2 T2
}
:= F1(L1)F2(L2),
where we see that this function can be factorized as a product of the
frame potential of its factors. With a slight modification we can ob-
tain a normalized, monotone non-decreasing, submodular function
that can be employed as a surrogate cost function.
Theorem 1. The set function G : 2V → R given by G(S) =
F (V) − F (V \ S) is a monotone non-decreasing, normalized, and
submodular function. Here, V := V1 ∪ V2, and S := S1 ∪ S2, with
S1 ⊆ V1 and S2 ⊆ V2.
Proof. See Appendix.
Under the change of variables L = V \ S, maximizing G(S)
is the same as maximizing −F (L), and thus G(S) can be used as
submodular cost function in (7). Furthermore, the constraints in (7)
form a truncated partition matroid [23] Mt = (V, Iu ∩ Ip) with
Iu = {S ⊆ V : |S| ≤ N − L} and Ip = {S ⊆ V : |S ∩ V1| ≤
N1−K1, |S ∩V2| ≤ N2−K2}, where N = N1 +N2. Therefore,
the solution to the greedy algorithm that solves (7), G(Sgreedy), is
1/2 near-optimal [22], i.e. G(Sgreedy) ≥ 12G(S∗), where S∗ is the
optimal solution to (7).
4. NUMERICAL RESULTS
In this section, we test the performance of the proposed sampling
scheme for two different applications: subsampling a dynamic point
cloud of a dancer, and active querying via subsampling for a recom-
mender system.
Fig. 2: Two frames of the dancer dynamic point cloud. The blue dots
correspond to the original data and the red dots to the subsampled
version.
4.1. Dynamic 3D point cloud
The moving dancer dataset consists of N1 = 573 frames in which
the 3D coordinates of N2 = 1502 markers, placed on the body of
a dancer, were recorded. To represent the data as a graph signal we
build a spatial 5-nearest-neighbor graph with the time-averaged po-
sition of the N2 markers as suggested in [2]; and consider time as
a cycle graph with N1 vertices. The resulting product graph con-
sists of more than 850, 000 nodes, and the dynamic signal can be
represented using three matrices Xx,Xy,Xz ∈ RN2×N1 .
A visual inspection of the spectral decomposition of these sig-
nals shows that most of the energy is confined in the first few eigen-
modes of the temporal and spatial graphs. In particular, in our simu-
lations we limit the support of the signals to the first K1 = 500 and
K2 = 70 spatial and temporal frequencies, respectively.
Using this representation, we run our greedy method with L =
600 to select which nodes to sample. An illustration of the quality of
the results for two different frames of the point cloud video is shown
in Fig. 2. Even with this amount of compression on such a highly
dimensional signal, the reconstruction is very accurate. The point
cloud’s shape is hardly distorted and the point deviations are very
small. In addition, we compute the relative error between the orig-
inal and the estimated graph signals and we obtain a relative error
of 3.44%. We emphasize here that the estimates are obtained by ob-
serving only 525 vertices from V1 and 75 from V2, i.e., 4.57% of all
the vertices in the product graph. We also draw 1000 different ran-
dom subsets of 600 vertices from V with at leastK1 andK2 vertices
selected from V1 and V2, respectively. However, all these random
sampling sets lead to a singular system of equations, and hence the
results are not shown here.
4.2. Active learning for recommender system
Most of the current recommendation algorithms solve the following
estimation problem: given the past recorded preferences of a set of
users for a set of products, what is the rating that these users would
give to some other set of products? In this paper, in contrast, we
focus on the data acquisition phase of the recommender system. In
particular, we claim that by carefully designing which users to poll
and on which items, we can obtain an estimation performance on par
with the state-of-the-art methods using only a fraction of the data that
current methods require, and using a simple least-squares estimator.
Thus, expensive and random querying can be avoided.
We showcase this idea on the MovieLens 100k dataset [24]
that contains partial ratings of N1 = 943 users over N2 = 1682
movies which are stored in a matrix X ∈ RN1×N2 . This dataset
also provides different features that can be used to build 10-nearest-
(a) User graph (b) Movie graph
Fig. 3: User and movie graphs. The red (black) dots represent the
observed (unobserved) vertices. Gephi visualization [28].
neighbors graphs for the user and movie relations. This way, we can
regard X as a signal living on the product of these two graphs.
The bandlimitidness of X ∈ RN1×N2 has already been ex-
ploited to impute its missing entries [25,26]. In our experiments, we
use K1 = K2 = 20. Using this representation, we run our greedy
algorithm with L = 100, resulting in a selection of L1 = 25 user
and L2 = 75 movie vertices, i.e., 1875 vertices in the product graph.
We reconstruct our signals using (5) and (3) and compute the RMSE
of the estimation using the test mask provided by the dataset. Nev-
ertheless, since our active query method requires access to ground
truth data which is not provided in the dataset, we use GRALS [27]
to complete the matrix, and use its estimates when required.
Fig. 3, shows the proposed active query sample resulting from
the application of Algorithm 1 to solve (7). The user graph [cf.
Fig. 3a] is made out of small clusters connected in a chain-like struc-
ture, resulting in a uniformly spread distribution of observed ver-
tices. On the other hand, the movie graph [cf. Fig. 3b] is made out
of a few big and small clusters. Hence, the proposed active query
sample assigns more observations to the bigger clusters and fewer
observations to the smaller ones. We also compare the performance
of the state-of-the-art methods to that of our algorithm [cf. Table 1].
In light of these results, it is clear that a proper design of the sampling
set allows to obtain the best performance with significantly fewer ob-
served values, and using a much simpler non-iterative estimator.
5. CONCLUSIONS
In this paper, we have investigated the design of sparse samplers
for the estimation of signals that reside on the vertices of a product
graph. We have shown that by designing the sampling set using a
combination of vertices from the graph factors we can overcome the
curse of dimensionality, and design efficient subsampling schemes
that guarantee a good performance for the reconstruction of graph
signals. We have also proposed, a low-complexity greedy algorithm
to select which vertices to sample, and provided a bound for its near-
optimality with respect to the optimal subsampling set.
A. PROOF OF THEOREM 1
In order to simplify the derivations, let us introduce the notation
F¯i(Si) = Fi(Vi \ Si) i = 1, 2
so that G(S) can also be written
G(S) := F1(V1)F2(V2)− F¯1(S1)F¯2(S2).
Method Number of samples RMSE
GMC [26] 80,000 0.996
GRALS [27] 80,000 0.945
sRGCNN [29] 80,000 0.929
GC-MC [30] 80,000 0.905
Our method 1,875 0.9347
Table 1: Performance on MovieLens 100k. Baseline scores are
taken from [30].
We start by proving normalization, i.e.,
G(∅) = F1(V1)F2(V2)− F1(V1 \∅)F2(V2 \∅) = 0.
Now, recall that in [20] they proved that the frame potential set
function Fi(Li) is a monotone non-decreasing supermodular func-
tion. The complementary function F¯i(Si) = Fi(Vi \ Si) preserves
the supermodular property, but changes the monotonicity to non-
increasing. Thus, when we invert its sign to obtain −F¯i(Si) we
obtain a monotone non-decreasing submdoular function.
Furthermore, since the multiplication of two monotone non-
decreasing functions results in a monotone non-decreasing function,
and the addition of a constant preserves monotonicity, G is a mono-
tone non-decreasing set function.
Let {A1,A2} be a partition of S, withAi ⊆ Vi for i = 1, 2. To
prove submodularity of G(S) we use Definition 1. However, since
the ground set V is now partitioned into the sets V1 and V2, there
are two possible ways the elements x and y can be selected: either
they both belong to the same set, or they belong to different sets. We
prove that (8) is satisfied for both cases.
1. If x, y ∈ V1, then (8) can be developed as
F¯1(A1)F¯2(A2)− F¯1(A1 ∪ {x})F¯2(A2)
≥ F¯1(A1 ∪ {y})F¯2(A2)− F¯1(A1 ∪ {x, y})F¯2(A2),
and simplifying
F¯1(A1)− F¯1(A1 ∪ {x}) ≥ F¯1(A1 ∪ {y})− F¯1(A1 ∪ {x, y}).
Multiplying both sides of the inequality by −1 we get
F¯1(A1 ∪ {x})− F¯1(A1) ≤ F¯1(A1 ∪ {x, y})− F¯1(A1 ∪ {y}),
which is always satisfied since F¯1 is supermodular. The same proof
holds if x, y ∈ V2.
2. If x ∈ V1 and y ∈ V2, then (8) can be developed as
F¯1(A1)F¯2(A2)− F¯1(A1 ∪ {x})F¯2(A2)
≥ F¯1(A1)F¯2(A2 ∪ {y})− F¯1(A1 ∪ {x})F¯2(A2 ∪ {y}).
Extracting the common factors, we obtain[
F¯1(A1)− F¯1(A1 ∪ {x})
] [
F¯2(A2)− F¯2(A2 ∪ {y})
] ≥ 0.
(9)
Since F¯1 and F¯2 are non-increasing, we have
F¯1(A1)− F¯1(A1 ∪ {x}) ≥ 0
F¯2(A2)− F¯2(A2 ∪ {y}) ≥ 0.
Thus, (9) is always satisfied. The same procedure would hold for
x ∈ V2 and y ∈ V1, thus proving that (8) is satisfied for any S ⊆ V
and x, y ∈ V \ S. Therefore, G is submodular.
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