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Abstract— Endowed with higher levels of autonomy, robots
are required to perform increasingly complex manipulation
tasks. Learning from demonstration is arising as a promising
paradigm for transferring skills to robots. It allows to implicitly
learn task constraints from observing the motion executed by a
human teacher, which can enable adaptive behavior. We present
a novel Gaussian-Process-based learning from demonstration
approach. This probabilistic representation allows to generalize
over multiple demonstrations, and encode variability along the
different phases of the task. In this paper, we address how
Gaussian Processes can be used to effectively learn a policy
from trajectories in task space. We also present a method to
efficiently adapt the policy to fulfill new requirements, and to
modulate the robot behavior as a function of task variability.
This approach is illustrated through a real-world application
using the TIAGo robot.
I. INTRODUCTION
In the context of robotics, learning from demonstration
(LfD) is the paradigm in which robots learn a task policy
from examples provided by a human teacher. This facilitates
non-expert robot programming, since task constraints and
requirements are learned implicitly from the demonstrated
motion, which can enable adaptive behavior [1].
Trajectory-based methods are a well-established approach
to learn movement policies in robotics [2]. These methods
encode skills by extracting trajectory patterns from demon-
strations (Figure 1), using a variety of techniques to retrieve
a generalized shape of the trajectory. Over the past two
decades, it has been an intensive field of study. Among the
most relevant contributions, the following methods can be
highlighted: Dynamic Movement Primitives (DMP) [3,4],
Probabilistic Movement Primitives (ProMP) [5], Gaussian
Mixture Model-Gaussian Mixture Regression (GMM-GMR)
[6,7], Kernelized Movement Primitives [8,9], and Gaussian
Processes (GP) [10,11]. These representations have proved
successful at learning and generalizing trajectories. However,
each model presents its strengths and shortcomings.
The main advantage of probabilistic-based methods
(GMM-GMR, ProMP, KMP and GP) is that they not only re-
trieve an estimate of the underlying trajectory across multiple
demonstrations, but also encode its variability by means of a
covariance matrix. This information, which can be inferred
from the dispersion of the collected data, can be exploited for
the execution of the task, i.e., specifying the robot tracking
precision or switching the controller [12].
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Fig. 1. The proposed Gaussian-Process-based learning from demonstration
approach allows to teach the robot manipulation tasks such as opening doors.
Unlike probabilistic-based methods, at the cost of not
encoding the variability of the task, DMP only requires a
single demonstration. Generalization is achieved by assum-
ing trajectories to be solutions of a deterministic dynamical
system, achieving remarkable success. A drawback of DMP,
and also ProMP, is that they rely on the manual specification
of basis functions, which requires expert knowledge and
makes the learning problem with high-dimensional inputs
almost intractable. GMM-GMR, in contrast, has proven
successful in handling this kind of demonstrations. KMP
and GP, due to their kernel treatment, can be implemented
for manipulation tasks where high-dimensional inputs and
outputs are required.
In LfD, it is also interesting to transfer the learned motion
to unseen scenarios while maintaining the general trajectory
shape as in the demonstrations. By exploiting the properties
of probability distributions, ProMP, KMP and GP allow for
trajectory adaptations with via-points. On the other hand,
despite GMM-GMR being formulated in terms of Gaussian
distributions, the re-optimization of the learned policy re-
quires to re-estimate the model parameters, which lie in a
high-dimensional space. This makes the adaptation process
very expensive, which prevents its use in unstructured envi-
ronments, where the policy adjustment is essential.
Besides the generation of adaptive trajectories, another
desired property in LfD is extrapolation. In this regard,
there is an interesting duality between GMM-GMR and GP
representations. The former covariance matrices, model the
variability of the trajectories. Conversely, the latter provide a
measure of the prediction uncertainty, the variance increasing
with the absence of training data. This information is relevant
when trying to generalize the learned motion outside of the
demonstrated action space. The simultaneous exploitation
of both measures is considered in KMP. Moreover, in a
recent work [17] Jaquier et al. propose a GMM-based GP
for encoding the trajectory.
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TABLE I
COMPARISON AMONG THE STATE-OF-THE-ART AND OUR APPROACH
DMP [3,13] ProMP [5] GMM-GMR [6,14] GP [15,16] KMP [8,9] GMM-GP [17] Our approach
High-dimensional Learning − − X X X X X
Via-point Adaptation − X − − X X X
Task Variability − X X X X X X
Prediction Uncertainty − − − X X X X
Prior Information − − − X − X X
Task Space Rotations X X X − X − X
In the recent years, there has been a growing interest in
Gaussian Processes [18]. The main advantage of GP over the
previously discussed methods, is their ability to encode prior
beliefs through the mean and kernel functions. This allows
the representation of more complex behaviors in the regions
of the action space where demonstration data is sparse. A
few works have studied the use of an entirely GP-based
representation in the LfD context [10,11]. Among the most
representative is the one presented by Schneider et al. [15].
They propose a representation of a pick-and-place task that
effectively encodes the task variability. Similarly, Umlauft
et al. [16] estimate the prediction uncertainty separately,
using Wishart Processes. The learned trajectory is retrieved
combining GP and DMP. Neither of these works consider the
adaptation of the learned policy. Other works formulate the
learning and motion planning problem within a single GP-
based framework [19,20]. In these works the entire trajectory
is retrieved from an optimization perspective. However, this
becomes inefficient as the length of the trajectory and the
dimensionality of the learning problem increase.
A drawback of GP is that they are usually only defined
in Euclidean space, even though a formulation with non-
Euclidean input space is possible in principle [21]. Thus,
when it comes to the modeling of task space trajectories,
representation of orientation imposes great challenges, since
is accompanied with additional constraints. This is an aspect
disregarded in the aforementioned GP-based methods, which
is critical in LfD. Some works have successfully addressed
this question with DMP [14], GMM-GMR [13] and KMP
[9]. In a recent work, Lang et al. [22] proposed an efficient
representation for GP, which we have adopted.
In this work, we present a general Gaussian-Process-based
learning from demonstration approach. For the purpose of
clear comparison, the main contributions of the state-of-
the-art and our approach are summarized in Table I. We
aim to unify in a single, entirely GP-based framework, the
main features required for a state-of-the-art LfD approach.
We show how to achieve an effective representation of the
manipulation skill, inferred from the demonstrated trajecto-
ries. We unify both, the task variability and the prediction
uncertainty, in a single concept we refer to as task uncertainty
in the remainder of the paper. Furthermore, in order to
achieve an effective generalization across demonstrations,
we propose the novel Task Completion Index, for temporal
alignment of task trajectories. Finally, we address the adap-
tation of the policy through via-points, and the modulation
of the robot behavior depending on the task uncertainty
through variable admittance control. The paper is structured
as follows: in Section II we discuss the theoretical aspects
of the considered GP models; in Section III we present the
proposed learning from demonstration framework; in Section
IV we illustrate the main aspects of the paper through a real-
world application with the TIAGo robot; finally, in Section
V, we summarize the final conclusions.
II. GAUSSIAN PROCESS MODELS
In this section we discuss the theoretical background of the
proposed LfD approach. First, we present the fundamentals
of GP [23]. Then, we address the challenges of modeling
rigid-body dynamics with them. Finally, we present how
heteroscedastic GP allows to accurately represent the uncer-
tainty of the taught manipulation task.
A. Gaussian Process Fundamentals
Intuitively, one can think of a Gaussian process as defining
a distribution over functions, and inference taking place di-
rectly in the space of functions. Formally, GP are a collection
of random variables, any finite number of which have a joint
Gaussian distribution [23]. It can be completely specified by
its mean m(t) and covariance k(t, t ′) functions:
m(t) = E [ f (t)] (1)
k(t, t ′) = E
[
( f (t)−m(t))( f (t ′)−m(t ′))] (2)
where f (t) is the underlying process, m(t) depicts the
prior knowledge of its mean, and k(t, t ′) is symmetric and
positive semi-definite (usually referred to as kernel) that
must be specified. We are interested in incorporating the
knowledge that the training data D = {(ti,yi)}Ni=1 provides
about f (t). We consider that we do not have available direct
observations, but only noisy versions y. Let m(t) be the
vector of the mean function evaluated at all training points
t and K(t, t∗) be the matrix of the covariances evaluated
at all pairs of training and prediction points t∗. Assuming
additive independent identically distributed Gaussian noise
with variance σ2n , we can write the joint distribution of the
observed target values y and the function values at the test
locations f∗ under the prior as:[
y
f∗
]
∼N
([
m(t)
m(t∗)
]
,
[
K(t, t)+σ2n I K(t, t∗)
K(t∗, t) K(t∗, t∗)
])
(3)
The posterior distribution over functions can be computed
by conditioning the joint Gaussian prior distribution on the
observations p(f∗|t,y, t∗)∼N (µ∗,Σ∗) where:
µ∗ = m(t∗)+K(t∗, t)
[
K(t, t)+σ2n I
]−1
[y−m(t)] (4)
Σ∗ = K(t∗, t∗)−K(t∗, t)[K(t, t)+σ2n I]−1K(t, t∗) (5)
When we consider only the prediction of one output
variable, k(t, t ′) is a scalar function. The previous concepts
can be extended to multiple-output GP (MOGP) by taking
a matrix covariance function k(t, t ′). Usual approaches to
MOGP modelling are mostly formulated around the Linear
Model of Coregionalization (LMC) [24]. For a d-dimensional
outptut the kernel is expressed in the following form:
B⊗k(t, t ′) =
 B11k11(t1, t
′
1) . . . B1dk1d(t1, t
′
d)
...
. . .
...
Bd1kd1(td , t ′1) . . . Bddkdd(td , t
′
d)
 (6)
where B ∈ Rd×d is regarded as the coregionalization matrix
and ti represents the input corresponding to the i-th output.
Diagonal elements correspond to the single-output case,
while the off-diagonal elements represent the prior assump-
tion on the covariance of two different output dimensions
[25]. If no a-priori assumption is made, Bi j = 0 for i 6= j and
the MOGP is equivalent to d independent GP.
Regarding the form of k(t, t ′), typically kernel families
have free hyperparameters Θ. Such parameters can be deter-
mined by maximizing the log marginal likelihood:
log p(y|t,Θ) =−1
2
yTK−1y y−
1
2
log
∣∣Ky∣∣− N2 log2pi (7)
where Ky = K(t, t)+σ2n I. This optimization problem might
suffer from multiple local optima.
B. Rigid-Body Motion Representation
In the LfD context, representation of trajectories in task
space is usually required. However, the modelling of ro-
tations is not straightforward with GP, since the standard
formulation is defined for an underlying Euclidean space. A
common approach is to use the Euler angles, and exploit that
locally the rotation group SO(3) ' R3, allowing distances
to be computed as Euclidean. However, when this approx-
imation is no longer valid (e.g. at low sampling frequency
or if collected data is sparse) it might lead to inaccurate
predictions. To overcome this issue, as proposed in [22],
rotations can also be represented by a set of unit length Euler
axes u together with a rotation angle θ :
SO(3)⊂ {θu ∈ R3/‖u‖= 1∧θ ∈ [0,pi]} (8)
This set defines the solid ball Bpi(0) in R3 with radius
0 ≤ r ≤ pi which is closed, dense and compact. Ambiguity
in the representation occurs for θ = pi . To obtain an isomor-
phism between the rotation group SO(3) and the axis-angle
representation, we can fix the axis representation for θ = pi:
B˜pi(0) = Bpi(0)\{piu/uz < 0 ∨ (uz = 0∧uy < 0)
∨(uz = uy = 0∧ux < 0)}
(9)
where u = (ux,uy,uz). This parametrization is a minimal
and unique SO(3)' B˜pi(0). Rigid motion dynamics is given
by a mapping from time, to translation and rotation h :
R −→ SE(3). Let the translational components be defined
by the Euclidean vector v ∈ R3. Then SE(3) is defined
isomorphically by SE(3) ' R3 × B˜pi(0). Thus, rigid body
motion can be represented in MOGP with the 6-dimensional
output vector structure (v,θu) = (x,y,z,θux,θuy,θuz).
Another possible, more accurate representation, can be
achieved with dual quaternions [21]. However, as shown in
[22], with the proposed parametrization, a good performance
is attained and computations are more efficient.
C. Heteroscedastic Gaussian Process
The standard Gaussian Process model assumes a constant
noise level. This can be an important limitation when en-
coding a manipulation task. Consider the example shown in
Figure 2: it is evident that while the initial and final positions
are highly constrained, that is not the case for the path to
follow between such positions. In graphs a) and b) we can
see that with a standard approach we accurately represent
the mean but not the variability of demonstrations.
Considering an independent normally distributed noise,
λ ∼ N (0,r(t)), where the variance is input-dependent and
modeled by r(t). The mean and covariance of the predictive
distribution can be modified to [26]:
µ∗ = m(t∗)+K(t∗, t) [K(t, t)+R(t)]−1 [y−m(t)] (10)
Σ∗ = K(t∗, t∗)+R(t∗)−K(t∗, t) [K(t, t)+R(t)]−1K(t, t∗) (11)
where R(t) is a diagonal matrix, with elements r(t).
Taking into account the input-dependent noise shown in
Figure 2d) the uncertainty in the different phases of the
manipulation task is effectively encoded by the uncertainty
of Figure 2c). This approach is commonly referred to as
heteroscedastic Gaussian Process.
Fig. 2. Standard GP do not accurately model the uncertainty of the
demonstrated task as can be seen in a) and b), where it is underestimated
and overestimated, respectively. On the other hand, the heteroscedastic GP
approach, in c), adequately encodes the uncertainty in the different phases
of the task, considering the local noise in d).
III. LEARNING FROM DEMONSTRATION FRAMEWORK
In this section, we present the proposed GP-based LfD
framework. First, we formalize the problem of learning
manipulation skills from demonstrated trajectories. Then, we
propose an approach for encoding the learned policy with GP.
Next, we discuss the temporal alignment of demonstrations.
We also present a method that allows to adapt the learned
policy through via-points. Finally, we study how the uncer-
tainty model of GP can be exploited to stably modulate the
robot behavior, varying end-effector virtual dynamics.
A. Problem Statement
In LfD we assume that a dataset of demonstrations is
available. In the trajectory-learning case, the dataset consists
of a set of trajectories s together with a timestamp t ∈ R,
D= {(ti,si)}Ni=1. Without loss of generality, we will consider
si ∈ SE(3). The aim is to learn a policy pi that infers, for
a given time, the desired end-effector pose sdi to perform
the taught manipulation task: sdi = pi(ti). The policy must
generate continuous and smooth paths, and generalize over
multiple demonstrations.
B. Manipulation Task Representation with GP
Representing a manipulation task using heteroscedastic GP
models requires the specification of m(t), k(t, t ′) and r(t). As
we have discussed in Section II-B, a suitable mapping for
representing a trajectory is given by the following MOGP:
pi(t)∼ GP (µ∗,Σ∗) : t −→ (x,y,z,θux,θuy,θuz) (12)
The prior mean function is commonly defined as m(t) = 0.
Although not necessary in general, if no prior knowledge is
available this is a simplifying assumption. The GP covariance
function controls the policy function shape. The chosen
kernel must generate continuous and smooth paths. Note
also that the time parametrization of trajectories is invariant
to translations in the time domain. Thus, the covariance
function must be stationary. That is, it should be a function
of τ = t− t ′. The Radial Basis Function (RBF) kernel fulfils
all these requirements:
k(t, t ′) = σ2f exp
(
− [t− t
′]2
2l2
)
(13)
with hyperparameters l and σ f . Moreover, for multidimen-
sional outputs, we have to consider the prior interaction.
In the general case, we usually do not have any previ-
ous knowledge about how the different components of the
demonstrated trajectories relate to each other. Thus, we can
assume that the 6 components are independent a-priori. The
matrix covariance function can then be written as:
k(t, t ′) = diag
(
σ2f1e
(
[t−t ′]2/l21
)
, . . . ,σ2f6e
(
[t−t ′]2/l26
))
(14)
where diag() refers to diagonal, and li and σ f i correspond
to output dimension i. In Section II-C we discussed the
convenience of specifying an input-dependent noise function
r(t) for encoding the manipulation skill with GP. Usually, it
is not known a-priori and must be inferred from the demon-
strations. As proposed in [27], first an standard GP can be fit
to the data. Its predictions can be used to estimate the input-
dependent noise empirically. Then, a second independent GP
can be used to model z(t) = log [r(t)]. Let Z be the set of
noise data z = {zi}ni=1 and its predictions z∗. The posterior
predictive distribution can be approximated by:
p(f∗|D, t∗) =
∫∫
p(f∗|D,Z, t∗) p(Z|D, t∗)' p(f∗|D,Z, t∗) (15)
where Z = argmaxz,z∗ p(z,z∗|D, t∗). Therefore, we have
specified all the required functions of the model.
C. Temporal Alignment of Demonstrations
For inferring a time dependent policy, the correlation be-
tween the temporal and spatial coordinates of two demonstra-
tions of the same task must remain constant. In general, it is
very difficult for a human to repeat them at the same velocity.
Thus, a time distortion appears (Figure 3a), and should be
adequately corrected. Dynamic Time Warping (DTW) [28]
is a well-known algorithm for finding the optimal match
between two temporal sequences, which may vary in speed.
The algorithm finds a non-linear mapping of the demon-
strated trajectories and a reference based on a similarity
measure. A common measure in the LfD context is the
Euclidean distance. This relies on the assumption that the
manipulation task can be performed always following the
same path. For instance, consider the case of a pick-and-
place task where the objects have to be placed in shelves
at different levels. Using the Euclidean distance as similarity
measure will lead to an erroneous temporal alignment (Figure
3b), since intermediate points for placing the object at a
higher level can be mapped to ending points of a lower level.
We propose to use an index which considers the portion of
the trajectory that has been covered for task completion as a
similarity measure. We will refer to it as the Task Completion
Index (TCI). We define it in discrete form as:
ζ (tk) =
∑kj=1 d(s j,s j−1)
∑Mj=1 d(s j,s j−1)
∀ k = 1, . . .M (16)
where s j ∈ SE(3) refers to the trajectory point at time instant
t j, d(,) to an scalar distance function and M to the total
number of discrete points. Note that 0 = ζ (t0) ≤ ζ (tk) ≤
ζ (tM) = 1. As a distance function on SE(3), using the
representation discussed in Section II-B, we define:
d(si,s j) =
√
ω1 [darc(θiui,θ ju j)]2+ω2‖vi−v j‖2 (17)
where ωk are a convex combination of weights for appli-
cation dependent scaling and darc(,) is the length of the
geodesic between rotations [22]:
darc(θiui,θ ju j) = 2arccos
∣∣∣∣cos θi2 cos θ j2 + sin θi2 sin θ j2 uTi u j
∣∣∣∣ (18)
In Figure 3c we show that the trajectories are warped
correctly, allowing then an effective encoding of the manip-
ulation task, with the proposed TCI (Figure 3d).
Fig. 3. In a) we observe that due to distortion in time, task constraints are
not encoded correctly. In b) the trajectories are aligned with DTW using
the Euclidean distance as similarity measure. In c) we show the resulting
alignment using the proposed TCI d), as similarity measure.
D. Policy Adaptation through Via-points
The modulation of the learned policy through via-points
is an important property to adapt to new situations. Let
V = {(ti,svi )} be the set of via-points svi which are desired to
be reached by the policy at time instant ti. In the proposed
probabilistic framework, generalization can be implemented
by conditioning the policy on both D and V . Assuming
that the predictive distribution of each set can be computed
independently, the conditioned policy is [29]:
p(f∗|D,V, t∗) = p(f∗|D, t∗) p(f∗|V, t∗) (19)
If p(f∗|D, t∗) ∼N (µd ,Σd) and p(f∗|V, t∗) ∼N (µv,Σv),
then, it holds that p(f∗|D,V, t∗)∼N (µ∗∗,Σ∗∗) where:
µ∗∗ = Σv
(
Σd+Σv
)−1
µd+Σd
(
Σd+Σv
)−1
µv (20)
Σ∗∗ = Σd
(
Σd+Σv
)−1
Σv (21)
The resulting distribution is computed as a product of
Gaussians, and is a compromise between the via-point con-
straints and the demonstrated trajectories, weighted inversely
by their variances. Considering an heteroscedastic GP model
for V (equations 10 and 11), the strength of the via-point
constraints can then be easily specified by means of the latent
noise function. For instance, via-points with low noise will
have a higher relative weight, modifying significantly the
learned policy. On the other hand, via-points with a high
noise level will produce a more subtle effect. In Figure 4
we illustrate how the distribution adapts to strong and weak
defined via-points.
It should be remarked that the posterior predictive distribu-
tion of D only needs to be computed once. Thus, adaptation
of the policy just involves a computational cost of O (m3),
where m is the number of predicted outputs. Since m can
be specified, the proposed approach is suitable for on-line
applications (for further insight on GP complexity see [30]).
Fig. 4. On the left, a GP model based on the demonstrated trajectories.
On the right, the policy adapted through via-points.
E. Modulation of the Robot Behavior
In LfD, it is often convenient to adapt the behavior of the
robot as a function of the uncertainty in the different phases
of the task. Let the robot end-effector be controlled through
a virtual spring-mass-damper model dynamics:
M(t) ..e(t)+D(t) .e(t)+Kp (t)e(t) = Fext (t) (22)
where M(t) ,D(t) ,Kp (t) ∈ R6×6 refer to inertia, damping
and stiffness, respectively, and e(t) ∈ R6×1 is the tracking
error, when subjected to an external force Fext (t) ∈ R6×1.
It can be proved (see [31]) that for a constant, symmetric,
positive definite M, and D(t), Kp (t) continuously differen-
tiable, the system is globally asymptotically stable if there
exists a γ > 0 such that:
1) γM−D(t) is negative semidefinite
2)
.
Kp (t)+ γ
.
D(t)−2γKp (t) is negative definite
Now consider M, D(t) and Kp (t) diagonal matrices, and
a constant damping ratio δ . Substituting d (t) = 2δ
√
mkp (t)
on the second stability condition, it yields the following
upper bound for the stiffness derivative:
.
kp (t)<
2γ
√
kp (t)
3√
kp (t)+2δ γ
√
m
(23)
where m and kp(t) are an arbitrary diagonal element of
M and Kp (t), respectively. In order to modulate the robot
behavior, we propose the following variable stiffness profile:
kp(t) = kmaxp −
kmaxp − kminp
1+ e−α(σ(t)−β )
(24)
which increases the stiffness inversely to the uncertainty
σ(t) and saturates at kminp and kmaxp for high and low values
respectively. Differentiating we have:
.
kp(t) = αkp(t)
(
1− kp(t)
kmaxp − kminp
)
dσ(t)
dt
(25)
For a constant dσ(t)/dt, the maximum value of the stiff-
ness derivative
.
kp(t) is obtained for kp(t) =
(
kmaxp − kminp
)
/2.
Thus, substituting in (25), it yields the following upper
bound: .
kp(t)≤ α4
(
kmaxp − kminp
) dσ(t)
dt
(26)
Fig. 6. In the first row, demonstrated trajectories. In the second row, alignment with DTW using TCI index. In the third row, heteroscedastic GP of each
dimension of the MOGP encoding the learned policy. Note that significant variations are only observed in x, z and θuy (see vertical axis scale).
Then, from inspection of the first stability condition, we
can see that γ defines a lower bound for the minimum
allowed damping d(t). Thus, given the variable stiffness
profile in Equation 24, and assuming constant damping ratio,
the most restrictive value is γ = 2δ
√
kminp /m. Substituting in
(23), we can obtain the following lower bound:
.
kp(t)<
4δ
√(
kminp
)3
(1+4δ 2)
√
m
≤
2γ
√
kp (t)
3√
kp (t)+2δ γ
√
m
(27)
Then, from equations (26) and (27) the following suffi-
cient stability condition can be derived:
dσ(t)
dt
<
16δ
α
√(
kminp
)3(
kmaxp − kminp
)
(1+4δ 2)
√
m
(28)
The control parameters can then be tuned to ensure the
satisfaction of this inequality. Note that sharper uncertainty
profiles σ(t) are more restrictive with respect to variations of
the stiffness. For instance, stability is favored by a smaller
range
(
kmaxp − kminp
)
or lower values of α , i.e. slower tran-
sition between stiff and compliant behaviors. For the limit
cases kmaxp −→ kminp and α −→ 0, that is, constant stiffness,
stability can be achieved regardless of σ(t). It can also be
observed, since the right-hand side of the inequality is always
positive, that with the proposed variable stiffness profile,
stability is ensured if the uncertainty decreases.
IV. AN EXAMPLE APPLICATION: DOOR OPENING TASK
In order to illustrate how the proposed GP-based LfD
approach can be applied to real-world manipulation tasks,
we address the problem of opening doors using a TIAGo
robot. This is a relevant skill for robots operating in domestic
environments [32], since they need to open doors when
navigating, to pick up objects in fetch-and-carry applications
or assist people in their mobility.
A. Policy Inference from Human Demonstrations
We performed human demonstrations using an Xsens
MVN motion capture system. Right hand trajectories of the
human teacher relative to the initial closed door position
were recorded for three different doors (Figure 5). Coordinate
axes were chosen such as the pulling direction is parallel to
the x axis and the y axis is perpendicular to the floor. The
demonstration dataset consisted in a total of 6 trajectories,
two per each door.
Fig. 5. Demonstrations were recorded using an Xsens MVN motion capture
system. The teacher opens three doors with different radius.
The recorded trajectories were then temporally aligned
using DTW and the proposed TCI index. Next, the data was
used to infer the door opening policy. In Figure 6 we show
these steps for each output dimension. On the third row, we
can see the resulting heteroscedastic MOGP representation.
Note that in the door opening motion, significant variations
are only observed in the x, z and θuy components. We
can see that the trajectories are warped effectively using
the proposed TCI similarity measure, since they are clearly
clustered in three groups, one for each type of door. It can
also be observed that the resulting heteroscedastic MOGP
effectively encodes the skill. This is more evident in Figure
7, where position uncertainty has been projected onto the
x−z plane. We can observe the uncertainty in the door radius
is accurately captured from demonstrations.
Fig. 9. The first three columns show how does the posterior distribution vary considering as via-points the observations of the door motion in the light-blue
shaded area. The next column shows the comparison between the predictive distribution considering the adaptive policy or the policy based only on human
demonstrations. The shaded areas and lines of the same color correspond to the 95% confidence interval and mean, respectively. The column on the right
shows the mean squared prediction error of each policy.
Fig. 7. Door opening policy projected on the x− z plane.
B. Policy Adaptation and Modulation of the Robot Behavior
In the reproduction stage, we gather observations of the
door motion solving the forward kinematics of the robot.
These observations can then be defined as via-points to im-
prove the policy prediction capabilities. Additionally, we can
take advantage of the forces exerted by the door to correct
small biases on the policy, adopting a variable admittance
control scheme. The set-point of the controller is changed
through the virtual dynamics discussed in Section III-E.
Fig. 8. TIAGo robot opening the door.
With the proposed approach we successfully performed
the door opening task with TIAGo (Figure 8). We can see
in Figure 9, on the first three columns on the left, how the
posterior distribution varies for coordinates x and z as the
door is opened. We show that the adaptive policy converges
to the ground truth trajectory. On the next column, we show
the comparison between the resulting distribution at step
ti considering via-points up to ti−1, and the initial policy.
In order to obtain a quantitative measure of the prediction
performance, we evaluated the mean squared prediction error,
E
[
ε2
]
= (E [ f ∗(t∗)]− f (t∗)])2+var [ f ∗(t∗)]. We can observe
that the adaptive policy clearly achieves a better performance.
The resulting variable stiffness profile is shown in Figure
10. We have tuned the parameters empirically, being the used
values kmaxp = 500, k
min
p = 100, m = 1, δ = 1, α = 600 and
β = 0.01. For simplicity, we have considered the same law
for the 6 degrees of freedom. We can observe that the robot
behavior is modulated towards a more compliant behavior
towards the final phases, where the policy is more uncertain.
We can also see that the stability bound is not crossed, which
is coherent with the behavior observed in the conducted
experiments, where no instabilities occurred.
Fig. 10. On top, variable stiffness profile for x and z. Below, the evolution
of the uncertainty derivative of the adaptive policy.
V. CONCLUSION
Gaussian Processes (GP) are a promising paradigm for
learning manipulation skills from human demonstrations. In
this paper, we present a novel approach that takes advantage
of the versatility and expressiveness of these models to
encode task policies. We propose an heteroscedastic multi-
output GP policy representation, inferred from demonstra-
tions. This model considers a suitable parametrization of task
space rotations for GP and ensures that only continuous and
smooth paths are generated. Furthermore, the introduction of
an input-dependent latent noise function allows an effective
simultaneous encoding of the prediction uncertainty and the
variability of demonstrated trajectories.
In order to effectively establish a correlation between
temporal and spatial coordinates, demonstrations must be
aligned. This operation can be performed with the Dynamic
Time Warping algorithm. We introduce the novel Task Com-
pletion Index, a similarity measure that allows to achieve
an effective warping when the learned task requires the
consideration of different paths. Adaptation of the policy can
be performed by conditioning it on a set of specified via-
points. We also introduce a new computationally efficient
method, where the relative importance of the constraints can
also be defined. Additionally, we propose an innovative vari-
able stiffness profile that takes advantage of the uncertainty
measure provided by the GP model to stably modulate the
robot end-effector dynamics.
We illustrated the proposed learning from demonstration
framework through the door opening task and evaluated
the performance of the learned policy through real-world
experiments with the TIAGo robot. Results show that the
manipulation skill is effectively encoded and a successful re-
production can be achieved taking advantage of the presented
policy adaptation and robot behavior modulation approaches.
This work aims to push the state-of-the-art in learning
from demonstration towards easily extending robot capa-
bilities. Future research will be conducted focusing on its
applicability on complex tasks, such as cloth manipulation.
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