Abstract-The indexing and retrieval of video footage requires appropriate annotation of the video for search queries to be able to provide useful results. This paper discusses an approach to automating video annotation based on an expanded consideration of readability that covers both text factors and cognitive factors. The eventual aim is the selection of ontological elements that support wider ranges of user queries through limited sets of annotations derived automatically through the analysis of expert annotations of prior content. We describe how considerations of readability influence the approach taken to ontology extraction components of the system in development, and the automatic population of a CCTV ontology from analysis of expert transcripts of video footage. Considerations are made of the semantic content of the expert transcripts through theories on readability analysis and terminology extraction to provide knowledgebased video retrieval. Using readability studies to improve the text, we suggest that the semantic content can be made more accessible and improves the terminology extraction process which highlights the key concepts. This information can be used to determine relationships in the text, as a proxy for relationships between video objects with strong potential for interlinkage.
I. INTRODUCTION
Multimedia retrieval is of increasing importance in the ever-expanding web, particularly given the increased prevalence of multimedia data. The increasingly available volumes of multimedia place a substantial burden on end users in understanding and filtering such data. Much current multimedia retrieval is text, or metadata-driven, with but a few extant examples of retrieval using lowlevel features of images or videos. Unlike text, where relevant segments can be readily highlighted and summaries are relatively easily produced, segments and summaries of videos are not so readily or rapidly produced. Semantic Web technologies, which some refer to as Web 3.0 or the Executable Web, are promised that analyze and automatically annotate and relate many different kinds of multimedia documents, including video, image, music and sound, text, and various fragments of these. This process of auto-annotation involves various vocabularies and classifications, often referred to as ontologies and folksonomies. Autoannotation is fundamental to the success of the semantic web in general, and multimedia indexing and retrieval in particular, since the cost of manual annotation is substantial. Given the current limits of reliability of metadata on standard web pages, where it is often not even be possible to trust the metadata that indicates the language of the page, automatic provision of (standardized) metadata of various kinds would be beneficial to the wider community.
Auto-annotation could be particularly beneficial where large volumes of multimedia data are produced on an ongoing basis and variously retrieved, and where it is currently only possible to assign a limited amount of metadata. One such application is crime fighting, involving extensive deployment of Closed Circuit Television (CCTV) systems. CCTV is an increasingly popular way of inexpensively enabling remote monitoring and policing of specific (visual) scenes such as ATMs, retail outlets, football (soccer) matches, in airports, in railway stations, in car parks, and so on. The expected continuation in the growth of multimedia data, and especially in CCTV that is allied to increased image resolution and incorporation of audio capture, suggests potential challenges will arise for those wishing to identify participants, key scenes, activities and events within several thousands of hours of footage taken using multiple cameras from different angles and perspectives. While it is increasingly possible to identify specific sets of information directly from video frames in certain application contexts, and to use such information for queries against video collections, pure video processing to date has only achieved specific successes in recognizing particular kinds of objects in very specific scenes. Bridging much of what researchers refer to as the Semantic Gap -understanding the relationships between identified objects and things in the real world -is still a way off. Such consideration of bridging has been a cornerstone of the DARPA-sponsored TRECVID initiative [1] . It has also led to auto-annotation that makes use of extant textual descriptions in which the analysis of the descriptions provides the basis for annotating objects and events within unseen video footage. The derivation of key concepts and their terms from these texts and other related, or collateral [2] , texts is occasionally used in combination with whatever information can be extracted from the visual scenes. Elsewhere, free text descriptions, such as image captions, are considered as valuable sources of annotation information, not least in applications such as Google Images where they are used as the only searchable element.
A review of work in the semantic gap, relating to multimedia, can be found in [3] that covers, for example, using a co-occurrence model for keywords and low-level features of rectangular image regions, approaches that segment images into regions and so on [4] . Another approach, described in [5] , involves processing text available with multimedia to extract terms by combining typical information retrieval approaches of word frequency, TFIDF and entropy, and using stemming. In this approach, keywords above a threshold are used to manually construct an ontology. Relationships in the ontology are discovered using association rules, with relevant relationships also manually selected and incorporated. Reference [5] claimed that constructing ontologies using purely textual information is not adequate: it is unclear where they consider the inadequacy to lie, though they note that issues such as different correct specifications for the same domain may be a factor. Perhaps the problems arise from the quality of the text being processed. Our approach aims at producing features suitable for a co-occurrence model, and attempting to build on [5] by automatically populating the ontology. Current research into video annotation, and particularly this kind of auto-annotation, is sometimes undertaken within the rubric of so-called "multimedia ontologies", and it is with the construction of a multimedia ontology for CCTV that we are principally concerned.
A brief consideration of some of the work on multimedia retrieval is presented in Table 1 . Typically, multimedia ontologies are built for only one purpose: identifying activities against a largely green background in football matches, or identifying specific shots of known people, explosions, and other such features of broadcast news. Some transition across applications may be possible, e.g. for sports reports in broadcast news, but generally the adaptation to other purposes outside the scope of the original application requires significant retraining of various systems. Additionally, there are obvious differences amongst these application areas: in football matches and broadcast news, the participants are largely known; in CCTV, they are largely unknown. While broadcast news will have a specific running order, and football matches are scheduled, important activities in CCTV may occur at any time and need to be detectedindeed, there may be extended periods of time during which nothing of interest is happening.
In this paper, we discuss how recent considerations of readability [9] that account for both text factors and cognitive factors may assist our construction of the multimedia ontology. This relates to two aspects of our work:
1.
Accounting for inter-annotator variability in keyword use and grammatical construction to lead towards more "machine-readable" text.
2. Considering terminology extraction techniques as an integral part of the assessment of readability.
To automatically and reliably extract the significant concepts from expert transcripts of video footage, we would ideally have clear, concise, and consistent text. Convoluted, unnecessarily verbose, and inconsistent text can produce difficulties for identification of semantic content, and many systems require extensive manual training and/or "eyeballing" of texts to circumvent this. The effectiveness of these systems often depends on the training, and the cost of adaptation often limits the use of such systems across domains. Part of the motivation for our work, then, is to be able to improve the likelihood of success of the extraction by making consideration of the machine-readability of the text. In Section 2, we discuss readability research and how it can be applied generally to information retrieval; Section 3 describes our system for automatically capturing semantic content using readability techniques; Section 4 outlines results on parallel annotations; Section 5 concludes the paper and makes some considerations for future work. Figure 1 . Framework for readability, encompassing text factors and reader factors described in [9] .
Reference [10] defined readability as "the ease of understanding or comprehension due to the style of writing". According to this definition, the style of writing is paramount, and the specific abilities of the reader are not important. Historically, readability research has focused primarily on producing a numeric evaluation of style of writing. Work on readability stems largely from an initial study by [11] who demonstrated differences in sentence lengths and word lengths, measured in syllables, between two newspapers and two magazines. Reference [11] suggested that differences in lengths accounted for differences in readership.
This work led variously on to the development of other metrics for readability, many of which are popular in modern office software applications. A variety of readability metrics now exist [12] , [13] , [14] and [15] . These are based on different considerations of sentence length and word length, and in some cases as a function of the number of syllables. The results of applying these formulae relates to some attempts on the one hand to indicate the level (age) of education, and on the other to provide a difficulty score on a scale of 1-100. These formulae and the elements on which they rely are presented in Table 2 -further discussion of these can be found in [16] and [17] . There are two main types of application for readability metrics:
for educators in selecting appropriate material for the target audience's reading ability or to determine whether feedback comments provided to students will improve learning outcomes [18] ; 2. for authors in improving and/or simplifying texts when, used to indicate whether they have appropriately targeted their intended audience.
Readability measures are supposed to enable anyone, without special knowledge or training, to determine the proportion of people who could comfortably read a piece of text. This assumes that those using the readability measures are aware of the ideal values they are attempting to obtain. Authors using these metrics may attempt to iteratively simplify technical and scientific documents to ensure they can be understood by wider audiences. However, many readability researchers advise against attempting to influence readability formulae in this way as modifying small amounts of text does not guarantee that texts are any easier to understand. They suggest that readability formulae should be used only for iterative feedback on the entire document [19] , though it should be possible to evaluate the impact on the readability score of specific changes to the text. For Natural Language Processing (NLP) systems, their abilities as machine "readers" of text are clearly relevant to how effectively they can process text, and indications of, for example, ambiguities within the text are beneficial to both human and machine readers alike.
For us, the most considered view of readability to date is presented by [9] . However, the authors have only elaborated this view to a limited extent. This view entails decomposing readability into two initial considerations: reader factors, which consider the ability of the reader, and text factors, which consider the formulation of the text. These factors, and the components considered against each, are shown in Fig 1. Reader factors include the person's ability to read fluently, whether they have sufficient background knowledge in the subject, their lexical knowledge or familiarity with the language, and whether they are suitably motivated and engaged in the subject matter. Text factors appear in part to account for metrics considered as "readability" today, but also cover considerations of syntax, lexical selection, idea density, and cognitive load -the effort required by the reader to correctly interpret the text. This view of readability would imply that an overall measure of "text difficulty" can be produced that depends only on text factors, but this measure is going to vary depending on each individual reader. In the remainder of this section, we elaborate this view, identifying some difficulties in interpreting the factors, and attempt to relate these various factors to the text-based (knowledge-based) retrieval of video content by consideration of machine readability. A. Text Factors As discussed, readability measures can be used as objective measures of text difficulty, but they may be somewhat artificial constructs predicated only on everyday use of language. When dealing with specialized, i.e. domain-specific/subject-specific use of language, a wider variety of considerations is certainly needed to account, at least, for the inherent specialized terminology, and that implies a deeper analysis. The existing measures of readability do not account for any kind of "conceptual" difficulty: by some of the formulae, Einstein's theory of relativity reads for ages 10-11. In addition, they cannot check the text is syntactically or semantically acceptable; "a man walks across the street" will score identically to "a street walks across the man". Indeed, both will score identically to "walks across a the man street".
The readability formulae are also demonstrably inconsistent if used to consider changes to a specific piece of text. A particular modification to the text may improve readability according to some measures, and make it worse according to others. This is a consequence of the differences in weighting on the input factors. For example, the sentence, 'Further funding comprises an element of additional financing for those institutions which have a high historic unit cost' contains the word 'comprises'. If we substitute this word for the phrase 'is made up of', all the readability formulae will register more readable text, apart from the FOG index which will suggest this change made the sentence slightly harder.
1)
2) Vocabulary Reference [9] cite factors such as simplicity or familiarity as more effective means of measuring the difficulty of a word than by counting characters or syllables. They suggest that word difficulty can be determined by examining whether a word is challenging, unusual or technical, and suggest vocabulary as a text factor contributing to text difficulty. If the text is populated with difficult words then it becomes harder to read causing readers to complain about 'jargon'. Here, the word 'jargon' has a negative connotation implying unnecessary overuse of complex terms where the same scientific concepts could be expressed in non-technical terms without loss of understanding. The problem with unfamiliar words for a novice is that they may become part of the jargon they use as an expert and forget how to write for novice audiences.
In scientific domains, terminology collections provide definitions for a large numbers of terms, each of which represent a specific concept. The meaning of these specialized semantic units may be difficult to deduce accurately for a novice reader. In some cases, a terminology collection may be provided alongside some documents to help in understanding the specialized documentation. This is particularly true for international standards (ISO) where the construction of the terminology should be a vital consideration for avoiding ambiguity and accurate application. A terminology collection may be essential both for novice readers hoping to get to grips with a domain and for those applying standards in order to do so accurately.
The European Association of Aerospace Industries (formerly AECMA, now ASD) developed Simplified Technical English [20] (formerly AECMA Simplified English), a specification for aircraft maintenance, to ensure non-native speakers of English did not create potentially dangerous situations through misinterpreting documentation. The specification includes a dictionary providing a limited vocabulary for use in their documents. Each word in the dictionary has only one meaning, for example the word 'drive' is always used in the mechanical sense such as 'the drive was faulty'. The word can never be used to describe a journey such as 'the drive was boring'. Having a predefined description for a word can help avoid confusion
The terminological nature of such documents means that the terms are used disproportionately frequently throughout the documents, and more often than one would expect to encounter in everyday language. While, this means that anyone unfamiliar with the terminology would find the vocabulary used in the document hard to understand, it also means that terminology can be identified as words used frequently in the document but are unfamiliar in general use. From this perspective, vocabulary could be measured in at least two ways: (i) as a metric relating to the relative simplicity of the words used, in relation to Simplified English; (ii) a measure of the frequency of the words within the document in accordance to their familiarity in general language. Syntax The vocabulary, however, does not tend to exist in isolation, and to understand why text can easily become difficult we may also consider grammar. The vocabulary may be well-defined, yet included in overly verbose sentences. Furthermore, the relationships between the terms may hinder understanding. Reference [9] suggest that long and complex sentences, and unfamiliar syntactic structures, can confuse the reader. They include syntax as a text factor contributing to text difficulty.
Words tend not to combine randomly or freely, rather they are used with preferred 'friends'. According to [21] "you shall know a word by the company it keeps!" and this company may be evident in combinations as certain kinds of 'collocations'. Collocations demonstrate the preference for friends, and importantly have "distant" friends, i.e. there is significance to the distance and order between the collocating words: for example, the collocation between "bread" and "butter" is rather more frequently encountered as "bread and butter" than as "butter and bread". In addition, expected synonyms may be largely excluded as friends, so while we have 'strong tea' we appear to have rather less by way of 'powerful tea'. However, a reader unfamiliar with such constructions might not understand the precise meanings or variations. Put another way, individual words may not be particularly difficult but their combination can produce different meanings to those that component words might suggest. This is readily demonstrable in general language, where a 'tyre' is thought of as an object of a circular nature but 'flat tyre' does not refer to a flat circle, rather it indicates a lack of air pressure.
Collocations have been widely discussed in the linguistic community, though there is little consensus as to their exact nature. Some researchers refer to them as ngrams, depending on the size of 'n' (e.g. bigrams, trigrams and so on), or multiword expressions (MWE). Most researchers agree that collocations are sequences of words that co-occur more often than by chance, assuming randomness, which can be found using statistical measures of association. Some linguists consider collocations are the building blocks of language, with the whole collocation being stronger than the sum of its parts. They describe collocations as lexical items that represent uniquely identifiable concepts or semantic units. Reference [22] elaborated on the criteria for a collocation, describing them as recurring and cohesive domaindependent lexical structures. They used examples of 'stock market' and 'interest rate', and suggested how components can imply collocations, for example 'United' produces an expectation of 'Kingdom', 'Nations', or 'States'.
In scientific writing, collocations can become complex, providing a more specified meaning, but as a result become harder to understand. Consider, for example, 'glass crack growth rate'. Each word will achieve a good readability score and, on a word-by-word basis this, should be easy to understand. However there are several possible interpretations, due to bracketing (see, e.g. [23] ) that might lead us even to consider a 'crack growth rate' made of 'glass'. This is more readily apparent in examples demonstrated using documents such as draft international standards [24] . Reference [25] described such kinds of difficulty as 'syntactic ambiguity', one of a series of categories of common problems in writing scientific English. The cause of this syntactic ambiguity is the passive voice, which has evolved through scientific discourse despite it opening text up to ambiguity. The use of passive voice can create groups of words orientated on a noun resulting in long collocations. ASD Simplified Technical English recommends writers avoid lengthy collocations by breaking up these noun-centered expressions. For example, instead of 'runway light connection resistance calibration', you should write 'calibration of the resistance on a runway light connection'. This unpacking of semantics helps to remove ambiguity arising from bracketing and may also be beneficial for translation to certain other languages such as French. In attempting to derive an approach to semantic unpacking, considerations of adjacency and dependency [26] may be of interest to determine the roots of the packing. The Plain English Campaign [27] offers rules and techniques that are intended to reduce ambiguity, improve understanding, increase reading speed and ease translation. In particular, the campaign provides an A-to-Z guide of over 1300 plain English substitutions for supposedly difficult words and phrases. According to this list, and depending on sentence structure, "essential" could be replaced with either "important" or "necessary" and "according to our records" could be substituted for "our records show".
Misuse of syntax can result in long noun-orientated expressions within the text, and in overly verbose text fragments which it may be easily possible to simplify. It could be possible to consider syntax, in this case syntactic complexity, as measurable by considering the extent of collocations, the complexity of phrasing, and the use of passive voice in the text.
3)
4)
Cognitive Load Reference [25] also identified 'lexical density' as another category demonstrating problems with scientific English. This category applies when a significant amount of information is conveyed in a relatively small amount of text and is demonstrated in the following example with the words in bold being considered as lexical, "My father used to tell me about a singer in his village."
The four lexical words represent the semantic content in the text. Lexical density can vary from one clause to the next in all types of writing,. Informal spoken language has a lexical density around two words per clause; with more formal and planned written language having a lexical density of four to six lexical words per clause and scientific language, reaching 10 -13 words per clause. The use of sentence length and word length by [11] tends to be relatively successful since longer words tend to be lexical and longer sentences are more likely to more lexical items. Although it is easy to assume, high lexical density isn't necessarily an indicator of poor readability. Long collocations that form semantic units reduce conceptual complexity. Problems occur when numerous semantic units are described within a short space of each other causing the reader to make numerous inferences. The semantic units do not need to be limited to just one clause, it is the overall analysis and reasoning required that can cause confusion. Reference [9] describe this as cognitive load.
This problem often occurs when writers assume that adding further defining clauses into their text makes it text easier to understand, when in fact the opposite is true. If a reader fails to understand one of the first concepts, subsequent definitions are also unlikely make sense. The writer is also intimidating the reader by referring to them in such short space of each other. This implies that these terms are simple and should be quickly understood. It is this fast succession of defining clauses which can cause problems. The amount of ideas expressed in the text contributes to cognitive load by increasing the work demanded of the reader by authors to interpret their text correctly. Perhaps cognitive load is measurable by examining (i) the quantity of defined and undefined terms within short distances of each other; (ii) indications of defining clauses within the text. This will determine the workload required by a reader to process or interpret the text correctly.
Idea Density So-called idea density manifests when writers present new information to the reader without making clear its relationship to previous information: the writer assumes that they have provided enough information to allow readers to follow their arguments logically. While this poses no problem for specialists, it can often be intimidating for novices. Writers often expect the reader to make 'semantic leaps' [25] from existing understanding to understand particularly abstract ideas and conclusions, and this may lead to incorrect inferences. Idea density is linked to vocabulary (terminology) in that an expert will find it easier to associate the content of the text. It is easy to confuse idea density with cognitive load, but where cognitive load is concerned with the number of ideas in the text, idea density refers to 'strength' or 'abstractness' of the ideas.
Idea density may be related to considerations such as lexical cohesion [28] , where repetition of a lexeme and its synonyms provides a structure for the reader to connect with. Repetitious patterns help readers form an understanding throughout the text. Sentence links and bonds enable summarization and allow consideration of the overall characterization of the text. If a large number of new, seemingly unrelated ideas are being introduced, this should be evident in low cohesion. Perhaps lexical cohesion can provide us with a measure of idea density.
B. Reader Factors
Text factors presume that difficulty is an artifact of text. However, different readers will have different views of the same piece of text. Reader characteristics may amplify or negate problems with difficult text. For a variety of reader factors identified [9] , we consider that it would be necessary somehow to capture and analyze the user's experience with prior documents as a proxy for reader knowledge, and that the capture and analysis would lead towards a personalized assessment for the document.
1)
2)
Background Knowledge Although many readability metrics determine a grade level of an audience capable of understanding the text, they make no distinctions according to the background knowledge of the reader. As discussed in vocabulary, word familiarity gives a much better indication of word difficulty than word length. A longer word may only be difficult for a particular reader and certain shorter words may be more difficult to understand for wider audiences. Consider a general reader confronted in text discussing a 'muon'. The term is short and would be rated as simple by the current readability formulae. However most people would be unfamiliar with this term and only particle physicists are likely to know the term, its definition, and related items. A reader well-versed in a particular subject field should find the words rather more familiar and [9] suggest that background knowledge contributes to text difficulty.
Reference [29] described a series of studies conducted by the U.S. military showing how prior knowledge affected readability. In a manner similar to the Plain English Campaign, they simplified and changed the style of technical documents while experts ensured that all the technical terms were kept and that the intended message was not changed. The simplified versions resulted in faster reading speeds and greater retention of information, but differences were only noted in readers who were naïve in the subject. There was little observed benefit for the experts. Reference [30] followed up these experiments to demonstrate that more readable text is beneficial for those with less knowledge and interest. The problems of difficult text are effectively 'drowned out' by knowledge of a subject. However, it is not easy to measure the amount of background knowledge required to differentiate between levels of knowledge; [16] queries the measurement used in the conclusions from results of reading tests -is this a reflection on comprehension, prior knowledge, memory, or just the difficulty of the question used in the reading test? More generally, the reader's background knowledge needs to be captured and measured somehow.
Perhaps a terminology collection and its definitions can in some way, reflect the background knowledge required by a reader to interpret the text correctly. Knowing the precise meaning of certain words can help distinguish some of the ambiguity of the surrounding words. One way to measure background knowledge would be through the extent of use of terminology in the text with consideration of previous documents within the reader's experience.
Motivation and Engagement Reference [30] showed that more readable text is beneficial for those with less knowledge and interest. In another part of their study, students were presented with written material below their reading level. When the reader's interest was high, text below their grade level did not improve comprehension. However, when the reader's interest was low their comprehension was improved by simpler text. This suggests that more readable text improves comprehension for those less interested in the subject matter. Reference [9] characterize this as motivation and engagement. A study by [31] showed that experiments using readability formulae to simplify texts can be skewed by the interests and motivations of the reader: readability is more important when interest is low. Some researchers argue that the link between text comprehension and motivation is due to the extent of reading performed by the reader. Reference [32] provide evidence that reading motivation predicts quantity of material read, and this in turn predicts text comprehension. In some ways, then, a readability system would need to ascertain whether a reader had demonstrated an interest in similar or related previous material. One way to measure motivation would be to examine a reader's history for similar documents, building on the measurement for background knowledge.
Language Reference [9] identify language as another reader factor contributing to text difficulty. The process by which readers develop sufficient knowledge of a language is referred to as language acquisition and concerns familiarity with words and the development of the language capability. First language (or L1) acquisition concerns the development of language in children, while second language (or L2) acquisition focuses on language development in adults. To measure language development in children, [33] introduced the mean length of utterance (MLU). This measure of language growth stems from observations that most advances of morphological and syntactic skills result in longer utterances by children. Subsequent studies have shown MLU is highly correlated with age for normal children ( [34] , [35] ), and [36] correlated MLU with age for children with specific language impairments. MLU follows similar principles to readability formulae, which all use average sentence length either in words, syllables or characters. The amount of information contained in a statement is considered a measure of complexity by various fields of research.
Researchers have shown that frequency is one of the strongest determiners in acquiring language, but have yet to explain how humans acquire the more abstract forms of linguistic knowledge. References [37] and [38] showed that frequency has an impact on comprehension and the development of language categories, and although it is widely assumed that grammar cannot be learned from experience alone, researchers working on collocations and distributional lexical semantics may produce interesting future insights. Reference [39] stated that frequency is a necessary component of theories of language acquisition but is not a sufficient explanationotherwise, we would never get beyond the definite article in our speech. Distributional cues are useful for categorizing high frequency items encountered in the identical contexts, and considerations of distributional lexical semantics pay strong heed to this, but these cues are less useful when considering lower frequency words Reference [40] notes that human language acquisition must involve more than high-frequency input. Frequency, along with other factors, needs to be considered in the framework of a comprehensive theory of the representation, processing and acquisition of linguistic knowledge.
As we discussed in syntax, collocations can cause confusion due to syntactic ambiguity. However, research has shown that frequency is indispensable for dealing with these ambiguities. Reference [41] showed how subjects used innate statistical information to determine how sentences should be interpreted. More recently, [42] showed that language users expects a particular word or word category to appear with a particular linguistic expression. These linguistic expressions are stored in memory and are reinforced by frequency to help comprehension. In addition, frequently combined linguistic expressions may develop into a processing unit so that many of the linguistic elements are ignored and the whole chunk is compressed and treated as one piece. This work relates back to collocations, with multiword units representing singular concepts and developing into terminology. Reference [42] concluded that several psychological mechanisms such as information processing and analogy interact with frequency based mechanisms to develop linguistic structure. A person's grammar is an emergent linguistic structure developed from their use of language.
The familiarity with words in language acquisition relates to the factors of vocabulary and background knowledge: while it is possible to ascribe an overall score for a word, perhaps as a measure of its rarity in discourse, words will have different familiarity for different readers. A difficult word for a novice is not always the same as a difficult word for an expert; a word that is difficult for L2 audiences may not be difficult for L1 audiences. However, beyond this, it is difficult to make a clear distinction between the reader factors of background knowledge and language unless we make consideration for the non-terminological elements of the textmeasuring the reader's familiarity with similar grammatical structures and general language in prior documents.
4) Reading Fluency
Reference [9] identify reading fluency as the final reader factor contributing to text difficulty. As discussed in relation to language acquisition, the more text a person reads, the stronger their experience-based grammar becomes. This in turn results in a more fluent reader. Research has shown the importance of reading fluency in developing reading proficiency and differences in reading fluency can distinguish between good and poor readers. Reference [43] showed how a lack of reading proficiency is a reliable predictor of reading comprehension problems. There is a strong correlation between reading fluency and reading comprehension with each aspect of reading fluency having a connection to text comprehension. Reference [44] showed that fluent reading consists of three important elements, "accurate reading of connected text at a conversational rate with appropriate prosody or expression." Inaccurate word reading can cause to readers misinterpret the text and limit their access to the author's intended meaning. Reference [45] showed that factors such as knowledge of a large bank of high frequency words are needed for accurate word reading. Words are only analyzed when they cannot be read from memory as sight words. This relates back to language: the reader's lack of knowledge of words will affect their reading fluency in that readers are likely to dwell over unfamiliar words or grammatical constructions. This impedes the reader's ability to construct an ongoing interpretation of the text. Experiments in language acquisition have shown that the categorization of word classes can be improved by incorporating phrasal boundaries. The correct placing of pauses around phrase boundaries contributes significantly to their meaning. For example, [46] used the following example to show how an ambiguity introduced into a string of words can produce interpretations that are either meaningful or nonsensical, "The young man the jungle gym."
The majority of readers pause at 'man', rendering the phrase meaningless. However, if the reader pauses at 'young', they can construct the meaning and interpret the sentence. Reference [47] suggested that fluent readers use morphemic, syntactic, semantic and pragmatic cues present in the text to organize it into meaningful phrases. This work relates to collocations and the text factor of syntax with frequent collocations used to decipher text. In the example, without any punctuation, the frequent collocation 'young man' is used to try and construct meaning from the phrase. In this instance, the collocation leads us to an invalid interpretation rendering the phrase meaningless. It is only with a phrasal boundary dividing the collocation that we can begin to interpret the phrase as it was intended.
Difficult text can have a negative effect on reading fluency, [48] 
C. Commentary on the Framework
The framework described by [9] has potential benefit in considering the formulation of applications that require automatic access to semantic content expressed in text. By improving the readability of text and incorporating factors which help human readers understand text, we hopefully increase the likelihood of effective automatic processing -improved machine-readability. Reference [9] discussed, but did not elaborate, a framework for readability, but this needs to be implemented and evaluated. In doing so, comparability to other approaches is vital -it must be possible to derive a meaningful value. It is with being able to derive such a value that our work is currently concerned, however we make considerations here for the kinds of applications that readability supports. Much of our previous work has focused on terminology extraction techniques that can be used to identify the important concepts specific to one or more documents: terms denote the key concepts. The important (frequent) relationships between these key concepts can also be identified. Such analysis, more generally, is usually referred to as ontology learning, and can result in the production of domain terminologies (ontologies). Work on terminology extraction for terminology enhancement has already been undertaken in relation to controlled authoring of international (ISO) standards [24] . Here, extracted terms were considered as likely additions to a standard terminology.
We consider that the terminological component is key to measuring the vocabulary, with the number of terms which the reader has previously encountered relevant for the background knowledge. Both idea density and cognitive load appear to relate to the introduction and packing of terms within the text. Furthermore, while syntax deals with the structuring amongst these, language and reading fluency address the reader's familiarity with the syntax. Finally, motivation and engagement seems to be consistent with the frequency of previous encounters with the background knowledge. We elaborate these further in relation to CCTV analysis. In this application, we begin to consider the machine-as-reader, in contrast to considering what a human being might know.
III. CCTV ANALYSIS
Closed Circuit Television (CCTV) surveillance has both its supporters and its critics. It is used with increasing frequency to monitor large proportions of the public, to try to detect the rather smaller proportion undertaking or complicit in criminal, or at least antisocial, activities. CCTV systems may be used in shopping centres, on roads and in car parks, in railway stations and airports, and so on. It is estimated that the UK has over 4 million CCTV cameras operating, capturing the movements of its citizens continuously in certain locations throughout the year. The quantities of data being collected are substantial: a set of a few hundred cameras monitoring car parks in a major UK city requires a terascale (around 100TB) data storage facility to cope with retention of about a year's worth of data, just in case there becomes a need for it. Subsequently, it is archived to tape and all these archive tapes also require housing. As capabilities for increased image resolution and magnification improve, and as very small CCTV systems can be cheaply and rapidly deployed, the challenges associated with finding any specific happening within such extensive video collections becomes ever greater. For one event, this could require trawling through footage captured over several days from numerous cameras, with a need to piece together the movements of an individual from a variety of differently positioned and differently located cameras. A multimedia ontology for CCTV, then, would be of particular value. A CCTV ontology would document the semantics of video scenes that cannot easily be captured through video analysis techniques alone. A framework has been constructed specifically for the CCTV domain where high level semantics extracted from video are intended to be associated with concepts extracted from expert descriptions of the video [8] . Visual semantics are extracted using motion detection and tracking, and classification according to geometric attributes of the blobs and the dynamics of their trajectories. This approach can distinguish between people and vehicles, and observed motion is used to confirm the constraints on objects to locations.
We use various text analysis techniques, centered around terminological analysis as described in the previous section, in order to generate the ontology from expert descriptions of video samples. The eventual aim is to use this ontology for auto-annotation of unseen CCTV footage. The CCTV ontology is initially composed of the vocabulary representing the objects (O) and actions (A), and this vocabulary is automatically extracted from the expert descriptions. This level of abstraction is insufficiently accurate and produces a large set for consideration. The text is further analyzed for the existence of triples of the form O-A-O, for example 'man-drive-car' or 'person-crosses-street'. Inferences are made over whether the object is an agent or a recipient. Fig 2 shows , in white, the factors contributing to text difficulty which are directly addressed in this subsystem. At present, the blacked out factors are largely ignored, however there is future scope for their inclusion.
The first task in creating the CCTV ontology is to find all the objects and actions described by the experts in their commentary. We address background knowledge by accessing the expert understanding inherent in the text. Key objects are found by annotating terms found in a police ontology for describing crime scenes. The ontology was provided by the National Policing Improvement Agency (NPIA), formerly known as the Police Information Technology Organisation (PITO). Additional objects and the actions performed by those objects are found using terminology extraction techniques. The text factor of vocabulary is addressed by using statistical methods to find frequent words which are unusual in everyday language. The text factor of syntax is then considered in finding collocations by examining the neighboring words. Both single and multiword expressions are considered as potential objects. The analysis of everyday language incorporates the factors of language and reading fluency. Linguistic methods are used to find further objects and potential actions using part of speech (PoS) tagging. Frequent nouns and collocations are considered as objects with recurrent verbs used to determine actions. The analysis of frequent nouns and verbs throughout the text addresses the text factor of vocabulary and the consideration of collocations addresses the text factor of syntax. Identified concepts are verified using thesauri to ensure the linguistic expressions found are likely valid concepts. This process is modeled on the reader factor of language, by using entries in the thesauri to model the reader's syntactic development or familiarity with general language. WordNet [49] was chosen as it is currently the most comprehensive lexical database.
Once all the objects and actions have been identified, their proximity to each other in the text is used to determine when important events have occurred in the video. This process was modeled on the text factor of cognitive load. An object, an action and an object occurring within a short space of each other were used to form triplet relationships. These relationships represent an object performing an action on another object such as 'man drives car'. The text factor of vocabulary was considered to reduce complexity of the text surrounding identified concepts to help find triples. However, initial experiments using Plain English and ASD Simplified Technical English substitutions found there was little benefit when analyzing transcripts of spoken commentary. The replacements are best suited for verbose written text and there was little benefit in finding additional concepts or relationships using the substitutions in this application. It should be noted that the Plain English Campaign advises that many of their alternatives won't work in every situation. However, the substitutions have proved beneficial in previous work in other domains in relation to international standards (ISO) [24] and we believe further experimentation in other fields would demonstrate further benefit.
Additional consideration using synonyms and hyponyms of words which are present in WordNet and associated terms in the police ontology are used to merge similar triplet relationships. These processes again model the reader factors of language and background knowledge. The triples can then be used to generate the CCTV ontology detailing the particular actions an object can perform and which particular objects can receive the action. We have yet to address idea density in this application, and since we are considering a machine-asreader, are not assuming a lack of motivation and engagement.
The methods for extracting semantic content from text, incorporating consideration from [9] , are detailed as follows. Components are numbered and described in detail later with some addressing more than one factor.
• [50] . These components build on existing GATE plug-ins from ANNIE, for preliminary NLP tasks of such as PoS tagging and sentence splitting. OWL is used for representing the ontology which captures the weight of the co-occurrence between objects and actions. The weight is calculated using frequency of triples to determine the strongest relationships between objects and actions. This information is used to associate video objects with concepts from the ontology for potential use in video annotation and keyword related search expansion. The pipeline for these resources is shown in Fig 3, followed by brief descriptions of each component in relation to the factors contributing to text difficulty.
A. Linguistic Concept Identification
Compound nouns are often labeled as technical terms by readers. Unfamiliar and technical words were identified by [9] as the text factor of vocabulary. The recognition of long compound nouns also addresses the text factor of syntax. By using linguistic techniques to identify compound nouns, we can detect the terminology used by experts to describe the content of video scenes.
This terminology along with single noun words can be used to categorize the objects in the video scenes. In addition, any words annotated as verbs in the text can be considered to be performed by an object and therefore categorized as actions. These annotated object and actions are used to populate the CCTV ontology.
We use the ANNIE tokeniser and PoS tagger to identify all the nouns and verbs in the transcripts, and to provide a basis for the identification of compound nouns according to specified patterns of part of speech annotations, extended from [51] with the formula N {N, A} N.
(1)
For the initial assessment of potential object and action concepts some basic stemming does occur to detect plurals. The stemming consists of a set of rules for handling nouns and verbs.
B. Statistical Concept Identification
The initial linguistic identification of concepts is supplemented by a statistical approach both to validate the linguistic extraction and to identify other potential concepts that may have been incorrectly classified by the part of speech tagger. This involves examining expressions or collocations which occur frequently in the document, but less commonly or not at all in the English language. These words or phrases can be used by experts when describing a video scene and therefore can be considered as entries in the CCTV ontology. This process relates to the text factors of vocabulary and syntax. To provide statistical evidence for concepts and to act as confirmation for the linguistic extraction, the transcripts are analyzed for salient keywords using frequency and weirdness information as outlined by [52] , and with the British National Corpus (BNC) used as a reference corpus for this analysis. Words that are used disproportionately frequently in the expert descriptions are identified. The use of the BNC as a means to represent knowledge of linguistic expressions provides a machine-oriented interpretation of the reader factors of language and reading fluency. Neighbors of these words, within a given size of neighborhood, are also examined to identify collocation patterns that satisfy a given threshold. A value of weirdness for a word w is given by the following equation.
Where:
• SL is the collection of specialist languagehere, the expert descriptions • GL is the collection of general languagehere, BNC • N is total number of tokens -in the respective corpus • f(w) is the frequency of the word -in the respective corpus We adopt the approach described by [22] for detecting collocations by analyzing a neighborhood of five words surrounding the keyword identified previously. The frequency of occurrences of each word at each position around the nucleate is recorded. If the nucleate and another token consistently appear together in the same positions with respect to each other, there will be a high frequency at the position of the collocating token. The variance across positions is then calculated, and [22] suggests that a variance greater than 10 is significant though we have found a variance greater than 5 more suited to the scale of analysis being undertaken here. Results are classified as either objects or actions via WordNet Verification (D.).
C. Terminology Lookup
Terminology lookup is used for the reader factor of background knowledge by using information and procedures defined by the National Policing Improvement Agency (NPIA), formerly known as the Police Information Technology Organisation (PITO). PITO/NPIA specified a terminology for describing events or incidents, providing data definitions which help subdivide information into simpler data elements. The PITO/NPIA elements were transformed into an ontology by re-interpreting the category and sub-category information as classes and sub-classes.
Each relationship in PITO was compared with WordNet's hyponyms. Each class and subclass was located in WordNet and then each possible path to the associated word was explored. If the semantic distance between the class and subclass was significantly large, the relationship was removed. This process removed relationships such as 'padlock' and 'removed' ('padlock' and 'door' being subclasses of 'removed' since this relates to descriptions of burglaries) and age range categories presented as subclasses for 'male' and 'female' (due to age range questioning of suspects).
The revised PITO/NPIA ontology is used for initial terminology lookup to help classify objects and actions for the CCTV ontology. Basic stemming is used to detect plurals in the PITO/NPIA ontology. In addition, the ontology is used to identify superclasses, subclasses and siblings of detected terms. These associated classes are used for merging triples at a later stage (F.). For example, 'road' including subtypes 'street' and 'motorway' are present in this ontology so the triplet 'man crosses street' can be assumed to have some degree of equivalence to 'man crosses road.'
D. WordNet Verification
Wordnet is used to implement the reader factor of language, as a proxy for general lexical knowledge. We use the Java JWordNet API to assess results of PoS tagging and concept identification through both linguistic (A.) and statistical methods (B.). Each single word tagged as a noun is checked in the WordNet noun dictionary. Nouns not found are considered to be erroneous and are rejected. Basic stemming is used to prevent rejection of plurals. WordNet is also used to verify compound nouns: if the compound noun is not found in WordNet, left-toright removal is applied -the first word is removed and the compound noun is then re-tested. For example, 'first storey shopping centre' is not known to WordNet, so 'storey shopping centre' is subsequently tested. Eventually, 'shopping centre' is tested and found in WordNet. This ensures that the longest multiword expressions that represent semantic units are used for object identification. Each single word tagged as a verb is also checked in the WordNet verb dictionary and labeled as an action if present. These verified objects and actions are used to construct the CCTV ontology accordingly.
E. Triplet Finder
With objects and actions identified, we analyze connections between the objects and actions to produce triples. The triples should represent 'agent-actionrecipient' events which describe the relationship between two objects and the directed action that connects them. We calculate collocation distances between words connected in events to determine dominant patterns. The process of finding events through a high quantity of concepts within a relatively short space of each other is derived from the text factor of cognitive load.
F. Triplet Merger
Once triples have been identified, the WordNet lexical database and the PITO/NPIA terminology are used to merge similar relationships. Using these resources elaborates the reader factors of language and background knowledge respectively. WordNet is used to compare each agent, action and recipient in a triplet with all the other triples. If an item matches within a userselected semantic distance, then the frequency of the triples is enhanced by the frequency from an associated triplet, weighted according to the semantic distance of the matching item -similar to the use of PageRank. For example, the triplet 'car-go-road' will make reference to the triplet 'vehicle-go-road' as car and vehicle have a small semantic distance in WordNet. The semantic distance between car and vehicle is 9, so the frequency of the triplet will be divided by this number and added into the frequency of the initial triplet to improve its rank. The words 'car' and 'motorcar' are synonymous so the semantic distance is 1. In this instance the frequencies can simply be added together.
PITO/NPIA information is used similarly to Wordnet, though preferentially given the specificity. Frequency information is calculated using semantic distance information from the ontology with super and sub classes assigned a semantic distance of 2 and sibling classes given 3 to represent the additional traversal through the ontology. Once all the triples have been identified, the agent-action-recipient information can be written to the CCTV ontology. To demonstrate the approach, we consider 6 expert commentaries on 12 
IV. RESULTS

A. Analysis
The transcripts demonstrate limited agreement between the experts: the same object was described in different ways: a 'white van', 'kind of van', 'stationary vehicle' and 'ambulance' were all used to describe the same object in the scene. The experts had agreed that there was something to annotate, but differed in their selections. Despite such inconsistencies in the descriptions, there were some frequent objects and actions identified through application of linguistic (A.) and statistical (B.) processing. The most frequent objects and actions in the transcripts are detailed in Table 3 . The verbs 'be', 'is', and 'are' are joined as they are considered the same within WordNet.
PITO/NPIA lookup was used to correct inconsistencies in the PoS tagging, resulting in higher counts. Table 4 shows the five most frequent objects found in the document. It should be noted that the erroneous object of 'side' is not augmented using PITO/NPIA.
The relationships between concepts determined through the triplet finder (E.) are detailed in Table 5 , showing the 583 triples found before any merging consideration has occurred. The 'Key' refers to the ranks of object and action seen in Table 3 ; the inter-annotator agreement column shows the percentage of expert transcripts featuring the relationship, though it doesn't imply that annotators would necessarily disagree about using these descriptions. The name of the triplet is derived from the agent, action and recipient used to construct the relationship in the original sentence. For example, 'car-come-road' is derived from phrases such as 'there is a car coming down the road'. The triples are related to the video via a timestamp associated with the comments in the transcripts. The timestamp refers to the offset from the start of the video being described. Fig 6 shows the initial comment made by one expert, from which two triples are derived (shown, with their keys, in Table 5 ). The objects and actions in the triples are then available for relating to the extracted visual semantics. In Fig. 6 , the ideal relationship between transcript and video is demonstrated. The path between the two objects is described in Table  6 with Table 8 showing the most frequent of the 328 triples after merging using WordNet synonymy and semantic relationships. The original and revised frequencies are shown in the table. A breakdown of the frequency calculation showing how the semantic distance is used to limit the frequency information is shown in Table 7 . The table shows the semantic distance for each agent action and recipient. The total incorporates frequency from Table 5 . As an alternative to WordNet, the PITO/NPIA ontology is used to merge triples using more specifically specified relationships for this domain. In PITO/NPIA, the objects 'car' and 'van' have a semantic distance of 2 (the parent has a distance of 1). In Wordnet, the objects have a semantic distance of 3 with 'minivan' and 'passenger van' present on the intervening levels. The PITO/NPIA information can be used to merge triples using specialized information. The most frequent of the resulting 142 triples merged using the PITO/NPIA ontology are shown in Table 9 showing the original and revised frequencies.
The PITO/NPIA ontology alone is insufficient to significantly improve the degree of agreement, suggesting that the language used is more akin to general language. There is, however, some impact evident. The PITO/NPIA ontology and WordNet were used together to assess this impact. Triples were merged by preferring the expert knowledge of the PITO/NPIA ontology and subsequently using general knowledge represented by WordNet. There were 342 merged triples from the combined process with the 10 most frequent shown in Table 10 , with raised values for frequency.
With unmerged triples, erroneous relationships exist including 'Pedestrian-Cross-Van', derived from the sentence, 'Pedestrian crossing between the van and the other car'. These relationships are filtered out as frequency of events increases through merging of triples and analysis of further transcripts.
B. Evaluation
Although CCTV produces significant quantities of data, there are few existing benchmark collections, and none that appear to be provided with associated text though some expect the use of automatic speech recognition. Three key video corpora considered were TRECVID, CAVIAR and VideoCLEF (see Table 11 ). TRECVID's video surveillance task provides for about 100 hours of uncommented video data, with a number of kinds of events to be detected, and a further "freestyle" task involving defining the important events in the domain [55] . In a sense, the transcripts analyzed in this paper are part of the definition of the important events in this domain. CAVIAR data may be useful for training detectors and associating through co-occurrence models to high-level descriptions of video such as "Two persons cross paths at the entrance of a store". These descriptions already have a restricted syntax, with minor variations, but are of limited value in discerning what might be of importance in the video for constructing more specific descriptions. While not directly related, it is claimed that future iterations of VideoCLEF may involve the use of subtitle text, offering potential for evaluating the readability issues as might emerge within. However, this would be a single source of text in contrast to the multiple similar descriptions analyzed here, and there is an inherent brevity required in subtitling. We have considered, further, use of text corpora as used for polarity assessment in, for example, sentiment analysis of movie reviews [56] and political debate [57] . In contrast to considerations with such sentiment corpora, it is the variability not consistency that is of interest in such collections. In the absence of a benchmark collection that involves multiple descriptions of the same video fragments, we demonstrate the impact of "readability" in two ways: (i) in relation to video retrieval, we use typical information retrieval measures of precision and recall (sub-section 1); Van (ii) in relation to inter-annotator agreement, we use cosine distance to demonstrate increased similarity in descriptions (sub-section 2). Additionally, we consider that annotators will increase their outputs depending on a cognitive load that stems from the video itself: a significant amount of information occurs in the video needs to be described rapidly, and this is likely to lead to greater frequency density of objects, events, and emergent triples (sub-section 3).
3) 
Recall and Precision
To find if the triples correctly associated with events in the CCTV footage, the video was manually analyzed as it might be for annotation purposes. Each 10 second segment containing a person crossing the road was identified. There were 191 such segments, with 92 of those having been commented on by the experts as containing a person crossing the road. The 16 'personcross-road' triples were used to locate the timestamps in the original transcripts. Precision and recall was used to find the instances of video segments returned for the triplet. A semantic distance of 5 was used to merge the 'person-cross-road' triplet to similar occurrences. The results of precision and recall for each triplet are shown in Table 12 .
The sentence used to derive the false positive for 'person-cross-road' contained the phrase, "the person who has just crossed the road' where the expert was referring to the same person who had performed the action previously. The false positive for 'somebodycross-street' just missed a video segment containing a person crossing and we assume the expert was slightly late in their commentary. The false positive for 'drivergo-road' is clearly wrong.
Although the number of correct results was high, with few undesired results, there was a significant amount of video segments not returned using the triples. There were sections of video including people crossing roads which had not been indicated by the experts. Even so, the results show good effects for query expansion, and we now have segments of video that may act as a useful test bed for automatic annotation and an annotated dataset for testing automatic annotations systems. Description similarity Further analysis on the inter-annotator agreement was performed on the sample of the transcripts detailed in Fig  5. The top 500 most frequent words from BNC were removed from the samples to produce bags of words, which were used to calculate the cosine distance of the two expert samples. The bags of words were then revised so that 'car', 'van' and 'saloon' are consolidated to determine whether there is an increase in the similarity between these. Table 13 shows the vector size and cosine distance of each of the raw and revised bags of words with the value for identical vectors being 1. The results demonstrate that accounting for these variations, produces greater similarity amongst the descriptions.
Video-borne cognitive load
We attempt to address cognitive load as the number and similarity in resulting triples between four annotators describing the same events. The numbers of objects and actions described by all annotators for each timestamp was analyzed to determine whether cognitive load would be indicative of increased numbers of descriptions in relation to clusters of video events. Table 14 shows the number of objects and actions described by the annotators, along with the total number of words for each timestamp. The percentage of objects and actions (terms) for the total words was calculated with the results compared to the number of triples over the course on one of the videos.
All timestamps with a triplet count of 3 or more occur when the proportion of terms is greater then 33.3%. With triplet counts of less than 3, the results become less consistent covering a wider range of percentages. At timestamp 2:10 there is an increase of activity due to a congestion of pedestrians creating a large number of descriptions. It would appear, then, that, on the one hand, this could be a measure of text difficulty, but on the other could be an indication of important events increasing the cognitive load of the annotators. Further work needs to be done to investigate, amongst other things, use of active and passive voice (syntax). Currently distinct triples will be produced for the active and passive voice for 'the driver parks the car' and 'the car is parked by the driver'. Further analysis is required involving a more granular consideration of interannotator variability and how query similarity may be accounted for using this system.
V. CONCLUSION
In this paper we have demonstrated how considerations of readability relate to the formulation of suitable annotations for video retrieval. There are substantial opportunities for the extended evaluation of the techniques described, and this is the subject of ongoing efforts. In Section 2, we related a range of research to the framework for readability described by [9] , covering eight different elements that are generally characterized as text factors and reader factors. These may be broadly characterized as making any kind of text appropriate for potential readership by simultaneously considering the text and the reader. Here, we may need to associate prior literature familiar to the reader to the text at hand. If the reader has seen a somewhat similar text, the text at hand may be deemed more easily readable. We consider an analogous situation for automatic video annotation: if a system has a database of previous videos and wellconstructed annotations, it might be more easily possible to 'read' similar videos. In Section 3 we focused on using a selection of the eight elements of readability in describing a system for automatically capturing semantic content of text. These eight elements of readability may be applied with varying degrees of success to other collections of text, as demonstrated in prior work [24] . In Section 4 we demonstrated the impact of our selection of readability elements on parallel expert annotations of CCTV footage and showed how such annotations may be more deeply related (concepts) than is apparent on the surface (terms). Considering the structuring of these concepts and deriving the relationships amongst them leads us to an enhanced form of automatic ontology learning, with considerations derived from earlier work [58] , [59] . Automatic ontology learning here considers 'ontology pruning' during the learning process: terms may attain higher importance through consideration of other contributory semantically-related terms. With due respect to a familiar approach to scaling importance of web links, we might refer to such contributions as 'termrank'. The semantic content of the expert transcripts, then, is represented in the CCTV ontology. It should be noted that the expert commentary had a high lexical density for spoken language with more than the usual two words per clause. Further work needs to be done exploring the advantages of using Plain English Campaign and ASD Specified Technical English substitutions in other applications where verbose language is notorious. It would be interesting to see additional triples which may be found using these techniques. It is not only the text factors that demonstrate potential; reader factors can potentially play a significant role in multimedia information retrieval. As we have seen the reader factor of language can be targeted using Wordnet to reflect syntactic development by considering synonymy to find alternate expressions for the same concepts. These synonyms are used to gather higher frequencies for similar semantic relationships. In addition, the reader factor of background knowledge is used to find related or hierarchical terms for identified concepts. These approaches can be amended for information retrieval so that search keywords are expanded into hyponyms and associated terms according to the knowledge of the user. Information stored on the user's PC may identify the extent of their knowledge of particular domains and recall appropriate information accordingly.
The readability framework devised by [9] can be applied to the automatic annotation of multimedia by ensuring consistency of description for metadata. Their methods can be deployed to ensure concepts or items represented within the media are consistently identified and annotated. This approach will address some of the problems currently facing multimedia information retrieval such as the inadequacy of uniform textual descriptions for describing color, shape etc and keywords being limited to particular domains as the original keywords cannot anticipate future applications.
In addition, the ontology might be extended by assigning multimedia objects to relevant concepts. Reference [6] showed how multimedia ontologies can be used to perform automatic annotation on unknown sequences of video. Using visual descriptors and temporal cues, a representative set of sequences containing concepts described in the linguistic ontology can be used to create a multimedia ontology. This ontology is a form of visual vocabulary for the concepts present in the video and just as [9] showed how a text vocabulary affects text difficulty; a visual vocabulary is required to interpret visual media correctly. Reference [7] believed that video retrieval systems should integrate all available media such as audio, video and captions and devised a system of using animated visual sketches to formulate search queries. In these sketches motion and temporal duration are the key attributes attached to an object in the sketch. Similarly, image retrieval systems can use a sketch based query to calculate the correlation between the sketch and the edge map of images within the search field. These sketches allow retrieval of content similar to the presented query in manner which can not be achieved through text-based query search alone. The sketches provide a vocabulary for image/video retrieval and provide a means to connect the visual media to semantics. By checking the similarity of visual descriptors of unseen video with the representative sequences present in the vocabulary, we can begin to automatically recognize visual features in the video.
We hope to bridge the semantic gap by matching the extracted terminology from text to the vocabulary of sketches used in image/video analysis. The sketch queries devised by [7] could form the visual descriptors needed to build this visual vocabulary. However, for textual labels to be applied to these features we need both visual and textual labels for the same concepts. It is the integration of visual and textual vocabularies which can lead to the multimedia ontologies. Fig 7 shows the relationships to events for scenes using a multimedia ontology defined for CCTV. Here the visual representation of a parked estate is categorized as a subclass of 'Park Car'. This is a starting point for automatically creating annotations for video and other forms of multimedia information in the semantic web. The resulting process could demonstrate aspects of the human cognitive ability to associate visual experiences with semantic information. 
