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Abstract
We study the problem of placing symbols of an alphabet onto the minimum number of keys of a
small keyboard so that any word of a given dictionary can be recognized univoquely only by looking
at the corresponding sequence of keys. This problem is motivated by the design of small keyboards
for mobile devices. We show that the problem is hard in general, and NP-complete even if we only
wish to decide whether two keys are sufﬁcient. We also consider two variants of the problem. In
the ﬁrst one, symbols on a key must be contiguous in an ordered alphabet. In the second variant, a
well-chosen measure of ambiguity in the recognition of the words is minimized given the number of
keys. Hardness and approximability results are given.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
Keyboards are by far themost commonly used interfaces for entering textual or numerical
data on many communication devices. When this device is small, a complete keyboard is
not always available; this situation typically occurs for mobile phones. The solution used
in that case is the overloading of keys: each key is associated to more than one symbol
of the alphabet. The current standard layout for mobile phones is deﬁned by a 1994 ISO
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abc def
ghi jkl mno
pqrs tuv xyz
Fig. 1. Standard keyboard layout.
speciﬁcation [6] and illustrated in Fig. 1. Numerousmethods allow the user to specify which
symbol is needed among the one corresponding to the pressed key. The multi-tap method
is a widely proposed one: the desired symbol is selected by pressing more than once the
same key. Other methods use an algorithm that tries to predict the input according to the
sequence of pressed keys and using a dictionary of words. A common implementation of
such an algorithm that uses maximum probability estimation is the T9 algorithm [11]. A
survey of text entry and disambiguation procedures for mobile phones can be found in a
recent paper from MacKenzie and Soukoreff [8]. Recently, many authors considered the
problem of estimating the achievable word rate using various methods (see e.g. [2]).
While many researches related to text entry on mobile devices are conducted in the
human–computer interface community, it seems that not many of them treat the problem
of redeﬁning the actual keyboard layout used. In this paper we consider the problem of
deﬁning keyboard layouts with key overloading using an optimal partition of an alphabet
, in the sense that the user can type any word of a dictionary D, and that word is always
recognized without ambiguity, or some ambiguity measure is minimized.
The problem has been considered before by Oommen et al. [9]. They showed that the
decision problem was NP-complete for a certain ambiguity measure and proposed the
use of a learning automaton to solve it. The ambiguity measure is similar to the one we
present in Section 4. However, they do not consider the variant in which symbols on a key
are constrained to be contiguous with respect to an ordered alphabet, which is studied in
Section 3. They also do not consider the approximability of the problem.
A similar problem has also been investigated by Lesher et al. [7]. They study the problem
of arranging characters on a small keyboard with key overloading so that the keystroke
efﬁciency is maximized. A heuristic local optimization algorithm is proposed, based on
iterative permutation of a ﬁxed number of characters. The choice of the objective function,
however, is based on the assumption of a character-level disambiguation procedure, with-
out any reference to a dictionary. Only superﬁcial considerations on the complexity and
approximability of the problem are given.
In Section 2 we give a formal deﬁnition of the problem and prove that it is NP-hard in
general, not approximable within ||1/7− (unless P=NP), and remains complex even if we
restrict it to two keys. In Section 3we consider the variant in which symbols on the same key
must be contiguous in an ordered alphabet.We prove that this variant is NP-hard as well, but
admits a (1 + 2 ln |D|)-factor approximation algorithm, which is the best possible within
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a constant factor. Ambiguous keyboards, in which a well-chosen measure of ambiguity is
minimized, are considered in Section 4. The ambiguity measure is related to the average
number of keys that have to be pressed to resolve an ambiguity. It is useful in practice
and can allow for a nonuniform probability distribution over D. We show a constant factor
approximation for this version of the problem. Finally, in Section 5, we describe a linear-
time algorithm formeasuring the ambiguity and exhibit optimal ambiguous keyboards for an
English dictionary.The optimal layoutwe found for eight keys is interestingly quite different
from the standard one and requires on average less than half the number of keystrokes to
resolve an ambiguity.
2. General formulation
We ﬁrst formalize the problem of designing a keyboard with key overloading that allows
unambiguous recognition of any word in a given dictionary.
Deﬁnition 1 (KEYBOARD). An instance of KEYBOARD is composed of an alphabet  and
a dictionary D ⊂ ∗. A solution of this instance is a partition of  such that for any pair
x, y ∈ D with x = (x1, x2, . . . , x|x|) and y = (y1, y2, . . . , y|y|) either |x| = |y| or there
exists an index i such that xi and yi are in different subsets of the partition. The objective
function to minimize is the size of the partition.
Using a coloring terminology, this problem can be seen as a minimal coloring of the sym-
bols of an alphabet such that any word of a given dictionary can be recognized univoquely
only by looking at the corresponding sequence of colors.
Example 1. Let  = {a, b, c, d} and D = {abcd, dabb, bbcc, addb}. The partition of 
in the two subsets {a, b, c} and {d} is an optimal solution of this instance of KEYBOARD. If
we replace each occurrence of a symbol in  by ‘1’ if it belongs to the ﬁrst subset, and by
‘2’ if it belongs to the second, we obtain the following set: {1112, 2111, 1111, 1221}, with
four distinct words.
The following deﬁnition is useful in the NP-hardness proof for KEYBOARD.
Deﬁnition 2 (GRAPH-COLORING). An instance of GRAPH-COLORING is composed of a
graph (V ,E). A solution is a partition of the set V of vertices such that any two adja-
cent vertices are in different subsets. The objective function to minimize is the size of the
partition.
Theorem 1. KEYBOARD is NP-hard.
Proof. By reduction of GRAPH-COLORING, as follows. Let  be deﬁned as V. Select an
edge pq, and to each edge of the graph associate a unique word made of the two symbols p
and q, of size l = log2 |E|. For each edge ab ∈ E, let wab be this word. D is composed
of words of equal lengths l + 1 of the form waba,wabb for each edge ab. The word pair
corresponding to the edge pq is {pl+1, plq}, hence wpq = pl . From this, p and q must
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(a) (b)
Fig. 2. Example graph: (a) Reduction in Theorem 1. (b) Reduction in Theorem 2.
be in different subsets, hence the words we and we′ for distinct edges e and e′ are always
distinguishable. On the other hand when a and b are adjacent, waba and wabb belong to D
and therefore a and b must be in different subsets. In this reduction,  = V , |D| = 2|E|,
and D is composed of 2|E| words of size l + 1. 
Example 2. Suppose we want to color the graph in Fig. 2. We encode this instance by
setting:  = {p, q, r, s, t, u} and
D = {pppp, pppq, ppqr, ppqs, pqps, pqpq, pqqs, pqqt,
qpps, qppu, qpqr, qpqt, qqpr, qqpu, qqqt, qqqu}.
Each edge ab on the graph of Fig. 2(a) is labeled by the word wab.
Although many other reductions are possible, we believe this one is interesting because
it combines two useful properties. First, the size of the alphabet is equal to |V |. This means
that nonapproximability results for GRAPH-COLORING can be transposed to KEYBOARD.
In particular, a recent contribution from Bellare et al. [1] on PCP implies the following,
assuming P =NP. (Note that an even stronger nonapproximability result can be applied if
NP = coRP is assumed [1].)
Corollary 1. KEYBOARD is not approximable within ||1/7−, ∀ > 0.
As a second property, the result also holds in the case where words in D are constrained
to have the same size. In general, results presented in this paper are also valid for the case
where the words are constrained to have the same size.
This NP-hardness result does not tell us whether testing the existence of a partition of size
two is NP-complete, since testing the two-colorability of a graph is a polynomial problem.
We provide another reduction using the decision version of GRAPH-COLORING.
Theorem 2. Asking for the existence of a feasible solution of a given size K in an instance
of KEYBOARD is NP-complete for any K2.
Proof. Let us prove this forK = 2. We use a reduction of the problem of testing, given an
integerM, the existence of a 2M -coloring of a graph.This reduction has the sameﬂavor as the
previous one.We use two symbols x and y to deﬁne the preﬁxes of size l = log2(|E|+1)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identifying edges of the graph. The two words xl+M and xlyM of size l + M are ﬁrst
included in D. Hence the ﬁrst preﬁx xl is only used to make x and y distinguishable. Then
we associate to each vertex a ∈ V a word va of sizeMmade of previously unused symbols.
For each edge ab, we include the two words wabva and wabvb in D, where wab is a preﬁx
identifying edge ab, distinct from xl . In this way, coloring symbols of a word va with two
colors corresponds to assigning to vertex a a color in the range {0, 1, . . . , 2M − 1}. In this
reduction, || = 2+M|V |, |D| = 2+ 2|E|, and D is made of words of equal sizes l+M .

Example 3. We consider the graph in Fig. 2 and encode the problem of testing whether this
graph has a coloring of size 4 (M = 2).We deﬁne = {x, y, a, b, c, d, e, f, g, h, i, j, k, l}
and
D = {xxxxxx, xxxxyy, xxxycd, xxxygh,
xxyxef, xxyxgh, xxyyij, xxyygh, xyxxij, xyxxef,
xyxyij, xyxykl, xyyxef, xyyxkl, xyyykl, xyyygh, yxxxab, yxxxcd}.
The reduction is illustrated in Fig. 2(b).
Again, we point out that the result holds even in the particular case in which words have
equal lengths.
3. Keyboards with contiguous symbols on each key
In the previous section, we assumed that symbols of the alphabet could be put anywhere
on the keyboard. In other words, the partition of  is chosen among all possible partitions.
We now consider a more realistic problem in which the alphabet is ordered, and keys of the
keyboard are constrained to represent only contiguous alphabet symbols.We show that this
constrained variant has very strong connections with the set cover problem.
Deﬁnition 3 (CONTIGUOUS-KEYBOARD). An instance ofCONTIGUOUS-KEYBOARD is com-
posed of an ordered alphabet  and a dictionary D ⊂ ∗. A solution of this instance is a
partition of  such that
(1) each subset of the partition is composed of consecutive symbols of ,
(2) for any pair x, y ∈ D with x = (x1, x2, . . . , x|x|) and y = (y1, y2, . . . , y|y|) either
|x| = |y| or there exists an index i such that xi and yi are in different subsets of the
partition.
The objective function to minimize is the size of the partition.
We brieﬂy recall the deﬁnition of the set-cover problem.
Deﬁnition 4 (SET-COVER). An instance of SET-COVER is composed of a ground set S and a
set E of subsets of S. A solution is a subset of E that covers each element of S. The objective
function to minimize is the size of this subset.
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Theorem 3. Any instance of CONTIGUOUS-KEYBOARD can be encoded as an instance of
SET-COVER.
Proof. Let us ﬁrst remark that ﬁnding a partition of  whose subsets are composed of
contiguous elements amounts to selecting separators in {1, 2, . . . , || − 1}. The partition is
then deﬁned as follows: for each selected separator i, all symbols of rank less or equal to i
in  are in a different subset than those with rank higher than i.
To each separator i in {1, 2, . . . , || − 1}, we associate the set
Ci = {{v,w} | v,w ∈ D ∧ |v| = |w| ∧ ∃j (rank(vj ) i ∧ rank(wj ) > i)},
that is, the set of unordered word pairs of equal lengths that are made distinguishable by
selecting the separator i. The optimization now consists of ﬁnding theminimal set of subsets
in E = {C1, C2, . . . , C||−1} such that all the unordered word pairs in S = {{v,w} | v,
w ∈ D ∧ |v| = |w|} are covered. 
Corollary 2. CONTIGUOUS-KEYBOARD is approximable within 1 + ln |S|1 + 2 ln |D|,
where S = {{v,w} | v,w ∈ D ∧ |v| = |w|}.
Proof. It is known that SET-COVER is approximable within 1 + ln |S| using the greedy
covering algorithm [4,12]. The size of the partition inCONTIGUOUS-KEYBOARD is one more
than the number of separators selected in the covering. Ifwe denote byCK (resp. CKOPT) the
approximate (resp. optimal) solution of CONTIGUOUS-KEYBOARD and by SC (resp. SCOPT)
the approximate (resp. optimal) solution of SET-COVER, we have SC(1+ ln |S|)SCOPT,
hence
CK − 1  (1+ ln |S|)(CKOPT − 1),
CK  (1+ ln |S|)CKOPT − 1− ln |S| + 1,
CK  (1+ ln |S|)CKOPT. 
So far, it is still not clear whether CONTIGUOUS-KEYBOARD is NP-hard or not. We could
imagine that some structure available in CONTIGUOUS-KEYBOARD could be used by a poly-
nomial algorithm to solve it to optimality. The next theorem shows that this is not the
case.
Theorem 4. Any instance of SET-COVER can be encoded as an instance of
CONTIGUOUS-KEYBOARD.
Proof. We ﬁrst remark that the only way to distinguish two consecutive symbols of ranks
i and i + 1 is to select separator i. It is then possible to encode a SET-COVER problem in a
CONTIGUOUS-KEYBOARD problem by associating a pair of words in D to each element of
S, and craft them carefully so that they are contained in only a certain number of subsets in
E = {C1, C2, . . . , C||−1}. First, let || = |E| + 1. Let us consider an element x of S and
construct a corresponding pair of words {v,w} in D. For each i such that x is contained in
Ci , we simply append the symbol of rank i to v and the symbol of rank i + 1 to w. We also
need to always distinguish words of different pairs. To achieve this, we can make the words
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of different pairs having different lengths by concatenating them with different numbers of
copies of themselves. We have |D| = 2|S| and a polynomial reduction. 
Corollary 3. CONTIGUOUS-KEYBOARD is NP-hard and not approximable within c log |D|,
for some constant c > 0.
The inapproximability result comes from [10].
Example 4. Let S = {1, 2, 3, 4} and E = {{1, 2}, {2, 3}, {1, 3, 4}}. We translate this
SET-COVER problem into aCONTIGUOUS-KEYBOARD problem by allowing = (a, b, c, d)
and
D = {ac, bd, abab, bcbc, bcbcbc, cdcdcd, c, d}.
In this example, the pair {ac, bd} represents element 1 ∈ S, found in the ﬁrst and third
subsets. The word pair is therefore separated by the separator 1 between a and b and by
the separator 3 between c and d. The distinction between words corresponding to different
elements of S is ensured by the variation in length.
A variant of this reduction in which the words of D are constrained to have the same
length could use a system of preﬁxes, as in the two previous proofs.
4. Ambiguous keyboards
When dealing with large dictionaries, it is likely that an optimal partition in both of the
preceding problems would be quite large, and maybe even of the size of the alphabet itself.
It is therefore interesting to consider the problem of an ambiguous keyboard, in which the
number of keys is constrained to be at mostK, and some well-deﬁned measure of ambiguity
between words is minimized.
Deﬁnition 5 (Ambiguity). A partition of  deﬁnes a confusability relation between words
in D
R = {{v,w} | v,w ∈ D ∧ |v| = |w| ∧ ∀i : vi and wi are in the same subsets}.
R is an equivalence relation, hence it partitions D in a set C of equivalence classes. From
this observation, we deﬁne
• the number of ambiguous pairs P =∑c∈C (|c|2 ),
• the number of nonambiguous pairs P¯ = |S| − P ,
• the ambiguity A = P/|D|,
• the nonambiguity A¯ = P¯ /|D|.
The motivation for using this ambiguity measure is the use of a selection system. When
a user types an ambiguous word, the selection system allows him to select the word he
actually wishes to enter among the list of words in the same equivalence class. If the ﬁrst
word in the list is the correct one, no further key needs to be pressed. One click on the “scroll
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ade ac
bc
be
af
ace
acf
bdf
ad
Fig. 3. Graph of a confusability relation between words.
down” key allows him to select the second word. In general, i − 1 clicks are necessary for
selecting the ith word in the list. Hence the average number of clicks for the selection of a
word in an equivalence class c is
∑|c|
i=1(i−1)/|c| =
(
c
2
)
/|c|, and the overall average number
of clicks needed per word is A = P/|D|. This naturally holds only under the assumption
of uniform probability distribution of words in D.
Example 5. Fig. 3 shows the graph of a confusability relation between words obtained
when partitioning the alphabet  = {a, b, c, d, e, f } in subsets {a, b}, {c, d} and {e, f }.
We have
D = {ace, acf, ade, bdf, ad, ac, bc, be, af },
C = {{ace, acf, ade, bdf }, {ad, ac, bc}, {be, af }},
P =
(
4
2
)
+
(
3
2
)
+
(
2
2
)
= 10.
It is easy to check that A = P/|D| = 109 is also the average number of clicks per word in
the selection system.
We will concentrate on the following variant of CONTIGUOUS-KEYBOARD.
Deﬁnition 6 (K-CONTIGUOUS-KEYBOARD). An instance of K-CONTIGUOUS-KEYBOARD is
an instance of CONTIGUOUS-KEYBOARD enriched with an integer K. A solution of this
instance is a partition of  of size K satisfying the constraints in CONTIGUOUS-KEYBOARD.
The problem is parameterized by the (non)ambiguity measure that is to be minimized
(maximized).
To indicate which ambiguity measure is used, we append one of the symbol A or A¯ in
parentheses.Although the two problems have the same optimal solutions, an approximation
algorithm for one problem is not necessarily an approximation algorithm for the other,which
is why we distinguish the two.
We now show that this variant of CONTIGUOUS-KEYBOARD corresponds to a known
variant of SET-COVER.
Deﬁnition 7 (MAX-COVERAGE). An instance of the MAX-COVERAGE problem is an in-
stance of SET-COVER enriched with an integer K. A solution is a subset of E of size K. The
objective function to maximize is the number of covered elements in S.
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Theorem 5. Any instance ofK-CONTIGUOUS-KEYBOARD(A¯) can be encoded as an instance
of MAX-COVERAGE and any instance of MAX-COVERAGE can be encoded as an instance
of K-CONTIGUOUS-KEYBOARD(A¯).
Proof. The proofs are the same as those of Theorems 3 and 4. We just have to remark that
the parameter is not the same: K-CONTIGUOUS-KEYBOARD(A¯) for a certain K reduces to a
MAX-COVERAGE problem with parameter K − 1. 
Corollary 4. K-CONTIGUOUS-KEYBOARD(A¯) is approximable within a factor 1 − 1/e,
where e is the base of the natural logarithm.
Proof. From the approximation yielded for MAX-COVERAGE by the greedy algorithm,
proved in [3,5]. 
The developments above also hold in the case where the probability distribution of the
words in D is not uniform. Let us assume that a probability pv is assigned to each word v
in D, with
∑
v∈D pv = 1. The average number of clicks per word can be computed easily
if we assume that the selection system presents the words in decreasing probability order
in each equivalence class of C. We obtain the following generalized objective functions.
Deﬁnition 8 (Weighted ambiguity).
A= ∑
c∈C
∑
v∈c
pv · rankc(v) = ∑
c∈C
∑
{v,w}⊆c
min(pv, pw),
A¯=
(∑
v∈S
pv · rankD(v)
)
− A.
The function rankc sorts the words in a set c: the most probable word has rank 0, the
second most probable has rank 1, and so on. There is no need to normalize here, and A is
the average number of clicks per word.
Example 6. Let us assume that the words ace, acf, ade and bdf are in the same equiva-
lence class c of C, and that pace > pacf > pade > pbdf . The average number of clicks
to select one of the words is (pace · 0 + pacf · 1 + pade · 2 + pbdf · 3)/(∑v∈c pv) =
(
∑
{v,w}⊆c min(pv, pw))/(
∑
v∈c pv).
By assigning the weight min(pv, pw) to each edge {v,w} ∈ S, we can see that the
weighted version of K-CONTIGUOUS-KEYBOARD reduces to a weighted maximum cov-
erage problem, hence the corresponding variant K-CONTIGUOUS-KEYBOARD(A¯) remains
approximable within 1− 1/e, as in the unweighted case [3,5].
5. Examples of optimized keyboards
We now present some examples of optimal keyboards for the latin alphabet and a dictio-
nary of 885 frequent English words. This ﬁle was obtained from the Letter-by-Letter Word
Games FAQ website. It has been ﬁltered by elimination of uppercase letters.
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abcd efgh
ijkl mno
pqrs tuvwxyz
abcd ef
gh ijkl mno
pqrs t uvwxyz
ab cd ef gh
ijk l mn o
pqr s t uvwxyz
(a) (b)
(c) 
Fig. 4. Some optimal solutions of K-CONTIGUOUS-KEYBOARD with  = {a, b, . . . , z} and a dictionary of
885 frequent words in English: (a) K = 6, A = 63/885. (b) K = 8, A = 22/885. (c) K = 12, A = 3/885.
We concentrate on keyboards with contiguous symbols on each key, more precisely
on optimal solutions of K-CONTIGUOUS-KEYBOARD(A), i.e. keyboards that minimize the
number of ambiguous word pairs. Exhaustive searching is affordable here: we have at most(|| − 1
K − 1
)
=
(
25
K − 1
)

(
25
12
)
5, 200, 300
different partitions. For each possible partition of size K an algorithm for computing the
ambiguity measure A is run. We show that this can be done in linear time in |D|.
Theorem 6. Given a dictionary D of words made of symbols in  and a partition of , it
is possible to check the feasibility condition in KEYBOARD or to compute the ambiguity of
the partition in time O(|D|), provided that the maximum length of a word in D is constant.
Proof. To achieve this complexity in the worst case, we can store the dictionary D in a
decision tree and merge the symbols in breadth-ﬁrst order. In practice, the algorithm can
advantageously be implemented using a hash table: for each word of D, the existence of a
previously seen word with the same subset sequence can be checked in constant average
time. 
Optimal solutions are shown in Fig. 4. It is interesting to compare Fig. 4(b) with the
standard layout of Fig. 1. We computed the ambiguity A of the latter and obtained A =
57/885. The individual keys for the letters l, o, s and t are noticeable in Fig 4(c).
6. Conclusion
We proposed an analysis of a natural keyboard design problem, formulated as a combi-
natorial optimization. Approximability issues for this problem are discussed, and realistic
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assumptions were made that certainly make this approach directly useful in practice. As a
future research, it would be interesting to give other approximability or nonapproximability
results for ambiguous keyboards with alternative ambiguity measures or selection systems.
It is also likely that this problem appears in other contexts, such as sequence analysis.
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