RC4 is the most widely used stream cipher around. So, it is important that it runs cost effectively, with minimum encryption time. In other words, it should give higher throughput. In this paper, a mechanism is proposed to improve the throughput of RC4 algorithm in multicore processors using multithreading. The proposed mechanism does not parallelize RC4, instead it introduces a way that multithreading can be used in encryption when the input is in the form of a text file. In this particular research, the source codes were written in Java (version: 1. The main objective of the research was to study the robustness of RC4 (implemented purely in software) when encryption is done in multiple threads. In other words the intension was to improve the throughput of RC4 by using parallelism. For that, the following mechanism was used:
INTRODUCTION
RC4 is regarded as the most popular stream cipher in the world of cryptography [3] . When it comes to accelerating the algorithm, the focus of many researches has been pivoted around hardware implementations. [2] , [3] , [4] , [5] . Since RC4 is commonly used in WEP, variety of studies has been done in the areas of WEP to improve the latency of RC4 or in other words improve the throughput. [4] , [6] . So, in this research the idea was to identify parallel programming model or mechanism to improve the throughput of the algorithms which is cost effective.
Improving throughput of encryption algorithms is essential as the connectivity of computers have increased rapidly. Irrespective of the cipher used, the major reason for the lower throughput is lack of parallelism. [7] Thus focus of this work was to introduce a parallel execution mechanism to RC4 inorder to enhance the throughput. In open literature, there is no evidence of using multithreading (in Java) to execute the mechanism used in this research in multicores to accelerate RC4.
Initially the input text file is divided into similar sized parts (chunks). This mechanism was adopted from a research done by Barnes A. et al. [1] but in that research the file chunking mechanism was not executed using parallelism. But here, in this research file chunking and encryption are executed in multiple threads using Java's executors.
Encryption time is measured in nanoseconds once all the threads have been executed. Average time is calculated. To compare the results with the sequential implementation, input text file is encrypted without chunking and it is done. These experiments were done in Core Duo and Core i3 machines respectively. It is obvious that the test should be run in more sophisticated machines like Core i7, and 24 or 32 core processors and as well as GPUs. Those experiments should be done in the future.
RC4 ALGORITHM
RC4 is the most commonly used, stream cipher. It is used in applications like WEP, WPA, SSL, PDF, Bit-Torrent protocol system, MS Point-to-Point Encryption, Remote Desktop Protocol and Skype.
In this section, the algorithm RC4 is described with respect to its major parts: The key scheduling algorithm (KSA) and the pseudo-random generation algorithm (PRGA). In most applications RC4 is used with a word size n = 8 and array size N = 2 8 . [7] The RC4 algorithmcan be illustrated as follows because n = 8 and N = 2 8 
MULTITHREADING IN JAVA
A thread is the smallest unit of processing that is scheduled by the operating system. A process is a unit of execution in operating system level. Normally a computer executes more than one process at a time. A single program can be multithreaded. Time slicing is done like in multiprocessing. The threads share the same memory.
[9]
Tasks can be regarded as logical units of work, and threads are a mechanism that enables tasks (units of work) run asynchronously. There are two policies for executing tasks using threads: execute tasks sequentially in a single thread, and execute each task in its own thread. Both carry limitations: the sequential approach suffers from poor throughput, and the thread-per-task approach suffers from poor resource management. [10] A thread pool, manages a homogeneous pool of worker threads. A thread pool is strictly dedicated to a work queue that is holding tasks waiting to be executed. Worker threads own a simple routine: request the next task from the work queue, execute it, and go back to waiting for another task. [10] Executing tasks in pool threads is advantageous over the thread-per-task approach. Reusing an existing thread instead of creating a new one omits thread creation and teardown costs over multiple requests. And also, since the worker thread already exists at the time the request arrives, the latency associated with creation of threads does not delay the execution of tasks, thus responsiveness is improved. By properly tuning the size of the thread pool, enough threads can be obtained to keep the processors busy while not having so many or thrashes due to competition among threads for resources. [10] Thus, to achieve a rich throughput, the sequential approach should be avoided; in other words, the multithread mechanism should be used (executing tasks in pool threads using). Then the challenging resource management will be fixed because a resource manager is used. Such a resource manager is supplied by Java in the form of "Executors"
The particular class library provides a flexible thread pool implementation along with some useful predefined configurations. [10] newFixedThreadPool -A fixed-size thread pool creates threads as tasks are submitted, up to the maximum pool size, defined by the user, and then attempts to keep the pool size constant (will add new threads if a thread dies due to an unexpected Exception in the middle of execution). [10] newCachedThreadPool -A cached thread pool has more flexibility to reap idle threads when the current size of the pool exceeds the demand for processing, and to add new threads when demand increases, but places no bounds on the size of the pool. [10] In this research newCachedThreadPool is used as it has advantages.
An Executor is an object that manages tasks which are running. A Runnable can be submitted to the Executor's 'execute ()' method in-order to be run with it.
[9]. Instead of creating a thread for a Runnable that you have defined, and calling 'start ()', the following can be done:
Get Executors are designed relying on the producer-consumer pattern, where activities that submit tasks are the producers (producing units of work to be done) and the threads that execute tasks are the consumers (consuming those units of work). [10] Summary of the usage of Executors: obtained from [9]
• Create a class that implements a Runnable to be the "task object" • Create the task objects • Create the Executor • Submit each task-object to the Executor which starts it up in a separate thread
RESEARCH METHOD

Mechanism which adhered Parallelism
Each input text file is divided into similar sized chunk. Chunk size is taken as 10000 bytes. After that, each portion is encrypted by RC4 cipher and saved in a folder. These two operations are done using multiple threads. Encryption time is calculated for the whole process (chunking, encrypting and saving) for all threads. Number of threads is decided by the JVM (as the static method newCachedThreadPool() is used). 
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Sequential approach for comparison
A sequential encryption mechanism is needed to compare the results of the parallel implementation and to analyze the results. Hence the sequential encryption mechanism is used as follows:
Input file is read (without chunking) line by line and then the whole string buffer is encrypted by RC4. This is the simplest sequential approach that
Use of Multithreading and Execution Time:
Below code segment shows how the executors used and how the time calculation is done: The following methods are written in the class "FileChunkAndEncrypt" which implements Runnable. This is where the task is defined for executions. 
Initial Key Generation:
The initial key (in both occasions -parallel and sequential) is generated using java.security.SecureRandom and java.math.BigInteger. Stream 128bit random bits were generated every time, the experiment was done. The size of the key was not changed throughout the research because the variable was the input data size.
RESULTS AND ANALYSIS
Experiments were done for both sequential and parallel implementations in a single core (P4), Core 2 Duo and Core i3 processors. Encryption times were measure 100 times and the average is taken. Then the throughput is calculated accordingly. Encryption time includes the time taken to chunk the input file into similar sized parts, encrypt each of those chunks and finally merge all of them to form one file. So, Encryption Time is referred as Execution Time.
These are the results: 
Tables which contains the obtained results
Average Execution Time (ns) Vs Data Size (KB)
CONCLUSIONS AND FUTURE WORK
By looking at the results the following conclusions can be mentioned:
Parallelism mechanism made RC4 robust on any architecture. Performance or in other words, throughput increment is noteworthy. Anyways, effective improvements can be seen in multicores; especially in Corei3 as it is a quad-core processor. Since Core 2 Duo is a dual-core processor it doesn't have a better performance then Core i3 which is an obvious fact.
In this research Java Executors were used while the JVM decided the no.of threads were used in the parallelism process. According to the available theory and literature is one of the most cost effective ways when it comes to make use of Executors in multithreading.
Performance/throughput of RC4 has been boosted due to the mechanism of parallel encryption introduced by this research.
Obviously better results can be achieved in Core i5, Core i7…32 core machines and GPUs. The most important factor is the use of multithreading techniques in multicores! Thus it is obvious that the throughput of RC4 can be immensely increased by the proposed mechanism Suggested future work:
1. Improving throughput of block cipher algorithms using multithreading techniques.
2. Evaluation of the robustness of the symmetric key algorithms in multicores and GPUs.
