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Abstract
We investigate a boundary value problem for a thermoelectroconductive
body with the Signorini condition on the boundary, related to resistance weld-
ing. The mathematical model consists of an energy balance equation coupled
with an elliptic equation for the electric potential and a quasistatic momentum
balance with a viscoelastic material law.
We prove existence of a weak solution to the model by using the Schauder
xed point theorem and classical results on pseudomonotone operators.
1 Introduction
In this paper we study a boundary value problem for a thermoelectroconductive body
with the Signorini condition on the boundary. The practical application we have in
mind is related to the pressure resistance welding of a ring onto a plate. For reasons
of symmetry, in this case it is sucient to consider the 2-dimensional situation
depicted in Fig. 1. On the upper boundary a force is applied through the electrode
(not visible in Fig. 1). This can be conveniently described by the Signorini boundary
condition (cf. (2.6)). After applying electric current to the electrodes, owing to the
Joule eect a rise in temperature can be observed. The mathematical model under
study in this paper can be viewed as an extension of the classical thermistor problem,
where an elliptic equation for the electric potential is coupled with a parabolic heat
equation. Since the occuring high temperatures will lead to inelastic behaviour, we
couple these equations with a quasi-static momentum balance and a viscoelastic
constitutive law corresponding to a linear Maxwell material.
In a previous paper [6], we considered a similar situation but with a dierent ma-
terial law and dierent boundary conditions. There are numerous papers on the
mathematical treatment of the classical thermistor problem, see e.g. [3], [4], [12],
[13], [14]. For related thermomechanical problems we refer to [1], [2], [7], [8], [9],
[11]. Details about the industrial application can be found in [5].
2 Problem formulation and main result
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Figure 1: A typical setting related to resistance welding.
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We will prove the existence of a solution to problem (1) - (8) in the following sense:
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as well as the boundary and initial conditions (7) and (8).
The proof of Theorem 2.1 will be given in the next section. Based on a xed point
argument it is divided into three steps.
STEP 1: We nd (u; ) as a solution of (1), (2), (5), (6) for a given  and obtain
estimates for (u; ).
Next we nd a solution  of the equation
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STEP 2: We prove an existence of (; u; ) to the problem (1), (2), (13) with condi-
tions (5), (6), (7) for a given function h 2 L
2
(Q), and establish estimates for
the solution (; u; ).
STEP 3: We solve the problem (1) - (8) by using the Schauder xed point theorem
and the results of the previous two steps.
3 Proof of Theorem 2.1
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The solution to (14) - (17) is dened as follows:
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Problem (18) - (20) can be written in the form
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Note that A is a bounded, semicontinuous, monotone operator. The scheme used
to obtain (22) allows us to prove the coercivity of A in the sense
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Here we write the limit problem (25) - (26) in terms of (u; ) instead of (u; 
b
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is the equivalent formulation.
Now we aim to show that the solution (u; ) of (25), (26) has an additional regularity
in t. Problem (25), (26) can be rewritten in the following equivalent form
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We add (30),(31), integrate in t from 0 to T   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To conclude step 1 we see that problem (1), (2), (5), (6) is uniquely solvable in the
sense (25), (26) and that the estimates (34), (35) hold. Equation (13) with conditons
(7) is uniquely solvable for given u 2 H; h 2 L
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(Q) with the estimate (37).
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Lemma 3.1 For small Æ there exists a solution to (44).
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Notice that (45) can be written equivalently as the identity (36) with intial condition
(0) = 
0
. Consider also that relations (46) - (47) and (25) - (26) are equivalent.
Now we write down a variational inequality whose solution exists and prove that
this is a solution to (44).
Let c

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3i6
fc
i
g, where c
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Now we are able to prove the existence of a solution to (44).
Indeed, let (; u) be a solution of (49). Then u 2 S
0
2
: Find
~
 as a solution of (45)
for a given u 2 S
0
2
: We have
~
 2 S
0
1
by the estimate (37) and (48). But (50) has an
unique solution for a given u 2 S
0
2
, hence
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0
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. Hence,
for a solution (~u; ~
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) of (46), (47) with the given  2 S
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by the
estimate (35) and condition (48), whence (~u; ~
b
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b
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): It follows from these arguments that the solution of (49) is the solu-
tion of (45) - (47). Since (45) - (47) is exactly equivalent to (44) the lemma is proved.
Step 3: Now we aim at proving the existence of a solution to (1) - (8). To this
end we use the Schauder xed point theorem.
Let

 2 L
2
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xed function. Consider an auxiliary problem for 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Here we use the following well-known regularity result:
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According to the previous steps, the solution (; u; ) of the problem (56)(61) exists
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
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and for Æ small enough. Moreover, we have
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
. We see that if
k

k
L
2
(Q)
 R;
then for large R we obtain kk
L
2
(Q)
 R, and the imbedding   L
2
(Q) is compact.
To use the Schauder xed point theorem it suces to prove continuity of the operator
B : L
2
(Q)! L
2
(Q),
B :

! :
Let


n
!

 in L
2
(Q). We have to prove the convergence
B(


n
)! B(

) in L
2
(Q):
Consider the equations

n
t
 
n
+ Æ
2
@
@t
divu
n
= (


n
)jr'
n
j
2
; (62)

t
  + Æ
2
@
@t
divu = (

)jr'j
2
: (63)
Here 
n
= B(


n
);  = B(

), and u
n
, u correspond to


n
;

, respectively, and are
dened from the boundary-value problem (56)(61).
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Equations (62)(63) imply
Æ
2
div(u u
n
)(t) =  ( 
n
)(t)+
t
Z
0
( 
n
)+
t
Z
0
h
(

)jr'j
2
 (


n
)jr'
n
j
2
i
: (64)
On the other hand, we have the equations
 (
ij;j
  
n
ij;j
) = 0; (65)
"
ij
(u)  "
ij
(u
n
) = c
ijkl
(
kl
  
n
kl
) + Æ
2

ij
(   
n
) +
t
R
0
b(s
ij
  s
n
ij
); (66)
which yield the equality
k   
n
k
2
L
2
(
)
=  Æ
2

ij
Z


(   
n
)(
ij
  
n
ij
) +
Z


 
t
Z
0
b(s
ij
  s
n
ij
)
!
(
ij
  
n
ij
);
and thereby
k   
n
k
L
2
(Q)
 cÆk  
n
k
L
2
(Q)
: (67)
By (67), equations (66) imply
ku  u
n
k
L
2
(0;T ;H
1
 
1
(
))
 cÆk  
n
k
L
2
(Q)
: (68)
Next, from (64) it follows that
k   
n
k
2
L
2
(
)
+
1
2
d
dt
k
t
Z
0
r(  
n
)k
2
L
2
(
)
=  Æ
2
Z


div(u  u
n
)(   
n
) +
+
t
Z
0
Z


h
(

)jr'j
2
  (


n
)jr'
n
j
2
i
(   
n
):
Integrating this relation in t, by (68), we have for small Æ,
k   
n
k
2
L
2
(Q)
 c
Z
Q
h
(

)jr'j
2
  (


n
)jr'
n
j
2
i
2
: (69)
Reasoning similar to the proof of Theorem 3.1 in [6], we derive that the right-hand
side of (69) converges to zero, hence 
n
!  in L
2
(Q) and the continuity of the
operator B is proved.
By the Schauder xed point theorem, there exists a

 2 L
2
(Q) such that
B(

) =


which nishes the proof of Theorem 2.1 .
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