Abstract. Temporal logics like LTL are frequently used for the specification and verification of reactive systems. For verification, LTL formulas are typically translated to generalized nondeterministic Büchi automata so that the verification problem is reduced to checking the emptiness of automata. While this can be done symbolically for nondeterministic automata, other applications require deterministic automata, so that a subsequent determinization step is required. Unfortunately, currently known determinization procedures for Büchi automata like Safra's procedure are not amenable to a symbolic implementation.
Introduction
Finite automata on infinite words (called ω-automata) [27] are nowadays used for the specification and verification of all kinds of reactive systems [31, 25] . In particular, model checking of the temporal logic LTL [21, 7] became one of the most popular verification techniques. To check whether a system M satisfies a LTL property ϕ, the negation ¬ϕ is usually first translated to an equivalent nondeterministic ω-automaton A ¬ϕ so that the emptiness of the product M × A ¬ϕ can be checked in a second step. Algorithms that translate the LTL formulas to symbolically 1 represented nondeterministic ω-automata have been developed [29, 6, 12, 24, 25, 3] to benefit from symbolic set representations [4] . As the use of symbolic methods in verification was the major breakthrough to handle realworld problems, the computation of symbolic descriptions of the automata is, 1 For an LTL formula ϕ, these procedures compute in time O(|ϕ|) a symbolic description of a nondeterministic ω-automaton Aϕ. The symbolic description of the automaton Aϕ has size O(|ϕ|) and encodes O(2 |ϕ| ) states. Symbolically represented nondeterministic ω-automata are related to alternating ω-automata [28] (but are not the same).
from a practical point of view, very important to deal with large automata. To summarize, symbolic descriptions are already successfully used for implementations of algorithms on nondeterministic automata.
In contrast, many algorithms like the synthesis of winning strategies that are formulated in LTL [22, 14, 11] or the analysis of Markov decision processes [30] are based on deterministic automata. Many of these algorithms have not yet made their way to industrial practice, although they would solve important problems in the design of reactive systems. We believe that one reason for this situation is the lack of efficient algorithms to compute deterministic automata: Determinization procedures are usually based on data structures that do not make use of symbolic set representations.
In particular, the linear time temporal logic LTL is still one of the most convenient specification logic, and essentially all state-of-the-art translations of LTL formulas to ω-automata yield nondeterministic Büchi automata. If deterministic automata are required, Safra's well-known determinization procedure [23] is usually employed to compute a deterministic (Rabin) automaton. Unfortunately, Safra's algorithm is difficult to implement [10, 26, 13] , and the underlying data structures (trees of subsets of states) do not allow the use of symbolic set representations. As a consequence, the related tools are limited to small LTL formulas. We believe that an efficient algorithm to compute deterministic automata for given LTL formulas is the key to push several other algorithms towards industrial use.
In this paper, we therefore present a new determinization procedure for (generalized) Büchi automata that stem from the translation of LTL formulas by the 'standard' translation. To this end, we make use of the fact that these automata have a special property that we call non-confluence (see Definition 1 for a precise definition):
An automaton is non-confluent if whenever two runs of the same infinite word meet at a state q, then they must share the entire finite prefix up to state q.
It is well-known that the ω-automata that stem from LTL formulas are a special class that has already found several characterizations. Due to results of [16] , the automata can be characterized as non-counting automata, and in terms of alternating automata, the class of linear weak or very weak automata has been defined [17, 9, 19, 18] . Moreover, many translation procedures from LTL generate unambiguous automata [5] where every accepted word has a unique accepting run [25, 1] (although there may be additional non-accepting runs for the same word). Without useless states, unambiguity implies the above non-confluence property, but not vice versa; and non-confluence has nothing to do with the non-counting property.
The above non-confluence property allows us to develop a determinization procedure that exploits symbolic set representations. In particular, it does not rely on Safra trees as used by Safra's original procedure [23] or by the improved version of Piterman [20] . The states of the deterministic automata obtained by these procedures are trees of subsets of states of the original automaton. In contrast, our procedure generates deterministic automata whose states consist of n-tuples of subsets of states, where n is the number of states of the nondeterministic automaton.
The non-confluence property has already been used in [8] to obtain a deterministic (Rabin) automaton from a nondeterministic Büchi automaton. However, the algorithm of [8] still uses a tree structure and is therefore not well suited for a symbolic implementation. In contrast, our automata are amenable to a symbolic implementation and are additionally defined with the simpler parity acceptance condition which further reduces the complexities for game solving and emptiness checks.
The outline of the paper is as follows: In the next section, we list basic definitions on ω-automata and we describe the 'standard' translation from LTL to generalized nondeterministic Büchi automata. The core of the paper is the determinization procedure described in Section 3 that is a specialization of Safra's procedure for non-confluent automata. In Section 4, we discuss a symbolic implementation of our algorithm.
Preliminaries

Non-confluent ω-Automata
A nondeterministic ω-automaton is a tuple A = (Σ, Q, δ, I, F ), where Σ is a finite alphabet, Q is a finite set of states, δ :
Q is the transition function, I ⊆ Q is the set of initial states, and F ⊆ Q is the acceptance condition of the ω-automaton.
be the set of all states that occur infinitely often on the run. In the following, we consider different kinds of acceptance conditions [27, 25] 
The number of colors k is called the index of the parity condition. A run is accepting according to the parity condition if for some even number i, we have inf ξ ∩ F i = ∅ and for all i < i, we have inf ξ ∩ F i = ∅. That is, the minimal color i whose set F i is infinitely often visited is even.
A word α is accepted by A if there exists an accepting run of A over α. The language Lang(A) of A is the set of words accepted by A. Two automata are equivalent if they accept the same language. An automaton is deterministic if for every state q ∈ Q and input σ ∈ Σ, we have |δ(q, σ)| = 1 and |I| = 1. In the definition of the determinization construction, we will need the existential successors of a state set. For every S ⊆ Q define suc
The following property is the basis of our determinization procedure: Note that deterministic automata are trivially non-confluent, since the run is uniquely determined. Moreover, the product of a non-confluent automaton with another automaton is non-confluent. In Section 2.2 and Section 4 we will additionally need symbolic representations of ω-automata. Since both the alphabet Σ and the state set Q are finite sets, we can encode them by boolean variables V Σ and use variables V Q . Introducing new variables v for each variable v ∈ V Q ∪ V Σ , we can moreover also encode the transition relation:
Definition 2 (Symbolic Representation of ω-Automata). Given a finite set of variables
It is easily seen [25] that for automaton formulas A ∃ (V Q , I, R, F 0 , . . . , F k ), we can demand that the formulas I and F i contain only state variables V Q (yielding state-based instead of edge-based automata). In these cases, it is clear that an automaton formula describes a nondeterministic ω-automaton in a symbolic way: We identify any set
with a propositional interpretation that exactly assigns the variables of ϑ to true. Having this view, the formula I describes the set of the initial states ϑ ⊆ V Q that satisfy I. Similarly, R describes the set of transitions. Finally, the tuple F 0 , . . . , F k represents the acceptance condition (either generalized Büchi or parity).
From LTL to Non-confluent Bühi Automata
A construction from LTL to non-confluent Büchi automata has already been presented in [8] . Moreover, recent algorithms for the translation of LTL to Büchi automata like the symbolic constructions of [29, 6, 12, 24, 25 ] also yield non-confluent automata. In this section, we briefly review these procedures and prove that their results are non-confluent automata. To this end, we consider LTL with the temporal operators X (next), U (weak until), and U (strong until). Notice that in this section we use the symbolic representation of ω-automata.
As explained in [24, 25] , the 'standard' translation procedure from LTL to ω-automata traverses the syntax tree of the LTL formula in a bottom-up manner and abbreviates each subformula that starts with a temporal operator. The subformula [ϕ U ψ] is thereby abbreviated by a new state variable q, and the preliminary transition relation R is replaced with R ∧ (q ↔ ψ ∨ ϕ ∧ q ). Moreover, we have to add the fairness constraint F i :≡ (q → ψ) as a new set of accepting states. The subformula [ϕ U ψ] is also abbreviated by a new state variable q with the same update of the transition relation. However, we add the fairness constraint F i :≡ (ϕ → q). Finally, a subformula Xϕ introduces two new state variables q 1 and q 2 . The subformula Xϕ is replaced by q 2 , the transition relation R is updated to R∧(q 1 ↔ ϕ) ∧(q 1 ↔ q 2 ) and no fairness constraint is generated. For more information, see the detailed explanations in Chapter 5.4.1 of [25] .
Fig. 2. ω-Automaton with Transition Relation
Hence, the transition relation of the ω-automaton obtained by this translation is a conjunction of equations q ↔ ψ ∨ ϕ ∧ q and (q 1 ↔ ϕ) ∧ (q 1 ↔ q 2 ). We only consider the first equation in more detail: As can be seen by Figure 2 , the input ϕ∧¬ψ demands that the current state is maintained, but allows the automaton to be in any of the two states. The other three classes of inputs uniquely determine the current state, but leave the successor state completely unspecified. As a consequence, input words that infinitely often satisfy ¬(ϕ ∧ ¬ψ), i.e., ¬ϕ ∨ ψ, do only have one (infinite) run, while the remaining input words that satisfy ϕ ∧ ¬ψ from a certain point of time on do have two runs that are of the form ξq ω and ξq ω with the same finite prefix ξ. Hence, the automaton is non-confluent. A similar consideration shows that the automaton of Figure 1 is also non-confluent. An example run tree (that encodes all the runs of a given word) is shown in Fig. 3 . It is seen that there is a uniquely determined run, since all other nondeterministic choices lead to finite paths. Another example run tree that contains two infinite runs is shown in Fig. 4 . As every automaton A ϕ obtained by the translation of a LTL formula ϕ is a product of the non-confluent automata shown in Figures 1 and 2 , and as the product automaton of non-confluent automata is also non-confluent, it follows that the automata A ϕ obtained by the above 'standard' translation are non-confluent.
The resulting automaton of the above translation is a generalized Büchi automaton, since we obtain an accepting set of states (actually edges) for every occurrence of an until-operator. It is however straightforward to replace a conjunction of fairness constraints with a single Büchi automaton [25] . Again, as the product of a non-confluent automaton with another automaton is still nonconfluent, this reduction also yields a non-confluent Büchi automaton. In the following section, we will show how this non-confluent Büchi automaton can be determinized.
The Determinization Procedure
The well-known subset construction collects the sets of states that the nondeterministic automaton A = (Σ, Q, I, δ, F ) can reach after having read a finite input word from one of its initial states I. Thus, every states ⊆ Q of the deterministic automatonÃ is a set of states of Q. The final statesF are those statess ⊆ Q that contain an accepting state of A, i.e. wheres ∩ F = ∅ holds.
The acceptance condition of a Büchi automaton A = (Σ, Q, I, δ, F ) is also specified with a set of accepting states F . However, the subset construction is not sufficient to handle the Büchi acceptance, so that the more complex construction of Safra [23] is often used instead. The idea of Safra's construction is to define so-called breakpoints on the pathξ of a word α throughÃ so that all paths ξ contained inξ must visit at least once the accepting states F in between two subsequent breakpoints. A pathξ is then accepting iff it visits infinitely often breakpoints with non-empty state sets. To this end, the states of the automaton obtained by Safra's construction are trees of subsets of states.
Our determinization procedure is a specialization of Safra's procedure for nonconfluent automata. The states of the constructed automaton are n-tuples of pairs (S i , m i ) where S i ⊆ Q and m i ∈ {false, true} holds. We start with the initial state ( (I, false), (∅, false), . . . , (∅, false) ). To compute the successor of a state ((S 0 , m 0 ) , . . . , (S n−1 , m n−1 )), we compute the existential successors S i := suc δ,σ ∃ (S i ) for the subsets of states. Hence, the first state set S 0 of a tuple state is the result of the subset construction, i.e., it contains the sets of states that A can reach after having read a finite input word from one of its initial states I. The other sets S i with i > 0 are subsets of S 0 that are generated as follows: Whenever we generate a new tuple where S 0 := suc δ,σ ∃ (S 0 ) contains accepting states, we add the new state set S M+1 := S 0 ∩ F at the 'rightmost free' entry in the tuple to remember that those paths that lead to states S 0 ∩ F already visited F .
We can however cleanup the states S 1 ,. . . ,S n−1 , so that not all combinations of state sets can occur: Whenever we find that a state set S i with i > 0 contains only states that also occur in sets S j with j > i, we mark S i as accepting by setting its mark m i := true and remove the states S i from the state sets S j . As a consequence, for every state set S i with i > 0, there must be at least one state that does not occur in the sets S j with i < j, and therefore n-tuples are sufficient for the construction (we use empty sets ∅ for currently unused entries). Moreover, we can delete empty State sets by simply moving each entry that is on the right of the first empty set one index to the left.
As A is non-confluent, we know that a finite run is uniquely characterized by its final state. Hence, if a state occurs in two sets S i and S j , then we know that both sets follow the same run. New state sets are only introduced on the 'right' of the tuple, i.e., at position M + 1 where M is the maximal entry with S i = ∅. Hence, we know that all runs that end in S M+1 now visit an accepting state. If an entry S i never becomes empty after a certain position on a pathξ and is marked infinitely often, then we know thatξ is introduce infinitely often on the right of S i , nameley in set S M+1 and henceξ contains an accepting run of A.
Definition 3 (Determinization of Non-Confluent Automata). Given a nondeterministic Büchi automaton A = (Σ, Q, I, δ, F ) with |Q| = n, we construct a deterministic parity automaton P = (Σ, S, s I , ρ, λ) as follows:
-The states of the parity automaton are n-tuples of subsets of Q augmented with a boolean flag: , m 0 ) , . . . , (S n−1 , m n−1 )) of automaton P is determined by function Color given in Figure 6 3 .
As an example of the construction, consider the non-confluent Büchi automaton given in Figure 7 (accepting states have double lines) together with its equivalent Nondeterministic non-confluent automaton that accepts every word that either ends with suffix ab ω or cb ω or that contains infinitely many occurrences of a deterministic parity automaton in Figure 8 . To improve readability, we omitted the boolean flags, and instead overlined those state sets S i in the tuples that are marked, i.e., whose flags m i are true. 
Lemma 1. Given a non-confluent Büchi automaton
For all i and t ∈ AE with S
for all i < j < n. This property implies that n subsets are sufficient.
3. For every t 0 ∈ AE and for every 0 ≤ i < n, we have:
is not marked and S We thus have S
for every j > i according to the definition of m. Let t > t 0 be the first position after t 0 where ξ
j . Such a position t must exist in the run of P, since S i is marked at position t 1 . There must either exist an index j > i such that
). We will now show that the first case is impossible, leading to our desired result that ξ visits F at least once between t 0 and t 1 . Assume by contradiction that ξ
. Thus according to property 3 there does exist a run ξ that leads to q, i.e. ξ (t ) = q. However, continuing this run with δ(q, α (t ) ) leads to ξ (t +1) . Either ξ and ξ coincide which leads to a contradition to t + 1 being the first position where ξ (t +1) is introduced in some S j , j > i or they do not coincide which is a contradiction to A being non-confluent.
With the help of this lemma we are prepared to show correctness of our determinization procedure: Theorem 1. The deterministic parity automaton P constructed for an arbitrary non-confluent Büchi automaton A as described in Definition 3 is equivalent to A.
Proof.
n−1 ), . . . be the corresponding run of P. Since α is accepted, there does exist t 0 such that λ(π (t) ) = 2i for infinitely many t and λ(π (t) ) ≥ 2i for every t > t 0 .
Thus we have that S . For each initial state, we construct a tree as follows: the vertices are taken from the set (q, t) | q ∈ Q (t) . As the parent of (q, t + 1) (with q ∈ Q (t+1) ) we pick one of the pairs (p, t) such that p ∈ Q (t) holds and that there is a run ξ of A on α[t, t + 1] between p and q according to property 3 of lemma 1. Clearly, these trees are finitely branching, since each S i is finite. Moreover, for at least one initial state q 0 the corresponding tree must have an infinite number of vertices, because we have an infinite sequence of breakpoints and S (t) j = ∅ for every j ≤ i. Therefore, we conclude by Königs lemma that there is an initial state such that there is an infinite path (q 0 , 0), (q 1 , 1), · · · through the tree we have constructed for q 0 . This infinite path corresponds to an infinite run of A on α. Recall now that according to the construction of the tree the finite pieces of the run that connect q i to q i+1 while consuming the word α (ti) , · · · α (ti+1−1) visit, at least once, the set of accepting states between t i and t i+1 due to property 4. Since we have an infinite number of breakpoints, we have constructed an accepting run of A.
Lang(A) ⊆ Lang(P): Given a word α ∈ Lang(A) with an accepting run ξ. We must prove that the corresponding run π of P is also accepting, i.e. there does exist an index i such that for all j ≤ i S i is empty only finitely many times and S i is marked infinitely many times. Since ξ is an accepting run of α we have S (t) 0 = ∅ for every t. If S 0 is marked infinitely often, we are done. Otherwise, let t 0 be the first visit of ξ of a marked state after the last time where S 0 is marked. According to the definition of the transition relation, there must exist a minimal index j > 0 such that
for every t > t 0 . We first show that such an index must exist for all positions t > t 0 : since ξ is introduced in a set S (t0) j with minimal index, ξ can only be removed from S j iff either the state set moves to the left (in case a set on the left is empty) or it is removed due to the fact that some S i is marked for i < j. However, both cases do not apply to S (t) 0 after position t 0 . Thus after finitely many steps the i gets constant and i > 0. Let i 1 be the smallest index i 1 > 0 to which the i (t) converges and t 1 be the position after which i (t) = i (t) 1 for every t > t 1 . Then necessarily, we have S (t) j = ∅ for every j < i 1 and every t > t 0 . We apply the same argument on S i1 . We again distinguish two cases: either infinitely often S i1 is marked (so that we have constructed an accepting run), or there exists a position t 1 after which S (t) i1 is not marked for every t > t 1 . But then there must exist another index i 2 > i 1 which does (after finitely many steps) contain run ξ and never gets empty. Repeating this argumentation n = |S| times means that all S i , i ∈ {0, . . . , n − 1} follow run ξ and never get empty according to our assumption. According to lemma 1 every state set contains at least one unique state. Thus S (t) n can possess no more than one state in every position t > t n . But then S (t) n is marked in those positions where this uniquely defined state q ∈ S (t) n is a marked state of the nondeterministic automaton.
Concerning the complexity, we have the following result: Theorem 2. Given a non-confluent Büchi automaton with n states, the construction given in Definition 3 yields a deterministic parity automaton with at most 2 (n+n 2 ) states and index 2n.
Proof. There are 2 n possibilities for the marking variables m i . Moreover, the membership of a state q in one of the n state sets of a tuple can be represented with n boolean variables, which requires n 2 variables for the n states. All in all, this yields the upper bound 2 (n+n 2 ) for the possible states of P.
The above upper bound is worse that the best known complexity results for determinization, which is typical for algorithms that allow symbolic set representations: For example, the best known (explicit) algorithm to solve parity games is much better than the best known symbolic algorithm. In our case, we have an additional blowup compared to Piterman's (explicit) determinization procedure that only needs n 2n states and index 2n. However, it is nearly impossible to store such a huge state space explicitely.
The same blowup also occurs when using the approach of [15] for the solution of LTL games or decision procedures: the constructed nondeterministic Büchi tree automaton (that may also be implemented symbolically) has O(2 n 2 ) states.
In the context of LTL synthesis, the approach of [11] can also be applied that yields parity automata with 2 n · n 2n states and index 2n. Their automata can also be represented symbolically. However, they also need n state sets and thus an efficient symbolic implementation will need n 2 state variables as well. The drawback of the approach of [11] is that it can not be used for decision problems as already mentioned there. Moreover, it is unclear wether one of the two approaches can be used for the verification of Markov decision processes.
Symbolic Implementation
For the symbolic implementation of our algorithm, we introduce n state variables q 0 , . . . .q n−1 together with their next version q 0 , . . . , q n−1 for each state q ∈ Q of A to encode the n state sets of the deterministic automaton P. Thus, the interpretation of q i = true is that q is contained in S i . Additionally, we have to introduce variables m i to calculate the coloring function. The initial condition is specified by the following equation:
To define the transition relation, we assume that we have already calculated a equation for the set S 0 . Such an equation can be obtained for example by techniques presented in [2] where it is shown how to represent the Rabin-Scott subset construction symbolically. We thus assume that we have an equation Δ 0 = q∈Q Xq ↔ ϕ q 0 that determines for each q whether q is present in the next step in state set S 0 . In the following, we write ϕ only variables of the current step appear, and no next-variables appear in that formula. To define the transition relation, we need some definitions in advance: we will first need a formula that checks wether i is smaller than M as well as a formula that determines whether or not the current index is bigger than m. Remember that M is the maximal index that represents a nonempty set and m is the minimal index with an empty set. Both formulas that check the position of i between M and m can be defined as follows:
We will start by introducing the equations for the variables m i : a state set S i is marked, iff every non-marked state q / ∈ F would appear in a state set S j for j > i. Thus, we get the following equation:
To define the equations for the state variables, we have to distinguish the case that S i moves to the left because of an empty state set on the left of the current index, or it stays at its position. For q ∈ Q \ F, we obtain: For marked states p ∈ F, we have to handle the case when the state is introduced at position M + 1 because it appears in S 0 .
The overall transition relation is now given by:
Conclusions
In this paper, we presented a translation of non-confluent nondeterministic Büchi automata to equivalent deterministic parity automata. As non-confluent Büchi automata are obtained by the 'standard' translation from LTL formulas, we obtain an efficient translation from LTL to deterministic parity automata. The outstanding feature of our determinization procedure is that it can be implemented with symbolic set representations and that it directly yields a symbolic description of the generated deterministic parity automaton, which is not possible using previously published procedures.
