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1. INTRODUCTION 
This paper first describes, in Section 2, a new scheme which interpolates 
in any tetrahedron T to arbitrary continuous boundary values. This scheme 
generalizes to tetrahedra the scheme for interpolating in triangles by trilinear 
blending first described in [l], and has analogous properties. Its generalization 
to n-simplices is sketched at the end of Section 2. 
In Section 3, our scheme is generalized to a family of schemes which, for 
each positive integer p, interpolate to arbitrary smooth boundary values and 
compatible normal derivatives of orders up to m = p - 1. In Section 4 these 
schemes are shown to have properties analogous to those established in 
[l, 2, 4, and 51 for boundary data in triangles. In particular they interpolate 
polynomials to compatible polynomial boundary data, and rational functions 
to rational boundary data. In addition, they reproduce all polynomials of 
degree 4p - 1 or less, and have O(h4P) accuracy in interpolating to u E C4’( T). 
In Sections 5 and 6, we consider the very important special case in which 
the boundary data consist of polynomials and/or rational functions which 
themselves interpolate to given discrete data. The resulting interpolating 
“finite elements” have important applications to the approximate solution 
of elliptic boundary value problems. 
The construction of CO-finite elements in n-simplices has been carried out 
by several authors [S, 111. These elements have given polynomial values on 
the boundary of an n-simplex and can be continued in a simplicial complex 
to give piecewise polynomials globally in Co. The construction of (F-finite 
elements for m 2 1, i.e. functions which can be pieced together in a simplicial 
complex to obtain functions globally in C”, is a far more complex task and is 
the subject of Sections 5 and 6. 
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In Section 5 we consider the construction of F-finite elements. In [14], 
Zenilek gives a 220-parameter interpolation scheme in a tetrahedron using 
polynomials of degree nine which generate piecewise polynomials globally 
in Cl. Our results in Section 6, when combined with genigek’s result, show 
that ninth degree polynomials are the simplest polynomials which can be used 
to construct tetrahedral P-finite elements. If one drops the requirement that 
the finite elements be polynomials, however, the number of parameters 
required to construct Cl-finite elements can be considerably reduced, as was 
shown to be the case for triangular Cl-finite elements in [5] and for triangular 
P-finite elements, m > 1, in [lo]. In Section 5, we give a 132-parameter 
scheme using polynomials of degree seven along with twelve rational singular 
functions, and also give a 76-parameter scheme using quintic polynomials 
along with twenty rational singular functions. Either of these schemes can be 
used to generate functions which are globally in Cl. Our particular choices of 
the rational functions come from a careful analysis of the higher order com- 
patibility used in the tetracubic blended interpolation scheme of Section 3. 
We show that the orders of accuracy for these schemes are O(P) for the 
augmented seventh degree polynomial scheme if u E Cs, and O(P) for the 
augmented quintic scheme if u E C6. 
In Section 6 (Theorem 19) we show that to construct polynomial C”‘- 
compatible tetrahedral finite elements, polynomials of degree at least 8m + 1 
are needed. In [13], z eniSek gives an interpolation scheme using polynomials 
of degree 17 which can be used to generate piecewise polynomials globally 
in C2. In Section 6 (Theorem 20), we generalize his results by constructing 
polynomial interpolation schemes of degree 8m + 1 which generate piecewise 
polynomials globally in Cm. Our scheme differs from Zeniiek’s own generaliza- 
tion [15], discovered at about the same time we obtained ours, in that our 
scheme is symmetric with respect to the faces. 
2. TETRALINEAR BLENDED INTERPOLATION 
In this section we describe a new scheme of interpolation by tetralinear 
blending to arbitrary continuous values given on the boundary of a tetrahedron 
T. In any such tetrahedron, there exist barycentric coordinates: x = x1 , 
y=x,,.z==x,,zu=x,withx+y+z+w=l,whichmapTontothe 
standard tetrahedron T, with vertices P, = (0, 0, 0), PI = (1, 0, 0), 
Pz = (0, I, 0), and P3 = (0, 0, 1). Thus xj = 1 at Pj , while the other 
three xle are zero there, and the face opposite Pi has the equation xi = 0. 
We assume that our boundary data is described by the single function U. 
Let s be the triangle obtained by slicing T, through (x, y, z) parallel to the 
face xi = 0 and let the projector Ppi,i represent linear interpolation in 6 
parallel to xj = 0 between the given boundary values on x1 := 0 and xl; ==. 0, 
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where Z, k # j. Note that .Pii,i = Bjsi , and Si,i equivalently represents 
linear interpolation parallel to the edge xi = xj = 0. Specifically, 
The remaining projectors L?,,~ may be obtained from (2.2) by permuting 
x, y, 2, w cyclically. 
Then for each i, the Qi defined by 
QP = 4Lgi.i + pi,, + 9i.l - =%I ~7 i#j#k#l, (2.2) 
represents trilinear blended interpolation in the triangle Fi as defined in [l], 
where 
Z = ~i.j@i.k~i,l 9 (2.3) 
where the product is the same in any order, and Ziu is the linear polynomial 
in % interpolating u at the three vertices 9’$ of Ti . Each projector Qi 
interpolates to values on the three faces xi = 0, j # i adjacent to the vertex 
Pi . By [I], Qi has the equivalent representation 
Qiu = Wi,j 0 gi,rc + g,,j 0 ~‘i.~l, (i #j, j f k, k # I, I # i), (2.4) 
where 
DEFINITION 1. The interpolant Mu to u given by 
Mu = h[Ql+ Qz + Qs + Qo - 81 u (2.5) 
where B = QiQjQkQC , (i # j, j # k, k # 1, 1 # i), the product being taken in 
any order is called the tetralinear blended interpolant to u. 
THEOREM 1. Let u E C(aT). Then Mu interpolates to u on the boundary 
of T. 
Theorem 1 is an immediate consequence of the following three theorems, 
where it is shown that M has an equivalent representation (much like (2.4) 
for triangles) in terms of Boolean sums of the Qi , each of which has the above 
interpolation property. 
THEOREM 2. Let u E C(BT). Then (Qi @ Qj) u = [Qi + Qj - QiQj] u 
interpolates to u on the boundary of T. 
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Proof. Since 
u - (Qf @ Qj) u = (1 - Qi) (1 - Qj) u, 
it is clear that (Q2( @ Qj) u interpolates u on all faces of the tetrahedron T 
except possibly 3ci = 0. We now express (Qi @Qj) u as 
(Qi OQi) u = [Qzj + QiU - QJ u. 
Since (I - Qj) u is zero on xi = 0, Qi( 1 - Qj) u is zero on xi = 0, and thus 
(Qi @Qj) u interpolates u on xi = 0. 
THEOREM 3. Let u E C(BT). Then Wiu = &liu where 
Wi = H(Qi 0 QJ + (Qi 0 Qd + (Qi 0 Qd> (2.6) 
and 
Mi = Q{Qi + Qj + Qk + Qz - QiQjQkQd, i#j, j#k, kfl, Efi. 
(2.7) 
Proof. 
Wi = 1 - W - Qi) (1 - Qj) + (1 - Qi) (1 - Qd + (1 - Qi) (1 - St)> 
and 
Mi = Wi - &{(I - Qj) (1 - Sk> + (1 - Qi) (1 - Qt) + (1 - QK) (1 - Qt) 
- (1 - Qi> (1 - Qjj> (1 - Q.4 - (1 - Qi> (1 - Qd (1 - QJ 
- (1 - Qi> (1 - QA (1 - QJ - (1 - QJ (1 - QE> (1 - 81) 
+ (1 - Qi> (1 - Qj> (1 - Qk) (1 - Qt>>* 
Thus 
W - Mi = HQ41 - Qj) (1 - Qd + Qdl - Qjj> (1 - Qt) 
+ Qdl - Qd (1 - QJ - Q41 - Qj> (1 - Qtc) (1 - Qt)} = 0 
by Theorem 2. 
Finally we have the following theorem whose proof is a special case of 
Theorem 10 of Section 3. 
THEOREM 4. The product 6 = QiQjQleQI , (i # j, j f k, k f 6 1 f i), 
taken in any order is 
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where 9&+‘,,, = Pk,19i,j , (i # j, j # k, k # I, I # i), and Lu is the linear 
polynomial interpolant to corner values 
Lu = wu(0, 0,O) + xu(1, 0,O) + yu(0, 1,O) + zu(0, 0, 1). (2.9) 
As a consequence of Theorem 4, M has the following representation in 
terms of the edge projectors L?,,~ 
- H@3,1@2,0 + @3,2@Lcl + @3.0@%1~ + 24 zf!. 
(2.10) 
In Section 4, we shall show that M maps polynomials onto polynomials of 
at most the same degree. As a consequence Mv = v for all cubic polynomials. 
This implies that if one takes the boundary data to be cubic polynomials 
defined by the interpolation conditions [16] consisting of values and first 
derivatives at the corners and values at the center of gravity, the tetralinear 
blended interpolant is the cubic polynomial interpolant of “type 3” for a 
tetrahedron first discussed in [8]. Similar statements hold in the case of linear 
and quadratic polynomial data. 
As with trilinear blended interpolation in a triangle, we also have a maximum 
principle for tetralinear interpolation. 
THEOREM 5. The interpolant Mu of (2.5) satisjies 
rn*xIMuI <~rn~x[u~. 
Proof. From (2.1) 
mT= I ~3.~ I < 9~ I u I 9 i#j, O<i,j<3. 
Also 
(2.11) 
and 
mT= I 3~ I < y;x I u I , i = 0, 1,2,3, 
Since 
@s,P,,ou = .-TL I -?-- 4x + z, 0,O) + YfW xfz * 40, 0, x + 41 
+YX y+w X+zu(x+~‘l-x-z’o) I 
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il similar bound holds for .Ps,2PI,0 and b,,,Pa,r , and the theorem now 
follows upon application of the triangle inequality. 
Interpolation to Boundary Data in n-Simplices 
The preceding results suggest how to define a projector which interpolates 
to arbitrary continuous values given on an n-simplex 7. Theorems 2, 3 and 4 
imply that the projector M of (2.5) h as, in addition, the representation 
where the Q:s” are the Qi = Qil of (2.2) with the superscript 2 added to 
indicate the dimension. 
THEOREM 6. Let u E C(&). Then 
Q ',nu = n(n f: 1) c, (Q:*'+' OS:*"-'> u 223 
(2.13) 
interpolates to u on the boundary of the n-simplex 7, where the Q:*‘7p1 represent 
the intupolant to boundary data defined inductively by (2.12) and (2.13) on the 
(n - I)-simplex qz obtained by slicing 7 through x parallel to xi = 0. 
Proof. One shows by induction on n that each Boolean sum 
(Q:snel @ Q:sR-‘) u interpolates to u on &. The induction step is proved 
analogously to the proof of Theorem 2. 
As with the projector M = Q1,3, it may be shown that Q1sT1 maps polyno- 
mials onto polynomials of at most the same degree. Since the null space of 
Q lsn, when applied to polynomials, is the set (Hi”=, xi) q(x), 4 a polynomial, it 
follows that Q1sn reproduces all polynomials of degree at most n. 
3. HIGHER ORDER INTERPOLATION 
We now describe a scheme of interpolation to boundary data where the 
boundary data includes not only values on aT but also the first p - 1 normal 
derivatives. We shall assume that this data can be described by the single 
function u. Our interpolant will interpolate to all partial derivatives of u 
of order less than p. Although our scheme is very similar in form to the 
tetralinear blended interpolant (2.5), . m contrast to the previous section, we 
must have compatibility of higher order cross-derivatives at the edges and 
vertices for our scheme to define a projector. This is to be expected since 
higher order compatibility is required at vertices for corresponding schemes 
on triangles, as shown in [2, Lemma4.21. To simplify the description of the 
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required higher order compatibility conditions, we make the additional 
assumption that u E C2(“-1) on each face of T. This assumption is often 
fulfilled in applications, where one is given only the boundary data and wants 
to find a smooth function interpolating this data. We replace the Pj,i of (2.1) 
by Hermite interpolation of degree 2p - 1 and the Qi by the higher order 
blended interpolant described in [l, 2, 41. Specifically 
= ,sa (x + w)i 4.i &-) 2 (0, y, z, x + w) (3.1) 
+ zD tx + w>i H2,i (*) g (X + W,y, 290) 
where the Hj,{, j = 1,2; i = O,..., p - 1 are the cardinal Hermite poly- 
nomials of degree 2p - 1 on [0, I]. Th e remaining projectors PFfj may be 
obtained from (3.1) by permuting X, y, z, w cyclically. As in the last section 
we define the projector Qi” by 
(i #ii #A, k # 4 z f q 
(3.2) 
sYi” = P’i”, je!Y~,~gl~s & 3 (3.3) 
the product being taken in any order. By Theorem 4.1 of [2], Qi% inter- 
polates to u E C”-l(aT) and its first p - 1 normal derivatives on the three 
faces xj = 0, j # i if and only if u satisfies the compatibility conditions 
am an - - u(P&) = asyj asrk &-&J&J m,n <Pi Ifl +n >P - 1 . . 
(3.4) 
at each vertex PL, of Fi with adjacent sides xi = 0, xk = 0, i, K # i. Here 
a/asisj denotes diiectional differentiation parallel to the edge xi = xi = 0. 
Let a/hi, denote differentiation in the direction normal to xj = xL = 0 
in the plane xj = 0. Suppose u E C2@-l) on each face. Since any directional 
derivative in the plane xi = 0 may be expressed as a linear combination of 
a/an,, and a/as,,, , the set of conditions (3.4) for i = 0, 1, 2, 3, are equivalent 
to the conditions 
am anu an a94 
--=--9 an; anif anEj an; m,n <Pi m+n>p-1, (35) 
on each edge xj = xK = 0. 
409/56/1-10 
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By Lemma 4.1 of [2], 2. %, for fixed xi , is the unique element in -YE”, 
the set of polynomials which are of degree 2p - I along all parallels to the 
three sides X~ = 0, j # i, interpolating to 
at the three vertices PAi of J< with adjacent sides x3 == 0, xii 7~ 0, j, k + i. 
For example 
x ([$(&$)j]U)(l -z,O,z) 
+ ig, C1 - .Y+j Yi,5 (& y *) 
x ([+(p-;i’]U)(o,l -x,x) 
(3.6) 
where oli,j , ,& and yi,j are the cardinal functions (i.e., satisfy the Kronecker 6 
property with respect to the interpolation functionals) for the interpolation 
scheme on the standard triangle with vertices at (0, 0), (1, 0), (0, 1). By 
Lemma 4.3 of [2], Q$ has the equivalent representation 
DEFINITION 2. The operator Mp given by 
Mp = t[Ql” + Q2” + QC’ + Qo” - @I (3.8) 
where QP = QigQ5pQg”Q1p, (i # j, j # k, k j; 2, 1 # i), the product being 
taken in any order is called the blended interpolation operator of order p. 
THEOREM 7. Let u E CP-l(aT) and satisfy u E C2(p-l) on each face of the 
tetrahedron T. In addition, suppose that u satisjies (3.5) on each edge of T and u 
satisjies 
m,n <Pi m+n>p-1, O<T<P--l 
(3.9) 
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at each vertex P,, of T where P, is the vertex xi = xk = x1 = 0. Then M% 
interpolates to u and its J;rst p - 1 normal derivatives on the boundary of T. 
Similarly to the proof of Theorem 1, Theorem 7 is an immediate conse- 
quence of the following three theorems, in which we show that IMP has an 
equivalent representation in terms of Boolean sums of the Qp, each of which 
has the above interpolation property. 
THEOREM 8. Suppose u satisfies the conditions of Theorem 7. Then the 
functions (Q,” @ Qr”) u interpolate to u and its p - 1 normal derivatives on the 
boundary of T. 
In order to prove Theorem 8, we first prove two technical lemmas, the first 
of which was actually established in the course of proving Lemma 4.2 of [2]. 
LEMMA 1. If (3.4) holds at the vertex PLi of .Z?$ with adjacent sides xj = 0, 
xk = 0, then 
-$$ [P~i(l - LY$)] u = 0 on xj=o, l<p<p-1. (3.10) 
23 
LEMMA 2. Let u E C2(P-1) on each face xj = 0 of the tetrahedron T. Then 
$ [Pcj(l - 9&)] S~,,U = 0 on xj=o, I</A<p-1, 
23 
p,o#i (3.11) 
provided that (3.9) holds f OY vertices P, satisfying xj = xk = xI = 0, 1 # p, (5, 
when 1 = j and 0 = k, and provided that (3.5) holds on the edge xi = xk = 0 
when c = k, If j, or cr = j, If k. 
Proof. By affine covariance, it is sufficient to consider the cases 
and 
(3.12) 
(3.13) 
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But (3.12) is zero on x1 :- 0 provided a = .Y,,,u satisfies 
(3.15) 
This will be the case provided (@/a~) u(x,y, 0) and (@j&z”) u(x, !, 
1 - x - y) satisfy (3.19, 1 < 7 <p - 1, which establishes (3.12). Likewise 
(3.13) will be zero on x0 = 0 provided o = 9’; tu satisfies 
(3.16) 
which will be the case provided 
zn ($ - g-)‘” g - g,“-- g U(1 - z, 0, z) 
= zn (-g - j-y” ($ - i)” 2 u(1 - z, 0, z). (3.17) 
The identity (3.17) will hold if (3.5) holds on the edge ~a = x0 = 0. Finally, 
(3.14) will be zero on x1 = 0 provided 
which will be the case provided 
Again this identity will hold if (3.5) holds on the edge x1 = x,, = 0. 
Proof of Theorem 8. Since 
u - (Q,” OQTz)) u = (1 - Q,“) (1 - QTP) % 
it is clear that (Q,” @ QrP) u interpolates u and its first p - 1 normal deriva- 
tives on all faces of T, except possibly x0 =0, provided that QpPQrpu = Qr% on 
these faces. To show this it is sufficient to show that Q,.% satisfies (3.10) for 
all projectors P”,” j and S,P,; this is a consequence of Lemma 2. 
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To show that (Qa’ @ Q,.p) u interpolates u and its first p - 1 normal 
derivatives on X, = 0 we express (Q,” @ Qr”) u as 
(Q2 0 Qr*) u= [Qrp + Q,W - Qr")l u. 
Then (8,” @ QTp) u interpolates u on X, = 0 since (1 - QT*) u and hence 
also QQp(l - Q,.“) are zero on X, = 0. We now show that 
& (Q,“(l - Q7p)) u = 0 on xq = 0, 1 < p <p - 1, (3.19) 
where a/&z, denotes normal differentiation with respect to the plane x, = 0. 
First 
Then by Lemma 1 
$Pi,(l -.PIr)U=O on xp.=o, l<p<p-1, (3.20) 
3P 
provided (3.5) holds. In addition, by Lemma 2 
on x, = 0 (3.21) 
provided that (3.9) h o Id s, in the case K = q, or (3.5) holds if K # q. To show 
that 
$ gq*(l - Qrp) u = 0 
au 
on xq = 0 (3.22) 
we consider the case q = 3, Y = 2, the general result following by affine 
covariance. First (Qzu)(oJ*o) (x, 0, z) = u(O,j,O)(x, 0  z), j < p and thus 
(Q2u)‘i~j*o’ (0, 0, z) = z&~~~)(O, 0,~) which implies that 
ai+qi - Q2) 24) (o,o,2qaxi ayj = 0. 
148 
Likewise 
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i,j<p,fora=(l-Qr) p u. This implies, by the formula (3.6) for gsp, 
that dip,p(l - QTp) u E 0 and establishes (3.22), which concludes the proof 
of the theorem. 
Analogously to Theorem 3 of Section 2, one has 
THEOREM 9. Let u satisfy the conditions of Theorem 4. Then Wi% = Mi% 
where 
Wip = H(Qi” 0 Qi”) + (Qi” 0 Qtc”) + (Qi” 0 SIP)> (3.23) 
Mip = %Qi” -I- Qj” + Q.e” + Qc” - QipQipQ~“Q~“>, 
i#j,j#k,k#l,l#i. (3.24) 
THEOREM 10. Let u satisfy the conditions of Theorem 7. Then the product 
&P = QiPQipQkPQzP, (i #j, j # k, k # 1, 1 # i), taken in any order is 
where the projectors 9:,@$ = Pi,tP& , i #j, j # k, k # 1, 1 # i and LP 
is the projector which maps u onto its interpolant L% from the set YD of all 
polynomials which are of degree at most 2p - 1 on any line parallel to any 
edge of T, where L% satisfies 
a~+n+w24(Pi) a*+n+nqi) 
asyj aqk as;, , 1 . = asrj asylc as; k 1 , . . 
(3.26) 
O<m,n,r/<p- 1, i#j#k#l, i = 0, 1,2, 3. 
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That is, L% interpolates u and its cross-tangential edge derivatives of order up to 
p - 1 in each direction at the four vertices. 
Remark. Note that the dimension of L?~ is 4p3. The set Sp, might be 
called the set of tetracubic polynomials; it is analogous to the set of tricubic 
polynomials first introduced in [3]. For T, , Sp has for a basis the 20 cubic 
polynomials along with the 9 quartic polynomials 
X2Y% xyzw, x2xw, xsw, y2=4 YZ% 
X2Y& XY2& xyx2 
(3.27) 
and the 3 quintic polynomials 
x2yzw, xy%w, xysw. (3.28) 
On any face of T, , the elements of Sp, are tricubic polynomials. 
Proof of Theorem 10. It is straightforward to show that the projectors 
LYE~L?‘E,~ commute. The formula (3.25) is then invariant under any affine 
transformation which maps the set of vertices of T, onto themselves, and 
we need only consider QjQ1pQ2”Q0~. By Theorem 9 
Q3”Q2’82’&o” = Q2Q2 -I- Q3”Q2’ + Q2Qop - 2%“. 
LEMMA 3. 
%‘.2[Q: + 82” + So”] = 49i.2 + g3’ + Zzv + 9M%, - Lp. 
Proof. First by the equivalence of (3.2) and (3.7), 
92” = 5:.39% -t 9%3~;,0 - e.3 
and thus 
29Y2Q; = %‘,3(%,3 + EJ + %o - -KC) = 2%‘,2 . 
Also using (3.31) and an equivalent representation for Z3p 
q,2E*2 + %Y,2 + e.3 + 9%3> = 297.2 + =9? + dp, ‘I
It can be determined that 
(3.29) 
(3.30) 
(3.31) 
(3.32) 
(3.33) 
(3.34) 
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can be written as 
@ = c qi,j,k(x, y, 2) zwyo, 0, 0) 
iAsk<?? 
+ i,j;<p yi,Lk(x, Y, ‘1 ([$ (; - ;jj (; - ;jk] uj (I, O, O) 
+ c 
i.i.k<p 
+ i,;<p h.k(%Y, 4 ([& g - gj’ ($ - jgj”] uj(09 @l) 
(3.35) 
where the %.j,k , yi.j,k , $,j,k 3 ti,j,k are apparently rational functions. But 
dju = u for all u E & . Since the dimension of Sp, is the same as the number 
of functionals in (3.35), it then follows that the qi,j,k , ri,i,k , s~,$,~  and ti,j,k are 
all elements of Y$ . They are, in fact, the cardinal functions for the inter- 
polation scheme (3.26), and 
9q&q" + sop - ~~,o) = L'. 
Combining (3.32), (3.33), and (3.36), gives Lemma 3. 
Likewise 
(3.36) 
=%lQ12) + Qz" + So"1 =W:,, + =Ks2, + -E4" + %',I~pz",o -L  (3.37) 
and 
29%[Q,' +Qs" + So"1 =4E.o + =%' + %" + 9%',@& -Lo. (3.38) 
Using Lemma 3 and the fact that ZapLp = Lp, 
2-TIQ1' + Qs” + Q,,“] = 5&* + 9:Z2' + &=~& -L". (3.39) 
It can be determined that 
9~p(-rp,p + P& - 1) u. = L%. (3.40) 
Thus (3.39) is equivalent to 6gz n. Combining this with (3.30), (3.37), and 
(3.38) yields 
Qs"TQ2' + Qz" + So"1 
=S& +9q, +9y, + &q"+ -Ep,"$. qp- 3.qD-- 3L' 
+ ~MYo + ~3%l + ~sJy21. 
(3.41) 
The subtraction of 2Qa’ from (3.41) gives (3.25) and proves the theorem. 
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As a consequence of Theorem 10, IMP has the following representation 
in terms of the projectors B&: 
In addition to the identities (3.36) and (3.40) for LP’, we have 
THEOREM 11. The projector LP which maps u onto its interpolant L% in the 
set $, satisfying (3.26) may be expressed as the composition of all the 9& taken 
in any order. 
Proof. By a straightforward calculation it can be shown that each product 
yi.i,k,l = 9:, j9~pcY~, i#j, j#k, kfl, l#i, 
has a representation like the right side of (3.35). Using the same reasoning as 
immediately following (3.35), it follows that the functions in the representa- 
tion (3.35) must be the cardinal polynomials for the interpolation scheme 
(3.26), thus showing that Yi,j,k,l = LP. Commutativity now follows from the 
commutativity of the PIk within the gkP, 
Analogously to the triangle and the tetrahedron, we can define the set 
9& of all polynomials which are of degree at most 2p - 1 on all parallels to 
the edges of the n-simplex 7. Let 8, P be Hermite projector to edge values 
interpolated along parallels to the edge xi, = xi = ... = xi,-, = 0, where 
i = {il ,..., i,,]. We can then show by inductioi similarly to the proof of 
Theorem 11 that the composition product of all the projectors Pip, taken 
in any order is the projector L pmn which maps u onto its interpolantLP% from 
the set Yp,, satisfying 
n ~~:~“w? = g D$@i), j=O,l,..., n, O<k,<p- 1, 
IESj 9 
(3.43) 
where D,, denotes directional differentiation in the direction of the edge 
xi, =xi = *.* =xinMl = 0 and Sj is the set of all subsets { j1 ,..., jnV1} which 
exclude ;he integer j. The dimension of the set 9& is (n + 1) p”. 
4. ERROR BOUNDS 
In this section we give error bounds for the error in interpolation by the 
operator MP of (3.8). 
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THEOREM 12. M% = u for all polynomials u of degree 4p - 1 OY less. 
The proof follows immediately from the following two lemmas. 
LEMMA 4. MD maps polynomials onto polynomials of at most the same degree. 
Proof. We first show that the projectors Pp’,j map polynomials onto 
polynomials of at most the same degree. By affine covariance, it is sufficient 
to consider the effect of Sg, on the monomial ~iy%~. Moreover, since 9’& 
is exact for functions which in x are polynomials of degree less than or equal 
to 2p - 1, we can assume thatj > 2p. Then 
i<P 
is a polynomial of degree at most j + k + 1. Since the operator MP is a poly- 
nomial in the Qi” which are in turn polynomials in the P& , the 
lemma follows. 
LEMMA 5. The interpolant MPu to any polynomial u dajters from u by a 
multiple of xPyPzgwp. 
Proof. Let u(x, y, z) be a polynomial of degree m. By the previous lemma, 
dx, Y, 4 = 4x, Y, 4 - Mp4x, Y, 4 
is a polynomial of degree at most m. Since 4 and its first p - 1 normal 
derivatives are zero on x = 0, y = 0, z = 0, 4(x, y, x) = x~y%*r(x, y, x). 
The polynomial Y(X, y, Z) is zero along with its p - 1 normal derivatives on 
w = 0, which implies that T(X, Y, Z) = w%(x, y, Z) and proves the lemma. 
The results of Ciarlet and Raviart [7, Theorem 51 may now be applied to 
obtain the following error bound. 
THEOREM 13. Let T be any tetrahedron with vertices PI = (x1 , y1 , z,), 
Pz = (x,, yz > 4, P3 = (~3 , y3 , 4, Pa = (~4, ~4, 4. For u E Cm, 
3p - 3 < m < 4p, let e(x, y, x) = u(x, y, .z) - M%(x, y, x). Then there exists 
a constant K independent of the tetrahedron T and the function u such that 
I 4x, y, 4 < mm I u Ico,m.T (4.1) 
for all (x, y, x) in T where 
and h is the length of the longest side of T. 
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We actually can say much more than is contained in Lemma 4 regarding the 
circumstances under which the range of MD is a set of polynomials. We have 
THEOREM 14. The interpolant obtained by blending with the projector 
M” is a polynomial of degree m ;f and only ;f the boundary values fj and normal 
derivatives g,,j , 1 < i < p - 1, are polynomials of degrees m and m - i, 
respectively, which satisfy the compatibility conditions (3.5) and (3.9). 
For simplicity, we give a proof only for the tetracubic case, or 
for p = 2. Without loss of generality we assume m > 4. For any m, 
the subspace of polynomials p(x, y, z) of degree m or less has dimension 
(m + 3) (m + 2) (m + 1)/6. By Lemma 5, the null space of M2 consists of 
multiples of x2y2z2w2 and has dimension (m - 5) (m - 6) (m - 7)/6 for 
m > 4. Hence the range of MD, restricted to polynomials of degree m or less, 
has dimension 4m2 - 16m + 36. 
The space of all possible fj and g,,i (disregarding compatibility constraints) 
has dimension 4m2 + gm + 4. We show that the dimension excess, 24m - 32, 
is precisely the number of linearly independent compatibility conditions in 
(3.5) and (3.9). First the conditions (3.9) provide 16 constraints at each vertex, 
or 64 in all. In particular, at the vertex P, , (3.9) requires U, au/asi,j , au/asi,k , 
aujasi,, a2u/asi,jasj,k , a2t@i,iasi,k , a2u/si,k+ , and Pu/asi,jasj,kasi,k to be 
the same at Pl on each face, i # j, j # R, R # 1, I# i. Once these constraints 
have been imposed, (3.5) requires m - 3 additional constraints on values 
along each edge xi = xj = 0, m - 4 on first derivatives, and m - 5 on the 
cross-derivatives a2u/anijanji for a total of 4m - 16 in all. Finally 
6(4m - 16) + 64 = 24m - 32. 
5. TETRAHEDRAL GFINITE ELEMENTS 
In this section we apply the results of Section 3 to the construction of 
P-finite elements having given polynomial values and given polynomial or 
rational normal derivatives on the boundary of the tetrahedron T. In [14], 
zenigek gives a 220 parameter polynomial interpolation scheme in a tetra- 
hedron using polynomials of degree nine which can be used to generate 
piecewise polynomials in Cl(Q), 52 a simplicial complex of tetrahedra. 
Theorem 19 of Section 6 shows that any interpolation scheme which can be 
used to generate piecewise polynomials in Cl(Q) must use polynomials of 
degree at least nine, and thus ZeniHek’s cheme gives the simplest polynomial 
Cl-finite elements. The purpose of this section is to construct fewer parameter 
families of Cl-finite elements by dropping the requirement that the finite 
elements be polynomials, as was done for triangles in [5]. 
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Theorems 14 and 19 imply that if the boundary values and normal deriva- 
tives are taken to be polynomials of degrees less than nine and eight re- 
spectively, this data must fail to satisfy one or more of the compatibility 
conditions 
pu z-2 OU 
----= 
an,, an,, an,, an,, 
of (3.5) on some edge xi 7~ x., -= 0, or 
a a a a a a __- -u(P1) = -- asi,$ asi,, asj,, - UPI> as&k asi.j asj.k 
(5.1) 
of (3.9) at some vertex P, which satisfies xi = xj = xL = 0. We determine 
for given polynomial data which of these conditions are not satisfied and 
augment the relevant polynomial subspace with rational singular functions 
which can match these discrepancies. 
As before we denote the vertices of the tetrahedron T by Pj , j = 0, 1, 2, 3, 
and use the barycentric coordinates xi , i = 1,2, 3, x,, = 1 - x1 - xa - xa 
which map any tetrahedron T onto the standard tetrahedron T, . We denote 
the set points dividing the edge xi = xj = 0 into s + 1 equal parts by QT;“, 
1 < Y < s, and the center of gravity of each face xi = 0 by Ri . In addition 
we shall use a/at+ and a/8vij to denote differentiation in two arbitrary but 
fixed mutually perpendicular directions normal to xi = xj = 0. 
Using zenfgek’s polynomial triangular interpolation schemes [12, Section 
51, one easily checks that the conditions 
DguU’,), k = 0, 1,2,3, Ial <3, (5.3) 
Y = 1,2, on each edge xi = xj = 0, and 
DW&), lz=o,1,2,3, /aI <1 (5.5) 
determine unique polynomial values of degree at most seven and unique 
polynomial normal derivatives of degree at most six on the boundary of T. 
Note that the number of conditions in (5.3)-(5.5) is twelve greater than the 
number of polynomials in three variables of degree at most seven. One checks, 
however, that in general the compatibility condition (5.1), or equivalently 
the affine covariant condition 
a224 a224 
ac,, ac,, ==ac,ij (5.6) 
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is not satisfied on each edge xi = xi = 0, where a/& denotes differentiation 
parallel to the face xi = 0 in the direction parallel to the line between the 
centroid Ri of xi = 0 and the midpoint of the edge xi = xj = 0, scaled by 
multiplying by the distance from the midpoint of the edge to the centroid. 
Thus (5.3)-(5.5) do not define an analytic function. 
We propose to augment the set of polynomials of degree at most seven by 
including twelve additional rational functions having the property that their 
values and normai derivatives on the faces of T are polynomials of degrees 
seven and six respectively, and which are in Cl but fail to satisfy (5.6) on one 
edge only. Note that the data does satisfy (5.6) at the vertices. 
One checks that the twelve rational functions 
where p(t) = P(1 - t)3 and i # j, j # k, k # 1, I # i, satisfy the above 
properties. Note that since xI = 1 - xlc on xi = xi = 0, p(xJ and p(xl), 
when restricted to xi = xj = 0, are a basis for all quintic values on xi = 
xj = 0 with zero values and first derivatives at the endpoints Pk and P, . 
We define the subspace Yr,,( T) to be the set of all polynomials of degree at 
most seven together with the twelve rational functions (5.7). 
THEOREM 15. There exists a unique element of ul,,,(T) which has given 
values for (5.3)-(5.5). 
Proof. There are 132 values in (5.3)-(5.5) which uniquely determine 
seventh degree polynomial values and sixth degree normal derivatives on aT. 
To show that these values uniquely determine the interior values, suppose 
there exists an element zc E Ursa with all the values (5.3)-(5.5) zero. Then u 
will be identically zero on aT and have its normal derivative identically zero 
on aT. But this implies that the cross-normal derivatives of (5.1) in either 
order are also identically zero on aT, which in turn implies that the coefficients 
of the functions (5.7) are all zero. Thus u must be a polynomial of degree at 
most seven given by 
u(x, y, z) = !dx, y z> x,,2x12x22x22~ 
But this is only possible if Q(X, y, x) = 0 and proves the theorem. 
Note that if the faces xi = 0 and xj = 0 are perpendicular, the cross- 
derivatives in (5.4) are the same except for the order of differentiation. This 
implies that when interpolating to functions u E C2( T), the coefficients of the 
rational functions (5.7) associated with such edges will be zero. 
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One can further reduce the number of degrees of freedom needed to 
define Cl-finite elements by considering the conditions 
DW’,), k = 0, 1,2,3, lffl <z 
z* 
au a% a%4 
Tg’ %giy an,i’ 
a% ii% 
asi,j an,, ani 3 a~ an,, aftj ’ 
(5.8) 
(5.9) 
at the midpoint of each edge xi = xi = 0. These conditions determine 
unique quintic polynomial values on the boundary of T, and also determine 
unique rational normal derivatives from the set $s introduced by Irons [9] 
(see also [5]). The set @rs consists of all quartic polynomials in two variables 
along with three rational functions, which on the standard triangle Ys with 
vertices (0, 0), (1, 0), and (0, 1) are 
X”Y Y2(l -X-Y) x(1 -x-y)2 
x4y’ l-x ’ l-y * 
(5.10) 
An element from @rs is uniquely defined by its values and first derivatives 
at the vertices and U, au/an, 82u/&.& at the midpoint of each edge. 
The number of conditions in (5.8)-(5.9) is 76, or 20 greater than the number 
of quintic polynomials in three variables. Similarly to the preceding example, 
it can be shown that the twelve rational functions 
& s 
Xi2XjXk(l - X# 
, @,j = 
Xi2XiX,(l - X1)2 
xi + xj Xi + Xj ’ 
(5.11) 
i fj, j # k, k # 1, 1 # i, have quintic polynomial values, and normal 
derivatives which are elements of @,, on the faces of T. In addition, these 
functions can match the failure of the data to satisfy (5.6) on edges. Note that 
the data does satisfy (5.6) at the vertices. 
For the remaining eight functions, we take the eight rational functions 
A’ = 
Xi2XjXk 
41” = 
xixj2x, 
xi + xj + xk ’ xi + xj + xk ’ 
1 = 0, 1,2, 3, i#j, j f k k # 1, 1 # i. 
(5.12) 
On the faces of T, the functions&u have quintic polynomial values and normal 
derivatives which are elements of @rs . In addition these functions can match 
the failure of the boundary data to satisfy the compatibility conditions (5.2) 
at the vertex P, . Note that although there are three compatibility conditions 
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at each vertex given in (5.2), it can be shown that for data satisfying (5.6) only 
two of these are independent. 
We define the subspace Y,,,(T) to be the set of all polynomials of degree 
at most five together with the twelve rational functions (5.11) and the eight 
rational functions (5.12). 
Similarly to Theorem 15, one can prove 
THEOREM 16. There exists a unique element of ul,, which has given values 
for (5.8)-(5.9). 
We now give error bounds for interpolation by the interpolants I,,,u and 
1,,+ of Theorems 15 and 16. Let Wi”‘( T) d enote the Sobolev space of real- 
valued functions which, together with all their partial distributional deriva- 
tives of order <k, belong to L,(T). A s a norm on WA”‘(T), we take the usual 
norm 
II u IlkT = i I u IL (5.13) 
j=O 
where 
THEOREM 17. Let T be any tetrahedron with vertices Pi = (xj , yj , zj), 
j = 0, 1,2,3. For u E W, , (” 5 < k < 8, let I,,,u be the interpolant to u from 
Y,,, defined by Theorem 15. Then there exists a constant K independent of the 
tetrahedron T and the function u such that 
O<n<2, (5.15) 
where h is the diameter of T, p is the diameter of the inscribed sphere, and 
a = h/p. 
Remark. In the course of this proof we use K to denote a positive constant, 
not necessarily the same at each occurrence, which is independent of T and u. 
Proof. We first note that we can define a unique element z-u of Y1s, 
which interpolates u with respect to the affine covariant conditions (5.3), (5.5) 
and 
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on each edge xi --= xj = 0, where a/& denotes directional differentiation in 
the direction of the line between the centroid of T and the midpoint of 
xi = x, = 0 scaled by multiplying by the distance from the midpoint of the 
edge to the centroid. We may apply Theorem 5 of [7] to obtain the bound 
To complete the proof we note that 
(5.18) 
where the Fiqj, 1 < I< 6, are the cardinal functions with respect to the 
functionals in (5.2) in the interpolation scheme (5.3)-(5.5). Let@$ , 1 < I ,< 6, 
be the corresponding cardinal functions for the af?ine covariant scheme of 
(5.3), (5.5), and (5.16). The cardinal functionsFij and Ffj may be expressed as 
where a r , a2 and b, , b, are the first two direction numbers of a/&, and a/a+ 
respectively with respect to the mutually perpendicular directions pcLii , vii T 
and sij . They satisfy 
We have 
(ai + bi2)l12 < h. (5.20) 
(5.21) 
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since the transforms Fij in T, of the pij can be bounded uniformly by M, say. 
Finally 
where we have employed the Sobolev lemma and the Bramble-Hilbert 
lemma [6] in the next to the last inequality of (5.22). Here 2? and &::t are the 
transforms of u and Q:;: in T, . 
Putting (5.19)-(5.22) together with similar estimates for the remaining 
terms of (5.18) gives 
(5.23) 
and completes the proof. 
In the same way, one may establish error bounds for interpolation by the 
interpolant 1+ of Theorem 16; we omit the proof. 
THEOREM 18. Let T be any tetrahedron with vertices Pj = (xj , yj , zi), 
j = 0, 1, 2, 3. For u E W.$“‘, k = 5, 6, let I,6u be the interpolant to u from Y,, 
de$ned by Theorem 16. Then there exists a constant K independent of the tetra- 
hedron T and the function u such that 
O<n<2. (2.28) 
We remark that similar bounds may be obtained in the maximum norm. 
6. TETRAHEDRAL POLYNOMIAL (F-FINITE ELEMENTS 
In this section we consider the construction of polynomial C”‘-finite 
elements on tetrahedra. Let Sz be a simplicial complex of tetrahedra. Let 
S(sZ, k, m) be the space of piecewise polynomials which are in Cm(Q) and 
which are polynomials of degree at most k on each tetrahedron in Sz, k > m. 
It seems that spaces of piecewise polynomials which can be generated from 
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interpolation can be distinguished from general piecewise polynomials of 
degree lz which are in Cm(Q) by the two properties: 
PROPERTY A. A change in the value of a piecewise polynomial 
q E S(Q, 12, m) at a vertex P, only affects the value of q and its derivatives 
in tetrahedra having Pi as a common vertex. 
PROPERTY B. On any face the values and normal derivatives of order up 
to m of q E S(Q, R, m) are independent. 
THEOREM 19. Let tke space of piecewise polynomials S(Q, k, m) sat+ 
properties A and B. Then k > 8m + I. 
Proof. Let the tetrahedron T E .Q have vertices P, , PI , Pz , P3 , and 
faces xi == 0 opposite the vertex Pi . Assume further that the vertices are 
labeled so that the faces x1 = 0 and x2 == 0 are not perpendicular. Let 
q E S(Q, k, m) and suppose q has values fi == gi,, and normal derivatives 
gi.j , 1 < j < m on the face xi 7~: 0. Since q is analytic in T, it must be the 
case that 
on the edge x1 = x, = 0. But a/&r,, can be expressed as 
a/an,, =~,aian,, + p,a/an, 
with 01~ # 0 so that on x1 = x2 = 0 
ai aiq 
x q = anf, ( 1 
ai 
C a2 i&2,, 
-?Y- +p2S]j 
1 
(6.2) 
Likewise on X, = x2 = 0 
(6.3) 
Because of property A, any change in the value of f2 at PI cannot affect the 
g,,, , 0 < I< m. Moreover, because of property B, such a change cannot 
affect the g,,, , 1 < 1 < m. Thus by taking successively i = O,..., m; 
j = O,..., i, it can be seen that any change in the value of f2 at PI must leave 
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af2V& , 0 < I< 2m invariant on L, = L, = 0. But this means that f2 
must be such that it can be continued in the plane L, = 0 to obtain a piece- 
wise polynomial in Cam which can be generated from interpolation. Since 
2eniEek has shown in [13] that polynomials of degree 4m + 1 are the simplest 
polynomials in a triangle generating piecewise polynomials in C”, this 
implies that fi in general must be of degree at least 4(2m) + 1 = 8m + 1 and 
proves the theorem. 
The results given by ZeniS’ek in [13] and [14] show that for m = 1, 2, it is 
sufficient to take k = 8m + 1. In Theorem 20 below and in Zenigek’s own 
paper [15], his schemes are generalized to arbitrary m, thus showing the 
sufficiency of k = 8m + 1 for all m. The scheme of Theorem 20 differs from 
zenigek’s scheme in that our interpolation conditions are symmetric with 
respect to all of the faces. 
In addition to the notation of previous sections, we use ~Io~,~ , j = 1, 2, to 
denote directional differentiation in two specified nonparallel directions in 
the place xi = 0. 
THEOREM 20. Let T be any tetrahedron and m any positive integer. Then 
there exists a unique polynomial of degree at most 8m + 1 which has given values 
D&U, 1 01 ) < 4m at each vertex, (6.4) 
al (Q;ti+j)> 1 <i+j<2m, n=l,..., i+j, (6.5) 
-$& (Q;,“+j), 
1 lk 
(6.6) 
2m + 1 < i + j < 2(m + [m/3]> + al n = l,..., i + j, 
such thati<jandifi+j=2m+r, theni>2r, whereol=Ointhecase 
m = 0 (mod 3) or 1 ( mod 3) and oi = 1 when m = 2 (mod 3), 
& (Q?>> m + 1 < i < m + [m/3], n = l,..., 2i (6.7) 
on each edge xL = x1 = 0, 
(6.8) 
1 = o,..., m + [m/31, i+j<2m-2+21--[Z/2] 
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at the center of gravity of each face x‘~ 0, and 
DQ, / 011 < 4m - 4[m/3] - 3 (6.9) 
at the center of gravity of T. 
If [m/3] = 0, the conditions (6.7) d o not appear and the conditions (6.6) only 
appear if m = 2. 
The proof of Theorem 20 is fairly lengthy. We merely give a sketch of its 
proof. One first checks that the number of conditions in (6.4)-(6.9) is 
(256m3 + 288m2 + 104~2 + 12)/3, th e number of polynomials in three 
variables of degree at most 8m + 1. Now let $, be a polynomial of degree at 
most 8m + 1 having all the conditions (6.4)-(6.9) zero. It can then be shown 
that the conditions (6.4)-(6.5), (6.6) for i + j < 2m + [m/2], and (6.8) for 
1 < m uniquely determine & and its first m normal derivatives on the faces 
of T. To show that +m and its first normal derivatives are uniquely determined 
on aT, we use the triangular interpolation schemes of Zenigek [12]. For 
normal derivatives of order greater than one, one must construct new 
triangular polynomial interpolation schemes of degrees % + 1, 4q + 2, 
4q + 3, and 4p + 4 respectively having fewer than the maximal numbers of 
conditions prescribed at the vertices. The following is typical. 
LEMMA 6. Let T be any triangle. For each k, 1 < k < q, there exists a 
unique polynomial of degree 4q + 1 which has given 
ai+iu 
J-&p? i+j< 2q - k at the vertices, (6.10) 
$ (QLifZ”), i == O,... ,q-s, j=l,..., i+2k, (6.1 I) 
and 
ai+j 
&i-&p i + j < q - 2 + 3s at the center of gravity, (6.12) 
where s = k - [k/2]. 
After having prescribed conditions to uniquely determine values and 
normal derivatives of order up to m on aT, we know (because 4 has these 
conditions all zero) that 4 has the form 
r$ = (X1XZX3XO)ln+  p, (6.13) 
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p a polynomial of degree at most 4m - 3. For m < 2, p is, at this stage, 
arbitrary and we can prescribe the remaining conditions at the center of 
gravity, as was done in [12] for triangular schemes. For m > 2, there aren’t 
enough conditions left over, or equivalently, the interpolation conditions 
which imply that 4 has the form (6.13) also place some constraints on p. 
We prescribe the remaining conditions in (6.4)-(6.8) and note that these 
are nearZy sufficient to uniquely determine normal derivatives of order 
m + 1 on the faces of T. 
In fact, we observe that there are / = (j + 2) (j + 1)/2 linearly inde- 
pendent derivatives of order j normal to the edge xK = x1 = 0. For j < 2m 
all of these are included in the conditions (6.4), evaluated at the j equally 
spaced points Qiii, n = I,..., j. All but two of these derivatives of order 
2m + 1 are included in (6.5)-(6.6), evaluated at the 2m + 1 equally spaced 
points Q;i27nf1, n = I,..., 2m + 1. But now that we have shown that $,,, 
is identically zero on the faces of T, the remaining two derivatives 
a2m+1&Janf~+1 and a2m+1&,Jan~~+1, must also be identically zero on the edge 
x1 = xL = 0. This implies that all derivatives of order 2m + 1 normal to 
x1 = X~ = 0 are zero at the 2m + 1 equally spaced points QEi2mt1, 
n = l,..., 2m + 1; in particular a2m+1q5,jan~+‘an~ and a2m+1&,@~+1an; are. 
These last conditions are the only conditions not already explicidy given in 
(6.4)-(6.8) which are needed to uniquely determine am+r#%zm+l on xk = 0 
and x1 = 0. Proceeding in the same way one can establish successively that 
vrn has all its normal derivatives, and therefore all its derivatives, of order up 
to m -+ [m/3] identically zero on the faces of T. This implies that 
9)&, y, 2) = (x~x2x3xo)“+~“‘3~+1 q(x, y, 4 
where 4(x, y, x) is a polynomial of degree at most 4m - 4[m/3] - 3. Since 
x1x2x3x0 # 0 at the center of gravity of T, D”q = 0, 1 01 1 < 4m - 4[m/3] - 3 
at the center of gravity of T. This implies that q(x, y, a) = 0 and proves the 
theorem. 
Remark. The interpolation scheme of Theorem 20 can be used to generate 
piecewise polynomials globally in C m. Derivatives of order higher than m in 
general will not be continuous across faces since some of the edge conditions 
used to determine normal derivatives of order greater than m on the faces 
were determined from the tetrahedron as a whole. ZeniZek’s scheme [15] 
also includes the interpolation conditions (6.4)-(6.5) (6.6) for i + j < 
2m + [m/2], and (6.8) for I < m, but differs substantially with respect to the 
remaining conditions. 
One may establish error bounds in the same way as for the interpolants of 
Section 5. 
164 LOIS MANSFIELD 
ACKNOWLEDGMENT 
I wish to thank Professor Garrett Birkhoff for suggesting the problem of interpolation 
in tetrahedra and for his encouragement of my efforts. 
REFERENCES 
1. R. E. BARNHILL, G. BIRKHOFF, AND W. J. GORDON, Smooth interpolation in 
triangles, J. Approx. Theory 8 (1973), 114-128. 
2. R. E. BARNHILL AND L. MANSFIELD, Error bounds for smooth interpolation in 
triangles, J. Appyox. Theoyy 11 (1974), 306-318. 
3. G. BIRKHOFF, Tricubic polynomial interpolation, PYOC. Natl. Acad. Sci. 68 (1971), 
1162-l 164. 
4. G. BIRKHOFF, Interpolation to boundary data in triangles, J. Math. Anal. Appl. 42 
(1973), 474-484. 
5. G. BIRKHOFF AND L. MANSFIELD, Compatible triangular finite elements, J. Math. 
Anal. Appl. 47 (1974), 531-553. 
6. J. H. BRAMBLE AND S. R. HILBERT, Estimation of linear functionals on Sobolev 
spaces with applications to Fourier transforms and spline interpolation, SIAM J. 
Num. Anal. 7 (1970), 112-124. 
7. P. G. CIARLET AND P. A. RAVIART, General Lagrange and Hermite interpolation 
in R” with applications to finite element methods, Arch. Rational Mech. Anal. 46 
(1972), 177-199. 
8. P. G. CIARLET AND C. WAGSCHAL, Multipoint Taylor formulas and applications 
to the finite element method, Numer. Math. 17 (1971), 84-100. 
9. B. M. IRONS, A conforming quartic triangular element for plate blending, Int. J. 
Numer. Methods Eng. 1 (1969), 29-45. 
10. L. MANSFIELD, Higher order compatible triangular finite elements, Numer. 
Math. 22 (1974), 89-97. 
11. R. A. NICOLAIDES, On a class of finite elements generated by Lagrange inter- 
polation, I and II, SIAM J. Num. Anal. 9 (1972), 435-445; 10 (1973), 182-189. 
12. A. iENf&EK, Interpolation polynomials on the triangle, Numer. Math. 15 (1970), 
283-296. 
13. A. ~EN~.?EK, Hermite interpolation on simplexes in the finite element method, in 
“Proceedings of the Czechoslovak Conference on Differential Equations and Their 
Applications,” Brno, 1972, pp. 271-277. 
14. A. ~ENISEK, Polynomial approximation on tetrahedrons in the finite element 
method, J. Approx. Theory 7 (1973), 334-351. 
15. A. %NfSEK, Tetrahedral finite C ‘“‘-elements, in “Acta Universitatis Carolinae- 
Mathematics et Physica,” 1974, Nos. l-2. 
16. M. ZLAMAL, On the finite element method, Numer. Math. 12 (1968), 394-409. 
