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KOLMOGOROV BOUNDS FOR THE NORMAL APPROXIMATION
OF THE NUMBER OF TRIANGLES IN THE ERDO˝S-RE´NYI
RANDOM GRAPH
Adrian Ro¨llin
National University of Singapore
Abstract
We bound the error for the normal approximation of the number of triangles in the
Erdo˝s-Re´nyi random graph with respect to the Kolmogorovmetric. Our bounds match
the best available Wasserstein-bounds obtained by Barbour, Karon´ski and Rucin´ski
(1989), resolving a long-standing open problem. The proofs are based on a new variant
of the Stein-Tikhomirov method — a combination of Stein’s method and characteristic
functions introduced by Tikhomirov (1980).
1 INTRODUCTION
Consider the Erdo˝s-Re´nyi random graph G(n, p), where p is allowed to depend on n.
The conditions under which subgraph counts exhibit asymptotic normality were fully
characterised by Rucin´ski (1988); in the particular case of triangles, a normal limit holds
if and only if
lim
n→∞
np =∞ and lim
n→∞
n2(1− p) =∞. (1.1)
This result was complemented by corresponding rates of convergence by Barbour, Karon´ski
and Rucin´ski (1989) for the Wasserstein metric dW. Let T denote the number of triangles
in G(n, p), and let W = (T − ET )/√Var T denotes the centred and normalised number
of triangles; Barbour, Karon´ski and Rucin´ski (1989) showed that there is a universal
constant C such that
dW(L (W ),Φ) 6


C
n(1− p)1/2 if 1/2 < p < 1,
C
np1/2
if n−1/2 < p 6 1/2,
C
n3/2p3/2
if 0 < p 6 n−1/2,
(1.2)
where Φ is the standard normal distribution function. This bound indeed goes to zero
exactly under the conditions of asymptotic normality obtained by Rucin´ski (1988).
Obtaining bounds with respect to the Kolmogorov metric dK has turned out to be
much harder, with no progress until recently. A straightforward bound, as is well known,
can be obtained through the relation
dK(L (W ),Φ) 6
√
dW(L (W ),Φ) (1.3)
(see e.g. Ross (2011, Proposition 1.2)). To the best of our knowledge, the first result
that improves on (1.3) was obtained by Ro¨llin and Ross (2015, Theorem 4.11), which is a
stronger total variation approximation by a translated Poisson distribution. Better rates
for the Kolmogorov metric were obtained later by Krokowski, Reichenbachs and Tha¨le
(2017) using Stein’s method in combination with Malliavin-type methods.
The following is our main result.
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Theorem 1.1. Let W be the centred and normalised number of triangles in G(n, p). There
is a universal constant C such that, for every n > 3 and every 0 < p < 1,
dK
(
L (W ),Φ
)
6


C
n(1− p)1/2 if 1/2 < p < 1,
C
np1/2
if n−1/2 < p 6 1/2,
C
n3/2p3/2
if 0 < p 6 n−1/2.
(1.4)
Remark 1.2. In order to analyse the optimality of the bound (1.4), consider the variance
of the number of triangles (see Lemma 3.6), which satisfies
Var T ≍


n4(1− p) if 1/2 < p < 1,
n4p5 if n−1/2 < p 6 1/2,
n3p3 if 0 < p 6 n−1/2,
where we write f(n) ≍ g(n) if the ratio f(n)/g(n) is bounded away from 0 and infinity
as n→∞. If 0 < p 6 n−1/2, the bound (1.4) is of order 1/√Var T , which is best possible
for an integer-valued random variable normalised by its standard deviation. In the other
two cases, the dependence between the triangle indicators becomes so strong that the
covariance terms change the order of the variance, but the following example shows that
the rate in (1.4) is still within what can be expected for sums of random variables with a
similar covariance structure.
For 1 6 i < j < k 6 n, let Iij ∼ Be(p) and Iijk ∼ Be(p2) be independent random
variables, and let Xijk = IijIijk. With Y =
∑
1<i<j<k6nXijk we have EY =
(n
3
)
p3 = ET
and
s2 := Var Y =
(
n
3
)(
p3(1− p)3 + (n− 3)p5(1− p)) ≍ VarT.
Since Y is the sum of
(n
2
)
independent and identically distributed random variables, each
being distributed like I12
∑
36k6n I12k, we can apply the Berry-Esseen theorem and obtain
dK
(
(Y −EY )/s,Φ) 6 Cn2γ
s3
, where γ = E
∣∣∣I12 ∑
36k6n
I12k − (n− 2)p3
∣∣∣3. (1.5)
Now,
γ = pE
∣∣∣ ∑
36k6n
(I12k − p2) + (n − 2)p2(1− p)
∣∣∣3 + (1− p)(n− 2)3p9.
First, consider the case where n−1/2 < p 6 1/2; we can use Bernstein’s inequality to
conclude that
∑
36k6n(I12k − p2) is strongly concentrated around 0, so that γ ≍ n3p7.
Recalling that s2 ≍ n4p5, it follows that the bound in (1.5) is of order n−1p−1/2, which is
the same as that of (1.4). In the case where 1/2 < p < 1, we can bound
E
∣∣∣ ∑
36k6n
(I12k − p2) + (n− 2)p2(1− p)
∣∣∣3
6 E
∣∣∣ ∑
36k6n
(I12k − p2)
∣∣∣3 + (n− 2)3p6(1− p)3
6 C
(
max
{
n(1− p), n2(1− p)2})3/4 + Cn3(1− p)3.
(1.6)
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If limn(1 − p) = ∞, the bound (1.6) is of order n3(1 − p)3, and so γ ≍ n3(1 − p).
If lim supn(1−p) <∞, we also have γ ≍ n3(1−p), as limn2(1−p) =∞ by (1.1). Recalling
that s2 ≍ n4(1−p), we conclude that the bound in (1.5) is of order n−1(1−p)−1/2, which,
again, is the same as that of (1.4).
Since the Berry-Esseen theorem gives optimal rates in general, this example strongly
indicates that (1.4) indeed yields the correct rate of convergence also for n−1/2 < p 6 1/2
and 1/2 < p < 1.
2 THE STEIN-TIKHOMIROV METHOD
Our proof is based on a method introduced by Tikhomirov (1980), who takes elements
from Stein’s method, initiated by Stein (1972), and combines them with characteristic
functions. As far as we can tell, the Stein-Tikhomirov method has only been successfully
applied to prove CLTs for sums of random variables with temporal or spatial dependence
and some mixing conditions; see for example Bulinskii (1996), who obtained CLTs for
associated random variables index by the d-dimensional lattice assuming an exponential
decay of the covariances. In order to apply the Stein-Tikhomirov method to triangle
counts, we develop in this section a new abstract theorem by combining Tikhomirov’s
approach with ideas from the more recent literature around Stein’s method; we use, in
particular, Stein couplings from Chen and Ro¨llin (2010).
To this end, we say a triple of random variables (W,W ′, G) is a Stein coupling if
E{Gf(W ′)−Gf(W )} = E{Wf(W )} (2.1)
for all functions f for which the expectations exist. We refer to Chen and Ro¨llin (2010)
for examples and applications of Stein couplings.
Although the random variables of interest are real valued, we will need to consider
complex valued random variables due to the use of characteristic functions. If z = x+ iy ∈
C, we denote by z∗ = x− iy its complex conjugate. If X = X1+ iX2 is a complex random
variables, we define as usual
VarX = E{(X −EX)(X −EX)∗},
and if Y is another complex random variable, we define
Cov(X,Y ) = E{(X −EX)(Y −EY )∗}
All the usual properties of the variance and covariance functions remain the same, except
that Cov(X,Y ) = Cov(Y,X)∗, from which we conclude that Var(aX) = |a|2Var(X)
and Cov(aX, bY ) = ab∗ Cov(X,Y ) for any a, b ∈ C.
The following is our main result in this section.
Theorem 2.1. Let (W,W ′, G) be a Stein coupling with VarW = 1. Then
sup
x∈R
|P[W 6 x]−P[Z 6 x]| 6 0.38r1 + 3.05r˜1 + 0.64r2
(
1 + 2 log+
1
2r˜1
)
, (2.2)
where, with D =W ′ −W ,
r1 = E|GD2|, r2 = sup
t6=0
[
VarEW (G(eitD − 1))]1/2
|t| ,
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and where r˜1 > r1 is arbitrary. If, in addition, there are random variables D˜, S and W
′′
such that EW (GD˜) = EW (GD), such that EWS = 1, and such that EW
′′
(GD˜) = EW
′′
S,
then
sup
x∈R
|P[W 6 x]−P[Z 6 x]| 6 0.76r3 + 6.10r˜3 + 0.64r4
r˜3
, (2.3)
where, with D′ =W ′′ −W ,
r3 =
1
2E|GD2|+E|GD˜D′|+E|SD′|,
r4 = sup
t6=0
[
VarEW (G(eitD − 1− itD))]1/2
t2
+ sup
t6=0
[
VarEW (GD˜(eitD
′ − 1))]1/2
|t|
+ sup
t6=0
[
VarEW (S(eitD
′ − 1))]1/2
|t| ,
and where r˜3 > r3 is arbitrary.
Although the terms r1 and r2 in (2.2) are much simpler than the terms r3 and r4
in (2.3), the bound (2.2) comes at the cost of an additional logarithmic term, so that in
order to prove Theorem 1.1, we will have to make use of (2.3).
To prove Theorem 2.1, we will use the following, classic smoothing lemma due to
Esseen; see, for example, Ibragimov and Linnik (1971, Theorem 1.5.2, p. 27/28).
Lemma 2.2. Let W be a random variable with characteristic function ϕ(t) = EeitW , and
let Z have a standard normal distribution. Then, for any T > 0,
sup
x∈R
|P[W 6 x]−P[Z 6 x]| 6 1
pi
∫ T
−T
|ϕ(t)− e−t2/2|
|t| dt+
24
pi
√
2piT
.
The next lemma is an adapted and more explicit version of what is used implicitly by
Tikhomirov (1980) (see in particular Equation (3.22) therein)
Lemma 2.3. Let W be an integrable random variable, and assume its characteristic func-
tion ϕ(t) = EeitW satisfies the differential equation
ϕ′(t) = −t(1 + a(t))ϕ(t) + b(t), t ∈ R,
where a(t) and b(t) are (possibly complex valued) functions satisfying
|a(t)| 6 A0 +A1|t|, |b(t)| 6 B0 +B1|t|+B2t2
for some non-negative constants A0 < 1/2, A1, B0, B1 and B2. Then, for any t >
2A1/(1− 2A0),
sup
x∈R
|P[W 6 x]−P[Z 6 x]|
6
2
pi
A0 +
4
3
√
pi
A1 +
√
pi
2
B0 +
2
pi
B1
(
1 + 2 log+
1
2t
)
+
4
pi
B2
t
+
24t
pi
√
2pi
.
Proof. The ODE
ϕ′(t) = a˜ϕ(t) + b(t), t ∈ R,
with boundary condition ϕ(0) = 1 has solution
ϕ(t) = exp
(∫ t
0
a˜(u)du
)
+
∫ t
0
exp
(∫ t
u
a˜(v)dv
)
b(u)du.
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Hence, for a˜(t) = −t− ta(t) and with
∆(t) =
∫ t
0
ua(u)du,
we have
ϕ(t) = exp
(
− t
2
2
−∆(t)
)
+ exp
(
− t
2
2
−∆(t)
) ∫ t
0
exp
(u2
2
+ ∆(u)
)
b(u)du
= exp
(
− t
2
2
)
+R1(t) +R2(t),
where
R1(t) = exp
(
− t
2
2
−∆(t)
)
− exp
(
− t
2
2
)
,
R2(t) = exp
(
− t
2
2
−∆(t)
) ∫ t
0
exp
(u2
2
+ ∆(u)
)
b(u)du.
Using
ex+h − ex = h
∫ 1
0
ex+hsds, (2.4)
we write
R1(t) = −∆(t)
∫ 1
0
exp
(
− t
2
2
− s∆(t)
)
ds.
Using the bound on a(t),
|∆(t)| 6
∣∣∣∣
∫ t
0
ua(u)du
∣∣∣∣ 6 A02 t2 + A13 |t|3.
Since
A0
2
+
A1
3
|t| 6 1
4
⇐⇒ |t| 6 3(1 − 2A0)
4A1
=: T1,
we have
− t
2
2
− s∆(t) 6 − t
2
4
for |t| 6 T1
for all 0 6 s 6 1. This yields
|R1(t)| =
∣∣∣∣∆(t)
∫ 1
0
exp
(
− t
2
2
− s∆(t)
)
ds
∣∣∣∣ 6 (A02 t2 + A13 |t|3
)
exp
(
− t
2
4
)
for |t| 6 T1.
In order to bound R2(t), write
R2(t) =
∫ t
0
exp
(
−
(t2
2
− u
2
2
)
− (∆(t)−∆(u))
)
b(u)du.
Whenever 0 6 u 6 t or t 6 u 6 0, we have
∣∣∆(t)−∆(u)∣∣ = ∣∣∣∣
∫ t
u
va(v)dv
∣∣∣∣ 6 (A0 +A1|t|)
∣∣∣∣
∫ t
u
vdv
∣∣∣∣ 6 A0 +A1|t|2 (t2 − u2).
Thus, since
A0 +A1|t|
2
6
1
4
⇐⇒ |t| 6 1− 2A0
2A1
=: T2,
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we obtain
|R2(t)| 6 exp
(
− t
2
4
)∣∣∣∣
∫ t
0
|b(u)| exp
(u2
4
)
du
∣∣∣∣ for |t| 6 T2.
Applying the bound on |b(t)|, this yields
|R2(t)| 6 B0 exp
(
− t
2
4
) ∫ |t|
0
exp
(u2
4
)
du+B1 exp
(
− t
2
4
)∫ |t|
0
u exp
(u2
4
)
du
+B2 exp
(
− t
2
4
) ∫ |t|
0
u2 exp
(u2
4
)
du
= B0|F (t/2)| + 2B1(1− e−t2/4) + 2B2|t|(1 − e−t2/4)
6 B0|F (t/2)| + 2(B1 +B2|t|)min{1, t2/4},
where F (t) = e−t
2 ∫ t
0 e
u2du is Dawson’s function. Now, Lemma 2.2 states that
sup
x∈R
|P[W 6 x]−P[Z 6 x]| 6 1
pi
∫ T
−T
|ϕ(t)− e−t2/2|
|t| dt+
24
pi
√
2piT
.
Since |ϕ(t)− e−t2/2| 6 |R1(t)|+ |R2(t)|, we obtain∫ T
−T
|ϕ(t)− et2/2|
|t| dt
6
∫ T
−T
[(A0
2
|t|+ A1
3
t2
)
exp
(
− t
2
4
)
+B0
|F (t/2)|
|t|
+ 2B1
min{1, t2/4}
|t| + 2B2min{1, t
2/4}
]
dt
6
∫ ∞
−∞
[(A0
2
|t|+ A1
3
t2
)
exp
(
− t
2
4
)
+B0
|F (t/2)|
|t|
]
dt
+
∫ T
−T
[
2B1
min{1, t2/4}
|t| + 2B2min{1, t
2/4}
]
dt
6 2A0 +
4
√
pi
3
A1 +
pi3/2
2
B0 + 2B1(1 + 2 log+(T/2)) + 4B2T,
as long as T 6 T1 ∧ T2 = T2. Hence, for any T 6 T2 = (1− 2A0)/(2A1),
sup
x∈R
|P[W 6 x]−P[Z 6 x]|
6
2
pi
A0 +
4
3
√
pi
A1 +
√
pi
2
B0 +
2
pi
B1(1 + 2 log+(T/2)) +
4
pi
B2T +
24
piT
√
2pi
,
which, after replacing T by 1/t, proves the claim.
Proof of Theorem 2.1. Applying (2.1) to f(x) = eitx we have
ϕ′(t) = iE{Wf(W )} = iE{G(eitD − 1)eitW}
= iE
{
G(eitD − 1)}ϕ(t) + iE{(G(eitD − 1)−E{G(eitD − 1)})eitW}
= −t(1 + a(t))ϕ(t) + b(t)
(2.5)
with
a(t) =
E
{
G(eitD − 1)}
it
− 1, b(t) = iE{(G(eitD − 1)−E{G(eitD − 1)})eitW}.
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Since E(GD) = 1, we have
a(t) =
E
{
G(eitD − 1− itD)}
it
,
and thus,
|a(t)| 6 t
2
E|GD2| = 0.5r1|t| =: A1|t|.
Moreover,
|b(t)| 6 E∣∣(EW{G(eitD − 1)}−E{G(eitD − 1)})∣∣
6
√
VarEW
{
G(eitD − 1)} 6 r2|t| =: B1|t|.
The first claim now follows from Lemma 2.3 after some straightforward simplifications.
In order to obtain the second claim, add and subtract tE
{
(GD − 1)eitW} in (2.5), so
that
ϕ′(t) = iE
{
G(eitD − 1)}ϕ(t)− tE{(GD − 1)eitW}
+ iE
{(
G(eitD − 1− itD)−E{G(eitD − 1− itD)})eitW}.
Using the conditions posed on D˜, S and W ′′,
E
{
(GD − 1)eitW} = E{(GD˜ − S)eitW}
= E
{(
GD˜ − S)(eitW − eitW ′′)}
= E
{(
GD˜ − S)(1− eitD′)eitW},
so that now ϕ′(t) = −t(1 + a(t))ϕ(t) + b(t) holds with
a(t) =
E
{
G(eitD − 1− itD)}
it
−E{GD˜(eitD′ − 1)}+E{S(eitD′ − 1)}
b(t) = iE
{(
G
(
eitD − 1− itD)−E{G(eitD − 1− itD)})eitW}
+ tE
{(
GD˜
(
eitD
′ − 1) −E{GD˜(eitD′ − 1)})eitW}
− tE{(S(eitD′ − 1)−E{S(eitD′ − 1)})eitW},
and we have
|a(t)| 6 t(12E|GD2|+E|GD˜D′|+E|SD′|) = r3|t| =: A1|t|,
|b(t)| 6 t2
(
t−2
√
VarEW
{
G(eitD − 1− itD)}+ t−1√VarEW{GD˜(eitD′ − 1)}
+ t−1
√
VarEW
{
S
(
eitD′ − 1)}) = r4t2 =: B2t2.
The second claim now follows again from Lemma 2.3 after some straightforward simplifi-
cations.
3 PROOF OF THEOREM 1.1
We first need some technical results. Recall that a collection of random variables X =
(X1, . . . ,Xn) is said to be associated, if for any two coordinate-wise non-decreasing func-
tions f, g : Rm → R, we have
Ef(X)Eg(X) 6 E{f(X)g(X)}
whenever the expectations exist.
7
Lemma 3.1 (Esary, Proschan and Walkup (1967)). (1) A collection of independent ran-
dom variables is associated. (2) Non-decreasing functions of associated random variables
are associated.
Let [n] := {1, . . . , n} denote the set of vertex labels in G(n, p). For 1 6 i < j 6 n,
let Iij be the indicator that there is an edge between vertices i and j. Let
E = {e = {e1, e2} ⊂ [n] : |e| = 2}, T = {v = {v1, v2, v3} ⊂ [n] : |v| = 3};
the first set represent the set of pairs of vertices and the second the set of triples of
vertices. We will assume throughout that, in the representations e = {e1, e2} and v =
{v1, v2, v3}, the elements appear in ascending order; we will also use the notations Ie
and Ie1e2 interchageably. For each v ∈ T , let Xv = Iv1v2Iv1v3Iv2v3 − p3 be the centred
indicator that there is a triangle between the vertices in v. For concrete indices, such
as v = {1, 2, 3}, we will simply write X123 instead of X{1,2,3}.
As a direct consequence from Lemma 3.1 we have the following.
Corollary 3.2. (1) For any E ⊂ E, the random variables (Xv)v∈T , given (Ie)e∈E, are
associated. (2) For any T1, T2 ⊂ T and any E ⊂ E the random variables
∑
v∈T1
Xv
and
∑
v∈T2
Xv, given (Ie)e∈E, are associated.
Lemma 3.3 (Newman (1980, Lemma 3)). If U and V are associated random variables,
then, for any complex valued functions f and g,
Cov(f(U), g(V )) 6 ‖f ′‖‖g′‖Cov(U, V ),
where for complex valued f , ‖f‖ = supx∈R|f(x)|.
Lemma 3.4 (Conditional covariance formula). For any complex-valued random vari-
ables U and V we have
Cov(U, V ) = ECovF (U, V ) + Cov(EFU,EFV ).
Lemma 3.5. For any complex-valued random variables U , V , V˜ , U ′, V ′ and V˜ ′, we have∣∣Cov(UV,U ′V ′)∣∣ 6 ∣∣Cov(UV˜ , U ′V˜ ′)∣∣+R
where
R = E
∣∣U(V − V˜ )U ′V ′∣∣+E∣∣U(V − V˜ )∣∣E∣∣U ′V ′∣∣
+E
∣∣UV˜ ′U ′(V ′ − V˜ ′)∣∣+E∣∣UV˜ ∣∣E∣∣U ′(V ′ − V˜ ′)∣∣
Proof. Using the linearity properties of the covariance function, we have
Cov
(
UV,U ′V ′
)
= Cov
(
UV˜ , U ′V˜ ′
)
+Cov
(
U(V − V˜ ), U ′V ′)+Cov(UV˜ , U ′(V ′ − V˜ ′)),
from which the claim easily follows.
Lemma 3.6. There exist universal constants c and C such that for all n > 3 and for
all 0 < p < 1,
cs2(n, p) 6 Var T 6 Cs2(n, p),
where
s2(n, p) =


n4(1− p) if 1/2 < p < 1,
n4p5 if n−1/2 < p 6 1/2,
n3p3 if 0 < p 6 n−1/2.
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Proof. This follows easily from
Var T =
(
n
3
)(
p3(1−p)3+3(n−3)p5(1−p)) = (n
3
)
p3(1−p)(1+p+p2+3(n−3)p2).
For the following lemmas, we need some notation. Let v1, . . . , vk ∈ T ; define
M(v1, . . . , vk) =
k⋃
i=1
({vi,1, vi,2} ∪ {vi,1, vi,3} ∪ {vi,2, vi,3}) ⊂ E ; (3.1)
this represents the set of unique independent edge indicators induced by a collection of
vertices. Let
νv := {u ∈ T : |u ∩ v| > 2}, Yv :=
∑
u∈νv
Xu; (3.2)
this represents the triangle indicators that share at least one edge with Xv and are thus
not independent of Xv. Moreover, for each w ∈ νv, let
νv,w = νu ∪ νu, Yv,w :=
∑
u∈νv
Xv,w; (3.3)
this represents the triangle indicators that share at least one edge with either Xv or Xw
(or both), and are thus not independent of (Xv ,Xw).
Lemma 3.7. Let k > 1, and let v1, . . . , vk ∈ T . Then
E|Xv1 · · ·Xvk | 6 C(k)min
{
1− p, pm}
where m = |M(v1, . . . , vk)|. In addition, let w1, . . . , wl ∈ T , l > 1. Then
Cov(Xv1 · · ·Xvk ,Xw1 · · ·Xwl) 6 C(k, l)min
{
1− p, pm}
where m = |M(v1, . . . , vk, w1 . . . , wl)|.
Proof. Since all Xvi are bounded by one, we have, on the one hand,
E|Xv1 · · ·Xvk | 6 E|Xv1 | = 2(1− p)p3(1 + p+ p2) 6 6(1− p).
On the other hand,
E|Xv1 · · ·Xvk | 6
∑
A⊂[k]
E
{∏
i∈A
Ivi,1vi,2Ivi,1vi,3Ivi,2vi,3
} ∏
i∈Ac
p3 6 2kpm.
The second part of the lemma is a straightforward consequence of the first part.
Lemma 3.8. Let v, v′ ∈ T , and let w ∈ νv and w′ ∈ νv′ . Let f and g be differentiable,
complex-valued functions with f(0) = g(0) = 0. Then
Cov
(
XvXwf(Yv),Xv′Xw′g(Yv′)
) ∨Cov(XvXwf(Yv,w),Xv′Xw′g(Yv′,w′))
6 C‖f ′‖‖g′‖min{n2(1− p), pm + npm+2 + n2pm+4},
where m = |M(v,w, v′, w′)|.
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Proof. We only prove the bound for Cov
(
XvXwf(Yv,w),Xv′Xw′g(Yv′,w′)
)
, as the proof
for Cov
(
XvXwf(Yv),Xv′Xw′g(Yv′)
)
is essentially the same. Since |f(x)| 6 ‖f ′‖|x| and |g(x)| 6
‖g′‖|x|,
Cov
(
XvXwf(Yv,w),Xv′Xw′g(Yv′,w′)
)
6 ‖f ′‖‖g′‖(E|XvXwYv,wXv′Xw′Yv′,w′|+E|XvXwYv,w|E|Xv′Xw′Yv′,w′ |).
We only show how to bound the first expectation above, since the second expression, the
product of expectations, can be bounded analogously. From Lemma 3.7, the boundCn2(1−
p) is straightforward since both Yv,w and Yv′,w′ contain order n summands. Now, let u ∈
νv,w and u
′ ∈ νv′,w′; note that |(u ∪ u′) \ (v ∪ w ∪ v′ ∪ w′)| 6 2, since u is sharing at least
two indices with v or w, and u′ is sharing at least two vertices with v′ or w′. We can thus
distinguish three cases.
1. “|(u∪u′) \ (v ∪w∪ v′ ∪w′)| = 0”. This can happen at most 2(83) times. In this case,
M(v,w, v′, w′, u, u′) >M(v,w, v′, w′) = m, and so, by Lemma 3.7,
E|XvXwXuXv′Xw′Yu′ | 6 Cpm.
2. “|(u ∪ u′) \ (v ∪ w ∪ v′ ∪ w′)| = 1”; this can happen at most order n times. In this
case, M(v,w, v′, w′, u, u′) >M(v,w, v′, w′) + 2, and so, by Lemma 3.7,
E|XvXwXuXv′Xw′Yu′ | 6 Cpm+2.
3. “|(u ∪ u′) \ (v ∪ w ∪ v′ ∪ w′)| = 2”; this can happen at most order n2 times. In this
case, M(v,w, v′, w′, u, u′) >M(v,w, v′, w′) + 4, and so, by Lemma 3.7,
E
∣∣XvXwXuXv′Xw′Yu′∣∣ 6 Cpm+4.
Putting the estimates together yields the claim.
Lemma 3.9. Let v, v′ ∈ T , such that |v ∩ v′| = 1, and let w ∈ νv and w′ ∈ νv′ be such
that |(w ∩ w′) \ (v ∩ v′))| = 0. Let f and g be differentiable, complex-valued functions
with f(0) = g(0) = 0. Then
Cov
(
XvXwf(Yv),Xv′Xw′g(Yv′)
) ∨Cov(XvXwf(Yv,w),Xv′Xw′g(Yv′,w′))
6 C‖f ′‖‖g′‖min{n(1− p), pm+1 + npm+3},
where m = |M(v,w, v′, w′)|.
Proof. As in the proof of Lemma 3.8, we only consider Cov
(
XvXwf(Yv,w),Xv′Xw′g(Yv′,w′)
)
.
Throughout the proof, we suppress the dependence on v, w, v′ and w′ in many places,
since they are fixed. Define the sets
η =
{
u ∈ νv,w \ {v,w} : |u ∩ (v′ ∪ w′)| = 1
}
,
η′ =
{
u ∈ νv′,w′ \ {v′, w′} : |u ∩ (v ∪ w)| = 1
}
(note that, under the conditions imposed on v, w, v′ and w′, we cannot have |u∩(v′∪w′)| >
1). The set η represents the set of indices of those triangle indicators in νv,w which are
not equal to v and w and which have one vertex in the set v′ ∪ w′, and likewise, the
set η′ represents the set of indices of those triangle indicators in νv′,w′ which are not equal
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to v′ and w′ and which have one vertex in the set v ∪ w. It is important to note that for
each u ∈ η ∪ η′, we have
|M(v,w, v′, w′, u)| > |M(v,w, v′, w′)|+ 1 = m+ 1. (3.4)
Now, let
Zv,w =
∑
u∈η
Xu, Zv′,w′ =
∑
u∈η′
Xu,
and let
Y˜v,w = Yv − Zv, Y˜v′,w′ = Yv′ − Zv′ .
The sum Y˜v,w consists of those centred triangle indicators which are (i) equal to Xv or Xw,
or (ii) composed entirely of vertices from v∪w, or (iii) share one edge with Xv or Xw, but
whose third vertex is not in v ∪ w ∪ v′ ∪ w′ (and the analogous statement holds for Y˜v′,w′
with cases (i′), (ii′) and (iii′)). Note that if Xu is a summand in Y˜v,w from (iii) above,
and if Xu′ is a summand in Y˜v′,w′ from (iii
′), and if u and u′ are such that the respective
third vertex is equal, then
|M(v,w, v′, w′, u, u′)| > |M(v,w, v′, w′)|+ 3 = m+ 3. (3.5)
We now apply Lemma 3.5 with
U = XvXw, V = f(Yv,w), V˜ = f(Y˜v,w),
U ′ = Xv′Xw′ , V
′ = f(Yv′,w′), V˜
′ = f(Y˜v′,w′).
Note that, since |f(x)| 6 ‖f ′‖|x| and |g(x)| 6 ‖g′‖|x|, we have
|V − V˜ | 6 ‖f ′‖|Zv,w|, |V ′ − V˜ ′| 6 ‖g′‖|Zv′,w′ |.
We obtain∣∣Cov(XvXwf(Yv,w),Xv′Xw′g(Yv′,w′))∣∣ 6 ∣∣Cov(XvXwf(Y˜v,w),Xv′Xw′g(Y˜v′,w′))∣∣+R,
where
R 6 E|XvXwZv,wXv′Xw′Yv′,w′|+E|XvXwZv,w|E|Xv′Xw′Yv′,w′ |
+E|XvXwY˜v,wXv′Xw′Zv′,w′ |+E|XvXwY˜v,w|E|Xv′Xw′Zv′,w′ |.
From this, (3.4), (3.5) and Lemma 3.7, it is not difficult to see that
R 6 Cmin
{
n(1− p), pm+1 + npm+3}.
Now, let
M∗(v,w) =
{
u ∈ T : u ⊂ (v ∪ w)} (3.6)
and define the σ-algebras
F1 = σ(Ie; e ∈M∗(v,w)), F2 = σ(Ie; e ∈M∗(v′, w′)); (3.7)
note that XvXw is F1-measurable and Xv′Xw′ is F2-measurable, and that F1 and F2 are
independent of each other. With F = σ(F1,F2), we apply Lemma 3.4 and obtain
Cov
(
XvXwf(Y˜v,w),Xv′Xw′g(Y˜v′,w′)
)
= Cov
(
XvXwE
Ff(Y˜v,w),Xv′Xw′E
Fg(Y˜v′,w′)
)
+ECovF
(
XvXwf(Y˜v,w),Xv′Xw′g(Y˜v′,w′)
)
=: a1 + a2.
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Now, by construction of Y˜v,w and Y˜v′,w′, we haveE
Ff(Y˜v,w) = E
F1f(Y˜v,w) andE
Fg(Y˜v′,w′) =
E
F2g(Y˜v′,w′), from which a1 = 0 is immediate. In order to bound a2, we write
CovF
(
XvXwf(Y˜v,w),Xv′Xw′g(Y˜v′,w′)
)
= XvXwXv′Xw′ Cov
F
(
f(Y˜v,w), g(Y˜v′,w′)
)
.
Using Corollary 3.2 and Lemma 3.3, we have∣∣CovF(f(Y˜v,w), g(Y˜v′,w′))∣∣ 6 ‖f ′‖‖g′‖CovF(Y˜v,w, Y˜v′,w′).
We now can write
CovF
(
Y˜v,w, Y˜v′,w′
)
=
∑
e∈M(v,w),
e′∈M(v′,w′)
∑
i∈[n]\(v∪w∪v′∪w′)
CovF
(
Xe1e2i,Xe′1e′2i
)
+
∑
e∈M(v,w),
e′∈M(v′,w′)
∑
i,j∈[n]\(v∪w∪v′∪w′),
i 6=j
CovF
(
Xe1e2i,Xe′1e′2j
)
.
From the assertions we conclude that e ∈M(v,w) and e′ ∈M(v′, w′) implies e 6= e′. Hence,
we can use independence to find that the covariances in the second sum all vanish, and
moreover, thatM(v,w, v′, w′, {e1, e2, i}, {e′1, e′2, i}) >M(v,w, v′, w′)+3. Thus, Lemma 3.7
yields
a2 6 E
∣∣∣∣XvXwXv′Xw′ ∑
e∈M(v,w),
e′∈M(v′,w′)
∑
i∈[n]\(v∪w∪v′∪w′)
CovF
(
Xe1e2i,Xe′
1
e′
2
i
)∣∣∣∣
6 Cmin{n(1− p), npm+3}.
Collecting all the estimates gives the final bound.
Lemma 3.10. Let v, v′ ∈ T be such that |v ∩ v′| = 0, and let w ∈ νv and w′ ∈ νv′ be
such that
∣∣(v ∪w)∩ (v′ ∪w′)∣∣ = 0. Let f and g be differentiable, complex-valued functions
with f(0) = g(0) = 0. Then
Cov
(
XvXwf(Yv),Xv′Xw′g(Yv′)
) ∨Cov(XvXwf(Yv,w),Xv′Xw′g(Yv′,w′))
6 C‖f ′‖‖g′‖min{1− p, pm+3},
where m = |M(v,w, v′, w′)|.
Proof. As in Lemma 3.8, we only consider Cov
(
XvXwf(Yv,w),Xv′Xw′g(Yv′,w′)
)
. Let F1,
F2 and F be as in (3.7). Applying Lemma 3.4,
Cov
(
XvXwf(Yv,w),Xv′Xw′g(Yv′,w′)
)
= Cov
(
XvXwE
Ff(Yv,w),Xv′Xw′E
Fg(Yw,w′)
)
+E
{
XvXwXv′Xw′ Cov
F
(
f(Yv,w), g(Yv′ ,w′)
)}
=: a1 + a2.
(3.8)
Now, since EFf(Yv,w) = E
F1f(Yv,w) and E
Ff(Yv′,w′) = E
F2f(Yv′,w′), we have a1 = 0. By
Corollary 3.2 and Lemma 3.3,∣∣CovF(f(Yv,w), g(Yv′ ,w′))∣∣ 6 C‖f ′‖‖g′‖CovF(Yv,w, Yv′,w′).
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We can write
CovF
(
Yv,w, Yv′,w′
)
=
∑
e∈M(v,w),
e′∈M(v′,w′)
∑
i∈(v′∪w′),
j∈(v∪w)
CovF
(
Xe1e2i,Xe′1e′2j
)
+
∑
e∈M(v,w),
e′∈M(v′,w′)
∑
i,j∈[n]:
i 6∈(v′∪w′) or
j 6∈(v∪w)
CovF
(
Xe1e2i,Xe′1e′2j
)
.
From the assertions we conclude that e ∈M(v,w) and e′ ∈M(v′, w′) implies |e ∩ e′| = 0.
Hence, we can use independence to find that the covariances in the second sum all vanish.
For the first sum, note that M(v,w, v′, w′, {e1, e2, i}, {e′1, e′2, j}) > M(v,w, v′, w′) + 3.
Thus, Lemma 3.7 yields
a2 6 E
∣∣∣∣XvXwXv′Xw′ ∑
e∈M(v,w),
e′∈M(v′,w′)
∑
i∈(v′∪w′),
j∈(v∪w)
CovF
(
Xe1e2i,Xe′1e′2j
)∣∣∣∣
6 Cmin{1− p, pm+3}.
Collecting all the estimates gives the final bound.
Lemma 3.11. Let v, v′ ∈ T be such that |v ∩ v′| = 0, and let w ∈ νv and w′ ∈ νv′ be
such that
∣∣(v ∪w)∩ (v′ ∪w′)∣∣ = 1. Let f and g be differentiable, complex-valued functions
with f(0) = g(0) = 0. Then
Cov
(
XvXwf(Yv),Xv′Xw′g(Yv′)
) ∨Cov(XvXwf(Yv,w),Xv′Xw′g(Yv′,w′))
6 C‖f ′‖‖g′‖min{n(1− p), pm+1 + npm+3},
where m = |M(v,w, v′, w′)|.
Proof. The proof is similar to that of Lemma 3.9 and therefore ommited.
Proof of Theorem 1.1. Construction of Stein coupling. Our proof is based on a Stein
coupling that is equivalent to what was implicitly used by Barbour, Karon´ski and Rucin´ski
(1989). Let
W =
1
σ
∑
v∈T
Xv
be the scaled sum of centred triangle indicator random variables. Let V be an independent
random variable, uniformly distributed on T ; set
G = −
(
n
3
)
XV
σ
, W ′ =W − YV
σ
.
Using the fact that W − Yv/σ and Xv are independent, it is straightforward to verify
that (W,W ′, G) is a Stein coupling, and we have D = −YV /σ.
Construction of extended Stein coupling. In order to construct D˜, S and W ′′,
recall the definition of νv from (3.2); note that |νv | = 3(n − 3) + 1 and Yv =
∑
u∈νv
Xu.
Given V , let V ′ be a random variable, independent of all else and distributed uniformly
on νv. Set
D˜ := −3(n − 3) + 1
σ
XV ′ .
13
It is straightforward to check that
E
{
D˜
∣∣(Ie)e∈E , V } = −YV
σ
= D,
which implies that EW (GD˜) = EW (GD) since W is measurable with respect to (Ie)e∈E .
Let
S :=
(
n
3
)
3(n− 3) + 1
σ2
×
{
VarX123 if V
′ = V ,
Cov
(
X123,X124
)
if V ′ 6= V ,
and it is easy to verify that EWS = 1. For v ∈ T and w ∈ νv, recall the definition of νv,w
in (3.3); let
Yv,w =
∑
u∈νv,w
Xu,
and moreover, let
W ′′ =W − YV,V ′
σ
.
Using independence between W − Yv,w/σ and XvXw it follows that
E
{
GD˜
∣∣V,W ′′}
=
(
n
3
)
1 + 3(n − 3)
σ2


E
{
X2V
}
if V = V ′,
E
{
XVXV ′
}
if V 6= V ′
= S,
which implies that EW
′′
(GD˜) = EW
′′
S, and we have
D′ = − 1
σ
YV,V ′ .
Thus, all the conditions in Theorem 2.1 are satisfies, and it remains to bound r3 and r4.
Bounding r3. In what follows, C denotes a constant that does not depend on n and p,
and which can change from line to line. First, write
r3 =
1
2E|GD2|+E|GD˜D′|+E|SD′| =: 12r3,1 + r3,2 + r3,3.
Using some obvious symmetries, and bounding terms like n− 1, n− 2 and so forth by n,
we have
r3,1 6
Cn3
σ3
E
∣∣XV Y 2V ∣∣ = Cn3σ3 E
∣∣X123Y 2123∣∣.
On the one hand, we have the simple bound E
∣∣X123Y 2123∣∣ 6 n2E|X123| 6 Cn2(1− p), and
on the other hand, by means of Lemma 3.7, it is straightforward to see that
E
∣∣X123Y 2123∣∣ 6 C(p3 + np5 + n2p7);
hence,
r3,1 6
C
σ3
min
{
n5(1− p), n3p3 + n4p5 + n5p7}
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Moreover,
r3,2 = E|GD˜D′|
6
Cn4
σ3
E|XVXV ′YV,V ′ |
6
Cn4
σ3
E
∣∣X2V YV I[V = V ′] +XVXV ′YV,V ′I[V 6= V ′]∣∣
6
Cn3
σ3
E
∣∣X2123Y123∣∣+ Cn4σ3 E|X123X124Y123,124|.
On the hand hand, we can bound both E
∣∣X2123Y123∣∣ and E∣∣X123X124Y123,124∣∣ by Cn(1−p).
On the other hand, we have E
∣∣X2123Y123∣∣ 6 C(p3+np5) and E∣∣X123X124Y123,124∣∣ 6 C(p5+
np7) from Lemma 3.7, so that
r3,2 6
C
σ3
min
{
n5(1− p), n3p3 + n4p5 + n5p7}.
Finally,
r3,3 = E|SD′|
6
Cn4
σ3
E
∣∣I[V = V ′]YV Var(X123) + I[V 6= V ′]YV,V ′ Cov(X123,X124)∣∣
6
Cn3
σ3
Var(X123)E|Y123|+ Cn
4
σ3
E|Y123,124|Cov(X123,X124).
On the one hand, we can bound both VarX123 and Cov
(
X123,X124
)
by C(1 − p), and
both E
∣∣Y123∣∣ and E∣∣Y1234∣∣ by n. On the other hand, we have the bounds VarX123 6 Cp3,
Cov(X123,X124) 6 Cp
5, E|Y123| 6 Cnp3 and E|Y123,124| 6 Cnp3. This yields
r3,3 6
C
σ3
min
{
n5(1− p), n4p6 + n5p8}.
Combining the bounds on r3,1, r3,2 and r3,3, we obtain
r3 6


Cn5(1− p)
σ3
if 1/2 < p < 1,
Cn5p7
σ3
if n−1/2 < p 6 1/2,
Cn3p3
σ3
if 0 < p 6 n−1/2.
(3.9)
For later use, we let r˜3 be equal to the right hand side of (3.9).
Bounding r4. First write
r4 =: sup
t6=0
r4,1(t)
1/2
t2
+ sup
t6=0
r4,2(t)
1/2
|t| + supt6=0
r4,3(t)
1/2
|t| .
From now on, we consider t as being fixed and, thus, drop it from our notation. Moreover,
instead of conditioning G(eitD − 1− itD) on W , we may condition on (Ie)e∈E , making the
corresponding variances in r4 only larger. Now, define the function
ϕ(x) =


eix − 1− ix
x
if x 6= 0,
0 if x = 0,
(3.10)
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and for later use, note that
|ϕ(x)− ϕ(y)| 6 |x− y|
2
. (3.11)
Hence,
r4,1 6
1
σ2
Var
∑
v
Xv
(
etYv/σ − 1− itYv/σ
)
6
Ct2n3
σ4
(
r4,1,1 + nr4,1,2 + n
2r4,1,3 + n
3r4,1,4
)
,
where
r4,1,1 = Cov
(
X123Y123ϕ
(
tY123/σ
)
,X123Y123ϕ
(
tY123/σ
))
,
r4,1,2 =
∣∣Cov(X123Y123ϕ(tY123/σ),X124Y124ϕ(tY124/σ))∣∣,
r4,1,3 =
∣∣Cov(X123Y123ϕ(tY123/σ),X145Y145ϕ(tY145/σ))∣∣,
r4,1,4 =
∣∣Cov(X123Y123ϕ(tY123/σ),X456Y456ϕ(tY456/σ))∣∣.
Combining all estimates from Tables 1 to 4, we obtain
r4,1 6


Ct4n8(1− p)
σ6
if 1/2 < p < 1,
Ct4n8p13
σ6
if n−1/2 < p 6 1/2,
Ct4n3p3
σ6
if 0 < p 6 n−1/2.
We continue to bound r4,2; to this end, define
ψ(x) = eix − 1, (3.12)
and, again for later use, note that
|ψ(x) − ψ(y)| 6 |x− y|. (3.13)
Hence,
r4,2 6
1
σ4
Var
∑
v∈T
Xv
∑
w∈ηv
Xw
(
etYv,w/σ − 1)
6
Cn3
σ4
(
r4,2,1 + nr4,2,2 + n
2r4,2,3 + n
3r4,2,4
)
,
where
r4,2,1 = Cov
(
X123
∑
w∈ν123
Xwψ
(
tY123,w/σ
)
,X123
∑
w∈ν123
Xwψ
(
tY123,w/σ
))
,
r4,2,2 =
∣∣Cov(X123∑w∈ν123 Xwψ(tY123,w/σ),X124∑w∈ν124 Xwψ(tY124,w/σ))∣∣,
r4,2,3 =
∣∣Cov(X123∑w∈ν123 Xwψ(tY123,w/σ),X145∑w∈ν145 Xwψ(tY145,w/σ))∣∣,
r4,2,4 =
∣∣Cov(X123∑w∈ν123 Xwψ(tY123,w/σ),X456∑w∈ν456 Xwψ(tY456,w/σ))∣∣.
Combining all estimates from Tables 1 to 4, we obtain
r4,2 6


Ct2n8(1− p)
σ6
if 1/2 < p < 1,
Ct2n8p13
σ6
if n−1/2 < p 6 1/2,
Ct2n3p3
σ6
if 0 < p 6 n−1/2.
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We proceed to bound r4,3. Let σv,w = Cov(Xv,Xw), we have
r4,3 6
1
σ4
Var
∑
v∈T
∑
w∈ηv
σv,w
(
etYv,w/σ − 1)
6
Cn3
σ4
(
r4,3,1 + nr4,3,2 + n
2r4,3,3 + n
3r4,3,4
)
,
where
r4,3,1 = Cov
(∑
w∈ν123
σ123,wψ
(
tY123,w/σ
)
,
∑
w∈ν123
σ123,wψ
(
tY123,w/σ
))
,
r4,3,2 =
∣∣Cov(∑w∈ν123 σ123,wψ(tY123,w/σ),∑w∈ν124 σ124,wψ(tY124,w/σ))∣∣,
r4,3,3 =
∣∣Cov(∑w∈ν123 σ123,wψ(tY123,w/σ),∑w∈ν145 σ145,wψ(tY145,w/σ))∣∣,
r4,3,4 =
∣∣Cov(∑w∈ν123 σ123,wψ(tY123,w/σ),∑w∈ν456 σ456,wψ(tY456,w/σ))∣∣.
Bounds can also be obtained from Tables 1 to 4, since σv,wσv′,w′ 6 Cmin{1 − p, pm}
where m = |M(v,w, v′, w′)|, so that bounds on r4,2,1 to r4,2,4 are also bounds on r4,3,1
to r4,3,4. Thus,
r4,3 6


Ct2n8(1− p)
σ6
if 1/2 < p < 1,
Ct2n8p13
σ6
if n−1/2 < p 6 1/2,
Ct2n3p3
σ6
if 0 < p 6 n−1/2.
Putting the estimates together, we obtain
r4 6


Cn4(1− p)1/2
σ3
if 1/2 < p < 1,
Cn4p13/2
σ3
if n−1/2 < p 6 1/2,
Cn3/2p3/2
σ3
if 0 < p 6 n−1/2.
From Lemma 3.6,
σ2 >


Cn4(1− p) if 1/2 < p < 1,
Cn4p5 if n−1/2 < p 6 1/2,
Cn3p3 if 0 < p 6 n−1/2.
Applying Theorem 2.1, the final bound follows.
3.1 Covariance estimates
In the following tables, we provide bounds necessary for the proof of Theorem 1.1. We
illustrate how to read the tables by means of r4,1,3 from the proof of Theorem 1.1. We
have
r4,1,3 =
∣∣Cov(X123Y123ϕ(tY123/σ),X145Y145ϕ(tY145/σ))∣∣;
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expanding the covariance over Y123 and Y145, we have
r4,1,3 6
∑
u∈ν123
∑
u′∈ν145
∣∣Cov(X123Xuϕ(tY123/σ),X145Xu′ϕ(tY145/σ))∣∣.
Table 3 now gives bound on these covariance terms for all possible combinations of u
and u′ (modulo symmetries). The solid thick line represents the variable X123, the dashed
thick line the variable Xu, the solid thin line the variable X145 and the dashed thin line
the variable Xu′ . For example, for u = {2, 3, 4} and u′ = {4, 5, 6} (15th row in Table 3)
we find that
∣∣Cov(X123X234ϕ(tY123/σ),X145X456ϕ(tY145/σ))∣∣
6
Ct2
σ2
min
{
n2(1− p), p9 + np11 + n2p13}.
This covariance term appears order n times in r4,1,3, since vertex 6 represents a generic
vertex different from {1, 2, 3, 4, 5}, and the bound was obtained through Lemma 3.8.
The number of occurrences and all bounds provided are up to combinatorial constants,
which are independent of n and p.
Table 1: All possible combinations of triangle counts that can occur when expanding r4,1,1
and r4,2,1, along with the bounds on the corresponding summands.
Pattern
occur-
rences
bound for
large p
bound for
small p
Lemma
used
1
2 3
1 n2(1− p) p3 + np5 + n2p7 Lem. 3.8
1
2 3
4
n n
2(1− p) p5 + np7 + n2p9 Lem. 3.8
1
2 3
4
n n
2(1− p) p5 + np7 + n2p9 Lem. 3.8
1
2 3
4
n n
2(1− p)
p
6 + np8 + n2p10
6 p
5 + np7 +n2p9
Lem. 3.8
1
2 3
4 5
n
2
n
2(1− p) p7 + np9 + n2p11 Lem. 3.8
1
2 3
4 5
n
2
n
2(1− p) p5 + np7 + n2p9 Lem. 3.8
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Table 2: All possible combinations of triangle indicators that can occur when expanding r4,1,2
and r4,2,2, along with the bounds on the corresponding summands.
Pattern
occur-
rences
bound for
large p
bound for
small p
Lemma
used
1
2
3 4 1 n2(1− p) p5 + np7 + n2p9 Lem. 3.8
1
2
3 4 1 n2(1− p) p5 + np7 + n2p9 Lem. 3.8
1
2
3 4 1 n2(1− p)
p
6 + np8 + n2p10
6 p
5 + np7 +n2p9
Lem. 3.8
1
2
3 4
5
n n
2(1− p) p7 + np9 + n2p11 Lem. 3.8
1
2
3 4
5
n n
2(1− p) p7 + np9 + n2p11 Lem. 3.8
1
2
3 4 1 n2(1− p) p5 + np7 + n2p9 Lem. 3.8
1
2
3 4 1 n2(1− p)
p
6 + np8 + n2p10
6 p
5 + np7 +n2p9
Lem. 3.8
1
2
3 4
5
n n
2(1− p) p7 + np9 + n2p11 Lem. 3.8
1
2
3 4
5
n n
2(1− p) p7 + np9 + n2p11 Lem. 3.8
1
2
3 4 1 n2(1− p)
p
6 + np8 + n2p10
6 p
5 + np7 +n2p9
Lem. 3.8
1
2
3 4 1 n2(1− p)
p
6 + np8 + n2p10
6 p
5 + np7 +n2p9
Lem. 3.8
(continued on next page)
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Table 2 (continued from previous page)
Pattern
occur-
rences
bound for
large p
bound for
small p
Lemma
used
1
2
3 4
5
n n
2(1− p)
p
8+ np10+ n2p12
6 p
7+np9+n2p11
Lem. 3.8
1
2
3 4
5
n n
2(1− p)
p
8+ np10+ n2p12
6 p
7+np9+n2p11
Lem. 3.8
1
2
3 4
5
n n
2(1− p)
p
8+ np10+ n2p12
6 p
7+np9+n2p11
Lem. 3.8
1
2
3 4
5
n n
2(1− p) p7 + np9 + n2p11 Lem. 3.8
1
2
3 4
5 6
n
2
n
2(1− p) p9 + np11 + n2p13 Lem. 3.8
1
2
3 4
5
n n
2(1− p)
p
8+ np10+ n2p12
6 p
7+np9+n2p11
Lem. 3.8
1
2
3 4
5 6
n
2
n
2(1− p) p9 + np11 + n2p13 Lem. 3.8
1
2
3 4
5
n n
2(1− p) p7 + np9 + n2p11 Lem. 3.8
1
2
3 4
5 6
n
2
n
2(1− p) p9 + np11 + n2p13 Lem. 3.8
1
2
3 4
5
n n
2(1− p)
p
9+ np11+ n2p13
6 p
7+np9+n2p11
Lem. 3.8
1
2
3 4
5
6
n
2
n
2(1− p) p9 + np11 + n2p13 Lem. 3.8
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Table 3: All possible combinations of triangle indicators that can occur when expanding r4,1,3
and r4,2,3, along with the bounds on the corresponding summands.
Pattern
occur-
rences
bound for
large p
bound for
small p
Lemma
used
1
2
3
4
5
1 n(1− p) p7 + np9 Lem. 3.9
1
2
3
4
5
1 n2(1− p) p7 + np9 + n2p11 Lem. 3.8
1
2
3
4
5
1 n2(1− p) p7 + np9 + n2p11 Lem. 3.8
1
2
3
4
5
6
n n(1− p) p9 + np11 Lem. 3.9
1
2
3
4
5
6 n n(1− p) p9 + np11 Lem. 3.9
1
2
3
4
5
1 n2(1− p) p7 + np9 + n2p11 Lem. 3.8
1
2
3
4
5
1 n2(1− p)
p
8 + np10 + n2p12
6 p
7 + np9 + n2p11
Lem. 3.8
1
2
3
4
5
1 n2(1− p)
p
8 + np10 + n2p12
6 p
7 + np9 + n2p11
Lem. 3.8
1
2
3
4
5
6
n n
2(1− p) p9 + np11 + n2p13 Lem. 3.8
12
3
4
5
6
n n
2(1− p) p9 + np11 + n2p13 Lem. 3.8
1
2
3
4
5
6 n n(1− p) p9 + np11 + n2p13 Lem. 3.8
1
2
3
4
5
1 n2(1− p)
p
9 + np11 + n2p13
6 p
7 + np9 + n2p11
Lem. 3.8
1
2
3
4
5
6
n n
2(1− p)
p
10+ np12+ n2p14
6 p
9+np11+n2p13
Lem. 3.8
1
2
3
4
5
6
n n
2(1− p)
p
10+ np12+ n2p14
6 p
9+np11+n2p13
Lem. 3.8
(continued on next page)
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Table 3 (continued from previous page)
Pattern
occur-
rences
bound for
large p
bound for
small p
Lemma
used
1
2
3
4
5
6
n n
2(1− p)
p
10+ np12+ n2p14
6 p
9+np11+n2p13
Lem. 3.8
1
2
3
4
5
6
n n
2(1− p) p9 + np11 + n2p13 Lem. 3.8
1
2
3
4
5
6
7
n
2
n(1− p) p11 + np13 Lem. 3.9
1
2
3
4
5
6
n n
2(1− p)
p
10+ np12+ n2p14
6 p
9+np11+n2p13
Lem. 3.8
1
2
3
4
5
6
7 n2 n(1− p) p11 + np13 Lem. 3.9
1
2
3
4
5
6
n n
2(1− p)
p
10+ np12+ n2p14
6 p
9+np11+n2p13
Lem. 3.8
1
2
3
4
5
6 7 n2 n(1− p) p11 + np13 Lem. 3.9
Table 4: All possible combinations of triangle indicators that can occur when expanding r4,1,4
and r4,2,4, along with the bounds on the corresponding summands.
Pattern
occur-
rences
bound for
large p
bound for
small p
Lemma
used
1
2 3 4
56
1 1− p p9 Lem. 3.10
1
2 3 4
56
1 n(1− p) p9 + np11 Lem. 3.11
1
2 3 4
567
n 1− p p11 Lem. 3.10
(continued on next page)
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Table 4 (continued from previous page)
Pattern
occur-
rences
bound for
large p
bound for
small p
Lemma
used
1
2 3 4
56
1 n2(1− p) p9 + np11 + n2p13 Lem. 3.8
1
2 3 4
56
1 n2(1− p)
p
10+ np12+ n2p14
6 p
9+np11+n2p13
Lem. 3.8
1
2 3 4
56
1 n2(1− p)
p
10+ np12+ n2p14
6 p
9+np11+n2p13
Lem. 3.8
1
2 3 4
56
1 n2(1− p)
p
10+ np12+ n2p14
6 p
9+np11+n2p13
Lem. 3.8
1
2 3 4
567
n n(1− p) p11 + np13 Lem. 3.11
1
2 3 4
567
n n(1− p) p11 + np13 Lem. 3.11
1
2 3 4
567
n n(1− p) p11 + np13 Lem. 3.11
1
2 3 4
567
8
n
2 1− p p13 Lem. 3.10
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