A central goal in quantum information science is the efficient generation of entanglement across multiple quantum memories while maintaining individual qubit control and readout. Atom-like emitters in solids have emerged as promising quantum memories, with demonstrations of spin-spin entanglement via both optical and magnetic interactions. Magnetic coupling in particular is attractive for efficient and deterministic entanglement gates, but requires nanoscopic separation between qubits, raising the problem of individual addressing. Here we demonstrate a technique that enables the control and measurement of individual solid-state quantum memories within an ensemble, well below the diffraction limit. The technique relies on optical addressing of spin-dependent transitions, and makes use of a feature unique to solid-state qubits: the built-in inhomogeneous distribution of emitters resulting from lattice strain. This allows measurement of individual spins in a manner that protects the quantum states of other nearby centers, with minimal bit-flip or phase errors resulting from readout crosstalk. We use this technique to demonstrate super-resolution localization of individual nitrogen vacancy (NV) centers with nanometer spatial resolution, as well as simultaneous control and serial readout of individual spin populations within a diffraction limited spot. This method opens the door to high-speed control and measurement of qubit registers in mesoscopic spin clusters, with applications ranging from quantum enhanced measurements to error-corrected qubit registers to multiplexed quantum repeater nodes. * These two authors contributed equally. † Engineered quantum systems can provide advantages in sensing, communication, and computation. In many of these applications, it is necessary to simultaneously achieve individual control and readout alongside fast single and multi-qubit gates, all while maintaining long coherence times. The negatively charged nitrogen vacancy (NV) center [1] is a promising qubit system due to its long coherence time [2, 3]. Control over electron and nuclear spins has enabled local [4] and photon-mediated distant [5] entanglement between NV electron spins, sensing enhanced by quantum logic [6], and quantum error correction [7, 8] . These systems have been scaled past two qubits by utilizing nuclear spins [3], dark electron spins [9] , and additional NV electron spins [10, 11] . For instance, the system shown in Figure 1a , with coupled NV electron spins individually coupled to nuclear spins, offers a solution towards medium and large-scale local quantum systems with individual qubit control. However, NV separations must be on the order of 10 nm for fast entanglement gates [4] which has thus far precluded individual control and readout. While super-resolution imaging of NV centers has been demonstrated [12, 13] , the techniques are destructive to the states of nearby qubits, preventing their use for individualized measurement and control in a sub-diffraction cluster of NV centers. Here, we demonstrate the measurement of individual qubit states in a sub-diffraction cluster by selectively exciting spectrally distinguishable NV centers.
for frequency-multiplexed addressing of quantum memories, e.g. in quantum repeater applications [22, 23] .
SUPER-RESOLUTION LOCALIZATION
We perform confocal microscopy on an Type IIa CVD polycrystalline diamond (PCD), implanted with additional nitrogen ions and annealed to increase NV density over that of the native concentration. We further fabricate gold striplines on the diamond surface via electron beam lithography for delivering microwave driving fields (Figure 1c ). This PCD exhibits a diverse crystal structure, with distinct crystal regions that meet in highly strained grain boundaries [24] . As a result, the inhomogeneous distribution of NV optical transitions shown in Figure 1d is broadened relative to a low strain sample (see Supplement), such that NV centers have a higher likelihood of exhibiting spectrally distinguishable transitions. Consider a pair of two-level systems A and B with a resonance splitting of ∆ γ, the natural excited-state decay rate. When driven at a Rabi frequency |Ω| γ on resonance with system A, these systems will exhibit a ratio of steady-state fluorescence rates given by the optical Bloch equations:
As a result, spatially scanning a narrow laser resonant with one of the peaks in Figure 1e preferentially induces fluorescence from a single NV center, uniquely imaging this defect out of the cluster. Performing this for each observed transition, we find that they correspond to three total spatial positions. Second-order autocorrelation and optically detected magnetic resonance (ODMR) measurements further confirm the presence of three NV centers in this site (see Supplement). The most prominent and most well isolated peaks for each NV center are labeled as A, B, and C in Figure 1e . For these resonances, we repeat the resonant imaging experiment, each time fitting the resultant image with a Gaussian point-spread function.
The standard error on the fit centers gives a mean localization precision S = 0.657(2) nm across all three NV centers after 40 minutes of integration (see Supplement for details). Figure 1f shows the reconstructed positions, overlaid with an outline showing the full-width half-maximum size of the original diffraction-limited spot.
READOUT-INDUCED CROSSTALK
Having shown that we can resolve individual NV centers based on their inhomogeneous broadening, we investigate individual spin readout. We first probe this on a single, wellisolated NV center. A two-level system with decay rate γ excited off-resonantly for time T
with Rabi frequency Ω and detuning ∆ γ will experience no spontaneous decay events with probability (see Supplement for derivation):
For sufficiently large detunings and short illumination times, an off-resonant system will with high probability experience no spontaneous decay events. In the context of quantum information, such an undesired decay constitutes a bit-flip error as the qubit state collapses.
We probe this crosstalk for varying detunings via Ramsey interferometry on a single NV center under an applied magnetic field. As depicted in Figure 2a , the NV center electron spin is first optically initialized, then driven by a microwave π/2-pulse into a 50:50 superposition state, at which point we apply a near-resonant optical pulse with detuning ∆ from the NV center's E x transition. With probability η, the NV center undergoes no spontaneous decay events during this optical pulse and precesses around the Bloch sphere due to hyperfine coupling to the nearby nitrogen nuclear spin. After a total precession time τ , a final π/2-pulse maps the phase evolution into population, which we read out via 532 nm laser illumination.
This fluorescence is normalized to account for power fluctuations by repeating the sequence, but replacing the final π/2 gate with a 3π/2 gate, and taking the contrast C =
as a measurement of spin polarization.
However, with probability 1 − η, the near-resonant illumination induces a spontaneous decay event. In this case the superposition collapses, and the final gate and readout measure no spin polarization, independent of the precession time. The normalized fringe amplitude is thus a direct measurement of the bit error probability. As seen in Figure 2b , the resonant case sees strong collapse of the Ramsey signal; increasing ∆, we observe gradual recovery of the fringe amplitude. We map out this crosstalk in full by fixing the precession time to the fringe maximum at 386 ns and sweeping the resonant laser over a wide range of detunings. These data are converted to a bit error probability in Figure 2c by normalizing the fluorescence from each detuning to that from a reference Ramsey measurement with no near-resonant laser, which gives the crosstalk-free case. The red curve represents our model from Equation 2 with only one fit parameter for the optical Rabi frequency, which is difficult to accurately measure experimentally due to spectral diffusion of the ZPL. The optical excitation time T is fixed by our pulse generator, and the decay rate γ is determined by lifetime characterization (see Supplement). The theory shows good agreement with our data and indicates that a detuning of 16 GHz or greater keeps crosstalk errors below 1%, a regime accessible by the cluster presented in Figure 1 .
SIMULTANEOUS CONTROL AND SERIAL READOUT
We now demonstrate the capabilities of this scheme by performing simultaneous control and readout sequences on the cluster of three NV centers described in Figure 1 . We achieve independent microwave control of the spin states by applying a magnetic field, which splits the spin levels depending on the orientation of the NV center. In this cluster, we find that two of the NV centers (A and B) are oriented along one crystal axis and the third (C) along another, indicated by the four dips in the magnetic resonance spectrum (see Supplement).
We take advantage of this ground state splitting and apply the same Ramsey sequence from above to perform simultaneous control and individual readout. Figure 3a shows the gate representation of our sequence. After initialization of all three NV centers under a 532 nm repump, the spin of NV C is coherently driven for a time τ , inducing Rabi oscillations corresponding to a rotation gate of angle θ about the X-axis. Next, NVs A and B are rotated into an equal superposition state by a π/2-pulse, followed by a passive precessing gate of angle φ about the Z-axis for time τ . While NVs A and B are in this phase-sensitive superposition state, we perform individual readout on NV C using a resonant pulse of power and duration chosen to optimize SNR. After waiting a total precession time τ , a final π/2-pulse completes the Ramsey sequence on NVs A and B, and we read out these states with 532 nm light (see Supplement for details). Note that while limitations in the available equipment necessitated the use of a non-resonant green readout on NVs A and B, the availability of additional lasers or modulators would allow for individual, protected readout of each NV center in the cluster. Figure 3b shows the results of each readout window, where both gates measure the expected Rabi and Ramsey signals. Comparing these Ramsey results to that of a reference Ramsey on NVs A and B taken with no additional control or readout sequences on NV C, the fringe amplitudes are equal within our noise bounds (0(4)% bit error probability). That is, we find no detectable fringe amplitude degradation as a result of the resonant readout pulse, indicating that the states of the off-resonant NV centers are left unperturbed through this gate. This result is consistent with our model, which predicts a bit error probability of around 1%, below the 4% fit bounds.
SCALABILITY AND OUTLOOK
We assess the viability of this platform for scalable creation of multi-spin registers by considering the probability of forming systems of multiple distinguishable emitters. While the experiments described thus far use a high-strain polycrystalline sample to increase the probability of finding a viable cluster, more typical samples used for quantum information applications are single-crystal and have lower strain to minimize spin-state mixing [25] .
Thus, to more conservatively estimate the probability of producing individually addressable clusters and to better reflect the samples likely to be used in future applications, we measure the inhomogenous distrbution of NV center ZPL frequencies across a single-crystal CVD diamond (see Methods).
We consider the probability that N emitters in an ensemble have distinct (separated by some ∆) optical transitions by considering the inhomogeneous distribution of ZPLs. Rather than presume a distribution for these emissions, we build a kernel estimate from a dataset of 406 ZPL transitions from 197 distinct emitter sites in the aforementioned single crystal diamond. These raw data and the kernel estimate are shown in Figure 4a . With this empirical distribution, we simulate the probability of N randomly sampled ZPL frequencies being mutually at least ∆ apart, where ∆ is chosen to correspond to a specific bit error probability under our results in Figure 2b . This is repeated for 10 5 trials, building the data shown in Figure 4b , which indicates that registers of 3 NV centers per site with 1% readout-induced crosstalk error, our target for a quantum error corrected register, could be created with a 21% yield. Note that these results do not account for the probability of initial ensemble formation, which is typically Poissonian about a chosen mean, nor do they account for the probability of NV centers forming with different axial orientations, the importance of which depends on the desired application. NV centers of the same orientation may also be individually controlled by applying a strong magnetic field gradient [11] , relaxing this constraint in cluster creation.
These yields could be readily improved upon by employing photonic microstructuring and single-shot readout techniques, as done by Robledo et al [26] . We simulate the same register yield under experimental parameters (|Ω| = γ, T = 3.7 µs) comparable to those used to achieve single shot readout with 97% fidelity [25] , showing that these techniques would allow 3-NV register creation with 44% yield, and would even bring the 99.9% crosstalk regime into reach with 8.7% yield (Figure 4b ). These numbers are encouraging for nearterm generation of clusters, even in single-crystal diamond, and demonstrate the promise of our technique for broader quantum information applications. As a long-term prospectus, we also simulate the register yield under the single-shot readout parameters used for Figure 4c , but using an empirically measured ZPL distribution from the original PCD from above.
This high strain environment provides an inhomogeneous distribution that is over three times broader than that in the single-crystal sample, and accordingly provides access to far more individually addressable NVs per site. The results in Figure 4d indicate that even a system of 9 NV centers with 0.1% readout-induced error could be created with 4.6% yield.
While such samples are often avoided due to strain-induced spin mixing of the excited state levels that can reduce readout fidelity, future improvements in readout capabilities may make these samples more viable for quantum information applications. We note that while these results do not consider correlation in strain between NV centers that are spatially co-located, since axial and transverse strain affect the ZPL shift differently and the defects themselves induce local strain variation, one should still expect relatively low correlations in resonance location between adjacent NV centers, validating the above analysis.
In conclusion, we have demonstrated individual readout of individual solid-state qubits within a diffraction-limited cluster. This capability was enabled by strain-splitting of the NV centers' ZPL transitions in a polycrystalline diamond. While this work uses a naturally strained sample, the strain field can also be engineered [27] to provide greater control and increase inhomogeneous distributions. If an application necessitates a low-strain environment, these resonances can also be shifted by applying a DC electric field, allowing defects of dif-ferent orientations -or the same orientation under a strong field gradient -to be uniquely addressed even in a low-strain environment, such as that found in single crystal diamond.
We emphasize that this technique is not limited in application to NV centers, but applies to a wide range of solid-state qubits [28] ; other promising systems such as silicon vacancy [29] and tin vacancy [30] centers in diamond, silicon carbide defects [31] , rare-earth ions [32] , and quantum dots [33] are subject to similar resonance-shifting mechanisms. When combined with existing techniques for producing sub-diffraction clusters via aperture implantation [34] , entangling defect centers with ancilla nuclear spins [7] , and single-shot readout [26] , this provides a viable path towards creating large ensembles of individually-addressable qubits, with a number of applications. For example, fully error-corrected registers using the 7-qubit [35] or 9-qubit [36, 37] codes could be constructed with clusters consisting of multiple coupled NV-dark spin systems, with full connectivity given by spin-spin coupling between adjacent NV centers. This would improve upon architectures comprising one optically active and multiple dark spins [3] by reducing the problem of spectral crowding, as well as increasing the effective gate rate by allowing parallelization. More complex sensing schemes involving multiple interacting NV centers [38, 39] could also be realized given the capability to read out individual spins while protecting the states of neighboring sensors. Lastly, the construction of multi-qubit systems possessing a spectrum of distinct optical transitions provides a built-in means of performing frequency multiplexing [22] . Quantum repeater nodes comprised of such systems would be able to attempt to establish entanglement simultaneously on multiple wavelength channels, speeding up the rate at which the ultimate end link can be formed. 
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The authors declare no competing financial interests. it is allowed to precess in phase during application of a near-resonant laser. With probability η, this laser will not induce excitation and subsequent decay, preserving the phase built up during the precession period, which is then mapped to population by a second π/2-pulse and read out.
However, the laser may also induce a spin-projecting decay event; in this scenario, the subsequent π/2-pulse will always place the spin in an even superposition state, independent of any phase accumulated during the precessionary period. b, Ramsey sequences with a resonant laser of varying detunings applied during the free precession period. The fits (solid lines) have one fit parameter for the fringe amplitude relative to that of a reference Ramsey taken with no crosstalk laser. high-fidelity single-shot readout [25, 26] and the low-strain distribution in a. d, Results using single-shot readout parameters and the high-strain distribution measured in the PCD sample.
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S1. NITROGEN VACANCY STRAIN HAMILTONIAN
As derived by group theory [19, 40] , the strain field contribution to the NV excited state Hamiltonian can be written in the basis of the NV excited states {E 1 , E 2 , E x , E y , A 1 , A 2 }:
As can be seen, the axial strain component σ z provides a simple uniform shift to all levels.
While this does not affect the character of the levels, it can split nearby NVs experiencing differential axial strains. This is significant in our application, as an axial strain gradient would thus allow distinguishable NVs without the often associated spin mixing, coherence time degradation, etc. expected from higher strain samples.
The transverse component can be seen from the above to both split (raising the levels A 1 , A 2 , E y and lowering the levels E 1 , E 2 , E x ) and mix (E 1 with {A 1 , A 2 }, E 2 with {A 1 , A 2 }, and E x with E y ) the excited state manifold, resulting in two diverging spin triplet branches in the high strain limit.
S2. COUNT RATE AND CROSSTALK DERIVATION
As discussed in the main text, resonances of otherwise identical systems that are split can experience preferential excitation (and thus fluorescence). In general, the steady-state population of a two-level system with linewidth γ under coherent excitation with Rabi frequency Ω at a detuning ∆ is given by the optical Bloch equations to be:
For a pair of two-level systems with one on resonance, the ratio of their fluorescences is thus:
where the approximation in the final line is for the limiting case where ∆, |Ω| γ. While this is sufficient for super-resolution localization and readout of an individual system, preservation of the off-resonant system's state requires more stringent conditions. We consider two types of crosstalk mechanisms; first, spin-projection errors that equate to a "measurement" of the off-resonant NV. For time scales shorter than the population decay time T 1 , we can treat the NV ground-excited states as a two-level system. During the resonant readout period, the off-resonant NV (∆ γ) undergoes Rabi oscillations:
During this time, a decay from any small excited state population contribution constitutes a measurement of the system that degrades whatever initial spin superposition the NV originally had. This state has an expected number of decay events during a time T :
where in the last line we take
, which is appropriate for any non-pulsed measurement. Following Poissonian statistics, the probability η of no decay events (and thus no crosstalk) occurring is then:
Second, we consider phase errors resulting from differential AC Stark shift on the |m s = 0, 1 spin ground states. The accumulated qubit phase error is given by the difference:
where eachμ i is the projection on the field vector of the transition dipole for the spin i ground-excited zero phonon line transition, and each ∆ i is the detuning of the near-resonant light from each respective transition. Typically, these transitions will be within ∼10 GHz of one another, and the dipole moments roughly equal (though with different projections owing to the different polarizations of the transitions). To get a sense of the order of magnitude, we treat this in the case where ∆ 1 ∆ 0 , and note that this is a worse scenario than one would typically expect. We then see that the phase error goes simply with:
Taking typical experimental parameters of |Ω| ∼ γ, ∆ ∼ 10 GHz, and t ∼ 100 ns, this phase error is of order 10 −2 , and is thus not detectable in our experiment. We further note that under worse conditions, |Ω|, ∆, and t can be well characterized and this phase error corrected.
S3. SAMPLE PREPARATION
We use a PCD produced by CVD (Element Six) with a native nitrogen concentration of <50 ppb. To increase the prevalence of sub-diffraction clusters, the sample is implanted with nitrogen at 85 keV with a density of 10 10 cm −2 , and subsequently annealed at 1200
• C for 8 hours to heal the lattice and facilitate the formation of NV centers. To efficiently deliver microwaves to the sample, we fabricate gold striplines on the surface of the diamond using the following protocol:
1. Solvent clean, sonicating the sample in acetone, methanol, isopropyl alcohol (IPA), and water for 5 minutes each.
2. Oxygen plasma clean at 100 W for 5 minutes.
3. Spin-coat ZEP resist at 6 kRPM.
4. Write electron-beam patterns at 2 nA current, with a dose of 640 µC cm −2 .
5. Develop in ortho-xylene at room temperature for 10 seconds.
6. Deposit 5 nm of chrome for adhesion, followed by 100 nm of gold.
7. Sit overnight in N-Methyl-2-pyrrolidone (NMP) at room temperature.
8. Remove any remaining resist with sonication in NMP.
9. Clean with IPA.
The stripline pattern is a simple loop with ends that taper out to large bonding pads. Figure S1a shows a camera image of two of these striplines post-fabrication. Figure S1b shows a confocal scan (532 nm) of the stripline used for these experiments, with a wire width of w = 5 µm and loop gap of d = 30 µm. Figure S1c is a close-up of the red boxed region of Figure S1b , showing a defect density that exhibits both clear single NVs and occasionally brighter clusters.
S4. NV CLUSTER CHARACTERIZATION
As shown in Figure 1e of the main text, we measure seven prominent zero phonon line (ZPL) transitions in the PLE sweep. Our super resolution localization scans indicate that these correspond to three NVs; this is further corroborated by second-order autocorrelation measurements ( Figure S2a ), where the g (2) (0) = 0.728 falls between 0.667 and 0.75, the n = 3 and n = 4 Fock state bounds respectively. In our PLE pulse sequence (see below), we start by initializing the NVs into their negatively charged, m s = 0 spin state. Under perfect initialization and low spin-mixing, this state generally has two allowed transitions into E x and E y excited state manifolds. However, as discussed above in S1, highly strained systems can experience nontrivial mixing of the larger excited state manifold, yielding observation of more than the expected two transitions per NV center. We probe this using microwave application. Under an applied external magnetic field, we observe no more than four optically we find that while three of the ZPL peaks correspond to one spatial location (and thus one NV), one of these three (peak B in the main text) yields an increase in fluorescence under the microwave application described here, while all other transitions yield a decrease in fluorescence. This suggests that this extra peak is from a spin-mixed transition with both m s = 0 and m s = 1 character.
S5. PULSE SEQUENCES AND DATA ANALYSIS A. Localization Experiments
Pulse sequences
To measure PLE from individual NV centers, we use a pulse sequence consisting of a 5 µs 532 nm pulse to reionize and initialize the NVs into their m s = 0 ground state, followed by a 10 µs pulse from our tunable red laser, during which time photon counts are collected on an avalanche photodiode. For the PLE measurement in Figure 1e , this is repeated 10 5 times before retuning the frequency and repeating. For the super resolution localization experiments, the laser frequency is locked, and the sequence repeated 10 4 times before moving to the next pixel in the scan.
Fitting and analysis
For each NV, we repeat the resonant confocal scan 69 times over a period of around 20
hours, taking the spread on these Gaussian-fit centers from all experiments to be our true localization precision. The results of these individual trials are shown in Figures S3a, with the color gradient indicating relative time of each datapoint. As the data from each of the three NVs are well separated and clusters easily identifiable by eye, we plot each with the same color scheme.
Examining the temporal trend for each NV, it is readily apparent that there is some uniform drift on our stage over the course of the measurement period. In Figure S3b , for each NV, we plot the difference in x-coordinate and y-coordinate between the fit center at time t and that at time t = 0. Both x and y follow clear trends, and linearly fitting these drifts allows us to compensate by shifting each datapoint's center according to the fitted drift for that time point. This adjustment results in the localization image shown in Figure S3c, clearly showing much tighter clustering than Figure S3a .
From these data, we extract the standard distance, i.e. standard deviation in position, for each NV, dividing by √ N to convert to a standard error:
where each i is one of the 69 trials andx andȳ are mean positions of the total dataset (for a given NV). We calculate S for every sequential binning of N trials, with N running from N = 1 to N = N max = 69. Figure S3d 
B. Crosstalk Characterization Experiments
Single NV Characterization
For verification of our crosstalk model, we perform Ramsey interferometry on a wellisolated single NV, verified by second-order autocorrelation measurements (Figure S4a) , where a value g (2) (0) < 0.5 indicates that a single photon emitter is being probed. An important parameter in the crosstalk model is the emitter lifetime. We characterize this on the single NV of interest by time-tagging photon counts after pulsed excitation, with results shown in Figure S4b . Fitting the decay after the initial instrument response yields a lifetime of 9.2±0.1 ns. We note that this is lower than the typical 12 ns lifetime commonly reported for NVs in a single-crystal bulk sample; this difference may stem from the presence of a particularly strained environment.
Fitting Ramsey Fringes
As discussed in the main text, we experimentally probe off-resonant crosstalk by applying a near-resonant laser pulse of duration T = 200 ns during the precessionary period of a Ramsey interferometry sequence. In this case, crosstalk events manifest as decreased fringe contrast as the qubit is projected into an increasingly mixed state. To fit these results, we first take a reference measurement of a Ramsey sequence with no crosstalk laser applied. The resultant fringes, shown in Figure S5 , are fit to a model with a decaying coherence envelope over three sinusoids corresponding to the three hyperfine transitions from coupling between the NV electronic spin and the nearby nitrogen-14 nuclear spin. Once this fit is retrieved, the data for varying crosstalk laser detunings (Figure 2b ) are fit to this same equation, but with fixed decay envelope, sinusoid frequencies, phases, and relative amplitudes, leaving only one free parameter for the overall fringe amplitude, which gives the crosstalk probability.
That this crosstalk probability corresponds to the normalized Ramsey fringe amplitude is seen by considering the mixed state generated by the off-resonant pulse. In our Ramsey sequence, the spin is first optically polarized, then rotated by a π/2-pulse:
The precession period then causes build-up of some phase θ(τ ). However, in the case of the off-resonant laser inducing a spontaneous emission event, the system's spin state is projected. The state at the end of this precession period can thus be written as a mixed state:
Where η is the probability of no spontaneous decay events occurring. The final π/2-pulse of the Ramsey sequence then produces the final state:
At which point a measurement of the state under green readout corresponds to measuring the population difference:
Such that the fringe amplitude of the contrast in the main text is directly proportional to η.
C. Simultaneous Control Experiments
Logical green readout
Due to experimental limitations in having only one red laser, we are forced to use nonselective 532 nm excitation to read the states of NVs A and B. In order to measure the states of NVs A and B in a way that is still independent of the state of NV C, we use a multi-pulse logical green readout. In this sequence, we first ionize NV C with a red pulse (2 µs) resonant with this NV's ZPL transition. To ensure ionization independent of the state of NV C, we further perform a π MW pulse (32 ns) on this NV followed by another red pulse. The readout is then concluded by a 5 µs 532 nm pulse, where the first 500 ns are used for photon count collection and the remaining time is used to reset the charge state of the system.
Pulse sequences
The full pulse sequence used for the simultaneous control experiments described in the main text is shown Figure S6 . As shown in Figure S6a , all spins are first initialized with a 5 µs 532 nm pulse. Next, a reference Ramsey measurement is taken on the two NVs of like orientation (NVs A and B) by applying a π/2 MW pulse (SMIQ06B, -9 dBm pre-amplifier, 42 ns), waiting for a free precession time τ , then applying another π/2-pulse. Finally, we measure the state of these two NVs via a logical green readout, described in detail below.
After this reference Ramsey, the simultaneous control sequence in Figure S6b is performed. With all NVs initialized following the green readout, we first induce coherent Rabi oscillations in NV C by applying resonant MW (SMV03, 0 dBm pre-amplifier) for a time τ . Next, we perform the same Ramsey pulse sequence as above; however, during the free precession period, we apply a red pulse resonant with the ZPL transition of NV C for a time T = 300ns to read out its state, simultaneously collecting photon counts on an APD. After the second π/2-pulse concludes the Ramsey sequence, the system is read out with a logical green readout.
The next sets of pulses in Figure S6c are used for normalization. First, we perform our logical green readout to normalize the bright m s = 0 state of all NVs. Next, we repeat the logical green readout, but with a π pulse performed on NVs A and B in order to normalize the dark m s = 1 states of these two NVs. Lastly, we repeat our red readout pulse to normalize to the bright state of NV C.
Raw data analysis Figure S6d shows the raw counts divided by the appropriate normalization counts (G for all Ramseys, N for the Rabi), along with the fits described below.
We normalize the raw Rabi signal by dividing the counts retrieved during the B bin by those retrieved during the red normalization bin N . This is fit with a model for Rabi oscillations with a sinusoidal envelope for the additional hyperfine interaction:
The fit minimum A 1 + A 2 is then used to normalize the counts to a population measurement as shown in the main text (Figure 3b ).
The raw Ramsey counts (from both reference R and simultaneous control M signals) are normalized by the green m s = 0 normalization bin G. These results are plotted in Figure   S6d ; for the main text, the reference (simultaneous control) signals are converted into a population measurement using the following normalization:
This yields the results shown in Figure 3b . The reference Ramsey is fit to the following model, with three sinusoids for each of three hyperfine levels, as well as a decay term for the finite NV coherence time T 2 :
For the simultaneous control Ramsey, due to infidelities in the π-pulse during the logical green readout, we see an additional signal from the Rabi on NV C corresponding to imperfect ionization of the m s = 1 state. We thus fit this signal to the following model:
Where the "Ramsey" and "Rabi" terms correspond to the fit results of the signal components of the above two models without offsets C B and C M , and the C M term here is similarly not a fit parameter, but the same constant fit in the reference Ramsey. In this way, the only two fit parameters are the fidelity of the Ramsey signal A 1 and the relative contribution from the Rabi signal A 2 , letting us determine the crosstalk. The crosstalk fidelity of our readout η = A 1 is determined to be near unity at A 1 = 1 ± 0.04, indicating that we have no detectable degradation of our signal as a result of the individual readout on NV C. This is consistent with our model; based on the known γ = 13 MHz, Ω = 1.7 GHz, readout time T = 300 ns, and detuning ∆ = 23 GHz shown in Figure 1e , our model predicts a bit error probability of around 1%, below the 4% fit bounds. The residual difference between S (data) and the reference Ramsey fit has a mean of 0.47%, further supporting our claim of crosstalk-free readout.
D. Empirical Zero-Phonon Line Distributions
The datasets for the empirical ZPL distributions are built by a multi-step sample characterization process, designed to minimize sampling bias by using low thresholding at each stage in order to ensure all potential candidates are fully investigated. First, a confocal fluorescence scan under 532 nm is taken, and bright peaks identified via coarse Gaussian image filtering and basic peak-finding. Second, the optical spectrum of each identified bright spot is taken, and analyzed for peaks in the range 636-638 nm. Finally, we perform high-resonantpower PLE measurements on all bright spots with identifiable spectral peaks. The use of high power here broadens the resonance lines, but does not change the central frequency, and ensures that even dimmer NVs will pass the threshold for peakfinding at this stage and be included in our final dataset. The empirical distributions for both the single-crystal and the polycrystalline samples are shown in Figure S7 . As can be seen, the polycrystalline sample exhibits a much broader distribution, which stems from the high-strain nature of the diverse grain structure. 
