The life histories of 429 individual epidermal keratinocyte clones picked at random were studied. Individual basal keratinocytes were derived from asynchronous rapidly proliferating subconfluent cultures propagated in either a low calcium (0.1 mM) or a high calcium (2 mM) serum-free medium. Single-celled clones were isolated by seeding trypsin-EDTA dissociated cells into a Petri dish containing cloning chips. Chips with only one cell per chip were transferred into dishes containing either low calcium or high calcium growth factor replete serumfree medium. Clone formation was monitored microscopically and the number of cells in each colony tallied at least twice daily for further analysis. A total of 369 clones were established from seven different neonatal foreskin cell strains (A-F), and 60 clones were derived from one adult human skin cell strain (G). During a five-day culture interval, among 32 clones of strain A, 83% divided at least once, 50% divided once in 24 hours, 86% divided at least three times within three days, and more than 50% divided at least four to five times in five days. Of 231 clones amongst the other five cell strains (B-F), an average of 63% (±12 S,E) divided more than three times in an eight day period, the remainder divided either once, twice or not at all. Of the 106 clones of strain G, reared in high calcium serum-free medium, 67% divided more than three times in a six-day period, and 55% divided five or more times in 6 days. Clones derived from adult skin strain H had a lower clone forming potential with 70% dividing at least once in seven days, and only 30% dividing three or more times. By contrast, the average generation time (AvGT) for second and third passage keratinocytes derived from neonatal foreskin cultures was 24 hrs. Detailed dendrograms were constructed for many of the proliferating clones. The majority of clones expressed a synblastic division pattern with every cell dividing at least once per day. A fraction of clones either exceeded this circadian division rate or displayed a biphasic division pattern with all cells initially dividing once a day and then abruptly slowing to once every other day or to an intermediate rate. A minority of clones was committed to a few terminal divisions. The division patterns of the non-synblastic clones fit an alternating bifurcated branching mode of clonal expansion expressed by the Fibonacci sequence for numbers of accumulated cells per clone per day. These results were analyzed in terms of deterministic, probabilistic and a limit cycle oscillator models of cell division timing.
INTRODUCTION
Previously the life histories of individual keratinocytes were examined by the technique of time-lapse cinemacrography [1] . These authors reported on pedigree analyses of only eight guinea pig keratinocyte (GPK) cells using time-lapse filming. They recorded the generation times and position in the field of observations up to the sixth generation in subconfluent cultures formed from cells that were serially passaged by trypsin dissociation using a split ratio (1:500) through twenty-eight serial subcultures in a serum-containing medium. The results indicated inter-clonal variation in growth rates. More than half the clone displayed a broad unimodal distributioin of GT clustered between 1200 to 1400 minutes; the remaining clones displayed bimodal distribu-tions with the larger fraction clustered around 1800 to 2200 minutes. In fact, the most proliferating of the eight cell clones only produced 22 cells after five days of culture, while the least proliferating clones produced a total of only 7 cells. A statistically significant positive correlation was demonstrated between parental generation time and filial generation time. No evidence was presented that these were normal diploid cells. No mention was made about the propensity of these cultures to undergo commitment and terminal differentiation under the serum culture growth conditions. Kitano et al. [2] studied cell proliferation patterns and interdivision times of primary cultures of normal human keratinocytes in Eagle's minimal essential medium (2 mM calcium) containing 20% fetal bovine serum. Cultures were filmed between 8 -20 days after seeding and small polygonal groups of cells were followed up to six days. Six different cell strains were established from donors of both genders, ranging in age from 5 to 55 years. The average inter-division time for the six strains was about 26 hours and ranged from 15.1 (±4.1) for cells from a 10-year old female to 27.6 (±13.5) for a 5-year old male. Six dendrograms were made from the six cultures of keratinocytes filmed. Detailed genealogies of the clones within each culture were presented. Most of the cells in the field divided two to three times. Sister-sister pairs of the second and third generations divided after approximately the same inter-division times. Some cells never divided, some sister-sister pairs differed substantially in their inter-division time, and in some clones synchronous divisions were observed. The results were interpreted as showing that patterns of cell proliferation do not support a statistical scheme for maintenance of a steady state, but rather a typical pattern of logarithmic growth. In other studies [3, 4] , the clone-forming ability of normal human keratinocyte was examined by isolating individual cells either directly from the epidermis or from cell culture. Keratinocytes isolated directly from the epidermis and subsequently cultured from clones only if they were <11 μm or less in diameter. The colony-forming ability of clone-founding cells derived from cell culture was also shown to be a function of cell size. The colony-forming efficiency was >80% for founding cells with a cell size below 12 μm in diameter. Interestingly, they reported that there was no significant difference in the distribution of cell size in progeny founding cells derived from large or small founding cells, and large clone-forming cells were shown to give rise to colonies with cell size distributions that contained small progeny cells. These results were interpreted to mean that cells in various stage of cell cycle can regenerate the average cell size distribution if they have not left the cell cycle, while cells that attain a cell size larger than the cell volume predicted for G2/M cells in the cell cycle are irreversibly committed to terminal differentiation and exit the cell cycle. These authors also reported that the colony forming capacity of individual clones is heterogenous and can be assigned to three different classes, holoclones, paraclones and meroclones. Holoclones are defined as having the highest reproductive potential, paraclones have the shortest lifespans of less than 15 cell generations, and meroclones that are a mixture of the former two. The incidence of these different types is affected by age of donors such that older donors yield a lower proportion of holoclones than younger skin donors.
In this study, observations were made of the clone forming potential of individual keratinocyte clones isolated during the rapid logarithmic growth mode of subconfluent cutures propagated in serum-free medium. The growth kinetics of over four hundred different keratinocyte clones derived from either neonatal foreskin or adult skin cell strains were followed daily for up to eight days of culture. In this manner, the individual life histories of each clone initiated from among numerous randomly selected cells could be compared for their clone forming potential and for possible differences in their patterns of cell proliferation. Preliminary results were reported earlier [5] 
MATERIALS & METHODS

Cell Culture
Human epidermal keratinocytes were derived either from neonatal foreskin and adult skin as previously described [6] , using a modified MCDB 153 serum-free medium, containing 110 mM NaCl and 20 mM HEPES, pH 7.2. The basal medium was supplemented with ethanolamine (0.1 mM), phophoethanolamine (0.1 mM), hydrocortisone (0.1 μM), human recombinant EGF (5 ng/ml, and human recombinant IGF-1, both obtained from Sigma Chemical Co., St. Louis, MO.
Isolation of Single-Celled Clones
Parent secondary cultures of keratinocytes were established in complete serum-free growth medium and the cultures trypsinized in mid-logarithmic mode of growth as established by daily cell counts of parallel cultures. The steps of enzymatic cell dissociation and harvesting procedures were those previously described [6] . Approximately 1000 cells were seeded into sterile100mm diameter Petri dishes containing 5 ml of pre-warmed complete modified serum-free medium. Petri dishes were pre-seeded with Belco (New Brunswick, NJ) cloning chips. The cells were allowed to attach for 30 minutes and individual cloning chips with only one cell per chip were selected for transfer to individual T-35 sterile dishes containing per-warmed complete serum-free medium, using a Nikon inverted phase microscope situated within a sterile purifier cabinet. The culture dishes were immediately transferred to a humidified water-jacketed tissue culture chamber and incubated at 37˚C with 5% carbon dioxide gas. Each single-celled clone was observed at least twice daily and the total cell counts per clone performed using a differentiating red/white blood cell counter.
Statistical Analysis
The data were analyzed by a statistical software program that examines the significance of comparison wise error rate by a general linear models procedure. The variable tested for significance in student t-test was x setting alpha value at 0.05, confidence limit at 95%, and with 12 degrees of freedom (SAS v. 8; Cary, NC).
RESULTS
Proliferating Potential of Cloned
Keratinocyte Cells Figure 1 is a photomicrograph of a normal human keratinocyte clone after 10 days after cloning a single cell on to a cloning chip from a rapidly proliferating asynchronous culture. The clone was propagated in a growth factor replete serum-free medium. To form this macroscopic sized clone of about 1000 cells it would be expected that each cell of the clone had divided at least once each day for the 10 day period of culture. A result has been duplicated hundreds of times. Table 1 summarizes results of studies on the proliferating potential of 429 single-celled clones derived from either neonatal foreskin or adult skin cell strains. All cell strains were initiated into primary culture using serum-free growth media, and after serial passage individual single cells were cloned in this serum-free growth media. Seven of the cell strains (A-G) were cloned from either second or third passage neonatal foreskin keratinocytes cultures and one strain (H) was cloned from a third passage adult skin keratinocyte culture. The proliferating potential was calculating as the percent of clones in each strain that divided at least three times during the first three to six days after seeding single cells into complete growth medium. The average percentage proliferation of clones among all seven neonatal foreskin-derived clones was 68.1 ± 8.8 (SEM); the average percent proliferation for the adult skin-derived clones was 30%. In order to determine what, if any, affect prior culture conditions haveon the proliferating potential, single cells were isolated from parent secondary cultures whose cell density, a The Average GT is the average population doubling time of the secondary culture; b is the culture age (day ) at time of cloning. c the % proliferative clones is calculated as the number of clones that underwent at least 3-4 cell doublings in 3 to 6 days; (N), number of single progenitor cells seeded. culture age and log doubling time at time of harvest was determined as shown in Table 1 . The average population generation time, AvGT, of all seven neonatal cultures between days 4 and day 6 of log phase of growth was 24.8 hours ± 2.2 (SEM), while the adult skin culture had a log doubling time of 48 hours. The proliferating potential of the 429 clones, all derived from rapidly dividing log phase cultures, is negatively correlated with the AvGT (r = -0.8). This is most apparent for the 60 clones of the H cell strain, derived from adult skin. Moreover, a test of significance indicates that the greater AvGT of H strain clones are significantly different from the mean GT of the neonatal skin derived clones (p < 0.02). Another question examined was whether the clone forming potential is affected by the calcium concentration of the serum-free medium. For this purpose 106 single clones from strain G were seeded into complete serum-free medium containing 2 mM calcium. The result showed that there was no difference in clone forming potential of G strain clones reared in high calcium medium (70%) versus a mean value of 67.8 ± 9.6 (N = 263) for all of the clones among the six cell strains (A-F), that were reared in the low calcium (0.1 mM) complete serum-free medium.
Kinetic Study of the First Inter-Division
Iinterval (Clones F and G)
Here, we examine the rate cells leave the undivided single-celled state during the first inter-division period following attachment after routine trypsinization, washing and re-seeding of single cells onto cloning dishes. The study involves two cell strains. Single-celled clones arising from F cell strain (N = 93 cells) were seeded into low calcium (0.1 mM) complete serum-free medium, and 106 single-celled clones from G strain were seeded into high calcium (2 mM) complete serum-free medium. Figure 2 is a semi-log plot for the exit rate of undivided cells from the single-celled state for the F strain clones. Of the 93 cells that attached within 2 hours, only 72 cells (77%) divided within the first 48 hours, the remaining 21 cells were not included in the rate analysis. During the first 24 hours of culture, 40% of cells (A-fraction) completed the interdivision period at a constant logarithmic rate (2.4%/hr, r = -0.984). At this rate it would have taken 60 hours for all cells to traverse the inter-division interval. During the next 24 hours of culture, the remaining 60 percent of cell (B-fraction) completed the inter-division interval. They did so after a 24 hour delay at a constant and rapid logarithmic rate equivalent to an average generation time of 24 hours (r = 0.92). Figure 3 shows the results for G clones, which are represented in a semi-log plot of the number of cells remaining as single cells (Log N) versus inter-division time (t, hrs). All cells (N = 106) attached within 30 minutes and cell spreading was complete within 2 hours. Twenty-five of the original 106 cells were deleted from the analysis (4 died and 21 failed to divide within the 48 hour observation period). The data for the remaining cells (N = 81, 76%) describe a biphasic curve in the rate of exit of undivided cells from the single-celled state. During the first 16 hours of culture, thirty percent (A-fraction) traversed the inter-division interval at constant but slow logarithmic rate (1.95%/hr, r = -0.998). At this rate it would have taken 53.3 hours for all of the cells to complete thefirst inter-division cycle. During the next 24-hour interval of culture, approximately seventy percent (Bfraction) traversed the inter-division interval. They did so after a 16 hours delay at a constant logarithmic rate (2.8%/hr, r = -0.97) with an average generation time of 24 hours.
Temporal Analysis of Clonal Division Patterns
In this analysis, we follow the daily clonal expansion of 170 individual keratinocyte cell clones among five of the cell strains (A through E) and over five and up to eight consecutive days. The number of initiating cells for each cell strain is given as the value T. The number of cells per clone (N) was enumerated by phase microscopic examination of each cloning dish twice each day. The data were further analyzed for the frequency (%) of clones observed on each succeeding day that can be represented by the one or more terms of the geometric series, 2 n (where n = 0, 1, 2 n t ). Figure 4 present data on the daily clonal division history of the 32 clones of strain A. Thirty-eight percent had completed one division one day after seeding, and by day two 87% had completed at least one division and 44% had completed two or more cell division. By day three 45% had completed at least one or more divisions, and at least 38% had completed three or more divisions. On day 5, at least 43% had completed at least 4 divisions, and at least 29% has completed two or more divisions. The fractions of cells that remained undivided dwindled from 63% on day one to a constant of 17% from day 3 through day 5. All together less than 30% failed to divide at least three times in five days. Figure 5 provides data on the daily clonal division history of the 36 clones of strain B. On day one 67% of the clones had divided once. On day two, 74% (26/35) of clones had divided at least twice, and 20% had divided at least once. By day three, 69% (24/35) of clones has divided at least three times, and on day four at least 74% (25/34) had divided three or more times. On day six 63% (19/30) had divided five or more times, and at least 77% (23/30) had divided three or more times. Only 2 cells failed to divide at all, and five cells died before the end of day six. In addition, detailed semi-log plots were made for each of the 22 single-celled clones of Strain B that had divided every day and achieved a total population size greater than three population doublings. Seventy-seven percent (17/22) , which divided on the first day without delay, i.e., no phase shift (Δθ = 0 kinetics), had a AvGT of 23.6 ± 1.6 hours. Four clones also showed Δθ = 0 kinetics, then displayed an abrupt change in slope on either the second or third day. For these four cases, the AvGT was 34.3 ± 1.3 (SD) hours. One clone had a biphasic growth curve with a slope of about 34 hours for three days followed by a slope of 48 hours doubling time for three days. Figure 6 is a semilog plot of the clonal growth kinetics of the 12 clones of strain B that either failed to divide or achieve a total population size greater than 8 cells per clone. Three clones remained undivided for eight days. Seven clones only divided on the first day. One clone remained undivided for the first day and then divided twice to increase to a total of 5 cells for the next two days, and then increased to a total of eight cells over the next two days. This pattern can be represented as a 48-hour delay followed by 24-hour population doubling time followed by a 96 hour generation time. The last clone skipped two days before dividing then divided once in the next day, followed a step-wise increase to five cells in the succeeding two days. The total cell numbers per clone attained by each of these 12 "terminally committed" clones are incidentally numbers in the terms of the Fibonacci series, i.e., 1, 2, 3, 5 and 8. Pair-wise comparisons of the terminal cell numbers between "terminally committed" clones and the 30 Strain B clones for day 8 was analysed by Chi-square t-test. A highly significant deviation was found for three pair-wise combinations: 1 versus 2, 2 versus 3, and 3 versus 5. A borderline significant deviation from chance (P < 0.1) was found for the pair-wise combination 4 versus 5. Figure 7 presents data on the daily clonal division history of the 37 clones of Strain C. It shows that 70% (26/37) of the clones had divided at least once the first day after cell seeding, and by day two 66% (23/35) had divided at least twice. On day three, 65% (22/34) of clones had completed at least three divisions, and 67% (23/34) had completed at least four divisions by day four. Finally, on day six, at least 64% (21/33) had divided at least five divisions. Over the six days studied, four cells died and four remained undivided. Of the fifty percent (15/30) of clones that divided at least three or more times, the AvGT was 23.9 hours ± 1.8 (SD); they exhibited no phase delay before dividing logarithmically one day after seeding as single cells. Eight clones (8/30) or 27% exhibited a biphasic plot for daily increase in Log N (total cell number) with an Av GT of 34.7 hours ± 2.5 (SD). Twenty-seven percent (7/30) of the clones divided fewer than three times, i.e., T < 8 cells. One clone only divided once the first day after seeding, and a second clone divided just twice but only once every other day, i.e., AvGT of 48 hours. The third clone also divided only twice, but it failed to divide on the first day (Δθ = 0), and then divided twice in the next two days, i.e., AvGT = 33.6 hours. Similarly one clone failed to divide the first day but then divided to yield a total of three cells by the second day. Finally, two clones remained undivided. Figure 8 depicts the daily clonal division history of the 38 clones of Strain D. On day one, 47% (18/38) of clones had divided once, and on day two 42% (16/38) had completed two or more division. By day three, 47% (18/38) had completed three or more divisions and by day four 46% (17/37) had completed at least four divisions. This rate decreased slightly on day five to 42% (16/36) of clones that had completed at least five divisions. The rate further declined over the next two days, so that on day six 35% (12/34) and on day seven 31% (10/32) had completed six or more and seven or more cell divisions, respectively. Detailed log N plots for each clone were constructed for clones of strain D. Sixty-four percent of the clones had divided at least three times and were analyzed for their AvGT. Seventy-one percent (15/21) exhibited a biphasic logarithmic growth curves with an overall AvGT = 27.4 ± 6.7 hours. There were only two clones where every cell divided once every day for the eight days of culture (GT = 24.7 ± 1.0 hours). The remaining four clones exhibited multiphasic growth curves that had a segment of time where there was no increase in total cell number for 48 hours. These clones had an AvGT of 50.4 ± 17.5 hours. Further analysis of the slopes commonly observed for the 21 clone with either bi-and multiphasic growth curves revealed a non-random distribution of segment slopes delimited to the six AvGTs observed, 14.4, 19.2, 24, 33.6, 48, and 96 hours. The curious fact is that 33.6 hours is the sum of 19.2 and 14.4 hours, and 48 and 96 are whole integer multiples of 24. This suggests that there are modalities that relate directly to difference in the dendritic pattern of clonal expansion. This dendritic pattern of clonal expansion will be discussed in detail later. Table 2 present an analysis of Strain D data on the frequency of segment slopes, their pair-wise combinations, and a test of the hypothesis that the expected pro- 
a Only 9 of the 15 possible pair-wise combinations were observed. c expected number of pair-wise combinations calculated from the frequencies of slope segment types combined in pair-wise combinations and using the binomial expansion where 2 pq is the calculated probability and p and q are the selected frequencies.
c frequency = observed/total observed slope combinations out of a total of 49 slope segments.
portion of clones having any pair-wise combination of two slope segments is the product of the independent probabilities (2 pq) as given by the expansion of the binomial equation [(p + q 2 = 1)], where p and q are the frequencies of the parent slope segments. In every case the observed cases of pair-wise combination of slopes involved deceleration in growth rate, i.e., in 37% (10/27) of pair-wise combinations, a 24 hour slope segment was followed by a 33.6 hour slope. Likewise, in 26% (7/27) of pair-wise slope combinations, either a 14.4 hour or a 19.2 hour slope segment was followed by a 24 hour slope. Finally, in 15% (4/27) of combinations a 14.4 or 19.2 hour slope was followed by a 33.6 hour slope, and in 7% (2/27) a 33.6 hour slope was followed by a 48 hour slope. Statistical analysis of the random pair-wise model of association of slope segments validated the null hypothesis with a P value  0.001. Figure 9 shows the daily clonal division history of the 37 clones of strain E. One day after seeding, 47% (17/37) of the clones divided once. Then, on day two, 46% (18/39) had divided twice, and by day three 46% had completed at least three divisions. On the fourth day, 44% (16/36) of clones that divided at least four times, and on day five 47% (17/36) had divided at least five time. By day six, there was a slight decrease in percent of clones dividing at least six times to 42% (14/33). This trend continued further on day 7, where only 31% (10/32) of clones completed at least seven divisions. Detailed log N plots for each clone of strain E were constructed. Sixty-eight percent (23/34) of the clones had divided at least three times and were analyzed for their AvGT. Seventy-eight percent (18/23) exhibited either monophasic or biphasic logarithmic growth curves with an overall AvGT of 27.4 ± 5.3 (SD) hours. Fifty percent (9/18) exhibited monophasic growth curves of which 78% (7/9) had a GT of 24 hours over the eight days of culture. Two clones had an AvGT of 21.6 hours over the eight-day period of culture. Therefore, for these two clones on average every cell in this clone must be dividing more than once per day. The other nine clones, that proliferated to form clones greater than 21 cells in eight days, exhibited either biphasic or multiphasic growth curves. The remaining five clones that formed colonies of 21 cells or less in eight days had a AvGT of 52.2 ± 9.4 hours. Further analysis of the slopes commonly observed for the 24 clones that displayed either bi-or multiphasic growth curves revealed a non-random distribution of segment slopes delimited to the seven observed GTs: 21.6, 24, 33.6, 48, 60, 72 and 96 hours. As observed with clones of strain D, 33.6 hours is the sum of 19.2 and 14.4 hours, and 48, 72 and 96 are whole integer multiples of 24, reinforcing the notion that there are modalities that relate directly to difference in subclonal dendritic growth patterns. Table 3 present an analysis of data of Strain E on the frequency of segment slopes, their pair-wise combinations, and a test of the hypothesis that the expected proportion of clones having any pair-wise combination of two slope segments is the product of the independent probabilities (2 pq) is given by the expansion of the binomial equation [(p + q 2 = 1)], where p and q are the frequencies of the parent slope segments. Only 9 of the 
a Only 9 of the 21 possible pair-wise combinations were observed. c expected number of pair-wise combinations calculated from the frequencies of slope segment types combined in pair-wise combinations and using the binomial expansion where 2 pq is the calculated probability and p and q are the selected frequencies.
c frequency = observed/ total of 36 slope segments.
21 possible pair-wise combinations were observed. In eight cases acceleration was observed. In seven of the eight, acceleration occurred after an initial phase shift (Δθ  0) in the first cell division of a half day delay (AvGT = 33.6 hours, one case), one day delay (AvGT = 48 hours, three cases), one and a half days delay (AvGT = 60 hours, one case), and two day delay (AvGT = 72 hours, two cases). In one case a single-celled clone divided twice for the first two days, then decelerated to 33.6 hour AvGT for the next three days, and then accelerated back to 24 hour AvGT for three days. The majority of clones (16/24) exhibiting either bi-or multiphasic growth curves involved a deceleration in growth rate. In the majority of clones (38%, 6/16), the growth rate decreased from a 24 to a 33.6 hour doubling rate, while in three clones each, the growth rate decreased abruptly either from a 24 hour to a 48 hour or from a 33.6 hour to a 48 hour doubling rate, respectively. One each of clones exhibited an abrupt change in rate from 21.6 hour to either a 24 or 72 hour doubling rate, and one each of clones exhibited a decline in rate from a 24 hour to 72 hour AvGT or from a 33.6 hour to a 96 hour doubling rate, respectively. Statistical analysis of the random pair-wise model of association of slope segments validated the null hypothesis with a P value  0.001. Figure  10 present detailed log N plots for "terminally committed" clones of Strain E for each day of culture that produced an increase in cell number. There were five clones that produced greater than 8 but less than 21 cells, and 
Clonal Expansion in Low versus High Calcium Medium
For this purpose 93 clones of strain F were established in serum-free medium containing 0.1 mM calcium ions, and 106 clones of strain G were established in serum-free medium containing 2 mM calcium ions. For Strain F (see Table 1 ), fifty percent (46/93) divided to form colonies greater than eight cells over the nine days of culture, but only 43% formed colonies greater than 12 cells. Twenty-four percent (22/93) produced colonies with less than a total of 12 cells and were considered committed to loss of clone forming potential. Thirtythree percent of the single-celled clones never divided. Detailed Log N plots were constructed for forty proliferating clones of Strain F. Only eighteen percent (7/40) of the clones exhibited no phase shifts and continued to divide exponentially for the nine days of culture; they had an AvGT of 30.3 ± 9.5 hours. This, incidentally, was the average population doubling time of the parent culture from which the single-celled clones were seeded. Three of the clones in this group had AvGTs of 28.8, 38.4 and 48 hours, while the rest had a AvGT of 24 hours resulting in a larger variance than the monophasic growth curves witnessed earlier for clones of Strains A through E, whose AvGTs were approximately 24 hours, which was the AvGT of their parent cultures (see Table  1 ). The majority of clones (33/40) exhibited either biphasic or multiphasic growth curves. Seven clones failed to produce more than 13 cells in nine days of culture. Of the remaining twenty-six clones fifty percent (13/26) exhibited biphasic growth kinetics. Seven clones exhibited a pattern of deceleration starting from a 24-hour slope segment and changing to a 33.6, a 48-hour or a 72-hour slope segment or starting from a 33.6-hour slope segment to a 96-hour slope segment. By contrast six clones exhibited a pattern of acceleration starting from 33.6-hour slope segment and changing abruptly to a 24-hour slope segment or starting from a 72-hour slope segment and changing to 24-hour slope segment. Among the clones exhibiting multiphasic growth curves, two major patterns emerged. In sixty-two percent (8/13) of clones immediately following a 24 hour slope segment lasting one or two days, there was either a one day phase shift Δθ = 1, five case) or a two day phase shift (Δθ = 2, three cases), followed by resumption to either a 24 hour a 28.8 hour, a 33.6 hour slope or a 48 hour slope, respectively, and in four of these cases resumption was to a 48 hour slope segment. In two of these latter cases, the 48-hour slope segment preceded an abrupt transition back to a 24-hour slope segment. In the remaining five of thirteen clones exhibiting a multiphasic growth curve, a 24-hour slope segment was followed by a 33.6 hour, a 48 hour, or a 72 hour slope segment, respectively. In one case, a 24-hour slope segment was preceded by 72-hour slope segment and followed by a 33.6 our slope segment. Decelerating slope segments outnumber accelerating slope segment by 2 to 1, and all accelerating slope segment began from either 48 hour or 72-hour slope segments. Regarding the eight clones of strain F that had a phase shift of one or two days interspersed between slope changes, no increase in cell number can be interpreted as skipped cell cycles. This interpretation is enlarged upon in the section below detailing the evidence linking skipped cycles to an underlying mitotic clock. For clone G (see Table 1 ), fifty-three percent (56/106) of the clones divided within the first 24 hours and 73% (77/106) divided within the first 48 hours. Correspondingly, 20% only divided once in 48 hours, while 40% (42/106) divided at least twice in 48 hours. Finally, 48% (51/106) of clone G divided more than once in 24 hours. Twenty-nine percent (31/106) of clones failed to achieve a total of greater than eight cells in seven day; they were considered to be committed cells. Fifteen of these failed to divide at all; eleven divided once, four formed a total of three cells, and one divided to form a total of eight cells. As observed with committed cells from clones reared in low calcium medium, the committed cells formed clones with the Fibonacci series terms (1, 2, 3  and 8). Detailed Log N plots of the seventy-five proliferating clones revealed that 46% (42/91) exhibited rapid logarithmic growth curves with no phase shifts. The various monophasic growth rates observed, expressed as AvGT, were 19.2 hours (13%), 21 hours (7%), 24 hours (23%), 48 hours (2%) and 72 hours (1%). The overall mean AvGT for all 42 clones is 24.4 ± 9.6 hours. There were two categories of clones exhibiting biphasic growth kinetics in which no phase shifts were recorded. There were eleven clones that started with a 24 hour growth rate slope segment and either accelerated to a 19 hour (2 cases), or decelerated to a 33.6 hour (4 cases) or a 48 hour (5 cases) slope segment. The remaining six clones started with a 48 hour slope segment and either accelerated to a 19 hour (2 cases) or a 24 hour (4 cases) slope segment. For these seventeen clones the AvGT was 30.3 ± 6.1 hours. Further, there were thirteen clones that skipped one or more days prior to dividing. Sixty-two percent (8/13) had resumed division with a constant logarithmic growth rate of about 19 hours. The remaining five clones resumed division with a constant logarithmic growth rate of 24 hours. For these thirteen clones the AvGT was 25.3 ± 3.1 hours.
Adult Single-Celled Keratinocyte Clones
Sixty clones were established in serum-free medium containing low calcium ions (see Table 1 ). Thirty percent clones (18/60) failed to divide at least once in the seven days of culture. Among the remaining 42 clones, only 30% (18/60) formed clones of eight cells or more, and in only four clones every cell divided once a day for an AvGT of 24 hours during the seven days of culture, and one clone divided for five days at an Av of 34 hours. The remaining thirteen clones exhibited biphasic growth curve kinetics, predominately starting at a 24 hour doubling time for two to six days and then abruptly changing to a 96-hour slope. The AvGT for these 13 clones was 51.7 ± 16.7. When all eighteen proliferating clones are averaged the mean AvGT was 42.5 ± 19.3, which is approximately the average population time of the parent cell culture from which these clones were derived. In general, it is evident that the adult skin clones were less clonogenic relative to the neonatal clones examined. This may reflect the fact the parental cell culture from which they were derived had a 48-hour population doubling time. Table 4 provides a summary and comparison of monophasic and bipasic growth rates from clones of Strains B through G, and Table 5 provides a summary of clonal growth kinetic data for Strain A through E. Figure  12 plots the data in Table 4 analyzed as log N (observed) versus culture age for each of the five cell strains studied. For each cell strains N (observed) increase according to the predictions of the binary geometric progression, i.e., N (expected) for the first 3 to 4 cell doublings. However, the plot shows that for all cell strains for which there is sufficient data, there is an abrupt change in slope that occurs between day 4 and day 7. The slope of this curve is approximately 33.6 hours average cell doubling time. This slope is equivalent to a slope generated if cells doubled according to the Fibonacci series progression, i.e., the slope generated by plotting the terms of the Fibonacci series on a daily basis. Figure 13 is a schematic diagram comparing the hypothetical dendritic growth patterns that correspond to clones with a 24 hour and 33.6 hour logarithmic growth rate. These two are the predominant dendritic patterns underlying progressive clonal expansion and the two modalities that are most commonly repeated in monophasic and biphasic growth curves of individual clones. For the case of a 24 hours GT it is assumed that each descendant sister-sister pair divides synchronously each day to attain the observed exponential rate of 2 n , where n = 2. For the 33.6 hour GT, which increases arithmetically according to the Fibonacci series, an alternating pattern of sister-sister cell bifurcation is assumed in which one of the two descendant of each sister cell undergoes a bifurcating division each day with the other sister cell dividing the following day. This results in a one full cycle delay every four days relative to clones with the 24-hour growth rate modality, i.e., modulo +1/4. Alternatively, clones exhibiting the 33.6-hour doubling time may be represented as sister-sister cell pair that divide synchronously each division but with a 40% delay each division relative to the 24-hour division rate modality. This would result in two full cycle delay every five days relative to the 24-hour growth rate modality, i.e., modulo +2/5. The former dendritic pattern is favored based on the step-like growth patterns observed for the committed cell clones with overt expression of Fibonacci term increments. Clones exhibiting full cycle delays with an average generation time of 48, 72 and 96 hours can be represented in dendrograms as sister-sister cell pairs that divide synchronous but only after the lapse of one, two or three full daily cycles of logarithmic growth relative to the 24 hour growth rate modality. They are exactly modulo 1, 2 and 3 cycles out of phase with single-celled clones that divide once a day. Clones were observed that displayed a portion of their biphasic growth with a 28.8-hour logarithmic rate of growth. This can be diagramed as a dendrogram with bifurcating sister-sister cell pairs that are delayed fractionally 20% longer than logarithmically dividing clones that exhibit an average GT of 24 hours. This results in a one full cycle delay every 6 days of logarithmic growth relative to the 24-hour modality, i.e., modulo +1/6, this is depicted with reference to the dendrogram for a synblastic clone in Figure 14 . Likewise clones were observed that displayed a 38.4-hour logarithmic rate of growth over some portion of their biphasic growth. This can be diagramed as a dendrogram with bifurcating sister-sister cell pairs that are fractionally delayed 60% longer than logarithmically dividing clones with an average GT of 24 hours. This results in a three full cycle delay every eight days, i.e., modulo +3/8, relative to the 24-hour growth rate modality. A number of clones were observed that displayed either a 19.2 or a 21.6-hour logarithmic growth rate either as monophasic or biphasic clonal expansion growth rates. For the case of 19.2-hour logarithmic doubling time, sister-sister cell pairs divide 40% faster each day than the 24 hour modality. This results in a one full cycle advance every four days relative to the 24-hour cycle of division, i.e., modulo -1/4. Figure 15 is a hypothetical dendrogram for the case of 21.6-hour logarithmic growth rate, sister-sister cell pairs divide 20% faster each day relative to the 24-hour cycle (shown at the bottom of the figure) . This results in a one full cycle advance every 10 days relative to the 24-hour cycle modality, i.e., modulo -1/10. Finally, some clones were observed which displayed a 14.4-hour growth rate over some portion of their biphasic or multiphasic logarithmic growth rate. These clones can be diagramed as a dendrogram in which sister-sister cell pairs divide synchronous 60% faster each day than the corresponding clones with a 24 hour-cycle modality; this results in a phase advance of three cycles every eight days relative to the 24-hour cycle modality, i.e., modulo -3/8. In addition, we propose the "Rule of Deceleration," in which sister-sister cell pairs abruptly change their bifurcation pattern from a 24, 33.6 or 48 hours exponential doubling rate to a progressively restricted subset of sister-cell branches, that continue to divide logarithmically but at decelerated growth rate, resulting in either a switch a lower full cycle modality (2, 3, or 4) or to a decelerating dendritic pattern in which one sister cell branch alter- nates every other division and assumes an intermediate cycle modulus (+1/6, +1/4, etc). All possible combinations have been observed in the bi-and multiphasic growth curves presented above. By contrast, a number of clones exhibited acceleration from a lower modulus to a higher modulus, e.g., modulus 1 to modulus -1/4 or -1/10, and from a modulus +1/4 to modulus 1 or -1/4. These abrupt changes in logarithmic growth rate can be depicted as dendrograms in which sister-sister cell pairs resume synchronous daily division once a day or accelerate to fractional cycle advances. For these, we propose the "Rule of Fractional Phase Advance," for intraclonal phase advances. The above hypothetical dendrograms can be reinterpreted in terms of a phase resetting curve. Figure 16 , plots the amount of phase shift (ΔΦ ≠ 0) as a whole or fractional cell cycle, Modulus equal to 0 (ΔΦ = 0) of the unshifted cell cycle so that Modulus 1 is shifted one circadian period of 24 hours. Phase delays are plotted as positive whole or fractional cycle delays (+1, +2  n), and phase advances are plotted as negative whole or fractional cell cycle. The data are derived from biphasic and multiphasic segment slope data. Inspection of the curve shows both phase adavances and phase delays occur. Phase delays appear to reach an asymptote at Modulus 3, which concurs with the greatest 72 hour segment slope observed. Phase advances extrapolate to the ordinate to yield a cell cycle with an average GT equal to 12 hours. No average generation time (GT) of 12 hours was observed but such a cell cycle would be equivalent to a G 1 -less cell cycle which are often encountered in embryonic cell cycles.
Schematic Dendrograms of Exponentially Dividing Keratinocyte Clones
DISCUSSION
Interdivision Interval
On first inspection, the kinetic of the first inter-division observed for these two different cell strains grown under two different calcium conditions are remarkably similar. However, any analysis of these results must take into account the effects imposed by trypsin treatment on steady-state conditions prevailing before seeding on to cloning chips. Dissociation of cellular aggregates into individual cells by "trypsin treatment" surely must disrupt many on-going cellular processes the consequences of which are too numerous and indeterminate to either enumerate or understand. Yet, they are likely to account to a lesser or greater extent for the observed division delays. Earlier studies [7] attempting to assess mitotic delay following deliberate temperature shock treatments and other so-called perturbations when administered at a given phase of the mitotic cycle in mitotically synchronized cells subtracted out the time lags due to the duration of the treatment per se and defined the remainder of the delay as "excess mitotic delay." This phase-resetting map is called a type 1 phase response curve [8] . Unfortunately, this stratagem only works when the delays are referenced comparatively to specific phases of the mitotic cycle. Here, we have adopted the assumption that prior to trypsin treatment the cells were randomly distributed with respect to phase according to a "log normal age distribution." If the perturbation preceding cell seeding synchronized all cells to a common phase, the interdivision interval, i.e., excess mitotic delay would have led to a single model time of delay. This was not observed. Therefore, the dissociation treatment did not interfere with the set of contingent phases present prior to dissociation. The simplest outcome expected would be a monophasic log exit from the division cycle. This did not occur either. Under two different conditions of recovery the result was a biphasic log exit from the division cycle. Possible reasons for this are discussed below in conjunction with the other clonal division results.
Clonal Division Rates
The clonal data presented show that  60% of singlecell derived clones isolated at random from asynchronously dividing logarithmic cultures can form colonies of greater than eight cells, and about 50% will form an exponentially dividing clone in which each cell divides on average once a day for up to six to eight days of culture in a serum-free medium. The study also provided new data showing that individual cells have different propensities to divide at different rates. The majority of clones that retain proliferative potential have an average generation time of approximately 24 hours (circadian division rate). Nevertheless, a significant number of clones display exponential rates of growth that are greater or less than 24 hours. Of interest was the finding that these clones are restricted to only a few of the many possible logarithmic growth rates. Clones exhibiting exponential growth rates greater than 24 hours (infradian rates) are restricted to modes at 33.6, 38.4, 48, 72 and 96 hours, while clones exhibiting exponential growth rates less than 24 hours (ultradian rates) are restricted to modes of 21.6, 19.2 and 14.4 hours. In addition, individual clones may switch abruptly from a circadian growth rate to either an infradian or ultradian growth rate. This was amply demonstrated in the pattern and frequencies of growth rate switches seen in biphasic and multiphasic growth curves. Another phenomenon encountered in single-celled clones was the pattern of phase delays exhibited by isolated single cells prior to their first cell division. These delays were restricted to 24 hour multiples of the circadian inter-division periods, i.e., 48, 72, and 96 hours. Such delays were also encountered during exponential growth of clones indicating that cycle skips can occur after single cells establish a colony of cells. In particular, the biphasic exponential rate of entry into the first cell division suggested a cell cycle-dependent process was perturbed by the serial passage of cells from steady-state growth to the single-celled state. We reasoned that cells in S and G 2 /M were less affected by this perturbation as represented by 30% -40% of cells (Fraction-A see Figures 2 and 3) that advanced through to cell division in the expected 16 hour interval for cells randomly arrayed between the start of S phase and the end of the G 2 phase. Further, the remaining undivided cells after a 16-hour delay exited from the cell cycle at the circadian rate as if they were randomly arrayed at all possible phase of the circadian cell cycle (Fraction-B, see Figures 2 and 3) . Again, we reasoned that these must represent cells that were in the G 1 phase of the cell cycle at the time of perturbation. If so, why did it take 24 hours rather than the expected 12 hours for this cohort to advance through the cell cycle? In an attempt to reconcile these observations with previous reports, we examined their cinemicrographic data [2] . Not unlike our findings, they reported 70% (7/10) of clones and 67% (14/21) of clones completed cell division the first day of observation (Cultures 2 and Culture 3, respectively of Figures 2 and 3) . In addition, they supply dendrograms showing sister cells, in which one member divides 24 hours after the first division, while the other sister cells is delayed approximately 72 hours before its next division (Culture 3, Clone A, of Figure 2) . Equally, they show sister cells that divide synchronously on the second division cell cycle 24 hours after the first cell division (Culture 3, Clone C and J of Figure 3) . Also, they show non-synchronous patterns of sister cell division following the first cell division that are not multiples of 24 hour cell cycle (Culture 2, Clones A, B, C and D and Culture 3, Clones K, Q, S, and T). Most interestingly, they observed cases in which the interdivision time accelerated from 28.7 hours to 21.1 hours, and cases in which the inter-division time of sister cells accelerated from 33.7 hours to 28.8 hours (Culture 2 of Figure 2 ). Finally, they provided a histogram showing the frequency distribution of inter-divisions times (Figure 6 ) in which the modal inter-divisions times were 14.4, 19.2, 21.6, 24, 28.8, where clusters of data points center around these modal times in their plot of the correlation between filial and parental inter-division times (Figure 7) .
Significance of Fibonacci Series in Keratinocyte Clonal Growth
Our results reveal yet another phenomenon: the frequency with which non-proliferating clones exhibit the Fibonacci series of terms as end-points in terminal number of cells per clone. A standard explanation for the appearance of the Fibonacci sequence in biological phenomena is "edge-effects" consequences. In this case, those clones comprised of daughter cells with unequal probabilities of dividing in a 24-hour period arise from unequal or unbalanced steady state conditions. This possibility is discussed in relation to a more general description of Fibonacci numbers. The Fibonacci series is one example of a periodic continued fraction that converges on the numerical value of 1.618, a ratio often called the" golden mean of unity." It is deep-set in the regular pentagon, and dodecahedron, where it enters (as the chord of an angle of 36˚ into the three-isosceles triangles, and by continued bisection generates apices that have their locus upon an equiangular spiral. In other biological contexts, the Fibonacci series has been encountered in plant morphogenesis as the phenomenon of Phyllotaxis seen in the spiraled seeds of the sunflower, and fir cones, and in animal morphology such as the spiraled shells in foraminiferan and in molluscan shells [9] . There does not appear to be any references to it in animal tissue organization and growth. He believed that, it simply reflects continuation of constant conditions of growth where there is a steady production of similar growth units (i.e., cells) that are similarly situated at similar successive intervals of time, This is where the timeelement enters in the development of equiangular spirals for according the theory of gnomons "one never expects to find the logarithmic spiral manifested in a structure whose parts are simultaneously produced [9] , see p. 766)." This idea has a parallel in the con text of the generation of recursive structures by computer algorithms [10] , where the Fibonacci series can be simulated as a recursive transition network (RTN) This was diagramed as bifurcating tree of nodes that are recalled successively in time (see Diagram G, Figure 30) . By analogy, we propose a similar recurrent branching pattern (RTN) underlies the clonal expansion of non-synblastic proliferating clones (see Figure 12) as well as the remarkable finding of a 33.6-hour doubling time in clonal subsets of clones exhibiting biphasic growth rates. The 33.6-hour doubling time is simply obtained when the Fibonacci series terms are plotted on semi-log paper as a function of 24-hour intervals (days) of culture.
HYPOTHESES
Circadian Cell Cycling Hypothesis
Various hypotheses have been proposed to account for circadian clock control of cell division including gene transcription of clock genes that have kinetics of synthesis, and negative feedback regulation on gene transcription to account for the oscillation in timing of mitosis [11] [12] [13] . The circadian transcription clock is a deterministic sequence; it predicts phase advances and phase delays occur by restarting the transcription clock at earlier or later entry points in the transcription loop of genes. Uncoupling the transcription clock from the mitotic clock probably is limited to restriction points in the G 1 phase of the cell cycle and in this respect could account for the multiple cell cycle "on-phase" coupling and uncoupling of the transcription clock from the mitotic clock. Finally, it would be hard to construct an interpretation of the transcription clock that can account for "cross-talk" between cells, leading to phase synchronization between sister cells or phase dispersion among a cohort of cells in a clone based solely on the order of appearance of mRNA transcripts or how this could account for the observed Fibonacci series in the total cell numbers arising in committed clones. Although, molecular models provide a mechanism for sequential progression through the cell cycle, and provide a molecular escapement component for the circadian control system [8] . They all fail to account for the recurrent 24-hour periods per se, nor deal with the effect of perturbations to clock functioning, i.e., phase shifting and period alterations, and multiple cycle "on-phase" recurrent rhythms.
Evidence for Biochemcial Oscillator: Retrodictions and Predictions
Many results observed in these studies can be explained by the hypothesis of a biochemical oscillator with underlying stable limit cycle dynamics [14] as the temporal control system for human epidermal cell division [15, 16] . Earlier, we proposed a two-dimensional (X, Y) biochemical oscillator of the sort previously described as a model for explaining the behavior of the mitotic division rhythm in the acellular slime mold, Physarum polycephalum [11] , and later extended to mammalian cell cycles [12] . In particular, the proposed mitotic oscillator model further associates this clonal division pattern with events leading to the loss of cycling among proliferating cells during their transition to G 1 /G 0 arrest, and is ultimately involved in the mechanism of commitment to terminal cell differentiation (see Figure  17) . In addition, the puzzling modal frequencies of division rates led us to consider that epidermal keratinocytes may find an explanation in a mitotic oscillator-based clock that controls cell division timing. Figure 17 arbitrarily maps the different cell cycle phases as sets of neighboring states along the limiting trajectory. The limiting trajectory moves smoothly through each of the states in a counter-clockwise motion. In addition, it means something dynamically to be at states of the system that lie off the limiting trajectory. These are real biochemical states that lie in the state space of the limit cycle. Perturbations may carry the system to point off the limit cycle through a destruction vector that drives the system toward the origin (Xo, Yo), or by changing the parameters of the constant kinetic scheme. In either case, once transients die down, return from these states occurs along trajectories that wind back on to the limiting trajectory arrive at their ultimate phase according to the isochron structure of the oscillator. The model retrodicts that the temporal control of cyclins during the cell cycle occurs as the closed path trajectory of the limit cycle mitotic oscillator passes through biochemical states that could trigger transcription of specific cyclin genes and their gene products [19] . Figure 18 simulates the results of a perturbation given at a critical phase and critical intensity along the limiting trajectory that map to sets of neighboring states in the G 2 phase of the cell cycle. As shown, the perturbation drives the system "inside" the limiting trajectory on a destruction vector that points toward the origin. Upon release, the system returns along a winding trajectory that crosses the Yc triggering mitosis from the inside the limit cycle. In this scenario, there is little or no delay to mitosis, and the next cycle will occur in phase with identical copies of an unperturbed oscillator. However, if the system is driven further inside the limit cycle along the same isochron in the G 2 phase, upon release it will return on a "grazing" or sub-threshold trajectory that does not cross the Y-axis at the Yc value as required to trigger mitosis. These latter copies of the oscillator will not undergo mitosis/cell division. Nevertheless, after a slightly less than one cycle delay the next cell cycle will recur in phase with an unperturbed copy of the oscillator, since the" grazing" trajectory crosses the limiting trajectory in phase. A still more intense perturbation given at the same critical phase in G 2 will drive the system toward the singularity. Since this is a phase-less (timeless) locus where all Cytokinesis occurs when the trajectory reaches a near maximum of Y. The G 1 phase of the cell cycle is associated with a region of state space near a secondary steady state, SS 1 that is surrounded by a low amplitude oscillation. Cells cycle there until reentering the high amplitude limit cycle oscillation, dependent on growth contingencies (variable kinetics). Alternatively cells in the SS 1 region can drift into a tertiary steady state labeled SS 2 in the region of state space surrounded by an anti-limit cycle (curved line) and become extremely slow cycling in a resting state, G 0. The S phase is denoted by the boxed region with minimal Y and increasing concentration of X, the inactive mitogen. Finally, the boxed region of state space denoted by G 2 occurs when the limiting trajectory passes through set of states with high concentration of X and increasing concentration of Y.
isochrons converge at or near the singularity (indeterminate point), copies of the system that are at or near the singularity can take up as many different ultimate phases as the isochrons upon which they lie. Upon release, the various copies of the system will appear to have random phases with respect to one another, i.e., high phase dispersion. The account given above is in accord with the observed phase resetting behavior of cells presumed to be in the mid-G 2 phase of the cell cycle. These cells exhibit little inter-divisional delay, and their succeeding cell divisions recur in phase. Still other cells behave as if they were driven to a "grazing" or sub-threshold trajectory and skip mitosis/cell division, but since they are on a G 2 isochron, their succeeding cell divisions recur in phase with an unperturbed cell another, i.e., high phase dispersion. This brief account has been provided to the reader to facilitate understanding further predictions of the model.
Model Confirmation: G 2 Phase
Perturbation The following are predictions if the perturbation drives the initial state of the system to a new set of states that return to the limiting trajectory in phase after one cycle delay. By inference, cells exhibiting multiple cycle delays prior to resuming in phase cell cycling are copies of the oscillator that are driven yet deeper inside the state space of the oscillator but are still on a G 2 isochron, and upon release follow a sub-threshold trajectory that requires multiple cycles before winding onto the limiting trajectory. The biochemical oscillator system used to model these G 2 perturbations had a "winding number of three, which easily could explain multiple cycle delays and return in phase for clones exhibiting 48, 72 and 96 hour delays before cycling, which, incidentally, was the longest delays observed. In our model oscillator the angular velocity is the same off the limiting trajectory as drawn by straight-line isochrons. Otherwise, events would get out of phase if the angular velocity is faster or slower on isochrons that lie inside the state space of the oscillation. This does not appear to be the case for the underlying oscillation preserving the cell division rhythm in normal human epidermal keratinocytes.
Model Confirmation: G 1 Perturbation
Cells presumed to be in the G 1 phase at time of perturbation, were delayed 16 -24 hours (i.e., a skipped one cell cycle) before they started to divide, and then it took them another 24 hours to complete this first inter-division cycle, as if upon release the cells were randomly arrayed at different phases of the cell cycle. In order to account for the phase behavior cells perturbed during the G 1 phase of the cell cycle, it is necessary to explore the state space surrounding the G 1 isochrons. A destruction vector at G 1 drives the oscillating system off the cycle in the direction of the origin, but on a G 1 isochron. Therefore, identical copies of the oscillating system released from these "off cycle" states should resume cell cycling in phase with unperturbed copies of the oscillator that were cycling from phases near a G 1 isochron. This did not happen. Why?
Previous work on mammalian cell cycles suggested that G 1 phase of the cell cycle may not be part of the constant kinetic high amplitude oscillation, i.e., an indeterminate or phase-less portion of the cell cycle [11] . As cells complete mitosis and cytokinesis, the synthesis of many messages stops while chromosomes undergo a chromatin condensation in prophase, and then decondensation in telophase. A realistic biochemical oscillator model would posit that cells in early inter-phase enter a G 1 checkpoint and depending on the availability of preformed precursors and the presence of active synthetic machinery for synthesizing X and Y, temporarily exit off the cell cycle to become G 1 /G 0 -arrested cells. It is proposed that the high amplitude oscillation under variable parameterization becomes a low amplitude oscillation, existing entirely within the state space of G1 isochrons (see Figure 18 ). Since constant kinetics no longer prevail, the limit cycle amplitude would decrease and its singularity drift toward the X, Y origin, at which point the systems dynamics can undergo a bifurcation. One parameterization of the coefficients of the state variables, for example, is a decrease in the rate of synthesis of X. Bifurcation can occur in one of two ways. The first is by a "soft" bifurcation, occurring at the G 1 checkpoint, which would carry the oscillating system near to but not within a neighboring basin of attraction. Simply by increasing the rate of synthesis of X to the original rate would return the system to the high amplitude oscillation. Cells would then be back on the G 1 isochrons, and stay in phase. It is posited that unperturbed cells, having a minimum 12 hour G 1 phase, routinely undergo a soft bifurcation in early inter-phase, and cycle with a 12 hour period in the low amplitude oscillation before they gain enough rate of synthesis of X to return to the high amplitude oscillation. The high amplitude oscillation is also a 12-hour period. Together the small and large amplitude oscillations constitute a 24-hour or circadian cell cycle [11] . The second mode of exit from the cell cycle, also occurring in early inter-phase, is by way of a "hard" bifurcation, which would carry the oscillating system into an anti-limit cycle trapped within a basin of attraction (see Figure 17) . A "hard" bifurcation creates a "hysteresis effect" whereby a higher rate of synthesis of X is required to restore the low amplitude oscillation than that prevailing under constant kinetics of the high amplitude oscillation. Cells trapped in an anti-limit cycle are non-cycling, i.e., phase-less. Hence, they exit through a stochastic process in achieving sufficient synthetic rate to restore the low amplitude oscillation. Events beyond the restoration of the low amplitude limit cycle oscillation are the same as in the soft bifurcation. In summary soft to hard bifurcation switch accounts for the variable dwell time of G 1 /G 0 cells, while a hard bifurcation accounts for random process whereby G 1 phase cells return to the cell cycle. This modeling predicts that there will be large phase dispersions in perturbed G 1 cells.
Limit Cycle Dynamics Model:
Diffusively Coupled G 1 and G 2 Phase Cells
We now attempt to account for the fact that many clones experienced a 33.6-hour exponential growth rate upon resumption of clonal growth from a perturbed cell cycle. This can be accounted for by considering the fact that epidermal keratinocytes grow in a colony with each cell in contact with one or more sister cells. The possibility exists for neighboring sister cells within a colony to interact diffusively with each other. Consider the case where two independent copies of the oscillating system are located in adjacent boxes connected by a semi-permeable membrane. If we let the variables of the dynamical system be the diffusible components, and depending the allowed rate of diffusion, one can obtain either synchrony (homogeneous solution) or persistent asynchrony (inhomogeneous solution), i.e., phase coupling results in synchrony if the two copies of the oscillator are close in phase, while phase coupling between far apart phases may fail to synchronize. Computer simulations (data not given) of phase coupled limit cycle oscillators that are diffusively coupled demonstrates that a line connecting phases between an oscillator in G 1 phase with a second oscillator in G 2 phase may result in the persistent sub-threshold amplitude oscillation in the box containing the G 2 oscillator while the oscillator in the G 1 box continues to cycle with a high amplitude oscillation. In this situation, the G2 cell oscillates below the threshold (Y C ) required to trigger mitosis/cell division. At greater diffusion rates, both oscillations may be dampened to have sub-threshold oscillations, in which case cell division would cease in both cells even though the oscillation preserving rhythmicity of cell division persists. Uncoupling of the oscillator pair would restore the cell division rhythm. It is precisely, this phase coupling by diffusion (electrical, chemical, etc) that is invoked to occur in epidermal cell colonies that account for an alternating sequence of threshold and sub-threshold oscillations between pairs of sister cells. Such an mechanism would produce a pattern of alternating cycles of division such that one member of the pair divides while the other does not, but then on the succeeding cycle the sister cell that failed to divide now divides, while the other sister cell fails to divide. This situation is depicted in the dendrogram representing the case of clones exhibiting a 33.6-hour AvGT (see Figure 13) . Obviously, uncoupling of sister cells results in a return to synchronous 24-hour cell cycles.
Predictions ("p")
p1: Phase compromise occurs at a phase off the limiting trajectory of the oscillating system (θ i , x i , y i ) that results in a one-cycle delay for the G 2 cycling cell, and to a phase advance for the G 1 cycling sister cell.
p2: The G 2 cycling sister cell misses one cell division cycle (cycle 2), but it eventually winds back onto the limiting trajectory of the large amplitude oscillation and then re-enter G 2 phase in phase with Cycle 3. Here it again comes into a relationship to phase-couple with a G 1 cycling cell that has completed its second cycle and is now in cycle 3. This reinitiates the phase compromise situation and results in a perpetuated pattern of alternating sister cell divisions as witnessed by Fibonacci series terms in total cell number per clone per day, i.e., GT = 33.6 hours (this model is further discussed below in dual oscillator-probabilistic mitotic control model.
Confirmation
1) These predictions are confirmed in data presented in Figures 2 and 3 (biphasic inter-division kinetics) based on the expected proportion of G 1 cells present at the time of cloning from an asynchronous logarithmically dividing parent culture.
2) In asynchronous culture with a 24 hour cell cycle time (data from clones of strains F and G).
The predictions are also fulfilled in data presented in Table 2 (biphasic growth curves alternating from 24 hour to 33.6-hour GT slopes.
3) The prediction is also verified for clones exhibiting the Fibonacci series of limited or "committed" proliferative potential (e.g., see data in Figure 6 and Figure 12 of "committed cell" clones of strain D.
Stochastic Cell Cycle Models: Evidence for Probabilistic Control of G 1 States of the Cell Cycle
Although the stable limit cycle oscillator model does a good job in accounting for "multiple" skipped cell cycles, phase resetting of G 2 perturbed cells, and phase compromise behavior in diffusively coupled G 1 and G 2 cells, it requires an ad hoc hypothesis to explain G 1 phase resetting following a perturbation, i.e., a stochastic component as part of the cell cycle and collapse of the limit cycle following a "hard bifurcation" in the G 1 phase. In addition, the mitotic oscillator hypothesis does not easily explain period shortening without resort to an ad hoc provision that would increase the size of the high amplitude oscillation, e.g., by increasing the synthesis rates of the one or more variables of the system. In the discussion, a clone dividing exponentially at AvGT of 21.6 hours was explained by introducing a 10% increase in the rate of cell division. Likewise, for clones that showed a consistent delay that is an integral fraction of the 24-hour cycle, e.g., 28.8 hours, a 10% bias in lengthening the cell cycle relative to a standard 24 cell cycle was introduced. We now attempt to show that this fits a probabilistic mode for temporal control of the G1 phase of the cell cycle in which there is a sensitive dependence on initial conditions with resultant chaos in the oscillator dynamics. Earlier, a theoretical model was examined for the distribution of cell size and generation time that incorporated size control and random transition [17, 21] . They found that a model with a random-exiting phase of the cell cycle and a minimum size requirement for entry into the random-exiting phase predicted exponential beta-curves that are characteristic of sister cell generation times. They argue against unequal mother cell division as the source of random fluctuations in deterministic cell size models, and that transition-prob-ability models with no feedback from cell size are unable to account for the rapidity with which new, stable size distributions are reestablished. Indeed, deterministic cell cycle models with transition probability like properties have been proposed [19] .
Daughter Cell Size/Cell Mass Variance Can Perpetuate Lineage Differences
We begin this discussion with observations drawn from two well-documented An example of cell lineage differences due to a consistent bias in the division rate of cell division products comes from prokaryotes in which careful measurements of inter-division period indicated that there was as much as a 20% variation in inter-division times between sister cells, and further that there is a correlation between filial and grand-parental generations in inter-division timing and size (Kubitchek, per. commun). These results have been interpreted as due to biological variation in the cell division process with smaller daughter cells requiring longer inter-division period and larger daughters requiring less time to reach the doubled cell mass before dividing to form smaller cells. The larger notion is that there is inherent variation of the cell division process that leads to cell size/mass variability, which in turn is compensated for by a mass to DNA ratio threshold mechanism. In this regard, unequal division in "conical," a mutant of the ciliated protozoan Tetrahymena, leads to sublines of different sizes. Regulation to normal size occurs over several generations by slowing the rate of cell division of the smaller cell with all phases of the cell cycle being prolonged [22] . In the ciliated protozoan Paramecium the two products of division are readily recognized, separately cloned separately. The clonal lineage of the anterior product, called the proter, can be compared with that of the posterior product of division, the opisthe. In essence each half-cell must build a new half, the proter builds a new opisthe and the 0pithe builds a new proter. Other asymmetries may also exist with regard to the distribution of mass and organelles. Proter lineages display shorter inter-division times relative to opisthe lineages (T. M. Sonneborn, per. commun). These results indicate that consistent biases in cell division can generate proportional cell cycle advances and delays. Finally, new genetic and molecular studies in the yeast Saccharomyces cerevisiae have provided evidence in favor of the "critical cell size model" for coordination of cell growth with division [21] . They reported that both the expression and the activity of G1-phase cyclins is modulated by growth rate and cell size in yeast. Other data obtained in these studies suggested that the proliferative capacity also correlates with cell size.
Probabilistic Model for G 1 Phase Duration
Variability in the duration of the G 1 phase has been well established [22] and G 1 -less cells occur during embryogenesis, in mutant mammalian cells [23] . Here, we propose that each cell division creates a proter-like and opisthe-like cell line, and further that the proter-like cell (arbitrarily) has an inherent bias in its expected inter-division time while the opisthe-like cell line does not. The reasoning for this has been given above, e.g., bias in cell mass for anterior cell products. The bias is constrained to values that lie within the standard deviation for the process of cell division as a whole. We then assign probability values, p and q to the proter and opisthe cell division rates, respectively, to reflect a fractional deviation of the proter-like cells from the standard rate (mean inter-division time). If there were no biases, the value of p and q are both equal to one-half (0.5), then according to the expansion of the binomial equation an equilibrium distribution of proter and opisthe cell lines are predicted to remain stable over succeeding generations. In the following example, we let the proter cell line have a 10% decrease in mean inter-division time. Table 6 compares the predicted number of proter and opisthe cells having ± 10% bias in mean inter-division rate with the combined proter or opisthe cell increase without a bias in mean inter-division time, assuming the 24 hours cell cycle for unbiased rate. When the combined number of proter and opisthe cells are plotted against each successive mean inter-division interval, it yields a logarithmic rate of increase at a GT = 21.6 hours. Likewise, if we had let p remain constant at 0.5 and instead let the value of q be 10% greater than the mean inter-division time, the combined number of proter and opisthe cells plotted at each successive mean inter-division interval yield a logarithmic rate of increase clone expanding at a GT = 28.8 hours. Another consequence of a continuing bias in mass of the anterior versus the posterior cell products is the alternating reappearance of the anterior product in the opisthe of the preceding generation, perpetuating an alternating pattern of delays and advances in each succeeding clonal line as detailed below.
Dual Oscillator-Probabilistic Control of Cell Cycle
Diffusive Coupling between Proter and Opisthe Cells that are in the G 1 and G 2 Phases in Epithelial Cell Colonies Here we propose that soon after division, daughter cells that have a cell mass 10% than the mean cell mass at division, termed the Proter, leave the limit cycle by a soft bifurcation undergo a 12 hour small amplitude oscillation and return to the limiting trajectory of the large amplitude oscillation in the neighborhood of a G 1 isochron. In this second cycle, it traverses the S phase and then now becomes diffusively coupled to a cell in the G 1 phase. As we indicated before, this coupling results in phase compromise between the G 1 -G 2 pair, in which the G 2 phase cell is driven inside the oscillation to a sub-threshold G 2 trajectory where it fails to trigger mitosis/cell division. It now exits the limit cycle in the neighborhood of G 1 isochrons that cause it to undergo a hard bifurcation. This drives it to an anti-limit cycle where it must cycle at least twice before gaining enough amplitude to renter the large amplitude oscillation. In this way a proter cells in cycle 1 is converted to an opisthe cell in cycle 3, and an opisthe cell in cycle 1 is converted to a proter cell in cycle 3. This pattern of clonal proliferation is illustrated by the dendrogram depicted in Figure 19 .
Deterministic versus Stochastic
Control of Cell Cycling or is it both?
As we showed, certain aspects of the cell cycle such as G 2 phase perturbation were well handled by the limit cycle dynamics while other aspects such as G 1 -phase duration seemed to be better accounted for by a probablistic model. This subject has recently been modeled as a Figure 19 . Hypothetical dendrogram illustrating diffusive coupling (d) between the proter and opisthe products of cell division which occur on a daily basis (days 1, 2 , 3, and 4) for each proter descendant, but only on days 3 and 4 for each of the opisthe descendants, resulting in a Fibonacci sequence of accumulated cells (N) and an AvGt = 33.6 hours.
complex network of regulatory protein (cyclin-dependent kinases and their activator and inhibitors [26] , where by the stochastic fluctuations arise both from intrinsic molecular noise and extrinsic noise from unequal division. In particular, t the eukaryotic cell cycle is actually evolved from a prokaryotic deterministic G 1 -less cell cycle through acquisition of an environmentally-sensitive stochastic transitional phase inserted between cytokinesis and chromosome decondensation, i.e., a timeless phase in the cell cycle. Here, we propose that the epidermal keratinocyte cell cycle has both a deterministic portion and a stochastic portion. The former appears to be a fixed sequence of events that begins at the G 1 /S checkpoint in S and to terminate with mitosis and cytokinesis. We suggested earlier that this fixed sequence is underlain by a biochemical oscillator that triggers events during the S-G 2 /M phases in the acellular syncytial slime mold [10] . In mammalian cells, however, cytokinesis not only partitions the mother cell into two compartments, but results in a sharp phase discontinuity between sister cells, as well as halving the mass to DNA ratio, thus, severing the steady-state conditions upon which the existence of limit cycle deterministic control system was predicated. The void in mitotic control may be just that.
In its place we propose a stochastic system of control of G 1 phase control in which a critical threshold of cell size/cell mass is required before reentry into the deterministic portion of the cell cycle. In effect upon cell division, cells entering early G 1 are faced with whims of environmental vicissitudes. Mammalian cells have "learned" to cope with this evolutionarily by inventing a series of environmental checkpoints that limit entry into the deterministic portion of the cell cycle. The plethora of decision points converge on that portion of the deterministic control system in the limit cycle dynamics where the trajectory naturally collapses in the G 1 isochron region of the limit cycle and where it may undergo transition to an unstable singularity with a much diminished oscillation, or it but may rapidly return to the large amplitude limit cycle upon stochastically attaining threshold cell size/cell mass. This situation appears to occur routinely for cells meeting all of the environmental contingencies, nutrients, growth factors, matrix support, but to be lacking in cells that sink deeper into G 1 /Go arrest, and cell death. Ultimately only continued cell cycling or initiation of a terminal cell differentiation program can assure cell survival. 
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