The permutation test is a versatile type of exact nonparametric significance test that requires drastically fewer assumptions than similar parametric tests, but achieves the same statistical power. The main downfall of the permutation test is the high computational cost of running such a test making such an approach laborious for complex data and experimental designs and completely infeasible in any application requiring speedy results. We rectify this problem through application of Kahane-Khintchine-type inequalities under a weak dependence condition and thus propose a computation free permutation test-i.e. a permutation-less permutation test. Our approach is computation-free and valid for finite samples. This general framework is applied to multivariate and functional data as well as the corresponding covariance matrices and operators resulting from theorems in commutative and non-commutative Banach spaces. Extending two-sample to k-sample testing extends the proof techniques from Rademacher sums to Rademacher chaoses. We test this methodology on classic functional data sets including the Berkeley growth curves and the phoneme dataset. We also consider hypothesis testing on speech samples, functional and operator data, under two experimental designs: the Latin square and the complete randomized block design.
Introduction
Exact significance tests date back to the very origins of statistical hypothesis testing as an alternative to parametric testing. Namely, Fisher's exact test tests for independence between the rows or columns of a 2 × 2 contingency table by directly using the hypergeometric distribution instead of relying on large sample asymptotic statistics such as the chi-squared test or the likelihood ratio test, i.e. the G-test. As a consequence, it obtains the exact p-value of the data without relying on distributional convergence. However, Fisher's exact test is severely limited as extension to general r × c tables requires significant amounts of computational power to enumerate or approximate the entire discrete distribution (Good, 1956; Agresti, 1992) .
Permutation tests comprise a large subclass of exact significance tests and have been thoroughly studied (Basso et al., 2009; Pesarin and Salmaso, 2010; Brombin and Salmaso, 2013; Good, 2013) . In short, a permutation test considers the finite sampling distribution of a test statistic T over a discrete group where under the null hypothesis the distribution of T is invariant for any group action on the observed data. A canonical example is one-way ANOVA; see Basso et al. (2009) Section 5.2 for more details.
Example 1.1. We observe measurements y i,j ∈ R for i = 1, . . . , k and j = 1, . . . , n i where y i,j is the jth observation from category i and consider the one-way ANOVA model y i,j = µ + τ i + ξ i,j for global mean µ, ith category effect τ i , and mean zero exchangeable errors ξ i,j with homogeneous variance-a weaker condition than the standard iid Gaussian. Let S n be the symmetric group-the group of all permutations on n elements-for n = k i=1 n i . To test H 0 : τ 1 = . . . = τ k = 0 against H 1 : ∃τ i = 0, we forego the standard F-test, and instead compute T = k i=1 n i (ȳ i· −ȳ ·· ) 2 under the original ordering. Let T (π) be the test statistic computed after permuting the order of the vector (y 1,1 , . . . , y k,n k ) by some permutation π. Then, our permutation test p-value is p = P (T (π) ≥ T ) = 1 n! π∈Sn 1[T (π) ≥ T ]
where the probability measure P (·) is with respect to the uniform distribution on the discrete group S n and not for the data y i,j , which are treated as fixed. This is equivalent to reassigning each y i,j to a new category i at random while maintaining the category sizes n 1 , . . . , n k .
The permutation test requires far fewer assumptions than standard parametric approachesnamely that of exchangability under the null hypothesis-and is thus robust against deviations from distributional assumptions like normality and provides guaranteed performance for finite samples. The main limitation is that of computation. Performing a two sample permutation test for real valued data is trivial with modern computers. What if we were to perform a k sample test with k 2 post-hoc comparisons taking multiple testing into account for, say, covariance operators as in Pigoli et al. (2014) ; Cabassi et al. (2017) where every permutation requires computation of the singular value decomposition (SVD) of a large matrix? Furthermore, what if we desire a more sophisticated experimental design such as a randomized block, Latin square, or unreplicated factorial design with the addition of multiple testing corrections? The amount of computation required to get accurate p-values will be prohibitive. The data and design considered in Section 4 would, for example, require 264 SVDs per permutation and with 66 hypotheses to test at, say, 200 permutations each requires nearly 3.5 million SVDs. For matrices with dimension 100 × 100, this would take an estimated 3 hours and 40 minutes on a Intel Core i7-7567U CPU at 3.50GHz. For a 400 × 400 matrix, it would take 7.4 days.
In this article, we present a computation-free approach to permutation testing. Specifically, we consider the distribution of a test statistic on a discrete space of invariant group actions. Instead of taking random draws from that space to get a Monte Carlo estimate of the p-value, we apply recent extensions of the Kahane-Khintchine inequality for commutative and non-commutative Banach spaces (Pisier and Xu, 2003; Garling, 2007; Spektor, 2016) in order to achieve sub-Gaussian bounds on the tail probability of our test statistic. Namely, we seek a result like P (T (π) ≥ T ) ≤ exp(−Ct 2 ) for some universal constant C > 0 depending only on the space in which the data lives irrespective of sample size and dimension. This methodology is presented in Section 2 for two sample testing on univariate, vector valued, and functional data being the commutative Banach space setting, as well as for covariance matrices and operators in the non-commutative Banach space setting. Extending this to testing on k-samples is considered in Section 3.
Approaching statistical hypothesis testing via estimating a permutation test p-value without simulating random permutations has not been deeply explored as of yet. However, the recent work of He et al. (2019) achieves a similar goal, but chooses to use Stolarsky's invariance principle rather than our reliance on variants of the Kahane-Khintchine inequalities. Furthermore, He et al.
(2019) considers two-sample tests for genomics data whereas this work is motivated by k-sample tests and more sophisticated experimental designs for functional data.
As a proof of concept, such bounds are applied to testing for phonological differences among twelve spoken vowel sounds performed as a complete randomized block design on covariance operators with respect to two binary blocking factors: the speaker's country of origin {Canada, China} and gender {male, female}. We also consider a Latin square design for checking the data for within subject pronunciation changes while running the experiment. Section 4 contains more detail on the data, experimental design, and its results. Proofs of the main theorems, the necessary theoretical development, and discussion of past results are contained in the appendices.
2 Two sample testing 2.1 Univariate data Let n = m 1 + m 2 and X 1 , . . . , X n ∈ R be independent random variables such that EX i = µ 1 for i ≤ m 1 and EX i = µ 2 for i ≥ m 1 + 1. We wish to test H 0 : µ 1 = µ 2 versus H 1 : µ 1 = µ 2 . The classic t-test assuming homogeneous variances would have us compute
where s 2 pool is a pooled estimate of the variance 1 to get a two-sided p-value P (|T | > |T 0 |) for T ∼ t (n − 2). This is an exact test if the X i follow a normal distribution. In practice, the test is only asymptotically exact due to the central limit theorem.
To test the same hypotheses using a permutation test, we treat X 1 , . . . , X n ∈ R as fixed and consider π ∈ S n a random permutation uniformly distributed on the symmetric group on n elements. That is, π : {1, . . . , n} → {1, . . . , n}. Then, we note that the squared test statistic (2.1) is a monotonically increasing function ofX 1 −X 2 . Thus, we can consider the randomly permuted test statistic
which is normalized by the sample standard deviation s for the entire set X 1 , . . . , X n . 2 The tail 
Let T 0 be the test statistic T (π) when π is the identity-i.e. the original ordering. Then, the p-value for the above hypothesis test is P (T (π) > T 0 ), which is often computed by randomly generating N n! random permutations from S n instead of exhaustively enumerating all elements of S n .
To avoid the Monte Carlo approximation of equation 2.3, we instead prove a sub-Gaussian bound on the p-value.
Theorem 2.1 (Univariate Data). For T (π) from equation 2.2 with m 1 = κm 2 for some κ > 1, then P (T (π) > t) ≤ exp −nt 2 /2 κ + 1 3 .
Remark 2.1. Though this theorem allows for any imbalance in the sample sizes, we in practice find that applying bound with κ = 1 is sufficient even when there is slight to moderate imbalance in the samples. The above theorem is meant to work for any arbitrary fixed x 1 , . . . , x n whereas often in practice these will be iid observations from some 'nice' distribution.
The performance of Theorem 2.1 on simulated data is displayed in Figure 1 for balanced and for imbalanced samples averaged over 1000 replications. In the balanced case, we simulate m 1 = m 2 = 100 Gaussian random variates with distributions N (0, 1) and N (µ, 1) for µ ∈ [0, 1]. We compare the classic student's t-test to the permutation test with 1000 permutations and the bounds from Theorem 2.1 with κ = 1 (balanced) and κ = 2.33 (imbalanced). Notably, the balanced Khintchine bound returns p-values only slightly larger than the standard t-test. For the imbalanced case, the sample sizes are now m 1 = 140, m 2 = 60. The imbalanced bound is not as sharp, but the balanced bound still gives a close approximation to the t-test p-value.
Multivariate and functional data, the Commutative Case
To extend our tail bounds beyond the real valued setting, we require some definitions. The square root of a matrix is not in general unique; namely, if A = LL * with L * being the adjoint of L, then for any orthonormal matrix U , LU is also a square root of A. However, for a positive semi-definite matrix, we have a canonical square root. Note that both of the following definitions extend to the case of compact operators on Banach spaces.
is the orthonormal matrix of eigenvectors and D is the diagonal matrix of eigenvalues, (λ 1 , . . . , λ d ). Then, A 1/2 = U D 1/2 U T where D 1/2 is the diagonal matrix with entries (λ 1/2 1 , . . . , λ 1/2 d ). Definition 2.3 (q-Schatten norm for matrices). For an arbitrary matrix A ∈ R k×l and p ∈ (1, ∞), the q-Schatten norm is A
is the vector of singular values of A and where · q is the standard q norm in R d . In the covariance matrix case where A ∈ R d×d is symmetric and positive-definite, A q S q = tr (A q ) = λwhere λ is the vector of eigenvalues of A. When q = ∞, we have the standard operator norm on 2 (R d ),
In the covariance matrix setting, this coincides with the maximal eigenvalue of A.
Let X 1 , . . . , X n ∈ X where {X , · } is a commutative Banach space-e.g. vectors in R d with q norm or continuous functions on [0, 1] with L q norm. For m = n/2, the test statistic of interest is T 0 = i≤m X i − i>m X i . Then, Theorem 2.1 can be extended to such settings using a version of the Kahane-Khintchine inequality under a weak dependency from Theorem A.7 proved in the appendix. For simplicity of notation, we assume that the X i are centred about the sample mean.
Theorem 2.2 (Communative Banach Space). Let m = n/2, · S q be the q-Schatten norm for matrices or operators, and ε 1 , . . . , ε n be Rademacher random variables such that
Remark 2.4 (On optimal constants). The optimal constant c in the above theorem follows from the optimal constant in the Kahane-Khintchine inequality, which is not currently known. 3 However, it is strongly conjectured to agree with the optimal constant for the standard Khintchine inequality. In that case, we would take c = 64 in the above theorem, which is 16 from Theorem 2.1 times 4 from that fact that T (π) is not a symmetric random variable. For more details, see the proof and discussion in appendices A and B. We also consider calibrating such unknown constants to the data in Section 3.3.
Example 2.5 (Berkeley Growth Curves: Functional Means). To demonstrate the above theorem, we apply it to the classic Berkeley growth curve dataset (Ramsay and Silverman, 2005) . 4 This dataset contains measurements of 93 children-39 males and 54 females-taken at 31 time points between the ages of 1 and 18 years. A set of 30 curves was randomly selected from the male curves and 30 curves from the female curves to test for a difference in the population mean curves based on those observations. This was repeated 100 times to see the resulting p-values under the L 1 , L 2 , and L ∞ norms. Table 1 displays the results. Only when using the L 1 norm is the difference between the male and female curves statistically significance. Secondly, Table 1 contains the result of generating 100 p-values by randomly sampling two disjoint sets of 30 curves from the entire 93 curve dataset-i.e. without considering the male/female label-to test the null hypothesis setting. Here we see that the quantiles for the 100 observed pvalues align nicely for the L 1 norm but are much too high for the L 2 and L ∞ norms. Thus, using this method with the L 2 or L ∞ norm is too conservative resulting in poor performance on this dataset. For the left side under Gender Differences, over 100 replications, 30 growth curves from males and 30 from the females were selected at random and p-values were computed. The 5%, 50%, and 95% quantiles are displayed for the L 1 , L 2 , and L ∞ norms. Only the L 1 norm reports significant p-values. The right side under Null Setting repeats the same experiment but with two sets of 30 curves selected at random from the entire dataset. The L 1 norm produces p-values close to the null setting whereas the other norms generally report p-values that are much too high.
Matrix and Operator data, the Non-Commutative Case
Following from the previous section, we outline similar tail bounds in the case of matrix or operator data with emphasis on application to testing for equality of covariances. Hence, the following theorem is applied to symmetric positive definite operators in the example below and to the data in Section 4. The test statistic of interest is still T 0 = i≤m X i − i>m X i , but with the X i now belonging to a non-commutative Banach space.
Theorem 2.3 (Non-Communative Banach Space). Let · S q be the q-Schatten norm for a matrix or operator and ε 1 , . . . , ε n be Rademacher random variables such that
Remark 2.6. Of particular interest are covariance operators being compact trace-class self-adjoint operators. Consequently, we have the same bound but with S = ( n i=1 X 2 i ) 1/2 S q . Example 2.7 (Phoneme Curves: Covariance Operators). We apply Theorem 2.3 to the classic phoneme dataset (Ferraty and Vieu, 2006) , which consists of 400 log-periodograms for 5 different phonemes-the vowel from 'dark' aa, the vowel from 'water' ao, the plosive d-sound dcl, the fricative sh-sound sh, the vowel from she iy-sampled at 150 frequencies. 5 Using the notation of the International Phonetic Alphabet (IPA), aa is A, ao is O, dcl is d, sh is S, and iy is i. To produce covariance operators for testing, we first randomly permute the order of the 400 curves, then group these curves into sets of 10 to produce a set of 40 covariance operators for each of the five phoneme classes. This is replicated 100 times with different random groupings of curves.
We apply our method to each of the 10 pairwise comparisons between phonemes resulting in Figure 2 . The box-plots result from 100 p-values produced for each phoneme pairing. The operator norm · S ∞ was used in the plots as it gave the best statistical power in practice. This is in contrast to Pigoli et al. (2014) and Cabassi et al. (2017) where the trace norm · S 1 gave the best statistical power among the family of Schatten norms when used for permutation testing on covariance operators. correction for the k 2 pairwise comparisons and (2) the construction of a global p-value. Classical hypothesis testing would have us first reject the global hypothesis and follow up with pairwise post-hoc testing. For permutation tests, we begin with pairwise testing and combine these tests into a global p-value.
For one-way ANOVA, let X i,j be the jth observation from category i for i = 1, . . . , k and j = 1, . . . , n i under the model
with global mean µ, ith treatment effect τ i with k i=1 τ i = 0, and exchangeable errors ε i,j -i.e. permutationally invariant (Kallenberg, 2006) . We wish to test the following:
Under the pairwise null H i,j 0 , the difference in category means isX i· −X j· =ε i· −ε j· . Thus, the permutation test requires exchangeable errors-i.e. the distribution ofε i· −ε j· is invariant under any random permutation. This is weaker than the standard iid setup and, most critically, does not require normality.
Multiple Pairwise Tests
From Section 2, we can compute test statistics T
and consider the permutation distribution of T (ij) (π) for some uniformly distributed π ∈ (S) ni+nj . For familywise type I error control, the pairwise statistics come from independent applications of dependent Rademacher vectors. Hence, we can rely on standard multiple testing corrections such as the simple Bonferroni correction as proposed in (Basso et al., 2009, Chapter 5) or the slightly more involved step-down procedure as used in Cabassi et al. (2017) . In experimental design, some authors even prefer to forego such corrections are report raw uncorrected p-values (Wu and Hamada, 2011). The phonological data analysis in Section 4 will consider such approaches.
Global Test
The k-sample global significance test statistic can be written as a combination of the pairwise statistics:
To test the significance of T 0 , a permutation framework can be implemented in one of three ways; see Basso et al. (2009) Chapter 5 for more details. The first is the pooled method in which the entire data set of N = n 1 + . . . + n k observations is permuted. The second is by aggregation of the pairwise statistics where each permutation is applied independently to each pair of samples. The third is the synchronized method which only applies to balanced designs-i.e. n 1 = . . . = n k -in which the same permutations are applied to each category pairing (i, j). This is the preferable approach when the design is balanced. As we have already discussed individual pairwise testing, we focus on the synchronized test in the context of our Kahane-Khintchine methodology.
Remark 3.1. Beyond univariate data, the above test statistic T 0 can be considered on the direct sum of κ = k 2 Banach spaces. That is, for a sequence of Banach spaces (X i , · i ) and elements X i ∈ X i , we can define a new Banach space by the 2 direct sum
See any text on discussing sequences in Banach spaces such as Diestel et al. (1995) for more details.
Synchronized Test
The synchronized setting is the preferred approach for balanced designs; see, for example, Basso et al. (2009); Cabassi et al. (2017) . This approach applies the same permutations to each pairing. Let X (1) , . . . , X (k) be m-long column vectors containing the observations of samples 1, . . . , k, respectively. Then, let X be the 2m × k 2 matrix with columns
Lastly, let ε T = (ε 1 , . . . , ε 2m ) such that ε i = 0. The synchronized permuted version of the global test statistic in Equation 3.2 is then X T ε 2 2 = 2m i,j=1 a i,j ε i ε j for a i,j , the i, jth entry in XX T . This is a second order Rademacher chaos (Ledoux and Talagrand, 1991, Section 4.4) except that the ε i are not iid. In this case, we still have a sub-Gaussian bound achievable via a decoupling argument (Kwapien, 1987) with proof in the appendix.
Up to constant c, this theorem coincides with the result for a two sample test as for
(2) m ) T , the term S equals the sample variance of the x (j) i . However, the constant c emerging from the proof is much too large to get any meaningful statistical power from this theorem. This optimal constant problem is rectified in the next section.
Null Calibration
The universal constant coming out of the proof used in Theorem 3.1 is far from optimal for real valued data. For multivariate or functional data, optimal constants are not known for the Kahane-Khintchine inequality even with over half a century of research on the topic. Consequently, we consider an alternative approach that adjusts our tail bound by calibrating the above theorems to the null setting. Specifically, we want to choose a c > 0 such that exp −median{T (π) 2 }/cS = 1/2.
To achieve this from a set of observations we generate a small number of permuted test statistics T (π 1 ), . . . , T (π g ), say g = 5. Then, we take the sample medianM π and choose a calibrated constantĉ =M 2 π / log(2)S.
Example 3.3 (Calibrated Synchronized Test). We demonstrate the analytic synchronized test of Theorem 3.1 with the above calibration method for simulated real valued data. We compare our approach to the ANOVA F-test and the standard synchronized permutation test using 1000 permutations.
The left side of Figure 3 compares p-values produced by the three methods on k = 7 sets of n = 100 Gaussian random variates where 6 of the sets have zero mean while the seventh has mean indicated on the horizontal axis. All variances are set to 1, and the simulation is replicated 1000 times with average p-values displayed. The right side of Figure 3 runs the same test but with the first six groups comprised of central chi-squared random variates with one degree of freedom and the seventh group comprised of non-central chi-squared variates with one degree of freedom and non-centrality parameter indicated on the horizontal axis. In both cases, the calibrated test tracks perfectly with the classic F-test and with the synchronized permutation test until the lower bound is reached.
Phonological differences between vowels
Taking inspiration from the classic phoneme dataset (Hastie et al., 1995; Ferraty and Vieu, 2006) discussed previously in Example 2.7, we consider log-periodograms for the phonemes of 12 spoken vowels detailed in Table 2 . 6 This data is available at https://sites.ualberta.ca/~kashlak/ kashData.html. The raw data consists of 12 phonemes recorded 12 times each from 4 different speakers. The data was recorded on a Tascam DR-05 portable linear PCM audio recorder as a mono 24-bit wave file sampled at 96 kHz, which is currently considered high definition audio in contrast to the standard 16-bit 44.1 kHz audio on compact discs. The primary vowel phoneme was extracted as a 170 millisecond clip corresponding to 16384 = 2 14 samples. These clips were transformed into log periodograms via the tuneR package Ligges et al. (2018) as displayed in Figure 4 for a single speaker. As is common with functional data, the raw log-periodograms were first smoothed. In this case, cubic smoothing splines were used. However, many other smoothing methods can be applied to functional data.
Two experimental designs were employed in the collection of this data and will be tested in the following subsections. First, the 12 words were vocalized 12 times in a Latin square design. Each row corresponds to a replication of speaking all of the 12 words, and each column corresponds to the order of the words within a replication. This was done to test for changes in speech during the recording period. Secondly, this Latin square design was replicated for 4 different speakers with two binary blocking factors male/female and Canadian/Chinese. Thus, we have a 12 × 4 complete randomized block design with functional data. The total sample size is 576 = 12 × 12 × 4 log-periodogram curves.
i weave e waiter E wetter ae wag I wiggle 9 what u woohoo U woods 3 world o woke 2 wonder 6 water 
Latin square design for functional means
For an unreplicated Latin square design, we cannot perform a permutation test for the significance of each factor simultaneously. Exchangability under the null hypothesis for one factor requires fixing the levels of all other factors when permuting data points. However, if we fix the Latin square row and column indices then only a single observation remains leaving nothing to permute. To rectify this, a stepdown approach as in Basso et al. (2009) chapter 7 for unreplicated factorial designs can be applied. As a permutation test requires exchangeable observations under the null hypothesis, test statistics for each factor are first computed. Beginning with the largest, the null hypothesis implies the null hypotheses for all other factors and hence acts as the global null allowing for the data to be permuted. If this null is rejected, then we proceed to test the second largest test statistic while fixing the levels of the first factor. Once a null is not rejected, this method stops. Otherwise, all factors can be tested except for the last one as rejecting all other null hypotheses would leave no room for further permutations. For the vowel data, we have 12-level row, column, and vowel factors giving the model
where y ijk (t) is a smoothed log-periodogram, µ is the global mean, and the ξ ijk are mean zero exchangeable errors. For all four subjects, the vowel factor produced a much larger test statistic than the row and column effects as expected. Thus, after rejecting the null of there being no difference among the spoken vowels, the row or column factor can be considered. For all four subjects, the row and column effects were not deemed to be statistically significant. Pairwise comparison of the vowels for each subject was also performed. However, of the 66 pairwise hypotheses to test, one subject rejected 25 nulls, another rejected only 5 nulls, and the last two rejected 0 nulls after taking multiple testing into account. This is in contrast to the randomized block design discussed in the next section that, making use of the entire dataset, identifies 57 of the 66 pairings as significantly different. Before computing the test statistics and p-values in the randomized block design discussed next, each log-periodogram was centred by subtracting off the row and column effects from the Latin square design. This resulted in an improvement in the reported p-values such as those in Table 3 , which were larger in the case that the row and column effects were not removed.
Complete Randomized block design for functional data
A complete randomized block design (CRBD) aims to test a treatment effect as in one-way ANOVA but with the addition of blocking factors to account for sources of variation unrelated to the treatment of interest. For functional data, a computation-free CRBD can be performed by using the synchronized permutation test for two-way ANOVA from chapter 6 of Basso et al. (2009) combined with the Kahane-Khintchine based tail bound. To achieve this, a difference between the functional means or covariances is computed for each of the 12 2 vowel pairings while holding the levels of the blocking factors constant. For each pairing, the test statistics can be summed over the levels of the blocking factors thus removing any influence from interaction terms even though they are generally assumed to be negligible in this setting. Theorems 2.2 and 2.3 can be applied for functional means and covariance operators respectively to bound the pairwise p-values. The computed test statistics can be aggregated using Theorem 3.1 to get a global p-value. Note that a standard permutation test would require the computation of 264 = 66 × 4 test statistics via Monte Carlo simulation from the symmetric group, which in the case of covariance operators and Schatten norms implies 264 SVD calculations per permutation. This is further expanded by, say, performing 13200 = 66×200 permutations to be able to test each hypothesis at the 0.01 level after correcting for multiple testing. Focusing only on the approximately 3.5 million required SVDs, a timing test run on an Intel Core i7-7567U CPU at 3.50GHz estimates 3 hours and 40 minutes of compute time when considering 100 dimensional matrices and an estimated run time of 7.4 days on 400 × 400 dimensional matrices.
This approach was first applied pairwise to the sample covariance operators for each vowel as past work has emphasized that the covariance structure of speech data is the best lens to detect differences (Pigoli et al., 2014 (Pigoli et al., , 2018 . However, for this dataset with a relatively small number of Pairwise log base-10 p-values in L 1 norm ae e 6 i E 9 I o 2 U u e -10.3 6 -19.5 -6.7 i -11.9 -2.6 -8.9 E -1.5 -5.9 -14.2 -8.9 9 -9.5 -6.7 -5.2 -9.9 -6.6 I -12.2 -0.4 -7.6 -1.9 -7.6 -7.7 o -34.9 -19.5 -5.7 -22.0 -29.3 -16.9 -18.8 2 -10.0 -5.5 -4.5 -6.6 -5.8 -2.1 -6.0 -17.6 U -29.4 -10.2 -2.3 -11.6 -23.6 -10.9 -10.1 -3.7 -9.6 u -32. 0 -11.8 -3.5 -13.2 -26.5 -14.2 -11.2 -2.6 -12.6 -0.5 3 -18.5 -8.4 -3.0 -12.5 -13.3 -4.1 -8.8 -5.9 -3.6 -3.3 -4.4 12 replications per factor level combination, only a few significant differences were detected via application of Theorem 2.3 and the Schatten norms S 1 , S 2 , or S ∞ even after calibrating for the unknown constant. After correcting for multiple testing, this significance was lost completely. In Appendix C, we recreate the covariance operator simulations from (Pigoli et al., 2014) with sample size m = 30 to demonstrate the success of the Kahane-Khintchine approach to testing equality of covariance operators when the sample size is larger. However, this approach was also applied to the sample mean log periodograms, which yielded more interesting results. The L 1 norm gave the best statistical power when compared with the L 2 and L ∞ norms, which mostly returned insignificant p-values. Table 3 displays Figure 5 displays a dendrogram for hierarchical clustering using complete linkage built on the pairwise L 1 distances between the mean vowel curves. It similarly displays the rough clustering based on tongue position precisely as the IPA chart reveals.
The blocking factors {male,female} and {Canadian, Chinese} can also be similarly tested without removing the row and column effects from the Latin square design; otherwise, the mean taken over the entire dataset will be zero. In L 1 norm, we get p-values of 0.0002 and 0.00003 for gender and country, respectively. In L 2 norm, we get the weaker p-values 0.03 and 0.07.
The null hypothesis setting can also be tested on this dataset by randomly choosing four new 12 × 12 Latin squares, one per speaker, to randomize the vowel labels. In that case, the average p-value of the 66 tests under the L 1 norm is 0.49 with standard deviation 0.18. In contrast, under the L 2 norm, the average p-value is 0.79 with standard deviation 0.1 indicating that the proposed methodology is too conservative when using the L 2 norm.
Conclusion
The p-value has stood for over a century as a pillar of frequentist statistical methodology. In an era where the efficacy of p-value based testing is called into question (Wasserstein et al., 2016) , the permutation test offers a useful paradigmatic shift in test interpretation. In short, we do not consider the probability of the observed data under some null distribution, but rather consider the probability of the specific arrangement of the fixed observations over all possible rearrangements. Thus, we are testing the supposed permutation invariance of the data.
In this article, we approached k-sample testing through application of an analytic approximation to the permutation test p-value notably without relying Monte Carlo simulation of the distribution of the test statistic over the uniform distribution on the symmetric group. Experimental design for functional data was the main motivation for this work as standard simulation-based permutation testing can be applied but at a high computational cost. Other applications of interest include any online testing where data must be processed, results returned, and decisions made in real time. The lag resulting from a classic permutation test is unacceptable in such settings. This methodology is generally applicable to other complex testing settings including other types of group invariances-e.g. rotationally invariant test statistics. Furthermore, the duality of hypothesis testing with confidence sets suggests investigation into using variants of the Kahane-Khintchine inequality to construct confidence balls for estimators with finite sample guarantees on the coverage.
where ε 1 , . . . , ε n are iid Rademacher random variables-i.e. P (ε i = 1) = P (ε i = −1) = 1/2. For this article, we are only concerned with the upper bound B 2p for p > 2. In Garling (2007), B 2p = [(2p)!/2 p p!] 1/2p which gives B 2p < √ 2p, but also via Stirling's inequality B p ∼ (p/e) 1/2 as p → ∞. The expectation in above theorem is with respect to the ε i corresponding to a uniform distribution on the 2 n vertices of the n-hypercube. In what follows, we consider expectation over the uniform distribution on the n! elements of the symmetric group S n . This will be denoted E π where π ∈ S n is treated as a uniform random permutation.
In Spektor (2016) , the restricted Khintchine inequality is introduced where it is required that n i=1 ε i = 0 introducing a weak dependency among the ε i . In the proof in Spektor (2016) , this weak dependency doubles the variance by comparing two sets of data. Thus, the constant becomes B 2p = [(2p)!/p!] 1/2p . Theorem A.2 (Spektor (2016) Theorem 1.1). For any p ∈ [2, ∞), there exist positive finite constant B p such that for any sequence x 1 , . . . , x n ∈ R,
where ε 1 , . . . , ε n are Rademacher random variables such that ε i = 0 and s 2 n = (n−1) −1 n i=1 (x i − x) 2 is the sample variance of x.
Remark A.3. In the statistics context, if we divide by m = n/2, we have E π |x
is the average of the first m of the x π(i) for some random permutation π and similarly forx (π) 2 . The previous theorem only applies to a balanced two sample setting. In the following, we extend the ideas in Spektor (2016) to the imbalanced testing setting. Other such extensions to imbalanced Khintchine inequalities were considered in Spektor (2014) . Note that in the following theorem, the bound on the right-hand-side is in terms of the smaller of the two sample sizes m 2 < m 1 reducing the power drastically in a highly imbalanced setting where other approaches should be considered.
Theorem A.4 (Imbalanced Case). For m 1 > m 2 > 0, let n = m 1 + m 2 and M = m 1 − m 2 and let κm 2 = m 1 for some rational κ > 1. Let δ 1 , . . . , δ n be weighted dependent Rademacher random variables such that marginally P (δ i = 1/m 1 ) = P (δ i = −1/m 2 ) = 1/2 and such that δ i = 0i.e. precisely m 1 of the δ i equal 1/m 1 and m 2 equal −1/m 2 . For any p ∈ [2, ∞), there exists a positive finite constant B p such that for any sequence x 1 , . . . , x n ∈ R, 7
∞] be such that ξ −1 1 + ξ −1 2 = 1, and let X, Y be positive real random variables. Then,
Proof. We note that ξ 2 = ξ 1 /(ξ 1 − 1). Then,
Proof of Theorem A.4. We first decompose the weighted Rademacher sum. Without loss of generality, assume m 1 > m 2 and let n = m 1 + m 2 and M = m 1 − m 2 . Also, assume the x i are centred-i.e. n i=1 x i = 0-and let ξ 1 , ξ 2 > 0 such that ξ −1 1 + ξ −1 2 = 1. Thus, via convexity, we have
To bound (I), we apply the balanced weakly dependent Khintchine inequality. Let I ⊂ {1, . . . , n} with cardinality |I| = M . For such an index set I, let Π I = {π ∈ S n : π({2m 2 + 1, . . . , n}) = I}. That is, π ∈ Π I maps the final M indices into I. Note that |Π I | = n M . As a result,
As the x i are centred, we have that ( i / ∈I x 2 i ) p/2 ≤ s p n = ( x 2 i ) p/2 , and hence
For (II), we first assume that κ is a positive integer and m 1 = κm 2 so M = (κ − 1)m 2 . In this case, we have 
Noting that E π n i=m2+1δ i x i p is merely the original term to be bounded but with m 1 = κm 2 and M = (κ − 1)m 2 replaced by (κ − 1)m 2 and (κ − 2)m 2 , respectively, we apply this idea κ − 1 more times to get
. Now, consider κ = a + r ∈ Q with a ∈ N and r ∈ [0, 1). Then, Noting further that ra + r < a + r so that 1 + r/(a + r) < 1 + 1/(a + 1), we multiply by (a + 1) on each side to get (a + 1)(1 + r/(a + r)) < a + 2. Hence,
Hence, for κ ∈ N, we have κ + 1 = κ + 1 , and for κ a non-integer we have a + 2 = κ + 2 = κ + 1 = κ + 1 .
A.2 Kahane-Khintchine-type Inequalities
Kahane extended Khintchine's inequality from the real line to normed spaces Kahane (1964) ; Lata la and Oleszkiewicz (1994) . The optimal value for the constant C p,p in Theorem A.6 below is not known in the case of interest for this article, p > p = 2; however, it has been conjectured to be the same as in the real case, and as we see from the simulations and real data experiments, this conjecture seems to hold for our purposes. In what follows, let X be a normed space with norm · . Those spaces of interest include R d , L 2 (0, 1), and spaces of matrices and positive definite trace class operators-i.e. covariance operators.
Theorem A.6 (Kahane-Khintchine Inequality (1964) ). For any p, p ∈ [1, ∞), there exists a universal finite constant C p,p > 0 such that for any sequence of X 1 , . . . , X n ∈ X
where ε i are iid Rademacher random variables.
In general, we will consider the right hand side with p = 2, which bounds the pth moments by the second moment. For statistical applications, we are interested in a few specific setting for this theorem. Namely, if X = R d for d ≥ 2, then for the q norm with q ∈ [1, ∞], we have
where · S q is the q-Schatten norm andΣ is the empirical covariance estimator for the X i . Similarly, in the functional data setting, if X i are continuous and in L q [0, 1], then the right hand side becomes C p (n − 1) 1/2 Σ (s, s ) 1/2 S q whereΣ : [0, 1] 2 → R is the empirical covariance operator. For non-commutative Banach spaces, such as when X i are real valued matrices, we have a slightly different bound. Let X = R d×d . Then, with respect to the q-Schatten norm,
The above results all have iid ε i . Applying similar methods as in Spektor (2016) and as in the previous section, we can consider the moment bounds under weak dependency conditions on the ε i . This theorem is stated for balanced samples with adjustments for imbalanced samples omitted as they follow exactly as in the previously discussed real valued setting.
Theorem A.7 (Kahane-Khintchine with Weak Dependence). Let ε i are Rademacher random variables such that ε i = 0. Furthermore, let p ∈ [1, ∞). For commutative Banach spaces-e.g. q (R d ) and L q (0, 1)-there exists a universal finite constant C p > 0 such that for any sequence of X 1 , . . . , X n ∈ X
For non-commutative Banach spaces-e.g. Schatten classes of covariance matrices or operatorsthere exists a universal finite constant C p > 0 such that for any sequence of X 1 , . . . , X n ∈ X
Before proving this theorem, we discuss some preliminary results regarding Schatten norms. Let denote positive semi-definite ordering. For positive semi-definite q-Schatten class linear operators Γ and ∆ with 0 Γ ∆,
where the square root is well defined as ΓΓ is symmetric positive semi-definite. Lastly, via direct calculation,
Proof. For S n the symmetric group on n elements, let f : S n → R by
For k = 1, . . . , m, we define B k,π = X π(k) − X π(k+m) and
where H m,π = 0 being an empty sum. Note that the B k,π are symmetric random variables for π uniform on S n . Thus, E π f (π) = E π B 1,π + H 1,π = E π −B 1,π + H 1,π and furthermore, letting δ 1 , . . . , δ m be iid Rademacher random variables,
From here, we consider separately the commutative and non-commutative settings.
For the commutative setting, we apply the facts about Schatten norms preceding this proof. Beginning with the classic Kahane-Khintchine inequality from above with p = 2, we have
For the non-commutative setting, we proceed as before using the non-commutative variant of Kahane-Khintchine and also noting that B i,π B i,π ≤ 2(X π(k) X π(k) + X π(k+m) X π(k+m) ). This gives the desired result.
A.2.1 On Optimal Constants
For the classic Khintchine inequality, the optimal constants due to Haagerup (1981) coincide with the lower bound imposed by the central limit theorem. That is, Khintchine's inequality states that E|
This coincides precisely with the pth absolute moment of a standard normal random variable-i.e. E|Z| p = B p for Z ∼ N (0, 1). For the Kahane-Khintchine inequality, optimal constants are not currently known. 8 However, it is strongly conjectured that they coincide with those in the standard Khintchine inequality. Moreover in the multivariate setting, due again to the central limit theorem, the optimal constant has a lower bound. Indeed, let Z ∼ N (0, Σ), then
This can be extended into a functional data setting using the fact that the space of covariance operators arises from the closure of the set of finite rank operators-i.e. the multivariate setting.
A.3 Sub-Gaussian Concentration
Given upper bounded on the pth moments of a random permutation statistic, we want to quantify the concentration behaviour. In particular, we want as sharp an upper bound as possible to achieve the best statistical power for hypothesis testing. We first consider the standard moment bounds to achieve sub-Gaussian concentration (Boucheron et al., 2013) in Proposition A.8. This is improved if X is symmetric (Garling, 2007) in Proposition A.9. Lastly, even if the moment condition is weakened as in Proposition A.11, we still have sub-Gaussian concentration.
Proposition A.8. For a centred univariate random variable X ∈ R such that E|X| 2p ≤ p!C p for some constant C > 0. Then, P (X > t) ≤ e −t 2 /8C . Proposition A.9. For a centred symmetric univariate random variable X ∈ R such that E|X| 2p ≤ p!C p for some constant C > 0. Then,
Remark A.10. Note that the difference between the above two propositions is a factor of 4 in the denominator of the exponent. This stems from a standard symmetrization trick where one considers X and X , an iid copy of X, so that
Thus, the following results can be similarly adjusted for asymmetric random variables.
Proposition A.11. For a centred symmetric univariate random variable X ∈ R such that E|X| 2p ≤ (2p)!C p /p! for some constant C > 0. Then, P (X > t) ≤ e −t 2 /4C .
Proof. The moment generating function is
The result follows from Markov's (Chernoff's) Inequality.
B Proofs of main theorems
Now that all of the results from the previous section have been established, we prove the tail bounds on the test statistics of interest by (1) applying the appropriate Khintchine-type moment bound and (2) applying the appropriate sub-Gaussian bound on the moment generating function.
Proof of Theorem 2.1. For the balanced case of κ = 1, let n = 2m and ε 1 , . . . , ε n be Rademacher random variables such that n i=1 ε i = 0-i.e. not independent. Then, we can rewrite T (π) from equation 2.2 as
Treating X i ∈ R as fixed, we can use Theorem A.2 to bound the pth absolute moment of T (π) for π uniformly distributed on S n , E ε |T (π)| p = 1 sm p E ε ε i X i p ≤ B p X 2 2 − nX 2 s 2 m 2 p/2 . However, the term X 2 2 − nX 2 = (n − 1)s 2 < 2ms 2 . Hence, the result of Spektor (2016) can be equivalently rewritten as E|T (π)| 2p ≤ (2/m) p B 2p = 2 p (2p)! m p p! .
Applying Proposition A.11 gives the desired result. For κ > 1-i.e. the imbalanced setting-we apply Theorem A.4 to get moment bounds E|T (π)| 2p ≤ (κ + 1) 2 2m 2 p (2p)! p! .
and Proposition A.11 again to get the desired result.
Proof of Theorem 2.2. As with the previous proof, let n = 2m and ε 1 , . . . , ε n be Rademacher random variables such that n i=1 ε i = 0. Our permuted test statistic is T (π) = n i=1 ε i X i q . We apply Theorem A.7, our Kahane-Khintchine variant assuming the above dependency on ε, in the commutative Banach setting to get
Note that while the optimal constant is not known, C p ∼ p 1/2 from the central limit theorem and from the proof in Diestel et al. (1995) , Chapter 11. Hence, applying the fact that ((2p)!/p!) 1/2p ∼ p 1/2 and Proposition A.11. We have the desired result.
Proof of Theorem 2.3. This proof is identical to that for Theorem 2.2 except we apply the noncommutative variant of Kahane-Khintchine.
Proof of Theorem 3.1. Let T = X T ε 2 and note for n = 2m that T 2 = n i=1 a i,j ε i ε j where a i,j is the ijth entry of XX T . This is an homogeneous Rademacher chaos of order 2.
As in Spektor (2016) , we note the following correspondence. Let Ω = {ε ∈ {±1} n | ε i = 0}, then π ∈ S n ←→ {ε ∈ Ω | ε i = 1 if π(i) ≤ m and ε i = −1 if π(i) > m} .
Hence, for any π ∈ S n , we can write T 2 (π) = i≤m,j≤m a π(i),π(j) − i>m,j≤m a π(i),π(j) − i≤m,j>m a π(i),π(j) + i>m,j>m a π(i),π(j) and consider E ε |T 2 | p = E π |T 2 (π)| p = E π m i=1 a π(i),π(j) − a π(i+m),π(j) − a π(i),π(j+m) + a π(i+m),π(j+m) p .
Writing b k,k ,π = a π(k),π(k ) −a π(k+m),π(k ) −a π(k),π(k +m) +a π(k+m),π(k +m) , and H k,π = i,j∈I k b i,j,π where the sum is over I k = {1 ≤ i, j ≤ m | i + j > k + 1} with the empty sum being zero, we note that T 2 (π) = b 1,1,π + H 1,π = b 1,1,π + b 1,2,π + b 2,1,π + b 2,2,π + H 2,π = . . . = m i,j=1 b i,j,π .
Then, E π |T 2 (π)| p = E π |b 1,1,π + b 1,2,π + b 2,1,π + b 2,2,π + H 2,π | p = E π |b 1,1,π − b 1,2,π − b 2,1,π + b 2,2,π + H 2,π | p = E π E δ |δ 1 δ 1 b 1,1,π + δ 1 δ 2 b 1,2,π − δ 2 δ 1 b 2,1,π + δ 2 δ 2 b 2,2,π + H 2,π | p for δ 1 , δ 2 iid Rademacher random variables. Continuing in this fashion, we have E π |T 2 (π)| p = E π E δ | m i,j=1 δ i δ j b i,j,π | p . From here we apply Corollary 3 from Kwapien (1987) . For each γ, we test H 0 : Σ M = Σ(γ) against H 1 : Σ M = Σ(γ) via a standard permutation test as in Pigoli et al. (2014) with 512 permutations and via our Kahane-Khintchine bound. This is replicated 1000 times resulting in Figure 7 . We see that for the trace, Hilbert-Schimdt, and operator norms, the power loss for using our upper bound is not much different from the standard permutation test. At worst, the p-values are 2-4 times larger than necessary.
