Introduction
Unsupervised clustering algorithms have found a number of applications ranging from data analysis, visualization, and importantly transfer learning and unsupervised image category discovery [16, 14, 10] . Traditional methods that group data with a predefined metric, however, are very sensitive to the resulting choices or do not optimize the feature space jointly with clustering. If there is a complex nonlinear mapping between the input data and the desired semantic meaning of the clusters, the resulting clustering often cannot capture such meaning. In contrast, constrained clustering methods explicitly define the desired pairwise relationships as side information to the clustering algorithm. When paired with deep learning, the algorithm can learn the metric or feature representation to fit the desired relationships as well as optimize the assignments themselves.
Within this class of methods, the constraints often represent must-link/cannot-link or similar/dissimilar pairs (we use the latter in this paper). If a pair of data should be assigned to the same cluster, then it is a similar pair; otherwise it is dissimilar. The constraints could be regarded as an interface to inject prior knowledge for clustering. Such information can be obtained via human labeling (supervised or semi-supervised setting), spatial or temporal relationships e.g. in videos (unsupervised setting) [15] , or through a similarity metric learned on a different domain (transfer learning) [11] . Hence the constrained clustering formulation is a powerful concept that can bridge (semi-)supervised learning, unsupervised learning, and transfer learning.
A recent work [11] proposed a neural network-based constrained clustering objective in the form of a contrastive loss with KL-divergence. It demonstrated the transfer of learned pairwise similarity across tasks by clustering. Such a strategy can perform novel vision tasks, e.g. image category discovery with unlabeled examples of unseen categories. However, there are two critical challenges for this method: there is a degradation in the clustering performance when the chosen backbone network exceeds certain depth or when the number of clusters in the objective is larger (than a size of 10). These challenges prevent it from being applied to many real-world problems, which requires scalable solutions. Therefore, in this work we propose a new objective in the form of clustering likelihood to mitigate the mentioned issues.
The Constrained Clustering Likelihood
This section considers the constrained clustering problem. Suppose X = {x 1 , .., x n } denotes a dataset of n instances, where each instance belongs to a set of unknown clusters c ∈ {1, 2, .., k}. The set of constraints S = S + ∪ S − contains two types of pairwise relationships, where S + is the set of tuples (i, j) where (x i , x j ) is a similar pair, and S − contains the same for dissimilar pairs. Similar to [9, 11] , we define a neural network f θ (
T that maps each sample x i to a categorical distribution, i.e. k c=1 p i,c = 1, which is the probability of data x i belonging to cluster c. This is done by reinterpreting the softmax output of a neural network as outputting a probability distribution over cluster assignments, and a specialized loss function that utilizes the constraints is used to update θ, the set of parameters in the neural network.
We introduce y i to represent x i 's assigned cluster with probability P (y i = c|x i ) = p i,c . For a pair of data (x i , x j ), the probability of assigning both to the same cluster c is:
In the above formulation we impose an assumption that y i and y j are independent given their source data x i and x j . For the simplicity of the representation, we omit the notation of conditioning since all of the following probabilities are conditioned on X.
Now we describe the probability of (x i , x j ) being a similar pair by marginalizing their joint distribution along the cluster index c:
(1) Then the probability of (x i , x j ) being a dissimilar pair becomes straightforward:
The constrained clustering likelihood L now can be defined as the product of all the probabilities of similar and dissimilar pairs:
(3) For finding θ, we minimize the negative log-likelihood of equation (3), which is referred to as CCL and optimize this objective using stochastic gradient descent. For collecting the final cluster assignment, we only feed the data forward into f θ again after the likelihood converged.
Results
We evaluate the proposed CCL and compare it with KLdivergence based constrained clustering loss (KCL) [9, 11] in two settings using image datasets.
In the supervised setting, we construct S from groundtruth category labels. The motivation is to evaluate the upper-bound performance and explore scalability regarding the number of clusters and depth of the neural network, ablating the effect of noise. Tables 1 and 2 demonstrate the superiority of CCL over KCL in terms of scalability.
In the unsupervised transfer learning (i.e. image category discovery) setting, we follow the procedure for transferring across tasks [11] , which uses a learned similarity function as the constraint provider. The predicted constraints are noisy and therefore demonstrate the performance of our algorithm in a real-world setting. The scenario of unknown number of clusters is also evaluated by setting a large k (e.g. 100) in the network output. Table 3 shows the results of discovering 30 held-out categories in ImageNet [7] . In the case of unknown number of clusters, CCL (71.5%) demonstrates a significant advantage over KCL (65.2%). A similar trend also happens in the experiments of discovering characters in the Omniglot dataset (supplementary table 4) which includes comprehensive comparisons. Therefore we empirically conclude that CCL is a better clustering objective for these types of category discovery tasks.
Network Architecture: We use convolution neural networks with a varied number of layers: LeNet [12] ; VGG [17] and the PreActResNet [8] . We also add a VGG8, which only has one convolution layer before each pooling layer, as the supplement between LeNet and VGG11. The number of output nodes in the last fully connected layer is the maximum number of clusters. We set it to the true number of categories for this section. Since the clustering objectives KCL and CCL both work on pairs of inputs, we insert a pairwise enumeration layer [11] between the network outputs and the loss function. Therefore the dense pairs in a mini-batch are all subject to the clustering loss.
Training configurations: All networks in this section are trained from scratch with randomly initialized weights. On the MNIST dataset, we use mini-batch size 100 with initial learning rate 0.1, which was dropped every 10 epochs by a factor of 0.1. We trained 30 epochs in total. On CI-FAR10 we use the same setting except that the learning rate is dropped every 30 epochs and it is trained for 70 epochs in total. We use SGD for the optimization on MNIST and CI-FAR10. For CIFAR100, the mini-batch size was 1000 and Adam was used as the optimizer with initial learning rate 0.001, which dropped every 70 epochs by a factor of 0.1. The training lasted 160 epochs. Table 4 : Unsupervised cross-task transfer from Omniglot bg to Omniglot eval for discovering the characters in Omniglot eval . The performance is averaged across 20 alphabets which have 20 to 47 letters. The ACC and NMI without brackets have the number of clusters equal to ground-truth. The "(100)" means the algorithms use k = 100, i.e. one hundred outputs from the network. The characteristics of how each algorithm utilizes the pairwise constraints are marked in the "Constraints in" column, where metric stands for the metric learning of feature representation.
Method
Constraints in ACC ACC (100) NMI NMI (100) Metric Clustering K-means [13] 21 instead of a holdout set since it is an unsupervised clustering setting.
