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ABSTRACT 
 
Cortical Neuromodulations Associated with Local and Global Strategies Used to Improve 
Performance in a Novel Brain Machine Interface Task 
 
Nathaniel R. Bridges 
 
Advisor: Karen A. Moxon, PhD 
 
It is becoming increasingly evident that neurons used to control an external device (i.e. direct 
neurons) in a Brain Machine Interface (BMI) task modulate their activity to enhance 
performance in the task.  Research has also shown that neurons not directly linked to the BMI 
(i.e. indirect neurons) also modulate their activity but their role and the extent of modulation is 
unclear.  Understanding the role of these indirect neurons is especially important when 
considering nervous system injuries such as spinal cord injury (SCI) in order to optimize 
performance in the injured state.  In an effort to increase our understanding of indirect neurons, I 
developed a novel bilateral perturbation-based BMI tilt task that can be executed by rats with and 
without SCI.  Within this task, I demonstrate that both hemispheres are equally engaged pre and 
post-SCI, starting performance begins well above chance and both animal types increase task 
performance with practice.  Uniquely, animals can achieve performance improvements without 
traditional water rewards and be divided into distinct learning and non-learning groups.  As 
animals learned, information changes suggest that learning animals use a combination of global 
(direct and indirect neuron modulations) and local strategies (direct-neuron specific 
modulations), whereas non-learning animals primarily used primarily global strategies.  
Interestingly in learning animals, only direct neurons increased information by increasing firing 
rate and timing differences between select tilt types, while indirect neurons only modulated firing 
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rate differences.  Additionally, only these direct neurons increased redundancy with practice.  
These results show that the cortex selectively modulates regions associated with BMI use but 
that neural effects can be seen in regions as far as the opposite hemisphere.  
 
 
 
 
 
 
 
 
 
 
  
xi 
 
 
 
 
 
 
1 
 
CHAPTER 1: Introduction  
 
1.1 Overview 
 
     While researchers, engineers and scientists have made significant strides, more work is 
needed before the goal of fully restoring the mobility in individuals with nervous system injuries 
such as spinal cord injury (SCI) is fully realized.  Brain machine interface (BMI)-driven 
neuroprosthetics, which circumvent injury sites by connecting the brain with technology capable 
of restoring function, serve as a potential means for achieving this goal.  Like other skills, BMI 
performance can be improved with practice (i.e. BMI-learning) and its usage is associated with 
functional neuroplastic change (i.e. firing rate and timing changes).  The strategies required for 
successful BMI-learning (i.e. how functional neuroplastic changes occur), however are unclear.  
An understanding of such strategies is crucial for the advancement of the BMI field as it 
establishes constraints on the mathematical algorithms (i.e. decoders) used by BMIs, facilitates 
the development of more sophisticated BMI systems, and will inform medical professionals on 
optimal training paradigms required to achieve clinical success following injury.   This is 
especially the case in the context of SCI, as functional neuroplastic changes associated with 
BMI-learning may interact (either positively/negatively) with SCI and SCI-related therapies—
which alone cause neuroplastic changes in the brain.  The long-term goal, therefore to increase 
our understanding of the strategies used by animals with SCI that ultimately lead to success in 
BMI-learning.  
     One approach towards elucidating cortical BMI-learning strategies is to examine direct (used 
by the BMI) and indirect (not used by the BMI) neurons.  As described in Hwang, Bailey, & 
Andersen (2013), direct and indirect neurons suggest that the brain use a global strategy to 
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modulate neural activity.  Within this strategy, direct and indirect neurons are driven by a 
common “intrinsic variable” and as such are unable to modulate independently.  In contrast, 
modulations of only direct neurons suggest that the brain used a local strategy.  When using local 
strategies, individual neurons modulate independently of surrounding neurons or surrounding 
networks.  Investigating indirect neuron changes, therefore is useful in gaining insight into the 
mechanisms used by the brain in BMI-learning.  It is unclear, however, the role such neurons 
play in BMI-learning.  Indirect neurons have been shown to modulate similarly, differently or 
not at all compared to direct neurons.  Additionally, a majority of BMI tasks have focused on the 
upper body, which is not relevant for individuals that have impaired lower-body function such as 
paraplegia.  Rat SCI-models are well-established and have demonstrated success as a means 
through which to study BMI-learning.  It is this dissertation’s goal therefore to clarify the role 
indirect neurons play in BMI-learning using a task that both intact and fully transected (i.e. SCI) 
rats can use. 
    The lack of consensus on the role of indirect neurons may result from limitations associated 
with state-of-the art BMI tasks.  Most tasks are primarily unilateral (e.g. reaching tasks) and/or 
use the same hemisphere for investigating direct and indirect neurons, which may confound 
results.  To resolve this issue, I developed a novel BMI task for rats that bilaterally engaged the 
brain.  Within this task, one hemisphere was used for direct neurons while the other was used for 
indirect neurons.  The impact of BMI training on direct and indirect neurons was then studied 
over 5 weeks while the animals worked in the task. Under this new approach, since the two 
cortices were functionally and simultaneously engaged, the central hypothesis was that animals 
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would primarily use a global strategy to improve task performance as demonstrated by direct 
and indirect neuromodulations.    
 
1.2 Aims of this thesis 
 
I tested the central hypothesis in an effort to accomplish this dissertation’s objective by pursuing 
the following aims: 
 
Aim1: Develop a novel BMI bilateral task that that can be used to clarify the impact of BMI 
training on direct and indirect neurons both before and after SCI  
Aim2: Characterize the effect of BMI task-related performance improvements on the firing 
properties of indirect neurons in intact rats   
 
To accomplish the above, in Aim 1 I developed a novel closed loop whole body perturbation-
based BMI task that bilaterally engages the cortex and does not rely on visual feedback (Bridges 
and Moxon, submitted).  Animals with and without SCI performed above chance on the first day 
of the task.  An approximate equal subset of animals improved performance levels in this task 
while the remaining animals did not.  This provided the added advantage of studying BMI-
learning cortical effects in animals that could and could not learn.  In Aim 2, animals were tilted 
for 25 days in the task and neural measures such as mutual information, redundancy, firing rate 
and latency were quantified for direct, indirect and a separate group of control neurons.  I found 
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that the cortex initially used a global strategy in BMI-learning but transitioned to using local 
strategies with practice by modulating firing rate and timing differences between tilt types.        
 
 
1.3 Background  
 
Brain Machine Interfaces 
1.3.1 BMIs for Upper Body Control  
The past several decades have witnessed varied success in developing BMIs to restore upper limb 
function by interfacing with technology (e.g. wheelchair, computer cursor, robotic arms, 
neurostimulators) in humans, primates and rodents.  In an effort to extend work by Evarts relating 
unanesthetized primate axonal conduction velocities and pyramidal tract neural firing rates to 
spontaneous (Evarts, 1965), conditioned movements (Evarts, 1966) and forces from wrist 
flexion/extensions (Evarts, 1968), Fetz operantly conditioned primates to modulate their firing rate in 
response to continuous auditory and visual feedback without (Fetz, 1969) and later with 
electromyography (EMG)(Fetz, 1969; Fetz & Finocchio, 1975).  Additional extensions of Evart’s 
work (Humphrey, Schmidt, & Thompson, 1970) formed the foundation for early forms of the BMI in 
the late 70s.  Technical “bottlenecks”, however, such as obtaining required cortical signals at suitable 
acquisition rates stymied progress for the next two decades (Lebedev & Nicolelis, 2006).  The mid to 
late 90s saw work by Nicolelis and colleagues that partly resolved these issues (Nicolelis et al., 2003; 
Nicolelis & Ribeiro, 2002).  This work helped lay the foundation for the first neural ensemble 
controlled robotic arm in 1D space in substitution of rodent motor behavior (Chapin, Moxon, 
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Markowitz, & Nicolelis, 1999).  A burgeoning of seminal studies in the open loop (Wessberg et al., 
2000) and closed-loop configurations using cortical activity to manipulate computer cursors in 2D 
(Serruya, Hastopoulos, Paninski, Fellows, & Donoghue, 2002) and 3D space (Taylor, Tillery, & 
Schwartz, 2002) as well as robotic arm reaching and grasping movements (Carmena et al., 2003; 
Vargas-Irwin, 2010) soon followed.  Researchers have additionally demonstrated similar successes in 
upperlimb restoration in a handful of human studies (Ajiboye et al., 2017; Collinger et al., 2013a; 
Hochberg et al., 2012; Wodlinger et al., 2015. 
1.3.2 BMI for Lower Body Control 
Decoding for the Trunk and Hindlimb  
More recent efforts have focused on developing BMIs for lower body control.  From a pure decoding 
standpoint, researchers demonstrated that motor cortex (M1) activity in the rat trunk/hindlimb areas 
could be used to predict traditional kinematic variables such as joint positions and angles (Song, 
Ramakrishnan, Udoekwere, & Giszter, 2009).  In another rodent study, Knudsen and colleagues 
demonstrated that a Weiner filter and interspike interval classification algorithm could predict light-
cued conditioned hindlimb lever press durations using HLSMC firing rate and changes in firing rates 
as inputs (Knudsen, Flint, & Moxon, 2012; Knudsen, Moxon, Sturgis, & Shumsky, 2011; Knudsen, 
Powers, & Moxon, 2014).  Similarly, researchers have used linear decoder models to predict EMG 
and kinematic parameters in primates during bipedal locomotion (Fitzsimmons, Lebedev, Peikon, & 
Nicolelis, 2009) in addition to limb EMG activity during standing and squatting (H. Zhang, Ma, & 
He, 2010).  Interestingly, as a proof of concept, Fitzsimmons and colleagues were additionally able to 
use decoded kinematic parameters to control robotic appendages over the internet in Japan 
(Fitzsimmons et al., 2009).   
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Lower body BMIs 
To the author’s knowledge, three instances of lower body BMIs exist.  In the first instance, decoded 
modulated M1 neural activity is used to generate forces that counteract elastic loading during 
locomotion from a surgically implanted robotic orthosis in rodents (W. G. Song & S. F. Giszter, 
2011).  The major finding was that rodents could modulate neural activity relating to locomotion in 
dynamic environments.  In work published the following year—instance two, Manohar and 
colleagues developed an offline decoding algorithm to relate hindlimb somatosensory cortical 
activity to auditory-cued water-reward based lever presses (behavioral control; BC) in rodents 
(Manohar, Flint, Knudsen, & Moxon, 2012).  In a secondary condition, lever press was predicted 
from the modulated neural activity using the offline-developed decoder (neural control; NC).  
Importantly, the work showed that the amount of information was significantly higher and could be 
generated faster in NC compared to the BC conditions.  In the final instance, Alam, Chen, Zhang, Li, 
and He (2014) restored hindlimb locomotion in SCI rats using a BMI that controlled an implanted 
muscle stimulator.  While researchers have taken initial steps in developing lower body BMIs, 
however, the field has not yet reached the point where complete lower body restoration is realized.  
 
 
 
1.3.3 BMI and Neuroplasticity  
Functional Neuroplasticity: Firing rate and Timing Changes 
It is now clear that use of BMIs is paralleled by neuroplastic changes in the brain.  BMI researchers have 
typically described these neuroplastic changes as changes in the magnitude of the firing rate or changes in 
the timing of the responses during the task.  Rodent studies for example have shown that firing rates and 
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information increase, and that this information is obtained faster when task-related reward is dependent 
entirely on neural modulation (neural control; NC) compared to when dependent on physical movements 
alone (motor control; MC) (Manohar et al., 2012).  Investigators have also found differences between NC 
and MC in studies using monkeys, which typically use upper-body limb reach tasks.  Specifically, these 
included changes in preferred direction (reach direction causing greatest increase in firing rate) and 
modulation depth (Ganguly & Carmena, 2009) (extent of firing rate change across reach directions) 
which increased with BMI use (Carmena et al., 2003; Ganguly & Carmena, 2009; Amy L. Orsborn et al., 
2014).  Researchers have also shown BMI-related neural changes are associated with increased 
redundancy within the neural network (So, Ganguly, Jimenez, Gastpar, & Carmena, 2012).  Collectively 
these functional neuroplastic changes correlate with task performance increases (Ganguly & Carmena, 
2009; Jarosiewicz et al., 2008; Amy L. Orsborn et al., 2014; Wessberg et al., 2000).   
BMI as a “modified CNS” 
It has been suggested that successful use of a BMI is analogous to the brain learning a new skill, which 
drives neuroplastic change (Carmena, 2013; A. L. Orsborn & Carmena, 2013). What form this 
modification takes is unknown.  These “well-defined functional circuits that are separate from, but 
parallel to, their natural counterparts” (A. L. Orsborn & Carmena, 2013) may be created by forming direct 
casual relationships between neural activity and actuator motions (Fetz, 2007; Francis & Song, 2011).  
Evidence for this idea is supported by findings that neuroplastic changes eventually stabilize in parallel 
with task performance improvements (Ganguly & Carmena, 2009), the contribution of neurons via the 
decoder increase (Serruya et al., 2002; Taylor et al., 2002), mutual information increases (Manohar et al., 
2012; So et al., 2012) , and become dissociated from physical movement with time (Chapin et al., 1999).  
With feedback even neurons deaffrented from the body by SCI (Manohar et al., 2012) and other central 
nervous system injuries (Collinger et al., 2013a) can learn to use a BMI.  
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The Postural Response 
1.3.4 Proposed Pathways Involving Cortical Control 
One important aspect of balance is the postural response resulting from external perturbations.  
Balance is lost when the downward trajectory of the body’s center of mass falls beyond the 
foundational base established by the feet.  The postural response functions to restore or mitigate 
potentially lost balance.  This response is characterized by an automatic activation of muscles 
(Diener, Dichgans, Bootz, & Bacher, 1984) throughout the body (postural synergy) (Jacobs & Horak, 
2007; Ting & Macpherson, 2005) resulting from somatosensory input from limb mechanoreceptors 
(Beloozerova et al., 2003; A. Karayannidou et al., 2008; Zelenin, Beloozerova, Sirota, Orlovsky, & 
Deliagina, 2010).   These postural synergies interact to generate forces that counteract those imposed 
by the external perturbation.  Historically, researchers have thought that this process only involved 
subcortical circuits (namely the spinal cord) given its reflexive nature. Research in the past decade, 
however, has provided increasing evidence for cortical involvement (Jacobs & Horak, 2007; 
Slobounov, Hallett, Stanhope, & Shibasaki, 2005; Zelenin et al., 2010) 
In a review (Jacobs & Horak, 2007), authors divide postural responses into purely automatic (APR) 
“feet-in-place” (those occurring without limb movement) and automatic/voluntary (VPR) “change-
in-support” (e.g. arm reaching and stepping) responses—which occur during the initial and later 
portion of the postural response respectively.  The authors contest that debate exists among the 
latency magnitude of responses but that consensus exists on a short (SL; from spinal cord), medium 
(ML; from brainstem) and long latency (LL; from cortex) subdivision.  As described, SL responses 
are considered too small to stabilize balance alone—contributing minimally to the APR.  Thus the 
ML and LL responses were described as comprising the majority of the APR—initiated and shaped 
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by the ML (i.e. brainstem) and LL (i.e. cortex) respectively.  The LL component also comprises the 
change in support response and is thought to prime the APR in anticipation to perturbations and 
environmental cues. Deliagiana, Beloozerova and colleagues also describe a supraspinal and spinal 
circuit that are activated in response to perturbations in quadrupeds.  The cortex integrates visual, 
vestibular and somatosensory input and provides tonic excitatory drive to spinal postural circuits 
through reticulospinal, vestibulospinal, corticospinal (CS) and rubrospinal (RbS) tracts  (Deliagina, 
Beloozerova, Zelenin, & Orlovsky, 2008); Deliagina, Orlovsky, Zelenin, and Beloozerova (2006); 
(Deliagina, Sirota, Zelenin, Orlovsky, & Beloozerova, 2006; Deliagina, Zelenin, Beloozerova, & 
Orlovsky, 2007).  Research in cats suggest that CS and RbS neurons belong to the aforementioned 
limb controllers and are involved primarily in intra-limb coordination (a Karayannidou et al., 2008).  
The supraspinal cortex generates phasic postural commands, while spinal circuits generate the 
postural reflex and add to the effects of supraspinal commands.   
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CHAPTER 2: A rodent brain-machine interface paradigm to study the impact of 
paraplegia on BMI performance 
2.1 Introduction 
 
     Brain machine interface (BMI)-driven neuroprosthetics have been successfully demonstrated 
in humans with severe neurological injury or disease (Gilja et al., 2015; Pandarinath et al., 2017) 
such as those with spinal cord injury (SCI) (Ajiboye et al., 2017; Collinger et al., 2013b; 
Hochberg et al., 2012; Wodlinger et al., 2015).  These systems, which directly access cortical 
neurons, restore lost function by allowing the brain to exchange information with an external 
device through a mathematical algorithm generally referred to as a decoder (Moxon & Foffani, 
2015).  To date however, demonstrations in humans have been restricted to upper limb function 
and, while important, does not address the lower limb functional needs of those with paraplegia.  
Additionally, these proof-of-concept demonstrations have not reached levels sufficient to fully 
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restore function following injury (Baranauskas, 2014; Wodlinger et al., 2015).  As such, more 
work is needed in understanding how to effectively implement BMI after injury or disease. 
     Non-human primates (NHPs) have served as excellent models for developing cortical BMIs 
(Athalye, Ganguly, Costa, & Carmena, 2017; Carmena et al., 2003; Churchland et al., 2012; 
Hwang, Bailey, & Andersen, 2013; Jarosiewicz et al., 2008; Serruya et al., 2002; Taylor et al., 
2002; Vargas-Irwin et al., 2010; Velliste et al., 2014; Wessberg et al., 2000).  Typically, these 
experiments require NHPs to manipulate objects/cursors in 2D/3D space using upper limb 
movements.  The decoder is trained on neural activity associated with these physical movements 
and the monkey is then required to perform the task by only modulating neural activity.  Studies 
such as these have provided valuable insights into the neuronal firing rate and timing property 
changes associated with using a BMI.  However, these studies rely heavily on visual feedback, 
are primarily unilateral (excluding Ifft, Shokur, Li, Lebedev, and Nicolelis (2013)) and are again 
reliant on upper-limb tasks.  A lower-limb BMI in contrast will heavily depend on non-visual 
feedback signals (e.g. somatosensory, proprioceptive), will more likely engage both limbs 
simultaneously and will need to be designed to process lower-body driven cortical signals.  Save 
for two recent NHP studies (Capogrosso et al., 2016; Fitzsimmons et al., 2009), this area remains 
largely unexplored.  Additionally, “humane” NHP SCI models are limited (Graham et al., 2013)  
and require “demanding protocols, extensive collaboration, considerable oversight, and major 
investments of fiscal and infrastructural resources” (Reier, Lane, Hall, Teng, & Howland, 2012).    
     As an alternative, rodents can be used for developing lower limb BMIs in the context of SCI.  
From the SCI standpoint, rodents offer well-described reproducible controlled SCI-models, 
established histological, biochemical and molecular techniques, readily available behavioral 
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outcome measure assays and are relatively inexpensive and available to most researchers (N. 
Zhang, Fang, Chen, Gou, & Ding, 2014).  Additionally, rats have similar functional, 
electrophysiological and morphological outcomes compared to humans following SCI  (G. Metz 
et al., 2000).  From the BMI standpoint, researchers have found similar neural firing rate and 
timing property changes as those found in NHPs (P. J. Arduin, Fregnac, Shulz, & Ego-Stengel, 
2014; Gulati, Ramanathan, Wong, & Ganguly, 2014; Knudsen et al., 2012; Knudsen et al., 2011; 
Knudsen et al., 2014; Koralek, Jin, Long, Costa, & Carmena, 2012; Manohar et al., 2012).  
Important to addressing previously mentioned paraplegic needs, hindlimb parameters can be 
decoded from the sensorimotor cortex before and after SCI in the absence of visual feedback 
(Manohar et al., 2012) .  Rodent BMI tasks that bilaterally engage the cortex, however, are 
limited (Alam et al., 2014; Song, Cajigas, Brown, & Giszter, 2015; W. Song & S. F. Giszter, 
2011).  One strategy for addressing this gap and the aforementioned needs is to use a task 
involving postural control which bilaterally engages the cortex (Deliagina, Beloozerova, 
Orlovsky, & Zelenin, 2014; Jacobs & Horak, 2007). 
     To this end, I present a novel postural adjustment-related BMI task driven by non-visual 
lower-body neural responses that bilaterally engages the cortex and can be performed before and 
after SCI.  Since the task relies on the animal’s natural abilities to respond to postural 
perturbations, animals only need to be familiarized with the experimental setup and training is 
not required.  I also show that rats can perform above chance at the beginning of the experiment, 
improve performance with practice and continue to perform in the task following severe SCI.          
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2.2 Methods 
2.2.1 Overview of experimental approach  
 
 
Figure 1. Task Overview.  (A) Tilt profiles.  (B) Experimental paradigm.  (C) Illustration of “reward” and “punish” tilts.  
  
 
2.2.2 Behavioral Task    
 
Tilt Platform  
The tilt platform consisted of three Plasti Dip ® (Plasti Dip International, USA) coated 
plexiglass plates (one for each hindlimb and for the forelimbs collectively) coupled to a high 
performance brushless AC servo motor (J0400-301-4-000, Applied Motion Products, USA).  
Peak velocity, acceleration and final tilt inclination parameters were programmed using Si 
Programmer TM (v. 2.7.22, Applied Motion Products, USA) on a digital motor drive (SV7-SI-AE, 
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Applied Motion Products, USA), which sent commands to the motor for tilting.  Tilt parameters 
were chosen such that only one high and low peak velocity tilt existed in the CW and CCW 
directions for a total of four tilt types (Figure 1A).  LabVIEW (2015, National Instruments, 
USA) provided top-level control by randomly determining the tilt type (100 trials each), tilt 
initiation time and the time between tilt trials (varied randomly between 2-3 seconds) by sending 
commands to the motor drive.  
 
Sensor Data Acquisition  
OEM style single point load cells (LCAE-600 G; Omega, USA) positioned underneath the 
platform plexiglass plates quantified hindlimb and forelimb ground reaction forces (GRFs). 
Inclination was measured using a single axis inclinomoter (H4A2-70V-BR, Rieker Inc., USA) 
attached to the motor shaft and a triple axis MEMS accelerometer (ADXL335, Analog Devices, 
Inc., USA) was fixed underneath one of the plexiglass plates to quantify the start of tilt.  GRF, 
inclinometer and accelerometer sensor data were acquired using LabVIEW software (1000 s/s), 
which was filtered offline using a 2nd order Butterworth zero-phase low-pass filter (inclinometer 
used a 20 Hz cutoff; load cells and accelerometer used a 200 Hz cutoff).  Load cell cut-off 
frequencies are similar to commercial software used in animal research settings (Dimiskovski, 
Scheinfield, Higgin, Krupka, & Lemay, 2017)  and power spectral analyses revealed that a 
majority of sensor data signals fell below 1 Hz and 25 Hz for the inclinometer and 
accelerometer/load cells respectively.  All sensor data was normalized to a period found in the 
200 ms time window prior to tilt start for each trial.  The inclinometer data (which is known to 
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have a ≤ 50 ms lagged response time) was phase shifted such that it aligned with the start of tilt 
as indicated by the accelerometer.    
 
Animal Task Acclimation         
Experiments were initially conducted on 12 female and one male Long Evans rats (250-275 g 
body weight at training outset).  Given difficulties in acclimating males to being tilted on the 
platform (i.e. unwillingness to participate in the experiment, more likely to jump off of platform, 
exhibited greater signs of distress when being tilted), males were excluded from future 
experiments.  Following at least a week of handling, animals were gradually acclimated to the tilt 
platform and encouraged to place their paws over the GRF sensors (~ 3-5 days).  Animals were 
then familiarized with being physically tilted on the platform (~1-2 days).  All animal procedures 
were conducted in accordance with Drexel University Institutional Animal Care and Use 
Committee-approved protocols and followed established National Institutes of Health guidelines. 
 
 
 
2.2.3 Single Neuron Recordings 
 
Cortical Implantation  
After platform acclimation, rats received cortical implants.  As previously described (Knudsen et 
al., 2012; Knudsen et al., 2014; Manohar et al., 2012), rats were stereotaxically implanted 
bilaterally in the hindlimb sensorimotor cortex (Leergaard et al., 2004) within the infragranular 
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layer (1.3-1.5 mm) using 4 x 4 50 µm Teflon-insulated stainless steel microwires (MicroProbes 
for Life Sciences, USA).  All surgical procedures were performed under general anesthesia (2-
3% isoflurane in O2) via orotracheal intubation.  Pain was managed using Buprenorphine SR
TM 
LAB (0.5 mg/kg; Wildlife Pharmaceuticals Inc., USA) and animals were allowed at least a week 
to recover from the surgery before proceeding with any additional experimental manipulations.  
 
Data Acquisition  
A Multichannel Acquisition Processor (MAP, Plexon Inc., USA) system was used to record 
neural activity voltage waveforms acquired from each electrode (signals high pass filtered and 
digitized at 400 Hz and 40 KHz respectively).  These voltage waveforms are discriminated into 
single units (i.e. neurons firing) at the start of each experiment session using principle component 
cluster analysis and visual identification (Sort Client, Plexon Inc., USA).   
 
 
2.2.4 BMI Training  
     The single-unit peri-event time histogram (PSTH)-based classifier (Foffani & Moxon, 2004; 
Knudsen et al., 2014) was used to classify tilt types in the experiment.  Neural population 
templates for each tilt type were built from the previous day’s recording.  Care was taken to keep 
the definition of each neuron as similar as possible with the previous day’s recording to avoid 
dramatic changes to the overall neuronal ensemble serving as an input into the decoder.  If a 
neuron, however stopped firing (relative to the previous day’s recording) it was not used in the 
decoder for that day.  Similarly, if a new neuron began firing that was not present in the previous 
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day’s recording it was recorded and saved but not used by the decoder for that day.  If the new 
neuron was still present the following day it was used.    
     I determined that a 20 ms bin size PSTHs with ± 200 ms (where time 0 ms is the start of tilt) 
windows optimized the classifier performance and was therefore used as classifier parameters 
throughout the experiment.  As such, these parameters were used when choosing tilt types where 
decoder offline performance (assessed using leave-one out cross validation) was greater than 
50% (chance performance was ~ 25%) but less than 80%.  I chose the criteria in an effort to 
ensure sufficient information existed in the cortex to discriminate between tilts, that the animal 
was engaged in the task (as decoder performance influences punish and reward probabilities) but 
allowed for performance improvements.  All tilt types had a fixed final inclination of about 15-
16º and tilt type peak velocities were chosen such that tilts reached their final inclination after 
200 ms from the start of tilt.  This ensured that reward tilts could be executed before the tilt 
finished when appropriate.  If experiencing a reward tilt, rats (if applicable) also received a water 
reward during this time (~500 msec).  In contrast, punishment tilts were delivered (before tilt 
completion) with a final inclination ranging between 25-35ºs depending on individual rat 
tolerance and held for 2-2.5 seconds.  Additionally, an LED light placed in front of the rat’s face 
illuminated during punishment tilts (~2 second duration).     
    I ran animals in the experiment for 25 consecutive days (except Saturdays) as described such 
that their neural response influenced the probability of reward and punishment tilts.  As such, 
rats were required to modify their neural response to achieve favorable task outcomes (i.e. more 
rewards and less punishments).  Before the start of this 25-day period (i.e. closed loop BMI) a 
baseline recording (i.e. “day 0”) was made such that rats were subjected to the random four tilt 
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types but their neural response did not influence task outcome (i.e. open loop BMI).  This 
baseline recording was used to choose tilt types that would be used for closed-loop BMI by 
applying the 50% to 80% offline performance criteria and also served as a representation of the 
neural network before task training.  Animals received punishment tilts randomly such that the 
probability of punishment was 30% during their baseline tilt session.  Similarly, the maximum 
punishment probability for punishment tilts was fixed at 30% on the first day of closed loop BMI 
such that the only difference between Day 0 and Day 1 was that the rat’s neural response 
influenced task outcome.  On the following days, the punishment probability was increased to 
100% depending on the rat’s tolerance to punishment.               
  
2.2.5 Additional Test Protocols  
 
Water Reward Protocol  
To more fully assess the BMI task, two test protocols were performed.  The first investigated the 
necessity of a water reward, which is a common positive reinforcement signal used in rodent 
BMI studies (P.-J. Arduin, Frégnac, Shulz, & Ego-Stengel, 2013; P. J. Arduin et al., 2014; 
Chapin et al., 1999; Gulati et al., 2014; Hira et al., 2014; Koralek et al., 2012).  In this 
investigation, a portion of animals were tilted in the task without water reward while the 
remaining were tilted with water rewards in addition to punishment and reward tilts.  Animals in 
the water reward condition received water from a spout situated at the front of the platform after 
a reward tilt.  Water was flavored with oral rehydrator (PrangTM, United States) which was 
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intended to more strongly associate reward with task performance and to distinguish the reward 
from unflavored water (given ad libitum to maintain hydration).   
 
SCI Protocol 
The second test protocol investigated rats’ ability to perform in the task following SCI.  In this 
investigation, rats were completely transected at the T8/T9 mid-thoracic level using our 
previously published methods (Knudsen et al., 2012; Manohar et al., 2012).  Anesthesia (via a 
nose cone), pain management and recovery time was identical as that used for cortical implants 
described above.  Following recovery, post-SCI animals were re-introduced to the BMI task 
(with identical pre-SCI tilt types; 15-16º punishment tilt inclination) after a new baseline session 
in the open loop tilt condition.  Since post-SCI animals no longer had lower body and hindlimb 
control, their feet were taped to the platform and body provided weight support using a sash 
attached to the platform.     
  
2.2.6 Data Analysis and Statistics  
 
Sample sizes 
A total of 13 animals were used in this study. All animals were acclimated to the tilt task and 
bilaterally implanted in the HLSMC. Nine animals received BMI training and 4 naïve animals 
were tilted in the task daily but did not receive BMI training. Of the 9 BMI animals, 4 were 
water restricted and received a water reward for correctly classified trials in addition to the 
reward tilt and the remaining 5 did not.  6 BMI trained animals and the 3 naïve animals (N=9 
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total) received a complete spinal transection and were recorded for at least one day post-SCI. 5 
of these animals were recorded for at least 9 days post-SCI.  3 of these received BMI training 
pre-SCI and 2 did not (i.e. naïve). 
 
Neuronal response properties 
     To assess how the task modulated neural responses, the responsiveness of neurons was 
evaluated before and after SCI in animals that had at least 1 neuron in each hemisphere (N=5 
animals).  PSTHs were first generated in Matlab (version 2012b, The MathWorks, Inc.) for each 
neuron and tilt type, which comprised of 2 ms binned spike counts (divided by number of trials) 
with a ±200 ms window from the start of tilt.  The PSTH was first smoothed using a 6 ms span 
moving average lowpass filter.  A threshold was then set at 1.65 SD above the background firing 
rate, which was calculated as the average spikes/trial within the background window ( -200 to 0 
ms prior to tilt start).  Neurons were defined as responsive to a tilt if at least 5 consecutive 2 ms 
bins were above threshold and the response window was significantly greater than the 
background window (one-sided paired t-test, p>.001).   
     Similar to our previous work, (Kao, Shumsky, Knudsen, Murray, & Moxon, 2011; Manohar 
et al., 2012) the following response variables were then extracted from the unsmoothed PSTHs: 
(a) Response Magnitude (RM): sum of the spikes within bin cluster(s) in the response window 
divided by the total number of trials after subtracting the average background activity (i.e. 
background firing rate; BFR). (b) Peak Response (PR): the bin with the maximum number of 
spikes divided by the total number of trials after subtracting the BFR. (c) Peak latency (PL): the 
time (i.e. bin) relative to tilt start the PR occurs. (d) Last bin latency (LBL): time at which the 
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last bin exceeds threshold. (e) Background Variance (BFRvar): the standard deviation of the 
BFR.  Responses with a RM less than .002 spikes/trial, a LBL and PL equal to 0 and/or a BFR 
less than .01 spikes/trial were removed.  For each neuron, only the response to the tilt that 
produced the greatest RM was used for subsequent analyses.  This ensured that each neuron only 
contributed one response per experiment session.              
     To account for the fact that multiple neruons were recorded from the same animal, a three-
way hierarchal linear model (HLM), with two levels (neuron nested within animal) was used to 
assess effect of hemisphere (left or right), tilt direction (CW or CCW) and SCI (pre or post) 
using a variance components variance-covariance structure for the random effect.  A separate 
HLM was applied for RM, PR, PL, BFR and BFRvar measures (see Figure 3).  To compare the 
responses after SCI to those before SCI, random subsets of neurons were used so that an equal 
number of neurons from each hemisphere were used to eliminate imbalances in samples sizes 
between hemispheres across animals.  This random sampling procedure was applied to each 
animal independently.   
 
Performance 
Online performance was calculated as the total number of correctly classified trials during the 
task divided by the total number of trials.  Since the rats’ ability to increase task performance 
(i.e. learn) was the primary interest, all online performance values were normalized such that 
they represented changes from the first day of the experiment.  Online performance was 
calculated for each animal across all 25 days of the experiment (Figure 4A).  Though animals 
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were tested for 400 total trials (~40-60 minute duration), the last 100 trials were dropped in an 
effort to minimize fatigue effects from the tilt task. 
Offline performance was calculated in a manner similar to online performance except the new 
templates were created and the classification performance was calculated using these new 
templates in a leave-one-out cross-validation.  Chance level performance (i.e. bootstrapped 
performance) was calculated by executing the classifier using the same neural response data and 
classifier templates used to calculate online performance but with the event trial timestamps 
randomly shuffled.  This operation was performed 50 times and was applied to data from the first 
day of recording.  To assess whether online performance was above chance a mixed design 
ANOVA was used with performance group [bootstrapped, raw] and SCI group [pre-SCI, post-
SCI], see below, as within and between subject factors respectively.           
 
Evaluation of the effect of learning in the task  
Animals that learned in the task were defined as those that displayed online performance greater 
than the first day for at least 5 consecutive days.  Animals that did not meet this criteria were 
classified as non-learning animals.  To validate the criteria, the learning and non-learning 
animals were compared during the early (days 2-6) and late (days 21-25) phases of the task 
(Figure 4B).  All normalized performance observations were collectively grouped across 
specified day ranges for the two phases.  A two-way HLM (neuron nested within animal) was 
then used to compare experiment phase (early, late) with learning group (learning and non-
learning).   
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Evaluating the impact of water reward in task  
The normalized performance (relative to day 1) of animals that received water reward and 
punishment tilts [H20] was compared with animals that received punishment tilts alone [No H20] 
and calculated across all 25 days of the experiment (Figure 4C).  Similar to analysis of animal 
performance between learners and non-learners, observations were grouped into early and late 
phase time periods and a two-way HLM applied; experiment phase (early, late) with experiment 
condition (H20, no H20) Figure 4D. 
 
Assessing the effect of SCI on learning  
To determine if animals could perform above chance in the task after a complete spinal 
transeciton (SCI), 9 animals were tilting using the same set of tilts used before SCI.  Of these 9 
animals, 5 were recorded for at least 9 days to assess potential learning effects in the task.  
Statistical comparisons were made using the mixed design ANOVA as described above.   
 
Overall 
For all HLMs, a simple effects analysis was used to make pairwise comparisons of the estimated 
marginal means when appropriate.  All p-values were Bonferroni-corrected to adjust for multiple 
comparisons.  All statistics were performed using SPSS (v. 24, IBM SPSS Statistics; USA). 
 
 
2.3  Results  
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2.3.1 Task is bilateral  
 
     The behavior of the animals was similar for tilts CW and CCW tilts (Figure 2).  For CCW 
tilts, in approximately the first 100 ms (0-100) the platform pushed into the right hindlimb and 
away from the left hindlimb.  In the next 100 ms (100-200), the animal extended the left 
hindlimb and flexes the right hindlimb in an effort to place their center of gravity over the base 
of support.  This effectively caused increases and decreases in the left and right hindlimb GRFs 
respectively (Figure 2B).  The converse was true for CW tilts. The low forelimb GRF levels were 
likely due to the fact that both right and left forelimbs were recorded on a single load cell 
sensor—one was pushing into the sensor while the other was pulling away.  As expected, GRFs 
decreased following SCI, however, spinal circuits below the level of the lesion provided 
reasonable reflexes such that GRFs were not entirely eliminated.  The time course of GRF 
changes were similar to those before SCI. 
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Figure 2. Behavioral response during tilt. (A) Inclinometer data show position of the platform during tilt. Time zero is 
determined from the accelerometer. (B) Ground reaction forces (GRFs) captured from the left hindlimb (LHL) right hindlimb 
(RHL) and forelimb during clockwise (CW) and counter-clockwise (CCW) tilts.  Top panels represent GRFs before SCI (pre-
SCI) while bottom panels represent GRFs following SCI (post-SCI).  The dotted line represents the start of the tilt (time=0). 
 
 
 
     Neural activity from the left hemisphere was similar to that of the right hemisphere 
[F(1,291.914)=1.543, p=.215, F(1,296)=1.181, p=.278, F(1,290.362)=.812, p=.368 , 
F(1,291.600)=.558, p=.456 , F(1,291.358)=.027, p=.869 for the RM , PR, PL, BFR and BFRvar  
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respectively] regardless of whether the tilts were CW or CCW [F(1,291.914)=1.794, p=.187, 
F(1,296)=1.920, p=.167, F(1,290.362),=.250, p=.618, F(1,290.362)=.250, p=.618, 
F(1,291.600)=.000, p=.984  for the RM, PR, PL, BFR and BFRvar respectively] (Figure 3). 
     As expected, the magnitude of the response was attenuated after SCI [F(1,291.914)=19.138, 
p=.000]  (Figure 3A) as well as the peak of the response [F(1,296)=14.618, p=.000] (Figure 3B) 
while the latency of the response was increased [F(1,290.362)=15.981, p=.000] (Figure 3C).  
BFR  F(1,291.600)=1.665, p=.198 (Figure 3D)  and BFRvar F(1,291.358)=.111, p=.739 (Figure 
3E) , however, remained unchanged following SCI.  
     In summary, the left and right hemispheres responded similarly, regardless of whether the tilt 
was CW or CCW, and there was a decrease in firing rate (response magnitude and peak 
response) and increase in peak latency following SCI.     
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Figure 3. Response Property Changes. (A) Response magnitude, (B) peak response, (C) latency, background firing rate (D) and 
variance (E) between left and right hemisphere before (pre-SCI) and after (post-SCI) spinal cord injury.  *** Bonferonni-
corrected p<.001 
 
 
2.3.2  Animals learn in the task     
As planned, pre-SCI animal performance was significantly above chance [raw performance, 
bootstrapped performance: F(1,16)=67.410, p=.000] the first day of the experiment (50.8%+/- 
14.8%; range 25% - 73%).  Only about a half of the animals improved online performance (N=5 
learners, N=4 non-learners) and met the learning criteria for the task.  Learning animals 
demonstrated rapid performance increases within the early phase (within 5-6 days) of the 
experiment followed by slow to asymptotic performance increases (after around day 10; Figure 
4A) which is consistent with other motor learning tasks (D'Amours, Bureau, Boily, & Cyr, 2011; 
Koralek et al., 2012; Qian, Forssberg, & Diaz Heijtz, 2015).  When I compared performance 
between the early and late phase, a significant effect existed (early, late: F(1,79.046)=10.723, 
p=0.000) and the performance of learners was greater than that of non-leaners 
[F(1,9.001)=16.694, p=.003; Figure 4B].  A significant interaction between phase and group 
[F(1,779.046)=21.006, p=0.000] justified follow-on simple effects pairwise comparisons which 
revealed: 1) that early phase performance differed from late phase performance for the learning 
group (p=0.000) but not the non-learning group (p=0.383) and 2) that the learning group differed 
from non-learning group in both the early (p=0.047) and late (p=0.000) phase.  The results 
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therefore suggest that the learning group task criteria appropriately separated animals that 
learned and did not learn in the task.   
 
Figure 4.    A subset of animals improved performance improvements with practice in the task. (A) Performance normalized to 
day 1 plotted across the 25 days of the BMI experiment for learners and non-learners separately. (B)  Learning and non-learning 
performance values compared during early (days 2-6) and late phases (days 21-25). (C) Raw online performance of animals with 
punishment tilt and no water reward (No H20) compared to animals with both punishment tilt and water reward (H20) across 25 
days of experiment.  (D) H20 and No H20 performance values compared during early (days 2-6) and late phases (days 21-25). 
*p<.01,**p<.05, ***p<.001 (Bonferroni corrected).  +++ p<.001 Bonforroni corrected comparison between early and late phase. 
 
2.3.3  Animals do not require a water reward 
To determine the necessity of water reward, I made comparisons between animals that received a 
water reward (N=4) and those that did not (N=5) Figure 4C.  There were no differeneces in 
performance between the two groups Figure 4D.  Specifically, there was no effect of 
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experimental condition [H20 versus noH20 F(1,9.099)=.008, p=0.932] but an effect of 
experimental phase [early versus late F(2,212.008)=4.982,p=0.008] with no interaction 
[F(2,2.384)=2.384, p=.095].  In fact, animals were equally likely to learn in the task (2 out of 4 
H2O animals and 3 out of 5 no H2O animals) regardless of whether they received a water reward. 
 
 
 
Figure 5. Learning in post-SCI Rat.  Raw performance of one post-SCI rat that learned after SCI.  There were two days of no 
tilting between days 5 and 6.  Aside from one day of no tilting between days 7 and 8 all other data points represent consecutive 
days of tilting. 
2.3.4  Animals can perform in the BMI task post-SCI  
9 animals were tested in the BMI task and recorded for at least one day following SCI. 6 of the 9 
were BMI animals pre-SCI (4 learners, 2 non-learners) and 3 were naïve animals that had not 
been tilted but not trained in the BMI task.  Performance of the 9 animals was statistically above 
chance [raw performance, bootstrapped performance: F(1,16)=67.410, p=.000] the first day of 
the experiment (52.8%+/- 10.2%; range 41% - 69%).  Additionally, performance did not differ 
post-SCI compared to pre-SCI [pre-SCI, post-SCI: F(1,16)=.006, p=.938] with no interaction 
between SCI and performance groups [F(1,16)=.315, p=.582].  Of the 9 post-SCI animals, 5 
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were tilted in the task for at least 9 days (as pre-SCI animals 3 received BMI training—2 of 
which learned and 1 did not; remaining 2 were naive animals).  3 of these animals learned post-
SCI.  One of the animals that learned was a naïve rat, suggesting that pre-SCI BMI training is not 
necessary.  However, if there was a break in training (Figure 5), performance declined but could 
be restored with additional practice.  Therefore, it is possible for post-SCI animals to perform in 
the task and improve with practice. 
 
2.4.  Discussion  
 
This study demonstrates a novel tilt task that bilaterally engages the cortex, where both pre-SCI 
and post-SCI animals can improve performance with practice and does not require a water 
reward.  Importantly the parameters of tilt can be adjusted so that, regardless of the number and 
types of neurons recorded, animals performed above chance the first day of BMI, which served 
as a foundation for learning improvements in the task.  Task difficulty can be adjusted for each 
rat by making the tilt parameters more similar or adjusting the total number of tilts to be 
classified.  In future experiments, investigators could adjust tilt difficulty dynamically much like 
N-back tasks performed in humans.  The fact that animals can perform above chance and learn 
post-SCI (which deafferents the hindlimbs) suggests that rats use information from body areas 
above the level of the lesion to encode the type of tilt.  Such areas likely include the forelimbs 
(and potentially the trunk), which are engaged during the tilt task and when peripherally 
stimulated evoke responses in the hindlimb sensorimotor cortex following SCI (Humanes-
Valera, Aguilar, & Foffani, 2013).  The observed increase in the latency of the neural response  
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after SCI supports this notion, but more work is needed to parse out neural response 
contributions.  Nevertheless, this task is suited to investigate the impact of SCI therapy on BMI 
learning or vice versa.  While progress has been made on both fronts, little work has been 
devoted to understanding the interaction between BMI-learning and increased neuroplasticity 
caused by SCI and SCI-based therapies.  Our tilt paradigm could be used to investigate this 
question by comparing SCI animals with and without therapy.  Researchers have demonstrated 
that SCI and SCI-based therapies cause expansions of the surrounding forelimb and trunk 
regions (Endo, Spenger, Tominaga, Brene, & Olson, 2007; Ganzer, Manohar, Shumsky, & 
Moxon, 2016; Ganzer, Moxon, Knudsen, & Shumsky, 2013; Ghosh et al., 2010; Oza & Giszter, 
2014; Sydekum et al., 2014) into the deafferented HLSMC.  Given that trunk and forelimbs are 
likely engaged by the task, I could expect similar expansion effects that would occur in parallel 
with neuroplasticity changes associated with BMI training alone.   
I also found that a water reward, which is used in most BMI rodent studies, is not necessary to 
increase performance in this task.  This unique feature suggests that negative reinforcement 
signals provided by the punishment tilts sufficiently invoke the necessary neuromodulation-
related changes required to improve decoder accuracy.  When combined with positive 
reinforcement signals the task mimics clinical and/or “real-world” conditions as both signals will 
likely play a role as the “teacher signal” that drives BMI performance improvements.   
Alternatively, given that positive and negative reinforcement engages different pathways in the 
brain (Frank, Seeberger Lc Fau - O'reilly, & O'Reilly R; Hikida, Morita, & Macpherson, 2016; 
Kravitz & Kreitzer, 2012; Kravitz, Tye, & Kreitzer, 2012; Namburi et al., 2015) this task could 
be used to investigate the independent role of positive and negative reinforcement in the BMI 
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context by separating animals into punishment and water reward only groups.  Researchers might 
additionally find this task particularly useful for post-SCI animals as they are not as resilient to 
water deprivation schedules. 
Since both hemispheres are engaged in this task one could use one hemisphere as an input into 
the decoder (i.e. direct neurons) while simultaneously recording from the contralateral 
hemisphere that is not used as input into the decoder (i.e. indirect neurons).  Questions about the 
strategy the brain uses to improve task performance could then be explored (e.g. global strategy 
using direct and indirect neurons vs. an individual neuron strategy using only direct neurons; 
(Hwang et al., 2013).  The relatively large distance between hemispheres might also provide 
clarity towards the role of indirect neurons for which a consensus has not yet been reached (P.-J. 
Arduin et al., 2013; P. J. Arduin et al., 2014; Clancy, Koralek, Costa, Feldman, & Carmena, 
2014; Fetz & Baker, 1973; Ganguly, Dimitrov, Wallis, & Carmena, 2011; Gulati et al., 2014; 
Hwang et al., 2013; Law, Rivlis, & Schieber, 2014), by reducing the confounds associated with 
using direct and indirect neurons from the same hemisphere.  Therefore, this task is useful to 
study the development of a BMI as a neuroprosthetics for paraplegia as well as an approach to 
study motor learning in the brain.        
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CHAPTER 3: Learning in a Brain-Machine Interface Task 
 
3.1 Introduction  
 
     Successful brain machine interface (BMI) use is a skill that improves with practice, which I 
define here as BMI-learning.  In fact, attributes of BMI-learning are similar to more traditional 
forms of sensorimotor learning (Ganguly & Carmena, 2009; Koralek et al., 2012) including an 
early phase characterized by rapid performance improvements and a late phase where 
performance increases diminish and eventually plateau (Dayan & Cohen, 2011; Kida et al., 2016; 
Qian et al., 2015).  Researchers have associated BMI-learning with firing rate, timing, mutual 
information and redundancy changes in the cortex  (P.-J. Arduin et al., 2013; Manohar et al., 
2012; So et al., 2012).  Additionally, BMI-learning has been associated with modulation depth 
(MD) changes (Ganguly et al., 2011; Gulati et al., 2014; Hwang et al., 2013), which generally 
represent the firing rate range at which a neuron responds in a task.  Neuron types can be divided 
into direct and indirect neurons, which are those used and not used by the BMI respectively.  
Studying these two neuron types collectively help provide insight into the strategy the brain uses 
in the BMI-learning process.  For example, a global strategy—as described in Hwang et al., 
2013, presumes neural activity is driven by one common “intrinsic variable”, which cause 
changes in both direct and indirect neurons.  In contrast, a local strategy presumes BMI-learning 
only impacts direct neurons and that these neurons modulate independently from indirect 
neurons.   
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     The role indirect neurons play in the cortex, however, is an open question.  Fetz and Baker 
(1973) found that direct and adjacent indirect neurons correlated with direct neurons.  Similarly, 
Gulati et al. (2014) found that task-related indirect neurons experienced similar MD and response 
time changes as direct-neurons.  Other studies, however, have found that indirect neuron MD is 
decreased relative to direct neurons throughout the experiment (Law et al., 2014) and in the late 
phase only (Ganguly et al., 2011; Koralek, Costa, & Carmena, 2013), and that direct neurons 
respond faster than indirect neurons (P.-J. Arduin et al., 2013).  Using two-photon calcium 
imaging fluorescence to quantify neural activity in the layer 2/3 mouse motor cortex, Hira et al. 
(2014) showed that indirect activity is increased in the late compared to the early session.  These 
researchers also show that that the difference between the two phases are not dependent on the 
distance from direct neurons.  Clancy et al. (2014), however, who also used calcium imaging in 
layer 2/3 mouse motor cortex neurons found that indirect neural activity is decreased in the late 
compared to the early session and that the difference between the two phases is dependent on the 
distance from direct neurons.  In fact, by the late session indirect task-related activity 
modulations disappear.    
     The lack of consensus on indirect neuron effects may result from limitations of the task used 
in these studies.  In most cases, tasks primarily engaged one hemisphere and/or use the same 
hemisphere for direct and indirect neuron investigations, which may confound the results.  
Additionally, these studies do not utilize control animals that account for non-BMI effects such 
as stress due to the task (Arnsten, 2009; McEwen et al., 2015; G. A. Metz, Schwab, & Welzl, 
2001) and repeated exposure to positive/negative reinforcement.  The varying ability of subjects 
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to improve performance in BMI tasks might also influence task outcomes, however a distinction 
isn’t made between animals with high and low performance abilities.   
     To overcome these limitations, I implemented a novel task that engages both hemispheres 
(Bridges and Moxon, submitted; Ch. 2).  A clear distinction between direct and indirect neurons 
could made by using one hemisphere for direct and the other for indirect neurons.  The task also 
produced an equal distribution of animals that improved performance and those that do not.  This 
allowed for comparisons between direct and indirect neuron activity in learning and non-learning 
animals.  Additionally, I included a group of control animals that underwent identical 
experimental manipulations except their neurons do not influence task outcome.  This setup 
controlled for non-BMI related effects.     
   In this study, I measured the single neuron information of direct and indirect neurons across 25 
days of BMI training and investigated differences between the early (days 1-5) and late phase 
(days 21-25) of the task in learning and non-learning animals.  In learning animals, both direct 
and indirect neurons showed increases in single neuron information compared to control animals 
in the early phase.  In the late phase, direct neurons increased information to levels above 
indirect neurons, while indirect neurons maintained information levels found in the early phase.  
Direct neurons used a combination of firing rate and timing differences to increase information 
while indirect neurons only modulated firing rate.  Moreover, only direct neurons showed an 
increase in redundancy with practice.  These results suggest that the cortex primarily uses a 
global strategy initially but transitions to a more local neuron strategy with practice.   
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3.2 Methods 
3.2.1 Overview of experimental approach  
 
To investigate direct and indirect neurons, I recorded single neurons from 12 female Long Evans 
rats (250-275 g body weight at training outset) while they were tilted in our novel postural-
adjustment BMI task (Bridges and Moxon, submitted; chapter 2) for 25 days.  In this task, 
animals were required to modulate neural responses to tilt perturbations in an effort to increase 
the probability of reward (platform immediately restored to neutral position; flavored water) and 
reduce the probability of punishments (platform tilted to an extreme inclination; no flavored 
water).  Animals were split between the BMI (n=8) and control (n=4) animal groups. The 
neuronal activity recorded from BMI animals influenced task punishment/reward outcomes 
while neuronal activity recorded from control animals did not.  In BMI animals, one hemisphere 
was used for direct neurons while the other was used for indirect (Figure 6A).  In contrast, 
neither hemispheres of control animals were influenced by task outcome and the number and 
order of reward and non-reward tilts were matched to the BMI group (Figure 6B).  Changes in 
single neuron firing rate and response latency as well as mutual information was compared 
across time and between BMI and control animals.  All animals underwent baseline tilt sessions 
where they were subjected to four tilt types randomly and their neural response did not influence 
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task outcome.  In most cases, the platform is immediately restored to the neutral position (i.e. 0º) 
after reaching an inclination of ~15-16º, however the rat receives punishment tilts (25-35º 
depending on rat tolerance) 30% of the time. All animal procedures were conducted in 
accordance with Drexel University Institutional Animal Care and Use Committee-approved 
protocols and followed established National Institutes of Health guidelines. 
 
 
Figure 6. Direct, indirect and control neurons.  (A) describes difference between direct and indirect neurons from “BMI” animals. 
(B) describes control neurons from “non-BMI” animals.   
 
3.2.2 Behavioral Task and Task Acclimation  
Behavioral task and task acclimation procedures have been discussed in detail previously 
(Bridges and Moxon, submitted; Ch. 2).  Briefly, rats were subjected to four tilt perturbations 
randomly (100 trials each)— one high and low peak velocity tilt in the clockwise (CW) and 
counter-clockwise directions (CCW) with inter-tilt intervals varying from 2-3 seconds.  A real-
time decoder classified neural responses (±200 ms from start of tilt) to these tilt perturbations 
and if correct rewarded rats by immediately interrupting the tilt and restoring it the neutral 
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position neutral position (0º).  Incorrect classification, however, resulted in a continued but 
higher peak velocity tilts to a more extreme inclination (25º - 35º), which was held for ~2 
seconds.  Reward tilts also included flavored oral rehydrator (PrangTM, United States) while 
LEDs facing the rat illuminated in the punishment tilt condition.  All animals were handled for 
approximately a week and acclimated to the platform and tilted (~1-2 days) for an additional 
week before being introduced to the experiment.    
        
3.2.3 Single Neuron Recordings  
Surgical and single neuron recording procedures are consistent with our past work (Kundsen et 
al., 2014; Ch. 2).  Briefly, all animals were stereotaxically implanted bilaterally in the hindlimb 
sensorimotor cortex (Leergaard et al., 2004) within the infragranular layer (1.3 -1.5 mm) using 4 
x 4 50 µm Teflon-insulated stainless steel microwires (MicroProbes for Life Sciences, USA).  
All surgical procedures were performed under general anesthesia (2-3% isoflurane in O2) via 
orotracheal intubation and pain was managed using Buprenorphine SRTM LAB (0.5 mg/kg; 
Wildlife Pharmaceuticals Inc., USA).  After at least a week of recovery, voltage waveforms were 
acquired (40 kHz) using a Multichannel Acquisition Processor (MAP, Plexon Inc., USA and 
discriminated into units using principle component cluster analysis and visual identification (Sort 
Client, Plexon Inc., USA).  
 
3.2.4 BMI Training  
Following this assessment period, rats were then tilted in closed loop BMI for 25 consecutive 
days (“days 1-25”; excluding Saturdays).  Classifier templates were created at the start of each 
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day, which were built from the previous day’s recording.   During each tilt, the neural responses 
were classified using the PSTH-based classifier (Foffani & Moxon, 2004) using a ±200 ms 
window, 20 ms bin size.  The definition of each neuron was kept as consistent as possible across 
days, however, if a new neuron appeared or a previously existing neuron disappeared it was not 
used in the classifier.  If the newly appearing neurons was still present the following day it was 
used in the experiment.  Each control animal was yoked to a BMI animal such that they 
underwent identical tilt perturbations, punishments and reward tilts all in the same order.  This 
was designed to control for any of the effects associated with being tilted 25 days consecutively 
as well as the impact of punishment and rewards alone.    
 
 
3.2.5 Data Analysis and Statistics    
 
Offline Performance  
As described previously (Bridges and Moxon, submitted; Ch. 2) a learning animal was defined as 
one who saw at least 5 consecutive days of task performance (i.e. online performance) greater 
than performance on the first day.   To verify this approach, I calculated offline performance of 
learning, non-learning and control animals using the same PSTH method. However, in this case, 
the stored data was used to generate new templates (four tilt types; 100 trials each) and, using a  
leave-one-out cross validation, single trials were classified and the performance calculated as the 
percentage of correctly classified trials.  This offline performance measure was then normalized 
as a change from the first day’s performance for each animal separately.  
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Offline performance was calculated following a baseline tilt session.  If performance was not 
between 50% and 80%  I conducted an additional baseline tilt session with modified tilt 
parameters.  Specifically, if performance was below 50%, tilts were made easier to discriminate 
between by making the peak velocity and initial platform acceleration more different between tilt 
types.  As decoder accuracy influences the percentage of rewards, which influences task 
engagement, I performed these manipulations in an effort to reward the animal at least half of the 
number of trials in the experiment.  In contrast, if performance was above 80% tilt types were 
made more difficult to discriminate between by making peak velocity and initial acceleration 
more similar.  These changes were made in an effort to ensure task performance was not 
saturated at experiment outset.   
 
 
Single Neuron Mutual Information 
Mutual information, which conceptually represents the reduction of uncertainty (or gained 
information) about the tilt perturbation obtained by knowing the neural response (Quian Quiroga 
& Panzeri, 2009), is formally defined as:   
 
𝐼(𝑠; 𝑟) = ∑ 𝑃[𝑟, 𝑠]𝑠,𝑟 𝑙𝑜𝑔2 (
𝑃[𝑟,𝑠]
𝑃[𝑟]𝑃[𝑠]
)     (1) 
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where P[r], P[s], and P[r,s] correspond to probability of the tilt-perturbation response r, the tilt 
perturbation stimulus s and their joint probability respectively.  I(s;r), which is measured in units 
of bits, was calculated for each neuron across the 25 days of the experiment using the actual and 
predicted tilt type confusion matrix generated when applying the classifier (Foffani, Tutunculer, 
& Moxon, 2004).  Residual bias for Im was then estimated using a bootstrapping procedure 
which involved the pairing of trial responses and tilt types in a randomized order—effectively 
eliminating the association between the two (Magri, Whittingstall, Singh, Logothetis, & Panzeri, 
2009).  This procedure was performed 50 times, which provided an asymptotically stable 
estimate of random information within 0.001 bits, and the calculated bias 𝐼𝐵 subtracted from Im 
to create bootstrap-corrected single neuron mutual information: 
 𝐼′ = 𝐼-𝐼𝐵          (2)  
 
Only neurons with 𝐼′ > 0 were used for this analysis.  Neurons that met this criterion were then 
converted into z-scores relative to the baseline tilt session (i.e. “day 0”).   
 
Neural Response Property Measures  
As previously described (Bridges and Moxon, submitted; Ch. 2), the following neural response 
measures (NRMs) were calculated (Figure 7): (a) Response Magnitude (RM): sum of the spikes 
within the PSTH response window divided by the total number of trials after subtracting the 
average background activity (i.e. background firing rate; BFR). (b) Peak Response (PR): the 
PSTH bin with the maximum number of spikes divided by the total number of trials after 
subtracting the BFR. (c) Peak latency (PL): the time (i.e. bin) relative to tilt start the PR occurs.  
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Only “responsive” neurons, defined as a neuron having at least 5 consecutive 2 ms above 
threshold PSTH bins and a response window significantly greater than BFR (one-sided paired t-
test, p>.001), were used in this analysis.  If a neuron was responsive to multiple tilt types, the 
most responsive case was used such that each neuron only contributed one observation to the 
analysis.  These measures were then converted into z-scores relative to the baseline tilt session. It 
should be noted that a responsive neuron may not necessarily have positive I’ (i.e. contribute 
information towards discriminating between tilts).  As such, the population of neurons used for I’ 
may differ from those used for the neural response property measures.  
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Figure 7. Example PSTH. A peristimulus time histograms (PSTH) was made for each neuron for each tilt type.  The above is an 
illustration of a “responsive” neuron.  Prior to the start of the background firing rate (BFR) I around .05 spikes/trial.  Following 
the start of tilt the neuron rapidly increases its firing rate to .15 spikes/trial.    
 
 
Tilt Difference Measures 
I hypothesized that performance increases in the learning group was due to increased differences 
in the firing rate and timing between fast (F) and slow (S) and/or CW and CCW tilts.  The more 
different the response to each tilt type the easier it is for the classifier to discriminate between 
them and hence increased information.  To test this, I correlated tilt differences (TD) of these 
measures with the information found in direct and indirect neurons separately.  The generalized 
formulation of these differences can be found below:  
 
 
𝑇𝐷(𝑇𝑇1, 𝑇𝑇2)𝑁𝑅𝑀 = |𝑁𝑅𝑀𝑇𝑇1 − 𝑁𝑅𝑀𝑇𝑇2|     (3) 
 
,where tilt type 1 (TT1) and 2 (TT2) correspond to either CW and CCW or F and S tilts 
respectively.  TD NRMs included RM, PR and PL and each measure was calculated for direct 
and indirect neurons separately.  The measures were then converted into z-scores relative to the 
baseline tilt session for each animal across days of the experiment.  Only neurons that were 
responsive to each of the relevant tilt types were used in this analysis.   
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Redundancy Measures    
I hypothesized that animals that learned in the task would also show an increase in redundancy as 
shown by others (So et al., 2012) and that these redundancy increases would correlate with 
information increases.  Particularly, because one hemisphere was used for direct and the other for 
indirect neurons, I was interested in redundancy changes both for direct and indirect neurons 
separately (i.e. within hemisphere redundancy; 𝑃𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒,ℎ𝑒𝑚𝑖𝑠𝑝ℎ𝑒𝑟𝑒) but also collectively (i.e. 
between hemisphere redundancy; 𝑃𝑎𝑙𝑙).  These two redundancy measures are formally defined 
below (Narayanan, Kimchi, & Laubach, 2005):  
𝑃𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒,ℎ𝑒𝑚𝑖𝑠𝑝ℎ𝑒𝑟𝑒 = 𝐼𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒,ℎ𝑒𝑚𝑖𝑠𝑝ℎ𝑒𝑟𝑒 − ∑ 𝐼𝑛𝑒𝑢𝑟𝑜𝑛,ℎ𝑒𝑚𝑖𝑠𝑝ℎ𝑒𝑟𝑒
𝑁
1   (4) 
𝑃𝑎𝑙𝑙 = 𝐼𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒,𝑎𝑙𝑙 − (𝐼𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒,𝑑𝑖𝑟𝑒𝑐𝑡 + 𝐼𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒,𝑖𝑛𝑑𝑖𝑟𝑒𝑐𝑡)    (5) 
 
Where 𝐼𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒,ℎ𝑒𝑚𝑖𝑠𝑝ℎ𝑒𝑟𝑒 corresponds to the I’ calculated using all recorded neurons and 
𝐼𝑛𝑒𝑢𝑟𝑜𝑛,ℎ𝑒𝑚𝑖𝑠𝑝ℎ𝑒𝑟𝑒 corresponds to I’ in a single neuron.  𝑃𝑎𝑙𝑙 takes the summation of the 
calculated information using direct (𝐼𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒,𝑑𝑖𝑟𝑒𝑐𝑡) and indirect (𝐼𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒,𝑖𝑛𝑑𝑖𝑟𝑒𝑐𝑡) neurons 
subtracted from the information using all neurons (𝐼𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒,𝑎𝑙𝑙; direct and indirect neurons 
combined).  These neural measures are said to be “redundant” when P<0 and considered 
“synergistic” when P>0.  Since I was interested in redundancy increases (i.e. increased 
negativity) both P measures were inverted such that increases in value corresponded to increases 
in redundancy:   
 
𝑃𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒,ℎ𝑒𝑚𝑖𝑠𝑝ℎ𝑒𝑟𝑒
′ = 𝑃𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒,ℎ𝑒𝑚𝑖𝑠𝑝ℎ𝑒𝑟𝑒 ∗ (−1)   (6) 
𝑃𝑎𝑙𝑙
′ = 𝑃𝑎𝑙𝑙 ∗ (−1)      (7) 
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P’ measures were then normalized to the baseline tilt day (as a difference/change from baseline) 
for each animal (and hemisphere when appropriate) for statistical analyses as well as correlated 
with averaged direct and indirect neuron information.  
 
Statistics  
When relevant, the above measures were grouped into early (days 1-5) and late phase (days 21-
25).  Since groups of measures were derived from the same animal (which violates the 
independence assumption of standard statistical models) a hierarchal linear model (HLM) was 
used with phase (early, late) as a fixed effect and animal as a random effect (variance 
components variance-covariance matrix used).  An additional group fixed effect was also added 
for normalized offline performance (learning, non-learning, control), 𝐼′(direct, indirect, control), 
all NRMs (direct, indirect, control), 𝑃𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒,ℎ𝑒𝑚𝑖𝑠𝑝ℎ𝑒𝑟𝑒
′  (direct, indirect, control) and 𝑃𝑎𝑙𝑙
′ 
(learning, controls) dependent variables.  These analyses were performed separately for learning 
and non-learning animals (when appropriate).  For correlations, which were conducted using the 
nonparametric Spearman correlation,  𝐼′, NRMs, TDs and 𝑃𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒,ℎ𝑒𝑚𝑖𝑠𝑝ℎ𝑒𝑟𝑒
′ were averaged 
across neuron for each animal, day and hemisphere separately.  To minimize the effects of 
fatigue, only the first 300 trials were used for all above analyses in this experiment.  
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3.3 Results 
3.3.1 Animal learning exhibits classical early and late phase  
Learning animals show an early phase (days 1-5) of rapid performance improvements followed 
by a late phase (days 21-25) of smaller performance improvements that eventually plateau 
(Figure 8A) as found in BMI (Koralek et al., 2012; Wander et al., 2013) and non-BMI motor 
skill learning studies (D'Amours et al., 2011; Qian, Chen, Forssberg, & Diaz Heijtz, 2013; Qian 
et al., 2015).  Specifically, for normalized offline performance (Figure 8B), a significant 
interaction [F(2,145.145)=10.320; p=.000] and effect of group [F(2,12.098)=7.140; p=.009] 
were found without an effect of phase [F(1,145.145)=.164 p=.686].  In the early phase, pairwise 
simple effects analyses revealed that no differences existed between groups (learning, non-
learning, control) in the early phase (p’s>0.1), but that learning animals showed greater 
performance increases compared to control (p=0.013) and non-learning animals (p=0.000) in the 
late phase.  Additionally, learning animals increased performance from the early to late phase 
(p=0.000) while non-learning animals decreased performance (p=0.040).    
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Figure 8. Learning vs. Non-learning Animals. A subset of animals improved performance improvements with practice in the 
task. (A) Performance normalized to day 1 plotted across the 25 days of the BMI experiment for learners, non-learners and 
control animals separately. (B)  Learning and non-learning performance values compared during early (days 2-6) and late phases 
(days 21-25). *p<.01,**p<.05, ***p<.001 (Bonferroni corrected).  +p<.01,++p<.05,  +++ p<.001 Bonforroni corrected 
comparison between early and late phase. 
 
 
3.3.2 Cortex uses a global strategy early in BMI learning and a local strategy in the late phase 
of learning  
 
Learning animals 
Both direct and indirect neurons show rapid increases in I’ compared to controls up until 
approximately day 10 (Figure 9A).  After this time point, direct neurons continue to increase I’ 
and/or plateau while I’ for indirect neurons decreased towards baseline levels.  Specifically, I 
found a significant interaction [F(2,2493.863)=6.500, p=.002], an overall effect of group 
[F(2,19.042)=10.375, p=0.001] but no effect of phase [F(1,2491.802)=.727, p=0.394] in learning 
animals (Figure 9B).  In the early phase, direct (p=0.071) and indirect (p=0.024) neurons 
exhibited more increases in I’ than control neurons but did not differ from one another (p=1.0).  
In the late phase, direct (p=0.000) and indirect neurons (p=0.05) increased I’ more than controls 
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with direct neurons having greater increases than indirect neurons (p=0.002).  In fact, direct 
neurons increased I’ from the early to late phase (p=0.000) while indirect neuron I’ did not 
change between phases (p=0.326) (Figure 9A,B). 
 
 
Figure 9. Neuron information in learning and non-learning animals.  Normalized single neuron mutual information (I’) 
plotted as a function of 25 days for direct, indirect and control neurons for learning (A) and non-learning (C) animals. 
Normalized I’ compared during early (days 1-5) and late phases (days 21-25) for learning (B) and non-learning (D) animals. 
*p<.01,**p<.05, ***p<.001 (Bonferroni corrected).  +p<.01,++p<.05,  +++ p<.001 Bonforroni corrected comparison between 
early and late phase.  
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Non-learning animals 
Non-learning animals did not display any phase dependent changes in I’ with indirect neurons 
showing the greatest increase (Figure 9C).  Early and late phase comparisons confirmed these 
observations where there was an effect of group [F(2,25.252)=3.504, p=0.045], but no 
interaction [F(2,2366.941)=.004, p=0.996] or effect of phase [F(1,2367.954)=1.851, p=0.147] 
(Figure 9D).  Direct neuron I’ increases did not differ from control (p=.180) or indirect neurons 
(p=1.00).  Indirect neurons, however showed greater increases in I’ compared to control neurons 
(p>0.076).  
 
3.3.3 Direct and indirect increase information by modulating firing rate tilt differences  
 
Learning animals 
For learning animals there was an effect of group [F(2,15.114)=25.433, p=0.000; 
F(2,14.706)=24.337, p=0.000] and phase [F(1,1912.056)=21.901, p=0.000; 
F(1,1911.773)=5.769, p=0.016] as well as a significant interaction [F(2,1913.006)=6.938, 
p=0.001; F(2,1912.654)=4.643, p=0.010] for RM and PR firing rate measures respectively 
(Figure 10A,B).  In the early phase, direct neurons showed greater firing rate increases than 
indirect neurons (RM: p=0.013; PR: p=0.007).  Similarly, late phase direct neurons showed 
greater firing rate increase than indirect (RM: p=0.000; PR: p=0.000) and control neurons (PR: 
p=0.089).  Firing rate, however, does not change for direct neurons between the early and late 
phase (RM: p=0.805; PR: p=0.273) while indirect neurons (RM: p=0.000; PR: p=0.010) and 
control neurons (RM: p=0.000; PR: p=0.015) decreases firing rate from early to late phase 
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(Figure 10B).  Therefore, learning animal direct neuron firing rate changes paralleled changes in 
I’—where an initial increase was followed by an eventual plateau.  Indirect neurons, in contrast, 
parallel control neuron firing rate decreases with BMI practice.    
 
Figure 10. Firing rate changes. Normalized peak response plotted as a function of 25 days for direct, indirect and control 
neurons for learning (A) and non-learning (C) animals. Normalized peak response compared during early (days 1-5) and late 
phases (days 21-25) for learning (B) and non-learning (D) animals.  Learning animal Spearman correlations for direct neurons 
between I’ and 𝑇𝐷(𝐶𝑊, 𝐶𝐶𝑊)𝑅𝑀 (E) and 𝑇𝐷(𝐹, 𝑆)𝑅𝑀 (F).  Learning animal Spearman correlations for indirect neurons between 
I’ and 𝑇𝐷(𝐶𝑊, 𝐶𝐶𝑊)𝑃𝑅 (G) and 𝑇𝐷(𝐹, 𝑆)𝑅𝑀  (H). *p<.01,**p<.05, ***p<.001 (Bonferroni corrected).  +p<.01,++p<.05,  +++ 
p<.001 Bonforroni corrected comparison between early and late phase.    
 
Non-learning animals 
Non-learning animal direct and indirect neurons did not appear to behave differently (relative to 
one another) across days of the experiment (Figure 10C).  A lack of an effect of group [RM: 
F(2,14.988)=.417, p=.666; PR: F(2,15.058)=2.681, p=.101] confirmed this observation, although 
an interaction existed [RM: F(2,1604.843)=2.414, p=.090].  Follow-on pairwise comparisons 
revealed that differences did not exist between neurons within each phase (p’s>0.1), which 
supports this observation.  Additionally, there was an effect of phase [RM: F(1,1604.113)=5.512, 
p=.019 ; PR: F(1,1604.031)=4.752, p=.029], where firing rate decreased from the early to late 
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phase.  Only control neurons decreased RM from the early to late phase (p=0.000), while a 
similar decrease in PR was found for all neuron types (p=0.029) (Figure 10D). 
 
 
Information-Tilt Difference correlations  
Originally, I hypothesized that neurons in learning animals increased information by increasing 
firing property differences between fast and slow tilts and CW and CCW tilts.  Since I saw an 
increase in direct neuron firing rate, but not indirect, I expected an increase in firing rate TD’s 
for direct neurons only.  Correlation analyses supported this notion, revealing that direct neuron 
firing rate TD’s increased as information increased, however only for CW-CCW TD’s (Figure 
10E) [(𝑇𝐷(𝐶𝑊, 𝐶𝐶𝑊)𝑅𝑀: rs=.307, p=0.000], but not F-S differences [𝑇𝐷(𝐹, 𝑆)𝑅𝑀 rs=-0.089 
(p=.381)] (Figure 10F).  Surprisingly, indirect neurons also showed a positive correlation with I’ 
for CW-CCW TD’s (Figure 10G) [(𝑇𝐷(𝐶𝑊, 𝐶𝑊)𝑅𝑀:rs=.185, p=0.067; 𝑇𝐷(𝐶𝑊, 𝐶𝑊)𝑃𝑅:rs=.420, 
p=0.000)] and a negative correlation with F-S TD’s [𝑇𝐷(𝐹, 𝑆)𝑅𝑀 rs=-.419, p=.000] (Figure 10H).   
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3.3.3 Direct and indirect increase information by modulating timing tilt differences 
 
Learning animals  
Generally, for learning animals, indirect neurons fired much more slowly than direct neurons 
across days of the experiment (Figure 11A).  Statistically, there was an interaction 
[F(2,1911.819)=2,477, p=0.083], effect of group [F(2,13.504)=38.387, p=0.000] and phase 
[F(1,1911.034)=11.286, p=0.001 (Figure 11B).  Indirect neurons fired later (compared to 
baseline) than direct neurons in the early and late phases (p’s=0.000).  Indirect and direct neuron 
PL changes, however did not differ from controls in the early (p=.800 and p=.253 respectively) 
and late phases (p=1 and p=.965 respectively).   
 
 
Figure 11. Latency changes. Normalized peak latency plotted as a function of 25 days for direct, indirect and control neurons 
for learning (A) and non-learning (C) animals. Normalized peak response compared during early (days 1-5) and late phases (days 
21-25) for learning (B) and non-learning (D) animals.  Learning animal Spearman correlations for direct neurons between I’ and 
𝑇𝐷(𝐶𝑊, 𝐶𝐶𝑊)𝑃𝐿 (E) and 𝑇𝐷(𝐹, 𝑆)𝑃𝐿 (F).  Learning animal Spearman correlations for indirect neurons between I’ and 
𝑇𝐷(𝐶𝑊, 𝐶𝐶𝑊)𝑃𝐿 (G) and 𝑇𝐷(𝐹, 𝑆)𝑃𝐿  (H).   *p<.01,**p<.05, ***p<.001 (Bonferroni corrected).  +p<.01,++p<.05,  +++ p<.001 
Bonforroni corrected comparison between early and late phase. 
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Non-learning animals   
PL differences in non-learning animals are not as pronounced as in learning animals (Figure 
11C).  Statistically, there was an effect of group [F(2,14.048)=6.113, p=0.012] and phase 
[F(1,1603.311)=7.262, p=0.007], where neurons generally responded faster in the later phase, 
but no interaction [F(2,1603.960)=.466, p=0.628] (Figure 11D).  This relationship where direct 
neurons respond earlier (relative to baseline) than indirect neurons is similar for both learning 
and non-learning animals.  The difference between the two neuron types, however, are primarily 
driven by indirect neuron PL increases and direct neuron decreases in learning and non-learning 
animals respectively.  
 
Information-Tilt Difference correlations  
Learning animal correlation analyses revealed a positive relationship between information and 
timing differences for direct (Figure 11E) [(𝑇𝐷(𝐶𝑊, 𝐶𝐶𝑊)𝑃𝐿: rs=.571, p=0.000] but not for 
indirect neurons (Figure 11G) [(𝑇𝐷(𝐶𝑊, 𝐶𝐶𝑊)𝑃𝐿: rs=0.082, p=0.417].  Additionally, direct 
neurons negatively correlated with fast-slow TD’s (Figure 11F) [(𝑇𝐷(𝐹, 𝑆)𝑃𝐿: rs=-0.292, 
p=0.003], while indirect neurons did not (Figure 11H) [(𝑇𝐷(𝐹, 𝑆)𝑃𝐿: rs=-0.039, p=0.701].  These 
results suggest that only direct neurons are capable of modulating firing rate and timing 
differences to increase I’, whereas indirect neurons only modulate firing rate differences.    
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3.3.4. Only direct neurons increase redundancy  
 
Between hemisphere redundancy 
Much like with direct neuron information (I’) and firing rate, between hemisphere redundancy 
(𝑃𝑎𝑙𝑙
′ ) increases from ~days 1-10 (Figure 12A), but seems to decrease thereafter (unlike direct 
neuron I’ or firing rate).   In early-late phase comparisons in learning and non-learning animals I 
found a no effect of group [F(1,8.020)=2.644, p=.143] or phase [F(1,71.044)=1.030, p=.314]  but 
a significant interaction [F(1,71.044)=9.815, p=.003] (Figure 12B).  In the early phase, between 
hemisphere redundancy (𝑃𝑎𝑙𝑙
′) was equivalent for learning and control animals (p=.712).  When 
moving from the early to late phase, control animals decreased redundancy to levels below 
learning animals (p=.023).  Therefore, 𝑃𝑎𝑙𝑙
′ levels did not change from the early to late phase for 
learning animals (p=0.136) although (as mentioned) there is an overall observable increase from 
days 1-10 (Figure 12A). 
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 Figure 12. Learning animal redundancy changes. (A) normalized between hemisphere redundancy (𝑃𝑎𝑙𝑙
′) plotted as a 
function of 25 days for learning and control animals. (B) normalized 𝑃𝑎𝑙𝑙
′ compared during early (days 1-5) and late phases (days 
21-25) for learning animals. (C) normalized within hemisphere redundancy (𝑃𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒,ℎ𝑒𝑚𝑖𝑠𝑝ℎ𝑒𝑟𝑒
′) plotted as a function of 25 
days for direct, indirect and control neurons. (D) normalized 𝑃𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒,ℎ𝑒𝑚𝑖𝑠𝑝ℎ𝑒𝑟𝑒
′ compared during early (days 1-5) and late 
phases (days 21-25) for direct, indirect and control neurons. (E) Correlation between direct single neuron mutual information (I’) 
and 𝑃𝑎𝑙𝑙
′ (F) Correlation between indirect I’ and direct within hemisphere neuron redundancy 𝑃𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒,ℎ𝑒𝑚𝑖𝑠𝑝ℎ𝑒𝑟𝑒
′).  
*p<.01,**p<.05, ***p<.001 (Bonferroni corrected).  +p<.01,++p<.05,  +++ p<.001 Bonforroni corrected comparison between 
early and late phase. 
 
Within hemisphere redundancy    
I additionally investigated direct, indirect within hemisphere redundancy (𝑃𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒,ℎ𝑒𝑚𝑖𝑠𝑝ℎ𝑒𝑟𝑒
′)  
in learning animals and compared them to neurons from control animals.  Direct neurons showed 
the greatest 𝑃𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒,ℎ𝑒𝑚𝑖𝑠𝑝ℎ𝑒𝑟𝑒
′ increases (Figure 12C). Within this learning group, within 
hemisphere redundancy (𝑃𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒,ℎ𝑒𝑚𝑖𝑠𝑝ℎ𝑒𝑟𝑒
′) analyses revealed a significant effect of group 
[F(2,30.394)=17.669, p=.000] where direct neurons had more redundancy than indirect 
(p=0.000) and control neurons (p=0.000), but no effect of experimental phase 
[F(1,150.108)=,110, p=.741]  or an interaction [F(2,150.120)=1.616, p=.202] (Figure 12B).  
Therefore, learning animals either increase or maintain between hemisphere redundancy 
(𝑃𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒,ℎ𝑒𝑚𝑖𝑠𝑝ℎ𝑒𝑟𝑒
′).  Learning direct neuron within hemisphere redundancy 
(𝑃𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒,ℎ𝑒𝑚𝑖𝑠𝑝ℎ𝑒𝑟𝑒
′) increased the first few days of the experiment (Figure 12A), these levels 
plateau by the end of the early phase and are maintained throughout the remainder of the 
experiment (Figure 12B).  Direct neuron information (𝐼′) also positively correlated with both 
between (𝑃𝑎𝑙𝑙
′; rs=0.549, p=0.000; Figure 12E) and within hemisphere redundancy 
(𝑃𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒,ℎ𝑒𝑚𝑖𝑠𝑝ℎ𝑒𝑟𝑒
′; rs=0.639, p=0.000; Figure 12F).  This suggests that increased direct 
neuron information (I’) levels are associated with increased redundancy both within its own 
hemisphere and between the direct and indirect neuron hemispheres. 
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3.4 Discussion  
 
In this study, I investigated changes in firing properties and information measures of direct and 
indirect neurons in a novel bilateral BMI tilt task in learning and non-learning animals.  I 
demonstrate that the strategy the brain uses to achieve task success—whether global or local, 
depends on the experiment phase.  These strategies differ between learning and non-learning 
animals.  Additionally, learning and non-learning animals modulate neural response properties in 
a manner different than control neurons, suggesting that certain modulations lead to task success 
while others do not.     
 
3.4.1 Global and Local Strategy Usage is Phase Dependent  
Direct neuron information paralleled performance changes in learning animals whereas indirect 
information increased in the early phase but did not show further increases in the late phase.  
Together these results suggest that learning animals initially use a global strategy to increase 
information, but use local strategies to selectively increase information in direct neurons to 
maintain learning with practice.  This combination of strategies may explain the variability found 
in literature associated with indirect neuron investigations.  Depending on task parameters, some 
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animals may rapidly transition from global to local strategies, while others may never transition 
to using local strategies at all or have delayed global-local strategy transitions.  This idea falls in 
line with findings in the motor skill learning community that time spent in the early phase is 
heavily task dependent (Dayan & Cohen, 2011; Sawers & Hahn, 2013).  As discussed in (Dayan 
& Cohen, 2011) for example, the early phase lasts minutes in simple key-press tasks and months 
when learning complex musical scores.   
 
3.4.2 Potential Roles of Indirect Neurons  
I hypothesized that learning animals increased information by increasing the difference in firing 
rate between F-S and CW-CCW tilts, which would in effect make it easier for the classifier to 
discriminate tilt types.  Given that direct neurons increased firing rate with practice while 
indirect neurons decreased firing rate like control neurons, I expected that tilt differences would 
only correlate with information in direct neurons.  Analyses, however, revealed that indirect in 
addition to direct neurons increased firing rate tilt differences but for CW-CCW tilt differences 
only.  Since indirect neurons do not directly contribute to task outcome, the cortex may be 
decreasing firing rate to reduce cognitive resources.  This concept would fall in line with work 
done in other BMI studies showing decreased modulation depth measures with practice (Ganguly 
et al., 2011; Koralek et al., 2013) and motor skill studies showing decreased BOLD effects as 
dancers learn new routines (Bar & DeSouza, 2016), smaller cortical volume recruitment in 
professional compared to novice race car drivers (Bernardi et al., 2013) and reduced cell 
metabolism following extended practice (Picard, Matsuzaka, & Strick, 2013).  Indirect neurons 
as proposed by others (Fetz, 2007; Ganguly et al., 2011), however, may still form a supportive 
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relationship to direct neurons.  Some indirect neurons may form inhibitory connections with 
direct neurons.  If this is the case, decreased firing rate may be a form of decreased inhibition, 
which would increase activity in direct neurons.  Nevertheless, the fact that decreases in firing 
rate were greater for indirect neurons compared to controls suggests that the cortex is actively 
suppressing indirect neuron firing rate.  The fact that a subset of indirect neuron firing rate tilt 
differences positively correlated with information, however, suggests that firing rate still plays a 
role in the encoding of information within indirect neurons.     
 
3.4.3 Non-learning Animals  
In contrast to learning animals,  the non-learning animal firing rate of direct, indirect and control 
neurons did not differ from one another.  While direct neurons responded faster than indirect 
neurons in both learning and non-learning animals, learning animals created this difference by 
primarily increasing the latency of indirect neurons while non-learning animals achieved this 
difference by decreasing the latency of direct neurons.  Why these differences exist is unclear, 
but non-learning animals could be attempting to modulate response timing in an effort to 
increase task performance—albeit unsuccessfully.  The difference between learning and non-
learning animals may in fact be that learning animals more effectively modulate neural responses 
properties.   
 
3.4.4 Redundancy and BMI  
Researchers have proposed various functions for neuronal redundancy, which has been 
demonstrated in rats (Narayanan et al., 2005) and primates (Reich, Mechler, & Victor, 2001).  A 
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popular idea is that redundant neurons serve to safeguard against neural noise, which can be in 
the form of neurons misfiring (Puchalla, Schneidman, Harris, & Berry, 2005) or unstable neural 
representations associated with motor learning (Rokni, Richardson, Bizzi, & Seung, 2007).  
Puchalla et al. (2005) proposed that redundancy allows for simpler high-order feature extraction 
via combinatorial codes in redundant systems, while (Narayanan et al., 2005)  suggests that 
redundancy relates to more efficient control of muscles.  In the BMI context, So et al. (2012) 
found that direct neurons increase redundancy with practice and increased information, which is 
consistent with our results.  They suggest that this increased redundancy may be a type of BMI-
related adaption that allows fewer neurons to be used to accomplish the same task.  If this is the 
case, the cortex is selective in the type of neurons it applies this encoding scheme to as indirect 
neuron within hemisphere redundancy did not differ from control neurons in either phase.   
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CHAPTER 4: General Discussion 
 
 
4.1 Clinical implications  
     This body of work provided insights into the strategies used by the cortex in BMI-learning by 
investigating direct and indirect neurons in a novel perturbation-based tilt task.  I hypothesized 
that animals would primarily use global strategies to improve task performance.  While partially 
correct, the study results suggest the cortex primarily uses global strategies initially but 
eventually converted to local strategies to modulate neural activity associated with task outcome 
with practice.  A subject’s ability to transition from using global to local strategies may subserve 
expertise and/or mastery in BMI-learning.  Strategies focused on facilitating this transition might 
therefore be necessary to achieve optimal clinical outcomes in BMI-neuroprosthetic systems.  In 
the context of SCI, how treatments and/rehabilitation practices traditionally administered after 
SCI interact with the BMI-learning process should be considered.  Clearly certain practices are 
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required in the acute and subacute rehabilitation phases following SCI to prevent complications 
such as joint contractures, muscle atrophy and pain (Nas, Yazmalar, Sah, Aydin, & Ones, 2015).  
If the ultimate goal, however is to provide patients with some type of BMI-neuroprosthetic 
system, clinicians need to take a holistic view that includes the BMI—especially if certain 
practices interfere with a patients’ ability to use local strategies.   
 
4.2 Other considerations  
Though local strategies characterized the late phase of BMI-learning, the fact that indirect 
neurons still contributed information above control levels at this timepoint suggested that the 
global impact of BMI-learning is long term.  This interaction of global and local strategies 
should be considered as BMI-systems increase in complexity.  This work also illustrated the 
importance of using control animals and separating animals into learning and non-learning 
groups—which is not a common practice in the BMI community.  By comparing these three 
groups, I was able to parse out differences due to task effects and BMI-usage as well as gain 
insight into differences between learning and non-learning animals.  Such knowledge will be 
crucial when BMIs are ultimately transferred to the clinical realm.  BMI researchers, should 
therefore consider incorporating control animals in their experimental design in future 
investigations.         
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