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Abstract
A congruence f (x1, x2, . . . , xt ) ≡ 0modpn (p is a prime) is said to be strong homogeneous if it has the form
xd−1
i
+ xd−2
i
xj + xd−3i x2j + · · · + xd−1j ≡ 0modpn,
where pd, d >n and i, j ∈ {1, 2, . . . , t}, i = j . A strong homogeneous equation over a ﬁnite ﬁeld Fpn, pn > 2, is deﬁned
analogously. For a system S of strong homogeneous congruences (or equations), the associated graph G(S) of S is deﬁned to be
the graph whose vertex set is {x1, x2, . . . , xt } and two vertices xi and xj are adjacent whenever they belong to a congruence (or
equation) in S.We show that the solutions of S have a close relation with the vertex colourings of G(S). The number of solutions of S
can be represented by the chromatic polynomials of the components of G(S). This implies that the problem of ﬁnding the solutions
to a system of equations over a ﬁnite ﬁeld or congruences is NP-hard, even for a very special class. An asymptotic estimation to the
number of the solutions of the system of SH-congruence is also established.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
In algebraic number theory, estimating the number of solutions of equations over a ﬁnite ﬁeld is a charming and
important problem with a long history. As mentioned in [13], Gauss ﬁrst studied the solutions of the equation ayl +
bzm + c = 0 over a ﬁnite ﬁeld, and calculated the number of solutions for (l, m) = (2, 2), (3, 3), (4, 4), (2, 4). Weil
[14] made a further study on solutions of the equation a0xn00 +a1xn11 +· · ·+arxnrr =0, and posed a famous conjecture
which has been very inﬂuential in the recent development of both number theory and algebraic geometry. Deligine
ﬁnally solved Weil’s conjecture and was awarded the Fields Medal in 1978 [9]. For general equation(s), Warning and
Katz made some estimations on the number of solutions of a system of equations over a ﬁnite ﬁeld [9]. For some more
recent results on this topic, we refer to [1,4,7,8,10–12,15].
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In elementary number theory, Gauss introduced the notion of congruence in Disquisitions Arithmetica [6]. Results
related to the solutions of some special congruences can be found in [4–6,8,11].
For non-negative integers a, b and q = 0, we say that a is congruent to b modulo q if q divides b−a and as usual, this
relation is written by a ≡ bmod q. Let n be a positive integer, p be a prime with pn > 2 and let d, d >n, be a positive
integer not divisible by p.A congruence f (xi, xj ) ≡ 0modpn is said to be a strong homogeneous (p, n, d)-congruence
(or more brieﬂy, an SH-congruence) if it has the form
xd−1i + xd−2i xj + xd−3i x2j + · · · + xd−1j ≡ 0modpn. (1)
Let S be a system of SH-congruences in the variables x1, x2, . . . , xt , t ≥ 2 (here, for convenience, we assume that each
of x1, x2, . . . , xt appears in at least one congruence of S). The associated graph G(S) of S is deﬁned to be a simple
undirected graph whose vertex set is {x1, x2, . . . , xt } and two vertices xi and xj are adjacent whenever S contains the
congruence (1).
For an example, let S be
⎧⎪⎪⎨
⎪⎪⎩
xd−11 + xd−21 x2 + · · · + xd−12 ≡ 0
xd−12 + xd−22 x3 + · · · + xd−13 ≡ 0
xd−13 + xd−23 x4 + · · · + xd−14 ≡ 0
xd−14 + xd−24 x1 + · · · + xd−11 ≡ 0
modpn. Then S is a system of SH-congruences in the variables x1, x2, x3, x4 and G(S) is a cycle of length 4.
From the deﬁnition of G(S), it can be seen that each vertex of G(S) has degree at least 1. In other words, each
component of G(S) contains at least two vertices, or equivalently, G(S) contains no isolated vertices. Again from the
deﬁnition of G(S), it can be seen that for ﬁxed p, n, and d, the function S → G(S) is a bijection between systems of
SH-congruences and simple undirected graphs without isolated vertices.
Letp, n, d be deﬁned as above. Similar to the deﬁnition of strong homogeneous congruence, an equationf (xi, xj )=0
over a ﬁnite ﬁeld Fpn is said to be a strong homogeneous (p, n, d)-equation (brieﬂy, an SH-equation) if it has the form
xd−1i + xd−2i xj + xd−3i x2j + · · · + xd−1j = 0. (2)
The associated graph G(S) of a system S of strong homogeneous equations is deﬁned analogously. A system of strong
homogeneous congruences or equations over a ﬁnite ﬁeld are generally called an SH-system, with no confusion.
For a graph G of t vertices x1, x2, . . . , xt , a vector (1, 2, . . . , t )modpn (or over a ﬁnite ﬁeld Fpn ) is said to be a
vertex colouring of G if i /≡ j modpn (or i = j ) for any two adjacent vertices xi and xj . 1, 2, . . . , t are also
called the colours. For a natural number , we denote by (G) the number of vertex colourings of G using at most 
different colours. It is well known that (G) is a polynomial in  (see [2,3] for details):
(G) =
t−k∑
i=0
(−1)iait−i ,
where a0 = 1, a1 and k are the numbers of edges and components in G, respectively, and ai is a positive integer for
every i, 1 i t − k. (G) is also called the chromatic polynomial of G.
In this paper, we show that the solutions of an SH-system S has a close relation with the vertex colourings of G(S).
More precisely, the solutions of S and the vertex colourings of G(S) are determined uniquely from each other. It follows
that, for a system S of SH-congruences modulo pn, the number of solutions of S is
n(S) =
k∏
j=1
(p(n−1)tj + p
n−1(p − 1)
l
l (Gj )),
where l = gcd(d, p − 1), G1,G2, . . . ,Gk , are the components of G(S) and tj , j ∈ {1, 2, . . . , k}, is the number of
vertices in Gj . This implies that n(S)/p(n−1)t → 1 asn → +∞.
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If S is an SH-system over a ﬁnite ﬁeld Fpn , then
n(S) =
k∏
i=1
(
1 + p
n − 1
l
l (Gi)
)
,
where l = gcd(d, pn − 1).
The above results imply that the problem of determining the number of solutions to the system of congruences or
equations is NP-hard, even for a very special class: the SH-systems.
For those graph and number theoretical terminologies and notations not deﬁned in this paper, we refer to [2,3,11].
2. System of SH-congruences
In this section,wewill focus our attentiononSH-congruences.Consider the congruence (1). If (i , j ) ≡ (0, 0)modp,
then (i , j ) is a solution of the congruence since d >n. If (i , j ) is a solution of the congruence and p | i , then
p | j . So we have the following proposition immediately.
Proposition 2.1. If (i , j ) is a solution of (1), then either (i , j ) ≡ (0, 0)modp or pij .
Proposition 2.2. Let p be a prime and let k ∈ Z. Then (1 + kp)pn−1 ≡ 1modpn for all n1.
Proof. The proof is by induction on n. The result is trivial for n = 1. Suppose (1 + kp)pn−1 ≡ 1modpn. Let
(1 + kp)pn−1 = 1 + mpn. Then
(1 + kp)pn = (1 + mpn)p = 1 + p · mpn +
(p
2
)
(mpn)2 + · · · + (mpn)p ≡ 1modpn+1. 
Proposition 2.3. Suppose pij . Then (i , j ) is a solution of (1) if and only if i /≡ j modpn and di ≡ dj modpn.
Proof. First assume that (i , j ) is a solution of (1). If i ≡ j modpn, then dd−1i ≡ 0modpn. This contradicts the
fact that i and d are not divisible by p. Thus, i /≡ j modpn. Since (i , j ) is a solution, we have
di − dj ≡ (i − j )(d−1i + d−2i j + · · · + d−1j ) ≡ 0modpn.
Thus, di ≡ dj modpn.
Conversely, assume that i /≡ j modpn and di ≡ dj modpn. We show that i /≡ j modp. Let j denote
the inverse of j modulo pn so that jj ≡ 1modpn. Then (ij )d ≡ 1modpn. Suppose by contradiction that
i ≡ j modp. Then ij ≡ 1modp, and it follows from Proposition 2.2 immediately that (ij )pn−1 ≡ 1modpn.
Thus, (ij )gcd(d,p
n−1) ≡ 1modpn. Recall that pd . So gcd(d, pn−1) = 1, and it follows that ij ≡ 1modpn. This,
implies that i ≡ j modpn, a contradiction. Thus, i /≡ j modp.
Since
0 ≡ di − dj ≡ (i − j )(d−1i + d−2i j + · · · + d−1j )modpn,
and p(i − j ), it follows that (d−1i + d−2i j + · · · + d−1j ) ≡ 0modpn. 
Proposition 2.4. Let f : (Z/pnZ)× → (Z/pnZ)× be deﬁned by f (a)=ad ,wherepd and d >n. Let l=gcd(d, p−1)
and let (i) denote the number of solutions to xd ≡ i modpn. Then
(i) =
⎧⎪⎨
⎪⎩
pn−1 if i ≡ 0modpn,
0 if i ≡ 0modp, but i /≡ 0modpn,
l pi and i ∈ im (f ),
0 pi and i /∈ im(f ),
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Proof. If i ≡ 0modpn, then it is clear that  is a solution of xd ≡ i modpn if and only if p | . If i /≡ 0modpn and
i ≡ 0modp, then xd ≡ i modpn has no solution. This implies the ﬁrst two parts. Now assume pi.
First we show that | ker(f )| = l. Since pd , we have l = gcd(d, pn−1(p − 1)). Since |(Z/pnZ)×| = pn−1(p − 1), it
follows that ad = 1 if and only if al = 1. Thus, a ∈ ker(f ) if and only if al = 1. If p = 2, then d is odd, so l = 1. Thus,
| ker(f )| = l. If p is odd then (Z/pnZ)× is a cyclic group of order pn−1(p − 1). Since l|pn−1(p − 1), it follows again
that | ker(f )| = l.
This implies that (i) = l if pi and i ∈ im(f ), and (i) = 0 if pi and i /∈ im(f ). 
Theorem 2.5. Let S be a system of SH-congruences modulo pn and let l = gcd(d, p − 1). If G(S) is connected, then
the number of solutions of S is
n(S) = p(n−1)t +
pn−1∑
i=1
(i)(G(S)) = p(n−1)t + p
n−1(p − 1)
l
l (G(S)).
Proof. We ﬁrst prove that (1, 2, . . . , t ) is a solution of S if and only if (1, 2, . . . , t ) ≡ (0, 0, . . . , 0)modp, or
(1, 2, . . . , t ) is a vertex colouring of G(S) and d1 ≡ d2 ≡ · · · ≡ dt modpn.
Assume (1, 2, . . . , t ) is a solution of S. We claim that if one of 1, 2, . . . , t , say i ≡ 0modp, then
(1, 2, . . . , t ) ≡ (0, 0, . . . , 0)modp. In fact, since G(S) is connected, then for any vertex xj of G(S), there is
a path P = xi0xi1 · · · xih in G(S) connecting xi and xj (where, for convenience, we write xi = xi0 and xj = xih ). If ih
is not divisible by p, since i0 is divisible by p, there is  ∈ {0, 1, . . . , h − 1} such that i is divisible by p while i+1
is not. However, because xi and xi+1 are adjacent in G(S), S contains the congruence
xd−1i + xd−2i xi+1 + · · · + xd−1i+1 ≡ 0.
By Proposition 2.1, this is a contradiction. Our claim follows.
Now suppose that none of 1, 2, . . . , t is divisible by p. Since (1, 2, . . . , t ) is a solution of S, so by Proposition
2.3, i /≡ j and di ≡ dj modpn for any two adjacent vertices xi and xj in G(S). This implies that (1, 2, . . . , t ) is
a vertex colouring of G(S). Moreover, again by the connectivity of G(S), we have d1 ≡ d2 ≡ · · · ≡ dt modpn.
Conversely, it is clear that if (1, 2, . . . , t ) ≡ (0, 0, . . . , 0)modp then (1, 2, . . ., t ) is a solution of S. Now
assume that (1, 2, . . . , t ) is a vertex colouring of G(S) and d1 ≡ d2 ≡ · · · ≡ dt modpn. Then for any two
adjacent vertices xi and xj in G(S), i /≡ j modpn. So by Proposition 2.3, (i , j ) is a solution of (1). Therefore,
(1, 2, . . . , t ) is a solution of S.
It is easy to check that the number of t-tuples (1, 2, . . . , t ) ≡ (0, 0, . . . , 0)modp is equal to p(n−1)t .
From Proposition 2.4, let g : (Z/pnZ)× → (Z/pnZ)× be deﬁned by g(a)= al . Since l | d and noting that ker(f )=
ker(g) and im(f ) ⊆ im(g), we have im(f ) = im(g). Moreover, |im(f )| = (pn−1(p − 1)/ l). This implies that the
number of solutions (1, 2, . . . , t ) in which none of i is divisible by p is
pn−1∑
i=1
(i)(G(S)) = p
n−1(p − 1)
l
l (G(S)),
which completes our proof. 
Corollary 2.6. Let S be a system of SH-congruences and let G1, G2, . . . ,Gk be the components of G(S). We have
n(S) =
k∏
j=1
(
p(n−1)tj + p
n−1(p − 1)
l
l (Gj )
)
,
where ti , i = 1, 2, . . . , k, are the numbers of vertices of Gi , respectively.
Proof. Recall that each component of G(S) contains at least two vertices, i.e., ti2 for each i ∈ {1, 2, . . . , k}.
Since G(S) has k components G1, G2, . . . ,Gk , the system S can be correspondingly divided into k variable-disjoint
subsystems: S1, S2, . . . , Sk . Moreover, Si is a SH-system in ti variables for each i=1, 2, . . . , k. So the corollary follows
directly from Theorem 2.5. 
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Corollary 2.7. Under the hypotheses of Corollary 2.6,
lim
n→+∞
n(S)
p(n−1)t
= 1.
Proof. First assume that G(S) is connected. By Theorem 2.5,
n(S)
p(n−1)t
= 1 + p − 1
l
l (G(S))
p(n−1)(t−1)
.
Recall that t2 and note that ((p − 1)/ l)l (G(S)) is independent of n. We have
lim
n→+∞
n(S)
p(n−1)t
= 1.
If G(S) is not connected, then a similar argument using Corollary 2.6 gives the result. 
3. System of SH-equations over ﬁnite ﬁelds
Whenn=1, it is known that a congruence f (x1, . . . , xt ) ≡ 0 (modpn) is equivalent to the equation f (x1, . . . , xt )=0
over the ﬁnite ﬁeld Fpn . So the results obtained in the previous section for n=1 also hold for the system of SH-equations
over Fpn . In this section, we will establish a more general result.
Proposition 3.1. Let f : F×pn → F×pn be deﬁned by f (a) = ad . Let l = gcd(d, pn − 1) and let (i) denote the number
of solutions to xd = i. Then
(i) =
{1 if i = 0
l if i = 0 and i ∈ im(f ),
0 if i = 0 and i /∈ im(f ).
Proof. If i = 0, then x = 0 is the only solution to xd = i. Now let i = 0. Since F×pn is a cyclic group of order pn − 1,
the argument in the proof of Proposition 2.4 shows that | ker(f )| = l. It follows that if i = 0 and xd = i has a solution
in F×pn , then there are exactly l solutions. 
Theorem 3.2. Let S be a system of SH-equations over the ﬁnite ﬁeld Fpn, pn > 2 and let G1,G2, . . . ,Gk be the
components of G(S). Then the number of solutions of S is
n(S) =
k∏
i=1
(
1 + p
n − 1
l
l (Gi)
)
.
Proof. Similar to the discussion in the previous section, we need only to prove the case when G(S) is connected. We
claim that, for any two elements i , j ∈ Fpn ,
d−1i + d−2i j + d−3i 2j + · · · + d−1j = 0, (3)
if and only if (i , j ) = (0, 0), or i = j and di = dj . In fact, it is obvious that if (i , j ) = (0, 0), then (i , j )
satisﬁes (3). Now assume i = j and di = dj . Then
0 = di − dj = (i − j )(d−1i + d−2i j + d−3i 2j + · · · + d−1j ).
Since i = j and Fpn does not have any zero divisors, we immediately have
d−1i + d−2i j + d−3i 2j + · · · + d−1j = 0.
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Conversely, if i = j = 0 then,
d−1i + d−2i j + d−3i 2j + · · · + d−1j = dd−1i .
Since pd, so we have dd−1 = 0.
If i = j and di = dj , then
0 = di − dj = (i − j )(d−1i + d−2i j + d−3i 2j + · · · + d−1j ).
So d−1i + d−2i j + d−3i 2j + · · · + d−1j = 0. Our claim follows.
Let (1, 2, . . . , t ) be a solution of S. If one of i and j , say i = 0, then by (3) we can verify that j = 0. Note
that G(S) is connected. This implies that
(1, 2, . . . , t ) = (0, 0, . . . , 0).
We call (0, 0, . . . , 0) the trivial solution of S.
The above discussion implies that any non-trivial solution of S gives a vertex colouring of G(S) and, vise versa. By
Proposition 3.1, it is easy to see (similar to the proof of Theorem 2.5) that the number of the non-trivial solutions of S
is ((pn − 1)/ l)l (G). This implies
n(S) = 1 + p
n − 1
l
l (G),
which completes the proof of the theorem. 
Final remark: We know that the problem of determining the number of ways to colour a graph is NP-hard. From
Corollary 2.6 and Theorem 3.2, we see that the problem of determining the number of solutions of a system of congru-
ences or equations over a ﬁnite ﬁeld is NP-hard, even for a very special class—the SH-system. Corollary 2.7 implies
that, for a system S of SH-congruences, ‘almost every’ solution (1, 2, . . . , t ) of S has the form (1, 2, . . . , t ) ≡
(0, 0, . . . , 0)modp for large n.
Acknowledgement
The authors would like to thank the referees for their careful readings of this article and for their many constructive
comments. One of the referees suggested that the main results of the previous version could be generalized. We thank
Prof. Z.B. Chen and Dr. D. Liu with whom we have had valuable discussions.
References
[1] M. Boguslavsky, On the number of solutions of polynomial systems, Finite Fields Appl 3 (1997) 287–299.
[2] B. Bollobás, Modern Graph Theory, Springer, NewYork, 1998.
[3] J.A. Bondy, U.S.R. Murty, Graph Theory with Applications, MacMillan Press, London, 1976.
[4] Z.I. Borevich, I.R. Shafarivech, Number Theory, Academic Press, NewYork, 1966 (English edition translated by N. Greenleaf).
[5] Q. Han, Number of solutions of diagonal congruences, J. Syst. Sci. Math. Sci. 19 (1999) 282–290.
[6] G.H. Hardy, E.M. Wright, An Introduction to the Theory of Numbers, Oxford University Press, NewYork, 1960.
[7] L.K. Hua, H.S. Vandiver, Characters over certain types of rings with applications to the theory of equations in a ﬁnite ﬁeld, Proc. Nat. Acad.
Sci. USA 35 (1949) 94–99.
[8] K. Ireland, M. Rosen, A Classical Introduction to Modern Number Theory, Springer, NewYork, 1982.
[9] N. Katz, An overview of Deligine’s proof of the Riemann hypothesis for varieties over ﬁnite ﬁelds, Proc. Symp. Pure Math. Amer. Math. Soc.
28 (1976) 275–305.
[10] D.B. Leep, L.M. Schueller, Zeros of a pair of quadratic forms deﬁned over a ﬁnite ﬁeld, Finite Fields Appl 5 (1999) 157–176.
[11] R. Lidl, H. Niederreiter, Finite Fields, Encyclopedia of Mathematics and Its Applications, Addison-Wesley, Reading, MA, 1983.
[12] D.B. Ren, Q. Sun, P.Z.Yuan, Number of zeros of diagonal polynomials over ﬁnite ﬁelds, Finite Fields Appl 7 (2001) 197–204.
[13] W.W. Rouse Ball, H.S.M. Coxeter, Mathematical Recreations & Essays, University of Toronto Press, Trinity College, Cambridge, 1974.
[14] A. Weil, Numbers of solutions of equations in ﬁnite ﬁelds, Bull Amer Math Soc 55 (1949) 497–508.
[15] J. Wolfmann, Some systems of diagonal equations over ﬁnite ﬁelds, Finite Fields Appl 4 (1998) 29–37.
