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Resonant Compton scattering associated with pair
creation.
Jeanette I Weise
Abstract Studies of Compton scattering by relativis-
tic electrons in a strong magnetic field have been re-
stricted to either incident photon angles θ′ aligned along
the magnetic field B or incident photon energies ω′
below the first pair creation threshold ω′PC . When
these restrictions are relaxed there is a resonance in
Compton scattering associated with pair creation (PC),
that is analogous to but independent of known reso-
nances associated with gyromagnetic absorption (GA).
As with the GA resonances, that may be labeled by
the Landau quantum numbers of the relevant states,
there is a sequence of PC resonances where the scat-
tering cross section diverges. In this paper, the lowest
divergence is studied for incident photon energies satis-
fying ω′
2
sin2 θ′/(2eB)≪ 1, assuming that the scatter-
ing electron is in its ground (Landau) state. This lowest
resonance affects only parallel-polarized photons.
Keywords Compton scattering; magnetic fields; neu-
trons stars; non-thermal radiation mechanisms
1 Introduction
Compton scattering of relativistic electrons in a strong
magnetic field has been investigated for over four
decades (eg:Canuto et al. (1971); Herold (1979); Daugherty and Harding
(1986); Bussard et al. (1986)). Relatively recently
Gonthier et al. (2000) extended the theory to magnetic
fields in excess of the critical magnetic field, Bcr =
4.4 × 1013G. Such ultrastrong magnetic fields are rele-
vant to magnetars which include soft gamma repeaters
and anomalous X-ray pulsars (Woods and Thompson
(2006); Mereghetti (2008)). Gonthier et al. made sev-
eral restrictive assumptions, including that the initial
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electron is in its ground (Landau) state, and that the
initial photon is propagating parallel to the magnetic
field. The first of these assumptions is well justified.
An electron in a Landau state, n > 0, relaxes in a very
short time to its ground state, n = 0, through gyromag-
netic emission. The justification given for the second
assumption can be summarized as follows: if photons
are distributed over a wide range of angles in the labo-
ratory frame, in which the electron is highly relativistic,
then these photons are nearly all propagating at a small
angle to the magnetic field in the electron’s rest frame,
by which is meant the frame in which its parallel mo-
mentum is zero, pz = 0. This small angle is assumed
to be zero. However, the perpendicular momentum of
the initial photon, which is denoted by k′⊥ = ω
′ sin θ′ in
natural units (~, c = 1), is an invariant, and so has the
same value in both frames. Moreover, this invariant ap-
pears in the parameter x′ = k′2⊥/2eB in the theory, and
setting x′ = 0 is overly restrictive, in that it excludes
a resonance that is associated with pair creation (PC).
This resonance is in addition to a resonance associ-
ated with gyromagnetic absorption (GA), which is well
known in the pulsar context as resonant Compton scat-
tering (Daugherty and Harding (1986); Dermer (1990);
Luo (1996)). In this paper the assumption of parallel
propagation for the initial photon is relaxed, and the
scattering cross section including the PC resonance is
considered.
The two Feynman diagrams for Compton scattering
are presented in Figure 1, time increasing from right
to left. The solid lines represent particles (electrons or
positrons) and the broken lines represent photons with
wave 4-vectors k′
µ
= (ω′,k′) and kµ = (ω,k). Comp-
ton scattering is a second order process, depending on
the fine structure constant squared, whereby an initial
photon of energy ω′ is absorbed by an initial particle
with energy ε. The particle jumps to an intermediate
state of energy ε′′ and subsequently deexcites to a final
2Fig. 1 The two Feynman diagrams for Compton scatter-
ing in a magnetic field which have different labeling of the
particle states to those in the absence of the field. For ex-
ample, for the initial particle one has q = n, pz, σ where n is
the Landau quantum number, pz is the parallel momentum
and σ is the spin. Both the energy and parallel momentum
are conserved.
state of energy ε′ emitting a final photon of energy ω.
The energy of the particle is made up of its rest energy,
its parallel momentum (parallel to the magnetic field
upon which the z-axis is aligned) and its perpendicu-
lar momentum which is a product of the magnetic field
strength and the particle’s Landau quantum number.
For the initial particle, this is of the form
ε =
√
m2 + p2z + 2neB. (1)
The initial and final particles are taken to be electrons.
The intermediate particle can be either an electron or
a positron and both these states are summed over as
is their Landau quantum number n′′. The two types
of resonance associated with Compton scattering ap-
pear as resonances in the first and the second Feynman
amplitudes. In the first Feynman diagram when the
intermediate particle is an electron, the first type of
resonance that occurs is the well known GA resonance.
Its divergence is usually handled by introducing a fi-
nite width, equal to the gyromagnetic decay width of
the intermediate state, and adding it to the resonant
denominator. The PC resonance is associated with the
second Feynman diagram, in which the intermediate
particle is a positron. Both of these resonances were
identified as far back as 1979 by Herold (1979), who
restricted his calculations to photon energies below the
first PC threshold.
At either a GA or a PC resonance the question
arises as to whether the process should be regarded as a
second-order process, corresponding to Compton scat-
tering with a virtual intermediate state, or as a 2-step
process, corresponding to two first-order processes with
a real intermediate state. For the GA resonance, the
first step is gyromagnetic absorption of the initial pho-
ton by the initial electron, with n = 0, leaving an elec-
tron in an excited Landau level, n′′. The second step is
gyromagnetic emission of the final photon by this elec-
tron, with a transition back to the ground state n′ = 0.
The lifetime of the intermediate state is determined by
the (inverse of the) gyromagnetic decay probability. A
conventional way of including this effect is through the
natural line width, Γ, of the intermediate state, such
that the resonant denominator is replaced according to
ω+ε′−ε′′ → ω+ε′−ε′′+ iΓ/2. For the PC resonance,
the two steps are pair creation of the final electron and
the intermediate positron by the initial photon, and
annihilation of the initial electron and the intermediate
positron to produce the final photon. In this case, the
lifetime of the intermediate state is determined by the
(inverse of the) rate of creation of an electron-positron
pair by the initial photon.
At magnetic field strengths far in excess of Bcr, the
effects of photon dispersion and wave function renor-
malisation become important for parallel-polarized
photons (eg:Hattori and Itakura (2013); Shabad and Usov
(2010) and references therein). This is clearly evident
in the work by Chistyakov and Rumyantsev (2009) who
investigated the Compton effect in a strongly magne-
tized (B = 200Bcr) medium consisting of both vac-
uum and plasma contributions. The purpose of the
present investigation is to compare Compton scatter-
ing for a range of incident photon angles under the
same conditions as employed by Gonthier et al. (2000),
namely assuming the vacuum dispersion laws k′2 = 0
and k2 = 0 for the incident and final photons; Gonthier
et al. only considered an initial photon angle θ′ of
180◦, defined as 0◦ in their paper. Although only over
a limited range of photon energies and for incident and
final electrons in their ground state, the results of the
current work cover the entire range of incident pho-
ton angles. The magnetic field strengths considered
are 0.1Bcr, Bcr, 10Bcr and 100Bcr, the same as those
chosen in Gonthier et al. (2000). The notation used in
this paper differs from that used by Gonthier et al. in
that the incident photon’s parameters are primed and
the final photon’s parameters are unprimed whereas in
Gonthier et al.’s paper, they are the opposite.
The results found in the present paper show that,
over the entire range of magnetic fields, the Comp-
ton scattering cross sections are greater in magnitude
once the incident photon has a nonzero component of
perpendicular momentum. Further, at the two highest
magnetic field strengths for which the first PC thresh-
old falls within the range of the incident photon energies
3considered, the cross sections increase as the PC thresh-
old is approached in a similar manner as when the first
GA resonance is approached. These results are relevant
for the superstrong magnetic fields featured in magne-
tars, as discussed in Gonthier et al. (2000), where the
Compton scattering process remains an important en-
ergy loss process. For example, Baring and Harding
(2007), Nobili et al. (2008) and Baring et al. (2011)
investigated resonant Compton scattering at the cy-
clotron frequencies as a mechanism behind the hard
X-ray tails persistent in AXPs and magnetars. A re-
lated application is to the effect of Compton scattering
on the shape of the radiation spectra of strongly mag-
netized neutron stars; for example, Mushtukov et al.
(2012) derived the kinetic equations for Compton scat-
tering as a basis for radiation transport models. As
discussed in this paper, the resonance at the first PC
threshold for oblique incident photon angles and ultra-
strong magnetic fields can be at a lower energy than the
GA resonance, and give a previously unrecognized form
of resonant Compton scattering in these applications.
The paper is set out as follows. The relevant equa-
tions and approximations used in the evaluation of the
Compton scattering cross section are set out in Sect. 2.
A detailed derivation of the second order S-matrix for
Compton scattering from first principles is presented in
this section. The criterion for the intermediate state to
be part of a 2-step process, rather that a virtual state
in a scattering event, is discussed in Sect. 3. In Sect. 4,
specific details are given of how the PC resonance is
handled. The results are presented in Sect. 5 over a
restricted region of incident photon energies below the
first GA resonance. Some discussion of the work by
Gonthier et al. is given in this section. In Sect. 6, a
general summary of the important features of the paper
is presented. Natural units are used throughout.
2 Compton scattering cross section
In this section, the theory and derivation leading to the
expressions for the Compton scattering cross sections
are given. This begins with the choice of wave func-
tions, then the form of the S-matrix from which one
obtains the probabilities and differential cross sections
for each of the modes of polarization.
2.1 Choice of wave functions
Much of the theory in this section can be found in
Melrose and Parle (1983). The wave solution to Dirac’s
equation in the presence of a magnetic field B is of the
form
ψ(x, t) = f(x)exp(−iǫεqt+ iǫpyy + iǫpzz), (2)
where ǫ = ± denotes both positive (electron) and neg-
ative (positron) energy solutions and the function f(x)
is a column matrix (Dirac spinor). (Note ǫ denotes a
sign and ε denotes an energy.) Introducing the Landau
quantum number n via
2neB ≡ ε2q −m2 − p2z, (3)
the solutions have
2n∓ 1 = 2l+ 1, (4)
with the orbital quantum number l = 0, 1, 2, . . . . The
ground state (n = 0) is nondegenerate with each excited
state (n = 1, 2, . . . ) doubly degenerate. The solutions
are the normalised oscillator wave functions
vl(ξ) =
Hl(ξ)exp(− 12ξ2)
(π1/22ll!)1/2
, (5)
where Hl(ξ) is the Hermite polynomial and ξ =√
eB(x+ ǫpy/eB). Hence one has
f(x) =


C1vn−1(ξ)
C2vn(ξ)
C3vn−1(ξ)
C4vn(ξ)

 , (6)
where C1 to C4 are normalisation constants and C1 =
C3 = 0 when n = 0.
From Eq. (4), one has
n = l + 12 (σ + 1) (7)
where σ = ±1 is interpreted as a spin eigenvalue. The
energy involves n via
εq =
√
m2 + p2z + 2neB,
such that Eq. (7) implies a separation into an orbital
part, described by l and a spin part described by σ,
respectively. The energy states of the simple harmonic
oscillator correspond to (l + 12 )~Ω0 with Ω0 = eB/m
the frequency of the oscillator. The remaining energy
1
2σ~Ω0 represents the contribution µ.B where µ is the
magnetic moment. Hence the spin operator is chosen
via the eigenstates of the magnetic moment operator of
Sokolov and Ternov (1968), viz.

C1
C2
C3
C4

 = exp{iΦ(ǫ, σ)}√
4ǫσεqε0q(ǫεq + σε
0
q)(σε
0
q +m)
×


(ǫεq + σε
0
q)(σε
0
q +m)
−iǫpzpn
(σε0q +m)ǫpz
i(ǫεq + σε
0
q)pn

 , (8)
4where ε0q =
√
m2 + 2neB, pn =
√
2neB and Φ(ǫ, σ) is
an arbitrary phase factor. One choice of phase gives
ψǫq(x, t) =
exp(−iǫεqt+ iǫpyy + iǫpzz)√
4V εqε0q(εq + ε
0
q)(ε
0
q +m)
×
{
δǫ,+
[
δσ,+


(εq + ε
0
q)(ε
0
q +m)vn−1(ξ)
−ipzpnvn(ξ)
pz(ε
0
q +m)vn−1(ξ)
ipn(εq + ε
0
q)vn(ξ)


+δσ,−


−ipzpnvn−1(ξ)
(εq + ε
0
q)(ε
0
q +m)vn(ξ)
−ipn(εq + ε0q)vn−1(ξ)
−pz(ε0q +m)vn(ξ)


]
+δǫ,−
[
δσ,+


pz(ε
0
q +m)vn−1(ξ)
−ipn(εq + ε0q)vn(ξ)
(εq + ε
0
q)(ε
0
q +m)vn−1(ξ)
ipzpnvn(ξ)


+δσ,−


ipn(εq + ε
0
q)vn−1(ξ)
−pz(ε0q +m)vn(ξ)
ipzpnvn−1(ξ)
(εq + ε
0
q)(ε
0
q +m)vn(ξ)


]}
, (9)
where V is the volume of the system.
The choice of these wave functions, specifically the
the magnetic moment operator as the spin opera-
tor, is strongly preferred over the Johnson and Lipp-
mann (JL) wave functions, used by Gonthier et al.
(2000). In particular, it is only for this choice of
spin operator that the spin eigenvalue is a constant of
the motion (Sokolov and Ternov (1968); Herold (1979);
Melrose and Parle (1983)). Further, the JL wave func-
tions lack symmetry between the electron and positron
states.
2.2 Probability and modes of polarization
Compton scattering is described by a probability
(Melrose (2013)), whose derivation using a S-matrix
approach is summarized in Appendix A. The probabil-
ity has the specific form
wǫ
′ǫ
q′q(k,k
′) =
µ20e
4
4ω′ω
2π δ(ǫ′ε′q′ − ǫεq − ω′ + ω)
×|e∗Mµ(k)eM ′ν(k′)[M ǫ
′ǫ
q′q(k,k
′)]µν |2, (10)
with q′′ = n′′, ǫ′′ and
[M ǫ
′ǫ
q′q(k,k
′)]µν = [M ǫ
′ǫ
q′q(k,k
′)]µν1 + [M
ǫ′ǫ
q′q(k,k
′)]µν2 ,
[M ǫ
′ǫ
q′q(k,k
′)]µν1 =
∑
ǫ′′,q′′
[Γǫ
′ǫ′′
q′q′′ (k)]
µ[Γǫǫ
′′
qq′′ (k
′)]∗ν
ǫεq − ǫ′′ε′′q′′ + ω′
×exp
(
i
(k × k′)z
2eB
)
,
[M ǫ
′ǫ
q′q(k,k
′)]µν2 =
∑
ǫ′′,q′′
[Γǫ
′′ǫ
q′′q(k)]
µ[Γǫ
′′ǫ′
q′′q′(k
′)]∗ν
ǫεq − ǫ′′ε′′q′′ − ω
×exp
(
−i (k × k
′)z
2eB
)
. (11)
The possible polarization modes of the initial and
final photons are the two wave modes of the vacuum,
denoted here as the perpendicular (⊥) and parallel (‖)
polarized modes. Consider the initial photon’s wave
vector k′ in the coordinate system as shown in Fig-
ure 2, with the z-axis aligned along the magnetic field.
The wave vector, making the angle θ′ with the z-axis,
has a component k′z(= ω
′ cos θ′) along the z-axis and
a component in the xy-plane of k′⊥(= ω
′ sin θ′) at an
angle ψ′ to the x-axis. The perpendicular and paral-
lel components of the polarization vector are defined as
follows
⊥′: e′ along − k′ ×B,
‖′: e′ along k′ × (k′ ×B). (12)
One is free to align the x-axis along the perpendicular
component of the initial photon’s wave vector (ψ′ = 0),
so that Eq. (12) becomes
e′⊥ = (0, 1, 0), e
′
‖ = (cos θ
′, 0,− sin θ′). (13)
The final photon’s wave vector, making an angle θ to
the z-axis, has a component kz(= ω cos θ) along the z-
axis and a component in the xy-plane of k⊥(= ω sin θ)
at an angle ψ to the x-axis, where ψ in this case is
arbitrary. The polarization vectors for the final photon
are thus
e⊥ = (− sinψ, cosψ, 0),
e‖ = (cos θ cosψ, cos θ sinψ,− sin θ). (14)
The four possible polarization mode combinations for
the initial and final photons for Compton scattering,
hereafter referred to as the Compton scattering modes,
are
⊥′⊥ , ⊥′ ‖ , ‖′⊥ , ‖′ ‖ ,
with the primed polarization referring to the initial pho-
ton and the unprimed the final photon.
The initial aim of the current work was to investi-
gate the validity of setting θ′ = 180◦, particularly as
this choice of θ′ effectively sets the Lorentz invariant
associated with the perpendicular momentum,
p′⊥γ = p
′
⊥γlab =⇒ ω′ sin θ′ = ω′lab sin θ′lab, (15)
to zero, where the subscript “lab” identifies the labora-
tory frame. Further the initial photons that take part in
5Fig. 2 The coordinate system adopted in this study for the
incident photon in the rest frame of the initial electron. The
z-axis is chosen to be aligned along the magnetic fieldB. By
replacing the primed parameters by unprimed parameters,
the final photon is similarly represented.
the scattering process may not be isotropic in the lab-
oratory frame. For example, if the photons are those
associated with curvature radiation, then they will be
initially at a θ′lab angle of approximately one over the
Lorentz factor, γ. A very small range of θ′lab between
zero and 1/γ transforms to a large range of θ′, namely
between 180◦ and 90◦, in the rest frame of the initial
electron.
As soon as θ′ is no longer 180◦, the evaluation be-
comes complicated with infinite sums over n′′, the Lan-
dau quantum number of the intermediate particle state.
One means of truncating these infinite sums is to limit
the arguments x′ and x of the J-functions, that are
inherent in the matrix elements, to small values, viz.
x′ =
k′⊥
2
2eB
≪ 1, x = k
2
⊥
2eB
≪ 1. (16)
This effectively allows one to consider just the first few
n′′ values. In addition, by including higher n′′ values,
one can include higher order terms in x′ and x. In
Gonthier et al.’s evaluation, x′ was zero. To decide
whether one has a true scattering event or a 2-step pro-
cess, the decay widths for pair creation, ΓPC, are evalu-
ated using Sokolov and Ternov wave functions and un-
der the specific conditions that are current in this anal-
ysis. These conditions and the resultant decay rates are
summarized in Appendix B. When the initial and final
particles are electrons (ǫ, ǫ′ = +) and the initial particle
is in its ground state (n = 0, σ = −1, with pz = 0), the
expression for the probability of Compton scattering in
Eq. (10) simplifies considerably. Further, the sum over
σ′′ is performed with ǫ′′p′′z = ǫpz+k
′
z ≡ k′z in the matrix
element [M ǫ
′ǫ
q′q(k,k
′)]µν1 and ǫ
′′p′′z = ǫpz − kz ≡ −kz in
the matrix element [M ǫ
′ǫ
q′q(k,k
′)]µν2 . Choosing ψ
′ = 0,
the result after summing over σ′′ is
w++n′ 0 =
µ20e
4
4ωω′
2π δ(ε′ −m− ω′ + ω)
16ε′ε′00(ε
′ + ε′00)(ε
′0
0 +m)∣∣∣∣e∗M ie′M ′ j
{
ei(xx
′)1/2 sinψ
∑
n′′
[c++n′ 0 ]
ij
n′′e
−iψ(n′−n′′)
+e−i(xx
′)1/2 sinψ
∑
n′′
[d++n′ 0 ]
ij
n′′e
−in′′ψ
}∣∣∣∣2. (17)
The matrix elements [c++n′ 0 ]
ij
n′′ and [d
++
n′ 0 ]
ij
n′′ involve
sums over ǫ′′ = ±. In [c++n′ 0 ]ijn′′ , when the intermedi-
ate particle is an electron (ǫ′′ = +), the energy de-
nominator, ε′ − ε′′ + ω (= m − ε′′ + ω′), includes
the GA resonance. When the intermediate particle
is a positron (ǫ′′ = −), this denominator becomes
ε′ + ε′′ + ω (= m + ε′′ + ω′), which does not have a
zero (for ω′ > 0). In [d++n′ 0 ]
ij
n′′ , when the intermediate
particle is a positron (ǫ′′ = −), the energy denominator,
ε′ + ε′′ − ω′ (= m+ ε′′ − ω), does have a zero and this
corresponds to the PC resonance. When the interme-
diate particle is an electron (ǫ′′ = +), this denominator
becomes m − ε′′ − ω (= ε′ − ε′′ − ω′), which does not
have a zero. It represents the non-resonant part.
The matrix element [c++n′ 0 ]
ij
n′′ is as follows:
[c++n′ 0 ]
ij
n′′ = (−)n
′ 1
4ε′′
√
ε′ε′0(ε
′ + ε′0)(ε
′
0 +m)
×
∑
ǫ′′=±
ǫ′′
ε′ − ǫ′′ε′′ + ω
×
{
δσ′,+
{− [A1(ǫ′′,+)pn′ Jn′n′′−n′(x)J0n′′(x′)
+B1,2(ǫ
′′,+)pn′′ J
n′−1
n′′−n′(x)J
0
n′′ (x
′)]bibj
+[A2(ǫ
′′,+)pn′e
−iψ Jn
′
n′′−n′−1(x)J
0
n′′−1(x
′)ei+e
j
−
+B1,2(ǫ
′′,+)pn′′e
iψ Jn
′−1
n′′−n′+1(x)J
0
n′′−1(x
′)ei−e
j
−]
+[A3(ǫ
′′,+)eiψ Jn
′−1
n′′−n′+1(x)J
0
n′′(x
′)ei−b
j
−B3,4(ǫ′′,+)pn′pn′′e−iψ Jn
′
n′′−n′−1(x)J
0
n′′(x
′)ei+b
j]
+[A4(ǫ
′′,+)Jn
′−1
n′′−n′(x)J
0
n′′−1(x
′)
−B3,4(ǫ′′,+)pn′pn′′ Jn
′
n′′−n′(x)J
0
n′′−1(x
′)]biej−
}
+δσ′,−
{
[A1(ǫ
′′,−)Jn′n′′−n′(x)J0n′′ (x′)
−B1,2(ǫ′′,−)pn′pn′′ Jn
′−1
n′′−n′(x)J
0
n′′ (x
′)]bibj
−[A2(ǫ′′,−)e−iψ Jn
′
n′′−n′−1(x)J
0
n′′−1(x
′)ei+e
j
−
−B1,2(ǫ′′,−)pn′pn′′eiψ Jn
′−1
n′′−n′+1(x)J
0
n′′−1(x
′)ei−e
j
−]
+[A3(ǫ
′′,−)pn′eiψ Jn
′−1
n′′−n′+1(x)J
0
n′′ (x
′)ei−b
j
6+B3,4(ǫ
′′,−)pn′′e−iψ Jn
′
n′′−n′−1(x)J
0
n′′ (x
′)ei+b
j]
+[A4(ǫ
′′,−)pn′ Jn
′−1
n′′−n′(x)J
0
n′′−1(x
′)
+B3,4(ǫ
′′,−)pn′′ Jn
′
n′′−n′(x)J
0
n′′−1(x
′)]biej−
}}
, (18)
where e± = (1,±i, 0), b = (0, 0, 1), and
A1(ǫ
′′,+) = A4(ǫ
′′,−)
= k′z(ε
′ + ε′0) + (k
′
z − kz)(ǫ′′ε′′ −m),
B1,2(ǫ
′′,+) = B3,4(ǫ
′′,−) = (k′z − kz)(ε′0 +m),
A2(ǫ
′′,+) = A3(ǫ
′′,−)
= k′z(ε
′ + ε′0)− (k′z − kz)(ǫ′′ε′′ −m),
A3(ǫ
′′,+) = A2(ǫ
′′,−)
= (k′z(k
′
z − kz)− (ε′ + ε′0)(ǫ′′ε′′ −m))(ε′0 +m),
B3,4(ǫ
′′,+) = B1,2(ǫ
′′,−) = (ε′ + ε′0),
A4(ǫ
′′,+) = A1(ǫ
′′,−)
= (k′z(k
′
z − kz) + (ε′ + ε′0)(ǫ′′ε′′ −m))(ε′0 +m).(19)
Since p′′z only appears in ε
′′ and then as p′′z
2
, it has the
value k′z irrespective of the sign ǫ
′′.
The matrix element [d++n′ 0 ]
ij
n′′ is as follows:
[d++n′ 0 ]
ij
n′′ =
1
4ε′′
√
ε′ε′0(ε
′ + ε′0)(ε
′
0 +m)
×
∑
ǫ′′=±
ǫ′′
ε′ − ǫ′′ε′′ − ω′
×
{
δσ′,+
{
[A′1(ǫ
′′,+)pn′ J
0
n′′(x)J
n′
n′′−n′(x
′)
−B′1,2(ǫ′′,+)pn′′ J0n′′(x)Jn
′−1
n′′−n′(x
′)]bibj
−[A′2(ǫ′′,+)pn′eiψ J0n′′−1(x)Jn
′
n′′−n′−1(x
′)ei−e
j
+
−B′1,2(ǫ′′,+)pn′′eiψ J0n′′−1(x)Jn
′−1
n′′−n′+1(x
′)ei−e
j
−]
+[A′3(ǫ
′′,+)eiψ J0n′′−1(x)J
n′−1
n′′−n′(x
′)
+B′3,4(ǫ
′′,+)pn′pn′′e
iψ J0n′′−1(x)J
n′
n′′−n′(x
′)]ei−b
j
+[A′4(ǫ
′′,+)J0n′′(x)J
n′−1
n′′−n′+1(x
′)biej−
+B′3,4(ǫ
′′,+)pn′pn′′ J
0
n′′(x)J
n′
n′′−n′−1(x
′)biej+]
}
+δσ′,−
{− [A′1(ǫ′′,−)J0n′′(x)Jn′n′′−n′(x′)
+B′1,2(ǫ
′′,−)pn′pn′′ J0n′′(x)Jn
′−1
n′′−n′(x
′)]bibj
+[A′2(ǫ
′′,−)eiψ J0n′′−1(x)Jn
′
n′′−n′−1(x
′)ei−e
j
+
+B′1,2(ǫ
′′,−)pn′pn′′eiψ J0n′′−1(x)Jn
′−1
n′′−n′+1(x
′)ei−e
j
−]
+[A′3(ǫ
′′,−)pn′eiψ J0n′′−1(x)Jn
′−1
n′′−n′(x
′)
−B′3,4(ǫ′′,−)pn′′eiψ J0n′′−1(x)Jn
′
n′′−n′(x
′)]ei−b
j
+[A′4(ǫ
′′,−)pn′ J0n′′(x)Jn
′−1
n′′−n′+1(x
′)biej−
−B′3,4(ǫ′′,−)pn′′ J0n′′(x)Jn
′
n′′−n′−1(x
′)biej+]
}}
, (20)
where
A′1(ǫ
′′,+) = A′3(ǫ
′′,−)
= kz(ε
′ + ε′0)− (k′z − kz)(ǫ′′ε′′ −m),
B′1,2(ǫ
′′,+) = B′3,4(ǫ
′′,−) = (k′z − kz)(ε′0 +m),
A′2(ǫ
′′,+) = A′4(ǫ
′′,−)
= kz(ε
′ + ε′0) + (k
′
z − kz)(ǫ′′ε′′ −m),
A′3(ǫ
′′,+) = A′1(ǫ
′′,−)
= (kz(k
′
z − kz)− (ε′ + ε′0)(ǫ′′ε′′ −m))(ε′0 +m),
B′3,4(ǫ
′′,+) = B′1,2(ǫ
′′,−) = (ε′ + ε′0),
A′4(ǫ
′′,+) = A′2(ǫ
′′,−)
= (kz(k
′
z − kz) + (ε′ + ε′0)(ǫ′′ε′′ −m))(ε′0 +m).(21)
Since p′′z only appears in ε
′′ and then as p′′z
2
, it has the
value kz irrespective of the value of ǫ
′′.
2.3 Differential cross section
For comparison purposes with previous work, it is con-
venient to express the Compton scattering probability
as a differential cross section. The relationship between
the two is (Melrose and Sy (1972)):
dσMM ′
dΩ
=
∫ ∞
0
dω
ω3n2M
(2π)3ω′v′gM ′
∂(ωnM )
∂ω
∂ cos θ
∂ cos θr
× ∂ cos θ
′
∂ cos θ′r
w++q′ q , (22)
with w++q′ q as given in Eq. (17) and where nM is the
refractive index, v′gM ′ is a group velocity, and, θr and θ
′
r
are the ray angles of the scattered and incident photons
respectively. Taking nM , ∂(ωnM )/∂ω, ∂ cos θ/∂ cos θr,
∂ cos θ′/∂ cos θ′r as unity and v
′
gM ′ as c, the integral over
ω is performed over the δ-function in the equation for
w++q′ q to give∫
dω δ(ω − ω′ −m+ ε′) =
ω′ − ω +m
m− ω sin2 θ + ω′(1− cos θ′ cos θ) , (23)
the numerator of which is equal to ε′ by conservation
of energy. In terms of the Thomson scattering cross
section,
σT =
8π
3
(
µ0e
2
4πm
)2
,
one obtains
dσ
dΩ
=
3σT
8π
m2ω2
ω′2
ω′ − ω +m
(m− ω sin2 θ + ω′(1− cos θ cos θ′))
×
∣∣∣∣e∗M ie′M ′ j
{
e−i(xx
′)1/2 sinψ
∑
n′′
[c++n′ 0 ]
ij
n′′e
−iψ(n′−n′′)
7+ei(xx
′)1/2 sinψ
∑
n′′
[d++n′ 0 ]
ij
n′′e
−in′′ψ
}∣∣∣∣2, (24)
where dΩ = d cos θdψ. The energy of the final pho-
ton must satisfy ω ≤ ω′. Specifically, for given
ω′, θ′, θ, B, n′ and using the conservation of energy and
parallel momentum equations in Eq. (34), ω is given by
ω =
R
T +
√
T 2 −R sin2 θ
, (25)
where R = k′⊥
2
+2mω′−2n′eB and T = ω′−k′z cos θ+
m.
The simplest case and that studied in this work is for
n′ = 0, whereby only the non spin-flip (σ′ = −) part is
allowed such that Eqs. (18) and (20) simplify to
[c++0 0 ]
ij
n′′ =
1
4
√
ε′m(ε′ +m)2m
×
{
C1J
0
n′′(x)J
0
n′′ (x
′)bibj
−C2 e−iψJ0n′′−1(x)J0n′′−1(x′)ei+ej−
+C3 pn′′
[
e−iψJ0n′′−1(x)J
0
n′′ (x
′)ei+b
j
+J0n′′(x)J
0
n′′−1(x
′)biej−
]}
, (26)
and
[d++0 0 ]
ij
n′′ =
1
4
√
ε′m(ε′ +m)2m
×
{
−D1J0n′′(x)J0n′′ (x′)bibj
+D2 e
iψJ0n′′−1(x)J
0
n′′−1(x
′)ei−e
j
+
−D3 pn′′eiψJ0n′′−1(x)J0n′′ (x′)ei−bj
−D3 pn′′J0n′′(x)J0n′′−1(x′)biej+
}
, (27)
where
C1 =
∑
ǫ′′=±
ǫ′′A1(ǫ
′′,−)
ε′′(ε′ − ǫ′′ε′′ + ω)
=
2(ε′0 +m){k′z(k′z − kz) + ω′(ε′ + ε′0)}
(ε′ + ω)2 − ε′′2 ,
C2 =
∑
ǫ′′=±
ǫ′′A2(ǫ
′′,−)
ε′′(ε′ − ǫ′′ε′′ + ω)
=
2(ε′0 +m){k′z(k′z − kz)− ω′(ε′ + ε′0)}
(ε′ + ω)2 − ε′′2 ,
C3 =
∑
ǫ′′=±
ǫ′′B3,4(ǫ
′′,−)
ε′′(ε′ − ǫ′′ε′′ + ω)
=
2(ε′0 +m)(k
′
z − kz)
(ε′ + ω)2 − ε′′2 ,
D1 =
∑
ǫ′′=±
ǫ′′A′1(ǫ
′′,−)
ε′′(ε′ − ǫ′′ε′′ − ω′)
=
2(ε′0 +m){kz(k′z − kz) + ω(ε′ + ε′0)}
(ε′ − ω)2 − ε′′2 ,
D2 =
∑
ǫ′′=±
ǫ′′A′2(ǫ
′′,−)
ε′′(ε′ − ǫ′′ε′′ − ω′)
=
2(ε′0 +m){kz(k′z − kz)− ω(ε′ + ε′0)}
(ε′ − ω)2 − ε′′2 ,
D3 =
∑
ǫ′′=±
ǫ′′B′3,4(ǫ
′′,−)
ε′′(ε′ − ǫ′′ε′′ − ω′)
=
2(ε′0 +m)(k
′
z − kz)
(ε′ − ω)2 − ε′′2 . (28)
Away from the resonances, the sums over ǫ′′ can be per-
formed to give the second expressions in Eq. (28), where
the denominator in C1, C2 and C3 can be simplified to
k′⊥
2
+ 2mω′ − 2n′′eB, and the denominator in D1, D2
andD3 can be simplified to k
2
⊥−2mω−2n′′eB using the
conservation of energy equation for Compton scatter-
ing, viz. m+ω′ = ε′+ω, and ε′′ =
√
m2 + k2z + 2n
′′eB.
Close to the resonances, where decay widths may need
to be incorporated in the resonant parts ǫ′′ = + in
Ci, i = 1, 2, 3 and ǫ
′′ = − in D1, the resonant and
non-resonant parts are treated separately and the first
expressions are used. The first terms in Eqs. (26) and
(27), namely those terms with C1 and D1, contribute
to the ‖′‖ mode only, whereby n′′ ≥ 0. Of these two
terms, only D1 has the resonant denominator at ǫ
′′ = −
and ω′ = ω′PC . The second terms contribute to all the
modes and have n′′ ≥ 1; it is the only contribution to
the ⊥′⊥ mode. The third terms contribute to the ‖′⊥
and ‖′‖ modes only and have n′′ ≥ 1, and the fourth
terms contribute to the ⊥′‖ and ‖′‖ modes only and
also have n′′ ≥ 1.
The resulting differential cross sections are as fol-
lows. When θ′ = 180◦ or 0◦, one has x′ = 0 and n′′ = 1
and
dσ⊥
′⊥
d cos θ
=
dσ‖
′⊥
d cos θ
=
3σT
4
ω2
ω′2
× e
−x
(m− ω sin2 θ + ω′ + ω′ cos θ)
{
(C2)
2 + (D2)
2
}
32(ε′ +m)
,
dσ⊥
′‖
d cos θ
=
dσ‖
′‖
d cos θ
=
3σT
4
ω2
ω′2
× e
−xω2
(m− ω sin2 θ + ω′ + ω′ cos θ)
1
32(ε′ +m)
×
{
cos2 θ
[
(C2)
2 + (D2)
2
]
+ω2 sin4 θ
[
(C3)
2 + (D3)
2
]
+2ω sin2 θ cos θ [(C2)(C3) + (D2)(D3)]
}
. (29)
As n′′ 6= 0, there is no PC divergence and hence no PC
correction is necessary. The results above should be the
8same as those obtained by Gonthier et al. (2000). How-
ever in deriving the expression for the differential cross
section from the probability (Eq. (10)), an error was dis-
covered in the multiplicative factor in the cross section
as derived by Gonthier et al. They have a frequency fac-
tor that varies linearly as the final photon’s energy over
the initial photon’s energy, whereas it varies quadrat-
ically with this ratio (see Eq. (24)). This leads to an
overestimation of their cross section particularly above
the cyclotron resonance (see Sect. 5). In the current
evaluation, the eigenfunctions of the magnetic moment
operator introduced by Sokolov and Ternov are used
instead of the Johnson-Lippmann wave functions that
Gonthier et al. used. As the spin states are summed
over, the two results should coincide, which they do for
θ′ = 180◦ and the correct frequency factor.
When θ′ 6= 180◦, 0◦, one has 0 ≤ n′′ ≤ nmax + 1,
where nmax indicates the order of the expansion in x
′.
The three modes ⊥′⊥, ⊥′‖ and ‖′⊥, with n′′ ≥ 1, do
not exhibit the PC divergence which is associated with
n′′ = 0. The differential cross sections for these three
modes are
dσ⊥
′⊥
d cos θ
=
3σT
4
e−(x+x
′)ω2
32ω′2(ε′ +m)
× 1
(m− ω sin2 θ + ω′ − ω′ cos θ′ cos θ)
×
{ nmax+1∑
n′′=1
J0
[
(C2)
2 + (D2)
2
]
−2
nmax∑
n′′=1
nmax−n
′′+1∑
n=1
J1B (C2)n′′(D2)n
}
,
dσ⊥
′‖
d cos θ
=
3σT
4
e−(x+x
′)ω2
32ω′2(ε′ +m)
× 1
(m− ω sin2 θ + ω′ − ω′ cos θ′ cos θ)
×
{
cos2 θ
[ ∑
n′′=1
J0
[
(C2)
2 + (D2)
2
]
+2
∑
n′′=1
∑
n=1
J1B (C2)n′′(D2)n
]
+ω2 sin4 θ
[ ∑
n′′=1
J0
[
(C3)
2 + (D3)
2
]
+2
∑
n′′=1
∑
n=1
J1B (C3)n′′(D3)n
]
+2ω cos θ sin2 θ
[ ∑
n′′=1
J0 [(C2)(C3) + (D2)(D3)]
+
∑
n′′=1
∑
n=1
J1B [(C2)n′′ (D3)n + (C3)n′′(D2)n]
]}
,
dσ‖
′⊥
d cos θ
=
3σT
4
e−(x+x
′)ω2
32ω′2(ε′ +m)
× 1
(m− ω sin2 θ + ω′ − ω′ cos θ′ cos θ)
×
{
cos2 θ′
[ ∑
n′′=1
J0
[
(C2)
2 + (D2)
2
]
+2
∑
n′′=1
∑
n=1
J1B(C2)n′′ (D2)n
]
+ω′
2
sin4 θ′
[ ∑
n′′=1
J0
[
(C3)
2 + (D3)
2
]
+2
∑
n′′=1
∑
n=1
J1B (C3)n′′(D3)n
]
+2ω′ cos θ′ sin2 θ′
[ ∑
n′′=1
J0 [(C2)(C3) + (D2)(D3)]
+
∑
n′′=1
∑
n=1
J1B [(C2)n′′(D3)n + (C3)n′′(D2)n]
]}
,(30)
where
J0 =
(x′x)n
′′−1
[(n′′ − 1)!]2 ,
J1 =
(x′x)n
′′+n−1
(n′′ − 1)!(n− 1)! ,
B =
∑
k=0
(−x′x)k
k!(k + n′′ + n)!
, (31)
and the subscripts n′′, n in the double summations indi-
cate which sum is used in C1 → C3 orD1 → D3, namely
either n′′ with ǫ′′ (as is) or n′′ → n with ǫ′′ → ǫ where
n, ǫ are dummy variables. For illustrative purposes, the
upper limits on the sums for the ⊥′⊥ mode are written
down explicitly with the upper limit on the sum over k
in the Bessel function B being nmax − n′′ − n + 1. A
value nmax of 2 or 3 is sufficient for the range of x
′, x
chosen here, with an nmax greater than this having no
discernible effect on the differential cross sections. The
‖′‖ mode has terms with sums over n′′ ≥ 0 and these
terms exhibit the PC divergence when n′′ = 0 once
ω′ ≥ 2m/ sin θ′ is satisfied. The differential cross sec-
tion for this mode is
dσ‖
′‖
d cos θ
=
3σT
4
e−(x+x
′)ω2
32ω′2(ε′ +m)
1
(m− ω sin2 θ + ω′ − ω′ cos θ′ cos θ)
×
{
cos2 θ cos2 θ′
[ ∑
n′′=1
J0
[
(C2)
2 + (D2)
2
]
−2
∑
n′′=1
∑
n=1
J1 B (C2)n′′(D2)n
]
9+sin2 θ sin2 θ′
[ ∑
n′′=0
J2
[
(C1)
2 + (D1)
2
]
−2
∑
n′′=0
∑
n=0
J3 B (C1)n′′ (D1)n
]
+ω′
2
cos2 θ sin4 θ′
[ ∑
n′′=1
J0
[
(C3)
2 + (D3)
2
]
−2
∑
n′′=1
∑
n=1
J1 B (C3)n′′ (D3)n
]
+ω2 sin4 θ cos2 θ′
[ ∑
n′′=1
J0
[
(C3)
2 + (D3)
2
]
−2
∑
n′′=1
∑
n=1
J1 B (C3)n′′ (D3)n
]
+2ω′ω sin2 θ′ sin2 θ cos θ′ cos θ
×
[
−
∑
n′′=1
J4 [(C1)(C2) + (D1)(D2)]
+
∑
n′′=0
∑
n=1
J5B [(C1)n′′(D2)n + (D1)n′′(C2)n]
+
∑
n′′=1
J0
[
(C3)
2 + (D3)
2
]
−2
∑
n′′=1
∑
n=1
J1B (C3)n′′(D3)n
]
−2ω sin2 θ cos θ cos2 θ′
×
[
−
∑
n′′=1
J0 [(C2)(C3) + (D2)(D3)]
+
∑
n′′=1
∑
n=1
J1B [(C2)n′′ (D3)n + (C3)n′′(D2)n]
]
−2ω′ sin2 θ′ cos θ′ cos2 θ
×
[
−
∑
n′′=1
J0 [(C2)(C3) + (D2)(D3)]
+
∑
n′′=1
∑
n=1
J1B [(C2)n′′ (D3)n + (C3)n′′(D2)n]
]
−2ω sin2 θ cos θ sin2 θ′
×
[ ∑
n′′=1
x′J4 [(C1)(C3) + (D1)(D3)]
−
∑
n′′=0
∑
n=1
x′J5B [(C1)n′′(D3)n + (D1)n′′(C3)n]
]
−2ω′ sin2 θ′ cos θ′ sin2 θ
×
[ ∑
n′′=1
xJ4 [(C1)(C3) + (D1)(D3)]
−
∑
n′′=0
∑
n=1
xJ5B [(C1)n′′(D3)n + (D1)n′′(C3)n]
]}
,(32)
where
J2 =
(x′x)n
′′
[n′′!]2
,
J3 =
(x′x)n
′′+n
n′′!n!
,
J4 =
(x′x)n
′′−1
n′′! (n′′ − 1)! ,
J5 =
(x′x)n
′′+n−1
n′′! (n− 1)! . (33)
Due to the restriction on x′ and x in Eq. (16) and
on ω′ to be below the first GA resonance, only the
first PC resonance at n′, n′′ = 0 is relevant in this
study. For the magnetic fields considered here, namely
0.1Bcr, Bcr, 10Bcr and 100Bcr, only the latter two ex-
hibit the PC divergence. The PC divergence occurs at
ω′PC = 2m/ sin θ
′ when the intermediate particle is a
positron in its ground state (n′′ = 0). The first PC
threshold has no magnetic field dependence and only
depends on the angle of the incident photon. The only
term that is resonant at ω′ = ω′PC when n
′′, n′ = 0 and
ǫ′′ = − is the first term in [d++0 0 ]i jn′′ , (Eq. (27)), which
only contributes to the ‖′ ‖ mode. Hence the only mode
affected by the lowest PC resonance is the ‖′ ‖ mode.
The other modes only have PC resonances associated
with either or both n′, n′′ > 0, which occurs at higher
frequencies outside the regime considered here. The
only terms in Eq. (32) that contribute to the 2-step
process of pair creation and annihilation, in place of
PC resonant Compton scattering once ω′ ≥ ω′PC , are
those involving D1 when n
′′ or the dummy variable n
are zero and ǫ′′ = −. There are five such terms in
Eq. (32).
3 Resonant scattering as a 2-step process
In a strong magnetic field, an electron in an excited
state decays to its ground state on an extremely short
timescale. Hence, as is the usual procedure, the initial
electron is assumed to be in its ground state (n = 0)
whereby its spin is antiparallel to the magnetic field
(σ = −1). Further, all evaluations are made in the
rest frame of the initial electron so that its parallel mo-
mentum pz is zero. Conservation of energy and parallel
momentum between the initial and final states then dic-
tates
m + ω′ = ε′ + ω,
ω′ cos θ′ = p′z + ω cos θ, (34)
where θ′ and θ are the angles that the wave vectors of
the initial and final photons make with the magnetic
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Fig. 3 (a) The 2-step process of gyromagnetic absorption
and emission, and (b) the 2-step process of pair creation
and annihilation.
field in the rest frame of the initial electron. There
are two types of singularities that can occur in Comp-
ton scattering, associated with GA and PC thresholds,
respectively. These singularities appear as resonant de-
nominators. The lowest of the first type of singular-
ity is dealt with by introducing a natural line width
to the intermediate state; this line width is effectively
the inverse of the lifetime of the intermediate state for
gyromagnetic emission to a lower state. The lowest
of the second type of singularity has an intermediate
state that is stable against gyromagnetic emission and
has zero natural line width associated with gyromag-
netic emission. However a photon above the threshold
for PC has a finite probability of decaying into a pair,
with the pair subsequently annihilating into the final
photon. The relevant lifetime in this case is that of the
photon for decay into a pair. The inverse of this lifetime
leads to broadening effect, described by ω′ → ω′−iΓ/2.
3.1 Gyromagnetic (GA) resonance
Consider the first Feynman diagram, Figure 3(a).
Should the intermediate particle be a real electron and
its Landau quantum number be greater than the Lan-
dau quantum number of the initial and final electrons
(n′′ > n, n′), then this first Feynman diagram can be
cut at the intermediate electron state, so that it be-
comes two independent diagrams. These two diagrams
correspond to the 2-step process of gyromagnetic ab-
sorption of a photon of energy ω′ followed by gyromag-
netic emission of a photon of energy ω. The matrix
element for the first Feynman diagram contains the de-
nominator ω + ε′ − ε′′, which is zero for the second
step of this 2-step process, corresponding to the Comp-
ton scattering cross section being divergent. The usual
approach for dealing with this resonance is to introduce
a natural line width to the intermediate state, so that
the denominator is replaced according to
ω + ε′ − ε′′ → ω + ε′ − ε′′ + iΓ/2, (35)
with Γ → ΓGE, where ΓGE is the gyromagnetic emis-
sion decay rate. The process is regarded as Comp-
ton scattering for |ω + ε′ − ε′′| ≫ ΓGE/2 and as
the 2-step process when this inequality is reversed. A
physical interpretation for this criterion is in terms of
whether the intermediate state loses memory of how it
was formed before it decays due to spontaneous emis-
sion. One may interpret ω + ε′ − ε′′ as a frequency
mismatch that leads to loss of memory of how the in-
termediate state was formed, due to phase mixing. For
|ω + ε′ − ε′′| ≫ ΓGE/2, the rate of decay due to sponta-
neous emission is negligible compared with the rate of
phase mixing and the process must be regarded as scat-
tering with a virtual intermediate state. When this in-
equality is reversed, the intermediate state decays faster
than phase mixing occurs, and the ‘scattering’ should
then be regarded as a 2-step process. Only incident
photon frequencies below the first GA resonance at
ω′GE =
{√
m2+2eB sin2 θ′−m
sin2 θ′ if θ
′ 6= 0◦, 180◦,
eB
m if θ
′ = 0◦, 180◦,
(36)
are considered in the present paper, and the GA reso-
nance is not relevant, but a PC resonance can occur.
3.2 First pair creation (PC) resonance
Consider the second Feynman diagram, Figure 3(b), in
which the intermediate particle is a positron. If the
energy of the initial photon is greater than or equal
to the PC threshold, this intermediate positron can be
real rather than virtual. This corresponds to the sec-
ond Feynman diagram being cut at the positron line so
that it separates into two diagrams, corresponding to
the 2-step process of the creation of a pair by the initial
photon and annihilation of a pair into the final photon.
The matrix element for the second Feynman diagram
includes an energy denominator ε′ + ε′′ − ω′, which is
zero for the 2-step process, corresponding to the PC res-
onance. The counterpart of the natural line width in
this case is associated with the finite lifetime of the pho-
ton against decay into a pair, as the cut at the positron
line involves three particles in their ground states. The
broadening effect of PC is included by giving the initial
frequency an imaginary part, ω′ → ω′− iΓPC/2, where
ΓPC is determined by the decay rate for pair creation.
When the line broadening effect is included, the res-
onant part of [d++n′ 0 ]
i j
n′′ with numerators of the general
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form f + ε′′g are modified as follows:
f + ε′′g
ε′′(ε′ + ε′′ − ω′) →
f(ε′ + ε′′ − ω′)
ε′′[(ε′ + ε′′ − ω′)2 + Γ2PC/4]
+
g(ε′ + ε′′ − ω′)
[(ε′ + ε′′ − ω′)2 + Γ2PC/4]
. (37)
For ΓPC/2≪ |ε′ + ε′′ − ω′|, the ΓPC/2 correction may
be ignored. For ΓPC/2≫ |ε′+ε′′−ω′| the PC resonance
is treated in terms of a 2-step process.
There are notable differences between the GA and
PC resonances. Whereas ΓGE is independent of ω and
θ and is calculable for ω′ both below and above ω′GE,
ΓPC depends on ω and θ and is only calculable once
a threshold is reached. Further, for the initial photon
energies considered here, namely ω′ < ω′GE, the n
′ = 0
and the n′′ = 0 terms contribute only when the incident
and final photons are both parallel-polarized.
4 PC divergence
Due to the restriction on x′ and x in Eq. (16) and
on ω′ to be below the first GA resonance, only the
first PC resonance at n′ = n′′ = 0 is relevant in this
study. For the magnetic fields considered here, namely
0.1Bcr, Bcr, 10Bcr and 100Bcr, the latter two exhibit
the resonant Compton scattering associated with PC.
The term that has n′′ = 0 when n′ = 0 is the first
term in [d++00 ]
i j
n′′ which contributes to the ‖′ ‖ mode.
However, even when ω′ is above 2m/ sin θ′, pair cre-
ation is possible only over a limited range of θ. From
the conservation of energy equation for pair creation,
ε′+ ε′′ = ω′, one obtains a kz−dependent pair creation
threshold value of 2(ε′′−kz cos θ′)/ sin2 θ′ for the initial
photon. Since ε′ + ε′′ = ω′ is equivalent to m+ ε′′ = ω
from Eq. (34), one obtains the pair creation threshold
of ωPC = 2m/ sin
2 θ for the final photon. Equating
this latter threshold of ωPC to the right hand side of
Eq. (25), yields a quadratic equation in cos θ which al-
lows one to evaluate the θ-values at the PC thresholds,
viz.
cos θ =
2m cos θ′ ±
√
ω′2 sin4 θ′ − 4m2 sin2 θ′
(ω′ sin2 θ′ + 2m)
. (38)
The solutions are real if the quantity inside the square
root is positive, which is satisfied when ω′ ≥ ω′PC =
2m/ sin θ′. When ω′ = ω′PC , Eq. (38) yields the one
resonant solution for θ. When ω′ > ω′PC , the two res-
onant solutions for θ, denoted by θ1 and θ2, yield a
range of θ, θ1 ≤ θ ≤ θ2, over which the 2-step pro-
cess of pair creation and annihilation can compete with
Compton scattering. For θ-values outside this range,
Fig. 4 (a) The PC threshold values of θ1 (solid line) and θ2
(dashed line) as a function of the incident photon energy ω′
for B = 100Bcr , θ
′ = 120◦. As ω′ increases so too does the
range of θ over which the PC resonance occurs. (b) ΓPC/2
as a function of θ for B = 100Bcr , θ
′ = 120◦ and the three
ω′ values (in units of m) above ω′PC of 2.4m (closed circles),
4.5m (open circles) and 7.5m (closed triangles). The mag-
nitude of ΓPC/2 decreases with increasing ω
′, and the range
in θ, over which the PC resonance can occur, increases.
one has ω < ωPC and pair creation is forbidden. The
‖′ ‖ differential cross sections for θ < θ1 and θ > θ2
become large as the angles θ = θ1,2 are approached.
In Figure 4(a), the range of θ over which pair cre-
ation occurs as a function of ω′ is plotted for the case
when B = 100Bcr and θ
′ = 120◦. As ω′ increases so
too does the range of θ, θ1 ≤ θ ≤ θ2, over which PC
can compete with Compton scattering. As ω′ becomes
large, θ1 and θ2 approach 0
◦ and 180◦ respectively. The
value of the PC decay rate varies over this range of θ
according to Eq. (B14), having the same value at θ1
and θ2 and tending to infinity as the denominator in
Eq. (B14) tends to zero. This occurs at a θ value lo-
cated between θ1 and θ2 when ω cos θ = k
′
z ±mk′z/k′⊥,
the sign of which depends upon whether θ′ is below θ1,
between θ1 and θ2 or above θ2. The value, θ = θ0, cor-
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responding to ΓPC →∞, follows from Eq. (25), and is
given by
cos θ0 =
u(ω′ +m±
√
(ω′ cos θ′ − u)2 +m2 )
(k′2⊥ + 2mω
′ + 2uk′z − u2)
, (39)
with u = ω cos θ0 and where the relevant solution sat-
isfies θ1 < θ0 < θ2. In Figure 4(b), the variation of
ΓPC/2 as a function of θ, θ1 ≤ θ ≤ θ2, is presented for
B = 100Bcr, θ
′ = 120◦ and the three ω′ values above
ω′PC of 2.4m, 4.5m and 7.5m. The singular values occur
at θ0 = 106.1
◦, 112.6◦ and 115.6◦ respectively.
In Figures 5(a) and (b), the differential cross section
for the ‖′‖ mode, dσ‖′‖/d cos θ, is plotted in the region
from just below θ1 to just above θ2 for B = 10Bcr,
θ′ = 150◦ and the two values of ω′, 4.10m and 4.35m,
respectively. The pair creation contribution between θ1
and θ2 is treated either as a 2-step process (for ΓPC/2 >
|ε′ + ε′′ − ω′|) or as a line width adjustment of the
energy denominator (for ΓPC/2 < |ε′ + ε′′ − ω′|). For
|ε′+ε′′−ω′| > 10ΓPC/2, the ΓPC/2 correction has little
effect on the terms and the denominator is unadjusted.
For ω′ = 4.10m, there is no scattering contribution
from the n′ = n′′ = 0 term associated with the PC
resonance as ΓPC/2 > |ε′ + ε′′ − ω′| between θ1 and
θ2, as shown in Figure 5(a). As the value of ΓPC/2
decreases with increasing frequency ω′, one expects
Compton scattering to be more competitive with the
2-step process for ω′ = 4.35m than for ω′ = 4.1m. This
is clearly evident in Figure 5(b) for ω′ = 4.35m, where
there are two regions between θ1 and θ2 in which Comp-
ton scattering competes with the 2-step process. These
regions are denoted by 3 and 5. In regions 2, 4 and
6, the PC resonance does not contribute to Compton
scattering; only the 2-step process occurs. Region 4 is
in the vicinity of θ0 where ΓPC →∞. Regions 1 and 7
are outside the interval θ1 ≤ θ ≤ θ2, and only Compton
scattering applies. When one evaluates the ‖′ ‖ contri-
bution to the total cross section σ/σT for ω
′ > ω′PC ,
the areas of the different disjoint regions need to be
evaluated separately and then added together.
As θ → θ1 from below and θ → θ2 from above, the
differential cross sections for the ‖′‖ mode tend to in-
finity as the PC resonances are approached. One con-
sistent means of dealing with these divergencies is as
follows:
(i) using θ1 or θ2, determine ΓPC/2 using Eq. (B14);
the ΓPC/2 values at θ1 and θ2 being identical.
(ii) determine ω1|HM and ω2|HM , these being half the
maximum values (HM) at ω1 and ω2 respectively, via:
(a) if θ′ < θ1 such that θ
′ < θ1 < θ2 < θ2|HM then
ω2|HM = ω2 − ΓPC/2,
Fig. 5 Differential cross sections for the ‖′ ‖ mode,
dσ‖
′‖/d cos θ, as a function of θ for B = 10Bcr, θ
′ = 150◦
and ω′ values of (a) 4.1m and (b) 4.35m. As the PC thresh-
olds are approached, the differential cross sections increase.
Between θ1 and θ2 where pair creation is allowed, there are
regions where the 2-step process of pair creation and anni-
hilation occurs and no resonant Compton scattering takes
place, namely θ1 < θ < θ2 in (a) and regions 2, 4 and 6 in
(b).
ω1|HM =
{
ω1 + ΓPC/2 if ω
′ − ω1 ≥ ΓPC/2,
2ω′ − ΓPC/2− ω1 if ω′ − ω1 < ΓPC/2,
(b) if θ′ > θ2 such that θ1|HM < θ1 < θ2 < θ′ then
ω1|HM = ω1 − ΓPC/2,
ω2|HM =
{
ω2 + ΓPC/2 if ω
′ − ω2 ≥ ΓPC/2,
2ω′ − ΓPC/2− ω2 if ω′ − ω2 < ΓPC/2,
(c) if θ1 ≤ θ′ ≤ θ2 then
ω1|HM = ω1 − ΓPC/2,
ω2|HM = ω2 − ΓPC/2.
(iii) substitute these values of ω1|HM and ω2|HM as the
left hand sides of Eq. (25) to solve for θ1|HM and θ2|HM
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via
cos θ|HM = k
′
z ±
√
(ω′ −A)(ω′ −A+ 2m)
A
where A represents either ω1|HM or ω2|HM with θ|HM ,
the appropriate θ-value. The choice of the sign ± is
determined as follows
(a) if θ′ < θ1, then one has ω2|HM from the − branch
and ω1|HM from the ± branch if ω1 + ΓPC/2 <> ω′,
(b) if θ′ > θ2, then one has ω1|HM from the + branch
and ω2|HM from the ∓ branch if ω2 + ΓPC/2 <> ω′,
(c) if θ1 ≤ θ′ ≤ θ2, then one has ω1|HM from the +
branch and ω2|HM from the − branch.
(iv) evaluate dσ‖
′‖/d cos θ at θ1|HM and θ2|HM , the val-
ues of which are then doubled to give the dσ‖
′‖/d cos θ
values at the resonances at θ1 and θ2 respectively.
Clearly the 2-step process of PC occurs at θ1 and
θ2 (the |ε′ + ε′′ − ω′| values being zero there), so that
the contributions to the differential cross sections at
these θ values due to Compton scattering are strictly
zero. However, as θ1 and θ2 are approached from below
and above respectively, these resonant differential cross
sections tend to infinity. When ω′ is equal to ω′PC ,
there is only the one resonant value, the ΓPC value of
which tends to infinity and the above procedure does
not work. Consequently no cross sections are evaluated
at this singularity but rather at ω′ values within 0.05m
of ω′PC for given B and θ
′ values.
5 Results
In order to obtain the total cross section for Compton
scattering σ, the integrals of the differential cross sec-
tions dσM
′M/d cos θ over cos θ between −1 and 1, viz.
σM
′M =
∫ 1
−1
d cos θ
dσM
′M
d cos θ
,
are evaluated as areas under the dσM
′M/d cos θ curves.
Since the dσM
′M/d cos θ values are smoothly varying
with cos θ for M ′M =⊥′⊥,⊥′‖, ‖′⊥, they are evaluated
in 0.1◦ steps from 180◦ to 0◦. When ω′ is below the PC
threshold of 2m/ sin θ′, the dσ‖
′‖/d cos θ values are like-
wise smoothly varying and are evaluated in 0.1◦ steps.
This is also true when ω′ is above the PC threshold for
those components of dσ‖
′‖/d cos θ that do not involve
(D1)0, ǫ
′′ = − in Eq. (32). Those components involving
(D1)0, ǫ
′′ = −, five in total, are combined and treated
as follows. Firstly, the range of angles, 180◦ ≥ θ ≥ 0◦,
of the final photon is broken up into five distinct re-
gions, and the contributions from (D1)0 to the cross
section, denoted by dσ‖
′‖/d cos θ|(D1)0 , are evaluated
in each region. The first region is 180◦ ≥ θ > θ2|HM ,
for which the dσ‖
′‖/d cos θ|(D1)0 values are evaluated in
0.1◦ steps as they are smoothly varying. The second
region is θ2|HM ≥ θ ≥ θ2, with
dσ‖
′‖
d cos θ
∣∣∣∣∣
(D1)0
(θ2) = 2
dσ‖
′‖
d cos θ
∣∣∣∣∣
(D1)0
(θ2|HM ). (40)
If ∆θ2 ≡ θ2|HM − θ2 satisfies ∆θ2 ≥ 0.2◦, then, to im-
prove the accuracy of the final total cross section eval-
uation, dσ‖
′‖/d cos θ|(D1)0 is evaluated at intermediate
angles between θ2|HM and θ2 in ∼ 0.1◦ steps. These
intermediate values are obtained via a Lorentzian curve
which satisfies Eq. (40) and is subsequently of the form
dσ‖
′‖
d cos θ
∣∣∣∣∣
(D1)0
(θ) =
1
2
Γ2PC
(ω − ω2)2 + (ΓPC/2)2
× dσ
‖′‖
d cos θ
∣∣∣∣∣
(D1)0
(θ2|HM ), (41)
with ω given by Eq. (25) for each θ. Should θ′ be located
between θ2 and θ, then (ω−ω2) in Eq. (41) is replaced
by (2ω′ − ω − ω2). The third region, θ2 > θ > θ1,
is where the 2-step PC process competes with Comp-
ton scattering and may comprise a number of disjoint
contributions. It is broken up into 0.01◦ steps. The
fourth region, θ1 ≥ θ ≥ θ1|HM , is treated in a similar
way as the second region. The fifth and final region,
θ1|HM > θ ≥ 0◦, is treated in the same way as the first
region.
The total cross section for photons with frequencies
below the GA resonance (n′ = 0, σ′ = −) is the average
sum
σ =
1
2
∑
M ′M
σM
′M .
The results of such an evaluation, expressed in units
of the Thomson scattering cross section σT , are pre-
sented in Figure 6 and Figure 7 for B/Bcr = 0.1, 1
and B/Bcr = 10, 100 respectively for a range of ω
′ val-
ues below the first gyromagnetic resonance that sat-
isfy x′ ∼< 0.3. These cross sections are evaluated
for four θ′ values, namely θ′ = 180◦, 0◦ (solid lines),
150◦, 30◦ (dotted lines), 120◦, 60◦ (dashed lines) and
90◦ (dashed-dotted lines) in Figures 6 and Figure 7(a),
and θ′ = 150◦, 30◦ (solid lines), 120◦, 60◦ (dotted lines)
and 90◦ (dashed lines) in Figure 7(b). The results for
θ′ = 180◦, 0◦ are omitted in Figure 7(b), being less
than 0.001 in magnitude. The total cross sections are
symmetric about θ′ = 90◦, and only 180◦ ≥ θ′ ≥ 90◦
is discussed explicitly. The total cross sections increase
in strength as θ′ decreases from 180◦ to 90◦, that is, as
the initial photon becomes increasingly oblique.
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Fig. 6 Total Compton scattering cross section (in units
of the Thomson cross section σT ) as a function of the in-
cident photon energy ω′ (in units of m) for the magnetic
field values of (a) 0.1Bcr and (b) Bcr, and a range of inci-
dent photon angles θ′ comprising θ′ = 180◦, 0◦ (solid lines),
150◦, 30◦ (dotted lines), 120◦, 60◦ (dashed lines) and 90◦
(dashed-dotted lines).
The results for B = 0.1Bcr and B = Bcr are shown
in Figures 6(a) and (b) respectively. The cross sec-
tions become large as the GA resonance is approached.
The resonant frequency, ω′GE , decreases as θ
′ becomes
more oblique. The PC resonance at ω′PC = 2m/ sin θ
′
is above the GA resonance values for B/Bcr = 0.1, 1.0,
and is not shown. There is also enhancement for
oblique initial photon angles in the energy region 0 <
ω′ ∼< ω′GE/2. At the lowest frequencies, Figure 6 com-
pares favourably with the results of Herold (1979) and
Daugherty and Harding (1986). When θ′ = 180◦, one
has x′ = 0 and there is no restriction on the energy
of the incident photon. Only the θ′ = 180◦ results for
ω′ < ω′GE are presented in Figures 6. The cross sections
over the extended range of incident photon energies, are
presented as the dotted lines in Figures 9.
The results for the two highest magnetic fields, B =
10Bcr, 100Bcr are shown in Figures 7. For oblique in-
cident photon angles, the restriction x′ ∼< 0.3 limits the
Fig. 7 Total Compton scattering cross section (in units
of the Thomson cross section σT ) as a function of the in-
cident photon energy ω′ (in units of m) for the magnetic
field values of (a) 10Bcr and (b) 100Bcr , and a range of in-
cident photon angles θ′ comprising θ′ = 180◦, 0◦ (solid line
in (a)), 150◦, 30◦ (dotted line in (a) and solid line in (b)),
120◦, 60◦ (dashed line in (a) and dotted line in (b)) and 90◦
(dashed-dotted line in (a) and dashed line in (b)).
energies of the incident photons to well below the GA
resonances, which are not shown. (This restriction does
not apply when θ′ = 180◦ as shown by the dotted lines
in Figure 10.) The PC resonances are within the range
of energies considered in Figure 7 and are particularly
apparent in Figure 7(b). As these PC thresholds are
approached, the cross sections are enhanced by at least
2 to 3 and 3 to 4 orders of magnitude over the θ′ = 180◦
results when B = 10Bcr and B = 100Bcr respectively
(see Figure 7). These PC resonances result from the
(D1)n′′ or (D1)n terms in the ‖′‖ mode contribution
given by Eq. (32) when n′′ or the dummy variable n
are equal to zero and ǫ′′ = −.
Once ω′ is above the PC threshold and θ is between
θ1 and θ2, the 2-step process of pair creation and anni-
hilation competes with the Compton scattering process.
It is this competition that results in the decrease in the
total Compton scattering cross section above the PC
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threshold. For B = 10Bcr, the decline in strength is
gradual. For B = 100Bcr, the decrease is initially very
steep but then settles down to a gradual decrease (see
Figure 7(b)) with the cross section values at the end-
points (which satisfy x′ ∼< 0.3) similar in value to those
of the lowest frequencies. There is some variation in
σ/σT at the high frequency end for B = 100Bcr, par-
ticularly evident when θ = 150◦. There are two factors
that may cause this variation: the extent of the PC
competition region (θ1 ≤ θ ≤ θ2) which increases for a
given θ′ as ω′ increases; and, the magnitude of ΓPC/2
which decreases as ω′ increases. These effects are shown
in Figure 4.
The magnitudes of the total cross sections at the
lowest frequencies for θ′ = 180◦ decrease significantly
as the strength of the magnetic field increases. This is
in contrast to what occurs at the lowest frequencies for
the oblique angles considered here, where there are only
small variations in the magnitudes of the cross sections
as the strength of the magnetic field is increased.
The total cross section, σM
′M/σT , for each polar-
ization mode are found by integrating the differential
cross sections over cos θ numerically. They vary as a
function of the incident photon frequency ω′ below the
GA resonance, incident photon angle θ′ and magnetic
field B. The general trends are as follows. Firstly
when θ′ = 180◦, the cross sections for the ⊥′⊥ and
‖′⊥ modes are identical, as are the ⊥′‖ and ‖′‖ modes.
As the strength of the magnetic field increases by an
order of magnitude, the strengths of these cross sec-
tions decrease by an order of magnitude. At the lowest
frequencies considered for oblique incidence, the cross
section for the ‖′‖ mode is up to 2 orders of magni-
tude larger than the other three cross sections, which
all increase with ω′. The ⊥′⊥ mode overtakes the ‖′‖
mode at ω′ ≈ 0.05m, 0.5m for B = 0.1Bcr, Bcr, respec-
tively, as shown Figure 8(a) for the case B = 0.1Bcr,
θ′ = 120◦ and ω′ < 0.1m. The contributions from
the ‖′‖ mode thereafter closely follow the other modes
as ω′GE is approached. At the two higher magnetic
field values B = 10Bcr, 100Bcr, ω
′
GE is above the range
of interest, and also above the first PC threshold at
ω′PC = 2m/ sin θ
′, which is in the range of interest. The
relative contributions from the three modes ⊥′⊥, ⊥′‖
and ‖′⊥ is similar to the cases B = 0.1Bcr, Bcr, with
the ⊥′⊥ mode having the largest cross section. The
contribution from the ‖′‖ mode is enhanced by 1 to 2
orders of magnitude for = 10Bcr, 100Bcr at the low-
est ω′ considered and is largely independent of the field
strength. This contribution continues to increase to a
peak at ω′PC and remains larger than the other three
contributions for ω′ > ω′PC . These features are illus-
trated in Figure 8(b) for the caseB = 100Bcr, θ
′ = 120◦
Fig. 8 Partial Compton scattering cross sections (in units
of the Thomson cross section σT ) as functions of the incident
photon energy ω′ (in units of m) for the modes ⊥′⊥ (solid
line), ⊥‖ (dotted line), ‖′⊥ (dashed line) and ‖′ ‖ (dashed-
double-dotted line), θ′ = 120◦ and the two magnetic field
values of (a) B = 0.1Bcr and (b) B = 100Bcr.
and ω′ ∼< 10m. Clearly, the σ/σT results at oblique in-
cident angles are dominated by the ‖′‖ contribution.
In comparing the foregoing results with those of oth-
ers, one needs to comment further on the results of
Gonthier et al. (2000). Comparison is complicated by
their use of an incorrect factor, ω/ω′ instead of the cor-
rect factor ω2/ω′
2
, in their cross sections, which are
for the special case θ′ = 180◦ in the notation used here.
In Figures 9 and 10, the total Compton scattering cross
sections σ/σT are plotted as a function of the frequency
of the incident photon ω′ for θ′ = 180◦ and a range of
magnetic fields, B/Bcr = 0.1, 1 and 10, 100 respectively.
The solid and dotted lines are the cross sections evalu-
ated using the factor ω/ω′ and ω2/ω′
2
respectively. The
two results are similar for ω′ < eB/m. For ω′ > eB/m,
the results using the factor ω/ω′ are enhanced signif-
icantly over the results using the factor ω2/ω′
2
. It is
interesting that the error introduced by using the incor-
rect factor lead to cross sections that are closer to the
Klein-Nishina cross sections (see dashed lines) at the
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Fig. 9 Comparison of the total Compton scattering cross
sections as a functin of ω′ evaluated using either the fac-
tor ω/ω′ (solid lines) (Gonthier et al. (2000)) or the factor
ω2/ω′
2
(dotted lines) for θ′ = 180◦, 0◦ and (a) B = 0.1Bcr ,
(b) B = Bcr. The Klein-Nishina cross sections (dashed
lines) are included for comparison.
higher frequencies than are the correct results. How-
ever, there is no reason why the results should be the
same as the Klein-Nishina cross section as the latter
does not include the effect of the magnetic field. The
formula for the Klein-Nishina cross section for unpolar-
ized photons is given by
σKN =
3σT
8
m
2ω′
{
2
[
2m2
ω′2
+
2m
ω′
− 1
]
ln
(
m
m+ 2ω′
)
+1 +
8m
ω′
− m
2
(m+ 2ω′)2
}
. (42)
The value of σKN approaches σT as ω
′ → 0 and it has
no magnetic field dependence. The effect of a magnetic
field was acknowledged to be important by Milton et al.
(1974) who evaluated a magnetic field correction to the
Klein-Nishina cross section albeit only for a weak field.
The results presented here have some overlap with
those of Chistyakov and Rumyantsev (2009), who eval-
uated photon absorptions for the different modes at a
magnetic field of 200Bcr and θ
′ = 90◦. They took into
Fig. 10 Comparison of the total Compton scattering cross
sections as a functin of ω′ evaluated using either the fac-
tor ω/ω′ (solid lines) (Gonthier et al. (2000)) or the factor
ω2/ω′
2
(dotted lines) for θ′ = 180◦, 0◦ and (a) B = 10Bcr,
(b) B = 100Bcr . The Klein-Nishina cross sections (dashed
lines) are included for comparison.
account wave function renormalisation and photon dis-
persion and included a plasma component. At the low-
est plasma temperature of 50keV , the relative strengths
of the contributions from the different modes follow the
trends discussed above. However, renormalisation and
dispersion, which are not included here, affect their Fig-
ures 3 and 4, making more detailed comparison difficult.
6 Discussion
The pair creation divergence present in Compton
scattering was recognized by Herold in 1979 and
it has been discussed by a number of authors (eg:
Nagirner and Kiketz (1993),Graziani, Harding and Sina
(1995),Kachelriess (1996)). The two most recent papers
that attempted to tackle the divergence formally were
the one by Graziani, Harding and Sina (1995) and the
other by Kachelriess (1996). In the former paper, the
authors abandoned energy conservation entirely and as-
signed a Weisskopf-Wigner decay width to the initial
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and final electrons and photons as well as the intermedi-
ate particle. This yielded a scattering matrix element
with a time dependence representing the time differ-
ence between the formation of the initial states and the
measurement of the final states. In the latter paper,
Kachelriess introduced Licht fields and spectral func-
tions. The main point made in the present paper is that
the PC resonance is analogous to the more familiar GA
resonances in “resonant Compton scattering.” At the
resonance, the scattering formally separates into a two-
stage process, gyromagnetic absorption and emission at
a GA resonance, and pair creation and annihilation at
a PC resonance. The usual procedure of including the
broadening of the resonance due to the finite lifetime of
the intermediate state applies to both resonances, with
the relevant lifetime at a PC resonance involving that
due to pair creation.
In summary, due to the restriction imposed on x′, x
and n, n′, only ω′ values below the GA resonance are
considered in this study. Nevertheless, some important
results are obtained when θ′ is not aligned along the
magnetic field. In the energy regions where the PC res-
onance does not occur, the Compton scattering cross
sections are larger by one to two orders of magnitude
at the lower frequencies, irrespective of the strength of
the magnetic field. There is additional strength at the
two highest magnetic fields at frequencies in the vicinity
of the PC resonance. Unlike the GA resonance which
is approximately symmetric and of a finite width af-
fecting all 4 possible polarization mode combinations,
the lowest PC resonance has a strong broad tail and af-
fects only the ‖′ ‖ mode. (Higher PC resonances affect
the other modes.) The PC divergence however is only
apparent when the incident photon is not propagating
parallel to the magnetic field. The photon’s angle of in-
cidence need only be slightly oblique for the resonance
associated with pair creation to dominate the Compton
scattering cross section. Under these conditions, Comp-
ton scattering becomes an important process for the
energy conversion of parallel-polarized photons. The
PC resonance in Compton scattering needs to be taken
into account when considering the propagation of high
energy (≫ few MeV) photons in superstrong magnetic
fields (B ≫ Bcr) in magnetars.
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A S-matrix
The S-matrix of order n is of the form (Melrose (2008))
Sˆ(n) =
(−ie)n
n!
∫
d4x1
∫
d4x2 . . .
∫
d4xn
×Tˆ {: ψ¯(x1)A| (x1)ψ(x1) :: ψ¯(x2)A| (x2)ψ(x2) : . . . : ψ¯(xn)A| (xn)ψ(xn) :}, (A1)
where Tˆ is the chronological operator. The first order S-matrix element, with the one vertex, can be written as
S
(1)
fi = ie
∫
d4x ψ¯ǫ
′
f (x)A| (x)ψǫi (x) (A2)
and, to lowest order, corresponds to 8 combinations (or Feynman diagrams): ǫ′ = ±, ǫ = ± and A| = γµAµ with
Aµ(x) equal to either
√
µ0RM (k)/(ωMV )e
µ
M (k)e
−ikMx for an incoming photon or
√
µ0RM (k)/(ωMV )e
µ∗
M (k)e
ikMx
for an outgoing photon, where RM (k) is the ratio of the electric to total energy of the mode and is approximated
by one-half. Each incoming electron or positron line with quantum number q has an associated wave function
ψ+q (x)e
−iεq t or ψ¯−q (x)e
−iεqt respectively. Each outgoing electron or positron line with quantum number q′ has
an associated wave function ψ¯+q′(x)e
iε′
q′
t or ψ−q′ (x)e
iε′
q′
t respectively. Two of these combinations correspond to
gyromagnetic emission and pair creation. The second order S-matrix element, with two vertices, of which Compton
scattering is one case, can be written as
S
(2)
fi = (ie)
2
∑
q′′,ǫ′′
∫ ∫
d4x′ d4x [ψ¯ǫ
′
(x′)A| (x′) ψǫ′′(x′)] [ψ¯ǫ′′(x)︸ ︷︷ ︸ A| ′(x)ψǫ(x)] + {A↔ A′}, (A3)
where the underbrace denotes a contraction. For Compton scattering as described by the two Feynman diagrams
in Figure 1, the S-matrix element is made up of two terms, viz.
S
(2)
fi = (ie)
2µ0
V
√
RM (k)RM ′ (k′)
ωω′
∑
q
∑
q′
∫
d4x′
∫
d4x
×
{
ψ¯ǫ
′
q′(x
′)eiǫ
′ε′
q′
t′γµe
∗µ
M (k)e
iωt′−ik.x′iG(x′, x)γνe
ν
M ′(k
′)e−iω
′t+ik′.xψǫq(x)e
−iǫεqt
+ψ¯ǫ
′
q′(x
′)eiǫ
′ε′
q′
t′γνe
ν
M ′(k
′)e−iω
′t′+ik′.x′iG(x′, x)γµe
∗µ
M (k)e
iωt−ik.xψǫq(x)e
−iǫεqt
}
, (A4)
where the contraction ψǫ
′′
(x′)ψ¯ǫ
′′
(x)︸ ︷︷ ︸ has been replaced by the electron propagator iG(x′, x) given by
G(x′, x) = −i
∑
q′′
[θ(t′ − t)ψ+q′′ (x′)ψ¯+q′′ (x)e−iε
′′(t′−t) − θ(t− t′)ψ−q′′ (x′)ψ¯−q′′ (x)eiε
′′(t′−t)], (A5)
for an electron (ǫ′′ = +) or positron (ǫ′′ = −) as the intermediate particle. In Eq. (A4) and subsequent equations,
the subscripts M and M ′ on the frequencies and wave vectors of the initial and final photons have been omitted
for convenience. The time-ordering step function θ(t) has the integral representation
θ(t) = lim
η→0,η>0
i
2π
∫ ∞
−∞
ds
e−ist
s+ iη
. (A6)
The time dependencies, t and t′, are exponential and can be factorized out so that the integrals over t, t′ and s
can be evaluated as follows∫
dt′
∫
dt
∫
ds eiǫ
′ε′t′eiωt
′
e−iǫ
′′ε′′(t′−t)e−iω
′te−iǫεt
i
2π
e−iǫ
′′(t′−t)s
s+ iη
=
i
2π
∫
ds 2πδ(ǫ′ε′ + ω − ǫ′′(ε′′ + s)) 2πδ(ǫ′′ε′′ − ω′ − ǫε+ ǫ′′s) 1
s+ iη
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= 2πi δ(ǫ′ε′ + ω − ǫε− ω′) ǫ
′′
ǫε− ǫ′′ε′′ + ω′ + iǫ′′η , (A7)
for the first term in Eq. (A4), and∫
dt′
∫
dt
∫
ds eiǫ
′ε′t′e−iω
′t′e−iǫ
′′ε′′(t′−t)eiωte−iǫεt
i
2π
e−iǫ
′′(t′−t)s
s+ iη
=
i
2π
∫
ds 2πδ(ǫ′ε′ − ω′ − ǫ′′(ε′′ + s)) 2πδ(ǫ′′ε′′ + ω − ǫε+ ǫ′′s) 1
s+ iη
= 2πi δ(ǫ′ε′ − ω′ + ω − ǫε) ǫ
′′
ǫε− ǫ′′ε′′ − ω + iǫ′′η , (A8)
for the second term. The δ-functions yield the conservation of energy equation for Compton scattering. The
S-matrix then becomes
S
(2)
fi = (ie)
2
∑
q
∑
q′
∑
q′′
∑
ǫ′′
µ0
2V
√
1
ωω′
∫
dx′
∫
dx 2πδ(ǫ′ε′ + ω − ǫε− ω′)
×
{
ψ¯ǫ
′
q′(x
′)γµe
∗µ
M (k)e
−ik.x′ψǫ
′′
q′′ (x
′)ψ¯ǫ
′′
q′′ (x)γνe
ν
M ′(k
′)eik
′.xψǫq(x)
ǫε− ǫ′′ε′′ + ω′
+
ψ¯ǫ
′
q′(x
′)γνe
ν
M ′(k
′)eik
′.x′ψǫ
′′
q′′ (x
′)ψ¯ǫ
′′
q′′ (x)γµe
∗µ
M (k)e
−ik.xψǫq(x)
ǫε− ǫ′′ε′′ − ω
}
. (A9)
To carry out the spatial integrations, using the notation of Melrose and Parle (1983), one defines
[γǫ
′ǫ
q′q(±k)]µ =
∫
dx e∓ik.xψ¯ǫ
′
q′(x)γ
µψǫq(x), (A10)
to obtain
[γǫ
′ǫ
q′q(±k)]µ =
(2π)2
V
√
eB
e(±ikx(ǫpy+ǫ
′p′y)/2eB)δ(ǫpy − ǫ′p′y ∓ ky)δ(ǫpz − ǫ′p′z ∓ kz)[Γǫ
′ǫ
q′q(±k)]µ, (A11)
where k = (k⊥ cosψ, k⊥ sinψ, kz), [γ
ǫ′ǫ
q′q(−k)]µ ≡ [γǫǫ
′
qq′(k)]
∗µ and
[Γǫ
′ǫ
q′q(k)]
µ =
{−ie−iψ}n′−n
×{(C′∗1C1 + C′∗3C3)Jn−1n′−n + (C′∗2C2 + C′∗4C4)Jnn′−n,
i(C′
∗
1C4 + C
′∗
3C2)e
iψJnn′−n−1 − i(C′∗2C3 + C′∗4C1)e−iψJn−1n′−n+1,
(C′
∗
1C4 + C
′∗
3C2)e
iψJnn′−n−1 + (C
′∗
2C3 + C
′∗
4C1)e
−iψJn−1n′−n+1,
(C′
∗
1C3 + C
′∗
3C1)J
n−1
n′−n − (C′
∗
2C4 + C
′∗
4C2)J
n
n′−n
}
. (A12)
The J-functions are defined as
Jµν (x) =
√
µ!
(µ+ ν)!
exp(− 12x)xν/2 Lνµ(x), (A13)
with argument x = k2⊥/2eB, and L
ν
µ(x) is the generalized Laguerre polynomial
Lνµ(x) =
µ∑
m=0
(
µ+ ν
µ−m
)
(−x)m
m!
. (A14)
The S-matrix element is now of the form
S
(2)
fi = (ie)
2
∑
q
∑
q′
∑
q′′
∑
ǫ′′
µ0
2V
1√
ω′ω
2πδ(ǫ′ε′ + ω − ǫε− ω′) 1
V 2eB
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×
{
e∗µM (k)e
ν
M ′(k
′)
ǫε− ǫ′′ε′′ + ω′ 2πδ(ǫ
′′p′′y − ǫ′p′y − ky)2πδ(ǫ′′p′′z − ǫ′p′z − kz)eikx(ǫ
′′p′′y+ǫ
′p′y)/2eB [Γǫ
′ǫ′′
q′q′′ (k)]
µ
×2πδ(ǫpy − ǫ′′p′′y + k′y)2πδ(ǫpz − ǫ′′p′′z + k′z)e−ik
′
x(ǫ
′′p′′y+ǫpy)/2eB[Γǫǫ
′′
qq′′ (k
′)]∗ν
+
e∗µM (k)e
ν
M ′ (k
′)
ǫε− ǫ′′ε′′ − ω 2πδ(ǫ
′′p′′y − ǫ′p′y + k′y)2πδ(ǫ′′p′′z − ǫ′p′z + k′z)e−ik
′
x(ǫ
′p′y+ǫ
′′p′′y )/2eB [Γǫ
′′ǫ′
q′′q′ (k
′)]∗ν
×2πδ(ǫpy − ǫ′′p′′y − ky)2πδ(ǫpz − ǫ′′p′′z − kz)eikx(ǫ
′′p′′y+ǫpy)/2eB[Γǫ
′′ǫ
q′′q(k)]
µ
}
. (A15)
The sum over the intermediate states (Melrose and Parle (1983)) is
∑
q′′
=
∑
σ′′=±
∞∑
n′′=0
V (eB)1/2
∫
dp′′y
2π
∫
dp′′z
2π
. (A16)
These integrals give∫
dp′′z
2π
2πδ(ǫ′′p′′z − ǫ′p′z − kz)2πδ(ǫpz − ǫ′′p′′z + k′z) = 2πδ(ǫpz − ǫ′p′z + k′z − kz),∫
dp′′y
2π
2πδ(ǫ′′p′′y − ǫ′p′y − ky)2πδ(ǫpy − ǫ′′p′′y + k′y)eikx(ǫ
′′p′′y+ǫ
′p′y)/2eB e−ik
′
x(ǫ
′′p′′y+ǫpy)/2eB
= 2πδ(ǫpy + k
′
y − ǫ′p′y − ky)eikx(ǫpy+k
′
y+ǫ
′p′y)/2eB e−ik
′
x(ǫ
′p′y+ky+ǫpy)/2eB ,
= 2πδ(ǫpy + k
′
y − ǫ′p′y − ky)ei(kx−k
′
x)(ǫpy+ǫ
′p′y)/2eB ei(kxk
′
y−k
′
xky)/2eB , (A17)
in the first term where, in the rest frame of the incident electron, one has ǫ′′p′′z = k
′
z, ǫ
′p′z = k
′
z − kz, and∫
dp′′z
2π
2πδ(ǫ′′p′′z − ǫ′p′z + k′z)2πδ(ǫpz − ǫ′′p′′z − kz) = 2πδ(ǫpz − ǫ′p′z + k′z − kz),∫
dp′′y
2π
2πδ(ǫ′′p′′y − ǫ′p′y + k′y)2πδ(ǫpy − ǫ′′p′′y − ky)e−ik
′
x(ǫ
′p′y+ǫ
′′p′′y )/2eB eikx(ǫ
′′p′′y+ǫpy)/2eB
= 2πδ(ǫpy − ky − ǫ′p′y + k′y)e−ik
′
x(ǫ
′p′y+ǫpy−ky)/2eB eikx(ǫ
′p′y−k
′
y+ǫpy)/2eB ,
= 2πδ(ǫpy − ky − ǫ′p′y + k′y)ei(kx−k
′
x)(ǫ
′p′y+ǫpy)/2eB ei(k
′
xky−kxk
′
y)/2eB , (A18)
in the second term where, in the rest frame of the incident electron, one has ǫ′′p′′z = −kz, ǫ′p′z = k′z − kz.
One then has
S
(2)
fi = (ie)
2
∑
q
∑
q′
∑
ǫ′′
µ0
2V
1√
ω′ω
2πδ(ǫ′ε′ + ω − ǫε− ω′) 1
V 2eB
2πδ(ǫpz − ǫ′p′z + k′z − kz)
×2πδ(ǫpy + k′y − ǫ′p′y − ky)ei(kx−k
′
x)(ǫpy+ǫ
′p′y)/2eBe∗µM (k)e
ν
M ′(k
′)
∑
σ′′=±
∞∑
n′′=0
V (eB)1/2
×
{
ei(kxk
′)z/2eB [Γǫ
′ǫ′′
q′q′′(k)]
µ[Γǫǫ
′′
qq′′ (k
′)]∗ν
ǫε− ǫ′′ε′′ + ω′ +
e−i(kxk
′)z/2eB [Γǫ
′′ǫ
q′′q(k)]
µ[Γǫ
′′ǫ′
q′′q′(k
′)]∗ν
ǫε− ǫ′′ε′′ − ω
}
. (A19)
The sums over the states of the incident and final particles (Melrose and Parle (1983)) are
∑
q
=
∑
σ=±
∑
n=0
√
eBV
LyLz
, (A20)
∑
q′
=
∑
σ′=±
∑
n′=0
√
eBV
(2π)2
∫
dp′z
∫
dp′y, (A21)
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respectively. The integral over p′y gives∫
dp′y
2π
2πδ(ǫpy + k
′
y − ǫ′p′y − ky)ei(kx−k
′
x)(ǫpy+ǫ
′p′y)/2eB = ei(kx−k
′
x)(k
′
y−ky)/2eB (A22)
for ǫpy = 0 (rest frame of incident electron) and ǫ = ǫ
′ = +. The integral over p′z yields the implicit conservation
of parallel momentum
ǫpz − ǫ′p′z + k′z − kz = 0,
which becomes
p′z = k
′
z − kz = ω′ cos θ′ − ω cos θ, (A23)
for ǫpz = 0 and ǫ = ǫ
′ = +. With Lx ≡ 1/
√
eB, one then has
S
(2)
fi = (ie)
2
∑
σ=±
∞∑
n=0
∑
σ′=±
∞∑
n′=0
∑
σ′′=±
∞∑
n′′=0
∑
ǫ′′=±
µ0
2V
1√
ω′ω
2πδ(ǫ′ε′ + ω − ǫε− ω′)ei(kx−k′x)(k′y−ky)/2eB
×e∗µM (k)eνM ′ (k′)
{
ei(kxk
′)z/2eB [Γǫ
′ǫ′′
q′q′′(k)]
µ[Γǫǫ
′′
qq′′ (k
′)]∗ν
ǫε− ǫ′′ε′′ + ω′ +
e−i(kxk
′)z/2eB [Γǫ
′′ǫ
q′′q(k)]
µ[Γǫ
′′ǫ′
q′′q′(k
′)]∗ν
ǫε− ǫ′′ε′′ − ω
}
. (A24)
Expressing the scattering matrix Sfi in terms of a scattering amplitude Tfi,
Sfi = δfi + i2πδ(ǫ
′ε′ + ω − ǫε− ω′)Tfi, (A25)
the probability per unit time of a transition is
wǫ
′ǫ
q′q = V
22πδ(ǫ′ε′ + ω − ǫε− ω′)|Tfi|2. (A26)
This leads to the probability for Compton scattering Eq. (10).
B Decay rates
The PC process of interest concerns the creation of an electron, q′ = n′, p′z, σ
′, and a positron, q′′ = n′′, p′′z , σ
′′,
by a photon with energy k′
µ
= (ω′,k′), for which p′′µ = (ε′′,p′′), p′µ = (ε′,p′), with ε′′ =
√
m2 + p′′z
2 + 2n′′eB,
ε′ =
√
m2 + (p′z)
2 + 2n′eB and where e′⊥ = (0, 1, 0) and e
′
‖ = (cos θ
′, 0,− sin θ′). The S-matrix element is then
S
(1)
fi = ie
∑
q′
∑
q′′
∫
d4x ψ¯+q′(x)A
′| µ(x)ψ−q′′ (x),
= ie
√
µ0RM ′ (k′)
ω′M ′V
∑
q′
∑
q′′
∫
d4x eµM ′(k
′){ψ¯+q′(x)eiε
′tγµe
−iω′t−ik′.xψ−q′′(x)e
iε′′t}, (B1)
with A′µ =
√
µ0RM ′(k′)/(ω′M ′V )e
µ
M ′(k
′)e−ik
′
M′
x. The integral over time is trivial and yields 2πδ(ε′ + ε′′ − ω′),
the conservation of energy equation. With the definition
[γ+−q′q′′ (−k′)]µ =
∫
dx eik
′.x ψ¯+q′(x)γµψ
−
q′′ (x), (B2)
the spatial integral gives (Melrose and Parle (1983))
[γ+−q′q′′ (k
′)]µ =
(2π)2
V
√
eB
e−ik
′
x(p
′
y−p
′′
y )/2eBδ(p′′y + p
′
y − k′y)δ(p′′z + p′z − k′z)[Γ+−q′q′′(−k′)]µ, (B3)
with [Γ+−q′q′′ (−k′)]µ = [Γ−+q′′q′(k′)]∗µ defined in Eq. (A12), so that one has
S
(1)
fi = ie
√
µ0
2ω′V
∑
q′
∑
q′′
(2π)2
V
√
eB
e−ik
′
x(p
′
y−p
′′
y )/2eBδ(p′′y + p
′
y − k′y)δ(p′′z + p′z − k′z)
22
×2πδ(ε′ + ε′′ − ω′)eµM ′(k′)[Γ−+q′′q′(k′)]∗µ. (B4)
Now one has
∑
q′′
=
∑
σ′′,n′′
V
√
eB
LyLz
,
∑
q′
=
∑
σ′,n′
V
√
eB
(2π)2
∫
dp′z
∫
dp′y, (B5)
so that the integral over p′y is∫
dp′y
2π
2πδ(p′′y + p
′
y − k′y)e−ik
′
x(p
′
y−p
′′
y )/2eB = e−ik
′
x(ky−2p
′′
y )/2eB , (B6)
and the integral over p′z yields the implicit conservation of parallel momentum, p
′′
z + p
′
z = k
′
z . Once again, the
phase factor in Eq. (B6) disappears when |S(1)fi |2 is taken. The probability per unit time for pair creation is given
by
wM
′
q′′q′ = |S(1)fi |2/T = V (2π)4δ4(pf − pi)|Tfi|2,
=
µ0e
2
2ω′
∑
σ′,n′
∑
σ′′,n′′
|eM ′ µ(k′)[Γ−+q′′q′ (k′)]∗µ|2 2πδ(ε′ + ε′′ − ω′). (B7)
The pair creation rate is given by
RM
′
q′′q′(k
′) =
eB
2π
∫
dp′z
2π
wM
′
q′′q′(k
′), (B8)
where∫
dp′z δ(ε
′ + ε′′ − ω′) = 1|f ′(p′z)|
=
ε′ε′′
|ω′p′z − k′zε′|
, (B9)
with f(p′z) = ε
′ + ε′′ − ω′ implicit, and
ε′′ =
√
m2 + kz
2 + 2n′′eB,
ε′ =
√
m2 + (k′z − kz)2 + 2n′eB. (B10)
This yields
RM ′ = R
M ′
q′′q′ =
e3Bµ0
4πω′
ε′ε′′
|ω′p′z − k′zε′|
e∗M ′µ(k
′)eM ′ν(k
′)
∑
σ′,n′
∑
σ′′,n′′
[Γ−+q′′q′(k
′)]µ[Γ−+q′′q′(k
′)]∗ν . (B11)
The pair creation rate is calculable for an electron and positron, with Landau quantum numbers n′ and n′′
respectively, as long as ω′ ≥ 2(ε′′ − kz cos θ′)/ sin2 θ′. The pair creation rates for perpendicular and parallel
polarized photons are explicitly
R⊥ =
e3B
4ω′ε′0
1
|ε′′p′z − kzε′|
×
{
δσ′+
[
(ε′0 −m)(ε′ε′′ − p′zp′′z −mε′0)(Jn
′
n′′−n′−1(x
′))2
+(ε′0 +m)(ε
′ε′′ − p′zp′′z +mε′0)(Jn
′−1
n′′−n′+1(x
′))2 + 2pn′pn′′J
n′
n′′−n′−1(x
′)Jn
′−1
n′′−n′+1(x
′)
]
+δσ′−
[
(ε′0 +m)(ε
′ε′′ − p′zp′′z +mε′0)(Jn
′
n′′−n′−1(x
′))2
+(ε′0 −m)(ε′ε′′ − p′zp′′z −mε′0)(Jn
′−1
n′′−n′+1(x
′))2 + 2pn′pn′′J
n′
n′′−n′−1(x
′)Jn
′−1
n′′−n′+1(x
′)
]}
, (B12)
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and
R‖ =
e3B
4ω′ε′0
1
|ε′′p′z − kzε′|
×
{
δσ′+
[
cos2 θ′
{
(ε′0 −m)(ε′ε′′ − p′zp′′z −mε′0)(Jn
′
n′′−n′−1(x
′))2
+(ε′0 +m)(ε
′ε′′ − p′zp′′z +mε′0)(Jn
′−1
n′′−n′+1(x
′))2 − 2pn′pn′′Jn
′
n′′−n′−1(x
′)Jn
′−1
n′′−n′+1(x
′)
}
+2 sin θ′ cos θ′
{
pn′
[
(ε′0p
′′
z −mp′z)Jn
′
n′′−n′−1(x
′)Jn
′−1
n′′−n′(x
′) + (ε′0p
′′
z +mp
′
z)J
n′−1
n′′−n′+1(x
′)Jn
′
n′′−n′(x
′)
]
−pn′′p′z
[
(ε′0 −m)Jn
′
n′′−n′−1(x
′)Jn
′
n′′−n′(x
′) + (ε′0 +m)J
n′−1
n′′−n′+1(x
′)Jn
′−1
n′′−n′(x
′)
]}
+sin2 θ′
{
(ε′0 +m)(ε
′ε′′ + p′zp
′′
z +mε
′
0)(J
n′−1
n′′−n′(x
′))2
+(ε′0 −m)(ε′ε′′ + p′zp′′z −mε′0)(Jn
′
n′′−n′(x
′))2 + 2pn′pn′′J
n′−1
n′′−n′(x
′)Jn
′
n′′−n′(x
′)
}]
+δσ′−
[
cos2 θ′
{
(ε′0 +m)(ε
′ε′′ − p′zp′′z +mε′0)(Jn
′
n′′−n′−1(x
′))2
+(ε′0 −m)(ε′ε′′ − p′zp′′z −mε′0)(Jn
′−1
n′′−n′+1(x
′))2 − 2pn′pn′′Jn
′
n′′−n′−1(x
′)Jn
′−1
n′′−n′+1(x
′)
}
+2 sin θ′ cos θ′
{
pn′
[
(ε′0p
′′
z +mp
′
z)J
n′
n′′−n′−1(x
′)Jn
′−1
n′′−n′(x
′) + (ε′0p
′′
z −mp′z)Jn
′−1
n′′−n′+1(x
′)Jn
′
n′′−n′(x
′)
]
−pn′′p′z
[
(ε′0 +m)J
n′
n′′−n′−1(x
′)Jn
′
n′′−n′(x
′) + (ε′0 −m)Jn
′−1
n′′−n′+1(x
′)Jn
′−1
n′′−n′(x
′)
]}
+sin2 θ′
{
(ε′0 −m)(ε′ε′′ + p′zp′′z −mε′0)(Jn
′−1
n′′−n′(x
′))2
+(ε′0 +m)(ε
′ε′′ + p′zp
′′
z +mε
′
0)(J
n′
n′′−n′(x
′))2 + 2pn′pn′′J
n′−1
n′′−n′(x
′)Jn
′
n′′−n′(x
′)
}]}
. (B13)
Only the rates with n′ = n′′ = 0 are of interest here, and these are
R⊥ = 0,
R‖ =
e3B sin2 θ′(ε′ε′′ + p′zp
′′
z +m
2)e−x
′
2ω′|ω′p′z − k′zε′|
. (B14)
If one sets θ′ = π/2, then one has p′z = −p′′z = ± 12
√
ω′ − 4m2 and R‖ becomes
R‖ =
e3Bm2 e−ω
′2/2eB
ω′2|p′z|
, (B15)
in agreement with Eq. (6a) of Daugherty and Harding (1983), apart from an extra factor of 2 in their work which
is accounted for once the integral of cos θ is taken between −1 and 1.
24
References
Canuto, V., Lodenquai, J. and Ruderman, M. 1971, Phys. Rev. D3, 2303
Herold, H. 1979, Phys. Rev. D19, 2868
Daugherty, J. K. and Harding, A. K. 1986, Astrophys. J. 309, 362
Bussard, R. W., Alexander, S. B. and Me´sza´ros, P. 1986, Phys. Rev. D34, 440
Gonthier, P. L. et al. 2000, Astrophys. J. 540, 907
Woods, P. M. and Thompson, C. 2006, in “Compact Stellar X-Ray Sources”, eds. W. H. G. Lewin and M. van der Klis,
Cambridge: Cambridge Univ. Press, p547
Mereghetti, S. 2008, Astron. Astrophys. Rev. 15, 225
Dermer, C. D. 1990, Astrophys. J. 360, 197
Luo, Q. 1996, Astrophys. J. 468, 338
Hattori, K. and Itakura, K. 2013, Ann. Phys. 330, 23
Shabad, A. E. and Usov, V. V. 2010, Phys. Rev. D81, 125008
Chistyakov, M. V. and Rumyantsev, D. A. 2009, Int. J. Mod. Phys. A 24, 3995
Baring, M. G and Harding, A. K. 2007, Astrophys. Space Sci. 308, 109
Nobili, L., Turolla, R. and Zane, S. 2008, Mon. Not. R. Astron. Soc. 389, 989
Baring, M. G., Wadiasingh, Z. and Gonthier, P. L. 2011, Astrophys. J. 733, 61
Mushtukov, A. A., Nagirner, D. I. and Poutanen, J. 2012, Phys. Rev. D85, 103002
Melrose, D. B. and Parle, A. J. 1983, Aust J. Phys. 36, 799
Sokolov, A. A. and Ternov, I. M. 1968, “Synchrotron radiation”, Pergamon Press, Oxford
Melrose, D. B. 2013, “Quantum Plasmadynamics: Magnetized Plasmas”, Springer, New York , p248,310
Melrose, D. B. and Sy, Wilson 1972, Astrophys. Space Sci. 17, 343
Milton, K. A. et al. 1974, Phys. Rev. D10, 1299
Nagirner, D. I. and Kiketz, E. V. 1993, Astron. Astrophys. Trans. 4, 107
Graziani, C., Harding, A. K. and Sina, R. 1995, Phys. Rev. D51, 7097
Kachelriess, M. 1996, Phys. Rev. D53, 974
Melrose, D. B. 2008, “Quantum Plasmadynamics: Unmagnetized Plasmas”, Springer, New York , p265
Daugherty, J. K. and Harding, A. K. 1983, Astrophys. J. 273, 761
This manuscript was prepared with the AAS LATEX macros v5.2.
