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Abstract 
Ray, N. and C. Wright, Umbra1 interpolation and the addition/contraction tree for graphs, 
Discrete Mathematics 103 (1992) 67-74. 
Given a finite graph G it is possible to define an umbra1 chromatic polynomial x*(G; x) using 
the poset of admissible partitions of the vertices of G. We show here that an alternative 
construction is possible, by developing an umbra1 interpolation formula which generalises the 
classical Newton forward interpolation formula. We also explain how the new approach relates 
directly to the addition/contraction tree of G, and results in a simple algorithmic procedure for 
computing X+(G;x). 
0. Introduction 
In Ray and Wright [3] we exploited our version of the Roman-Rota umbra1 
calculus [4] to define an umbra1 chromatic polynomial x@(G; x) for each finite 
simple graph G. This lies in the polynomial algebra @[xl, where @ = 
zt#%7 $2, . * *I7 and has the property that for each integer t E Z the umbra1 
evaluation 
yields an element of @ which enumerates by type the partitions induced by 
proper colourings of G using up to c colours. On substituting #r = @2 = * . - = 1 we 
have that x@(G; X) reduces to the classical chromatic polynomial x(G; x). 
Our initial definition of x@(G; x) employed partition posets. Although con- 
venient for theoretical study, this approach often does not lead to the most 
practical method of computation. Here we follow the pointer of a well-known 
alternative definition of x(G ; X) (see, e.g., Biggs [l]) in terms of the falling 
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factorial polynomials 
[x]~ =X(X - 1) . . . (x - k + 1). 
In our case, the falling factorials are replaced by the conjugate Bell polynomials 
described in Ray [2] and Roman [4]. 
Such a definition implicitly incorporates the idea of umbra1 interpolation, which 
also provides a convenient framework for demonstrating that our alternative 
polynomial agrees with the original. In addition, the interpolation principle 
illuminates the algebraic significance of the usual addition/contraction tree of G, 
suitably enriched to record the partition types created by successive contractions. 
Umbra1 interpolation is a generalisation of the Newton forward interpolation 
formula (see Roman [4]), and describes how to reconstruct an arbitrary 
polynomial p(x) E @[xl of degree n given the values p(t@), for 0 < t c 12. 
The proof involves some of the standard notions of umbra1 calculus, and forms 
the main substance of Section 1; it also prepares the way for our alternative 
description of x@(G ; x), which we give in Section 2. We show in Section 3 how 
the addition/contraction tree of G may then be construed as a realisation of the 
interpolation process, and simultaneously offers an algorithmic approach to 
explicit computation. Finally, in Section 4 we discuss a few typical (small) 
examples. 
Throughout, we assume Ray [2] and Roman [4] as general references for 
background material on umbra1 notation and calculus. 
1. The umbra1 interpolation formula 
Let @=h[&, &, . . . 1, let &= 1, and let D be the differential operator d/d.x 
on the polynomial algebra @[xl. By analogy with the translation linear operator 
(see Roman [4]) 
we define 
’ 
which is a linear operator that acts on @[xl. We then define the delta operator A 
byA=e GD - 1 which also acts on @[xl, and which has an associated sequence of 
polynomials b i(x) E @[xl satisfying 
Al&) = kb:&), k 2 1, 
with b:(x) = 1 and b:(O) = 0, for k 2 1. These polynomials are known as the 
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conjugate Bell polynomials, and the sequence begins 
b?(x) =x, 
b;(X) =x2 - @,X, 
b?(X) =x3 - 3&x2 + (3& - @*)x, 
b:(i) =X4 - 6&x3 + (15& - 4&)X* - (154: - ~O&C#J~ + 43)x. 
Substituting 4, = C#J* = * - * = 1 reduces A to the 
eD - 1, and b:(x) to the falling factorial polynomial 
Given an arbitrary polynomial p(x) E @[xl of 
expansion theorem, Theorem 2.4.2 of [4] states that 
forward difference operator 
P(X) = i& (Ak ( p(x))b:(x). 
blk. 
degree n, the polynomial 
This is a generalisation of the classical MacLaurin expansion of p(x). 
We have 
Ak = (eGD - l)k = 1$0 (t) (- l)k-r(e@D)t, 
so we deduce that 
P(X) = k$ob $ (t) (-l)k-‘((e9D)r I p(x)M(x) 
‘f 0 
= osz_ t;Tkl)*;;, P(tw&x). (1.1) 
This is our umbra1 interpolation formula which expresses p(x) explicitly in terms 
of the basis b:(x) once the values p(Q) are known for t = 0, . . . , n. In 
particular, p(x) is uniquely determined by these values. 
By definition the conjugate Bell polynomials satisfy 
bz(U@) = ( [;]k 
Ocu<k, 
u 2 k, 
since 
(eUeD 1 b:(x))= ((A+ 1)” 1 bf(x))=(i) k!. 
Thus Equation (1.1) also gives p(u$) for u > n. 
If we rewrite the interpolation formula as 
(1.2) 
p(x) = 2 6%$(x) 
k=O 
(1.3) 
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where rnz E CD, then for each k 2 0 we obtain the mutually inverse relations 
p(W) = 5 mf'[kL 
(1.4a) 
(1.4b) 
t=o 
Each of these sequences of equations determines the other, either by direct 
calculation, or by Mobius inversion in the poset of subsets of the set of k 
elements. 
Note that substituting $r = & = . + - = 1 in (1.1) recovers the Newton forward 
interpolation formula for p(x) E Z[x], namely 
(-1)k-’ 
P(x) = OrtzkSn t! (k - t)! P(t)]xlk’ 
and the inverse relations, for k 3 0, 
(1.5a) 
(1Sb) 
2. Applications to f(G;x) 
Henceforth we shall interpret the variables CJ& combinatorially in terms of 
partitions. Given a finite set X with a partition 
P={Qj=l,...,p} 
we define the type of P to be the monomial 
r@(P) = ii #,p,,-1, 
j=l 
with #o = 1. Thus r@(P) records the sizes of the nonsingleton elements of P, 
without describing them explicitly. 
For a finite graph G = (V, E), each proper colouring f of G induces a dour 
partition P(f) of V(G). 0 ur umbra1 chromatic polynomial x@‘(G; x) (see Ray and 
Wright [3]) satisfies 
x”(G; k#) = T ~@V-‘(f)) (2.1) 
where the sum is taken over all proper colourings f with at most k colours. Thus 
x@(G; k$) records the type, as well as the number of such colourings. Equation 
(1.1) above shows that x@(G; x) is uniquely determined by these conditions. 
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As an example, consider the complete graph on n vertices, K,. Every proper 
colour partition of V(K,,) consists of singletons, and for t colours (where c 2 n) 
there are [tlk colourings for each such partition. Thus 
and so x@(Kn;x) = b:(x), by (1.2). 
Now let us recall the alternative definition of the classical chromatic polynomial 
as given, for example, by Biggs [l]. For a graph with n vertices let m,(G) denote 
the number of proper colour partitions of V(G) into precisely k sets. So, for 
example, mO(G) = 0 and m,(G) = 0 for k > n. We then write 
x(G; x) = f. w(G)blt 
in Z[x]. For any natural number k, we obtain 
x(G k) = 5 MGWlt. 
(2.2) 
(2.3) 
t=o 
This is the number of proper colourings of G using at most k colours, so x(G; X) 
is indeed the chromatic polynomial of G. 
In (2.2), x(G;~) is presented in interpolated form. Following (1.5), the 
equations inverse to (2.3) are given by 
k (_l)k-’ 
m/c(G) = tTo t,(k _ Q, dG; t). (2.4) 
We follow this lead in the umbra1 case. Define an element of @ by 
summed over all proper colour partitions P of V(G) into precisely k parts, and let 
in @[xl. For any natural number k we obtain from (1.2) and (2.1) 
;F”(G; k+) = 5 mf(G)[k], = x"(G; kc)). 
t=o 
(2.6) 
Therefore, by umbra1 interpolation, we conclude that a@‘(G; x) and x@‘(G;x) 
agree. Henceforth we shall only refer to x”(G; x). 
Note that the description (2.5) is already in the interpolated form of (1.3), and 
following (1.4) the equations inverse to (2.6) are given by 
k (_l)k-’ 
d’(G) = tzo t,(k _ t), X’tG; ‘@)- (2.7) 
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Clearly substituting & = G2 = . - . = 1 in (2.5), (2.6) and (2.7) gives (2.2), (2.3) 
and (2.4) respectively. 
3. The addition/contraction tree 
In this section we explain how to enrich the addition/contraction tree Y(G) of 
a finite graph G to provide an algorithm for the computation of x@‘(G;x) in 
interpolated form. First we need some notation. 
Suppose that U, ‘u E V(H) are two vertices of a finite graph H such that the pair 
f = {u, V} is a non-edge; that is, f 4 E(H). We denote by H +f the graph 
obtained by adding f to H. Similarly we denote by H, the graph obtained by 
contracting f; in other words, by identifying u and v in H. 
To define the binary tree 9(G) we proceed by induction. We begin by letting 
G itself be the initial node. For each node H, where H is not a complete graph, 
we define its successors to be the graphs H + e and Hce,, for some arbitrary choice 
of a non-edge e. See Fig. 1. 
Clearly Y(G) is finite, and the leaves are complete graphs. At any node the 
choice of non-edge for addition/contraction is arbitrary, and so the tree is not 
usually unique. 
For every node H we may construct a partition P(H) of V(G) by labelling each 
vertex u of H with the set of those v E V(G) which are identified in creating U, 
and then choosing the labels as blocks. 
We need the following simple fact. 
Lemma 3.1. Zf #H’ in then P(H) P(H’). 
Proof. Without loss of generality we may assume that the only common 
antecedant of Ei and H’ is G, and that H suceeds G + e and H’ succeeds G,,,. 
Thus the vertices of e are in the same block of P(H’). But e is never contracted in 
any successor of G + e, and so its vertices are in different blocks of Z’(H). Cl 
In @[xl we now define 
Fig. 1. 
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by summing over all the leaves of 9(G). Note that this polynomial is in the 
interpolated form of (1.3). In fact, for a given G it is also independent of the 
choice of tree, as our main result now shows. 
Theorem 3.2. For any T(G) we have x@‘(S(G); x) = x”(G; x). 
Proof. It suffices to show that the set of partitions P(K,,,), for K,,, a leaf in Y(G), 
is the same as the set of proper colour partitions of V(G) into precisely m blocks, 
where 1 cm < IV(G)l; for then 
2 r@(P(K,J) = m?(G), 
rn=f 
and the result follows by (2.5). 
Suppose, then, that we are given a proper colour partition P of V(G). Starting 
at the initial node G, consider the non-edge e = {u, v} over which the 
addition/contraction took place. If u and v are in the same block of P we move to 
the node G(,,, modifying P to be a proper colour partition of G(,), while if u and 
v are in different blocks of P we move to the node G + e. We continue this 
process until we reach a leaf K,,. 
Clearly two different proper colour partitions will terminate at different leaves, 
so it only remains to show that every leaf is reached by the above process. But 
since every P(K,J is a proper colour partition of V(G), our result is a 
consequence of Lemma 3.1. 0 
4. Some examples 
To conclude, we describe a few simple examples which we hope will serve to 
illuminate the preceding theoretical discussion. 
Examples. (i) The complete graph K,. Here the tree Y(G) has a single node and 
simply yields x’@(K,; x) = b:(x). 
(ii) The graph KL, obtained by deleting an edge from K,,. Here the tree 
consists of the initial node and its two descendants. This then yields x@‘(KA; x) = 
b:(x) + ~&b$_~(x). (See Stothard [5]) 
(iii) The null graph N,,. Here the tree F(G) is of maximum complexity; there 
is one node for each partition of V(G). Thus from Theorem 3.2 we have 
&N,,; x) = c t”(P)!&(x) =x”, 
P 
where the second equality follows from the well-known (see, e.g., Ray [2]) 
relationship between the Bell polynomials 6$(x) = Cp t*(P)xiP1 and their 
conjugates. 
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2 4 4) 
Fig. 2. The tree Y(G). 
Example. Consider the graph G shown at the top of Fig. 2. We have already 
K4, K3 and K3, the last two 
of these having type &. This shows that the proper colour partitions of V(G) are 
either into four singletons, and so of type 1, or into a block of two vertices (either 
(14) or (2 4)) and two singletons, and so of type &. 
Applying Theorem 3.2 yields 
x@(G; x) = b:(x) + 2@&(x) 
from which we recover 
x’(G; X) =x4 - 4$1x3 + (9$: - 4+2)x2 - (9#: - 8#1#2 + $3)~ 
as before. 
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