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Abstract
We analyse the SU(2)k WZNW models beyond the integrable representations and in
particular the case of SU(2)0. We find that these are good examples of logarithmic
conformal field theories as indecomposable representations are naturally produced in
the fusion of discrete irreducible representations. We also find extra, chiral and non-
chiral, multiplet structure in the theory. The chiral fields, which we construct explicitly
in SU(2)0, generate extended algebras within the model. We also study the process of
quantum hamiltonian reduction of SU(2)0, giving the c = −2 triplet model, in both
the free field approach and at the level of correlation functions. For rational level
SU(2)k this gives us a useful technique to study the h1,s correlators of the cp,q models
and we find very similar structures to SU(2)0. We also discuss LCFT as a limit of a
sequence of ordinary CFTs and some of the subtleties that can occur.
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Preface
Quantum field theory is an amazingly rich and beautiful subject. It has been intensely
studied in both physics and mathematics for over fifty years and is at the heart of our
deepest descriptions of nature.
One recurring theme throughout physics is the special, and very powerful, role
played by symmetries. These symmetries may be of a global nature, such as rigid
rotation, or of a local nature affecting each point in a different way, such as a local
diffeomorphism. The study of these symmetries is central to the modern approach
to theoretical physics; gauge theories, relativity, and string theories all being good
examples. In almost all physically reasonable quantum field theories there are many
divergences and in order to produce sensible results one must first regularise the theory.
However in the process one may potentially break some of the classical symmetries (or
may even generate non-classical ones). Unfortunately much of the study of physically
realistic theories has been confined to the perturbative regimes. As we shall see in
two dimensional conformal field theory, where the underlying symmetry is infinite-
dimensional, a fully non-perturbative approach can be followed.
Two dimensional conformal field theories (CFT) have been the subject of intense
interest since the seminal paper of Belavin, Polyakov and Zamolodichikov [1]. They
form the basis of the perturbative description of string theory [2, 3] and are also used
to describe systems at the critical point of a second order phase transition [4]. Many
more references and details can be found in any of the standard textbooks [5, 6].
We shall begin with a brief review of CFT and the concepts that we shall use
throughout this thesis. In chapter 2 we begin the study of the discrete representations
of ŜU(2) models beyond the integrable representations with the example of SU(2)0.
We shall see that the fusion of j = 1
2
representations in SU(2)0 creates indecomposable
representations. From the correlators of the j = 1 representations we observe a ratio-
nal solution corresponding to the affine Kac-Moody chiral algebra. We also observe
two other logarithmic solutions which come from a non-chiral doublet of operators.
In chapter 3 we continue the study of the rational solutions and the corresponding
extensions of the chiral algebra and also present a simple free field representation. In
chapter 4 we discuss the process of quantum hamiltonian reduction and relations be-
1
2tween ŜU(2) and cp,q theories both in the free field representation and at the level of
correlation functions . We show that the generic structures that exist are very similar
to those found in SU(2)0. Finally in chapter 5 we discuss some of the subtleties in
considering LCFTs as a limit of ordinary CFTs and the appearance of logarithmic
partners to the stress tensor in c = 0 theories.
Most of the work presented in this thesis has appeared in the following publications:
• Logarithmic currents in the SU(2)0 WZNW model
Phys. Lett. B 516 (2001) 439, hep-th/0102156.
• SU(2)0 and OSp(2|2)−2 WZNW models: Two current algebras, one logarithmic
CFT, with I. I. Kogan.
Int. J. Mod. Phys. A 17 (2002) 2615, hep-th/0107160.
• Stress energy tensor in LCFT and the logarithmic Sugawara construction, with
I. I. Kogan.
JHEP 0201 (2002) 029, hep-th/0112008.
• Extended chiral algebras in the SU(2)0 WZNW model,
JHEP 0204 (2002) 056, hep-th/0112094.
• Stress energy tensor in c = 0 logarithmic conformal field theory, with I. I. Kogan.
Contribution to Michael Marinov Memorial Volume, hep-th/0203207.
• Extended multiplet structure in logarithmic conformal field theories,
Submitted to JHEP, hep-th/0205170.
Chapter 1
Introduction
In this chapter we shall introduce some of the basic concepts that we shall use through-
out the thesis. In particular we shall explain how the powerful techniques available
in two dimensional conformal field theory allow one to exactly determine the operator
content and correlation functions. We shall then explain how in a certain subset of
theories the irreducible operators do not close under fusion - leading us to the concept
of logarithmic conformal field theory.
1.1 Conformal Field Theory
1.1.1 General d-dimension CFT
The infinitesimal concept of distance on a manifold can be conveniently expressed
through the metric tensor:
ds2 = gµν(x)dx
µdxν (1.1)
Conformal transformations, a subset of all diffeomorphisms, are defined as those trans-
formations x→ x′(x) which only change the metric tensor by an overall scale factor:
gµν(x)→ g′µν(x′) = Λ2(x)gµν(x) (1.2)
We shall always restrict ourselves to considering conformal transformations in flat
space with Euclidean metric gµν = δµν . Clearly the Poincare group, of rigid trans-
lations and rotations, is a subgroup of the conformal transformations which exactly
preserves the metric. In general however conformal transformations scale lengths in a
non-uniform way but always preserve angles.
If we study the effect of an infinitesimal conformal transformation xµ → x′µ = xµ + ǫµ(x)
3
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then one can show:
∂µǫν + ∂νǫµ = f(x)δµν (1.3)
It is easily shown that for d 6= 1, 2 1 the most general solution of (1.3) is:
f(x) = α + βµx
µ (1.4)
ǫµ = aµ + bµνx
ν + cµνσx
νxσ (1.5)
These transformations contain the rigid translations and rotations of the Poincare
group. However we have, in addition, the dilatations x′µ = λxµ and special conformal
transformations2 x′µ = xµ/x2. Together these transformations form the conformal
group.
One can now proceed to construct a theory invariant under this symmetry. An
essential role is played by the stress tensor:
T µν = − 2√
g
δS
δgµν(x)
(1.6)
The importance of this is seen by considering the Ward identity for conformal trans-
formations in flat-space:
N∑
j=1
〈Φ1(x1) · · · δΦj(xj) · · ·ΦN(xN )〉 =
∫
d2x∂µǫν(x) 〈T µν(x)Φ1(x1) · · ·ΦN(xN )〉 (1.7)
The Noether current associated to a global conformal transformation is:
Jµ = ǫνTµν (1.8)
Requiring that this current be conserved for all the transformations (1.5) gives us the
conditions:
T µν = T νµ ∂µT
µν = 0 T µµ = 0 (1.9)
The first two of these are true in any Poincare invariant theory. Also requiring invari-
ance under dilatations gives us the tracelessness conditions and is sufficient, in a local
field theory, to guarantee invariance under the full conformal group.
1For the case d = 1 there is no concept of angles and thus any smooth map is conformal
2Although this is a discrete transformation it yields a continuous one by operating with it before
and after translation
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We shall not discuss generalities further as it is in two dimensions that the subject
of conformal invariance gains its real power.
1.1.2 Two dimensional CFT
It is well known that in the Euclidean two dimensional plane one can use complex
coordinates z = x1 + ix2 and z¯ = x1 − ix2. The flat space metric then becomes:
ds2 = dzdz¯ (1.10)
Similarly we introduce the infinitesimal conformal transformations ǫz(z, z¯) and ǫz¯(z, z¯).
Then (1.3) takes the form of the Cauchy-Riemann equations and therefore requires that
ǫz is in fact a holomorphic function; in other words it has no z¯ dependence.
One can expand these transformations in a basis:
z → z′ = z − anzn+1 z¯ → z¯′ = z¯ − a¯nz¯n+1 n ∈ Z (1.11)
They are generated by the operators:
ln = −zn+1 d
dz
l¯n = −z¯n+1 d
dz¯
(1.12)
which satisfy the local algebra of conformal transformations:
[ln, lm] = (n−m)ln+m [l¯n, l¯m] = (n−m)l¯n+m [ln, l¯m] = 0 (1.13)
We see that the holomorphic and antiholomorphic parts are independent. However
this does not mean that the theory is a trivial product of the two sectors.
So far we have considered only the local constraints of conformal invariance. The
set of invertible, globally defined, conformal transformations are precisely the ones
that we found earlier in general dimensions (1.5). By comparing the transformation
(1.11) with the solutions we see that these transformations are generated by the ln, l¯n
with n = −1, 0, 1. In finite form, in terms of z, they are the Mo¨bius transformations:
ǫ(z) =
az + b
cz + d
ad− bc = 1 (1.14)
The constraints on the stress tensor (1.9) also become much simpler in two dimensions:
Tzz ≡ T (z), Tz¯z¯ ≡ T¯ (z¯), Tzz¯ = Tz¯z = 0 (1.15)
We shall mostly concentrate our attention on T (z) as the behaviour of T¯ (z¯) is similar.
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Under a conformal transformation T should behave as a rank 2 tensor and its variation
is, by dimensional reasons, of the form:
δǫT =
c
12
ǫ′′′(z) + 2ǫ′(z)T + ǫ(z)∂T (1.16)
or in finite form:
T (z)→
(
dz′
dz
)2
T (z′) +
c
12
{z′, z} (1.17)
where {z′, z} denotes the Schwarzian derivative 3. The number c, known as the central
charge, appears in the quantum theory as the anomaly for conformal transformations.
As we shall see this plays a crucial role in the structure of the theory.
In the theory there will be many fields but one may consider a distinguished set,
known as primary fields, transforming under all conformal transformations z → z′(z)
as:
Φ(z, z¯)→ Φ′(z′, z¯′) = Φ(z, z¯)
(
dz′
dz
)−h(
dz¯′
dz¯
)−h¯
(1.18)
or in infinitesimal form:
δǫ,ǫ¯Φ(z, z¯) = −
[
(h∂ǫ+ ǫ∂) + (h¯∂¯ǫ¯+ ǫ¯∂¯)
]
Φ(z, z¯) (1.19)
The quantity h is known as the conformal weight, or conformal dimension, of the field.
Using the expression for the variation of a field (1.7) and Cauchy’s theorem one can
show that for correlation functions of primary operators:
〈T (z)φ1(z1) · · ·φn(zn)〉 =
n∑
i=1
(
hi
(z − zi)2 +
∂i
z − zi
)
〈φ1(z1) · · ·φn(zn)〉 (1.20)
If zi 6= ∞ then the above expression must be regular at infinity. Using the trans-
formation law for the stress tensor (1.17) we find that we must have the asymptotic
behaviour:
T (z) ∼ 1
z4
as z →∞ (1.21)
Now examining the behaviour of the correlator (1.20) as z →∞ gives us immediately
3 {w, z} = d3w/d3zdw/dz − 32
(
d2w/d2z
dw/dz
)2
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the differential equations, or Ward identities:∑
i
∂i 〈φ1(z1) · · ·φn(zn)〉 = 0∑
i
(hi + zi∂i) 〈φ1(z1) · · ·φn(zn)〉 = 0 (1.22)∑
i
(
2hizi + z
2
i ∂i
) 〈φ1(z1) · · ·φn(zn)〉 = 0
These constrain the correlators and effectively allow one to use the global Mo¨bius
symmetries to fix the positions of three of the fields. Therefore the two and three
point functions of primary fields are determined up to constants:
〈φh1(z1)φh2(z2)〉 = A δ(h1, h2)z−2h112 (1.23)
〈φh1(z1)φh2(z2)φh3(z3)〉 = C(h1, h2, h3) z−h1−h2+h312 z−h1−h3+h213 z−h2−h3+h123
Normally, in a unitary theory, one normalises the two point functions so that A = 1
but as we shall be considering non-unitary theories, where this is not always possi-
ble, we shall leave this unfixed. The numbers C(h1, h2, h3), known as the structure
constants of the theory, contain all the information that one needs to reconstruct the
correlators of the theory. An important aspect, emphasized by Polyakov [7], is that the
associativity of the operator algebra is a dynamical constraint on the theory. In other
words not all possible three point functions lead to a consistent quantum field theory
with well defined correlation functions. Solving these constraints is called the confor-
mal bootstrap. In general this is an extremely hard problem. However it becomes
tractable if we have a finite set of basic operators. As the three point functions are in
general rather hard to find directly it is much easier in practice to deal with the four
point functions. The four point functions are only determined up to a functional form.
There is some obvious freedom in defining this and here we shall use the convention:
〈φh1(z1)φh2(z2)φh3(z3)φh4(z4)〉 = zh2+h1−h4−h343 z−2h242 zh3+h2−h4−h141 zh4−h1−h2−h331 F (z)(1.24)
where the cross ratio z, invariant under Mo¨bius transformations, is given by:
z =
z12z34
z13z24
(1.25)
As we shall make extensive use of the crossing symmetry transformations it is useful
to note that under 1 ↔ 3 we have z ↔ 1 − z and under 1 ↔ 4 we have z ↔ 1
z
. As
the correlator is a physical object it must certainly be a single-valued function of all
variables. The associativity of the operator algebra can equivalently be stated in terms
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of crossing symmetry of identical fields in the correlator. Clearly any other quantum
numbers that the operators possess, in particular their Bose or Fermi nature, must be
properly taken into account.
As we commented earlier the other local conformal transformations are not globally
invertible and therefore relate correlation functions in different topologies. We shall
see later how they can be used to constrain the correlators further.
In Euclidean QFT the evolution of an operator is given by the equal-time commu-
tator:
dΦ
dt
= [H,Φ] (1.26)
For an arbitrary conformal transformation this generalises to:
δǫΦ = [Tǫ,Φ] (1.27)
with:
Tǫ =
∮
dz
2πi
ǫ(z)T (z) (1.28)
In order to make (1.27) well defined one first needs to define a notation of time. This
is conveniently provided by the technique of radial quantisation. One parameterises
the plane by:
z = eτ+iσ z¯ = eτ−iσ τ, σ ∈ R (1.29)
and takes the variable τ to be the time coordinate.
However there still remains an operator ordering ambiguity in the commutator
(1.27). To render this well defined one makes use of Schwinger’s time splitting tech-
nique [8] to rewrite this in the form:
[Tǫ,Φ(w, w¯)] = lim|z|→|w|
∮
dz
2πi
ǫ(z)T (z)Φ(w, w¯) (1.30)
To evaluate this we need to understand the behaviour of the integrand in the limit as
z → w. We use the Wilsonian operator product expansion [9] of the form:
Oi(z)Oj(w) ∼
∑
k
Ckij(z − w)Ok(w) (1.31)
The {Oi} are a complete set of local operators and the coefficients Ckij(z − w) are
functions and are fixed in form by conformal invariance. This expression must always
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be understood as being valid when inserted into a correlation function and we shall
assume this without further comment.
From the correlator with an insertion of T (1.20) one can see that the primary
fields have the following simple OPE with the stress tensor:
T (z)Φ(w, w¯) ∼ hΦ(w, w¯)
(z − w)2 +
∂wΦ(w, w¯)
z − w + · · · (1.32)
The non-singular terms are called the descendent fields. Although these have a more
complicated transformation law under conformal transformations their behaviour is
completely determined from that of the primary fields. If the operator algebra of the
primary fields closes then the OPE takes the general form:
φh1(x1, z1)φh2(x2, z2) =
∑
h
C(h1, h2, h)z
−h1−h2+h
12 [φh(z2)] (1.33)
where we have denoted by [φh] all descendent fields that can be produced from the
given primary field φh.
Furthermore one can show using the transformation law for the stress tensor (1.16)
in the regularised expression (1.30) that the stress tensor must obey the following
OPE:
T (z)T (w) ∼ c
2(z − w)4 +
2T (w)
(z − w)2 +
∂T (w)
z − w + · · · (1.34)
As T (z) is a holomorphic field one may perform a Laurent expansion:
T (z) =
∑
n
Lnz
−n−2 (1.35)
One may use the expression for the commutator (1.30) to re-express the OPE (1.34)
in terms of the modes and one gets the famous Virasoro algebra:
[Ln, Lm] = (n−m)Ln+m + c
12
n(n2 − 1)δn+m,0 (1.36)
The most fundamental state in any theory is the vacuum | 0〉. In CFT this is defined
by the insertion of a unit operator at the origin of the z-plane (1.29). It is SL(2, C)
invariant and therefore satisfies:
Ln | 0〉 = 0 n ≥ −1 (1.37)
L¯n | 0〉 = 0
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The primary states are then defined by:
| h〉 = lim
z→0
Φh(z) | 0〉 (1.38)
where Φh(z) is a primary field. From the OPE of the stress tensor with the primary
fields (1.32) we get:
[Ln,Φh(z)] =
∮
dw
2πi
wn+1T (w)Φh(z) (1.39)
=
(
zn+1
d
dz
+ (n + 1)znh
)
Φh(z)
we find:
Ln | h〉 = 0 n ≥ 1 (1.40)
L0 | h〉 = h | h〉
Descendent fields are written using the Virasoro modes acting on a primary state | h〉:
L−n1L−n2 · · ·L−nk | h〉 N =
k∑
i=1
ni (1.41)
where the number N is called the level. From a given primary state we may con-
struct many different secondary, or descendent, states. However there may be certain
combinations which are orthogonal to every other primary state. Such combinations
are known as null-vectors. From the two-point function (1.23) we know that primary
states of different conformal weight are orthogonal and so it is enough to consider the
orthogonality of the null vector with states at the same level.
For instance at level two we find the combination:
(L−2 − 3
2(2h+ 1)
L2−1) |h〉 (1.42)
is orthogonal to both the states L−2 |h〉 and L2−1 |h〉. If we are considering correlation
functions of irreducible representations then such null vectors must be set to zero.
Using these one can find, and solve, differential equations for the four-point functions
of the theory. The study of null vectors [10, 11] of the Virasoro algebra leads to the
‘minimal’ cp,q models [1] which have:
cp,q = 1− 6(p− q)
2
pq
(1.43)
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hr,s =
(pr − qs)2 − (p− q)2
4pq
(1.44)
and the identifications hr,s = hq−r,p−s. These models have a finite number of primary
operators which form a closed algebra under fusion. Such models are called rational
CFTs as it can be shown that a finite closed operator algebra implies that the conformal
weights and central charge are all rational numbers.
1.2 WZNW models
For much of conformal field theory the algebraic approach is central. In contrast
to much of physics in higher dimensions no reference is made to any underlying La-
grangian, indeed several different Lagrangians may yield the same quantum theory.
The WZNW model is one of the few cases in which we do have a well defined action:
SWZNW = k
8π
∫
M
d2xTr(∂g ∂g−1) +
k
12π
∫
∂M
d3yTr(g−1∂g ∧ g−1∂g ∧ g−1∂g) (1.45)
The number k is known as the level. The field g takes its value in a Lie group G.
The integrand of the second term, the famous Wess-Zumino topological term, is a
total derivative. This action is conformally invariant (the boundary conditions on g
are such that complex coordinates are well defined on M) but also has a much larger
affine Kac-Moody symmetry:
g(z, z¯)→ Ω¯(z¯)g(z, z¯)Ω(z) (1.46)
This symmetry is characterised by the currents:
J(z) = Ja(z)ta = kg−1∂g (1.47)
J¯(z¯) = J¯a(z¯)ta = −k(∂¯g)g−1
where ta is a generator of the Lie group G:
[
ta, tb
]
= ifabc t
c and fabc are the structure
constants.
The OPE of these currents is given by:
Ja(z)J b(w) ∼ kδ
ab
(z − w)2 +
ifabc J
c(w)
z − w + · · · (1.48)
with a similar behaviour for J¯ . As Ja(z) is a holomorphic field one may also express
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it as a mode expansion:
Ja(z) =
∑
n
Janz
−n−1 (1.49)
Then, using the same techniques as with Virasoro case, from (1.48) we get the affine
Kac-Moody algebra:
[
Jan, J
b
m
]
= ifabc J
c
m+n + knδ
abδm+n,0 (1.50)
On a compact group, due to a quantisation condition, the WZNW action (1.45) is only
well defined for integer values of k. However from the algebraic point of view one can
consider arbitrary values of k in the algebra (1.50).
Now specialising to the case of SU(2) which we shall consider in this thesis one
finds that for positive integer values of k one can construct a vacuum null vector using
just the affine Kac-Moody generators:
N = (J+−1)k+1 | 0〉 (1.51)
It can be verified using (1.50) that this state is indeed an affine Kac-Moody primary
field. Insisting that this vector vanishes in all correlation functions gives us the closed
set of representations 0 ≤ j ≤ k
2
, with 2j ∈ Z and also all the fusion rules amongst
these. This is known as the integrable, and in this case also unitary, sector of the
theory. We shall consider representations beyond these and so we shall not decouple
this field.
To get the classical stress tensor for the WZNW model we use the standard defi-
nition (1.6). This leads to an expression that is quadratic in the currents Ja. In the
quantum theory one also assumes a quadratic expression but fixes the overall nor-
malisation of T so that the affine currents Ja are h = 1 fields as one would want for
conserved currents. With this choice, known as the Sugawara construction, we get: 4
T (z) =
1
2(k + g)
: JaJa : (z) (1.52)
where g is the dual Coxeter number of the algebra G (for SU(N) g = N). It is
amazing that such a simple modification to T is only possible when we include the
4The normal ordering in defined using the time-splitting procedure (1.30) as before:
: JaJa : (w) ≡ lim
z→w
1
2pii
∮
w
dz
(z − w)J
a(z)Ja(w)
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effects of all quantum corrections. The central charge for this stress tensor is:
c =
k dim g
k + g
(1.53)
where dim g is the dimension, or number of generators, of the group G.
1.2.1 Free field representation of ŜU(2)
Using the Lagrangian approach for SU(2)k we can obtain a free field, or Wakimoto,
representation [12]. We shall follow the presentation given in [13]. The classical action
is as given previously (1.45). We shall use the Gauss decomposition of a group element
given by:
g =
(
1 Ψ
0 1
)(
eΦ 0
0 e−Φ
)(
1 0
χ 1
)
(1.54)
In the following, unless otherwise stated, we restrict attention to the holomorphic sec-
tor as the anti-holomorphic one behaves in a similar manner. The classical conserved
currents are:
kg−1dg = k
(
e−2ΦdΨχ+ dΦ e−2ΦdΨ
−e−2ΦdΨχ2 − 2χdΦ + dχ −e−2ΦdΨχ− dΦ
)
= Jaσa (1.55)
where σa are the Pauli matrices. We also re-define:
W = ke−2ΦdΨ (1.56)
Therefore the Lagrangian becomes:
L = − 1
4π
(W∂¯χ+ k∂Φ∂¯Φ) (1.57)
So far the results are purely classical. The transformation (1.56) is anomalous and
one must also take into account the change in the measure. When this is done the full
quantum action becomes:
Lq = − 1
4π
(W∂¯χ+ (k + 2)∂Φ∂¯Φ +RΦ) (1.58)
The curvature termRΦ can be concentrated at a point by appropriate choice of metric.
This can be taken to infinity and is known as the background charge [114]. It causes
a modification of the central charge to exactly reproduce the anomaly.
To get the standard normalisation we rescale −(k + 2)∂Φ∂¯Φ = 1
2
∂φ∂¯φ and define
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β = −W , γ = χ. Then:
Lq = − 1
4π
(−β∂¯γ − 1
2
∂φ∂¯φ+RΦ) (1.59)
The stress tensor now becomes:
T = −β∂γ − 1
2
∂φ∂φ − i√
2(k + 2)
∂2φ (1.60)
There is now no guarantee that the currents in the quantum theory can be written
in such a simple form as before (1.55). However, with slight modification, they can
indeed be and are known as the Wakimoto representation [12]:
J+ = β
J3 = i
√
k + 2
2
∂φ + γβ (1.61)
J− = −i
√
2(k + 2)∂φγ − k∂γ − βγ2
where the bosonic ghost system (β, γ) (see for example [2]) obeys the standard free
field relations:
β(z)β(w) ∼ 0 ∼ γ(z)γ(w) β(z)γ(w) ∼ −1
z − w ∼ −γ(z)β(w) (1.62)
The symbol ∼ denotes the singular terms in the OPE. As these are chiral fields this is
sufficient information to calculate all correlators. The field φ is a standard free boson:
φ(z)φ(w) ∼ − ln(z − w) (1.63)
We define normal ordered products using the time-splitting procedure:
(AB) =
1
2πi
∮
w
dz
z − wA(z)B(w) (1.64)
This does not define an associative product and we shall always use the convention of
right normal ordering ABC = (A(BC)). The currents obey the ŜU(2) algebra:
J3(z)J±(w) ∼ ±J
±(w)
z − w
J+(z)J−(w) ∼ k
(z − w)2 +
2J3(w)
z − w (1.65)
J3(z)J3(w) ∼ k
2(z − w)2
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The Sugawara stress tensor is:
T =
1
2(k + 2)
(
J+J− + J−J+ + 2J3J3
)
= −β∂γ − 1
2
∂φ∂φ − i√
2(k + 2)
∂2φ (1.66)
which coincides with the expression found before (1.60). The central charge is:
c =
3k
k + 2
(1.67)
and is made up by: 2 +
(
1− 6
k+2
)
= 3k
k+2
. The bosonic ghost system contributes c = 2
and the remainder comes from the φ part.
1.2.2 The Knizhnik-Zamolodchikov equation
The free field formulation gives a very powerful approach to study the ŜU(2) theories.
However in many cases, and certainly in the study of logarithmic conformal field theory,
it is much easier initially to follow an algebraic approach. We shall use the powerful
consistency relations known as the Knizhnik-Zamolodchikov equations [14] based on
our knowledge of the connection between the Virasoro and affine Kac-Moody algebras
(1.52).
In a similar manner to the Virasoro primaries we consider affine Kac-Moody pri-
mary fields having the simple OPEs:
Ja(z)Φ(w) ∼ −t
aΦ(w)
z − w + · · · (1.68)
where the matrix ta is a matrix representation 5 of Φ in the group G.
As before the pole structure (1.68) gives us the identity:
〈Ja(z)φ1(z1, z¯1)...φn(zn, z¯n)〉 = −
n∑
i=1
tai
z − zi 〈φ1(z1, z¯1)...φn(zn, z¯n)〉 (1.69)
However as Ja(z) is an h = 1 field we must have the asymptotic behaviour:
Ja(z) ∼ 1
z2
as z →∞ (1.70)
5The minus sign arises as we define [ta, tb] = ifabc t
c following [5]
16 Chapter 1: Introduction
Using this in (1.69) we find the Ward identity:
n∑
i=1
tai 〈φ1(z1, z¯1)...φn(zn, z¯n)〉 = 0 (1.71)
The physical interpretation of this is that the correlator must transform as a singlet
under the group G.
We now consider inserting the expression for the stress tensor (1.52) into correlation
functions of affine Kac-Moody primary fields:
〈T (z)φ1(z1) · · ·φn(zn)〉 =
〈
: JaJa :
2(k + g)
(z)φ1(z1) · · ·φn(zn)
〉
(1.72)
Now we find from examining the poles as z approaches each of the points zi:
hi =
tai t
a
i
2(k + g)
(1.73)
and [
(k + g)
∂
∂zi
−
∑
j 6=i
tai ⊗ taj
zi − zj
]
〈φ1(z1) · · ·φn(zn)〉 = 0 (1.74)
This set of partial differential equations are known as the Knizhnik-Zamolodchikov
equations [14]. For two and three point functions they give no new information beyond
what may be obtained using the expressions for the conformal weights (1.73) and
the Virasoro Ward identities (1.22). However for the four point function (1.24) they
become a series of coupled differential equations.6 For correlation functions involving
the fundamental representations of a compact Lie group this equation can be easily
solved [14]. The procedure for general finite dimensional representations is, as far as
we are aware, not known. For the infinite dimensional representations the situation
is even more complicated and has not been completed even for the simplest case of
SU(2).
In this thesis we shall restrict ourselves to the finite dimensional representations of
G = SU(2) as the tensor structure is rather simple and the KZ equation reduces to a
set of coupled ordinary differential equations.
6Essentially there is an equation for each appearance of a singlet in the tensor product φ1⊗· · ·⊗φn
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Auxiliary variables
It will extremely useful in much of this thesis to introduce the following representation
for the SU(2) generators [15]:
t+ = x2
∂
∂x
− 2jx, t− = − ∂
∂x
, t3 = x
∂
∂x
− j (1.75)
There is also a similar algebra in terms of x¯ for the antiholomorphic part. It is easily
verified that these obey the global SU(2) algebra:
[t+, t−] = 2t3 [t3, t±] = ±t± (1.76)
With our conventions the Casimir is given by:
tata = t+t− + t−t+ + 2t3t3 (1.77)
Using these auxiliary variables we can write a discrete representation withm = −j, · · · , j
as a single field:
φj(x, z) =
j∑
m=−j
φj,mx
m+j (1.78)
Using the action of the generators Ja(z) one can show they satisfy:
J−(z)φj(x, w) ∼ −
− ∂
∂x
φj(x, w)
z − w
J3(z)φj(x, w) ∼ −
(
x ∂
∂x
− j)φj(x, w)
z − w (1.79)
J+(z)φj(x, w) ∼ −
(
x2 ∂
∂x
− 2jx)φj(x, w)
z − w
The fields φj(x, z) are also primary with respect to the Virasoro algebra with L0
eigenvalue:
h =
j(j + 1)
k + 2
(1.80)
Using (1.75) in the affine Kac-Moody Ward identity (1.71) gives us a similar set of
conditions7 to that obtained from global Virasoro invariance (1.22). Therefore there
are analogous expressions for the correlators.
The two and three point functions are fully determined using global SU(2) and
7This is because the global Virasoro algebra generated by L0, L±1 is isomorphic to SL(2, R)
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conformal transformations:
〈φj1(x1, z1)φj2(x2, z2)〉 = A(j1)δj1j2x2j112 z−2h12 (1.81)
〈φj1(x1, z1)φj2(x2, z2)φj3(x3, z3)〉 = C(j1, j2, j3) xj1+j2−j312 xj1+j3−j213 xj2+j3−j123 (1.82)
z−h1−h2+h312 z
−h1−h3+h2
13 z
−h2−h3+h1
23
For the case of the four point correlation functions of SU(2) primaries the form is only
determined up to a function of the cross ratios. Our convention is:
〈φj1(x1, z1)φj2(x2, z2)φj3(x3, z3)φj4(x4, z4)〉 = zh2+h1−h4−h343 z−2h242 zh3+h2−h4−h141
zh4−h1−h2−h331 x
−j2−j1+j4+j3
43 x
2j2
42 (1.83)
x−j3−j2+j4+j141 x
−j4+j1+j2+j3
31 F (x, z)
Here the invariant cross ratios are:
x =
x12x34
x13x24
z =
z12z34
z13z24
(1.84)
We can now use the representation of the SU(2) generators (1.75) in the Knizhnik-
Zamolodchikov equation (1.74). For the case of the four point functions it becomes a
partial differential equation for F (x, z):
(k + 2)
∂
∂z
F (x, z) =
[P
z
+
Q
z − 1
]
F (x, z) (1.85)
The operators P,Q are explicitly given by:
P = x2(1− x) ∂
2
∂x2
+ ((j1 + j2 + j3 − j4 − 1)x2 − 2j1x− 2j2x(1− x)) ∂
∂x
−2j2(j1 + j2 + j3 − j4)x+ 2j1j2 (1.86)
Q = (1− x)2x ∂
2
∂x2
− ((j1 + j2 + j3 − j4 − 1)(1− x)2 − 2j3(1− x)− 2j2x(1− x)) ∂
∂x
−2j2(j1 + j2 + j3 − j4)(1− x) + 2j2j3 (1.87)
As we shall always be dealing with the finite dimensional representations of spin j,
with m = −j,−j + 1, · · · , j, we must have:
(
J−0
)2j+1
Φj(x, z) = 0⇒ ∂
2j+1
∂x2j+1
Φj(x, z) = 0 (1.88)
Using this constraint for all the fields in the correlator, where we assume for simplicity
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all spins are equal i.e. ji = j, we find:
F (x, z) =
2j∑
i=0
xiFi(z) (1.89)
Inserting this into the Knizhnik-Zamolodchikov equation (1.85) allows us to reduce it
to an ordinary differential equation, of degree 2j+1, in terms of the lowest component
F0(z).
1.3 Logarithmic CFT
During the last ten years an interesting class of conformal field theories (CFTs) has
emerged called logarithmic conformal field theories (LCFTs). In normal conformal field
theory the primary operators (which are in irreducible representations of the Virasoro
algebra) and their descendents form a complete set of operators and all others can
be expressed as linear combinations of these. However in LCFT when we compute
correlation functions we find that this is not true and one must add further operators
to ensure that a complete set is obtained.
In [16] Gurarie introduced the concept of LCFT and the presence of logarithmic
structure in the operator product expansion was explained by the indecomposable
representations that can occur in the fusion of primary operators. These can occur
when there are fields with conformal dimensions differing by integers allowing operators
to have a more general Jordan block structure.
We shall use as an example the case first studied in [16] as it will also be important
in this thesis. The null vector for the h1,2 = −18 fields in the c = −2 model is given by
(1.42):
(L−2 − 2L2−1)
∣∣∣∣−18
〉
(1.90)
Requiring that this vanishes and using the definitions of mode expansion and normal
ordering one can form a differential equation for the four point function:
〈µ(z1, z¯1)µ(z2, z¯2)µ(z3, z¯3)µ(z4, z¯4)〉 = |z13z24|−1/2|z(1 − z)|1/2G(z, z¯) (1.91)
z(z − 1)d
2G
dz2
+ (2z − 1)dG
dz
+
1
4
G = 0 (1.92)
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The solutions Fi(z), known as conformal blocks, are easily found:
F1(z) = K(z) (1.93)
F2(z) = K˜(z) ≡ K(1− z)
where K(z) given by:
K(z) =
π
2
2F1
(
1
2
,
1
2
; 1; z
)
(1.94)
This is the complete elliptic integral of the first kind (see [17] Section 13.8 but note,
as has become standard in the LCFT literature, the conventions for the argument):
K(z) =
∫ 1
0
1√
(1− x2)(1− zx2) dx (1.95)
Now expanding K(z) we find although it has a regular series expansion around z = 0 it
has logarithmic singularities at z = 1,∞. Obviously K˜(z) is therefore regular around
z = 1 but has logarithmic singularities at z = 0,∞. Therefore we cannot avoid
logarithmic terms in the correlator.
As always one must combine the holomorphic and anti-holomorphic conformal
blocks to get a single-valued correlator:
G(z, z¯) =
∑
i,j
Ui,jFi(z)Fj(z) (1.96)
Normally for a solution behaving as za for z → 0 one has the single-valued diagonal
combination:
|z|2a = zaz¯a (1.97)
However if there is a logarithm present then we must instead form the combination:
ln |z|2 = ln z + ln z¯ (1.98)
It is this difference which makes LCFT more complicated as the fields are not just
products of left and right moving parts.
The only single-valued solution with h = h¯ = −1
8
is:
G(z, z¯) = K(z)K˜(z) + K˜(z)K(z) (1.99)
This clearly leads to a correlator invariant under the exchange of fields 1 ↔ 3, i.e.
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z ↔ 1− z, and slightly less obviously 8 also under 1↔ 4.
Now by expanding (1.91) we get the OPE:
µ(z1, z¯1)µ(z2, z¯2) ∼ |z12|1/2
[
D(z2, z¯2) + ln |z12|2C(z2, z¯2) + · · ·
]
(1.100)
and the correlators:
〈C(z1, z¯1)C(z2, z¯2)〉 = 0
〈C(z1, z¯1)D(z2, z¯2)〉 = 1 (1.101)
〈D(z1, z¯1)D(z2, z¯2)〉 = 1− 2 ln |z|2
These correlators are explained by the fact that the fields C,D transform as:
T (z)C(w, w¯) ∼ hC(w, w¯)
(z − w)2 +
∂wC(w, w¯)
z − w + · · · (1.102)
T (z)D(w, w¯) ∼ hD(w, w¯) + C(w, w¯)
(z − w)2 +
∂wD(w, w¯)
z − w + · · ·
The generator L0 has a Jordan block structure:
L0
(
C
D
)
=
(
h 0
1 h
)(
C
D
)
(1.103)
where in this case we have h = 0. The field D is known as the logarithmic partner
of C. Now proceeding exactly as before we can form differential equations for the
correlation functions of these fields [18]. They lead to the general form:
〈C(z1, z¯1)C(z2, z¯2)〉 = 0
〈C(z1, z¯1)D(z2, z¯2)〉 = A
z2h
(1.104)
〈D(z1, z¯1)D(z2, z¯2)〉 = −2A ln |z|
2 +B
z2h
In particular, the irreducible sub-representation, C(z, z¯) is always a zero norm state. It
is immediately obvious that such theories must be non-unitary as the zero-norm state is
not decoupled. It is the fact that there are inevitably indecomposable representations
that give rise to the logarithmic terms.
LCFTs have now been studied for over ten years now and have emerged in many
different areas such as: WZNW models [19,20,21,22,23,24,25,26,27,28,29,30,31,32],
gravitational dressing [33, 34], polymers and percolation [35, 36, 37, 38], 2d turbulence
8To see this use the identities z−1/2K
(
1
z
)
= K(z) + iK˜(z) and z−1/2K˜
(
1
z
)
= K˜(z)
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[39,40,41,42,43], certain limits of QCD [44,45,46], the Seiberg-Witten solution of N =
2 supersymmetric Yang-Mills [47, 48], and the Abelian sand-pile model [49, 50]. One
of the most important applications has been to disordered systems and the quantum
hall effect [18, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60]. There has also been much work on
the application of LCFT to string theory [61, 62, 63, 64, 65, 66, 67, 68, 69, 70] and in
the AdS/CFT correspondence [71, 72, 73, 74, 75, 76, 77, 78]. The holographic relation
between logarithmic operators and vacuum instability was considered in [79, 80]. An
approach to LCFT using nilpotent dimensions was given in [81,82]. An example which
we shall return to later is the appearance of a logarithmic partner of the stress tensor in
c = 0 LCFTs [37,83,84]. This has also been discussed in more general settings [85,86].
A recent area of particular interest has been the analysis of LCFTs in the presence of
a boundary [87, 88, 89, 90, 91].
There has also been a lot of important work on analysing the general structure
and consistency of such models in particular the cp,q models and the special case of
c = −2 which is by far the best understood [92, 93, 94, 95, 96, 97]. For more about
the general structure of LCFT see [98, 99, 100, 101] and references therein. Recently
a very general construction of LCFT has been proposed via deformations of ordinary
CFT [102]. Many of the concepts of standard CFT, for example null vectors, characters
and fusion rules, also have analogues in LCFT although there are important differences
[93, 103, 104, 105, 101]. Introductory lecture notes on LCFT and more references can
be found in [106, 107, 108, 109].
1.3.1 Rational models
In conformal field theory a fundamental role is played by the chiral algebra of the
theory and all fields transform in representations of this algebra. The Virasoro algebra
(1.36) is one of the simplest and most universal examples. The models which are
mathematically best defined are those in which there exist only a finite number of
basic fields. In these cases it is sufficient to describe the fusion rules and correlation
functions of these fields. In non-logarithmic CFT these fields are all in irreducible
representations and such models are called rational CFTs, the minimal models being
an excellent example [1].
In the cp,1 models, and in particular the c = −2 case that we will discuss in
detail, it was found that although these models involve an infinite number of Virasoro
representations they can be rearranged into a finite number of representations of a
larger chiral algebra. Therefore they are not rational with respect to the Virasoro
algebra but are rational with respect to a larger chiral algebra. The use of the term
rational here differs slightly from the previous one, and also the usual mathematical
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definition, as although there are only a finite number of basic fields they are not all in
irreducible representations. This extended chiral algebra is generated by a triplet of
h3,1 = 2p − 1 fields. In the case of c2,1 = −2 the algebra can be explicitly calculated
with relative ease:
T (z)T (w) ∼ −2
2(z − w)4 +
2T (w)
(z − w)2 +
∂T (w)
z − w
T (z)W a(w) ∼ 3W
a(w)
(z − w)2 +
∂W a(w)
z − w (1.105)
W a(z)W b(w) ∼ gab
(
1
(z − w)6 − 3
T (w)
(z − w)4 −
3
2
∂T (w)
(z − w)3 +
3
2
∂2T (w)
(z − w)2
−4 (T
2)(w)
(z − w)2 +
1
6
∂3T (w)
z − w − 4
∂(T 2)(w)
z − w
)
−5fabc
(
W c(w)
(z − w)3 +
1
2
∂W a(w)
(z − w)2 +
1
25
∂2W c(w)
z − w +
1
25
(TW c)(w)
z − w
)
where gab and fabc are the metric and structure constants of SU(2). This can also be
written in terms of modes:
[Lm, Ln] = (m− n)Lm+n − 1
6
m(m2 − 1)δm+n,0
[Lm,W
a
n ] = (2m− n)W am+n (1.106)[
W am,W
b
n
]
= gab
(
2(m− n)Λm+n + 1
20
(m− n)(2m2 + 2n2 −mn− 8)Lm+n
− 1
120
m(m2 − 1)(m2 − 4)δm+n,0
)
+fabc
( 5
14
(2m2 + 2n2 − 3mn− 4)W cm+n +
12
5
V am+n
)
where the normal ordered fields are:
Λ = (LL)− 3
10
∂2L V a = (LW a)− 3
14
∂2W a (1.107)
This triplet algebra is only associative if certain vacuum null vectors decouple [95].
The vanishing of these null vectors in all correlators determines a consistent set of rep-
resentations that close under fusion. The operator content is given by six fundemental
representations: the irreducible ones : ν0, ν1, ν−1/8, ν3/8 and the two indecomposable
ones R0,R1. The vertices in Figure 1.1 correspond to representations and the arrows
indicate the action of the chiral algebra. The representation R0 is generated from the
cyclic state ω whereas R1 is generated from φ±. The defining relations of R0 and R1
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Figure 1.1: Indecomposable representations in the c = −2 triplet model.
are:
L0ω = Ω W
a
0 ω = 0
L0Ψ
α = Ψα W a0Ψ
α = taαβ Ψ
β
L0Θ
α = 0 W a0Θ
α = 0
L−1Θα = Ψα W a−1Θ
α = taαβ Ψ
β
L1φ
α = −Θα W a1 φα = −taαβ Θβ
L0φ
α = φα +Ψα W a0 φ
α = 2taαβ φ
β
(1.108)
where taαβ is a 2 × 2 matrix representation of SU(2). One can also see how the irre-
ducible representations ν0 and ν1, generated from the states Ω and Ψ
± respectively,
are embedded within R0 and R1.
The full set of fusion rules have also been calculated [95]:
ν0 ⊗X = X for all X
ν−1/8 ⊗ ν−1/8 = R0
ν−1/8 ⊗ ν3/8 = R1
ν−1/8 ⊗ ν1 = ν3/8
ν−1/8 ⊗R0 = 2ν−1/8 ⊕ 2ν3/8
ν−1/8 ⊗R1 = 2ν−1/8 ⊕ 2ν3/8
ν3/8 ⊗ ν3/8 = R0
ν3/8 ⊗ ν1 = ν−1/8 (1.109)
ν3/8 ⊗R0 = 2ν−1/8 ⊕ 2ν3/8
ν3/8 ⊗R1 = 2ν−1/8 ⊕ 2ν3/8
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ν1 ⊗ ν1 = ν0
ν1 ⊗R0 = R1
ν1 ⊗R1 = R0
R0 ⊗R0 = 2R0 ⊕ 2R1
R0 ⊗R1 = 2R0 ⊕R1
R1 ⊗R1 = 2R0 ⊕ 2R1
In order to get a well defined theory one must combine the holomorphic and anti-
holomorphic sectors together and ensure that all correlators are single-valued. In
LCFT this is always non-trivial due to the appearance of logarithmic terms. For the
case of the rational c = −2 triplet model all the fundemental correlators of the local
theory have been calculated explicitly to verify the overall consistency [96].
Chapter 2
The SU(2)0 WZNW model:
Introduction
We shall now begin to analyse in some detail a particular ŜU(2) theory, namely SU(2)0,
beyond the integrable representations. The correlators of the j = 1
2
representation
were previously discussed in [19] but here we shall use the Knizhnik-Zamolodchikov
equation with auxiliary variables to analyse many of the other representations of the
theory.
We shall study the correlation functions of discrete irreducible representations
of SU(2)0, with 2j ∈ Z, because in these cases one can easily solve the Knizhnik-
Zamolodchikov equation. However as we shall see not all the operators produced in
fusion are in irreducible representations of the full affine Kac-Moody algebra. We also
create indecomposable representations which are characterised by logarithmic singu-
larities in the correlation functions. It is important to note that the indecomposable
nature is due to the affine algebra and not the global SU(2). Indeed it is known that
as far as the global SU(2) symmetry is concerned the discrete representations must be
irreducible and must fuse to give other discrete representations [110]. We shall further
find that by careful consideration of certain correlators one can deduce extra fermionic
operators in the theory.
Our discussion of the theory, and indeed this entire thesis, will be limited to con-
sidering correlators on the sphere. It is quite possible that on the torus modular
transformations may force one to introduce other representations. However it seems
reasonable if one wanted to produce a rational theory the chiral algebras would be
generated by discrete representations.
In addition to the question of other representations there is also considerable doubt
as to the precise correspondence between the conformal blocks that we shall calculate
and the actual correlators that realise them. It is quite possible that, as with many
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other LCFTs, one needs to insert extra logarithmic partners to produce the given
conformal blocks. We shall also make the simplifying assumption when deducing
OPEs that the vacuum state is normalisable i.e. 〈Ω〉 = 1. These are all questions of
global consistency of the theory which we are not in a position to answer at this stage.
However we believe that the general results will not be affected by such discussions.
2.1 Doublet solutions
We shall now discuss the simplest, non-trivial, irreducible fields in the model namely
the j = 1
2
representations. These were previously discussed in [19] but we shall red-
erive them here partly for completeness but also to demonstrate the auxiliary variable
approach.
Putting ji =
1
2
we find:
P = x2(x− 1) ∂
2
∂x2
+ (2x− x2) ∂
∂x
+ (x− 1
2
) (2.1)
Q = −(1− x)2x ∂
2
∂x2
+ (x2 − 1) ∂
∂x
+ (
1
2
− x)
As explained earlier, using the fact that the representations are discrete, we have:
F (x, z) = A(z) + xB(z) (2.2)
Substituting this into the Knizhnik-Zamolodchikov equation (1.85) and separating
powers of x leads to:
2z(k + 2)(z − 1)dA
dz
+ A− 2zB = 0 (2.3)
2z(k + 2)(z − 1)dB
dz
− 2A+ (4z − 3)B = 0
Now eliminating B(z) we get:
4z2(k + 2)2(z − 1)2d
2A
dz2
(2.4)
4(k + 2)z(z − 1)(4z + kz − 1)dA
dz
− (2kz + 4z − 2k − 1)A = 0
For generic k this has two linearly independent hypergeometric solutions:
A(1)(z) = z
1
2(k+2) (z − 1) −32(k+2) 2F1
(
1
k + 2
,
−1
k + 2
;
2
k + 2
; z
)
(2.5)
A(2)(z) = z
2k+1
2(k+2) (z − 1) −32(k+2) 2F1
(
k + 1
k + 2
,
k − 1
k + 2
;
2(k + 1)
k + 2
; z
)
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However for certain values of k the solutions develop logarithmic singularities. A
necessary, but not sufficient, condition is that 2
k+2
∈ Z. In these cases in the tensor
product 1
2
⊗ 1
2
→ 0⊕ 1 the 0 and 1 fields have conformal weights differing by integers
and may therefore be contained in an indecomposable representation.
At k = 0 the solutions of the Knizhnik-Zamolodchikov equation are found to be:
F
(1)
1
2
1
2
1
2
1
2
(x, z) = z
1
4 (1− z) 14
{(
− E
z(1 − z) +
K
z
)
x+
E
1− z
}
(2.6)
F
(2)
1
2
1
2
1
2
1
2
(x, z) = z
1
4 (1− z) 14
{(
E˜
z(1 − z) −
K˜
1− z
)
x+
K˜
1− z −
E˜
1− z
}
In the case of ŜU(2) we shall always use the subscript labels to denote the spin j of
the fields invloved. The complete elliptic integrals E(z), K(z) (see [17] Section 13.8
but note again the conventions for the argument) are:
E(z) =
∫ 1
0
√
1− zx2√
1− x2 dx =
π
2
2F1
(
−1
2
,
1
2
; 1; z
)
K(z) =
∫ 1
0
1√
(1− x2)(1− zx2)dx =
π
2
2F1
(
1
2
,
1
2
; 1; z
)
(2.7)
E˜(z) = E(1− z) K˜(z) = K(1− z)
Imposing single-valuedness leads to the unique result for the correlation function:
G(x, x¯, z, z¯) = F
(1)
1
2
1
2
1
2
1
2
(x, z)F
(2)
1
2
1
2
1
2
1
2
(x, z) + F
(2)
1
2
1
2
1
2
1
2
(x, z)F
(1)
1
2
1
2
1
2
1
2
(x, z) (2.8)
We can write the OPEs derived from this correlator:
g(x1, z1; x¯1, z¯1)g(x2, z2; x¯2, z¯2) ∼ |z12|−3/2|x12|2
{
z12
x12
K(x2, z2) +
z¯12
x¯12
K¯(x¯2, z¯2)
+
|z12|2
|x12|2
[
D(x2, z2; x¯2, z¯2) + ln |z12|2C(x2, z2; x¯2, z¯2)
]
+ · · ·
}
(2.9)
where g(x, z) is the j = 1
2
field. Now we find non-trivial correlators:
〈K(x1, z1)K(x2, z2)〉 = x
2
12
z212
〈C(x1, z1; x¯1, z¯1)C(x2, z2; x¯2, z¯2)〉 = 0 (2.10)
〈C(x1, z1; x¯1, z¯1)D(x2, z2; x¯2, z¯2)〉 = 2|x12|
4
|z12|4
〈D(x1, z1; x¯1, z¯1)D(x2, z2; x¯2, z¯2)〉 = −4|x12|
4 ln |z12|2
|z12|4
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We also have:
〈g(x1, z1; x¯1, z¯1)g(x2, z2; x¯2, z¯2)〉 = 0 (2.11)
These are exactly the same as those given in [19] written using auxilary variables. In
this simple case there is little value in using the auxiliary variable approach. However
for higher spin representations it allows one to very quickly derive the differential
equations to be solved.
2.2 Triplet solutions
We now describe the structure of the j = 1 operators of the theory. We shall see that
this gives the first real hint of a deeper underlying structure.
For ji = 1 we get:
P = x2(x− 1) ∂
2
∂x2
+ (−3x2 + 4x) ∂
∂x
+ (4x− 2) (2.12)
Q = −(1− x)2x ∂
2
∂x2
+ (3x2 − 2x− 1) ∂
∂x
+ (2− 4x)
We now have:
F1111(x, z) = F (z) + xG(z) + x2H(z) (2.13)
Proceeding as before we now get three equations:
(k + 2)z(z − 1)dF
dz
+ 2F − zG = 0
(k + 2)z(z − 1)dG
dz
− 4F − 2G+ 2zG− 4zH = 0 (2.14)
(k + 2)z(z − 1)dH
dz
−G− 4H + 6zH = 0
These lead to third order ODEs for F,G and H which are actually sufficiently simple
that one may write down the general solution to them. First observe that under 1↔ 3
we have x, z ↔ 1 − x, 1 − z and so H(1 − z) = H(z). Anticipating such a symmetry
one may introduce the variable u = z(1 − z) and rewrite the equation for H(z) in
terms of u. One can then find the following solutions:
H(1)(u) = u−2/(k−2)3F2
(
1
2
− 3
k − 2 , 1−
2
k − 2 ,−
5
k − 2; 1−
6
k − 2 , 1−
4
k − 2; 4u
)
H(2)(u) = u2/(k−2)3F2
(
1
2
+
1
k − 2 , 1 +
2
k − 2 ,−
1
k − 2; 1−
2
k − 2 , 1 +
4
k − 2; 4u
)
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H(3)(u) = u4/(k−2)3F2
(
1
2
+
3
k − 2 , 1 +
4
k − 2 ,
1
k − 2; 1 +
2
k − 2 , 1 +
6
k − 2; 4u
)
These are similar to those found in the context of OSp(2|2)k [56]. However they are
of limited use as the transformation u = z(1 − z) is not globally invertible. We shall
therefore proceed in a similar manner to before. The equation for F is:
(k + 2)3z3(z − 1)3d
3F
dz3
+ (k + 2)2z2(z − 1)2 (14z + 3kz − 4) d
2F
dz2
+(k + 2)z(z − 1) (k2z2 + 12kz2 + 32z2 − 6kz − 24z + 2k) dF
dz
(2.15)
+2
(
2k2 − 8z2 − 2kz2 − 3k2z + k2z2 + 2kz)F = 0
In [111] the four point function of vector fields in the O(N) model was given by an
integral representation for general k. Our calculation is very similar, as O(3) ∼ SU(2),
and has the integral representation:
F (z) =
∫
C1
ds
∫
C2
dt (st)α [(s− 1)(t− 1)]β [(s− z)(t− z)]γ (s− t)δ (2.16)
where α = − 2
k+2
, β = − 2
k+2
− 1, γ = − 2
k+2
, δ = 2
k+2
. However for certain values of
k, or choices of contours, this fails to converge and is not a particularly useful form.
At k = 0 one finds the following factorisation of (2.15):(
(z − 1) d
dz
+ 2
)(
z(z − 1) d
dz
− 1
)(
(z − 1) d
dz
+ 1
)
F (z) = 0 (2.17)
We can easily solve this and hence find solutions for F (x, z). These can be conveniently
written in a basis:
F
(1)
1111(x, z) =
1
1− z +
2x
z
− x
2
z(1− z)
F
(2)
1111(x, z) =
(
1− x
2
z2
)
+ ln zF (1)1111 (2.18)
F
(3)
1111(x, z) = F (2)1111(1− x, 1− z)
Now we must again combine left and right moving parts to get a single valued correla-
tor. However F
(1)
1111(x, z) and its complex conjugate already give well defined correlators
for fields with ji = 1, j¯i = 0 and ji = 0, j¯i = 1 respectively and so these are good can-
didates for local chiral fields. A crucial point, which we shall return to later, is the
appearance of rational solutions for these correlators.
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Let us briefly revert to the index notation by expanding:
φ1(x, z) = φ
−
1 (z)− 2xφ01(z)− x2φ+1 (z) (2.19)
Inserting this into the general form of the two and three point functions (1.81, 1.82)
we get: 〈
φa1(x1, z1)φ
b
1(x2, z2)
〉
= A
ηab
z212
(2.20)
〈
φa1(x1, z1)φ
b
1(x2, z2)φ
c
1(x3, z3)
〉
=
C ǫabc
z12z13z23
(2.21)
We can now do the same for the four point function (1.83) with the solution F
(1)
1111:
〈φa1(z1)φb1(z2)φc1(z3)φd1(z4)〉 =
δabδcd
z13z14z23z24
+
δacδbd
z12z34z14z32
+
δadδbc
z13z12z43z42
(2.22)
One might initially think that since the Kac-Moody current Ja in SU(2)0 is itself a
primary j = 1 field with h = 1 one should equate this with the correlator:
〈
Ja(z1)J
b(z2)J
c(z3)J
d(z4)
〉
(2.23)
However use of the SU(2)0 Kac-Moody algebra (1.65) shows that this must vanish
1.
The resolution, as is common in LCFT, see for example [105], is that in order to have a
non-vanishing correlator, and realise the conformal block of the irreducible operators,
one must have an insertion of a logarithmic partner:
〈
Ja(z1)J
b(z2)J
c(z3)N
d(z4, z¯4)
〉
=
δabδcd
z13z14z23z24
+
δacδbd
z12z34z14z32
+
δadδbc
z13z12z43z42
(2.24)
Such a field Na was found in [19] by considering the fusion of the K(x, z) field (2.9)
with itself and has the behaviour:
Ja(z)N b(w) ∼ δ
ab
(z − w)2 +
ifabcN c(w)
z − w (2.25)
As it is a logarithmic partner it must actually be non-chiral although this is not seen
in the above correlator. We still have full crossing symmetry of the correlator as
we can we consider it to be the lowest component of a correlator involving the full
Jordan block containing both Ja and Na (see for example [81]). All the fields behave
bosonically exactly as one would expect.
There is another way to produce a well behaved correlator if we have fermionic
1In fact it is equal to limk→0
〈
Ja(z1)J
b(z2)J
c(z3)J
d(z4)
〉
. This suggests that such a rational
solution must also exist for correlators of adjoint fields in SU(N)0.
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fields. To see this consider the most general expression involving j = 1, j¯ = 1 fields:
G(x, x¯, z, z¯) =
3∑
i,j=1
Ui,jF
(i)
1111(x, z)F
(j)
1111(x, z) (2.26)
To make this single-valued everywhere we must have:
G(x, x¯, z, z¯) = U1,1F
(1)
1111(x, z)F
(1)
1111(x, z)
+ U1,2
[
F
(1)
1111(x, z)F
(2)
1111(x, z) + F
(2)
1111(x, z)F
(1)
1111(x, z)
]
(2.27)
+ U1,3
[
F
(1)
1111(x, z)F
(3)
1111(x, z) + F
(3)
1111(x, z)F
(1)
1111(x, z)
]
The first of these is similar to the case just discussed and therefore we shall only
consider the additional solutions. In contrast to normal CFT these do not have just a
simple diagonal form. This is one well known difference in logarithmic CFT.
Under 1→ 3 we have x, z → 1− x, 1− z and the blocks transform as:
F
(1)
1111 → F (1)1111
F
(2)
1111 → F (3)1111 (2.28)
F
(3)
1111 → F (2)1111
Under 1→ 4 we have x, z → 1
x
, 1
z
:
F
(1)
1111 →
z2
x2
F
(1)
1111
F
(2)
1111 → −
z2
x2
F
(2)
1111 (2.29)
F
(3)
1111 →
z2
x2
(
−iπF (1)1111 − F (2)1111 + F (3)1111
)
Immediately we see that the single-valued combination:
F
(1)
1111(x, z)F
(2)
1111(x, z) + F
(2)
1111(x, z)F
(1)
1111(x, z) (2.30)
behaves fermionically under 1 ↔ 4 but has no symmetry under 1 ↔ 2 or 1 ↔ 3. To
indicate these statistics we shall write the correlator as:
〈
Θ+(0, 0)Θ−(x, z)Θ−(1, 1)Θ+(∞,∞)〉 = F (1)1111(x, z)F (2)1111(x, z) + F (2)1111(x, z)F (1)1111(x, z)
where the minus sign arises from the exchange of identical fermionic fields. We em-
phasize that these extra labels have nothing to do with the Kac-Moody algebra. All
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the ŜU(2) structure is encoded, as before, in the x-variables. Therefore by careful
consideration of the solutions we have deduced an extra structure underlying the cor-
relators. This is one of the main results of this thesis. The fields Θ±(x, z) are clearly
non-chiral. We can again easily revert to the index notation and write:〈(
Θ+
)aa¯
(z1, z¯1)
(
Θ−
)bb¯
(z2, z¯2)
(
Θ−
)cc¯
(z3, z¯3)
(
Θ+
)dd¯
(z4, z¯4)
〉
(2.31)
= ln
∣∣∣∣z12z34z13z24
∣∣∣∣2 F (1)1111F (1)1111 + [δabδcdz212z234 − δ
acδbd
z213z
2
24
]
F
(1)
1111 + F
(1)
1111
[δabδcd
z212z
2
34
− δ
acδbd
z213z
2
24
]
where F
(1)
1111 is given by the RHS of equation (2.22).
Clearly as F
(3)
1111(x, z) is related to F
(2)
1111(x, z) under 1 ↔ 3 other solutions corre-
spond to:
〈
Θ+(0, 0)Θ+(x, z)Θ−(1, 1)Θ−(∞,∞)〉 = F (1)1111(x, z)F (3)1111(x, z) + F (3)1111(x, z)F (1)1111(x, z)〈
Θ+(0, 0)Θ−(x, z)Θ+(1, 1)Θ−(∞,∞)〉 = F (1)1111(x, z)(F (3)1111(x, z)− F (2)1111(x, z)) (2.32)
+
(
F
(3)
1111(x, z)− F (2)1111(x, z)
)
F
(1)
1111(x, z)
The OPEs deduced from these correlators are:
Θα(x1, z1; x¯1, z¯1)Θ
β(x2, z2; x¯2, z¯2) ∼ dαβ|z12|−4|x12|4
{
z12
x12
K(x2, z2) +
z¯12
x¯12
K¯(x¯2, z¯2)
+
|z12|2
|x12|2
[
D(x2, z2; x¯12, z¯2) + ln |z12|2C(x2, z2; x¯12, z¯2)
]
+ · · ·
}
(2.33)
This looks very similar to the OPE deduced for two j = 1
2
fields (2.9) and indeed we
also find the same non-vanishing two point functions. We also see directly from the
OPE (2.33) that we again have a vanishing two point function:
〈
Θα(x1, z1; x¯1, z¯1)Θ
β(x2, z2; x¯2, z¯2)
〉
= 0 (2.34)
From examination of the correlators it appeared in [19] that these fields K(x, z), or
equivalently written Ka(z), were also j = 1 affine Kac-Moody primaries but with a
non-zero two-point function (2.10). However if this is the case one would expect the
four point function 〈KKKK〉 to be given by the conformal blocks (2.18). We have
seen the only bosonic solution is that involving F
(1)
1111(z) and it leads to a correlator
having vanishing two point function. Of course this is dependent on our assumption
of the existence of a normalisable vacuum state. There clearly remains some serious
questions regarding the overall consistency of the correlators which actually produce
these conformal blocks and the indecomposable representations that one deduces from
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them. It seems likely that other, more complicated, representations may have to be
introduced into correlators to remedy this. For the arguments presented in this thesis
this is a subtlety and does not affect the main results.
We can also find explicit solutions for the case of the correlators with j1 = j3 = 1,
j2 = j4 =
1
2
. In this case we have only two conformal blocks. We obtain two solutions,
one of which has logarithmic terms in its expansion as 1 → 3, the other being well
behaved:
F
(1)
1
2
1
2
11
(x, z) = (1− z)−1z1/4(z − 2 + x)
F
(2)
1
2
1
2
11
(x, z) = (1− z)−3/2z1/4
[ (
(z − 2)√z − 1 arctan√z − 1 + z − 1) (2.35)(
1− z + z arctan√z − 1) x
z
]
2.3 Factorisation of KZ equations
The fact that the third order equation (2.17) factorised is by itself not remarkable as
any linear ordinary differential equation can always be written as a product of linear
factors. What is significant however is that there is a subset of solutions, namely
F
(1)
1111(x, z), on which one can perform the conformal bootstrap; i.e. construct a well
behaved correlator. The factorisation which reflects this is:
D3F (z) = D2D1F (z) (2.36)
where:
D2 = z(1 − z)2 d
2
dz2
+ 2(1− z)(1− 2z) d
dz
− 2 (2.37)
D1 = (z − 1) d
dz
+ 1
The solutions satisfying D1F = 0 lead to:
F (z) =
1
1− z ⇒ F (x, z) = F
(1)
1111(x, z) (2.38)
It is only such factorisations that have any invariant meaning in the theory.
In the work of [15, 112] selection rules were derived for the unitary ŜU(2) theories
as a consequence of pure current algebra null vectors. For instance for k ∈ N , following
from the existence of the vacuum null vector (1.51), we have a set of null vectors in
the model:
(
J+−1
)k−2j+1 |j;m = j〉 , (2.39)
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Decoupling these leads to a theory with the spin restricted to the integrable sector:
0 ≤ j ≤ k
2
. It was later shown by Christe and Flume [113] that such null vectors can
also be deduced from the corresponding factorisation of the KZ equation for j ≥ k
4
:
D2j+1 = D2j+1−sDs (2.40)
where Dn denotes a differential operator of order n and s = k − 2j + 1. We may
therefore expect that the factorisation of the Knizhnik-Zamolodchikov equation we
observe in SU(2)0 is also related to the existence of null vectors. However as this is
a non-unitary CFT the decoupling of these is much more subtle. At j = 1 there is
indeed a null vector:
N | (j = 1)+〉 = (J+−1L−1 − J+−2) | (j = 1)+〉 (2.41)
where (j = 1)+ denotes the highest component of a j = 1 operator. Clearly this is
satisfied by the affine Kac-Moody current | (j = 1)+〉 = J+−1 | 0〉 suggesting that this
is indeed the correct null vector if we wish to keep only F
(1)
1111(x, z).
To see this more explicitly we consider inserting the null vector (2.41) into a corre-
lation function. In order to do so it is convenient to first express it in terms of auxiliary
variables. Now J−0 = − ∂∂x acts as a translation operator in the x space so one can
introduce:
J(x, z) = exJ
−
0 J+(z)e−xJ
−
0 (2.42)
= J+(z)− 2xJ3(z)− x2J−(z)
which is similar to the expansion of a j = 1 primary (2.19). One can then show using
(1.79) that primary fields have the following OPE with J(x, z):
J(x, z)φ(y, w) ∼ −
(
(x− y)2 ∂
∂y
+ 2j(x− y)
)
φ(y, w)
z − w (2.43)
The states must transform as:
| φ(x, z)〉 = exJ−0 | φ(z)+〉 (2.44)
Using this notation one may rewrite the null vector (2.41) using the auxiliary variables
as:
Nφ(x, z) = J(x, z)∂φ(x, z)
∂z
− ∂J(x, z)
∂z
φ(x, z) (2.45)
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Now inserting this into a correlation function we get:
0 = 〈φ(x1, z1)∂z2J(x2, z2)φ(x2, z2) · · ·φ(xn, zn)〉
− 〈φ(x1, z1)J(x2, z2)∂z2φ(x2, z2) · · ·φ(xn, zn)〉
=
1
2πi
∮
z=z2
dz
z − z2 〈φ(x1, z1)∂zJ(x2, z)φ(x2, z2) · · ·φ(xn, zn)〉
− 1
2πi
∮
z=z2
dz
z − z2 〈φ(x1, z1)J(x2, z)∂z2φ(x2, z2) · · ·φ(xn, zn)〉 (2.46)
= −
∑
i 6=2
1
(zi − z2)2
{
(x2 − xi)2 ∂
∂xi
+ 2ji(x2 − xi)
}
〈φ(x1, z1) · · ·φ(xn, zn)〉
+
∑
i 6=2
1
zi − z2
{
(x2 − xi)2 ∂
∂xi
+ 2ji(x2 − xi)
}
∂z2 〈φ(x1, z1) · · ·φ(xn, zn)〉
We must of course have j2 = 1 as it is a spin 1 null vector. For the case of the four
point function (1.83) we get:(
1
z2
+
1
z
∂
∂z
)[(
x2(j4 − j1 − 1− j3)F (x, z) + (x− 1)∂F (x, z)
∂x
)
+ 2j1xF (x, z)
]
+
(
1
(z − 1)2 +
1
z − 1
∂
∂z
)[(
(1− x)2(−j4 + j1 + 1 + j3)F (x, z)− x∂F (x, z)
∂x
)
− 2j3(1− x)F (x, z)
]
= 0 (2.47)
As j2 = 1 we must have a solution Fj1,1,j3,j4(x, z) = F (z) + xG(z) + x
2H(z). Inserting
this into the above equation we find the unique solution:
Fj1,1,j3,j4(x, z) =
j1 − j3 − j4
z − 1 + 2
j4z − j1
z(z − 1)x+
j1 − j4 + j3
z(z − 1) x
2 (2.48)
In particular for ji = 1 we recover the previous expression F
(1)
1111(x, z).
One can also consider what the effect of the null vector (2.41) is on the other two
solutions, which involved logarithms, obtained at j = 1. By operating with N , given
by the LHS of (2.47), we find they become:
NF (1)1111 = 0
NF (2)1111 =
6(xz − z − x+ x2)x
z3(z − 1) (2.49)
NF (3)1111 =
6(xz − z + x2 − 3x+ 2)x
z(z − 1)3
The RHS of these equations exactly satisfy the KZ equation with j1 = 1,j2 = 2,j3 = 1,j4 = 1.
Therefore we see that the action of the null vector is to map the non-chiral fermionic
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operators at j = 1 into a j = 2 field. We shall see in the next chapter that there
are indeed a doublet of chiral fields at j = 2. Although we have not discussed these
operators we can already see how they arise by the action of the null vectors.
2.3.1 Operator identification
Several of the issues which we have discussed in this chapter are also pertinent in the
well known c = −2 model. In the normal ‘minimal models’ one identifies fields that
have null vectors at different levels leading us to the standard identifications in the
Kac-table [1]. In the c = −2 model we do not have any such minimal theory and this
identification of operators is not correct.
Our starting point is the Kac table for the c2,1 = −2 model by which we mean the
table that is related to Virasoro null vectors and not some kind of formal extension
involving half-integer entries [35]:
7 3 1 0
6 15
8
3
8
−1
8
5 1 0 0
4 3
8
−1
8
3
8
3 0 0 1
2 −1
8
3
8
15
8
1 0 1 3
hr,s 1 2 3
Consider for example the conformal blocks of correlators with four h1,3 = 0 operators.
They are easily found to be:
F
(1)
0000 = 1
F
(2)
0000 = ln(z) (2.50)
F
(3)
0000 = ln(1− z)
where the subscript labels now refer to the conformal weight of the fields φi(zi). In this
theory there is, of course, another operator with the same conformal weight namely
h1,1 = 0. For the correlator involving four of these fields the conformal block is a
constant F
(1)
0000. If we were to identify operators having null vectors at different levels
then we must discard the solutions F (2), F (3). However these solutions are an integral
part of the triplet model as they correspond to conformal blocks of the fermionic
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operators2 Θ±(z, z¯) [97]:
〈
Θ+(0, 0)Θ−(z, z¯)Θ−(1, 1)Θ+(∞,∞)) = − ln |z|2 (2.51)
These operators are actually GSO projected out in the local theory [96] but this
is irrelevant from the point of view of the Kac-table which is only concerned with
the holomorphic or anti-holomorphic sectors separately. Under the action of L−1 the
identity is annihilated whereas the other states are mapped into chiral fermionic states
at h = 1.
The correct identifications can only properly be made in the context of a particular
rational model. For instance in the triplet model we do not identify the h2,1 = 1 and
h1,5 = 1 operators. The former are the chiral states in the doublet representation ν1 and
the latter are these together with the additional states W a−1 |ω〉. Using W a−1 |Ω〉 = 0
and W a0 |ω〉 = 0 one can check that W a−1 |ω〉 is indeed a Virasoro primary state.
However the operators at h1,2 and h2,4 both of which have dimension −18 must be
identified as there is only one state in the triplet model with this dimension. In this
same sense the Coulomb gas methods of Dotsenko and Fateev [114] cannot hope to
reproduce all results beyond the minimal sector as they imply a certain, in general
different, identification of operators.
In this thesis, in the absence of a rational model, we shall not discard any of the
conformal blocks. Clearly one hopes that a consistent model could be constructed
and we shall comment on this as we proceed. We have already seen that the role of
null vectors is a subtle issue in non-unitary CFT and we shall be conservative and not
decouple any of them - except of course the one corresponding to the KZ equation
which is the very definition of our model.
2We trust no confusion will result between these and the Θ±(x, z) operators that we discussed in
SU(2)0.
Chapter 3
Extended chiral algebras in SU(2)0
model
As we have already emphasized chiral algebras play a central role in conformal field
theory. In the case of the cp,1 models the W (2, 2p − 13) algebra allowed the con-
struction of rational models; that is models having a finite number of irreducible and
indecomposable representations.
We already know, since we have gone beyond the integrable sector, that SU(2)0 is
not rational with respect to the ŜU(2) affine Kac-Moody algebra alone. We shall be
able to show that there are extra chiral algebras in the SU(2)0 model. We leave the
question of their role in producing a rational theory to future work.
We shall find convincing evidence for the existence of chiral algebras by studying
the four point functions of certain operators. A chiral operator algebra is completely
characterised by its singular behaviour. This fact implies the existence of chiral rational
solutions, that is analytic funtions with a finite number of poles, for the correlators.
We shall also present a free field description of these fields which confirms their chiral
nature.
Before we discuss the case of the SU(2)0 model it is instructive to first return to
the case of the c = −2 model. As this model is much better understood it provides a
good example of the methods we shall use later.
3.1 Structure of chiral algebras in c = −2
The c = −2 triplet model is one of the best known examples of a rational LCFT. In
this case the structure of the fields is determined from studying the representation
theory of the W (2, 33) algebra. In more complicated orbifolds it is not clear if one can
also form rational theories by using other chiral algebras.
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As we have already explained knowledge of the null vectors allows one to compute
correlation functions between fields in irreducible representations of the Virasoro al-
gebra. In the c2,1 = −2 model we have seen that, by considering the h1,2 = −18 fields,
these irreducible representations do not close on themselves and one must introduce
some indecomposable representations.
Here we shall restrict ourselves to considering extensions of the Virasoro algebra
by integer dimension fields with dimensions found within the standard Kac-table; for
example hr,1 = 1, 3, 6, 10, · · · in c = −2. This is natural if one wishes to construct
theories that have some connection with the operators present in the Kac-table. We
can use the Virasoro null vectors to find the conformal blocks for correlators involving
these integer dimension fields. The correlators of these fields in principle encode all the
information about their possible structure and fusion. We always assume the existence
of a unique translation invariant vacuum state to avoid the obvious structure that
would result from simply having several identical copies of every operator.
It is interesting to see how the possible structure of the integer dimension fields
emerges from the correlation functions of the model. The conformal blocks for a
correlator with four h2,1 = 1 operators are easily found:
F1(z) = 1− 1
z2
(3.1)
F2(z) = 1− 1
(1− z)2
Immediately we see the striking fact that these two solutions are both rational func-
tions. This is in stark contrast to the generic situation in which one would expect
to obtain a hypergeometric function from solving a second order differential equation.
The appearance of a rational solution indicates that one may consistently consider
such operators as chiral fields1. It does not force us to do so in a particular model but
merely gives us the possibility. The fact that a chiral OPE is completely determined
by its singular terms is in coincidence with the fact that rational functions are fully
determined by their pole structure at the singular points. In this way from the rational
conformal blocks of a theory one may deduce the existence of chiral algebras.
It is very simple to deduce the well known extended chiral algebras in certain
minimal models. For example in the c5,6 =
4
5
model the correlation function of four
1Actually it is only a necessary condition. To be sufficient they must be consistently chiral in all
correlation functions of the theory. However the appearance of a rational solution is so restrictive
that we do not know of examples where it is insufficient.
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h1,4 = 3 fields is given by:
〈W (0)W (z)W (1)W (∞)〉 = c
2
9
[
1
z6
+
1
(1− z)6 + 1
]
+2c
[
1
z4
+
1
(1− z)4 +
1
z3
+
1
(1− z)3 −
1
z
− 1
1− z
]
(3.2)
+c
(
9
5
+
32
5
16
(22 + 5c)
)[
1
z2
+
1
(1− z)2 +
2
z
+
2
(1− z)
]
In this example, the famous ZamolodchikovW (2, 3) algebra [115], we actually have as-
sociativity for arbitrary values of central charge as can be seen from crossing symmetry
of (3.2). However it is only at the very special case c = 4
5
that it has the interpretation
of a correlator of a degenerate h1,4 field in the Kac-table.
In the c = −2 example there is not one but two rational correlation functions.
They are related under crossing symmetry in the following way:
F1(1− z) = F2(z) (3.3)
z−2F1
(
1
z
)
= −F1(z)
We immediately see that we cannot produce a non-vanishing chiral correlator that is
invariant under all crossing symmetries. In other words it is not consistent to regard
these as identical h = 1 chiral operators in a theory. One therefore has two choices:
either there are no chiral operators at h = 1; or such operators must have some extra
quantum numbers allowing one to relax the constraints of crossing symmetry.
As F1(z) acquires a negative sign under z ↔ 1z ( i.e exchange of 2↔ 3, or 1 ↔ 4)
this could come from the exchange of identical fermionic operators. Clearly there
must be more than one species of fermion as we cannot construct a chiral correlator
invariant under fermionic symmetry in all exchanges. If we were to have more than
two species of fermions then there would be several conformal blocks behaving in the
same manner under 1 ↔ 4 in order to accomodate this. Therefore we deduce that
there are only two types of fermionic operators. These are precisely realised by the
symplectic fermions:
Ψα(z)Ψβ(w) ∼ d
αβ
(z − w)2 α, β = ± (3.4)
with dαβ antisymmetric. One can similarly examine the conformal blocks of the h3,1 =
3. One finds that there are exactly three rational solutions, given later in (4.29), and by
similar arguments to those just presented one can conclude that these can be a triplet
of bosonic fields. These are again exactly realised in the symplectic fermion model. In
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more complicated orbifold models not all of these chiral fields would be present and
one would take the chiral fields to be some sub-sector of the ones described here. For
example the Z4 twisted c = −2 theory has an invariant W (2, 3, 102) algebra [116, 97].
The conformal blocks give us the maximal consistent extensions of the chiral algebra
by degenerate fields in the Kac-table and we are not required to have all of these in
any specific theory.
3.2 Rational Solutions to the SU(2)0 KZ equation
For the fields in SU(2)0 with j ∈ N we found, for all cases studied, that we have
either rational or logarithmic solutions. As we are discussing chiral algebras we shall
concentrate on the rational solutions.
For a four point correlator involving a discrete representation of spin j we have
already seen how we can write the general solution to the KZ equation (1.89):
F (x, z) = F0(z) + xF1(z) + x
2F2(z) + · · ·+ x2jF2j(z) (3.5)
This allows one to reduce the KZ equation to a linear ordinary differential equation of
order 2j + 1. In [27] we found an ansatz for the four point correlator in SU(2)0 with
ji = j. The lowest component was:
F0(z) = z
−j(j−1)(1− z)−j(j+1)2F1(j,−j; 1; z) (3.6)
Given this all other components are fully determined by substitution into the KZ equa-
tion. For j ∈ N these become rational solutions and are thus everywhere single-valued
(i.e. they have trivial monodromy properties). Now using the crossing symmetries one
can easily find a full set of rational solutions on which one can perform the conformal
bootstrap.
3.2.1 Spin j = 1
This is the case that was discussed in the previous chapter and will be given again
here for completeness. For j1 = j2 = j3 = j4 = 1 we found one rational solution:
F1111(x, z) = − 1
2(z − 1) +
x
z
+
x2
2z(z − 1) (3.7)
This obeys:
F1111(1− x, 1− z) = F1111(x, z) (3.8)
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z−2hx2jF1111
(
1
x
,
1
z
)
= F1111(x, z)
Under the crossing symmetry operation we must exchange both z and x simultaneously
as all fields have dependence on both variables. In terms of the original component
notation this ensures we exchange not only the positions but also all the SU(2) labels
as well.
As there is just one solution and it is invariant under all exchanges of fields it must
correspond to a single bosonic set of fields transforming in the j = 1 representation.
As we discussed before this is essentially the four point function of the Kac-Moody
current J(x, z) but with one of the fields replaced by the logarithmic partner N(x, z)
to make the correlator non-vanishing. In this and the following correlators we shall,
for convenience, be slightly sloppy and write this as:
〈J(0, 0)J(x, z)J(1, 1)J(∞,∞)〉 = F1111(x, z) (3.9)
3.2.2 Spin j = 2
For the four point correlator with j1 = j2 = j3 = j4 = 2 we find two rational solutions:
F
(1)
2222(x, z) =
1
z5
(
(−z3 − 2z4) + (−12z2 − 16z3 + 4z4)x+ (−18z + 18z3)x2
+(−4 + 16z + 12z2)x3 + (2 + z)x4) (3.10)
F
(2)
2222(x, z) =
1
(z − 1)5
(
(10z − 15z2 + 9z3 − 2z4) + (60− 140z + 108z2 − 36z3 + 4z4)x
+(−90 + 162z − 90z2 + 18z3)x2 + (36− 44z + 12z2)x3 + (−3 + z)x4)
These obey:
F
(1)
2222(1− x, 1− z) = F (2)2222(x, z)
F
(2)
2222(1− x, 1− z) = F (1)2222(x, z) (3.11)
x4z−6F (1)2222
(
1
x
,
1
z
)
= −F (1)2222(x, z)
x4z−6F (2)2222
(
1
x
,
1
z
)
= −F (1)2222(x, z) + F (2)2222(x, z)
We see that from the leading forms of these solutions that they do not go as z−6 as
one would expect from an h = 3 field. Therefore there is no contribution from the
identity field in the OPE and the two point functions of these fields must vanish. It is
clear that a similar approach to the j = 1 fields, with logarithmic insertions, must be
carried out here but we shall not discuss this in detail.
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As we commented earlier in section 2.3 the j = 2 operators are actually produced
by acting on the fermionic j = 1 operators with a null vector. We therefore suspect
that they should be a fermionic doublet of fields and indeed the above behaviour of
the conformal blocks (3.11) under crossing symmetry confirms this.
It is easily seen that all this is correctly reproduced by adding extra labels in the
following way:
〈
Ψ+(0, 0)Ψ−(x, z)Ψ−(1, 1)Ψ+(∞,∞)〉 = F (1)2222(x, z) (3.12)〈
Ψ+(0, 0)Ψ+(x, z)Ψ−(1, 1)Ψ−(∞,∞)〉 = F (2)2222(x, z)
3.2.3 Spin j = 3
For j = 3 we have three rational solutions given in (A.1). Analysing their behaviour
under crossing symmetry, in exactly the same manner as before, we deduce that they
are in fact a bosonic triplet of operators which we shall denote as W±,3(x, z). We can
write the correlators as:
〈
W+(0, 0)W+(x, z)W−(1, 1)W−(∞,∞)〉 = F (1)3333(x, z)〈
W 3(0, 0)W 3(x, z)W 3(1, 1)W 3(∞,∞)〉 = F (2)3333(x, z) (3.13)〈
W+(0, 0)W−(x, z)W−(1, 1)W+(∞,∞)〉 = F (3)3333(x, z)
The first of these is the unique solution that has no singular terms as z → 0. The
third is similar but with no singular terms as z → 1. The second is the unique solution
invariant under all crossing symmetries.
3.2.4 Mixed correlators
We can of course consider correlators where not all four fields have the same spin.
For instance the correlator with j1 = 1, j2 = 2, j3 = 1, j4 = 1 yields two rational
solutions given already, up to numerical factor, in (2.49):
F
(1)
1211(x, z) =
(xz − z − x+ x2)x
z3(z − 1) (3.14)
F
(2)
1211(x, z) =
(xz − z + x2 − 3x+ 2)x
z(z − 1)3
We already know that there is only one chiral j = 1 operator so we should have full
crossing symmetry under exchange of 1, 3 and 4. However no combination of the above
conformal blocks respects this and therefore, if all operators are chiral, the correlator
must vanish. This was to be expected from the fermionic nature of the chiral j = 2
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operator:
〈
J(0, 0)Ψ±(x, z)J(1, 1)J(∞,∞)〉 = 0 (3.15)
3.3 Free field representation
As we have already explained the appearance of rational four point functions is a
neccessary, and highly restrictive, condition for the existence of a chiral algebra. How-
ever, due to the fact that all the operators involved have integer dimensions, it is in
general extremely hard to study if the operator algebra is closed or not solely from the
correlation functions.
In general the most convincing method to verify that fields are really chiral and
that they obey a closed W -algebra is to construct them in the free field approach and
then directly compute the OPEs.
The standard Sugawara stress tensor for SU(2)k is (1.66):
T =
1
2(k + 2)
(
J+J− + J−J+ + 2J3J3
)
= −β∂γ − 1
2
∂φ∂φ − i√
2(k + 2)
∂2φ (3.16)
It is composed of two commuting parts: the βγ system with c = 2 and the φ system
with c = 3k
k+2
− 2.
The affine Lie algebra primary fields Φj,m (with m = −j, · · · , j) obey (1.68):
Ja(z)Φj,m(w) ∼ −t
aΦj,m(w)
z − w (3.17)
where ta is a matrix in the spin j representation of SU(2). They have conformal
dimension:
h =
j(j + 1)
k + 2
(3.18)
In the standard free field construction of ŜU(2) the vertex operators of primary affine
Lie algebra fields are taken to be:
Φj,m = (−γ)j−meij
√
2
k+2
φ (3.19)
In order to calculate correlators with such operators, vacuum charges and screening
operators must be inserted [117, 118]. This is quite a complicated procedure and
moreover the result is, in general, only an integral representation. For SU(2)0 however
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the j ∈ N operators have integer conformal weight and we have a subset of rational
solutions for these correlators. On may therefore suspect that there is a simpler way
of evaluating correlators for such fields.
We now observe that for k = 0 the φ part of the stress tensor (3.16) is none other
than a c = −2 system. We therefore consider using a fermionic ghost representation
for this system. This is not essential but makes it easier to see the extended multiplet
nature in the free field representations. We therefore write:
ξ ∼ eiφ η ∼ e−iφ (3.20)
where ξ, η are a fermionic ghosts with h = (1, 0) respectively:
ξ(z)η(w) ∼ 1
z − w ∼ η(z)ξ(w) i∂φ = ξη (3.21)
These fields are related to the symplectic fermions in (3.4) via: Ψ+ = ξ,Ψ− = ∂η. The
currents and stress tensor now become:
J+ = β J3 = ξη + βγ J− = −2ξηγ − βγ2 (3.22)
T = −β∂γ − ξ∂η (3.23)
3.4 Extended algebras in SU(2)0
As we are interested in finding free field descriptions of the discrete representations it is
obvious that the highest component, annihilated by J+0 , cannot have any γ dependence.
For each value of h ≤ 6 we formed the most general linear combination of the three
fields β, ξ, η and their derivatives having conformal weight h. Using the expressions
for the affine currents (3.22) we then imposed the very restrictive condition that these
fields are actually affine Kac-Moody primary fields (3.17). As they are in discrete
representations they must also be eventually annihilated by continued application of
J−0 .
We found the following expressions for the fields2. Throughout we use the conven-
tion of right normal ordering: ABC = (A(BC)). For brevity we shall only write the
highest component, that is the one annihilated by J+0 . All others in the multiplet
may be obtained by the action of J−0 :
2We are extremely grateful to K. Thielemans for giving us a copy of his OPEDEFS Mathematica
program [119] which was invaluable in finding many of the free field expressions.
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• j = 1
J+ = β (3.24)
• j = 2
(
Ψ+
)++
= −β∂ξ + ∂βξ (3.25)(
Ψ−
)++
= βββη
• j = 3
(
W+
)+++
= −β∂2ξ∂ξ + ∂β∂2ξξ − ∂2β∂ξξ(
W 3
)+++
=
1
2
βββη∂2ξ − 1
2
βββ∂η∂ξ − 3
2
∂βββη∂ξ +
1
2
∂βββ∂ηξ +
3
2
∂β∂ββηξ
+∂β∂β∂β − 1
2
∂2βββηξ − 3
4
∂2β∂ββ +
1
12
∂3βββ (3.26)(
W−
)+++
= βββββ∂ηη
We have also included the j = 1 field (3.24) which is of course just the affine current
J+(z) itself. On action by J−0 this clearly produces the other Kac-Moody generators
J3(z) and J−(z). It is a non-trivial fact that the j = 2 and j = 3 operators given here
actually also lead to multiplets belonging to the discrete representations of SU(2).
In the case of the j = 2 fields Ψ± the full multiplets are given by:
(
Ψ+
)++
= −β∂ξ + ∂βξ(
Ψ+
)+
= 4βγ∂ξ + 4η∂ξξ − 4∂βγξ(
Ψ+
)0
= −12βγγ∂ξ − 24γη∂ξξ + 12∂βγγξ (3.27)(
Ψ+
)−
= 24βγγγ∂ξ + 72γγη∂ξξ − 24∂βγγγξ(
Ψ+
)−−
= −24βγγγγ∂ξ − 96γγγη∂ξξ + 24∂βγγγγξ
(
Ψ−
)++
= βββη(
Ψ−
)+
= −4βββγη + 6ββ∂η − 6∂ββη(
Ψ−
)0
= 12βββγγη − 36ββγ∂η + 36β∂ηηξ + 6β∂2η + 36∂ββγη − 24∂β∂η + 6∂2βη(
Ψ−
)−
= −24βββγγγη + 108ββγγ∂η − 216βγ∂ηηξ − 36βγ∂2η − 108∂ββγγη
+144∂βγ∂η − 144∂ηη∂ξ − 36∂2βγη + 36∂2ηηξ (3.28)(
Ψ−
)−−
= 24βββγγγγη − 144ββγγγ∂η + 432βγγ∂ηηξ + 72βγγ∂2η + 576γ∂ηη∂ξ
−144γ∂2ηηξ + 144∂ββγγγη − 288∂βγγ∂η + 72∂2βγγη
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It can be verified by explicit calculation that the lowest component of both these
multiplets is indeed annihilated by J−0 .
We also found other solutions ξ, ∂ξξ, ∂2ξ∂ξξ for j = 1, 2, 3 respectively and we shall
comment later on these operators.
It is indeed striking that the operator content obtained through the free field rep-
resentations, with the simple use of the symplectic fermion system (3.21), exactly
produces the correct chiral field content of the SU(2)0 model. In particular we see
that the bosonic and fermionic nature of the operators is in exact agreement with
that which we expected from the previous analysis based on the crossing symmetry of
correlators.
3.4.1 Operator Product Expansions
We have seen that the chiral j = 1, 2, 3 operators are alternately bosonic, fermionic,
bosonic and that there are respectively a singlet, doublet and a triplet of possible fields.
Using these symmetries and the fact that a chiral algebra is completely determined
by its singular terms we can already deduce almost all the structure of the OPEs. We
know:
[j = 0]⊗ [j = J ] = [j = J ] (3.29)
where [ ] denotes operators and all their affine Lie algebra descendents. In particular
the j = 1 field, Ja, is of course just an affine Kac-Moody descendent of the identity
j = 0. A special case of this OPE is the definition of an affine Kac-Moody primary
field (3.17).
We shall use indices α, β for extra doublet index structure and a, b, c for the triplet.
We now want to analyse the OPE of [j = 2]α with itself. Clearly as these are both
fermionic the result must be bosonic. Furthermore the j = 3 operators have h = 6
and so cannot occur in the singular terms. Thus we must have:
[j = 2]α ⊗ [j = 2]β = dαβ [j = 0] (3.30)
where dαβ is the anti-symmetric tensor d+− = −d−+ = 1.
By similar arguments we find:
[j = 3]a ⊗ [j = 2]α = taαβ [j = 2]β (3.31)
where taαβ are 2 × 2 matrices which generate an SU(2) Lie algebra. In this case we
can only produce fermionic operators in the singular terms with dimension at most
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3 + 6 − 1 = 8. In particular this excludes a possible fermionic j = 4 operator with
h = 10.
Similarly:
[j = 3]a ⊗ [j = 3]b = gab[j = 0] + fabc [j = 3]c (3.32)
where now gab and fabc are respectively the metric and structure constants of SU(2).
We thus expect j = 1, 2, 3 to yield a closed W -algebra. We also expect that in the
absence of other symmetries, such as orbifolding, we cannot get a finite W -algebra
involving j > 3. This is a similar situation to c = −2 where more complicated W -
algebras play a role in the orbifolded models.
Using the free field representation of the the affine Lie algebra generators and those
of the j = 2 representations (3.27) we can explicitly find the full algebra. One can
verify, again non-trivially, that:
(
Ψ+
)A
(z)
(
Ψ+
)B
(w) ∼ 0 A,B = ++,+, 0,−,−− (3.33)(
Ψ−
)A
(z)
(
Ψ−
)B
(w) ∼ 0
so the only non-trivial OPEs are between (Ψ+) and (Ψ−) multiplets. Here we shall
just give one example to show the typical structure:
(
Ψ+
)++
(z)
(
Ψ−
)+
(w) ∼ 12J
+J+J+
(z − w)3 +
−4J+J+J+J3 + 12∂J+J+J+
(z − w)2 (3.34)
+
1
z − w
(−4J+J+J+J3J3 − 4J+J+J+J+J−
−4J+J+J+∂J3 − 12∂J+∂J+J+ + 12∂2J+J+J+)
The full (very tedious!) results were given in [29]. In particular one finds that it is
indeed of the form stated before from general arguments (3.30). Unfortunately using
the free field representations it was prohibitively difficult to go beyond the j = 2
algebra. In particular we could not examine the associativity of the triplet algebra,
based on the j = 3 fields. However we shall see later that these are closely related to
the triplet fields in c = −2 and therefore one might conjecture that, in analogue to
the c = −2 case, these are enough to rationalise the SU(2)0 model.
3.4.2 Fermionic j = 1 fields
We already know from the study of the correlation functions that there are extra
primary operators at j = 1 that have a fermionic behaviour under crossing symmetry.
We also found expressions for these in the free field representation and they are in
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exact agreement with the solutions found from the Knizhnik-Zamolodchikov equation
(2.18). Here we shall restrict our attention to the j = 1 fields but we also found similar
operators in the j = 2, 3 fields. As we commented earlier we found the extra highest
component of a j = 1 multiplet ξ and we shall now show that this leads to the (Θ+)
a
multiplet:
(
Θ+
)+
= −ξ(
Θ+
)3
= 2ξγ (3.35)(
Θ+
)−
= −2ξγ2
The last field is annihilated by J−0 and so this is indeed a discrete representation. To
verify that this is in fact the (Θ+)
a
field let us apply the null vector (2.41) in the free
field expression:
N | (Θ+)+〉 = (J+L−1 − J+−2) | (Θ+)+〉 = (β∂ − ∂β) (Θ+)+
= − (β∂ − ∂β) ξ (3.36)
= −β∂ξ + ∂βξ = (Ψ+)++
This is exactly what we found previously in section 2.3 from the action of this null
vector in the correlation functions of Θ+(x, z). The other field (Ψ−)++, given in (3.25),
should be obtained in a similar way:
(β∂ − ∂β) (Θ−)+ = (Ψ−)++ = βββη (3.37)
A formal solution to this is:
(
Θ−
)+
= β∂−1 (βη) = J+−1 | ∂−1Q
〉
(3.38)
In the standard free field representation the integral over the field Q = βη occurs as a
screening charge. The formal operator ∂−1, which is similar to integration, produces
extra zero modes which one must treat with care. The appearance of such an operator
is in agreement with the recent general description of LCFT given in [102].
We do not attempt here to give a full description of this operator but we can verify
formally that it is indeed a affine Kac-Moody primary field in a j = 1 representation.
Firstly note:
J+(z)Q(w) ∼ 0
J3(z)Q(w) ∼ 0 (3.39)
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J−(z)Q(w) ∼ ∂w
(
2η(w)
z − w
)
Now acting with ∂−1w on these we deduce:
Jan | ∂−1Q
〉
= 0 n ≥ 1
J+0 | ∂−1Q
〉
= 0 (3.40)
J30 | ∂−1Q
〉
= 0
J−0 | ∂−1Q
〉
= 2 | η〉
Given the form of (Θ−)+ in (3.38) it is a simple task to verify Jan | (Θ−)+
〉
= 0 for
n ≥ 1. Also:
(
J−0
)3 | (Θ−)+〉 = (J−0 )3 J+−1 | ∂−1Q〉
=
{[(
J−0
)3
, J+−1
]
+ J+−1
(
J−0
)3} | ∂−1Q〉 (3.41)
=
{
−6J3−1
(
J−0
)2 − 6J−−1J−0 + J+−1 (J−0 )3} | ∂−1Q〉
= 2
{
−6J3−1J−0 − 6J−−1 + J+−1
(
J−0
)2} | η〉
Now using the fact that J−0 | η〉 = 2 | ηγ〉 and
(
J−0
)2 | η〉 = 6 | ηγ2〉 one can easily verify
that the above expression vanishes in the free field representation. The field η belongs
to an infinite dimensional j = −1 representation and the above expression is precisely
a null vector for this field. Therefore the discrete affine Kac-Moody primary operators
(Θ±)a can also be written, somewhat formally, in the free field representation. It
remains an interesting problem to correctly introduce the zero modes and compute
the OPEs. This should lead one to free field expressions for the indecomposable fields
(2.33) produced in the fusion of (Θ±)a.
Chapter 4
Hamiltonian reduction
So far we have discussed an example of ŜU(2) beyond the integrable representations
and observed the appearance of indecomposable representations and extended chiral
structure. We shall now show that in another large class of models, namely the cp,q
models beyond the ‘minimal sector’, very similar structures exist. Rather than dis-
cussing this separately we shall make use of a powerful relation between ŜU(2) and
cp,q models known as hamiltonian reduction. In particular the hamiltonian reduction
of the SU(2)0 theory gives a c = −2 model. The discrete representations of SU(2) are
related to the h1,s fields in the cp,q case. We shall first discuss the free field approach
to the reduction and then an approach for studying the correlation functions.
4.1 Free field approach
Quantum Hamiltonian reduction of ŜU(2) theories is achieved by imposing the con-
straint J+ ∼ 1. Such a reduction not only removes the original group structure from
the theory but also affects all the correlation functions of the theory. It has been well
studied in the literature and it is known that such a reduction leads to a theory with
central charge given by ck+2,1 [122, 123, 124, 125, 126].
We shall firstly discuss the reduction in the free field approach. We start with the
Sugawara stress tensor for SU(2)k:
TSugawara = −β∂γ − 1
2
∂φ∂φ − i
√
2
1
2
√
k + 2
∂2φ (4.1)
with central charge c = 2 + 1 − 24
(
1
2
√
k+2
)2
= 3k
k+2
. If we wish to impose J+ = 1 in
the quantum theory then, in order for this to be a sensible constraint, we must first
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modify the stress tensor so that J+ becomes a dimension zero field. We define:
Tmodified = TSugawara + ∂J
3 (4.2)
then we have:
Tmodified(z)J
+(w) ∼ ∂J
+(w)
z − w (4.3)
This modified stress tensor also satisfies the Virasoro algebra but with a different
central charge:
cmodified = cSugawara − 6k = 3k
k + 2
− 6k (4.4)
To impose the constraint J+ = 1 in the quantum theory we first introduce a fermionic
(b, c) ghost system with c = −2 and conformal weights (1, 0). We can then form the
operator:
Q =
∮
b(z)(J+(z)− 1)dz (4.5)
This can be shown to satisfy Q2 = 0 and so we identify the physical states of the
reduced theory with the cohomology:
Q | phys〉 = 0 | phys〉 6= Q | χ〉 for any state χ (4.6)
The full stress tensor is the modified one (4.2) with the kinetic term for the (b, c)
system:
T = Timproved − b∂c
= γ∂β − b∂c− 1
2
∂φ∂φ − i
√
2
[
1
2
√
k + 2
−
√
k + 2
2
]
∂2φ
= [Q, ∂cγ]− 1
2
∂φ∂φ − i
√
2
[
1
2
√
k + 2
−
√
k + 2
2
]
∂2φ (4.7)
= −1
2
∂φ∂φ − i
√
2
[
1
2
√
k + 2
−
√
k + 2
2
]
∂2φ
where in going from the second to the third line we make use of the fact that:
[Q, ∂cγ] = γ∂β − b∂c and so such terms vanish in matrix elements between physical
states.
The central charge of the reduced theory is precisely that of the cp,q model with
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k + 2 = p
q
(we will always take gcd(p, q) = 1):
cp,q = 1− 6(p− q)
2
pq
= 13− 6
(
k + 2 +
1
k + 2
)
(4.8)
hr,s =
(pr − qs)2 − (p− q)2
4pq
(4.9)
If we perform hamiltonian reduction of the discrete representations of SU(2) with
2j ∈ Z we get the conformal weights of the h1,2j+1 fields in the cp,q model:
h1,2j+1 =
j(j + 1)
k + 2
− j (4.10)
Clearly cp,q is unchanged under exchange of p and q but our convention of k + 2 =
p
q
fixes the reduced field to be h1,2j+1 rather than h2j+1,1. For the case of SU(2)0 we find
it reduces to a model with c2,1 = −2 model. We note that this c = −2 theory is that
of the reduced stress tensor (4.7) and is not related to the other c = −2 (b, c) system
that was introduced.
4.1.1 SU(2)0 example
In the previous chapter we saw how to use the symplectic fermions to realise the extra
structure in the SU(2)0 theory. We shall now show that at the free field level the
j = 1, 2, 3 multiplets given in Section 3.4 reduce to the well known extra chiral fields
in the c = −2 model.
A crucial point to first notice is that in the SU(2)0 theory, before performing the
reduction, the stress tensor is (3.23):
TSugawara = −β∂γ − ξ∂η
and ξ, η have conformal weights h = 1, 0 respectively.
However after hamiltonian reduction the stress tensor becomes (4.7):
T = −ξ∂η + ∂ (ξη) = −η∂ξ (4.11)
and now ξ, η have weights h = 0, 1 respectively. This fact is essential to obtain the
correct weights for the fields.
When we impose the physical state conditions (4.6) on the previous multiplets of
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operators found in SU(2)0 we find that only the highest component of the multiplet
is a physical operator in the reduced theory. When we set J+ = β = 1 in these we get
the physical states:
• j = 1
J+ = 1 (4.12)
• j = 2
Ψ+ = −∂ξ (4.13)
Ψ− = η
• j = 3
W+ = −∂2ξ∂ξ
W 3 =
1
2
η∂2ξ − 1
2
∂η∂ξ (4.14)
W− = ∂ηη
These are precisely the doublet and triplet fields that are well known to exist in the
c = −2 theory [92]. The extra indicial structure of the fields is not affected by the
hamiltonian reduction and we see that there is an exact match between the extended
multiplet structures of the two theories. One can also perform the reduction on the
j = 1 fields Θ±(x, z) that we found earlier in the free field representation (3.35, 3.38).
These reduce to the following operators:
Θ+ = −ξ (4.15)
Θ− = ∂−1η
which are precisely the formal expressions for the symplectic fermions [92]. When the
zero modes are correctly introduced [127] then all OPEs can be calculated.
4.2 Correlation functions
One might also wonder if the reduction can also be performed at the level of correlation
functions and indeed this is possible. There is a very elegant procedure first analysed
in a series of papers [128,129,130]. Here we shall briefly outline the procedure and do
not in any way attempt to justify its origin.
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The rather surprising equivalence suggested is that if one takes the limit as x→ z
in the SU(2)k correlators one obtains those of the reduced ck+2,1 model. This is indeed
very strange as z is a physical coordinate in the plane and x is an artificial isotopic
coordinate to describe the SU(2) structure. A quick check of the two and three point
functions of primary fields of SU(2)k (1.81,1.82) does indeed yield the correct form for
the two and three point functions in the reduced theory with the correct conformal
weights (4.10). However a much more non-trivial statement is that such a procedure
gives the correct four-point functions. If, rather than expanding F (x, z) as a power
series in x as in (1.89), one expands in the alternative basis:
F (x, z) =
2j∑
n=0
(x− z)nF˜n(z) (4.16)
then it was shown [128, 129, 130] that the lowest component F˜0(z), which is the only
term surviving in the limit x → z, obeys the correct differential equation for the
primary field h1,2j+1 in the ck+2,1 model. We have explicitly checked by hand that this
works in a few of the lowest order cases.
As we shall only be computing conformal blocks we shall disregard overall numerical
factors which only become important when considering the consistency of the entire
theory. However there are sometimes subtleties in this reduction process [131] when
correlators vanish as x approaches z. This can be also be seen as an obstacle in
reducing the Knizhnik-Zamolodchikov equation to an expression in terms of the lowest
component F˜0(z). We did not find any problems in the examples studied in this thesis.
Here will shall explicitly calculate some of the correlation functions to demonstrate
how this works in these cases. The conformal weights of the c = −2 fields are given
by h = j(j+1)
2
− j, where j is the spin of the SU(2)0 operator. The lowest few are:
j 0 1
2
1 3
2
2 5
2
3
h 0 −1
8
0 3
8
1 15
8
3
We have already seen in the free field approach that the doublet j = 2 and triplet
j = 3 fields reduce to the fermions Ψ± and W -algebra fields W a in the triplet model.
We also see that the vacuum logarithmic pair at h = 0 in the c = −2 theory is a direct
reduction of the indecomposable representation with j = 0, 1 in the SU(2)0 theory.
In the c = −2 theory the Kac table is empty and we are forced to extend the
representations in order to get a non-trivial theory. In an exactly analogous way we
have extended the SU(2)0 beyond the highest weight vector j = 0 to get a non-trivial
theory.
The hr,1 = 0, 1, 3, · · · fields from c2,1 = −2 theory can also be obtained by reduction
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of another SU(2)k theory; with k = −32 . In [92] it was found that these integer
dimension fields in c = −2 did not have nice properties under modular transformations.
In a similar way one suspects that the same is true of the 2j ∈ Z fields in SU(2)−3/2
and therefore presumably there must be other sectors of the theory.
4.2.1 Logarithmic correlators
We have explicitly verified that this simple reduction procedure exactly reproduces all
the chiral and non-chiral correlators of [96]. Several of these were given in [27] and
here we shall give a few examples.
If we consider the four point correlator of j = 1
2
operators with conformal blocks
(2.6):
F
(1)
1
2
1
2
1
2
1
2
(x, z) = z
1
4 (1− z) 14
{(
− E
z(1 − z) +
K
z
)
x+
E
1− z
}
(4.17)
F
(2)
1
2
1
2
1
2
1
2
(x, z) = z
1
4 (1− z) 14
{(
E˜
z(1 − z) −
K˜
1− z
)
x+
K˜
1− z −
E˜
1− z
}
When we set x = z in these we get the solutions:
F
(1)
1
2
1
2
1
2
1
2
(x, z) → z 14 (1− z) 14K (4.18)
F
(2)
1
2
1
2
1
2
1
2
(x, z) → z 14 (1− z) 14 K˜
These are precisely the two conformal blocks of the 〈µµµµ〉 correlator (1.93) where µ
is the h = −1
8
operator in c = −2. Moreover in SU(2)0 the non-chiral correlator has
the structure:
G(x, z, x¯, z¯) = F
(1)
1
2
1
2
1
2
1
2
(x, z)F
(2)
1
2
1
2
1
2
1
2
(x, z) + F
(2)
1
2
1
2
1
2
1
2
(x, z)F
(1)
1
2
1
2
1
2
1
2
(x, z) (4.19)
and this reduces to the correct non-chiral correlator in c = −2 (1.99).
We now consider the hamiltonian reduction of the operators Θ±(x, z). We have
already calculated the conformal blocks (2.18). Taking the limit as x→ z we find:
F
(1)
1111(x, z) → 1
F
(2)
1111(x, z) → ln(z) (4.20)
F
(3)
1111(x, z) → ln(1− z)
which are precisely the conformal blocks of the h1,3 = 0 fields in c = −2 (2.50) .The
Θ±(x, z) operator in SU(2)0 reduces to the Θ±(z) operator in c = −2 in complete
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agreement with the free field approach. In [97] the 2N -point function of these fields was
calculated in c = −2. It would be interesting to calculate similar correlators in SU(2)0
as they should give us a lot more information on the indecomposable representations
K,C and D occurring in the OPE of the Θ±(x, z) operators (2.33). There is however
a slight difference in that the two point function of Θα(x, z) vanishes in SU(2)0 (2.34)
however in c = −2 the operator Θα(z) has non-vanishing (actually constant) two
point function. This is again related to the issues regarding overall normalisation of
the correlators which we shall not discuss here.
The h1,4 =
3
8
operator ν± in the c = −2 triplet model has a doublet nature and
therefore we expect that the j = 3
2
operator in SU(2)0 should also be a doublet. Rather
than discuss this in detail it is sufficient to note than in c = −2 we have:
Ψ±(z)µ(w, w¯) ∼ (z − w)−3/4ν±(w, w¯) (4.21)
where µ is the h = −1
8
twist field. All the multiplet structure comes from the integer
dimension fields and therefore it is sufficient to consider these.
4.2.2 Rational correlators
We shall now discuss the hamiltonian reduction of the rational solutions of the integer
spin operators. Now performing such a reduction on the F1111 correlator (3.7) we find
(up to a numerical factor):
F1111(x, z)→ 1 (4.22)
Such a simple correlator is due to the fact that the j = 1 field reduces to an h = 0 field.
This is just the identity field Ω and, as such, does not generate a chiral algebra in the
reduced theory. In fact in the c = −2 theory the identity is a zero-norm field [18]:
〈Ω(z1)Ω(z2)〉 = 0 (4.23)
and so in order to reproduce the conformal block one must actually insert the loga-
rithmic partner of the identity ω:
〈Ω(z1)ω(z2, z¯2)〉 = 1 (4.24)
We then have:
〈Ω(z1)Ω(z2)Ω(z3)ω(z4, z¯4)〉 = 1 (4.25)
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We see that the discussion of insertion of logarithmic partners to obtain the conformal
blocks in SU(2)0 parallels that of c = −2. However there is an important difference:
in c = −2 this indecomposable representation is at the h = 0 level only whereas
for SU(2)0 it is believed that the indecomposable representations occurs between the
j = 0 and j = 1 states [19]. From (4.10) we see that both j = 0, 1 fields reduce to
h = 0 fields.
For the F2222 correlators (3.10) we get:
F
(1)
2222(x, z) → 1−
1
z2
(4.26)
F
(2)
2222(x, z) → 1−
1
(1− z)2
These reproduce precisely the conformal blocks of the h2,1 = 1 operators (3.1) in the
c = −2 theory as claimed. We have deliberately named these fields in SU(2)0 with
the same letters but in case of confusion we shall write explicitly the SU(2)0 fields
as functions of x and z to indicate the additional affine Kac-Moody structure. The
doublet nature is unaffected by the reduction. Thus the Hamiltonian reduction of
the multiplets Ψ±(x, z) (3.25) gives precisely the fields Ψ±(z) which are the chiral
fermionic doublet in c = −2 (3.4).
When dealing with chiral algebras of any kind one has to make sure that the
structure of the fields as defined by the OPEs is actually associative. In terms of the
mode expansions this is expressed by the Jacobi identity whereas for the fields it is
the crossing symmetry of the four point functions. In general the Jacobi identity may
be satisfied only up to certain null fields and for consistency these must vanish in all
correlation functions.
Extending the Virasoro algebra by the symplectic fermion fields Ψ±(z) leads to
an algebra that is is automatically associative; in other words the Jacobi identity
is immediately satisfied. However for the j = 2 algebra in SU(2)0 we found that the
associativity constraint was only satisfied if certain null vectors decouple. For example:
N = 4J3 (Ψ+)++ + J+ (Ψ+)+ − 2∂ (Ψ+)++ (4.27)
This null vector actually follows from the Knizhnik-Zamolodchikov null vector:
N = −2
[
L−1 − 1
2
(
Ja−1J
a
0
)] (
Ψ+
)++
(4.28)
It is not clear if all such null vectors are a direct consequence of the Knizhnik-
Zamolodchikov null vector and it would be interesting to study this in more detail.
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Reduction of the F3333 correlators (A.1) gives:
F
(1)
3333(x, z) →
1
(z − 1)6 z
4
(
6− 6z + z2)
F
(2)
3333(x, z) →
1
z6(z − 1)6
(
2− 12z + 12z2 + 50z3 − 225z4 + 468z5 − 588z6 + 468z7 − 225z8
+50z9 + 12z10 − 12z11 + 2z12) (4.29)
F
(3)
3333(x, z) →
1
z6
(
1− 9z2 + 16z3 − 9z4 + z6)
These again, as expected, reproduce the conformal blocks for h3,1 = 3 operators in
c = −2. By analysing the pole structure and symmetries we find that these are related
(up to normalisation) in the following way to the standard fields [92]:
F
(1)
3333 →
〈
W+(0)W+(z)W−(1)W−(∞)〉
F
(2)
3333 →
〈
W 3(0)W 3(z)W 3(1)W 3(∞)〉 (4.30)
F
(3)
3333 →
〈
W+(0)W−(z)W−(1)W+(∞)〉
The first of these is the unique solution that has no singular terms as z → 0. The
third is similar but with no singular terms as z → 1. The second is the unique solution
invariant under all crossing symmetries. Again we are being slightly sloppy because, as
we have discussed before, we must insert a logarithmic zero mode into these correlators
to reproduce the conformal blocks.
Analysing these is sufficient to fully reconstruct the triplet algebra (1.105) gener-
ated by the W a fields [92]. The diagonal generator W 3 generates an automatically
associative W-algebra that is precisely the Zamolodichikov W (2, 3) algebra [115] at
c = −2 whose correlator we have already given (3.2). Therefore the triplet algebra
can come from a hamiltonian reduction of an SU(2) structure. This is in complete
contrast to the normal case of Hamiltonian reduction of ŜU(2) which leads to the
Virasoro algebra only. It is the reduction of the extra chiral fields which produces the
more complicated structure.
4.3 General SU(2)k structure
We shall now comment briefly on the structure that we expect in SU(2)k for k ∈ N .
We have in general an affine Lie algebra vacuum null vector (1.51) that transforms
in the j = k + 1 representation. Imposing this as a null vector on states gives the
normal rational affine Lie algebra theory with 0 ≤ j ≤ k
2
. Using the expression for
the conformal weights (4.10) we see that the reduction of this null vector gives an
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h = 0 state in the ck+2,1 theory. We thus see that extending the model by adding
a logarithmic partner which prevents the affine Lie algebra null vector decoupling
automatically leads to a logarithmic partner for the vacuum in the cp,1 models. For
SU(2)0 this null vector was precisely the affine current J
a and the rational set was
trivial. There is indeed a single rational solution for correlators of j = k+1 fields [30]
generalising our discussion for j = 1 in SU(2)0.
All the cp,1 models have a triplet algebra generated by the h3,1 = 2p−1 fields [132].
These come from the hamiltonian reduction of j = 2k + 3 fields in SU(2)k. We
therefore conjecture that there will also be a triplet algebra generated by these fields
and correspondingly, in general, three rational solutions to the KZ equation. We have
confirmed this by explicit calculation in many cases but rather than comment further
on this we shall discuss the more general appearance of rational correlation functions
that we found in the ŜU(2) and cp,q models.
4.4 Correlation functions in cp,q models
We shall make use of the quantum hamiltonian reduction of SU(2)k WZNWmodels, at
rational level k, which gives a very efficient procedure to directly calculate differential
equations for the h1,s fields in the cp,q models. By examining several examples we shall
show that there is a very simple, and elegant, structure for a certain subset of h1,s
operators.
We find that there is a single rational solution generated by the h1,2p−1 = (p− 1)(q − 1)
field corresponding to the vacuum null vector of the irreducible theory. It is well known
that decoupling such a null vector gives us a complete description of the ‘minimal’ cp,q
model [133]. However at this conformal weight we find, in addition, two other primary
fermionic non-chiral operators. This extended index structure permeates the model.
We found that there are triplets of chiral bosonic fields at h1,4p−1 = (2p−1)(2q−1).
These are a natural generalisation of an algebra, generated by the h1,3 = 2q − 1
fields, that appears in the c1,q models. It has been previously conjectured by M.
Flohr [103] that these extended cp,q models should be formally considered as c3p,3q and
we conjecture that the algebra of such h1,4p−1 fields may yield rational extended cp,q
models. We also observed extra doublet structure in the cp,q model generated by the
h1,3p−1 = (
3p
2
− 1)(3q
2
− 1) fields.
Much of what we shall say about cp,q models could presumably also be reinterpreted
in the ŜU(2) theory, as solutions for F0(z) lift up to solutions for the full F (x, z), but we
do not attempt this here. Recently a particular SU(2)k theory at rational level, namely
k = −4
3
, was studied [28]. It was found that indecomposable, and even continuous,
representations are created in the fusion of admissable representations and the theory
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was certainly not rational. On hamiltonian reduction the discrete representations of
SU(2) with 2j ∈ Z, which are different to the admissable representations, produce
h1,s fields in the c2,3 = 0 model. It would be interesting to see if the type of extended
algebras studied here could be used to construct rational models of ŜU(2) at fractional
level.
4.4.1 Vacuum null vector and its fermionic partners
In this section we shall discuss the vacuum null vector. We shall also find new fermionic
partner fields.
Vacuum null vector
It is known that by studying the vacuum null vector we can learn everything about
the ‘minimal’ sector of the cp,q models with weights hr,s given by (4.9) in the region
1 ≤ r ≤ q − 1, 1 ≤ s ≤ p− 1 and with the identifications hr,s = hq−r,p−s [133].
For example the Ising model at c3,4 =
1
2
has a vacuum null vector given by:
N = 9∂4T + 264((∂2T )T )− 186(∂T∂T ))− 128(T (TT )) (4.31)
One can verify by using the Virasoro algebra (1.34) and the normal ordering prescrip-
tion:
(AB)(w) =
1
2πi
∮
w
dz
z − wA(z)B(w) (4.32)
that this null vector is indeed a primary field of conformal weight 6:
T (z)N (w) ∼ 6N (w)
(z − w)2 +
∂N (w)
z − w (4.33)
In the irreducible theory this null vector should be set to zero in all correlation func-
tions. In particular the zero mode of this must vanish when applied to Virasoro
primary states |h〉. We know:
Ln |h〉 = 0 n ≥ 1
L0 |h〉 = h |h〉 (4.34)
Now using the equivalent version of the normal ordering in terms of modes:
(AB)m =
∑
n≤−hA
AnBm−n +
∑
n>−hA
Bm−nAn (4.35)
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one finds:
N0 |h〉 = −4h(2h− 1)(16h− 1) |h〉 = 0 (4.36)
From this one finds the solutions h = 0, 1
2
, 1
16
which are the conformal weights of
the operators present in the Ising model. In general imposing the zero modes of the
h = (p−1)(q−1) vacuum null vector gives us a polynomial of rank r = 1
2
(p−1)(q−1).
Solving this gives us precisely the r primary operators in the ‘minimal’ cp,q model [133].
Furthermore all fusion rules in this theory can, in principle, be found from such a null
vector. More details can be found in [108] and references therein.
In particular if we wish to go beyond the minimal cp,q model and consider fields
outside the region with 1 ≤ r ≤ q − 1, 1 ≤ s ≤ p − 1 we must not decouple this
vacuum null vector. In order to achieve this we would have to introduce a logarithmic
partner for this field. In the case of the well studied cp,1 models the vacuum null vector
is at h = 0 implying, as is well known, that all these extended models must have a
logarithmic partner for the vacuum itself.
Continuing with the example of the Ising model we can calculate the correlator
with four h1,2p−1 = 6 operators and we find:
F (z) =
1
z6(1− z)6
(
2090z6 − 6270z5 + 10869z4 − 11288z3
+10869z2 − 6270z + 2090) (4.37)
This conformal block is easily seen to lead to a well behaved correlator invariant under
all crossing symmetries. By analysing the leading singularity as z → 0 we deduce that
the two point function of these fields must vanish. To see that this must be true in
general consider the OPE of two vacuum null vector fields of the irreducible theory
having conformal weight h. This must have the form (up to normalisation):
N (z)N (w) ∼ N (w)
(z − w)h + · · · (4.38)
where · · · stands for other less singular terms. There cannot be other operators in the
more singular terms as these would also be vacuum null vectors, of lower conformal
weight, contradicting the fact that we are considering the vacuum null vector of the
irreducible theory.
This is of course confirmed by explicitly calculating the OPE of (4.31) with itself.
However the vanishing of the two point function of N immediately implies that the
four point function must also vanish. In order to make the four point function non-
zero and realise the conformal block (4.37) we must have an insertion of a logarithmic
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partner field. We found in all cases (we checked cp,q with p, q ≤ 6) that there is indeed
a single rational solution generated by the h1,2p−1 = (p− 1)(q − 1) field as we expect.
However, as we shall see in the next section, there were always two extra non-chiral
states as well.
Non-chiral fermionic partners
In general we found that the differential equation with four h1,2p−1 = (p − 1)(q − 1)
operators always admitted solutions of the form:
F (1)(z) = R1(z)
F (2)(z) = R1(z) ln z +R2(z) (4.39)
F (3)(z) = F (2)(1− z)
where R1(z) and R2(z) are rational functions. The first solution F
(1)(z) is the con-
formal block of the four point function of the vacuum null vector, with the subtleties
about insertions of a logarithmic partner, that we have just discussed. We have al-
ready commented that as this is a bosonic field we expect it to be invariant under all
crossing symmetries:
R1(z) = R1(1− z) z−2hR1
(
1
z
)
= R1(z) (4.40)
The set (4.39) is clearly closed under monodromy transformations however in order to
be closed under crossing symmetries we must have:
z−2hR2
(
1
z
)
= −R2(z) + αR1(z) (4.41)
The constant α is arbitrary but we shall always redefine F (2)(z) by addition of F (1)(z)
to set α to zero.
The other solutions, as we shall presently see, correspond to extra non-chiral
fermionic operators. To see this it is interesting to consider the explicit example
of the c2,3 = 0 model. This is of great importance in the field of percolation and
polymers [35,134,135]. The vacuum null vector in this case is the stress tensor T itself
and imposing the vanishing of this in correlators gives us just the ‘minimal’ topological
sector. Considering fields beyond this sector we must create a logarithmic partner for
the stress tensor [37].
We consider the four point function with four h1,3 = 2 fields in this model. The
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differential equation for F (z) is:
z3(z − 1)3d
3F
dz3
+ 6z2(2z − 1)(z − 1)2d
2F
dz2
+6z(z − 1)(4z2 − 4z − 1)dF
dz
− 24(2z − 1)F (z) = 0 (4.42)
and one can easily solve this to obtain the conformal blocks:
F (1)(z) =
z2 − z + 1
z2(z − 1)2
F (2)(z) = F (1)(z) ln(z)− (5z
5 − 5z4 + 12z3 + 12z2 − 5z + 5)
24(z − 1)z4 (4.43)
F (3)(z) = F (2)(1− z)
These are indeed of the form (4.39) as claimed. Before continuing to discuss these
solutions we should comment on what occurs if one instead studies the correlators of
the h5,1 = 2 field. Then of course the equation to be solved is of fifth order but one
finds as a subset of solutions the same rational block F (1)(z). However the solution
for R2(z) in (4.39) is now slightly different:
R2(z) =
(5z5 − 5z4 − 16z3 − 16z2 − 5z + 5)
32(z − 1)z4 (4.44)
There are also two other solutions having no simple form. This seems to be a universal
feature and the rational functions, in this case just F (1)(z), always appear as a subset
of solutions to both equations.
The rational solution F (1)(z) forms a well behaved chiral correlator on its own and
corresponds to the vacuum null vector T . It is easy to see that this is the only primary
(2, 0) operator in the theory as the other solutions in (4.43) on their own do not lead to
single-valued correlators. It is also possible to have local (2, 2) operators in the theory.
To see what these are we combine these conformal blocks with their anti-holomorphic
components into the full correlator:
G(z, z¯) =
3∑
a,b=1
Ua,bF
(a)(z)F (b)(z) (4.45)
To make this single-valued everywhere we find:
G(z, z¯) = U1,1F
(1)(z)F (1)(z) + U1,2
[
F (1)(z)F (2)(z) + F (2)(z)F (1)(z)
]
+U1,3
[
F (1)(z)F (3)(z) + F (3)(z)F (1)(z)
]
(4.46)
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As well as the solution corresponding to the stress tensor F (1) we also have two other
solutions which, as we have logarithms present, do not have a diagonal form.
Now consider the effect of crossing symmetries on these solutions. Under 1 ↔ 3
we have z → 1− z and:
F (1) → F (1) F (2) → F (3) F (3) → F (2) (4.47)
Under 1↔ 4 we have z → 1
z
:
F (1) → z4F (1) F (2) → −z4F (2) F (3) → z4 (−iπF (1) − F (2) + F (3)) (4.48)
We immediately see that the other two solutions are not invariant under all crossing
symmetries. This is exactly the same situation as we have already encountered in the
SU(2)0 case. We can therefore use the same set of arguments as in Section 2.2 and
deduce the existence of non-chiral fermionic operators Θ±(z, z¯) in the c2,3 = 0 model.
To get the correct crossing symmetries we must have:
〈Θ+(0, 0)Θ−(z, z¯)Θ−(1, 1)Θ+(∞,∞)〉 = F (1)(z)F (2)(z) + F (2)(z)F (1)(z)
〈Θ+(0, 0)Θ+(z, z¯)Θ−(1, 1)Θ−(∞,∞)〉 = F (1)(z)F (3)(z) + F (3)(z)F (1)(z)
By expanding these we see:
〈
Θα(z1, z¯1)Θ
β(z2, z¯2)
〉
= 0 α, β = ± (4.49)
It appears to be a general fact that all the irreducible fields in c = 0 models beyond the
minimal sector have vanishing two point functions. It is the non-vanishing of the four
point functions that gives us a non-trivial theory. It should be remembered however
that we made an assumption regarding the normalisability of the vacuum state. This
is clearly different from the situation in c = −2 in which the two point function of the
twist field µ is non-zero and the vacuum has zero-norm. Clearly there remain some
major questions regarding this model and c = 0 theories in general.
It has been conjectured that fermionic partners to the stress tensor in c = 0 generate
a super-algebra with U(1|1) symmetry [37]. As we have seen these fields are non-chiral
and so cannot be generators of an affine algebra.
4.4.2 Triplet solutions
In general once one considers fusion of fields from outside the minimal region of the cp,q
models we start to generate an infinite number of Virasoro primary states. However
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in the cp,1 models this infinite number of fields become rearranged into a finite number
of states with respect to a larger algebra generated by a triplet of h3,1 = 2p− 1 fields.
Although these were originally found by different methods [132] we have already seen
earlier how they arise from the rational solutions for the conformal blocks. For example
in the c1,2 = −2 model the h1,3 or the h7,1 fields, both of which have h = 3, have
exactly three rational four point functions (4.29). However the arguments leading
us to this triplet structure rely only on the existence of the three rational solutions
with the stated pole structure and behaviour under crossing symmetry and one might
suspect that such triplets of rational solutions can be found in more general cp,q models.
We indeed found that this was true and it is useful to note that in cp,1 we have
h3,1 = h1,4p−1. We found that it is the h1,4p−1 = (2p − 1)(2q − 1) fields that become
the triplet fields in the general cp,q models.
Correlators in the c1,1 model
The c1,1 = 1 model is a rather peculiar case and so we shall discuss it separately in
this section. The h1,s fields have weights:
h1,2j+1 = h2j+1,1 = j(j + 1)− j = j2 (4.50)
In this case we find the first few fields have dimensions: 0, 1
4
, 1, · · ·. The j ∈ Z fields
have integer dimensions and all conformal blocks of these fields that we studied were
found to be rational functions. In particular we found that the h1,3 = 1 fields have
three rational solutions behaving exactly as before and so we deduce a triplet algebra
with correlators:
〈
W+(0)W+(z)W−(1)W−(∞)〉 = z2
(1− z)2〈
W 3(0)W 3(z)W 3(1)W 3(∞)〉 = (1− z + z2)2
z2(1− z)2 (4.51)〈
W+(0)W−(z)W−(1)W+(∞)〉 = (1− z)2
z2
The c1,1 model comes from a hamiltonian reduction of the SU(2)−1 theory. These h1,3
correlators come from reduction of a set of three rational solutions for the j = 1 fields.
This theory is sufficiently simple that we can again write a free field representation for
the triplet fields. We use as before the Wakimoto representation (1.61), this time at
level k = −1:
J+ = β
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J3 =
i√
2
∂φ + γβ (4.52)
J− = −i
√
2∂φγ + ∂γ − βγ2
These obey the SU(2)−1 algebra with Sugawara stress tensor:
T = −β∂γ − 1
2
∂φ∂φ − i√
2
∂2φ (4.53)
with central charge c = 3k
k+2
= −3. The (β, γ) bosonic ghost system has weights (1, 0)
and c = 2 as usual. For the φ system with c = −5 we do not have a representation
in terms of symplectic fermions as we did for c = −2. In this respect this illustrates
the more generic situation. There are however mutually local integer dimension fields
namely the vertex operators: ei
√
2φ, e−i
√
2φ with weights 2, 0 respectively. In a similar
way to SU(2)0 we found the following expressions for the j = 1 multiplets:(
W+
)+
= ei
√
2φ(
W+
)3
= −2γei
√
2φ(
W+
)−
= 2γ2ei
√
2φ
(
W 3
)+
= β∂φ+
i√
2
∂β(
W 3
)3
= −2βγ∂φ− i
√
2∂φ∂φ − i
√
2∂βγ + ∂2φ (4.54)(
W 3
)−
= 2βγγ∂φ+ 2i
√
2γ∂φ∂φ − 2γ∂2φ+ i
√
2∂βγ2
(
W−
)+
= ββe−i
√
2φ(
W−
)3
= −2ββγe−i
√
2φ − 2i
√
2β∂φe−i
√
2φ − 2∂βe−i
√
2φ(
W−
)−
= 2β2γ2e−i
√
2φ + 4i
√
2βγ∂φe−i
√
2φ − 4∂φ∂φe−i
√
2φ
+4∂βγe−i
√
2φ + 2i
√
2∂2φe−i
√
2φ
Using the general expressions in Section 4.1 we find the stress tensor in the reduced
theory:
T = −1
2
∂φ∂φ − i√
2
∂2φ+ ∂
(
i√
2
∂φ
)
= −1
2
∂φ∂φ (4.55)
This is exactly the expected result for the c1,1 = 1 theory. The fields e
±i√2φ now both
have dimension 1 in this theory.
In the same way as for SU(2)0 in the reduced theory only the top component of
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the multiplets, given in (4.54), is physical. Therefore we find the reduced currents are:
W+ = ei
√
2φ
W 3 = ∂φ (4.56)
W− = e−i
√
2φ
These are better known as the currents corresponding to an SU(2)1 algebra! The
correlators (4.51) are exactly those corresponding to four point functions of these
fields in the extended c1,1 = 1 model.
We began with the SU(2)−1 theory with three Kac-Moody currents and the triplet
of j = 1 fields. Note in this case there is potential confusion as the extended fields are
triplets of the SU(2)−1 algebra (they have j = 1) and also have an extended triplet
index. After hamiltonian reduction the SU(2)−1 structure is lost but the extended
one remains. What is remarkable, in this example, is that the extended structure
after reduction is in fact itself an SU(2) affine Kac-Moody algebra, this time at level
k = 1. As the SU(2)1 model is one of the very simplest rational CFTs one may hope
by considering the extended triplet algebra in SU(2)−1 that this model should be a
relatively simple example of a rational non-unitary CFT. It is not clear if this theory
involves indecomposable representations or not. The four point correlators for the
irreducible representations were all rational functions but further fusions may yield
other representations.
Correlators in the cp,q models
We found for every cp,q model (we tested p ≤ 5, q ≤ 5) that there was always exactly
three rational solutions for the h1,4p−1 = (2p − 1)(2q − 1) fields. Rather more non-
trivially if one exchanges p and q the differential equations are of a different order
but the same set of three rational solutions solves both of them. In all the cases we
studied these three rational solutions always had the same behaviour under crossing
symmetry giving us the same triplet structure.
As we have already discussed the c2,1 = c1,2 = −2 case we shall begin with the first
new example: the c2,3 = 0 theory. In the c2,3 = 0 model the solutions for the h1,7 = 15
fields are given by:
F (1)(z) =
z10
(1− z)28
(
357106464− 2856851712z + 10509841628z2 − 23573986436z3
+36044249670z4 − 39790427248z5 + 32773983814z6 − 20529517008z7
+9880147186z8 − 3667147120z9 + 1048374600z10 − 229634210z11
+38248769z12 − 4810728z13 + 452625z14 − 30294z15 + 1122z16)
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F (2)(z) =
1
z28(1− z)28
(
2244− 60588z + 905250z2 − 9621456z3 + 76497538z4
−459268420z5 + 2096749200z6 − 7334294240z7 + 19760294372z8
−41059034016z9 + 65547967628z10 − 79580854496z11 + 72088499340z12
−36330724836z13 − 200733901482z14 + 2212292459088z15 − 14422439940116z16
+68562493363130z17 − 254028569259777z18 + 763908934818536z19 (4.57)
−1917517271406737z20 + 4101816418782654z21 − 7599053781520630z22
+12352604911298080z23− 17809256023135980z24 + 22972890487011504z25
−26689578674273868z26 + 28044134317298400z27 − 26689578674273868z28
+22972890487011504z29− 17809256023135980z30 + 12352604911298080z31
−7599053781520630z32 + 4101816418782654z33 − 1917517271406737z34
+763908934818536z35 − 254028569259777z36 + 68562493363130z37
−14422439940116z38 + 2212292459088z39 − 200733901482z40
−36330724836z41 + 72088499340z42 − 79580854496z43 + 65547967628z44
−41059034016z45 + 19760294372z46 − 7334294240z47 + 2096749200z48
−459268420z49 + 76497538z50 − 9621456z51 + 905250z52 − 60588z53 + 2244z54)
F (3)(z) =
(1− z)10
z28
(
1122 + 12342z + 132855z2 + 1026528z3 + 5156450z4
+17580680z5 + 42038555z6 + 70854550z7 + 83500300z8 + 70854550z9
+42038555z10 + 17580680z11 + 5156450z12 + 1026528z13
+132855z14 + 12342z15 + 1122z16
)
where we have again used the same conventions as before in the labelling of the F (i).
Although the detailed form of the solutions is extremely complicated their structure is
very simple. In an exactly analogous way to the arguments used for the extra indicial
nature of the triplet fields in c = −2 we deduce that the triplet of dimension h1,7 = 15
fields in c2,3 = 0 behave as:〈
W+(0)W+(z)W−(1)W−(∞)〉 = F (1)(z)〈
W 3(0)W 3(z)W 3(1)W 3(∞)〉 = F (2)(z) (4.58)〈
W+(0)W−(z)W−(1)W+(∞)〉 = F (3)(z)
It is extremely difficult to read off the operator content from the rational correlation
functions. However from some simple observations one may deduce that the algebra of
the W a fields is closed. For example in c2,3 = 0 the h1,7 = 15 fields have the following
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BPZ [1] fusion rule:
h1,7 ⊗ h1,7 = h1,1 + h1,3 + h1,5 + · · ·+ h1,13 (4.59)
As we know from their rational correlation functions the h1,7 = 15 fields are chi-
ral. Therefore we should only have contributions from the singular terms which
requires operators with h < 30. Using the above fusion rules this leaves only
h1,1 = 0,h1,3 = 2,h1,5 = 7,h1,7 = 15,h1,9 = 26. We have seen from its correlator that
the h1,3 = 2 field is just the stress tensor T which is just a Virasoro descendent of
the h1,1 = 0 identity field. We shall also see in the next section that the h1,5 = 7
field is fermionic due to the behaviour of its 2 rational conformal blocks under crossing
symmetry. In a similar way the h1,9 = 26 operator has 4 rational blocks and is also of
fermionic form. Clearly the fusion of two bosonic operators cannot produce fermionic
operators and therefore we have the OPE:
h1,7 ⊗ h1,7 = h1,1 + h1,7 (4.60)
and we conclude that the W -algebra of the h1,7 = 15 fields in c2,3 = 0 is in fact closed.
4.4.3 Doublet fields
In addition to the triplet algebra we also found that if p and q were not both odd
then there was also a doublet of rational solutions in the cp,q model generated by the
h1,3p−1 = (
3p
2
− 1)(3q
2
− 1) fields. In the cases where these fields have integer dimension
they behave fermionically and for half integer they are bosonic. If p and q are both
odd then one still finds a simple doublet of solutions but they now have square root
branch cuts and the fields are parafermions [136].
The simplest example is the h2,1 = 1 and h1,5 = 1 fields in the c2,1 = −2 model.
As we have already commented on these in great detail we shall discuss the next case
in the cp,1 series namely c3,1 = −7 with h2,1 = 74 . We then have conformal blocks:
F (1)(z) =
1√
z(1 − z)
(z − 1)2
z3
(
2z2 + 3z + 2
)
(4.61)
F (2)(z) = F (1)(1− z)
We see that both solutions have branch cuts in the complex plane. They are therefore
not generated by a chiral algebra but instead by a parafermionic one [136]. They still
have the same form as before and so the same arguments can be made to deduce that
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this field has in fact a doublet nature:
〈
Ψ+(0)Ψ−(z)Ψ−(1)Ψ+(∞)〉 = F (1)(z) (4.62)〈
Ψ+(0)Ψ+(z)Ψ−(1)Ψ−(∞)〉 = F (2)(z)
In c2,3 = 0 we also find similar solutions for h1,5 = 7 operators:
F (1)(z) =
(1− z)
z12
(−22z9 − 44z8 − 323z7 − 859z6 − 1302z5 − 1302z4 − 859z3
−323z2 − 44z − 22) (4.63)
F (2)(z) = F (1)(1− z)
We have checked many other cp,q models and always found similar doublet nature for
the h1,3p−1 = (
3p
2
− 1)(3q
2
− 1) fields.
Role of doublet sub-structure
We know from standard Virasoro fusion rules [1] that:
h2,1 ⊗ h2,1 = [h1,1] + [h3,1] (4.64)
Now, as we have already explained, to create a rational cp,1 triplet model we extend
the chiral algebra by the h3,1 = 2p− 1 fields. Therefore with respect to the full chiral
algebra all the terms on the RHS of (4.64) are descendents of the unit operator h1,1.
In the c = −2 case the h2,1 = 1 field is normally denoted ν1 and one can see in the
fusion rules (1.109) we do indeed have a closed sub-algebra:
ν1 ⊗ ν1 = ν0 (4.65)
where ν0 is the identity representation. We can now consider splitting the total space
into equivalence classes under the action of ν1 in the following way: if there exists a
non-negative integer n (actually n = 0, 1 is enough) such that:
νn1 ⊗X = Y (4.66)
where νn1 denotes the n
th fusion product ν1 ⊗ · · · ⊗ ν1 then we put X and Y into the
same equivalence class i.e. X ∼= Y . In the c = −2 case using the fusion rules (1.109)
we find:
R0 ∼= R1
4.4 Correlation functions in cp,q models 73
ν0 ∼= ν1 (4.67)
ν−1/8 ∼= ν3/8
We can also easily obtain the fusion rules for the equivalence classes:
ν0 ⊗X = X for all X
ν−1/8 ⊗ ν−1/8 = R0 (4.68)
ν−1/8 ⊗R0 = 4ν−1/8
R0 ⊗R0 = 4R0
We stress that these are fusion rules for the chiral theory and not the local one. They
are considerably simpler than those of the full triplet model and are essentially the
fusion rules of the symplectic fermion model [97] as the representation R0 is generated
from the state ω (See Figure 1.1). The use of additional chiral algebras to simplify
fusion rules is well known in normal CFT [137]. In general it seems that use of the
simple fusion rules of the h2,1 field allows one to effectively reduce the number of basic
fields present in the triplet model from those of the c3p,3 model to c2p,2. It would
be interesting to study this in more detail in other examples where we found similar
doublet algebras.
4.4.4 General structure
The structure of rational solutions and Bose/Fermi assignments to operators is very
suggestive. It seems that when the operators had integer conformal weights an
odd number of rational solutions corresponded to bosonic operators and and an
even number to fermionic ones. The cases we studied all fit into the sequence
h1,2np−1 = (np − 1)(nq − 1) having 2n − 1 rational solutions where n = 1, 2, 3, · · ·
for bosonic fields and n = 3
2
, 5
2
, · · · for fermionic fields.
If these are indeed the only chiral h1,s operators in the theory then we immediately
see in the singular terms of the OPE of two h1,4p−1 triplet fields we can only create
h1,2p−1 and h1,4p−1 fields. The next possible bosonic field is at h1,6p−1 > 2h1,4p−1 and so
lies beyond the singular terms in the chiral OPE. Therefore the triplet algebra should
close as a W -algebra with a schematic OPE:
ha1,4p−1 ⊗ hb1,4p−1 = gab [h1,2p−1] + fabc
[
hc1,4p−1
]
(4.69)
where gab and fabc are the metric and structure constants of SU(2) and [h] denotes an
operator and all its Virasoro descendents. Recall that the h1,2p−1 field is the vacuum
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null vector of the irreducible theory and so [h1,2p−1] = [1].
The appearance of extended chiral algebras generated by the integer dimension
primary fields also occurs within the integrable sector of certain ordinary SU(2)k
models for k ∈ N . The extended algebras and their rational correlation functions are in
exact coincidence [138,139] with the A-D-E classification of ŜU(2) modular invariants
[140]. These lead to a similar classification for the minimal models [141]. Considering
fields beyond the minimal sector leads, as we have seen, to other, more complicated,
extended algebras and one may suspect that there is a similar classification of modular
invariants for LCFTs. This would be very interesting to investigate further.
Chapter 5
LCFT as a limit
5.1 The moduli space of CFTs
It has often been commented in the literature that logarithmic theories can be ap-
proached in a smooth way from non-logarithmic theories. This statement is somewhat
misleading and we hope to clarify some aspects of this.
We shall analyse the approach to local logarithmic CFTs in two particular cases.
The first is the approach to the c = −2 triplet model where we shall discuss certain
subtelties in the limiting procedure. The second is the case of c = 0 theories and the
appearance of a logarithmic partner for the stress tensor.
5.1.1 Approaching the c = −2 triplet model
We shall first analyse the appearance of an indecomposable representation and then
examine a situation in which operators may have extended indices. We shall work with
the well known c2,1 = −2 model as the operator content is particularly well known.
The first correlator that we shall analyse is the original one studied by Gurarie [16]
for the h1,2 = −18 operators:
〈µ(z1, z¯1)µ(z2, z¯2)µ(z3, z¯3)µ(z4, z¯4)〉 = |z13z24|1/2|z(1− z)|1/2G(z, z¯) (5.1)
As we have already seen in (1.99) the unique single-valued combination is:
G(z, z¯) = K(z)K(1 − z) +K(1− z)K(z) (5.2)
where K(z) is the hypergeometric function: 2F1
(
1
2
, 1
2
; 1; z
)
. This correlator is invariant
under all exchanges of operators. We shall now discuss how the logarithmic singulari-
ties emerge as c→ −2. We shall examine the ck+2,1 model in the limit as k approaches
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zero. The central charge of ck+2,1 model is given by (4.8):
c = 13− 6
(
k + 2 +
1
k + 2
)
= −2 − 9k
2
+O(k2) (5.3)
The first few operators in the Kac-table have dimensions:
h1,1 = 0
h1,2 =
3
4(k + 2)
− 1
2
= −1
8
− 3k
16
+O(k2) (5.4)
h1,3 =
2
k + 2
− 1 = −k
2
+O(k2)
At the point k = 0 we have h1,3 = h1,1 = 0 but for generic values of k there is no
degeneracy in the levels. Now:
〈h1,2(z1, z¯1)h1,2(z2, z¯2)h1,2(z3, z¯3)h1,2(z4, z¯4)〉 = |z13z24|−4h|z| 2k+1k+2 |1− z| 1k+2G(z, z¯)
where:
G(z, z¯) =
2∑
i,j=1
Ui,jFi(z)Fj(z) (5.5)
and the conformal blocks Fi(z) are found by solving differential equations or via the
Coulomb gas approach. They are:
F1(z) =
Γ
(
k+1
k+2
)
Γ
(
k+1
k+2
)
Γ
(
2k+2
k+2
) 2F1( 1
k + 2
,
k + 1
k + 2
;
2k + 2
k + 2
; z
)
(5.6)
F2(z) = z
−k
k+2
Γ
(
1−k
k+2
)
Γ
(
k+1
k+2
)
Γ
(
2
k+2
) 2F1( 1
k + 2
,
1− k
k + 2
;
2
k + 2
; z
)
We have included the normalisations so that we can use standard results. The solutions
F1(z) and F2(z) are the conformal blocks for the contributions from the h1,1 and h1,3
operators respectively as can be seen from the leading behaviour as z approaches zero.
However we also see in the limit as k → 0 that these two solutions become identical.
The full correlator must of course be single-valued everywhere. Monodromy around
z = 0 leads to the requirement that:
U1,2e
2πi k
k+2 = U1,2 (5.7)
U2,1e
−2πi k
k+2 = U2,1
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Now for the case of generic values of k we have k
k+2
/∈ Z and we conclude U1,2 = U2,1 = 0
and so the correlator must be diagonal:
G(z, z¯) = U1,1|F1(z)|2 + U2,2|F2(z)|2 (5.8)
Now imposing the monodromy around z = 1 leads to the condition [114]:
U1,1
U2,2
=
sin π(a+ b+ c) sin πb
sin πa sin πc
(5.9)
where a = −2k−1
k+2
, b = c = −1
k+2
. Expanding this in the limit k → 0 we get:
U1,1
U2,2
= −1 +O(k2) (5.10)
Therefore:
G(z, z¯) = U1,1
(|F1(z)|2 − |F2(z)|2) (5.11)
The minus sign is absolutely crucial. It signifies that we have negative norm states
close to c = −2. Logarithms can occur when these are cancelled to leading order by
the positive norm states. Expanding F1 and F2 gives:
F1(z) = 2K(z) + kC(z) (5.12)
F2(z) = 2K(z) + kD(z) (5.13)
where:
C −D = −πK(1 − z) (5.14)
In order to make the full correlator non-vanishing in the limit k → 0 we have to choose
the overall rescaling of the four point function (5.11) to be U1,1 ∼ 1k . With this choice
we find that we have a smooth limit as k → 0.
G(z, z¯) =
1
k
(
(2K + kC)(2K + kC)− (2K + kD)(2K + kD)
)
(5.15)
→ −2π
[
K(z)K(1 − z) +K(1− z)K(z)
]
This is, up to normalisation, the same result as was obtained at the limiting c = −2
point (5.2). In this case we were able to get a smooth approach to a logarithmic
correlator from a non-logarithmic one. One might be therefore tempted to think that
LCFT is merely some continuous limit of ordinary CFT. However we shall soon see
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that this is not always the case.
To illustrate this we shall examine the correlator:
〈h1,2(z1, z¯1)h1,2(z2, z¯2)h1,3(z3, z¯3)h1,3(z4, z¯4)〉 = |z34|4h1,2−4h1,3 |z24|−4h1,2|z13|−4h1,2
|z| 2k+1k+2 |1− z| 2k+2G(z, z¯) (5.16)
Evaluating this correlator for the c = −2 theory (i.e k = 0) we get two solutions:
F1(z) = (1− z)−1/2 (5.17)
F2(z) = (1− z)−1/2 arctan(
√
z − 1)
These can also be obtained from the hamiltonian reduction of the solutions F 1
2
1
2
11(x, z)
for SU(2)0 given in (2.35). The function arctan(
√
z − 1) has the following behaviour
near z = 0 1:
arctan(
√
z − 1) ∼ − i
2
ln z + regular (5.18)
The full single-valued correlator (5.16) must be single valued and we find two possible
solutions:
G(z, z¯) = U1,1F1(z)F1(z) + U1,2
(
F1(z)F2(z) + F2F1(z)
)
(5.19)
The solution with U1,2 = 0 corresponds to the correlator:
〈µ(z1, z¯1)µ(z2, z¯2)Ω(z3, z¯3)Ω(z4, z¯4)〉 = |z12|1/2
The other solution with logarithmic terms corresponds to the correlator:
〈
µ(z1, z¯1)µ(z2, z¯2)Θ
+(z3, z¯3)Θ
−(z4, z¯4)
〉
= |z12|1/2
(
arctan(
√
z − 1) + arctan(√z − 1)
)
where Ω(z, z¯) is the normal vacuum and Θ±(z, z¯) are the non-chiral fermionic h = 0
operators that we have already discussed.
We shall now analyse the correlator (5.16) in the ck+2,1 theory. For any value of k
1This is most easily seen using:
arctan(
√
z − 1) =
∫
1
2z
√
z − 1 dz =
1
2i
∫ [
1
z
+
1
2
+
3
8
z + · · ·
]
dz
=
1
2i
ln z + regular
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we can again solve to find the conformal blocks. They are:
F1(z) =
Γ
(
k+1
k+2
)
Γ
(
k+1
k+2
)
Γ
(
2k+2
k+2
) 2F1( 2
k + 2
,
k + 1
k + 2
;
2k + 2
k + 2
; z
)
(5.20)
F2(z) = z
−k
k+2
Γ
(
2−k
k+2
)
Γ
(
k
k+2
)
Γ
(
2
k+2
) 2F1( 1
k + 2
,
2− k
k + 2
;
2
k + 2
; z
)
(5.21)
These now have the leading forms:
F1(z) = πF1 +O(k) (5.22)
F2(z) =
2F1
k
+O(1)
Again for generic values of k we must have the diagonal correlator:
G(z, z¯) = U2,2
{
U1,1
U2,2
|F1|2 + |F2|2
}
(5.23)
Now imposing monodromy around z = 1 we find:
U1,1
U2,2
= − 2
π2k2
− 2
π2k
+O(1) (5.24)
We therefore see that, in order to have a well defined limit in (5.23), we must take
U2,2 ∼ k2 but then we find:
G(z, z¯)→ |F1(z)|2
Therefore we see that in the limit of the correlator we do not find the second solution
F2(z) corresponding to operators Θ±(z, z¯). We now have a rather interesting puzzle.
For k 6= 0 we have no degeneracy and get a unique correlator. However at the point k =
0 we have a choice of two different correlators coming from the extra h = 0 operators
Θ±(z, z¯). The fundamental reason for this is that the moduli space of solutions to the
monodromy constraints:
U1,2e
2πi k
k+2 = U1,2
is not smooth as a function of k. We see that the condition is trivial if k
k+2
∈ Z ⇔
h1,3 − h1,1 ∈ Z. It is exactly in the cases in which conformal dimensions differ by
integers, and we may get logarithms, that the monodromy constraints break down.
This conclusion is applicable to any conformal field theory in which one has an
extended multiplet structure at a certain point. The limit of the correlators is not
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necessarily the same as solving the theory at the limiting point. It would be partic-
ularly interesting to analyse this in the context of disordered systems which can be
studied in the replica limit or using the super-symmetric approach [54].
5.2 c = 0 Logarithmic CFT
We shall now analyse another situation in which logarithmic CFT naturally emerges
- namely in c = 0 CFTs. This has been previously discussed in [36, 37, 83]. As our
discussion will be limited to the two and three point functions it will naturally be
less complete than the previous section. However we hope that it may nevertheless
describe some generic features.
The general problems encountered in c = 0 models are very similar to those of
SU(2)0. The stress tensor is a Virasoro primary and therefore a potential null vector.
Of course if we decouple this then all states in the theory would obey:
L0 | φ〉 = 0 (5.25)
L−1 | φ〉 = 0
and we would be left with a purely topological sector. To go beyond this trivial sector
one must introduce (or produce in fusion) a field, which we denote as t, which stops
T decoupling.
It is easy to see that in c = 0 theories if t is a descendent of any fields
|A〉 , |B〉 , |C〉 , ... then it cannot prevent T from decoupling. For general c we have:
〈T |t〉 = 〈0|L2| {L−1 |A〉+ L−2 |B〉+ L−3 |C〉+ · · ·}
= 〈0|
{
3L1 |A〉+
(
4L0 +
c
2
)
|B〉+ 5L−1 |C〉+ · · ·
}
(5.26)
=
c
2
〈0|B〉
where we do not use any properties of the states |A〉 , |B〉 , |C〉 only the Virasoro
algebra (1.36) and the conjugate of the vacuum (1.37) namely:
〈0| Ln = 0 n ≤ 1 (5.27)
We thus conclude that in the c = 0 theories there must be a field of dimension (2, 0),
which is not a pure descendent, which is responsible for the non-decoupling of T . Of
course there may also be a part of the t field which is a descendent but this is not
essential2. This is in contrast to the situation, for general c, discussed in [81, 85] in
2Note that in LCFT, as we have indecomposable representations, a non-descendent field is not
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which t was assumed to be a pure descendent.
In the following we shall see how this field t emerges in the limit as c → 0. We
begin by considering the two point function of a primary field of conformal dimension
(h(c), h¯(c)). By conformal invariance one knows this must be of the form:
〈V (z1, z¯1)V (z2, z¯2)〉 = A(c)
z2h12 z¯
2h¯
12
(5.28)
Then we consider the correlator with an insertion of the stress tensor:
〈T (z)V (z1, z¯1)V (z2, z¯2)〉 = A(c) h
(z − z1)2(z − z2)2z2h−212 z¯2h¯12
(5.29)
The coefficient of the three point function is uniquely fixed by considering the limit
z → z1 and using the property of a primary field:
T (z)V (z1, z¯1) ∼ hV (z1, z¯1)
(z − z1)2 +
∂V (z1, z¯1)
z − z1 + · · · (5.30)
Of course we have similar results following from insertions of T¯ (z¯) in the correlator and
in the following we take h = h¯ for simplicity. We shall also make the same simplifying
assumption as for SU(2)0 namely that the identity field is not a zero-norm state and
so one can normalise 〈Ω(z)〉 = 1. We now have:
〈T (z)T (0)〉 = c
2z4
(5.31)
We shall also assume c = c¯. If T is the only (2, 0) field present in our model then from
(5.29) we deduce:
V (z, z¯)V (0, 0) ∼ A(c)
z2hz¯2h
[
1 +
2h
c
z2T (0) +
2h¯
c
z¯2T¯ (0) + · · ·
]
(5.32)
Clearly for c = 0 the above OPE may not be well defined. There are several remedies
to this:
• h(c)→ 0
• A(c)→ 0
• More (2, 0) operators exist
For non-trivial theories some operators would have h 6= 0 and therefore we shall
concentrate our attention on the case in which other operators with dimension (2, 0)
emerge and comment on other possibilites later.
necessarily a primary in the sense of (1.18).
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There are clearly many possible ways to create other operators of dimension (2, 0)
at the limiting point and for simplicity we shall discuss only limiting cases of primary
operators. Suppose that near to c = 0 there are other local primary fields X(z, z¯) and
X¯(z, z¯), of dimensions (2+α(c), α(c)) and (α(c), 2+α(c)) respectively, that converge
in the limit to (2, 0) and (0, 2) fields. Then for c 6= 0 we must modify the previous
expression (5.32):
V (z, z¯)V (0, 0) ∼ A(c)
z2h
[
1 +
2h
c
z2T (0) + 2X(0, 0)z2+α(c)z¯α(c) + · · ·
]
(5.33)
It is simplest to analyse this by insisting that the correlation functions are well defined
in the limit as we approach c = 0. The only non-trivial 2-point correlators (up to
relation by conjugation) are:
〈T (z1)T (z2)〉 = c
2z412
(5.34)
〈X(z1, z¯1)X(z2, z¯2)〉 = 1
c
B(c)
z
4+2α(c)
12 z¯
2α(c)
12
(5.35)
and 〈T (z1)X(z2, z¯2)〉 vanishes as they have different dimensions. We define the new
fields t, t¯ via:
t =
b
c
T +
b
h
X, t¯ =
b
c
T¯ +
b
h
X¯ (5.36)
The parameter b is defined through:
b−1 ≡ − lim
c→0
α(c)
c
= −α′(0) (5.37)
We can now calculate the two point function:
〈T (z1)t(z2, z¯2)〉 =
〈
T (z1)
[
b
c
T +
b
h
X
]
(z2, z¯2)
〉
=
b
c
〈T (z1)T (z2)〉
=
b
2
1
z412
(5.38)
We assume that b 6= 0 as otherwise we have not succeeded in constructing a field which
prevents T from decoupling and we would have to have more fields with dimensions
(2, 0).
〈t(z1, z¯1)t(z2, z¯2)〉 =
〈[
b
c
T +
b
h
X
]
(z1, z¯1)
[
b
c
T +
b
h
X
]
(z2, z¯2)
〉
=
b2
c2
〈T (z1)T (z2)〉+ b
2
h2
〈X(z1, z¯1)X(z2, z¯2)〉
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=
b2
2c
1
z412
+
b2B(c)
h2c
1
z
4+2α(c)
12 z¯
2α(c)
12
(5.39)
=
1
z412
{(
b2
2c
+
b2B(c)
h2c
)
− 2b
2B(c)α(c)
h2c
ln |z12|2 + · · ·
}
As this is to be well defined we see that we must have B(c)=−1
2
h2+B1c+O(c
2). Now
using (5.37) we get the standard OPEs for a logarithmic pair:
〈T (z1)T (z2)〉 = 0
〈T (z1)t(z2, z¯2)〉 = b
2z412
(5.40)
〈t(z1, z¯1)t(z2, z¯2)〉 = B1 − b ln |z12|
2
z412
The constant B1 can be removed by a redefinition of t and we shall assume that this
has been done. Note that although t is a (2, 0) field it is not chiral as ∂¯t 6= 0. We have
similar expressions for the correlation functions related to these by conjugation. Also:
〈T (z1)t¯(z2, z¯2)〉 =
〈
T (z1)
[
T¯
b
c
+
b
h
X¯
]
(z2, z¯2)
〉
= 0 (5.41)
〈t(z1, z¯1)t¯(z2, z¯2)〉 =
〈[
T
b
c
+
b
h
X
]
(z1, z¯1)
[
T¯
b
c
+
b
h
X¯
]
(z2, z¯2)
〉
= 0 (5.42)
The OPE (5.33) now becomes:
V (z, z¯)V (0, 0) ∼ A(0)
z2h
[
1+
2h
b
z2 (T ln |z|+t)+2h
b
z¯2
(
T¯ ln |z|+ t¯)+· · ·] (5.43)
which now only involves quantities that are perfectly well defined in the limit as c→ 0.
We can now continue and insist that t is also well defined in the three point functions
(See Appendix B). These now involve more arbitrary constants. Assuming that the
algebra closes these are then sufficient to determine the OPEs. These are:
T (z1)t(z2, z¯2) ∼ b
2z412
+
2t(z2, z¯2) + T (z2)
z212
+
∂t(z2, z¯2)
z12
+ · · · (5.44)
T (z1)t¯(z2, z¯2) ∼ T¯ (z¯2)
z212
+
∂t¯(z2, z¯2)
z12
+ · · · (5.45)
t(z1, z¯1)t(z2, z¯2) ∼ −b ln |z12|
2
z412
+
1
z212
[ (
1− 4 ln |z12|2
)
t(z2, z¯2)
+
(
2a
b
− ln |z12|2 − 2 ln2 |z12|2
)
T (z2)
]
(5.46)
+
z¯212
z412
[
t¯(z2, z¯2) +
(
2f
b
+ ln |z12|2
)
T¯ (z¯2)
]
+ · · ·
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t(z1, z¯1)t¯(z2, z¯2) ∼ 1
z¯212
[(
2f
b
− ln |z12|2
)
T (z2) + · · ·
]
(5.47)
+
1
z212
[(
2f
b
− ln |z12|2
)
T¯ (z¯2) + · · ·
]
The appearance of a state |t〉 = t |0〉 in this way is equivalent to postulating a loga-
rithmic partner for the null vector T [99]. This prevents T from decoupling despite
the fact that it is a zero-norm state. Note that once one fixes:
L0 |t〉 = 2 |t〉+ |T 〉 L¯0 |t〉 = |T 〉 (5.48)
then the parameter b cannot be removed by rescaling and thus different values of b
correspond to inequivalent representations. The parameter b in our notation is different
by a factor of two from a definition given in [37]. As the t(z, z¯) operator is non-chiral
the singular terms are not sufficient to reconstruct the OPEs and we require more than
one parameter (infinitely many in general) to describe them fully.
As we commented earlier there is another way in which one may avoid the c = 0
catastrophe. If A(c) in (5.33) also vanishes in the limit then this may cancel the
divergence. This is exactly what occurs in the Kac-Moody theories at level zero. For
clarity we shall only discuss here SU(2)0 although arguments are identical for general
Lie groups. We have the OPE:
Ja(z)J b(w) ∼ kg
ab
(z − w)2 +
ifabc J
c(w)
z − w (5.49)
and the central charge is given by:
c =
3k
k + 2
(5.50)
Thus for small c we have k = A(c) = 2c/3. The divergent term 1/c in front of T
in (5.33) is exactly cancelled leaving a finite result. This is expected because the
Sugawara stress tensor is still perfectly well defined in these theories.
A similar argument to that given previously shows that for SU(N)0 there must be
a non-descendent (1, 0) field to prevent Ja decoupling. For SU(2)0 this is precisely the
field Na that we discussed earlier (2.25):
Ja(z)N b(w) ∼ δ
ab
(z − w)2 +
ifabcN c(w)
z − w (5.51)
However in general there will be other operators whose two point functions are non-
vanishing for example K(x, z) in (2.10). Then by the previous arguments we must
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have:
Ka(z)Ka(0) ∼ 1
z2
[
1 +
2
b
z2(ln |z|T (0) + t) + · · ·
]
(5.52)
We see that it is possible by examining the O(1) and O(ln |z|) terms to read off the
operators T and t(z, z¯). It then remains to compute their OPE and find the value of
b that is realised in this system. Using so-called ‘pre-logarithmic’ currents to generate
partners of the stress tensor was further investigated in [86].
5.2.1 c = 0 and separability
There is a third rather trivial way out of the paradox at c = 0. It is simply that the
full theory is constructed from two separate parts T = T1 ⊕ T2, c = c1 + c2 = 0 both
having ci 6= 0. Operators in the full theory are just the direct product V = V1 ⊗ V2.
Therefore in the OPE of two fields from one part we will obviously only see the stress
tensor for that part rather than the full one:
V (z)V (0) = V1(z)V1(0)⊗ V2(z)V2(0) (5.53)
∼ 1
z2h1
(
1 + z2
2h1
c1
T1(0) + · · ·
)
⊗ 1
z2h2
(
1 + z2
2h2
c2
T2(0) + · · ·
)
∼ 1
z2h
[
1 + z2
(
2h1T1
c1
+
2h2T2
c2
)
+ · · ·
]
This expression is now perfectly well defined as c1, c2 6= 0. Of course this is as expected
as the two decoupled theories are perfectly regular.
In critical string theory the ghost and matter sectors are normally assumed to be
non-interacting. However this is not the most general if we allow not just positive but
also zero norm states in our final theory [142].
Chapter 6
Conclusion
In this thesis we have analysed particular examples of logarithmic conformal field
theories. We have seen that by careful study of the correlation functions one may
deduce the presence of extended algebras and extra quantum numbers carried by the
fields. We believe that the concepts and arguments presented here are very general.
In chapter 2 we analysed correlation functions of discrete representations of SU(2)
using of the Knizhnik-Zamolodchikov equation. In the SU(2)0 example we saw the first
appearance of indecomposable representations when fusing two j = 1
2
operators. At
j = 1 we observed the first instance of a rational solution corresponding to the ŜU(2)
chiral algebra itself. This closed subset, on which one may perform the conformal
bootstrap, was related to factorisation of the Knizhnik-Zamolodchikov equations and
null vectors. We found that the other solutions corresponded to non-chiral fermionic
operators.
In chapter 3 we studied further the rational solutions in SU(2)0 and saw that
these were in exact correspondence with the possible extensions of the chiral algebra.
They had a very simple multiplet structure and Bose/Fermi assignments that were all
deducible from the correlation functions. As further evidence we presented an explicit
free field construction allowing direct calculation of the OPEs.
In chapter 4 we used the powerful technique of hamiltonian reduction, in both
the free field representation and at the level of correlation functions, to relate ŜU(2)
and cp,q models. This procedure gave us a practical approach to study certain fields,
namely the h1,s ones, in the extended cp,q models. We used this explicitly in the
SU(2)0 example where it reduced to the well known c = −2 model. The multiplet and
extended chiral structure is similar in both models. In the c1,1 = 1 case we were again
able to directly construct the extended algebra in the free field approach and hence
verify the deductions made from the correlation functions. We found that there is a
very simple, and generic, structure to many of the extended algebras in ŜU(2) and
cp,q models which would be interesting to understand more fully.
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In chapter 5 we discussed some of the subtleties involved in the approach to LCFTs.
We saw that although some correlators in LCFT can be obtained in a smooth manner
from non-logarithmic theories there are others which could not. This was related to
the appearance of rational solutions and extended multiplet structure in the theory.
We also discussed non-trivial c = 0 theories and presented some general arguments
that require the existence of a logarithmic partner to the stress tensor T . We then
studied some of the properties of such a field.
A major aspect which we have not touched upon is the constraints placed on these
theories on higher genus Riemann surfaces and in particular the torus. This is an
essential task as the action of the modular group on ŜU(2) LCFTs will almost certainly
force us to consider representations other than the finite dimensional primary ones
considered here. The full desciption of these and the indecomposable representations
remains the main outstanding issue.
Appendix A
Rational correlation functions for
j = 3 in SU(2)0
The correlation functions for j1 = j2 = j3 = j4 = 3 in SU(2)0 are:
F
(1)
3333(x, z) =
1
462(z − 1)11
z
3
{
(−252z + 756z
2
− 910z
3
+ 560z
4
− 190z
5
+ 36z
6
− 3z
7
)
+(−2520 + 9576z − 14532z
2
+ 11340z
3
− 4860z
4
+ 1140z
5
− 138z
6
+ 6z
7
)x
+(6300 − 21000z + 27510z
2
− 18000z
3
+ 6150z
4
− 1050z
5
+ 75z
6
)x
2
+(−5600 + 16240z − 17840z
2
+ 9200z
3
− 2200z
4
+ 200z
5
)x
3
+(2100 − 5010z + 4200z
2
− 1425z
3
+ 150z
4
)x
4
+(−300 + 516z − 258z
2
+ 30z
3
)x
5
+ (10 − 8z + z
2
)x
6
}
F
(2)
3333(x, z) =
1
231z11(z − 1)11{
(−z
5
+ 8z
6
− 10z
7
− 70z
8
+ 455z
9
− 1456z
10
+ 3003z
11
− 4290z
12
+ 4290z
13
−2860z
14
+ 875z
15
+ 560z
16
− 910z
17
+ 560z
18
− 190z
19
+ 36z
20
− 3z
21
)
+(−30z
4
+ 258z
5
− 516z
6
− 1380z
7
+ 11970z
8
− 40950z
9
+ 88998z
10
−134706z
11
+ 145860z
12
− 111540z
13
+ 54510z
14
− 7770z
15
− 12180z
16
+11340z
17
− 4860z
18
+ 1140z
19
− 138z
20
+ 6z
21
)x
+(−150z
3
+ 1425z
4
− 4200z
5
− 870z
6
+ 46200z
7
− 184275z
8
+ 436800z
9
−718575z
10
+ 858000z
11
− 750750z
12
+ 471900z
13
− 194775z
14
+ 30450z
15
+21630z
16
− 18000z
17
+ 6150z
18
− 1050z
19
+ 75z
20
)x
2
+(−200z
2
+ 2200z
3
− 9200z
4
+ 13920z
5
+ 26880z
6
− 197400z
7
+ 564200z
8
−1058200z
9
+ 1430000z
10
− 1430000z
11
+ 1058200z
12
− 564200z
13
+197400z
14
− 26880z
15
− 13920z
16
+ 9200z
17
− 2200z
18
+ 200z
19
)x
3
(A.1)
+(−75z + 1050z
2
− 6150z
3
+ 18000z
4
− 21630z
5
− 30450z
6
+ 194775z
7
− 471900z
8
+750750z
9
− 858000z
10
+ 718575z
11
− 436800z
12
+ 184275z
13
− 46200z
14
+870z
15
+ 4200z
16
− 1425z
17
+ 150z
18
)x
4
+(−6 + 138z − 1140z
2
+ 4860z
3
− 11340z
4
+ 12180z
5
+ 7770z
6
− 54510z
7
+111540z
8
− 145860z
9
+ 134706z
10
− 88998z
11
+ 40950z
12
− 11970z
13
+1380z
14
+ 516z
15
− 258z
16
+ 30z
17
)x
5
+(3 − 36z + 190z
2
− 560z
3
+ 910z
4
− 560z
5
− 875z
6
+ 2860z
7
−4290z
8
+ 4290z
9
− 3003z
10
+ 1456z
11
− 455z
12
+ 70z
13
+ 10z
14
− 8z
15
+ z
16
)x
6
}
F
(3)
3333(x, z) =
1
462z11
(z − 1)
3
{
(−z
5
− 6z
6
− 3z
7
) + (−30z
4
− 162z
5
− 54z
6
+ 6z
7
)x
+(−150z
3
− 675z
4
+ 75z
6
)x
2
+ (−200z
2
− 600z
3
+ 600z
4
+ 200z
5
)x
3
+(−75z + 675z
3
+ 150z
4
)x
4
+ (−6 + 54z + 162z
2
+ 30z
3
)x
5
+ (3 + 6z + z
2
)x
6
}
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Appendix B
Three point functions
As in the main text we suppose that near to c = 0 there are other local primary fields
X(z, z¯) and X¯(z, z¯), of dimensions (2 + α(c), α(c)) and (α(c), 2 + α(c)) respectively,
that converge in the limit to (2, 0) and (0, 2) fields. We now consider the three point
functions of such fields:
〈T (z1)T (z2)T (z3)〉 = c
z212z
2
13z
2
23
〈T (z1)X(z2, z¯2)X(z3, z¯3)〉 = 1
c
C(c)
z212z
2
13z
2+2α(c)
23 z¯
2α(c)
23
〈X(z1, z¯1)X(z2, z¯2)X(z3, z¯3)〉 = 1
c2
D(c)
z
2+α(c)
12 z
2+α(c)
13 z
2+α(c)
23 z¯
α(c)
12 z¯
α(c)
13 z¯
α(c)
23
(B.1)
〈
T (z1)X¯(z2, z¯2)X¯(z3, z¯3)
〉
=
E(c)
z212z
2
13z
2α(c)−2
23 z¯
4+2α(c)
23〈
X(z1, z¯1)X(z2, z¯2)X¯(z3, z¯3)
〉
=
1
c
F (c)
z
4+α(c)
12 z
α(c)
13 z
α(c)
23 z¯
α(c)−2
12 z¯
2+α(c)
13 z¯
2+α(c)
23
We note that all correlators are single-valued for any α(c) and therefore must also be
at the critical c = 0 point. This is important as logarithmic terms should only emerge
in the form ln |z|.
We have already fixed the normalisation of the two point functions (5.34). Then
by expanding the three point functions we see that:
C(c) = (2 + α(c))B(c) = (2 + α(c))
(
−1
2
h2 +B2c
2 + · · ·
)
(B.2)
E(c) =
α(c)
c
B(c) =
α(c)
c
(−1
2
h2 +B2c
2 + · · ·) (B.3)
As we wish to have well defined operators T, t, T¯ , t¯ they must have regular 3-point
functions. This will be enough to determine the leading behaviour of the functions
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above. Consider:
〈T (z1)T (z2)t(z3, z¯3)〉 =
〈
T (z1)T (z2)
[
b
c
T +
b
h
X
]
(z3, z¯3)
〉
=
b
z212z
2
13z
2
23
(B.4)
〈T (z1)t(z2, z¯2)t(z3, z¯3)〉 =
〈
T (z1)
[
b
c
T +
b
h
X
]
(z2, z¯2)
[
b
c
T +
b
h
X
]
(z3, z¯3)
〉
=
b2
c2
c
z212z
2
13z
2
23
+
b2
h2c
C(c)
z212z
2
13z
2+2α(c)
23 z¯
2α(c)
23
(B.5)
=
b2
z212z
2
13z
2
23
[
1
c
+
C(c)
h2c
(
1− 2α(c) ln |z23|2 + · · ·
)]
Now using the form of C(c) from (B.2) we get:
〈T (z1)t(z2, z¯2)t(z3, z¯3)〉 =
−2b ln |z23|2 + b2
z212z
2
13z
2
23
(B.6)
and:
〈t(z1, z¯1)t(z2, z¯2)t(z3, z¯3)〉
=
〈[
b
c
T +
b
h
X
]
(z1, z¯1)
[
b
c
T +
b
h
X
]
(z2, z¯2)
[
b
c
T +
b
h
X
]
(z3, z¯3)
〉
=
b3
c3
〈T (z1)T (z2)T (z3)〉+ b
3
h2c
(〈X(z1, z¯1)X(z2, z¯2)T (z3)〉
+ 〈X(z1, z¯1)T (z2)X(z3, z¯3)〉+ 〈T (z1)X(z2, z¯2)X(z3, z¯3)〉) (B.7)
+
b3
h3
〈X(z1, z¯1)X(z2, z¯2)X(z3, z¯3)〉
=
b3
c2
1
z212z
2
13z
2
23
+
b3
h3c2
D(c)
z212z
2
13z
2
23
z
−α(c)
12 z
−α(c)
13 z
−α(c)
23
+
b3
h2c2
C(c)
z212z
2
13z
2
23
[
z
−2α(c)
12 z¯
−2α(c)
12 + z
−2α(c)
13 z¯
−2α(c)
13 + z
−2α(c)
23 z¯
−2α(c)
23
]
Now expanding this and using (5.37):
〈t(z1)t(z2)t(z3)〉 = b
3
h3c2
(−2h3 +D0) (B.8)
+
b2
h3c
[(
D0 − 2h3)(ln |z12|2 + ln |z13|2 + ln |z23|2
)
+ bD1 +
3
2
h3
]
+O(1)
Thus if this is to be regular in the limit we must have:
D0 = 2h
3, D1 = −3h
3
2b
(B.9)
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Then from the O(1) terms we get:
〈t(z1, z¯1)t(z2, z¯2)t(z3, z¯3)〉 = 1
z212z
2
13z
2
23
{
−b (ln2 |z12|2 + ln2 |z13|2 + ln2 |z23|2)
+2b
(
ln |z12|2 ln |z13|2 + ln |z12|2 ln |z23|2 + ln |z13|2 ln |z23|2
)
(B.10)
− b
2
(
ln |z12|2 + ln |z13|2 + ln |z23|2
)
+ a
}
where we have defined the constant a by:
a ≡ − b
3
2h3
(
−2D2 − 12hB2 + 3
2
h3α′′(0)
)
(B.11)
Now consider correlators involving the T¯ , X¯ fields as well. For instance:
〈
T (z1)T¯ (z¯2)t(z3, z¯3)
〉
=
〈
T (z1)T¯ (z¯2)
[
b
c
T +
b
h
X
]
(z3, z¯3)
〉
= 0
〈T (z1)t(z2, z¯2)t¯(z3, z¯3)〉 =
〈
T (z1)
[
b
c
T +
b
h
X
]
(z2, z¯2)
[
b
c
T¯ +
b
h
X¯
]
(z3, z¯3)
〉
= 0
More non-trivially:
〈T (z1)t¯(z2, z¯2)t¯(z3, z¯3)〉 =
〈
T (z1)
[
b
c
T¯ +
b
h
X¯
]
(z2, z¯2)
[
b
c
T¯ +
b
h
X¯
]
(z3, z¯3)
〉
=
b2
h2
E(c)
z212z
2
13z
2α(c)−2
23 z¯
4+2α(c)
23
(B.12)
Inserting the known expression for of E(c) we get:
〈T (z1)t¯(z2, z¯2)t¯(z3, z¯3)〉 =
b
2
z212z
2
13z
−2
23 z¯
4
23
(B.13)
The last correlator we have to consider is the following:
〈t(z1, z¯1)t(z2, z¯2)t¯(z3, z¯3)〉 (B.14)
=
〈[
b
c
T +
b
h
X
]
(z1, z¯1)
[
b
c
T +
b
h
X
]
(z2, z¯2)
[
b
c
T¯ +
b
h
X¯
]
(z3, z¯3)
〉
=
b3
ch2
〈
X(z1, z¯1)X(z2, z¯2)T¯ (z3, z¯3)
〉
+
b3
h3
〈
X(z1, z¯1)X(z2, z¯2)X¯(z3, z¯3)
〉
=
b3E(c)
ch2
1
z
4+2α(c)
12 z¯
2α(c)−2
12 z¯
2
13z¯
2
23
+
b3F (c)
ch3
1
z
4+α(c)
12 z
α(c)
13 z
α(c)
23 z¯
α(c)−2
12 z¯
2+α(c)
13 z¯
2+α(c)
23
Thus we find:
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F (c) = −h
3
2b
+ F1c+O(c
2) (B.15)
Finally we get
〈t(z1, z¯1)t(z2, z¯2)t¯(z3, z¯3)〉 =
b
2
(ln |z12|2 − ln |z13|2 − ln |z23|2) + f
z412z¯
−2
12 z¯
2
13z¯
2
23
(B.16)
where the coefficient f is given by:
f = −b
3(−1
2
h3α′′(0)− 2F1)
2h3
(B.17)
In summary we have found the following correlators which yield the OPEs given in
the text:
〈T (z1)t(z2, z¯2)〉 = b
2z412
〈t(z1, z¯1)t(z2, z¯2)〉 = −b ln |z12|
2
z412
〈T (z1)T (z2)t(z3, z¯3)〉 = b
z212z
2
13z
2
23
〈T (z1)t(z2, z¯2)t(z3, z¯3)〉 =
−2b ln |z23|2 + b2
z212z
2
13z
2
23
(B.18)
〈t(z1, z¯1)t(z2, z¯2)t(z3, z¯3)〉 = 1
z212z
2
13z
2
23
{
−b (ln2 |z12|2 + ln2 |z13|2 + ln2 |z23|2)
+2b
(
ln |z12|2 ln |z13|2 + ln |z12|2 ln |z23|2 + ln |z13|2 ln |z23|2
)
− b
2
(
ln |z12|2 + ln |z13|2 + ln |z23|2
)
+ a
}
〈T (z1)t¯(z2, z¯2)t¯(z3, z¯3)〉 =
b
2
z212z
2
13z
−2
23 z¯
4
23
〈t(z1, z¯1)t(z2, z¯2)t¯(z3, z¯3)〉 =
b
2
(ln |z12|2 − ln |z13|2 − ln |z23|2) + f
z412z¯
−2
12 z¯
2
13z¯
2
23
Bibliography
[1] A.A. Belavin, A.M. Polyakov and A.B. Zamolodchikov, Nucl. Phys. B241 (1984)
333.
[2] J. Polchinski, String Theory, Vol. I and II (Cambridge Univ. Press, 1998).
[3] M.B. Green, J.H. Schwarz and E. Witten, Superstring Theory, Vol. I and II
(Cambridge Univ. Press, 1988).
[4] A.M. Polyakov, JETP Lett. 12 (1970) 381.
[5] P.D. Francesco, P. Matheiu and D. Se´ne´chal, Conformal Field Theory (Springer,
1997).
[6] S.V. Ketov, Conformal Field Theory (World Scientific, 1995).
[7] A.M. Polyakov, Sov. JETP 39 (1974) 10.
[8] C. Itzykson and J.B. Zuber, Quantum Field theory (McGraw-Hill, 1980).
[9] K.G. Wilson, Phys. Rev. 179 (1969) 1499.
[10] V. Kac, Infinite dimensional Lie algebras (Cambridge Univ. Press, 1985).
[11] B.L. Feigin and D.B. Fuks, Funct. Anal. Appl. 17 (1983) 241.
[12] M. Wakimoto, Commun. Math. Phys. 104 (1986) 605.
[13] A. Gerasimov et al., Int. J. Mod. Phys. A5 (1990) 2495.
[14] V.G. Knizhnik and A.B. Zamolodchikov, Nucl. Phys. B247 (1984) 83.
[15] A.B. Zamolodchikov and V.A. Fateev, Sov. J. Nucl. Phys. 43 (1986) 657.
[16] V. Gurarie, Nucl. Phys. B410 (1993) 535, hep-th/9303160.
[17] A. Erde´lyi, Higher Transcendental functions Vol. I and II (McGraw-Hill, 1953).
[18] J.S. Caux, I.I. Kogan and A.M. Tsvelik, Nucl. Phys. B466 (1996) 444, hep-
th/9511134.
[19] J.S. Caux et al., Nucl. Phys. B489 (1997) 469, hep-th/9606138.
[20] I.I. Kogan, A. Lewis and O.A. Solovev, Int. J. Mod. Phys. A12 (1997) 2425,
hep-th/9607048.
93
94 BIBLIOGRAPHY
[21] D. Bernard, Z. Maassarani and P. Mathieu, Mod. Phys. Lett. A12 (1997) 535,
hep-th/9612217.
[22] I.I. Kogan, A. Lewis and O.A. Solovev, Int. J. Mod. Phys. A13 (1998) 1345,
hep-th/9703028.
[23] I.I. Kogan and A.M. Tsvelik, Mod. Phys. Lett. A15 (2000) 931, hep-th/9912143.
[24] A. Nichols and S. Sanjay, Nucl. Phys. B597 (2001) 633, hep-th/0007007.
[25] A. Nichols, Phys. Lett. B516 (2001) 439, hep-th/0102156.
[26] G. Giribet, Mod. Phys. Lett. A16 (2001) 821, hep-th/0105248.
[27] I.I. Kogan and A. Nichols, (2001), hep-th/0107160.
[28] M.R. Gaberdiel, Nucl. Phys. B618 (2001) 407, hep-th/0105046.
[29] A. Nichols, (2001), hep-th/0112094.
[30] L. Hadjiivanov and T. Popov, (2001), hep-th/0109219.
[31] A. Nichols, (2002), hep-th/0205170.
[32] F. Lesage et al., (2002), hep-th/0207201.
[33] A. Bilal and I.I. Kogan, (1994), hep-th/9407151.
[34] A. Bilal and I.I. Kogan, Nucl. Phys. B449 (1995) 569, hep-th/9503209.
[35] H. Saleur, Nucl. Phys. B382 (1992) 486, hep-th/9111007.
[36] J. Cardy, (1999), cond-mat/9911024.
[37] V. Gurarie and A.W.W. Ludwig, (1999), cond-mat/9911392.
[38] J. Cardy, (1999), cond-mat/9911024.
[39] M.R.R. Tabar and S. Rouhani, Ann. Phys. 246 (1996) 446, hep-th/9503005.
[40] M.R.R. Tabar and S. Rouhani, Nuovo Cim. B112 (1997) 1079, hep-th/9507166.
[41] M.A.I. Flohr, Nucl. Phys. B482 (1996) 567, hep-th/9606130.
[42] M.R. Rahimi Tabar and S. Rouhani, Europhys. Lett. 37 (1997) 447, hep-
th/9606143.
[43] M.R.R. Tabar and S. Rouhani, (1996), hep-th/9606154.
[44] G.P. Korchemsky, J. Kotanski and A.N. Manashov, (2001), hep-ph/0111185.
[45] S.E. Derkachov et al., (2002), hep-th/0204124.
[46] A. Gorsky, I.I. Kogan and G. Korchemsky, JHEP 05 (2002) 053, hep-th/0204183.
BIBLIOGRAPHY 95
[47] A. Cappelli, P. Valtancoli and L. Vergnano, Nucl. Phys. B524 (1998) 469, hep-
th/9710248.
[48] M.A.I. Flohr, Phys. Lett. B444 (1998) 179, hep-th/9808169.
[49] S. Mahieu and P. Ruelle, (2001), hep-th/0107150.
[50] P. Ruelle, (2002), hep-th/0203105.
[51] J.S. Caux, N. Taniguchi and A.M. Tsvelik, Nucl. Phys. B525 (1998) 671, cond-
mat/9801055.
[52] V. Gurarie, Nucl. Phys. B546 (1999) 765, cond-mat/9808063.
[53] M.J. Bhaseen et al., Nucl. Phys. B580 (2000) 688, cond-mat/9912060.
[54] M.J. Bhaseen et al., Nucl. Phys. B618 (2001) 465, cond-mat/0012240.
[55] M.J. Bhaseen, (2000), cond-mat/0012420.
[56] Z. Maassarani and D. Serban, Nucl. Phys. B489 (1997) 603, hep-th/9605062.
[57] S. Guruswamy, A. LeClair and A.W.W. Ludwig, Nucl. Phys. B583 (2000) 475,
cond-mat/9909143.
[58] A.W.W. Ludwig, (2000), cond-mat/0012189.
[59] M.J. Bhaseen, Nucl. Phys. B604 (2001) 537, cond-mat/0011229.
[60] N. Read and H. Saleur, Nucl. Phys. B613 (2001) 409, hep-th/0106124.
[61] I.I. Kogan and N.E. Mavromatos, Phys. Lett. B375 (1996) 111, hep-th/9512210.
[62] V. Periwal and O. Tafjord, Phys. Rev. D54 (1996) 3690, hep-th/9603156.
[63] N.E. Mavromatos and R.J. Szabo, Phys. Rev. D59 (1999) 104018, hep-
th/9808124.
[64] J. Ellis, N.E. Mavromatos and E. Winstanley, Phys. Lett. B476 (2000) 165,
hep-th/9909068.
[65] I.I. Kogan and D. Polyakov, Int. J. Mod. Phys. A16 (2001) 2559, hep-th/0012128.
[66] E. Gravanis and N.E. Mavromatos, (2001), hep-th/0106146.
[67] N.E. Mavromatos and R.J. Szabo, JHEP 10 (2001) 027, hep-th/0106259.
[68] E. Gravanis and N.E. Mavromatos, (2001), hep-th/0108008.
[69] I. Bakas and K. Sfetsos, (2002), hep-th/0205006.
[70] K. Sfetsos, (2002), hep-th/0206091.
[71] A.M. Ghezelbash, M. Khorrami and A. Aghamohammadi, Int. J. Mod. Phys.
A14 (1999) 2581, hep-th/9807034.
96 BIBLIOGRAPHY
[72] I.I. Kogan, Phys. Lett. B458 (1999) 66, hep-th/9903162.
[73] Y.S. Myung and H.W. Lee, JHEP 10 (1999) 009, hep-th/9904056.
[74] S. Sanjay, Mod. Phys. Lett. A14 (1999) 1413, hep-th/9906099.
[75] A. Lewis, Phys. Lett. B480 (2000) 348, hep-th/9911163.
[76] A. Lewis, (2000), hep-th/0009096.
[77] S. Moghimi-Araghi, S. Rouhani and M. Saadat, Phys. Lett. B518 (2001) 157,
hep-th/0105123.
[78] S. Jabbari-Faruji and S. Rouhani, (2002), hep-th/0205016.
[79] I.I. Kogan and A. Lewis, Phys. Lett. B431 (1998) 77, hep-th/9802102.
[80] A. Lewis, Nucl. Phys. B539 (1999) 367, hep-th/9808068.
[81] S. Moghimi-Araghi, S. Rouhani and M. Saadat, Nucl. Phys. B599 (2001) 531,
hep-th/0008165.
[82] S. Moghimi-Araghi, S. Rouhani and M. Saadat, (2002), hep-th/0201099.
[83] J. Cardy, (2001), cond-mat/0111031.
[84] I.I. Kogan and A. Nichols, (2002), hep-th/0203207.
[85] S. Moghimi-Araghi, S. Rouhani and M. Saadat, Lett. Math. Phys. 55 (2001) 71,
hep-th/0012149.
[86] I.I. Kogan and A. Nichols, JHEP 01 (2002) 029, hep-th/0112008.
[87] S. Moghimi-Araghi and S. Rouhani, Lett. Math. Phys. 53 (2000) 49, hep-
th/0002142.
[88] I.I. Kogan and J.F. Wheater, Phys. Lett. B486 (2000) 353, hep-th/0003184.
[89] Y. Ishimoto, Nucl. Phys. B619 (2001) 415, hep-th/0103064.
[90] S. Kawai and J.F. Wheater, Phys. Lett. B508 (2001) 203, hep-th/0103197.
[91] A. Bredthauer and M. Flohr, (2002), hep-th/0204154.
[92] H.G. Kausch, (1995), hep-th/9510149.
[93] M.A.I. Flohr, Int. J. Mod. Phys. A11 (1996) 4147, hep-th/9509166.
[94] M.R. Gaberdiel and H.G. Kausch, Nucl. Phys. B477 (1996) 293, hep-th/9604026.
[95] M.R. Gaberdiel and H.G. Kausch, Phys. Lett. B386 (1996) 131, hep-th/9606050.
[96] M.R. Gaberdiel and H.G. Kausch, Nucl. Phys. B538 (1999) 631, hep-th/9807091.
[97] H.G. Kausch, Nucl. Phys. B583 (2000) 513, hep-th/0003029.
BIBLIOGRAPHY 97
[98] M.R.R. Tabar, A. Aghamohammadi and M. Khorrami, Nucl. Phys. B497 (1997)
555, hep-th/9610168.
[99] F. Rohsiepe, (1996), hep-th/9611160.
[100] I.I. Kogan and A. Lewis, Nucl. Phys. B509 (1998) 687, hep-th/9705240.
[101] M. Flohr, (2001), hep-th/0107242.
[102] J. Fjelstad et al., (2002), hep-th/0201091.
[103] M.A.I. Flohr, Int. J. Mod. Phys. A12 (1997) 1943, hep-th/9605151.
[104] M.A.I. Flohr, Nucl. Phys. B514 (1998) 523, hep-th/9707090.
[105] M. Flohr, (2000), hep-th/0009137.
[106] M.R.R. Tabar, (2001), cond-mat/0111327.
[107] M. Flohr, (2001), hep-th/0111228.
[108] M.R. Gaberdiel, (2001), hep-th/0111260.
[109] S. Kawai, (2002), hep-th/0204169.
[110] R. Howe and E.C. Tan, Non-abelian harmonic analysis : Applications of
SL(2, R) (Springer-Verlag, 1992).
[111] J. Fuchs, Nucl. Phys. B286 (1987) 455.
[112] D. Gepner and E. Witten, Nucl. Phys. B278 (1986) 493.
[113] P. Christe and R. Flume, Phys. Lett. B188 (1987) 219.
[114] V.S. Dotsenko and V.A. Fateev, Nucl. Phys. B240 (1984) 312.
[115] A.B. Zamolodchikov, Theor. Math. Phys. 65 (1985) 1205.
[116] W. Eholzer, L. Feher and A. Honecker, Nucl. Phys. B518 (1998) 669, hep-
th/9708160.
[117] V.S. Dotsenko, Nucl. Phys. B338 (1990) 747.
[118] V.S. Dotsenko, Nucl. Phys. B358 (1991) 547.
[119] K. Thielemans, Int. J. Mod. Phys. C2 (1991) 787.
[120] E. Witten, Commun. Math. Phys. 117 (1988) 353.
[121] H. Yoshii, Phys. Lett. B275 (1992) 70, hep-th/9111050.
[122] V.G. Drinfeld and V.V. Sokolov, J. Sov. Math. 30 (1984) 1975.
[123] A. Polyakov, Les Houches, Proceedings, Fields, strings and critical phenomena,
pp. 305–368, North-Holland, 1988.
98 BIBLIOGRAPHY
[124] A. Alekseev and S. Shatashvili, Nucl. Phys. B323 (1989) 719.
[125] M. Bershadsky and H. Ooguri, Commun. Math. Phys. 126 (1989) 49.
[126] B. Feigin and E. Frenkel, Phys. Lett. B246 (1990) 75.
[127] V. Gurarie, M. Flohr and C. Nayak, Nucl. Phys. B498 (1997) 513, cond-
mat/9701212.
[128] P. Furlan et al., Phys. Lett. B267 (1991) 63.
[129] P. Furlan et al., Nucl. Phys. B394 (1993) 665, hep-th/9201080.
[130] A.C. Ganchev and V.B. Petkova, Phys. Lett. B293 (1992) 56, hep-th/9207032.
[131] J.L. Petersen, J. Rasmussen and M. Yu, Nucl. Phys. Proc. Suppl. 49 (1996) 27,
hep-th/9512175.
[132] H.G. Kausch, Phys. Lett. B259 (1991) 448.
[133] B.L. Feigin, T. Nakanishi and H. Ooguri, Int. J. Mod. Phys. A7 (1992) 217.
[134] J.L. Cardy, J. Phys. A25 (1992) L201, hep-th/9111026.
[135] G.M.T. Watts, J. Phys. A29 (1996) L363, cond-mat/9603167.
[136] V.A. Fateev and A.B. Zamolodchikov, Sov. Phys. JETP 62 (1985) 215.
[137] G.W. Moore and N. Seiberg, Nucl. Phys. B313 (1989) 16.
[138] L. Michel, Y.S. Stanev and I. Todorov, Theor. Math. Phys. 92 (1992) 507.
[139] Y.S. Stanev and I.T. Todorov, Contemporary Mathematics 175 (1994) 249.
[140] A. Cappelli, C. Itzykson and J.B. Zuber, Commun. Math. Phys. 113 (1987) 1.
[141] A. Cappelli, C. Itzykson and J.B. Zuber, Nucl. Phys. B280 (1987) 445.
[142] I. Kogan, Talk at the workshop “30 Years of Supersymmetry”, Minneapolis,
Minnesota, 2000.
