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Quantum communication between distant parties is based on suitable instances of shared entanglement. For
efficiency reasons, in an anticipated quantum network beyond point-to-point communication, it is preferable
that many parties can communicate simultaneously over the underlying infrastructure; however, bottlenecks in
the network may cause delays. Sharing of multi-partite entangled states between parties offers a solution, allow-
ing for parallel quantum communication. Specifically for the two-pair problem, the butterfly network provides
the first instance of such an advantage in a bottleneck scenario. The underlying method differs from standard
repeater network approaches in that it uses a graph state instead of maximally entangled pairs to achieve long-
distance simultaneous communication. We will demonstrate how graph theoretic tools, and specifically local
complementation, help decrease the number of required measurements compared to usual methods applied in
repeater schemes. We will examine other examples of network architectures, where deploying local comple-
mentation techniques provides an advantage. We will finally consider the problem of extracting graph states for
quantum communication via local Clifford operations and Pauli measurements, and discuss that while the gen-
eral problem is known to be NP-complete, interestingly, for specific classes of structured resources, polynomial
time algorithms can be identified.
Introduction
Quantum communication schemes over optical networks
necessarily suffer from transmission losses and errors. For
this reason, in order to achieve the vision of secure quan-
tum communication over arbitrary distances, several schemes
have been proposed that are based on entanglement swap-
ping and purification [1–5]. However, such existing “quantum
repeater” approaches are based on sharing and manipulating
close to maximally entangled “EPR” pairs between the nodes.
A lot of emphasis has been put onto identifying efficient ways
of achieving this task [2, 3, 6, 7], amounting to challenging
prescriptions. Yet, for multi-partite quantum networks going
beyond point-to-point achitectures, much less is known about
how to meaningfully make use of and manipulate resources.
This is particularly unfortunate since a number of protocols
have been devised for tasks like secret sharing [8, 9], quantum
voting [10] and quantum conference key agreement [11–13],
that exploit the genuine multi-partite character of a quantum
network, having the vision of a quantum internet in mind [14].
In fact, one could argue that the true potential of quantum
communication is expected to lie in such multi-partite appli-
cations beyond point-to-point architectures.
Specifically in multi-partite quantum networks, it could
well be preferable that the involved processes are run offline,
i.e., before a request for communication is received. How-
ever, methods like the ones described in Ref. [15] require big
quantum memories, as well as a high channel capacity. Con-
sequently, network efficiency is limited by the memory capac-
ities of the quantum repeater stations [16], as well as by possi-
ble bottlenecks imposed by the quantum network architecture.
What is more, in many applications, multi-partite resources
are required in the first place. In this context, new questions
of quantum routing emerge. We use the term quantum routing
as referring to the task of manipulating entangled resources
in multi-partite quantum networks between arbitrary nodes,
not necessarily making use of local knowledge only, as is
common in classical routing, but allowing for global classical
communication. The key question in this framework is how
to optimally establish communication between distant nodes
using the intermediate nodes of a quantum network.
In this work, we consider alternative ways for sharing en-
tanglement between distant nodes of a network that have fa-
vorable features both with respect to memory and channel ca-
pacity. We start from the same setting where nodes that are
connected with physical optical links share close to maximally
entangled qubit pairs. By suitable entanglement swapping
steps [7, 17, 18], the resulting state is a graph state [19, 20].
Methods for purifying any graph state via measurements and
classical communication have been studied [21] and applica-
tions in quantum networks considered [22, 23]. As already
discussed, setting up the shared quantum state before the ac-
tual request for communication, is preferable in terms of ef-
ficiency of communication, but also allows for detection and
prevention of channel or node failure.
For a given graph state and a request for communication be-
tween two distinct nodes, a straightforward solution would be
to find a shortest path between the nodes, create a “repeater”
line (by isolating the path from its environment), and then per-
form measurements on the intermediate nodes, thereby creat-
ing an EPR pair between the two. However, this approach
is far from optimal since it requires measuring a large num-
ber of nodes and therefore diminishes the secondary use of
the residual quantum state. Here, we propose another method
that requires at most as many measurements as this “repeater”
protocol, in general leaving a larger part of the graph state
intact, while simultaneously solving bottleneck issues in the
network. The proposed method is based on local complemen-
tation [19, 24] and is already underlying in the prominent bot-
tleneck example of the butterfly scheme [13, 25]. The painful
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2lack of studies in this area is due to the fact that local comple-
mentation does not provide an advantage in classical network
coding, since there is no classical equivalent to the applica-
tion of local Clifford operations in order to achieve serviceable
long-range correlations. Finally, we turn towards the problem
of extracting graph states from given larger graph states via lo-
cal Clifford operations and Pauli measurements. Using known
results from graph theory [26–29], we discuss that while the
general problem is known to be NP-complete [30], for spe-
cific classes of more structured resources, polynomial time al-
gorithms can be found. All our schemes are based on local
complementation, but are genuinely quantum, in the way that
genuinely multi-partite quantum graph states are manipulated.
Preliminaries
A graph G = (V,E) consists of a finite set of vertices V (
N and a set E ⊆ V × V of edges. Vertices that are connected
by an edge are called adjacent. The set of all vertices that are
adjacent to a given vertex a is called the neighborhood of a
and denoted by Na. We may write |G| := |V | for the number
of vertices. Graphs have an adjacency matrix with entries
(ΓG)i,j :=
{
1, if (i, j) ∈ E
0, if (i, j) 6∈ E
associated with them. In this work, we only consider sim-
ple graphs, i.e., graphs that do not contain edges connecting
a vertex to itself, or multiple edges between the same pair
of vertices. Given a graph G, we can prepare a graph state
vector |G〉 associated with it as follows. First, a qubit in
|+〉 = (|0〉 + |1〉)/√2 is prepared for each of the vertices in
V . Subsequently, a controlled-Z operation is applied to each
pair of qubits that is adjacent in G. The resulting graph state
vector can thus be written as
|G〉 :=
∏
(i,j)∈E
CZi,j |+〉⊗V .
It is important to stress that graph states do not have to be
prepared in this fashion. In fact, we here anticipate the states
to be prepared from EPR pairs and entanglement swapping
in a quantum network. Note that local Pauli measurements
on a graph state result in a different graph state up to local
unitary corrections (cf. Proposition 7 in Ref. [20]). Here, we
will omit these local corrections for the sake of clarity. In this
work we will make use of a graph transformation called local
complementation. By τa(G) we denote the graph that results
from locally complementing G with respect to the vertex a.
Definition 1 (Local complementation). A graph G = (V,E)
and vertex a ∈ V define a graph τa(G) with adjacency matrix
Γτa(G) := ΓG + Θa mod 2,
where Θa is the complete graph of the neighborhood Na.
Local complementation on a graph is equivalent to applying
local Clifford gates on the respective graph state [31]. In par-
ticular, the graph state that results from local complementation
with respect to node a of the graph state vector |G〉, is defined
by |τa(G)〉 := Uτa |G〉, where Uτa := (iXa)1/2(−iZNa)1/2.
It is possible to verify whether two graph states can be trans-
formed into each other via sequential local complementations
in polynomial time [32]. As we only consider local Clifford
operations and Pauli measurements, the resulting states re-
main graph states and can be described in terms of the pre-
measurement graph with the help of local complementations
and Z-measurements [20].
Reducing the number of measurements
We have already argued that sharing graph states between
the nodes of a network allows for quicker communication with
less requirements for channel capacity and memory than shar-
ing EPR pairs between nodes. However, it is not known, given
a shared graph state, what the optimal technique for entangle-
ment sharing between nodes that are not connected via phys-
ical links is. An approach equivalent to the well-established
repeater networks would be to create a “path” that connects
the two nodes, and then, via entanglement swapping, create a
long distance EPR pair.
In the following, we will prove that a “repeater” method is
not optimal regarding the number of measurements to be per-
formed. Having a significantly reduced number of measure-
ments is extremely useful in quantum networks, since it al-
lows us to “extract” more entanglement from the shared graph
state. The repeater protocol entails first isolating a path be-
tween two nodes a and b by Z-measuring the neighborhood
of said path (creating a repeater line) and then connecting a
to b via X-measurements along the intermediate nodes of the
path. The X-protocol is doing the reverse, first X-measuring
the intermediate nodes on the path between a and b, and then
Z-measuring everything that is left in the neighborhoods of a
and b respectively. We specifically prove the following theo-
rem in the Appendix.
Theorem 1 (Creating maximally entangled pairs). We can
create an EPR pair between two nodes a and b of an arbi-
trary graph state using the X-protocol with at most as many
measurements as with the repeater protocol.
The proof compares the number of measurements required
when running the two different algorithms. This technique
decreases the number of measurements used in standard re-
peater scenarios, when we know a pair of nodes that intends
to communicate (in this case a and b). In particular, it allows
for a larger part of the graph state to remain intact for future
use. Fig. 1 visualizes how the X-protocol for a 9 qubit clus-
ter state allows us to communicate between the nodes 1 and 9
while keeping a residual graph state for simultaneous commu-
nication between any pair of nodes in {3, 4, 7, 8}. Here, the
residual graph state can be turned into the desired second EPR
3Figure 1: An EPR pair and a residual graph state are distilled
from a cluster state with 9 qubits using the X-protocol on the path
(1, 2, 5, 6, 9). This is visualised by considering (b) local complemen-
tations with respect to nodes 1, 2, 5, 6, 1, followed by (c) the deletion
of nodes 2, 5, 6 on the graph that describes the graph state.
pair by a single measurement. Note that if we would first iso-
late the path between nodes 1 and 9 and then apply standard
repeater protocols, the distillation would require the measure-
ment of at least six nodes and thereby render the extraction of
a second EPR pair impossible.
It is also beneficial to compare our protocol to the stan-
dard entanglement swapping methods based on directly shar-
ing EPR pairs over the underlying network. To build the graph
states of Fig. 1(c) over the underlying grid network using en-
tanglement swapping, we need 12 EPR pairs, which is the
same number required to build the cluster state in Fig. 1(a).
The crucial difference is that, while the cluster state can ac-
commodate more communication requests, the direct genera-
tion of the graph states in Fig. 1(c) via entanglement swapping
limits the communication scenarios that we can implement.
If no more information about future communication re-
quests is available, it is more resource economical to choose
the shortest path that has the minimal neighborhood. How-
ever, the following lemma will be useful in case we would
like to allow more than one pair of nodes to communicate si-
multaneously. Specifically, it gives a visualisation of different
possibilities of entanglement generation between nodes.
Lemma 1 (Equivalence of measurements). X-measurements
along a shortest path between two nodes are equivalent to
performing a series of local complementations on the path,
followed by Z-measurements on the intermediate nodes.
Figure 2: Establishment of two EPR pairs. Starting from the but-
terfly network (a), we perform consecutive local complementations
on nodes 1 (b), 3 (c) and 4 (d). The qubits 3 (e) and 4 (f) are measured
in order to establish EPR pairs between nodes {1, 6} and {2, 5}.
Lemma 1 allows us to transform the problem of establish-
ing entanglement between nodes into finding suitable graphs
by successive local complementations of the network graph.
These repeated local complementations generate an orbit, the
LC-orbit [24]. As already mentioned, if the only request for
communication is between two nodes, then a shortest path
with minimal neighborhood is chosen, in order to minimize
the number of measurements. However, if the problem at hand
is to connect more than one pair of nodes, the local comple-
mentation path will be chosen differently, according to the re-
sulting graph.
Even if not at first apparent, this is the strategy for the
well-known butterfly network scheme (Fig. 2), where in or-
der to create EPR pairs between nodes {1, 6} and {2, 5}, X-
measurements are done on nodes 3 and 4. Via Lemma 1 this
is equivalent to finding a graph in the LC-orbit of the but-
terfly, where edges (1, 6) and (2, 5) exist, and no edge be-
tween sets {1, 6} and {2, 5} exists. This graph is found via
consecutive local complementations on nodes 1, 3 and 4. A
Z-measurement on nodes 3 and 4 allows to extract the two
required EPR pairs (Fig. 2(f)). Note that without the second
request for connection of nodes 2 and 5, the algorithm might
have chosen another path to do X-measurements. Similarly,
the sequence of subfigures in Fig. 1 demonstrates the equiv-
alent process for the 9-qubit cluster state. Both this specific
communication example and the one presented in the butter-
fly scheme, create bottlenecks in the network; this is further
discussed in the following section.
Bottleneck quantum networks
The butterfly network is of particular interest when consid-
ering bottlenecks in the network. If the nodes can share only
one EPR pair over each physical link, one of the butterfly’s
edges is a bottleneck if we aim to build repeater lines to cre-
ate entanglement between nodes {1, 6} and {2, 5}. The above
method fulfills the requirement of sharing only one EPR pair
per physical link, in order to build the appopriate graph state,
and yet solves the communication problem by bypassing the
bottleneck in the network. We can further show by exhaustive
search that the butterfly network structure is uniquely minimal
with respect to the number of nodes.
Proposition 1 (No bottleneck). There is no 5-node graph
state that has a bottleneck for simultaneous communication
between two pairs of nodes and that can be solved using local
Cliffords and a Pauli measurement of a single node.
Proposition 2 (Bottleneck). There are only four 6-node graph
states that have a bottleneck for simultaneous communication
between two pairs of nodes and that can be solved using local
Cliffords and Pauli measurements.
The only four possible 6-node graphs mentioned in the
above proposition are the ones resulting from node relabeling
in Fig. 2(a). Specifically, if we intend to establish EPR pairs
between nodes {1, 6} and {2, 5}, we obtain the four graphs by
4exchanging labels within the sets {3, 4} and {1, 6}. Note that
in allowing arbitrary local Cliffords and Pauli measurements
we considered a wider class of possible algorithms than just
the aforementioned X-protocol.
Obtaining GHZ and other multi-partite resources
As a further aspect, we now turn to the key question of
how to extract resource states such as GHZ states from a
given graph state. The more general question, whether from
a given graph state vector |G〉 we can extract another graph
state vector |H〉 via a sequence of local measurements, has
recently been proven to be NP-complete [30]. This was done
by solving a well-known problem in graph theory called the
VERTEX-MINOR problem, which asks whether from a graph
G, another graph H can be extracted via a sequence of (i)
local complementations and (ii) deletion of vertices. Note
that the NP-completeness of deciding whether graph H is a
vertex-minor of G has been proven for labeled graphs, which
are relevant for communication scenarios, since the nodes are
distinct.
Having said that, there are polynomial-time algorithms
that solve the problem for important instances. A first rele-
vant instance involves GHZ states [33, 34], which are essen-
tial resources for multi-partite schemes in quantum networks
beyond point-to-point architectures, such as quantum secret
sharing [8, 9]. Building upon the method described in Theo-
rem 1, we can show the following corollary.
Corollary 1 (Extraction of GHZ3 states). We can always dis-
till a 3-partite GHZ state between arbitrary vertices of a con-
nected graph state in polynomial time.
In order to obtain a 3-partite GHZ state, we use a slightly al-
tered version of the X-protocol. The proof examines different
cases corresponding to distinct relative positions of the three
vertices within the graph and is given in the Appendix. We
now propose a sufficient criterion in order to extract 4-partite
GHZ states; note that the extraction of a complete graph of
four nodes (which is a graph representing a GHZ4) is thought
to be difficult in general [35].
Proposition 3 (Extraction of GHZ4 states). We can distill a
4-partite GHZ state from a graph state when the underlying
graph has a repeater line as vertex-minor, which contains all
four nodes of the final GHZ state and at least one extra node
between two pairs of the nodes.
The required criterion is very likely to be fulfilled for sim-
ple network architectures, over which the graph state will be
shared. Fig. 3 demonstrates this for a short-distance square-
grid network, which is used to share a cluster state. Here,
Fig. 3(c) visualizes the minimal repeater line that is described
in Proposition 3. The proof of said proposition is given in the
Appendix. A more general result using the notion of rank-
width [50] is based on Refs. [30, 36–39].
Figure 3: Prototypical extraction of a GHZ4 state. In order to
distill a GHZ4 state between the nodes 1, 2, 4 and 5 of a 12 qubit
cluster state (a), we Z-measure three nodes (b) and X-measure the
four remaining intermediate nodes, thus isolating a repeater line (c)
in accordance with Proposition 3. We then perform consecutive local
complementations on nodes 2 (d), 3 (e) and 4 (f). Node 3 is finally
Z-measured (g) to establish the desired GHZ4 state.
Observation (Extraction of graph states from graph states
with bounded rank-width). For a graph state vector |G〉 with
an underlying graph of bounded rank-width, there exists a
poly-time algorithm that decides if a graph state vector |H〉
can be extracted from |G〉 using local Clifford operations and
Z-measurements, and gives the sequence of operations to be
applied.
For a graph G, there exist algorithms with runtime O(|G|3)
[29] that, for a fixed k, either give a rank decomposition of
width at most 24k or reply that the rank-width is larger than
k. Then, when such a rank decomposition is given, for a fixed
graph H , a linear time algorithm can test whether H is a ver-
tex minor ofG and return the sequence of local complementa-
tions and vertex deletions to be applied [36]. Intuitively speak-
ing, many structured graphs have bounded rank-width. E.g.,
highly sparse random graphs have a bounded rank-width [40],
and so do graphs with a bounded tree-width [41]. For those
graphs, the above observation readily applies, and it can be
decided whether resource states can be extracted.
Discussion
As an outlook, we mention an exciting link to classical
network coding theory: Schemes have been previously stud-
ied for the teleportation of a quantum state from a set of
nodes (sources) to another set (sinks), and a connection with
classical network coding has been established [7, 42, 43].
The k-pair problem in classical network routing is relevant
here, where k sources want to simultaneously send informa-
5tion to k sinks. In subsequent studies, the connection with
measurement-based quantum computation [44, 45] has been
established [46] and subsequently, the question of sharing a
general graph state over a network has been addressed [47].
However, the latter work has a shortcoming; the mapping of
the network is done using linear codes that require the gener-
ation of two-colorable graph states at each node, and it is not
straightforward to see how to make this mapping to a given
network structure, where each node holds a single qubit.
In this work, we have discussed the manipulation of multi-
partite entangled resources for applications in quantum rout-
ing and quantum communication across quantum networks.
A key application of the strategies laid out is in parallel quan-
tum key distribution and notions of conference key agreement.
We have seen that via local complementation, quantum rout-
ing schemes with a reduced number of measurements outper-
forming standard repeater schemes can be found, bottleneck
quantum networks can be treated and the question of extract-
ing multi-partite resources largely addressed. It is important
to stress that, while these algorithms are classical, they apply
to true multi-partite quantum entangled states. To provide fur-
ther perspective, also note that since every stabilizer state is
equivalent to some graph state [48], the methods laid out here
are also expected to be useful in the design of quantum error
correcting codes. It is the hope that this work triggers further
studies of manipulating multi-partite entangled resources for
quantum routing, which seem urgently needed in the light of
the rapid experimental progress on quantum networks.
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Appendix
Theorem 1 (Creating maximally entangled pairs). We can
create an EPR pair between two nodes a and b of an arbi-
trary graph state using the X-protocol with at most as many
measurements as with the repeater protocol.
Before stating the proof of Theorem 1 we introduce some
additional notation. For two subsets A,B ⊆ V of vertices we
denote by
E(A,B) := {(a, b) : a ∈ A, b ∈ B, a 6= b}
the set of all possible edges between the two sets. Note that
E(A,B) in general contains edges that are not contained in
the edgeset of an arbitrary given graph G = (V,E). For a
vertex subset W ⊆ V we denote by E|W the subset of E that
contains every edge that connects to at least one vertex in W .
We may subtract a set of edges F from E. That is, by E \ F
we denote the set of edges in E that are not contained in F .
For such a second set of edges F we also define the symmetric
difference of E and F as
E∆F := (E ∪ F ) \ (E ∩ F ).
If F happens to be a subset of E the symmetric difference
E∆F is identical to E \ F . Otherwise the mutual edges are
removed from the union of the two sets.
If the qubit associated with vertex v ∈ V of a graph state
is X-measured, the transformation of the corresponding edge
set E can be described in terms of symmetric differences. In-
dependent of a choice w ∈ Nv , the new edge set is given by(
E∆Evw∆Ev∩w∆Ev\w
) \ E|{v}, (1)
where Evw := E(Nw, Nv), Ev∩w := E(Nw∩Nv, Nw∩Nv)
andEv\w := E({w}, Nv\{w}) are introduced as a shorthand
notation. The subtraction of the set containing only the edges
that connect to the vertex itself at the end of Eq. (1) represents
the isolation of v due to the measurement. Given a distinct
pair of vertices a, b ∈ V , a path of length k from a to b is an
ordered list (v1, v2, . . . , vk) such that v1 = a, vk = b, and for
all i ∈ [k − 1], vertices vi and vi+1 are adjacent. We denote
by l the length of a shortest path from a to b within the graph
at hand.
In the following we will describe how the neighborhoods
Nvi of vertices vi change due to Pauli measurements on the
graph state. To indicate that the graph and therefore some
neighborhoods may have changed, we make use of an addi-
tional index t. By N (t)vi we denote the neighborhood of node
vi after the tth Pauli measurement on the initially given graph
state. We carry this notation over for symmetric differences.
In the expression E(t)(·, ·) the t indicates that all involved
neigborhoods are regarded after the tth Pauli measurement.
From the context it will always be obvious which nodes are
measured in which step. In particular
N (0)v1 ∪N (0)v2 ∪ . . . ∪N (0)vk
is the joint neighborhood of a path (v1, v2, . . . , vk) in the ini-
tially given graph before any measurements are made. In our
proof we compare two measurement algorithms that both have
the goal of establishing an EPR pair between the nodes a and
b of a given graph state.
• The repeater protocol selects the shortest path connect-
ing a to b that has the minimum combined neighbor-
hood. Every node that lies in the combined neighbor-
hood of this path but not on the path itself is then Z-
measured. This isolates the path from the rest of the
graph creating a repeater line. Finally, every intermedi-
ate vertex on the line is X-measured yielding the EPR
pair between the two nodes.
• The X-protocol measures the intermediate vertices
along the same shortest path in the X basis . Sub-
sequently, the neighborhoods of the two nodes are Z-
measured to create the desired EPR pair.
We start our comparison by counting the number of mea-
surements required in the repeater protocol. Along the min-
imal neighborhood path (v1, v2, . . . , vl) connecting v1 = a
to vl = b, every neighboring vertex that does not lie on
the path itself is measured in the Z basis. This requires
|N (0)v1 ∪N (0)v2 ∪ . . .∪N (0)vl |−l measurements. To obtain the de-
sired EPR pair from this newly-created repeater line we then
measure the vertices v2, v3, . . . , vl−1 in the X basis. These
l−2 measurements remove the intermediate nodes of the path
one by one. The repeater protocol thus requires
|N (0)v1 ∪N (0)v2 ∪ . . . ∪N (0)vl | − 2 (2)
Pauli measurements in total to establish the EPR pair.
7In order to prove Theorem 1, we will now count the number
of measurements required when using the X-protocol. The
protocol starts by X-measuring along the path (v2, . . . , vl−1).
Here, t indicates the X-measurement of node vt+1 and N
(t)
vi
is the neighborhood of vi after the tth X-measurement. We
will need the following observation.
Observation (Minimizing measurements). To prove Theorem
1, it suffices to show
N (l−2)a ∪N (l−2)b ( N (0)v1 ∪N (0)v2 ∪ . . . ∪N (0)vl (3)
and that we can find at least l−2 elements in the neighborhood
of the initial (before any measurement) path between a and b
that are not contained in the neighborhoods of a and b after
the X-measurements of the X-protocol.
In total, the X-protocol requires (l − 2) X-measurements
along the shortest path, and subsequently |N (l−2)a ∪N (l−2)b |−2
Z-measurements on those vertices that have connecting edges
to a or b (we need to subtract a and b from the count). From
Eq. (2) it follows that Theorem 1 holds if
|N (l−2)a ∪N (l−2)b |+ l − 2 ≤ |N (0)v1 ∪N (0)v2 ∪ . . . ∪N (0)vl |.
Therefore, in order to prove Theorem 1, it is sufficient to show
that Eq. (3) is fulfilled.
Proof. In the following we will examine how the neighbor-
hoods of a = v1 and b = vl change with the sequence of
X-measurements along the shortest path. The first such mea-
surement is at vertex v2. The measurement results in a new
graph state with the same set of vertices and with an edge set
that can be calculated via a series of symmetric differences,
according to Eq. (1),(
E∆E(0)v1v2∆E
(0)
v1∩v2∆E
(0)
v2\v1
)
\ E|{v2},. (4)
By definition of E(·, ·) we find
E(0)v1v2 =
{
(x1, x2) : xi ∈ N (0)vi , i = 1, 2;x1 6= x2
}
, (5)
E
(0)
v1∩v2 =
{
(x, y) : x, y ∈ N (0)v1 ∩N (0)v2 , x 6= y
}
, (6)
E
(0)
v2\v1 =
{
(v1, x2) : x2 ∈ N (0)v2 \ {v1}
}
. (7)
In the following we analyse the consecutive symmetric differ-
ences in Eq. (4) step by step. In particular, we are interested
in how the X-measurement on v2 changes the neighborhoods
of a = v1 and b = vl. Since we have v1 ∈ N (0)v2 , the set
E
(0)
v1v2 contains all edges that where connected to v1 before the
measurement. From Eq. (5) we can thus infer that N (1)v1 does
not contain any of the elements that where previously con-
tained in N (0)v1 . The second symmetric difference in Eq. (4)
does not alter the neighborhood of the starting vertex v1 by
virtue of Eq. (6) and v1 not being in the intersection of N
(0)
v1
and N (0)v2 . If follows that the only contribution to N
(1)
v1 comes
from Eq. (7). We find
N (1)v1 = N
(0)
v2 \ {v1} (8)
and ascertain that the new graph after the X-measurement on
v2 has a path (v1, v3, v4, . . . , vl) of length l−1 connecting a =
v1 and vl = b. We note that this new, shorter path is again a
shortest path between a and b, since the X-measurement only
alters the neighborhood of the measured node. The vertex v2
is now isolated, that is, there are no edges that connect it to the
remaining graph. The following measurements will remove
the other intermediate vertices from the path one by one.
The next X-measurement on v3 yields N
(2)
v1 = N
(1)
v3 \ {v1}
and finally after the tth measurement, it holds that
N (t)v1 = N
(t−1)
vt+1 \ {v1}. (9)
We now examine how the neighborhood of vt+2 is changed
by the tth measurement. Before we write down the general
expression for N (t)vt+2 , we consider the special case t = 1,
that is, the environment of vertex v3 after the measurement on
v2. Again, Eq. (6) does not contribute to N
(1)
v3 , because v3 ∈
N
(0)
v1 ∩N (0)v2 would be a contradiction to (v1, v2, . . . , vl) being
a shortest path before the first measurement. Via Equation (5)
we add those elements of N (0)v1 that have not previously been
connected to v3 and remove those that where. Compared to
N
(0)
v3 , the neighborhood N
(1)
v3 also gains the element v1 by
virtue of Eq. (7), since v3 is certainly an element of N
(0)
v2 \
{v1}. To sum up this gives N (1)v3 = {v1} ∪
(
N
(0)
v3 ∪N (0)v1
)
\(
N
(0)
v3 ∩N (0)v1
)
and thus
N (t)vt+2 = {v1} ∪
(
N (t−1)vt+2 ∪N (t−1)v1
)
\
(
N (t−1)vt+2 ∩N (t−1)v1
)
(10)
for the general case after the tth measurement. For any t =
2, 3, . . . , l − 2 we can combine Eqs. (9) and (10) and obtain
the expression
N (t)v1 =
(
N (t−2)vt+1 ∪N (t−2)v1
)
\
(
N (t−2)vt+1 ∩N (t−2)v1
)
(11)
In particular we can now write recursive expressions for
N
(l−2)
a and N
(l−2)
b . More specifically, we obtain
N (l−2)v1 =
(
N (l−4)vl−1 ∪N (l−4)v1
)
\
(
N (l−4)vl−1 ∩N (l−4)v1
)
,
N (l−2)vl = {v1} ∪
(
N (l−3)vl ∪N (l−3)v1
)
\
(
N (l−3)vl ∩N (l−3)v1
)
.
(12)
Eqs. (12) contain multiple expressions of the type N (t)vt+3 .
These expressions can easily be simplified. For instance the
case t = 1 entails N (1)v4 = N
(0)
v4 , since v4 /∈ Nvi for i = 1, 2.
Otherwise this would be a contradiction to (v1, v2, . . . , vl) be-
ing the shortest path before the first measurement. By the
same argument we recursively get
N (t)vt+3 = N
(t−1)
vt+3 = . . . = N
(0)
vt+3
8for all t = 1, 2, . . . , l − 3. Together with Eqs. (11) and (12),
this recursively implies that we can write N (l−2)a and N
(l−2)
b
as the union and intersection of sets of the type N (0)vi and
N
(1)
vi where vi is a vertex on the initial shortest path. For
all vi, except for i = 1, 2, 3, we have N
(0)
vi = N
(1)
vi , since
the negation would imply (v1, v2, . . . , vl) not being the short-
est path before the first measurement. The neighborhood of
v2 is empty after the first measurement. Now, Eq. (8) and
N
(1)
v3 = {v1} ∪
(
N
(0)
v3 ∪N (0)v1
)
\
(
N
(0)
v3 ∩N (0)v1
)
imply
N (l−2)v1 ∪N (l−2)vl ( N (0)v1 ∪N (0)v2 ∪ . . . ∪N (0)vl .
The subset relation is proper, because the l − 2 vertices
v2, v3, . . . , vl−1 are contained in N
(0)
v1 ∪ N (0)v2 ∪ . . . ∪ N (0)vl
but not in N (l−2)v1 ∪N (l−2)vl . This implies
|N (l−2)v1 ∪N (l−2)vl |+ l− 4 ≤ |N (0)v1 ∪N (0)v2 ∪ . . .∪N (0)vl | − 2,
which concludes the proof.
Now we will prove Lemma 1 and thereby show the equiva-
lence of successive X-measurements to Z-measurements on
a graph in the LC orbit.
Lemma 1 (Equivalence of measurements). X-measurements
along a shortest path between two nodes are equivalent to
performing a series of local complementations on the path,
followed by Z-measurements on the intermediate nodes.
Proof. An X-measurement of a node is equivalent to locally
complementing a neighbor, then locally complementing the
actual node and Z-measuring, followed by a final local com-
plementation of the same neighbor. Suppose that the nodes vi,
i = 1, . . . , n constitute a shortest path. We denote by Xi and
Zi theX- and Z-measurements on node i respectively, and by
LCi the action of local complementation with respect to the
node vi. Then
X2 = LC1 LC2 Z2 LC1
is a valid decomposition ofX2 in terms of local complementa-
tions andZ-measurements. If there is no shorter path connect-
ing v1 and v3, this means that the X2 measurement (and more
specifically LC2) creates a link between v1 and v3. Therefore,
when we measure X3, we can again choose v1 as a neighbor
and find
X3 = LC1 LC3 Z3 LC1.
Continuing along the path, we finally find that
X2 · · ·Xn−1 = LC1 LC2 Z2 LC3 Z3 · · ·LCn−1 Zn−1 LC1,
since two consecutive local complementations with respect to
the same vertex cancel each other out. However, Zi commutes
with LCj since measuring in Z removes the node and all adja-
cent edges. If i ∈ Nj , it does not matter whether a local com-
plementation will connect vi with any other node or not, since
all connections will disappear after the measurement. We can
therefore push all Z-measurements to the end and obtain
X2 · · ·Xn−1 = LC1 · · ·LCn−1 LC1 Z2 · · · Zn−1
to conclude the proof.
Now, building upon theX-protocol, we give a proof of Corol-
lary 1 by a short case analysis.
Corollary 1 (Extraction of GHZ3 states). We can always dis-
till a 3-partite GHZ state between arbitrary vertices of a con-
nected graph state in polynomial time.
Proof. Again we take (a = v1, v2, . . . , vl = b) to be a shortest
path in the initial graph. If c ∈ N (0)v1 ∪N (0)v2 ∪ . . .∪N (0)vl lies in
the neighborhood of the chosen path, there are two subcases.
• If c = vi for some i ∈ {1, 2, . . . , l}, we measure the
vertices v2, v3, . . . , vi−1, vi+1, . . . , vl−1 in theX-basis.
After these l−3 measurements every vertex inN (l−3)a ∪
N
(l−3)
b ∪N (l−3)c \ {a, b, c} is measured in the Z-basis.
• If c 6= vi for all i ∈ {1, 2, . . . , l}, we measure the
vertices v2, v3, . . . , vl−1 in the X-basis. After these
l − 2 measurements vertex c is certainly contained in
N
(l−2)
a ∪ N (l−2)b . Every vertex but c from this set is
then measured in the Z-basis.
If c /∈ N (0)v1 ∪N (0)v2 ∪ . . . ∪N (0)vl , we again measure the nodes
v2, v3, . . . , vl−1 in the X-basis. Without loss of generality let
the shortest path b = w1, w2, . . . , wl′ = c be shorter than all
the paths from a to c. We continue by measuring all vertices
inN (l−2)a in the Z-basis followed by w2, w3, . . . , wl′−1 in the
X-basis. Note that wi ∈ N (l−2)a for some i ∈ {2, 3, . . . , l′}
would be a contradiction to the shortest path assumption. Fi-
nally, we measure every vertex but a that lies in the neigh-
borhoods of b and c in the Z-basis. All of the above cases
result in the desired 3-partite GHZ state between a, b and c
independent of the choice of paths.
Finally, we turn towards the generation of 4-partite GHZ states
as stated in Proposition 3.
Proposition 3 (Extraction of GHZ4 states). We can always
distill a 4-partite GHZ state from graph states when their un-
derlying graph (i) is a repeater line, with at least one extra
node between two pairs of the final GHZ4 nodes, or (ii) con-
tains such a line as a vertex-minor.
Proof. To be consistent with the figure in the main text, sup-
pose that we want to have a GHZ4 state between nodes with
labels 1, 2, 4 and 5 in the original graph state. If the underlying
graph has a repeater line as a vertex-minor, we may separate
it from the remaining graph state via appropriate local com-
plementations and measurements. By local complementation
on the path and measurement on the nodes that are not part
of the final GHZ4, we can always distill the required state,
9as seen in the figure in the main text. For a large subset of
graph states there is however a more efficient way to gen-
erate the desired GHZ4 state in analogy to the X-protocol.
Without isolating the repeater line first, we may perform local
complementations with respect to nodes 2, 3, 4 followed by
Z-measurements on 3 and on every vertex that is connected
to any of 1, 2, 4, 5 and does not lie on the repeater-line itself.
If, for example, there is no shorter path connecting 1 to 5 ini-
tially than the one given by the repeater line, the successive
local complementations result in graphs that have a subgraph
like the ones displayed in the figure in the main text.
