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Abstract 
 
The new biofuel candidate, 2, 5-Dimethylfuran (DMF) has received increasing interest as a 
potential alternative to fossil fuels, owing to the recent development of its new production 
technology. However, the effect of DMF properties on the fuel spray and vaporization, 
subsequent combustion processes and emission formation in the current Gasoline Direct 
Injection (GDI) engine is still not well understood. 
 
To investigate spray and combustion characteristics of DMF and explore possible applications 
to the IC engines, a three-dimensional Computational Fluid Dynamics (CFD) model has been 
developed using the KIVA3V code with improved spray models (nozzle flow model, spray 
atomization and secondary breakup models) and combustion models. At the same time, the 
macroscopic and microscopic characteristics of DMF fuel spray were studied through the 
measurement obtained by using PDPA (Phase Doppler Particle Analyzer) and Shadowgraph 
techniques and the data are used for validating the spray model. In addition, laminar flame 
speed was measured by using the Schlieren technique for the development of the combustion 
model. This CFD model was then applied to study the in-cylinder mixture preparation and 
combustion characteristics of DMF in a GDI engine. 
 
The mixture preparation analysis shows both insufficient mixing time and significant spray-
wall interaction when DMF is used result in relatively poor air/fuel distributions. Compared to 
the nearly homogeneous mixture with the gasoline fuel spray, a very rich fuel-air mixture of 
7.7% and extremely lean mixture of 4.7% of the total charge has been observed in the case of 
II 
 
DMF at the end of compression stoke. The mixing quality of DMF under various injection 
timing and engine speed conditions has also been investigated and compared with the case of 
gasoline. 
 
The analysis of combustion characteristics compared with the case of gasoline show that 
slightly longer combustion duration of DMF results from its lower laminar flame speed. The 
higher anti-knocking quality of DMF makes more advanced spark timing possible which 
brings about higher peak pressure and temperature and higher IMEP; however, the higher 
pressure rise rate and higher temperature result in 187% higher NOx emissions than for 
gasoline; in addition, inhomogeneity of the mixture at the stoichiometric air-fuel ratio with 
DMF considerably compromises its combustion efficiency and fuel economy. 
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Chapter 1 INTRODUCTION 
 
1.1 Background 
 
The demand for the Internal Combustion (IC) engine has exponentially increased within the 
20th century due to its convenience and high energy efficiency. However, owing to the global 
large-scale exploitation of oil production, as a non-renewable resource, the fossil fuel industry 
encounters the issue of the depletion of crude oil. As presented in Fig.1.1, the International 
Energy Agency (IEA) predicts that world crude oil production at the existing fields began to 
drop after 2009 and the capacity will decrease to 25% by the end of 2035, although the new 
fields compensate for this decline. Therefore, the vehicle manufacturers have to solve the 
problems resulting from the increase in oil price stimulated by the oil depletion.   
 
 
 
Fig.1.1 World oil production from 1990 to 2035 [1]. (mb/d: million barrels per day) 
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Meanwhile, vehicle industry is facing the challenge of increasingly stringent emissions 
standards which are prompted by the worsening air pollution and climate change. As listed in 
Table 1.1, European emissions regulations prescribe the acceptable limits for emissions, 
comprising nitrogen oxides (NOx), total hydrocarbon (THC), non-methane hydrocarbons 
(NMHC), carbon monoxide (CO), particulate matter (PM) and number of particles (PN).  
 
Table 1.1 European emissions regulations for passenger cars, g/km [2] 
 
Tier Date CO THC NMHC NOx HC+NOx PM PN* 
Euro 1 July 1992 2.72 (3.16) - - - 
0.97 
(1.13) - - 
Euro 2 January 1996 2.2 - - - 0.5 - - 
Euro 3 January 2000 2.3 0.20 - 0.15 - - - 
Euro 4 January 2005 1.0 0.10 - 0.08 - - - 
Euro 5 September 2009 1.0 0.10 0.068 0.06 - 0.005 
- 
Euro 6 
(future) 
September 
2014 1.0 0.10 0.068 0.06 - 0.0045
[3] 6e11[3] 
* #/km 
 
1.2 Biofuels 
 
To alleviate the reliance on fossil fuel, alternative energy resources have become the primary 
strategy in both the national energy security and the development direction of vehicle 
manufacturers. Hydrogen Vehicles (HV), Electric Vehicles (EV) and biofuels are the optional 
choices applicable in the transportation sector. For the HV, high capital cost, low well-to-
wheel efficiency and problems with compressed hydrogen storage still affect its application at 
present [4]; with respect to the EV, its current usage range is constrained by the high cost of 
batteries, problems with battery recharging and low energy storage; while biofuels have the 
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advantages of higher energy density, cheaper price and are friendly to current engine 
technology and distribution infrastructure. Therefore, this original resource which fuelled the 
first engines [5] is brought back to the fuel industry as a replacement for fossil fuels. Fig.1.2 
illustrates the use of global energy in the transport sector in 2050, predicted by the IEA [6]. 
As presented, biofuels share will ultimately reach up to 27% of the total fuel consumed in 
transportation, which is over twice of the share of electricity and almost four times of that of 
hydrogen. 
 
 
 
Fig.1.2 Global energy use in the transport sector in 2050 [6]. 
 
Additionally, biofuels derived from biomass are beneficial to the saving of the major 
greenhouse gas (GHG), carbon dioxide (CO2). In 1996, M. Wang in the Argonne National 
Laboratory first discovered a methodology named as the Greenhouse gases, Regulated 
Emissions, and Energy use in Transportation (GREET) model [7], to assess the well-to-wheel 
life-cycle energy use and GHG emissions. By using the updated GREET model [8], GHG 
emissions for various kinds of ethanol were predicted and the comparisons against the 
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replaced gasoline are presented in Fig.1.3. As presented, all the types of ethanol reflect the 
capacity of CO2 reduction; cellulosic ethanol achieves 86% reduction of CO2 emissions, 
which is better than the other cases of corn ethanol and sugarcane ethanol. Moreover, in order 
to confine the global warming to below 2.4ºC by 2050, the target of 50% CO2 reduction was 
agreed by the G8 leaders at the Heiligendamm Summit 2007[10]. For this tough target, a 
BLUE Map scenario was proposed by the IEA in 2008 [11] as illustrated in Fig.1.4. Within 
the transportation sector, the use of biofuels contributes to 20% (2.1 gigatonne (Gt) CO2-
equivalent), which is comparable with the contribution from the technology improvements in 
vehicle efficiency (see Fig.1.4).  
 
 
 
Fig.1.3 GHG emissions by transportation fuel [9] 
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Fig.1.4 Contribution of biofuels to GHG emissions reduction in the transport sector 
[6] 
 
1.2.1 First Generation of Biofuels 
 
The first generation of biofuels are mainly produced from food crops such as grains, sugar 
beet and oil seeds [12]. Driven by cheaper prices and support from the policies, a rapid 
development of commercial markets for their use has taken place during the last decade. 
However, there are concerns about the sustainability of first generation biofuels’ production, 
due to the direct competition for the natural resources used for food and fibre production [12]. 
Also the first generation biofuels are further considered as the contributors to the past 
increases in global prices of food and animal feeds [13].  
 
Additionally, owing to shrinking amounts of land for growing food, the displacement of 
tropical forest for food production is in place, a phenomenon called Indirect Land-Use 
Change (ILUC) [14].  As presented in Fig.1.5, the effect of ILUC weakens the benefit of 
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biofuels on the CO2 savings. These issues limit the further development of the first generation 
biofuels. 
 
 
 
Fig.1.5 GHG emissions from direct and ILUC for various energy crops. (35% -initial 
threshold in EU law; 50%--threshold in 2017) [14] 
 
1.2.2 Second Generation of Biofuels 
 
To avoid the cumulative environmental and economic impacts, a world-wide interest has been 
stimulated in promoting second generation biofuels made from non-food biomass [12]. These 
materials belong to lignocellulosic feedstocks, including agricultural by-products (cereal 
straw, sugarcane bagasse), forest residues and energy crops [13]. Compared with the first 
generation biofuels, their high energy contents [12] and the utilization of infertile lands are the 
main advantages of second generation biofuels. Additionally, second generation biofuels are 
advantageous for the reduction of GHG emissions as illustrated in Fig.1.3. In order to meet 
the target of 50% reduction of CO2 emissions by 2050, as presented in Fig.1.6, the production 
of the first generation biofuels will be surpassed by the second generation biofuels (Biomass-
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To-Liquids (BTL) biodiesel, sugarcane and cellulosic ethanol) in 2020 and be completely 
replaced in 2050. 
 
 
 
Fig.1.6 Predicted transition between first and second generation biofuels from 2005 to 2050 
[12]. (Mtoe: million tons of oil equivalent) 
 
1.3 2,5-Dimethylfuran(DMF) 
 
1.3.1 Development in DMF Production 
 
As reviewed in 1.2.2, lignocellulosic biomass is currently considered as an attractive 
feedstock for biofuels’ production. However, it is a challenge for both researchers and 
biorefineries to discover how to efficiently produce a potential biofuel from the 
lignocellulosic resource.   
 
Zhao et. al. [15] and Román-Leshkov et. al. [16] provided an encouraging answer. Both of 
them discovered catalytic conversion methods for the production of 5-hydroxymethylfurfural 
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(HMF) from a hexose (e.g. fructose) by dehydration [15-16] and the latter presented a 
pathway to convert from HMF to 2,5-dimethylfuran (DMF) by hydrogenation and 
hydrogenolysis (see Fig.1.7).  
 
 
Fig.1.7 Reaction path of 2,5-dimethylfuran converted from sugars [17]. 
 
Furthermore, to enable a DMF yield from the lignocellulosic biomass, Binder et. al. [18] used 
enzymes to depolymerize starch and isomerize glucose to fructose as illustrated in Fig.1.8; 
researchers [19-20] also made great efforts to increase the conversion efficiency from fructose 
or glucose to DMF.  
 
 
 
Fig.1.8 An integrated scheme for producing the DMF from starch [19]. 
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In addition, based on the method described in [16, 22], Kazi et.al. [23] analyzed the feasibility 
on the industrial production of DMF from fructose in terms of economics and technology and 
a block diagram for DMF production process was also provided (see Fig.1.9). 
 
 
Fig.1.9 DMF manufacturing process flow chart [23].  
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1.3.2 Fuel Properties of DMF 
 
The fuel properties of DMF are beneficial to its potential as a promising alternative to 
gasoline as listed in Table 1.2. Through comparing with gasoline and ethanol, its advantages 
can be summarized as follows: 
 
• High energy content  
DMF’s volumetric Lower Heating Value (LHV) (comparable with gasoline) is almost 
40% higher than ethanol which eliminates the issues of ethanol’s limited cruise 
mileage.           
• High octane number 
As a fuel appropriate for Spark Ignition (SI) engines, DMF’s research octane number 
is 101, higher than gasoline and a little lower than ethanol, which allows higher 
compression ratios and consequently, contributes to the improvement in fuel economy 
and engine performance.  
• Low flash point and high auto-igniton temperature 
DMF’s lower flash point (-1 oC) improves the performance of engine cold-start when 
fuelled with ethanol (16.6 oC). Its high auto-igniton temperature reduces the chance of 
pre-ignition; additionally, the value of DMF’s auto-igniton temperature (285.85 oC) is 
more similar to gasoline (280 oC) than ethanol (363 oC), which reflects its similarity 
with gasoline on the ignition characteristics.  
• Low viscosity 
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DMF has a closer viscosity with gasoline than ethanol, making it easily adoptable with 
the current injection system designed for gasoline.  
• Good water insolubility 
DMF’s low water insolubility solves the difficulty of ethanol’s storage.  
Table 1.2 Main fuel properties of DMF, gasoline and ethanol 
 
Name(s) 2,5-Dimethylfuran Gasoline Ethanol 
Molecular Formula C6H8O C2 to C14 C2H6O 
Molecular Mass 96.1289 g mol-1 [24] 100-105 g mol-1 [25] 46.069 g mol-1 [24] 
Initial Boiling Point 
(1atm)[26] 92
oC 32.8 oC 78.37 oC 
Latent Heat of Vapor 
(300K) 372 kJ/kg 
[27] 316.6 kJ/kg[28] 1030 kJ/kg [28] 
Liquid Density (20oC) 895.4kg m-3 [24] 751 kg m-3 789.37 kg m-3 [28] 
Surface 
Tension(25oC)  0.02519 N/m
[27] 0.01893 N/m[28] 0.02218 N/m[28] 
Viscosity(1atm, 20oC) 
 
0.65cP [27] 
 
0.4-0.5cP [29] 
 
1.145 cP [27] 
Stoichiometric Air-
Fuel Ratio 
 
10.72 
 
14.46 
 
8.95 
Lower Heating Value  
 
32.89 MJ/kg [30] 
 
42.9 MJ/kg [26] 
 
26.9 MJ/kg [26] 
Lower Heating 
Value [26]  
 
29.3 MJ/L 
 
31.9 MJ/L 
 
21.3 MJ/L 
RON/MON [31] 
 
101.3/88.1 
 
96.8/85.7 
 
107/89 
Reid Vapor Pressure 
(310.9 K)  13.4 kPa
 [32] 70.6 kPa 15.9 kPa [32] 
Flash Point  
 
-1 oC [33] 
 
-43 oC [34] 
 
16.6 oC [34] 
Auto-Igniton 
Temperature  
 
285.85oC [33] 
 
280 oC [34] 
 
363 oC [34] 
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Water Solubility [32] 
 
1.47 g/L 
 
0 g/L 
 
>1000 g/L 
 
However, great debates about the prospect of DMF applied into vehicles were concentrated 
on its toxicology in the neurotoxicity of hexane in humans [35]. Although DMF is hazardous, 
the risk levels for humans dealing with DMF are almost the same as those for dealing with 
gasoline [33].  
 
1.4 Current Developments and Challenges for the GDI Engine 
 
Driven by the consideration of GHG emissions’ reduction, downsizing/downspeeding 
becomes one of the mainstream technologies in commercial engine production [36]. A high 
specific low end torque is the essential factor for the transient driving performance of 
downsizing. Compared to the Port Fuel Injection (PFI) system, this prerequisite can be 
realized by the Gasoline Direct Injection (GDI) system because of its enhanced accuracy of 
dynamic air/fuel ratio with the aid of the Variable Valve Actuation (VVA) and turbocharging 
techniques [37].  
 
For the GDI engine, a Three-Way Catalyst (TWC) is effective to convert exhaust CO, HC and 
NOx into CO2, water and nitrogen near the stoichiometric point [38]. In this case, compared 
to a diesel engine, the PM emissions are usually negligible due to the homogeneous 
combustion in a GDI engine. However, a new emission target for particulate number 
(6e11particles/km) has been legislated in Euro 6. To meet this standard, minimization of the 
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particulate formation in the combustion chamber is the only solution without exhaust 
aftertreatment.  
 
It is known that rich fuel-air ratio and high temperature (1500-2200K) [39] contribute to the 
particulate formation. Additionally, the main sources of particulate formation lie in wall-
wetting such as spray impingement on the piston, cylinder wall and combustion chamber roof 
[40]. Therefore, effective organization of homogeneous fuel-air mixture and reduction of 
wall-wetting is crucial to the control of engine output emissions. The main strategies in a GDI 
engine are summarized in Table 1.3 in terms of air delivery, fuel delivery and combustion 
performance. 
 
Table 1.3 Strategies in a GDI engine 
 
Terms Targets 
Air Delivery Sufficient fresh air 
Optimization of intake and exhaust valve 
overlap 
 
Residual gas fraction control 
Fuel Delivery Global air/fuel ratio control 
Enhanced spray atomization 
Spray pattern optimization  
Multiple injection strategy 
Minimize wall wetting 
Combustion 
Performance 
Charge motion optimization 
Sufficient air/fuel mixing 
Spark timing optimization 
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1.5 Objectives 
 
The aim of this study is to investigate the spray and combustion characteristic of DMF in a 
GDI engine compared with gasoline in order to provide the support for the optimization of the 
injection strategy and injection system update. The objectives can be described as follows: 
 
1. To study the spray behaviours and laminar combustion characteristics of DMF 
through optical diagnostic techniques in a constant volume vessel. 
2. To develop a spray atomization model to reproduce DMF spray behaviours, involving 
the build-up of DMF fuel library, implementation of the primary breakup model and 
selection of the secondary breakup models. 
3. To develop a combustion model for describing the combustion propagation and heat 
transfer process, including the validation of the laminar and turbulence combustion 
models. 
4. To investigate the influence of fuel properties, injection timing and engine speed on 
the fuel-air mixing quality and spray impingement in a GDI engine with the validated 
spray model. 
5. To study the differences of DMF and gasoline in the combustion characteristics and 
engine performance in a GDI engine using the validated combustion model.  
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1.6 Thesis Outline 
 
The thesis is divided into eight chapters. A brief summary of each chapter is given below. 
 
In Chapter 2, a review of literature relating to the numerical modelling of a GDI engine is 
presented, especially the spray and combustion simulation, providing the foundation for the 
model selection in Chapter 3. Next, optical diagnostic techniques and current progress in the 
DMF fuel studies are discussed. 
 
Chapter 3 describes the details of the sub-models used or implemented in the thesis. The 
models include a turbulence model, a modified heat transfer model, a quasi-global reaction 
combustion model and an emission model for NOx. The primary breakup model accounting 
for cavitation, three secondary breakup models and empirical models of liquid core length and 
spray cone angle are introduced as well. 
 
In Chapter 4, after a description of the experimental setup and analysis of the data measured 
in an open air and in a constant volume vessel, the spray model is adjusted according to the 
experimental results. Then the comparison on the spray characteristics of DMF and gasoline 
is discussed under variable injection pressures and ambient pressures.  
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Chapter 5 begins with the engine specifications and mesh generated and then introduces 
briefly a 1-D engine simulation tool, providing the initial and boundary conditions for the 3-D 
simulation. Finally, the validation of the spray model in the GDI engine is presented. 
The mixture preparation in a stoichiometric direct injection DMF engine is discussed in 
Chapter 6 by using the validated spray model. Following an introduction of the characteristics 
of in-cylinder gas motion in a Spark Ignition Direct Injection (SIDI) engine, effects of fuel 
properties, injection timing and engine speed on the mixing quality are discussed. 
 
In Chapter 7, laminar flame characteristics of DMF are investigated using an optical 
technique, comparing with gasoline and ethanol.  Based on the data from this test and the 
thermal engine performance, the combustion model constants are adjusted. Subsequently the 
validation of this combustion model using a high speed photographic technique is presented. 
Finally, by using this combustion model, analyses of combustion phase, heat release and 
pollutant emissions are investigated and compared with gasoline. 
 
Chapter 8 contains the conclusions drawn by the results gained in Chapters 4 to 7 and 
recommendations for future work.  
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Chapter 2 LITERATURE REVIEW 
 
2.1 Introduction 
 
As described in section 1.4, to meet the demands of the forthcoming emission standards, 
downsizing technology is crucial to every GDI engine manufacturer. The core problems of 
this technology are the control strategies in terms of air delivery, fuel delivery and the 
combustion process. It is known that compressible transient flows (e.g. in-cylinder 
aerodynamics, spray, fuel-air mixing and combustion) exist in the scenario of a GDI engine. 
In particular, as the major in-cylinder flow—turbulence, its wide range of length scale and the 
randomised character of small-scale vortices are the main difficulties for analyzing of fuel-air 
mixing quality and combustion performance. To better understand the in-cylinder complicated 
physical phenomenon, Computational Fluid Dynamics (CFD) in conjunction with optical 
methods, has attracted increasingly popular attention in the vehicle industry. 
 
In this chapter, the main developments in the modelling for GDI engines will be reviewed, 
including turbulence models, spray and combustion simulations, and also relevant optical 
techniques and current achievements in the area of DMF fuel research will be discussed. 
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2.2 Modelling for a GDI Engine 
 
2.2.1 Turbulence Modelling 
 
Turbulence is a flow characterized by diffusion, chaos, rotationality, dissipation and a high 
Reynolds number [41]. In a engine cylinder, turbulence diffusion rates of mass and 
momentum are several orders of magnitude larger than those of molecular diffusion [42], 
which is essential to the homogeneity of charge motion; the varieties of turbulence in spatial 
and temporal distributions are the main source of cycle-to-cycle variations in Spark Ignition 
(SI) engines, which contributes to 50 % of the flame growth rate fluctuations when the engine 
is run without fuel or residual gas fluctuations [43]. Therefore, it is a worthwhile effort for 
researchers to study the effects of turbulent flow in GDI engines.  
 
In the CFD approach, the fundamental basis is the numerical solution of Navier-Stokes (N-S) 
equations with complex closure models to provide a valid description of the turbulent flow 
field. In particular, a variety of time and length scales for turbulent flows are the primary 
difficulties in its modelling.  
 
Firstly, an approach named Reynolds Average Navier-Stokes (RANS) was proposed by 
Reynolds in 1895 [44], which provided an approximate time-averaged solution method to the 
N-S equations. However the nonlinear term of Reynolds stresses requires additional models to 
close the solution. To resolve this issue, a linear eddy viscosity theory was proposed by 
Boussinesq [45]. In this method, the Reynolds stresses were solved by an algebraic equation 
with the turbulent viscosity.  
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The subsequent zero-equation model (Cebeci-Smith model) [46], one-equation model 
(Prandtl’s mixing length model) [47] and two-equation model (standard k-ε model) [48] are 
all derived from this method. The standard k-ε turbulence model is widely applied in IC 
engine research, because of its computational robustness and good accuracy for high 
Reynolds number turbulent flows, with combination of suitable boundary restrictions [49]. 
The dominant drawback of the standard k-ε model is the difficulty of simulating low 
Reynolds number flows, especially in the prediction of the near-wall turbulence 
characteristics, resulting from the assumption of isotopic flow [50]. To account for the small-
scale flow, through applying a mathematical Re-Normalisation Group (RNG) method to the 
standard k-ε model, a new turbulent model namely RNG k-ε model was addressed by Yakhot 
et al [51]. In this approach, an additional term was introduced to the ε equation to account for 
the effect of mean strain rate, which was attributed to a better prediction of flow in the high 
shear stresses area such as separation and reattaching near the wall [52].  
 
To incorporate the effects of the near-wall stress anisotropy, low Reynolds number or 
nonlinear eddy viscosity models such as k-ζ–f model [53-55] were proposed; however, the 
extremely fine mesh close to the wall limits its industrial usage. In addition, to reflect the 
directional effect of Reynolds stress fields, an approach named as Reynolds stresses model 
(RSM) was discovered by Launder to directly solve the transport equations of the Reynolds 
stresses [56]. This approach needs additional transport equations to calculate the Reynolds 
stresses and hence it is computationally expensive and less stable [57]. 
 
With the rapid increase of computer capacity, another approach named Larger Eddy 
Simulation (LES) arouses wide attention. Unlike the RANS models, this approach can solve 
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both large eddies and small eddies instead of the ensemble averaging turbulence field, by 
using a subgrid-scale model derived from the Kolmogorov's (1941) theory of self similarity 
[58]. Conventional LES models are dependent on fine grids to gain high accuracy. Rutland 
[59] reviewed the recent developments of LES models, especially in the decrease in CPU time 
and the improvements in low Reynolds number scenarios. Rutland pointed out that LES 
results are less model dependent and appropriate for cyclic variations and combustion 
instabilities [59]. A solution similar to LES was named as Direct Numerical Simulation 
(DNS) [60], where N-S equations were solved without any turbulence model; but the 
computational grids in DNS were necessary to contain all the scales of the turbulence field, 
which made it impracticable to simulate complex physical phenomenon in engines.  
 
In summary, although LES has great potential in engine application, the RNG k-ε model 
balances the calculation accuracy and CPU cost and is the current most applicable choice in 
the spray and combustion modeling of a new fuel. 
 
2.2.2 Spray Modelling 
 
For GDI engines, the organization of fuel-air mixture is of great importance in the subsequent 
combustion process and emission formation. With the increasing concern of the 
environmental aspects, novel fuels and updated injection systems require deep understanding 
of spray characteristics. The accuracy of spray modelling directly influences the performance 
of spray strategies and injection system improvements. Thus, the significance of spray 
modelling is increasingly highlighted and an intensive development has been achieved in the 
last few decades. 
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However, sprays are characterized by a broad range of size and time scales; the interaction 
between sprays and the surrounding gas is a complex two-phase flow. These make spray 
numerical simulation a challenging task. An applicable method is to introduce sub-models to 
describe the sub-grid scale physical phenomenon related to the spray process. In the IC engine 
simulation, spray sub-models generally include atomization, drop drag and deformation, drop 
breakup and evaporation, drop collision/coalescence, and spray/wall interaction [61]. 
Developments in these sub-models will be discussed in the following content. 
 
Firstly, it is necessary to describe the spray regimes. As presented in Fig.2.1, a dense region 
exists near the nozzle exit, where spray atomization, drop collisions and coalescence are the 
dominant forms of the two-phase dynamics. Far from the nozzle, a dilute region can be seen 
where spray drops become wide-spaced and their masses and volumes can be neglected 
compared to those of the surrounding gas. Between the two regions is an intermediate region, 
where the drop/gas interactions such as drop wake disturbances and deformation become 
significant [61]. Additionally, the whole atomization process can be classified into primary 
and secondary breakup as illustrated in Fig.2.1. 
 
 
Fig 2.1 Sketch of spray regimes adopted from [62]. 
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To describe the two-phase flow in the atomization process, the Volume of Fluid (VOF) 
method [63], Eulerian multi-fluid treatment [64] and Discrete Droplet Model (DDM) [65] 
Lagrangian method [66] are currently the three major approaches. Using the VOF method 
which is an interface tracking approach, an accurate evolution of the gas-liquid interfaces and 
the shapes and sizes of all the particles can be obtained, but very grids are required to track 
every interface, which limits its application in IC engines [67]. In the Eulerian multi-fluid 
approach, the liquid-gas phases are treated as continuous phases and are solved using the 
Eulerian description of an ensemble averaging method [68]. However, to fully capture the 
droplet size distribution, an enormous number of grids are necessary to denote each size group 
and thus this method becomes computationally expensive [69]. The Lagrangian method is a 
particle tracking approach, in which the gas phase is solved using an Eulerian scheme and the 
parcels of droplets are tracked in a Lagrangian framework [69]. By using the DDM, the 
coherent liquid core can be efficiently discretized into groups of equally sized droplets as 
illustrated in Fig.2.2 and the numerical diffusion in the liquid phase solution is greatly 
enhanced. Due to its simplicity and steadiness, it is widely used in current spray simulations. 
The three approaches compared against the experimental image are illustrated in Fig.2.3. 
 
 
Fig.2.2 Schematic of DDM method [62] 
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Fig.2.3 Comparison of three approaches for liquid phase treatment [70] 
 
2.2.2.1 PRIMARY BREAKUP MODELS 
 
To employ the DDM Largrangian model, the initial conditions such as the drop size and 
velocity distributions at the nozzle exit are essential to the accuracy of spray simulation [67]. 
These conditions are provided by the primary breakup model. For high-speed atomizing 
sprays, the liquid column is disintegrated into drops and ligaments with the combination of 
inertia force, surface tension and aerodynamics shear [67, 71]. Gosman [71] summarized that 
the five major theories about the mechanism of the jet atomization included the disturbance of 
aerodynamic shear stresses (Kelvin-Helmholtz instabilities) [72], the inner liquid turbulence 
[73-76], the velocity profile relaxation [77], the bulk liquid oscillation [78] and the cavitation-
induced disturbance [79]. Thus, spray atomization models were established by the single 
theory or hybrid theories as mentioned above.  
 
Among the atomization models based on the hypothesis of the disturbance of the aerodynamic 
forces, the Kelvin-Helmholtz (KH) model [80] and the Taylor Analogy Breakup (TAB) model 
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[81] are widely used in research and industry. The former model, proposed by Reitz, was 
derived from the Kelvin-Helmholtz instabilities. This model assumed that the jet 
disintegration was caused by the surface disturbance growth [80]. While in the TAB model 
proposed by O’Rourke et al., it was assumed that jet atomization was considered as an 
analogy to the spring-mass system, which was determined by the comprehensive effects of 
aerodynamic forces, liquid surface tension and viscosity [81].  
 
A concept of “blobs” injection was the basis of these models, which was introduced by Reitz 
and Diwakar [82]. For the blob-injection method, the intact liquid was represented by a train 
of spherical blobs with the same size of the nozzle hole diameter at the nozzle exit and the 
liquid was injected as large discrete parcels within the intact core region near the nozzle exit 
as presented in Fig.2.4. Additionally, it was assumed to be indistinguishable for the liquid jet 
atomization and the subsequent drop breakup process [67]. However, without consideration of 
effects of nozzle flow on the drop size distribution, the initial diameter of these blobs was 
under adjustment by reference to experimental data [71].  
 
 
 
Fig.2.4 Blob-injection method of jet atomization [80] 
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Huh et al. [83] developed a phenomenological model to account for the influences of the 
nozzle-generated turbulence on the jet atomization on the basis of the KH model. The 
turbulence length and decay time scale were chosen to denote the turbulent flow field in the 
nozzle hole. They were assumed to be functions of the average turbulence kinetic energy and 
its dissipation rate at the nozzle exit [83]. However, as the core character of the nozzle flow, 
discharge coefficient was under correction and was greatly related to the characteristics of 
cavitating nozzle flow. 
 
Cavitation in the nozzle is known as the formation and the implosion of vapor cavities, which 
are formed in the areas where the liquid static pressure is lower than the liquid vapor pressure, 
caused by the vena contracta. Researchers have made great efforts on the investigation of 
effects of cavitation in the nozzle flow and subsequent primary breakup experimentally and 
numerically. 
 
In the experimental analysis of cavitation, Hiroyasu et al. studied the geometrical factors of 
the inlet nozzle orifice and the injection velocity on the characteristics of cavitating flow, and 
discovered the super-cavitation behaviour [84-85]. Kim [86] and Arcoumanis [87] reported 
the third origin of cavitation—the nozzle sac volume--using the transparent injector models. 
Dumouchel [88] reviewed the development of experimental investigations of cavitation in the 
nozzle flow and summarized the influence of cavitation on the liquid primary breakup as: 
increasing the effective velocity at the nozzle exit and promoting the turbulence intensity 
attributed by the vapor cavities bursting and collapsing. However, Dumouchel pointed out 
these effects varied from one investigation to another, due to the various nozzle internal 
designs and flow structures.  
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In the theoretical analysis of cavitation, a criterion named choking flow was proposed by 
Nuick [89] to identify the cavitation inception and the discharge coefficient was described as 
a function of the area contraction coefficient and cavitation number. Based on the 
experimental investigations and the choking flow theory, five regimes of cavitation in the 
nozzle flow were summarized by Kuensberg [90], including turbulent flow, onset of 
cavitation, super cavitation, hydraulic flip and partly reattached flow, as presented in Fig.2.5. 
 
 
 
Fig.2.5 Schematic diagrams showing nozzle flow regimes: a) turbulent flow; b) onset of 
cavitation; c) super cavitation; d) hydraulic flip; e) partly reattached flow [90] 
 
Obermeier and Chaves at the Max Planck Institute (MPI) [91-93] developed a cavitation 
model based on the boundary layer analysis. A separation/cavitation region was created in this 
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model as presented in Fig.2.6a. The region downstream from the position of x0 was artificially 
separated into the turbulent boundary layer and cavitation region. According to the pressure in 
the cylinder pch and the length of the cavitation region, regimes characterized as non-
cavitating, cavitating flow and cavitating flow with reattachment were discussed, respectively. 
However, the critical pressure and intermediate parameters were determined by the iterative 
calculation and the method was complicated as an ad-hoc manner.  
 
  
 
(a) 
 
(b) 
 
Fig.2.6 Illustration of the MPI model (a-nozzle geometry schematic; b-boundary layer and 
cavitation region) [94] 
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Similar with the MPI nozzle flow model, a one-dimensional model was proposed by 
Kuensberg [90], where the criterion was simplified by choosing the vapor pressure as the 
critical pressure according to Ruiz’s idea [95]. The stagnation point (point 0), vena contracta 
(point 1) and the exit (point 2) were selected to replace the discrete regions (see Fig.2.7) and 
the inlet and expansion loss was added to replace the analysis of the boundary layer.  
 
 
Fig.2.7 Schematic of the nozzle flow model developed by Kuensberg [96] 
 
Other cavitation-induced models were derived from the bubble bursting and collapsing. A 
semi-empirical model was proposed by Arcoumanis et al. [97], where bubble bursting and 
collapsing time were defined; this model was improved by Nishimura et al. [98], to account 
for the energy conversion from the bubble collapsing energy to the turbulence kinetic energy. 
Additionally, a concept of flash boiling was introduced into the nozzle flow simulation by 
Kawano et al. [99] and this model involved the bubble nucleation, growth (Rayleigh-Plesset 
equation [100]) and disruption in the nozzle orifice. 
 
Thus, derived from the major mechanisms in the jet atomization, aerodynamics, turbulence 
and cavitation induced primary breakup models are reviewed. Additionally, two macroscopic 
characteristic parameters of the liquid jet, spray cone angle and liquid core length (or breakup 
length) are considered as the indicator of the radial component of the initial drop velocity and 
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the vital link between the primary breakup and secondary breakup, respectively. Due to their 
importance, various models concerning these two parameters are proposed.  
 
The model for the spray cone angle can be divided into two groups, turbulence based and 
aerodynamic-based approaches. The former approach was generally derived from the Huh 
[83] model and the spray cone angle was defined as a function of the atomization length scale, 
the breakup time scale and the effective velocity at the nozzle exit; its accuracy was greatly 
dependent on the nozzle flow simulation. The latter approach was based on the empirical 
equations and widely used in both research and engineering applications.  
 
A well-known relation for the spray cone angle θ was given by Reitz and Bracco [101]: 
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(Equation 2.1) 
where ρg and ρl are the gas and liquid densities, respectively; An is a nozzle geometrical 
constant and is approximated by a function of the ratio of the nozzle length to the nozzle 
diameter; f(Ta) is a Taylor function of Weber and Reynolds numbers, related to the gas 
density and the liquid viscosity [101]. For the high speed injection, f(Ta) becomes 
asymptotically equal to 30.5/6 [96] and hence the spray cone angle is underestimated [90]. 
Additionally, the spray cone angle is over-predicted by this relation in the low pressure 
injection cases [90].  To solve these issues, Chaves [102] adopted a linear segmentation fitting 
to the experimental data, as presented in Fig.2.8.  
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Fig.2.8 Fitting method adopted by Chaves in the prediction of the spray cone angle [102]. 
 
The effects on the spray cone angle such as the gas/liquid density ratio and the nozzle 
length/diameter ratio, as represented in this model above, frequently reappear in the other 
models. For instance, the Naber-Siebers model [103] was a power function of the gas/liquid 
density ratio with a different power exponent; the model proposed by Hiroyasu [104] was also 
a function of the gas/liquid density ratio, the nozzle length/diameter ratio and the ratio of the 
nozzle hole diameter to the sac chamber diameter; the Sovani model [105] was a linear 
combination of the atomized gas/liquid mass ratio, the injection pressure and the quartic 
polynomial of the gas density. These empirical models were calibrated based on the diesel 
injectors and hence, the Naber-Siebers model was more applicable to a GDI injector than the 
others, due to its simplicity and flexibility. 
 
Similar with the spray cone angle, the classical relation for the liquid core length Lc was given 
by Taylor [106]: 
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where Dn is the nozzle hole diameter and CT is the constant. As discussed previously, the 
term 1/ f(Ta) is nearly constant in the high pressure injection conditions. Thus, determination 
of the value of CT is a key issue: a value of 4.04 was recommended by Cheroudi and Bracco 
[107] for typical diesel injectors and in the modified MPI model, this constant was changed 
into 2.31 by Obermeier [92]; further, CT was in a range of 1.73 to 6.35 as reviewed by 
Baumgarten [96].This means some other effects should be considered, except for the 
liquid/gas density ratio. Through a series of visualization tests in the spray structure inside the 
injector, Hiroyasu and Arai [104] provided a more detailed relation to consider the influence 
of the ambient pressure, the nozzle length/diameter ratio and the nozzle inlet configuration.  
 
2.2.2.2 SECONDARY BREAKUP MODELS 
 
The drops detached from the continuous liquid jet undergo the secondary breakup process and 
are further disintegrated into even smaller drops. Ohnesorge number and Weber number (We) 
are widely used for the criteria of the secondary breakup mechanism. Ohnesorge number is a 
dimensionless number that relates the viscous forces to inertial and surface tension forces. For 
the general liquid, the Ohnesorge number is below one. Under this circumstance, according to 
the Weber number, three main mechanisms were proposed by Liu [108]: bag breakup 
(6≤We<80), stripping breakup (80≤We<350) and catastrophic breakup (We>350), as 
presented in Fig.2.9. 
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Fig.2.9 Schematic of different styles of secondary breakup [109] 
 
Various models have been developed to describe the secondary breakup process. Except for 
the most commonly used TAB and KH models, there are several extra secondary models such 
as ETAB/CAB [110-111], DDB [112] and RT [113]. 
 
Based on the TAB model, an Enhanced TAB (ETAB) model was addressed by Tanner [110]. 
In the ETAB model, according to the specific breakup mechanism (bag or stripping breakup), 
the droplets experienced a cascade breakup by an exponential law until the product droplets 
reached a stable condition. Thus, the spectrum of droplet size was extended compared to the 
TAB model [114]. For a better prediction in the average velocity of the product droplets, the 
radial component of the product droplet was determined by the energy conservation. Further, 
the Cascade Atomization and drop Breakup (CAB) model was proposed by Tanner [111] for 
extending the applicable range to the catastrophic breakup mechanism. In addition, with the 
introduction of continuity between different regimes, the number of model constants reduced 
[111]. 
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The Dynamic Drop Breakup (DDB) model was proposed by Ibrahim et. al. [112] and 
considered as a nonlinear formation of the TAB model. In the DDB model, the droplet 
breakup resulted from its excessive elliptic deformation. In contrast with the TAB model, the 
deformation was defined as the motion of the mass centre of the half-drop instead of the 
droplet equator [112]. However, the strong grid dependency of this model limited its 
application [115]. 
 
The Rayleigh-Taylor (RT) model was addressed by Su et al. [113] on the basis of the RT 
instability theory. The disintegration of the droplet was a catastrophic breakup due to the 
deceleration of the droplets caused by the aerodynamic force [116]. The KH-RT hybrid model 
[117-118] was a combination of the KH and RT models, where the KH model alone was used 
for the primary breakup simulation and the both models were used for the secondary breakup 
simulation. This model was widely used for diesel sprays. 
 
2.2.2.3 OTHER SPRAY SUB-MODELS 
 
Drop Drag and Deformation 
 
Given by the relative velocity between the drop and surrounding gas, the drops are 
decelerated and distorted by the aerodynamic drag force [96]. Amsden et al. proposed a 
relation of the Reynolds number to calculate the drop drag coefficient, where the drop was 
assumed to be a rigid sphere [119]. According to the TAB model, the relation was corrected 
by Liu et al. [108] to consider the effects of the drop deformation from the spherical shape. 
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Drop Collisions and Coalescence 
 
As previously mentioned, drop collisions and coalescence become dominant in the dense 
spray region. Three dimensionless parameters are introduced to describe the collision 
characteristics, including the drop Weber number, the impact number and the drop diameter 
ratio [120]. Based on the former two parameters, the outcomes of collisions were classified 
into five regimes: bouncing, coalescence, reflexive separation, stretching separation, and 
shattering [121].  
 
 
Fig.2.10 Schematic of collision regimes [121] 
 
A famous stochastic collision model was proposed by O’Rourke [122], where the two regimes 
were regarded: coalescence or grazing collision (stretching separation) [123], according to the 
theory of the coalescence efficiency [124]. A considerable development in the collision 
models has been achieved recently. The models for extra collision regimes were proposed 
successively: reflexive separation model (Tennison et al. [125]), shattering collisions model 
(Georjon and Reitz [126]) and bouncing model (Estrade et al. [127]). To provide a practicable 
solution to cover different collision regimes, a composite collision model was developed by 
Post et al. [128]. The fragmentation from the colliding drops was taken into account via a 
separation volume coefficient addressed by Ko [129] and finally utilized in a model of 
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Munnannur [120] to account for all collision regimes. The grid dependency of the Munnanur 
model was reduced by Nishad using an approach namely Clover Leaf Artefact instead of the 
control volume method [130]. 
 
Drop Vaporization 
 
As the link between the spray breakup and the mixture preparation, the drop vaporisation is 
crucial to the combustion and pollutant formation processes [96]. The basic drop vaporization 
model is a d2-law (the linear reduction of the square of the drop diameter with time) model 
[131], which is widely used because of its simplicity. However, in the standard d2-law model, 
the gas phase was supposed to be quasi-steady and there was no temperature variation on the 
drop surface [132]. Ramos reported the drop internal temperature was not uniform if the gas-
to-liquid thermal capacity ratio was smaller than 0.3 [133]. To extend its applicability, the 
influences on the drop vaporization rate, especially the liquid phase heat transfer, were taken 
into account to various degrees. The temporal variation on the liquid surface was allowed in 
the rapid-mixing model [134]; the radial heat and mass transfer within the drop was 
considered in the effective diffusivity model proposed by Jin and Borman [135].  
 
In addition, a multi-component model is given increasing attention by researchers. It can be 
divided into two styles: the Continuous Multi-Component (CMC) model and the Discrete 
Multi-Component (DMC) model. In the former method, the fuel composition is treated as a 
continuous distribution function according to a thermodynamic parameter and thus it is 
efficient in the vaporization simulation but not suitable for the combustion simulation coupled 
with chemistry; conversely, individual component tracking is the key characteristic of the 
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DMC method and hence the computational expense increases due to vast additional transport 
calculations [136].  
 
Spray-Wall Impingement 
 
The regimes for the impingement modelling are stick, rebound, spread and splash [137], as 
illustrated in Fig.2.11. The criteria for the phenomenon above varies from one model to 
another, mainly according to the drop Weber number and the impact number (a function of 
Ohnesorge and Reynolds number) [138]. The first impingement model was developed by 
Naber and Reitz [139] and influences of wall conditions were considered in the subsequent 
models: such as the roughness (Senda et al. [140]), the wetness (Bai and Gosman [141]) and 
the thickness of the wall (O’Rourke and Amsden [142]).  
 
 
Fig.2.11 Sketch of the major regimes in the impingement modelling [137]. 
 
2.2.3 Combustion Modelling 
 
In a GDI engine, the combustion process is characterized as premixed flame propagation, 
involving flame initiation, laminar burning and turbulent burning. The fuel consumption rate, 
as the essential parameter in the combustion, is influenced by the comprehensive interactions 
of molecular and turbulent diffusion and chemical kinetics [143].  
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Spalding [144] proposed the well-known Eddy Break Up (EBU) model to solve this problem. 
For the premixed combustion, the turbulent mixing time scale is some orders of magnitude 
larger than the chemical time scale and hence the model assumed that the combustion process 
was dominated by the turbulent mixing rate. Thus, in the EBU model, the mean chemical 
production rate was considered to be inversely proportional to the turbulent eddy turn over 
time [144].  
 
However, the EBU model is theoretically only applicable to the turbulent combustion at a 
high-Reynolds number, and unsuitable for the processes which are controlled by the chemical 
kinetics such as high fuel-lean burn and low temperature combustion. To include the chemical 
kinetics-controlled processes, the Characteristic Time Combustion (CTC) model was 
proposed by Abraham et al. [145-146], derived from the EBU model. In the CTC model, the 
time when each species approaches its equilibrium is the sum of the chemical-kinetics time 
and the turbulent-mixing time, where the chemical-kinetics time is determined by an 
Arrhenius-formed equation. Because of its good balance between the computational expense 
and accuracy, this model is widely used in the prediction of the engine performance, 
especially the heat release and in-cylinder pressure.  
 
Another group of combustion models are based on the geometric description of the turbulent 
flame—flamelet models. The premise of these models is that, a turbulent flame is a 
nonreacting turbulent flow surrounded with thin layers of reactive laminar flame [147]. Thus, 
the turbulence flow can be decoupled from the combustion process. As representatives among 
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these models, the Coherent Flame Model [148] and G-Equation model [149] are currently 
fluently used for combustion modelling coupled with chemistry. 
 
Ignition, as the initial stage of the combustion process, is of importance on the combustion 
duration, phasing and cycle variation [150]. However, due to the very small domain of the 
ignition occurrence, a sub-grid scale model is chosen for the ignition modelling. An approach 
of time-dependent energy deposition in the specified ignition regions was adopted in KIVA-3 
[151]. Fan et al. [152] proposed a discrete particle ignition kernel model to reduce the grid 
dependency, where the flame kernel was described in the framework of Lagranrian. Based on 
this model, an arc and kernel tracking ignition model [153] and a spark channel ignition 
monitoring model [154] were developed to account for effects of the flame kernel expansion 
and turbulent mixture fluctuations, respectively. 
 
2.3 Optical Techniques for Spray and Combustion 
Characterization 
 
Optical diagnostics are frequently chosen for the investigation of spray and combustion 
characteristics. The commonly used techniques include direct imaging, Schlieren 
photography, Mie scattering, laser induced fluorescence (LIF), particle image velocimetry 
(PIV), phase Doppler particle analyser (PDPA), laser sheet drop-sizing (LSD) and laser 
absorption-scattering (LAS). 
 
Direct imaging is the simplest one among these techniques and the most widely used 
technique to measure the macroscopic spray and combustion characteristics such as spray 
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structure, wall impingement and flame propagation. In detail, this technique is utilized by a 
photographic film or Charge-Coupled Device (CCD) camera to continuously record the 
events during the spray and combustion process. For different purposes, the major light 
sources of the direct imaging include a mercury vapor/xenon lamp, flashlight and laser sheet 
[155].  
 
Schlieren photography is a visualization of the flow of liquid or gaseous fluid using the 
density gradient. As shown in Fig.2.12, the light source is collimated by a condenser lens and 
a knife-edge located at the focal point is used for the light cut-off. In IC engines, this 
technique is widely used in the research of the in-cylinder flow field, fuel-air mixing and 
flame structure, occasionally adopted to decouple the spray from the turbulent flow [156].  
 
 
 
Fig. 2.12 Schematic of the light path of the Schlieren system [156] 
 
Mie-scattering is an elastic scattering of light, when the particle size is bigger than the 
wavelength of the incident light. Two-dimensional Mie scattering is used for the detection of 
the envelope of the liquid phase.  
 
LIF is utilized with the excitation by a laser beam. Two processes are included, the electronic 
absorption of a molecular and the red-shifted light emission from the molecular or atoms 
disassociated from the molecular. The signal intensity of LIF is proportional to the molecular 
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density and hence LIF is applied to measure concentration. Additionally, due to the 
remarkable difference between the signal intensities from the liquid and gaseous phase, LIF is 
capable of investigating the concentrations of the liquid and fuel vapor simultaneously. 
However, the quantitative LIF test is difficult to carry out due to the quenching effects at high 
pressures [157]. 
 
PIV is a spatially-resolved flow visualization technique which traces the motion of the 
seeding particles within a known time interval to visualize the transient full velocity field. The 
main difficulty is implementation: twin lasers have to be split in time and converged into a 
coincident plane. Two dimensional PIV is widely used for measuring the in-cylinder flow 
field and applicable to investigate the fuel spray flow. However, it is unsuitable for dense 
sprays due to the difficulty of implementation [157]. 
 
PDPA is a non-intrusive microscopic technique utilizing a laser Doppler effect to capture the 
information of individual particles. The PDPA system generally contains a laser-based optical 
transmitter, an optical receiver and a signal processor. Particle velocities and sizes are 
obtained by calculating the Doppler frequency difference between the illuminating beam and 
scattered beam and the phase shift between the first and second refracted beams (see fig.2.13) 
from different detectors within the receiver, respectively. Because of its highly spatial and 
temporal resolution, PDPA is advantageous for an accurate statistical analysis of the spray 
flow. However, this technique is unsuitable for high dense sprays, given that no more than 
one droplet is required in a probe volume [159].  
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Fig.2.13 Illustration of light scattering incident on a particle [158] 
 
LSD is a two-dimensional imaging technique that provides instantaneous or time-averaged 
Sauter Mean Diameter (SMD) of fuel sprays. This technique is utilized by the combination of 
LIF and Mie scattering. In detail, the LSD signal is the ratio of the LIF signal to the Mie 
scattering signal. Compared with the PDPA technique, this technique is advantageous to 
measure the dense spray characterization and is highly efficient for the qualitative analysis. 
However, these measuring results require calibration with known drop sizes [160].  
 
The LAS technique is used for the quantitative analysis of the liquid and vapor fuel. 
Compared with the LIF technique, the temperature dependency reduces and the signal-to-
noise ratio increases in this technique. However, due to that fact that the LAS measurement is 
on the basis of the light absorption and scattering of drops, it is difficult to avoid the overlap 
of the absorption wavelength for multi-component sprays [161]. 
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2.4 Developments in the Study of DMF Fuel Characteristics 
 
The author’s group was the first to research DMF as an engine fuel [26, 162]. As to its spray 
characteristics, the spray behaviour of DMF was studied by a PDPA under various injection 
pressures [163] and will be discussed in Chapter 4. A concept of dual injection with DMF and 
gasoline in a GDI engine was also studied [164]. As to its combustion characteristics, the 
progress in the research related to the laminar burning velocity of DMF have been published 
[165-169]; flame behaviour of DMF in an optical engine was investigated by using high speed 
filming [170]; regulated emissions of DMF was measured and compared with gasoline and 
ethanol in a DISI engine [171]. 
 
2.5 Summary 
 
In this chapter, a literature review of the CFD modelling in GDI engines has been carried out 
in terms of turbulent modelling, spray modelling and combustion modelling. In particular, the 
relevant spray sub-models are discussed, including primary breakup, secondary breakup, drop 
deformation, drop collisions and coalescence, drop vaporization and spray/wall impingement. 
Then the frequently used optical techniques for spray and combustion characterization are 
introduced, including Schlieren photography, Mie scattering, LIF, PIV, PDPA, LSD and LAS, 
Finally, the recent developments in the investigation of DMF characteristics have been 
reviewed. 
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Chapter 3 NUMERICAL MODELS OF ENGINE 
SIMULATION 
 
3.1 Introduction 
 
The computational programme applied in this research is the mature version of KIVA 
(KIVA3V release2 [172, 173]).  This chapter presents the basic models in this numerical 
study. Firstly, the governing equations for mass, momentum and energy and the spray 
equation employed are discussed. Then the sub-models used or implemented to account for 
the turbulence, gas/wall heat transfer, fuel spray, fuel evaporation, SI combustion and NOx 
emissions models are introduced.  
 
3.2 Basic Conservation Equations 
 
For a gas flow coupled with liquid droplets, the basic equations in the gas phase contain 
conservation equations of mass, momentum and energy with the consideration of the effect of 
turbulence. The spray-gas interaction is represented by using an exchange function. The 
following equations are used in the KIVA code [174, 123] and have been averaged by using 
mass-weighted (Favre) average. 
 
In a multi-component gas mixture system, the mass conservation for species m is 
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where t  is time, mρ is the density for species m, ρ  is the total density, uˆ  is the velocity 
vector, ∇  is defined as ˆˆ ˆi j k
x y z
∂ ∂ ∂
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, tD  is the turbulent diffusion coefficient. cmρ  
and 1
s
mρ δ  are the chemical reaction and spray vaporization source terms, respectively. 
Subscript 1 denotes the fuel and δ  is the Dirac delta function. 
 
The momentum equation is 
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(Equation 3.2)  
 
where p  is the pressure, κ is the turbulence kinetic energy, σ  is the viscous stress tensor, 
sF is the momentum rate per unit volume from the spray, and gˆ is the specific body force 
vector. 
 
The internal energy conservation equation is 
 
( ) ˆˆ ˆ c sI uI p u J Q Q
t
ρ ρ ρε∂ +∇ ⋅ = − ∇ ⋅ −∇ ⋅ + + +
∂
 
                                                         
(Equation 3.3) 
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where I is the specific internal energy except the chemical energy, Jˆ is the heat flux vector 
and ε  is the dissipation rate of turbulence kinetic energy. cQ and sQ are the chemical heat 
release and spray interaction source terms, respectively. 
 
The KIVA3V code employs a spray equation formulation to account for the distribution of 
drop sizes, velocities vˆ  and temperatures dT  in the liquid phase. In this formulation, a droplet 
probability distribution function f is given as 
 
( )ˆ ˆ ˆ, , , , , ,d df x v r T y y t dvdrdT dydy⋅   
 
is the probable number of droplets per unit volume at position xˆ  and time t with a radius 
interval ( ,r r dr+ ), temperature interval ( ,d d dT T dT+ ), velocity interval ( ˆ ˆ ˆ,v v dv+ ) and 
displacement intervals ( ,y y dy+ ) and ( ,y y dy+   ). The temporal evolution of f is solved by 
the following spray equation, 
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                                                                                                                              (Equation 3.4) 
 
where Fˆ  is the acceleration of a drop, and dT  , r , y  and y  are the change rates of a drop 
temperature, radius, distortion and oscillation velocity, respectively. Furthermore, buf  and 
collf  are the droplet breakup and collisions source terms, respectively [81]. The spray 
equation above is based on a Lagrangian droplet evolution (i.e., one that travels with the 
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droplets) and “parcels” of droplets with identical characteristics are considered. This approach 
is used since it is not computationally feasible to track each spray droplet separately. 
 
In this equation, the exchange functions sρ  , 
sF and sQ can be obtained for the use in Eqs. 3.1, 
3.2 and 3.3. They are integrated by the change rate of mass, momentum, and energy of all 
droplets at time t and position xˆ . 
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where 'ˆ ˆ ˆF F g= − , 'uˆ  is the turbulence velocity, generally fluctuated with a variance of
2
3
κ . 
Also, lc and lI   are the droplet specific heat and internal energy, respectively. Through those 
exchange functions, the spray-gas interaction is then presented. 
 
3.3 Turbulence Model 
 
The turbulence model is used to incorporate the effects of small-scale turbulence. The so-
called standard κ-ε model [48] is selected in the original KIVA3V code. 
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where Prκ , Prε , 1cε , 2cε and 3cε  are turbulent model constants and are presented in Table 3.1. 
The current study utilizes the RNG κ-ε model [51] to account for the small-scale turbulent 
flows. Briefly, there is no change for the κ equation in the RNG κ-ε model, compared with the 
standard κ-ε model; however, instead of using an “ad-hoc” equation with empirical constants; 
the ε equation in the RNG model derived from rigorous mathematical theory [52] is given by,  
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where the R  is defined as: 
 
( )3 20
3
1 /
1 t
c
R µ
η η η ε
βη κ
−
= ⋅
+
                                                                                              (Equation 3.11) 
 
where ( )1/2/ , 2 ij ijS S S Sη κ ε= = is the magnitude of the mean strain 12
ji
ij
j i
uuS
x x
 ∂∂
= +  ∂ ∂ 
. 
The following equation was added by Han [175], to account for the compressibility effects: 
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δ
ε µ η
ε
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=                                                           (Equation 3.12) 
 
where 1 10.5, 1.4m n= = for an ideal gas, 
( )3 0
3
1 /
1
c
c µη
η η η
βη
−
=
+
, and 1δ = , if ˆ 0u∇⋅ < ; or 
otherwise, 0δ = . 
 
Table 3.1 Constants for the two κ-ε models. 
 
 cµ  1cε  2cε  3cε  1/ Prκ  1/ Prε  0η  β t 
RNG κ-ε 
 
0.0845 1.42 1.68 Eq.3.12 1.39 1.39 4.38 0.012 
Std. κ-ε 
 
0.09 1.44 1.92 -1.0 1.0 0.769   
 
By comparing the ε equation in the two models, it is shown that the RNG κ-ε model has one 
extra R term. According to Yahot and Orzag [52], this term accounts for non-isotropic 
turbulence. Papageorgakis and Assanis [176] applied this model to simulate the gas jet 
experiments. Their results indicated that the RNG-based model achieved a better agreement 
with experimental results than the standard κ-ε model. 
 
3.4 Heat Transfer Model 
 
A temperature wall function model developed by Han and Reitz [177], to account for the 
convective heat transfer between the gas and the wall, which is applicable to a relatively 
coarse mesh for the cells close to the cylinder wall with the same accuracy in the prediction of 
heat transfer. Within the boundary layer, the gas density becomes inhomogeneous and the 
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turbulent Prandtl number enhances. With the consideration of these effects, the wall heat flux 
is calculated by using a one-dimensional energy conservation equation, expressed as: 
 
( )
( )
* ln /
2.1ln 2.5
p w
w
c u T T T
q
y
ρ
+
=
+
                                                                                                 (Equation 3.13) 
 
where wq  is wall heat flux, pc  is specific heat, T  and wT are gas temperature next to wall and 
cylinder wall temperature, respectively. *u  is friction velocity, y+  is dimensionless distance 
to wall. 
 
3.5 Fuel Spray and Evaporation Model 
 
3.5.1 Fuel Spray Model 
 
3.5.1.1 CAVITATION SUB-MODEL 
 
An initial survey of different primary breakup models resulted in the selection of the Max 
Planck Institute (MPI) model [91-93], due to its strength on the prediction of the initial 
conditions such as the droplet size and velocity distributions at the nozzle exit. A schematic 
diagram of nozzle flow phenomena and occurrence of cavitation is presented in Fig.3.1. The 
effective velocities of droplets at the nozzle exit, Ueff, and the diameter of the initial droplet, 
Deff, are determined by the following relations [90]. 
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Fig.3.1  Illustration of nozzle flow phenomena adopted from [96] 
 
2 vapor
eff vena
l mean
p p
U U
Uρ
−
= −
⋅
, meaneff
eff
UD D
U
=
 
                             (Equation 3.14) 
 
Uvena is the velocity in the vena-contracta and is determined by: 
 
mean
vena
c
UU
C
=
. 
                                                                                           (Equation 3.15) 
 
where Cc is the contraction coefficient related with nozzle geometrical configuration and 
specially,  it equals to 0.62 for sharp-edged orifices given by Nurick [89]. 
 
The pressure in the vena-contracta is determined by 
2
1 2
l
vena venap p U
ρ
= −
. 
                                                                               (Equation 3.16) 
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If the pressure in the vena-contracta is below the fuel vapor pressure, the initial conditions 
will be assigned for spray calculation in Eq.3.14. 
 
3.5.1.2 MPI PRIMARY BREAK-UP MODEL 
 
MPI model assumes that primary droplets are stripped off from the liquid core which is 
divided into several segments with diameters Dseg , as shown in Fig.3.2, 
 
 ( )-seg eff eff c cD D D D L= −                                                                                (Equation 3.17) 
 
where Lc is the liquid core length; Dc is the diameter at the tip of the core, with the same size 
of the primary drops formed there. 
 
 
Fig.3.2  Sketch of MPI primary breakup model adopted from [94] 
 
The quantity X is defined in Fig. 3.2, and is given by 
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=
-
eff
c
eff c
D
X L
D D  .                                                                                                              
(Equation 3.18) 
 
The axial component of the relative speed between the liquid core and surrounding gas, urel, 
and its gradient normal to the injection direction are approximated by 
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2 4
eff
rel
U xu
X
 = − 
   . 
                                                                                         (Equation 3.19) 
2
1.2
rel
eff seg
udu
dy D D
=
− .
                                                                                            (Equation 3.20) 
 
Primary breakup diameter dp is calculated from the presumed equilibrium of the lift force and 
the surface tension force by the following relation: 
 
52.34p
g rel
d duu
dy
σ
ρ
=
.                 
                                                                        (Equation 3.21) 
 
3.5.1.3 KELVIN-HELMHOLTZ (KH) SECONDARY BREAKUP MODEL 
 
The KH model assumes that the growth of Kelvin-Helmholtz instabilities are the reason for 
the droplet disintegration from the continuous liquid jet [80]. The change rates of the parent 
and child droplet sizes are dependent on the wavelength (Λ) and frequency (Ω) of the fastest 
growing surface wave, given as below: 
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                                               (Equation 3.22) 
 
where a represents the parent drop or blob radius. The Weber numbers for the gaseous and 
liquid phases are Weg=ρgU2a/σ and Wel=ρlU2a/σ respectively. U is the gas velocity at the 
interface, Ohnesorge number for the drop is Z=Wel0.5 /Rel with Reynolds number 
Rel=ρlUa/μl. Ta=ZWeg0.5 is the Taylor parameter. The new drops are assumed to be created 
(with droplet radius r) from a parent drop (with radius a=d/2) with 
 
0r B= Λ  where ( )0B aΛ ≤ ,   or 
( ) ( )1/3 1/32 2min 3 / 2 , 3 / 4r a U aπ = Ω Λ       where ( 0B aΛ > ,only one time) 
(Equation 3.23)    
                               
where B0 is the breakup size constant. The mass of child drops is derived from the parent 
drop. The change rate of a parent drop radius is supposed to follow the relation, given as 
below: 
 
ad a r
dt τ
−
= −  with ( )r a≤ , in which τ is the breakup time 13.788  
aBτ =
ΛΩ
 
(Equation 3.24) 
 
where B1 is the breakup time constant related to the injector configuration. 
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3.5.1.4 TAYLOR ANALOGY BREAKUP (TAB) SECONDARY BREAKUP 
MODEL 
 
The TAB model [81] uses an analogy of a spring-mass system for the droplet breakup and 
assumes the droplet is detached from the liquid surface by the droplet oscillation and 
deformation. In this model, the aerodynamic force, the liquid surface tension force, and the 
liquid viscous stress are analogous, respectively, to the external force acting on a mass, the 
restoring force of a spring, and the damping force. The distortion parameter k is given as 
below: 
 
2
2 3 2
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3
g l
l l l
wk k k
r r r
ρ µσ
ρ ρ ρ
= − −                                                                                      (Equation 3.25) 
 
where ρg and ρl are the gas and liquid densities, respectively; μ and σ are the liquid viscosity 
and surface tension, respectively; and w is the relative velocity between spray and the gas. 
When the value of k exceeds unity, the new droplets with a smaller size will be generated 
from the parent droplet and the new droplet radius follows the given distributions [81]. 
 
3.5.1.5 CASCADE ATOMIZATION BREAKUP (CAB) SECONDARY 
BREAKUP MODEL 
 
Based on the standard TAB model, the CAB model assumes that the number of product 
droplets is proportional to the number of the parent droplets [110]. Thus, derived from the 
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mass conservation between the parent and product droplets, the rule of CAB is basically given 
as  
 
( ) 3 ( )bu
d m t K m t
dt
= −
  
                                                                                         (Equation 3.26) 
 
where ( )m t represents the average mass of the product droplets and the parameter Kbu is 
related to the regimes of the drop breakup. According to the gas Weber number, the breakup 
regimes are classified into the bag, stripping and catastrophic breakup regime, respectively.  
 
In detail, the Kbu can be expressed as [111] 
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ω
 < ≤

= < ≤
 <                                                                       (Equation 3.27) 
 
where the constant k1 needs to be determined (in Chapter 4), while the constants k2 and k3 are 
calculated based on the continuity of Kbu at the transition of various breakup regimes [111]. 
 
Further, the distribution of product droplets is assumed to be equally sized [110], and hence 
Eq.3.26 changes to 
 
bu buK tr e
a
−=
                                                                                                           (Equation 3.28) 
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where
 
a are the parent droplets radii, r
 
are the product droplets radii, and tbu is the breakup 
time. 
 
Besides, the radial component of the velocity of product droplets (perpendicular to the 
trajectory of the parent droplet) is calculated by the energy conservation between parent and 
product droplets. And the initial drop distortion rate y is obtained by the critical deformation 
condition such that the initial breakup time is considerably delayed according to the 
experimental jet breakup length [110].  
 
3.5.1.6 OTHER SUB-MODELS 
 
Except for the breakup model, liquid core length and spray cone angle are two important 
characteristic parameters of spray. In particular, liquid core length is the key value in the 
primary breakup calculation and is also taken as a switch of its deactivation.   
 
The Hiroyasu/Arai model [104] is used for liquid core length calculation considering the 
factor of ambient gas pressure. Steady state liquid core length ,c steadyL  is given by 
0.05 0.13
, 21 0.4
gn n l
c steady eff
n l eff n g
pr lL HD
D U D
ρ
ρ ρ
    
= +                                                      
(Equation 3.29) 
 
where rn is the radius of a round inlet in the nozzle hole, ln is the nozzle length, pg is ambient 
gas pressure and H is the coefficient, defined by 0 ln ln 1
gpH H H
atm
 
= +  
 
, where H0 and Hln 
are constants.  
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Hiroyasu presumed that liquid core length grows linearly, whose growth rate is defined by 
 
,
c
c grow eff
dL L U
dt
=
                                                                                                             
(Equation 3.30) 
 
where ,c growL  is the liquid core length growth constant. 
 
In terms of the spray cone angle, the Naber-Siebers [103] model accounts for the effect of gas 
density, in which the spray cone angleθ  is defined as 
 
0.19
12 tan g
l
Cθ
ρ
θ
ρ
−
  
 =  
                                                                                                  
(Equation 3.31) 
 
where Cθ  is the constant. 
 
3.5.2 Drop Evaporation Model 
 
Given by the Frossling correlation [178] derived from the d2-law model [131], the drop radius 
change rate due to evaporation is obtained as the following function, 
 
*
1 1
*
1 12 1
Y Ydr D Sh
dt r Y
ρ
ρ
−
= −
−
                                                                                         (Equation 3.32) 
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where D is the mass diffusivity of fuel vapor in air; 1Y  and *1Y  are the mass fraction of fuel in 
the calculating cell  and on the liquid surface, respectively, where 1 1 /Y ρ ρ=  and the species 1 
denotes to the fuel vapor. The Sherwood number Sh is given by 
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1 1
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1/2 1/3 1
*
1 1
*
1
ln(1 )
1(2.0 0.6Re )
1
d
Y Y
YSh Sc
Y Y
Y
−
+
−
= +
−
−                                                             (Equation 3.33) 
 
where Sc = µair/ρD is the Schmidt number of the air, where µair is the dynamic viscosity of 
air. If the partial pressure of fuel vapor is assumed to be the vapor pressure pv(Td) at the drop 
temperature, then the mass fraction of fuel on the liquid surface is given by 
 
* 1
1
1 0
( )
( 1)
( )
d
v d
WY T pW W
p T
=
+ −
                                                                              (Equation 3.34) 
 
where, W1 is the fuel molecular weight and W0 is the mean molecular weight of all species 
exclusive of fuel vapor.  
 
With the consideration of the latent heat and the heat conduction from the gas on the energy 
conservation, the change in the drop temperature can be obtained based on Eq.3.4 and Eq.3.7,  
 
3 2 24 4 ( ) 4
3l l d l d d
drr c T r L T r Q
dt
ρ π ρ π π− =                                                            (Equation 3.35) 
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where L(Td) is the latent heat of evaporation, cl is the liquid specific heat, and, Qd , the heat 
conduction rate to the droplet, is obtained  on the basis of the Ranz-Marshall correlation  
 
( )
2
d
d
T TQ Nu
r
ψ −
=                                                                                               (Equation 3.36) 
 
where ψ is the thermal diffusivity and Nu is the Nusselt number  
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                                                            (Equation 3.37) 
 
where Pr is the air Prandtl number µair/ρψ .  
 
3.6 Combustion Model for SI Engines 
 
3.6.1 Characteristic Time Combustion (CTC) Model 
 
The CTC model was originally developed by Abraham et al. [145]. In this study, when the 
local temperature is beyond 1000K, the combustion propagation is initiated and the turbulent 
combustion model becomes activated. The model achieves an acceptable accuracy in the 
combustion performance for SI engines [146]. 
 
The change rate of the partial density for species m is calculated by [146]: 
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*1 ( )m m m
c
dY Y Y
dt τ
= − −
                                                                                                  
(Equation 3.38) 
 
where mY  is the mass fraction for species m, *mY is the local and transient mass fraction at 
equilibrium, and cτ is characterized as the time to attain the equilibrium. Seven species, 
including fuel, oxygen, nitrogen, water, carbon dioxide, carbon monoxide and hydrogen are 
considered in the current model. 
 
The characteristic time, cτ , is obtained by summing up the laminar-kinetics time( lτ  ) and the 
turbulent-mixing time ( tτ ), given by: 
 
c l t tfτ τ τ= +
                                                                                                         
(Equation 3.39) 
 
where tf , namely the delay coefficient, indicates the influence of the turbulent mixing on the 
combustion process, calculated by 
( )'1
0.632
R
t
e
f
−−
= [146]. The time ( dτ ) from spark to fully 
turbulent combustion model is described as 1 /d m t lC l uτ = , where lt and ul are turbulent length 
scale and laminar flame speed, respectively. Cm1 is the model constant. 
 
Derived from the laminar flame speed correlation, the laminar-kinetics time ( lτ ) is given as 
below, 
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 where 0.22 0.38β φ= − , ( ) 1.15 1lg Bφ φ= − + . φ is the mixture equivalence ratio. E=15098 
K, is usually a fixed value related to the apparent activation energy and whereas lA  and Bl can 
be tuned according to the laminar combustion characteristics of fuel. In the case of isooctane, 
lA =3.09×10
-12 atm•s/K and Bl=-0.08 as provided in [146]. Additionally, the laminar-kinetics 
time is also influenced by the residual gas remained in-cylinder. A parameter fC used for the 
correction of the residual ratio, is given as: 
 
( )'1f a bC R R R= ⋅ − ⋅                                                                                                       (Equation 3.41) 
 
where 'R  is the mass fraction of the local residual gas. Ra and Rb are model constants, where 
Rb can be obtained from the analysis of the influence of the residual ratio on the laminar 
burning velocity and Ra is the correction factor of Cf to ensure Cf =1 at a residual mass 
fraction of 10 %. For the isooctane case, Ra =1.27 and Rb =2.1 given in [146].  
 
Global reaction of DMF oxidation is given by:  
 
2 C6H8O+15 O2=12 CO2+8 H2O                                                                       (Equation 3.42) 
 
Thus, derived from the one-step reaction rate correlation, another method was introduced to 
the calculation of the laminar-kinetics time ( lτ ) as follows [179]: 
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2
2[ ] [ ] exp( / ) /
FI OI
l l fA Fuel O E T Cτ = ⋅ ⋅ ⋅                                                                    (Equation 3.43) 
 
where FI and OI are the exponential indexes of fuel and oxygen concentrations, respectively. 
This function directly indicates the laminar combustion characteristics of fuel in a chemical 
sense. 
 
According to the EBU theory, tτ   can be defined as a relation of turbulence kinetic energy 
and its dissipation rate: 
 
2 /t mCτ ζκ ε=                                                                                                                  (Equation 3.44)  
 
where, Cm2  is the model constant and the parameter ζ is defined as 
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.                                            (Equation 3.45) 
 
where, Cm3=0.097 as given in [146]. The subscript p denotes a sum over all of the products 
(CO, CO2, H2, H2O), and the subscript ps denotes the product sum at the time of the spark. 
 
 The source terms due to the chemical reaction, cmρ   and 
cQ in Eq.3.1 and Eq.3.3, respectively, 
can be solved by this model. A first-order accurate stiffly stable numerical scheme is 
employed to calculate both the change in species density and the heat release due to chemical 
reaction, 
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( ) ( )/* 1 ctm m mY Y e τρ ρ −∆∆ = − − ⋅ −                                                                                  (Equation 3.46) 
( )0m f m
m m
Q h
w
ρ∆
∆ = − ⋅ ∆∑                                                                                                 (Equation 3.47) 
 
where t∆  is the numerical time step, ( )0f mh∆ is the formation heat of species m. Thus, the 
equivalent source terms are /cm m tρ ρ= ∆ ∆ and /
cQ Q t= ∆ ∆ . 
 
3.6.2 NOx Model 
 
The extended Zel’dovich model is chosen to predict the NOx production. Three reactions as 
below are solved in this theory [180]. 
 
2O N NO N+ ↔ +                                                                                                         (Equation 3.48) 
2N O NO O+ ↔ +                                                                                                         (Equation 3.49) 
N OH NO H+ ↔ +                                                                                                       (Equation 3.50) 
 
As assumed to be a steady-state population of N, the reaction as below reaches equilibrium, 
given by: 
 
2O OH O H+ ↔ +                                                                                                         (Equation 3.51) 
 
The change rate of NO in the model is followed by 
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(Equation 3.52) 
 
where [ ]Q indicates the state in equilibrium and [ ]  represents the steady state. 1R  , 2R  and 
3R are coefficients of the reaction rate as presented in the reference [181]. NOβ is a model 
constant, allowing the model to meet the EPA NO2-based standard. 
 
3.7 Summary 
 
The basic models in the numerical study by using the KIVA code are presented in this chapter. 
From the turbulence flow simulation, RNG κ-ε is selected as the substitute of the standard κ-ε 
model; the heat transfer model between the gas and the wall surface is improved with a 
temperature correction function to consider the influnence of the varying gas density within 
the boundary layers; the extended Zel’dovich mechanism is chosen for the prediction of the 
NOx formation. In addition, a CTC model has been chosen to predict the SI combustion to 
account for the influence of laminar kinetics and turbulence mixing.  
 
As for the spray breakup model, several models are implemented in the KIVA code: 
• MPI--selected as the primary breakup model with the consideration of the effect of 
cavition;  
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• CAB--chosen as the optional secondary breakup model together with the other two 
widely-used models KH and TAB;  
• Hiroyasu/Arai—used for the liquid core length calculation;  
• Naber-Siebers—applied to the prediction of the spray cone angle. 
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Chapter 4 SPRAY MODEL VALIDATION AND DMF 
SPRAY CHARACTERISTICS STUDY IN A BOMB 
 
4.1 Introduction 
 
In modern high pressure GDI injectors, cavitation is prompted by the high speed fluid flow in 
the nozzle. As reviewed in subsection 2.2.2.1, with the effect of cavitating flow, available 
flow area reduces and effective liquid velocity increases at the nozzle exit; additionally, the 
vapor cavities explosion and collapsing enhance the turbulence disturbance and surface wave 
instability. Further, the subsequent liquid jet atomization--primary breakup--is promoted by 
their comprehensive effects. Therefore, a cavitation induced primary breakup model is 
necessary for the spray modelling in this scenario.  
 
However, cavitation is characterized as a complex two-phase flow. Detailed multi-
dimensional simulation of nozzle internal flow is computationally expensive for the purpose 
of in-cylinder spray study. Thus, a phenomenological cavitation model called MPI is used to 
account for the effect of nozzle geometrical features on the cavitation. 
 
The MPI model is implemented into KIVA, where the constants in the liquid core length and 
spray cone angle models are validated against the visualization data obtained from the 
Shadowgraph. As to the secondary breakup, three models (KH, TAB and CAB) are evaluated 
in terms of spray tip penetration, droplet axial velocity and size distribution through using the 
PDPA and backlit imaging experimental data. The spray model constants are also adjusted for 
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gasoline as a reference fuel. At the end of this chapter, effects of injection pressure and 
ambient pressure on the characteristics of DMF spray are investigated. 
 
4.2 Experimental Set-up and Data Analysis 
 
Comparing with other techniques such as LSD and PIV, the PDPA technique is advantageous 
in a high spatial and temporal resolution of measuring the droplet size and velocity 
distribution. Therefore, this technique becomes the first choice for the validation of spray 
breakup models. 
 
4.2.1 PDPA Test 
 
The experimental spray system schematic of PDPA is presented in Fig. 4.1. The injector used 
in this test was a 6-hole gasoline direct injection injector. The positions of the holes are 
optimized for the combustion chamber and hence they are not symmetric. All of the 6 holes 
were chosen for the experimental setup but an arbitrary one was used for all the tests. The fuel 
is delivered from a fuel accumulator which is pressurized by a compressed nitrogen bottle. 
Injection pressure can be adjusted by the regulator of the nitrogen bottle. The injection 
duration is controlled by a computer with a National Instruments timer and counter card (PCI-
6602).  
 
Spray pattern images were taken by a high resolution, low speed CCD camera from LaVision. 
Each image was captured from the injection with a specific time delay. The spray was 
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illuminated by a Xenon stroboscope flash light from Polytech with an intensity of 2.16J/flash 
and frequency of 100Hz (highest possible settings).  
 
 
Fig.4.1 PDPA experimental schematic [163] 
 
The TSI 2-D PDPA system uses a 4W Ar+ laser to generate two different groups of laser 
beams with wavelengths of 514.5 and 488nm. The laser beams are transferred to the 
transmitter by optical fibres. The focal lengths of the optical transmitter and receiver are 250 
and 500mm respectively. A 150 µm slit was used before the photo detector in the receiver to 
limit the scattering light. A 3-D traverse was used so that the measurement position was 
precisely controlled (resolution of 60 steps per mm). Three computers which control the fuel 
injection, flash light, camera and PDPA were finely synchronized between each other so that 
all the results were on the same time base. 
 
In order to eliminate the fire risk hazard and environmental pollution, the injected fuel was 
collected and filtered. A piece of foam, normally used in racing car tanks, was inserted into a 
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drum. This drum was connected with an activated carbon filter and eventually to the exhaust 
duct through a centrifugal blower. The sponge-like foam is used for collecting the liquid fuel. 
The activated carbon filter from Camfil allows a 0.15s contact time with a flow rate of 300 
m3/hr; suitable for removing fumes associated with fuel droplets. The blower is able to deliver 
a flow rate up to 300l/m, which gives an air/fuel ratio of more than 300:1, under the 
maximum fuel injection ratio. This ratio is far beyond the ignition point, which eliminates any 
risk of explosion.   
 
 
Fig.4.2. Measuring points on the spray (unit: mm) [163]  
 
As presented in Fig.4.2, one of the 6 axisymmetric spray plumes was studied. The sketch at 
the bottom right hand corner illustrates the view of the measured spray from the right. The 
axis of the spray was on the vertical plane and perpendicular to the PDPA receiver. The angle 
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between the spray axis and the vertical axis was 50°. Two sets of points on the two 
perpendicular planes, which intersect at the spray axis, were measured. Each set contained 52 
points with the axial distances in the range of 5-81mm from the nozzle exit. For the PDPA 
tests, each droplet which flew through the measurement volume was recorded as one sample 
each time. An enormous number of samples were required for statistical analysis. In this test, 
at each measurement point, 20,000 validated samples were attempted.  
 
The fuel was injected into an open environment (atmospheric pressure and 20°C room 
temperature), which is similar to the conditions of a GDI engine with early injection. The 100 
bar injection pressure was chosen with 2ms injection duration, which corresponds to around 
3bar Indicated Mean Effective Pressure (IMEP) engine load condition. 
 
 
Fig.4.3. Gasoline injection vertical velocity and smoothed data (100 bar injection pressure) at 
32 mm axial distance from the nozzle exit [163] 
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The description of a spray is shown in Fig.4.3 by measuring pure gasoline droplet velocities 
with time, 32mm from the nozzle, under an injection pressure of 100bar. The profile of the 
spray velocity is artificially separated into two parts: “main spray (head)” and “spray tail” 
[163], as shown in Fig.4.3. In the main spray, an obvious plateau can be seen with a high level 
of velocity; while in the spray tail, the droplet velocity exponentially drops down to a low 
level. 
 
As presented in Fig.4.3, a delay of 1.1 ms in the essence of available data can be seen, 
including the delay from the system of 0.7 ms and the time for spray attaining the measuring 
point. Additionally, intense vibrations in the magnitude of velocity occur during the main 
spray and the maximum difference reaches nearly 60 m/s, which indicates a dominant 
breakup process takes place. With respect to the duration of the spray tail, a certain amount of 
negative velocities can be found, which is resulted from the wake created by the droplets at 
the front of spray with the effect of aerodynamic drag force. Also a small amount of samples 
with an extremely low magnitude of velocity can be observed before the main spray arriving 
and during the main spray, which is a noise caused by residual sprays in the previous cycles. 
In order to provide a clear evolution of spray characteristics, it is necessary to smooth the 
scatters to obtain the trend of the spray development. 
 
4.2.2 Shadowgraph Test in the Vessel 
 
To achieve the special combustion style such as lean burn, late injection (near combustion 
Top Dead Centre (TDC) is necessary to form a stratified fuel-air mixture. Unlike the early 
injection, for the late injection, the injection process is under the high in-cylinder pressure and 
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high temperature. Thus, an analogous experiment in a constant volume vessel was applied to 
study the effects of in-cylinder pressure on DMF spray characteristics. The ambient pressure 
was adjusted by the pressure gauge. DMF and gasoline spray development under ambient 
pressures of 1 bar, 3 bar and 6 bar respectively can be captured with a CCD camera. The 
injection pressure and duration were set at 50 bar and 2 ms respectively.  
 
Fig.4.4 Schematic of the Shadowgraph system 
 
The macroscopic structure of the spray jet is captured by the Shadowgraph system (see 
Fig.4.4). Afterwards, the image is processed by the procedure calculated by MatlabTM 
software. In detail, as illustrated in Fig.4.5, firstly the original image is subtracted from the 
background image, and then converted into a binary image through calculating the global 
threshold of gray scale. Finally the binary image is inverted to be ready for modeling 
validation.  
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Fig.4.5 Image processing of Shadowgraph  
 
 
Fig.4.6 illustrates the determination of the spray tip penetration and spray cone angle. The real 
spray tip penetration L and cone angle 𝜃 and their projections L’ and 𝜃′ are shown in Fig.4.6a. 
Background image Original image 
Background image-Original image Binary image 
Inverted binary image 
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(a) Geometrical relationship between the real 
spray structure and its imaging 
(b) Detection of spray macroscopic characteristics 
from the image 
                                                                    
Fig.4.6 Determination of spray macroscopic characteristics  
 
The relations between the real spray macroscopic characteristics and their projections are 
given as,  
'
2arctan tan cos
2
θθ γ
  
=   
  
                                                                                        (Equation 4.1) 
' / cosL L γ=                                                                                                        (Equation 4.2) 
 
where 𝛾 is the spray inclination angle.  
 
In addition, as presented in Fig.4.6b, spray tip penetration in the image L’ is defined as the 
axial distance from the nozzle exit to the farthest position of the spray plume. The red lines 
encompassing the plume start from the nozzle tip to the position whose axial distance is 0.6 
L’. Hence, spray cone angle in the image 𝜃′  is defined as the angle between these two red 
lines. Then the real spray tip penetration and cone angle are obtained by Eq.4.1 and Eq.4.2, 
respectively. 
 
0.6 L’ 
L’ θ’ 
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4.3 Simulation Build- up and Model Validation 
 
Numerical simulation on DMF fuel and gasoline sprays were undertaken in the constant 
volume cylindrical chamber with the size of 40 mm in diameter and 200 mm in depth. The 
injector is located at the top centre of the cylinder. The numerical grid used for analysis is 
40,000 computational cells (radial x circumferential x axial cells = 20x20x100). To avoid 
repetition, the following sub-sections are focused on the case of DMF fuel spray. 
 
4.3.1 Primary Breakup Model 
 
As reviewed in subsection 2.2.2.1, in the conventional blob method, the diameter at the nozzle 
exit is taken to be the same size of the nozzle hole diameter without the consideration of the 
influence of the nozzle internal flow on the diameter correction. This subsection discusses the 
process of primary breakup model validation in terms of spray tip penetration and spray cone 
angle compared with data captured from the Shadowgraph test. 
 
4.3.1.1 SPRAY TIP PENETRATION 
 
Spray tip penetration as an important macroscopic indicator of spray characteristics is chosen 
for this comparison. Fig.4.7 presents the temporal evolution of spray tip penetration by using 
the CAB combined with the MPI primary breakup (CAB-MPI) and original blob-injection 
CAB (CAB-blob) models at an injection pressure of 100 bar in an open air. As shown in 
Fig.4.7, CAB-MPI was shown to achieve a better agreement with the measurement. In the 
initial linear penetration growth stage, both models match the measurement, which indicates 
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the nozzle exit velocities are reproduced by both models. After 1.2ms, the penetration tip 
length predicted by the CAB-Blob model starts to depart from the measurement. This 
discrepancy can be explained by the larger initial droplet size predicted by the blob-injection 
model, leading to a longer liquid penetration, owing to the reduction of the drag force.  
 
Fig.4.7 Comparison of MPI and original blob-injection CAB models on the penetration 
 
In the MPI primary breakup model, except for the effect of cavitation, liquid core length is an 
important factor on the spray tip penetration. Additionally, the liquid core length is the vital 
link between the primary breakup and secondary breakup. According to Eq.3.29 and Eq.3.30, 
three constants are available for the adjustment of the liquid core length, H0, Hln and Lc,grow. 
The standard values of these three constants are 7.0, 0.0 and 1.0, respectively [104]. In 
addition, the first two constants determine the end of linear liquid penetration growth and the 
last one is available to adjust the gradient of liquid spray penetration.  
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Fig.4.8 presents the effect of H0 on spray tip penetration at the End of Injection (EOI) with 
various injection pressures.  It is remarkable that penetration is more sensitive to H0 under the 
injection pressure of 50 bar. Especially for the case of H0 =7 (default value), the predicted 
penetration is almost 7 mm longer than the experimental and the relative error is up to 11%. 
Remarkably, the standard value is determined by the diesel spray test, whereas DMF, similar 
to gasoline, whose surface tension and viscosity is much smaller than that of diesel, is easy to 
strip off the primary breakup droplet under the same condition as compared to diesel. 
Therefore, it is reasonable to reduce the value of H0. Generally, when H0 =3, simulated 
penetrations achieve a good agreement with measured penetrations.  
 
Fig.4.8 Effect of H0 on spray tip penetration at EOI with various injection pressures 
 
According to Eq.3.29, Hln represents the factor of ambient gas pressure on the liquid core 
length. As shown in Fig.4.9, with an injection pressure of 50 bar, the penetration is greatly 
dependent on the value of Hln under the high ambient gas pressure. As expressed in Eq.3.29, 
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the effect of ambient gas pressure on the spray tip penetration reflects a trend of a natural 
logarithm. The prediction with the standard value becomes worse as the ambient pressure 
increases. Especially under the ambient pressure of 6 bar, the predicted penetration with 
Hln=0 is only 23.6 mm, almost the half of the measured penetration.  With the value of Hln 
increasing, the difference between prediction and measurement becomes gradually smaller. It 
is obvious that Hln=8 is the optimal value.  
 
Fig.4.9 Effect of Hln on spray tip penetration at EOI under various ambient pressures (at an 
injection pressure of 50 bar) 
 
After adjustment of H0 and Hln, the spray tip penetration at the end of injection is determined, 
but its temporal evolution is to be adjusted by Lc,grow. Fig.4.10 illustrates the factor of Lc,grow 
on spray tip penetration under different ambient pressures of 1 bar, 3 bar and 6 bar. As Lc,grow 
increases, the initial gradient of spray tip penetration becomes large and the difference among 
individual simulation cases narrows at the end of injection. It is remarkable that the history of 
spray tip penetration becomes more sensitive to Lc,grow, when ambient pressure becomes 
1 2 3 4 5 6
0
10
20
30
40
50
60
 
 
  Exp
 H0=3, Hln=0
 H0=3, Hln=2
 H0=3, Hln=4
 H0=3, Hln=6
 H0=3, Hln=8
Pe
ne
tra
tio
n 
at
 E
O
I (
m
m
)
Ambient pressure (bar)
79 
higher. For example, as seen in Fig.4.10a, under an ambient pressure of 1 bar, the maximum 
difference of simulated penetration at 1.4 ms is less than 5 mm; while as seen in Fig.4.10c, 
under an ambient pressure of 6 bar, the difference at 1.4 ms is more than 10 mm, equivalently 
almost 25% of the penetration at EOI. Compared with the measurement, the case of Lc,grow 
=0.75 achieves the best agreement. 
 
(a) 1 bar 
 
(b) 3 bar 
Fig.4.10 Effect of Lc,grow on spray tip penetration (at an injection pressure of 50 bar) 
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(c) 6 bar 
Fig.4.10 Effect of Lc,grow on spray tip penetration (cont.) 
 
4.3.1.2 SPRAY CONE ANGLE 
 
The value of spray cone angle determines the radial distribution of spray droplets. As an 
indicator of the effect of air entrainment [182], spray cone angle is important for the mixture 
preparation. The wider the spray cone angle is, the more sufficient the mixing. As a result, a 
wider spray cone angle encourages a more homogeneous mixture formation. 
 
According to Eq.3.31, Cθ is the factor of the ambient gas density on the spray cone angle, 
whose standard value is 0.3. Fig.4.11 presents its influence on the spray cone angle under 
various ambient pressures. As the Cθ increases, the spray cone angle enlarges linearly. The 
predicted spray cone angles with Cθ =0.5 are closest to those measured ones. 
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Fig.4.11 Effect of Cθ on the spray cone angle (at an injection pressure of 50 bar) 
 
4.3.2 Secondary Breakup Model 
 
The droplet breakup process is simulated by an aerodynamically induced breakup model. In 
this subsection, three secondary breakup models, namely KH-MPI, TAB-MPI and CAB-MPI 
breakup models are used to compare with the PDPA measurement data with an injection 
pressure of 100 bar. 
 
4.3.2.1 EFFECT OF SECONDARY BREAKUP MODEL PARAMETERS 
 
For the TAB-MPI model, the default value is selected. Figs.4.12 and 4.13 present the effect of 
main parameters in the KH-MPI and CAB-MPI models on the temporal evolution of axial 
1 2 3 4 5 6 7 8
0
5
10
15
20
25
30
 
 
 Exp
 Cθ=0.3
 Cθ=0.4
 Cθ=0.5
 Cθ=0.6
Sp
ra
y 
co
ne
 a
ng
le
 (o
)
Ambient pressure (bar)
82 
velocity and Arithmetic Mean Diameter (AMD) at the axial distance of 32, 50 and 70mm 
downstream from the nozzle tip, respectively. 
 
It is observed that B1 in the KH-MPI model and k1 in the CAB-MPI model represent similar 
effects on AMD as illustrated in Figs.4.12 and 4.13. For the KH model, according to Eq.3.24, 
B1 is the breakup time constant which affects the change rate of the radius of parent droplets; 
smaller B1 accelerates the droplet breakup and results in smaller child droplets, as is evident 
from Fig.4.12. On the other hand, according to Eq.3.27 and 3.28, k1 in the CAB model 
determines the radii ratio of product to parent drops; smaller k1 slows down the droplet 
breakup, as seen in Fig.4.13. In the term of axial mean velocity, B1 makes almost no effect 
and k1 plays a dominant role, as is evident from Fig.4.12 and 4.13, respectively. In the KH 
model, as described in Eq.3.23, drops are continuously detached from the parent drops during 
their lifetimes [61]. Reversely, in the CAB model, drop breakup takes place only when the 
drop distortion exceeds the specified value (normally one) and also the radii ratio of parent to 
product droplets contributes to the radial component of the product droplets [111]. 
 
As to the optimal value, it can be seen that except in the initial stage, the computed AMDs are 
found to be similar when B1=10 and B1=5, that is, AMD is insensitive to further accelerations 
in the secondary breakup; this is because the number of droplets increase with accelerating the 
secondary breakup and consequently, the chance of drop collision and coalescences increases, 
neutralizing the effect of the size reduction due to the secondary breakup [61]. Besides, the 
regular range of B1 is from 10 to 60 [183]. Thus, it is reasonable to select B1=10 as the tuned 
value for the KH-MPI model. For the CAB-MPI model, it is clear that when k1=0.06, the 
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predicted results achieve overall the best agreement in terms of axial mean velocity and 
AMD. 
  
(a) 32mm 
  
(b) 50mm 
  
(c) 70mm 
 
Fig.4.12 Effect of B1  in the KH-MPI model on the temporal evolution of axial mean velocity 
and AMD at different distances away from the nozzle exit (a-32, b-50 and c-70mm). 
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(a) 32mm 
  
(b) 50mm 
  
(c) 70mm 
 
Fig.4.13 Effect of k1 in the CAB-MPI model on the temporal evolution of axial mean velocity 
and AMD at different distances away from the nozzle exit. 
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4.3.2.2 EVALUATION OF SECONDARY BREAKUP MODELS 
 
After analyzing the main parameters, three secondary breakup models are evaluated with 
PDPA data and backlit images. Figs.4.14 and 4.15 present the comparison between the 
predicted and experimental temporal evolutions of the axial mean velocity and AMD at 
different distances away from the nozzle exit, respectively. 
 
The temporal evolutions of the experimental results present similar trends at various axial 
distances. The case at 50mm axial distance is taken as an example to shorten the length. As 
described in Fig.4.3, the spray structure is artificially separated into two parts: “main spray” 
and “spray tail”, which are marked in the Fig.4.14b. In the main spray, the droplets in the 
spray front are firstly decelerated by the drag force and then subsequent droplets pass through 
the sample volume with less influence of drag force. With the increase of the number of these 
droplets, the average axial velocity restores to the high level whose mean value is relatively 
steady. Then, in the spray tail, the average velocity reduces dramatically to a low level. The 
initial droplets with high momentums to arrive at this measurement location have, in general, 
the largest diameters (50microns), as is evident from Fig.4.15b. Following this is a continuing 
breakup process towards a smaller mean droplet size, when the main spray and spray tail pass 
through. 
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(a) 32mm 
 
(b) 50mm 
 
(c) 70mm 
 
Fig.4.14 Temporal evolutions of axial mean velocity at various distances downstream from 
the nozzle exit. 
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(a) 32mm 
 
(b) 50mm 
 
(c) 70mm 
 
Fig.4.15 Temporal evolutions of AMD at different axial distances away from the nozzle exit. 
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The KH-MPI model significantly over-predicted the droplet size especially during the main 
spray; hence there was higher droplet axial velocity, due to the fact that larger droplets tend to 
maintain their moving momentum with little effect of drag force. As compared to the TAB-
MPI model, the predicted droplet size and velocity evolution by using the CAB-MPI model 
were shown to have a better agreement with the measurement. As a result, the CAB-MPI was 
selected to study the DMF sprays.   
 
However, the axial velocity was over-predicted by the CAB-MPI model especially during the 
spray tail, as presented in Fig. 4.14b and 4.14c.  This discrepancy could be possibly explained 
by the sampled volume of the PDPA measurement not being perfectly aligned with the nozzle 
hole axis and this error increases with the distance away from the nozzle tip.  
 
From the macroscopic view, Fig.4.16 shows the snapshots of the shadowgraph and simulation 
at six different instants. It can be found that the overall spray shapes are well predicted by the 
CAB-MPI model, while a visually sharp front can be observed in the KH-MPI model at the 
late stage. It should be noted that small droplets are created from two sources: one from the 
breakup of the parent droplets and another from new drops shed from the parent drops in the 
KH model [116]. Hence, as shown in Fig.4.16, the KH-MPI model shows a denser droplet 
distribution than the CAB-MPI model after 1.4 ms. However reversely, in the TAB-MPI 
model, caused by its abrupt secondary breakup, a large number of droplets in the front 
exchange their momentums to the air which leads to under estimation on the spray tip 
penetration after 1.6 ms.  
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Fig.4.16 Comparisons of predicted and measured spray development 
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Compared to the over-prediction on its axial mean velocity and AMD by the KH-MPI and 
underestimation on its AMD by the TAB-MPI, the simulation results using the CAB-MPI 
model achieved overall good agreement with the measured results in terms of spray tip 
penetration, axial mean droplet velocity and AMD distribution. 
 
4.4 Study of the DMF Spray Characteristics 
 
4.4.1 Effect of Fuel Properties 
 
To better understand the spray characteristics of DMF and its application to an SI engine, the 
fuel spray of DMF and gasoline were investigated by experimental and computational 
methods in terms of spray penetration, droplet velocity and size distribution of both fuels.  
 
Firstly, the CAB-MPI model for gasoline was also obtained by the measurements as described 
in section 4.3. Figs.4.17 and 4.18 present temporal evolution of axial velocity and AMD at the 
axial distance of 32mm, 50mm and 70mm downstream from the nozzle tip, respectively. The 
PDPA measurement shows the mean droplet size of DMF spray is slightly larger than that of 
gasoline spray, due to its slower droplet breakup process. A similar trend of the predicted 
mean droplet size evolution between both DMF and gasoline sprays is observed in Fig.4.18. 
In general, the predicted axial velocity and mean droplet size match reasonably well with the 
measurement across all the measurement planes. This indicates that the CAB secondary 
breakup model with the MPI primary atomization model, is capable of capturing the main 
spray characteristics of DMF and gasoline fuels.  
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(a) 32mm 
 
(b) 50mm 
 
(c) 70mm 
Fig.4.17 Comparison of DMF and gasoline on temporal evolution of axial mean velocity at 
various distances downstream from the nozzle exit. 
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(a) 32mm 
 
(b)50mm 
 
(c)70mm 
 
Fig.4.18 Comparison of DMF and gasoline on temporal evolution of AMD at various 
distances downstream from the nozzle exit. 
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However it seems that the predicted AMDs of DMF are slightly smaller in the early part of 
Figs.4.18b and 4.18c, while in fact, they are not. It can be seen that the axial average velocity 
of gasoline is slightly lower than that of DMF in Fig.4.17a, which results in a short delay on 
its arrival time for the far field from the nozzle compared to DMF in Figs.4.18b and 4.18c. 
This delay makes a visual effect on the comparison of AMD evolution. Besides, there is a gap 
between the measured and numerical results during the early part of spray evolution for the 32 
mm case in Fig.4.17a. The discrepancy of the early stage of spray evolution between the 
simulation and measurement can be explained by the initial sac spray associated with the 
injector sac volume and the transient injector needle opening effect. The sac spray is normally 
characterized by large droplet size and long penetration length, due to poor atomization, 
which is observed in Fig.4.17a. However, in the current simulation the mean injection rate is 
assumed simply as a square wave, without the consideration of the sac spray. 
 
In addition, it is notable that the initial AMD of DMF is larger than that of the gasoline spray, 
and the mean droplet size difference decreases as AMD reaches a stable level as shown in 
Fig.4.18. Based on Eq.3.21, the calculated primary breakup diameter is proportional to the 
surface tension. Under a certain condition, higher surface tension leads to larger primary 
breakup diameter and lower Weber number. The surface tensions of DMF and gasoline are 
known to be 25.9 and 20 dyne/cm (see Table.1.2), respectively. Thus, the higher surface 
tension of DMF results in a larger mean droplet size to that of gasoline. 
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Fig.4.19 Comparisons of DMF and gasoline on spray development 
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Fig.4.19 Comparisons of DMF and gasoline on spray development (cont.1) 
 
In order to understand how the spray plume develops, Fig.4.19 presents the snapshots of the 
shadowgraph and simulation of both DMF and gasoline sprays. It is shown clearly that the tip 
penetration of DMF is slightly longer than that of gasoline, despite their similar velocities 
[163]. As compared with the experiment, the spray simulation is in a good consistency with 
the shadowgraphs in terms of the overall spray plume shapes and spray tip penetration, 
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although slightly over-predicted penetrations are observed at 2.0 ms for both of fuels, owing 
to the overestimation of axial velocity at far field as illustrated in Fig.4.17c. 
 
4.4.2 Effects of Injection Pressure 
 
To accelerate the vapor rate of fuel and improve the mixing quality in the real SI engine, a 
high injection pressure, such as 150 bar is a common option. Thus, the influence of injection 
pressures on DMF’s spray characteristics was studied in terms of spray tip penetration and 
local SMD by a visualization technique and PDPA, respectively.  
 
 
Fig. 4.20 Comparisons of spray tip penetration at EOI and local SMD at the axial distance of 
32 mm downstream from the nozzle exit under various injection pressures. 
 
The injection pressures are adjusted at 50 bar, 75 bar, 100 bar, 125 bar and 150 bar. The spray 
structure under various injection pressures is captured by the Shadowgraph technique. The 
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spray penetration at the end of injection was chosen for quantitative analysis. Firstly, as 
presented in Fig.4.20, the tip penetration reflects a considerable linearity with injection 
pressure on experimental and computational results, but it decreases slightly from 125 bar to 
150 bar from visualization data. It is possible that under an injection pressure of 150 bar, 
vapor penetration becomes remarkable and droplet evaporation slows down the tip penetration 
growth. In addition, the similarity of DMF and gasoline on spray tip penetration maintains 
under different injection pressures. 
 
Also the influence of injection pressure on the droplet size was studied at the same position 
with DMF and gasoline, as shown in Fig.4.20. The testing position was chosen on the axis, 
32mm from the nozzle. In general, the higher the injection pressure is, the smaller the SMD 
is. In the scenarios among the chosen injection pressures, a nice linear trend can be observed. 
The profiles of DMF and gasoline show similar trends. However, the SMD of DMF spray 
decreases from almost 50μm at an injection pressure of 50bar to approximately 30μm at 
150bar, which is generally 5μm higher than that of gasoline at the same injection pressure. 
Overall predicted SMD of both fuels reproduces the experimental results. However, under an 
injection pressure of 50 bar, simulated SMD of gasoline is almost 4 μm higher than the 
measured SMD. In the case of DMF, it is notable that a considerable difference is found 
between experimental and predicted results at certain injection pressures. Given that the 
experimental results are scattered around the predicted values, the difference may result from 
the measurement error. 
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4.4.3 Effects of Ambient Pressure 
 
Fig. 4.21 illustrates the influence of the ambient pressure on the spray tip penetration at EOI 
and spray cone angle of both fuels. Generally, predicted penetration at EOI and spray cone 
angle achieves a good agreement with those measured. From the trend of development, it can 
be seen from Fig. 4.21, spray tip penetrations of two fuels remarkably reduce with increasing 
ambient pressure; in contrast, spray cone angles increase with increasing ambient pressure. As 
to the penetration at EOI, it is interesting that penetration of gasoline is more sensitive to 
ambient pressure than that of DMF.  
 
Specifically, penetration of gasoline decreases almost linearly as the ambient pressure 
increases; while after a sharp decline from 1 to 3 bar, the reduction rate of DMF penetration 
slows down from 3 to 6 bar. In terms of spray cone angle, a tiny difference between these two 
fuels can be found under individual ambient pressures. According to Eq.3.31, the spray cone 
angle is inversely proportional to the fuel liquid density. Under a certain condition, higher fuel 
liquid density leads to smaller spray cone angle. The liquid densities of DMF and gasoline are 
known to be 895.4 and 751 kg/m3 as listed in Table 1.2, respectively. Thus, the higher liquid 
density of DMF results in a smaller spray cone angle, compared to that of gasoline.  
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Fig.4.21 Spray tip penetration at EOI and spray cone angle under various ambient pressures 
 
 
Fig.4.22 Temporal evolution of spray tip penetration under various ambient pressures 
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Fig.4.22 presents the temporal evolution of spray tip penetration of both fuels under ambient 
pressures of 1, 3 and 6 bar, respectively. Generally, the predicted profile of spray tip 
penetration reproduces the trend of the experimental results. From the view of individual fuel 
sprays, there was almost no difference in spray tip penetration between the two fuels under 1 
bar; when the ambient pressure is up to 3 bar, the initial gradient of penetration of gasoline 
was slightly smaller than that of DMF; when the ambient pressure reaches 6 bar, the growth 
rate of penetration of gasoline is obviously lower than that of DMF.  
 
Time            1.0ms              1.2ms              1.4ms              1.6ms           1.8ms              2.0ms 
 
 
 
 
4.23 Comparison of spray development under various ambient pressures 
 
 
DMF 
1 bar 
DMF 
3 bar 
Gasoline 
1 bar 
101 
Time            1.0ms              1.2ms              1.4ms              1.6ms           1.8ms              2.0ms 
 
 
 
 
 
4.23 Comparison of spray development under various ambient pressures (cont.) 
 
In order to understand how the spray multi-jet develops, Fig.4.23 presents the snapshots of the 
shadowgraph and simulation of both DMF and gasoline sprays under various ambient 
pressures of 1 bar, 3 bar and 6 bar. As compared to the experiment, the spray simulation is in 
consistency with the shadowgraphs in terms of the overall spray plume shape and spray tip 
penetration, although slightly underestimated penetrations are observed near the end of 
injection under an ambient pressure of 6 bar for both fuels, due to the interaction among 
individual jets at far field as shown in Fig.4.23. 
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4.5 Summary 
 
In order to simulate the spray atomization of DMF as engine fuel, an MPI primary breakup 
model was implemented into KIVA and secondary breakup models including KH, TAB and 
CAB were evaluated. These three breakup models were validated and evaluated in the aspects 
of spray tip penetration, droplet diameter and droplet velocity by PDPA and backlit imaging 
experiments. The conclusions obtained from the simulation research, given as: 
 
1. The spray tip penetration of DMF was well reproduced by the MPI primary breakup 
model, which includes a better description of the primary droplet disintegration from the 
intact liquid core. Compared to the over-prediction on its axial mean velocity and AMD 
by the KH-MPI and underestimation on its AMD by the TAB-MPI, the simulation results 
by using the CAB-MPI model achieved an overall good agreement with the measured 
results in the aspects of spray tip penetration, axial mean droplet velocity and AMD 
distribution. 
2. The spray tip penetration is adjusted with the constants in the Hiroyasu model of H0=3.0, 
Hln=8.0 and Lc,grow=0.75. The spray cone angle model is adjusted with the constant of Cθ 
=0.5 in the Naber-Siebers model. 
3. Compared to gasoline, higher surface tension of DMF leads to larger primary breakup 
diameters and further mean diameters. The profiles of temporal evolutions of the droplet 
size distribution and velocity of DMF spray are similar to those of gasoline.  
4. As the injection pressure increases, generally penetrations of both fuels increase and SMD 
reduces. At the same injection pressure, SMD of DMF spray is generally 5 µm larger than 
that of gasoline at the axial distance of 32mm from the nozzle exit. 
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5. With the increase of ambient pressure, spray tip penetrations of both fuels decrease and 
spray cone angles increase reversely. Generally, in terms of penetration, the decrease of 
DMF spray is smaller than that of gasoline; additionally, spray cone angle of DMF spray 
is slightly smaller than that of gasoline due to its higher liquid density. 
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Chapter 5 SPRAY MODEL VALIDATION IN A SINGLE 
CYLINDER ENGINE 
 
5.1 Introduction 
 
In Chapter 4, the spray model has been validated in an open air or constant volume vessel. In 
this proceeding chapter, the spray model will be validated in a real single cylinder engine by 
using a High Speed Photography (HSP) imaging technique, where two typical injection 
strategies, early and late injections are considered. The initial pressure and temperature are 
taken from the results of a 1-D WaveTM model. To provide the initial conditions for 3-D CFD 
simulation, a 1-D code Wave is validated with experimental results.  
 
5.2 Experimental Set-up 
 
The engine used in this study is a 4-valve single cylinder SI optical engine based on the 
configuration of a Jaguar 2.5L V6 gasoline direct injection engine (see Fig.5.1). HSP data 
were captured by a high speed digital camera Phantom V7.1. A view in a horizontal direction 
can be captured through a solid glass liner and a view in a vertical direction can be captured 
using a 65mm round quartz window installed in the extended piston, offering an optical 
access path through the combustion chamber with a 45 degree stationary mirror. This high-
speed camera was synchronized with the fuel injection. After performance matching, the 
sample rate was set to 6006 frames per second. 
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Fig.5.1 Schematic of the optical engine [170] 
 
5.3 Model Validation 
 
Table 5.1 shows the modeled engine specifications and injection parameters. The engine is 
run at wide open throttle (WOT) and 800rpm. The calculation is conducted from Exhaust 
Valve Opening Time (EVO) at 204 °CA Before Top Dead Centre (BTDC) (0 °CA relative to 
intake TDC) to 260°CA After Top Dead Centre (ATDC). The initial pressure and temperature 
are taken from the results of a 1-D Wave model. Given that the computation domain was a 
closed system under this circumstance, the initial flow field was assumed to be uniform. 
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Table 5.1 Engine specifications and injection parameters 
 
Displacement 0.56L 
Bore 89.0mm 
Stroke 90.3mm 
Connecting Rod 154mm 
Compression Ratio 11.3:1 
Intake Valve Open 16°CA BTDC 
Exhaust Valve Close 37 °CA ATDC 
Injector Type 6-hole solid cone 
 
Injection Pressure 150 bar 
Injection Duration 1ms 
Injected Fuel Mass 11.48mg 
Start of Injection 80 °CA ATDC 250°CA ATDC 
 
 
 
Fig.5.2 Three-dimensional mesh in the simulation of the optical engine 
 
Fig.5.2 presents the three-dimensional mesh generated for the optical engine simulation. The 
total number of cells is over 50,000. Beale [184] obtained grid independent results with a 
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1mm cell size and the case with a 2mm cell size achieved an acceptable accuracy in the 
prediction of the evaporated spray [185]. In other words, the selection of a 2mm cell size was 
based on the balance between accuracy and time expense.  
 
5.3.1 Numerical 1-D Single Cylinder Engine Model 
 
As a supporting tool, a 1-D engine and gas dynamics simulation software Wave has been 
applied to provide the initial cylinder pressure and temperature for 3-D CFD simulation. 
Fig.5.3 shows a schematic view of the 1-D model established with the elements in Wave 
software. Based on the configuration of virtually an intake, combustion and exhaust system, 
the performance of a 4-valve single cylinder optical engine can be reproduced.  
 
 
Fig.5.3 Schematic of Wave model for the single cylinder optical engine 
 
In order to validate this 1-D engine model, a motored condition has been selected as the test 
case. Fig.5.4 presents the comparison of experimental and calculated in-cylinder pressure 
temporal evolution on the condition of a motoring engine. From the presented pressure chart, 
it is evident that computational values match well with the measured values and the peak 
pressure and pressure rise rate are predictable with the current engine model. The maximum 
divergence between these results is at 158oCA ATDC, corresponding approximately to 10%. 
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It is indicated that the discrepancy results from the simplification of the geometry in the intake 
and exhaust system and assumption of flow discharge coefficient.  
 
 
 
Fig.5.4 Comparison of in-cylinder experimental and simulation pressure trace in a motored 
condition 
 
Fig.5.5 presents the predicted cylinder pressure and temperature against the crank angle for 
the subsequent validation of the spray and combustion modelling, including a motored 
condition at 800 rpm and fired conditions at 1200 and 1500 rpm. 
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(a) Pressure  
 
 
(b) Temperature 
 
Fig.5.5 Cylinder pressure and temperature histories predicted by Wave for the modeling 
validation 
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5.3.2 Validation with HSP Images from an Optical Engine 
 
This sub-section will discuss the comparisons of High Speed Photography (HSP) images and 
simulation results for early and late injection events.  
 
Firstly, the pattern of the six-hole injector is shown in Fig.5.6. As presented, there are two sets 
of three asymmetric holes in the injector nozzle, which is originally used for a spray-guided 
combustion system. Different inclination angles are used to spread fuel into individual areas 
of the cylinder. The symmetric plane of spray is laid parallel with the tumble plane of the 
engine as seen in Fig.5.6b. This style of injector layout is used for the purpose of the current 
HSP imaging to identify the individual sprays at the orientation of the tumble plane. 
 
   
               (a) Swirl plane                                        (b) Tumble plane 
 
Fig.5.6 Schematic of Spray Pattern in HSP Imaging 
Intake 
Side 
Exhaust
Side 
Exhaust 
Side 
Intake 
Side 
111 
 
Figs.5.7 and Fig.5.8 present the comparison of HSP images and simulation results in an early 
injection case with a start of injection at 80° CA ATDC from the side and bottom views, 
respectively. The injector is vertically installed in the cylinder head with an offset from the 
centre (spark plug) as seen in Fig.5.8.  
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Fig.5.7 Side view of HSP images and CFD comparisons in an early injection event 
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Fig.5.7 Side view of HSP images and CFD comparisons in an early injection event (cont.) 
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Fig.5.8 Bottom view of HSP images and CFD comparisons in an early injection event  
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Fig.5.8 Bottom view of HSP images and CFD comparisons in an early injection event (cont.1) 
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Fig.5.8 Bottom view of HSP images and CFD comparisons in an early injection event (cont.2) 
 
From the side view of the early injection event, at the beginning of injection, almost no 
interaction between air flow and spray interaction occurs. The interactions become more 
intense near the end of injection. Finally, the predicted and measured sprays impinge on the 
piston surface at the same time. From the bottom view, the initial small plumes spread out and 
then as the piston moves downward, the plumes at the intake side penetrate deeper and the 
whole pattern becomes asymmetric. This trend of spray development is reproduced by the 
simulation results. It is notable that it shows one plume impinges on the intake valve and this 
impingement impedes its penetration into the cylinder, especially after the end of injection 
(i.e. 85.6° CA ATDC) as seen in Fig.5.7. In addition, spray impingement on the cylinder wall 
can be observed at 84.0 ° CA ATDC although it is impossible to observe from the HSP 
images due to its limited visible range limited by the piston window, as presented in Fig. 5.1. 
In general, the shapes and penetration of the plumes shown in the HSP images are closely 
predicted by the CFD simulation.  
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Fig.5.9 Side view of HSP images and CFD comparisons in a late injection event  
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Fig.5.9 Side view of HSP images and CFD comparisons in a late injection event (cont.1) 
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Fig.5.9 Side view of HSP images and CFD comparisons in a late injection event (cont.2) 
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Fig.5.10 Bottom view of HSP images and CFD comparisons in a late injection event  
119 
°CA ATDC HSP Simulation 
252.4 
  
253.2 
  
254.0 
  
 
Fig.5.10 Bottom view of HSP images and CFD comparisons in a late injection event (cont.1) 
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Fig.5.10 Bottom view of HSP images and CFD comparisons in a late injection event (cont.2) 
 
The comparisons in the late injection sequence are presented in Fig.5.9 and Fig.5.10. The late 
injection starts at 250° ATDC. Compared to the early injection events, intake and exhaust 
valves have been closed; there was no effect of intake flow on the spray development, and 
even little effect of the flow field during the late injection. Therefore, an almost symmetric 
growth of plumes is presented in Fig.5.10. Additionally, a higher ambient pressure shortens 
the penetration of plumes. The shape and penetration at the beginning of injection are well 
predicted. However, with the development of plumes, as calibrated in the constant volume 
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vessel, overestimated spray cone angle limits the deeper penetration of spray. Thus, slightly 
underestimated penetrations are observed near the end of injection in Fig.5.9. 
 
Overall, the simulation accurately predicts the spray penetration and the spray impinged on 
the piston and intake valve in the early injection event. While in the late injection event, the 
overall spray cone angle is over-predicted and further penetrations of plumes are under 
estimated by the simulation. 
 
5.4 Summary 
 
Using the HSP imaging technique, the spray model was validated in a single optical engine, 
with initial conditions from validated 1-D engine simulation code Wave. Then comparisons of 
HSP images and CFD simulation were carried out in the early and late injection events. The 
conclusions are listed as follows: 
 
1. In general, as with the results from the constant volume vessel, a good agreement in the 
aspects of global spray structure and spray penetration is achieved for the in-cylinder 
simulation. However CFD underestimates slightly the spray penetration in the late 
injection event. 
2. Compared to the late injection events, a great effect of intake flow on the development of 
individual plumes occurs in the early injection cases. It is beneficial to optimize the 
interaction of intake flow and spray for the preparation of fuel-air mixture. 
3. From both the HSP images and CFD simulation, the spray impinges upon the piston and 
the cylinder wall, contributing to the increase of HC emissions. Besides, spray 
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impingement on the intake valve impedes its penetration; further this will postpone the 
fuel evaporation process and even result in the loss of fuel mass remaining in cylinder 
after IVC. These are important considerations when calibrating the start of injection 
timing for this engine. 
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Chapter 6 ANALYSIS OF MIXTURE PREPARATION IN 
A STOICHIOMETRIC DIRECT INJECTION DMF 
ENGINE 
 
6.1 Introduction 
 
In Chapter 5, the spray model has been validated in a single optical engine; the interaction 
between air flow and spray, and spray impingement have also been discussed. Compared to 
conventional gasoline fuel, these effects on the mixing quality in the case of DMF fuel will be 
further analyzed and discussed with this validated engine model in this chapter. Also, the 
effects of engine speed and injection timing will be analyzed.  
 
6.2 Simulation Build up 
 
The modelled engine specifications are shown in Table 5.1 and the injection parameters are 
listed in Table 6.1. The engine was run at wide open throttle (WOT) and 1500rpm. The 
calculations were conducted from exhaust valve opening time (EVO) at 204 °CA BTDC to 
340 °CA ATDC (0 °CA relative to intake TDC). All the initial and boundary conditions were 
chosen equally for comparative purposes. An intake pressure of 1.0 bar and an intake air 
temperature of 320 K were used. The initial conditions were taken from the one-dimensional 
engine model, as illustrated in Fig.5.5. 
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The injected fuel mass was calculated by the stoichiometric ratio and air trapped in the 
cylinder at Intake Valve Closing (IVC) time at 225°CA ATDC.  The injection pressure was 
fixed at 150 bar. The layout of the injector was based on the thermal engine, different from 
that for the HSP imaging test. The symmetric plane of spray was arranged perpendicular with 
the tumble plane of the engine as seen in Fig.6.1. 
 
Table 6.1 Injection parameters  
 
Injection Pressure 150 bar 
Injection Duration 1ms 
Injected Fuel Mass 11.48mg 
Start of Injection 80 °CA ATDC 
  
Fuel Type DMF Gasoline 
Injection Duration 29.4°CA 24.6°CA 
Injected Fuel Mass 0.0524g 0.0372g 
 
                    
            (a) Swirl plane                                (b) Tumble plane 
Fig.6.1 Schematic of spray pattern in the thermal engine 
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6.3 In-Cylinder Charge Mixing Process 
 
6.3.1 In-Cylinder Gas Motion 
 
Gas motion in the engine cylinder plays a crucial role in fuel-air mixing and the subsequent 
combustion process in the SIDI engine. Not only large-scale flow but also small-scale flow 
like turbulence, are important characteristics for the charge mixture. In this section, these 
important features of gas motion in cylinder will be analyzed. 
 
As to the large-scale flow, intake flow jets, vortices and recirculation zones are generally the 
main effects on the in-cylinder mixing. During the intake stroke, the complex flow structure 
attributed to the intake jet is presented in Fig. 6.2. The large-scale rotation motion is 
stimulated by intake flow, piston movement and the interaction between the intake jet and 
cylinder boundary (wall and piston) as shown in Fig.6.3: 
 
1. Interaction of intake gas streams (Jet-Jet).  
The (Jet-Jet) flow structure interaction focuses in a narrow horizontal cross-section jet 
area and splits the cylinder into two symmetric halves. A vast amount of fresh charge can 
be delivered into the cylinder during this interaction.  
2. Interaction of the intake jets with the cylinder wall (Jet-Wall).  
The part of the intake jet flow close to the cylinder wall evolves and forms a high shear 
structure. And then along the cylinder wall, the fresh charge moves downwards to the 
piston. 
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3. Interaction of the intake jets with the in-cylinder bulk flow (Jet-Bulk). 
In the upper part of the cylinder, the intake jet interacts with the residual in-cylinder bulk 
flow. Within this region, a high stratification can be expected in terms of composition, 
density and temperature of mixture. 
 
 
 
               (a) Cross valve plane                                                 (b) Tumble plane 
 
 
 (c) Swirl plane 
Fig.6.2 Calculated streamlines at 120° CA ATDC showing the vortex and coherent structures 
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Vz (cm/s): 
 
 
 
Fig.6.3 Intake flow vectors in the middle of the intake valves  
 
In order to give a whole view of in-cylinder fluid motion, three indicators, tumble, swirl, and 
cross tumble ratios are commonly used to quantify the large-scale flow motion. The Swirl 
Ratio (SR) is defined as the total angular momentum in the z axis, normalized by the 
crankshaft angular speed and rotational inertia of the instantaneous mass center, and is given 
by: 
Z
Z c
ASR
I ω
=
                                                                                                            (Equation 6.1) 
where Az is the total angular momentum integrated over the cylinder. Iz is the integrated 
angular inertia of the fluid along the z-axis and ωc is the angular velocity of the crankshaft. 
Jet-Jet 
Jet-Wall 
Jet-Bulk 
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The tumble ratio (TRy) and cross tumble ratio (TRx) are given similarly to the swirl ratio. The 
positive orientations of those ratios are illustrated in Fig. 6.4, in which the reference axes are 
given as the coordinate axes. 
  
Fig. 6.4 Schematic of the swirl and tumble components  
 
 
Fig. 6.5 Swirl, tumble and cross tumble ratios in intake and compression strokes 
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Fig.6.5 shows the evolution of the Tumble Ratio (TRy), cross tumble ratio (TRx) and Swirl 
Ratio (SR) against the crank angle. As the exhaust valve moves back, the value of the swirl 
ratio decreases and becomes nearly stable after 60°CA ATDC; the cross tumble ratio remains 
at a low level as seen in Fig.6.5.  Overall, the SR and TRx are incomparable to the TRy due to 
the symmetric intake valves’ layout of the engine. As Fig.6.5 illustrates, two obvious peaks 
can be observed in the evolution of the tumble ratio. The first peak occurs at 120°CA ATDC, 
with a value of 0.8, promoted by the intake jet. As the intake generated flow decays, the 
tumble motion is greatly affected by the piston movement, and the second peak of tumble 
ratio is stimulated by the maximum piston velocity in the compression process. In the late 
compression stroke, due to the limited space within the cylinder, the large-scale rotating flow 
structures are gradually compressed into small-scale ones and the angular velocity increases 
according to the angular momentum conservation. Due to the increase of angular velocity, the 
tumble ratio reaches its second peak at 290 °CA ATDC. 
 
Except for the large-scale flow motion, the small-scale turbulent flow also is a core factor in 
the fuel-air mixing process. In particular, it is known that the transport rate of turbulent 
diffusion is several orders greater than that of molecular diffusion [42]. Two parameters, 
turbulence kinetic energy and turbulent kinematic viscosity are introduced to quantify the 
turbulence motion in the small-scale mixing process.  
 
The evolution of turbulence kinetic energy against the crank angle is illustrated in Fig.6.6. 
During the intake stroke, the profile of turbulence kinetic energy is similar to that of tumble 
ratio. The peak of turbulence kinetic energy appears around 100°CA ATDC, just a little 
earlier than the timing of the first peak of tumble ratio. This indicates that intake jet flow is 
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the critical factor contributing to the production of turbulence energy. Specifically, an intake 
jet with high velocity during the process of the three interactions mentioned forms a larger 
velocity gradient and further produces more turbulence kinetic energy. However, as the 
compression process commences, intake generated flow almost has disappeared and the 
turbulence kinetic energy decays rapidly near IVC due to turbulent dissipation. The second 
inconspicuous peak of the turbulence kinetic energy, appearing after the second peak of the 
tumble ratio, is expected to be motivated by the compression of large-scale flow motion as 
seen in Fig.6.6. 
 
The additional parameter, turbulent kinematic viscosity, is an analogical transport coefficient 
from the kinetic theory of gases. The turbulent kinematic viscosity is defined with a function 
of the turbulence kinetic energy and its dissipation rate, shown as 
 
2
t gCµ
κµ ρ
ε
=                                                                                                         (Equation 6.2) 
 
where μt represents turbulent kinematic viscosity, Cμ is the model constant, ρg is the gas 
density, κ is turbulence kinetic energy and ε is its dissipation rate. Fig.6.7 presents the 
evolution of the turbulent kinematic viscosity. A ladder-shaped profile of the turbulent 
kinematic viscosity against the crank angle can be seen. The plateau stage begins right after 
the first peak of the tumble ratio, and then it experiences a small increase and drops after the 
second peak of tumble ratio. This reveals the close relationship of turbulent kinematic 
viscosity and large-scale flow structure, that is, during the compression process, the 
generation of small-scale flows from large-scale flows compensates for the decay of 
turbulence developed in the intake stroke, to a certain extent.   
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Fig. 6.6 Turbulence kinetic energy during the intake and compression strokes 
 
 
 
Fig. 6.7 Turbulent kinematic viscosity during the intake and compression strokes 
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6.3.2 Effects of Fuel Properties on the Mixing Process 
 
Except for the tumble motion and the small-scale flow motion, the spray-gas interaction is 
also a major factor in the in-cylinder mixing process. Also, subsequent spray impingement 
and the evaporation process affect the final mixing quality. Thus, the discussion of this 
section will concentrate on the comparison of DMF spray and gasoline spray in the above 
terms.  
 
Fig.6.8 illustrates the DMF and gasoline spray-gas interactions in the side view of the engine. 
Fig.6.9 presents the temporal evolutions of the liquid fuel impinged on the wall divided by the 
total mass of the fuel injected. As presented in Fig.6.8a, at 85°CA ATDC (5°CA after SOI), 
the plumes of both fuel jets disperse significantly and interact with each other downstream of 
the nozzle tip. Compared to gasoline spray, it is easier to identify the edge of the DMF 
plumes. This is in that DMF spray has a smaller spray cone angle than that of gasoline spray, 
as analyzed in Chapter 4. In addition, although the spray patterns are symmetrical, with the 
interaction of the intake jet flow, spray on the right side spreads out widely and has a longer 
penetration. Due to the longer penetration of DMF spray, its jet attains to the piston earlier as 
shown in Fig.6.8b.  After EOI, a remarkable spray-wall impingement takes place and reaches 
the maximum around 120°CA ATDC, which equals to 5% of the total liquid fuel (seen in 
Fig.6.9). The fuel spray moves towards the left side of the cylinder driven by the clockwise 
tumble flow, as is evident from Fig.6.8; also the percentage of spray impinged on the solid 
surface decreases with the drop evaporation and entrainment of the clockwise vortex.  
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Fig.6.8. Comparison of DMF and gasoline in the spray-gas interaction 
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Fig.6.8. Comparison of DMF and gasoline in the spray-gas interaction (cont.1) 
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(a) Piston 
 
 
 
(b) Cylinder liner 
 
Fig.6.9. Evolutions of mass fraction of the liquid fuel impinged on the wall 
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At the end of compression stoke, as given in Fig.6.9, in the case of DMF, an amount of liquid 
DMF still remained on the piston and cylinder liner compared to almost all the droplets 
vanishing in the case of gasoline. 
 
 
 
Fig.6.10. Comparison of DMF and gasoline in evaporation rate 
 
The comparison of the global fuel evaporation rate histories for the two fuels is shown in 
Fig.6.10, where the fuel vapor is divided by the total injected fuel mass. Within the injection 
duration, due to the higher vapor pressure and smaller mean droplet size of gasoline, its 
vaporization rate is faster than that of DMF, as indicated by a steeper vapor rise. Then, the 
wall film and its evaporation become critical to the mixture formation. As illustrated, the 
cases of DMF and gasoline reach 90% of fuel vaporization at 171 and 281°CA ATDC, 
respectively. In other words, the DMF spray delays about 110°CA to attain this percentage. 
By 340°CA ATDC, up to 96.2% and 98.6% of fuel are vaporized for the cases of DMF and 
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gasoline, respectively. This implies that DMF requires more time to complete evaporation 
before combustion. 
 
 
Fig.6.11. History of the percentages of three ranges of the equivalence ratio. 
 
To quantify the quality of air/fuel mixing, the temporal evolution of the local mixture volume 
with various ranges of equivalence ratios (smaller than 0.5, in between 0.5 and 1.5, and larger 
than 1.5) are shown in Fig.6.11. The total volume in each range is divided by the transient 
volume of the whole cylinder. Overall, the percentage of ignitable mixture (0.5<Ф<1.5) rises 
within the injection duration, whereas the percentage of extremely lean mixture (0<Ф<0.5) 
presents a reverse tendency. The percentage of extra-rich mixture (Ф>1.5) grows from the 
start of injection to the moment when the piston and wall wetting attains the first crest value 
(as is evident from Fig.6.9), and then it declines slowly for gasoline and becomes steady for 
DMF. It is remarkable that in the case of DMF, after 220°CA ATDC, the portion of ignitable 
mixture rises slowly and the portion of extra-rich mixture increases slightly. At the end of the 
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compression stroke, the percentages of the highly rich mixture and extremely lean mixture in 
the case of DMF reach 7.7% and 4.7%, respectively. This is due to the fact that more liquid 
fuel remains on the piston and cylinder liner. Whereas gasoline is 2.3% in highly rich mixture 
and 3.4% in extremely lean mixture, respectively. 
 
In order to quantify the mixing quality, Fig.6.12-6.14 present the spatial equivalence ratio 
(0.5<Ф<1.5) distribution and Fig.6.15 shows the scatter plot of temperature against ER at 
340°CA ATDC (near the endpoint of compression) for both fuels.  
 
In Figs.6.12 and 6.13, from SOI to BDC, fuel-air mixing is mainly dependent on the intake jet 
flow and the spray-gas interaction. At the beginning of injection (85°CA ATDC), all the 
mixture is very lean (equivalence ratio lower than 0.5) except for a tiny area in the case of the 
gasoline-air mixture. The low vapor rate and relatively narrow radial dispersion of DMF spray 
greatly retards its mixing with air. After the EOI, more rich fuel mixture is found at the 
bottom of the cylinder as most of sprays impinges on the solid wall surface. Then with the 
tumble motion, the rich mixture moves clockwise to the cylinder liner on the intake valve 
side. At BDC, more than 30% of liquid DMF is under evaporation compared to the almost 
fully evaporated gasoline as given in Fig.6.10. Therefore, unlike the gas diffusion process of 
gasoline-air mixture, the DMF-air mixing concentrates on the wall film evaporation process 
after BDC. Overall, compared to the case of gasoline, DMF-air mixing presents a narrower 
area of rich fuel-air mixture in the beginning of the compression stroke and worse 
homogeneity at the end of the compression stroke, as presented in Fig.6.11. 
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Fig.6.12. Calculated distribution of local equivalence ratio in the case of DMF. 
Top: the xz plane--tumble plane, below: the xy plane--the middle plane along the z axis.   
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  Fig.6.13. Calculated distribution of local equivalence ratio in the case of gasoline. 
Top: the xz plane--tumble plane, below: the xy plane--the middle plane along the z axis.  
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(a)                                                                            (b) 
Fig.6.14. Comparison of equivalence ratio distribution near the spark plug at 340 °CA ATDC. 
(a-DMF, b-gasoline) 
 
In Figs.6.12 and 6.13, at 240°CA ATDC, with the clockwise motion of swirl flow, another 
zone of rich mixture is found on the right-bottom corner. When approaching to the TDC 
(340°CA ATDC), since the tumble motion decays rapidly, some portion of extremely lean 
mixture remains on the right side; more extra-rich mixtures can be observed on the chamber 
roof and cylinder liner for the case of DMF. 
 
On magnifying the spark plug area at 340°CA ATDC, it is clear that the local equivalence 
ratio of DMF-air mixtures is in the range of 0.875 to 1; whereas for gasoline, it is in range of 
1.125 to 1.25 (slightly higher than stoichiometric ratio), which corresponds to the range of 
equivalence ratio for maximum laminar flame speed [146]. Thus, the equivalence ratio 
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distribution of the gasoline case around the spark plug is more beneficial to combustion 
preparation, compared to the case of DMF.  
 
Moreover, a closer examination of equivalence ratio distribution at the end of compression 
stoke can be given in Fig.6.15. The upper plots in Fig.6.15 show the equivalence ratio 
distribution against temperature at the end of compression stoke, which are represented by the 
scatter plots of the temperature in all the calculated cells against the transient Equivalence 
Ratio (ER) in the combustion chamber. Due to a large amount of liquid DMF impinged on the 
wall, an extra-rich mixture (ER > 2.0) is formed in the low-temperature area near the cylinder 
head and liner (as seen in Fig.6.15a). The bar charts in Fig.6.15 present the mass density 
distribution of equivalence ratio. It is plotted in such a way that its range from 0.1 to 4.0 is 
divided into 40 equal bins with intervals of 0.1 and the mass of cells related to each bin of ER 
is summed up and divided by the total mass within the cylinder. Hence, the taller and 
narrower the mass density distribution, the more uniform the air/fuel mixing in the cylinder. 
Compared to gasoline, a wider spread of ER distribution can be found in the case of DMF. 
Furthermore, for a global view of ER distribution, its mean value and standard deviation of 
mass density distribution are calculated. At the end of the compression stroke, the average 
equivalence ratio of DMF is 0.96 with a standard deviation of 0.67, whilst the overall 
equivalence ratio of gasoline is 0.99 with a standard deviation of 0.29. As can be seen, based 
on the present gasoline GDI injector and spray pattern, a more homogeneous mixture is 
formed in the case of gasoline than that of DMF spray. This indicates that a new spray pattern 
tailored for DMF spray is needed, if DMF fuel is applied in such a gasoline direct injection 
engine. 
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(a) 
  
(b) 
Fig.6.15. Scatters of temperature against ER and ER distribution in the mass density fraction 
of at 340°CA ATDC (a) DMF (Mean= 0.96, COV=0.67) (b) Gasoline (Mean=0.99, 
COV=0.29) 
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6.4 Evaluation of Mixing Quality 
 
In this section, the engine was fuelled with DMF. Firstly, the effect of the injection timing 
was investigated under the engine speed of 1500 rpm. Then the engine speed was adjusted to 
high speeds of 3000 and 6000 rpm with SOI of 80°CA ATDC in order to study the 
performance of DMF-air mixing in the extreme conditions.  
 
6.4.1 Effect of Injection Timing 
 
The injection timings selected in this study are listed in Table 6.2. To fully understand the 
effect of injection timing on the mixing quality, the starts of injection varied from 24 °CA 
after EVC to 35°CA after IVC. In general, injection timings can be divided into early 
injection during the induction period (SOI at 60°, 80°, 100°CA, 120 °CA, 140°CA and 
160°CA ATDC, respectively) and late injection after IVC (SOI at 240° CA, 250°CA and 
260°CA ATDC).  
 
Table 6.2 Injection timings and charge cooling effect on engine performance. 
  
Case No. 1 2 3 4 5 6 7 8 9 
SOI  60
o 
CA 
80o 
CA 
100o 
CA 
120o 
CA 
140o 
CA 
160o 
CA 
240o 
CA 
250o 
CA 
260o 
CA 
Temperature 
(K) at 
Intake BDC 
325.8 326.2 327.2 328.5 332.5 342.0 344.9 344.9 344.9 
Air Flow 
Rate (g/s) 22.29 22.25 22.19 22.10 21.98 21.59 21.36 21.36 21.36 
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Fig.6.16  Effect of injection timing on in-cylinder charge temperature. 
 
Charge cooling effect, as a unique characteristic for a direct injection engine, is a key factor 
for the mixture preparation. Associated with the fuel evaporation, thermal energy of 
surrounding gas is absorbed by droplets due to the fuel latent heat consumed. In order to 
investigate the effect of injection timing on the in-cylinder temperature, Fig.6.16 illustrates 
the comparisons of the mean in-cylinder charge temperature for all the cases studied. As can 
be seen in Fig.6.16, significant reductions of charge temperature occur during the intake 
period when the injection timing is after EVC and before IVC. The temperatures at intake 
BDC are summarized in Table 6.2. For the fuel injection after IVC (Case 7, 8 and 9), the 
temperature at intake BDC is about 6% higher than that of Case 1, as listed in Table 6.2. 
Additionally, reduction of charge temperature leads to the growth of intake airflow mass 
within the intake stroke. As shown in Table 6.2, the air flow rates in the Cases 1 to 6 (early 
injection) are 4.4%, 4.2%, 3.9%, 3.5%, 2.9% and 1.1% higher than that of Case 7, 
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respectively, whose injection timing is after IVC. It is noticeable that the charging cooling 
effect is relatively strong when the fuel is injected before 120oCA ATDC and decays when the 
injection time is further retarded. 
 
As to the influence of in-cylinder gas motion on the spray, Fig.6.17 illustrates the spray and 
gas flow in the side view of the engine at 15°CA after the Start of Injection (SOI). As shown 
in Fig.6.17, in the extremely early injection (SOI at 60°CA ATDC), the spray impingement on 
the piston has already occurred, due to the small confining space of combustion chamber. In 
the case of SOI at 120°CA ATDC (when the tumble ratio achieves the maximum), the plume 
at the right side is significantly longer than the one at the left side due to its dominant 
interaction with strong intake generated jet flow as seen in Fig.6.17b. When the injection 
timing starts near BDC, the difference between the two sides tends to disappear as the flow 
motion weakens (see Fig.6.17c). Further, when the injection timing is adjusted after IVC (SOI 
at 240°CA ATDC), a clear symmetric pattern of spray can be seen in Fig.6.17d and the spray 
penetration is shorter than the early injection cases, caused by the higher in-cylinder 
temperature and pressure. 
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(a) SOI@60°CA ATDC         (b) SOI@120°CA ATDC 
 
 
(c) SOI@160°CA ATDC       (d) SOI@240°CA ATDC 
 
Fig.6.17  The spray-gas interaction at15°CA after SOI. 
 
The computed evolutions of spray-wall impingement are presented in Fig.6.18. A great effect 
of injection timing can be indicated on the fuel piston impingement, owing to the in-cylinder 
flow motion. In the cases of early injection, a noticeable plateau stage is observed in 
Fig.6.18a, due to the fact that the downwards intake jet flow impedes the droplets away from 
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the piston surface until tumble flow decays. As SOI is retarded, the plateau stage shortens. 
Compared to early injection, late injection timing (SOI at 240°CA ATDC) creates more piston 
impingement due to the increasingly smaller space of the combustion chamber driven by the 
piston upwards movement. Reversely, more cylinder liner impingement exists in the case of 
the advanced injection timing as presented in Fig.6.18b. It is evident that the relative position 
between spray and the piston, when fuel injection takes place, is the dominant factor in the 
cylinder liner wetting.  
 
The evolutions of fuel vaporization at various injection timings are shown in Fig.6.19. 
Compared to the early injection cases, the late injection case (SOI at 240°CA ATDC) has 
higher evaporation rate without the charge cooling effect, as demonstrated by a steeper vapor 
phase curve and shorter duration (~ 60°CA) to attain 90% vaporization. This is corresponding 
to the sharp reduction of piston impingement after short peak duration as presented in 
Fig.6.18a. It is also noted that in the early injection cases, significant fuel impingement slows 
down the vaporization rate and therefore, almost all the cases reach 90% evaporation at 
290°CA ATDC, which implies that advancing the injection timing alone is unbeneficial to 
completion of vaporization.  
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 (a) Piston 
 
  
(b) Cylinder liner 
Fig.6.18 Evolutions of mass fraction of the liquid fuel impinged on the wall for the cases at 
various injection timings. 
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Fig.6.19 Evolutions of fuel vaporization at various injection timings at various injection 
timings. 
 
To investigate the global quality of the mixture preparation, the temporal evolutions of three 
ranges of equivalence ratio mixture at various injection timings are presented in Fig.6.20. At 
the end of the compression stroke, an overall largest percentage of ignitable mixtures is 
observed in the case of injection at 120° ATDC, corresponding to the maximum of the tumble 
ratio as illustrated in Fig.6.5. In general, the case of SOI at closer timing to the maximum 
point of tumble ratio presents more rapid reduction of very lean mixture and growth of 
ignitable mixture. However, compared with the cases of SOI at 80 and 160°CA ATDC, a 
slightly higher percentage of ignitable mixture is formed at the end of the compression stroke 
for the latter case (as shown in Fig.6.20), owing to less fresh charge entrained (as listed in 
Table 6.2). When injection timing is further retarded after IVC (SOI at 240°CA ATDC), a 
dominant stratified distribution is observed, as demonstrated by least 10 % of both extremely 
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lean and over rich mixtures remained at the end of the compression stroke and this indicates 
the DMF-air mixture lacks of mixing time. 
 
Apart from the global insights of mixing characteristics, the spatial equivalence ratio 
distribution was also analyzed. The scatter plot of equivalence ratio against temperature and 
the bar chart of mass density distribution of equivalence ratio at the end of compression stroke 
for the early injection and late injection cases are presented in Fig.6.21 to 6.24.  
 
For the cases of injection during the intake period, caused by the strong interaction between 
spray and intake generated flow, the region of relatively lean equivalence ratio moves clock-
wise from the exhaust valve side (right hand side) towards the bottom; while the region of 
relatively rich equivalence ratio moves from the bottom to the exhaust valve side. 
Interestingly, attributed by the maximum tumble flow motion, compared to the other cases, an 
almost symmetrical distribution can be observed in Fig.6.21d when fuel is injected at 120°CA 
ATDC; moreover, the most homogeneous mixture is formed at the end of the compression 
stroke for this case, as shown in Fig.6.22. When the injection timing is further retarded, the 
inhomogeneity of the fuel-air mixture increases as the in-cylinder charge motion weakens as 
presented in Fig.6.22d and 6.22e. 
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Fig.6.20 Evolutions of the percentages of three ranges of the equivalence ratio at various 
injection timings. 
 
 
   
 
(a) SOI@60°CA ATDC (b) SOI@80°CA ATDC (c) SOI@100°CA ATDC  
   
 
(f) SOI@160°CA ATDC (e) SOI@140°CA ATDC (d) SOI@120°CA ATDC  
 
Fig.6.21 Spatial ER distribution at 340°CA ATDC of the early injection cases. 
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(a) 
 
(b) 
 
(c) 
Fig.6.22 Scatters of temperature against ER and ER distribution in the mass density fraction at 
340°CA ATDC of the early injection cases.  
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(d) 
 
(e)  
 
Fig.6.22 Scatters of temperature against ER and ER distribution in the mass density fraction at 
340°CA ATDC of the early injection cases. (cont.) 
 
   
 
(a) SOI@240 (b) SOI@250 (c) SOI@260  
 
Fig.6.23 Spatial ER distribution at 340°CA ATDC of the late injection cases. 
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(a) 
 
(b) 
 
 (c)  
Fig.6.24 Scatters of temperature against ER and ER distribution in the mass density fraction at 
340°CA ATDC of the late injection cases. 
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As to the cases when fuel injection takes place after IVC, without the effect of interaction 
between spray and intake generated flow, the location of lean mixture and rich mixture almost 
do not alter with the injection timing retarded. The lean mixture is concentrated at the middle 
right side and the rich mixture is concentrated at the two sides as shown in Fig.6.23. 
Compared to the cases of early injection, a more remarkable stratification of mixture 
characterized by a wider range of equivalence ratio distribution is found in Fig.6.24 for the 
late injection cases. In general, the mixture formation becomes worse with the injection 
timing retarded. Thus, the most stratified mixture is seen when the fuel is injected at 260°CA 
ATDC, where the mass density of equivalence ratio of no more than 0.1 has been already 
beyond 10%. It can be summarized that although over 95% evaporation of fuel has been 
finished, as seen in Fig.6.19, given by the weak in-cylinder flow motion and the short mixing 
time available, a portion of fresh charge is still short of mixing time with fuel vapor by the 
end of the compression stroke, as indicated in Fig.6.23 and 6.24. 
 
6.4.2 Effect of Engine Speed 
 
Another two engine speeds (3000 rpm and 6000 rpm) were chosen to study the characteristics 
of the fuel-air mixing process over a range of engine speeds. The injection parameters are 
listed in Table 6.3. Compared with Table 6.1, tiny differences among variable engine speeds 
indicate that the engine speed makes little effect on the fresh charge trapping but the injection 
duration is remarkably prolonged at higher speed, due to the relatively short time per cycle.  
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Table.6.3 Injection parameters under 3000 rpm and 6000 rpm 
Speed 3000 rpm 6000 rpm 
Fuel Mass Injected 0.0525g 0.0526g 
Injection Duration 59.0oCA 118.3oCA 
Relative Fuel/Air Ratio Stoichiometric 
 
 
 
(a) Tumble ratio 
  
(a) Turbulence kinetic energy 
 
Fig.6.25 Evolution of tumble ratio and turbulence kinetic energy under various engine speeds 
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Evolutions of the tumble ratio and turbulence kinetic energy are presented in Fig.6.25. With 
the engine speed increases, the maximum of the tumble ratio reduces and the phasing of peaks 
and troughs are slightly retarded as presented in Fig.6.25a. In terms of the small-scale flow 
motion, a significant growth on the magnitude of turbulence kinetic energy can be observed in 
the high speed cases as shown in Fig.6.25b. When the engine speed increases from 1500 rpm 
to 3000 rpm, the maximum of the turbulence kinetic energy has doubled and further increased 
in the case of 6000 rpm, the value is up to four times higher than at the engine speed of 1500 
rpm with the effect of the high-velocity intake jet flow.   
 
Fig.6.26 illustrates comparisons of the interaction between spray and in-cylinder flow from 
the side view of engine under various engine speeds at 100°CA, 140°CA, 200°CA and 
340°CA ATDC. When the engine speed increases, a greater magnitude of flow field is created 
due to the increase of mean piston speed and intake flow velocity. At higher speeds, a more 
intense interaction between spray and intake jet flow is found in Fig.6.26.  The pattern of 
plumes is varied from mild asymmetry to severe asymmetry when the engine speed increases 
from 1500 rpm to 6000 rpm. Especially at the extremely high speed of 6000 rpm, the 
orientation of spray movement is obviously tilted towards the exhaust valve side by the strong 
intake generated flow as shown in Figs.6.26a and 6.26b. Compared with 3000 rpm, it is 
noticeable that plumes at the left side are driven towards the intake valve side by a strong 
clock-wise vortex in the centre of the cylinder, which is produced by the intake jet flow with 
the piston downwards movement as seen in Fig.6.26b.  
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 1500 rpm 3000 rpm 6000 rpm 
 (a) 
   
 (b) 
   
 (c) 
   
 (d) 
   
 
Fig.6.26 Comparisons of in-cylinder fuel and air flow under various engine speeds 
160 
 
In addition, at high speeds, due to longer injection duration, the penetration is shorter than that 
of the case at 1500 rpm at the same crank angle as seen in Fig.6.26a; as shown in Fig.6.26d, 
by the end of the comparison stroke, the spray-gas interaction is greatly enhanced due to the 
increase of turbulence kinetic energy (see Fig.6.25b). 
 
The evolutions of the spray-wall impingement at various engine speeds are illustrated in 
Fig.6.27. The in-cylinder flow motion makes a dominant effect on the spray impingement. At 
high speeds, the mighty turbulence kinetic energy strengthens the small-scale mixing and 
turbulence diffusion, and further shortens the residence time of droplets impinged on the 
piston surface.  
 
More fuel impingement on the piston is created in the case of 3000 rpm than in the other two 
cases as shown in Fig.6.27a, driven by the downwards high-velocity intake jet flow. Unlike 
the case of 3000 rpm, at an engine speed of 6000 rpm, a certain amount of spray is delivered 
to the intake valve side by the central vortex, contributing to the reduction in the portion of 
spray impingement on the piston to a great extent. However, in this case, the plumes tilted to 
the exhaust valve side produce severe wetting in the cylinder liner by the strong intake jet 
flow; additionally, it can be indicated that the long injection duration prolonged the residence 
time of droplets on the cylinder liner as seen in Fig.6.27b.  
 
 
 
161 
  
 
(a) Piston 
  
(b) Cylinder liner 
Fig.6.27 Evolutions of mass fraction of the liquid fuel impinged on the wall under various 
engine speeds. 
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Fig.6.28 illustrates the global fuel vaporization histories for different engine speeds. When the 
engine speed increases, the initial vapor rate reduces; after BDC, the fuel evaporation is 
accelerated by strong turbulence diffusion. At 280°CA ATDC, 90% fuel changes into vapor 
in both 1500 rpm and 3000 rpm cases; whereas in the case of 6000 rpm, extra 20°CA is taken 
to attain this percentage as presented in Fig.6.28 due to overlong injection duration. However, 
the vaporization rate in the 6000 rpm case increases faster than the other two cases after 
260°CA ATDC, motivated by the second increase of turbulence kinetic energy as presented in 
Fig.6.25 and the vaporization rate is up to  97.6% at the end of compression stoke.  
 
 
Fig.6.28 Evolution of fuel vaporization under various engine speeds. 
 
The evolutions of average equivalence ratio distribution at different engine speeds are shown 
in Fig.6.29. In general, the growing/decreasing trends at high speeds are retarded due to the 
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impedes the increase of ignitable mixture after BDC for the case of 3000 rpm. Whereas at an 
engine speed of 6000 rpm, the end of injection is postponed to after BDC and hence, a 
remarkable increase of the percentage of ignitable mixture begins at 200°CA ATDC (the 
percentage at this crank angle is right over 20%). At the end of the compression stroke, a 
more stratified mixture is formed with the increase of engine speed, as demonstrated by 
higher percentages in both very lean mixture and over rich mixture compared to the case at 
1500 rpm. 
 
 
Fig.6.29 Evolution of the percentages of three ranges of the equivalence ratio under various 
engine speeds 
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relatively rich and very lean mixtures are concentrated at the intake and exhaust valve sides, 
respectively. Compared with Fig.6.15a, more mixture stratification exists at high speeds, 
indicated by a wider spread of equivalence ratio distribution and this is attributed by the lesser 
mixing time of the fuel vapor and fresh charge as shown in Fig.6.31.  
 
 1500 rpm 3000 rpm 6000 rpm 
(a) 
   
 (b) 
   
 
 
Fig.6.30 Spatial ER distribution at 340°CA ATDC under various engine speeds. 
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(b) 6000 rpm 
Fig.6.31 Scatters of temperature against ER and ER distribution in the mass density fraction at 
340°CA ATDC under engine speeds of 3000 rpm and 6000 rpm. 
 
6.5 Summary 
 
With the validated spray model, a three-dimensional model is chosen to study the influence of 
fuel property, injection timing and engine speed on in-cylinder mixing. The discussion about 
the effect on in-cylinder fuel distribution and mixing quality in a stoichiometric DI engine can 
be concluded as follows: 
 
1. Significant impingement on the piston and the cylinder liner was revealed with DMF 
spray in a DI engine, due to the combined effect of a slower evaporation rate, more 
injected fuel amount and larger mean droplet size, as compared to the case of gasoline 
spray. At the end of the compression stroke, the percentages of the highly rich mixture 
and extremely lean mixture of the case of DMF reach 7.7% and 4.7%, respectively. 
The average equivalence ratio in the cylinder for DMF is 0.96 whilst the overall 
equivalence ratio of gasoline is 0.99. In general, gasoline spray forms a more 
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homogeneous mixture than that of DMF spray. In addition, the mixture equivalence 
ratio of DMF around the spark plug is leaner than that of gasoline.  
2. With the effect of charge cooling, more fresh charge can be trapped for the early 
injection cases. Fuel injection timing in the early intake period has a stronger effect of 
charge cooling. In addition, charge cooling makes a significant effect on the in-
cylinder mixture preparation. When the fuel is injected in the early intake period 
(60oCA ATDC), the initial confined space contributes to considerable fuel 
impingement on the piston and cylinder wall, which slows down the subsequent 
vaporization process. With the effect of the strong intake generated flow, the fuel-air 
mixing is greatly enhanced for the case of fuel injection in the middle intake period 
(120oCA ATDC), so that a more homogenous fuel distribution than in the other cases 
is formed at the end of the compression stroke. In the late injection case (260oCA 
ATDC), severe fuel impingement on the piston surface, insufficient mixing time and 
weak gas flow motion lead to the most inhomogeneous mixture. 
3. Engine speed has a strong effect on the in-cylinder gas motion. With the increase of 
engine speed (1500 rpm to 3000rpm, 6000 rpm), the tumble ratio reduces overall and 
its phasing is slightly postponed; whereas the turbulence energy is remarkably 
intensified by the increasing mean piston speed and intake air velocity. In the 
meantime, the magnified intake generated flow contributes to more spray impinged on 
the piston (3000 rpm) or on the cylinder liner (3000 rpm and 6000 rpm). Although the 
intense turbulence diffusion compensates for the negative effect of fuel impingement 
to a certain extent, wider spread of fuel distributions are formed at the end of the 
compression stroke, attributed by the lesser mixing time of fuel vapor and fresh charge 
at higher speeds. 
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Chapter 7 ANALYSIS OF SI COMBUSTION IN A 
STOICHIOMETRIC DI DMF ENGINE WITH CTC 
MODEL 
 
7.1 Introduction 
 
After the analysis of its mixing quality, the combustion characteristics of DMF will be 
investigated in this chapter. Its laminar flame characteristics were captured in a constant 
volume vessel by the Schlieren visualization technique. The key characteristic of laminar 
flame, laminar burning velocity will be determined according to the analysis of the flame 
growth. The laminar-kinetics time in the CTC model is derived directly from the Schlieren 
flame speed measurement. With regards to the turbulent-mixing time in the CTC model, the 
model constants are calibrated against the measured in-cylinder pressure and combustion 
phasing. Then the calibrated CTC model is validated with the HSP images of flame 
propagation. Finally, the qualitative comparison between DMF and gasoline with regards to 
combustion phasing, engine performance and emissions will be discussed. 
 
7.2 Experimental Set-up and Data Analysis 
 
7.2.1 Experimental Setup 
 
The Schlieren imaging was done under an initial pressure of one bar and three various initial 
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temperatures (50°C, 75°C and 100°C). As presented in Fig.7.1, the test was carried out in a 
constant volume vessel, with two 100mm-diameter round windows at the light source (a 500 
W xenon lamp) and image acquisition (high speed camera) sides; in order to provide a 
uniform temperature field, heat coils were installed on each corner of the wall of the vessel. 
The spark was initiated by a pair of tungsten electrodes, which were triggered by the TTL 
signal with a pulse width of 10 ms [167]. 
 
Fig.7.1. Schematic of the Schlieren system setup [167]. 
 
The lamp light was first collimated by a pin hole, and then passed through a Z-type light path 
and finally a spotlight used for the Schlieren visualization was generated through a knife-
edge. A sample rate of 3 kHz was adjusted in the high speed camera. The fuel was injected 
using a multi-hole GDI injector at an injection pressure of 100 bar. The amount injected was 
determined by the injection duration according to the pre-calibrated data. To alleviate the 
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interference of the residual gas, a vacuum pump was installed to scavenge the vessel before 
the start of every test [167]. 
 
7.2.2 Data Processing 
 
The image processing and the laminar burning velocity were calculated by the in-house 
developed MATLAB code. The flame front along the electrodes was distorted by the flame 
quenching and hence the vertical direction was chosen for the detection of the flame front 
radius (see Fig.7.2). Additionally, the measurement region with a range of 6-18mm in radius 
was chosen for the laminar flame analysis as presented in Fig.7.2, in order to minimize the 
influences of the ignition accumulation in the early stage and the pressure fluctuation reflected 
by the surrounding wall [186].  
 
Fig.7.2. Illustration of the study range in the Schlieren image. [167] 
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7.2.3 Laminar Burning Velocity 
 
Laminar burning velocity considered as the indicator of the chemical kinetics of reactions, 
makes a direct effect in the fuel burning rate and engine performance. This will be discussed 
in this subsection. The laminar burning velocity was calculated by measuring the flame 
growth as illustrated in Fig.7.3. 
 
 
 
 
 
 
Fig.7.3 Charts of the calculation method of the laminar burning velocity. 
 
As presented in Fig.7.3, the laminar burning velocity ul  is defined as a function of the 
unstretched flame speed Ss and the density ratio ( bρ / uρ ) of the burned and the unburned 
gases. The former parameter can be obtained by the linear extrapolation of the stretched flame 
speed Sn; the latter can be indirectly calculated through the HPFLAME code [167]. Using the 
radius ru measured from the Schlieren images, the stretched laminar flame speed Sn, can be 
determined by [167]: 
 
u
n
drS
dt
=                                                                                                                  (Equation 7.1) 
 
( , )bl s
u
u f S ρ
ρ
=  
n s bS S L α= − ⋅  HPFLAME  
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Linear extrapolation of Sn 
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Fig.7.4 presents the laminar burning velocities of the two fuels at different initial temperatures 
and equivalence ratios. Firstly it is clearly shown that laminar burning velocity is sensitive to 
the equivalence ratio. Under the identical initial temperature, the variation of the laminar 
flame speed in Fig.7.4 looks like a parabolic curve, which is shown as high in the middle and 
low on both sides; the flame speed is peaked in the range ofφ =1.15~1.25, which is slightly 
richer than the stoichiometric ratio. This is consistent with the flame characteristics of the 
common hydrocarbon fuels [187]. Additionally, the influence of the initial temperature on the 
shape of the profile is highlighted: with the initial temperature increasing, the curvature of the 
profile reduces for both fuels, as presented in Fig.7.4. 
 
 
Fig.7.4 Laminar burning velocities of DMF and gasoline at different initial temperatures and 
equivalence ratios adopted from [167] 
 
As compared to gasoline, the laminar burning velocity of DMF is observed to be slightly 
slower than that of gasoline overall. The profiles of both fuels are similar as the equivalence 
ratio is ranging from 0.8 to 1.2; however, in the rich region (φ =1.2~1.6), the decrease rates of 
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the laminar burning velocity in the DMF cases are greater than in the gasoline cases (except 
the case of 50°C). For instance, at 75°C the difference between the two fuel cases is about 
0.05 m/s at φ =0.9 ; whereas the difference becomes 0.125 m/s atφ =1.5 , five times larger 
than the former one.  
 
7.3 Laminar Combustion Model Validation 
 
In this subsection, the laminar combustion model will be calibrated based on the Schlieren 
data. Numerical simulation on DMF laminar flame propagation was undertaken in the 
constant volume cylindrical chamber with a size of 60 mm in diameter and 60 mm in depth. 
The spark location lies at the top centre of the cylinder. The numerical grid used for analysis 
is 27,000 computational cells (radial x circumferential x axial cells = 30x30x30). The cell size 
agrees with that in the engine simulation. 
 
It must be emphasized that ignition is greatly mesh-dependent [188]. As subsection 7.2.2 
mentioned spark energy affects the flame speed fairly during the initial period; additionally, 
as the flame front radius exceeds a certain size, the influence of the boundary of the chamber 
and pressure wave reflection become significant on the flame propagation. Thus, subsequent 
numerical analysis of laminar combustion characteristics of DMF will be also concentrated on 
the period when flame front radii are between 6-18mm.   
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7.3.1 Numerical Mean Stretched Flame Speed 
 
As to the supporting data for calibration, as defined as the change rate of the flame radius in 
Eq.7.1, the stretched flame speed is a visual indicator of laminar flame propagation. Thus, 
unlike in the common 1D simulation of laminar flame propagation, the average streched 
flame speed ( nS ) instead of the laminar flame speed is selected for the subsequent calibration 
of the laminar combustion model.  
 
 
  
Fig.7.5 Illustration of flame front detection 
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As to the flame front detection, local temperature and heat release rate are introduced to 
identify the flame front diameter (du). As illustrated in Fig.7.5, in the bottom cut-away view 
of the central plane, the edge of flame front is detected by a local temperature higher than 
1000 K within the high heat release rate region. 
 
7.3.2 Effect of Laminar Combustion Model Parameters 
 
In the laminar timescale, the ignition delay of DMF was measured by Sirjean et al. [189] in a 
shock tube and expressed by power-laws in the concentrations of fuel, oxygen and argon 
(diluent gas): 
 
16 0.34( 0.04) 0.79( 0.03) 0.37( 0.05)
21.8 10 [ ] [ ] [ ] exp(21000( 300)[ ]) / )[ ]i DMF O Ar K T sτ
− ± − ± − ±= × ⋅ ⋅ ⋅ ⋅ ±  
                                                                        (Equation 7.2) 
 
Choosing the ignition delay as the laminar kinetic time and comparing with Eq.3.43, the 
values or data ranges of the laminar kinetic time parameters can be determined, that is, Al 
=1.8×10-16, FI= 0.34(±0.04), OI = -0.79(±0.03) and E = 21000(±300).  
 
In addition, the correlation of dilution ratio (residual ratio) with the laminar burning velocity 
of DMF was obtained by Li et al. [169], and expressed as follows: 
 
'
'
,
2.63 1l
l R
u R
u
= − +
                                                                                                   (Equation 7.3) 
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where ',l Ru refers to the laminar burning velocity with dilution. According to Eq.3.41, the 
parameters in the correction function of residual gas can be calculated or obtained, Ra=1.85 
and Rb= -2.63.  
 
After the approximate selection of the model constants, particular values of three primary 
parameters of FI, OI and E need to be determined. Fig.7.6 presents the effect of apparent 
activation energy E on the mean stretched flame speed at various equivalence ratio and initial 
temperatures with the FI and OI fixed at 0.34 and -0.79, respectively. The mean stretched 
flame speed is strongly dependent on E, as presented in Fig.7.6. As defined in Eq.3.43, the 
results reflect an exponential relationship with the activation temperature E; when E reduces 
from 19000 to 18000, the overall profile increases dramatically and particularly, the 
maximum is almost doubled as seen in Fig.7.6a. From the view of equivalence ratio, a lower 
value of E leads to a steeper curve. That is, the mean stretched flame speed closing to the 
maximum point (φ =1.0~1.2) is more sensitive to apparent activation energy E compared to 
the lean or rich mixtures. Overall, in the case of E selected as 19000, numerical prediction 
achieves a better agreement with the Schlieren data. 
 
Fig.7.7 and Fig.7.8 present the sensitivities of exponential indexes of fuel and oxygen 
concentrations FI and OI, respectively. Under the same initial temperature and equivalence, as 
FI or OI enlarges, the mean stretched flame speed increases. For the lean mixture, the flame 
speed is more sensitive to the fuel concentration and whereas it is more sensitive to oxygen 
concentration for the rich mixture [187]. Compared with Fig.7.7, almost no discernible 
difference can be observed when φ =0.8 in Fig.7.8. The optimal group of parameters are FI= 
0.34, OI = -0.79 and E = 19000. 
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(a) 50°C initial temperature 
 
(b) 75°C initial temperature 
 
(b) 100°C initial temperature 
Fig.7.6. Effect of E on mean stretched flame speed at different equivalence ratios. 
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(a) 50°C initial temperature 
 
(b) 75°C initial temperature 
 
(b) 100°C initial temperature 
Fig.7.7. Effect of FI on mean stretched flame speed at different equivalence ratios. 
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(a) 50°C initial temperature 
 
(b) 75°C initial temperature 
 
(c) 100°C initial temperature 
Fig.7.8. Effect of OI on mean stretched flame speed at different equivalence ratios. 
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Fig.7.9 Comparisons of numerical temperature contours and Schlieren images of DMF at φ
=1.14 and 75°C initial temperature. 
 
Comparison of simulated temperature contours and Schlieren images are presented in Fig.7.9. 
The numerical laminar flame propagation simulated by the calibrated laminar combustion 
model achieves a good consistency with the Schlieren images overall. However, in the initial 
period (1-2ms), the numerical kernel radius is visually a bit bigger than the measured radius 
as shown in Fig.7.9. This discrepancy can be resulted from the distortion of the kernel by the 
electrodes. 
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7.4 Turbulent Combustion Model Validation in Premixed Charge 
Spark Ignition Combustion 
 
The model validation for turbulent combustion was conducted in a stoichiometric premixed 
charge SI engine with the specifications listed in Table 5.1. The engine was run at a speed of 
1500rpm. The calculations were conducted from IVC at 225°CA ATDC to EVO at 204 °CA 
BTDC. The spark timing was fixed at 344°CA ATDC. All the initial and boundary conditions 
were chosen equally for comparative purposes. The initial pressure and temperature were 
taken from the 1D engine simulation results using Wave, as presented in Fig.5.5.  
 
7.4.1 Effect of Turbulent Combustion Model Parameters 
 
According to Eq.3.39 and Eq.3.44, the parameters Cm1 and Cm2 remain to be determined in 
the turbulent combustion model. The parameters will be determined by analyzing the effects 
of Cm1 and Cm2 on the engine performance obtained by Zhong et al. [162] in the subsequent 
subsection.  
 
The effects were carried out with 9 groups of parameters as listed in Table 7.1. The values in 
Case 1 were the default values of the two model constants as given in [146]. With the Cm2 
fixed at 0.06 and the values of Cm1 ranging from 1.4 to 2.2, the first five cases were used to 
investigate the effect of Cm1. While the latter cases with Case 1 were used for the 
investigation of the effect of Cm2 through adjusting the values of Cm2 and fixing Cm1 at1.4. 
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Table 7.1 Cases of the effects of Cm1 and Cm2  
No. of 
Case 1 2 3 4 5 6 7 8 9 
Cm1 1.4 1.6 1.8 2.0 2.2 1.4 1.4 1.4 1.4 
Cm2 0.06 0.06 0.06 0.06 0.06 0.10 0.08 0.04 0.02 
 
Fig.7.10 and Fig.7.11 present the influence of Cm1 and Cm2 on the Mass Fraction Burned 
(MFB) curve, respectively. As defined in [181], MFB is the instantaneous accumulated heat 
release normalized by the sum of the heat release within the whole combustion process. Thus, 
the combustion process could be classified into individual durations corresponding to 
percentage of the MFB.  
 
Firstly, the combustion initial duration, as defined from the spark timing to the 10% MFB, is 
presented in Fig.7.10a and Fig.7.11a. With the Cm1 increasing from 1.4 to 2.2, the phasing of 
10% MFB changes from 357.1 to 362.7 °CA ATDC as illustrated in Fig.7.10a. This means 
the initial combustion process is remarkably extended to almost 6 °CA; while a maximum 
difference of 2 °CA of the phasing of 10% MFB can be observed with the variation of Cm2 as 
presented in Fig.7.11. This indicates the initial duration is more sensitive to Cm1 than Cm2, 
corresponding to the description in subsection 3.6.1 that the Cm1 represents the effect of 
turbulent length scale divided by the laminar burning velocity in the initial duration. From the 
view of comparison between the simulation and measurement, Cases 3 and 4 achieve better 
agreements with the experimental results.  
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(a) MFB10 
 
(b) MFB50 
 
(c) MFB10-90 
 
Fig.7.10 Effect of Cm 1 on the Mass Fraction Burned (Cm 2=0.06) 
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(a) MFB10 
 
(b) MFB50 
 
(c) MFB10-90 
 
Fig.7.11 Effect of Cm2 on the Mass Fraction Burned (Cm1=1.4) 
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Secondly, the combustion duration, defined by the interval of 10% MFB and 90% MFB 
(MFB 10-90) in the crank angle, is presented in Fig.7.10c and Fig.7.11c. Unlike the initial 
duration, there was a small difference of MFB 10-90 (no more than 2 °CA) in the variation of 
Cm1 (see Fig.7.10c) and almost 5°CA extension of combustion duration, with the value of Cm2 
ranging from 0.02 to 0.10 (see Fig.7.11c). As expressed in Eq.3.44, Cm2 is the ratio of 
turbulent mixing time to the eddy turnover time and therefore affects the whole duration of 
turbulent combustion. In other words, when Cm2 increases, more time is consumed for 
turbulent mixing and the end of combustion is postponed. The optimal value of Cm2 should be 
chosen between 0.06 and 0.08 compared with experimental combustion duration as presented 
in Fig.7.11c.  
 
In addition, the whole combustion duration can be divided into two durations by the phasing 
of 50% MFB. As presented in Fig.7.10b and Fig.7.11b, both Cm1 and Cm2 affect the middle of 
combustion duration. 
 
The effect of Cm1 and Cm2 on the temporal evolutions of in-cylinder pressure is shown in 
Fig.7.12 and Fig.7.13, respectively. As illustrated in Fig.7.12, with the Cm1 varying from 1.4 
to 2.2, the maximum in-cylinder pressure decreases from 6.1 MPa to 4.9 MPa and the phasing 
of the maximum delays approximately 5.5 °CA, which is consistent with the trend of MFB 50 
as shown in Fig.7.10b. While, as Cm2 varies from 0.02 to 0.10, the maximum in-cylinder 
pressure reduces from 6.6 MPa to 5.4 MPa and the phasing of the peak shifts about 5.5 °CA. 
This indicates Cm1 and Cm2 can be considered as comparative factors on the maximum in-
cylinder pressure, although the combustion phase differs.  
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Fig.7.12 Effect of Cm1 on the pressure trace (Cm2=0.06) 
 
 
Fig.7.13 Effect of Cm2 on the pressure trace (Cm1=1.4) 
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(a) Pressure trace 
 
 
 
(b) Mass fraction burned 
 
Fig.7.14 Comparisons of temporal evolutions of pressure and mass fraction burn predicted 
by the calibrated model and experimental results. 
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After analyzing the effects of Cm1 and Cm2 on the mass fraction burned and in-cylinder 
pressure profile, it should be summarized that the initial combustion duration can be mainly 
adjusted by the value of Cm1, whereas the whole combustion duration and the maximum in-
cylinder pressure can be calibrated by the parameter of Cm2. Thus, two optimal cases (Case 3 
and Case 4) of Cm1 on MFB are selected as the base cases for the further calibration.  Fig.7.14 
presents the comparisons of the final calibrated case, Case 3, Case 4 and experimental case on 
the temporal evolutions of in-cylinder pressure and mass fraction burned. The final calibrated 
case (Cm1=2.0, Cm2=0.07) narrows the gap of the in-cylinder pressure peak between the 
numerical and experimental cases as seen in Fig.7.14a and its relative error is about 2.5%. 
Although the combustion duration is slightly extended, the initial combustion duration 
achieves a good consistency with that of the measurement as presented in Fig.7.14b. Thus, the 
final calibrated case basically reproduces the real engine performance during the combustion 
process. 
 
7.5 CTC Model Validation in Direct Injection Spark Ignition 
Combustion 
 
After the calibration for chosen conditions, the CTC model will be validated for the 
experimental conditions with the High-Speed Photography (HSP) data in a Direct Injection 
Spark Ignition (DISI) optical engine. Then by using this combustion model, the comparisons 
of DMF and gasoline in terms of the engine performance especially during the combustion 
process will be carried out in this section. 
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7.5.1 Validation with HSP data 
 
The combustion process of DMF in the optical engine was observed by Ma et al. [170] using 
an HSP technique through the piston optically accessible window. At least 40 cycles were 
recorded for each measuring point. The combustion propagation of the single shot images 
selected reflects the average temporal evolution of the flame speed. The engine was run at a 
speed of 1200 rpm, with a load of 5.5 bar IMEP. The spark timing was 336 °CA ATDC.  
 
The calculations were conducted from EVO at 204 °CA BTDC to 400°CA ATDC. The initial 
pressure and temperature were taken from the 1D engine simulation results of Wave code, as 
presented in Fig.5.5.  
 
Sequences of single cycle HSP images and numerical temperature spatial distributions in a 
DISI engine are presented in Fig.7.15. The numerical combustion propagation was reflected 
by the temperature distributions (temperature contours on a plane at z=9.9cm perpendicular to 
the cylinder axis) and flame front was represented by the temperature iso-surfaces of 2000 K.  
 
Although some parts of the flame in the HSP images are beyond the visible range after 
373°CA ATDC, it can be still seen that the overall combustion propagation is fairly predicted 
by the calibrated CTC model in terms of combustion phase, flame growth and rough shape of 
flame boundary. It is noticeable that the numerical results reproduce the phenomenon of a 
faster propagation of flames towards the exhaust valves, due to the higher local temperature 
and the clockwise in-cylinder tumble motion, as discussed in [170].  
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Fig.7.15 Comparisons of numerical combustion process and HSP images in a DISI engine 
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Fig.7.15 Comparisons of numerical combustion process and HSP images in a DISI engine 
(cont.) 
 
In Fig.7.15, there was regular spark ignited flames’ propagation from the crank angle 351° to 
358° CA ATDC and after 363° CA ATDC, the flames are slightly distorted due to the 
clockwise swirl motion. In addition, the result indicates that a dominant turbulent combustion 
occurs after 373°CA ATDC by the strong wrinkling of the flames and the profiles of the 
wrinkles are semblable to those of the HSP images, as presented in Fig.7.15. Although a small 
Temp (K): 
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difference of flame shape exists at the beginning of combustion, this discrepancy may result 
from the cycle-to-cycle variation in the SI combustion process.  
 
7.5.2 Comparisons of DMF and Gasoline on the DISI Combustion and 
Engine Performance 
 
The comparisons of DMF and gasoline in the mixture preparation have been discussed in 
subsection 6.3.2. Now the comparisons in the subsequent combustion process will be 
explored in this subsection.  
 
All the initial and boundary conditions are consistent with those described in section 6.2. The 
spark timing for the DMF and gasoline cases were 344° CA ATDC and 350° CA ATDC, 
respectively, consistent with the optimum spark timings of a thermal engine (based on the 
Knock-Limited Spark Advance [171]). As listed in Table 1.2, DMF has a high research octane 
number (DMF: 101.3, gasoline: 96.8). This indicates DMF has a higher antiknock quality and 
this contributes to the further advanced spark timing referred to the spark timing of gasoline.  
 
As shown previously in Fig.6.15, compared to the case of gasoline, more stratified mixtures 
are formed at the end of the compression stroke in the case of DMF. Thus, in order to 
investigate the influence of fuel properties and fuel stratification on the combustion, the 
comparisons will be analyzed in terms of spatial distributions of Fuel Mass Fraction (FMF), 
charge temperature and heat release rate (HRR).  
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Fig.7.16 Temporal evolution of the initial combustion duration (0-10% MFB) at z=9.03cm 
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(b) Gasoline 
Fig.7.17 Temporal evolution of the first half of the combustion duration (10-50% MFB) at 
z=9.03cm 
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(b) Gasoline 
Fig.7.18 Temporal evolution of the second half of the combustion duration (50-90% MFB) at 
z=9.03cm 
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The temporal evolutions of the initial combustion process (0-10% MFB) of the DMF and 
gasoline cases are given in Fig.7.16. As mentioned in subsection 3.7.1, the turbulent 
combustion model is activated when the local temperature exceeds 1000K. As presented in 
the temperature contours, the ignition site of the DMF and gasoline cases develop in the 
centre of  the combustion chamber at 354° CA ATDC and 362° CA ATDC, respectively. 
Meantime, a band-shape high heat release region spreads with the flame propagation and the 
flame speeds of the two fuels in the initial combustion duration are similar. From the FMF 
contours, a lean mixture region grows with the ignition development as clearly observed; 
compared to gasoline, more stratification of fuel concentration can be seen in the case of 
DMF, corresponding to the results in the analysis of the mixture preparation as presented in 
Fig.6.14.  
 
Fig.7.17 presents the comparisons of the temporal evolutions in the first half combustion of 
the process (10-50% MFB). Basically the similarity of the flame speeds remains in the 
beginning of the main combustion duration. However, in the case of gasoline, from the heat 
release contours, a conspicuous outer ring can be seen at the exhaust valve side. This can be 
explained by the direction variation of flame propagation since the flame front is distorted by 
reaching the pent roof or with tumble motion. In addition, from the FMF contours, except for 
the central spread of lean mixture, another region of lean mixture at the exhaust valve side 
develops when approaching to the wall.  
 
The temporal evolutions in the latter stage of the main combustion process (50-90% MFB) are 
presented in Fig.7.18. The proportion of high heat release rate expands suddenly when the 
flame front is closing to the walls. It is known that for the cells adjacent to the walls, 
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turbulence time scale approaches zero and so the combined time scale switches to laminar 
time scale; that is, combustion flame speed changes into laminar flame speed, which results in 
the rapid increase of heat release. Finally, the flame decays when nearly 90% of the fuel is 
consumed. 
 
 
 
Fig.7.19 Comparisons of pressure and MFB profiles during the combustion process. 
 
Fig.7.19 illustrates the in-cylinder pressure and MFB profiles during the combustion process. 
As shown in MFB profiles, the combustion phasing is obviously postponed with the retarded 
spark timing for the gasoline case. The advanced spark timing triggers the main combustion 
of DMF around TDC (361° CA ATDC as shown in Table 7.2). Since the cylinder space is at a 
minimum, this makes DMF more likely to produce both much higher peak pressure and 
maximum temperature than gasoline, contributing to its higher IMEP.  
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Table 7.2 Comparisons of combustion characteristics and engine performance 
 DMF Gasoline 
10% MFB [°CA ATDC] 361.0 368.2 
50% MFB [°CA ATDC] 370.4 377.7 
90% MFB [°CA ATDC] 378.1 383.9 
10-50% MFB [°CA ATDC] 9.4 9.5 
50-90% MFB [°CA ATDC] 7.7 6.2 
10-90% MFB [°CA ATDC] 17.1 15.7 
Pmax [MPa] 6.71 5.35 
Tmax [K] 2472 2432 
IMEP [bar] 12.15 11.31 
ISFC [g/kW h] 274.17 210.70 
Combustion Efficiency 0.93 0.95 
ISNOx [g/kW h] 11.5 4.2 
 
Another noticeable feature of DMF in DISI combustion is its 187% higher NOx emissions 
(11.5 g/kW h), than that of gasoline (4.2 g/kW h), as presented in Table 7.2. It is known that 
the NOx formation is highly related with the intensity of the combustion process. Fig.7.20 
presents the predicted NOx histories. As presented, the durations of NOx accumulation for the 
two fuels are similar. However in the case of DMF, due to the advanced spark timing, the 
main stage of NOx formation begins earlier, right after 360° CA ATDC and then a rapid 
growth occurs in the NOx emissions within 10° CA attributed by the faster combustion and 
locally higher temperature around TDC.  
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Fig.7.20 Comparisons of predicted NOx histories in the DMF and gasoline cases. 
 
7.6 Summary 
 
The laminar burning velocity of DMF at various initial temperatures and equivalence ratios 
were investigated by using the Schlieren optical method and was compared with gasoline. 
Next, a CTC model was calibrated against the Schlieren data and the thermal engine 
performance, respectively for the portions of laminar and turbulent combustion. Finally, the 
characteristics of DMF in DISI combustion and engine performance were validated, analyzed 
and compared with gasoline. The conclusions are given as below:  
 
1. For the Schlieren test, generally the maximum of laminar burning velocity lies 
between the equivalence ratios of 1.15 and 1.25; the laminar burning velocity of DMF 
is slightly lower than that of gasoline.  
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2. The optimum constants in the laminar combustion model are determined as FI= 0.34, 
OI = -0.79 and E = 19000 with the comparison of mean stretched flame speed 
obtained by the Schlieren test; the turbulent combustion model is calibrated with the 
experimental combustion phase and temporal evolution of in-cylinder pressure in 
premixed charge SI combustion and when Cm1=2.0 and Cm2=0.07, the prediction 
achieves overall the best agreement with the measurement. 
3. Generally, the calibrated CTC model reproduces the characteristics of the combustion 
phase, flame growth and profiles of flame boundary in a DISI DMF engine. Both the 
simulation and HSP images indicate combustion propagation is faster at the exhaust 
valve side and also the existence of flame distortion due to the swirl motion. 
4. In DISI combustion, from the combustion phase, slightly longer combustion duration 
of DMF is attributed to its lower laminar burning velocity compared to that of 
gasoline. With respect to the engine performance, higher peak pressure, maximum 
temperature and higher IMEP are promoted by the advanced spark timing of the DMF 
case due to its good antiknocking quality; meanwhile, the higher pressure rise rate and 
locally higher temperature leads to 187% higher NOx emissions than those of 
gasoline. In addition, strong stratification of mixture formation lowers combustion 
efficiency of DMF and further worsens its fuel economy, over 30% higher ISFC is 
produced compared to that of gasoline. 
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Chapter 8 CONCLUSIONS AND FUTURE WORK 
 
In this thesis, a three-dimensional in-cylinder spray and combustion model have been 
exploited to simulate the DMF fuelled GDI engine. The modified and newly developed 
submodels include the hybrid Cascade Atomization and drop Breakup/Max Planck Institute 
(CAB-MPI) model and the Characteristic Time Combustion (CTC) model. In parallel, the 
Phase Doppler Particle Analyzer and Shadowgraph fuel spray measurement were used for 
validating the spray model; additionally, the combustion model was validated by the 
Schlieren laminar flame speed measurement, experimental in-cylinder pressure and 
combustion phasing and high speed photography of flame propagation. 
 
8.1 Conclusions 
 
Spray Characteristics of DMF in a Bomb—the investigation was focused on both 
macroscopic and microscopic characteristics. Compared with conventional gasoline fuel, 
DMF shows great similarities in the spray structure and the atomization process: similar 
magnitudes in the spray tip penetration length and cone angle; similar trends in the profiles of 
the temporal evolution of droplet size and velocity distribution. There is a marginal difference 
on the fuel physical properties: higher surface tension of DMF leads to damping more liquid 
surface instability wave, which slows down spray breakup process, hence larger droplet mean 
diameter.  
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In addition, the influence of injection pressure and ambient pressure on the spray behavior 
was studied. DMF and gasoline show similar trends of the spray tip penetration length and 
SMD and spray cone angle against the injection rail pressure and ambient pressure. However, 
at the same injection pressure, the magnitude of the SMD in the DMF cases is larger than that 
of gasoline; under the same ambient pressure, DMF has a narrower cone angle than that of 
gasoline due to its higher liquid density. 
 
Spray Characteristics of DMF in a GDI Engine—both experimental and numerical results 
reveal the interaction between the spray jets and the in-cylinder flow such as the effect of 
intake flow on the spray development and spray impingement on the wall. Quantitative 
analysis of the mixing quality in a stoichiometric DI engine is discussed in terms of the effects 
of fuel properties, injection timing and engine speed using the CAB-MPI model and can be 
summarized as: 
 
1. Compared with the case of gasoline, the larger droplet size of DMF slows down the 
evaporation processes and increases its penetration, which leads to more cylinder wall 
wetting. Consequently, there is a more stratified mixture in the case of DMF at the end 
of compression stoke (both highly rich mixture and extremely lean mixture are 
observed); only 96% of DMF fuel is fully evaporated; a leaner mixture exists near the 
spark plug.  
2. With regards to the injection timing sweep, for the early injection cases, injection 
timing makes a dominant effect on the mixing quality due to the various extents of 
interactions between spray and air motion. While for the late injection cases, less fresh 
charge is entrained without charge cooling effect; a more stratified mixture is prepared 
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at the end of the compression stroke, because of their lesser mixing time between the 
fuel vapor and fresh charge. 
3. The tumble ratio is not sensitive to engine speed. However, the turbulence energy 
increases significantly with engine speed; meanwhile, magnified intake flow enhances 
the spray inclination angle, making more spray impinged on the wall; additionally, due 
to prolonged injection duration, a wider spread of fuel distribution is formed at the end 
of compression stroke, attributed by the lesser mixing time of fuel vapor and fresh 
charge. 
 
Combustion Characteristics of DMF in a GDI Engine—both chemical kinetics and fuel-air 
local distribution affects the combustion characteristics in a GDI engine. Compared with 
gasoline, DMF has a lower laminar burning velocity and to some extent, this results in longer 
combustion duration; in addition, a more stratified mixture seriously reduces its combustion 
efficiency and fuel economy (30% higher than that of gasoline). However, DMF’s high 
research octane number enhances its antiknocking quality, making further advancing spark 
timing possible. Consequently, higher peak pressure, maximum temperature and higher IMEP 
are obtained in the case of DMF; meanwhile, the higher pressure rise rate and higher 
temperature leads to 187% higher NOx emissions than those of gasoline.  
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8.2 Recommendations for future work 
 
Spray Modelling 
 
1. The spray atomization model in this study was validated in the non-evaporated sprays 
test. In fact, both DMF and gasoline are volatile and thus, there may be a difference of 
characteristics between the non-evaporated and evaporated sprays. This can be solved 
by using a fuel vapor detection technique such as laser induced fluorescence (LIF).  
2. Given by the limitation of the PDPA technique itself, the spray characteristics in the 
dense region are impossible to measure, although this is critical to the validation of the 
primary breakup model. At present, the laser sheet drop-sizing (LSD) technique can be 
a practical solution, although only the SMD can be measured.  
3. The cavitation-induced model adopted in this thesis oversimplifies the description of 
the internal nozzle flow without concerning the radical variation and the bubble 
formation and collapsing. A 3D numerical study can offer a further understanding of 
the phenomenon in the nozzle flow. Additionally, extra sub-models such as flash 
boiling can be implemented to involve the influence of the bubble formation and 
collapsing on the primary breakup. 
4. The current vaporization model is a single-component model. However, DMF 
blending with gasoline or ethanol is one of the main objectives. The implementation of 
a multi-component vaporization model will be the premise for the numerical study in 
this direction. 
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Combustion Modelling 
 
1. Since the CTC model is an empirical model, the chemical kinetics is oversimplified 
without any low temperature reactions. Therefore, this model is unsuitable for the 
prediction of the pollutant emissions such as hydrocarbon. With the development on 
the chemical kinetics of DMF oxidation, the combustion coupled with its reduced or 
detailed chemical mechanism will be a promising way for its emissions control. 
2. As discussed in Chapter 6 and Chapter 7, stratification of the mixture and spray 
impingement on the wall are the chief problems in the case of DMF. Except for the 
optimization of injection timing, the current injector needs to be redesigned for DMF 
to reduce the chance of spray impingement. In addition, compared with gasoline, DMF 
has a lower volatility and its slower vaporization is not beneficial to the organization 
of fuel-air mixing. Increasing the tumble ratio through modifying the geometry of the 
intake port or the piston crown will be a practicable method to improve the mixing 
quality of DMF-air mixture. 
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