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Abstract 
Minimizing the energy consumption of wireless sensors is critical, yet a challenge for the design of wireless sensor networks 
(WSN). Energy is consumed in WSNs by sensing, communicating and processing.  In various WSN applications, it is likely that 
communications are the major source of power consumption, rather than computation. Therefore, assuming that local processing 
is much less expensive than communicating, we focus on minimizing the number of transmissions for a distributed clustering 
problem in a sensor network. In our setup, each node in the network senses an environment that can be described as a mixture of
Gaussians and each Gaussian component corresponds to one of the elementary conditions. For estimating the Gaussian 
components, we propose a distributed EM algorithm based on stochastic approximation (DEM-SA), and we study a trade-off 
between local processing and communication for the distributed clustering problem. DEM-SA reduces the traffic and contention 
in a WSN by keeping computations and communications local and avoiding the need for cycles through the network.  Simulation 
results will be presented. 
© 2016 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Conference Program Chairs. 
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1. Introduction 
Sensor networks are formed from a collection of sensing nodes which communicate with one another, typically 
through wireless channels, in order to collect spatially distributed data about their environment. Such networks have 
the potential to provide better quality data than single or small numbers of individual sensors in applications such as 
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natural and built environmental monitoring, process monitoring, security and surveillance1.
    Sensor networks have a broad range of environmental sensing applications, including environment monitoring, 
vehicle tracking, collaborative processing of information, gathering data from spatially distributed sources, etc.2.
    The benefits of WSN include more efficient utilization of resources, better understanding of the behaviour of 
humans, natural and engineering systems, and increased safety and security.  
Sensor networks have recently emerged as an important computing platform. Sensor Nodes are usually: (a) 
Typically less mobile and more densely deployed than mobile ad-hoc networks  (MANETs). (b)  Limited in 
processing, memory, and communication capabilities (c)  Constrained in battery lifetime, (d)  Left unattended e.g., 
in hostile  environments, which makes it difficult  impossible to re-charge or replace their  batteries. Energy 
consumption in a sensor node can be due to either “useful” or “wasteful” sources. Useful energy consumption can 
be due to  transmitting/ receiving data, processing query requests, and forwarding queries/data to neighboring nodes. 
Wasteful energy consumption can be due to idle listening to the media, retransmitting due to packet collisions, 
overhearing, and generating/handling control packets. 
    The sensors massively distributed small devices are equipped with sensing and processing capabilities that give us 
a new eye with which to explore our universe.  Density estimation and unsupervised clustering are central first steps 
in exploratory data analysis3,4,5. The problem is what are the basic patterns and structures in the measured data. This 
problem has been addressed via maximum likelihood estimation for the centralized case. For the centralized case the 
data are stored and processed at a central location. On the contrary, here the data are assumed to be distributed 
across a collection of networked devices. We also suppose that the cost of computation at each node is much less 
that the cost of communication between nodes, implying that centralized data processing is very expensive and even 
infeasible for some applications due to high data requirements for communication, physical spatial constraints of the 
network, etc. In11, a distributed EM algorithm based on a consensus approach is proposed. Although the idea is to 
approximate the class parameters in a distributed way, the parameterization is different from our paper, which leads 
to a different distributed algorithm and corresponding convergence properties. The main difference is that at each 
node, we observe a batch of data drawn from a normal mixture, while 11 considers only a single data point per node 
drawn from a normal component density that is in the mixture. Our algorithm is based on first using local 
information to compute local statistics using a batch of data at each node, and then using a stochastic approximation 
method to estimate global statistics. The class parameters (e.g., means and covariances of densities) are then 
obtained locally by combining the local statistics with the estimated global statistics at each node. 
    The distributed nature of the sensor network problem places emphasis on the tradeoff of local processing and 
communication. It is assumed that local processing is significantly less expensive than communication. The purpose 
of the presented distributed EM algorithm is to reduce the processing time by distributing computations amongst 
various nodes, minimizing data communication requirements by not transmitting the data themselves (often of high 
bandwidth), but by simply communicating sufficient statistics of very low bandwidth. These techniques have the 
potential to significantly improve energy efficiency and increase the lifetime of the network.  Experiments are 
presented with two nodes with heterogeneous class proportions to illustrate some important benefits of this 
distributed approach that are not achievable with the centralized approach. 
    The paper is organized as follows: In section 1 there is an introduction to Statistics and Gaussian Mixture Models. 
Section 2 contains the standard EM algorithm for mixture density estimation. The distributed EM algorithm is 
included in section 3. Section 4 contains simulation experiments for the two nodes. Results are included in section 5. 
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2. Statistic, Gaussian Mixture Model 
The Gaussian Mixture Models (GMM) are among the most statistically methods intensively used for density 
estimation and also for clustering. The GMM are considered as a simple linear superposition of Gaussian 
components, aimed at providing a richer class of density models than  the single Gaussian. It is assumed that the 
individual data points are generated from a set of multivariate Gaussians. A GMM is a parametric probability 
density function represented as a weighted sum of Gaussian component densities.  GMM parameters are estimated 
from training data using the iterative Expectation-Maximization (EM) Algorithm or the Maximum A posteriori 
(MAP) estimation from a well-trained prior model6.
The Gaussian mixture model for the data is given by:
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Generally mixture models can be considered as linear combinations of other distributions. The NS  are the mixing 
coefficients. The marginal density is given by ¦
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probabilities. The labels of the mixtures are latent variables in this model. The posteriors probabilities (or 
responsibilities) for a given value of data can be computed as:
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The maximum likelihood estimator maximizes the data log-likelihood given by: 
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It is well known that there is no closed form solution for the maximum likelihood. 
3. EM Algorithm 
 The objective of the EM algorithm is to maximize the likelihood p(X|T) of the data X drawn from an unknown 
distribution, given the model parameterized by T:
T* = arg )|(max T
T
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EM is an iterative procedure that is very sensitive to initial conditions! Therefore, there is a need for a good and fast 
initialization procedure. 
The basic idea of EM is to : 
A) Introduce a hidden variable such that its knowledge would simplify the )|(max T
T
Xp
B) At each iteration of the algorithm: 
E-Step: estimate the distribution of the hidden variable given the data and the current value of the parameters 
M-Step: modify the parameters in order to maximize the joint distribution of the data and the hidden variable 
In the E-step, the probability for each point to belong in each Gaussian is calculated. The M-step modifies the 
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parameters according to the posterior distribution of the hidden variables to maximize the data likelihood. Here, the 
optimization variables are the mixing coefficients, the means and covariances. Analytically the steps are: 
(a) Initialize the km (means), k6 (covariances) and kS (mixing coefficients) 
(b) E-step: evaluate the posteriors as in (2) using the current parameter values 
(c) M-step: re-estimate the parameters using the current posterior probabilities. 
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In (4), the class posterior probabilities are denoted as )( nkzJ .
(d) Compute the log likelihood as in3. The algorithm terminates according to a stopping criterion. A 
criterion often used in practice is convergence of the parameters or the log-likelihood. This algorithm monotonically 
improves the likelihood7.
4. Distributed EM Algorithm 
For the distributed computation, each node communicates with its neighbors and works independently.  In the 
standard EM algorithm, the posterior probabilities are computed and the new parameter values ),,( kkk 6PS  are 
re-estimated using the current posterior probabilities in an iterative manner. We remark that all the data are used in 
each step of the computations. In the distributed setup, each node has access to its own collected data and does not 
have access to the data at other nodes. The distributed EM algorithm aims to estimate the means and the covariances 
of the clusters by performing the EM algorithm computations in a distributed way.                                                           
Let mNnn my 1)}({  denote the local data available at node m. We define the local sufficient statistics at node m as:  
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And define the global sufficient statistics as: 
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With these definitions in place, the parameter estimates can be calculated as: 
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While the local sufficient statistics can be locally computed at each node, the global sufficient statistics cannot. The 
distributed EM (DEM) algorithm proposed in8 cycles through the network and perform incremental E and M steps 
for each node using only the local data at each node and the global sufficient statistics are estimated by using the 
local sufficient statistics passed from the previous node in the cycle. The DEM algorithm of8 proceeds in a cyclic 
fashion by passing messages between nodes in the order .),,...,2,1,,...,2,1( etcMM . The processing and 
communication is carried out at each node in succession. The disadvantage of this distributed algorithm is that the 
global sufficient statistics need to be transmitted through the entire network. When the network has many nodes 
and/or the complexity increases, the delay incurred by the distributed cyclic nature of the algorithm causes slow 
convergence of the algorithms. Furthermore, it is unclear if the particular network topology can be leveraged 
effectively to speed up the algorithm.   
    An alternative method that has gained significant popularity in distributed algorithms that uses the underlying 
network topology is to perform nearest-neighbor information exchanging. In this manner, local computations can 
approximate global computations by passing information around the network in a computationally effective manner. 
In addition, wireless sensor networks are inherently amenable to these types of computations because wireless 
communications is more reliable locally. In the sense of distributed computation, each node only communicates with 
its neighbors and works independently. In the standard EM algorithm, it can be found that the local summary 
quantities can be calculated locally, while the global summary quantities cannot be calculated locally. However, the 
global summary quantities can be viewed as the averages of the local summary quantities from all nodes. This idea 
has connections to control theory 9,10, in which stability of these types of distributed algorithms can be guaranteed 
under mild assumptions. In the E-step of this algorithm, each sensor node independently calculates local sufficient 
statistics by using local observations. An information exchange with nearest neighbors is used to diffuse local 
sufficient statistics and estimate global sufficient statistics in each node. Through this distributed processing, each 
node gradually diffuses local information over the entire network and the estimate of global sufficient statistics is 
asymptotically obtained. In the M-step, each sensor node uses the estimated global sufficient statistics to update the 
parameters of the Gaussian mixtures, which can maximize the log-likelihood in the same way as in the standard EM 
algorithm. Because the nearest-neighbor information processing only requires that each node communicate with its 
neighbors, this distributed EM algorithm is scalable and robust. Each node m can compute the local sufficient 
statistics ))(),(),(( mCmbma tk
t
k
t
k . Each node m also maintains an estimate of the global sufficient statistics 
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local sufficient statistics and the neighbors’ estimated global sufficient statistics, and outputs the updated estimated 
global sufficient statistics, which are also sent to neighbors for the M-step. The estimated global sufficient statistics 
are used to calculate the parameters at each node m, i.e., 
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The information exchange formula is based on a stochastic approximation procedure that considers the nearest-
neighbors of node m, )(mN , and is given as: 
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where 
max
1
d
dH  is the updating rate, and maxd  is the maximum node degree in the graph.
This distributed EM algorithm with stochastic approximation updates (DEM-SA) works as follows: 
Initialize parameter 0T , t=0 
REPEAT
E-step: Each node calculates the local sufficient statistics ))(),(),(( mCmbma tk
t
k
t
k as in (LOCAL). 
Stochastic Approximation Step: Each node calculates the estimates of the global sufficient statistics 
))(ˆ),(ˆ),(ˆ( mCmbma tk
t
k
t
k  as in (5) 
M-step: Each node calculates the parameters tT  using (ESTIMATE). 
t = t+1 
UNTIL CONVERGENCE 
5. Simulation 
The simulation is based on DEM-SA with two nodes. Two-dimensional data are generated from the multivariate 
normal distributions and assigned to two clusters, for each node. Each node/sensor has different class proportions. 
Figure 1 shows the imbalanced distribution of data in sensor 1. The cluster on the left has 5 data points and the 
cluster on the right has 995 data points 
                                                                            
Figure 2 shows the imbalanced distribution of data in sensor 2. The cluster on the left has 995 data points and the 
cluster on the right has only 5 data points. Thus, although the model parameters are the same for both sensors, the 
class proportions are flipped.
Figure 1:  Data distribution in sensor 1 
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For two nodes, various experiments have been done to observe the performance of DEM-SA. The first experiment 
was to study the estimation error in the means for both nodes, with and without information sharing.  The results are 
shown in Figure 3.  From this, we observe that  information sharing allows faster convergence than the case without 
information sharing.   
Finally, the mean errors are observed again with each system’s sensors’ results averaged.  Once again, we see that 
information sharing results in better performance than without information sharing; these results are shown in Figure 
4. Note that the performance of the centralized EM algorithm is not improving as a function of iteration
because it gets stuck to a local maximum. 
Figure 3:  Estimation error of means for the two sensors 
Figure 2:  Data distribution in sensor 2 
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6. Conclusion 
 Two types of solutions are considered in order to reduce energy consumption. The first is offered by several MAC 
protocols (for the wasteful sources). The second is offered from a number of protocols for the useful sources. The 
hierarchical clustering techniques can aid in reducing useful energy consumption. Clustering can also reduce the 
communication overhead.                                                                                                                                                        
This paper is based on distributed EM algorithm with nearest-neighbour stochastic approximations. DEM-SA 
reduces the traffic and contention in a WSN by keeping computations and communications local and avoiding the 
need for cycles through the network. Future work will involve experiments on more complex heterogeneous 
networks. 
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Figure 4:  Overall error in means for systems with and without information sharing.
