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I recenti progressi tecnologici nei sistemi micro-elettro-meccanici (MEMS, micro-electro-
mechanical system), nelle comunicazioni wireless e nell’elettronica digitale hanno permesso 
lo sviluppo di Nodi Sensore (detti anche sensor node), cioè piccoli apparecchi a bassa potenza 
dai costi contenuti, multifunzionali e capaci di comunicare tra loro tramite tecnologia wireless 
a raggio limitato. 
Le attività principali di questi Nodi Sensore consistono nell’effettuare rilevazioni, 
nell’elaborare i dati e nell’effettuare  comunicazioni tra loro. 
Una Rete di Sensori si compone di numerosi Nodi Sensore, che sono densamente disposti in 
prossimità oppure all’interno del fenomeno da osservare. 
Una Rete di Sensori è progettata per rilevare eventi o fenomeni, per collezionare ed elaborare 
i dati rilevati e per trasmettere le informazioni all’utente interessato. 
I nodi sono infatti provvisti di un processore on-board; quindi, ciascun nodo, invece di inviare 
dati “grezzi” ai nodi responsabili della raccolta dei dati, può effettuare delle semplici 
elaborazioni e trasmettere soltanto i dati richiesti e già processati. 
 
Le caratteristiche base di una rete di sensori sono: 
• capacità auto-organizzative 
• comunicazioni broadcast a corto raggio e routing multihop 
• schieramento denso di sensori e cooperatività dei nodi 
• frequenti cambiamenti della topologia della rete dovuta a fallimento di nodi 
• limiti nell’energia disponibile, limiti di memoria e di potenza computazionale. 
 
Queste caratteristiche ed in particolare le ultime tre fanno sì che le reti di sensori si 
differenzino dalle altre reti wireless ad-hoc. 
 
La posizione dei nodi all’interno della rete non deve essere predeterminata in quanto questo 
consente di utilizzare questa tecnologia in posti difficilmente accessibili o in operazioni di 
soccorso in luoghi disastrati per i quali è necessaria una disposizione random dei nodi. Ciò 





Un'altra caratteristica unica delle Reti di Sensori è data dalla cooperazione dei nodi  sensore al 
fine di eseguire il compito loro assegnato.  
 
Le Reti di Sensori possono essere utilizzate in molte applicazioni; la realizzazione di queste 
applicazioni richiede l’uso di tecniche utilizzate nelle reti wireless ad-hoc. 
Anche se molti protocolli e algoritmi sono stati proposti per reti wireless ad-hoc, non sono  
adatti per caratteristiche e requisiti per applicazioni basate su sensori. Il motivo principale è 
dato dalla diversità che intercorre tra le reti ad-hoc e le reti di sensori. 
 
Illustriamo le differenze fra le reti di sensore e le reti ad-hoc: 
• il numero di nodi che compongono una Rete di Sensori può essere di alcuni ordini di 
grandezza più grande del numero di nodi in una rete ad-hoc; 
• i Nodi Sensore sono disposti con un’alta densità; 
• i Nodi Sensore sono soggetti a fallimenti; 
• la topologia di una rete di sensori cambia molto frequentemente. 
• i Nodi Sensore usano un paradigma di comunicazione broadcast mentre la maggior 
parte delle reti ad-hoc sono basate su una comunicazione di tipo point-to-point; 
• i Nodi Sensore sono limitati per quanto riguarda l’energia disponibile, le capacità di 
calcolo e la memoria; 
• i Nodi  Sensore  non possono avere un identificativo globale (id) a causa della grande 
quantità di overhead e del  gran numero di sensori. 
 
Uno dei vincoli più importanti per i Nodi Sensore è il requisito di avere un basso consumo di 
energia dato che essi hanno risorse energetiche limitate. Di conseguenza, mentre le reti 
tradizionali mirano a realizzare un’ alta qualità di servizio (QoS), i protocolli per rete di 
sensori devono avere come obiettivo primario la minimizzazione del consumo energetico. 
 
Scopo della Tesi 
Lo scopo di questa tesi consiste in una rassegna di algoritmi e protocolli che consentono di 
allungare il tempo di vita dell’intera rete, questi speciali protocolli hanno come obiettivo il 
risparmio delle risorse energetiche allocate a ogni singolo nodo tramite l’attivazione di un 
sottoinsieme dei nodi totali. 
Introduzione 
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Tali protocolli possono essere collocati nella pila protocollare sopra il livello data link e sotto 
il livello di routing.  
Esula dagli scopi di questa tesi entrare nei dettagli dello studio dei vari livelli della pila 
protocollare e nei vari protocolli di routing. 
La tesi è articolata nel seguente modo: nel Capitolo II viene descritto il protocollo Adaptive 
Self-Configuring sEnsor Networks Topologies (ASCENT); nel Capitolo III viene descritto il 
protocollo Geographical Adaptive fidelity (GAF); nel Capitolo IV viene descritto il protocollo 
Span; nel Capitolo V vengono descritti i protocolli Basic energy-conserving algorithm 
(BECA) ed Adaptive fidelity energy-conserving algorithm (AFECA). Infine nel Capitolo VI 





Ambiti di applicazione delle reti di sensore 
Le reti di sensore possono essere composte da differenti tipi di sensori quali sensori sismici, 
termici, ottici, ad infrarossi, acustici e radar che possono controllare un'ampia varietà di 
condizioni ambientali come: temperatura, umidità, movimento veicolare, pressione, livelli 
acustici, la presenza o l'assenza di determinati generi di oggetti, ecc. 
È possibile classificare le applicazioni in cui usare le Reti di Sensori in 5 categorie: militari, 
ambientale, mediche, domestiche e commerciali. 
Applicazioni in ambito militare 
Le reti di sensori wireless possono essere una parte integrante nei sistemi militari di controllo, 
di comunicazioni, di elaborazione, di sorveglianza, di riconoscimento  e di targeting 
(C4ISRT).  
Il rapido dispiegamento, l'auto-organizzazione e la tolleranza ai guasti delle reti di sensori le 
rendono ideali per applicazioni militari (C4ISRT). 
Poiché una Rete di Sensori è basata su una densa disposizione di nodi monouso ed a basso 
costo, la distruzione di alcuni nodi tramite  azioni ostili non pregiudica le operazioni militari 
come potrebbe accadere con la distruzione dei sensori tradizionali, pertanto essa è da 
preferirsi per l’utilizzo militare. 
Le Reti di Sensori si possono utilizzare nell’ambito militare per monitorare le forze amiche, le 
attrezzature e le munizioni; per la sorveglianza del campo di battaglia; per il riconoscimento 
di forze e terreni del nemico; per il targeting; per la valutazione di danni di battaglia;  per il 
rilevamento e riconoscimento di attacchi  nucleari, biologici e chimici. 
 
Monitoraggio di forze amiche, attrezzature e munizioni. I capi ed i comandanti possono 
costantemente controllare la condizione delle truppe amiche, lo stato e la disponibilità 
dell'apparecchiature e delle munizioni nel campo di battaglia tramite l'uso di reti di sensore. 
Ogni truppa, veicolo, apparecchiatura e  munizioni critiche possono essere equipaggiate  con 
piccoli sensori che segnalino le loro condizioni. Questi report sono raccolti nei nodi “Sink” e 
sono trasmessi ai capi  truppa. I dati possono anche essere spediti ai livelli superiori della 





Sorveglianza del campo di battaglia. I terreni critici, gli itinerari strategici,  possono essere 
velocemente coperti con reti di sensori per osservare attentamente  le attività delle forze 
avversarie. Mentre le operazioni evolvono ed i nuovi piani operativi vengono preparati, le 
nuove reti di sensori possono essere schierate in qualunque momento per sorvegliare il campo 
di battaglia. 
 
Riconoscimento delle forze e dei terreni avversari. Le reti di sensori possono essere schierate 
in terreni critici per catturare informazioni e dettagli circa le forze e i terreni avversari  prima 
che le forze nemiche possano intercettarle. 
 
Targeting. Le reti di sensori possono essere incorporate  nei sistemi guida di munizioni 
intelligenti.  
 
Valutazione di danni di battaglia. Appena prima o dopo gli attacchi, le reti di sensori possono 
essere schierate nella zona obiettivo per rilevare e valutare i danni di battaglia. 
 
Rilevazione e riconoscimento di attacchi nucleari, biologici e chimici. Nella guerra chimica e 
biologica, essere vicino al terreno è importante per la rilevazione  esatta degli agenti. Le reti 
di sensori sono schierate nella regione amica ed usate come sistema d'avvertimento per la 
presenza di agenti  chimici, biologici o nucleari. 
Possiamo utilizzare le reti di sensori per ricevere informazioni dettagliate dopo un attacco 
biologico, chimico o nucleare senza esporre il personale alle radiazioni. 
 
Applicazioni per l’ambiente 
Alcune applicazioni ambientali delle reti di  sensori  possono riguardare: il  monitoraggio dei 
movimenti degli uccelli, di piccoli animali ed insetti; il monitoraggio delle condizioni 
ambientali che interessano i raccolti ed il bestiame; l’irrigazione; il rilevamento di agenti 
chimici/biologici; l’agricoltura di precisione; il controllo ambientale del fondo marino; la 
rilevazione degli incendi nelle foreste; la ricerca meteorologica o geofisica; la rilevazione 
delle inondazioni; lo studio dell’inquinamento. 
 
Rivelazione degli incendi nella forest. I nodi  sensore possono essere densamente disposti in 
maniera casuale o strategica in una foresta e, in caso di incendio, possono trasmettere 
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Gli utilizzi delle Reti di Sensori in questo campo sono rivolte a fornire un’interfaccia per le 
persone affette da handicap, al monitoraggio di dati fisiologici (riguardanti umani), delle 
condizioni dei pazienti in un ospedale e della posizione del medico (per una facile 
rintracciabilità). È anche possibile usare sensori per identificare allergie. 
Ogni paziente può avere con sé piccoli e leggeri sensori, ognuno con un compito specifico. 
Per esempio, un sensore può rilevare il battito cardiaco mentre un altro la pressione.  




Un esempio di utilizzo di una Rete di Sensori in ambito domestico è l’automazione della casa 
che consiste nell’inserire sensori nel forno, nell’aspirapolvere, nel refrigeratore, nel 
videoregistratore ecc.. Questi nodi, inseriti negli apparecchi domestici, possono interagire 
l’uno con l’altro e anche con reti esterne tramite l’utilizzo di internet o del satellite 
permettendo all’utente di controllare gli stessi localmente o da remoto. 
 
Applicazioni commerciali 
Museo interattivo: in futuro i bambini potranno interagire con gli oggetti esposti in un museo. 
Questi oggetti saranno capaci di rispondere alle richieste dei bambini ed inoltre i bambini 
potranno essere resi partecipi di esperimenti di causa-effetto eseguiti in tempo reale. Inoltre, 
una Rete di Sensori può fornire un servizio di localizzazione all’interno del museo. 
Rilevamento del furto di auto: Nodi Sensore sono disposti per scoprire e identificare minacce 
che avvengono in una determinata zona geografica. Tutte le informazioni rilevate sono 
inviate, tramite internet, agli utenti finali per essere analizzate e per prendere i giusti 
provvedimenti. 
Rilevamento della posizione e del movimento di veicoli (car tracking): tramite una Rete di 
Sensori è possibile monitorare la posizione di un’auto in movimento. È inoltre possibile 
monitorare il traffico su strade particolarmente trafficate. 
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Controllo dell’ambiente in ufficio: di solito il sistema di gestione del riscaldamento o dell’aria 
condizionata è centralizzato e quindi la temperatura in ufficio può essere diversa a seconda 
della zona (una parte più calda e una parte più fredda) in quanto il controllo della temperatura 
e il flusso dell’aria è centralizzato (esiste un solo termometro e un solo bocchettone da dove 
esce l’aria). Con una Rete di Sensori nella stanza è possibile controllare la temperatura e la 
distribuzione dell’aria calda nelle varie zone della stanza. 
 
Fattori che influenzano la progettazione di una rete di sensori 
La progettazione di una rete di sensori è influenzata da diversi fattori quali:  
• tolleranza ai guasti 
• scalabilità 
• costi di produzione 
• ambiente operativo 
• topologia della rete di sensori 
• vincoli hardware 
• mezzo di trasmissione (trasmission media) 
• consumo energetico.  
 
Questi fattori sono importanti perché servono come linea guida per la progettazione di 
protocolli e algoritmi per reti di sensori; inoltre, questi fattori possono essere usati per mettere 
a confronto schemi differenti. 
 
Tolleranza ai guasti: alcuni nodi possono fallire o guastarsi a causa di batterie scariche, danni 
fisici o interferenze. Il malfunzionamento di alcuni sensori non deve impedire il corretto 
funzionamento di una rete di sensori.  
La tolleranza ai guasti è la capacità di mantenere le funzionalità di una rete di sensori senza 
avere interruzioni dovute al fallimento di alcuni nodi. Il livello di tolleranza ai guasti dipende 
dall’applicazione: per esempio, se si installano dei sensori in un edificio per monitorare fattori 
come il livello di umidità e la temperatura non è necessario avere  requisiti di tolleranza alti in 
quanto è difficile che un sensore possa essere danneggiato o che ci siano interferenze 
ambientali. D’altra parte, se i sensori vengono installati su un campo di battaglia la tolleranza 
ai guasti deve essere più alta in quanto con molta probabilità questi possono essere 




Scalabilità: il numero di nodi disposti per studiare un dato fenomeno può essere dell’ordine di 
centinaia o migliaia di sensori ed è dipendente dal tipo di applicazione. 
La scalabilità è un fattore critico che garantisce che le prestazioni della rete non degradino 
significativamente con l’aumentare del numero dei nodi. 
La scalabilità può essere ottenuta anche sfruttando la natura densa delle Reti di Sensori.  
La densità di nodi in una Rete di Sensori risulta application dependent e può variare da poche 
unità  a qualche centinaia di nodi in una regione che può avere meno di 10 m di diametro. 
 
Costi di produzione: dato che una rete di sensori consiste di un gran numero di nodi, il costo 
del singolo nodo è importante per giustificare il costo totale della rete. Se il costo della rete è 
maggiore rispetto all’utilizzo dei sensori tradizionali allora l’uso di una Rete di Sensori non è 
giustificabile e, di conseguenza, il costo di ciascun singolo nodo deve essere mantenuto basso. 
 
Ambiente operativo: i Nodi Sensore sono disposti molto vicino o addirittura all’interno del 
fenomeno da osservare. Perciò, spesso, si trovano a lavorare in zone geografiche remote (per 
esempio all’interno di un macchinario, in fondo all’oceano, sulla superficie dell’oceano 
durante un tornado, in una zona biologicamente o chimicamente contaminata, in un campo di 
battaglia ecc.) e senza la supervisione di umani. Tutto ciò dà un’idea delle condizioni nelle 
quali i Nodi Sensore devono essere capaci di funzionare (devono cioè essere in grado di 
sopportare alte pressioni se lavorano in fondo all’oceano, alte o basse temperature ecc.) 
 
Topologia di una rete di sensori: l’elevato numero di nodi sensori spesso inaccessibili e 
soggetti a guasti frequenti fanno sì che il mantenimento della topologia sia un compito 
impegnativo.  
 
Il mantenimento e il cambiamento della topologia può essere diviso in tre fasi: 
 
Pre-schieramento e fase dello schieramento: 
I sensori possono essere o piazzati in massa o piazzati uno ad uno nell’ambiente da 
monitorare. Possono essere posizionati gettandoli da un aereo, utilizzando razzi o missili, 
mediante una catapulta o collocati uno ad uno da un robot o da una persona umana. 
Il gran numero di sensori e la loro disposizione casuale precludono il loro posizionamento 
secondo piani stabiliti. Lo schema per uno schieramento iniziale deve pertanto ridurre i costi 
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di istallazione, eliminare il bisogno di una pre-organizzazione e pre-pianificazione, 
incrementare la flessibilità nell’organizzazione e favorire la auto-configurazione e la 
tolleranza ai guasti. 
 
Fase post-schieramento 
Dopo lo schieramento dei nodi  i cambiamenti  della  topologia sono dovuti al cambiamento 
della posizione dei nodi, oppure alla variazione della raggiungibilità di un nodo, alle risorse 
energetiche disponibili, a malfunzionamenti ecc. 
I Nodi Sensore possono anche essere posizionati staticamente e comunque il fallimento dei 
nodi è regolare e normale in quanto dovuto all’esaurimento dell’energia o alla distruzione del 
nodo. E’ possibile avere reti di sensori con alta mobilità che causano cambiamenti della 
topologia. 
 
Fase di re-rischieramento di nodi addizionali 
Nodi addizionali possono essere schierati in ogni momento per rimpiazzare nodi 
malfunzionanti o in seguito a cambiamenti dinamici dei compiti. L’aggiunta di nuovi nodi 
comporta la necessità di riorganizzare la rete. L’alta frequenza di cambiamenti topologici e il 
vincolo stringente del risparmio energetico richiedono particolari protocolli di routing. 
 
Vincoli Hardware. Un Nodo Sensore è composto da quattro componenti basilari:  
• Sensing unit: è composta generalmente da due sottounità: da un sensore e da un 
convertitore da analogico a digitale (ADC).  Il segnale analogico rilevato dal sensore 
osservando un determinato fenomeno viene convertito in un segnale digitale dal ADC 
il quale verrà elaborato dalla processing unit. 
• Processing unit: a questa generalmente è associata una piccola  unità di 
memorizzazione e gestisce le procedure che permettono la collaborazione del nodo 
con gli altri nodi della rete per portare a termine il task assegnato. 
• Transceiver unit: è l’unità che connette il nodo alla rete, può essere un apparecchio 
ottico  oppure un apparecchio a radio frequenza (RF). 
• Power unit: è forse il componente più importante di un Nodo Sensore e a volte può 
essere supportata da una unità per il recupero di energia ad esempio da fonte solare. 
 
Possono avere anche componenti aggiuntivi dipendenti dall’applicazione, ad esempio un 
sistema per la localizzazione o un generatore di energia. 
Capitolo I 
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Dato che i nodi sensori sono spesso inaccessibili, il tempo di vita di una rete di sensori 
dipende dal tempo di vita delle risorse energetiche dei nodi. L’energia è una risorsa limitata 
dovuta alle limitazioni sulle dimensioni del sensore. E’ possibile equipaggiare il sensore in 
modo da riuscire ad estrarre energia dall’ambiente (celle solari). 
 
Mezzo di trasmissione (trasmission media) 
In una rete di sensori i nodi comunicanti possono interagire tra loro per mezzo di 
comunicazione wireless.  
È quindi possibile utilizzare onde radio. Una possibilità è quella di usare bande ISM 
(industrial, scientific and medical), cioè un gruppo pre-definito di bande che in molti paesi 
sono licence- 
free. La maggior parte dei Nodi Sensore attualmente in commercio fanno uso di un circuito 
RF. 
Un altro possibile modo per far comunicare i nodi è tramite gli infrarossi. La comunicazione 
con gli infrarossi è licence-free e resistente ad interferenze. I transceiver basati sugli infrarossi 
sono economici e facili da costruire. Il problema maggiore che si ha nell’uso degli infrarossi è 
la necessità di avere un interfacciamento diretto tra il sender e il receiver e questo li rende di 
difficile utilizzo nelle Reti di Sensori dove solitamente i nodi sono disposti in modo random. 
La scelta del mezzo trasmissivo è imposta dall’applicazione. 
 
Consumo energetico 
I Nodi Sensore possono essere equipaggiati con risorse energetiche limitate. In alcuni scenari 
applicativi è impossibile rifornire il sensore di energia. Il tempo di vita del sensore dipende 
strettamente dal tempo di vita della batteria. In una rete di sensori multihop ogni nodo ha 
principalmente due compiti, quello di generare dati e quello di effettuare il routing dei dati, 
perciò la scomparsa di alcuni nodi può portare a significativi cambiamenti topologici che 
possono richiedere una riorganizzazione della rete e del routing. 
È per queste ragioni che molte ricerche si stanno concentrando sulla creazione di protocolli e 
algoritmi power-aware, cioè protocolli che ottimizzano il consumo energetico. 
Mentre nelle Reti Mobili e nelle Reti ad-hoc il consumo di energia è un importante fattore ma 
non il principale (che risulta invece il soddisfacimento della QoS, cioè della qualità del 
servizio) nelle reti sensoriali il consumo di energia è la principale metrica per valutare le 
performance: questo perché nelle altre reti è possibile ricaricare o cambiare le batterie dei 




Il ruolo principale di un sensore consiste nel rilevare eventi, elaborare velocemente dati in 
locale e trasmettere i risultati.  
Il consumo di energia in un Nodo Sensore è essenzialmente dovuto alle tre principali attività 
svolte dal nodo: 
• Sensing: l’energia utilizzata per rilevare (sensing) varia a seconda della natura 
dell’applicazione. Rilevamenti sporadici comportano un minor consumo di energia 
rispetto  ad un monitoraggio costante di eventi.  
• Communication:  dei tre fattori è quello che necessita della maggior quantità di 
energia. Questo riguarda sia le trasmissione che la ricezione di dati. Può esser 
dimostrato che per trasmissioni a corto raggio i costi nel ricevere e trasmettere dati 
sono pressappoco simili. Dobbiamo considerare non soltanto l’energia per trasmettere 
o ricevere dati  ma anche il consumo di energia allo start-up. Il tempo di start up, che è 
dell’ordine di centinaia di micro-secondi, fa sì che l’energia consumata  non può 
essere ignorata. Se la dimensione del pacchetto in trasmissione è piccolo il tempo di 
start-up può dominare, di conseguenza non è efficiente spegnere e accendere il 
transceiver in quanto un gran quantitativo di energia verrà speso per riaccendere il  
trasceiver ogni volta. 
• Data processing: l’energia spesa nel processare i dati è molto modesta se comparata a 
quella spesa nella fase della comunicazione. Un significativo guadagno energetico può 
essere ottenuto  riconoscendo che performance massime non sono sempre necessarie e 
quindi il voltaggio e la frequenza del processore possono essere dinamicamente 
adattate alle necessità di elaborazione. 
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Architettura delle comunicazioni in una rete di sensori  





Ciascuno di questi nodi ha la capacità di raccogliere dati e di inoltrare i dati al sink e 
all’utente finale. 
All’interno di una rete di sensori è presente almeno un nodo specializzato detto sink che 
agisce come gateway tra l’ambiente osservato e il mondo esterno. Un utente può interagire 
con la rete collegandosi da remoto al sink e formulando un’interrogazione per richiedere i dati 
d’interesse. Il sink propaga l’interrogazione nella rete, raccoglie i dati e restituisce il risultato 
all’utente. La comunicazione wireless tra i nodi avviene attraverso un’architettura di rete ad-
hoc multi-hop. In una situazione del genere non c’è alcun tipo di infrastruttura e ogni nodo si 
comporta da router; ovviamente è necessario un protocollo che fornisca ai nodi le 
informazioni necessarie per l’instradamento. 
I nodi sink possono comunicare attraverso il task manager node, attraverso internet o Satellite. 
 
La pila di protocolli usata dal nodo sink  e da tutti i nodi sensori della rete è mostrata nella 


















Tale pila è composta da diversi livelli e da diversi piani.  
  
Livelli:  
• Application layer: dipendente dal tipo di applicazione;  
• Transport layer: aiuta a mantenere il flusso di dati se l’applicazione lo richiede; 
• Network layer: si occupa di instradare i dati forniti dal transport layer;  
• Data-link layer: poiché l’ambiente è rumoroso ed i nodi possono spostarsi il MAC 
(Medium Access control) protocol deve essere power-aware e capace di minimizzare 
le collisioni con le trasmissioni dei nodi vicini;  
• Physical layer: richiede una semplice ma robusta modulazione e delle tecniche di 
trasmissione e di ricezione.   
 
 
Il power, task e mobility planes effettuano il monitoraggio dell’energia, della mobilità e della 
distribuzione dei task sui vari nodi.  
 
Piani:  
• Power management plane: gestisce come il nodo  deve usare la energia; ad esempio il 
nodo sensore potrebbe spengere il ricevitore dopo che ha  ricevuto un messaggio da un 
vicino; inoltre, quando il livello di energia di un nodo è basso il nodo può inviare un 
messaggio ai vicini per comunicare il suo stato e che non può più partecipare al 






















































• Mobility management plane: rileva e registra i movimenti dei Nodi Sensore in modo 
che una route verso l’utente sia sempre mantenuta e che ogni nodo possa tenere traccia 
di chi sono i propri vicini;   
• Task management plane: bilancia e schedula i task assegnati ad una regione specifica e 
questo perché non a tutti nodi (in una regione) in contemporanea è richiesto di 
eseguire un task  di sensing. 
 
Tramite questi livelli di gestione i nodi di una rete possono lavorare tutti insieme in modo  da 
risparmiare energia, instradare dati e condividere risorse; senza questi livelli ogni nodo 
lavorerebbe individualmente. 




Adaptive Self-Configuring sEnsor Networks Topologies (ASCENT)* 
Il basso costo dei sensori consente alla rete di sensori e attuatori di essere densamente 
distribuita. Il grande numero di nodi schierati nel sistema precludono una configurazione 
manuale e l’ambiente dinamico preclude una pre-configurazione. Quindi i nodi devono auto-
configurarsi per stabilire una topologia che fornisca le comunicazioni rispettando rigorosi 
vincoli riguardanti il risparmio energetico. 
ASCENT si basa sull’idea che al crescere della densità dei sensori solo un sottoinsieme dei 
nodi saranno necessari per effettuare il routing forwarding.   
In ASCENT ogni nodo valuta la sua connettività e adatta la sua partecipazione alla rete multi-
hop basandosi su misurazioni della regione operativa.  
Per esempio un nodo: 
• segnala quando rileva un’alta percentuale di pacchetti persi, richiedendo l’attivazione  
di nodi addizionali nella regione al fine di trasmettere i messaggi; 
• riduce il proprio ciclo di lavoro se rileva un’alta percentuale di perdita di pacchetti 
dovuta a collisioni; 
• sonda l’ambiente locale di comunicazione e non si unisce  all’infrastruttura di routing 
finché non è utile. 
 
Tutto questo non può essere fatto in maniera centralizzata in quanto, oltre ai limiti riguardanti 
la scalabilità e la robustezza di un sistema centralizzato, un singolo nodo non è in grado di 
percepire le condizioni dei nodi distribuiti ovunque nello spazio. Di conseguenza, altri nodi 
dovrebbero comunicare le informazioni dettagliate  sullo stato della loro connettività al nodo 
centrale affinché quest’ultimo possa determinare chi dovrebbe unirsi alla rete multi-hop. In 
assenza di limiti energetici, si può raggiungere un risultato ottimale anche con un sistema 
centralizzato. Dato che l’energia è un limite e l’ambiente è dinamico, approcci distribuiti sono 
preferibili e possibilmente sono gli unici approcci pratici perché evitano la trasmissione di 
informazioni sullo stato ripetutamente attraverso la rete. 
Pottie e Kaiser iniziarono un lavoro nell’area delle reti di sensori stabilendo che reti di sensori 
scalabili richiedono operazioni multi-hop per evitare di spedire grandi quantità di dati sulle 
                                                 
*
 Alcune delle figure riportate nel capitolo sono tratte dall’articolo “ASCENT: Adaptive Self-Configuring sEnsor 
Networks Topologies” 
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lunghe distanze. Definirono tecniche attraverso le quali i nodi effettuano la scoperta dei propri 
vicini e acquisiscono il sincronismo. Data queste capacità iniziali, ASCENT  si focalizza sul 
passo successivo della configurazione automatica che consiste nel formare una reti multi-hop 
che preservi gli sprechi di energia.  
 
Scenario rete di sensori distribuita 
Consideriamo una rete di sensori per il monitoraggio dell’habitat che verrà schierata in una 
foresta remota.  
Lo schieramento di questa rete può esser fatto, per esempio, facendo cadere un gran numero 
di sensori da un aereo o piazzandoli a mano. In questo esempio il sistema di  schieramento  
deve essere progettato per operare sotto le seguenti condizioni e limiti: 
• Schieramento ad-hoc: non ci possiamo aspettare che i sensori vengano schierati in 
modo regolare (ad esempio come array lineare,  matrice a 2 dimensioni). Più 
precisamente, ad uno schieramento uniforme non corrisponde  una connettività 
uniforme dovuta all’imprevedibilità degli effetti di propagazione quando i nodi, e 
quindi le antenne, sono vicini al terreno ed ad altre superfici. 
• Limiti energetici: il sistema deve essere progettato per spendere la più bassa quantità 
di energia possibile al fine di massimizzare il tempo di vita della rete. 
• Operazioni inattese in un sistema dinamico: il numero di elementi in questo sistema 
preclude una configurazione manuale e l’ambiente dinamico preclude una pre-
configurazione. 
 
In molti contesti sarà più semplice schierare inizialmente un gran numero di nodi piuttosto 
che schierare nodi addizionali o riserve energetiche addizionali in un secondo momento.  
Viene presentato un modo con il quale i nodi possono sfruttare la risultante sovrabbondanza 
di nodi al fine di estendere il tempo di vita del sistema. 
Se usiamo pochi nodi, la distanza tra i vicini sarà troppo grande e il tasso di perdita di 
pacchetti potrà aumentare o l’energia richiesta per trasmettere i dati attraverso lunghe distanze 
potrebbe essere proibitiva.  
Se usiamo la totalità dei nodi schierati simultaneamente, il sistema spenderà energia non 
necessaria nel caso migliore; nel caso peggiore  possono interferire tra di loro congestionando 
il canale.   
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Nel processo per trovare un equilibrio  proveremo ad usare un algoritmo locale distribuito per 
identificare una singola soluzione ottimale.  
 
Assumiamo un Carrier Sense Multiple Access (CSMA) Mac protocol con capacità di lavorare 
in modo promiscuo. Questo chiaramente introduce la possibilità di contesa delle risorse 
quando molti nodi vicini partecipano alla rete multi-hop. 
ASCENT reagisce se avverte un alta perdita di pacchetti nei collegamenti. L’algoritmo 
ASCENT non rileva o ripara partizioni  della rete. 
Le partizioni sono frequenti quando la densità dei nodi è bassa e in questo caso ASCENT  non 
è applicabile perché in generale tutti i nodi sono necessari per formare la rete. Di sicuro le 
partizioni possono crearsi anche in presenza di un’alta densità di nodi  quando un insieme di 
essi vengono distrutti o sono bloccati. 
Quando si creano queste partizioni saranno necessari meccanismi complementari per risolvere 
il problema. Queste tecniche complementari per rilevare e riparare  partizioni di una rete sono 
lasciate a lavori futuri.  
 
Due principali contributi per il progetto sono: 
• L’uso di tecniche adattive  che permettono alle applicazioni di configurare la topologia 
basilare sulle proprie necessità mentre si cerca di salvaguardare l’energia per estendere 
il tempo di vita della rete. 
• L’uso di tecniche di auto-configurazione che reagiscano in base a condizioni misurate 
localmente.  
 
Progettazione di ASCENT  
ASCENT adattivamente elegge i nodi  “attivi” tra tutti i nodi della rete. Tali nodi restano 
“svegli” tutto il tempo ed effettuano il routing di pacchetti  (multi-hop), mentre il resto dei 
nodi rimane “passivo” e periodicamente controllano se devono diventare “attivi”. 
Consideriamo il caso di una semplice rete di sensori per la raccolta di dati. Non ci possiamo 
aspettare che i sensori abbiano una connettività uniforme dovuta a imprevedibili effetti di 
propagazione nell’ambiente; quindi, ci aspettiamo di trovare regioni con bassa e alta densità 
di nodi.  
ASCENT non ha a che fare con partizioni della rete: assumiamo che ci sia un’alta densità di 
nodi per connettere l’intera regione.  
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Inizialmente solo alcuni nodi sono attivi. Gli altri nodi rimangono passivi ascoltando i 




La sorgente inizia a trasmettere i pacchetti verso il nodo Sink. Dato che il Sink è ai limiti del 
range radio, si accorge di avere un’alta perdita di pacchetti provenienti dalla sorgente. Questa 
situazione è chiamata “comunication hole”. Il receiver ha un’alta perdita di pacchetti dovuta 
alla connettività debole con il sender. Il Sink allora inizia a spedire messaggi di aiuto (help 
mesages) per segnalare ai vicini che sono in modalità di solo ascolto di unirsi alla rete. 
Quando un vicino riceve un help message esso può decidere di unirsi alla rete o meno.   
Non appena un nodo decide di unirsi alla rete, esso segnala l’esistenza di un nuovo vicino 
attivo agli altri vicini passivi spedendo un neighbor announcement message ed inizia a 
trasmettere e ricevere pacchetti diventando un nodo attivo. 
Questa situazione continua finché il numero di nodi attivi si stabilizza su un certo valore e il 
ciclo si arresta.  
Quando il processo viene completato, il gruppo dei nuovi vicini attivi che hanno preso a far 
parte della rete fanno sì che la consegna dei dati dalla sorgente alla destinazione sia affidabile. 
Il processo verrà fatto iniziare di nuovo quando alcuni eventi (ad esempio il fallimento di un 
nodo) o effetti ambientali (ad esempio un nuovo ostacolo) causino la perdita di pacchetti. 
 
Stati di transizione in ASCENT  
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Lo stato iniziale del nodo è su test. Nodi nello stato di test scambiano dati e messaggi di 
controllo di routing. Inoltre quando un nodo entra nello stato di test setta un timer Tt e 
spedisce un neighbor announcement message.  Quando il timer Tt scade il nodo entra nello 
stato active. Se prima dello scadere del timer il numero di vicini attivi è superiore alla 
neighbor threshold  (NT) o se il data loss rate (DL) medio è più alto di quello presente prima 
di entrare nello stato di test, allora il nodo passerà nello stato passive. Se più nodi effettuano 
una transizione nello stato di test, allora usiamo l’ID del nodo contenuto nel messaggio 
announcement message come modo per interrompere il meccanismo (l’ID più alto vince).  
L’intuizione dietro lo stato di test consiste nel sondare la rete per vedere se l’aggiunta di un 
nuovo nodo possa migliorare la connettività. 
Quando un nodo entra nello stato passive setta un timer Tp e spedisce un new passive node 
announcement message. Questa informazione è usata dai nodi attivi per fare una stima della 
densità dei nodi nelle vicinanze.  I nodi attivi trasmettono la densità stimata a tutti i nodi 
passivi presenti nelle vicinanze. 
Quando il timer Tp scade il nodo entra nello stato di sleep. Se prima dello scadere del tempo 
Tp il numero dei vicini è inferiore a NT o il DL è più alto del loss threshold (LT) o DL è 
inferiore  al LT ma il nodo ha ricevuto un help message da un vicino attivo esso dovrà passare 
nello stato di test.  
Nello stato passive i nodi hanno interfaccia radio accesa e sono in grado di ascoltare tutti i 
pacchetti trasmessi dai loro vicini attivi (l’interfaccia radio è in modalità promiscua), nessun 
pacchetto dati o di routing verrà inoltrato dato che è in uno stato di solo ascolto.  
L’intuizione dietro lo stato passive è di raccogliere informazioni riguardanti lo stato della rete 
senza causare interferenze con gli altri nodi. 
I nodi nello stato passive e di test continuamente aggiornano il numero di vicini attivi e i 
valori relativi al tasso di perdita di pacchetti (data loss rate).   
L’energia è consumata nello stato passive dato che la l’interfaccia radio è accesa anche 
quando non si ricevono pacchetti.  
Un nodo che entra nello stato di sleep spegne  l’interfaccia radio  e setta un timer Ts e entra in 
modalità sleeping.  
Quando Ts scade il nodo transita nello stato passive.  
Infine un nodo nello stato active effettua l’inoltro di pacchetti dati e di routing finché non 
esaurisce l’energia. Se il data loss rate è maggiore di LT, il nodo attivo spedisce un help 
message. 
 




Parametri di ASCENT  
ASCENT ha alcuni parametri che possono influenzare il suo comportamento finale. 
In questa sezione verranno spiegate le scelte fatte per tale algoritmo.  
Applicazioni diverse possono portare a selezionare parametri differenti. 
ASCENT prevede anche meccanismi adattivi per la determinazione ottimale di alcuni 
parametri dinamicamente a running-time. 
Il valore neighbor threshold (NT) determina il grado medio di connettività della rete. 
Un’applicazione potrebbe aggiustare questo valore dinamicamente in base agli eventi che 
occorrono in una certa area della rete (ad esempio per aumentare la capacità della rete). Tale 
valore è settato  a 4. 
Il loss threshold (LT) determina l’ammontare massimo di perdita di dati che un’applicazione 
può tollerare prima che esso richieda l’aiuto di altri nodi  per migliorare la connettività.  
Questo valore è dipendente dall’applicazione. Per esempio la temperatura media in un settore 
della foresta non tenderà a variare drasticamente e l’applicazione potrà tollerare un’alta 
perdita di pacchetti. Diversamente tracciare il movimento di un oggetto può richiedere una 
maggiore sensibilità alla perdita dei pacchetti. In questa implementazione tale valore è stato 
fissato a 20%. 
Il timer nello stato test Tt e quello nello stato passive Tp determina il tempo massimo in cui un 
nodo resta rispettivamente nello stato di test o passive. 
Rappresentano un trade-off tra consumo di energia e qualità della decisione. 
Più ampio è il tempo T, più robusta è la decisione in presenza di perdita di pacchetti, ma 
maggiore è il consumo di energia  e viceversa. 
Test Active 
Passive Sleep 
Dopo Tt  
# Vicini < NT and 
• Perdita > LT or 
• Perdita < LT and 
help message 
# Vicini > NT  
or 
Perdita > perdita 0T  
Dopo Tp  
Dopo Ts  
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La determinazione di questo timer dovrebbe essere dipendente dalla qualità del tasso di 
ricezione per ogni link.   
In questa implementazione Tp è settato a 2 minuti e Tt a 4 minuti. 
Analogamente il timer Ts rappresenta l’ammontare di tempo in cui il nodo è nello stato di 
sleep  per preservare energia. Più alto è il tempo Ts più si risparmia energia ma è anche più 
alta la probabilità che nessun nodo sia nello stato passivo pronto a reagire all’ambiente 
dinamico.  
ASCENT usa un meccanismo adattivo probabilistico al fine di determinare la relazione 
ottimale tra Tp e Ts. Questo meccanismo è dipendente esclusivamente dalla stima della 
densità media dei vicini e dalla probabilità Pt che un certo numero k di nodi vicini siano nello 
stato passive in ogni istante. In questa implementazione il valore di k e settato a 2 e Pt e 
settato a 95%. 
 
Determinazione del numero di vicini e del tasso di perdita di pacchetti 
Il numero di vicini attivi e il tasso medio di perdita di pacchetti  sono valori misurati 
localmente da ogni nodo mentre sono nello stato passive e di test. 
E’ stato scelto di definire un vicino come un nodo dal quale riceviamo una certa percentuale 
di pacchetti nel tempo. Questo implica avere una history windows function (CW) che tiene 
traccia dei pacchetti ricevuti da ogni singolo nodo all’interno di un certo periodo ( tempo e/o 
numero di messaggi) e una fissa o dinamica neighbor loss threshold (NLS). 
In ASCENT ogni nodo aggiunge un numero di sequenza incrementale unitario ad ogni 
pacchetto trasmesso (inclusi i pacchetti dati e di controllo). Questo permette ai vicini di 
rilevare la perdita nel link quando un numero della sequenza è stato saltato. In aggiunta 
assumiamo che i pacchetti dati dell’applicazione abbiano anche un meccanismo per rilevare la 
perdita.  
Il tasso di perdita di pacchetti (o il reciproco tasso di ricezione) stimato da ogni nodo vicino è 
calcolato usando un exponentially weighted moving average (EWMA) della forma 
previouscurrent EWMACWEWMA )1( ρρ −+•=  
Il valore della costante ρ è settato a 0.3 che significa che solo le ultime 5 stime hanno un peso 
significante sulla stima corrente.  Questa stima ci dà una misura della perdita di pacchetti in 
ingresso da ogni nodo attraverso i vicini, ma non ci fornisce informazioni sui pacchetti persi 
percepiti dai vicini. Al fine di chiudere il ciclo, questa informazione è periodicamente 
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scambiata tra nodi nello stato active e di test aggiungendo questa informazione nei pacchetti 
dati o spedendo dei pacchetti di hello in assenza di traffico dati. 
Il numero di vicini attivi N è definito come il numero di vicini con perdita dei pacchetti sul 
link più piccola della neighbor loss threashold (NLS) e con link simmetrici.  
Nel nostro studio consideriamo un link simmetrico se c’è una differenza inferiore al 40% tra il 
tasso di ricezione in entrate e in uscita. 
E’ stata scelta la seguente formula:  
N
NLS 11−=  con N il numero di vicini calcolato nel 
ciclo precedente. 
Quando un nodo ottiene una stima della perdita di pacchetti dei vicini più grande di NLS, non 
considererà il nodo come vicino e lo cancellerà dalla lista dei vicini. 
L’intuizione dietro questa formula è la seguente: all’aumentare del numero di vicini nella 
regione, la probabilità che ogni coppia di nodi non sia in ascolto tra  loro aumenta. 
Quindi, all’aumentare del numero di vicini dovrebbe corrispondere un incremento del 
neighbor’s loss threshold. Corrispondentemente al diminuire del numero di vicini, dovrebbe 
diminuire di conseguenza il  neighbor’s loss threshold. 
Il data loss rate (DL) medio è calcolato basandosi sui pacchetti dati dell’applicazione. La 
perdita di dati è rilevata attraverso l’uso dei numero di sequenza (data sequence number).  
Dipendente dalla strategia di routing un nodo può ricevere più copie dello stesso pacchetto 
dati. Consideriamo una perdita di dati se il messaggio non è stato ricevuto da nessun vicino 
durante un certo periodo di tempo configurabile. 
I messaggi di controllo (help, neighbor announcements e di routing) non vengono considerati 
in questo calcolo. 
 
ASCENT interazione con il routing 
ASCENT è eseguito sopra il livello link e MAC e sotto il livello di routing. ASCENT non è 
protocollo di routing o di disseminazione. ASCENT semplicemente decide quali nodi devono 
unirsi all’infrastruttura di routing.  
Ad-hoc routing, Direct Diffusion, o altri meccanismi di disseminazione vengono eseguiti 
sopra questa topologia multi-hop. Sotto questo aspetto i protocolli di routing sono 
complementari ad ASCENT. 
I nodi in ASCENT diventano attivi o passivi indipendentemente dal protocollo di routing che 
è in esecuzione sul nodo. In aggiunta  ASCENT non usa lo stato raccolto dal protocollo di 
routing dato che lo stato può variare fortemente per protocolli diversi (ad esempio ad-hoc 
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routing table e direct diffusion gradients). Se un nodo sta testando la rete e sta attivamente 
effettuando il routing di pacchetti quando diventa passivo, dipende dal protocollo di routing 
re-inoltrare velocemente il traffico di pacchetti. Questo può causare una perdita di pacchetti e 
quindi, un miglioramento che non è stato ancora implementato, è quello di informare il 
protocollo di routing del cambiamento dello stato in ASCENT in modo che il traffico possa 
essere re-inoltrato in anticipo. 
  
Valutazione delle performance 
In questa sezione verranno riportati i risultati della valutazione delle performance di 
ASCENT. Viene usato un semplice modello matematico per determinare la performance 
ideale attesa del tasso di delivery, latenza, energy saving all’aumentare della densità dei nodi.  
 
Obbiettivi e metriche 
L’obbiettivo nel valutare ASCENT consiste nel: 
• Convalidare alcune assunzioni fatte durante la progettazione dell’algoritmo, compiere 
analisi, simulazioni e esperimenti reali ed effettuare valutazioni comparative delle 
performance del sistema con e senza ASCENT.  
• Capire il risparmio energetico e il miglioramento del tasso di consegna che può essere 
ottenuto con ASCENT. 
• Studiare la sensibilità delle performance di ASCENT al variare dei parametri. 
 
Sono state scelte 4 metriche per analizzarne le performace: 
• One-Hop Delivery Rate: misura la percentuale di pacchetti ricevuti da ogni nodo nella 
rete. Quando tutti i nodi sono accesi (chiamiamo questo caso Active case) la ricezione 
dei pacchetti comprende tutti i nodi. Nel caso di ASCENT, esso include tutti i nodi ma 
soltanto quelli nello stato di sleep. Questa metrica indica l’effettiva one-hop 
bandwidth disponibile ai nodi nella rete di sensori.  
• Ent-to-End Delivery Rate: è il rapporto tra il numero di pacchetti distinti ricevuti dalla 
destinazione e il numero originariamente spedito dalla sorgente. Dà un’idea della 
qualità del percorso nella rete e della banda multi-hop effettiva.  
• Energy Saving: è il rapporto dell’energia consumata nel Active Case e l’energia 
consumata nel caso ASCENT. Questa metrica definisce l’ammontare di energia 
salvata e il tempo di vita che si acquisisce usando l’algoritmo ASCENT.  
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• Average Per-Hop Latency misura il ritardo medio nell’inoltro dei pacchetti in una rete 
multi-hop. Ci dà una stima del ritardo end-to-end  nell’inoltro di pacchetti. 
 
Analisi analitica delle performance 
Per capire la relazione che intercorre tra pacchetti consegnati aspettati e la densità dei nodi 
useremo un semplice modello matematico. 
Assumiamo che i nodi siano distribuiti in maniera casuale in un’area A e che abbiano un 
grado medio di connettività  n.  
Ulteriormente assumiamo che i pacchetti vengano propagati usando flooding (inondazione) 
con un “random back-off upon packet reception”. 
Questo componente random è scelto da un insieme discreto di S (slots) con una distribuzione 
probabilistica uniforme. Cioè la probabilità di trasmettere con successo un pacchetto in 
assenza di collisioni quando ci sono T potenziali nodi per il forwarding nelle vicinanze è data 














Da questa formula possiamo vedere come incrementando la densità dei nodi che trasmettono 
T, la probabilità di consegnare i pacchetti con successo in assenza di collisioni diminuisce 
proporzionalmente.  
Quando tutti i nodi nella rete sono in grado di trasmettere e ricevere pacchetti, troviamo T=n, 
dato che ogni nodo nelle vicinanze può trasmettere pacchetti.  
Incrementando la densità dei nodi aumenta la probabilità di collisioni nell’area. ASCENT 
fissa il numero di trasmettitori nell’area al valore neighbor threshould (NT), risultando T = 
NT, indipendentemente dal numero totale di nodi, n, schierati. 




La relazione tra la latenza hop-by-hop introdotta dalla randomizzazione e la densità dei nodi 
può essere analizzata in maniera simile. La latenza media attesa per hop è legata al numero di 
random slot S e al numero totale di nodi attivi T. Dopo la ricezione di un messaggio che dovrà 
essere inoltrato alla destinazione, ognuno dei T nodi attivi sceglie uno slot random, 
TSSS ..., ,21 . 
Il numero di tutti i slot scelti in maniera casuale tenderà a S/2 dato che vi è una distribuzione 
probabilistica uniforme.  
Assumendo nessuna perdita per collisioni (collision losses) i.e ji SSTji ≠⇒∈≠∀ ,...2,1 , la 
latenza hop-by-hop è determinata dal primo messaggio che verrà inoltrato. 
Il ritardo δ è :  
),...,,min( 21 TSSS=δ  
Vogliamo trovare P(δ) la probabilità del più piccolo random time slot scelto dai T nodi.  
Definiamo: 
ySSSofeachySSSySSSobyQ TTT >⇔>>= ),...,,_(_),...,,min()),...,,(min(Pr)( 212121  
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La figura fa vedere come la distribuzione P(δ) per valori diversi di T e S=20.  
Quando tutti i nodi nella rete sono capaci di trasmettere e ricevere pacchetti, troviamo che T = 
n. Come n aumenta, il valore P(δ) diminuisce. Questo risultato corrisponde all’intuizione che 
come incrementiamo il numero totale di nodi che trasmettono la probabilità di ognuno di loro 
di selezionare un valore random piccolo aumenta. Nel caso di  ASCENT  T = NT 
indipendentemente dalla densità  n e il valore di P(δ) rimane costante. 
 
Infine vogliamo capire il risparmio d’energia che possiamo ottenere usando ASCENT. 
Quando sul sistema non è in esecuzione ASCENT  tutti i nodi sono attivi consumando Idle 
power (la differenza tra consumo in Tx, Rx e Idle radio state non è significativa). 
Quando il sistema ASCENT è in esecuzione, NT nodi hanno l’interfaccia radio accesa, mentre 
il resto si alterna tra stato di sleep e listening.  
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Il numeratore rappresenta l’energia consumata da tutti in nodi quando non è in esecuzione 
ASCENT. Il denominatore rappresenta l’energia consumata da tutti i nodi quando è in 
esecuzione ASCENT. 
Il primo termine del denominatore indica l’energia consumata da NT nodi  selezionati da 
ASCENT che hanno il loro l’interfaccia radio accesa. Il secondo termine del denominatore 
indica l’energia dei nodi non attivi quando sono nello stato passive e il terzo termine indica 
l’energia consumata quando sono nello stato di sleep. Definiamo α il rapporto fra il timer pT  e 
il timer sT .  
Definiamo β il rapporto tra l’energia consumata in modalità sleep e quella consumata in 
modalità idle.  

























La figura mostra il risparmio di energia all’aumentare della densità dei nodi per un valore 
fissato di β.  
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Per un valore fissato di NT e un piccolo valore di β, come incrementiamo la densità l’energia 
consumata è dominata dai nodi passivi nel ciclo passive-sleep. 
L’intuizione è che più piccolo è α, più grande sT  in relazione a pT  e conseguentemente più 
alta è l’energia risparmiata che il sistema può raggiungere. 
C’è un trade-off tra il numero di nodi che vorremmo nello stato passivo pronti a reagire in 
maniera dinamica e il risparmio d’energia che possiamo ottenere avendo con uno scheduling 
aggressivo di sleeping. 
Anche se configuriamo inizialmente la rete con un valore ottimale di α, la densità della rete 
non sarà omogenea, e anche se inizialmente è omogenea, essa probabilmente cambierà in 
seguito all’esaurirsi della batteria dei nodi e alla loro “morte”. 
Per fare i conti con questo trade-off, è stato proposto un meccanismo probabilistico adattivo 
dove il valore di α dipende dalla probabilità minima che k nodi siano nello stato passive in 
ogni momento nel tempo e dalla densità dei nodi nella regione confinante.  
Se assumiamo che i nodi si alternino tra lo stato passive e sleep e che la loro schedulazione è 













Vogliamo trovare il minimo valore di α tale che la probabilità che al minimo k nodi siano 
passivi in un dato momento nel tempo sia più alta della probabilità minima di soglia 
(minimum probability threshold) tP . Chiameremo questo valore kPtα . 
Ogni valore di α  più piccolo di kPtα  non può essere conforme con i requisiti probabilistici 
minimi ed ogni valore di α più grande di kPtα  sarà conforme con i requisiti probabilistici 
minimi ma disperderà energia non necessaria. 




















Vogliamo trovare il valore di α per valori differenti di k essendo P(k) uguale alla minimum 
probability threshold tP . Per k = 1 (al minimo 1 nodo passivo in ogni momento nel tempo) e 
k = 2 (al minimo 2 nodo passivo in ogni momento nel tempo) ci sono soluzioni closed-form 
























Per altri valori di k, il valore ottimo di kPtα  per uno specifico tP  e una densità n possono 
essere trovati usando tecniche numeriche iterative per la risoluzione di equazioni non lineari 
(metodo di Newton). 
 
Simulazioni 
Implementazione: l’implementazione di ASCENT è stata sviluppata usando l’ambiente di 
programmazione EmStar. ASCENT è stato implementato usando un numero a grana fine di 





Il primo modulo è il LinkStats che aggiunge un numero di sequenza incrementale ad ogni 
pacchetto da qualsiasi processo sul nodo. Esso controlla i pacchetti in arrivo da altri nodi e 
mantiene statistiche dettagliate per ricavare misure relative alla connettività senza 
incrementare l’uso del canale. Questo modulo implementa il filtro  exponentially weighted 
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Il secondo modulo è il Neighbor Discovery che spedisce e riceve messaggi di heartbeat 
(battito del cuore) e mantiene una lista dei vicini attivi. 
Il terzo modulo è Energy Manager utilizzato per valutare l’uso di energia; esso agisce come 
una batteria simulata in ogni nodo. Conta pacchetti spediti e ricevuti, idle time, e energia radio 
on e off. 
Esso può essere eseguito in due modalità: o tiene soltanto traccia dell’uso di energia o spegne 
il nodo quando il nodo sta per esaurire l’energia.  
Infine c’è ASCENT protocol che usa le informazioni fornite dagli altri moduli. 
Scenario e ambiente: lo studio della performance di ASCENT in funzione della densità, è 
stato eseguito mediante esperimenti con range di densità differenti da 5 a 40 nodi. In questo 
studio la densità è definita topologicamente i.e. la densità di un nodo è definita dal grado 
medio di connettività di tutti i nodi  e non dalla loro posizione fisica (densità geografica). 
Dato che non potremmo cambiare facilmente la posizione di nodi nel celling array e dato che 
le misure fisiche del laboratorio sono limitate, sono stati raggiunti differenti livelli di densità 
aggiustando la potenza in trasmissione del RF transceiver. Tutti gli esperimenti sono stati fatti 
in ambienti chiusi con ostacoli come pareti, porte, ecc. 
Per ogni simulazione è stata variata la densità dei nodi da 5 a 80. In più per una più grande 
simulazione multi-hop, è stato incrementato il numero di sorgenti e di destinazioni da 1 a 5. Il 
numero medio di hop nelle simulazioni è stato 6.  
In tutti gli esperimenti e simulazioni la sorgente e la destinazione sono piazzati ai bordi della 
rete per massimizzare il numero di hops e quindi per usare nodi di transito.  
 
Capacità della rete 
Le prime simulazioni e esperimenti comparano il tasso di consegna one-hop e il tasso di 
consegna end-to-end del sistema con o senza ASCENT. 




La figura mostra il tasso di consegna one-hop in funzione della densità in una rete multi-hop. 
La curva relativa “No-collisions” mostra il tasso medio di consegna per diverse densità 
testate. Mostra la media delle perdite dovute agli effetti dell’ambiente in assenza di 
trasmissioni simultanee. 
Non ci sono differenze importanti tra le performance analitiche attese e quella simulate e le 
performance usando real radios up per una densità di 40 nodi. 
Nel caso Active (nessuna autoconfigurazione, tutti i nodi attivi) tutti i nodi fanno parte della 
rete e inoltrano pacchetti. Questo caso ha un basso tasso di consegna in quanto all’aumentare 
della densità dei nodi la probabilità di collisioni aumenta di conseguenza quando usiamo il 
flooding come strategia di routing. 
ASCENT limita il numero di nodi attivi al valore NT e quindi non aumenta la contesa del 
canale per grandi densità. 
 




La figura mostra il tasso di consegna end-to-end i.e la percentuale di pacchetti trasmessi dalla 
sorgente che raggiunge la destinazione. Negli esperimenti ogni pacchetto attraversa in media 
3 hops.  Nelle simulazioni fatte su reti più grandi, i pacchetti attraversano in media 6 hops 
dalla sorgente alla destinazione.  
Le performance di ASCENT rimangono stabili all’aumentare della densità e questo dimostra 
la scalabilità dell’algoritmo all’aumentare della densità. 
Il caso Active non perform male come nel caso  one-hop, questo perché il tasso di consegna 
end-to-end richiede soltanto che, al minimo, una copia del pacchetto originale spedito dalla 
sorgente raggiunga la destinazione.  
In un ambiente con alta densità e con alta perdita dovuta alla contesa per il canale, la 
probabilità di ricevere uno copia del pacchetto è ancora alta usando il flooding. 
 
Risparmio dell’energia 
Questa sezione valuta la capacità di ASCENT di risparmiare energia e aumentare il tempo di 
vita della rete. 
In questi esperimenti e simulazioni non consideriamo l’energia spesa dalla sorgente o dalla 
destinazione.  Per gli esperimenti reali, i valori non sono misurazioni dirette dell’energia 
consumata ma misure indirette usando i tempi in cui il nodo spende nei diversi stati di 
ASCENT. 




La figura mostra il consumo medio di energia tra caso Active e nel caso ASCENT in funzione 
della densità. 
Vengono presentati i risultati usando due versioni di ASCENT uno con (state timers) timers 
fissi e l’altro con adaptive state timers. 
Da questi risultati troviamo che ASCENT fornisce un significante risparmio di energia 
rispetto al caso Active. 
Quando usiamo ASCENT con fixed state timer,  troviamo che all’aumentare della densità  
l’energia salvata non aumenta proporzionalmente. Questo è  controintuitivo perché in 
ASCENT il numero di nodi attivi rimane costante all’aumentare della densità e ci si potrebbe 
aspettare di salvare più energia al diminuire della frazione dei nodi attivi. Questo perché 
l’energia consumata all’aumentare della densità è dominata dal ciclo passive-sleep dei nodi 
passivi e non dall’energia consumata dai nodi attivi. 
Quando usiamo ASCENT con adptive state timer, troviamo che all’aumentare della densità, 
l’energia risparmiata aumenta proporzionalmente. In questo caso, i nodi possono essere più 
aggressivi nel loro ciclo di sleep quando si accorgono di essere in una regione con alta densità 
e pertanto aumentano il risparmio di energia che possono raggiungere. 
In entrambi i casi (fixed e adaptive) le performance nella simulazione e negli esperimenti è 
quantitativamente simile ma inferiore alle performance aspettate basate sui risultati analitici. 
La principale spiegazione di questo è che l’analisi fatta in precedenza (analitica) non 
considera perdite dovute all’ambiente che induce ASCENT a incrementare il numero di nodi 
attivi per mantenere la rete interconnessa e conseguentemente si riduce il risparmio di energia. 
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Latenza 
Sono stati fatti esperimenti e simulazioni per valutare l’impatto di ASCENT nella latenza 
della consegna di pacchetti. 
 
 
La figura mostra la latenza media per-hop in funzione della densità.  
Consideriamo nei nostri risultati soltanto i pacchetti che raggiungono con successo la 
destinazione (successful end-to-end delivery). 
Possiamo vedere dal grafico che ASCENT incrementa la latenza media per-hop quando 
comparata con il caso active. Quando utilizziamo flooding come strategia di routing, il ritardo 
ent-to-end è affetto dall’ammontare di randommizazioni introdotte ad ogni hop e dal numero 
di nodi che inoltrano i pacchetti.  
All’aumentare della densità, il caso Active riduce la latenza media per-hop perché esiste una 
grande probabilità per un nodo di scegliere un piccolo intervallo per inoltrare un pacchetto 
quando ci sono più nodi per il forwording.  
ASCENT fissa il numero di nodi per il forward dei pacchetti indipendentemente dalla densità 
e di conseguenza la latenza media per-hop tende a rimanere stabile per lo stesso intervallo 
randomizzato. 
La riduzione della latenza per il caso attivo non è così grande come quella esaminata nel 
modello analitico. La ragione di questo è semplice: in pratica, quando consideriamo la perdita 
dovuta all’ambiente e alla contesa del canale, un pacchetto inoltrato velocemente può non 
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sempre raggiungere la destinazione e il ritardo medio per hop può aumentare rispetto a quello 
ideale. 
 
Reazioni alla dinamicità 
In questa sezione valutiamo come ASCENT reagisca dinamicamente in seguito al fallimento 
di alcuni nodi nella topologia active. 
Per questo esperimento è stato fatto girare il sistema sotto una topologia fissa.  Sono stati 
“uccisi” manualmente un insieme di nodi attivi in modo tale da formare una partizione della 
rete tra sorgente e destinazione nella topologia active. 
Abbiamo visto che per un valore fisso di α, il tasso di consegna end-to-end non diminuisce di 
molto per densità alta. Questo perché c’è un’alta probabilità che un nodo passivo nelle 
vicinanze esista per fissare il buco nella comunicazione.  
Come la densità diminuisce le performance di ASCENT con timer fissi diminuisce. Questo 
perché per alcuni valori fissi di α è possibile che diventi più che aggressivo nel risparmio 
dell’energia e tutti i nodi nelle vicinanze potrebbero essere nello stato di sleep nel momento in 
cui ci fosse un fallimento nella topologia active.  
ASCENT con state timers adattivi è più stabile per i range di densità testati. 
 




Geographical Adaptive Fidelity (GAF)* 
Introduciamo l’algoritmo  Geographical Adaptive Fidelity (GAF) che riduce il consumo di 
energia in una rete wireless ad-hoc. 
GAF conserva l’energia identificando i nodi che sono equivalenti dal punto di vista del 
routing e spegne i nodi non necessari, tenendo un livello costante di fedeltà  del  routing.  
GAF raggiunge questa politica usando  informazioni a livello di sistema. I nodi sorgenti o 
sink rimangono attivi e i nodi intermedi monitorano e bilanciano l’uso di energia. GAF è 
indipendente dal protocollo di routing. E’ stato testato GAF su AODV e DSR. Le analisi e gli 
studi delle simulazioni su GAF mostrano che può consumare dal 40% al 60% in meno di 
energia rispetto ad un protocollo di routing ad-hoc non modificato. 
Le simulazioni di GAF fanno vedere che il tempo di vita della rete aumenta 
proporzionalmente alla densità dei nodi. 
GAF è un esempio di adaptive fidelity, una tecnica proposta per estendere il tempo di vita di 
un sistema autoconfigurante attraverso lo sfruttamento della sovrabbondanza di nodi per 
conservare l’energia mentre si mantiene la fedeltà dell’applicazione. 
 
Determinare nodi equivalenti 
GAF usa informazioni sulla localizzazione e griglie virtuali per determinare i nodi 
equivalenti. Le informazioni sulla localizzazione usate in GAF possono essere fornite da un 
sistema GPS o con altri metodi di localizzazione. Nella nostra discussione iniziale assumiamo 
che ogni nodo conosca la propria posizione corrente relativa agli altri nodi. Più avanti questa 
assunzione verrà abbandonata e verrà mostrato che GAF non è affetto da errori di 
localizzazione. 
Con le informazioni di localizzazione non è difficile trovare nodi equivalenti in una rete ad-
hoc. Nodi che sono equivalenti per alcuni nodi, possono non essere equivalenti per 
comunicazioni tra altri nodi. 
 
                                                 
*
 Alcune delle figure riportate nel capitolo sono tratte dall’articolo “Geography-informed Energy Conservation 
for Ad Hoc Routing” 
 






I nodi sono equidistanti 1 unità con un radio range leggermente più grande di 2 unità.  
Per  comunicazioni tra il nodo 1 e il 4, i nodi 2 e 3 sono equivalenti mentre tra 1 e 5 soltanto il 
nodo 3 è accettabile. 
 
GAF affronta questo problema dividendo l’intera area in cui i nodi sono distribuiti in piccole 
“griglie virtuali”. La griglia virtuale è definita in modo tale che  per due griglie adiacenti A e 
B , tutti i nodi di A possono comunicare con tutti i nodi in B e viceversa, cioè tutti i nodi in 
ogni griglia sono equivalenti per il routing. In GAF i nodi si scambiano grid Ids per aggiustare 






Ci sono 3 griglie virtuali A,B,C. In accordo con la definizione di griglia virtuale il nodo 1 può 
raggiungere 2, 3 o 4 e 2, 3 e 4 possono raggiungere il nodo 5. Quindi i nodi 2, 3 e 4 sono 
equivalenti e due di loro possono andare in sleep. 
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Nella definizione di griglia virtuale, viene richiesto che  ogni nodo nella griglia adiacente 
possa comunicare con ogni altro. In realtà il range radio di comunicazione di un nodo non è 
deterministico o simmetrico dovuto agli effetti di propagazione come multi-path reflection.  
In questa discussione iniziale assumiamo che il range di comunicazione sia deterministico 
(usando il modello di propagazione usato di frequente nello studio del routing ad-hoc). 
 
Misuriamo la nostra griglia virtuale basandoci sul radio range nominale R.  Assumiamo che la 
griglia virtuale sia un quadrato di lato r (come mostrato nella figura). 
Al fine di venire incontro alla definizione di griglia virtuale, la distanza massima fra due 
possibili nodi in due griglie adiacenti non può essere più grande di R. Per esempio i nodi 2 e 5 
sono alla distanza massima nelle rispettive griglie. 
Quindi, otteniamo: 
222 )2( Rrr ≤+  o 
5
R
r ≤  
 
Stati di GAF  




Inizialmente  i nodi sono nello stato di discovery. In tale stato il nodo ha l’interfaccia radio 
accesa e scambia messaggi di discovery per trovare altri nodi all’interno della stessa griglia. Il 
messaggio di discovery è una tupla: (node id, grid id, estimated node active time (enat), node 
state). Un nodo usa la sua posizione e la dimensione della griglia per determinare il grid id.  
 Dopo Ta  
sleeping 
discovery 
active Dopo Ts  
Riceve 
Discovery msg 
da un nodo con 
rank più alto 
Dopo Td  
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Quando un nodo entra nello stato di discovery, setta un timer per dT secondi. Allo scadere del 
timer, il nodo spedisce in broadcast il suo messaggio di discovery ed entra nello stato active. 
Questo timer riduce la probabilità di collisione dei messaggi di discovery. 
Quando un nodo entra nello stato di active setta un intervallo aT  per stabilire quando tempo 
questo nodo rimarrà in tale stato. Allo scadere di aT  il nodo ritorna nello stato di discovery. 
Mentre è active il nodo periodicamente re-broadcast il proprio messaggio di discovery ad 
intervalli dT . 
Un nodo nello stato di discovery o active può cambiare stato e passare a sleeping quando esso 
determina qualche altro nodo equivalente che si occupa del routing. I nodi stabiliscono quale 
nodo gestirà il routing attraverso una procedura di ranking dipendente dall’applicazione 
descritta in seguito (ranking - graduatoria -  dei nodi può essere un ordinamento arbitrario dei 
nodi per decidere quale nodo deve essere attivo o può essere selezionato per ottimizzare il 
tempo di vita del sistema). 
Quando si transita nello stato di sleeping il nodo cancella tutti i timer sospesi e spegne 
l’interfaccia radio. 
Un nodo nello stato di sleeping si sveglia dopo in tempo sT  dipendente dall’applicazione e 
transita nello stato di discovery. 
 
Scelta dei parametri in GAF 
GAF lascia la scelta di alcuni parametri tra cui enat, dT , aT , node rank, sT  all’applicazione. 
In questa sezione verranno descritti come e perché questi parametri siano stati scelti 
nell’algoritmo GAF. Le applicazioni possono ottimizzare queste scelte, per esempio, 
preferendo la perdita di pacchetti per ottenere un maggior risparmio dell’energia. 
 
Estimated node active timer (enat) può essere settato al expected node lifetime (enlt),  
prudentemente settato assumendo il consumo del nodo costante finché esso non esaurisce 
tutte le risorse energetiche.  
 
GAF seleziona il discovery message interval ( dT ) come un valore random compreso tra 0 e 
una qualche costante. Questo approccio evita contesa da sincronizzazione di messaggi di 
discovery.  
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Il range di dT  può essere anche influenzato dal rank del nodo per spingere nodi con alto 
ranking ad avere la meglio sui nodi con  più bassa classifica,  permettendo loro di andare 
rapidamente in sleep. I nodi nello stato active possono scegliere un valore più grande dT  per 
evitare overhead di bandwidth e di energia. 
 
Node active duration ( aT ) può essere il suo tempo di vita spettato (enlt). 
GAF invece usa aT  per eseguire il  bilanciamento del carico (descritto in seguito). 
 
Node ranking in GAF è scelto per massimizzare  il tempo di vita della rete selezionando quali 
nodi effettuano il routing. Il Rank è determinato principalmente da due regole.  
Prima: un nodo nello stato di active ha un rank più alto di un nodo nello stato di discovery. 
Questa regola cerca di raggiungere velocemente lo stato in cui ogni griglia mantiene un solo  
nodo attivo. 
Seconda: per nodi che hanno lo stesso stato, GAF assegna ai nodi con più alto expected 
lifetime (enlt) più alto rank. Questa regola permette ai nodi con più alto tempo di vita attesa di 
essere usati prima.  
E’ possibile che l’applicazione scelga regole differenti per il rank in accordo alle loro 
propensioni, per esempio un’applicazione può favorire i nodi active fino a che non terminino 
l’energia. 
 
Node sleep duration ( sT ) può essere settato all’enat del nodo attivo dato che questo è 
l’aspettativa  del suo tempo di vita. 
Dovuto alla mobilità dei nodi, il nodo active può spostarsi al di fuori della griglia lasciando la 
cella senza alcun nodo attivo e quindi riducendo la fedeltà del routing.  
Un approccio che statisticamente riduce questo problema è quello di settare sT  ad un valore 
random compreso tra 0 e enat. Con questo grosso range di valori possibili si possono  spesso 
avere nodi che si sveglino più velocemente. 
In GAF quindi sT  è uniformemente scelto dal range [enat/2, enat]. 
 
Bilanciamento del carico di lavoro 
GAF impiega una strategia di bilanciamento del carico in modo che tutti i nodi rimangano in 
piedi e siano in esecuzione il più possibile. L’idea dietro questa affermazione è che tutti i nodi 
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nella rete sono ugualmente importanti e nessun nodo deve essere penalizzato più di ogni altro 
(un’alternativa è quella di esaurire l’energia di ogni nodo a turno mentre gli altri sono in 
sleep). 
GAF usa la seguente strategia di bilanciamento del carico: dopo che un nodo rimane nello 
stato attivo per aT , esso passa allo stato di discovery per dare un’occasione agli altri nodi 
all’interno della stessa griglia di diventare attivi.  
Ricordiamo che i nodi sono classificati in base alla livello di energia residuo. Quando il nodo 
attivo cambia il suo stato in delivery è probabile che abbia minore energia a disposizione dei 
suoi vicini perché presumibilmente i vicini nel frattempo si trovavano nello stato di sleeping 
conservando energia. Conseguentemente il nodo che era attivo è meno probabile che ritorni 
nello stato  attivo dopo la fase di discovery. 
 
Il nodo attivo setta aT  al valore enat e fa conoscere questo valore (enat) nel suo discovery 
message.  I nodi non attivi nelle vicinanze usano enat per determinare il loro periodo di 
sleeping.  
Il nodo attivo setta enat a un valore inferiore al tempo necessario  per esaurire completamente 
tutta l’energia rimanente (enlt). Nelle simulazioni è stato settato l’enat a enlt/2. 
 
Caso di alta mobilità 
GAF tenta di adattare il numero di nodi che partecipano al routing  per ottenere un livello 
costante di nodi che instradino i dati. Lo scenario ideale dovrebbe essere quello in cui c’è un 
solo nodo attivo in ogni griglia in ogni momento. Comunque, dato che i nodi si muovono il 
nodo attivo può abbandonare la griglia, lasciandola senza nessun nodo attivo e 
conseguentemente riducendo la routing fedelity. In scenari con alta mobilità questo problema 
può far aumentare il tasso di perdita di pacchetti. 
Possiamo risolvere il problema dell’alta mobilità considerando esplicitamente questo 
comportamento a livello di sistema in GAF.  
Ogni nodo calcola una stima del tempo che si aspetta prima di lasciare la griglia (expected 
node grid time o engt) e include questa informazione nel messaggio di discovery. Quando altri 
nodi entrano nello stato di sleeping, essi restano in sleep per il min (enat, engt). Questa 
modifica non cambia il rank del nodo; i nodi usano le stesse regole di ranking per decidere chi 
deve andare nello stato di  sleep, ma essi rimangono in tale stato per un periodo più breve. 
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Un nodo può stimare engt basandosi sulla sua velocità corrente s (la velocità può essere 
ottenuta o stimata attraverso il GPS) e la dimensione della griglia, engt = r/s. In sistemi dove i 
movimenti sono poco prevedibili potrebbe essere più difficile stimare questo valore. 
 
Al fine di comparare l’effetto della mobilità dei nodi, chiameremo GAF senza la mobilità dei 
nodi come GAF-basic (GAF-b) e GAF dove si prende in considerazione la mobilità dei nodi 
GAF-mobility adaption (GAF-ma) e useremo le simulazioni per comparare le loro 
performance.  
GAF-b e GAF-ma si comportano ugualmente quando la mobilità è bassa. Quando si ha alta 
mobilità GAF-b tenderà ad avere pochi nodi attivi e quindi un basso consumo di energia ma 
un’alta perdita di pacchetti. 
 
GAF interazione con il routing  
In linea di principio, GAF può essere eseguito su qualsiasi protocollo di routing ad-hoc perché 
esso usa soltanto informazioni dell’applicazione e di sistema per decidere il ciclo di lavoro di 
ogni nodo.  
In seguito verrà valutato in combinazione con AODV e DSR  
 
La decisione (GAF) di attivare o mandare in sleep un nodo è indipendente dal protocollo di 
routing ad-hoc.  
Se un nodo sta attivamente effettuando l’inoltro di pacchetti quando esso viene mandato nello 
stato di sleep, dipende dal protocollo di routing ad-hoc  re-inoltrare velocemente il traffico. 
Questo può causare la perdita di alcuni pacchetti, sebbene la maggior parte dei protocolli di 
routing reagisce velocemente ai cambiamenti. Un’ottimizzazione potrebbe essere quelle di 
informare il protocollo di routing per permettere ad esso di re-instradare il traffico. 
 
Valutazione delle performance 
Per valutare le performance usiamo una semplice analisi matematica per determinare il livello 
ideale di risparmio energetico utilizzando GAF.  
Dato che le analisi non possono catturare la complessità di uno scenario complesso usiamo le 
simulazioni per studiare gli effetti di GAF sul tempo di vita della rete, come e perché conservi 
energia e se incrementa o meno il numero di pacchetti persi.  
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Alla fine verrà mostrato che il tempo di vita con GAF è proporzionale alla densità dei nodi 
schierati. 
 
Analisi analitica delle performance 
Per avere un limite superiore su quanto  GAF possa estendere il tempo di vita della rete 
consideriamo un semplice modello analitico.  
Assumiamo che n nodi siano uniformemente distribuiti in un’area A. Il raggio radio 
trasmissivo  per ogni nodo è R. In accordo con quanto detto in precedenza la misura della 
griglia può essere settata a 
5
R
 che è la dimensione massima della griglia virtuale. Il minimo 












In accordo con l’assunzione di nodi uniformemente distribuiti, ogni griglia avrà al massimo 

















 rappresenta il numero massimo di nodi in ogni griglia, il tempo di vita della 








La formula riflette il fatto che con l’algoritmo GAF più nodi ci sono, più si allunga  la vita 
della rete. 
 
L’overhead dovuto ai messaggi di discovery in GAF è basso. Anche se con GAF vengono 
spediti messaggi periodici di discovery se il nodo si trova nello stato  active o discovery, la 
frequenza di tali messaggi è bassa. Dato che il broadcast dei messaggi è limitato ad un hop 
intorno al nodo, questo overhead non influenza il consumo di energia in maniera 
determinante. 
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Metodologia delle simulazioni 
E’ difficile catturare i dettagli delle performance di GAF con un modello analitico. Per questa 
ragione GAF è stato implementato in ns-2-simulator, valutando variazioni dovute al 
movimento dei nodi, al modello di traffico e al modello energetico. 
GAF è stato fuso con AODV (GAF/AODV) e con DSR (GAF/DSR).  
E’ stato fatto girare GAF/AODV e GAF/DSR sullo stesso scenario simulato per valutare le 
performance in termini di consumo di energia e qualità della consegna dei pacchetti. 
 
I nodi nella simulazione si muovono secondo un modello random. I nodi alternano momenti 
di pausa a movimento verso una posizione random ad una velocità fissa. Consideriamo sette 
tempi di pausa: 0, 30, 60, 120, 300, 600 e 900 secondi.  Sono state prese in considerazione  
due differenti velocità di movimento: distribuzione uniforme da 0 e 20m/s e distribuzione 
uniforme tra 0 e 1m/s. 
I nodi si muovono in un’area 1500m per 300m. 
Nella maggior parte degli scenari sono stati usati 50 nodi di transito (nodi che eseguono il 
routing ad-hoc) e 10 nodi (traffic node) che agiscono da sorgente e da sink. Quando verrà 
esaminata la densità dei nodi, verrà fatto variare il numero dei nodi da 50 a 100 e 200 facendo 
rimanere l’area costante. 
La simulazione del traffico è stata generata dal continuous bit rate (CBR), le sorgenti 
generano traffico casualmente tra 10 traffic nodes. Le dimensioni del pacchetto sono settate a 
512 bytes. Il packet rate è settato a tre diversi valori: 1 pkts/s, 10 pkts/s e 20 pkts/s per 
valutare la sensibilità di GAF al traffico generato. Le onde radio sono modellate con un raggio 
nominale di 250 metri. 
 
GAF estensione della vita della rete. 
La prima questione che esaminiamo è come GAF influenzi la vita della rete. Misuriamo la 
vita della rete come la frazione dei nodi di transito (routing) in funzione del tempo. In questa 
sezione fissiamo il numero di nodi a 50 e consideriamo i range dei tempi di pausa e le due 
velocità di movimento. Presentiamo i risultati per AODV con un carico del traffico di 20 
pkts/s. E’ stato valutato anche DSR e altri carichi di traffico. Non vengono presentati questi 
risultati perché sono simili. 
Capitolo III - GAF 
 48 
Nella seguente figura sono mostrati i risultati per AODV e GAF-b con movimento di 1 m/s e 





La prima cosa che osserviamo nella figura è che con  AODV tutti i nodi esauriscono l’energia 
allo stesso tempo, all’incirca dopo 450s. Questo dimostra che AODV non ha come obiettivo il 
risparmio dell’energia. Questo rappresenta il costo per ascoltare continuamente. 
GAF estende considerevolmente il tempo di vita della rete, dopo 900s il 30-40% dei nodi 
sono ancora attivi.  
 
Risparmio dell’energia con GAF  
Per quantificare quanta energia GAF risparmia, calcoliamo il consumo di energia significativo 
di ogni nodo.  
Per definire il consumo di energia significativa di ogni nodo, assumiamo che la simulazione 
inizi con n nodi con energia totale iniziale (degli n nodi) pari a 0E . Dopo un tempo t, 







E’ stato calcolato aen  per AODV, GAF-b e GAF-ma per tutti i possibili scenari che 
includono  la velocità dei nodi, il percorso e i diversi livelli di carico del traffico. 
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Il calcolo di aen mostra che per velocità di movimento basse (1 m/s), sia il GAF-b e il GAF-
ma hanno aen più basso del 40% rispetto all’AODV (non è importante qual è il percorso di 
movimento né i differenti tempi di pausa). I diversi carichi di lavoro non influenzano molto il 
consumo medio di energia per ogni nodo. 
 
GAF effetti sulla consegna dei dati  
E’ stato mostrato che GAF conserva l’energia, dato che alcuni nodi possono andare in stato 
sleep: questo può ridurre  il numero di pacchetti che sono consegnati con successo riducendo 
l’affidabilità del routing. GAF è stato progettato per mantenere un routing affidabile ma ci 
sono diversi casi in cui il dinamismo dei nodi può causare la perdita di dati. 
Definiamo due metriche per misurare la consegna dei dati. La prima è il tasso di consegna dei 
dati, che è il rapporto tra il numero di pacchetti ricevuti sul totale dei pacchetti spediti. Il 
secondo è il ritardo medio nella trasmissione dei dati. 
In questa sezione verrà confrontato GAF e AODV durante i primi 450s di simulazione dove 
tutti i nodi in AODV sono vivi. Dopo questo tempo AODV non riesce a consegnare i 
pacchetti. L’obiettivo è di mostrare che GAF non è significativamente peggiore di AODV 
quando quest’ultimo è operativo. 
Calcoliamo il tasso di consegna dei dati e il ritardo medio per entrambi AODV, GAF-b e 
GAF-ma per tutti gli scenari possibili. 
Con velocità dei nodi bassa (1 m/s) sia il GAF che AODV hanno lo stesso tasso di consegna 
del 99% e lo stesso ritardo. Questo risultato è dovuto al fatto che con velocità basse i nodi 
raramente si muovono al di fuori della proprio griglia virtuale. 
 
Effetti dell’alta mobilità su GAF-b e GAF-ma 
Riassumiamo in questa sezione le performance di GAF-b e GAF-ma in termini di estensione 
del tempo di vita della rete, dell’energia salvata e della qualità della consegna dei dati in 
condizioni di alta mobilità. 
 
Estensione del tempo di vita della rete  
Valutiamo GAF con un alta velocità dei movimenti (20 m/s). Con un maggior grado di 
mobilità ci aspettiamo che le performance di GAF-b e GAF-ma siano diverse. 
Nello scenario con velocità di movimento alte, GAF-b e GAF-ma dovrebbero avere 
comportamenti diversi perché GAF-ma si adatta a situazioni di alta mobilità. 
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Possiamo tracciare il tempo di vita della rete nel caso GAF-b e GAF-ma con velocità di 






La differenza tra i due grafici (a) e (b) consiste nel fatto che GAF-b può tenere più nodi attivi 
per un tempo più lungo, specialmente nel modelli con alta mobilità. Per esempio nel grafico 
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(a) ci sono ancora il 90% dei nodi vivi al tempo di 900s quando il tempo di pausa è settato a 0. 
Mentre c’è solo il 40% dei sopravvissuti in GAF-ma nello stesso scenario. La ragione è 
perché GAF-b aggressivamente spegne i nodi per conservare energia mentre GAF-ma 
conservativamente spegne i nodi in presenza di alta mobilità. 
 
GAF risparmio di energia 
Con alta velocità di movimento (20 m/s) GAF-b e GAF-ma hanno lo stesso aen, che è 40% 
più basso di AODV per tempi di pausa lunghi (più di 300s). Quando il tempo di pausa è 0, 
GAF-b ha un aen del 60%  più basso di AODV e GAF-ma ha un aen del 50%  più basso di 
AODV. GAF-b mostra una più alta conservazione dell’energia in scenari con alta mobilità. 
 
Qualità della consegna dei dati 
Con alta velocità di movimento (20 m/s) notiamo alcune differenze tra GAF-b e GAF-ma. Per 
tempi di pausa lunghi (più di 300s) GAF-b, GAF-ma e AODV continuano ad avere lo stesso 
tasso di consegna e lo stesso ritardo. Per tempi di pausa corti (meno di 300s) GAF-ma e 
AODV rimangono simili, ma GAF-b ha un peggiore tasso di consegna e un ritardo medio più 
lungo. Nel caso estremo con tempo di pausa 0, GAF-b ha 85% tasso di consegna dei dati, 
mentre GAF-ma e AODV raggiungono il 95%. Il ritardo medio per GAF-b è 0.35 secondi 
mentre sia per GAF-ma che per AODV è di circa 0.16 secondi. 
La politica di sleep dei nodi in GAF-b è la ragione per il suo comportamento peggiore nel 
caso di mobilità alta. 






Come influisce la densità della rete su GAF 
GAF estende il tempo di vita della rete identificando nodi equivalenti dal punto di vista del 
routing. All’aumentare della densità dei nodi ci aspettiamo che GAF tragga vantaggi dai nodi 
addizionali equivalenti per estendere il tempo di vita dell’intera rete. In questa sezione sono 
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state usate le simulazioni per trovare quantitativamente come il tempo di vita della rete cambi 
a seconda delle differenti densità dei nodi. 
Raggiungiamo questo obbiettivo introducendo più nodi nello stesso scenario simulato usato in 
precedenza. Cambiamo il numero di nodi da 50 a 100 e 200 mentre teniamo costante l’area.  
Dato il nostro raggio radio nominale, questo corrisponde ad avere 21, 42, 84 nodi nel raggio. 
Ci sono 45 griglie virtuali in quest’area, quindi il numero di nodi per ogni griglia sarà di circa 
1.1 a 2.2 e 4.4. Al fine di avere abbastanza tempo per far esaurire le energie a  tutti i nodi il 
tempo della simulazione è stato esteso a 3600s. Sono stati considerati soltanto tempi di pausa 
0 secondi e 3600 secondi (dato che in precedenza è stato mostrato che 0s e 900s sono il limite 
superiore ed inferiore per il tempo di vita della rete). E’ stato valutato sia AODV che DSR in 
uno scenario di 50 nodi ed è stato riscontrato un comportamento simile. 
 
Obiettivo principale è di estendere il tempo di vita della rete attraverso la conservazione 
dell’energia. Ultimamente le applicazioni vogliono sapere per quanto tempo la rete può 
consegnare informazioni. Nelle simulazioni, il traffico è costante e perciò è possibile misurare 
per quanto tempo la rete può consegnare informazioni monitorando periodicamente il tasso di 
consegna dei pacchetti per ogni time frame fissato. 
Se il tasso di consegna dei pacchetti cade drasticamente dopo un tempo t, possiamo dire che il 
tempo di vita della rete decade dopo il tempo t. Al fine di trovare t, possiamo arbitrariamente 
definirlo come il tempo necessario affinché il tasso di consegna dei pacchetti diventi inferiore 
del 20%  rispetto a quello di AODV.  Negli esperimenti è stato monitorato il tasso di pacchetti 
consegnati ogni 100 secondi.  
 
E’ anche interessante conoscere come i nodi sopravvivino. Dimostriamo la sopravvivenza di 
un nodo misurando il tasso di sopravvivenza di un nodo in funzione del tempo. Notiamo che 
il diminuire del numero di nodi influenzi l’affidabilità del routing. Normalmente meno sono i 
nodi sopravvissuti, peggiore è il tasso di consegna dei pacchetti. Comunque, non possiamo 
decidere il tempo di vita della rete attraverso una frazione dei nodi sopravvissuti.  La ragione 
è che con nodi con alta densità, una piccola frazione dei nodi sopravvissuti può rappresentare 
ancora un  numero sufficiente di nodi in grado di consegnare i pacchetti senza avere perdita di 
affidabilità nel routing. 
La figura sottostante mostra i risultati del monitoraggio del tasso di consegna dei pacchetti 
ogni 100 secondi per GAF-b e GAF-ma in uno scenario di 100 nodi con tempo di pausa 0, 
velocità dei nodi 20 m/s e carico del traffico di 10 pkts/s. Viene evidenziato il punto in cui il 
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tasso di consegna dei pacchetti è più basso del  20% rispetto a AODV. Per tale comparazione, 




Prima della caduta, il tasso di consegna dei pacchetti rimane costante comparato con AODV. 
Questo mostra che sia GAF-b che GAF-ma sono molto stabili nella consegna dei dati durante 
il loro tempo di vita. Tale stabilità mostra anche che il numero di nodi attivi è mantenuto a un 
livello costante da GAF per garantire l’affidabilità del routing. 
La frazione dei nodi sopravvissuti durante il tempo è mostrato dalla seguente figura. 




Possiamo vedere che il numero totale di nodi sopravvissuti è mantenuto costante durante la 
maggior parte della vita di GAF-b e GAF-ma; questo è dovuto principalmente al 
bilanciamento del carico usato in GAF.  
 
Riassumiamo la scalabilità di GAF all’aumentare della densità. 
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Per mostrare il risultato indipendentemente dal numero di nodi e dalla dimensioni del raggio 







dove R è il raggio radio nominale, n è il numero totale di nodi, e w e h sono la larghezza e la 
lunghezza dell’area di simulazione. 
 
La figura mostra che GAF estende il tempo di vita della rete in maniera proporzionale 
all’aumentare della densità dei nodi indipendentemente dal modello di mobilità mentre il 
tempo di vita di AODV è piatto per tutti gli scenari. Una grande densità dei nodi può essere 
usata per incrementare il tempo di vita della rete da 4 a 6 volte.  
 
E’ stato mostrato che GAF fornisce un aumento della vita della rete con minima perdita nella 
consegna dei dati e che questi benefici sono proporzionali alla densità dei nodi. Comunque, in 
queste simulazioni è stato considerato un modello di propagazione deterministico 
(tworayground model). In realtà la propagazione è fortemente condizionata da diversi effetti 
(fading). Rivediamo le simulazioni usando un shadowing model per vedere se il risultato 
viene mantenuto. 
Lo Shadowing Model consiste di due parti: 
• la prima nota come path loss model che predice la principale potenza ricevuta a una 
certa distanza. E’ usualmente misurato in dB;  
• la seconda parte riguarda la variazione della potenza ricevuta a una certa distanza.  
 
Nello Shadowing model (il modello del cerchio ideale), i nodi possono soltanto 
probabilisticamente comunicare quando vicini al margine del range di comunicazione. 
 
Sono stati selezionati valori tipici: path loss 3.0 e shadowind deviation di 4.0. 
Sono stati ripetuti gli esperimenti rimpiazzando il modello precedente con Shadowing model. 
I risultati mostrano che Shadowing model non cambia i risultati di GAF, non influenza il tasso 
di consegna dei pacchetti e il suo impatto è lo stesso su AODV e GAF. 
 





In questa sezione verrà presentato Span, una tecnica per risparmiare energia per Reti di 
Sensori che riduce l’energia consumata senza ridurre significativamente la capacità o la 
connettività della rete. Span è stato progettato basandosi sull’osservazione che quando una 
regione ha una sufficiente densità di nodi, soltanto un sottoinsieme di essi sono necessari per 
effettuare l’inoltro del traffico per le connessioni attive. 
 
Span è un algoritmo distribuito e randomizzato dove i nodi prendono decisioni locali 
riguardanti l’entrare nello stato di sleep o unirsi alla forwarding backbone come coordinatori. 
Ogni nodo basa la sua decisione sulla stima di quanti dei suoi vicini possono trarre beneficio 
da esso diventando attivo e in base all’ammontare di energia disponibile. 
 
I miglioramenti del tempo di vita del sistema dovuti a Span aumentano all’aumentare della 
densità dei nodi della rete. 
Per esempio le simulazioni mostrano che il tempo di vita di una rete 802.11 in modalità power 
saving con Span è migliore rispetto all’assenza di Span di un fattore 2. 
Span migliora la latenza di comunicazione, la capacità e il tempo di vita di un sistema. 
 
Minimizzare i consumi di energia è un importante obbiettivo nelle reti mobili. Progressi 
significativi sono stati fatti nell’hardware progettato per i dispositivi mobili. Dato che 
l’interfaccia di rete può essere spesso in idle, questa energia potrebbe essere risparmiata 
spegnendo le onde radio.  
Il requisito di cooperazione tra i protocolli power saving e quelli di routing nel caso di reti 
wireless multi-hop è importante.  
 
Una buona tecnica di coordinazione power saving dovrebbe avere le seguenti caratteristiche. 
Dovrebbe permettere al maggior numero di nodi possibile di spegnere l’interfaccia radio per 
la maggior parte del tempo. D’altra parte, esso dovrebbe inoltrare i pacchetti tra ogni sorgente 
e destinazione con il minimo ritardo rispetto al caso in cui tutti i nodi fossero attivi. Questo 
                                                 
*
 Alcune delle figure riportate nel capitolo sono tratte dall’articolo “Span: An EnergyEfficient Coordination 
Algorithm for Topology Maintenance in Ad Hoc Wireless Networks” 
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implica che un numero di nodi sufficienti devono essere attivi per formare una backbone 
connessa. In aggiunta la backbone formata dai nodi attivi dovrebbe fornire capacità totale 
come la rete originale, dato che la congestione può incrementare.  
Una buona tecnica di coordinazione dovrebbe anche non fare alcuna assunzione sul livello del 
link; dovrebbe lavorare con ogni livello link che fornisca sleeping e periodic pooling, incluso 
modalità power saving del 802.11. Infine, il power saving dovrebbe inter-operare 
correttamente con qualunque sistema di routing la rete utilizzi. 
 
L’algoritmo presentato, Span, soddisfa i seguenti requisiti: 
Ogni nodo nella rete che esegue Span effettua decisioni periodiche in locale se stare sveglio 
come coordinatore e quindi partecipare alla backbone  o entrare nello stato sleep. 
Per preservare la capacità della rete un nodo può decidere volontariamente di diventare 
coordinatore se scopre che due suoi vicini non possono comunicare direttamente o attraverso 
un coordinatore esistente. Per tenere il numero di cordinatori basso e ruotare tale ruolo tra tutti 
i nodi, ogni nodo annuncia la sua disponibilità con un ritardo casuale che prende due fattori in 
considerazione: l’ammontare dell’energia della batteria e il numero di coppie di vicini che può 
far connettere. Questa combinazione assicura, con alta probabilità, una backbone connessa 
che preserva la capacità della rete in ogni momento nel tempo, dove i nodi tendono a 
consumare energia all’incirca allo stesso modo. Span effettua tutto questo usando soltanto 
informazioni locali, conseguentemente scala bene all’aumentare del numero di nodi.  
Le simulazioni mostrano che il tempo di vita del sistema con Span sia migliore di un fattore 
due rispetto al caso senza l’utilizzo di Span. 
 
Progettazione di Span  
Span adattivamente elegge i coordinatori fra tutti i nodi della rete. Essi restano svegli 
continuamente e effettuano il routing di pacchetti all’interno della rete ad-hoc mentre altri 
nodi rimangono in modalità power-saving e periodicamente verificano se devono svegliarsi e 
diventare coordinatori. 
 
Span realizza quattro obbiettivi:  
1. assicura che un numero sufficiente di coordinatori siano eletti in modo che ogni nodo 
sia nel raggio radio di almeno un coordinatore; 
2. ruota il ruolo di coordinatore in modo da assicurare che tutti i nodi condividano il 
compito di fornire connettività in maniera pressappoco uguale; 
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3. cerca di minimizzare il numero di nodi eletti come coordinatori, così da aumentare il 
tempo di vita della rete ma senza apportare perdite significative di capacità della rete o 
un incremento della latenza; 
4. elegge i coordinatori usando soltanto informazioni locali in maniera decentralizzata, 
ogni nodo consulta soltanto lo stato memorizzato nelle tabelle locali di routing durante 
il processo di elezione. 
 
Span è un protocollo proattivo: ogni nodo, periodicamente, effettua il broadcast di un 
messaggio di HELLO che contiene lo stato del nodo (esempio se il nodo è un coordinatore o 
meno), il suo coordinatore attuale e i suoi vicini attuali. Ogni nodo mantiene soltanto un 
piccolo ammontare di informazioni addizionali (quali il suo coordinatore e i coordinatori dei 
vicini) oltre a una lista di vicini che normalmente si trovano nella tabella di routing. 
 
Span è un protocollo che opera sotto il livello di routing e sopra il livello MAC e fisico. Il 
livello di routing usa informazioni che Span fornisce ed esso usa abilmente ogni funzionalità 




Span usa abilmente le funzionalità di moderni livelli MAC power-saving dove, se un nodo è 
stato addormentato per un periodo, i pacchetti destinati ad esso non vengono persi ma 
bafferizzati da un vicino a monte. Quando il nodo si sveglia può recuperare questi pacchetti 
dal nodo che li ha bafferizzati, tipicamente un coordinatore. Span richiede una modifica al 
processo di routing di ogni nodo: in ogni momento, soltanto le entrate della tabella di routing 
che fanno riferimento ai coordinatori attivi possono essere usate come next-hop. 
 
I nodi in Span si scambiano lo stato nel tempo, da essere coordinatore a divenire non-
coordinatore. Un nodo include il suo stato corrente in messaggi di HELLO.  
La successiva sezione mostrerà come un nodo decide come dovrebbe diventare un 
coordinatore e come dovrebbe ritirarsi da essere un coordinatore. 
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Elezione del Coordinatore 
Periodicamente un nodo non-coordinatore determina se deve diventare un coordinatore o 
meno. La seguente regola di eleggibilità del coordinatore in Span assicura che l’intera rete sia 
coperta con un numero sufficiente di coordinatori. 
 
Regola di eleggibilità del coordinatore: se due vicini di un nodo non-coordinatore non 
possono comunicare direttamente o attraverso uno o due coordinatori, il nodo dovrebbe 
diventare coordinatore. 
 
Mentre questo algoritmo di elezione non produce il minimo numero di coordinatori richiesto 
per mantenere una rete interconnessa, esso forma una rete che contiene un coordinatore in 
ogni radio range popolato nella intera topologia di rete. Dato che i pacchetti saranno inoltrati 
attraverso i coordinatori, questa topologia dovrebbe mantenere una buona capacità della rete. 
 
Announcement contention si verifica quando più nodi si accorgono dell’assenza di un 
coordinatore nello stesso momento, ed entrambi decidono di diventare coordinatori. Tale 
contesa viene risolta ritardando il coordinator announcement con un ritardo randomizzato.  
Ogni coppia di nodi 
vicini può comunicare  




Due vicini non possono 
comunicare direttamente 
o attraverso uno o due 
coordinatori 
Ogni coppia di vicini può 
comunicare direttamente o 
attraverso uno o due altri 
coordinatori 
Due dei suoi vicini non possono 
comunicare direttamente o attraverso uno o 
due coordinatori 
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Ogni nodo sceglie un valore di ritardo dopo il quale, se non ha ricevuto alcun messaggio di 
HELLO da altri potenziali coordinatori, spedirà un messaggio di HELLO che annuncia la 
volontà di  diventare coordinatore.  
Altrimenti, esso rivaluta la sua eleggibilità basandosi su ogni messaggio di HELLO ricevuto 
ed effettua il suo annuncio se e solo se la regola di eleggibilità sia ancora mantenuta. 
 
Consideriamo prima il caso in cui tutti i nodi hanno all’incirca uguale energia, fatto che 
implica che soltanto la topologia dovrebbe giocare un ruolo nel decidere quali nodi possano 
diventare coordinatori.  
Sia iN  il numero di vicini per il nodo i e sia iC  il numero di coppie di nodi tra questi vicini 













 l’utilità del nodo i.  
 
Un nodo con alto iC dovrebbe volontariamente diventare coordinatore più velocemente di altri 
con iC  più basso. 
 
Se ci sono più nodi all’interno del radio range che hanno lo stessa utilità, abbiamo la necessità 
di assicurare che non molti di loro diventino coordinatori. 
Questo perché questi cordinatori sono superflui cioè non incrementano le capacità del sistema 
ma semplicemente consumano energia. 
Se i coordinatori potenziali effettuano le loro decisioni simultaneamente, essi possono 
diventare tutti coordinatori.  
Se essi decidono uno alla volta, soltanto i primi pochi diventano coordinatori e il resto rileverà 
che ci sono già abbastanza coordinatori e andranno nello stato di sleep. 
Per gestire questa situazione, usiamo un metodo randomized “slotting-and-damping”:  viene 
scelto un ritardo per ogni nodo in maniera causale su un intervallo proporzionale a TN i ⋅ , 
dove T è il round-trip delay per un piccolo pacchetto attraverso il link wireless. 
Perciò, quando tutti i nodi hanno la stessa quantità di energia, la discussione fatta suggerisce 
un ritardo della forma: 















































La randommizzazione è ottenuta prendendo R in maniera uniforme da un intervallo [0,1]. 
Consideriamo il caso in cui i nodi abbiano risorse energetiche non uguali.  
Osserviamo che il problema in una rete eterogenea non è necessariamente l’ammontare 
dell’energia disponibile al nodo, ma l’ammontare di energia rispetto al massimo ammontare di 
energia che il nodo può avere. Sia rE  l’ammontare di energia che rimane ancora in un nodo e 
mE  l’ammontare massimo di energia disponibile allo stesso nodo. Un ragionevole livello di 
equità può essere ottenuta assicurando che ogni nodo con un grande valore di mr EE  diventi 
volontariamente con più alta probabilità un coordinatore più velocemente di uno con un 
valore detto più piccolo. Perciò abbiamo necessità di aggiungere una funzione decrementale 
di mr EE  all’equazione sul delay.  
Ci sono un numero infinito di queste funzioni, dalle quali è stata scelta una lineare: 1- mr EE .  
 
























































Osserviamo che il primo termine non ha un componente random; perciò se un nodo ha poca 
energia, la sua prospettiva di diventare un volontario di sicuro diminuisce in relazione ad altri 
nodi nelle vicinanze. 
 
In una rete con densità uniforme e energia uniforme, l’algoritmo di elezione ruota i 
coordinatori tra tutti i nodi della rete. Esso ottiene l’equità perché la probabilità di diventare 
coordinatore diminuisce al diminuire dell’energia disponibile.  
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Recesso dal ruolo di coordinatore  
Ogni coordinatore periodicamente controlla se esso dovrebbe abbandonare il ruolo di 
coordinatore.  
Un nodo dovrebbe lasciare tale ruolo se ogni coppia dei suoi vicini può comunicare 
direttamente o tramite qualche altro coordinatore. Comunque, al fine di assicurare equità, 
dopo che un nodo è stato un coordinatore per un periodo di tempo, esso rilascia il ruolo se 
ogni coppia di vicini può comunicare attraverso altri vicini sebbene questi non siano 
attualmente coordinatori. Questa regola dà agli altri vicini una possibilità di diventare 
coordinatori. 
 
Per prevenire una temporanea perdita di connettività tra un messaggio di recesso da parte del 
coordinatore e l’annuncio di un altro coordinatore, un nodo continua a servire come 
coordinatore per un breve periodo di tempo anche dopo l’annuncio del suo recesso. Questo 
meccanismo permette al protocollo di routing di continuare ad usare il vecchio coordinatore 
finché un nuovo coordinatore non viene eletto. 
 
Simulazioni 
In questa sezione viene descritta l’implementazione di Span, Geographic Forwarding, 802.11 
power saving mode e il modello di energia usato nelle simulazioni. Span è stato fatto girare 
nel simulatore di rete ns-2. 
 
Span e  Geographic Forwarding 
L’implementazione di Span usa l’algoritmo di Geographic Forwarding.  E’ stato scelto di 
implementare tale algoritmo principalmente per la sua semplicità; Span può essere usato 
anche con altri protocolli di routing. 
 
L’algoritmo di elezione di Span richiede che ogni nodo renda noto  il suo coordinatore, i suoi 
vicini, e se è un coordinatore o meno. Per ridurre l’overhead del protocollo, mettiamo a carico 
le informazioni contenute nel messaggio di HELLO nei messaggi di aggiornamento richiesti 
dal protocollo di Geographic Forwarding. 
 
Geaographic Forwarding è greedy. Il nodo sorgente annota ogni pacchetto con la 
localizzazione geografica del nodo di destinazione. Una volta ricevuto un pacchetto per un 
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nodo che non è nel proprio range radio, un coordinatore inoltra il pacchetto a un vicino 
coordinatore più vicino alla destinazione. Se nessun coordinatore esiste, il pacchetto verrà 
inoltrato a un nodo non-coordinatore più vicino alla destinazione. Altrimenti sappiamo che un 
pacchetto si è imbattuto in un vuoto e esso viene gettato. 
 
Le simulazioni non usano un servizio di localizzazione, invece ogni sender usa il modulo 
GOD di ns per ottenere la localizzazione geografica della destinazione.  
 
Elezione del Coordinatore 
A parte l’algoritmo di elezione del coordinatore discusso in precedenza, implementiamo due 
casi speciali di elezione del coordinatore. 
• Dato che la sorgente e la destinazione necessitano costantemente di spedire e ricevere 
pacchetti, non opereranno in modalità power saving perciò essi automaticamente 
diventeranno coordinatori. 
• L’algoritmo di geographic routing può rilevare che un coordinatore ha lasciato la 
regione attraverso il MAC layer failure feedback. Comunque, l’algoritmo di elezione 
di Span può non reagire abbastanza velocemente per eleggere un nuovo coordinatore. 
Dato che il Geographic Forwarding tende ad usare nodi non-coordinatori per inoltrare 
il pacchetto, se  non esiste un coordinatore, un non-coordinatore annuncia se stesso 
come coordinatore se ha ricevuto un numero elevato di pacchetti da inoltrare nel 
recente passato. Se questo coordinatore risulta essere superfluo, l’algoritmo di recesso 
forza il nodo a rilasciare il ruolo di coordinatore al più presto. 
 
802.11 ad-hoc Power-saving Mode 
Span determina quando un nodo deve spegnere o accendere l’interfaccia radio, ma spetta al 
livello MAC supportare le funzionalità di power saving, come il bafferizzare i pacchetti per i 
nodi in sleep.  
E’ stato implementato Span sul 802.11 MAC e sul livello fisico con supporto power saving. 
 
Meccanismo Power Saving  
Il tempo è diviso in intervalli di segnalazione; 
Tutti i nodi si svegliano all’inizio del periodo di segnalazione per un periodo fisso stabilito 
ATIM window. 
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I nodi che ricevono un ATIM message restano svegli per tutto il periodo di segnalazione; i 
nodi che non hanno ricevuto ATIM message entrano nello stato di sleep 
 




La modalità 802.11 ad-hoc power-saving usa “segnali” periodici per sincronizzare i nodi della 
rete.  
Tali pacchetti contengono timestamps per sincronizzare i clocks dei nodi.  
Un periodo di “segnalazione” inizia con un “ad-hoc traffic indication message window 
(ATIM windows)”, durante il quale tutti i nodi sono in ascolto e dove il traffico pendente 
viene annunciato (ATIM message sono inviati).  
Un nodo che riceve e riconosce un advertisement (ATIM message) per traffico unicast o 
broadcast diretto a se stesso deve rimanere sveglio per il resto del periodo di “segnalazione”. 
Altrimenti può andare in sleep alla fine del ATIM windows, prima dell’inizio del prossimo 
periodo di “segnalazione”. Dopo l’ATIM window, il traffico dati annunciato viene trasmesso. 
Dato che il traffico non può essere trasmesso durante l’ATIM windows, la capacità del canale 
disponibile è ridotta. 
 
Se il pacchetto arriva a livello MAC durante l’ATIM window o se ack per l’advertisement del 
pacchetto non è stato ricevuto, esso necessita di essere bafferizzato. In questa  
implementazione vengono bafferizzati i pacchetti per due periodi di segnalazione. I pacchetti 
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Il periodo di segnalazione e la misura  ATIM window influenzano le performance di routing. 
Se si usa un  piccolo ATIM window si può migliorare il risparmio di energia ma può non 
esserci abbastanza tempo per tutti i pacchetti bafferizzati per essere advertised. L’uso di un 
ATIM window troppo grande fa diminuire l’utilizzo del canale disponibile, e anche può non 
lasciare abbastanza spazio tra la fine del ATIM window e l’inizio del successivo periodo di 
segnalazione per trasmettere tutto il traffico advertised. E’ stato mostrato che con un periodo 
di segnalazione di 200 ms e un ATIM window di 40 ms si ha un buon throughput e un basso 
tasso di perdita di dati. 
 
Migliorare 802.11 usando Span 
L’uso di Span su 802.11 ad-hoc power saving mode può migliorare il throughput di routing e 
la latenza di consegna dei pacchetti. Dato che i coordinatori non operano in power saving 
mode, i pacchetti inoltrati attraverso i coordinatori non necessitano di essere advertised o 
ritardati. 
Per prendere ulteriori vantaggi dalla sinergia tra Span e 802.11 power saving mode, è stata 
fatta la seguente modifica alla simulazione del 802.11 power saving mode. 
• Nessun advertisements per pacchetti tra i coordinatori. Pacchetti inoltrati tra i 
coordinatori sono marcati da Span. Mentre il livello MAC necessita ancora di 
bafferizzare questi pacchetti se essi arrivano durante ATIM window. Per assicurare 
che Span non fornisca informazioni non corrette dovute ai cambiamenti della 
topologia, il MAC mantiene una separata tabella dei vicini. Il livello MAC usa un bit 
nel header MAC di ogni pacchetto che esso spedisce per notificare ai vicini del 
proprio stato di power saving. Dato che il livello MAC può effettuare lo sniff 
dell’header di ogni pacchetto, inclusi i pacchetti RTS, questa tabella dei vicini  è 
probabilmente corretta. Quando un nodo abbandona il ruolo di coordinatore, 
advertisement per il traffico verso quel nodo sarà spedito durante il successivo ATIM 
window. L’ottimizzazione permette all’ATIM windows di essere ridotta senza nuocere 
al throughput. 
• Individually advertise each broadcast message. Con unmodified 802.11 power saving 
mode, un nodo necessita soltanto di spedire un broadcast advertisement anche se ha 
più di un messaggio di broadcast da spedire. Questo è perché una volta che un nodo 
ascolta un advertisement per un messaggio di broadcast, esso resta sveglio per  l’intera 
durata del periodo di segnalazione. Dato che la maggior parte del traffico ai nodi non 
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coordinatori nella rete dovrebbe essere messaggi di broadcast spediti da Span e dal 
geographic routing protocol, modifichiamo il MAC in modo che ogni messaggio di 
broadcast deve essere esplicitamente advertised.  
• New advertised traffic windows. Con unmodified 802.11 power saving mode, se un 
nodo riceve un unicast advertisement, esso deve rimanere su per il resto del periodo di 
segnalazione. In una rete Span, pacchetti inoltrati attraverso nodi non coordinatori 
sono rari. Per prendere vantaggio da questo, introduciamo una nuova advertised traffic 
windows nel MAC. L’advertised traffic windows è più piccola del periodo di 
segnalazione. Essa inizia all’inizio del periodo di segnalazione e si estende oltre la fine 
del ATIM window. Fuori dal ATIM window ma all’interno del advertised traffic 
windows, i pacchetti advertised e i pacchetti verso il coordinatore possono essere 
trasmessi. Al di fuori del advertised traffic window, comunque soltanto i pacchetti tra i 
coordinatori possono essere spediti. Questo permette ad un nodo in modalità power 
saving di turn off se stesso alla fine del advertised traffic windows fino al prossimo 
periodo di segnalazione. 
 
Queste tre modifiche permettono ad ogni nodo di usare un lungo periodo di segnalazione e un 
piccolo ATIM window. Il breve, ATIM windows migliora l’utilizzo del canale, mentre il 
lungo periodo di segnalazione aumenta la frazione del tempo in cui un nodo non coordinatore 
può rimanere in sleep. Nelle simulazione è stato utilizzato un periodo di segnalazione di 300 
ms,  e un ATIM window di 20ms e un advertised traffic windows di 100 ms. Il propagation 
delay T nell’equazione sul delay rappresenta la lunghezza del periodo di segnalazione. 
 
Valutazione delle performance 
Per misurare l’efficacia di Span, è stato simulato Span con Geographic Forwarding, su diverse 
topologie statiche e mobili. I risultati delle simulazioni mostrano che Span  estende il tempo 
di vita della rete. 
 
Ambiente di simulazione 
Per simulare Span è stato usato il simulatore di rete ns-2 usando CMU wireless extensions. 
L’algoritmo di Geographic Forwarding, inoltra i pacchetti dalla sorgente alla destinazione. 
Span viene eseguito sul livello MAC 802.11 con supporto del power saving. In questa 
sezione, mettiamo a confronto le performance di Span  sia con 802.11 MAC nella modalità 
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power saving sia 802.11 MAC non in modalità power saving. Per comodità ci riferiremo a 
loro come Span, 802.11 PSM, 802.11. 
Per valutare Span con differenti densità di nodi, è stata simulata una rete con  120 nodi in una 
regione quadrata di differenti misure. I nodi nelle simulazioni hanno un radio range di 250 
metri. Venti nodi spediscono e ricevono traffico. Ognuno di questi spedisce un flusso CBR ad 
un altro nodo, e ogni flusso CBR spedisce 128 byte di pacchetti. 
I nodi sorgente e  destinazione non si muovono mai. In esperimenti con mobilità, il moto dei 
rimanenti 100 nodi segue il random waypoint model: inizialmente, ogni nodo sceglie una 
destinazione in maniera casuale nella regione, sceglie una velocità uniformemente scelta a 
caso tra 0 e 20 m/s e si muove verso la destinazione determinata con la velocità scelta. Il nodo 
poi si ferma per un periodo di tempo adattabile prima di ripetere lo stesso processo. Il grado di 
mobilità è riflesso nel tempo di pausa. Per default, è stato usato un tempo di pausa di 60 
secondi. 
 
Per semplicità non viene usato un servizio di localizzazione nelle simulazioni. Invece, un 
router ottiene la sua localizzazione della destinazione attraverso il modulo GOD in ns. Dato 
che  determinare la localizzazione  è richiesta soltanto una volta per flusso dal sender, 
l’overhead prodotto dal servizio di localizzazione non cambia i risultati ottenuti. 
 
Tutti i risultati sperimentali in questa sezione sono medie di 5 esecuzioni su differenti scenari 
scelti a caso. Definiamo node density come il numero di nodi che non sono sorgente o 
destinazione per radio range, un’aerea quadrata  di pi⋅2250 metri. 
 
Capacità della rete 
Uno degli obbiettivi di Span è di preservare la capacità totale della rete. 
In questa sezione verranno comparate le capacità disponibili in una rete Span con quelle di 
una rete ordinaria 802.11. 
Misuriamo la capacità dal numero di pacchetti che la rete può consegnare con successo per 
unità di tempo. La capacità è inversamente proporzionale al tasso di perdita dei pacchetti. 
Ulteriormente mostriamo che nonostante l’uso di pochi nodi per inoltrare pacchetti, con Span 
non aumenta significativamente la latenza nella consegna e il numero di hops che ogni 
pacchetto deve attraversare. 
 
Capitolo IV - SPAN 
 69 
La figura sottostante mostra il tasso di consegna dei pacchetti all’aumentare del bit rate di 
ogni flusso CBR. La regione di simulazione ha un’area di 1000 metri x 1000 metri. In media 




Con 802.11 PSM si perdono significativamente più pacchetti quando il tasso del flusso CBR 
aumenta oltre i 4 Kbps. La maggior parte di questi pacchetti persi occorre o perché ATIM 
window non è abbastanza lunga per ammettere la bafferizzazione dei pacchetti unicast che 
devono essere advertised o perché dopo ATIM windows non c’è abbastanza tempo prima 
dell’inizio del prossimo periodo di “segnalazione” per tutti i pacchetti advertised di essere 
trasmessi.  
Dato che Span non necessita di advertise il traffico tra i coordinatori e usa una piccola ATIM 
window e lunghi periodi di segnalazione, Span riesce a consegnare più pacchetti. 
 
Span ha un alto tasso di perdita rispetto a 802.11 quando il bit rare aumenta oltre 4.5 Kbps. 
Questo aumento del tasso di perdita è largamente dovuto al fatto che Span usa un 20 ms 
ATIM window per un periodo di segnalazione di 300 ms che riduce l’utilizzo del canale del 
6.7%.  
 
La tabella mostra il comportamento di routing e il tasso di perdita di Span, 802.11 PSM e 
802.11 con 3 Kbps per flusso CBR. 
 




E’ stata variata l’area di simulazione per cambiare la densità dei nodi e il numero di hops che 
ogni pacchetto deve attraversare. Non viene considerata la mobilità nella simulazione. 
Nonostante l’uso di pochi nodi per inoltrare pacchetti, Span consegna pacchetti usando 
soltanto un numero di hop leggermente più alto. La latenza nella consegna dei pacchetti di 
Span è alta rispetto al 802.11 ma significativamente più bassa del 802.11 PSM. 
 
Geographic Forwarding usa i coordinatori in Span imbattendosi in pochi vuoti: coordinatori 
sono eletti per connettere i nodi vicini e quindi è improbabile che occorrano al margine di un 
void. Perciò Span ha un tasso di perdita più basso di entrambi 802.11 e 802.11 PSM quando la 
densità dei nodi è bassa. 
 
Questi risultati mostrano che Span non degrada significativamente la capacita della rete e può 
inoltrare più pacchetti che 802.11 PSM sotto alto carico di traffico. Ulteriormente, Span 
incrementa la latenza dei pacchetti, solo leggermente, nonostante usi un numero piccolo di 
nodi per inoltrare i pacchetti. 
 
Effetti dovuti alla mobilità 
La figura mostra gli effetti della mobilità sul tasso di perdita dei pacchetti. 
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In questa simulazione è stata utilizzata un’area di 1000 metri per 1000 metri. Ogni 
simulazione ha una durata di 400 secondi. I nodi seguono il random waypoint motion model e 
la lunghezza del tempo di pausa riflette il grado di mobilità. 
 
Il grado di mobilità non influenza significativamente il routing con Span. Span 
consistentemente perform meglio sia del 802.11PSM sia del 802.11. La maggior parte dei 
pacchetti persi in queste simulazioni sono causati da temporanei vuoti creati dalla mobilità dei 
nodi. Dato che il Geographic Forwarding con Span si imbatte in pochi vuoti, il suo tasso di 
perdita è basso. 
 
Elezione del Coordinatore 
Idealmente, Span dovrebbe scegliere abbastanza coordinatori per preservare la connettività e 
la capacità della rete, ma niente più. Ogni coordinatore oltre il  minimo indispensabile spreca 
energia. In questa sezione vengono comparati il numero di coordinatori scelti da Span con il 
numero che dovrebbe essere richiesto per formare un griglia esagonale, come in figura; anche 





Tale griglia piazza i coordinatori ad ogni vertice dell’esagono. Ogni coordinatore può 
comunicare con  i 3 coordinatori al margine (250 metri radio range) a cui è connesso. Ogni 
esagono ha 6 coordinatori ma ogni coordinatore è condiviso da 3 esagoni. Quindi ogni 
esagono è responsabile per due coordinatori. Ogni esagono ha un’area di 162,380 2m . Perciò, 
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data un’area di simulazione di 2d , il numero di coordinatori aspettato in questa area è 
162380
2
2dCideal ⋅=  . 
 
La figura mostra la densità dei coordinatori come funzione della densità dei nodi. La densità 
dei coordinatori è calcolata dalla media del numero di coordinatore eletti da Span su 300 
secondi in 5 simulazioni con mobilità. I nodi che diventano coordinatori soltanto perché sono 




La curva ideale nella figura è stata calcolata usando il numero ideale di coordinatori 
utilizzando l’equazione descritta in precedenza. 
 
Span elegge più coordinatori del necessario. Ci sono tre ragioni per questo: 
1. una densità non uniforme causa spesso che più nodi diventino coordinatori; 
2. per ruotare il ruolo di coordinatori tra tutti i nodi, l’insieme ottimale di coordinatori 
non può essere sempre selezionato; 
3. l’equazione sul delay fallisce per prevenire collisioni per messaggi di HELLO. 
 
Consumo di energia 
Questa sezione valuta l’abilità di Span di salvare energia. Il risparmio di energia dipende dalla 
densità dei nodi dato che la frazione dei nodi in sleeping dipende dal numero di nodi nell’area 
radio di copertura. L’energia salvata dipende anche dal consumo di energia dell’interfaccia 
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radio in modalità sleep e dall’ammontare del tempo che i nodi in sleep devono accendere i 
loro receivers per ascoltare per segnalazione 802.11 e messaggi di HELLO di Span. 
 
La figura mostra la frazione di energia rimanente ad ogni nodo dopo 300 secondi di 




Da questi risultati, troviamo che Span fornisce un considerevole risparmio di energia rispetto 
al 802.11, mentre 802.11 PSM non fornisce alcun risparmio energetico. Questo perché 
Geographic Forwarding e Span necessitano di spedire messaggi di broadcast. Con 802.11 
PSM ogni volta un nodo riceve un broadcast advertisement, esso deve stare sveglio per 
l’intero periodo di segnalazione. Questo previene non-coordinatori dall’andare nello stato di 
sleep. Quando la densità dei nodi è bassa, il numero di messaggi broadcast in un radio range 
diminuisce e 802.11 PSM produce un piccolo ammontare di risparmio energetico. 
 
Troviamo anche che come la densità aumenta, una piccola frazione dei nodi siano eletti 
coordinatori. Conseguentemente ci aspettiamo che l’energia salvata aumenti. In pratica, 
comunque, l’energia salvata non incrementa di molto. Per capire il perché, stimiamo 
l’ammontare di energia usata dal sistema Span basandoci su una stima della media della 
frazione del tempo in cui un nodo è in esecuzione in modalità idle.  









−+= 1  
Capitolo IV - SPAN 
 74 
dove N è il numero totale di nodi, C è il numero di coordinatori eletti, e upf è la frazione di 
tempo in cui  un nodo in sleep deve svegliarsi per ascoltare messaggi di HELLO e di  
segnalazioni. Span usa un 20 ms ATIM window per un periodo di segnalazioni di 300 ms. 
Cioè il più piccolo valore di upf  è 0.067. Nel caso peggiore upf  può essere 0.333 cioè quando 
un nodo non-coordinatore deve restare sveglio per l’intera durata del advertised traffic 
window (100 ms). 
 
Definiamo α come il rapporto tra il consumo di energia in modalità sleep e il consumo di 
energia in modalità idle. Allora usando idlef , l’ammontare di energia salvata può essere 





Nota che dato che idlef  dipende da N
C
 e che la densità dei coordinatori resta la stessa per 
differenti densità di nodi, il guadagno di energia salvata dipende dalla densità dei nodi. 
 
La seguente figura mostra l’equazione )1(
1
idleidle ff −⋅+α
 in funzione di α , sostituendo 
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Questa figura mostra che l’ammontare di energia salvata aumenta rapidamente, al diminuire 
del valore α . In questa implementazione viene settato 157.0=α .  
 
La seguente figura mostra l’equazione )1(
1
idleidle ff −⋅+α
 in funzione di upf  usando idealC  e 




Questa figura mostra che all’aumentare di upf , il guadagno in energia salvata diminuisce. 
 
I risultati in questa sezione mostrano che Span salva energia di un fattore 3.5 più di 802.11 
PSM e 802.11. Comunque l’ammontare di energia salvata non incrementa significativamente 
all’aumentare della densità dei nodi. 
 
Tempo di vita della Rete 
Questa sezione mostra che Span distribuisce il costo di essere un coordinatore in modo da 
preservare la connettività della rete per un tempo relativamente lungo. Le seguenti figure 
mostrano risultati di una singola simulazione  in presenza di mobilità in un’area di 500m x 
500m. 






I 20 nodi  sorgenti e destinazione iniziano con 2000 Joules di energia e i rimanenti 100 nodi 
iniziano con 300 Joules di energia. Senza Span i nodi critici per il routing multihop 
esauriscono l’energia all’incirca nello stesso tempo, dopo 335 secondi nelle simulazioni. Con 
Span, il primo fallimento di nodi occorre dopo 615 secondi nelle simulazioni. Il tasso di 
consegna dei pacchetti non cade sotto il 90% fino a 851 secondi nella simulazione quando 12 
dei 100 nodi per l’inoltro sono ancora vivi. 
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La seguente figura mostra quanto Span estende il tempo di vita della rete in funzione della 
densità dei nodi.  
Definiamo tempo di vita della rete il tempo totale prima che il tasso di consegna cada sotto il 




Il tempo di vita della rete con Span è di un fattore 2 migliore di quello senza. Span non 
estende il tempo di vita della rete tanto quanto l’energia salvata (fattore 3.5).  
 




Basic energy-conserving algorithm (BECA) &  Adaptive fidelity 
energy-conserving algorithm (AFECA)* 
L’idea base è che i nodi non necessitino di restare nello stato di ascolto di pacchetti 
consumando energia quando essi non siano coinvolti nello spedire, inoltrare o ricevere dati.  
L’obbiettivo di BECA e di minimizzare il consumo di energia cercando di spegnere i nodi il 
più possibile.  
 
Stati di transizione di BECA 




Inizialmente i nodi si trovano nello stato di sleeeping, in tale stato il nodo ha le antenne radio 
spente in modo tale da non consumare energia. Il nodo rimane in tale stato per un tempo sT , 
transitando successivamente nello stato di listening. Se un nodo nello stato di sleeping 
necessita di spedire dati transita nello stato active e inizia a spedire i dati.  
Quando il nodo è nello stato di listening,  ha le antenne radio accese ed è in ascolto di 
messaggi. Rimane in tale stato per un tempo lT , durante il quale se  riceve un messaggio e 
                                                 
*
 Alcune delle figure riportate nel capitolo sono tratte dall’articolo “Adaptive Energy-Conserving Routing for 


















Ta dopo l’ultimo 
traffico inoltrato 
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decide di  partecipare al routing o se decide di spedire dati,  transita nello stato active. 
Altrimenti dopo lo scandere del tempo lT  ritornerà nello stato di sleeping. 
Quando un nodo si trova nello stato active spedisce o inoltra dati. Se non spedisce o inoltra 
traffico per un tempo superiore a aT  transita nello stato di sleeping.  
Dobbiamo controllare come questo ciclo interagisce con il routing ad-hoc; alcune volte il 
destinatario della richiesta di routing potrebbe essere in modalità sleep. E’ richiesto che il 
protocollo di routing rispedisca la richiesta ogni oT  secondi, e che riprovi R volte. 
Per gestire interazione tra il BECA e il protocollo di routing è stato settato lT  e oT  allo stesso 
valore e sT  è stato scelto come un multiplo k  di oT . 
 
Per illustrare questo algoritmo consideriamo la seguente figura dove viene preso in 




Inizialmente viene settato sT a oT⋅1  in modo tale che i nodi abbiano un ciclo di lavoro del 
50%. 
Quando il nodo A spedisce una richiesta di routing, il nodo B è  nello stato di sleeping o nello 
stato di listening.  
Se è nello stato di listening, la richiesta è soddisfatta è il percorso viene stabilito. Entrambi i 
nodi diventano attivi fino a che lo scambio di dati non è completato. 
Nella figura viene considerato il caso peggiore in cui il nodo B entra nello stato di sleeping 
quando viene spedito RREQ. E’ garantito che B si sveglierà dopo un tempo os TT =  secondi e 
rileverà la seconda richiesta RREQ.  
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Concludiamo vedendo che per questo valore di sT  è possibile ridurre l’uso di energia per la 
metà, viene incrementata la latenza per un massimo di sT  ed è possibile stabilire un percorso 
in R=2 tentativi. 
Possiamo generalizzare questa situazione nel routing multi-hop. Per una rete di H hops, 
BECA ha una latenza di al massimo oHT , in media 2/)( oHT , e sono richiesti R = 2H 
tentativi per assicurarsi di stabilire un percorso. 
Dopo che un percorso è stato stabilito, i nodi che non appartengono al percorso non 
riceveranno più messaggi di RREQ o dati e quindi potranno tornare in sleeping (dopo un 
tempo aT ). I nodi lungo il percorso rimangono nello stato active finché il traffico dati non 
cessi. 
Possiamo generalizzare questo approccio per os kTT =  per 1>k  per ottenere un migliore ciclo 
di lavoro. Grandi valori per k incrementano linearmente la latenza ma migliorano il risparmio 
di energia di un fattore 1/k. 
 
Adaptive fidelity energy-conserving algorithm (AFECA) 
AFECA è un estensione dell’algoritmo BECA che prende vantaggi dalla densità dei nodi per 
permettere ai nodi che si trovano in aree densamente popolate di entrare nello stato di sleep 
per lunghi periodi di tempo.  
AFECA adatta il numero di nodi che partecipano al routing per tenere costante il livello di 
fedeltà del routing al fine di ridurre il consumo di energia. 
Questo approccio permette un incremento del tempo di vita della rete al crescere della densità 
dei nodi. 
Ogni nodo effettua una stima della densità dei nodi presenti nella propria area ascoltando il 
traffico generato da questi ultimi e inserendoli in una lista di vicini.  
I nodi sono rimossi da questa lista se non vengono percepiti in un tempo eT  (negli esperimenti 
è stato settato a 50 secondi). 
Mantenendo questa lista basandosi soltanto su informazioni che un nodo riesce a sentire, 
permette di evitare l’uso di messaggi addizionali. 
Definiamo N il numero dei vicini presenti nella lista dei vicini. 
In AFECA ogni nodo incrementa il suo tempo di sleeping in modo proporzionale al numero 
di nodi presenti nelle sue vicinanze. Definiamo SAT  per tempo attuale di sleeping del nodo.  
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Nell’implementazione questo valore è definito come sSA TNRandomT ⋅= ),1( . Un nodo 
ricalcola tale valore prima di andare nello stato di sleeping usando la sua ultima stima di N. 
Assumendo che ogni nodo abbia una stima corretta di N, essi ascolteranno per un tempo oT  e 
andranno in sleep in media 2/sTN ⋅ .  Per SAT  quindi il ciclo di lavoro totale è 2/(2+N). 
 
Simulazioni 
E’ stato implementato BECA e AFECA come estensioni del protocollo di routing AODV. 
L’algoritmo può essere applicato anche ad altri protocolli di routing on-demand. 
Scenario: Sono stati presi 50 nodi in un area quadrata di 1500 m per 1500 m. I nodi si 
muovono in modo casuale usando un way-poit model. Ad ogni way point un nodo si ferma 
per un tempo predefinito (600 secondi) e successivamente si sposta sul successivo way-point  
ad una velocità scelta in maniera casuale uniformemente distribuita da 0 a 3m/s. 
E’ stato generato traffico tra questi nodi piazzando un numero di sorgenti CBR (costant bit 
rate) e selezionando casualmente sorgenti e destinazioni. Ogni sorgente CBR spedisce 512-
byte di pacchetti per una durata casuale scelta uniformemente tra 0 e 1500 secondi. Sono state 
piazzate 25, 50, 75 o 100 sorgenti e regolato il loro sending rate tra 1-10 pacchetti al secondo 
per ottenere un carico di traffico totale di 5-20 pacchetti al secondo. Il calcolo del carico di 
traffico totale è stato ottenuto facendo una media del sending rate di tutti i nodi durante 
l’intera simulazione. 
Consideriamo due livelli di energia iniziale: 
• diamo a tutti i nodi un infinito ammontare di energia e variamo i parametri 
dell’algoritmo per comparare il tasso di perdita di pacchetti e il consumo di energia. 
Dato che i nodi non esauriscono l’energia, questi risultati non sono influenzati dal 
formarsi di partizioni della rete dovuta al fallimento dei nodi. Usando questo modello 
sono state valutate le scelte per sT e aT  per BECA. 
• Selezioniamo la scelta migliore per i parametri sT e aT  e il tempo di vita della rete in 
uno scenario dove i nodi hanno un limitato ammontare di energia. 
 
Tutti i grafici fanno riferimento al valore medio ottenuto da 10 simulazioni. 
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Valutazione delle performance di BECA 
Valutiamo come BECA cambi il tasso di perdita dei pacchetti, la latenza e il consumo di 
energia comparato ad AODV per i casi in cui i nodi non esauriscono l’energia. E’ stato scelto 
sTl 10= e sTa 60= e con sT variabile. 
 
Tasso di perdita: è misurato calcolando la differenza tra il numero dei pacchetti spediti e 
quelli ricevuti, calcoliamo questo come srs PPP /)( −  dove sP è il numero di pacchetti generati 
da tutte le sorgenti di traffico e rP  è il numero di pacchetti consegnati a tutte le destinazioni. 
La tabella sottostante mostra il tasso di perdita di pacchetti in funzione di sT . 
 
 Traffic Load (pkts/s) 
Protocol 5 10 15 20 
AODV 0.04% 0.4% 0.3% 0.5% 
BECA sT = 2s 0.13% 0.64% 0.21% 0.48% 
BECA sT =3.3s  0.09% 0.44% 0.42% 0.58% 
BECA sT =5s 0.27% 0.5% 0.22% 0.52% 
BECA sT =10s 0.12% 0.5% 0.4% 0.3% 
BECA sT =20s 4% 2.2% 1.1% 1.2% 
BECA sT = 30s 1.6% 1.3% 1.2% 0.9% 
BECA sT = 40s 2% 1.8% 1.3% 1.4% 
BECA sT = 50s 6.5% 3.9% 3.1% 2.3% 
 
 
Il tasso di perdita dei pacchetti di AODV e BECA per piccoli valori di sT  è molto simile. Una 
volta che il percorso è stato stabilito AODV e AODV con BECA hanno le stesse 
performance. Per grandi valori di sT  BECA ha un alto tasso di perdita di pacchetti dovuta alla 
perdita di pacchetti durante la fase in cui si stabilisce il percorso. 
 
Latenza del routing: a causa dei nodi che si trovano in sleep viene addizionata una latenza 
quando si determina un nuovo percorso. La latenza è misurata come il tempo che intercorre 
tra la prima richiesta di routing e la ricezione della risposta. 
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La figura sottostante mostra la latenza di BECA al variare di sT . 
 
 
Per effettuare comparazioni, AODV ha una latenza fissa di 0.2s. 
Osserviamo che la latenza cresce circa linearmente con l’aumentare di sT . Questa crescita è 
leggermente più bassa quando il tasso di traffico è alto.  
Piccoli valori di sT  raggiungono un buon risparmio energetico e hanno una latenza 
ragionevole. 
In aggiunta alla latenza, è stata misurata la latenza media per AODV e BECA per sT =10s ed è 
di circa 1% per entrambi. 
 
Risparmio dell’energia: la perdita di pacchetti e la latenza sono i costi di BECA, il suo 
vantaggio è il risparmio energetico. E’ stata calcolata l’energia consumata durante le 
simulazioni e calcolato quanto più bassa sia rispetto all’uso di AODV non modificato. 
Calcoliamo la percentuale di energia salvata come rsr EEE /)( − dove rE  è l’energia totale 
consumata nel caso AODV non modificato e sE  è l’energia consumata con BECA. 
La figura seguente mostra l’energia consumata per vari valori di sT .  




Osserviamo che c’è un minor risparmio di energia per alti carichi di traffico. Più traffico c’è, 
più nodi saranno nello stato active riducendo così il tempo speso in modalità sleep.  
Comunque, anche con un carico di traffico di 20 pkts/s BECA riduce il consumo di energia 
del 35%. 
 
Selezionare sT : per selezionare un valore di sT ottimale bisogna tener conto, allo stesso 
tempo, sia della perdita dei pacchetti che del risparmio energetico. Introduciamo il valore PE 
per valutare questo rapporto.  EPPE /=  dove P è la dimensione dei dati consegnati alla 
destinazione in byte ed E è il totale di energia consumata da tutti i nodi della rete in Joules. La 
seguente figura mostra questo trade-off. 




Valutazione delle performance di AFECA 
La figura e la tabella sottostante mostrano che, come aspettato, sia BECA che AFECA sono 
peggiori di AODV in termini di tasso di perdita di pacchetti e di latenza per queste scelte di 
parametri. 
 
 Carico di traffico (pkts/s) 
protocol 5 10 15 20 
AODV 0.04% 0.4% 0.3% 0.5% 
BECA, Ts =10s 0.12% 0.5% 0.4% 0.3% 
AFECA, k=10s 0.45% 1.3% 0.97% 1.7% 
 
Tabella Comparativa del tasso di perdita dei pacchetti per AODV, BECA(Ts=10s) e AFECA 
(k=10s). 




Nella seguente figura compariamo l’energia di BECA e AFECA con quella di AODV. 
 
 
Con questi parametri essi riducono il consumo di energia del 35-45%, con AFECA 2-5% più 
parsimonioso di BECA.  
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Valutazione con energia limitata 
Negli esperimenti precedenti ogni nodo aveva una sufficiente quantità di energia in modo tale 
che nessuno esaurisse l’energia durante la simulazione. Adesso esaminiamo simulazioni dove 
i nodi hanno risorse energetiche limitate studiando l’effetto dell’esaurimento dell’energia e 
del conseguente abbandono della rete da parte di tali nodi. L’ammontare di energia settato per 
ogni nodo è di 1000J. I nodi che non spediscono pacchetti e sono in ascolto per tutto il tempo 
esauriscono l’energia in 870s. Le simulazioni sono state eseguite finché tutti i nodi non hanno 
esaurito l’energia a disposizione.  
In questa sezione sT è stato settato a 10s e k a 10s. 
 
Efficienza del sistema: nella seguente figura viene valutato PE per AODV non modificato, 




Entrambi i protocolli BECA e AFECA sono in grado di spedire più pacchetti rispetto 
all’AODV. Con bassi carichi di traffico sono equivalenti, spedendo il 30% dei dati in più 
rispetto a AODV. Per carichi di traffico alti AFECA riesce a spedire il 15% di dati in più.  
Questa figura suggerisce che su lunghi tempi i nodi esauriscono l’energia; in questo caso la 
natura conservativa dei protocolli BECA e AFECA permette di consegnare con successo più 
pacchetti rispetto a AODV non modificato. 
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Tempo di vita della rete: il principale obbiettivo è quello di estendere il tempo di vita della 
rete attraverso la conservazione dell’energia. Tale algoritmo raggiunge questo scopo mettendo 
alcuni nodi in stato di sleep.  
 




Questa figura fa riferimento a un carico di traffico di 10 pkts/s. (gli altri risultati sono simili) 
Una prima osservazione è che i nodi con AODV esauriscono l’energia all’incirca allo stesso 
tempo (870s). Questo tempo non è affetto da carico di traffico della rete, confermando 
l’affermazione che il consumo di energia in questo scenario è dominato dal consumo nello 
stato idle ed è indipendente dal carico di traffico. 
Mandando nello stato di sleep alcuni nodi, sia BECA che AFECA fanno allungare il tempo di 
vita della rete rispetto ad AODV.  BECA estende la vita della rete all’incirca del 20%, 
AFECA del 55%. 
 
Densità dei nodi e tempo di vita della rete: tali algoritmi sono stati progettati per funzionare 
meglio in reti con schieramento di nodi denso. Per valutare questa affermazione consideriamo 
scenari con diverse densità di nodi: 50, 100, 150 e 200 nodi in un’area quadrata di 1000m. 
 
Le figure sottostanti sintetizzano questi risultati per i protocolli e il carico di traffico di 10 
pkts/s (per altri carichi di traffico i risultati sono simili). 









Da questi dati possiamo concludere che AFECA trae vantaggi dai nodi addizionali per 
estendere il tempo di vita della rete. Le performance di AODV e BECA sono identiche o 






Nei capitoli precedenti si è tentato di dare un quadro preciso riguardo alcuni dei principali 
protocolli che hanno come obiettivo il risparmio dell’energia; sono stati inoltre analizzate le 
performance dei singoli algoritmi e sono state messe alla luce quelli che sono i pregi e i difetti 
di ognuno di loro.  
Ogni algoritmo descritto ha il pregio di allungare il tempo di vita della rete sfruttando la 
sovrabbondanza dei nodi presenti nell’area e di ridurre il tasso di perdita dei pacchetti e in 
generale hanno come difetto l’aumentare la latenza delle comunicazioni. 
Non è possibile effettuare una comparazione tra essi al fine di identificare quello che estende 
maggiormente il tempo di vita della rete in quanto  le simulazioni sono state eseguite con 
parametri differenti, come ad esempio la dimensione dell’area, la densità dei nodi,  il numero 
di sorgenti e destinazioni, ecc. 
Di seguito verranno riassunte in forma tabellare le caratteristiche principali degli algoritmi e 
dei protocolli studiati nei precedenti capitoli. 
 
 Strategia Dipendenza dal 
routing 
Svantaggi 
ASCENT Ogni nodo prende la 
decisione di restare attivo o 
meno basandosi solo su 
misurazioni locali come il 
tasso di perdita di pacchetti e 
informazioni sulla 
connettività. 
Nessuna; il protocollo 
di routing deve 
preoccuparsi di re-
instradare il traffico 
velocemente. 
Diversi parametri 
da configurare (NT, 
LT, Tt, Tp, Ts) e 
difficili da 
ottimizzare 
Non utilizza una 
strategia per il 
bilanciamento del 
carico di lavoro. 
GAF Usa informazioni a livello di 
sistema per decidere il ciclo 
di lavoro di ogni nodo. 
Identifica i nodi superflui, 
cioè equivalenti dal punto di 
Nessuna;  Richiede il GPS 
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vista del routing, 
basandosi sulla 
localizzazione fisica dei nodi. 
SPAN Ogni nodo della rete prende 
periodicamente decisioni 
riguardanti l’andare in sleep 
o l’unirsi alla forwarding 
backbone come coordinatore 
basandosi sulla stima di 
quanti nodi vicini ne 
trarrebbero beneficio se esso 
diventasse attivo ed in base 
all’ammontare di  energia 
rimanente. 
La lista dei vicini è 
fornita dal protocollo di 
routing. 
Richiede una modifica 
al processo di routing 
di ogni nodo: in ogni 
momento, solo le 
entrate della tabella di 
routing che fanno 
riferimento ai 
coordinatori attivi 
possono essere usate 
come next-hop 
I nodi decidono di 





dal protocollo di 
routing . 
AFECA Usa le informazioni 
riguardanti la densità dei 
nodi vicini per modellare il 
tempo in cui un nodo deve  
restare nello stato di sleep. 
Si veda BECA Si veda BECA 
BECA Un nodo è 
convenzionalmente passivo e 
ha l'interfaccia radio spenta. 
Se ha  dati da trasmettere o 
riceve dati da inoltrare si 
attiva e avvia il processo di 
instradamento altrimenti 
entra nello stato di sleep 
risparmiando energia. 
Alcune volte il 
destinatario della 
richiesta di routing 
potrebbe essere in 
modalità sleep. E’ 
richiesto che il 
protocollo di routing 
rispedisca la richiesta 
ogni oT  secondi, e che 
riprovi R volte. 
 
Non viene presa in 
considerazione 
l’energia del nodo. 
I nodi che hanno 
recentemente 
effettuato l’inoltro 
dei dati rimangono 
svegli e hanno una 
maggiore 
probabilità di essere 
riscelti per stabilire 





GAF è in grado di fornire un migliore risparmio di energia rispetto sia a BECA che ad 
AFECA. 
GAF ha performance uguali ad un normale protocollo di routing ad-hoc per quanto riguarda la 
perdita di pacchetti e la latenza e in aggiunta è in grado sostanzialmente di risparmiare energia 
permettendo di allungare la vita dell’intera rete in maniera proporzionale alla densità dei nodi. 
SPAN ha lo stesso obiettivo di GAF e AFECA, cioè quello di conservare l’energia e di 
incrementare il tempo di vita della rete “spegnendo” i nodi superflui senza colpire la 
connettività della rete. Ogni nodo in Span decide se andare in sleep oppure unirsi alla 
backbone basandosi su informazioni  locali sulla topologia. Span seleziona i coordinatori 
usando informazioni sulla topologia della rete fornire dal protocollo di routing. In questo 
senso, sia Span che GAF traggono vantaggio da informazioni geografiche con la differenza 
che Span usa le informazioni fornite dal protocollo di routing. 
Span non solo preserva la connettività della rete, esso preserva anche la capacità, diminuisce 
la latenza e fornisce un significativo risparmio di energia. L’ammontare di energia risparmiata 
aumenta solo di poco con l’aumentare della densità dei nodi, questo è dovuto al fatto che 
l’attuale implementazione di Span usa le funzionalità aggiuntive di power saving del 802.11, 
dove i nodi periodicamente si svegliano e ascoltano per gli advertisement di traffico.  
BECA usa informazioni del livello di routing e applicativo per raggiungere un ciclo di lavoro 
del 50%. Sebbene incrementa la latenza per settare il percorso di routing, per un tempo di 
sleep di 10s viene risparmiata l’energia per il 40%. 
AFECA adatta il suo tempo di sleep basandosi sulla densità dei nodi. Esso ha performance 
buone almeno quanto BECA per quanto riguarda la perdita di pacchetti, la latenza del 
percorso, e l’energia in condizioni tipiche ma in aggiunta raddoppia quasi il tempo di vita 
della reta con l’aumentare della desità dei nodi. 
In BECA un nodo viene mandato in sleep perché esso non è utile; in AFECA un nodo viene 
mandato in sleep in quanto un vicino  è in grado di svolgere il suo compito. 
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