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Abstract: In the first part a special class of partial differential equations is considered. An approximative solution 
worked out by a quasi Monte Carlo method based on good lattice points. In the second part a spherical analogue 
discussed. 
is 
is 
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Hua and Wang [3] used the method of good lattice points in order to find an approximative 
solution of Cauchy’s initial-value problem for a special class of differential equations. This 
method was extended to more general partial differential equations in [9,10]. In the following we 
present some numerical experience on these methods and develop a generalization to spherical 
functions. 
Let E,*(C), (Y > 1, C > 0, denote the space of all periodic functions 
f(x) = C c(h) e21ri(h*x), x = (xi ,..., xs), 
heh” 
(I) 
which satisfy the estimate 1 c(h) 1 G C/II h II a, where h = (h,, . . . , h,), 11 h 11 = rI,“=imax(l, I hj I) 
and ( h, x) = C~=,hjxj. The following initial-value problem is considered: 
$(t, X) = -(-D)%(t, X), 
u(O, x) =f(4 &(t, x) 
(2) 
= g(x)7 
t=o 
where p is a positive integer and D = C~=,C~=, alja2/(axiaxj) a second-order differential 
operator with positive definite coefficient matrix A = ( aij); f, g are supposed to be in E,*(C) 
with (Y - 2p > 1. The most important cases in applications are p = 1 and p = 2, where D is the 
Laplacian. The solution of (2) can be found by Fourier analysis setting 
u(t, x) c c(t, h) e2ni(h,x). 
(3) 
heh” 
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Inserting into (2) yields 
2 
hg.,$c(t, h) e2Ti(h,x) = hg3c(t, h)(4a2[h, h])P e2Ti(h,x), (4) 
where [h, h] is the inner product defined by hAh * (h * denotes the transposed of h). By 
comparing coefficients of e 2ni(h,x) the differential equation , 
$c(t, h) = -c(t, h)(4T2[h, h])P (5) 
follows immediately. Denoting the Fourier coefficients of the functions f and g by F(h) and 
G(h) we obtain the additional initial conditions 
~(0, h) = f’(h), ;c(,, h) = G(h). 
t=o (6) 
From this the following Fourier series representation for the solution of (2) can be derived: 
u(t, x) =P(O) + c (A(h)exp(i(4a2)P[h, h] ‘t) 
h#O 
where 
+B(h)exp(-i(4T2)P[h, h]Pt))exp(2ni(h, x)), (7) 
A(h) =+(3’(h) -i(41r2)-P[h, hlePG(h)), 
B(h)=:(F(h)+i(4T2)-P[h, hlePG(h)). 
(8) 
Note that, because of (Y - 2p > 1, all calculations with this infinite series can be justified. Now 
we apply the method of good lattice points (glp) in order to approximate the Fourier coefficients 
F(h) and G(h), which of course can be written as integrals. A glp modulo m (m a given positive 
integer) is a lattice point a E Z” such that the sequence 
~,,=nf (modl), n=O ,..., m-l, 
is “well distributed” in the unit cube [0, 11”; hence an integral can be approximated by a sum 
over all w,. Hlawka [2] (for prime moduli) and Niederreiter [6] (in general) have shown that there 
always exists a lattice point a E Z” with discrepancy of order +C (log m)‘/m. As a measure for 
the quality of such a glp one can use the following “figure of merit”: 
M=M(a):=min{ Ilhl(:(h, a) =O (mod m), h#O}. (9) 
If M(a) is large, then the distribution behaviour of o,, = n( a/m) (mod 1) is quite good, i.e., the 
discrepancy is small. By means of a well-known lemma (cf. [3,8,10]), we have the error estimate 
sup c P(h) _ $ f f (wn) e-2Ti(%,,h) G ,,~-4a-l)/G-1)+1, (10) 
fsE.:(C) 11 /, 11 <[Ma@-“] n=l 
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with an explicit constant y. Thus the following approximation of u( t, X) can be established: 
iqt, x) = c 
(1 h 11 <[Mn”2-‘)] i ’ Mclf(w,)exp( -2nin-@$jcos((4+rr2)P[h, hlPt) m n=O 
m-1 
+(472)-7/z, Al-p; c g(w,) 
n=O 
X exp -2Tin 
i 
* jsin((47r2)P[ h, h] ‘1) . 
I 
(11) 
From (10) we derive the error bound (6 > 0): 
1 u(t, x) - iqt, x) 1 < jqc, a, s, +%r”(a-1)‘(2a-1)+c. (12) 
Now we present some numerical experience. We compare three different methods. 
(1) The method of glp mod m as described above (gL). 
(2) The method of gratis (practical) lattice points (pL) introduced by Zinterhof [ll]. There 
instead of glp we choose a lattice point 
u:= ([~{ep~‘p~+l}],...,[~{e~s’~~+l}]), 
where p1 -C -. . <p, ~p~+~ are coprime positive integers; [ -1 denotes the integral part and { + } 
the fractional part. 
(3) The method of an equidistant lattice (equi). Of course we have to choose a lattice with 
approximately w1 points. 
From the computations it follows that method 2 always leads to quite bad results. For 
dimension 2 methods 1 and 3 are more or less of the same quality. In this case it is useful to take 
the lattice points a = (1, &), where I;I denotes the ith Fibonacci number. In higher dimensions 
one has to use tables for glp (cf. [1,3,4]). It is quite difficult to find best possible glp in higher 
dimensions; these computations need a lot of computation time (up to dimension 5, see [1,4]). In 
the three-dimensional case the method of glp leads to very good numerical approximations; 
detailed numerical experiments are due to Reitgruber [8]. 
In the following we compare the above three methods in the case s = 3, p = 2 with 
f(x) = g(x) = ri (j=l 1+~~"({X~}"-3{Xj)5+~{xj}4~~~xj~2+~))-1 (13) 
and 
A= 
Furthermore we use the glp as indicated in Table 1, and the gratis lattice points as shown in 
Table 2. The results are as shown in Table 3. 
Table 1 Table 2 
a m M a m M 
&1 (1, l&W 88 10 PLl (2% 47,3) 88 4 
.&2 (1,26,64) 185 20 PL2 (61,98,7) 185 7 
gL3 (1, 50,128) 366 36 PL3 (121,195,15) 366 13 
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Table 3 
Method 
kc1 
PLl 
equil 
PL1 
equil 
&2 
PL2 
equi2 
PL2 
equi2 
gL3 
PL3 
equi3 
PL3 
equi3 
R.F. Tichy / Applications of random points in numerical analysis 
E Error Q E Error > E Error 
2 2.25732 0.08297 2.34029 
2 22.9360 0.08297 23.0190 
2 0.09321 0.08297 0.17618 
0 0.00119 1.66023 1.66142 
0 0.00039 1.66023 1.66062 
3 0.11702 0.01081 0.12783 
3 0.09981 0.01081 0.11061 
3 0.09299 0.01081 0.10380 
1 0.00197 0.25071 0.25268 
1 0.00516 0.25071 0.25587 
5 0.00481 0.00204 0.00685 
5 2.11720 0.00204 2.11924 
5 0.09289 0.00204 0.09493 
2 0.00182 0.03786 0.03968 
2 0.00203 0.03786 0.03989 
The error G E is the error which comes from the approximation of the Fourier coefficients by 
means of sums. The error > E is the error which comes from the estimate of the high-order 
Fourier coefficients. Although the moduli are rather small the numerical approximation with glp 
is very precise. 
In the following we consider the spherical analogue of the above initial-value problem. Let 
FSa( C) denote the class of all functions f defined on the s-dimensional sphere S”: 
00 Z(s,n) 
f(X) = C C c(j, n)Hn,jy 
n=O j=l 
with 
(14) 
There H,,j, j= l,..., Z(S, n), denotes a basis of the system of spherical harmonics of order n. 
Z(S, n) = (2n + S - l)( n +j - 2)!/(n!(s - l)!) is the dimension. of the space of all spherical 
harmonics of order n. The following initial-value problem is considered: 
$u(t, x) = -(-a)"~&, x), 
4c 4 I t=o =f(.x), g 1 _ = g(x), f, g~cYCL 
t-0 
(16) 
where A denotes the spherical Laplacian. In order to find the solution of (16) we set 
01 ixs,n) 
u(t, x> = c c c(t, j, n)H,,j(x). (17) 
n=O j=l 
Using 
AH,,, = -n(n + s - l)Hn,j 
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and inserting into the the differential equation yields 
-$c(,, j n) =c(t, j, n)( -nqn +s - 1)“). 
Hence 
c(t, j, n)=Aj,~cos(-nP~2(n+s-l)p/2t)+B,,~sin(-np~2(~+~-l)p’2tj (18) 
and 
00 Z(s,n) 
u(t, x) = c c (An,jCOS(nqn + .s - ly’*t) 
n=O j=l 
+B,,jsin(-nP’2(n+s-l)p’2~)}H,,j~ (1% 
A,, j and B,, j can be determined by Fourier analysis of the functions f and g. Let F( n, j) and 
G( n, j) denote te spherical Fourier coefficients of f and g. Then 
An,j=F(n? j), Bn,j = 
-Gh j> 
rP( n + s - z)p’* . 
(20) 
In order to find an approximative solution we have to compute the Fourier coefficients 
numerically. This can be done by low discrepancy sequences. 
In the following we only consider the special case of the two-dimensional sphere S*. In the 
recent paper [5] the following construction of pseudorandom points on S* was established. Let 
A, B, C be rotations in three-dimensional Euclidean space with respect to the X-, Y- and 
Z-axes, each through an angle of arcos( - 4). Let IV, be the set of nontrivial reduced words in 
A, B, C, A -I, B- ‘, C-l of length < k (by reduced we mean all the obvious cancellations such 
as AA-’ have been carried out). It is easily verified that IV, consists of 2N = :(5k - 1) elements 
Y1, Y29. *. 7 Y2N. Taking the orbital points x, = y,,P, n = 1,. . . , 2N, with a suitable chosen starting 
point P E S* we obtain a “well-distributed” sequence of points c.+ E S*; more precisely the 
discrepancy with respect to spherical caps is +z (log N)*13/N’13 (cf. [5]). Furthermore in [5] is 
shown (by means of harmonic analysis on the free group generated by A, B, C) that 
& Ff(YjP) 
j=l 
where f is an L*-function 
Now we use the points 
dimensions) : 
(21) 
on S* and c denotes some constant. (Note: P depends on f.) 
yip, i = 1,. . . , 2N, to find an approximative solution of (16) (in two 
M 2n+l 
ii(t, x) = c c (a,,j(N)cos(nP’2(n + l)p’2t) 
n=O j=l 
+Bn,j(N)sin( -n p’*(n + l)“‘2t))H,,j(x), (22) 
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where M, N are arbitrary positive integers and 
'n,jCN) = k&f Ef(YiP)H,,j(YiP)Y 
i=l 
(23) 
Using the well-known estimate for the supremum-norm 
we obtain the error estimate 
II u(t, x> - e(t, 4 II ,~G(llfll,+ llaJ~5~2~+ Ma?5,2 + c3 j@+p-5/z ’ 
wherewehavetoassumethatfEFF(C)witha> $,andgE@(C)withp+p> 2; C, C,, C,, C, 
denote some positive constants. Choosing the parameters M and then iV sufficiently large yields 
to good numerical approximations for the solution of the initial-value problem (16). 
Remark 1. Numerical tests of the above method will be published in the master thesis of C. 
Biester. There also the dependence of the distribution behaviour of yiP in P is investigated. A 
good choice is P = (l/6, l/o, l/o). The numerical experiments show that the quality of 
the method is quite good. 
Remark 2. The above pseudorandom points xi = yip, i = 1,. . . ,2N, can also be used for an 
approximate computation of the extreme values of a continuous function f on S2. The following 
algorithm leads to the maximum: 
% =f (4, 
m n+l =m,, if fth+J G m,, (25) 
m nfl =f b n+lh if f(xn+1) ’ m,- 
For functions on the unit cube this algorithm was analyzed by Niederreiter [7]. It can be shown 
that 
m,,,<M<m,,+w(d,,], (26) 
where 
o(t)=sup{ If(x)-f(y)I:x, Y-~, 4x3 ~>a} 
denotes the modulus of continuity of f (d is the geodesic distance on S2) and 
d,,= sup min d(x, x,,) 
x,-s2 ldn<ZN 
(27) 
denotes the dispersion of the sequence xi, i = 1,. . . , 2N. Furthermore it follows easily that 
d,, e (log N)“3/N ‘I3 Numerical tests are given in the master thesis of C. Biester. . 
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