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Abstract
We prove q-Taylor series for Jackson q-difference operators. Absolute and uniform convergence to the original function are
proved for analytic functions. We derive interpolation results for entire functions of q-exponential growth which is less than lnq−1,
0 < q < 1, from its values at the nodes {aq−n, n ∈ N}, a is a non-zero complex number with absolute and uniform convergence
criteria.
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1. Introduction
In [14], Jackson introduced the following q-counterpart of Taylor series
f (x) =
∞∑
n=0
(1 − q)n
(q;q)n D
n
qf (a)[x − a]n. (1.1)
Here q is a positive number with 0 < q < 1 and Dq is the q-difference operator defined by
Dqf (x) = f (x) − f (qx)
x − qx ,
and
[x − a]n = (x − a)(x − qa) . . .
(
x − qn−1a), n 1, [x − a]0 = 1.
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Liouville operator, Al-Salam and Verma introduced the q-type interpolation series
f (x) =
∞∑
n=0
(−1)nq−n(n−1)/2 D
n
qf (aq
−n)(1 − q)n
(q;q)n [a − x]n, (1.2)
see [3]. Neither Jackson nor Al-Salam and Verma gave proofs of their q-analogs. However Al-Salam and Verma
verified the validity of (1.2) under the condition of the expandability of f in the from
f (x) =
∞∑
n=0
cn[a − x]n. (1.3)
Again no class of functions is specified for which (1.3) holds. Ismail and Stanton in [11], combining results of [9,10],
derived with analytic proof a q-type Taylor series for entire functions of q-exponential growth, [18], see definitions
below. Ismail–Stanton q-analogs are in the Askey–Wilson operator setting. In a recent work of López et al. [16],
authors used the approach of [17] to give sufficient conditions to guarantee the convergence of Ismail–Stanton q-Taylor
series, but not necessarily to the original function. In the present paper we give analytic proof of the Jackson and Al-
Salam–Verma q-Taylor series. In other words we prove the convergence of the q-Taylor series to the original functions
if these latter ones are analytic in some complex domain. We also give some applications involving interpolation of
entire functions at the sequence {aq−n: n ∈ Z}, where a ∈ C is fixed. In [11], Ismail and Stanton derived interpolation
results for entire functions of exponential growth at (aqn + q−n/a)/2, 0 < q < 1. Ismail and Stanton derived their
interpolation results for functions that have q-exponential growth of order less than lnq−1. Bozeffour [5], also gave
interpolation results of Ismail–Stanton type at the nodes {q−n, n ∈ N}. In both works, [5,11] the convergence is
pointwise. A complex variable proof for the q-Taylor theorem of [11] is given in [19]. In our interpolation results we
have the nodes {aq−n, n ∈ N} extending the results of [5], a is a non-zero complex number. We also prove absolute
and uniform convergence without adding further conditions. Our technique is based on the q-Cauchy integral formula
of Al-Salam [2] and another modified version, namely (4.1) below.
2. Notations and preliminaries
In the following, q is a positive number, 0 < q < 1. For n ∈ N = {0,1, . . .}, k ∈ Z+ = {1,2, . . .} and
a, a1, . . . , ak ∈ C, the q-shifted factorial, the multiple q-shifted factorial and the q-binomial coefficients are defined
by
(a;q)0 := 1, (a;q)n :=
n−1∏
k=0
(
1 − aqk), (a1, a2, . . . , ak;q)n := k∏
j=1
(aj ;q)n, (2.1)
and [
a
0
]
q
:= 1, and
[
a
n
]
q
:= (1 − q
a)(1 − qa−1) · · · (1 − qa−n+1)
(q;q)n , (2.2)
respectively. The limit, limn→∞(a;q)n, is denoted by (a;q)∞. Moreover (a;q)n has the representation, cf. [6],
(a;q)n =
n∑
k=0
(−1)k
[
n
k
]
q
qk(k−1)/2ak. (2.3)
Let rφs denote the q-hypergeometric series
rφs
(
a1, . . . , ar
b1, . . . , bs
∣∣∣ q, z)= rφs(a1, . . . , ar ;b1, . . . , bs;q, z)
=
∞∑ (a1, . . . , ar ;q)n
(q, b1, . . . , bs;q)n z
n
(−q(n−1)/2)n(s+1−r). (2.4)n=0
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q(z) := (q;q)∞
(qz;q)∞ (1 − q)
1−z, z ∈ C, |q| < 1, (2.5)
where we take the principal values of qz and (1 − q)1−z. In particular
q(n + 1) = (q;q)n
(1 − q)n , n ∈ N.
Let μ ∈ C be fixed. A set A ⊆ C is called a μ-geometric set if for x ∈ A, μx ∈ A. Let f be a function defined on a
q-geometric set A ⊆ C. The q-difference operator is defined by the formula
Dqf (x) := f (x) − f (qx)
x − qx , x ∈ A − {0}. (2.6)
If 0 ∈ A, we say that f has q-derivative at zero if the limit
lim
n→∞
f (xqn) − f (0)
xqn
, x ∈ A, (2.7)
exists and does not depend on x. We then denote this limit by Dqf (0). The q-integration of F.H. Jackson [15] is
defined for a function f defined on a q-geometric set A to be
b∫
a
f (t) dq t :=
b∫
0
f (t) dq t −
a∫
0
f (t) dq t, a, b ∈ A, (2.8)
where
x∫
0
f (t) dq t :=
∞∑
n=0
xqn(1 − q)f (xqn), x ∈ A, (2.9)
provided that the series converges. A function f which is defined on a q-geometric set A, 0 ∈ A, is said to be q-regular
at zero if
lim
n→∞f
(
xqn
)= f (0) for every x ∈ A.
The rule of q-integration by parts is
a∫
0
g(x)Dqf (x)dqx = (fg)(a) − lim
n→∞(fg)
(
aqn
)− a∫
0
Dqg(x)f (qx)dqx. (2.10)
If f , g are q-regular at zero, the limn→∞(fg)(aqn) on the right-hand side of (2.10) will be replaced by (fg)(0).
In the following we denote by ΩR , 0 < R ∞, the disc {x ∈ C: |x| < R}. The following theorem is an analog of
the fundamental theorem of calculus. Its proof is simple and is omitted.
Theorem 2.1. Let f : ΩR → C be q-regular at zero and c ∈ ΩR be fixed. Define
F(x) =
x∫
c
f (t) dq t, x ∈ ΩR. (2.11)
Then F is q-regular at zero. Furthermore, DqF(x) exists for every x ∈ ΩR and
DqF(x) = f (x) for every x ∈ ΩR.
Conversely if a, b ∈ ΩR , then
b∫
a
Dqf (t) dq t = f (b) − f (a). (2.12)
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∫ x
0 |f (t)|dqt exists for all x ∈ ΩR . The next lemma which we state without
proof, indicates that the nth q-derivative Dnq of a function f can be expressed in terms of its values at the points
{xqj , j = 0,1, . . . , n}, see e.g. [1,7].
Lemma 2.2. Let f be a function defined on ΩR and assume that f has q-derivatives up to order n in ΩR , n ∈ N.
Then, Dkqf (x) can be expressed as
Dkqf (x) = (−1)k(1 − q)kx−kq−k(k−1)/2
k∑
r=0
(−1)r
[
k
r
]
q
qr(r−1)/2f
(
xqk−r
) (2.13)
for every x in ΩR − {0}, k = 1,2, . . . , n .
Lemma 2.3. Let R > 0 and f be holomorphic on ΩR with the power series expansion
f (x) =
∞∑
m=0
cmx
m. (2.14)
Then
Dnqf (x) = (1 − q)−n
∞∑
k=0
ck+n
(
qk+1;q)
n
xk, x = 0, n ∈ N. (2.15)
Proof. Let n ∈ N, x ∈ ΩR − {0}. From (2.13), the nth q-derivative of the function f is
Dnqf (x) = (−1)n(1 − q)−nx−nq
−n(n−1)
2
n∑
j=0
(−1)j
[
n
j
]
q
q
j(j−1)
2 f
(
xqn−j
)
= (−1)n(1 − q)−nx−nq −n(n−1)2
∞∑
m=0
cm q
nm xm
n∑
j=0
(−1)j
[
n
j
]
q
q
j(j−1)
2 q−mj , (2.16)
where the convergence of (2.14) guarantees the interchange of the sums. It follows from (2.3) that
n∑
j=0
(−1)j
[
n
j
]
q
q
j(j−1)
2 q−mj = (q−m;q)
n
.
Since (
q−m;q)
n
=
{0, m = 1,2, . . . , n − 1,
(−1)nq−mn+ n(n−1)2 (qm−n+1;q)n, m n,
then
Dnqf (x) = (1 − q)−nx−n
∞∑
m=n
cm
(
qm−n+1;q)
n
xm = (1 − q)−n
∞∑
k=0
cn+k
(
qk+1;q)
n
xk. 
Let k be a positive real number and f be an entire function with the power series expansion
f (x) =
∞∑
n=0
anx
n. (2.17)
Bezivin [4] called f q-Gevrey of order 1
k
, if there exist real numbers A,C > 0 such that
|an| < Aqn(n+1)/2kCn, n = 0,1, . . . . (2.18)
476 M.H. Annaby, Z.S. Mansour / J. Math. Anal. Appl. 344 (2008) 472–483In [18], Ramis gave a definition for the q-Gevrey series when q > 1. He also defined an entire function f (x) to have
a q-exponential growth of order k and a finite type α, α ∈ R, if there exists a positive number K such that∣∣f (x)∣∣< K|x|α exp(k ln2 |x|
2 ln2 q
)
, (2.19)
see also [11, p. 177]. The following lemma coincides with that introduced by Ramis [18] when q > 1.
Lemma 2.4. Let f (x) be an entire function with the power series expansion
f (x) =
∞∑
k=0
akx
k, x ∈ C. (2.20)
The following are equivalent.
(i) There exist positive constants k, K and a real constant α such that for r > 0
M(f ; r)K exp
(
k ln2 r
2 ln2 q
+ αln |r|
)
, M(f ; r) := sup{∣∣f (x)∣∣: |x| = r}. (2.21)
(ii) There exists a positive constant A such that
|an|A exp
(−(n − α)2 ln2 q/2k), n ∈ N. (2.22)
3. q-Taylor theorems
This section includes q-Taylor series for Jackson q-difference operator. We first start by defining the two variable
polynomials ϕn(x, a), x, a ∈ C, to be
ϕ0(x, a) := 1, ϕn(x, a) :=
{
xn(a/x;q)n, x = 0,
(−1)nq n(n−1)2 an, x = 0. (3.1)
Lemma 3.1. For n ∈ N and x, a ∈ C, we have
Dq,xϕn(x, a) = 1 − q
n
1 − q ϕn−1(x, a), (3.2)
Dq,aϕn(x, a) = −1 − q
n
1 − q ϕn−1(x, qa), (3.3)
Inq,a(1) =
ϕn(x, a)
q(n + 1) , (3.4)
where Inq,a is the integral
Inq,af (x) :=
x∫
a
xn−1∫
a
. . .
x1∫
a
f (t) dqt dqx1 . . . dqxn−1.
From now on a ∈ C is considered to be a fixed non-zero complex number, i.e. ϕn(x, a) is a polynomial of x of
degree n.
Theorem 3.2. Let f be a function defined on ΩR and n ∈ Z+. If the q-derivatives of f up to order n exist at zero and
Dnqf is q-integrable on ΩR , then
f (x) =
n−1∑
k=0
Dkqf (a)
q(k + 1)ϕk(x, a) +
1
q(n)
x∫
a
ϕn−1(x, qt)Dnqf (t) dq t. (3.5)
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f,Dqf, . . . ,D
n−2
q f at zero. Using Al-Salam basic Cauchy integral formula, cf. [2],
Inq,af (x) :=
x∫
a
xn−1∫
a
. . .
x1∫
a
f (t) dq t dqx1 . . . dqxn−1 = 1
q(n)
x∫
a
ϕn−1(x, qt)f (t) dq t, (3.6)
we obtain
Inq,aD
n
qf (x) =
1
q(n)
x∫
a
ϕn−1(x, qt)Dnqf (t) dq t. (3.7)
We prove by induction that
Inq,aD
n
qf (x) = f (x) −
n−1∑
k=0
Dkqf (a)
q(k + 1)ϕk(x, a). (3.8)
Since f is q-regular at zero, then (3.8) follows when n = 1 directly from Theorem 2.1. Assume that (3.8) holds at
n = m, m < n. Since Dmq f (x) is q-regular at zero, then
Im+1q,a Dm+1q f (x) = Imq,a
(
Iq,aD
m+1
q f (x)
)= Imq,a(Dmq f (x) − Dmq f (a))
= Imq,aDmq f (x) − Dmq f (a)Imq,a(1) = Imq,aDmq f (x) − Dmq f (a)
ϕm(x, a)
q(m + 1) . (3.9)
Since Dkqf , k = 0,1, . . . ,m − 1, are q-regular at zero, then from the induction hypothesis we obtain
Imq,aD
m
q f (x) = f (x) −
m−1∑
k=0
Dkqf (a)
q(k + 1)ϕk(x, a). (3.10)
Combining (3.9) and (3.10) we obtain (3.8) with n = m + 1 and the theorem follows. 
A function f will converge to its corresponding q-Taylor expansion in terms of the basis {ϕn(x, a)}∞n=0 whenever
the remainder of the previous theorem satisfies
lim
n→∞Rn(x, a) = 0, Rn(x, a) :=
1
q(n)
x∫
a
ϕn−1(x, qt)Dnqf (t) dq t. (3.11)
Theorem 3.3. Let 0 < R ∞ and f be analytic on ΩR with the power series expansion
f (x) =
∞∑
n=0
cnx
n, x ∈ ΩR. (3.12)
Then f has the q-Taylor expansion
f (x) =
∞∑
k=0
Dkqf (a)
q(k + 1)ϕk(x, a), (3.13)
absolutely and uniformly on compact subsets of ΩR .
Proof. Applying Dnq to (3.12) and using (2.15) we end with
Dnqf (x) = (1 − q)−n
∞∑
k=0
ck+n
(
qk+1;q)
n
xk, x ∈ ΩR. (3.14)
Then
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q(n)
x∫
0
ϕn−1(x, qt)Dnqf (t) dq t
= 1
(q, q)n−1
∞∑
m=0
qm
(
qm+1;q)
n−1
∞∑
k=0
ck+nqmkxk+n
(
qk−n+1;q)
n
. (3.15)
Consequently
∣∣R1,n(x)∣∣ 1
(q, q)∞
∞∑
m=0
qm
∞∑
k=0
|ck+n||x|k+n  1
(1 − q)(q, q)∞
∞∑
k=n
|ck||x|k. (3.16)
Thus limn→∞ R1,n(x) = 0 uniformly and absolutely on compact subsets of ΩR . On the other hand for x ∈ ΩR we
have
R2,n(x, a) := 1
q(n)
a∫
0
ϕn−1(x, qt)Dnqf (t) dq t
= (1 − q)
−n+1
q(n)
∞∑
m=0
aqmϕn−1
(
x, qm+1a
) ∞∑
j=0
cj+najqmj
(
qj+1;q)
n
. (3.17)
But
∣∣ϕn−1(x, qm+1a)∣∣=
∣∣∣∣∣
n−1∏
r=0
(
x − qm+1+ra)∣∣∣∣∣ (−qm+1;q)n−1ln−1  (−q;q)∞ln−1, (3.18)
where l := max{|a|, |x|}. Consequently
∣∣R2,n(x, a)∣∣ (−q, q)∞
(q, q)n−1
∞∑
m=0
qm
∞∑
j=0
|cj+n|lj+n  (−q;q)∞
(1 − q)(q;q)∞
∞∑
j=n
|cj |lj . (3.19)
That is limn→∞ R2,n(x, a) = 0 uniformly and absolutely on compact subsets of ΩR and the theorem follows. There-
fore Rn(x, a) = R1,n(x)−R2,n(x, a) tends to zero uniformly and absolutely on compact subsets of ΩR and the proof
is complete. 
Example 3.4. Let f (x) = Eq(x), x ∈ C, where Eq(x) is the q-exponential function defined by Jackson, cf. e.g. [6,13],
Eq(x) :=
∞∑
j=0
qj (j−1)/2 x
j
(q;q)j = (−x;q)∞. (3.20)
For any a ∈ C − {0}, and m ∈ N, we have
Dmq Eq(a) = qm(m−1)/2(1 − q)−mEq
(
qma
)= qm(m−1)/2(1 − q)−m(−qma;q)∞
= qm(m−1)/2(1 − q)−m (−a;q)∞
(−a;q)m . (3.21)
Consequently the q-Taylor expansion of Eq(x) at a ∈ C − {0} is given by
Eq(x) = (−a;q)∞
∞∑
m=0
qm(m−1)/2 1
(q;q)m(−a;q)m ϕm(x, a) = (−a;q)∞
∞∑
m=0
qm(m−1)/2 (a/x;q)m
(q;q)m(−a;q)m x
m
= (−a;q)∞ 1ϕ1
(
a/x
−a
∣∣∣ q,−x) , (3.22)
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obtain the identity
1 = (−a;q)∞
∞∑
m=0
qm
2−m (−a)m
(q;q)m(−a;q)m , a ∈ C. (3.23)
Example 3.5. Let f (x) = eq(x), |x| < 1, eq(x) is the q-exponential function defined also by Jackson to be
eq(x) = 1/(−x;q)∞ =
∞∑
j=0
xj
(q;q)j , (3.24)
see also [13]. A direct computation leads to
Dmq eq(a) = (1 − q)−meq(a) =
(1 − q)−m
(−a;q)∞ , a ∈ C − {0}, m ∈ N. (3.25)
Consequently the q-Taylor expansion of eq(x) at a ∈ C − {0} is given for |x| < 1 by
eq(x) = 1
(−a;q)∞
∞∑
m=0
1
(q;q)m ϕm(x, a) =
1
(−a;q)∞
∞∑
m=0
(a/x;q)m
(q;q)m x
m
= 1
(−a;q)∞ 1φ0(a/x;0;q, x). (3.26)
Consequently
(−a;q)∞
(−x;q)∞ = 1φ0(a/x;0;q, x), |x| < 1, (3.27)
which is the q-binomial theorem.
4. Interpolation results
This section includes the interpolation results of this paper. We start our study with the following q-Cauchy formula.
Lemma 4.1. Let f be q-integrable on ΩR , 0 < R < ∞, and a be a non-zero complex number in ΩR . If for some
n 1, aq−j , j = 1,2, . . . , n − 1, are in ΩR , then
x∫
a
x1∫
aq−1
x2∫
aq−2
. . .
xn−1∫
aq−n+1
f (t) dqt dqxn−1 . . . dqx1 = 1
q(n)
x∫
aq−n+1
ϕn−1(x, qt)f (t) dq t. (4.1)
Proof. We prove (4.1) by induction. Obviously it holds at n = 1. Assume that (4.1) holds at n = m, and set
G(x) :=
x∫
aq−m
f (t) dq t, x ∈ C. (4.2)
Hence
x∫
a
x1∫
aq−1
x2∫
aq−2
. . .
xm∫
aq−m
f (t) dqt dqxm . . . dqx1 =
x∫
a
x1∫
aq−1
x2∫
aq−2
. . .
xm−1∫
aq−m+1
G(xm)dqxm . . . dqx1
= 1
q(m)
x∫
−m+1
ϕm−1(x, qt)G(t) dqt. (4.3)
aq
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ϕm(x, t)
q(m + 1) = −
ϕm−1(x, qt)
q(m)
,
cf. (3.2), then applying the rule (2.10) of q-integration by parts yields
1
q(m)
x∫
aq−m+1
ϕm−1(x, qt)G(t) dq t
= − 1
q(m + 1)G(t)ϕm(x, t)
∣∣x
t=aq−m+1 +
1
q(m + 1)
x∫
aq−m+1
ϕm(x, qt)f (t) dq t
= 1
q(m + 1)
(
G
(
aq−m+1
)
ϕm
(
x, aq−m+1
)+ x∫
aq−m+1
ϕm(x, qt)f (t) dq t
)
. (4.4)
From the definition of q-integration
G
(
aq−m+1
)= −aq−m(1 − q)f (aq−m). (4.5)
The lemma follows by combining (4.4) and (4.5). 
Theorem 4.2. Let f be a function defined on ΩR , and a be a non-zero complex number in ΩR such that aq−j ,
j = 1,2, . . . , n, are in ΩR for some n 1. If the q-derivatives of f up to order n − 1 exist at zero such that Dn−1q f
is q-regular at zero, then
f (x) =
n−1∑
k=0
(−1)kq− k(k−1)2 D
k
qf (aq
−k)
q(k + 1) ϕk(a, x) +
1
q(n)
x∫
aq−n+1
ϕn−1(x, qt)Dnqf (t) dq t. (4.6)
Proof. The proof follows by applying the basic Cauchy formula (4.1) to Dnqf and observing that
x∫
a
x1∫
aq−1
x2∫
aq−2
. . .
xn−1∫
aq−n+1
f (t) dq t dqxn−1 . . . dqx1 =
n−1∑
k=0
(−1)kq− k(k−1)2 D
k
qf (aq
−k)
q(k + 1) ϕk(a, x). (4.7)
Similarly to (3.8), identity (4.7) can be proved by induction. 
Let us denote by R˜n(x, a) the function
R˜n(x, a) := 1
q(n)
x∫
aq−n+1
ϕn−1(x, qt)Dnqf (t) dqt, x ∈ C, n ∈ Z+. (4.8)
Theorem 4.3. Let f (x) be a function with q-exponential growth of order k, k < lnq−1, and a finite type α, α ∈ R.
Then for a ∈ C − {0}, f (x) has the expansion
f (x) =
∞∑
n=0
(−1)nq−n(n−1)/2 D
n
qf (aq
−n)
q(n + 1) ϕn(a, x), (4.9)
absolutely and uniformly on compact subsets C.
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R˜n(x, a) = Rn(x, a) + 1
q(n)
n−1∑
j=1
aq−j (1 − q)ϕn−1
(
x, aq−j+1
)
Dnqf
(
aq−j
)
,
and Rn(x, a) tends to zero uniformly and absolutely on compact subsets of C, it suffices to prove that
lim
n→∞
n−1∑
j=1
aq−j (1 − q)ϕn−1
(
x, aq−j+1
)
Dnqf
(
aq−j
)= 0,
uniformly and absolutely on compact subsets of C. From (2.14)
Dnqf
(
aq−j
)= (1 − q)−n ∞∑
k=0
ck+n
(
qk+1;q)
n
akq−jk, j = 1,2, . . . , n − 1. (4.10)
Thus
1
q(n)
n−1∑
j=1
aq−j (1 − q)ϕn−1
(
x, aq−j+1
)
Dnqf
(
aq−j
)
= 1
(q;q)n−1
∞∑
k=0
ck+n
(
qk+1;q)
n
ak+1
n−1∑
j=1
q−jkϕn−1
(
x, aq−j+1
)
. (4.11)
Since
ϕn−1
(
x, aq−j+1
)= n−1∏
r=1
(
x − aq−j+r)= j−1∏
r=1
(
x − aq−j+r) n−1∏
r=j
(
x − aq−j+r),
then for I := max{|x|, |a|} we obtain
j−1∏
r=1
∣∣x − aq−j+r ∣∣ (−q;q)j−1q−j (j−1)/2 lj−1,
n−1∏
r=j
∣∣x − aq−j+r ∣∣ (−q;q)n−j ln−j .
Hence∣∣ϕn−1(x, aq−j+1)∣∣ ln−1q−j (j−1)/2(−q;q)2∞, (4.12)
and consequently
n−1∑
j=1
q−jk
∣∣ϕn−1(x, aq−j+1)∣∣ (−q;q)2∞ln−1q−(n−1)(n−2)/2 1 − q−nk1 − q−k
 ln−1q−(n−1)(n−2)/2(−q;q)2∞
q−nk
1 − q . (4.13)
Combining (4.11) and (4.13) yields
1
(q;q)n−1
∣∣∣∣∣
∞∑
k=0
ck+n
(
qk+1;q)
n
ak+1
n−1∑
j=1
q−jkϕn−1
(
x, aq−j+1
)∣∣∣∣∣
 (−q;q)
2∞
(q;q)∞(1 − q)q
−(n−2)(n−1)/2
∞∑
|ck+n|ln+kq−nk. (4.14)
k=0
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β > 1, we obtain form Lemma 2.4 that there exists a constant C > 0 such that
|cn| Cqβ(n−α)2/2, n ∈ N. (4.15)
Combining (4.14) and (4.15) yields
q−(n−2)(n−1)/2
∞∑
k=0
|ck+n|ln+kq−nk  q(β−1)n2/2+3n/2qβ2α/2q−αβnln
∞∑
k=0
qβk
2/2(q−αβl)k. (4.16)
Since limn→∞ q(β−1)n
2/2+3n/2(q−αβl)n = 0, then limn→∞ R˜n(x, a) = 0 uniformly and absolutely on compact subsets
of C, completing the proof. 
Example 4.4. Consider the θ -function
f (x) = θ0(x;q) =
∞∑
n=0
qn
2
xn, x ∈ C,
cf. [8]. The function θ0(x;q) is an entire function of q-exponential growth lnq−1/2. Moreover for any a ∈ C and
m ∈ N
Dmq θ0
(
aq−m;q)= qm2q(m + 1) ∞∑
k=0
qk
2 (qm+1;q)k
(q;q)k
(
qma
)k
= qm2q(m + 1)1φ2
(
qm+1;0,0;−qm+1a;q). (4.17)
Consequently
θ0(x;q) =
∞∑
m=0
(−1)mqm(m+1)/21φ2
(
qm+1;0,0;−qm+(1/2)a;q)ϕm(a, x). (4.18)
In the following example we show that if k = lnq−1, the absolute and uniform convergence of the expansion (4.9)
may depend on the point a.
Example 4.5. Let f (x) = Eq(x). The function Eq(x) = (−x;q)∞ has q-exponential growth of order lnq−1. Let
a ∈ C. Replacing a by aq−m in (3.4) yields
Dmq Eq
(
aq−m
)= qm(m−1)/2(1 − q)−m(−a;q)∞.
From the q-binomial theorem, cf. [6],
∞∑
m=0
(a;q)m
(q;q)m z
m = (az;q)∞
(z;q)∞ , |z| < 1, (4.19)
n∑
m=0
(−1)mq−m(m−1)/2 D
m
q f (aq
−m)
q(m + 1) ϕm(a, x) = (−a;q)∞
n∑
m=0
(x/a;q)m
(q;q)m (−a)
m. (4.20)
The previous sum converges only when |a| < 1 to
∞∑
m=0
(x/a;q)m
(q;q)m (−a)
m = (−x;q)∞
(−a;q)∞ .
Thus Eq(x) has the expansion (4.9) only if |a| < 1.
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