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Lp COARSE BAUM-CONNES CONJECTURE AND K-THEORY
FOR Lp ROE ALGEBRAS
JIANGUO ZHANG AND DAPENG ZHOU
Abstract. In this paper, we verify the Lp coarse Baum-Connes conjecture
for spaces with finite asymptotic dimension for p ∈ [1,∞). We also show that
the K-theory of Lp Roe algebras are independent of p ∈ (1,∞) for spaces
with finite asymptotic dimension.
1. Introduction
An elliptic differential operator on a closed manifold is Fredholm. The cele-
brated Atiyah-Singer index theorem compute the Fredholm index [1] [2]. In the
recent 40 years, the Atiyah-Singer index theorem has been vastly generalized to
the higher index theory [40][47]. There are two most important cases. For a man-
ifold carrying a proper cocompact group action, the Baum-Connes assembly map
defines a higher index in the K-theory of group C∗-algebra [27][22]. For an open
manifold without group actions, the coarse Baum-Connes assembly map defines a
higher index in the K-theory of the Roe algebra of the manifold [35].
The Baum-Connes conjecture [3] and the coarse Baum-Connes conjecture [19][43]
give algorithms to compute the higher indices usingK-homology. TheK-homology
is local and much more computable. In recent years, the Lp version of the Baum-
Connes and the coarse Baum-Connes conjecture are studied. The motivation for
using Banach algebras is that they are more flexible than C∗-algebras. Since the
traditional C∗-algebraic method [22] is very difficult in dealing with groups with
property (T) (these groups admits no proper isometric actions on Hilbert spaces).
Actually a lot of interesting groups, e.g. hyperbolic group, may have property
(T). Lafforgue invented the Banach KK-theory and verified the Baum-Connes
conjecture for a large class of groups with property (T) [24]. In [46], Guoliang Yu
proved that hyperbolic groups always admit proper isometric actions on ℓp spaces.
In [23], Kasparov and Yu proved that the Lp Baum-Connes conjecture is true for
groups with a proper isometric action on ℓp space.
In [26], Benben Liao and Guoliang Yu proved that the K-theory of Lp group
algebras are independent of p for a large class of groups, e.g. hyperbolic groups.
Their proof relies on the Lafforgue’s results on the Baum-Connes conjecture [24]
and Lp property (RD) for the group.
Yeong-Chyuan Chung developed a quantitative K-theory for Banach algebras
[7] and applied this theory to compute K-theory of Lp crossed products [6]. Chung
showed that the Baum-Connes conjecture for G with coefficient in C(X) is true
if the dynamical system Gy X has Finite Dynamical Complexity, introduced by
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Guentner-Willett-Yu [17]. As a corollary, Chung proved that the K-theory of Lp
crossed products Bp,∗(X,G) are independent of p provided that Gy X has finite
dynamical complexity.
Motivated by Liao-Yu and Chung’s result, we ask the following question: Are
the K-theory of Lp Roe algebras Bp(X) independent of p? The main theorem
of the paper provides a positive answer to this question for the spaces with finite
asymptotic dimension.
Theorem 1.1 (see Theorem 5.20). Let X be a separable proper metric space. If
X has finite asymptotic dimension, then K∗(B
p(X)) does not depend on p for
p ∈ (1,∞)
The proof of the theorem relies on the Lp coarse Baum-Connes conjecture. The
key ingredient is the Mayer-Vietoris argument. A coarse geometric Mayer-Vietoris
sequence in K-theory was formulated by Higson-Roe-Yu [20]. In [45], Guoliang Yu
invented the quantitative K-theory and a quantitative Mayer-Vietoris sequence,
and he verified the coarse Baum-Connes conjecture for spaces with finite asymp-
totic dimension. The quantitative K-theory is a refined version of the classical
operator K-theory. It encodes more geometric information, and it is a powerful
tool to compute the K-theory of Roe algebras or other C∗-algebras coming from
geometry. The quantitative K-theory has been generalized to general geometric
C∗-algebras by Oyono-Oyono and Yu [29][30][31], to Banach algebras by Yeong-
Chyuan Chung [7], and to groupoids by Clement Dell’Aiera [11]. It has many
important applications in dynamical systems [17][6] and coarse geometry [25][8].
In this paper, by a similar argument of quantitative K-theory for Lp algebras, we
prove the following result.
Theorem 1.2 (see Theorem 4.6). For any p ∈ [1,∞), the Lp coarse Baum-
Connes conjecture holds for separable proper metric spaces with finite asymptotic
dimension.
The result is very similar to Chung’s result on Baum-Connes conjecture with
coefficient for dynamical systems with finite dynamical decomposition complexity
[6]. His result is for dynamical systems or transform groupoids, while our result is
for coarse geometry or coarse groupoids.
We want to emphasize that the results in this paper does not need the condition
of bounded geometry. For the similar result for spaces with bounded geometry,
we could generalize the result to spaces with finite decomposition complexity,
introduced by Erik Guentner, Romain Tessera and Guoliang Yu [15][16]. Our
method also works for uniform Lp Roe algebras. We will study the results in a
separate paper.
The paper is organized in the following order: In Section 2, we recall the con-
cept of Lp Roe algebras, Lp localization algebras and Lp coarse Baum-Connes
conjecture. In Section 3, we study the Quantitative K-theory for Lp algebras. In
Section 4, we prove that the Lp Baum-Connes conjecture is true for spaces with
finite asymptotic dimension. In Section 5, we prove that the K-theory of Lp Roe
algebras are independent of p for spaces with finite asymptotic dimensions. In the
end, we raise some open problems for future study.
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2. Lp Coarse Baum-Connes Conjecture
Let X be a separable proper metric space, p ∈ [1,∞). Recall that a metric
space is called proper if every closed ball is compact.
Definition 2.1. An Lp-X-module is an Lp space EpX = ℓ
p(ZX)⊗ ℓp = ℓp(ZX , ℓp)
equipped with a natural point-wise multiplication action of C0(X) by restricting
to ZX , where ZX is a countable dense subset in X , ℓ
p = ℓp(N) and C0(X) is the
algebra of all complex-valued continuous functions on X which vanish at infinity.
We notice that this action can be extended naturally to the algebra of all
bounded Borel functions on X .
2.1. Lp Roe algebra.
Definition 2.2. Let EpX be an L
p-X-module and EpY be an L
p-Y -module, and
let T : EpX → E
p
Y be a bounded linear operator. The support of T , denoted
supp(T ), consists of all points (x, y) ∈ X × Y such that χV TχU 6= 0 for all open
neighbourhoods U of x and V of y, where χU and χV be the characteristic function
on U and V , respectively.
We give some properties of the support, the proof can be obtained similarly
from chapter 4 of [40].
Remark 2.3. Let EpX be an L
p-X-module, EpY be an L
p-Y -module, and EpZ be
an Lp-Z-module. Let R,S : EpX → E
p
Y and T : E
p
Y → E
p
Z be bounded linear
operators. Then:
(1) supp(R+ S) ⊆ supp(R) ∪ supp(S);
(2) supp(TS) ⊆ cl(supp(S) ◦ supp(T )) = cl({(x, z) ∈ X × Z : there is y ∈
Y such that (x, y) ∈ supp(S), (y, z) ∈ supp(T )}), where ‘cl’ means closure;
(3) If the coordinate projections πY : supp(T ) → Y and πZ : supp(T ) → Z
are proper maps, or coordinate projections πX : supp(S) → X and πY :
supp(S)→ Y are proper maps, then supp(TS) ⊆ supp(T ) ◦ supp(S);
(4) Let F = supp(S), then for any compact subset K of X , respectively Y ,
we have SχK = χK◦FSχK , χKS = χKSχF◦K , where K ◦ F :={y ∈ Y :
there is x ∈ K such that (x, y) ∈ F}, F ◦K :={x ∈ X : there is y ∈ K
such that (x, y) ∈ F}.
Definition 2.4. Let EpX be an L
p-X-module and T be a bounded linear operator
acting on EpX .
(1) The propagation of T , denoted prop(T ), is defined to be sup{d(x, y) :
(x, y) ∈ supp(T )};
(2) T is said to be locally compact if χKT and TχK are compact operators for
all compact subset K of X .
By Remark 2.3, We have the following properties of propagation.
Remark 2.5. Let EpX be an L
p-X-module and let T, S : EpX → E
p
X be bounded
linear operators. Then:
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(1) prop(T + S) ≤ max{prop(T ), prop(S)};
(2) prop(TS) ≤ prop(T ) + prop(S).
Definition 2.6. Let EpX be an L
p-X-module. The Lp Roe algebra of EpX , denoted
Bp(EpX), is defined to be the norm closure of the algebra of all locally compact
operators acting on EpX with finite propagations.
A Borel map f from a proper metric space X to another proper metric space
Y is called coarse if (1) f is proper, i.e., the inverse image of any bounded set is
bounded; (2) for every R > 0, there exists R′ > 0 such that d(f(x), f(y)) ≤ R′ for
all x, y ∈ X satisfying d(x, y) ≤ R.
Lemma 2.7. Let f be a continuous coarse map, let EpX be an L
p-X-module and
EpY be an L
p-Y -module. Then for any ε > 0, there exist an isometric operator
Vf : E
p
X → E
p
Y and a contractible operator V
+
f : E
p
Y → E
p
X with V
+
f Vf = I such
that
supp(Vf ) ⊆ {(x, y) ∈ X × Y : d(f(x), y) ≤ ε}
supp(V +f ) ⊆ {(y, x) ∈ Y ×X : d(f(x), y) ≤ ε}
Proof. Let ZX , ZY be the dense subsets of X and Y for defining E
p
X and E
p
Y ,
respectively, as in Definition 2.1
There exists a Borel cover {Yi}i of Y such that:
(1) Yi ∩ Yj = ∅ if i 6= j;
(2) diameter(Yi) ≤ ε for all i;
(3) each Yi has nonempty interior.
Condition (3) implies that Yi ∩ ZY is a countable set. Thus if f−1(Yi) ∩ ZX 6= ∅,
then there exists an isometric operator Vi : ℓ
p(f−1(Yi)∩ZX)⊗ℓp → ℓp(Yi∩ZY )⊗ℓp
and a contractible operator V +i : ℓ
p(Yi ∩ ZY ) ⊗ ℓp → ℓp(f−1(Yi) ∩ ZX) ⊗ ℓp such
that V +i Vi = χf−1(Yi)∩ZX ⊗ I. If f
−1(Yi) ∩ZX = ∅, then let Vi = V
+
i = 0. Define
Vf =
⊕
i
Vi :
⊕
i
ℓp(f−1(Yi) ∩ ZX)⊗ ℓ
p →
⊕
i
ℓp(Yi ∩ ZY )⊗ ℓ
p
V +f =
⊕
i
V +i :
⊕
i
ℓp(Yi ∩ ZY )⊗ ℓ
p →
⊕
i
ℓp(f−1(Yi) ∩ ZX)⊗ ℓ
p.
Then Vf is an isometric operator, V
+
f is a contractible operator and V
+
f Vf =
I. Condition (2) together with the construction of Vf and V
+
f , implies that
supp(Vf ) ⊆ {(x, y) ∈ X × Y : d(f(x), y) ≤ ε} and supp(V
+
f ) ⊆ {(y, x) ∈ Y ×X :
d(f(x), y) ≤ ε}. 
Lemma 2.8. Let f , EpX and E
p
Y be as in Lemma 2.7. Then pair (Vf , V
+
f ) gives
rise to a homomorphism ad((Vf , V
+
f )) : B
p(EpX)→ B
p(EpY ) defined by:
ad((Vf , V
+
f ))(T ) = VfTV
+
f
for all T ∈ Bp(EpX).
Moreover, the map ad((Vf , V
+
f ))∗ induced by ad((Vf , V
+
f )) on K-theory depends
only on f and not on the choice of pair (Vf , V
+
f ).
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Proof. Obviously, ad(Vf , V
+
f ) be a contractible homomorphism, thus we just need
show that if T has finite propagation and is locally compact, then ad((Vf , V
+
f ))(T )
has these properties too.
Assume first that T has finite propagation. Let ε be as in Lemma 2.7, then
d(f(x), y) ≤ ε and d(f(x′), y′) ≤ ε for any (x, y) ∈ supp(Vf ) and (y′, x′) ∈
supp(V +f ). Let (y1, y2) ∈ supp(VfTV
+
f ), by Remark 2.3 part (3), we have that
supp(VfTV
+
f ) ⊆ supp(Vf ) ◦ supp(T ) ◦ supp(V
+
f ).
Hence there exist x1, x2 ∈ X such that (x1, y1) ∈ supp(Vf ), (x1, x2) ∈ supp(T )
and (y2, x2) ∈ supp(V
+
f ), then
d(y1, y2) ≤ d(y1, f(x1)) + d(f(x1), f(x2)) + d(f(x2), y2) ≤ 2ε+ d(f(x1), f(x2)).
Since f is coarse and T has finite propagation, we have that d(y1, y2) is smaller
than some constant for all (y1, y2) ∈ supp(VfTV
+
f ), this completes the proof of
finite propagation.
Now assume that T is locally compact. Let K be a compact subset of Y , and
let F = supp(Vf ). By Remark 2.3 (4), we have that
χKVfTV
+
f = χKVfχF◦KTV
+
f
Since f is proper map and X is proper space, we know that F ◦ K is compact
subset in X , then χF◦KT is compact operator, thus χKVfχF◦KTV
+
f is a compact
operator. The case of VfTV
+
f χK is similar. Thus ad((Vf , V
+
f ))(T ) is locally
compact.
Let (V1, V
+
1 ) and (V2, V
+
2 ) be two pair operators satisfying the conditions of
Lemma 2.7, then we just need to prove
ad((V1, V
+
1 ))∗ = ad((V2, V
+
2 ))∗ : K∗(B
p(EpX))→ K∗(B
p(EpY ))
Let
U =
(
I − V1V
+
1 V1V
+
2
V2V
+
1 I − V2V
+
2
)
then U2 = I and
(
ad((V1, V
+
1 ))(T ) 0
0 0
)
= U
(
0 0
0 ad((V2, V
+
2 ))(T )
)
U
Thus ad((V1, V
+
1 ))∗ = ad((V2, V
+
2 ))∗ 
Corollary 2.9. For different Lp-X-modules EpX and E
′p
X , B
p(EpX) is non-canonically
isomorphic to Bp(E′pX), and K∗(B
p(EpX)) is canonically isomorphic to K∗(B
p(E′pX)).
For convenience, we replace Bp(EpX) by B
p(X) representing Lp Roe algebra of
X .
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2.2. Lp Localization algebra and Lp K-homology.
Definition 2.10. Let X be a separable proper metric space. The Lp localization
algebra of X , denoted BpL(X), is defined to be the norm closure of the algebra of
all bounded and uniformly norm-continuous function f from [0,∞) to Bp(X) such
that
prop(f(t)) is uniformly bounded and prop(f(t))→ 0 as t→∞.
The propagation of f is defined to be max{prop(f(t)) : t ∈ [0,∞)}.
Let f be a uniformly continuous coarse map from a separable proper metric
space X to another separable proper metric space Y . Let {εk}k be a sequence of
positive numbers such that εk → 0 as k → ∞. By Lemma 2.7, for each εk, there
exists an isometric operator Vk from an L
p-X-module EpX to an L
p-Y -module EpY
and a contractible operator V +k from an L
p-Y -module EpY to an L
p-X-module EpX
such that V +k Vk = I and
supp(Vk) ⊆ {(x, y) ∈ X × Y : d(f(x), y) ≤ εk}
supp(V +k ) ⊆ {(y, x) ∈ Y ×X : d(f(x), y) ≤ εk}.
For t ∈ [0,∞), define
Vf (t) = R(t− k)(Vk ⊕ Vk+1)R
∗(t− k)
V +f (t) = R(t− k)(V
+
k ⊕ V
+
k+1)R
∗(t− k)
for all k ≤ t ≤ k + 1, where
R(t) =
(
cos(πt/2) sin(πt/2)
− sin(πt/2) cos(πt/2)
)
.
Vf (t) is an operator from E
p
X ⊕ E
p
X to E
p
Y ⊕ E
p
Y , and V
+
f (t) is an operator from
EpY ⊕ E
p
Y to E
p
X ⊕ E
p
X such that ||Vf (t)|| ≤ 4, ||V
+
f (t)|| ≤ 4 and V
+
f (t)Vf (t) = I
for all t ∈ [0,∞).
Lemma 2.11. Let f and {εk}k be as above, then the pair (Vf (t), V
+
f (t)) induces
a homomorphism Ad((Vf , V
+
f )) from B
p
L(X) to B
p
L(Y )⊗M2(C) defined by:
Ad((Vf , V
+
f ))(u)(t) = Vf (t)(u(t) ⊕ 0)V
+
f (t)
for any u ∈ BpL(X) and t ∈ [0,∞), such that
prop(Ad((Vf , V
+
f ))(u)(t)) ≤ sup
(x,y)∈supp(u(t))
d(f(x), f(y)) + 2εk + 2εk+1
for all t ∈ [k, k + 1].
Moreover, the induced map Ad((Vf , V
+
f ))∗ on K-theory depends only on f and
not on the choice of the pairs {(Vk, V
+
k )} in the construction of Vf (t) and V
+
f (t).
Proof. For any u ∈ BpL(X), Ad((Vf , V
+
f ))(u) is bounded and uniformly norm-
continuous in t although Vf and V
+
f is not norm-continuous. By the same ways as
the proof of Lemma 2.8, we can obtain that Ad((Vf , V
+
f ))(u)(t) is locally compact
when u(t) is locally compact for each t and Ad((Vf , V
+
f ))∗ does not depend on the
choice of the pair (Vf , V
+
f ).
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Thus we just need to consider prop(Ad((Vf , V
+
f ))(u)(t)) for which prop(u(t)) is
uniformly finite and prop(u(t))→ 0 as t→∞. By Lemma 2.3 (4), we know that
prop(Vku(t)V
+
k ) ≤ sup{d(f(x), f(y)) : (x, y) ∈ supp(u(t))} + 2εk
prop(Vku(t)Vk+1) ≤ sup{d(f(x), f(y)) : (x, y) ∈ supp(u(t))} + εk + εk+1.
Thus by Remark 2.5, we have
prop(Ad((Vf , V
+
f ))(u)(t)) ≤ sup{d(f(x), f(y)) : (x, y) ∈ supp(u(t))} +
2εk + 2εk+1
Therefore, prop(Ad((Vf , V
+
f ))(u)(t)) is uniformly finite since f is a coarse map,
and prop(Ad((Vf , V
+
f ))(u)(t))→ 0 as t→∞ since f is uniformly continuous map
and εk → 0. 
Definition 2.12. The i-th Lp K-homology of X , is defined to be Ki(B
p
L(X)).
2.3. Obstruction group. Let X be a separable proper metric space, now con-
sider the evaluation-at-zero homomorphism:
e0 : B
p
L(X)→ B
p(X)
which induces a homomorphism on K-theory:
e0 : K∗(B
p
L(X))→ K∗(B
p(X))
Let C be a locally finite and uniformly bounded cover for X . The nerve space
NC associated to C is defined to be the simplicial complex whose set of vertices
equals C and where a finite subset {U0, . . . , Un} ⊆ C spans an n-simplex in NC
if and only if
⋂n
i=0 Ui 6= ∅. Endow NC with the ℓ
1-metric, i.e., the path metric
whose restriction to each simplex {U0, . . . , Un} given by
d(
n∑
i=0
tiUi,
n∑
i=0
siUi) =
n∑
i=0
|ti − si|.
The metric of two points which in the different connected components is defined
to be ∞ by convention.
A sequence of locally finite and uniformly bounded covers {Ck}∞k=0 of metric
space X is called an anti-Cˇech system of X [36], if there exists a sequence of
positive numbers Rk →∞ such that for each k,
(1) every set U ∈ Ck has diameter less than or equal to Rk;
(2) any set of diameter Rk in X is contained in some member of Ck+1.
An anti-Cˇech system always exists [36].
By the property of the anti-Cˇech system, for every pair k2 > k1, there ex-
ists a simplicial map ik1k2 from NCk1 to NCk2 such that ik1k2 maps a simplex
{U0, . . . , Un} in NCk1 to a simplex {U
′
0, . . . , U
′
n} in NCk2 satisfying Ui ⊆ U
′
i for all
0 ≤ i ≤ n. Thus, ik1k2 gives rise to the following inductive systems of groups:
ad((Vik1k2 , V
+
ik1k2
))∗ : K∗(B
p(NCk1 ))→ K∗(B
p(NCk2 ));
Ad((Vik1k2 , V
+
ik1k2
))∗ : K∗(B
p
L(NCk1 ))→ K∗(B
p
L(NCk2 )).
The following conjecture is called the Lp coarse Baum-Connes conjecture.
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Conjecture 2.13. Let X be a separable proper metric space, {Ck}∞k=0 be an anti-
Cˇech system of X, then the evaluation-at-zero homomorphism
e0 : lim
k→∞
K∗(B
p
L(NCk))→ lim
k→∞
K∗(B
p(NCk))
∼= K∗(B
p(X))
is an isomorphism.
One can check that for each p ∈ [1,∞), the group limk→∞K∗(B
p
L(NCk)) be the
coarse K-homology of X [40]. Moreover, it is not difficult to see that the Lp coarse
Baum-Connes conjecture for X does not depend on the choice of the anti-Cˇech
system.
Let BpL,0(X) = {f ∈ B
p
L(X) : f(0) = 0}. There exists an exact sequence:
0→ BpL,0(X)→ B
p
L(X)→ B
p(X)→ 0
Thus we have the following reduction:
Lemma 2.14. Let X be a separable proper metric space, {Ck}∞k=0 be an anti-Cˇech
system of X, then the Lp coarse Baum-Connes conjecture is ture if and only if
lim
k→∞
K∗(B
p
L,0(NCk)) = 0
For obvious reason limk→∞K∗(B
p
L,0(NCk)) is called the obstruction group to
the Lp coarse Baum-Connes conjecture.
3. Controlled obstructions: QPδ,N,r,k(X), QUδ,N,r,k(X)
The controlled obstruction QP and QU for the coarse Baum-Connes conjecture
was introduced by Guoliang Yu [45]. In this section, we will introduce and study
the Lp version of QP and QU , which can be considered as a controlled version
of K0(B
p
L,0(X) ⊗ C0((0, 1)
k)) and K1(B
p
L,0(X) ⊗ C0((0, 1)
k)). We will follow the
notation in [45]. One may refer to [29][7] for more detail about the controlled
K-theory for C∗-algebras and Lp-algebras.
3.1. Fundamental concept and property.
Definition 3.1. ([7]) Let A be a unital Banach algebra, for 0 < δ < 1/100, N ≥ 1,
we define (1) an element e in A is called (δ,N)-idempotent, if ||e2 − e|| < δ and
max{||e||, ||I−e||} ≤ N ; (2) an element u in A is called (δ,N)-invertible, if ||u|| ≤
N , and there exists v ∈ A with ||v|| ≤ N such that max{||uv− I||, ||vu− I||} < δ,
where I is the unit of A. Such v is called the (δ,N)-inverse of u.
Let X be a proper metric space, let BpL,0(X)
+ be the Banach algebra obtained
from BpL,0(X) by adjoining an identity I.
Definition 3.2. Let 0 < δ < 1/100, N ≥ 1, r > 0, k and n be nonnegative integers.
Define QPδ,N,r,k(B
p
L,0(X)
+ ⊗Mn(C)) to be the set of all continuous functions f
from [0, 1]k to BpL,0(X)
+ ⊗Mn(C) such that:
(1) f(t) is an (δ,N)-idempotent and prop(f(t)) ≤ r for all t ∈ [0, 1]k;
(2) ||f(t) − em|| < δ for all t ∈ bd([0, 1]k), the boundary of [0, 1]k in Rk, where
em = I ⊕ . . .⊕ I ⊕ 0⊕ . . .⊕ 0 with m identities;
(3) π(f(t)) = em, where π is the canonical homomorphism from B
p
L,0(X)
+ ⊗
Mn(C) to Mn(C).
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Definition 3.3. Let 0 < δ < 1/100, N ≥ 1, r > 0, QPδ,N,r,k(X) is defined to be
the direct limit of QPδ,N,r,k(B
P
L,0(X)
+⊗Mn(C)) under the embedding: p→ p⊕0.
Definition 3.4. Let 0 < δ < 1/100, N ≥ 1, r > 0, k and n be nonnegative
integers. Define QUδ,N,r,k(B
p
L,0(X)
+ ⊗ Mn(C)) to be the set of all continuous
functions u from [0, 1]k to BpL,0(X)
+ ⊗Mn(C) such that there exists a continuous
function v : [0, 1]k → BpL,0(X)
+ ⊗Mn(C) satisfying that:
(1) u(t) is an (δ,N)-invertible with a (δ,N)-inverse v(t) such that max{prop(u(t)),
prop(v(t))} ≤ r for all t ∈ [0, 1]k;
(2) ||u(t)− I|| < δ and ||v(t)− I|| < δ for all t ∈ bd([0, 1]k);
(3) π(u(t)) = π(v(t)) = I, where π is the canonical homomorphism from
BpL,0(X)
+ ⊗Mn(C) to Mn(C).
Such v is called a (δ,N, r)-inverse of u.
Definition 3.5. Let 0 < δ < 1/100, N ≥ 1, r > 0, QUδ,N,r,k(X) is defined to be
the direct limit of QUδ,N,r,k(B
P
L,0(X)
+⊗Mn(C) under the embedding: u→ u⊕ I.
Definition 3.6. Let e1, e2 ∈ QPδ,N,r,k(B
p
L,0(X)
+⊗Mn(C)), we call e1 is (δ,N, r)-
equivalent to e2, if there exists a continuous homotopy a(t
′) inQPδ,N,r,k(B
p
L,0(X)
+⊗
Mn(C)) for t
′ ∈ [0, 1], such that a(0) = e1 and a(1) = e2. Such homotopy be called
a (δ,N, r)-homotopy.
Notice that (1) any e ∈ QPδ,N,r,k(X) is (δ′, N ′, r)-equivalent to some f for
which f(t) = π(f) for all t ∈ bd([0, 1]k); (2) if e1 is (δ,N, r)-equivalent to e2 and
e1(t) = π(e1), e2(t) = π(e2) for all t ∈ bd([0, 1]k), then there exists a homotopy
a(t′) in QPδ′′,N ′′,r,k(X) such that a(0) = e1, a(1) = e2 and a(t
′)(t) = π(a(t′)) for
all t ∈ bd([0, 1]k), where δ′, δ′′ depend only on δ,N ; N ′, N ′′ depend only on N .
Definition 3.7. Let u1, u2 are two elements in QUδ,N,r,k(B
p
L,0(X)
+⊗Mn(C)), we
call u1 is (δ,N, r)-equivalent to u2, if there exists a continuous homotopy w(t
′) in
QUδ,N,r,k(B
p
L,0(X)
+ ⊗Mn(C)) for t′ ∈ [0, 1] such that w(0) = u1 and w(1) = u2.
This equivalence reduce an equivalent relation in QUδ,N,r,k(X).
The following lemma tell us that QPδ,N,r,k(X) can be considered as a controlled
version of K0(B
p
L,0(X)⊗ C0((0, 1)
k)).
Lemma 3.8. Let 0 < δ < 1/100 and χ is a function such that χ(x) = 1 for
Re(x) > 1/2; χ(x) = 0 for Re(x) < 1/2,
(1) for any e ∈ QPδ,N,r,k(X), χ(e) is an idempotent and define an element
[χ(e)] ∈ K0(B
p
L,0(X)⊗ C0((0, 1)
k));
(2) for any two elements e1, e2 ∈ QPδ,N,r,k(X) satisfying that e1 is (δ,N, r)-
equivalent to e2, then [χ(e1)] = [χ(e2)] in K0(B
p
L,0(X)⊗ C0((0, 1)
k));
(3) for any 0 < δ < 1/100, every element in K0(B
p
L,0(X)⊗ C0((0, 1)
k)) can be
represented as [χ(e1)] − [χ(e2)], where e1, e2 ∈ QPδ,N,r,k(X) for some N ≥ 1 and
r > 0.
Proof. (1) and (2) are straightforward by holomorphic function calculus and the
definition of (δ,N, r, k)-equivalence. To prove (3), for any [p]− [q] ∈ K0(B
p
L,0(X)⊗
C0((0, 1)
k)) where p, q ∈ (BpL,0⊗C0((0, 1)
k))+⊗Mn(C), Let N = ||p||+||1−p||+1,
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by approximation argument there exists r > 0 and e1 ∈ (B
p
L,0 ⊗ C((0, 1)
k))+ ⊗
Mn(C) such that prop(e1) < r and ||e1−p|| <
δ
4N , then we have e1 ∈ QPδ,N,r,k(X),
now we just need to prove [χ(e1)] = [p], let e(t
′) = t′e1 + (1 − t′)p for t′ ∈ [0, 1],
then ||e2(t′) − e(t′)|| < δ, thus χ(e(t′)) is a continuous homotopy of projections
between χ(e(0)) = p and χ(e(1)) = χ(e1). 
The following lemma tell us that QUδ,N,r,k(X) can be considered as a controlled
version of K1(B
p
L,0(X)⊗ C0((0, 1)
k)).
Lemma 3.9. Let 0 < δ < 1/100,
(1) for any u ∈ QUδ,N,r,k(X), u is invertible element and define a element [u]
in K1(B
p
L,0(X)⊗ C0((0, 1)
k));
(2) if u1 is (δ,N, r)-equivalent to u2 in QUδ,N,r,k(X), then [u1] = [u2] in
K1(B
p
L,0(X)⊗ C0((0, 1)
k));
(3) for any 0 < δ < 1/100, every element in K1(B
p
L,0(X)⊗ C0((0, 1)
k)) can be
represented as [u], where u ∈ QUδ,N,r,k(X) for some N ≥ 1 and r > 0.
Proof. (1) is true since the set of invertible elements in Banach algebra is open,
(2) is true by the definition of (δ,N, r)-equivalence. To prove (3), assume [u′] ∈
K1(B
p
L,0(X)⊗C0((0, 1)
k)), let N = ||u′||+ ||u′−1||+1, then there exists r > 0 and
u, v ∈ BpL,0(X)⊗ C0((0, 1)
k)⊗Mn(C) such that ||u − u
′|| < δ2N , ||v − u
′
−1|| <
δ
2N
and prop(u) < r, prop(v) < r, then we have ||u|| ≤ N, ||v|| ≤ N and ||uv − I|| <
δ, ||vu− I|| < δ, thus u ∈ QUδ,N,r,k(X), let w(t) = tu+(1− t)u′ for t ∈ [0, 1], then
we have ||w(t)u′−1 − I|| < δ < 1/100, thus w(t)u′−1 is an invertible element, so is
w(t), therefore [u] = [u′] in K1(B
p
L,0(X)⊗ C0((0, 1)
k)). 
Lemma 3.10. (Lemma 2.29 in [7]) If e is (δ,N, r)-equivalent to f by a homotopy
et′(t
′ ∈ [0, 1]) in QPδ,N,r,k(X), then there exists αN > 0,m ∈ N such that e⊕ Im⊕
0m is (2δ, 3N, r)-equivalent to f ⊕Im⊕0m by a αN -Lipschitz homotopy, where αN
depends only on N and not on e, f, δ, r; and m depends only on δ,N, et′ .
Proof. There exists a partition 0 = t′0 < t
′
1 < . . . < t
′
m = 1 such that
||et′
i
− et′
i−1
|| < inf
t′∈[0,1]
δ − ||e2t′ − et′ ||
2N + 1
For each t′, we have a Lipschitz (δ, 3N, r)-homotopy between I⊕0 and et′⊕(1−et′)
given by combining the linear homotopy connecting I ⊕ 0 to (et′ − e2t′)⊕ 0 and the
homotopy
(et′ ⊕ 0) +R
∗(s)((1 − et′)⊕ 0)R(s)
where R(s) =
(
cos(πs/2) sin(πs/2)
− sin(πs/2) cos(πs/2)
)
. Obviously, the linear homotopy be-
tween et′
i−1
and et′
i
is Lipschitz for all i. Then
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
et′0 Im
0m


≃


et′
0
I
0
. . .
I
0


≃


et′
0
I − et′
1
et′
1
. . .
I − et′m
et′m


≃


et′
0
I − et′
0
et′
1
. . .
I − et′
m−1
et′m


≃


I
0
I
. . .
0
et′m


≃

et′m Im
0m

.
Where ≃ represent (2δ, 3N, r)-equivalence by Lipschitz homotopy. 
We remark that we have a result for QU similar to above lemma, i.e., homotopy
implies Lipschitz homotopy.
The following lemma tells us that homotopy equivalence of two quasi-invertible
elements implies homotopy equivalence of their quasi-inverses.
Lemma 3.11. Let u1, u2 be two elements in QUδ,N,r,k(X) with inverse v1, v2
respectively, if u1 is (δ,N, r)-equivalent to u2, then v1 is (4δ, 2N, r)-equivalent to
v2 in QU4δ,2N,r,k(X).
Proof. Let w(t′) be the homotopy path jointing u1 and u2, for ε =
δ
N
, there exists
a partition 0 = t′0 < t
′
1 < . . . < t
′
n = 1 such that
max
0≤i≤n−1
{
||w(l)− w(l′)|| : t′i ≤ l, l
′ ≤ t′i+1
}
<
δ
N
.
Assume st′
i
is the (δ,N, r)-inverse of w(t′i), we require s0 = v1, s1 = v2, let
s(t′) =
t′ − t′i
t′i+1 − t
′
i
st′
i+1
−
t′ − t′i+1
t′i+1 − t
′
i
st′
i
, t′i ≤ t
′ ≤ t′i+1
we have ||st′
i
w(t′)− I|| ≤ ||st′
i
|| · ||w(t′)−w(t′i)||+ ||st′iw(t
′
i)− I|| ≤ 2δ for t
′
i ≤ t
′ ≤
t′i+1, then ||s(t
′)w(t′)− I|| ≤ 4δ, similarly, ||w(t′)s(t′)− I|| ≤ 4δ.
Obviously, ||s(t′)|| ≤ 2N and prop(s(t′)) < r, thus s(t′) is a continuous homo-
topy between v1 and v2 in QU4δ,2N,r,k(X). 
The following two lemmas can be viewed as the controlled version of the classical
result in K-theory that stably homotopy equivalence of idempotents is the same
as stably similarity.
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Lemma 3.12. Let 0 < δ < 1/100, if e is (δ,N, r)-equivalent to f in QPδ,N,r,k(X),
then there exist a positive number m and an element u in QUδ,C1(N),C2(N,δ)r,k(X)
with (δ, C1(N), C2(N, δ)r)-inverse v, such that
||f ⊕ Im ⊕ 0m − v(e ⊕ Im ⊕ 0m)u|| < C3(N)δ
where C1(N) and C3(N) depend only on N , C2(N, δ) depends only on N and δ.
Proof. By Lemma 3.10, there exists αN > 0,m ∈ N such that e ⊕ Im ⊕ 0m is
(2δ, 3N, r)-equivalent to f ⊕ Im ⊕ 0m by a αN -Lipschitz homotopy et′ , i.e. ||et′ −
et′′ || ≤ αN |t
′ − t′′| for any t′, t′′ ∈ [0, 1]. There exists a partition 0 = t′0 < t
′
1 <
. . . < t′n = 1 such that
αN |t
′
i+1 − t
′
i| <
1
2N + 1
Let wi = ((2et′
i
− I)(2et′
i+1
− I) + I)/2, we have I − wi = (2et′
i
− I)(et′
i
− et′
i+1
) +
2(et′
i
− e2t′
i
), then
||I − wi|| < ||2et′
i
− I|| · ||et′
i
− et′
i+1
||+ 2||et′
i
− e2t′
i
|| < 1/2 + 4δ < 1
thus wi is an invertible element and w
−1
i = Σ
∞
j=0(1−wi)
j , let vi = Σ
l
j=0(I −wi)
j
satisfying ||vi − w
−1
i || < δ/2((maxi{||wi||, ||w
−1
i ||}+ 1)
n), let
u = w0w1 . . . wn−1, v = vn−1vn−2 . . . v0
then max{||u||, ||v||} ≤ C1(N), max{prop(u(t)), prop(v(t))} ≤ C2(N, δ)r for t ∈
[0, 1]k and max{||I − uv||, ||I − vu||} < δ, where C1(N) depends only on N and
C2(N, δ) depends only on N, δ.
By computation, we have ||et′
i
wi −wiet′
i+1
|| < 26Nδ, then ||ue1 − e0u|| < C
′N ,
where C′ depends only on N . Thus,
||e1 − v(e0)u|| = ||e1 − vue1 + v(ue1 − e0u)|| < C3(N)δ
where C3(N) depends only on N . 
Lemma 3.13. Let N ≥ 1, 0 < δ < 1/(800N4), 0 < ε < 1/400, for e and f
in QPδ,N,r,k(B
p
L,0(X)
+ ⊗Mn(C)), if there exists u in QUδ,N,r,k(X) with (δ,N, r)-
inverse v satisfying ||uev − f || < ε, then e⊕ 0n is (2ε+ 4N
4δ, 2N3, 3r)-equivalent
to f ⊕ 0n in QP2ε+4N4δ,2N3,3r,k(X).
Proof. Let et′ be a homotopy connecting f ⊕ 0n to e⊕ 0n obtained by combining
the linear homotopy connecting f ⊕ 0n to uev ⊕ 0n with the following homotopy
connecting uev ⊕ 0n to e⊕ 0n:
R(t′)(u⊕ In)R
∗(t′)(e ⊕ 0n)R(t
′)(v ⊕ In)R
∗(t′)
where R(t′) =
(
cos(πt′/2) sin(πt′/2)
− sin(πt′/2) cos(πt′/2)
)
. This is not difficult to verify et′ is a
(2ε+ 4N4δ, 2N3, 3r)-homotopy between e and f . 
Definition 3.14. Let X be a separable proper metric space, define
GQPδ,N,r,k(X) = {e− f : e, f ∈ QPδ,N,r,k(X), π(e) = π(f)}
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The equivalent relation in GQPδ,N,r,k is defined by: e1 − f1 is called (δ,N, r)-
equivalent to e2− f2 if e1⊕ f2⊕ In⊕ 0n is (δ,N, r)-equivalent to f1⊕ e2⊕ In⊕ 0n
for some n.
For any u ∈ QUδ,N,r,k(X) with (δ,N, r)-inverse v, let Zt(u) be a homotopy
connecting I ⊕ I to u⊕ v obtained by combining the linear homotopy connecting
I⊕I to uv⊕I with the homotopy (u⊕I)R(t)(v⊕I)R∗(t) connecting uv⊕I to u⊕v,
let Z ′t(u) be a homotopy connecting I⊕I to v⊕u obtained by combining the linear
homotopy connecting I ⊕ I to uv ⊕ I with the homotopy R(t)(u⊕ I)R∗(t)(v ⊕ I)
connecting uv ⊕ I to v ⊕ u, where
R(t) =
(
cos(πt/2) sin(πt/2)
− sin(πt/2) cos(πt/2)
)
.
Let
et(u) = Zt(u)(I ⊕ 0)Z
′
t(u)
we have (1) ||e2t (u)− et(u)|| < 8N
6δ; (2) ||et(u)|| ≤ 4N4 and ||I − et(u)|| ≤ 5N4;
(3) prop(et(u)(t
′)) ≤ 2r for t′ ∈ [0, 1]k.
Then we can define a map θ from QUδ,N,r,k(X) to GQP8N6δ,5N4,2r,k+1(X) by:
θ(u) = et(u)− (I ⊕ 0)
It is not difficult to see that the definition of θ does not depend on the choose
of (δ,N, r)-inverse v of u in the sense of equivalence.
The following result can be considered as a controlled version of a classical result
in operator K-theory K1(A) ∼= K0(SA).
Lemma 3.15. θ : QUδ,N,r,k(X) → GQP8N6δ,5N4,2r,k+1(X) is an asymptotic iso-
morphism in the following sense:
(1) For any 0 < δ < 1/100, r > 0, N ≥ 1, there exists 0 < δ1 < δ,N1 ≥ N and
0 < r1 < r, such that if two elements u1 and u2 in QUδ1,N,r1,k(X) are (δ1, N, r1)-
equivalent, then θ(u1) and θ(u2) are (δ,N1, r)-equivalent, where δ1 depends only
on δ and N ; N1 depends only on N and r1 depends only on r.
(2) For any 0 < δ < 1/100, r > 0, N ≥ 1, there exists 0 < δ2 < δ,N2 ≥ N and
0 < r2 < r, such that if u
′ and u′′ in QUδ2,N,r2,k(X) satisfying θ(u
′) is (δ2, N, r2)-
equivalent to θ(u′′), then u′⊕Im is (δ,N2, r)-equivalent to u′′⊕Im for some m ∈ N,
where δ2 depends only on δ and N ; N2 depends only on N and r2 depends only on
r, δ,N .
(3) For any 0 < δ < 1/100, r > 0, N ≥ 1, there exists 0 < δ3 < δ,N3 ≥ N
and 0 < r3 < r, such that for each e − em ∈ GQPδ3,N,r3,k+1(X), there exists
u ∈ QUδ,N3,r,k(X) for which θ(u) is (δ,N3, r)-equivalent to e−em, where δ3 depends
only on δ and N ; N3 depends only on N and r3 depends only on r, δ,N .
Proof. (1) Let vi be the (δ1, N, r1)-inverse of ui for i = 1, 2, w(t) be the (δ1, N, r1)-
homotopy between u1 and u2, by Lemma 3.11, there exists a (4δ1, 2N, r1)-homotopy
s(t) connecting v1 and v2 such that ||I − s(t)w(t)|| and ||I − w(t)s(t)||} are less
than 4δ1. Let a(t) be a homotopy connecting I to v2u1 obtained by combining
the linear homotopy connecting I to v1u1 with the homotopy s(t)u1; let a
′(t) be a
homotopy connecting I to v1u2 obtained by combining the linear homotopy con-
necting I to v1u1 with the homotopy v1w(t); let b(t) be a homotopy connecting
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I to u2v1 obtained by combining the linear homotopy connecting I to u1v1 with
the homotopy w(t)v1; let b
′(t) be a homotopy connecting I to u1v2 obtained by
combining the linear homotopy connecting I to u1v1 with the homotopy u1s(t).
Define
xt = Zt(u2)(a(t) ⊕ b(t))Z
′
t(u1)
x′t = Zt(u1)(a
′(t)⊕ b′(t))Z ′t(u2)
Then (i) max{||xt||, ||x′t||} ≤ 8N
6; (ii) max{||I − xtx′t||, ||I − x
′
txt||} < 64N
10δ1;
(iii) max{prop(xt), prop(x′t)} < 6r1; (iv) max{||xi−I||, ||x
′
i−I|| < 3δ1} for i = 0, 1.
Thus xt, x
′
t ∈ QU64N10δ1,8N6,6r1,k+1(X). And
||xtet(u1)x
′
t − et(u2)|| < (184N
14)δ1
By Lemma 3.13, we can select appropriate δ1, N1 and r1 satisfying (1).
(2) Let v′, v′′ be (δ2, N, r2)-inverse of u
′, u′′ respectively. By Lemma 3.12, there
exists an element u in QUδ2,C1(N),C2(N,δ2)r2,k+1(X) with inverse v, such that
||uet(u
′ ⊕ I)v − et(u
′′ ⊕ I)|| < C3(N)δ2
i.e.
||utZt(u
′ ⊕ I)(I ⊕ 0)Z ′t(u
′ ⊕ I)vt −Zt(u
′′ ⊕ I)(I ⊕ 0)Z ′t(u
′′ ⊕ I)|| < C3(N)δ2 (A)
where t ∈ [0, 1],then we have
||Z ′t(u
′′ ⊕ I)utZt(u
′ ⊕ I)(I ⊕ 0)− (I ⊕ 0)Z ′t(u
′′ ⊕ I)utZt(u
′ ⊕ I)|| < C4(N)δ2 (B)
Let
Z ′t(u
′′ ⊕ I)utZt(u
′ ⊕ I) =
(
bt gt
ht dt
)
,
then by (B), we obtain
||gt|| < C4(N)δ2, ||ht|| < C4(N)δ2. (∗)
By (A), we also have
||(I ⊕ 0)Z ′t(u
′ ⊕ I)vtZt(u
′′ ⊕ I)− Z ′t(u
′ ⊕ I)vtZt(u
′′ ⊕ I)(I ⊕ 0)|| < C5(N)δ2 (C)
Let
Z ′t(u
′ ⊕ I)vtZt(u
′′ ⊕ I) =
(
b′t g
′
t
h′t d
′
t
)
,
then by (C), we obtain
||g′t|| < C5(N)δ2, ||h
′
t|| < C5(N)δ2. (∗∗)
Thus by (∗) and (∗∗), we know that bt ∈ QUC6(N)δ2,C7(N),C8(N,δ2)r2,k+1(X) with
(C6(N)δ2, C7(N), C8(N, δ2)r2)-inverse b
′
t. And
||c0 − I|| ≤ ||u0 − I|| < δ2
||c1 − (v
′′ ⊕ I)(u′ ⊕ I)|| < C9(N)δ2.
Thus we can select appropriate δ2, N2 and r2 satisfying (2).
(3) e(t) can be considered as a homotopy in QPδ3,N,r3,k(X), where t ∈ [0, 1],
we can assume e(0) = e(1) = em = I ⊕ 0, by the proof of Lemma 3.12, there
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exists a homotopy w(t) in QUδ3,C1(N),C2(N,δ3)r3,k(X) with inverse s(t) for which
w(0) = s(0) = I such that
||w(t)(I ⊕ 0⊕ Im ⊕ 0m)s(t) − e(t)⊕ Im ⊕ 0m|| < C3(N)δ3
for some m ∈ N and all t ∈ [0, 1], then by some minor modifications of w(t) and
s(t), we have
||w(1)(I ⊕ 0)− (I ⊕ 0)w(1)|| < C4(N)δ3 (A)
let
w(1) =
(
u g
h u′
)
, s(1) =
(
v g′
h′ v′
)
,
then by (A), we obtain
max{||g||, ||h||, ||g′||, ||h′||} < C4(N)δ3
thus u and u′ are two elements in QUC5(N)δ3,C6(N),C7(N,δ3)r3,k(X) with inverse v
and v′ respectively.
Let at be a homotopy connecting I⊕ I⊕ I to v′v⊕ I⊕ I obtained by combining
the linear homotopy connecting I⊕I⊕I to v′u′⊕I⊕I with the rotation homotopy
connecting (v′ ⊕ I ⊕ I)(u′ ⊕ I ⊕ I) to (v′ ⊕ I ⊕ I)(v ⊕ u⊕ u′) with the homotopy
(v′⊕ I⊕ I)(v⊕w(1− t)) connecting (v′⊕ I⊕ I)(v⊕u⊕u′) to v′v⊕ I⊕ I, similarly,
let bt be a homotopy connecting I ⊕ I ⊕ I to uu′ ⊕ I ⊕ I. Define
yt = (w(t) ⊕ I ⊕ I)(I ⊕ a(t))(Z
′
t(u)⊕ I ⊕ I)
y′t = (Zt(u)⊕ I ⊕ I)(I ⊕ b(t))(s(t) ⊕ I ⊕ I)
then we have
y0 = y
′
0 = I,max{||yi − I||, ||y
′
i − I||} < C8(N)δ3 (A)
and
||yt(et(u)⊕ 0)y
′
t − (e⊕ 0)|| < C9(N)δ3 (B)
Now by Lemma 3.13, we can choice appropriate δ3, N3, r3 on the basis of (A) and
(B) satisfying (3).
Remark: we can also let
yt = (w(t) ⊕ I ⊕ I)(I ⊕ Z
′
t(u
′)s(t) ⊕ I)(Z ′t(u)⊕ I ⊕ I)
y′t = (Zt(u)⊕ I ⊕ I)(I ⊕ w(t)Zt(u
′)⊕ I)(s(t) ⊕ I ⊕ I)

3.2. Strongly Lipschitz homotopy invariance.
Definition 3.16 (Yu [44]). Let f, g : X → Y be two proper Lipschitz maps, a
continuous homotopy F (t, x)(t ∈ [0, 1]) between f and g is called strongly Lipschitz
if: (1) F (t, x) is a proper map from X to Y for each t; (2) there exists a constant
C, such that d(F (t, x), F (t, y)) ≤ Cd(x, y) for all x, y ∈ X and t ∈ [0, 1], this C
is called Lipschitz constant of F ; (3) F is equicontinuous in t, i.e. for any ε > 0,
there exists δ > 0 such that d(F (t1, x), F (t2, x)) < ε for all x ∈ X if |t1 − t2| < δ;
(4) F (0, x) = f(x), F (1, x) = g(x) for all x ∈ X .
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X is said to be strongly Lipschitz homotopy equivalent to Y , if there exist
proper Lipschitz maps f : X → Y and g : Y → X such that fg and gf are
strongly Lipschitz homotopic to idY and idX , respectively.
Lemma 3.17. f and g be two Lipschitz maps from X to Y , let F (t, x) be a strongly
Lipschitz homotopy connecting f to g with Lipschitz constant C, then there exists
C0 > 0, such that for any u ∈ QUδ,N,r,k(X), there exists a homotopy w(t′) in
QUD(N)δ,N100,C0r,k(Y ) for which
w(0) = Ad((Vf , V
+
f ))(u)⊕ I
w(1) = Ad((Vg , V
+
g ))(u) ⊕ I
where D(N) depends only on N and C0 depends only on C.
Proof. Choose {ti,j}i≥0,j≥0 ⊆ [0, 1] satisfying
(1) t0,j = 0, ti,j+1 ≤ ti,j , ti+1,j ≥ ti,j ;
(2) there exists Nj →∞ such that ti,j = 1 for all i ≥ Nj and Nj+1 ≥ Nj;
(3) d(F (ti+1,j , x), F (ti,j , x)) < εj = r/(j + 1), d(F (ti,j+1, x), F (ti,j , x)) < εj for
all x ∈ X .
Let fi,j(x) = F (ti,j , x), by Lemma 2.7, there exist an isometric operator Vfi,j :
EpX → E
p
Y and a contractible operator V
+
fi,j
: EpY → E
p
X with V
+
fi,j
Vfi,j = I such
that
supp(Vfi,j ) ⊆ {(x, y) ∈ X × Y : d(fi,j(x), y) < r/(1 + i+ j)};
supp(V +fi,j ) ⊆ {(y, x) ∈ Y ×X : d(fi,j(x), y) < r/(1 + i+ j)}.
For each i > 0, define a family of operators Vi(t)(t ∈ [0,∞)) from E
p
X ⊕ E
p
X to
EpY ⊕E
p
Y and a family of operators V
+
i (t)(t ∈ [0,∞)) from E
p
Y ⊕E
p
Y to E
p
X ⊕E
p
X
by
Vi(t) = R(t− j)(Vfi,j ⊕ Vfi,j+1 )R
∗(t− j), t ∈ [j, j + 1]
V +i (t) = R(t− j)(V
+
fi,j
⊕ V +fi,j+1 )R
∗(t− j), t ∈ [j, j + 1]
where
R(t) =
(
cos(πt/2) sin(πt/2)
− sin(πt/2) cos(πt/2)
)
.
Consider:
u0(t) = Ad((Vf , V
+
f ))(u) = Vf (t)(u(t) ⊕ I)V
+
f (t) + (I − Vf (t)V
+
f (t));
u∞(t) = Ad((Vg, V
+
g ))(u) = Vg(t)(u(t)⊕ I)V
+
g (t) + (I − Vg(t)V
+
g (t));
ui(t) = Ad((Vi, V
+
i ))(u) = Vi(t)(u(t)⊕ I)V
+
i (t) + (I − Vi(t)V
+
i (t)),
let v be the (δ,N, r)-inverse of u, similarly, we can define
u′i(t) = Ad((Vi, V
+
i ))(v).
For each i, define ni by
ni =
{
max{j : i ≥ Nj}, {j : i ≥ Nj} 6= ∅;
0, {j : i ≥ Nj} = ∅.
We can choose Vfi,j in such a way that: ui(t) = u∞ where t ≤ ni.
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Define
wi(t) =


ui(t)(u
′
∞(t)), t ≥ ni;
(ni − t)I + (t− ni + 1)ui(t)u′∞(t), ni − 1 ≤ t ≤ ni;
I, 0 ≤ t ≤ ni − 1.
Consider:
a =
∞⊕
i=0
(wi ⊕ I);
b =
∞⊕
i=0
(wi+1 ⊕ I);
c = (I ⊕ I)
∞⊕
i=1
(wi ⊕ I).
By the construction of {ti,j}, we know that a, b, c ∈ QUD1(N)δ,N2,C1r,k(Y ) for some
constant C1 depends only on C. Let
Vi,i+1(t
′) = R(t′)(Vi ⊕ Vi+1)R
∗(t′), t′ ∈ [0, 1];
V +i,i+1(t
′) = R(t′)(V +i ⊕ V
+
i+1)R
∗(t′), t′ ∈ [0, 1].
Define
ui,i+1(t
′) = Vi,i+1(t
′)((u ⊕ I)⊕ I)V +i,i+1(t
′) + (I − Vi,i+1(t
′)V +i,i+1(t
′)),
then
ui,i+1(0) = (Vi(u⊕ I)V
+
i + (I − ViV
+
i ))⊕ I;
ui,i+1(1) = (Vi+1(u⊕ I)V
+
i+1 + (I − Vi+1V
+
i+1))⊕ I
Using ui,i+1(t
′), we can construct a homotopy s1(t
′) in QUD2(N)δ,N100,C2r,k(Y ) for
some C2 ≥ C1 depends only on C, such that
s1(0) = a, s1(1) = b.
We can also construct a homotopy s2(t
′) in QUD3(N)δ,N100,C3r,k(Y ) for some
C3 ≥ C1 depends only on C, such that
s2(0) = b⊕ I, s2(1) = c⊕ I.
Finally, we define w(t′) to be the homotopy obtained by combining the following
homotopies:
(1) the linear homotopy between (u0⊕I)
⊕∞
i=1(I⊕I) and c
′a((u∞⊕I)
⊕∞
i=1(I⊕
I));
(2) s′2(1 − t
′)a((u∞ ⊕ I)
⊕∞
i=1(I ⊕ I));
(3) s′1(1 − t
′)a((u∞ ⊕ I)
⊕∞
i=1(I ⊕ I));
(4) the linear homotopy between a′a((u∞⊕I)
⊕∞
i=1(I⊕I)) and (u∞⊕I)
⊕∞
i=1(I⊕
I),
where a′, b′, c′, s′1, s
′
2 be the (D(N)δ,N
100, C0r)-inverse of a, b, c, s1, s2 respectively
in QUD4(N)δ,N100,C4r,k(Y ) for some C4 ≥ max{C1, C2, C3} depends only on C.
Therefore, w(t′) is the homotopy connecting Ad((Vf , V
+
f ))(u)
⊕∞
i=1 I to
Ad((Vg , V
+
g ))(u)
⊕∞
i=1 I. 
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By Lemma 3.15, we have the following result:
Lemma 3.18. Let X,Y, f and g be as in Lemma 3.17. For any 0 < δ <
1/100, N ≥ 1, r ≥ 0, there exist 0 < δ1 < δ,N1 ≥ N, 0 ≤ r1 < r such that
for any e ∈ QPδ1,N,r1,k(X)(k > 1), there exists a homotopy e(t
′)(t′ ∈ [0, 1]) in
QPδ,N1,r,k(Y ) satisfying
e(0) = Ad((Vf , V
+
f ))(e ⊕ 0)⊕ (I ⊕ 0)
e(1) = Ad((Vg, V
+
g ))(e ⊕ 0)⊕ (I ⊕ 0)
where δ1 depends only on δ and N ; N1 depends only on N and r1 depends only on
r, δ,N,C.
3.3. controlled cutting and pasting.
Definition 3.19 (Yu [45]). Let X be a separable proper metric space, X1 and
X2 be two subspaces. The triple (X ;X1, X2) is said to satisfy the strong excision
condition if :
(1) X = X1 ∪X2, Xi be Borel subset and int(Xi) is dense in Xi for i = 1, 2;
(2) there exists r0 > 0, C0 > 0 such that (i) for any r
′ ≤ r0, bdr′(X1) ∩
bdr′(X2) = bdr′(X1∩X2); (ii) for each X ′ = X1, X2, X and any r′ ≤ r0, bdr′(X ′)
is strongly Lipschitz homotopy equivalent to X ′ with C0 as the Lipschitz constant.
Let the triple (X ;X1, X2) be as above. Let 0 < δ < 1/100, for any u ∈
QUδ,N,r,k(X) with (δ,N, r)-inverse v, we take uX1 = χX1uχX1 , the same as vX1,
define
wu =
(
I uX1
0 I
)(
I 0
−vX1 I
)(
I uX1
0 I
)(
0 −I
I 0
)
then
w−1u =
(
0 I
−I 0
)(
I −uX1
0 I
)(
I 0
vX1 I
)(
I −uX1
0 I
)
.
We define a homomorphism ∂0 : QUδ,N,r,k(X) → QP4N4δ,2N6,6r,k(bd5r(X1) ∩
bd5r(X2)) by
∂0(u) = χbd5r(X1)∩bd5r(X2)wu(I ⊕ 0)w
−1
u χbd5r(X1)∩bd5r(X2)
Now we verify ∂0(u) ∈ QP4N4δ,2N6,6r,k(bd5r(X1) ∩ bd5r(X2)), firstly, ||∂0(u)||
and ||1−∂0(u)|| are less than 2N6, secondly, prop(∂0(u)) < 6r, finally, we estimate
||(∂0(u))2 − ∂0(u)||, for convenience, we take Y = bd5r(X1) ∩ bd5r(X2):
||(∂0(u))
2 − ∂0(u)|| = ||χY wu(I ⊕ 0)w
−1
u χX1−Y wu(I ⊕ 0)w
−1
u χY ||
we now estimate ||χY wu(I⊕0)w−1u χX1−Y ||, we have χX1uχX1−Y = uχX1−Y , thus
we can replace uX1 by u in wu(I ⊕ 0)w−1u , then
wu(I ⊕ 0)w
−1
u =
(
(I − uv)uv + uv (I − uv)u(I − vu) + u(I − vu)
(I − vu)v (I − vu)2,
)
thus
||χY wu(I ⊕ 0)w
−1
u χX1−Y || = ||χY ∩X1((wu(I ⊕ 0)w
−1
u )− (I ⊕ 0))χX1−Y || < 2N
2δ
similarly,
||χX1−Y wu(I ⊕ 0)w
−1
u χY || < 2N
2δ
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Assume that r < r0/5, where r0 is as in Definition 3.19. Let f be the proper
Lipschitz map from bd5r(X1)∩bd5r(X2) to X1∩X2 realizing the strong Lipschitz
homotopy equivalence in Definition 3.19, by Lemma 2.11, we have the pair (Vf , V
+
f )
corresponding to {εm} for which supm(εm) < r/10.
We define the boundary map ∂ : QUδ,N,r,k(X)→ GQP4N4δ,2N6,6C0r,k(X1 ∩X2)
by
∂(u) = Ad((Vf , V
+
f ))(∂0(u))− (I ⊕ 0)
Then we consider the following sequence:
QUδ,N,r,k(X1)⊕QUδ,N,r,k(X2)
j
−→ QUδ,N,r,k(X)
∂
−→ GQP4N4δ,2N6,6C0r,k(X1 ∩X2)
where j(u1 ⊕ u2) = (u1 + χX−X1)⊕ (u2 + χX−X2), r < r0/5.
Lemma 3.20. Let (X ;X1, X2) be as in Definition 3.19 with r0, C0, then the above
sequence is asymptotically exact in the following sense:
(1) For any 0 < δ < 1/100, N ≥ 1, r > 0, there exist 0 < δ1 < δ,N1 ≥
N, 0 < r1 < min{r, r0/5}, such that ∂j(u1 ⊕ u2) is (δ,N1, r)-equivalent to 0 for
any ui ∈ QUδ1,N,r1,k(Xi)(i = 1, 2), where δ1 depends only on δ,N ; N1 depends
only on N and r1 depends only on δ,N, r.
(2) For any 0 < δ < 1/100, N ≥ 1, r > 0, there exists 0 < δ2 < δ,N2 ≥
N, 0 < r2 < min{r, r0/5}, such that if u is an element in QUδ2,N,r2,k(X) for
which ∂(u) is (δ2, N, r2)-equivalent to 0 in GQPδ2,N,r2,k(X), then there exist ui ∈
QUδ,N2,r,k(Xi)(i = 1, 2) such that j(u1⊕ u2) is (δ,N2, r)-equivalent to u, where δ2
depends only on δ,N ; N2 depends only on N and r2 depends only on δ,N, r, r0, C0.
Proof. (1) follows from the definition of the boundary map and Lemma 3.13.
(2) By strong homotopy invariance of QP , for any 0 < δ′ < δ,N ≥ 1, 0 <
r′2 < min{r, r0/5}, there exist δ2 < δ
′, N ′ > N, 0 < r2 < r
′
2 (δ2 depends only
on δ′, N ; N ′ depends only on N ; r2 depends only on r
′
2, δ
′, N, r0, C0), such that
, for any u ∈ QUδ2,N,r2,k(X) whose boundary ∂(u) is (δ2, N, r2)-equivalent to 0,
then ∂0(u) is (δ
′, N ′, r′2)-equivalent to 0. By Lemma 3.12 there exists an element y
in QUδ′,C1(N ′),C2(N ′,δ′)r′2,k(bd5r2(X1)∩bd5r2(X2)) with (δ
′, C1(N
′), C2(N
′, δ′)r′2)-
inverse y′, such that
||xw(I ⊕ 0)w−1x′ − (I ⊕ 0)|| < C3(N
′)δ′,
where x = y+χX−bd5r2(X1)∩bd5r2 (X2), x
′ = y′+χX−bd5r2 (X1)∩bd5r2 (X2), w = wu⊕I .
This implies that
||xw(I ⊕ 0)− (I ⊕ 0)xw|| < C4(N
′)δ′.
Thus we have
xw =
(
a b
c d
)
, ||b|| ≤ C4(N
′)δ′, ||c|| ≤ C4(N
′)δ′, (A)
w−1x′ =
(
a′ b′
c′ d′
)
, ||b′|| ≤ C4(N
′)δ′, ||c′|| ≤ C4(N
′)δ′, (B)
Define
v1 = aχbd5r2 (X1), v
′
1 = χbd5r2 (X1)a
′,
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(A) and (B) tell us that v1 ∈ QU(C4(N ′)+1)δ′,C1(N ′)N32 ,(C2(N ′,δ′)+3)r′2,k(bd5r2(X1))
with inverse v′1. (A) and (B) together with the definition of w, implies
||χX−bd10r2 (X2)(v
′
1(u⊕ I − I))|| < C5(N
′)δ′, (C)
||(v′1(u⊕ I − I))χX−bd10r2 (X2)|| < C5(N
′)δ′. (D)
Define
v2 = χbd10r2 (X2)(v
′
1(u⊕ I))χbd10r2 (X2), v
′
2 = χbd10r2 (X2)((u
′ ⊕ I)v1)χbd10r2 (X2),
where,u′ be the (δ2, N, r2)-inverse of u. (C) and (D) tell us that v2 belongs to
QUC6(N ′)δ′,C7(N ′),C8(N ′,δ′)r′2,k(bd10r2(X2)) with inverse v
′
2.
We require 0 < r2 < r0/10, let f1 be the proper strong Lipschitz map from
bd5r(X1) to X1 realizing the strong Lipschitz homotopy equivalence; let f2 be the
proper strong Lipschitz map from bd10r(X2) to X2 realizing the strong Lipschitz
homotopy equivalence. Define ui = Ad((Vfi , V
+
fi
))(vi) for i = 1, 2, where the pair
(Vfi , V
+
fi
) corresponding to {εk} for which supk(εk) < r
′
2.
By (C) and (D), we have that (v1 +χX−bd(5r2)(X1))⊕ (v2 +χX−bd(10r2)(X2)) is
(C9(N
′)δ′, C10(N
′), C11(N
′, δ′)r′2)-equivalent to u⊕ I.
Where Cj(N
′) depends only on N ′ for j = 1, 3, 4, 5, 6, 7, 9, 10, Cj(N2, δ
′) de-
pends only on N ′, δ′, C0 for j = 2, 8, 11.
By Lemma 3.17, we can choose appropriate δ′, N2 and r
′
2 such that u1 and u2
satisfy the desired properties of (2), where δ′ depends only on δ,N ; N2 depends
only on N ; r′2 depends only on r, δ,N, r0, C0. 
Corollary 3.21. By Lemma 3.15 and Lemma 3.20, we have the following asymp-
totically exact sequence for QU when k > 1:
QUδ,N,r,k(X1)⊕QUδ,N,r,k(X2)→ QUδ,N,r,k(X)→ QUδ,N,r,k−1(X1 ∩X2)
4. Spaces with finite asymptotic dimension
In this section, we will recall some fact about space with finite asymptotic
dimension, and verify the Lp coarse Baum-Connes conjecture for spaces with finite
asymptotic dimension.
Definition 4.1 (Gromov [13]). The asymptotic dimension of a metric space X is
the smallest integer m such that for any r > 0, there exists an uniformly bounded
cover C = {Ui}i∈I of X for which the r-multiplicity of C is at most m+1; i.e. no
ball of radius r in the metric space intersects more than m + 1 member of C. If
no such m exists, we call X has infinite asymptotic dimension.
A finitely generated group can be viewed as a metric space with a left-invariant
word-length metric. To be more precise, for a group Γ with a finite symmetric
generating set S, for any γ ∈ Γ, we define its length
lS(γ) := min{n : γ = s1 . . . sn, si ∈ S}
the word-length metric dS on Γ is defined by
dS(γ1, γ2) := lS(γ
−1
1 γ2)
for all γ1, γ2 ∈ Γ. We remark that for any two finite symmetric generating sets
S1, S2 of Γ, (Γ, dS1) is quasi-isometric to (Γ, dS2).
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Remark 4.2. Now we give some fact about asymptotic dimension:
(1) The concept of asymptotic dimension is a coarse geometric analogue of
the covering dimension in topology;
(2) Hyperbolic groups have finite asymptotic dimension as a metric space with
word-length metric [13][37];
(3) The class of finitely generated groups with finite asymptotic dimension is
hereditary (Proposition 6.2 in [45]) , i.e., if a finitely generated group Γ
has finite asymptotic dimension as a metric space with word-length met-
ric, then any finitely generated subgroups of Γ also has finite asymptotic
dimension as a metric space with word-length metric.
(4) If Γ is a discrete subgroup of an almost connected Lie group, e.g. SL(n,Z),
then Γ has finite asymptotic dimension.
(5) CAT(0) cube complexes have finite asymptotic dimension. [42]
(6) Certain relative hyperbolic groups have finite asymptotic dimension. [28]
(7) Certain Coxter groups have finite asymptotic dimension. [12]
(8) Mapping class groups have finite asymptotic dimension. [4]
Construction 4.3. Let X be a separable proper metric space with asymptotic
dimension m. By the definition of asymptotic dimension there exists a sequence
of covers Ck of X for which there exists a sequence of positive numbers Rk → ∞
such that
(1) Rk+1 > 4Rk for all k;
(2) diameter(U) < Rk/4 for all U ∈ Ck;
(3) the Rk-multiplicity of Ck+1 is at most m+ 1, i.e. no ball with radius Rk
intersects more than m+ 1 member of Ck + 1.
Let C′k = {B(U,Rk) : U ∈ Ck+1}, where B(U,Rk) = {x ∈ X : d(x, U) < Rk}. (1),
(2) and (3) imply that {C′k} is an anti-Cˇech system for X .
Fixed a positive integer n0. For each n > n0, let rn =
Rn
2Rn0+1
− 4. By property
(1) of the sequence Rk, there exists n1 > n0 such that rn > 2 if n > n1 and there
exists a sequence of nonnegative smooth function {χn}n>n1 on [0,∞) for which
(1) χn(t) = 1 for all 0 ≤ t ≤ 2, and χn(t) = 0 for all t ≥ rn;
(2) there exists a sequence of positive numbers εn → 0 satisfying |χ′n(t)| <
εn ≤ 1 for all n > n1.
For each U ∈ Cn+1(n > n1), define
U ′ = {V ∈ NC′n0 : V ∈ C
′
n0
, U ∩ V 6= ∅}
We define a map Gn : NC′n0 → NC
′
n
by
Gn(x) =
∑
U∈Cn+1
χn(d(x, U
′))∑
V ∈Cn+1
χn(d(x, V ′))
B(U,Rn)
for all x ∈ NC′n0 .
Let n > n1, we define a map in0n : NC′n0 → NC
′
n
in such a way that, for each
V ∈ Cn0+1,
in0n(B(V,Rn0 )) = B(U,Rn)
for some U ∈ Cn+1 satisfying U ∩ V 6= ∅.
21
Let Ft be the linear homotopy between Gn and in0n, i.e. Ft(x) = tGn(x)+(1−
t)in0n(x) for all t ∈ [0, 1] and x ∈ NC′n0 .
By the above construction, we have the following important lemma:
Lemma 4.4. (Lemma 6.3 in [45]) Let X be a separable proper metric space with
finite asymptotic dimension m, and Gn, Ft and in0n be as above, then
(1) Gn is a proper Lipschitz map with a Lipschitz constant depending only on
m;
(2) Ft is a strong Lipschitz homotopy between Gn and in0n with a Lipschitz
constant depending only on m;
(3) For any ε > 0, R > 0, there exists K > 0 such that d(Gn(x), Gn(y)) < ε if
n > K, d(x, y) < R.
The following lemma plays a crucial role in the proof of Theorem 4.6. Its proof
bases on the Eilenberg swindle argument and the controlled cutting and pasting
exact sequence in Section 3.3.
Lemma 4.5. Let X be a simplicial complex with finite dimension m and endowed
with ℓ1 metric. For any k > m + 1, 0 < δ < 1/100, N ≥ 1, r > 0, there exist
0 < δ1 ≤ δ,N1 ≥ N, 0 < r1 < r, such that every element u in QUδ1,N,r1,k(X) is
(δ,N1, r)-equivalent to I, where δ1 depends only on δ,N ; N1 depends only on N
and r1 depends only on r, δ,N .
Proof. Let X(n) be the n-skeleton of X , we will prove our lemma for X(n) by
induction on n.
When n = 0, we choose r1 = min{r, 2}. Let v be the (δ1, N, r1)-inverse of u.
Then prop(u(t)) = prop(v(t)) = 0. For t0 ∈ [0,∞), we define:
ut0(t) =
{
I, 0 ≤ t ≤ t0;
u(t− t0), t0 ≤ t < +∞.
Similarly, we can define vt0 for t0 ∈ [0,∞). Thus vt0 is the (δ1, N, r1)-inverse of
ut0 .
Define
Ep,∞X = (⊕
∞
k=0E
p
X)⊕ E
p
X
Notice that Ep,∞X is a standard non-degenerated L
p-X-module.
Let w1(t
′) be the linear homotopy between u⊕∞k=1 I ⊕ I and u⊕
∞
k=1 ukvk ⊕ I.
Let w2(t
′) = (⊕∞k=0uk ⊕ I)(I ⊕
∞
k=1 vk−t′ ⊕ I), where t
′ ∈ [0, 1].
Let T, T ∗ : Ep,∞X → E
p,∞
X be a homomorphism defined by
T ((h0, h1, . . .), h)) = (0, h0, h1, . . .), h)
T ∗((h0, h1, . . .), h)) = (h1, h2, . . .), h)
Thus
I ⊕∞k=1 vk−1 ⊕ I = T (⊕
∞
k=0vk ⊕ I)T
∗.
Hence there exists a homotopy s1(t
′)(t′ ∈ [0, 1]) connecting I ⊕∞k=1 vk−1 ⊕ I and
⊕∞k=0vk ⊕ I.
Let s2(t
′)(t′ ∈ [0, 1]) be the linear homotopy between ⊕∞k=0ukvk⊕I and ⊕
∞
k=0I⊕
I.
22
Define
w(t′) =


w1(4t
′), 0 ≤ t′ ≤ 1/4;
w2(4t
′ − 1), 1/4 ≤ t′ ≤ 1/2;
(⊕∞k=0uk ⊕ I)s1(4t
′ − 2), 1/2 ≤ t′ ≤ 3/4;
s2(4t
′ − 3), 3/4 ≤ t′ ≤ 1.
It is not difficult to see w(t′) is the homotopy connecting u ⊕ I to I, thus we
can choose appropriate δ1 and N1 satisfying lemma.
Assume by induction that the lemma holds for n = m− 1, next we will prove
the lemma holds for n = m. For each simplex △ of dimension m in X , we let
△1 = {x ∈ △ : d(x, c(△)) ≤ 1/100},△2 = {x ∈ △ : d(x, c(△)) ≥ 1/100},
where c(△) is the center of △.
Let
X1 =
⋃
△:simplex of dimension m in X
△1;
X2 =
⋃
△:simplex of dimension m in X
△2.
Notice that:
(1) X1 is strongly Lipschitz homotopy equivalent to
{c(△) : △ is m-dimensional simplex in X};
(2) X2 is strongly Lipschitz homotopy equivalent to X
(m−1);
(3) X(m) = X1 ∪ X2 and X1 ∩ X2 is the disjoint union of the boundaries of all
m-dimensional △1 in X(m).
(1) and (2) together with strongly Lipschitz homotopy invariance of QU and
the induction hypothesis, imply that our lemma holds for X1 and X2.
By strongly Lipschitz homotopy invariance of QU and the controlled cutting
and pasting exact sequence, we also know that our lemma holds for X1 ∩X2.
Obviously, (X(m), X1, X2) satisfies the strong excision condition, thus we can
complete our induction process by using the controlled cutting and pasting exact
sequence and the controlled five lemma. 
Now we are ready to prove the main theorem of this section.
Theorem 4.6. For any p ∈ [1,∞), the Lp coarse Baum-Connes conjecture holds
for separable proper metric spaces with finite asymptotic dimension.
Proof. Let X be a separable proper metric space with asymptotic dimension m.
By Theorem 2.14, it is enough to prove that
lim
n→∞
Ki(B
p
L,0(NC′n)) = 0,
where C′n is as in Construction 4.3.
Lemma 3.8, 3.9 and 3.15 tell us that any element [q] in Ki(B
p
L,0(NC′n0 )) can be
represented as an element u in QUδ1,N,r,k(NC′n0
) for some N, r and k > m + 1,
where δ1 is as in Lemma 4.5 for some 0 < δ < 1/100. Let
un = Ad((VGn , V
+
Gn
))(u),
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where Gn is as in Lemma 4.4, Ad((VGn , V
+
Gn
)) is defined by {εm} for which
sup(εm) < r1/10, where r1 is as in Lemma 4.5.
By Lemma 4.4 (3), there exists K > 0 such that
prop(un) < r1, for n > K.
Since the asymptotic dimension of X is m, we have dim(NC′n) ≤ m for all n. By
Lemma 4.5, we have that un is (δ,N1, r)-equivalent to I in QUδ,N1,r,k(NC′n) for
n > K.
By Lemma 4.4 (2), strongly Lipschitz homotopy invariance of QU , Lemma 3.8
(2) and Lemma 3.9 (2), we have that Ad((Vin0n , V
+
in0n
))(u) and un correspond to
the same element in Ki(B
p
L,0(NC′n)).
Thus [q] = 0 in limn→∞Ki(B
p
L,0(NC′n)). 
5. K-theory of Lp Roe algebras
In this section, we shall use the dual Lp K-homology as a bridge to prove that
the Lp K-homology is independent of p. Combining the Theorem 4.6, we obtain
that the K-theory of the Lp Roe algebra does not depend on p for space with finite
asymptotic dimension.
5.1. Dual Lp Localization algebra and dual Lp K-homology. Let p ∈
(1,∞), Z and Z ′ be countable discrete measure spaces, then ℓp(Z) has a nat-
ural Schauder basis {ei}i∈Z , where ei(z) = 1 for i = z and ei(z) = 0 for i 6= z.
Similarly, ℓp(Z ′) has a natural Schauder basis {e′i}i∈Z′ . Let T be a bounded oper-
ator from ℓp(Z) to ℓp(Z ′), T can be considered as a countably dimensional matrix
under the Schauder basis {ei} and {e′i}. We can define T
∗ as the transpose of
the matrix of T . We call T be a dual-operator, if T ∗ is a bounded operator from
ℓp(Z ′) to ℓp(Z) under the Schauder basis {e′i} and {ei}. We call T be a compact
dual-operator, if T and T ∗ are compact operators from ℓp(Z) to ℓp(Z ′) and from
ℓp(Z ′) to ℓp(Z), respectively. We define the maximal norm of dual-operator T by
||T ||max := max{||T ||, ||T
∗||}.
For p ∈ (1,∞), let B∗(ℓp(Z), ℓp(Z ′)) be the Banach algebra of all dual-operators
from ℓp(Z) to ℓp(Z ′) with maximal norm. Let K∗(ℓp(Z), ℓp(Z ′)) be the Banach
algebra of all compact dual-operators from ℓp(Z) to ℓp(Z ′). It is easy to see that
K∗(ℓp(Z)) be a closed ideal of B∗(ℓp(Z)).
Remark 5.1. For p ∈ (1,∞), let q be the dual number of p, i.e., 1/p + 1/q = 1.
If T be a dual-operator acting on ℓp(Z), then T can be considered as a bounded
operator acting on ℓq(Z) and ||T ||ℓq(Z) = ||T
∗||ℓp(Z). This is why we call such T a
dual-operator. Otherwise, B∗(ℓp(Z)) is isomorphic to B∗(ℓq(Z)) for p, q ∈ (1,∞)
and 1/p+ 1/q = 1.
Lemma 5.2. Let p ∈ (1,∞), Z be a countable discrete measure space, if we fixed
a bijection between Z and N, then ℓp(Z) has a natural Schauder basis {ei}i∈N, for
any K ∈ K∗(ℓp(Z)), we have
lim
n→∞
FnKFn = K
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in K∗(ℓp(Z)), where Fn be the coordinate projection from ℓp(Z) to the subspace
generated by e1, · · · , en.
Proof. We just need to prove limn→∞ ||FnKFn −K||max = 0, i.e.
lim
n→∞
||FnKFn −Kj||lp(Z) = 0 and lim
n→∞
||F ∗nK
∗F ∗n −K
∗
j ||ℓp(Z) = 0.
These are true by the Proposition 1.8 in [33]. 
This lemma is false for p = 1, N.C. Phillips construct a rank one operator
without this property in [33].
Corollary 5.3. Let p ∈ (1,∞), Z be a countable discrete measure space, then
K1(K
∗(ℓp(Z))) = 0 and K0(K
∗(ℓp(Z))) = Z generated by a rank one idempotent.
Proof. Lemma 5.2 imply that K∗(ℓp(Z)) can be represented as the direct limit of
matrix algebra. By the continuous property of K-group, we complete the proof.

Let X be a separable proper metric space, p ∈ (1,∞). Recall that an Lp-X-
module is an Lp-space EpX = ℓ
p(ZX) ⊗ ℓ
p = ℓp(ZX , ℓ
p) equipped with a natural
point-wise multiplication action of C0(X) by restricting to ZX , where ZX is a
countable dense subset in X .
Definition 5.4. Let X be separable proper metric spaces, T be an element in
B∗(EpX), we call T a locally compact dual-operator if χKT and TχK are both
compact dual-operators for any compact subset K in X .
Definition 5.5. The dual Lp Roe algebra of EpX , denoted B
p,∗(EpX), is defined to
be the maximal-norm closure of the algebra of all locally compact dual-operators
acting on EpX with finite propagations.
Let X,Y be two separable proper metric spaces, and f be a continuous coarse
map fromX to Y . Let Vf and V
+
f be an isometric dual-operator and a contractible
dual-operator, respectively, constructed in Lemma 2.7. Thus we have the following
lemma.
Lemma 5.6. Let f , EpX and E
p
Y be as above. Then pair (Vf , V
+
f ) give rise to a
homomorphism ad((Vf , V
+
f )) : B
p,∗(EpX)→ B
p,∗(EpY ) defined by:
ad((Vf , V
+
f ))(T ) = VfTV
+
f
for all T ∈ Bp,∗(EpX).
Moreover, the map ad((Vf , V
+
f ))∗ induced by ad((Vf , V
+
f )) on K-theory depends
only on f and not on the choice of pair (Vf , V
+
f ).
Proof. The proof of this lemma is same as the proof of Lemma 2.8. 
Corollary 5.7. For different Lp-X-modules EpX and E
′p
X , B
p,∗(EpX) is non-canonically
isomorphic to Bp,∗(E′pX), andK∗(B
p,∗(EpX)) is canonically isomorphic toK∗(B
p,∗(E′pX)).
For convenience, we replace Bp,∗(EpX) by B
p,∗(X) representing the dual Lp Roe
algebra of X .
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Definition 5.8. Let X be a separable proper metric space. The dual Lp local-
ization algebra of X , denoted Bp,∗L (X), is defined to be the norm closure of the
algebra of all bounded and uniformly norm-continuous function f from [0,∞) to
Bp,∗(X) such that
prop(f(t)) is uniformly finite and prop(f(t))→ 0 as t→∞.
The propagation of f is defined to be sup{prop(f(t)) : t ∈ [0,∞)}.
We have the following lemma for dual Lp localization algebra just like Lemma
2.11.
Lemma 5.9. Let X,Y be two separable proper metric spaces, f be a uniformly
continuous coarse map from X to Y and {εk}k be a sequence of positive numbers
such that εk → 0 as k → ∞, then pair (Vf (t), V
+
f (t)) constructed in Lemma 2.11
induces a homomorphism Ad((Vf , V
+
f )) from B
p,∗
L (X) to B
p,∗
L (Y )⊗M2(C) defined
by:
Ad((Vf , V
+
f ))(u)(t) = Vf (t)(u(t) ⊕ 0)V
+
f (t)
for any u ∈ Bp,∗L (X) and t ∈ [0,∞), such that
prop(Ad((Vf , V
+
f ))(u)(t)) ≤ sup
(x,y)∈supp(u(t))
{d(f(x), f(y))} + 2εk + 2εk+1
for all t ∈ [k, k + 1].
Moreover, the map Ad((Vf , V
+
f ))∗ induced by Ad((Vf , V
+
f )) on K-theory de-
pends only on f and not on the choice of the pairs (Vk, V
+
k ) in the construction of
Vf (t) and V
+
f (t).
Proof. The proof of this lemma is similar to the proof of Lemma 2.11. 
Definition 5.10. The i-th dual Lp K-homology is defined to be Ki(B
p,∗
L (X)).
5.2. Strongly Lipschitz homotopy invariance of (dual) Lp K-homology.
In this section, we will prove that (dual) Lp K-homology is strongly Lipschitz
homotopic invariant. In the following, we just discuss the case of dual Lp K-
homology, similarly, we can obtain the same result for Lp K-homology.
Lemma 5.11. f and g be two Lipschitz maps from X to Y , let F (t, x) be a
strongly Lipschitz homotopy connecting f and g, then
Ad((Vf , V
+
f ))∗ = Ad((Vg , V
+
g ))∗ : K∗(B
p,∗
L (X))→ K∗(B
p,∗
L (Y ))
Proof. We just prove this lemma for K1 group, and by suspension, we can obtain
the same result for K0 group. Choose {ti,j}i≥0,j≥0 ⊆ [0, 1] satisfying
(1) t0,j = 0, ti,j+1 ≤ ti,j , ti+1,j ≥ ti,j ;
(2) there exists Nj →∞ such that ti,j = 1 for all i ≥ Nj and Nj+1 ≥ Nj;
(3) d(F (ti+1,j , x), F (ti,j , x)) < εj = 1/(j + 1), d(F (ti,j+1, x), F (ti,j , x)) < εj for
all x ∈ X .
Let fi,j(x) = F (ti,j , x), by Lemma 2.7, there exist an isometric dual-operator
Vfi,j : E
p
X → E
p
Y and a contractible dual-operator V
+
fi,j
: EpY → E
p
X with
V +fi,jVfi,j = I such that
supp(Vfi,j ) ⊆ {(x, y) ∈ X × Y : d(fi,j(x), y) < 1/(1 + i+ j)};
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supp(V +fi,j ) ⊆ {(y, x) ∈ Y ×X : d(fi,j(x), y) < 1/(1 + i+ j)}.
For each i > 0, define a family of operators Vi(t)(t ∈ [0,∞)) from E
p
X ⊕ E
p
X to
EpY ⊕E
p
Y and a family of operators V
+
i (t)(t ∈ [0,∞)) from E
p
Y ⊕E
p
Y to E
p
X ⊕E
p
X
by
Vi(t) = R(t− j)(Vfi,j ⊕ Vfi,j+1 )R
∗(t− j), t ∈ [j, j + 1]
V +i (t) = R(t− j)(V
+
fi,j
⊕ V +fi,j+1 )R
∗(t− j), t ∈ [j, j + 1]
where
R(t) =
(
cos(πt/2) sin(πt/2)
− sin(πt/2) cos(πt/2)
)
.
For any [u] ∈ K1(B
p,∗
L (X)), consider:
u0(t) = Ad((Vf , V
+
f ))(u) = Vf (t)(u(t) ⊕ I)V
+
f (t) + (I − Vf (t)V
+
f (t));
u∞(t) = Ad((Vg, V
+
g ))(u) = Vg(t)(u(t)⊕ I)V
+
g (t) + (I − Vg(t)V
+
g (t));
ui(t) = Ad((Vi, V
+
i ))(u) = Vi(t)(u(t)⊕ I)V
+
i (t) + (I − Vi(t)V
+
i (t)),
For each i, define ni by
ni =
{
max{j : i ≥ Nj}, {j : i ≥ Nj} 6= ∅;
0, {j : i ≥ Nj} = ∅.
We can choose Vfi,j in such a way that: ui(t) = u∞ where t ≤ ni.
Define
wi(t) = ui(t)(u
−1
∞ (t))
Consider
a =
∞⊕
i=0
(wi ⊕ I);
b =
∞⊕
i=0
(wi+1 ⊕ I);
c = (I ⊕ I)
∞⊕
i=1
(wi ⊕ I).
By the construction of {ti,j}, we know that a, b, c ∈ (B
p,∗
L (X)⊗M2(C))
+. It is not
difficult to see that a is equivalent to b and b is equivalent to c in K1(B
p,∗
L (X)).
Thus u0u
−1
∞ ⊕i≥1 I is equivalent to ⊕i≥0I in K1(B
p,∗
L (X)). This means that
Ad((Vf , V
+
f ))∗ = Ad((Vg , V
+
g ))∗. 
5.3. Cutting and pasting of the (dual) Lp K-homology. Let X be a simpli-
cial complex endowed with the ℓ1-metric, and let X1 be a simplicial subcomplex
of X . For p ∈ (1,∞) define Bp,∗L (X1;X) to be the closed subalgebra of B
p,∗
L (X)
generated by all elements f such that there exists ct > 0 satisfying limt→∞ ct = 0
and supp(f(t)) ⊂ {(x, y) ∈ X ×X : d((x, y), X1 ×X1) ≤ ct} for all t ∈ [0,∞).
Lemma 5.12. The inclusion homomorphism i from Bp,∗L (X1) to B
p,∗
L (X1;X) in-
duces an isomorphism from K∗(B
p,∗
L (X1)) to K∗(B
p,∗
L (X1;X)).
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Proof. For any ε > 0, let Bε(X1) = {x ∈ X : d(x,X1) ≤ ε}. There exists
a small ε0 > 0 such that Bε0(X1) is strongly Lipschitz homotopy equivalent to
X1. Any element in K1(B
p,∗
L (X1;X)) can be represented by an invertible element
a ∈ (Bp,∗L (X1;X))
+ such that a = a′ + I and there exists ct > 0 satisfying
limt→∞ ct = 0, supp(a
′(t)) ⊂ {(x, y) ∈ X ×X : d((x, y), X1 ×X1) ≤ ct}. Uniform
continuity of a(t) implies that a(t+ st0)(s ∈ [0, 1]) is norm continuous in s for all
t0 > 0. Thus [a(t)] is equivalent to [a(t+ st0)] in K1(B
p,∗
L (X1;X)) for any t0. We
can choose t0 large enough so that supp(a
′(t+ t0)) ⊂ Bε0(X1)×Bε0(X1) for all t.
By Lemma 5.11, we know that i∗ is surjective.
A similar argument can be used to show that i∗ is injective. The case for K0
can be similarly dealt with by a suspension argument. 
Lemma 5.13. Let X be a simplicial complex endowed with the ℓ1-metric, let
X1, X2 be its two simplicial subcomplexes. We have the following six term exact
sequence:
K0(B
p,∗
L
(X1 ∩X2)) −−−−−→ K0(B
p,∗
L
(X1)) ⊕K0(B
p,∗
L
(X2)) −−−−−→ K0(B
p,∗
L
(X1 ∪X2))
x




y
K1(B
p,∗
L
(X1 ∪X2)) ←−−−−− K1(B
p,∗
L
(X1)) ⊕K0(B
p,∗
L
(X2)) ←−−−−− K1(B
p,∗
L
(X1 ∩X2))
Proof. Let Y = X1 ∪X2, observe that B
p,∗
L (X1;Y ) and B
p,∗
L (X2;Y ) be the ideals
of Bp,∗L (Y ) such that B
p,∗
L (X1;Y ) + B
p,∗
L (X2;Y ) = B
p,∗
L (Y ). Then by the Mayer-
Vietoris sequence for Banach algebra and Lemma 5.12, we can obtain this lemma.

Remark 5.14. By similar argument as above, we have the following six term exact
sequence for Lp localization algebra:
K0(B
p
L(X1 ∩X2)) −−−−−→ K0(B
p
L(X1))⊕K0(B
p
L(X2)) −−−−−→ K0(B
p
L(X1 ∪X2))
x




y
K1(B
p
L(X1 ∪X2)) ←−−−−− K1(B
p
L(X1))⊕K0(B
p
L(X2)) ←−−−−− K1(B
p
L(X1 ∩X2))
5.4. Main result and proof. Let X be a finite dimensional simplicial complex
endowed with ℓ1-metric. Recall that EpX be the L
p-X-module and B∗(EpX) be the
Banach algebra of all dual-operators on EpX for p ∈ (1,∞). Every T ∈ B
∗(EpX) can
be viewed as an element in B(EpX). This induces a contractible homomorphism
φ : Bp,∗L (X)→ B
p
L(X)
Next we use the Riesz-Thorin interpolation theorem to build a connection be-
tween the dual Lp localization algebra and the localization C∗-algebra. Firstly, let
us recall this interpolation theorem.
Lemma 5.15 (Riesz-Thorin). Let (X,µ) and (Y, ν) be two measure spaces. Let
T be a linear operator defined on the set of all simple functions on X and taking
values in the set of measurable functions on Y . Let 1 ≤ p0, p1, q0, q1 ≤ ∞ and
assume that
||T (f)||Lq0 ≤M0||f ||Lp0 ,
||T (f)||Lq1 ≤M1||f ||Lp1 ,
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for all simple functions f on X. Then for all 0 < θ < 1 we have
||T (f)||Lq′ ≤M
1−θ
0 M
θ
1 ||f ||Lp′
for all simple functions f on X, where 1/p′ = (1 − θ)/p0 + θ/p1 and 1/q′ =
(1− θ)/q0 + θ/q1.
By density, T has a unique extension as a bounded operator from Lp
′
(X,µ) to
Lq
′
(Y, ν).
For any p ∈ (1,∞), let q be the dual number of p, i.e. 1/p + 1/q = 1. Let
p0 = q0 = p, p1 = q1 = q and θ = 1/2 in the above, by Riesz-Thorin interpolation
theorem, we have that each element T ∈ B∗(EpX) can be consider as an element
in B(E2X). This correspondence induces a contractible homomorphism
ψ : Bp,∗L (X)→ C
∗
L(X),
where C∗L(X) be the localization C
∗-algebra of X .
Proposition 5.16. Let X be a finite dimensional simplicial complex endowed
with ℓ1-metric, then for any p ∈ (1,∞), ψ induces an isomorphism between
K∗(B
p,∗
L (X)) and K∗(C
∗
L(X)).
Proof. Let X(n) be the n-skeleton of X , we shall prove this theorem for X(n) by
induction on n.
When n = 0, K∗(B
p,∗
L (X)) equals to the direct product of K∗(K
∗(ℓp)) and
K∗(C
∗
L(X)) equals to the direct product of K∗(K
∗(ℓ2)) following the fact that the
algebra of all bounded and uniformly continuous functions from [0,∞) to a Banach
algebra has the same K-theory as this Banach algebra. Then by Corollary 5.3, ψ∗
is an isomorphism in this case.
Assume by induction that the theorem holds when n = m − 1. Next we shall
prove the theorem holds when n = m. For each simplex △ of dimension m in X ,
we let
△1 = {x ∈ △ : d(x, c(△)) ≤ 1/100},△2 = {x ∈ △ : d(x, c(△)) ≥ 1/100},
where c(△) is the center of △.
Let
X1 =
⋃
△:simplex of dimension m in X
△1;
X2 =
⋃
△:simplex of dimension m in X
△2.
Notice that:
(1) X1 is strongly Lipschitz homotopy equivalent to
{c(△) : △ is m-dimensional simplex in X};
(2) X2 is strongly Lipschitz homotopy equivalent to X
(m−1);
(3) X(m) = X1 ∪ X2 and X1 ∩ X2 is the disjoint union of the boundaries of
all m-dimensional △1 in X(m).
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(1) and (2) together with the strongly Lipschitz homotopy invariance of the dual
Lp-K-homology and the induction hypothesis, imply that the theorem holds for
X1 and X2.
By the strongly Lipschitz homotopy invariance of K∗(B
p,∗
L (X)), K∗(C
∗
L(X))
and the cutting and pasting exact sequence, we also know that our lemma holds
for X1 ∩X2.
Thus we can complete our induction process by using the cutting and pasting
exact sequence and the five lemma. 
Take the similar argument for φ, we have the following theorem.
Proposition 5.17. Let X be a finite dimensional simplicial complex endowed
with the ℓ1-metric, then for any p ∈ (1,∞), φ induces an isomorphism between
K∗(B
p,∗
L (X)) and K∗(B
p
L(X)).
By the Theorem 5.16 and 5.17, we obtain that the K-theory for Lp localization
algebra is independent of p.
Proposition 5.18. Let X be a finite dimensional simplicial complex endowed with
the ℓ1-metric, then for any p ∈ (1,∞), K∗(B
p
L(X)) does not depend on p.
Further more, we have the following p-indenpendency of K-theory for Lp Roe
algebra.
Corollary 5.19. Let X be a separable proper metric space, assume that there
exists an anti-Cˇech system {Ck}k for X such that NCk is a finite dimensional
simplicial complex for all k. Then if for any p ∈ (1,∞), the Lp coarse Baum-
Connes conjecture is true for X, we have that K∗(B
p(X)) does not depend on
p.
By the Theorem 4.6, we have the following theorem.
Theorem 5.20. Let X be a separable proper metric space. If X has finite asymp-
totic dimension, then K∗(B
p(X)) does not depend on p for p ∈ (1,∞).
6. Open problems
In this last section, we list several interesting open problems.
Question 6.1. There are several versions of Lp K-homology. Are they all the
same?
Similar to the L2-version of K-homology, there are many different versions of
K-homology
(1) Kasparov’s K-homology [21]
(2) K-theory of dual algebra by Paschke [32]
(3) K-theory of localization algebra of Guoliang Yu [44][34]
(4) Localization K-homology by Xiaoman Chen and Qin Wang [5]
(5) E-theory by Connes and Higson [10]
In the L2 case, all above concepts are the same. In this paper, we have seen
that the Lp counterpart of all above notions are equivalent for finite dimensional
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simplicial complex, since they all agree for zero dimensional complexes, and pre-
serve under strong Lipschitz homotopy. But we are not very optimistic that they
are equivalent for general topological spaces. To prove the equivalence, we need
some deep theorems, say the Voiculescu Theorem [39] and the Kasparov Technical
Lemma [22], for Lp spaces.
Question 6.2. Is it possible to prove that the K-theory of Lp Roe algebras are
independent of p without using the coarse Baum-Connes conjecture?
Up to now, all the results about the p indenpendency of the K-theory of the
group algebras, crossed products and Roe algebras rely on the Baum-Connes con-
jecture or the coarse Baum-Connes conjecture, since the K-homology sides are
easier to maneuver. A more direct approach without using the (coarse) Baum-
Connes conjecture would shed some light on a Banach algebra approach to the
(coarse) Baum-Connes conjecture. For example, if we know certain groups admit-
ting proper isometric actions on Lp-spaces and their K-theory of the Lp group
algebras does not depend on p, by the result of Kasparov and Yu [23], we can
verify the Baum-Connes conjecture for these groups.
Question 6.3. Can we develop an Lp version of Dirac-dual-Dirac method for the
Lp Baum-Connes conjecture for amenable groupoids?
In [38], Tu showed the Baum-Connes conjecture is true for amenable groupoids,
or more generally, a-T-menable groupoids. For a space with finite asymptotic di-
mension, or more generally finite decomposition complexity, the coarse groupoid
is amenable. For a dynamical system with finite dynamical complexity, the corre-
sponding transformation groupoid is also amenable [17]. It would be great if we
can modify Tu’s method to deal with Lp groupoid algebra and give a unified proof
for the Chung’s result on Lp crossed products and the results in this paper on Lp
Roe algebras.
Question 6.4. Are there any topological and geometric implication of the Lp
(coarse) Baum-Connes conjecture?
For example, does it imply the Gromov conjecture [14] that uniformly con-
tractible manifolds with bounded geometry admit no uniform positive scalar cur-
vature?
Question 6.5. Are there any counter-examples for the injectivity of the Lp coarse
Baum-Connes conjecture?
In [18][41], Higson-Lafforgue-Skandalis and Willett-Yu showed that Magulis
type expanders and expanders with large girth are counter-examples for the sur-
jectivity of the coarse Baum-Connes conjecture. In [9], Chung and Nowak showed
that Magulis type expanders are still counter-example for the Lp coarse Baum
Connes conjecture. However, the existence of injectivity counterexample of the
Lp coarse Baum Connes conjecture is still open. In [45], Guoliang Yu gave a
counterexample of the injectivity of coarse Baum-Connes conjecture. The proof
relies on a positive scalar curvature argument. Is Yu’s counter-example still a
counter-example for the Lp version?
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