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Abstract
This paper presents a constructive proof of the existence of a regular non-atomic
strictly-positive measure on any second-countable locally compact non-atomic
Hausdorff space. This construction involves a sequence of finitely-additive set
functions defined recursively on an ascending sequence of rings of subsets with
a premeasure limit that is extendable to a measure with the desired properties.
Non-atomicity of the space provides a meticulous way to ensure that the limit
is a premeasure.
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1 Outline
One well-known result from measure theory is the construction of the Lebesgue
measure on the real line. One construction begins with a set function defined on
the ring of finite unions of precompact intervals with rational endpoints which
returns the total length. This construction of the Lebesgue measure has several
crucial steps to show:
1. The set function has finite additivity on the ring.
2. The outer measure is at most (≤) the set function on open sets in the ring.
3. The outer measure is at least (≥) the set function on compact sets in the
ring.
4. The outer measure on boundaries of open sets in the ring (subsets of Q)
is zero.
5. The outer measure and the set function agree on the ring, which also shows
that the set function is a pre-measure on the ring.
6. Apply Carathe´odory’s Extension Theorem to extend the set function to
the Lebesgue measure on the Borel subsets of the real line.
The Lebesgue measure on Borel sets is known to be regular, non-atomic and
strictly-positive. On which topological spaces can measures with such properties
be guaranteed?
This paper answers this question by applying a similar construction to 2nd-
countable non-atomic locally compact Hausdorff spaces. The choice of such
spaces is motivated by the steps involved in the Lebesgue measure construction.
In fact, steps 2 and 3 are guaranteed with the usual choice of outer measure,
and once step 4 is established, steps 5 and 6 immediately follow.
Steps 1 and 4 prove to be challenging for these spaces. Indeed, the space is not
necessarily a topological group, the ring of sets is only described topologically
(or via a metric), and the finitely-additive set function is not as clearly or easily
defined.
We carefully construct a finitely-additive set function via the limit of a sequence
of set functions defined recursively on a growing sequence of rings. The sequence
of rings of sets and the sequence of set functions must be coupled together metic-
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ulously so that the outer measure satisfies step 4 and I thank Piotr Mikusin´ski
for the comments which gave me that insight. Once the measure is formed, it
can be shown to be regular, non-atomic and strictly-positive.
2 Notation
Let A ⊆ X. Then A◦ := ∪{U ⊆ A : U open} and A := ∩{F ⊇ A : F closed}
denote the interior and closure of A respectively. Also, ∂A := A ∩ Ac and
Ae :=
(
A
)c
= (Ac)
◦
denote the boundary and exterior of A respectively.
For sets A,B, the expression A− B denotes the relative set complement: that
is, a ∈ A−B if a ∈ A and a /∈ B. In this paper, “ ⊂ ” will always mean proper
subset, and “ ⊆ ” will always mean subset or equality.
3 Non-Atomic Topologies
Definition A topological space (X, τX), or a topology τX is non-atomic if for
all x ∈ X and for every open U containing x, there exists an open set V with
x ∈ V ⊂ U .
The following properties of non-atomic topological spaces can be easily verified
by definition.
Proposition 3.1
(a) If (X, τX) is non-atomic, then every non-empty open set in τX must be
infinite in cardinality.
(b) If (X, τX) is a T1-space with all non-empty open sets having infinite car-
dinality, then (X, τX) is non-atomic.
(c) Let (X, τX) be a non-atomic topological space. Then every x ∈ X and any
open neighborhood U of x yield infinitely many open neighborhoods of x
which are proper subsets of U .
Example The topological space (R, τ), with τ being the usual topology, is
non-atomic since x ∈ (a, b) implies that there exists some ε satisfying 0 < ε <
(b− a)/2 and x ∈ (a+ ε, b− ε) ⊂ (a, b).
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Non-atomic spaces have nice properties pertaining to topological bases. We
utilize one of them later.
Proposition 3.2 Let (X, τX) be a non-atomic topological space, let {Ui : i ∈ I}
be a topological basis for τX , and let J be a cofinite subset of I. Then {Uj : j ∈
J} is also a topological basis for τX .
Proof Let ∅ 6= V ∈ τX and let x ∈ V . Since τX is non-atomic, choose some
V1 ∈ τX with x ∈ V1 ⊂ V . Since {Ui : i ∈ I} is a basis, choose some i1 ∈ I
such that x ∈ Ui1 ⊆ V1 ⊂ V . Inductively, given that in ∈ I is chosen, now
choose Vn+1 ∈ τX with x ∈ Vn+1 ⊂ Uin , then choose in+1 ∈ I such that
x ∈ Uin+1 ⊆ Vn+1 ⊂ Uin . We have that (Uin)∞n=1 is a strictly decreasing infinite
sequence of basis sets which are subsets of V . Because only finitely many of
these basis sets are omitted in {Uj : j ∈ J}, it follows that there exists some
N ∈ N with iN ∈ J . Therefore, x ∈ UiN ⊂ V . With x ∈ X arbitrary, it follows
that V is a union of sets from {Uj : j ∈ J}. Since V was arbitrary, it follows
that {Uj : j ∈ J} forms a basis for τX . 
For locally compact non-atomic Hausdorff spaces, the next proposition allow
for open sets to be “bored” by compact closures of open subsets. This will be
utilized in Lemma 4.4 later.
Proposition 3.3 Let (X, τX) be a locally compact Hausdorff non-atomic space.
Then every open neighborhood x ∈ U admits an open neighborhood x ∈ V with
compact closure and with V ⊂ U . As a consequence, V and U − V are disjoint
non-empty open subsets of U , and U = V unionmulti ∂V unionmulti (U − V ).
Proof Since τX is non-atomic, choose an open neighborhood W of x with
W ⊂ U . Then τX being locally compact Hausdorff allows the choice of open
neighborhood V of x with compact closure and with x ∈ V ⊆ V ⊆ W ⊂ U .
Since U − V ⊇ U −W 6= ∅ is open, the second claim holds. The third claim is
easy to verify. 
4 Constructing the Desired Measure
We now construct a non-atomic regular strictly-positive measure on a second-
countable locally compact Hausdorff non-atomic space.
Theorem 4.1 Let (X,ΣX) be a measurable space generated by a second-countable
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locally compact Hausdorff non-atomic space (X, τX). Then there exists a finite
regular non-atomic strictly-positive measure on (X,ΣX).
Proof Since (X, τX) is a second-countable locally compact regular space, there
exists a countable basis of regular open sets in X with compact closure. Let
(Vi) = (Vi)
∞
i=1 be one such basis expressed as a sequence. The following lemma
produces a sequence of rings of sets, denoted by (Dk), and a limit ring of subsets
D which contains basis sets Vi for i ∈ N and generates all Borel sets from (X, τX).
Lemma 4.2 Let (X,ΣX) be a second-countable topological space with previously
established basis sequence (Vi)
∞
i=1. For each k ∈ N, define
Ak := {∩ki=1Ri | Ri = Vi or Ri = V ei } − {∩ki=1V ei },
Bk := {unionmultinj=1Sj | n ∈ N0, Sj ∈ Ak},
Ck := {C | C ⊆ ∪ki=1∂Vi},
Dk := {B unionmulti C | B ∈ Bk, C ∈ Ck}.
Then: Ak and Bk are finite collections of open sets for each natural k; Ak ⊆
Bk ⊆ Dk; Ak consists of pairwise disjoint regular open sets; distinct sets in
Ak are contained in each other’s exteriors; every nonempty A ∈ Ak+1 with
A ⊆ ∪ki=1Vi has a unique B ∈ Ak with A ⊆ B; S, T ∈ Bk implies that S ∪T, S ∩
T, and S ∩ T e ∈ Bk; Dk ⊆ Dk+1 for natural k; Dk and D := ∪∞k=1Dk are rings
of sets; finally, D generates the σ-algebra ΣX and is insensitive to permutations
on (Vi)
∞
i=1.
Proof Let k ∈ N and let P := ∩ki=1Pi and Q := ∩ki=1Qi be in Ak with P 6= Q.
There exists j ≤ k with Pj 6= Qj . Therefore, P ∩Q ⊆ Pj ∩Qj = Vj ∩ V ej = ∅.
Therefore, Ak is pairwise disjoint for each natural k. This of course means that
Ak is closed with respect to intersections by V1, V e1 , · · · , Vk, V ek . Since P,Q are
disjoint, that means that P ⊆ Qc and Q ⊆ P c. Since open subsets of Qc, P c
are subsets of the exteriors of Q,P respectively, this means that P ⊆ Qe and
Q ⊆ P e; therefore, disjoint sets in Ak are contained in each other’s exteriors. If
∅ 6= A = ∩k+1i=1Ri ∈ Ak+1 with A ⊆ ∪ki=1Vi, then B := ∩ki=1Ri is the unique set
in Ak containing A.
Let S := unionmultimi=1Si and T := unionmultinj=1Tj be in Bk. It is fairly straight-forward to
show that Bk is closed under finite unions and intersections. We will show
that S ∩ T e ∈ Bk. If m = n = 1, then S, T ∈ Ak. Since disjoint elements
in Ak are contained in each other’s exteriors, this means that the open set
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∪{A ∈ Ak−{T}} ∈ Bk is a subset of T e. The remaining possible points in T e are
either in ∪ki=1∂Vi or in ∩ki=1V ei , both sets of which are disjoint with S. Therefore,
closure under intersections grants S ∩ T e = S ∩ (∪{A ∈ Ak − {T}}) ∈ Bk.
This elementary case, in tandem with closure of Bk under finite unions and
intersections, proves the general case since
S ∩ T e = (unionmultimi=1Si) ∩ (unionmultinj=1Tj)e = (unionmultimi=1Si) ∩ (∩nj=1T ej ) = unionmultimi=1 ∩nj=1 (Si ∩ T ej ).
It is clear that Ck is closed under finite unions.
If D1 = B1 unionmulti C1 and D2 = B2 unionmulti C2, where B1, B2 ∈ Bk and C1, C2 ∈ Ck, then
it follows that D1 ∪D2 = (B1 ∪B2) unionmulti (C1 ∪ C2) ∈ Dk via closure of Bk and Ck
under finite unions. Furthermore,
D1 −D2 = (B1 unionmulti C1) ∩ (B2 unionmulti C2)c = (B1 unionmulti C1) ∩ (Bc2 ∩ Cc2)
= (B1 ∩Bc2 ∩ Cc2) unionmulti (C1 ∩Bc2 ∩ Cc2)
= (B1 ∩Bc2) unionmulti (C1 ∩Bc2 ∩ Cc2)
= (B1 ∩Be2) unionmulti ((B1 ∩ ∂B2) ∪ (C1 ∩Bc2 ∩ Cc2)) ∈ Dk,
since B1 ∩Be2 ∈ Bk and the second set is in Ck. Therefore, Dk is a ring of sets.
It follows easily that D = ∪∞k=1Dk is also a ring of sets. Since D contains all
basis sets and since τX is second-countable, D generates ΣX .
If Dk := Bk unionmulti Ck ∈ Dk with Bk ∈ Bk and Ck ∈ Ck, then notice that (Bk ∩
Vk+1) ∪ (Bk ∩ V ek+1) ∈ Bk+1 and that Ck ∪ (Bk ∩ ∂Vk+1) ∈ Ck+1 ensure that
Dk ∈ Dk+1. Therefore, Dk ⊆ Dk+1 for all natural k.
Finally, let pi : N→ N be any permutation and let A′k,B′k, C′k,D′k,D′ denote the
collections discussed earlier for the permutated sequence (Vpi(i))
∞
i=1.
Let K ∈ D. Then K ∈ Dn for some natural n. Let m be the smallest natural
number such that {Vpi(1), Vpi(2), ...Vpi(m)} ⊇ {V1, V2, . . . Vn}. It follows that K ∈
D′m ⊂ D′. A similar argument suffices to show that D′ ⊆ D. 
Given a basis sequence (Vi)
∞
i=1, we need to naturally develop a sequence of set
functions µm : Am → [0, 1] for m ∈ N. The crucial (recursive) idea is that
when an open set A ∈ Am is fragmented by ∂Vm+1 into two nonempty open
sets A′ := A ∩ Vm+1 and A′′ := A ∩ V em+1 in Am+1, we evenly divide the
size µm(A) in half and distribute each to A
′ and A′′: that is, we insist that
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µm+1(A
′) = µm+1(A′′) = 12µm(A). Of course, we also need to insist that the
next set function equals the previous set function for open sets inAm that persist
in Am+1. Finally, when ”new regions” are introduced, we can freely choose that
size, and we shall do so in a way to cause all set functions to have maximum size
output less than 1. These components of the construction corresponds to lines
3-5 in the construction of (µk)
∞
k=1 in Lemma 4.3. The following figure illustrates
how the set functions on (Ak) behave.
Once (µm)
∞
m=1 is constructed, we can naturally develop set functions on the
collections (Bk) and (Dk). Then the natural choice is made for the set function
defined on D.
Below is the lemma with rigorous details of the previous descriptions.
Lemma 4.3 Let (Vi)
∞
i=1 be a basis sequence for (X, τX), with Ak,Bk, Ck,Dk
and D previously developed from the basis sequence for all k ∈ N. Recursively
define a sequence of functions µm : Am ∪ {∅} → [0, 1] as follows:
µ1(∅) := 0; (1)
µ1(V1) := 1/2; (2)
µm(A) := 1/2 · µm−1(B) if ∅ 6= A ⊂ B ∈ Am−1; (3)
µm(A) := µm−1(A) if A ∈ Am−1; (4)
µm(Vm − ∪m−1i=1 Vi) := 1/2m if Vm − ∪m−1i=1 Vi 6= ∅. (5)
Then there exists a finitely additive, monotonic set function κ : D → [0, 1] such
that κ(A) = µm(A) when A ∈ Am.
Proof (Sketch)
For every A ∈ ∪∞m=1Am, it follows by the fourth line of the construction of (µm)
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that A will have the same size, regardless of the applicable set function chosen.
Therefore, one can define µ : ∪∞m=1Am → [0, 1] via µ(A) := µm(A) whenever
A ∈ Am.
Define a sequence of functions νk : Bk → [0, 1] via νk(unionmultinj=1Sj) :=
∑n
j=1 µk(Sj),
where Sj ∈ Ak for j ≤ n. Then νk is finitely additive and monotonic.
Define a sequence of functions κn : Dn → [0, 1] via κn(S ∪ T ) = νn(S), where
S ∈ Bn and T ∈ Cn. Finite additivity and monotonicity of (νk) are carried over
to (κn).
Define κ : D → [0, 1] such that κ(T ) = κn(T ) when T ∈ Dn.
Since both collections Ak, Bk are finite, it clearly follows that (νk) are finitely
additive, monotonic set functions, which also justifies that (κn) are finitely
additive, monotonic set functions. It also follows that any set in DN will have
the same value under all functions κn with n ≥ N . Therefore, the finitely
additive, monotonic set function κ is well-defined and Step 1 (from the outline)
is complete. 
Notice that the set function κ we develop depends on the order of the basis
sequence (Vi). This is important, because without a careful choice made for the
ordering of these basis sets, Step 4 in the outline may be difficult or impossible.
What kind of sequence do we select? Ideally, the sequence needed should show
that each boundary ∂Vk for k ∈ N has outer measure zero. These boundaries
are compact, so we can find covers using other basis open sets. The utility of
the non-atomic topological space is that we can purposefully use the closures of
other basis elements to bore “closed holes” into a given cover of a given boundary
∂Vi, then find a better cover of the same boundary that does not intersect these
holes. The holes should cause the new cover to have κ size at most half of the
previous cover’s size. This process is repeated for all ∂Vi countably many times
so that the outer measure for each must be zero. The covers and holes constitute
parts (a) and (b) of Lemma 4.4 respectively.
The brunt and rigor of this process is highlighted in the next lemma.
Lemma 4.4 Let (X, τX) be a second-countable non-atomic locally compact Haus-
dorff space, let (Vi)
∞
i=1 be a topological basis sequence, and let (Ak)∞k=1 be the
sequence of collections of sets formed in Lemma 4.2 with respect to sequence
(Vi)
∞
i=1. Then there exists a partition of N into three double-indexed families
{Fi,j : i, j ∈ N}, {Gi,j : i, j ∈ N} and {Hi,j : i, j ∈ N} with each element of each
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family being a finite set such that:
(a) Gi,j := {Vk | k ∈ Gi,j} for i, j ∈ N satisfies ∂Vi ⊂ ∪Gi,j.
(b) Fi,j := {Vk | k ∈ Fi,j} for i, j ∈ N satisfies ∪Gi,j ⊆ ∪Gi,j−1−∪Fi,j for all
i ≥ 1, j ≥ 2.
(c) With g(i, j) := maxGi,j, for each i ≥ 1, j ≥ 2, and for each U ∈
Ag(i+1,j−1), there exists a unique K ∈ Fi,j such that K ⊂ U .
(d) maxGi,j ≤ minGi′,j′ when i+j < i′+j′ or when i+j = i′+j′ and j < j′.
The same is true for {Fi,j}∞i,j=1 and {Hi,j}∞i,j=1 whenever the compared
sets are both nonempty.
(e) H1,1 = {1, . . . , g(1, 1)} −G1,1,
Hi,1 = {g(1, i− 1) + 1, . . . , g(i, 1)} −Gi,j for all i ≥ 2, and
Hi,j = {g(i− 1, j + 1) + 1, . . . , g(i, j)} − (Gi,j ∪ Fi,j) for all i ≥ 1, j ≥ 2.
We define the desired permutation pi : N→ N, and hence the preferred sequence
(Wi)
∞
i=1 := (Vpi(i))
∞
i=1 by making the arrangement Ri,j := (Fi,j , Gi,j , Hi,j) for
each i, j ≥ 1 and then stating that Ri,j ≤ Ri′,j′ exactly when i + j < i′ + j′ or
when i+ j = i′ + j′ and j < j′; that is, make the arrangement
R1,1, R2,1, R1,2, R3,1, R2,2, R1,3, · · · .
Proof Since {Vi}∞i=1 covers the compact set ∂V1, there exists some finite sub-
cover. Let G1,1 denote one possible choice, indexed by G1,1 ⊂ N with maximum
number g(1, 1). Define H1,1 := {1, 2, · · · , g(1, 1)} −G1,1.
Now {Vi : i > g(1, 1)} forms a basis by Proposition 3.2, so perform the same
procedure on ∂V2 using the new basis, obtaining the collection G2,1, indexed by
G2,1 and number g(2, 1). Define H2,1 := {g(1, 1) + 1, g(1, 1) + 2, · · · , g(2, 1)} −
G2,1. Next to construct is G1,2, G1,2, and g(1, 2). For each non-empty A ∈
Ag(2,1), there exists a nonempty basis set Vk(A) such that Vk(A) ⊂ A and k(A) >
g(2, 1). Doing this for every non-empty A ∈ Ag(2,1), let F1,2 := {k(A) : ∅ 6=
A ∈ Ag(2,1)} and let F1,2 := {Vk : k ∈ F1,2}. Since {Vi : i > g(2, 1) ∧ i /∈
F1,2} forms a basis, the open set ∪G1,1 − ∪F1,2, which contains ∂V1,1, can be
covered by all new basis subsets. Once again, there exists a finite subcovering
G1,2 with G1,2 and g(1, 2) determined similar to the (1, 1) case. Now denote
H1,2 := {g(2, 1) + 1, g(2, 1) + 2, · · · , g(1, 2)} − (G1,2 ∪ F1,2).
Inductively, with Gi,j , Gi,j , g(i, j), Fi,j , Hi,j previously determined when i+ j ≤
m, use the basis {Vi : i > g(1,m − 1)} to select a finite subcover Gm,1 of ∂Vm
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indexed by Gm,1 and a number g(m, 1) with the (same/similar) desired proper-
ties as for G1,1 and g(1, 1). Construct Fm−1,2 and Fm−1,2 using Am,1 similar to
how F1,2 was constructed. Then, knowing that {Vi : i > g(m, 1) ∧ i /∈ Fm−1,2}
is a basis, the open set ∪Gm−1,1−∪Fm−1,2, which contains ∂Vm−1, can be cov-
ered by all new basis subsets, so choose from this basis a finite subcover Gm−1,2
for ∂Vm−1 indexed by Gm−1,2 and g(m− 1, 2) with the (same/similar) desired
properties as G1,2. Then set Hm−1,2 := {g(m, 1) + 1, g(m, 1) + 2, · · · , g(m −
1, 2)} − (Gm−1,2 ∪ Fm−1,2). Repeat this again by constructing Fm−2,3 and
Fm−2,3 using Am−1,2 similar to how F1,2 was constructed. Then, knowing that
{Vi : i > g(m− 1, 2) ∧ i /∈ Fm−2,3} is a basis, the open set ∪Gm−2,2 −∪Fm−2,3,
which contains ∂Vm−2, can be covered by all new basis subsets, so choose from
this basis a finite subcover Gm−2,3 for ∂Vm−2 indexed by Gm−2,3 and g(m−2, 3)
with the (same/similar) desired properties as G1,2. Then set Hm−2,3 := {g(m−
1, 2) + 1, g(m− 1, 2) + 2, · · · , g(m− 2, 3)}− (Gm−2,3 ∪Fm−2,3). Continue in this
manner until F1,m, F1,m,G1,m, G1,m, g(1,m) and H1,m are constructed. Now all
appropriate numbers and collections have been found for when i+ j = m+ 1.
Complete this construction via induction.
Noting that Fi,1 = ∅ for all i ≥ 1, define pi to be the permutation of natural
numbers where the numbers are arranged in the order
G1,1, H1,1,
G2,1, H2,1, F1,2, G1,2, H1,2,
G3,1, H3,1, F2,2, G2,2, H2,2, F1,3, G1,3, H1,3,
...
...
...
...
...
...
...
...
. . .
where elements in each Fi,j , Gi,j and Hi,j are usually well-ordered. 
Let (A′k), (B′k), (C′k), (D′k) denote the collections of sets formed in Lemma 4.2
when applied to the permuted sequence (Wi) (Recall that D′ = D). We form
the set function κ in Lemma 4.4 with (Wi). We shall denote by (Gi,j) and
(Fi,j) the covers and holes developed via Lemma 4.4 with respect to (Vi) when
verifying step 4 below.
It follows from finite additivity and monotonicity that κ is σ-superadditive in
D; that is, given pairwise disjoint (Ai)∞i=1 in D, we have that κ(unionmulti∞i=1Ai) ≥∑∞
i=1 κ(Ai). If we show that κ is σ-subadditive in D, then it follows that κ is
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a premeasure on D, which will imply that κ can be extended to a measure on
σ(D) ⊇ σ((Vi)) = ΣX ⊇ σ(D). This will be shown by proving that κ∗ : 2X →
[0,∞] via
κ∗(A) : = inf
{ ∞∑
i=1
κ(Ai) : A ⊆ ∪∞i=1Ai and Ai ∈ D are open for i ∈ N
}
is an outer measure with κ∗ = κ on D.
It is easy to verify that κ∗(∅) = 0 and that κ∗ is monotone. Let us show that
κ∗ is σ-subadditive. Let A ⊆ X and let (An) be subsets of X with A ⊆ ∪∞n=1An
and
∑∞
n=1 κ
∗(An) < ∞. Let ε > 0. For each n ∈ N, choose a sequence
(Bn,i)
∞
i=1 of open sets in D such that An ⊆ ∪∞i=1Bn,i and
∑∞
i=1 κ(Bn,i) ≤
κ∗(An) + ε/2n. Then it follows that A ⊆ ∪∞n=1An ⊆ ∪∞n=1 ∪∞i=1 Bn,i and that
κ∗(A) ≤ ∑∞n=1 (∑∞i=1 κ(Bn,i)) ≤ ∑∞n=1 κ∗(An) + ε. Since ε was arbitrary, it
follows that κ∗(A) ≤∑∞n=1 κ∗(An). Therefore, κ∗ is an outer measure.
Step 2: To show that κ∗ ≤ κ on open sets in D, let U ∈ D be open. Then
U ⊆ U∪∅∪∅∪. . . , so we obtain that κ∗(U) ≤ κ(U)+κ(∅)+κ(∅)+· · · = κ(U).
Step 3: The following argument shows that κ ≤ κ∗ on compact sets in D. Let
C ∈ D be compact, and let ε > 0. Choose some sequence (Ai)∞i=1 of open sets in
D with C ⊆ ∪∞i=1Ai and such that
∑∞
i=1 κ(Ai) ≤ κ∗(C) + ε. Then there exists
some finite subcover, so there exists n ∈ N with C ⊆ ∪ni=1Ai. There exists
some N ∈ N with C,A1, · · · , An ∈ D′N . Then κ(C) = κN (C) ≤
∑n
i=1 κN (Ai) =∑n
i=1 κ(Ai) ≤
∑∞
i=1 κ(Ai) ≤ κ∗(C) +ε. With ε arbitrary, it follows that κ ≤ κ∗
on compact sets in D.
Step 4: We show that κ∗ = 0 on C := {C : C ⊆ ∪∞i=1∂Vi}. For any ∂Vi, the
sequence of covers {Gi,j}∞j=1 developed in Lemma 4.4 will satisfy (for all natural
j) the inequality
κ(∪Gi,j) ≤ κ(∪Gi,1) ·
(
1
2
)j−1
.
This will be shown via induction. The inequality is obvious when j = 1. Assume
that the inequality is true for some natural j. Then Lemma 4.3 (3) and Lemma
4.4 (b,c) ensure that
κ(∪Gi,j+1) ≤ κ(∪Gi,j − ∪Fi,j+1) = 1
2
κ(∪Gi,j) ≤ 1
2
· κ(∪Gi,1) ·
(
1
2
)j−2
.
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Therefore, it follows that κ∗(∂Vi) ≤ κ(∪Gi,j) ≤ κ(∪Gi,1) ·
(
1
2
)j−1
for all natural
j, which implies that κ∗(∂Vi) = 0. Since i ∈ N was arbitrary, it follows that all
sets in C have outer measure zero.
Step 5: To show that κ∗ = κ on D, let A ∈ D. We see that A◦ is open in D and
A−A◦ ∈ C, so it follows that
κ(A) ≤ κ (A) ≤ κ∗ (A) = κ∗(A◦) + κ∗ (A−A◦) = κ∗(A◦) ≤ κ(A◦) ≤ κ(A).
Therefore, κ∗ = κ is a pre-measure on the ring D. Now Step 6 can be resolved
by applying Carathe´odory’s Extension Theorem, so κ∗ extends to a measure
on a σ-algebra containing σ(D) = ΣX , which can be restricted to a measure
κ† on ΣX . It follows that κ† is a finite strictly-positive measure on (X,ΣX)
since each set in the basis sequence (Vi) was assigned a positive measure by κ
on D. Since X is a Polish space, we automatically have that κ† is regular (see
Theorem 8.1.12 in Cohn [1]).
To show that κ† is non-atomic, we apply the following lemma.
Lemma 4.5 Let µ be a finite measure on (X,Σ). Then µ is non-atomic if and
only if for every ε > 0, there exists a finite partition of X into measurable sets
with each set having µ-measure less than ε.
Proof If µ is the zero measure, then it trivially follows. So we may assume that
µ is a non-zero measure.
Let µ be non-atomic and let ε > 0. By Archimedian property, there exists some
natural n such that ε > µ(X)/2n. Then by the strong Darboux property of
non-atomic finite measures, the measure of X can be evenly partitioned into
two sets A1 and X − A1: that is, there exists a set A1 such that µ(A1) =
µ(X − A1) = µ(X)/2. Then apply this procedure to all newly acquired sets,
and repeat until there are precisely 2n sets that partition X, each with measure
µ(X)/2n < ε.
Conversely, suppose the second condition is true, and let C ∈ Σ with µ(C) =
ε > 0. Let A1, . . . , Ak be a partition of X with maximum measure less than
ε. Then consider the sets B0 := C and Bi := Bi−1 − Ai for 1 ≤ i ≤ k. Of
course, each of these sets are subsets of C. Then for 1 ≤ i ≤ k, we have that
µ(Bi) = µ(Bi−1 − Ai) ≥ µ(Bi−1) − µ(Ai) > µ(Bi−1) − ε, or equivalently that
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0 ≤ µ(Bi−1) − µ(Bi) < ε for each 1 ≤ i ≤ k. It is true that µ(B0) = µ(C) = ε
and that µ(Bk) = µ(∅) = 0, so there must be some intermediate set Bj with
0 < µ(Bj) < ε. 
Using Lemma 4.5, it suffices to show that for all ε > 0, X can be partitioned
into a finite collection of measurable sets, each with κ† measure no more than
ε. Let ε > 0, and choose some integer m with ε ≥ 21−m. Then all sets from
Ag(1,m) have κ† measure no more than ε. Furthermore, κ†(∪∞i=1∂Vi) = 0 ≤ ε
and κ†
(
∩g(1,m)i=1 V ei
)
≤ 2−g(1,m)∑∞j=1 2−j ≤ ε. Therefore, X = (∪∞i=1∂Vi) ∪(
∩g(1,m)i=1 V ei
)⋃Ag(1,m).
At last, κ† is a measure on (X,ΣX) with the sought properties. 
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