We demonstrate k + 1-term arithmetic progressions in certain subsets of the real line whose "higher-order Fourier dimension" is sufficiently close to 1. This Fourier dimension, introduced in previous work, is a higher-order (in the sense of Additive Combinatorics and uniformity norms) extension of the Fourier dimension of Geometric Measure Theory, and can be understood as asking that the uniformity norm of a measure, restricted to a given scale, decay as the scale increases. In fact, we obtain our results for measures supported in R d , and for scaled and translated images of any collection of sufficiently "distinct" points b 0 , . . . , b k for which a kind of multiplerecurrence is currently known; this includes, for instance, any k + 1 points on the integer lattice Z d with pairwise distinct coordinates. We further obtain quantitative information about the size and L p regularity of the set of common distances of the artihmetic progressions contained in the subsets of R under consideration, or in the case of sets in R d , information on the size of the set of dilations which move a fixed k + 1-point configuration inside of our set.
Introduction
There has been interest recently in which geometric patterns may be discovered in sparse subsets of Euclidean space. In [Keleti(2008) ], subsets of the real line of full Hausdorff dimension not containing any 3-term progressions, nor any boxes, were constructed; in [Maga(2010) ], similar results were obtained for R n . On the other hand, in [ Laba and Pramanik(2009)] , it was shown via a Fourier restriction theorem that all sets of sufficiently high Fourier dimension contain 3-term progressions. This is a kind of continuous analogue of Roth's theorem, and the question of higher term arithmetic progressions immediately presents itself. The question is of further interest owing to the suspicion that methods related to progressions might play the role of a substitute for curvature in certain parts of harmonic analysis. In particular, both differentiation theorems and restriction theorems, amongst others, have been found to rely on the curvature of the underlying space in essential ways, yet both have seen partial extensions to the fractal setting ( [ Laba and Pramanik(2011)] , [Mitsis(2002) ], [Mockenhaupt(1996) ]). Though we do not address the question of what might be said about restriction theorems here, after our study of k-term progressions in sparse subsets of the line, we turn our attention to the proof of a differentiation theorem. Another reason this question is important is because of its relationship to the Falconer Distance Conjecture, which asks for measure of the set of distances between points in a set E ⊂ R d of Hausdorff dimension α ≥ d/2; this can be thought of as asking for the size of the set of differences in the 2-term progressions in E, and we answer the generalization of this question to k + 1-term progressions under a type of Fourier-decay condition.
In this paper, we establish sufficient conditions for a singular set in R . It is known that multiple recurrence, as we are referring to it here, holds when each b i ∈ Z d as a consequence of the Multidimensional Szemeredi Theorem ( [Furstenberg and Katznelson(1978) ]). In particular, multiple recurrence holds for b 0 , . . . , b k an arithmetic progression in Z.
Call a subset
k good if it is good for multiple recurrence, and further min j=1,...,d |b
Then our results are the following.
and C H , C F bounded by some constant. Then for α, β < d close enough to d, the support of µ in R d contains non-trivial scaled and translated images of any k + 1 points in R d which are good.
and assuming the stronger condition that µ also exhibit a k-th order Fourier decay we have
Then for α, β < d close enough to d depending on C H and C F , the support of µ in R d contains non-trivial scaled and translated images 0, rb 1 , . . . , rb k of any k + 1 points 0, b 1 , . . . , b k in R d good, and the Lebesgue measure of the set of (in-homogenous) dilations r yielding scaled and translated images in the support of µ is positive.
The hypothesis (1) is related to what we have termed the "higher-order Fourier dimension" of the measure µ. In standard terminology, the Fourier dimension of a measure on R d is given by the supremum over all d > β > 0 for which | µ(ξ)| |ξ| − β 2 at infinity. If dµ = f dx is absolutely continuous on R d , then for k > 1 we say that it's k-th order Fourier dimension is similarly the supremum over all β ∈ (0, d) for which the asymptotic decay rate of | △ k f (0; η)| is at least |η|
Specializing to d = 1 and b i = i, we obtain a sufficient condition of k+1-term progressions in the support of a singular measure on R, extending the result of [ Laba and Pramanik(2009)] for 3-term progressions.
Review of previous work
This paper continues work begun in [Carnovale(2013a) ]. There, for any measure µ on the d-dimensional torus T d we introduced the (k + 1)d-dimensional measure △ k µ, a singular analogue of the object △ k f relevant in the definition of Gowers norms from additive combinatorics.
We defined the U k norm of µ, showed it to be equivalent to
and showed that this does indeed define a norm. Define U k+1 to be the space of all finite measures µ on T d for which |µ| U k+1 < ∞. Then the first part of the following theorem is a rephrasing of part of Theorem 2 from [Carnovale(2013a) ], while the second part is a portion of Proposition 1 from [Carnovale(2013a) ]. Theorem 1.3. Let µ be a measure on T d . Then for all k, the finite measure △ k+1 µ exists if and only if |µ| ∈ U k+1 . Further,
For definitions, you should refer to [Carnovale(2013a) ]. In [Carnovale(2013b) ], we introduced the following refinement of the U k+1 norm and extension of the notion of Fourier dimension to this higher-order setting Definition 1.4. For k > 1, we define the kth-order Fourier dimension of a measure µ on R d to be the supremum over all β ∈ (0, d) for which
If µ is a measure with nontrivial compact support on T d , then we identify it with a measure on R d in the natural way in order to define its higher-order Fourier dimension.
We further say that the measure µ possesses a kth order Fourier decay of β if for all i ≤ k,
The main result of our earlier paper [Carnovale(2013b) ] was that higher-order Fourier dimension gives us quantitative control that the U k norm does not in the sense of the following sense.
Let φ n be an approximate identity with Fourier transform φ n essentially supported in the ball B(0, 2 n+1 ). Further, set µ n = φ * k n * µ, where φ * k n refers to k copies of φ n convolved together. Then the following is equivalent to the result of [Carnovale(2013b) ] Proposition 1.5 (Proposition 2 of [Carnovale(2013b) ]). Let µ be a finite compactly supported (Radon) measure on R d with a higher order Fourier decay given by
Then setting
we have the bound
where the constant depends only on the choice of φ n , and the constant C F .
Outline of the proof of the main theorem
Our goal here is to describe how we show Theorem 1.2.
Outline of Section 2
For a vector r ∈ [0, 1] d and an element b ∈ T d , we identify r with the inhomogenous dilation mapping (1, . . . , 1) → r so that rb := (r 1 b 1 , . . . , r d b d ).
In order to prove Theorem 1.2, we construct for any collection of points (0,
Theorem 2.1 tells us that this measure exists and has an L p density for p ′ = 2 k+1 , Theorem 2.2 tells us the measure is non-trivial, and Lemma 2.3 tells us that this measure is supported on the set of (in-homogenous) dilation factors r of scaled and translated images rB := (0, rb 1 , . . . , rb k ) of the points (0, b 1 , . . . , b k ) for which the points in rB are contained in the support of µ. And since ∩ k µ has an L p density, this means that supp µ must contain non-trivial scaled and translated images of (0, b 1 , . . . , b k ).
Broadly speaking, the proof of Theorem 2.2 follows the uniform case of Gowers proof of Szemeredi's theorem: we wish to show lower bounds on the quantity Λ g=1 (µ M ) (we'll send M → ∞), and to do this we show that Λ g=1 (µ M ) is close to Λ g=1 (µ N ) for N some large integer (so that µ N is a smoothed approximation to µ M ). For two functions f 1 and f 2 , the difference between Λ g=1 (f 1 ) and Λ g=1 (f 2 ) is bounded by a constant multiple of Λ g=1 (f i 1 , . . . , f i k−1 , f 1 − f 2 ) (Lemma 3.1) with each i j ∈ {1, 2}, and such an expression is bounded by (Lemma 3.2)
Since the infinity norm of µ n blows up as n → ∞, the above bound is only useful if f 1 − f 2 U k+1 decays at a fast enough rate to overcome this; it can be seen that µ n ∞ 2 n(1−α) where α is the Hausdorff dimension of µ,
which is a constant. For this reason, instead of dealing directly with
and bound the sum above and the second term below. The bound on the main term Λ g=1 (µ N ) arises from Lemma 5.1 which is proved using quantitative a form of Szemeredi's Theorem called Varnavides Theorem, and this bound remains the same for increasingly large N as the Hausdorff dimension α increases towards d. By Lemma 4.1, increasing the Hausdorff and kth order Fourier dimension towards d gives better and better bounds on the "error" term
, and the bounds we have are good enough to give Theorem 2.2.
The proof of Theorem 2.1 proceeds similarly, but for arbitrary g rather than g = 1 and without consideration of the "smooth part" Λ g (µ N ) that was needed to obtain a lower bound in Theorem 2.2.
Finding Configurations
In this section we present the proofs of Theorems 1.2 and 1.1. Throughought, µ will refer to a measure on T d with k − 1st or kth order Fourier decay β > 0, and C µ a constant for
. . , k − 1( or k ), and b i , i = 0, . . . , k will be some points in R d which, without loss of generality, satisfy min j=1,...,d |b
The reasoning is as follows. We decompose µ into pieces of disjoint frequency support and obtain a (summable) estimate on each piece. Dimensionality considerations allow us enough control on the low frequency pieces to apply classical results of Szemeredi-type, while the higher-order Fourier estimates allow us to deal directly with the high frequency pieces. Putting them together, we show a non-trivial bound on "Λ k (µ)" (an object which counts the number of scaled and translated images of the point configuration (b 0 , . . . , b k ) in the support of µ) provided that β is sufficiently close to d. Let φ be a Schwartz function compactly supported on [−1, 1] d and setφ n = 2 n φ(2 n ·). Then define φ n on the d-torus by making the natural identification of
We will at times write ζ = (ξ; η) ∈ Z × Z j , where j = 1, . . . , k + 1. In Subsection 2.1, we present the proof of Theorem 1.2 since it is slightly technically easier. The outlines of the arguments for both Theorem 1.2 and Theorem 1.1 are nearly identical, so we provide here a quick outline of only the former of these arguments. In Subsection 2.2, we follow the corresponding steps to establish Theorem 1.1.
After establishing several lemmas, we use the decomposition µ = n µ n+1 − µ n + µ 0 to show the existence of a measure ∩ k µ which may be thought of as measuring how much µ, µ shifted by rb 1 , . . . , and µ shifted by rb k overlap for a given r. (Theorem 2.1). Writing
After this, we demonstrate a lower bound on the mass,
Together with certain intuitive support properties of ∩ k µ and the remark that ∩ k µ gives no weight to the trivial configurations with scaling factor r = 0 (owing to the fact that ∩ k µ has L 2 k+1 ′ density, Proposition 2.1), this shows that µ must contain nontrivial scaled and translated images of (b 0 , . . . , b k ) in its support.
First result, and positive measure of common differences
Putting the results of this section together will give us Theorem 1.2.
Proof of Theorem 1.2. By Theorems 2.1 and 2.2, the measure ∩ k µ exists and is nontrivial. By Lemmas 2.3 and the fact that the measure ∩ k µ has an L p density, the support of ∩ k µ is contained in the set of r for which there exists an x such that x, x + rb 1 , . . . , x + rb k is a nontrivial scaled and translated image of (0, b 1 , . . . , b k ) contained in the support of µ. Finally, since we have assumed that supp(µ) ⊂ [1/3, 2/3] d , this is guaranteed to be a true scaled and translated image when µ is considered as a measure on R d .
Theorem 2.1. Suppose that µ is a measure on T d with kth order Fourier decay and Hausdorff dimension close enough to d that the conclusion of Lemma 4.1 is valid. Then the measure
is well-defined, and in fact ∩ k µ is an L p function where p ′ = 2 k+1 .
Proof of 2.1. Suppose g ∈ C(T d ). Assuming kth Fourier dimension sufficiently close to d, we must show that the limit in (5) exists and that it is bounded by a constant multiple of g ∞ , since linearity is immediate and then by the Riesz Representation Theorem (5) indeed defines a measure. We need also that | g d ∩ k µ| ≤ C g 2 k+1 , since by duality integration against ∩ k µ is then equivalent to integration against some L (2 k+1 ) ′ function, completing the proof.
In fact, given that the limit (5) exists for all continuous g, we have
So our first goal can be restated as showing that the limit exists.
To show that the sequence Λ g (µ n ) is a Cauchy sequence, we apply a decomposition. Choose two integers 0 ≤ m < N; we will show that Λ g (µ N ) and Λ g (µ m ) are as close as we like for m large enough.
Decomposing,
An application of Lemma 4.1 bounds the nth summand of (8) by
Since (10) 
To do this, we use the bound from (10) with m = 0 and the triangle inequality
This completes the proof.
We will see that the continuous Varnavides Lemma, included in Section 5 as Lemma 5.1, complements the above bounds. We use it to obtain a lower bound on Λ k (µ), so that in particular, the measure ∩ k µ is non-trivial.
Theorem 2.2. Suppose that the hypotheses of Theorem 2.1 are met, and in particular that α ≥ β is such that µ(B(x, r)) ≤ C H r α for some constant C H . Then if α < d is sufficiently close to d and β < d is sufficiently close to d depending on α and C H ,
where C depends only on the choice of φ and c(µ(T d ), 4CC H ) is the constant coming from Lemma 5.1.
Proof. The proof closely follows that of Theorem 2.1, but the obvious bound on (9) is inadaquate to demonstrate configurations, owing essentially to ineficiencies in dealing with the lower frequency contributions Λ k (µ n ) for n small; Instead we reserve use of (9) with g ≡ 1 (so that g 2 k = 1 ) for control of high frequency terms, while the contribution of the lower frequency terms is essentially encapsulated by Lemma 5.1.
Take N 0 ∈ N to be chosen in a moment. We decompose
Using the Hausdorff dimension condition µ(B(x, r)) ≤ C H r α , according to Lemma 5.3 we have
Choose α so large the right-hand side of (17) is bounded by 4CC H . Then since µ M = µ(T d ), Lemma 5.1 tells us that
Note that although α must be large depending on N 0 , we have not yet specified a value for N 0 .
We now need only show that (16) can be made sufficiently small, say less than
To do this, we apply (9) for m = N 0 and g ≡ 1, obtaining
where β 0 ≤ β < 1 is some number for which ω k (β 0 ) > 0. If we here choose N 0 sufficiently large that (21)< 
which is what we sought to show.
Lemma 2.3. Suppose that the measure ∩ k µ exists. Then
In other words, the support of ∩ k µ is contained in the set of r for which there is an x such that x, x + rb 1 , . . . , x + rb k is a (possibly trivial) scaled and translated image of the configuration (b 0 , b 1 , . . . , b k ) contained in the support of µ.
Proof. Let A denote the set of r not participating as the scaling factor in an scaled and translated image x, x + rb 1 , . . . , x + rb k contained in the support of µ. We will show that
Since supp(µ) is closed, the failure of r to belong to A m for any m would imply (taking subsequences and applying compactness if necessary) the existence of a sequence x n with x n + rb j → x + rb j ∈ supp(µ) for each j, so that r / ∈ A; thus this decomposition of A is valid. Recall that in this section µ n = ( * k φ n ) * µ, φ Schwartz. Set Ψ n = ( * k φ n ). Then Ψ n is also Schwartz. Now note that
So we need only show that lim n → ∞ A m,j k i=0 µ n (x − rb i ) dx dr = 0 where
But this is immediate, since using the bound (17) we have
and then applying the Schwartz decay of Ψ (27) ≤2
Since we may assume all y in the integrand belong to the support of µ, and for any x, |x − rb j − y| ≥ 1 m+1 for all r ∈ A m,j and y ∈ supp(µ) by definition, we have
Second result, (k + 1)-term configurations from (k − 1)-st order Fourier dimension
Proof of Theorem 1.1. By Theorems 2.4 and 2.5, the measure ∩ k µ exists and is nontrivial. By Lemmas 2.3 and 2.6, the support of ∩ k µ is contained in the set of r for which there exists an x so that x, x+rb 1 , . . . , x+rb k is a nontrivial scaled and translated image contained in the support of µ. Finally, since we have assumed that supp(µ) ⊂ [1/3, 2/3] d , this is guaranteed to be a scaled and translated image of (0, b 1 , . . . , b k ) when µ is considered as a measure on R d .
We proceed almost precisely as in the proof of Theorem 1.2, except we use the L 1 norm of △ k g in place of the 2 k norm of g. Since this means that we do not show that ∩ k µ is absolutely continuous, we do not get for free that it is a non-trivial measure, so we must additionally prove Lemma 2.6. Otherwise, we repeat the previous subsection nearly word for word.
Theorem 2.4. Suppose that µ is a measure on T d with k − 1st order Fourier decay and Hausdorff dimension close enough to d that the conclusion of Lemma 4.1 is valid. Then the measure ∩ k µ :
is well-defined.
Proof of 2.4. Suppose g ∈ C(T d ). Assuming k − 1st Fourier dimension sufficiently close to d, we must show that the limit in (29) exists and that it is bounded by a constant multiple of g ∞ , since firstly, linearity is immediate and then by the Riesz Representation Theorem (29) indeed defines a measure.
In fact, given that the limit (29) exists for all continuous g, we have
So our first goal can be restated as showing that the limit exists, and we may suppose that g belongs to a dense subset of C(T d ); so we assume g to be a trigonometric polynomial. Note that in this case, △ k g L 1 is finite. To show that the sequence left of the limit in (29), which we write as Λ g (µ n ), is a Cauchy sequence, we apply a decomposition. Choose two integers 0 ≤ m < N; we will show that Λ g (µ N ) and Λ g (µ m ) are as close as we like for m large enough.
An application of Lemma 4.2 bounds the nth summand of (31) by
Since (33) vanishes as m ↑ ∞, Λ g (µ n ) is a Cauchy sequence as claimed.
Theorem 2.5. Suppose that the hypotheses of Theorem 2.4 are met, and in particular that α ≥ β is such that µ(B(x, r)) ≤ C H r α for some constant C H . Then if α < d is sufficiently close to d and β < d is sufficiently close to d depending on α, C H ,
Proof. Take N 0 ∈ N to be chosen in a moment. We decompose
Using Lemma 5.3, we have
Choose α so large the right-hand side of (36) is bounded by 4CC H . Then since µ M = µ(T d ), Lemma 5.1 tells us that
We now need only show that (35) can be made sufficiently small, say less than
To do this, we apply (32) for m = N 0 and g ≡ 1, obtaining
where β 0 ≤ β < 1 is some number for which Ω k (β 0 ) > 0. If we here choose N 0 sufficiently large that (39)<
, then this together with (37) give
Lemma 2.6. Suppose that µ has a k − 1st order Fourier decay of β close enough to d that the hypotheses of Theorem 2.4 are met. Then
Proof. Choose a compactly supported Schwartz function g with [− 1 2
−1 r). It is not hard to see that △ k g is rapidly decaying since g is Schwartz. We have
Then applying the bound (33) with m = 0 and sending N → ∞, we have for some p > 1 that
We show that this tends to 0 as δ → 0. Note that since
and △ k g is a function of k + 1 variables, we have
Now using the rapid decay of △ k g, if
Changing variables, we have (42) =δ
So letting δ → 0 in (41), we obtain the result.
Preliminary lemmas
In order to use uniformity norms to control counts of configurations, we will need the following lemmas adapted from the discrete situation dealt with in [Gowers(2001) ].
Lemma 3.1. Given g a bounded function on
Then there is a constant C = C(k) so that for any bounded functions f i , g i , i = 0, . . . , k,
Proof. As in the proof of (Gowers' Corollary 3.3, [Gowers(2001) ]), we have
Distributing across all but one appearance of [f j − g j ] we increase the number of terms summed in the above to a number depending on k. Each such summand is bounded by max
Λ g (h 0 , . . . , h k ), so the lemma is proved.
Lemma 3.2. Let g, f i , i = 0, . . . , k be bounded functions and
By Lemma 3.3 and induction, we have
In light of (43), to see (1) it is enough to show that
since it is easy to check that g U k+1 ≤ g 2 k+1 for all functions g, and also |B k | ≥ 1.
We obtain (44) from the following computation
To obtain (2) from (43), we need to show that
, writing the left side of (45) on the Fourier side we have
and this is bounded by
Since by Lemma 3 of [Carnovale(2013b) ], | △ k f (0; η)| ≤ △ k f (0; 0) for all η, and by Proposition 1 of [Carnovale(2013a) ] △ k f (0; 0) = f U k , we have shown that (45) holds.
Lemma 3.3. Let g, f i , i = 0, . . . , k be bounded functions and
′ , and for any n, j ∈ N with 0 ≤ n ≤ j ≤ k, for u ∈ R n define the operator
Proof. This is little more than Cauchy-Schwarz and a relabelling of variables. First we send x → x + (b j − b j−1 )r, so we have
since |B j | ≥ 1. . Expanding the square of the integral to obtain an integral over r and an integral over the variable of integration u j+1 , then applying the change of variables u j+1 → u j+1 + r, and using that the L 2 norm of △ k f j is bounded by the 2 j−1 st power of the infinty norm of f j , we obtain the inequality
Which is (47).
The Quantitative Bound
In this section, (b 1 , . . . , b k ) will be a good point set, and Λ g will be defined as in (4).
Lemma 4.1. Suppose that µ has a kth order Fourier decay of β sufficiently close to d and a Hausdorff dimension of α sufficiently close
Then there exists a positive increasing function ω k (β) = ω k (α, β) for which
Proof. According to Lemma 3.1, the left-hand side of (49) is bounded by
where for some j, h j is µ n+1 −µ n and the remainder of the h i are either µ n or µ n+1 . Renaming the h i via a permutation σ for which σ(j) = k, so that h k = µ n+1 − µ n , this becomes
When we apply Theorem 3.2 we obtain
Using the bound µ n ∞ 2 (1−α)n from Lemma 5.3, and since Proposition 1.5 tells us
, and so µ n+1 − µ n U k+1 2
by the triangle inequality, we have
By the formula for r k+1 in Proposition 1.5, we see that for β large enough, ω k (β) is positive and increasing.
Lemma 4.2. Suppose that µ has a positive k − 1st order Fourier decay of β and Hausdorff dimension α both sufficiently close to d. Let △ k g ∈ L 1 . Then there exists a positive increasing function Ω k (β) = Ω k (α, β) for which
Proof. According to Lemma 3.1, the left-hand side of (51) is bounded by
where for some j h j is µ n+1 −µ n and the remainder of the h i are either µ n or µ n+1 . Renaming the h i via a permutation σ for which σ(j) = k, so that h k = µ n+1 − µ n , this becomes
Using the bound µ n ∞ 2 (1−α)n provided by Lemma 5.3, and since Proposition 1.5
, and so
By the formula for r k in Proposition 1.5, we see that for the k − 1st order decay β large enough, Ω k (β) is positive and increasing.
Auxiliary Lemmas
Lemma 5.1. Suppose f ∈ C(T d ) with f ≥ 0, f ≥ δ > 0, and f ∞ ≤ M, and suppose that multiple recurrence holds for b 0 , . . . , b k ∈ R d . Then there is a constant c(δ, M) > 0 (depending also on the k-point configuration b 0 , . . . , b k ) so that
Proof. A well-known result of Varnavides [Varnavides(1959) ] stated originally for three-term progressions but equally valid for k + 1-point configurations for which multiple recurrence holds (Lemma 5.2) assures us the existence of a positive constant c ′ (δ, M) such that for
A discretizing procedure extends this to our setting. Namely, we note that it is sufficient to show the result for all f in a subset L ∞ (T d ) whose closure contains C ∞ + , where the + denotes non-negative functions, since then Dominated Convergence gives for any ǫ > 0
, we obtain the result.
In more detail, let
where
By the choice of K and the assumption that f is constant on intervals of length 1/N, as x and r vary in the above integral, f (x − rb t ) remains constant (and equal to F ( i − ⌊ jb t ⌋) by definition), so that 
Lemma 5.2. Suppose that multiple recurrence holds for b 0 , . . . , b k ∈ R d . Then there is a c(δ, M) > 0 such that for any F :
Proof. The proof is a direct adaptation of Varnavides original argument [Varnavides(1959) ], with no change save that of notation. We include it here only for completeness. It is easy to see that it suffices to show the result where F = 1 A for some set A ⊂ Z d , so we show it in this case.
The statement that multiple recurrence holds for b 0 , . . . , b k is equivalent to the statement that there exists an M ∈ N such that whenever min 1≤i≤d N i ≥ M for any subset A of Lemma 5.3. Suppose that µ is a measure on T d with the Hausdorff dimension condition µ(B(x, r)) ≤ C H r α . Then for φ n as in Section 2, and in particular exhibiting Schwartz decay, and µ n = φ n * µ, we have µ n (y) ≤ CC H 2 n(1−α)
Proof. We compute µ n (y) = φ n * µ(y) = φ n (y − x) dµ(x)
Since µ(B(x, r2 −k )) ≤ C H 2 −α r α , we conclude µ n (y) ≤ CC H 2 n(1−α)
