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Abstract. In order to explore local- and intermediate-range atomic
structures of several semiconducting and metallic glasses, anomalous
X-ray scattering (AXS) experiments were performed using an improved
detecting system suitable for third-generation synchrotron radiation fa-
cilities, and the obtained data were analyzed using reverse Monte Carlo
(RMC) modelling to obtain partial structure factors and to construct
three-dimensional atomic conﬁgurations of these glasses. Examples of
GeSe2 semiconducting and Pd40Ni40P20 metallic glasses are demon-
strated to exhibit the feasibility of the combination of AXS and RMC
techniques. Importance of an additional combination with neutron scat-
tering is also described for alloys containing light elements.
1 Introduction
Anomalous X-ray scattering (AXS) is a noble method [1–3] that can provide structural
information on both the short- and intermediate-range order (SRO and IRO) around
each constituent element in non-crystalline materials. The AXS technique was ﬁrstly
adopted using X-ray tubes with some diﬀerent target materials to study partial atomic
structures in non-crystalline GeO2 in 1974 by Bondot [4]. Several metallic liquid and
amorphous alloys were investigated with the same technique by Waseda and Tamaki
[5,6]. A signiﬁcant improvement of the AXS data was achieved by using synchrotron
radiation as the X-ray source on amorphous chalcogenide semiconductors, GeSe and
GeSe2 [7], and “AXS using synchrotron radiation” was viewed as a promising tool.
Since then, more than three decades have passed. Compared to a related method
for structural analysis, X-ray absorption ﬁne structure (XAFS), however, AXS is still
rarely used although in contrast to XAFS, it also provides information on the IRO.
The cautious progress of this method is related to the diﬃculties in correcting the
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raw data for ﬂuorescence and Compton contributions, which are complicated and
time-consuming procedures. Also, the experimental determination of the anomalous
terms is very diﬃcult.
Although recent developments in third-generation synchrotron radiation sources
led to a tremendous increase of incoming ﬂux, this did not help to solve the problems
of the above mentioned parasitic scattering contributions. This is related to the X-ray
detecting system. Pure Ge solid-state-detectors (SSD) are commonly used for AXS
experiments. This type of detector is very sensitive and can collect energy-resolved
data of scattered X-rays. However, the energy resolution of these detectors is some
hundred eV, and hence too large to discriminate between the elastically scattered
intensity and the other spurious contributions. Additionally, these detectors exhibit
a long dead time of some μs. Thus, high ﬂux incident X-rays from third-generation
synchrotron radiation facilities help only little to improve the statistical quality of
AXS data.
We have developed a detecting system eﬀective for intense third-generation syn-
chrotron radiation. It consists of a graphite analyzer crystal in combination with a
long detector arm [8,9], which gives well-resolved elastic scattering signals with high
statistical quality. The experimentally obtained diﬀerential structure factors, ΔiS(Q),
were analyzed using reverse Monte Carlo (RMC) modelling [10–12] to obtain partial
structure factors, Sij(Q), and the corresponding partial pair distribution functions,
gij(r). The RMC method is a useful tool to construct three-dimensional (3D) struc-
tural models of disordered materials using mainly experimental diﬀraction data [13].
The useful combination of AXS experiments and RMC modelling were already given
by Waseda and coworkers [14,15]. However, the use of RMC was only to extend the
limited Q range and to improve the quality of their AXS measurements.
In this paper, we demonstrate our recently developed AXS technique and the fea-
sibility of the combination with RMC modelling for the typical chalcogenide glass
GeSe2 [16,17] and the bulk metallic glass Pd40Ni40P20 [18,19] as examples. Impor-
tance of an additional combination with neutron scattering is also described for the
Pd40Ni40P20 alloy.
2 Principle of anomalous X-ray scattering
The AXS technique utilizes the anomalous variation of the atomic form factor for a
speciﬁc element if the incident X-ray energy is chosen to be close to its absorption
edge. The complex atomic form factor is given as
f(Q,E) = f0(Q) + f
′(E) + if ′′(E), (1)
where f0 is the usual energy-independent term, and f
′ and f ′′ are the real and imag-
inary parts of the anomalous term, respectively. In general, f is determined by the
Q-dependent f0(Q) in a normal X-ray scattering process, and the anomalous terms
are negligible. When the incident X-ray energy approaches an absorption edge of one
of the constituent elements, however, the energy-dependent f ′(E) and f ′′(E) become
important, causing a change in the scattering pattern, S(Q). f ′(E) has a large neg-
ative minimum and f ′′(E) shows an abrupt jump near the corresponding absorption
edge energy.
Thus, an intensity contrast, ΔiI, between two scattering functions can be obtained
for the i-th element if they are measured closely below the edge (Enear, typically
some 10 eV) and further below the absorption edge (Efar, typically some 100 eV).
This contrast can then be expressed as
βiΔiI(Q,Efar, Enear) = Δi[〈f2〉 − 〈f〉2] + Δi[〈f〉2]ΔiS(Q), (2)
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where βi is a normalization constant, Δi[ ] indicates the diﬀerence of values in the
bracket at the energies of Efar and Enear, close to the absorption edge of the i-th
element, and 〈 〉 represents the chemical average of the atomic form factors.
ΔiS(Q) in Eq. (2) can be expressed by a linear combination of the Faber-Ziman-







where the weighting factors, Wij , are given by
Wij(Q,Efar, Enear) = xixj
Δi[fifj ]
Δi[〈f〉2] . (4)
Here xi is the concentration of the i-th element. It should be noted that compared to
S(Q), ΔiS(Q) highly enhances the partial contributions from the i-th element, and
suppresses the other partials.
Information on the IRO can also be gained from neutron diﬀraction employing
isotopic substitution (NDIS), from which partial Sij(Q) functions can in principle
be obtained directly. Since the contrasts between measurements of diﬀerently substi-
tuted samples are generally very large, this technique provides very reliable partial
information. However, suitable isotopes are very limited and costly. Moreover, the
sample must be replaced for each experiment, and there is no guarantee that all the
samples have the same atomic structure since microscopic glassy structures are sub-
ject to aging, i.e., they depend on the thermal history, and even more important on
the preparation process. In contrast, AXS is used on one and the same sample and
only the incident X-ray energy is varied. On the other hand, AXS comprises some
disadvantages, which must be carefully considered: 1) Light elements have energet-
ically low lying absorption edges and hence the required low incident energies limit
the available Q range. 2) The f ′ and f ′′ values depend on the environment of the
absorbing atom.
3 Experimental procedure
Figure 1(a) shows the schematic diagram of the optics and the detecting system used
for the present AXS experiment at the beamline BM02 of the European Synchrotron
Radiation Facility (ESRF) in Grenoble, France. X-rays generated by a bending mag-
net source were monochromatized using a Si(111) double-crystal monochromator with
a sagittal focusing system for the second crystal. The monochromator was located be-
tween two cylindrically bent mirrors made of Si coated with Pt. This X-ray optics
provides a small incident X-ray beam of 0.1mm in height and 0.3mm in width, and
an energy resolution of about 1 eV at an incident X-ray energy of about 10 keV.
The diﬀraction experiments were performed using a standard ω−2θ diﬀractometer
at two energies (typically −20 or −30 eV, and −200 eV) below the K edge of each
element. The energy of the incident X-ray beam was calibrated using the absorption
edges of samples during the experiments.
Two experimental requirements must be fulﬁlled in order to obtain ΔiS(Q) with
high statistical quality: 1) A good energy resolution to discriminate the elastic signal
from ﬂuorescence and Compton contributions, and 2) a suﬃcient number of scat-
tered X-ray photons within a reasonable data collection time. For this, we used
a graphite crystal energy-analyzer combined with a long detector arm carrying a
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Fig. 1. (a) Schematic diagram and (b) photograph of the AXS setup at BM02/ESRF.
photomultiplier with a NaI crystal scintillator. A photograph of the detecting system
is shown in Fig. 1(b).
The graphite crystal provides a good Bragg reﬂection eﬃciency of the scattered
X-ray photons, while its energy resolution is moderate. The distances from the an-
alyzer crystal to the sample and to the receiving slit in front of the detector were
equivalent and long enough (about 50 cm) to obtain a good resolution of about 50 eV
full-width at half-maximum. Using this detecting system, the elastic signals could
mostly be discriminated from ﬂuorescence and Compton contributions. These contri-
butions were estimated from energy scans at constant Q to be less than 0.2% along
the whole experimental Q range. A detailed description of this procedure is given
in previous papers [8,9]. These energy scans were then used for data correction. Re-
maining small Compton contributions near the elastic energies were nearly removed
in subtracting the two scattering functions at near- and far-edge incident energies.
In fact, this reduced the spurious Compton contribution even at high Q values down
to less than 0.005%. Regarding the counting rate, curved graphite analyzer crystals
with three diﬀerent radii of curvature were used for diﬀerent incoming energy ranges.
More than three million counts were acquired at the S(Q) maximum, which typically
takes less than six hours per scan.
Another advantage of the present detecting system is the much simpler data analy-
sis as compared to the use of SSD. Typically, it takes less than half a day to extract
the ﬁnal ΔiS(Q) functions out of the raw scattering data. For a similar experiment
on As2Se3 glass [20] where a SSD detector was used, the data analysis took more
than two weeks, mainly to correct for the ﬂuorescent X-ray contributions.
4 Reverse Monte Carlo modelling
In the RMC simulation technique, atoms of an initial conﬁguration are moved so as
to minimize the deviation from experimental structure data, e.g., in these studies,
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Table 1. The f ′ and f ′′ values of Ge and Se in electron units at energies measured.







Ge 10903 −3.647 0.510 −1.750 0.656
11088 −7.194 0.494 −1.844 0.635
Se 12454 −1.254 3.157 −3.725 0.515
12639 −1.113 3.084 −6.310 0.500
S(Q) and ΔiS(Q) functions, using a standard Metropolis Monte Carlo algorithm. In
some cases, neutron scattering data needed to be included to determine the atomic
arrangement around light elements, where AXS studies are not applicable.
A result of a hard-sphere Monte Carlo simulation of about 5000 atoms was used
as the starting conﬁguration. To avoid any physically unrealistic structures, the con-
straints were applied threefold; shortest atomic distances for all samples, the 8 − N
connectivity rule and the bond angle for semiconducting glasses. Covalently bonded
materials generally follow the “8–N rule”, which determines the coordination number
where N is the number of outer shell electrons.
RMC simulations were then performed on these systems using the RMC++ pro-
gram package coded by Gereben et al. [12] with diﬀerent weighted structure factors.
The box length was chosen to correspond to the respective number density.
5 Examples
5.1 GeSe2 semiconducting glass
GeSe2 semiconducting glass is one of the most typical chalcogenide glasses, which
shows a good glass forming ability, and can be applied to infrared optical ﬁbers. The
local- and intermediate-range structure of GeSe2 glass was the ﬁrst target of “AXS
using synchrotron radiation” [7]. Later, this system was carefully investigated by
Petri et al. [21] using neutron diﬀraction employing the isotopic substitution (NDIS)
technique.
The incident X-ray energies for the present AXS measurements and the f ′ and
f ′′ values used for the analysis are listed in Table 1. Most of the values are based on
calculations by Sasaki [22]. However, corrections were made for f ′Ge and f
′
Se near the
absorption edges so as to give reasonable total coordination numbers corresponding
to the 8−N rule around Ge and Se (4 and 2, respectively) [16,17].
Circles in Fig. 2 show (a) ΔGeS(Q) and (b) ΔSeS(Q) obtained from AXS,
together with (c) S(Q) measured at an X-ray energy of 12.454 keV. As is clearly
seen in the ﬁgure, considerable contrasts are observed between the three structure
factors. ΔGeS(Q) shows a large and sharp prepeak at about 10 nm
−1. Moreover,
there is a large and sharp negative minimum at Q = 20.5 nm−1. Additionally, the
second peak in ΔGeS(Q) at about Q = 35 nm
−1 has a shoulder at about 25 nm−1.
On the contrary, ΔSeS(Q) shows even a minimum at the prepeak position in S(Q)
and ΔGeS(Q). Also, the ﬁrst peak is very high. Beyond about 30 nm
−1, ΔSeS(Q)
closely resembles S(Q).
The solid curves in Fig. 2 show the corresponding functions calculated from Sij(Q)
obtained from NDIS technique [21] taking into account atomic form factors for X-ray
scattering. The agreements between the present AXS and the previous NDIS results
are quite good concerning the features and amplitudes except in the prepeak range
around 10 nm−1.


























Fig. 2. Circles represent (a) ΔGeS(Q), (b) ΔSeS(Q), and S(Q), and the solid curves indicate
the corresponding functions obtained from the X-ray weighted neutron data [21]. For clarity,
the spectra are displaced upwards. After Ref. [16].
Table 2. Weighting factors of Sij(Q) at the ﬁrst peak Q position in S(Q).
data Ge-Ge Ge-Se Se-Se
S(Q) 0.103 0.436 0.461
ΔGeS(Q) 0.270 0.703 0.027
ΔSeS(Q) −0.008 0.347 0.661
Petri et al. [21] presented two Sij(Q); one shows the raw data with higher prepeaks
in SGeGe(Q) and SGeSe(Q), and another is the back-Fourier transforms of gij(r) with
smaller prepeaks. The latter data set was used for this calculation. Using the former
Sij(Q) data, the agreement in prepeak height becomes better, whereas the errors
in ΔiS(Q) data calculated from the NDIS become larger. For ΔSeS(Q), the NDIS
results show a small peak at the prepeak position in S(Q). The discrepancy may be
due to errors in the AXS data, but the reason is still unclear.
For the RMC modelling of GeSe2 glass, the cut-oﬀ values were determined to be
0.22, 0.23, and 0.22 nm for Ge-Ge, Ge-Se, and Se-Se atomic pairs, respectively, by
taking into account the results of gij(r) functions of GeSe2 obtained by the NDIS
technique [21]. The connectivity constraints were adopted preferring the 8−N rule,
i.e., all Ge atoms were likely coordinated to four Se atoms, and all Se atoms to
two Ge atoms. A weak constraint was applied to the Se-Ge-Se bond angle to avoid
unphysically large distortions of the Ge(Se1/2)4 tetrahedra.
Table 2 shows Wij obtained for the diﬀerent structure factors at the Q position
of the ﬁrst peak in S(Q). As seen in the table, the Wij values are very diﬀerent from
each other, and the Sij(Q) functions can be obtained using these contrasts with the
help of RMC modelling.
The thick solid curves in Fig. 3(a) show SGeGe(Q), SSeSe(Q), and SGeSe(Q)
obtained from AXS with RMC modelling. A sharp prepeak is seen in SGeGe(Q) at











































Fig. 3. From top to bottom, (a) SGeGe(Q), SSeSe(Q), and SGeSe(Q), and (b) gGeGe(r),
gSeSe(r), and gGeSe(r). Comparison of the present AXS and RMC results (thick solid curves)
to results of the NDIS [21] (dashed curves) and the ab initio MD simulation [23] ((a) dots
with error bars or (b) thin solid curve). The ﬁrst peak regions of the gGeSe(r) functions are
reduced by 0.2 in the vertical axis. After Ref. [16]. For clarity, the spectra are displaced
upwards by 2.
about 10 nm−1 with a height of about 2.5. In SGeSe(Q), a small peak is observed
at the about 10 nm−1, and a steep and negative hump is seen at about 20 nm−1.
In SSeSe(Q), there is no indication for a peak at the prepeak position in the other
Sij(Q)s, or even a small hump is seen. The ﬁrst peak has a large height of about 3.5,
and subsequent oscillations show large amplitudes, indicating highly ordered atomic
correlations.
The dashed curves and dots with error bars indicate Sij(Q) data obtained from
NDIS by Petri et al. [21] and an ab initioMD simulation by Massobrio and Pasquarello
[23], respectively. Overall features of the spectra exhibit good agreement, in particular
for SSeSe(Q) and SGeSe(Q).
The WGeGe values are smaller than the other two correlations due to the small Ge
concentration. Thus the errors in SGeGe(Q) are very large. The low Ge concentration
also aﬀects the theoretical calculation as is indicated by the error bars in Fig. 3(a).
The theoretical pre peak is smaller, which may be due to the limited system size of
the MD simulation. The present AXS data, however, agree well with the theory be-
yond 20 nm−1 rather than the neutron result. In particular, the shape of the second
peak at about 37 nm−1 showing a shoulder at the higher Q side is similar, while the
oscillations in the NDIS data are much simpler in this Q range.
The thick solid curves in Fig. 3(b) show gGeGe(r), gGeSe(r), and gSeSe(r) obtained
from AXS with RMC modelling, together with the results of NDIS [21] and ab initio
MD simulation [23] given by the dashed and thin solid curves, respectively. Overall
features again exhibit good agreement, in particular for gSeSe(r) and gGeSe(r).
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Table 3. The f ′ and f ′′ values of Pd, Ni, and P in electron units at energies measured.











Pd 24320 −5.952 0.552 0.237 0.610 0.044 0.048
24150 −4.228 0.559 0.239 0.618 0.045 0.049
Ni 8313 −0.073 3.723 −5.706 0.480 0.274 0.408
8133 −0.062 3.864 −3.403 0.500 0.280 0.425
In gGeGe(r), a small peak is observed at r = 0.23 nm, indicating so-called wrong
homopolar bonds, which are not observed in the GeSe2 crystal. Petri et al. [21] and
Salmon and Petri [24] gave detailed discussion of these wrong bonds based on their
NDIS results. Since such a sharp peak sometimes appears near the cut-oﬀ distance in
the RMC analysis, however, the existence of wrong bonds cannot reliably be identiﬁed
from the present RMC calculation.
In this study, we have demonstrated the feasibility of the AXS technique with high
statistical quality in combination with RMC modelling. This becomes apparent by
comparing to previous RMC works on the GeSe2 glass [25–27], where only the total
S(Q) data were used for the analysis. More detailed discussion on the intermediate-
range atomic conﬁgurations in GeSe2 semiconducting glass, such as bond angle dis-
tributions and connections of the Ge(Se1/2)4 tetrahedra, is given elsewhere [16,17].
5.2 Pd40Ni40P20 bulk metallic glass
Pd40Ni40P20 glass is a historical bulk metallic glass (BMG), the ﬁrst one which could
be manufactured by simple water quenching [28,29]. Later, many BMG materials
were discovered [30]. Investigations on the atomic structure of Pd40Ni40P20 BMG
were performed using AXS technique by Egami et al. [31] and Park et al. [32], and
structural models of clusters were proposed based on structures of the approximant
crystals.
For a detailed discussion, it is necessary to obtain information on the local envi-
ronment around the P atoms from neutron diﬀraction (ND). This is because the P
atoms have an X-ray scattering cross-section much smaller than that of Pd and Ni,
and the absorption edge of the P element is too low in energy to carry out AXS. On
the other hand, P has a relatively large neutron scattering cross-section, helping to
clarify the atomic positions of P atoms in the glass. Thus, we have carried out AXS,
XD, and ND experiments on Pd40Ni40P20 glass. The ND experiment was performed
at D4/ILL, and experimental details will be given elsewhere [19]. The incident X-
ray energies for the AXS measurements and the f ′ and f ′′ values used for the data
analysis are tabulated in Table 3. The f ′ and f ′′ are the theoretical results by Sasaki
[22].
Circles in Fig. 4 show experimental data of ΔPdS(Q) and ΔNiS(Q) by AXS, S(Q)s
by XD and ND (SX(Q) and SN (Q), respectively). S(Q) was measured at the X-ray
energy of 24.150 keV. The Q range in the ﬁgure is up to 100 nm−1. However, those
measured by XD (also ΔPdS(Q)) and ND are up to 180 and 236 nm
−1, respectively.
As is seen in the ﬁgure, all structure factors resemble each other. However, interesting
features were observed from a detailed inspection of these data. The position of the
ﬁrst peak in ΔNiS(Q) shifts to higher Q by about 1.5 nm
−1 as compared to ΔPdS(Q).
A broad prepeak is seen at about 15 nm−1 in ΔNiS(Q), where a slight enhancement
is observed in SN (Q). The second- and third maxima in SN (Q) are shifted towards
higher Q with respect to the SX(Q) data. All of these diﬀerences result from the
diﬀerent weighting factors of the diﬀerent experimental methods.






























Fig. 4. From top to bottom, circles denote experimental data of ΔPdS(Q) and ΔNiS(Q) by
AXS, S(Q)s by XD and ND. The solid curves represent the corresponding ﬁt functions from
RMC modelling. For clarity, the spectra are displaced upwards by 3.
Table 4. Weighting factors of Sij(Q) at the position of the ﬁrst peak in S(Q).
data Pd-Pd Pd-Ni Pd-P Ni-Ni Ni-P P-P
SX(Q) 0.296 0.404 0.092 0.138 0.063 0.007
ΔPdS(Q) 0.537 0.377 0.086 0.000 0.000 0.000
ΔNiS(Q) 0.007 0.616 0.002 0.288 0.087 0.000
SN (Q) 0.099 0.345 0.086 0.301 0.150 0.019
Solid curves in Fig. 4 show the corresponding functions obtained from RMC mod-
elling. The cut-oﬀ lengths were chosen to be 0.20 nm between the metallic elements,
Pd and Ni, and 0.18 nm for the P-related partials. All of the curves coincide well with
the respective experimental data. The obtained gij(r) functions are given in Fig. 5,
and the corresponding Sij(Q) functions are given elsewhere [19].
As mentioned above, in order to reliably clarify the local environment around
each constituent element, the experimental data sets must comprise suﬃcient
contrast between the weighting factors, Wij , of each Sij(Q) function. Table 4 shows
Wij obtained for the diﬀerent structure factors at the Q position of the ﬁrst peak
in S(Q). As is clearly seen in the table, the X-ray related WPP values are less than
1%. Although WPP for SN (Q) is also a small value of about 2%, it nevertheless gives
a reliable SPP(Q) function. Similarity is the WNiP value for SN (Q), about twice as
large as that for SX(Q) and ΔNiS(Q).
In order to conﬁrm the importance of the use of ND data, the RMC calculations
were performed using only XD data, XD+ND data, and XD+AXS data employing
the same initial conﬁguration, constraints of cutoﬀ length, and simulation duration
of two days as those used for the simulation with AXS + XD + ND data sets. The
results are given in Fig. 5 by dashed curves (XD only), chain curves (XD + AXS),
and thin solid curves (XD+ND) together with the present full data set results (thick
solid curves).



































Pd 40 Ni 40 P 20   metallic glass 
Fig. 5. Comparison of gij(r) functions obtained from RMCmodelling using XD only (dashed
curves), AXS + XD (chain curves), XD + ND (thin solid curves), and the present AXS +
XD+ND (thick solid curves). For clarity, the spectra are displaced upwards by 1.
The gPP(r) function obtained from XD only has an enhancement near the cut-oﬀ
length and shows subsequently no oscillations. This feature is almost the same as
the initial spectrum resulting from the hard-sphere random conﬁguration. This result
shows that motions of P atoms in the RMC calculation do not aﬀect the ﬁts to the XD
data at all. In addition, the ﬁrst peak position of gPdPd(r) is shifted towards smaller
r values although WPdPd in SX(Q) is a large value of about 30%, and the ﬁrst peak
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Fig. 6. 3D atomic conﬁguration of Pd40Ni40P20 metallic glass obtained from the RMC
modelling. Large, medium, and small balls indicate Pd, Ni, and P atoms, respectively.
of gNiNi(r) is broad. These results indicate that Ni atoms cannot be discriminated
from Pd atoms if only the XD data were used for the simulation.
By adding the AXS data to the RMC modelling (AXS+XD), clear improvements
are seen in the Pd–Pd and Ni-Ni correlations. However, the P-containing gij(r) func-
tions are not improved, in particular gPP(r), due to the small contributions of P atoms
to the X-ray scattering. By adding the ND data to the RMC modelling (XD + ND),
most of the ﬁrst peaks in gij(r) clearly vary. However, the intermediate-rage struc-
tures, such as the second peak positions and the peak features, are very diﬀerent from
the present results where the AXS data are also included (AXS + XD+ND).
From an AXS experiment close to the Ni K edge, Park et al. [32] discussed
intermediate-range structures in Pd40Ni40P20 metallic glass. They used a cluster
model of trigonal prism capped with three octahedra around the P atom [33]. This
suggestion was based on the corresponding crystalline structure. From ﬁtting this
model to the experimental QS(Q) and QΔNiS(Q) functions, structural parameters
of the glass were calculated. From the present RMC modelling, we could obtain more
detailed structural information, which was not included in the model by Park et al.
[32]. 1) Pd has an atomic radius larger than the other elements as was already sug-
gested in previous papers [34,35], where this information was obtained by comparing
the Pd-Pd (0.288 nm) and Ni-Ni (0.256 nm) bond lengths. 2) The P atoms seem to
have two interatomic distances to Pd or Ni atoms. The Ni-Ni correlation may also
have two interatomic sites.
Figure 6 shows a 3D atomic conﬁguration obtained from our RMC modelling.
Large, medium, and small balls indicate Pd, Ni, and P atoms, respectively. At
a glance, a slight tendency for phase separation or clustering is observed as the
Pd- and Ni-rich regions in the ﬁgure. To conﬁrm this result, anomalous small an-
gle X-ray scattering would be a powerful tool.
It is believed that the existence of icosahedra avoids crystallization of the metallic
glasses [36]. In order to identify this special conﬁguration, a Voronoi analysis was
performed for the obtained atomic conﬁguration. A Volonoi polyhedron is denoted
by a set of indices (n3, n4, n5, n6), where n is the number of faces and the number of
vertices is indicated by the subscript. The perfect icosahedron is thus described by
(0 0 12 0). The portion of perfect icosahedra is 0.2% around the Pd atoms, 6.1%
around the Ni atoms, and 0.0% around the P atoms, indicating that most of icosa-
hedral conﬁgurations are observed around the Ni atoms. Although slightly deformed
302 The European Physical Journal Special Topics
icosahedra are seen around the Pd and P atoms, they are also observed around the Ni
atoms. A more detailed discussion on the atomic conﬁgurations will be given elsewhere
[19].
6 Concluding remarks and future perspective
AXS experiments on GeSe2 semiconducting and Pd40Ni40P20 metallic glasses were
performed using an improved detecting system suitable for third-generation syn-
chrotron radiation facilities, and the obtained data were analyzed using RMC mod-
elling to obtain the Sij(Q)s and gij(r)s, and to construct 3D atomic conﬁgurations
of these glasses. Importance of an additional combination with neutron scattering is
also described for alloys containing light elements.
Our results on semiconducting and metallic glasses clearly demonstrate that AXS
in combination with RMC is capable to become a standard method to investigate
SRO and IRO of non-crystalline materials. The X-ray source at BM02 of the ESRF is
a bending magnet. Other synchrotron X-ray beamlines using insertion devices, such
as wigglers or undulators, produce higher ﬂuxes of at least two orders of magnitude.
Since the blind time of the present detecting system is very short, and thus, much
better statistical quality of AXS data can be expected using such devices as the X-ray
source. Experiments on surfaces of glass or liquid are next targets to utilize intenser
X-ray sources. Moreover, time-resolved AXS on, e.g., phase-change materials, can be
realized.
Finally, the present status and future perspective on RMC simulation are de-
scribed brieﬂy. RMC technique has widely been applied to model the structure of
liquid and amorphous materials, and recently to reveal disorder in crystalline phases
[37]. It is known that RMC produces the most disordered structure [38,39], which
is consistent with a given set of diﬀraction/extended X-ray absorption ﬁne structure
(EXAFS) data and geometrical constraints. To improve the reliability of the RMC
model, we used AXS data, which is suﬃciently eﬀective to derive atomic correlations
of lighter elements and low concentration elements in alloys up to the intermediate-
range scale. The use of RMC is now extended to combine with density functional
theory (DFT) [40], DFT/MD simulation [41], and molecular mechanics simulation
[42]. Furthermore, recently developed RMC code can handle synchrotron spectro-
scopic measurement data [43]. Thus, RMC will continue to be a powerful tool to
uncover the relationship between unique functional features and hidden structural
features in disordered materials on the basis of 3D atomic conﬁgurations.
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