Due to heavy reliance of millimeter-wave (mmWave) wireless systems on directional links, Beamforming (BF) with high-dimensional arrays is essential for cellular systems in these frequencies. How to perform the array processing in a power efficient manner is a fundamental challenge. Analog and hybrid BF require fewer analog-to-digital converters (ADCs), but can only communicate in a small number of directions at a time, limiting directional search, spatial multiplexing and control signaling. Digital BF enables flexible spatial processing, but must be operated at a low quantization resolution to stay within reasonable power levels. This paper presents a simple additive white Gaussian noise (AWGN) model to assess the effect of lowresolution quantization of cellular system capacity. Simulations with this model reveal that at moderate resolutions (3-4 bits per ADC), there is negligible loss in downlink cellular capacity from quantization. In essence, the low-resolution ADCs limit the high SNR, where cellular systems typically do not operate. The findings suggest that low-resolution fully digital BF architectures can be power efficient, offer greatly enhanced control plane functionality and comparable data plane performance to analog BF.
I. INTRODUCTION
T HE need for more bandwidth, driven by ever higher demand, has brought millimeter wave (mmWaves) communication into the spotlight as a solid candidate technology for the 5 th generation (5G) wireless communications. By offering large blocks of contiguous spectrum, mmWave presents a unique opportunity to overcome the bandwidth crunch problem in lower frequency bands [1] .
High isotropic path loss at mmWave frequencies necessitates the reliance on antenna arrays with large number of elements. These arrays overcome the path loss by high directional gains through beamforming (BF). Thus, a transmitterreceiver (Tx-Rx) pair uses a multiplicity of antennas to focus energy in a particular direction to meet a target link budget. A basic question is how to perform the high-dimensional array processing in a power-efficient manner, particularly for handheld user equipments (UEs).
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This work was supported in part by NSF grants 1302336, 1564142, and 1547332, NSA, NIST, and the affiliates members of NYU WIRELESS. antenna element. This architecture reduces the power consumption by using only a pair of analog to digital converters (ADC) and digital to analog converters (DAC) at the Rx and Tx respectively per digital stream. Although, the power consumption is reduced, the Tx and Rx can only transmit in one direction per digital stream at a given time [2] . In contrast, in fully digital architectures [3] , as shown in Fig. 1 , beamforming is performed in baseband. Each RF chain has a pair of ADCs at the Rx and DACs at the Tx. This enables the transceiver to direct beams at infinitely many directions at the same time.
The fully digital architecture enables greatly enhanced spatial flexibility. However, to maintain similar power consumption levels as analog BF, fully digital arrays must typically operate at low quantization levels. Hence, there is a fundamental tradeoff between directional search and spatial multiplexing on the one hand and quantization noise on the other hand.
It is now well-known that the spatial flexibility afforded by fully digital architectures is invaluable in the control plane. For example, it is shown in [4] , [5] that digital BF can reduce control plane latency by orders of magnitude. Moreover, digital beamforming enables multi-stream communication leading to the effective use of the spatial degrees of freedom. Additionally, with digital beamforming frequency division multiple access (FDMA) scheduling is possible enabling much more efficient transmission of short data and control packets [6] .
The main contribution of this work is the analysis of low resolution fully-digital receiver architectures at mmWave frequencies in the data plane. There has been significant information theoretic studies [7] - [10] on point-to-point capacity with low-resolution limits. The focus of this work is to study low-resolution effects in multi-user cellular environments. To this end, we first derive and validate a simple additive white quantization noise (AWQN) link-layer model for the received signal to noise and interference ratio (SINR) when the receiver employs low resolution ADCs. Secondly, we apply the AWQN model along with detailed simulations to study the effect of low quantization on the SINR and rate of mmWave cellular users in a multi-user scenario.
The simulations reveal that with the use of low resolution ADCs (e.g. 3-4 bits per ADC), there is negligible loss in the overall cellular system capacity. Moreover, at these quantization rates, fully digital BF architectures can be implemented with lower power than current analog solutions. Hence, fully digital BF architectures at these resolutions may offer greatly enhanced control plane functionality, somewhat lower power consumption and no loss in data plane performance relative to analog or hybrid architectures.
The rest of the paper is organized as follows. In Section II we look at the power consumption of the various beamforming architectures and compare it with the low resolution front end. In III we present the system model under consideration. We analytically study the effect of low quantization on the reception in Section IV. Simulation results along with discussions are presented in Section V. Section VI concludes the paper.
II. POWER CONSUMPTION FOR DIGITAL FRONT ENDS
Before studying the effect of low-resolution quantization on capacity, we need to determine what quantization levels can be implemented in fully digital architectures in terms of power consumption. The ADC power consumption scales exponentially by the number of the quantization bits as [11] P ADC = cf s 2 n where f s is the sampling rate and n the number of bits used for quantization, i.e., the ADC resolution and c is the figure of merit (FoM) of the ADC in Joules per conversion step. Therefore, by using a small n we can reduce the power consumption of the ADC.
In a recent work [12] , it is shown that low resolution (4 bit) ADC with FoM of 65 fJ/conversion step can be designed using 65 nm CMOS technology. Leveraging this work and using the power consumption results reported in [13] , [14] for low noise amplifiers (LNAs), phase shifters (PS), combiners and mixers we present a comparison of the power consumed by various Rx front ends with 16 antennas in Table I .
We see that at 4 bits per ADC, the ADC power consumption is negligible (33 mW) in comparison to the other RX components such as the LNAs. Moreover, at these quantization levels, the lower resolution fully digital BF solution is actually lower in power consumption than analog or hybrid beamforming architectures, since the analog and hybrid BF systems require phase shifters and active combiners not required in the fully digital solution. For the remainder of the study, we will assume that the fully digital solution can afford at least 4 bits per ADC.
III. SYSTEM MODEL
We consider a downlink (DL) multiuser small-cell mmWave communication system with K base stations (BS). Each BS serves up to M users over a total bandwidth of W tot . Each BS is equipped with an antenna array of size N BS . On the other hand, each UE has an array with N UE antenna elements. We assume that both the transmitters and the receivers employ a fully digital architecture with low resolution analogto-digital (ADC) and digital-to-analog converters (DAC) as shown in Fig.1 . To simplify our analysis, we assume a single stream communication link, i.e., the BSs and the UEs use their arrays to beamform towards each other and boost the effective SINR rather than establish parallel streams. One may extend our analysis to multi-stream links through eigendecomposition of the channel and eigen-beamforming.
At each UE, we assume that the DL received signal vector y ∈ C NUE on each sample is given as
where x ∈ C is the transmitted symbol, H ∈ C NUE×NBS is the (flat fading) spatial channel from the transmitter (BS) to the receiver (UE), and w BS is the transmitter beamforming vector. The channel matrix H may vary with time. The effect of thermal noise and hardware impairments are represented by the additive Gaussian zero mean vector n ∈ C NUE . The elements of n are assumed to be zero mean i.i.d with covariance matrix σ 2 n I NUE . Due to the high isotropic path loss in mmWave, cell radius will be typically in the order of a few hundred meters. Thus it is possible that users associated with different BSs are in close proximity to each other. In this case, two or more BSs may beamform towards the same direction and create a strong interference at a particular set of UEs. In 1, the vector z ∈ C NUE represents this interfering signal at a given UE. We assume this interference to be i.i.d Gaussian with covariance σ 2 z I NUE .
IV. LINK-LAYER AQNM MODEL

A. Effective SINR
We first derive a simple analytic model for the effective SINR as a result of quantization in a multi-antenna receiver. For this purpose, we use a slightly modified version of the additive quantization noise model (AQNM) as presented in [15] . In this model in, the effect of finite uniform quantization of a scalar input y, is represented as a constant gain plus an additive white Gaussian noise, as shown in Fig. 2 . Specifically, it is shown in [15] that if an input complex sample y is modeled as a random variable, then the quantizer output y q can be written as,
where Q(·) denotes the quantization operation and v q represents quantization errors uncorrelated with y. The parameter α ∈ [0, 1] is the inverse coding gain of the quantizer and is assumed to depend only on the resolution of the quantizer and independent of the input distribution. When quantizer resolution is infinite α = 0. In the AQN model, we approximate v q as complex Gaussian.
We can easily extend this model to a multi-antenna receiver. In our system model shown in Fig. 1 , each component y i of the received signal y is independently quantized by an ADC before an appropriate receiver-side beamforming vector w UE is applied. Thus, from (1) and (2), the quantized received vector is given as
The vector v denotes the additive quantization noise (AQN) with covariance σ 2 v I NUE . We assume that the quantization errors across antennas are uncorrelated. Using (1), the average per component energy to the input y of the quantizer is
where E s = (1/N UE )E Hw BS x 2 is the average received symbol energy per antenna. From (2), the quantization noise variance is
Applying a receiver-side beamforming w UE , the channel between the UE and the BS becomes an effective SISO channel. Define the Rx side BF gain as
which is the ratio of the signal energy after beamforming to the received signal energy per antenna. Observe that, if there was no quantization error (i.e. α = 0), the post-beamforming SINR would be
Now, with quantization, the signal after beamforming is given by
Without loss of generality, we assume w UE = 1. Then, the average received signal energy post-beamforming is while the average noise energy is
Combining (5), (6), (8) and (9), we obtain that the SINR after beamforming is
B. Regimes
Using (10), we can immediately qualitatively understand the system-level effects of quantization by looking at two regimes: In the low-SINR regime (γ BF is small),
so the SINR is decreased only by a factor 1 − α. We will see that at moderate quantization levels, this decrease is extremely small. In the high SINR regime γ BF → ∞,
Thus, the effect of quantization is to saturate the maximum SINR. Hence, we conclude that the effect of using lowresolution quantization is essentially on the maximum SINR.
We will see that, at practical quantization levels and beamforming gains, this SINR limit is not significant in cellular systems, which are more limited by low SINR mobiles than high SINR ones. 
C. Validating AQNM
In order to validate the accuracy of the effective SINR model (10), we compare the effective output SNR predicted by the AQN model (10) with the actual post-equalization SNR obtained by a detailed single link OFDM system. In our link level OFDM simulator, the transmitter generates random complex symbols and modulates them into OFDM symbols using the parameters in Table II from the 5G Verizon specification [16] . We assume an AWGN channel where at the receiver the symbols are filtered, quantized, equalized and demodulated using known reference signals for channel estimation. Fig. 3 compares the effective SNR predicted by the AQN model (10) with the simulated post-equalization SNR, for varying quantizer resolutions (n). The value of α is computed assuming an optimal uniform n-bit quantizer. We observe that the theoretical model predicts a close approximation of the post-equalization SNR. Importantly, we see that the quantization has the effect of saturating the SINR. In particular, if we look at n ≥ 3, it is clear that at SNRs below 15 dB, the effect of quantization noise on the system is negligible. Nevertheless, the model (10) slightly over-predicts the effective SINR since the actual SINR is degraded by other factors including channel estimation error. To account for these losses, in Fig. 4 we plot the prediction of the AQN model when α obtained through a least squares fit to the simulated output SNR. This shows that the slight over-estimation seen in Fig.  3 can be avoided by using a better optimization algorithm for the computation α.
Note that all the above calculations have assumed linear Gaussian quantization noise, which is equivalent to performing linear processing. Theoretically, it is possible to improve the capacity with nonlinear processing. To quantify the maximum possible gain, Fig. 5 , compares the post equalization SNR with the information theoretic SNR achieved with an optimum input signal constellation as derived in [7] . We observe that in the low SNR regime the deviation from the optimum is less than 1 dB for n = 2 and less than 0.5 dB for n = 3. Although, this gap scales with the operating SNR. We conclude that, at low SNRs, linear processing does not significantly reduce the link-layer capacity.
V. DOWNLINK SYSTEM CAPACITY
We conclude by applying our link-layer AQN model (10) , to understand the effect of low-resolution quantization in the downlink system capacity [18] . We simulate a 2km by 2km area covered by a multiplicity of hexagonal cells with each cell being divided into three sectors. Each sector is assumed to serve on average 10 UEs which are randomly "dropped". We then compute a random path loss between the BS and the UEs based on the urban channel model presented in [17] . We simulate a DL transmission scenario where BSs transmit a single stream to every user. Both BSs and UEs are assumed to perform longterm digital beamforming [19] making use of the spatial second-order statistics of channel. The parameters of this simulation are summarized in Table III The random placement of the users makes it is possible for two or more BS-UE pairs to beamform in the same direction causing inter-cell interference. Under the assumption of AQN, we use (10) to compute the post beamforming SINRs for a given value of ADC resolution n. To demonstrate the effect of low resolution we vary n from 2 -6 and plot the distribution of the SINR in Fig. 6 along with the curve for infinite resolution (n = ∞).
From Fig. 6 we observe that at low SINRs, the deviation from the infinite resolution curve is minimal if any. On the other hand, at high SINR regimes we observe a "clipping" of the maximum achievable SINR. More specifically, the SINR penalty for 2 bit quantization is less than 10 dB for the 90th percentile and above, while the same loss is 6 dB for 3 bit resolution. In the 50-th percentile on the other hand this difference drops at about 2.5 and 1 dB respectively.
Obtaining the effective SINR using the theoretical model, we next plot the theoretically achievable rates under various quantizer resolutions. Following the analysis in [17] and the link-layer model [20] , we assume a 3 dB loss from Shannon capacity, a 20% overhead and a maximum spectral efficiency of ρ = 5.5 bps/Hz The loss due to quantization is not noticeable for n ≥ 3 The reason is twofold. Firstly, very few users in the system will operate at high SINR, thus the clipping of SINR as observed in Fig. 6 has a small effect on the average rate. Secondly, as rate is a logarithmic function of the SINR, increasing the SINR beyond a certain point produces diminishing increase in the rate, particularly with the maximum spectral efficiency.
VI. CONCLUSIONS
We have presented a simple analytic method for evaluating low resolution quantization in cellular system capacity based on an AQN model. Qualitatively, the AQN model shows that the finite quantization has the effect of saturating the maximum SINR. Using this model, we show that mmWave systems that use high gain beamforming are unlikely to be significantly impaired by these limits when the quantization levels are set to 3-4 bits. These quantization resolutions are entirely supportable with current state-of-the-art ADCs. These findings indicate that fully digital BF architectures can provide comparable data plane performance as analog BF, with similar or lower power consumption, while also obtaining all the benefits in the control plane.
