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Introduction
Souvent, dans le monde de la recherche, des sujets dits ”chauds” e´mergent
au milieu de toutes les recherches scientifiques effectue´es. Ces sujets sont sou-
vent importants, soit par les applications technologiques auxquels ils peuvent
mener tels que les supraconducteurs a` haute tempe´rature critique, soit pour
leurs impacts importants sur le monde de la physique comme la recherche
(ou de´couverte maintenant) du boson de Higgs. L’importance de tel ou tel
sujet e´volue au cours du temps et certains sujets qui e´taient autrefois tre`s
e´tudie´s perdent de leur attractivite´. C’est par exemple le cas des syste`mes a`
Onde de Densite´ de Charge qui ont e´te´ tre`s e´tudie´s dans les anne´es 80. Tou-
tefois, l’e´mergence de nouvelles techniques expe´rimentales ou la pre´sence de
certaines proprie´te´s physique la` ou` on ne les attend pas, peut parfois remettre
au gouˆt du jour ces vieux sujets. C’est le cas pour les syste`mes a` onde de
densite´. En effet la pre´sence d’onde de densite´ de spin proche de la phase su-
praconductrice dans certains mate´riaux a` haute tempe´rature critique soule`ve
la question de la coexistence de diffe´rentes phases. De plus, l’ave`nement de
mesure en temps re´solue comme les expe´riences de pompe sonde nous per-
met d’acce´der a` de nouvelles informations sur la dynamique des ondes de
densite´ de charge par exemple. Suivant cette meˆme logique, nous avons e´te´
amene´s a` e´tudier, graˆce a` une nouvelle technique expe´rimentale qu’est la dif-
fraction cohe´rente des rayons X, des compose´s a` ODC pourtant largement
e´tudie´s dans le passe´. De plus, l’e´tude de la coexistence de ces phases ODC
avec d’autres phases e´lectroniques peut nous permettre d’obtenir des ren-
seignements qui peuvent eˆtre utiles pour l’e´tude de sujets dirons-nous plus
”chauds” comme la supraconductivite´ a` haute tempe´rature critique. Tous les
sujets de recherche ont leurs importances et permettent de faire progresser
notre vision de plus en plus vaste mais toujours restreinte de la physique.
Cette the`se se divise en 4 chapitres.
Le premier chapitre pre´sente la diffraction cohe´rente des rayons X qui sera la
me´thode expe´rimentale la plus utilise´e dans les chapitres suivant. Nous mon-
trerons qu’il est possible de cre´er un faisceau de rayons X cohe´rent a` partir
d’une source incohe´rente et nous apprendrons a` caracte´riser ce type de fais-
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ceau. Nous pousserons un peu plus loin cette e´tude en conside´rant cette fois
une source partiellement cohe´rente afin d’essayer de reproduire fide`lement
des images de diffraction par une fente. Les premie`res images de diffraction
cohe´rente des rayons X datent de 1991. Cette technique est donc relative-
ment re´cente. Sa grande sensibilite´ aux de´fauts de phase en fait un outil de
choix dans l’e´tude des de´fauts cristallins. Nous avons donc e´tudie´ d’anciennes
proble´matiques graˆce a` cette technique re´cente qui permet d’avoir de nou-
velles informations sur des sujets de´ja` longuement e´tudie´s par de multiples
me´thodes expe´rimentales mais tre`s peu par la diffraction cohe´rente.
Avant d’e´tudier l’influence des de´fauts sur le comportement des ondes de den-
site´ de charge, nous avons travaille´, dans le deuxie`me chapitre, sur l’e´tude
d’une boucle de dislocation isole´e dans le Silicium. Ceci nous a permis de
mieux comprendre l’influence d’une dislocation sur un cliche´ de diffraction
cohe´rente des rayons X ce qui est primordial pour interpre´ter les expe´riences
du chapitre 3 sur les dislocations dans les ondes de densite´ de charge. Ainsi,
nous commencerons par pre´senter les caracte´ristiques d’une dislocation et
plus ge´ne´ralement comment sont vus les de´fauts en diffraction classique. En-
suite, nous montrerons, graˆce a` l’e´tude de cette dislocation par diffraction
cohe´rente des rayons X, la sensibilite´ importante de tels faisceaux aux de´fauts
de phase, ce qui en fait un outil puissant dans l’e´tude de tels objets. Nous
essayerons de faire ressortir les avantages ainsi que les inconve´nients par rap-
port a` d’autres techniques utilise´es pour sonder les de´fauts cristallins telles
que la microscopie e´lectronique ou la topographie X. Cela nous permettra de
montrer la comple´mentarite´ apporte´e par la diffraction cohe´rente des rayons
X.
Conscient de l’inte´reˆt de la diffraction cohe´rente des rayons X, nous utili-
serons cette technique dans le troisie`me chapitre pour e´tudier d’anciennes
proble´matiques que sont les Ondes de Densite´ de Charge (ODC). Ce type de
mate´riaux a e´te´ longuement e´tudie´ que ce soit the´oriquement ou expe´rimen ta-
lement. Mais, comme souvent, les premie`res e´tudes ne´gligent la pre´sence de
de´fauts. Or, la the´orie pre´dit que la mise en mouvement d’une ODC par l’ap-
plication d’un courant est gouverne´e par la cre´ation de de´fauts de phase
(plus pre´cise´ment de dislocations). Nous de´buterons ce chapitre par une
pre´sentation de la the´orie de la transition de Peierls donnant naissance a`
une ODC. Ensuite, nous pre´senterons une expe´rience mene´e sur le compose´
NbSe3 qui a pour but de sonder les diffe´rents re´gimes de glissement d’une
ODC par diffraction cohe´rente des rayons X. Nous finirons par la pre´sentation
d’un projet encore en cours sur le compose´ a` ODC K0.3MoO3, qui a pour
but de corre´ler des expe´riences de diffraction des rayons X a` des expe´riences
de transport.
Enfin, le dernier chapitre prolonge notre e´tude des ODC en sondant leur
2
coexistence avec d’autres phases. Dans la premie`re partie, nous nous inte´-
resserons au chrome dans lequel coexistent une ODC et une Onde de Densite´
de Spin (ODS). A une certaine tempe´rature, l’ODS subit une transition de
”spin flip” qui devrait avoir un effet sur l’ODC. Les expe´riences faites jus-
qu’a` aujourd’hui n’ont de´cele´ aucun changement sur l’ODC au passage de
cette transition. Nous verrons que l’utilisation d’un faisceau cohe´rent et mi-
crome´trique, plus sensible aux de´fauts, nous apporte de nouveaux renseigne-
ments. Dans une deuxie`me partie, nous e´tudieront la coexistence entre ODC
et supraconductivite´ dans le compose´NbSe2. Aucun lien entre l’e´tablissement
de la supraconductivite´ et l’ODC n’a pour l’instant e´te´ mis en e´vidence. Nous
verrons que les expe´riences que nous avons mises en œuvres ouvrent des pistes
dans l’e´tude de cette coexistence. En annexe nous discuterons d’une tenta-
tive d’observation d’un re´seau de vortex en diffraction X. Ces objets ont des
proprie´te´s de glissement similaires a` celles des ODC. Ainsi, leurs observa-
tions graˆce aux rayons X cohe´rents nous permettraient d’e´tudier leur mise
en mouvement comme nous l’avons fait dans le chapitre 3 pour les ODC et
ainsi comparer leurs proprie´te´s.
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1.1 Introduction 6
1.1 Introduction
La diffraction cohe´rente des rayons X s’est e´norme´ment de´veloppe´e du-
rant les dix dernie`res anne´es, a` tel point que le nombre de lignes de lumie`re
consacre´e a` cette the´matique ne cesse d’augmenter. Comment expliquer cet
engouement pour cette technique expe´rimentale ? Qu’apporte-t-elle de plus
par rapport aux innombrables sondes qui existent de´ja` ?
Toute expe´rience de diffraction cohe´rente des rayons X commence par la ca-
racte´risation de notre faisceau graˆce a` la mesure des longueurs de cohe´rence.
En effet, nous verrons que pour de´crire correctement nos expe´riences, nous
aurons besoin d’e´tudier des faisceaux partiellement cohe´rents. Nous montre-
rons donc dans ce chapitre que la mesure de´taille´e de la diffraction par une
fente permet de caracte´riser la cohe´rence des faisceaux de rayons X dans les
synchrotrons de troisie`me ge´ne´ration.
Je commencerai ce chapitre par des rappels d’optique ondulatoire puisque
c’est dans le cadre de cette the´orie que nous travaillerons et je l’applique-
rai a` la diffraction par une fente d’un faisceau entie`rement cohe´rent. L’im-
possibilite´ de reproduire nos donne´es expe´rimentales avec ce genre de fais-
ceaux m’ame`nera a` de´finir des longueurs de cohe´rence pour pouvoir travailler
avec des faisceaux partiellement cohe´rents. Finalement, nous verrons que nos
donne´es expe´rimentales sont bien reproduites dans l’approximation des fais-
ceaux gaussiens (Gaussian Shell model). Une fois notre faisceau de rayons
X correctement caracte´rise´, je conclurai en passant en revu les diffe´rentes
applications ainsi que les diffe´rentes sources qui permettent l’obtention d’un
tel rayonnement.
1.2 Diffraction d’une fente dans la gamme
des rayons X
1.2.1 Principe de Huygens-Fresnel
L’e´tude ondulatoire de la propagation de la lumie`re date du XIX e`me
sie`cle. Je reprends ici succinctement quelques notions utiles pour de´crire la
diffraction par une fente en prenant soin de montrer les limites de cette
the´orie.
Nous ne´gligerons dans tout ce qui suit l’aspect vectoriel des ondes e´lectro-
magne´tiques (approximation scalaire) ce qui ne permet pas de traiter des ef-
fets lie´s a` la polarisation du champ e´lectromagne´tique. On peut ainsi de´crire
une onde lumineuse par un champ scalaire que l’on appellera vibration lumi-
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neuse. Pour une onde monochromatique, la vibration lumineuse apre`s pro-
pagation d’un point O a` un point M peut s’e´crire en notation complexe :
s(M, t) = αA(O) exp i(ωt− 2pi
λ
OM + φ) (1.1)
ou` OM = ‖−−→OM‖, α est l’atte´nuation, A(O) l’amplitude initiale de la
vibration et 2pi
λ
OM + φ le de´phasage subit par l’onde lors de sa propagation
entre O et M . La phase a` l’origine φ sera prise nulle par la suite. Afin de
simplifier les calculs, on de´finit e´galement l’amplitude complexe d’une onde
lumineuse telle que :
s(M, t) = A(x, y, z) exp(iωt) (1.2)
Dans le cas particulier d’une onde sphe´rique qui nous sera tre`s utile, la
conservation de l’e´nergie sur les fronts d’onde donne une atte´nuation en 1
r
ce
qui donne une amplitude complexe en un point M(x,y,z) :
A(x, y, z, t) =
A(O)
OM
exp (−2ipi
λ
OM) (1.3)
Le the´ore`me de superposition des ondes e´lectromagne´tiques nous enseigne
que la superposition s(M, t) de deux ondes lumineuses s1(M, t) et s2(M, t)
en un point M n’est autre que la somme des deux vibrations. s(M, t) =
s1(M, t) + s2(M, t). La pulsation de ces ondes lumineuses e´tant trop rapide,
la plupart des de´tecteurs utilise´s sont sensibles a` l’intensite´ moyenne´e dans
le temps de cette vibration lumineuse qui est de´finit comme suit :
I(M) =< ‖s(M, t)‖2 >t (1.4)
Nous pouvons maintenant e´tudier le principe de Huygens-Fresnel de la
diffraction par un diaphragme qui fut sugge´re´ par Huygens et traite´ mathe´-
matiquement par Fresnel. Pour mode´liser ce phe´nome`ne, Fresnel proposa une
me´thode qui se de´compose en deux e´tapes.
Premie`re e´tape : l’objet diffractant appele´ diaphragme est suppose´ in-
finiment fin et place´ en z = 0. Il faut donc calculer l’amplitude en sortie
du diaphragme note´e Ae(X, Y, 0
+) connaissant l’amplitude incidente note´e
Ai(X, Y, 0
−). En notant t∆(x, y) le facteur de transmission du diaphragme
on obtient la relation :
Ae(X, Y, 0
+) = t∆(X, Y ).Ai(X, Y, 0
−) (1.5)
Deuxie`me e´tape : on suppose que les ondes lumineuses se de´placent de
proche en proche en re´e´mettant des ondes sphe´riques. Ce principe a e´te´
1.2 Diffraction d’une fente dans la gamme des rayons X 8
Figure 1.1 – Principe de Huygens-Fresnel
e´nonce´ par Huygens au XV II e`me sie`cle.
On conside`re donc le plan de sortie du diaphragme comme un ensemble
d’e´le´ments de surface dS centre´s en P (X, Y, 0+) e´mettant chacun une onde-
lette sphe´rique ayant pour amplitude au point M(x, y, z) :
CAe(P )
exp(−ikPM)
PM
dS (1.6)
Comme nous l’avons vu pre´ce´demment, la vibration lumineuse re´sultante
en M est la somme de toutes les vibrations lumineuses. Il suffit donc de
sommer sur toute la surface Ω du diaphragme. La constante de normalisation
C qui peut eˆtre de´termine´e de diffe´rentes manie`res non de´veloppe´e ici, vaut
i
λ
. L’amplitude en M s’e´crit alors :
A(x, y, z) =
i
λ
∫
Ω
Ae(P )
exp(−ikPM)
PM
dS (1.7)
avec
PM =
√
(x−X)2 + (y − Y )2 + z2 (1.8)
On regroupe maintenant ces deux e´tapes en faisant une autre approxi-
mation que l’on appelle approximation parabolique. Celle-ci consiste a` ap-
proximer la norme PM au de´nominateur au premier ordre en x−X
z
et y−Y
z
(fonction lentement variable) et au deuxie`me ordre dans la fonction expo-
nentielle qui elle varie rapidement (cette approximation est en fait de´ja` sous
entendue dans la formule de Huygens-Fresnel, voir plus bas). Nous obtenons
ainsi la forme finale de la formule de Fresnel pour le calcul de l’amplitude
diffracte´e par un diaphragme :
A(x, y, z) =
i
λ
∫
Ω
Ai(X, Y, 0)t∆(X, Y )
z
exp
[
−ik(z + (x−X)
2 + (y − Y )2)
2z
)
]
dS
(1.9)
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Il est a` noter que le principe de Huygens-Fresnel n’est en fait pas exact.
Pour obtenir la formule exacte de la diffraction par un diaphragme, il faut
re´soudre l’e´quation de propagation des ondes donne´es par les e´quations de
Maxwell entre le diaphragme et le point M(x,y,z) en prenant comme condition
aux limites l’amplitude Ae. A partir de cette formule, on peut retrouver la
formule de Huygens-Fresnel en faisant quelques approximations. La premie`re
est de se placer dans le domaine ou` z >> λ, ce qui est presque toujours
le cas surtout en diffraction X (λ ' 1A˚). La deuxie`me approximation est
plus importante. En effet, elle consiste a` supposer z >> (x − X) et z >>
(y − Y ). Cela revient a` regarder le centre de la figure de diffraction. Cette
approximation est appele´e approximation paraxiale. On supposera par la
suite que cette condition est ve´rifie´e.
Re´gime de Fraunhofer
La formule 1.9 est une formule ge´ne´rale de la diffraction par un dia-
phragme qui permet d’obtenir la figure de diffraction en tout point de l’es-
pace. Malheureusement, la solution de cette inte´grale n’est pas analytique.
Il devient donc inte´ressant de distinguer le cas particulier ou` l’on regarde la
figure de diffraction a` une distance du diaphragme que l’on peut conside´rer
comme infini. Ce domaine de diffraction est appele´ domaine de Fraunhofer.
Reprenons l’e´quation de Fresnel 1.9 en regardant le cas a` une dimension pour
alle´ger l’e´criture et de´veloppons le terme dans l’exponentiel. Il s’en suit :
A(x, z) =
i exp
(
−ik(z + x2
2z
)
)
λz
∫
Ω
Ai(X, 0)t∆(X) exp
(
−ikX
2
2z
)
exp
(
ik
xX
z
)
dX
(1.10)
On se conside`re eˆtre dans le re´gime de Fraunhofer lorsque le terme exp
(
−ikX2
2z
)
tend vers 1 quelle que soit la valeur de X qui parcourt tout le domaine
d’inte´gration du diaphragme donc a fortiori pour sa valeur absolue maxi-
male |X|max. On obtient ainsi la condition :
z  piX
2
max
λ
(1.11)
La formule de Fresnel devient donc :
A(x, z) =
i exp
(
−ik(z + x2
2z
)
)
λz
∫
Ω
Ai(X, 0)t∆(X) exp
(
ik
xX
z
)
dX (1.12)
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Dans le domaine de Fraunhofer, la figure de diffraction est directement la
transforme´e de Fourier du diaphragme. Nous verrons que dans le cas d’objet
diffractant de forme simple, cette transforme´e de Fourier peut eˆtre analytique,
ce qui simplifie beaucoup l’e´tude de la diffraction de tels objets.
1.2.2 Obtention d’une figure de diffraction sur la ligne
Cristal de Soleil
Dans cette partie, la comparaison entre expe´rience et the´orie sera faite
en prenant les caracte´ristiques de la ligne Cristal de Soleil mais il faut gar-
der a` l’esprit que les expe´riences de diffraction de rayons X pre´sente´es dans
cette the`se ont e´te´ effectue´es sur diffe´rentes lignes de Soleil ou de l’ESRF
(Cristal, ID01, ID20...). Nous allons donc e´tudier la diffraction d’une onde
plane dans la gamme des rayons X par un jeu de deux fentes formant un trou
carre´. Puisque nous e´clairons le diaphragme avec une onde plane, l’amplitude
incidente vaut :
Ai(X, Y, 0) = A(0) = constante
De plus le diaphragme e´tant un trou carre´, l’amplitude e´mergente vaut
donc Ae = A(0) si on se place dans le trou et Ae = 0 autour.
Supposons que nous nous plac¸ons dans le domaine de Fraunhofer, ce qui
correspond a` un de´tecteur place´ a` l’infini. En ge´ne´ralisant a` 2 dimensions, la
formule 1.12 devient :
A(x, y, z) =
i exp
[
−ik(z + x2+y2
2z
)
]
λz
∫ a
2
−a
2
A(0) exp
(
ik
xX + yY
z
)
dX (1.13)
Le facteur de phase devant l’inte´grale n’a pas d’inte´reˆt, il se simpli-
fiera avec son complexe conjugue´ lors du calcul de l’intensite´. Il suffit donc
d’inte´grer pour obtenir le produit de deux sinus cardinaux :
A(x, y, z) ∝ A(O)
λz
a2
4
sinc(pi
ax
λz
)sinc(pi
ay
λz
) (1.14)
Pour obtenir l’intensite´ ainsi diffracte´e dans le plan de Fraunhofer, il suffit
de prendre le module au carre´ de l’amplitude :
I(x, y, z) =
(
A(O)
λz
a2
4
)2
sinc2(pi
ax
λz
)sinc2(pi
ay
λz
) (1.15)
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On peut facilement effectuer une simulation de la figure de diffraction
dans le plan de Fraunhofer (voir figure 1.2 et 1.3).
L’e´cartement entre deux maxima successifs du sinus cardinal vaut alors
d = λz
a
. Afin de pouvoir distinguer expe´rimentalement les diffe´rents maxima,
cette distance doit eˆtre supe´rieure a` la taille de quelques pixels de la came´ra
CCD utilise´e.
Sur la ligne Cristal de Soleil, la came´ra utilise´e posse`de des pixels de 13× 13
µm2. On place cette came´ra a` environ 2 m des fentes diffractantes ce qui
correspond a` la distance la plus grande que l’on peut atteindre sur le bras
soutenant le de´tecteur. Dans la plupart des expe´riences de cohe´rence, on se
place a` une e´nergie d’environ 8 keV (nous verrons pourquoi dans la partie
cohe´rence) ce qui correspond a` une longueur d’onde de 1.55 A˚.
En fermant les fentes a` 100x100 µm, comme c’est le cas pour une expe´rience
de diffraction classique, on obtient une distance inter-franges d = 3.1 µm ce
qui est infe´rieur a` la taille d’un pixel. Il est donc ne´cessaire de fermer beau-
coup plus les fentes pour re´soudre ces franges. En fermant a` 1x1 µm, on
gagne un facteur 100 sur l’e´cartement d, ce qui correspond alors a` 27 pixels
sur la came´ra et permet de distinguer correctement les maxima successifs de
la figure de diffraction (voir figure 1.2).
Nous avons suppose´ que nous e´tions dans le re´gime de Fraunhofer. Pour
le confirmer, il faut ve´rifier la condition z >> D =
pi(a
2
)2
λ
qui signifie que
Figure 1.2 – A gauche simulation de la diffraction de Fraunhofer dans le plan
z = 2 m par une fente de taille a = 10 µm. A droite, la croix de diffraction
obtenue sur la ligne Cristal de Soleil [1]. Taille de pixel 13 µm × 13 µm et
λ = 1.55 A˚
.
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Figure 1.3 – Simulation d’une coupe suivant x de la diffraction de Fraunho-
fer dans le plan z = 3 m par une fente de taille a = 5 µm en rouge superpose´
a` l’expe´rience en bleu.
nous sommes suffisamment loin pour se conside´rer a` l’infini. Dans les condi-
tions expe´rimentales pre´ce´dentes (fentes ferme´es a` 1x1 µm), on doit avoir
z >> D = 5.10−3 m or z = 2 m. Ceci correspond a` trois ordres de grandeur
au dessus de D.
Sur la figure 1.2, on constate que la forme ge´ne´rale de l’intensite´ diffracte´e est
en bon accord avec la the´orie. La figure 1.3 est une coupe de la figure a` deux
dimensions, elle permet de comparer en de´tail la simulation a` l’expe´rience.
Dans un premier temps, la distance entre les diffe´rents maxima est bien re-
produite par la the´orie pour les premier maxima mais cette distance varie ce
qui ne devrait pas eˆtre le cas. De plus les minima de la figure expe´rimentale
ne s’annulent pas, re´duisant ainsi le contraste de frange compare´ a` la the´orie.
Pour caracte´riser ce contraste, on regarde la visibilite´ qui est de´finie par :
V =
Imax − Imin
Imax + Imin
(1.16)
ou` le maximum et le minimum sont pris sur des franges successives. En
the´orie, la visibilite´ attendue vaut exactement 1 car Imin = 0. Or, on voit
expe´rimentalement que ce n’est pas le cas, les minima ne valant pas exacte-
ment 0. Ce brouillage des franges est lie´ a` la fois a` l’extension spatiale de notre
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source et a` sa monochromaticite´ imparfaite qui ne sont pas pris en compte
dans la the´orie discute´e plus haut. Ces deux caracte´ristiques sont lie´es a` la
cohe´rence de notre source qui est sa capacite´ a` donner lieu a` des franges
d’interfe´rences lors d’une expe´rience de diffraction ou d’interfe´rome´trie.
1.3 Cohe´rence
Une source re´elle est loin d’eˆtre ponctuelle et deux points d’une source
e´tendue ne sont en ge´ne´rale pas corre´le´s, ce qui nuit au phe´nome`ne d’in-
terfe´rence. De plus, les sources lumineuses ne sont jamais strictement mo-
nochromatiques meˆme si le processus d’e´mission de´finit parfaitement la lon-
gueur d’onde des trains d’ondes e´mis. Le temps d’e´mission n’est pas infini ce
qui donne lieu a` des de´phasages entre les trains d’ondes successifs. La largeur
spectrale de notre source en est finalement affecte´e et on obtient une source
dite quasi-monochromatique [2].
Pour introduire de manie`re simple les notions de cohe´rences temporelle
et spatiale, il est pre´fe´rable d’e´tudier un syste`me d’interfe´rence entre seule-
ment deux ondes sphe´riques. Pour cela examinons l’expe´rience tre`s connue
des trous d’Young e´claire´s par une source e´tendue et quasi-monochromatique
(voir figure 1.4). Cette onde a une certaine distribution spectrale centre´e sur
une longueur d’onde λ0 et de largeur a` mi-hauteur ∆λ ainsi qu’une certaine
taille b.
Les deux trous place´s en O1 et O2 sont conside´re´s comme ponctuels. Ils
re´e´mettent donc chacun une seule onde sphe´rique de meˆme vibration lumi-
neuse si(M, t). Attention, dans cette partie la vibration lumineuse n’est plus
monochromatique, mais elle peut s’e´crire comme la somme d’un ensemble de
vibrations lumineuses monochromatiques. Pour avoir l’intensite´ en un point
M de l’e´cran, on reprend la forme de l’intensite´ calcule´e dans la premie`re
partie :
I =< ‖s(M, t)‖2 >t=< (s1(M, t)+s2(M, t))(s1(M, t)+s2(M, t))∗ >t (1.17)
Si les deux ondes s1(M, t) et s2(M, t) ont comme origine O1 (respective-
ment O2) et subissent une atte´nuation α1 (respectivement α2) de leur ampli-
tude, en de´finissant Ii =< si(M, t)si(M, t)
∗ >t, on obtient la forme suivante
pour l’intensite´ :
I = I1(M)+I2(M)+2Re[α1α
∗
2 < s1(O1, t−
O1M
c0
)s∗2(O2, t−
O2M
c0
) >t] (1.18)
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Figure 1.4 – Sche´ma de l’expe´rience des trous d’Young en source e´tendue
ou` c0 est la vitesse de la lumie`re dans le vide. Le dernier terme est appele´
terme d’interfe´rence. Ce terme rend compte des corre´lations entre l’onde
passant par O1 et celle passant par O2.
La partie temporelle des corre´lations ne de´pendant que de la diffe´rence de
temps de parcours des deux ondes. On peut changer l’origine des temps et
poser τ = O2M−O1M
c0
. Le dernier terme peut ainsi s’e´crire :
< s(O1, t)s
∗(O2, t− τ) > (1.19)
Ce terme correspond a` la corre´lation des deux ondes sphe´riques. On notera
ainsi le degre´ de cohe´rence complexe [2] :
γ(O1, O2; τ) =
< s(O1, t)s
∗(O2, t− τ) >√
< s(O1, t)s∗(O1, t) >
√
< s(O2, t)s∗(O2, t) >
(1.20)
= ‖γ(O1, O2; τ)‖ exp (iφ(τ)) (1.21)
Ce degre´ de cohe´rence de´pend a` la fois des corre´lations spatiales de la
source entre les points O1 et O2 mais aussi des corre´lations temporelles de
notre source pendant un intervalle de temps τ . Dans la suite nous allons
e´tudier se´pare´ment ces deux types de corre´lation.
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1.3.1 Cohe´rence temporelle
Reprenons le degre´s de cohe´rence complexe de´finit pre´ce´demment mais
en supposant que notre source est spatialement entie`rement cohe´rente ce
qui est le cas d’une onde plane. On obtient ainsi un degre´ de cohe´rence ne
de´pendant que de la diffe´rence de temps τ entre les ondes passant par O1 et
celles passant par O2. On se retrouve ainsi avec un degre´ de cohe´rence :
γ(τ) =
< s(t)s∗(t− τ) >
< s(t)s∗(t) >
(1.22)
qui rend compte seulement des corre´lations temporelles de notre source. On
peut montrer que le degre´ de cohe´rence temporelle n’est autre que la trans-
forme´e de Fourier inverse de la distribution spectrale, note´e J(ν), de notre
source γ(τ) = TF J(ν)(τ). Le produit de la largeur a` mi-hauteur ∆τ du degre´
de cohe´rence par la largeur a` mi-hauteur ∆ν de la distribution spectrale est
proche de 1 (∆τ∆ν ' 1).
Finalement dans l’expe´rience des trous d’Young, la distribution d’inten-
site´ en fonction du de´phasage (τ) vaut :
I(τ) = I1 + I2 + 2
√
I1I2‖γ(τ)‖cos(φ(τ)) (1.23)
I(τ) oscille donc comme cos(φ(τ)) entre les valeurs des enveloppes infe´-
rieures et supe´rieures :
Imin = I1 + I2 − 2
√
I1I2‖γ(τ)‖
Imax = I1 + I2 + 2
√
I1I2‖γ(τ)‖ (1.24)
La visibilite´ des franges d’interfe´rences lorsque I1 = I2 vaut :
V =
Imax − Imin
Imax + Imin
= ‖γ(τ)‖ (1.25)
On de´finit alors le temps de cohe´rence τc par :
V = ‖γ(τc)‖ = 1
2
(1.26)
Ceci correspond a` τc =
∆τ
2
. Ce qui nous permet finalement de de´finir une
longueur de cohe´rence temporelle (ou longitudinale) :
ξL = c
∆τ
2
=
c
2∆ν
(1.27)
En remarquant que λ = c
ν
et que ∆λ << λ on peut exprimer la longueur
de cohe´rence par :
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ξL =
λ2
2∆λ
(1.28)
En pratique, pour savoir si notre faisceau de rayons X est suffisamment
cohe´rent, il faut comparer cette longueur de cohe´rence temporelle a` la lon-
gueur de pe´ne´tration du faisceau incident dans l’e´chantillon.
1.3.2 Cohe´rence spatiale
Reprenons l’expe´rience des trous d’Young (a e´tant la distance entre les
deux trous) mais cette fois les deux trous sont e´claire´s par une onde mono-
chromatique de longueur d’onde λ posse´dant une certaine extension spatiale
b situe´e a` une distance l >> a du plan contenant les trous. On suppose que
la source peut eˆtre de´compose´e en un ensemble de sources ponctuelles in-
cohe´rentes entre elles. L’intensite´ totale sur l’e´cran, positionne´ a` une distance
D conside´re´e comme grande devant a, est donc la somme des intensite´s cre´e´es
par chaque point de la source (voir sche´ma 1.4). Un calcul d’interfe´rence
montre que l’intensite´ totale vaut :
I =
∫ b
2
− b
2
2
I0
b
(1 + cos(
2piax
λD
+
2piaX
λl
)dX (1.29)
Soit en effectuant l’inte´grale :
I = 2I0(1 + sinc(
piab
λl
)cos(
2piax
λD
)) (1.30)
Le terme en cosinus constitue le terme classique d’interfe´rence qui est
multiplie´ ici par un terme en sinus cardinal lie´ a` l’extension de la source
et qui est responsable du brouillage des franges d’interfe´rences. Les franges
sont brouille´es quand le sinus cardinal s’annule, on de´finit ainsi l’angle de
cohe´rence θ :
piab
λl
= pi ⇔ λ
b
=
a
l
= θ (1.31)
En pratique, lorsque l’on a une source de dimension b et de longueur
d’onde λ on place des fentes a` une distance D de la source et on ferme
ces fentes avec un e´cartement a ' λD
b
. Il est donc inte´ressant d’avoir une
distance D la plus grande possible afin d’avoir un faisceau cohe´rent le plus
large possible. On appelle ”longueur de cohe´rence transverse” la longueur :
ξT =
λD
b
(1.32)
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Figure 1.5 – Sche´ma de la ligne Cristal de Soleil
Pour connaitre le taux de cohe´rence de notre faisceau apre`s les fentes, on
de´finit le degre´ de cohe´rence par :
β = ξT/a (1.33)
Ce degre´ de cohe´rence nous renseigne sur la visibilite´ des franges d’in-
terfe´rences. Plus ce degre´ de cohe´rence est faible plus la visibilite´ des franges
sera re´duite. En pratique nous ne travaillerons pas toujours avec des degre´s
de cohe´rence de 100% pour des raisons de compromis entre visibilite´ des
franges et intensite´ total du faisceau. Ce degre´ de cohe´rence vaut 1 dans le
cas d’un faisceau entie`rement cohe´rent avec lequel la visibilite´ des franges
d’interfe´rences vaudra e´galement 1.
1.3.3 Cohe´rence sur Cristal
Nous allons maintenant e´valuer les longueurs de cohe´rence longitudinale
et transverse de la ligne Cristal de Soleil. Pour cela un descriptif de la ligne
s’impose. Nous allons pre´senter dans l’ordre les diffe´rents syste`mes optiques
par lesquels passe le faisceau (voir fig 1.5) :
Le faisceau de rayons X de Cristal est obtenu en faisant passer les e´lectrons
de l’anneau de stockage dans un onduleur U20. Un onduleur est constitue´
d’un ensemble d’aimants qui cre´es un champ magne´tique permettant de
faire osciller le paquet d’e´lectrons de l’anneau de stockage. En oscillant, les
e´lectrons vont e´mettre un rayonnement dont le spectre en e´nergie posse`de
diffe´rentes harmoniques. L’avantage de ce rayonnement est de concentrer l’in-
tensite´ sur certaines harmoniques, contrairement au rayonnement blanc e´mit
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dans les synchrotrons de premie`re ge´ne´ration dont l’intensite´ e´tait re´partie
continument sur une gamme importante de longueur d’onde. L’autre avan-
tage d’un onduleur est de pouvoir re´gler la position en e´nergie de la premie`re
harmonique en agissant sur la valeur du champ magne´tique cre´e´ par les ai-
mants.
A la suite de l’onduleur, on place un double monochromateur de silicium
(111). En re´glant l’angle du monochromateur avec le faisceau sortant de l’on-
duleur on se´lectionne une longueur d’onde bien pre´cise avec une largeur ∆λ.
Ces deux premiers e´le´ments de la ligne Cristal permettent de de´finir la
longueur de cohe´rence temporelle de notre rayonnement. Nous rappelons que
cette longueur est de´finit par :
ξL =
λ2
2∆λ
(1.34)
Pour avoir une longueur de cohe´rence suffisamment grande, il faut re´gler
le monochromateur et l’onduleur afin de se´lectionner l’e´nergie la plus faible (λ
grand). Le monochromateur doit aussi eˆtre le plus parfait possible pour mi-
nimiser ∆λ. Dans les expe´riences de cohe´rence sur Cristal, nous nous plac¸ons
ge´ne´ralement a` une e´nergie de 8keV (correspondant a` une longueur d’onde
λ = 1.55 A˚) pour avoir a` la fois une bonne cohe´rence longitudinale et l’inten-
site´ la plus importante possible. Pour le monochromateur utilise´ le rapport
∆λ
λ
est de l’ordre de 10−4. Ceci nous donne une cohe´rence longitudinale de :
ξL ' 0.8µm (1.35)
Cependant, le monochromateur ne permet pas de filtrer parfaitement les
harmoniques. En effet lorsque l’on re`gle la re´flexion (111) du Silicium sur
la premie`re harmonique de l’onduleur, nous obtenons e´galement la re´flexion
(333) de la troisie`me harmonique de l’onduleur sur le silicium. Pour se´lection-
ner une seule de ces re´flexions nous plac¸ons des miroirs a` la suite du mono-
chromateur, qui permettent e´galement de focaliser le faisceau.
L’inconve´nient des miroirs ce sont les aberrations optiques qui nuisent a`
la cohe´rence du faisceau. Pour y reme´dier nous plac¸ons, juste derrie`re, un
premier jeu de fentes, dites fentes ”source”, qui permet de se´lectionner une
partie ”propre” du faisceau. Ces fentes servent de source primaire que l’on
conside`re comme spatialement incohe´rente. Nous pouvons ainsi de´finir un
angle de cohe´rence spatiale de´pendant de l’ouverture a1 des fentes source :
θ =
λ
a1
(1.36)
Finalement on place un autre jeu de fentes, appele´es fentes e´chantillon,
qui, comme leur nom l’indique, sont place´es le plus proche possible de l’e´chan-
1.3 Cohe´rence 19
tillon afin d’augmenter au maximum la longueur de cohe´rence transverse. On
note D la distance entre les deux jeux de fentes. La longueur de cohe´rence
transverse vaut donc :
ξT =
λD
a1
(1.37)
Sur la ligne Cristal, la distance D vaut 13 m et l’ouverture des premie`res
fentes vaut en moyenne 100 µm. Pour se´lectionner une partie entie`rement
cohe´rente du faisceau, il faut donc fermer les fentes e´chantillon a` :
a2 < ξT = 23µm (1.38)
Le faisceau de rayons X ainsi cre´e´ sur la ligne Cristal peut eˆtre utilise´
pour faire des expe´riences de diffraction cohe´rente. Celle-ci permettent, par
exemple, d’observer les de´fauts topologiques d’un e´chantillon, comme nous
le verrons dans la dernie`re partie.
1.3.4 Diffraction d’un faisceau gaussien partiellement
cohe´rent
Aspects the´oriques
La description de la cohe´rence d’un faisceau de rayons X par les lon-
gueurs de cohe´rence de´finies pre´ce´demment est utilise´e au de´but de chaque
expe´rience de diffraction cohe´rente afin de savoir si notre faisceau est suffisam-
ment cohe´rent pour sonder les de´fauts de phase pre´sents dans les e´chantillons
e´tudie´s. Cependant, ce traitement de la cohe´rence spatiale n’est pas suffisant
pour ajuster correctement les expe´riences de diffraction d’une fente. En effet,
pre´ce´demment, nous avons conside´re´ que la source e´tendu e´tait totalement
incohe´rente. En re´alite´, les diffe´rents point sources qui la composent ne sont
pas tous incohe´rents entre eux. Il faut prendre en compte que des points
sources proches sont corre´le´s entre eux et que cette corre´lation se de´grade
continument lorsque les points sources conside´re´s s’e´loignent. C’est ce que
l’on appelle la cohe´rence partielle.
Reprenons le calcul de la diffraction par une fente. On montre que l’intensite´
a` une dimension en un point X peut eˆtre exprime´e en fonction des fonctions
de corre´lations comme suit [3] :
I(X) =
1
λ2z2
∫ a
2
−a
2
∫ a
2
−a
2
α1α
∗
2 < s(x1, t)s
∗(x2, t− τ) > dx1dx2 (1.39)
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Il faut maintenant faire quelques hypothe`ses sur le profil du faisceau et
le type de corre´lations. Nous avons vu pre´ce´demment que la cohe´rence longi-
tudinale est tre`s bonne graˆce a` la bande passante fine des monochromateurs
utilise´s. On peut donc supposer que la diffe´rence de temps de propagation
entre deux rayons τ est faible devant le temps τc qui est lie´ a` la largeur spec-
trale de la source et ainsi prendre des corre´lations temporelles parfaites. Les
corre´lations spatiales sont, quant a` elles, prisent gaussiennes de meˆme que la
distribution d’intensite´. Ce type de mode`le pour des faisceaux lumineux est
appele´ ”Gaussian Shell Model” (GSM) [3]. Pour finir, nous supposerons que
la taille de la fente diffractante est petite devant la largeur de la distribution
d’intensite´, ce qui permet de supposer la fente e´claire´e de manie`re homoge`ne.
En se plac¸ant dans le re´gime de Fraunhofer, il s’en suit une intensite´ calcule´e
en un point X de la forme (voir annexe 1) :
I(X) =
1
λ2D2
∫ a
2
−a
2
∫ a
2
−a
2
exp(−(x1 − x2)
2
2ξ
)exp(
2ipi
λD
(X(x1−x2))dx1dx2 (1.40)
L’exponentielle re´elle donne les corre´lations gaussiennes de la source et
la grandeur ξ n’est autre que la longueur de cohe´rence transverse de´finie
pre´ce´demment. L’exponentielle complexe rend compte du de´phasage entre
des rayons venant de X1 et de X2. Si l’on fait tendre ξ vers l’infini, on re-
trouve un faisceau entie`rement cohe´rent donnant les re´sultats de la premie`re
partie (formule 1.15).
Nous allons maintenant faire quelques simulations de la figure de dif-
fraction par une fente en champ lointain dans la cas du GSM. Ceci nous
permettra de valider une me´thode syste´matique pour mesurer la longueur de
cohe´rence d’un faisceau de rayons X graˆce a` une mesure de diffraction par
une fente.
Lorsque l’on simule l’e´volution de la figure de diffraction en fonction de la lon-
gueur de corre´lation (voir figure 1.6), on observe que la visibilite´ des franges
s’ame´liore avec l’augmentation de la longueur de cohe´rence. Expe´rimenta-
lement, il est facile de mesurer la visibilite´ des franges d’interfe´rences.
Il est donc inte´ressant de relier cette visibilite´ a` la longueur de cohe´rence
dans le cas du GSM. Ce lien est simple dans le cadre de l’expe´rience des trou
d’Young ou l’on trouve une visibilite´ de la forme :
V = exp
[
− a
2
2ξ2T
]
(1.41)
Mais, contrairement au cas des trous d’Young, lors de la diffraction d’une
fente, la visibilite´ varie suivant le maximum et le minimum choisi pour la
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Figure 1.6 – Simulation de la diffraction d’une fente dans le re´gime de Fraun-
hofer et dans le cadre du GSM. La simulation a e´te´ re´pe´te´e pour diffe´rentes
valeurs de la longueur de corre´lation au niveau de la fente [4].
mesurer, ce qui rend le proble`me bien plus complique´. Dans le cas ou` les
corre´lations valent 1 (source entie`rement cohe´rente), la figure de diffraction
est un sinus cardinal (formule 1.15). On peut ainsi se ramener a` un cas
similaire a` celui des trous d’Young en normalisant la figure de diffraction par
son enveloppe en 1
αx2
. Afin de s’affranchir de l’effet du sinus cardinal et obtenir
la visibilite´ en fonction de la longueur de corre´lation, on normalise donc
de fac¸on syste´matique les figures de diffractions obtenues pour diffe´rentes
longueurs de cohe´rences. On remarque dans l’encadre´ de la figure 1.7 qu’au
centre de la figure de diffraction la normalisation ne donne pas un sinus
carre´ lorsque la longueur de corre´lation est trop faible. C’est un re´sultat
attendu puisque la figure de diffraction est en fait une convolution entre une
gaussienne et un sinus cardinal. Pour s’affranchir de l’effet de l’enveloppe
en 1
αx2
il faudrait de´convoluer le sinus cardinal de la gaussienne avant de
normaliser par l’enveloppe. Pour contourner ce proble`me nous allons mesurer
la visibilite´ loin du centre ou` la normalisation donne bien un sinus carre´. On
voit ainsi sur la figure 1.7 que la visibilite´ suis parfaitement la loi attendue
pour les trous d’Young. On en de´duit que l’on peut extraire la longueur de
corre´lation d’un faisceau de rayons X graˆce a` une expe´rience de diffraction de
fente a` condition de bien normaliser la figure de diffraction par l’enveloppe
avant de mesurer la visibilite´ loin du centre. C’est donc cette me´thode que
nous utiliserons par la suite pour extraire la longueur de corre´lation, au niveau
des fentes e´chantillon, de nos donne´es expe´rimentales .
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Figure 1.7 – La figure en encadre´ correspond aux simulations pre´sentes en
figure 1.6 une fois normalise´es par l’enveloppe en 1
αx2
d’un sinus cardinal. La
figure principale est une comparaison entre la visibilite´ attendue dans le cas
de l’expe´rience des trous d’Young 1.41 et celle obtenue dans l’encadre´ [4].
Mesure du degre´ de cohe´rence a` partir de la diffraction d’une fente
Sur la ligne Cristal de Soleil nous avons pu mesurer la diffraction par une
fente d’un faisceau de rayons X partiellement cohe´rent. Les mesures dans le
re´gime de Fraunhofer ont e´te´ effectue´es pour diffe´rentes valeurs de la longueur
de cohe´rence. Afin de modifier cette valeur nous avons ouvert petit a` petit
les fentes sources, ce qui conduit a` un brouillage des franges d’interfe´rences
(voir figure 1.8).
On peut e´galement noter en regardant attentivement la figure 1.8 que
l’espacement inter-franges est plus grand sur la partie droite des figures que
sur la gauche. Ceci refle`te une asyme´trie de la fente diffractante lie´e a` la
fac¸on dont sont conc¸us les fentes de rayons X. Cette asyme´trie n’est visible
que pour des fentes tre`s ferme´es (i.e. ouverture infe´rieure ou de l’ordre de
5µm). Sur le sche´ma 1.9, on voit que les deux lames utilise´es pour une fente
se ferment en se chevauchant. Un observateur qui se de´place de haut en bas
verra donc une ouverture de fente plus ou moins grande suivant sa position.
Pour extraire la longueur de cohe´rence graˆce a` la mesure de la visibilite´
nous avons normalise´ nos figures expe´rimentales par l’enveloppe d’un sinus
cardinal comme dans la me´thode propose´e dans la partie pre´ce´dente. Apre`s
normalisation on se retrouve avec une fonction sinuso¨ıdale dont on peut me-
surer la visibilite´ (voir encadre´ de la figure 1.10). Il faut garder a` l’esprit
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Figure 1.8 – Figures de diffraction de Fraunhofer d’une fente e´chantillon
ferme´e a` 26µm et un de´tecteur place´ a` 2 m. Nous avons effectue´ diffe´rentes
mesures en faisant varier l’ouverture des fentes sources ce qui a pour effet de
re´duire la visibilite´ des franges d’interfe´rences.
Figure 1.9 – Sche´ma des fentes diffractantes lors d’une expe´rience de rayons
X. L’asyme´trie des fentes engendre une asyme´trie de la figure de diffraction
(voir figure 1.3) [1].
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Figure 1.10 – Longueur de cohe´rence en fonction de l’ouverture des fentes
sources. Comparaison entre le cas d’une source entie`rement incohe´rente en
bleu, et le cas d’une source dont les corre´lations sont suppose´es gaussienne
en rouge. L’encadre´ pre´sente une courbe expe´rimentale que l’on a divise´ par
l’enveloppe en 1
αx
afin d’extraire la visibilite´ et ainsi revenir a` la longueur de
corre´lation gaussienne.
que lors de cette mesure la visibilite´ de la figure d’interfe´rence est de´grade´e a`
cause de la taille finie des pixels. En effet un pixel inte`gre l’intensite´ sur toute
sa taille ce qui a pour effet de re´duire la visibilite´ des franges. On estime que
la perte de visibilite´ due a` la taille des pixels est de l’ordre de 10%. Il est
inte´ressant de regarder l’e´volution de la longueur de cohe´rence mesure´e en
fonction de la taille des fentes sources (voir figure 1.10).
Les incertitudes, pour des longueurs de corre´lation tre`s supe´rieures a` la
taille de la fente diffractante, deviennent importante (environ 50% d’incer-
titude). Si l’objet diffractant est de l’ordre de 5µm, il ne fera interfe´rer que
des parties du faisceaux distants au maximum de 5µm. Ainsi nous n’avons, a`
priori, pas d’informations sur la corre´lation pour des points plus espace´s. Tou-
tefois l’aspect gaussiens de la forme des corre´lations nous permet d’e´valuer des
longueurs de corre´lations supe´rieures a` la taille de la fente d’un facteur d’en-
viron 4 mais pour des corre´lations plus grandes les incertitudes deviennent
trop importantes et nous pouvons seulement donner une valeur minimale a`
la longueur de corre´lation. Il est inte´ressant de comparer cette longueur de
cohe´rence pour un faisceau partiellement cohe´rent a` la longueur de cohe´rence
que l’on peut calculer en prenant une source entie`rement incohe´rente comme
dans la partie pre´ce´dent. Dans le cas d’une source incohe´rente la longueur
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de corre´lation est donne´e par la formule 1.32. Nous constatons qu’en pre-
nant une source totalement incohe´rente la longueur de cohe´rence est sous-
estime´e mais les valeurs restent proches. Lors d’une expe´rience de cohe´rence
on e´valuera donc la longueur de cohe´rence en prenant une source totalement
incohe´rente ce qui est plus rapide. Par contre pour faire des simulations
pre´cises de nos cliche´s de diffraction, il faudra prendre en compte l’aspect
partiellement cohe´rent de notre faisceau. C’est ce que nous avons fait pour
simuler les cliche´s de diffraction dans le re´gime de Fresnel pre´sente´s dans
suite.
1.3.5 De Fresnel a` Fraunhofer
Jusqu’ici nous nous sommes inte´resse´s seulement au re´gime de Fraunho-
fer valable lorsque le de´tecteur peut eˆtre conside´re´ a` une distance infini par
rapport a` la fente (D  pia2
4λ
). L’avantage de ce domaine est la simplicite´ de la
figure de diffraction qui permet comme nous l’avons montre´ de revenir sim-
plement a` la longueur de corre´lation du faisceau incident. Cependant il peut
eˆtre inte´ressant d’observer la passage continue du re´gime de Fresnel a` celui
de Fraunhofer. La formule the´orique devient un peu plus complique´e puisque,
meˆme pour un faisceau entie`rement cohe´rent, la formule n’est pas analytique.
En restant dans le cadre du mode`le gaussien nous utiliserons la formule 4.26
de l’annexe pour effectuer toutes les simulations. Sur la simulation 1.12, on
peut voir l’e´volution d’un faisceau apre`s diffraction par une fente. Un point
de repe`re inte´ressant que l’on appelle point sombre de Poisson est visible sur
la figure 1.12 b). Historiquement, Fresnel a montre´ le caracte`re ondulatoire
de la lumie`re en plac¸ant un disque opaque devant un faisceau lumineux et en
observant un maximum d’intensite´ au centre d’un e´cran place´ apre`s le disque.
Ce point sombre, situe´ a` une distance DFF ' pia24λ , de´limite le passage d’un
re´gime ou le faisceau reste paralle`le a` un re´gime ou le faisceau commence a`
diverger pour former (a` l’infini) un sinus cardinal caracte´ristique du re´gime
de Fraunhofer. Avant le point sombre, lorsque le faisceau reste paralle`le celui-
ci est environ de la taille de la fente diffractante et comporte de nombreuses
oscillations au centre. Au contraire, lorsque le faisceau commence a` diverger,
les oscillations deviennent plus larges et la figure tend petit a` petit vers un
sinus cardinal.
Pour mesurer expe´rimentalement l’e´volution du faisceau dans le re´gime
de Fresnel, il est normalement ne´cessaire de changer la distance ”D” entre les
fentes et le de´tecteur. Malheureusement, il est complique´ expe´rimentalement
de de´placer le de´tecteur. Pour palier a` ce proble`me, nous pouvons a` la place
changer l’ouverture ”a” des fentes diffractantes, ce qui aura pour effet de
de´caler la position du point sombre et permettre ainsi de mesurer diffe´rentes
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Figure 1.11 – Figures illustrant le passage de Fresnel (a3) a` Fraunhofer (a1)
en changeant la taille de la fente diffractante [1].
positions du re´gime de Fresnel (voir figure 1.11). Nous aurions pu e´galement
changer la longueur d’onde mais cela est beaucoup plus complique´ et aurait
ne´cessite´ un de´tecteur suffisamment sensible sur une large gamme d’e´nergie
(de 8 keV a` 52 keV ).
Nous avons utilise´ un faisceau de longueur d’onde λ = 1 A˚, une distance
fente de´tecteur D = 3 m et un de´tecteur fait d’un scintillateur YAG dont
la taille des pixels est de 1.3 µm. Ce de´tecteur de tre`s grande re´solution est
ne´cessaire afin de re´soudre les oscillations rapides du re´gime de Fresnel. On
peut voir sur la figure 1.13 la comparaison entre simulation et expe´rience
des images a` 2 dimensions dans le re´gime de Fresnel et sur la figure 1.14
les coupes ou` sont superpose´es expe´riences et simulations. En ajustant les
simulations aux courbes expe´rimentales, nous obtenons une mesure de la
longueur de corre´lation. Il faut tout de meˆme faire attention a` une dernie`re
chose. Les de´tecteurs posse`dent une fonction d’e´talement du point (FEP)
qui rend compte de l’image d’un point sur le de´tecteur. Ici nous avons pris
en compte cette FEP en convoluant la figure d’interfe´rence par une lorent-
zienne de largeur 1.5 pixels. Notons que finalement, la largeur des fentes
mesure´e lors de l’expe´rience ne correspond pas exactement avec celle uti-
lise´e pour les simulations. La distance D et la longueur d’onde λ e´tant fixe´es
et conside´re´es comme parfaitement connues, la forme ge´ne´rale de la figure
de diffraction (nombre d’oscillations, distance entre maxima successifs...) est
donne´e par l’ouverture des fentes. L’ajustement de la figure de diffraction
nous permet donc d’obtenir une valeur pre´cise de cette grandeur (l’e´cart a`
la mesure faite in situ vient simplement d’une mauvaise calibration de l’ou-
verture des fentes). Pour finir, l’ajustement de l’amplitude des oscillations
permet de de´duire la longueur de corre´lation. Nous pre´fe´rerons quand meˆme
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Figure 1.12 – Distribution d’intensite´ apre`s diffraction par une fente.
L’image du fond illustre l’e´volution du faisceau au cours de la propagation.
Le bleu fonce´ repre´sente les minima d’intensite´ et le rouge fonce´ les maxima.
Les figures a), b) et c) repre´sentent respectivement des images du re´gime de
Fresnel avant le point sombre, au niveau du point sombre et apre`s le point
sombre. Mesures re´alise´es sur la ligne Cristal de Soleil [4].
les mesures de la longueur de corre´lation faites dans le re´gime de Fraunhofer
ou` la mesure de la visibilite´ des franges suffit ce qui permet d’e´viter de passer
par l’ajustement d’une courbe the´orique.
Nous avons pu tester la bonne cohe´rence de notre faisceau de rayons X en
effectuant des expe´riences classiques de diffraction de fentes et ainsi mesurer
de manie`re pre´cise la longueur de cohe´rence de notre faisceau. Ces expe´riences
qui ont e´te´ effectue´es il y a de nombreuses anne´es dans le visible sont nouvelles
dans la gamme des rayons X et te´moignent des grandes avance´es techniques
dans la maitrise du rayonnement synchrotron. Comme nous allons le voir
dans la suite la capacite´ d’un faisceau de rayons X cohe´rent a` pouvoir don-
ner des franges d’interfe´rences est d’un grand inte´reˆt pratique pour sonder
les de´fauts dans les cristaux. Les expe´riences que nous pre´senterons dans le
chapitre 3 ont pour but d’e´tudier, au moyen de la diffraction cohe´rente des
rayons X, l’influence des de´fauts (plus particulie`rement des dislocations) sur
le comportement des ondes de densite´ de charge soumises a` un potentiel.
Ainsi, avant d’e´tudier les dislocation dans ce type de mate´riaux, nous allons
pre´senter des expe´riences que nous avons effectue´es, en diffraction cohe´rente
des rayons X, sur des boucles de dislocations isole´es dans le Silicium. Ceci
nous permettra de de´montrer l’inte´reˆt de la diffraction cohe´rente des rayons
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Figure 1.13 – Figures de diffraction d’une fente dans le re´gime de Fres-
nel. Ces figures a` 2 dimensions permettent de comparer la forme ge´ne´rale
des simulations et de l’expe´rience pour diffe´rentes ouvertures de fentes. Les
ouvertures indique´es sont celles utilise´es pour faire la simulation [4].
X dans l’e´tude des de´fauts avant de l’appliquer au cas plus complique´ d’une
onde de densite´ de charge.
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Figure 1.14 – Coupes des figures 1.13. En bleu la the´orie (GSM) compare´e
a` l’expe´rience en cercles rouges. Le changement de l’ouverture des fentes
diffractantes permet de sonder diffe´rents endroits de la diffraction de Fresnel.
a), b), c) Diffraction dans le re´gime de Fresnel, d) Diffraction proche du point
sombre et e) Diffraction dans le re´gime de Fraunhofer. Mesures re´alise´es sur
la ligne Cristal de Soleil
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Chapitre 2
Utilisation de la cohe´rence pour
l’e´tude des de´fauts cristallins
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2.1 Introduction
Lorsque l’on parle de cristal, on pense a` un arrangement pe´riodique parfait
d’atomes. En re´alite´, cette pe´riodicite´ est souvent rompue par la pre´sence de
de´fauts de diffe´rentes sortes. Les types de de´fauts que l’on rencontre dans les
cristaux peuvent se classer suivant leur dimensionnalite´. Cela va d’un atome
manquant (site atomique inoccupe´), appele´e lacune, et que l’on conside`re de
dimension 0 (ponctuel), aux de´fauts a` 3 dimensions qui sont en ge´ne´ral des
pre´cipite´s d’une autre espe`ce chimique a` l’inte´rieur du cristal.
Il est aussi inte´ressant de distinguer les de´fauts, dit d’amplitude, qui mo-
difient localement la densite´ e´lectronique et qui n’ont pas d’effet a` longue
porte´e, des de´fauts de phases qui de´calent les atomes de leurs positions d’ori-
gines et qui eux vont avoir des effets a` longues porte´es.
Dans la suite, nous nous inte´resserons surtout aux de´fauts de phases pour les-
quels la diffraction cohe´rente apporte e´norme´ment d’informations supple´men-
taires compare´e a` la diffraction classique.
2.2 Observation d’un de´faut.
2.2.1 Diffraction classique
En diffraction classique, il est possible d’observer un effet de la pre´sence
des de´fauts d’amplitudes tel que les lacunes (ou plus ge´ne´ralement tous les
de´fauts de dimension 0). Ce type de de´faut va changer localement le facteur
de diffusion atomique puisque l’atome n’est pas pre´sent ou est remplace´.
L’intensite´ diffracte´e e´tant la somme de toutes les amplitudes de diffusion
des atomes e´claire´s par le faisceau de rayons X, un effet de tels de´fauts est
the´oriquement visible sur la figure de diffraction. Expe´rimentalement, si la
densite´ de de´fauts n’est pas importante, l’effet sera trop fin pour eˆtre mesu-
rable.
Les de´fauts de phases, si leur nombre est important, sont observables a` grands
angles. On peut e´crire l’intensite´ diffracte´e comme la somme des intensite´s
diffracte´es par chaque mailles. La pre´sence de de´fauts a pour effet de de´caler
les mailles de leurs positions d’origines, il s’en suit une intensite´ de la forme
[5] :
I(q) =
∑
I(ρt)exp(iq.ρt) (2.1)
I(ρt) =
∑
fsf ∗s′exp[i
−→q .(δ−→R s − δ−→R s′)] (2.2)
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ou` −→q est le vecteur de diffusion, fs le facteur de structure de la maille
s, ρt le vecteur de translation amenant de la maille s a` la maille s
′ et δ
−→
R s
l’e´cart de position du premier atome de la maille par rapport a` sa position
d’origine (sans de´faut).
On observe ainsi diffe´rents effets sur les pics de Bragg a` cause de la pre´sence
de ces de´fauts. On peut observer une variation de l’intensite´ maximale pour
des de´fauts localise´s comme tous les de´fauts ponctuels. On peut e´galement
avoir un e´largissement des pics pour des de´fauts ayant des effets a` longues
porte´es. C’est le cas, par exemple des dislocations qui cre´ent de la diffusion
en 1
q3
autour des pics de Bragg [5]. Ce types de de´fauts est particulie`rement
inte´ressant puisque nous verrons qu’en diffraction cohe´rente les effets sur la
figure de diffraction sont bien plus importants meˆme pour un de´faut isole´.
2.2.2 Diffraction cohe´rente
Le principal inte´reˆt d’un faisceau spatialement cohe´rent est d’eˆtre sensible
aux de´fauts entrainant des de´phasages dans les mate´riaux. De tel de´fauts en-
trainent l’apparition de franges d’interfe´rences sur la figure de diffraction.
Lorsque notre faisceau est spatialement cohe´rent, nous sommons les ampli-
tudes diffracte´s (contrairement au cas de la formule 2.1) par les diffe´rentes
zones de l’e´chantillon :
I(q) =
∑
i,j
Ai(q)A
∗
j(q) (2.3)
Cette somme fait intervenir les produits croise´s des diffe´rentes amplitudes
qui donnent lieu a` plusieurs termes d’interfe´rences. Ces termes vont cre´er
des franges d’interfe´rences en ge´ne´ral tre`s de´sordonne´es (nombreux de´fauts)
que l’on appelle tavelures (speckle en anglais). Le premier cliche´ de diffrac-
tion cohe´rente par des rayons X a e´te´ obtenu en 1991 lors d’une e´tude des
domaines en antiphase dans Cu3Au [6]. La figure 2.1, donne un exemple
de cliche´ de diffraction cohe´rente comportant du speckle duˆ a` des re´gions
de´sordonne´es dans le compose´ SrT iO3.
Il est important de noter que pour observer ce genre d’image de speckle,
il faut que le syste`me soit stable durant le temps d’acquisition (qui peut
eˆtre de plusieurs secondes). En effet si les de´fauts se modifient au cours
du temps, les de´phasages entre les diffe´rentes zones de l’e´chantillon vont
changer, entrainant une modification de la figure de speckle. Si le temps
d’acquisition est lent devant les de´placements des de´fauts, la figure de speckle
sera moyenne´e dans le temps et nous retrouverons le pic lisse que l’on aurait
2.3 Les dislocations 34
Figure 2.1 – Image de diffraction de rayons X avec un faisceau cohe´rent
du pic de sur-structure (1/2 1/2 1/2) dans SrT iO3 a` 10 K au-dessus de la
transition (Tc = 100 K). Sur le profil de gauche la courbe en trait plein corres-
pond a` ce que l’on verrait en diffraction classique compare´ a` la meˆme mesure
avec un faisceau cohe´rent (points noirs). A droite une image de diffraction
bidimensionnelle contenant du speckle [7].
obtenu en diffraction classique. Une technique appele´e XPCS (X-ray photon
corre´lation spectroscopie) a e´te´ de´veloppe´e pour e´tudier les dynamiques lentes
telles que les phe´nome`nes de diffusion [8]. Cette technique consiste a` regarder
au cours du temps la modification de la figure de speckle pour en de´duire
les vitesses de de´placement des diffe´rents domaines pre´sents dans le syste`me
e´tudie´ pour diffe´rents vecteurs d’onde.
Pour des syste`mes statiques, de nombreuses techniques d’imageries, comme la
ptychographie [9], ont e´te´ de´veloppe´es pour reconstruire, a` partir de plusieurs
cliche´s de diffractions cohe´rentes, l’objet diffractant. Ce type d’expe´rience
ne´cessite un syste`me stable dans le temps et la reconstruction de l’espace
re´el est souvent tre`s complique´e.
Dans notre e´tude des dislocations pre´sente´e dans la suite, nous avons re´ussi a`
isoler une boucle de dislocation ce qui permet d’avoir une figure de diffraction
bien plus ”simple” a` interpre´ter.
2.3 Les dislocations
2.3.1 Description ge´ome´trique
Pour de´crire une dislocation de manie`re ge´ome´trique, prenons l’exemple
classique d’un cristal de forme cylindre que nous de´coupons sur un plan ra-
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dial. La ligne de de´marcation ainsi forme´e entre la partie du cylindre de´coupe´e
et celle intacte est appele´e la ligne de dislocation (voir figure 2.2). Ce sera
le long de cette ligne que les de´formations e´lastiques seront les plus fortes.
Nous avons maintenant plusieurs choix pour de´former le cristal.
Il est possible, a priori, d’e´carter les deux le`vres S1 et S2 de la coupure comme
sur la figure 2.2 b). Cette dislocation de rotation posse`de une e´nergie e´lastique
importante au niveau de la ligne de dislocation et son e´nergie de´croit lente-
ment quand on s’e´loigne de la ligne. Le coup en e´nergie de cette de´formation
est trop important pour exister dans un cristal. Nous nous concentrerons
donc sur les de´formations de translation.
Pour de´former le cylindre, nous pouvons translater les le`vres S1 et S2 l’une
par rapport a` l’autre suivant un vecteur
−→
b appele´ vecteur de Burger. On
distinguera les dislocations ”vis” pour lesquelles le vecteur de Burger est pa-
ralle`le a` la ligne de dislocation (voir figure 2.2 c)) des dislocations ”coin” ou`
le vecteur de Burger est perpendiculaire a` la ligne de dislocation (voir figure
2.2 d)). On peut bien sur avoir une dislocation qui est une combinaison des
deux.
Inte´ressons-nous plus en de´tail aux dislocations coins. Pour cela prenons
le cas d’un re´seau cubique et regardons suivant un plan de coupe perpen-
diculaire a` la ligne de dislocation (voir figure 2.3 a)). La premie`re e´tape est
donc de translater la partie supe´rieure du cristal par rapport a` celle infe´rieure
(voir figure 2.3 b)). On relie ensuite les deux volumes de´phase´s en faisant va-
rier la phase de manie`re continue (voir figure 2.3 c)). Pour de´finir le vecteur
de Burger de cette dislocation, nous pouvons prendre un circuit C dans le
cristal parfait qui entoure la ligne de dislocation comme sur la figure 2.3 a).
Trac¸ons ensuite le meˆme circuit sur le cristal de´forme´, nous voyons sur la
Figure 2.2 – Figures illustrant le principe ge´ome´trique de Voltera permet-
tant de construire une dislocation [10].
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Figure 2.3 – Sche´ma de la construction d’une dislocation coin. La figure
a) repre´sente le cristal parfait et le circuit de Burger initial note´ C. la fi-
gure b) repre´sente la premie`re e´tape qui est de translater deux volumes de
l’e´chantillon. La figure c) repre´sente la dislocation finale avec le circuit de
Burger C associe´ qui permet de de´finir le vecteur de Burger b [1].
figure 2.3 c) que pour refermer ce circuit, nous devons ajouter un vecteur
que l’on de´finit comme le vecteur de Burger associe´ a` cette dislocation. On
peut donc de´finir une dislocation par sa ligne et son vecteur de Burger as-
socie´. Le raccordement des deux volumes se fait de manie`re plus ou moins
abrupte suivant les constantes de forces e´lastiques du cristal conside´re´. Une
dislocation parfaite comme de´crite ici ne peut exister que pour un vecteur de
Burger correspondant a` un vecteur du re´seau cristallin.
Si le vecteur de Burger n’est pas multiple d’un vecteur du re´seau, l’e´nergie
ne´cessaire au raccordement des deux volumes de´phase´s est tre`s importante.
Il existe tout de meˆme des cas pour lesquels cette e´nergie est plus faible ren-
dant possible l’existence d’une telle dislocation que l’on appellera dislocation
partielle. Prenons l’exemple d’un re´seau cubique face centre´ (voir figure 2.4
a)) qui nous inte´ressera par la suite lors de l’e´tude du silicium. Ce re´seau
peut eˆtre conside´re´ comme un empilement de trois types de plans denses
(111) empile´s de manie`res successives ABC (voir figure 2.4 b)).
Repre´sentons les diffe´rents plans successifs vus de coˆte´ (voir figure 2.5).
On peut ainsi cre´er une dislocation en de´calant deux domaines de l’e´chantillon
et en ajoutant un plan de type B dans l’espace ainsi cre´e´ (voir figure 2.5). La
dislocation ainsi cre´e posse`de un vecteur de Burger e´gal a` a
3
(111) et une ligne
de dislocation dans le plan (111). A la diffe´rence d’une dislocation parfaite,
on obtient en plus de la dislocation une faute d’empilement.
Les dislocations (parfaites ou partielles) ont des proprie´te´s re´gies par les lois
de l’e´lasticite´ que nous pouvons de´crire en conside´rant les e´carts des positions
atomiques par rapport a` leurs positions d’origines comme des de´phasages.
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Figure 2.4 – Repre´sentation du re´seau cubique face centre´. En figure a) le
re´seau a` 3 dimensions en distinguant les plans ABC. En figure b) projection
des plans ABC suivant la direction (111).
Figure 2.5 – Repre´sentation d’une dislocation partielle intrinse`que, associe´e
a` une faute d’empilement. Le vecteur de Burger repre´sente´ vaut b = 1
3
<
111 > [1].
2.3 Les dislocations 38
2.3.2 Description en terme de phase
On peux de´crire les positions des atomes d’un cristal cubique de pa-
rame`tre de maille a en terme de cosinus comme suit :
R(x, y, z) = cos(
2pix
a
) + cos(
2piy
a
) + cos(
2piz
a
) (2.4)
Construisons, a` partir de cette description, une dislocation coin de vecteur
de Burger
−→
b = a−→x et dont la ligne de dislocation est le long de z et situe´e
en (x0, y0). Pour cela, nous commenc¸ons par de´caler les deux demi-volumes
de a
4
pour y > y0 et de −a4 pour y < y0 (voir figure 2.3). En injectant ceci
dans l’e´quation 2.4, nous obtenons la formule suivante :
R(x, y, z) = cos(
2pix
a
− sign(y − y0) ∗ pi
2
) + cos(
2piy
a
) + cos(
2piz
a
) (2.5)
Le de´calage entre les deux volumes entraine donc un de´phasage de pi.
Nous voyons que dans cette description du cristal, nous pouvons de´crire les
de´placements atomiques par rapport a` la position initiale des atomes comme
un de´phasage que nous noterons φ(x, y). Le raccordement des deux volumes
est donne´ par les e´quations de l’e´lasticite´. A l’e´quilibre thermodynamique, la
phase doit eˆtre solution de [11] (mode`le e´lastique) :
Kx
∂2φ(x, y)
∂x2
+Ky
∂2φ(x, y)
∂y2
+Kz
∂2φ(x, y)
∂z2
= 0 (2.6)
Les grandeurs Kx, Ky et Kz sont les constantes e´lastiques du mate´riau
conside´re´. La solution de cette e´quation nous donne la forme suivante pour
la phase a` laquelle nous avons rajoute´ le de´phasage cre´e´ par la translation
des deux volumes :
φ(x, y) = −sign(y − y0) ∗ pi
2
+ tan−1(
√
Ky
Kx
x− x0
y − y0 ) (2.7)
Comme on peut le voir sur la figure 2.6, la jonction entre les parties
supe´rieures et infe´rieures se fait de manie`re plus ou moins abrupte suivant
l’asyme´trie des constantes e´lastiques.
Une ligne de dislocation ne peut pas s’arreˆter simplement dans un cristal
et se prolongera jusqu’a` la surface ou jusqu’a` un autre de´faut comme un
joint de grain. En ge´ne´ral pour re´duire la longueur de la ligne de dislocation
celle-ci va former une boucle en suivant les axes cristallographiques. Cette
boucle de dislocation va ainsi se´parer deux zones de cristal parfait qui seront
de´forme´es seulement au niveau de la ligne de dislocation.
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Figure 2.6 – Simulation d’une dislocation coin pour diffe´rents rapports des
constantes de forces. figure a) Ky
kx
= 0.03 et figure b) Ky
kx
= 1 [12]
2.3.3 Observation avec un faisceau cohe´rent
Une dislocation a pour principal effet de de´phaser deux zones de l’e´chan-
tillon de pi. Nous nous attendons donc a` obtenir un minimum d’intensite´ au
centre de la figure de diffraction lorsqu’une ligne de dislocation est pre´sente
dans la zone e´claire´e par notre faisceau. On peut simuler en de´tail ce qui
est attendu lors de la diffraction d’une dislocation et comparer au cas du
re´seau parfait. Les simulations sont pre´sente´es en figure 2.6. On voit claire-
ment l’effet du de´phasage de pi induit par la pre´sence d’une dislocation. Avec
ce de´faut, nous obtenons un minimum d’intensite´ au centre du pic de Bragg.
L’asyme´trie de la figure de diffraction quant a` elle, est lie´e aux constantes
e´lastique du mate´riau. Lorsque l’on met des constantes e´lastiques e´gales (voir
2.6), le pic de Bragg devient syme´trique et il se de´forme petit a` petit lorsque
le rapport des constantes e´lastiques change (voir 2.6). Pour des constantes
e´lastiques tre`s anisotropes, une tige apparait dans la direction perpendicu-
laire a` la ligne de dislocation.
Dans le cas d’une dislocation partielle dont le vecteur de Burger n’est plus
un multiple du parame`tre de maille, le de´phasage entraine en plus une faute
d’empilement. La simulation du cliche´ de diffraction montre la pre´sence, en
plus du de´doublement du pic, d’une tige due a` la faute d’empilement. Cette
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Figure 2.7 – Simulation d’un empilement ...ABCABC... avec une faute
d’empilement au milieu. Les limites du volume ont e´te´ choisies non paralle`les
a` la faute de manie`re a` ne pas masquer les effets de la faute sur le pro-
fil de diffraction. La faute introduit un de´doublement du pic de Bragg et
l’apparition d’une tige diffuse perpendiculaire au plan de la faute (e´chelle
logarithmique)[1].
tige est perpendiculaire au plan de la faute (voir figure 2.7).
Il est vrai que pour des constantes e´lastiques tre`s anisotropes, une tige
apparait e´galement pour une dislocation parfaite. Mais dans le silicium que
nous allons e´tudier par la suite, les constantes e´lastiques ont un rapport de
1.5 pour lequel aucune tige n’apparait pour des dislocations parfaites. Nous
pourrons donc diffe´rencier ces deux types de dislocations par la pre´sence ou
l’absence de la tige due a` la faute d’empilement.
Nous voyons donc qu’un faisceau spatialement cohe´rent est tre`s inte´ressant
pour sonder les de´fauts dans la matie`re et notamment remonter au champ
de contrainte engendre´ par de tels de´fauts. Appliquons donc cela a` l’e´tude
d’un e´chantillon de silicium comportant des dislocations.
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2.4 Boucle de dislocation dans le Silicium.
2.4.1 Pre´sentation de l’e´chantillon.
Nous avons e´tudie´ un e´chantillon de silicium pur mono-cristallin pre´sen-
tant des dislocations en tre`s faible densite´. Le silicium est connu pour sa tre`s
grande qualite´ cristalline. Des mono-cristaux de grandes tailles peuvent eˆtre
fabrique´s avec une purete´ de plus de 99, 99999%. Les atomes sont arrange´s
suivant une structure diamant, qui est une structure cubique a` faces centre´es
avec 4 sites te´trae´driques occupe´s. Son parame`tre de maille vaut 5, 43071 A˚a`
tempe´rature et pression ambiantes. Ses proprie´te´s semi-conductrices en font
un e´le´ment tre`s largement utilise´ en e´lectronique. Cependant, l’e´chantillon
que nous avons e´tudie´ a e´te´ fabrique´ de´libe´re´ment de manie`re a` ce qu’il
contienne des de´fauts. Le cristal utilise´ a e´te´ obtenu par la me´thode de crois-
sance de Czochralski, et contient des impurete´s d’oxyge`ne a` une concentration
de 1018 atomes/cm3. L’e´chantillon a ensuite e´te´ recuit pendant 35 heures a`
1373 K, ce qui cre´e des pre´cipite´s de SiOx et engendre des de´fauts tels que
des fautes d’empilements dans la direction de l’empilement ...ABCABC...,
c’est-a`-dire la direction < 111 >, borde´es par des boucles de dislocation de
Franck qui sont des boucles partielles de dislocation de vecteur de Burger
1
3
< 111 >. Les fautes d’empilements peuvent eˆtre intrinse`ques (un plan
manquant) ou extrinse`ques (un plan supple´mentaire). Par ailleurs, outre ces
boucles de dislocation partielles, on trouve des boucles parfaites de dislo-
cation, dites prismatiques, de forme hexagonale, dont le vecteur de Burger
est oriente´ suivant une direction < 110 >. Ces boucles parfaites peuvent
se dissocier en deux dislocations partielles dites dislocations de Shockley de
vecteur de Burger 1
6
[121] et 1
6
[
211
]
. Ainsi les deux dislocations de Shockley
entourent un ruban de fautes d’empilements qui s’enroulent pour former la
boucle de dislocation [11].
2.4.2 Les dislocations en topographie.
Lors d’une expe´rience de diffraction cohe´rente de rayons X, le faisceau
cohe´rent a une largeur de 10 µm. Il est donc difficile de localiser une dislo-
cation isole´e en sondant le cristal. Pour cela, avant d’e´tudier les boucles de
dislocation en cohe´rent, nous les avons localise´es graˆce a` une expe´rience de
topographie X.
Cette technique est tre`s efficace pour visualiser les boucles de dislocation dans
un e´chantillon. Elle consiste a` utiliser un faisceau le plus paralle`le possible, et
a` analyser une tache de Bragg. Le plus souvent, cela se fait en transmission
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Figure 2.8 – Image de topographie X de l’e´chantillon de Silicium, mesure´
sur le Bragg (220) sur la ligne ID09 de l’ESRF (G. Roland communication
prive´e).
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mais un montage en re´flexion est tout a` fait possible. La tache de Bragg est
alors une image du volume sonde´, ou` les boucles de dislocation apparaissent
avec un contraste diffe´rent des zones parfaitement ordonne´es.
Dans un montage en transmission, les re´gions ordonne´es sont tellement par-
faites que la diffraction se fait de manie`re dynamique. Dans ce cas, la longueur
de pe´ne´tration dans le mate´riau est plus petite que celle obtenue dans le cas
de la diffraction en re´gime cine´matique. Elle vaut en effet environ 5 µm en
re´gime dynamique contre 50 µm en re´gime cine´matique. Les re´gions parfaite-
ment ordonne´es apparaissent donc sur l’image de topographie avec une faible
intensite´.
Lorsque l’on se trouve a` proximite´ d’une ligne de dislocation, les plans ato-
miques sont de´forme´s et on ne se situe plus en re´gime dynamique mais en
re´gime cine´matique. La longueur de pe´ne´tration devient plus grande, et cette
re´gion fait apparaˆıtre une zone de surintensite´ sur le pic de Bragg.
Les boucles partielles apparaissent avec un contraste de surintensite´ (noir sur
un film photographique) alors que les boucles parfaites ont un contraste iden-
tique a` celui des re´gions parfaitement ordonne´es, c’est-a`-dire un contraste de
moindre intensite´ (blanc sur un film photographique). Dans ce dernier cas,
seules les zones situe´es a` proximite´ imme´diate de la ligne de dislocation ap-
paraissent en noir. Par ailleurs, les boucles de dislocation apparaissent en
topographie a` condition que le vecteur de Burger
−→
b ne soit pas perpendicu-
laire au vecteur de diffusion −→q de la tache de Bragg analyse´e. La figure 2.8
est une image en topographie X en transmission de l’e´chantillon e´tudie´. On
reconnaˆıt les boucles de dislocation partielles et les boucles prismatiques. Cer-
taines boucles sont de´bouchantes en surface, on les repe`re facilement a` leur
forme en demi-disque. On voit e´galement que la concentration en de´fauts n’est
pas comple`tement homoge`ne mais que des lignes de plus grande concentra-
tion apparaissent. Graˆce aux images de topographie faite in-situ nous avons
pu se´lectionner une boucle de dislocation isole´e et fermer les fentes sur cette
ligne pour rendre le faisceau cohe´rent.
2.4.3 Utilisation de la cohe´rence.
Le but de cette expe´rience est de coupler la topographie X et la diffraction
cohe´rente sur le meˆme instrument en jouant sur les proprie´te´s de propagation
des ondes de´crites dans le chapitre pre´ce´dent.
Les expe´riences suivantes ont e´te´ effectue´es avec l’e´chantillon de silicium
pre´sente´ pre´ce´demment sur la figure 2.8 et monte´ sur le diffractome`tre six
cercles de la ligne Cristal de Soleil. Nous avons utilise´ un faisceau de longueur
d’onde λ = 1.7462 A˚(7.1 keV ) ge´ne´re´ par un onduleur U20 et monochroma-
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Figure 2.9 – Images de topographie en re´flexion sur le Bragg (220). (a) Vue
large de la dislocation puis en (b) zoom sur la dislocation isole´e de l’image
(a). Ces deux images ont e´te´ faites avec un film photographique. (c) Meˆme
dislocation sonde´e avec un de´tecteur ponctuel translate´ a` diffe´rentes positions
[12]. Mesures effectue´es sur la ligne Cristal de Soleil.
tise´ par un double cristal de silicium (111). Pour obtenir un faisceau cohe´rent
nous avons utilise´ deux jeux de fentes. Les fentes sources ont e´te´ ferme´es a`
200× 200 µm2 et sont situe´es a` 13 m des fentes e´chantillon qui ont e´te´ ferme´
soit a` 7 × 7 µm2 soit a` 5 × 5 µm2. Nous pouvons ainsi estimer, graˆce a` la
formule (1.32), une longueur de cohe´rence spatiale d’environ 10 µm au niveau
des fentes e´chantillon. Nous avons donc se´lectionne´ un faisceau entie`rement
cohe´rent. Afin de repe´rer les boucles de dislocation, nous devons alterner les
conditions de topographie X avec les conditions de cohe´rence. Pour pouvoir
faire de la topographie, il faut un faisceau paralle`le. Il suffit donc d’ouvrir les
fentes e´chantillon pour laisser le faisceau paralle`le se propager. Ensuite, pour
passer en condition de diffraction cohe´rente, il suffit de refermer les fentes
e´chantillon. Les images de topographie X et de cohe´rence ont e´te´ prises sur
la re´flexion de Bragg (220).
Les premie`res images de topographie X ont e´te´ effectue´es avec des films
photographiques qui ont e´te´ de´veloppe´s pendant l’expe´rience. Nous avons
dans un premier temps image´ tout l’e´chantillon (voir figure 2.8) puis nous
avons se´lectionne´ une boucle de dislocation isole´e (voir figure 2.9). Il ne reste
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plus qu’a` fermer les fentes a` 5× 5 µm2 pour effectuer de la diffraction dans
le re´gime de Fraunhofer.
L’image du pic de Bragg est pre´sente´e sur la figure 2.10 a). On voit clai-
rement le de´doublement, signe de la pre´sence d’un de´faut de phase lie´ a` la
ligne de dislocation. Les franges pre´sentes dans la direction horizontale sont
lie´es a` la diffraction par les fentes e´chantillon. Nous observons e´galement une
tige dans une direction correspondant a` la projection de la direction < 111 >
sur le plan de la came´ra. Nous avons vu, graˆce aux simulations pre´ce´dentes,
qu’une tige apparait dans le cas de constantes de forces tre`s asyme´triques
ou lors de la pre´sence d’une faute d’empilement. Dans le silicium, le rapport
des constantes e´lastiques est de 1.5 et ne peut expliquer la pre´sence d’une
tige. On en de´duit que cette tige est lie´e a` une faute d’empilement pre´sente
dans le plan (< 111 >). On peut a` ce stade affirmer que la boucle de dislo-
cation e´tudie´e est soit une dislocation partielle de Frank soit une dislocation
parfaite dissocie´e en deux partielles de Shokley. La diffe´rence entre les deux
se fait par la pre´sence d’une faute d’empilement a` l’inte´rieur de la boucle
pour une dislocation de Franck, alors qu’une boucle forme´e de dislocations
de Shokley pre´sente une faute d’empilement seulement au bord de la boucle
entre les deux dislocations partielles dissocie´es qui forment un ruban de faute
d’empilement [11]. Nous avons donc regarde´ l’inte´rieur de la boucle de dis-
location. Nous voyons le re´sultat sur la figure 2.11 sur laquelle aucune tige
n’est visible. Ainsi, la tige lie´e a` la faute d’empilement n’est pre´sente qu’au
niveau des lignes de dislocation, on peut donc conclure que nous sommes en
pre´sence d’une dislocation parfaite 1
2
< 110 > dissocie´e en deux dislocations
partielles de vecteurs de Burger 1
6
< 121 > et 1
6
< 211 >qui se pre´sente
dans l’espace re´el comme indique´ sur la figure 2.10 b). Il est inte´ressant de
souligner que nous observons, apre`s diffraction par le silicium, des franges
lie´es a` la diffraction des fentes e´chantillons, mais seulement dans la direction
horizontale et pas dans la direction verticale. Pour expliquer ce phe´nome`ne, il
faut noter que la premie`re frange arrive avec une divergence de 2 mdeg. Elle
reste donc visible puisque la demi-largeur de la rocking curve est de 3 mdeg.
Par contre la deuxie`me frange arrivant avec un angle de 3.5 mdeg, elle ne
passe pas dans la rocking curve et n’est donc plus visible. Horizontalement,
la divergence correspond a` une rotation de l’e´chantillon dont l’extension an-
gulaire est bien plus large. Ceci qui explique la pre´sence d’ordres e´leve´s dans
cette direction.
La cohe´rence apporte de nombreux avantages dans l’imagerie des de´fauts
de phase dans les cristaux. Compare´ a` la topographie, nous sommes capable
de sonder plus pre´cise´ment une boucle de dislocation et notamment la ligne
de dislocation. Ceci nous a permis de diffe´rencier une boucle parfaite d’une
boucle dissocie´e en deux partielles.
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Figure 2.10 – (a) Mesure du pic de Bragg (220) en diffraction cohe´rente des
rayons X. Le pic est de´double´ et une tige apparait dans la direction < 1 1 1 >.
Les franges dans la direction horizontale correspondent a` la diffraction par les
fentes e´chantillons. (b) Repre´sentation d’une dislocation parfaite de vecteur
de Burger b = 1/2 < 1 1 0 > en jaune qui est dissocie´e en deux dislocations
partielles de vecteur de Burger b1 = 1/6 < 2 1 1 > et b2 = 1/6 < 1 2
1 > en blanc. Le plan hachure´ correspond a` la faute d’empilement pre´sente
entre les deux dislocations. (c) Repre´sentation de la coupe, par la came´ra
CCD, de la tige lie´e a` la faute d’empilement dans l’espace re´ciproque, suivi
de l’e´clairement de la dislocation par le faisceau de rayons X dans l’espace
re´el [12]. Mesures effectue´es sur la ligne Cristal de Soleil.
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Figure 2.11 – Image sur la came´ra CCD du pic de Bragg a` son maximum
au centre de la boucle de dislocation. Les franges d’interfe´rences issues de
la diffraction par la fente sont visibles dans la direction horizontale jusqu’a`
un ordre e´leve´ alors que seule la premie`re frange est visible dans la direction
verticale.
Il existe bien entendu des techniques bien plus pre´cises pour sonder des dis-
locations, telle que la microscopie e´lectronique. Mais l’avantage de la diffrac-
tion cohe´rente des rayons X est de pouvoir sonder les dislocations dans le
volume (c.a`.d. a` quelques microme`tre de la surface) et non pas seulement
dans des e´chantillons minces. Un autre avantage est de pouvoir appliquer
des contraintes telles que les hautes pressions, les champs magne´tiques et les
champs e´lectriques, pendant la mesure.
Pour aller plus loin, il serait inte´ressant de sonder la dynamique des disloca-
tions en essayant, de les faire glisser, soit sous contrainte me´canique soit par
chauffage.
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Chapitre 3
Onde de Densite´ de Charge
sous courant
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3.1 Introduction
Les compose´s quasi-unidimensionnels pre´sentant une transition de phase
donnant lieu a` une Onde de Densite´ de Charge ont e´te´ e´norme´ment e´tudie´s
dans les anne´es 80. Historiquement les ODC ont e´te´ invoque´, notamment par
Fro¨hlich, comme une explication de la supraconductivite´ [13]. Nous savons
aujourd’hui qu’il n’en n’est rien, mais on parle parfois de supraconductivite´
de Fro¨hlich pour de´signer le glissement d’une ODC.
Leur basse dimensionnalite´ en fait un atout pour e´tudier les proprie´te´s de
transport a` une dimension. De plus les proprie´te´s de transport non line´aire
associe´es aux ODC sont elles aussi tre`s inte´ressantes. Le de´but de ce chapitre
est consacre´ a` de´crire de manie`re succincte la transition de phase de Peierls
accompagne´ de l’e´tablissement d’une ODC et ensuite expliquer les proprie´te´s
de transport de cet objet. Je pre´senterai ensuite deux expe´riences que j’ai ef-
fectue´es sur des compose´s a` ODC.
La premie`re concerne le compose´ NbSe3. Dans cette expe´rience nous avons
mesure´, par diffraction cohe´rente des rayons X, le satellite associe´ a` l’ODC en
fonction d’un courant applique´ au mate´riau. Ceci nous a permis d’observer
le roˆle des de´fauts dans la mise en mouvement d’une ODC.
La deuxie`me expe´rience s’apparente plus a` un projet toujours en cours sur le
compose´ K0.3MoO3 appele´ e´galement bronze bleu. Le but est de coupler des
mesures de transport (mesures de bruit en courant), qui sondent les e´lectrons
condense´s dans l’ODC, a` des mesures de diffraction X, qui sondent les atomes
du re´seau et ainsi de corre´ler le mouvement de ces deux objets.
3.2 La transition de Peierls
3.2.1 Instabilite´ du gaz d’e´lectron
La transition de Peierls est une transition de phase e´lectronique lie´e a`
l’instabilite´ d’un gaz d’e´lectron dans un cristal a` une dimension. Il est donc
inte´ressant de commencer par rappeler les proprie´te´s d’un gaz d’e´lectron
unidimensionnel.
La stabilite´ de ce gaz d’e´lectron est donne´e par la susceptibilite´ e´lectrique
qui est la re´ponse a` une excitation par un potentiel e´lectrique. La the´orie de
la re´ponse line´aire nous apprend que cette susceptibilite´ peut s’e´crire sous la
forme suivante :
χ(q) =
∑
k
fk − fk+q
k − k+q (3.1)
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Figure 3.1 – La figure a) repre´sente la susceptibilite´ en fonction du vec-
teur d’onde a` tempe´rature nulle et pour diffe´rentes dimensions. La figure b)
repre´sente les surfaces de Fermi a 1D, 2D et 3D [14].
ou` k est l’e´nergie des e´lectrons de vecteur d’onde k et fk = f(k, T ) est la
fonction de Fermi-Dirac. Cette e´quation connue sous le nom de fonction de
Lindhardt se simplifie en conside´rant le cas 1D :
χ(q) = −e2n(F )ln(q + 2kF
q − 2kF ) (3.2)
ou` n(F ) est la densite´ d’e´lectron au niveau de Fermi qui vaut n(F ) =
1
pi~vF
.
Cette susceptibilite´ diverge pour un vecteur d’onde q = 2kF (voir figure 3.1
a)). A deux dimensions, la divergence n’est plus qu’une simple singularite´
alors qu’a` trois dimensions, il reste seulement un point d’inflexion.
On favorisera donc une transition de phase pour un syste`me de basse
dimensionnalite´. Cette instabilite´, pour q = 2kF , refle`te les proprie´te´s de
syme´trie de la surface de Fermi. La surface de Fermi d’une chaine 1D est
compose´e de deux plans en ±kF . Ces deux plans peuvent s’emboiter parfai-
tement lorsque l’on translate la surface de Fermi de 2kF (voir figure 3.1 b)).
En revanche a` 2D, la forme cylindrique de la surface de Fermi permet un
emboitement seulement sur une ligne et sur un seul point a` 3D. Le nombre
d’e´tats couple´s par un potentiel de pe´riode 2kF est donc bien plus important
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Figure 3.2 – Surface de Fermi a` 2 dimensions, kx est la direction horizontale
et ky la direction verticale, pour un gaz d’e´lectron quasi-unidimensionnel. Les
fle`ches repre´sentent la direction de nesting la plus favorable que l’on notera
kF [1].
a` 1D qu’a` 2 ou 3D. Cette proprie´te´ de syme´trie de la surface de Fermi est
appele´ ”nesting” en anglais.
La divergence de la susceptibilite´ est donc vraie seulement a` 1D. En
ge´ne´ral les mate´riaux ne sont pas purement 1D mais le recouvrement des or-
bitales e´lectroniques peut eˆtre suffisamment asyme´trique pour conside´rer le
gaz d’e´lectron comme de´localise´ seulement dans une direction et donc quasi-
unidimensionnel. La surface de Fermi s’en trouve donc le´ge`rement modifie´e.
On obtient ainsi une surface de Fermi donne´e en figure 3.2. Ici le nesting
reste important et on peut recalculer la susceptibilite´ qui peut s’e´crire pour
un vecteur d’onde q = 2kF en fonction de la tempe´rature comme suit :
χ(2kF ) = −e2n(F )ln(1.14F
kBT
) (3.3)
On obtient ainsi un maximum de la susceptibilite´ a` 2kF pour toute
tempe´rature comme on peut le voir sur la figure 3.3. Ce maximum diverge
de manie`re logarithmique lorsqu’on approche de la tempe´rature nulle.
Comme nous allons le voir par la suite, la tempe´rature de transition sera
atteinte lorsque la valeur de la susceptibilite´ sera suffisante pour favoriser
une distorsion du re´seau cristallin. Pour aller plus loin, il faut donc e´tudier
les excitations du re´seau.
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Figure 3.3 – Susceptibilite´ autour de 2kF dans le cas quasi-unidimensionnel
repre´sente´e pour plusieurs valeurs de tempe´ratures [15].
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Figure 3.4 – Relation de dispersion des phonons pour un cristal unidimen-
sionnel de parame`tre de maille a et comportant plus d’un atome par maille.
On a repre´sente´ ici seulement une branche acoustique et une optique dans la
premie`re zone de Brillouin.
3.2.2 Interaction e´lectron phonon
La relation de dispersion des phonons comporte deux types de branches.
Les branches de phonons optiques de haute e´nergie et les branches acous-
tiques qui s’annulent en centre de zone (voir figure 3.4). Ces vibrations du
re´seau cristallin peuvent interagir avec le gaz d’e´lectron de´crit plus haut. En
prenant en compte cette interaction e´lectron-phonon, on peut e´crire l’Hamil-
tonien qui de´crit le mieux notre syste`me [16] :
H =
∑
k
εka
+
k ak +
∑
q
~ωq(b+−q + bq) + g
∑
k,q
a+k+qak(b
+
q + bq) (3.4)
ou` g est la constante de couplage e´lectron-phonon. Le premier terme cor-
respond au gaz d’e´lectron libre. Le deuxie`me correspond aux excitations de
phonon du re´seau hoˆte et le dernier terme est l’interaction entre e´lectrons
et phonons. Cet Hamiltonien est appele´ Hamiltonien de Fro¨hlich. Avant de
diagonaliser cet Hamiltonien, il est inte´ressant d’examiner le changement in-
troduit par l’interaction e´lectron phonon sur l’e´quation du mouvement des
phonons donne´ par :
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Q¨q = − 1~2 [[Qq, H], H] (3.5)
ou` Qq est la coordonne´e normale du phonon de vecteur d’onde q. Dans le
cadre d’une approximation de champ moyen, cette e´quation du mouvement
peut eˆtre re´e´crite sous la forme :
Q¨q = −ω2ren,qQq
ω2ren,q = ω
2
q +
2g2ωq
~ χ(q, T )
(3.6)
L’e´quation 3.6 nous donne la nouvelle relation de dispersion des phonons
modifie´e par la pre´sence d’interactions e´lectron-phonon. La susceptibilite´ du
gaz d’e´lectron e´tant divergente pour q = 2kF , ω
2
ren,q sera e´norme´ment modifie´
autour du vecteur d’onde de Fermi. En re´e´crivant cette relation de dispersion
en 2kF on trouve :
ω2ren,2kF = ω
2
2kF
− 2g
2n(F )ω2kF
~
ln(
1.14F
kBT
) (3.7)
A cause du couplage e´lectron-phonon, la susceptibilite´ du gaz d’e´lectron
intervient dans la relation de dispersion des phonons. Or nous avons vu
que cette susceptibilite´ diverge dans le cas quasi-unidimensionnel lorsqu’on
abaisse la tempe´rature. Ceci entraine un amollissement d’un mode de phonon
pour un vecteur d’onde q = 2kF appele´e anomalie de Khon. Cette anomalie
est repre´sente´e en figure 3.5. On peut ainsi de´finir une tempe´rature de tran-
sition de Peierls en champ moyen qui est atteinte lorsque ωren = 0, ce qui
nous donne :
kBT
MF
P = 1.140e
− 1
λ (3.8)
ou` λ = g
2n(F )
~ω2kF
correspond a` la constante de couplage e´lectron phonon adimen-
sionne´e. L’annulation de la fre´quence de phonon correspond a` une distorsion
statique du re´seau cristallin, le taux d’occupation des modes de phonons
±2kF devient stable et macroscopique. On peut ainsi de´finir le parame`tre
d’ordre de la transition par :
∆ = |∆|eiφ = g(< b2kF > + < b+−2kF >) (3.9)
Ce parame`tre d’ordre renseigne sur le taux d’occupation des phonons qui
doit eˆtre nul en moyenne dans le cas ou` le re´seau n’est pas distordu (autant
de cre´ation que d’annihilation de phonon). En cas de distorsion, le taux
d’occupation est non nul et le parame`tre d’ordre augmente.
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Figure 3.5 – Branche acoustique de la relation de dispersion des pho-
nons pour diffe´rentes tempe´ratures. Le couplage e´lectron-phonon entraine
un amollissement du mode de phonon a` 2kF que l’on appelle anomalie de
Kohn et qui entraine une distorsion du re´seau [17].
Figure 3.6 – Ouverture d’un gap au passage de la transition de Peierls [1].
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Revenons maintenant a` l’Hamiltonien de Fro¨hlich 3.4. Dans l’approximation
de champ moyen cet Hamiltonien s’e´crit [14] :
h =
∑
k
εka
+
k ak+2g
∑
k
[
a+k+2kF ak < b
+
−2kF > + a
+
k−2kF ak < b−2kF >
]
+2~ω2kF < b2kF >
2
(3.10)
On peut, a` partir de la`, diagonaliser cette Hamiltonien afin d’en extraire
la relation de dispersion des e´lectrons en dessous de la tempe´rature de tran-
sition. On trouve ainsi la relation :
Ek = F + sign(k − kF )
[
~2v2F (k − kF )2 + ∆2
]1/2
(3.11)
La distorsion du re´seau s’accompagne donc de l’ouverture d’un gap au
niveau de Fermi. Le mate´riau devient donc isolant ou semi-conducteur. La
minimisation de l’e´nergie totale du syste`me fixe la valeur ∆ du gap.
∆ = 2F e
− 1
λ (3.12)
En comparant la valeur du gap a` celle de la tempe´rature de transition on
en de´duit une relation analogue a` la relation BCS dans les supraconducteurs :
2∆ = 3.52kBT
MF
P (3.13)
L’ouverture du gap au niveau de Fermi tend a` re´duire l’e´nergie des e´lectrons
qui vont suivre la distorsion du re´seau cristallin. Ainsi cette transition s’ac-
compagne d’une modulation de la densite´ de charge que l’on appelle Onde
de Densite´ de Charge (ODC). Cette modulation est donne´e par la relation :
ρ = ρ0[1 +
∆
~vFkFλ
cos(2kFx+ φ)] (3.14)
En re´sume´, la transition de Peierls est une transition e´lectronique de type
me´tal/isolant entrainant une distorsion du re´seau cristallin et l’ouverture
d’un gap au niveau de Fermi dans la relation de dispersion du gaz d’e´lectron.
Le cout d’e´nergie e´lastique de la de´formation du re´seau est ainsi compense´
par le gain d’e´nergie e´lectronique graˆce a` l’abaissement des niveaux d’e´nergie
proches du niveau de Fermi lors de l’ouverture du gap. Cette transition donne
naissance a` une modulation de la densite´ de charge appele´ ODC (voir figure
3.7). Le vecteur d’onde de l’ODC ainsi cre´e´ est, dans certain cas, incommen-
surable avec la pe´riode initiale du re´seau. Ceci, comme nous le verrons plus
tard, entraine des proprie´te´s de transport remarquables.
Le calcul de l’e´tat fondamental mene´ ici pose des proble`mes de stabilite´. Nous
avons utilise´ une approximation de champ moyen qui, nous le savons, pre´dit
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Figure 3.7 – Modulation de la densite´ e´lectronique accompagnant la dis-
torsion du re´seau. Ici la distorsion est accentue´e pour eˆtre visible mais cette
distorsion est tre`s faible devant le parame`tre de maille du re´seau. En pratique
elle affecte plusieurs atomes de la chaˆıne et est de l’ordre de 0.01 A˚[1].
des transitions de phase a` 1D alors que c’est impossible dans un syste`me
purement 1D. Dans de tels syste`mes les fluctuations sont fortes et empeˆchent
l’e´tablissement d’un ordre a` longue porte´e. Toujours est-il que les ODC ont
e´te´ observe´es expe´rimentalement. Leur existence est lie´e au couplage entre
diffe´rentes chaines qui permet de re´duire les fluctuations et ainsi d’augmen-
ter la stabilite´ du syste`me [18]. L’e´tude de la stabilite´ n’est pas re´alise´e ici,
il faut seulement avoir conscience que la tempe´rature de transition pre´dite
par le champ moyen est plus e´leve´e que les tempe´ratures de transition re´elles
[19, 20, 21].
3.2.3 Proprie´te´s de transport
Les mate´riaux a` ODC ont e´te´ en grande partie e´tudie´s pour leurs pro-
prie´te´s de transport non line´aire uniques. Ces proprie´te´s viennent de l’incom-
mensurabilite´ de la pe´riode de l’ODC avec la pe´riode du re´seau sous-jacent.
Graˆce a` cette incommensurabilite´, toutes les positions de l’ODC par rapport
au re´seau hoˆte sont e´nerge´tiquement e´quivalentes. Une translation globale de
ce syste`me ne couˆte donc pas d’e´nergie.
Il est difficile de de´crire les excitations collectives des ODC de manie`re mi-
croscopique. On utilise en ge´ne´rale une approche de type Ginzbourg-Landau
de´pendante du temps. La nature complexe du parame`tre d’ordre autorise
des excitations d’amplitude ou de phase conside´re´es comme de´couple´es dans
une premie`re approximation. Dans la limite q = 0, les modes de phase, ap-
pele´s phasons, correspondent a` une translation du syste`me (voir figure 3.8
a)), entrainant une pulsation ωφ = 0. Les modes d’amplitude, appele´s am-
plitudons, quant a` eux, n’entrainent pas de translation de l’ODC (voir figure
3.8 b)) et ne´cessitent une e´nergie non nulle pour eˆtre excite´s. Dans toutes
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Figure 3.8 – Mode d’amplitude et de phase de l’ODC dans la limite q = 0.
La vibration des atomes associe´e est elle aussi repre´sente´e [14].
les expe´riences mene´es par la suite, nous n’avons applique´ que des champs
e´lectriques continus et nous e´tudierons seulement les modes de phasons en-
trainant une translation de l’ODC que l’on appelle glissement.
Conside´rons l’ODC comme un objet rigide que l’on peut de´crire par le
mouvement de son centre de masse. Les effets des parties sans de´faut du
re´seau cristallin parfait sont moyenne´s et donnent lieu a` une force de friction
dynamique cre´ant un amortissement τ . L’effet des de´fauts pre´sents dans le
re´seau cristallin peut eˆtre mode´lise´ par un potentiel qui accroche l’ODC et
l’empeˆche de glisser. Ce potentiel est pris de la forme V = Asin(kFx) a`
cause de la pe´riodicite´ intrinse`que de l’ODC. En effet, les de´fauts tels que les
lacunes, sont ponctuels mais sont ressentis a` chaque passage d’une pe´riode
de l’ODC. Leurs effets sur l’ODC sont donc conside´re´s comme pe´riodique.
On peut ainsi e´crire l’e´quation du mouvement pour une ODC soumise a` un
champ e´lectrique [14].
d2x
dt2
+
1
τ
dx
dt
+
ω20
2kF
sin(2kFx) =
eE
m∗
(3.15)
ou` m∗ est la masse effective attribue´e a` l’ODC. Cette e´quation non
line´aire, de type sine Gordon, conduit a` diffe´rents re´gimes pour le mouve-
ment de l’ODC qui sont re´sume´s sur la figure 3.9. Nous appellerons le premier
cas re´gime d’accrochage. Dans ce cas, le champ e´lectrique applique´ a` l’ODC
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Figure 3.9 – Comportement de l’ODC en pre´sence d’un champ e´lectrique
[14].
n’est pas suffisamment important pour la mettre en mouvement et elle reste
bloque´e dans le potentiel cre´e´ par les impurete´s. Ainsi, l’ODC ne participe
pas a` la conductivite´ du mate´riau. Lorsqu’on augmente le champ e´lectrique,
l’ODC sort du potentiel lie´ aux impurete´s et se met a` glisser le long du cris-
tal apportant des e´lectrons supple´mentaires a` la conduction. Ce re´gime est
appele´ re´gime de glissement. Le passage d’un re´gime a` l’autre est de´fini par
le champ seuil ET qui est ne´cessaire pour mettre l’ODC en mouvement.
ET =
m∗ω20
2pine
(3.16)
Pour des champs e´lectriques importants, le couplage aux impurete´s de-
vient ne´gligeable. Dans ce cas, l’ODC se de´place uniforme´ment. Le courant
apporte´ par l’ODC s’e´crit alors [22] :
jODC =
ne2τ
m∗
E (3.17)
Dans ce cas, le transport est line´aire, de meˆme que pour un champ
infe´rieur au champ seuil (pour lequel l’ODC ne contribue pas). Par contre,
pour des champs e´lectriques interme´diaires, ce syste`me pre´sente des pro-
prie´te´s de transport non line´aire a` cause de la de´pense en courant de la
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Figure 3.10 – Repre´sentation sche´matique de la caracte´ristique courant-
tension et de la variation de la re´sistance diffe´rentielle en fonction du champ
e´lectrique pour E < ET et E > ET , ou` ET est le champ critique de de´pie´geage
aux impurete´s.
re´sistivite´ due aux impurete´s. Dans ce cas, l’exce`s de courant moyenne´ dans
le temps peut s’e´crire [14] :
< jODC >t=
ne2τ
m∗
[
1−
(
ET
E
)2]1/2
E (3.18)
La figure 3.10 illustre la caracte´ristique courant-tension typique d’une me-
sure de transport non-line´aire, ainsi que la re´sistance diffe´rentielle en fonction
du champ e´lectrique.
Le courant apporte´ par l’ODC dans le re´gime non line´aire est de´pendant
du temps. La fre´quence fondamentale correspond au de´placement de l’ODC
d’une pe´riode et vaut :
f0 =
< jODC >
neλODC
(3.19)
L’interaction avec les de´fauts rend la de´pendance en temps non-sinuso¨ıdale
entrainant l’apparition de nombreuses harmoniques. On appelle ce ”bruit”
en courant le ”Narrow Band Noise” [23, 24].
Dans ce chapitre, les impurete´s ont e´te´ traite´es de manie`re macroscopique
sans regarder leurs effets locaux sur l’ODC. Ces effets peuvent eˆtre nombreux
suivant le type de de´faut rencontre´. Nous reviendront sur ce point a` la fin du
prochain chapitre afin d’interpre´ter les re´sultats expe´rimentaux obtenus sur
le compose´ NbSe3.
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Figure 3.11 – Structure cristalline de NbSe3 dans le plan perpendiculaire
aux chaines. En jaune les chaines de type I, en orange les chaines de type II
et en rouge les chaines de type III [25]).
3.3 NbSe3 sous courant
3.3.1 Description du compose´ NbSe3
Le compose´ NbSe3 fait partie d’une famille de compose´s inorganiques,
les trichalcoge´nides de me´taux de transitions. Il cristallise en une structure
rhomboe´drique de groupe d’espace P21/m (voir figure 3.11). Les parame`tres
de maille, a` T = 300 K sont les suivants : a = 10.006 A˚, b = 3.478 A˚,
c = 15.626 A˚avec l’angle β = 109.3 . Ce mate´riau se compose de chaines de
Niobium enferme´es dans des cages de Se´le´nium, ces chaines sont suivant la
direction b. On trouve trois types de chaˆınes, note´es I, II et III, qui diffe`rent
par la taille des liaisons Se-Se. Certaines liaisons sont courtes (type III),
d’autres moyennes (type I), et les autres longues (type II). L’interaction entre
les diffe´rentes chaines est faible et les e´lectrons sont de´localise´s seulement
dans la direction
−→
b . On peut ainsi conside´rer ce mate´riau comme quasi-
unidimensionnel.
La surface de Fermi de ce compose´ pre´sente des effets de nesting impor-
tants dus a` la forme quasi 1D du mate´riau. Les proprie´te´s physiques des
trois types de chaines sont diffe´rentes. Les chaines de type I pre´sentent une
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Figure 3.12 – Pics de diffractions X associe´s respectivement aux ODC Q2
et Q1 [27].
transition de type Peierls a` la tempe´rature Tp1 = 145K. Cette transition
donne naissance a` une ODC le long des chaines avec comme vecteur d’onde
de la modulation Q1 ' (0 0.241 0) qui est incommensurable avec le pas du
re´seau (c’est cette transition que nous e´tudierons par la suite). Les chaines
de type II pre´sentent elles aussi une transition de type Peierls mais a` une
tempe´rature plus faible, Tp2 = 59K. La modulation de la charge totale due
aux deux transitions est cette fois plus complique´e, le vecteur de la modula-
tion vaut Q2 ' (0.5 0.26 0.5) lui aussi incommensurable avec le re´seau. Les
chaines de type III quant a` elles, ne transitent pas. La distorsion atomique
entraine´e par les deux transitions de Peierls cre´e de nouvelles pe´riodicite´s
dans le cristal. Cette transition est donc visible en diffraction des rayons X
graˆce a` l’apparition de nouveaux pics de Bragg, appelle´s satellites, autour
des pics de Bragg initiaux. Dans le cas de NbSe3, on voit des pics en ±Q1
associe´s a` la transition des chaines de type I ainsi que des pics en ±Q2 as-
socie´s a` la transition des chaines de type II (voir figure 3.12). L’ODC dans ce
mate´riau e´tant incommensurable avec le pas du re´seau hoˆtes, elle peut eˆtre
mise en mouvement par l’application d’un champ e´lectrique [26].
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Figure 3.13 – Sche´ma du porte e´chantillon avec les contacts et le support en
saphir. La direction des chaines qui correspond e´galement a` celle du courant
applique´ lors de l’expe´rience, est repre´sente´e par la fle`che rouge. En encart
une photo de l’e´chantillon de NbSe3 et du support utilise´ pour l’expe´rience.
3.3.2 Proce´dure expe´rimentale.
Pre´paration de l’e´chantillon.
La croissance de cristaux de NbSe3 se fait sous la forme de rubans al-
longe´s dans la direction
−→
b∗ . Pour cet expe´rience, nous avons se´lectionne´ des
mono-cristaux de grande qualite´ cristalline d’e´paisseur d’environ 1.8 µm, de
largeur 50 µm et de longueur de plus de 10 mm. Ces e´chantillons ont e´te´ colle´s
avec du collodium sur un substrat de saphir pour maintenir un bon contact
thermique tout en e´tant isole´s e´lectriquement du support. Ceci permet de
faire des mesures de transport a` basse tempe´rature. L’e´chantillon a e´te´ net-
toye´ a` l’aide d’un plasma d’oxyge`ne pour ensuite de´poser deux contacts d’or
par e´vaporation et ainsi garantir des contacts de qualite´ (voir figure 3.13).
La pre´paration de ces e´chantillons a e´te´ effectue´e par A. Sinchenko.
Avant de de´buter l’expe´rience de rayons X, nous avons caracte´rise´ notre
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Figure 3.14 – Courbe de re´sistance diffe´rentielle en fonction de la
tempe´rature de l’e´chantillon utilise´e lors de l’expe´rience. Deux anomalies,
repre´sente´es par les fle`che noires, sont pre´sentes a` Tp1 = 145 K et Tp2 = 59
K signe de deux transitions me´tal isolant.
e´chantillon graˆce a` des mesures de re´sistivite´ deux points. La transition de
Peierls ouvre un gap au niveau de Fermi, cependant une deuxie`me bande
coupe le niveau de Fermi et le mate´riau reste me´tallique, on observe donc
une anomalie de la re´sistivite´ en fonction de la tempe´rature. Sur la figure
3.14 on mesure les deux remonte´s de la re´sistivite´ dus aux deux transitions
de Peierls a` Tp1 = 145 K et Tp2 = 59 K pour notre e´chantillon utilise´ durant
l’expe´rience.
Lorsqu’on applique un courant a` ce mate´riau dans la phase ODC, on ob-
serve un glissement de l’ODC. Comme nous l’avons vu pre´ce´demment, lors du
glissement, les e´lectrons condense´s dans l’ODC participent a` la conduction.
Ceci se traduit par une chute brutale de la re´sistivite´ du mate´riau lorsqu’on
de´passe le courant seuil. Nous avons ainsi mesure´ la re´sistivite´ diffe´rentielle
en fonction du courant applique´ pour avoir une ide´e du courant seuil (voir
figure 3.15). Nous avons ainsi mesure´ un courant seuil de Is = 0.8 mA a` 120
K. Durant l’expe´rience de diffraction, nous avons mesure´ une nouvelle fois
la re´sistivite´ diffe´rentielle in-situ pour confirmer le glissement de l’ODC.
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Figure 3.15 – Courbe de re´sistivite´ diffe´rentielle de l’e´chantillon e´tudie´ prise
a` 120K. On trouve le courant seuil aux alentour de IS = 0.8 mA
Qualite´ cristalline et champ seuil
Les mesures de diffraction des rayons X ont e´te´ effectue´es sur la ligne
ID10A de l’ESRF. Lors de cette expe´rience, nous avons utilise´ un faisceau
d’e´nergie E = 8.05 keV ge´ne´re´ par un ondulateur U25 et un double mono-
chromateur de Si(111). La dispersion en e´nergie ∆E
E
= 1.410−4 qui est donc
la meˆme que sur la ligne Cristal de Soleil, donne une longueur de cohe´rence
temporelle ξL ' 0.9 µm, comme nous l’avons vue dans le chapitre 1. Pour ob-
tenir un faisceau cohe´rent dans la direction transverse nous avons utilise´ deux
jeux de fentes comme de´crit dans la partie 1.3.3. Les fentes sources de´finissent
une taille de source de 200 × 200 µm2 et sont positionne´es a` D = 12 m des
sources e´chantillons. Ainsi la cohe´rence transverse au niveau de l’e´chantillon
est de ξT = 9.2 µm . Les fentes e´chantillons positionne´es a` 20 cm ont donc
e´te´ ferme´es a` 10× 10 µm afin d’avoir un taux de cohe´rence spatial d’environ
90%.
Pour simplifier l’e´tude de l’ODC dans NbSe3, nous avons travaille´ a` une
tempe´rature de 120 K. Ainsi nous avons fait transiter uniquement les chaines
de type I (voir figure 3.11) et l’ODC est coline´aire a`
−→
b de vecteur d’onde
Q1. Pour le refroidissement, l’e´chantillon a e´te´ place´ dans un cryostat a` flux
d’He´lium. Cette expe´rience a e´te´ effectue´e en transmission dans le plan hori-
zontale sur la ligne Tro¨ıka a` l’ESRF.
Avant d’analyser le satellite, on va voir le pic de Bragg (0 2 0) pour a` la fois
orienter notre e´chantillon et pour en sonder l’e´tat cristallin (voir figure 3.16
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Figure 3.16 – a) Re´flexion de Bragg (020), les fentes e´chantillon sont ferme´es
a` 20 µm(H)×50 µm(V). La largeur du pic correspond a` la taille du faisceau.
b) Scan de l’e´chantillon en position de Bragg (020). On constate de nom-
breuses variations d’intensite´ indiquant un mate´riau tre`s de´forme´ le long de
l’axe b∗. Pour la suite de l’expe´rience, nous nous sommes place´s loin des
contacts et dans une zone ou` l’intensite´ du satellite est forte.
a)). En restant sur le maximum du pic de Bragg et en translatant le faisceau
le long de l’e´chantillon, on constate que celui-ci pre´sente une tre`s grande
mosa¨ıcite´ surement due a` des contraintes fortes avec le substrat ou avec la
colle entrainant une de´formation de l’e´chantillon (voir figure 3.16 b)). Malgre´
cette mosa¨ıcite´, il est possible de trouver une zone mono-domaine. Le pic de
Bragg correspondant (voir figure 3.16 a)) posse`de une largeur a` mi-hauteur
de w = 0.031 ± 0.001 degre´ pour un ajustement du pic par une gaussienne.
En comparaison du silicium qui est un des compose´s avec la meilleure qualite´
cristalline, la largeur est bien plus grande (quelque millie`me pour le silicium).
Malgre´ cela on peut trouver des zones du cristal de bonne qualite´ et contenant
peu de de´fauts.
Apre`s avoir refroidit a` 120 K, nous avons mesure´ le satellite Q1 = (0
1.241 0) associe´ a` l’ODC. L’intensite´ du satellite comme celle du pic de Bragg
de´pend fortement de la position. Cependant nous avons trouve´ des zones de
10 × 10 µm2 propres ou` le Bragg et le satellite ont des largeurs similaires.
Dans la zones que nous avons se´lectionne´, le pic du satellite posse`de une
largeur de w = 0.025 ± 0.001 degre´s, comparable a` celle du pic de Bragg
(voir figure 3.17).
3.3.3 Diffraction cohe´rente d’une ODC sous champ e´lectrique
Nous avons ferme´ les fentes e´chantillon a` 10 × 10 µm2 pour se´lectionner
une partie cohe´rente du faisceau et sonder les de´fauts de l’ODC. Pour cela
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Figure 3.17 – Satellite de l’ODC (0 1.25 0).On a un facteur 2 d’atte´nuation
et les fentes sont ferme´es 20 µm(H)x50 µm(V).
nous avons utilise´ une came´ra CCD sensible aux rayons X de taille de pixel
23× 23 µm2 et situe´ a` une distance de D = 1.8 m. Dans ce qui suit, toutes
les mesures du satellite sont pre´sente´es avec une image a` 2 dimensions sui-
vie de deux coupes dans les directions verticale et horizontale. La direction
verticale correspond a` la direction
−→
b ∗ de l’espace re´ciproque que l’on ap-
pellera e´galement la direction longitudinale. Cette direction est paralle`le a`
l’axe des chaines qui, a` 120 K, correspond au vecteur d’onde de l’ODC (a`
cette tempe´rature seules les chaines de type I ont transite´). La direction ho-
rizontale sonde la direction
−→
t ∗ = −→a ∗ + −→c ∗ transverse au vecteur d’onde
de l’ODC. Elle correspond a` la direction la plus molle du syste`me. Avant la
mesure de chaque image une rocking curve a e´te´ effectue´e afin de se placer
au maximum de celle-ci.
En dessous du courant seuil
Sur la figure 3.18 on peut voir la mesure du satellite pour des courants
variant de 0 mA a` 0.8 mA. Rappelons que le courant seuil mesure´ sur la
figure 3.15 est de 0.8 mA. L’ODC est donc statique dans ce re´gime.
En regardant les images a` deux dimensions, on constate que le satellite
sans courant est fin et isotrope. De`s qu’un courant est applique´ a` l’e´chantillon,
meˆme tre`s faible (I = 1
4
IS), le satellite devient fortement anisotrope. On
constate l’apparition de speckle dans la direction
−→
t ∗ alors que dans la direc-
tion
−→
b ∗, la forme du satellite reste globalement inchange´e. Cette diffe´rence
forte entre les deux directions refle`te le caracte`re unidimensionnel de l’ODC.
La pre´sence de nombreuses franges d’interfe´rences est le signe de la pre´sence
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Figure 3.18 – Mesures du satellite associe´ a` l’ODC (0 1.241 0) pour des
courants variant de 0 mA (en haut) a` 0.8 mA (en bas) par pas de 0.2 mA.
La colonne de gauche correspond a` l’image a` 2 dimensions. Les colonnes
du centre et de droite correspondent respectivement a` une coupe suivant
la direction b∗ et a` une coupe suivant la direction t∗. Sur les coupes sont
pre´sente´s des ajustements gaussiens pour obtenir la largeur globale des pics.
On constate que cette largeur diminue avec le courant. Les lignes grises cor-
respondent respectivement de gauche a` droite aux positions du satellite :
au-dessus du courant seuil, sans courant et en-dessous du courant seuil.
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de nombreux de´fauts de phase dans la direction
−→
t ∗. Les ODC pre´sentent sur
les diffe´rentes chaines sont toujours statiques puisque le courant seuil n’est
pas atteint, mais elles se sont de´phase´es les unes par rapport aux autres sous
la contrainte impose´e par le courant.
Si l’on regarde attentivement les coupes dans la direction
−→
t ∗, on constate
que la largeur, qui a augmente´ lorsqu’on a applique´ du courant, diminue pro-
gressivement quand on approche du courant seuil, de meˆme que le nombre
de franges d’interfe´rence. Ceci est le signe qu’avant de commencer a` glisser,
l’ODC retrouve sa cohe´rence de phase.
L’e´largissement du pic a de´ja` e´te´ observe´ par diffraction classique des rayons
X mais jamais avec une telle pre´cision (due a` notre micro faisceau). De
plus, la cohe´rence nous permet d’affirmer que les de´fauts responsables de
cet e´largissement sont des de´fauts de phase puisque des de´fauts d’amplitude
ne donneraient pas lieu a` des franges d’interfe´rence mais seulement a` un
e´largissement du pic.
Ce phe´nome`ne de distorsion et de re´organisation avant la mise en mouvement
d’un syste`me e´lastique accroche´ a` des de´fauts re´partis ale´atoirement est bien
connu et assez ge´ne´ral [28, 29]. On appelle cela le phe´nome`ne de creep qui
est e´galement attendu pour bien d’autres syste`mes. Parmi eux, on peut ci-
ter les re´seaux de vortex dans les supraconducteurs de type II qui peuvent
eˆtre mis en mouvement [30]. Nous avons e´galement les parois de domaines
magne´tiques misent en mouvement par l’application d’un courant polarise´
en spin. Nous confirmons ici que le phe´nome`ne de ”creep” est pre´sent dans
les ODC.
Regardons maintenant ce qui se passe dans la direction
−→
b ∗ qui, rappelons-
le, correspond a` l’axe des chaines. Les coupes pre´sente´es sur la figure 3.18
montrent que la forme du satellite dans cette direction reste inchange´e. La
largeur, contrairement au cas pre´ce´dente, reste la meˆme lorsqu’on applique
du courant. Par contre on constate un de´calage du pic de δq
q0
= 3.5.10−4.
Ce de´calage vers les grands vecteurs d’onde correspond a` une contraction de
l’ODC dans l’espace re´el. Pour qu’il y ait une contraction, il faut condenser
des e´lectrons dans l’ODC. Or, comme nous le verrons dans la partie the´orie
1.7, cela n’est normalement pas possible en dessous du courant seuil.
Au-dessus du courant seuil
Sur la figure 3.19, on peut voir la mesure du satellite pour des courants
variant de 1 mA a` 1.8 mA. Rappelons que le courant seuil mesure´ sur la
figure 3.15 est de 0.8 mA. Par conse´quent ces mesures sondent l’ODC pour
des courants supe´rieurs au courant seuil. L’ODC se trouve dans le re´gime de
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glissement.
Comme en dessous du courant seuil, on observe un pic anisotrope, al-
longe´ dans la direction
−→
t ∗. Si l’on regarde attentivement les coupes dans
cette direction, on constate que les nombreux pics tre`s fins lie´s aux franges
d’interfe´rence ont disparus. Au contraire, on obtient seulement un pic tre`s
large pour I = 1 mA qui se se´pare en deux pics de largeurs diffe´rentes pour
des courants plus e´leve´s. Ces pics sont lisses et larges, ce qui tend a` pen-
ser qu’ils ne sont pas dus a` des de´phasages dans la direction
−→
t ∗ entre les
diffe´rentes ODC. En effet, le courant seuil e´tant de´passe´, l’ODC glisse le long
de la direction
−→
b ∗, ce qui a e´te´ confirme´ par les mesures in-situ de re´sistivite´.
L’ODC est donc en mouvement, les de´phasages entre les diffe´rents domaines
de l’ODC vont donc changer continument dans le temps de meˆme que l’image
de speckle. Sachant que dans le compose´ NbSe3, on estime la fre´quence de
glissement de l’ODC a` quelques MHz. Chaque image pre´sente´e ici re´sulte
d’une inte´gration sur 20 secondes. Nous moyennons donc dans le temps la
figure de speckle, ce qui a pour effet de lisser le pic de diffraction. Nous ne
sommes donc plus sensibles aux de´fauts de phase de l’ODC et ces deux pics
sont dus a` autre chose.
Il est connu qu’en surface, les e´chantillons de NbSe3 pre´sentent des marches
allonge´es dans la direction
−→
b ∗. Ces marches ont des effets importants sur
l’ODC [31, 28]. En pre´sence d’un tel de´faut de surface le vecteur d’onde de
L’ODC va tourner d’un coˆte´ de la marche alors que de l’autre coˆte´, il restera
inchange´ (voir figure 3.20). Nous sommes donc en pre´sence de deux vecteurs
d’ondes tourne´s l’un par rapport a` l’autre ce qui explique la pre´sence de
deux pics de diffraction dans la direction
−→
t ∗ dans le plan de la CCD. Ce
de´doublement du pic, duˆ a` la pre´sence d’une marche, a de´ja` e´te´ observe´ par
diffraction par A. F. Isakovic [32].
Inte´ressons-nous aux coupes dans la direction
−→
b ∗. Une fois de plus, la
forme et la largeur du satellite restent inchange´s. Par contre, la position du
satellite a` une nouvelle fois change´ au passage du seuil mais ne varie plus
ensuite. Ce dernier subit un de´calage de δq
q0
= −1.9.10−4. Ce de´placement
vers les petits angles correspond cette fois a` une dilatation de l’ODC. Cette
dilatation peut eˆtre explique´e par la conversion entre e´lectrons de conduction
et e´lectrons condense´s dans l’ODC au niveau des e´lectrodes comme nous
allons le voir dans la partie the´orique qui suit [34]. Dans cette partie, nous
reprendrons toutes les observations expe´rimentales que nous comparerons
aux the´ories existantes pour finalement effectuer des simulations des cliche´s
de diffraction obtenus.
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Figure 3.19 – Mesure du satellite associe´ a` l’ODC (0 1.241 0) au-dessus du
courant seuil, pour des courants variant de 1 mA (en haut) a` 1.8 mA (en bas)
par pas de 0.2 mA. La colonne de gauche correspond a` l’image a` 2 dimensions.
Les colonnes du centre et de droite correspondent respectivement a` une coupe
suivant la direction b∗ et a` une coupe suivant la direction t∗. Sur les coupes
sont pre´sente´s des ajustements gaussiens pour obtenir la largeur globale des
pics. Contrairement au cas en dessous du courant seuil, nous pouvons ici
ajuster le profil a` l’aide de deux gaussiennes pour des courants suffisamment
e´leve´s. Les lignes grises correspondent respectivement de gauche a` droite aux
positions du satellite : au-dessus du courant seuil, sans courant et en dessous
du courant seuil.
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Figure 3.20 – De´formation d’une ODC en pre´sence d’une marche. A gauche,
sche´ma de la surface de l’e´chantillon, a` droite, repre´sentation des plans d’onde
de l’ODC. L’ODC est de´forme´e dans la partie 1 de l’e´chantillon alors qu’elle
reste intacte dans la partie 2 [33].
3.3.4 Interpre´tation
Contraction et dilatation de l’ODC
Dans la suite, nous noterons x la direction longitudinale (pre´ce´demment
appele´
−→
b ∗), y la direction
−→
t ∗ et z la direction perpendiculaire a` la sur-
face (x, y). Nous distinguerons la densite´ d’e´lectrons condense´s dans l’ODC
note´ nc de la densite´ d’e´lectrons dit normaux (non condense´s) provenant
des bandes d’e´nergies des chaines n’ayant pas transite´es et note´e nn. Com-
menc¸ons par examiner le de´calage du pic de diffraction observe´ dans la di-
rection longitudinale. Dans NbSe3, lorsque l’on applique un courant et que
l’ODC est en mouvement (i.e. au-dessus du courant seuil) une contraction
ou une dilatation de l’ODC a de´ja` e´te´ observe´e dans des expe´riences clas-
siques de diffraction des rayons X [34]. Ce de´calage dans le re´gime de glisse-
ment de l’ODC est interpre´te´ comme e´tant duˆ a` la conversion entre e´lectrons
de conduction normaux et e´lectrons condense´s dans l’ODC. En effet cette
conversion entraˆıne une de´formation de l’ODC au niveau des e´lectrodes. On
obtient ainsi une contraction de l’ODC au niveau de la cathode et une dila-
tation au niveau de l’anode. On voit, sur la figure 3.21, ces de´formations qui
s’atte´nuent exponentiellement proche des contacts. On constate e´galement
qu’une de´formation est pre´sente loin des contacts (a` 0.4 mm de l’anode) et
que celle-ci varie line´airement avec la distance.
En supposant que l’on sonde une partie de l’e´chantillon proche de l’anode,
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Figure 3.21 – De´calage du satellite en unite´ de b∗ en pre´sence d’un cou-
rant positif (q+) (ne´gatif q−) supe´rieur au courant seuil, sur la moitie´ de
l’e´chantillon (0 < x < 2). Le bord du contact se trouve en x = 0 repre´sente´
par une ligne verticale. La ligne horizontale correspond a` la position du
satellite sans courant. Le de´calage q− est ajuste´ avec une exponentielle
de´croissante et le de´calage q+ avec une exponentielle de´croissante suivit d’une
loi line´aire [34].
on doit observer une dilatation de l’ODC qui re´sulte en un de´calage du pic
de diffraction vers les grands angles. De plus, cette de´formation ne de´pend
que de la position sur l’e´chantillon et pas du courant applique´. C’est exacte-
ment ce que l’on observe puisque au passage du courant seuil le satellite se
de´cale vers les grands angles puis reste fixe lorsque l’on continue a` augmen-
ter le courant. Un tel de´calage loin des contacts pourrait e´galement eˆtre lie´
a` la pre´sence d’un de´faut d’accrochage fort qui jouerait le roˆle d’un contact
”artificiel” comme sugge´re´ dans [35].
D’apre`s nos mesures, nous observons e´galement une contraction de l’ODC
en dessous du courant seuil. Puisque l’ODC ne bouge pas il n’y pas de conver-
sion d’e´lectrons de conduction en e´lectrons condense´s dans l’ODC comme au
dessus du seuil. Il ne devrait donc pas y avoir de changement dans la densite´
de charge nc condense´e dans l’ODC. Nous n’attendons donc aucun de´calage
puisque la variation δqc du vecteur d’onde est relie´e directement a` nc par la
relation :
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δqc(x) = ∂ϕ/∂x = pinc (3.20)
Ce que l’on peut dire, c’est que la condition d’e´lectro-neutralite´ entraine
une modification locale de la densite´ de porteur normaux nn qui suit les
variations du vecteur d’onde de l’ODC :
nn = −nc = − 1
pi
∂ϕ
∂x
(3.21)
Ce de´se´quilibre de la densite´ de porteurs normaux est difficile a` expliquer
en de´tail. Quoi qu’il en soit, l’application d’un courant e´lectrique peut ame-
ner a` de tels de´se´quilibres.
Direction transverse
Examinons maintenant les profils dans la direction transverse. A l’e´quilibre,
l’e´quation liant les de´formations e´lastiques de l’ODC au champ e´lectrique ap-
plique´ est la suivante :
e
pi
E =
~vF
2pi
(
∂2ϕ
∂x2
+ α(
∂2ϕ
∂y2
+
∂2ϕ
∂z2
)) (3.22)
Le coefficient α rend compte de l’anisotropie des constantes e´lastiques
du mate´riau. Comme nous l’avons remarque´ dans la partie expe´rimentale, le
speckle pre´sent en dessous du courant seuil est duˆ au phe´nome`ne de ”creep”.
Ce dernier est la conse´quence de la pre´sence de de´fauts sur lesquels s’ac-
croche l’ODC. Ces de´fauts ne sont pas re´partis de manie`re homoge`ne dans le
mate´riau et leurs forces d’accrochages diffe`rent. Ceci entraine la pre´sence de
plusieurs domaines de l’ODC ayant des champs seuil diffe´rents. Lorsque l’on
augmente le courant, de plus en plus de domaines tendent a` se mettre en mou-
vement ce qui de´forme le front d’onde. Supposons que ces de´formations sont
constantes dans la direction z, nous pouvons ainsi ne´gliger le terme ∂2ϕ/∂z2
de l’e´quation 3.22. De plus, la longueur de corre´lation est bien plus grande
suivant x que suivant y. Preuve en est de la largeur des profils plus petite
(corre´lation plus grande) suivant x que suivant y 3.18 . Finalement l’effet
principal du champ e´lectrique sur l’ODC se fait ressentir dans la direction y.
L’e´quation 3.22 se simplifie en :
e
pi
E =
~vFα
2pi
∂2ϕ
∂y2
. (3.23)
Supposons que sur certaines chaines y = dn, l’ODC soit fortement ac-
croche´e par de nombreux de´fauts. La phase de ces chaines ϕn sera donc fixe,
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l’accrochage aux de´fauts brisant l’invariance par translation de l’ODC sui-
vant x. Ainsi cette phase qui conserve la meˆme valeur que sans courant, peut
eˆtre prise arbitrairement e´gale a` 0 pour faciliter les calculs. On se´pare ainsi
l’ODC en plusieurs domaines se´pare´s par des chaines fortement accroche´es
(dn−1, dn) pour lesquels la phase vaut φ(dn) = φ(dn−1) = 0 . Ainsi la solution
de l’e´quation (3.23) pour y ∈ [dn−1, dn] s’e´crit :
ϕ =
2eE
α~vF
(y − dn)(y − dn+1) (3.24)
Au-dessus du courant seuil nous observons la pre´sence de deux pics non
syme´triques, lisses et larges qui ne sont pas dus a` des effets d’interfe´rence.
L’un des deux pics reste sur la position initiale du satellite sans courant alors
que le deuxie`me est de´cale´. Lorsque l’on augmente le courant, la position et
la largeur de ces deux pics restent inchange´s.
Il est plus facile de de´caler le pic dans la direction longitudinale comme nous
l’avons vu pre´ce´demment que dans la direction transverse. Pour ce faire nous
devons introduire un de´faut important le long de la direction x qui brise
la parite´ entre y et −y. Nous devons ainsi avoir la contribution de deux
domaines : l’un proche du de´faut et l’autre dans le volume de l’e´chantillon.
La pre´sence d’une marche en surface de l’e´chantillon allonge´ dans la direction
des chaines peut expliquer ce double pic en jouant le roˆle d’un de´faut qui
briserai la parite´ dans la direction y. En effet le bord de la marche est une
importante perturbation pour l’ODC dont les chaines ne posse`dent pas de
voisin d’un coˆte´. Ceci a pour effet de cre´er un nouveau potentiel affectant
l’ODC la composante ky du vecteur d’onde de l’ODC varie donc de 0 dans
le volume a` ky0 au niveau de la marche. La direction du vecteur d’onde de
l’ODC tourne dans le plan (x,y), ce qui est en accord avec des mesures de
topographie de rayons X mene´es par Y. Li [28].
Nous avons effectue´ des simulations de l’espace re´el et les figures de diffraction
correspondantes (voir figure 3.22 ). Dans ces simulations nous prenons en
compte le phe´nome`ne de creep avec l’e´quation 3.24 pour laquelle nous avons
de´fini 3 domaines diffe´rents. Nous prenons e´galement en compte la pre´sence
d’une marche le long de x en position y = 0. Les simulations reproduisent
correctement nos observations expe´rimentales (voir figure 3.22 ).
3.3.5 Conclusion
Nous avons sonde´, graˆce a` cette expe´rience de diffraction cohe´rente des
rayons X, le comportement d’une ODC sous l’application d’un courant. Plus
pre´cise´ment, nous avons pu voir l’influence des de´fauts sur les de´formations
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Figure 3.22 – Simulations repre´sentant l’espace re´el et re´ciproque de l’ODC.
Les deux colonnes repre´sentent de gauche a` droite les cas en dessous du cou-
rant seuil et au-dessus du courant seuil. Sur chaque colonne sont repre´sente´s
de haut en bas l’espace re´ciproque suivit des coupes longitudinales et trans-
verses et finalement l’espace re´el.
3.4 Le Bronze Bleu sous courant. 78
de l’ODC, dans les directions transverse et longitudinale, que ce soit en des-
sous comme au dessus du courant seuil.
En-dessous du courant seuil, nous avons pu confirmer la pre´sence de creep
avant la mise en mouvement de l’ODC et la re´duction du nombre de de´fauts
a` l’approche du courant seuil lorsque l’ODC se re´organise. La diffraction
cohe´rente permet d’eˆtre suˆr de la pre´sence de de´fauts de phase et non d’am-
plitude.
Au-dessus du seuil, nous avons sonde´ l’effet de la pre´sence d’une marche en
surface, ce qui est courant dans les compose´s NbSe3. Nous avons e´galement
vu, graˆce a` la tre`s grande re´solution de notre micro-faisceau, un effet de la
conversion de courant au niveau des e´lectrodes.
Contrairement a` certaines expe´riences [29] nous ne voyons aucun re´tre´cissement
dans la direction longitudinale lorsque nous augmentons le courant (ce qui
correspondrait a` une augmentation des corre´lations longitudinales). Ceci dit
ces effets vue par R. Danneau [29], n’arrivent que pour des courants impor-
tants (I > 3IS) or, a` cause d’un manque de temps, nous n’avons pas pu
exce´der des courants d’environ I = 2IS.
La grande force de cette expe´rience est de pouvoir re´soudre simultane´ment
les diffe´rents effets lie´s au contact, aux de´fauts cristallins, et aux de´fauts de
surface dans les re´gimes statiques et de glissement de l’ODC. Et ainsi d’avoir
un point de vue ge´ne´ral sur la physique du glissement des ODC.
3.4 Le Bronze Bleu sous courant.
3.4.1 Introduction
Dans notre e´tude de NbSe3 nous avons utilise´ la diffraction cohe´rente
des rayons X pour sonder ce compose´. Or les rayons X sont sensibles a` la
densite´ e´lectronique des e´lectrons de cœurs des atomes du re´seau qui est bien
plus importante que celle des e´lectrons condense´s dans l’ODC. Bien suˆr la
nouvelle pe´riodicite´ du re´seau en 2kF est directement lie´e a` l’ODC mais nous
ne sondons pas directement les e´lectrons condense´s. Nous sommes en train
de mettre en place une expe´rience durant laquelle nous pourrions sonder en
meˆme temps les atomes du re´seau en diffraction X et les e´lectrons condense´s
dans l’ODC graˆce a` des mesures de transport.
Nous avons vu pre´ce´demment que le glissement d’une ODC s’accompagne de
l’excitation d’un phason du re´seau cristallin. S’il est cohe´rent dans tout le
mate´riau (toutes les chaines vibrent en phase), ce phason peut eˆtre visible en
diffraction X re´solue en temps par la variation de l’intensite´ du pic de Bragg
associe´ a` la surmodulation de la fre´quence de vibration du phason. De plus en
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transport nous pouvons avoir acce`s a` la fre´quence de glissement des e´lectrons
qui est corre´le´e au phason du re´seau cristallin. Nous voulons donc corre´ler les
mesures de diffraction des rayons X et de transport. Ceci ne´cessite de faire
des mesures de transport fines en meˆme temps que la diffraction des rayons
X en synchrotron.
Ce projet a donc demande´ de nombreuses pre´parations. Lors des expe´riences
de transport nous devrons mesurer des tensions de l’ordre de la dizaine
de micro-volt, ce qui ne´cessite de s’affranchir de tout signal parasite. Lors
d’expe´rience test nous avons tente´ d’effectuer nos mesures de transports sur
la ligne Cristal de Soleil. Cependant, l’ensemble du diffractome`tre et du cryo-
stat dans lequel est place´ l’e´chantillon, agit comme une antenne et capte de
nombreux signaux e´lectromagne´tiques parasites, ce qui rend impossible les
mesures e´lectrique de bruit. Afin de s’affranchir de ce proble`me, nous avons duˆ
modifier le cryostat pour de´coupler la masse de l’e´chantillon de celle du cryo-
stat et ainsi isoler notre syste`me. De plus, pour e´viter tout phe´nome`ne d’in-
duction, les 4 fils utilise´s pour les mesures de re´sistivite´ sont tresse´s avec un
fils de masse. Ainsi nous pre´voyons d’effectuer correctement des mesures de
transport directement dans le diffractome`tre. L’expe´rience finale est pre´vue
en fin d’anne´e 2012.
Je ne pourrais pre´senter ici que les expe´riences de transport pre´liminaires
que nous avons effectue´es au Laboratoire de Physique des Solides.
Nous avons choisi de travailler sur le compose´ K0.3MoO3 plutoˆt que NbSe3
car les fre´quences de glissement de l’ODC ainsi que la fre´quence du phason,
sont plus faibles (< 1GHz). Le phason est alors plus facilement accessible en
diffraction X.
3.4.2 Description du compose´ K0.3MoO3
Le bronze bleu de Molybde`neK0.3MoO3, que nous appellerons par la suite
bronze bleu, a une structure monoclinique, de groupe d’espace C2/m, avec 20
mole´cules par maille [36]. La structure a e´te´ re´solue en 1966 par Graham et
Wadsley [37]. Le bronze bleu est compose´ de 10 octae`dres de MoO6 qui sont
empile´s pour former des chaˆınes suivant la direction
−→
b , le contact se faisant
par les sommets des octae`dres (voir figure 3.23). Dans chaque regroupement,
il existe trois sites cristallographiquement diffe´rents pour le Molybde`ne, que
l’on note Mo(1), Mo(2) et Mo(3), et seuls les octae`dres Mo(2) et Mo(3) par-
tagent leurs sommets le long des chaˆınes. Par ailleurs, seules les orbitales
des atomes Mo(2) et Mo(3) contribuent aux deux bandes de conduction du
bronze bleu. Les atomes de Potassium ce`dent 3 e´lectrons ce qui correspond a`
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Figure 3.23 – Structure du bronze bleu. A` gauche : repre´sentation des
chaˆınes suivant la direction b, compose´es de l’empilement de clusters forme´s
de dix octae`dres de MoO6. Les octae`dres blanc, bleu fonce´ et bleu clair
correspondent respectivement aux sites Mo(1), Mo(2) et Mo(3). A` droite :
repre´sentation dans le plan (a, c). La maille monoclinique est repre´sente´e en
pointille´s rouges [1].
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Figure 3.24 – Parame`tres de maille du bronze bleu dans l’espace re´el et
re´ciproque a` tempe´rature et pression ambiante [1].
un remplissage de ces deux bandes d’environ 3/4. Dans le plan perpendicu-
laire a`
−→
b , les chaˆınes sont en contact les unes avec les autres par le sommet
des octae`dres dans la direction −→a + 2−→c , formant des plans de chaˆınes. Dans
la direction perpendiculaire a` −→a + 2−→c (correspondant a` la direction 2−→a ∗ -−→c ∗ en utilisant les notations de l’espace re´ciproque), les chaˆınes ne sont pas
en contact, mais sont se´pare´es par les donneurs d’e´lectrons K. Le tenseur
de conductivite´ est donne´ par σb = 3.10
2 Ω−1cm−1, σ2a−c = 10 Ω−1cm−1
et σ2a+c = 0.5 Ω
−1cm−1 [38]. Le bronze bleu est donc fortement anisotrope,
beaucoup plus conducteur suivant l’axe des chaines
−→
b . La maille monocli-
nique est repre´sente´e sur la figure 3.23, et les parame`tres de maille a` 100 K
sont donne´s sur la figure 3.24. Dans ce tableau sont e´galement donne´s les
parame`tres du re´seau re´ciproque de la maille monoclinique du bronze bleu,
ainsi que la valeur de a∗ et c∗ souvent utile dans les calculs nume´riques.
Le bronze bleu subit une transition de Peierls a` TP = 183 K, passant
d’un e´tat me´tallique pour T > TP a` un e´tat isolant pour T < TP . Par
ailleurs, un amollissement de phonon est mesure´ lorsqu’on s’approche de
cette tempe´rature. La figure 3.25 repre´sente la dispersion de branches de
phonons de basse fre´quence, sur laquelle on peut voir un amollissement de
phonon pre´curseur de l’anomalie de Kohn, de´ja` pre´sent a` 230 K, signe de la
proximite´ de la transition de Peierls.
En diffraction des rayons X lorsque l’on passe la transition, des re´flexions
satellites sont pre´sentes, signe que la transition a eu lieu dans tout l’e´chantillon,
avec des longueurs de corre´lations tendant vers la taille de l’e´chantillon. Ces
re´flexions apparaissent avec des vecteurs re´duits −→q c = (0.5,±−→q b, 0.5) a` par-
tir des re´flexions de Bragg [40]. Pour prendre en compte l’aspect tridimen-
sionnel du couplage et faire apparaˆıtre explicitement le vecteur d’onde 2kF
de l’ODC, il est plus judicieux de de´finir le vecteur d’onde des re´flexions as-
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Figure 3.25 – Spectre de phonon de basse fre´quence dans le bronze bleu.
Un amollissement de phonon, pre´curseur de l’anomalie de Kohn, apparaˆıt
clairement a` 230 K (fle`che) pour un vecteur d’onde 2kF = 0.748b
∗ [39].
socie´es a` l’ODC par −→q c = (1, 1 ± −→q b, 0.5), ou` 2kF = 1 − qb. Ces satellites
apparaissent a` des positions telles que 2kF ' 0.748 b∗, qui est une position
incommensurable proche de 0.75 b∗. La valeur du vecteur d’onde de l’ODC
est difficile a` relier au remplissage de bande dans le bronze bleu. En effet
deux bandes coupent le niveau de Fermi. La premie`re est remplie a` 95% et la
deuxie`me a` 50%. En moyenne le taux de remplissage est donc de l’ordre de
75%, ce qui explique la valeur du vecteur d’onde de l’ODC dans ce compose´.
3.4.3 Mesures de transport
Dans le cadre d’une collaboration avec J. Gabelli du laboratoire de phy-
sique des solides nous avons effectue´ de nombreuses mesures de transport.
Nous avons commence´ par caracte´riser notre e´chantillon dont la photo est
pre´sente´e figure 3.27. Pour cela, nous avons besoin de de´terminer la re´sistance
en dessous de la transition et le courant seuil ne´cessaire pour faire glisser
l’ODC. Pour affiner nos mesures nous avons utilise´ un montage 4 points qui
permet de s’affranchir des re´sistances des fils (note´es Rfisur le sche´ma 3.26)
amenant le courant et des re´sistances contacts (note´es Rcisur le sche´ma 3.26)
qui faussent la mesure de la re´sistance de notre e´chantillon. Le principe de
cette mesure est illustre´ sur la figure 3.26. Un courant important est injecte´
par les contacts exte´rieurs et la mesure de la re´sistance se fait a` l’aide d’un
courant tre`s faible circulant dans l’appareil de mesure qui lui est branche´
sur les contacts inte´rieurs. Les formules de la figure 3.26 montrent que dans
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Figure 3.26 – Illustration de la diffe´rence entre un montage 2 points et un
montage 4 points. Le courant de mesure δi est faible devant le courant I [1].
le cas d’une mesure 4 points les re´sistances de fils et de contacts ne sont
pas prises en compte. Ainsi, nous mesurons seulement la re´sistance de notre
e´chantillon.
Lors de la mesure de cette re´sistance, il faut e´galement faire attention
a` ne pas mettre l’ODC en mouvement avec le courant servant a` mesurer
la re´sistance. Pour cela nous avons applique´ un courant entre 1 et 10 µA
pour effectuer la mesure (le courant seuil e´tant de l”ordre de 0.1 mA. Le
signal a` mesurer est donc tre`s faible. Pour de´coupler le signal venant de
notre e´chantillon des signaux parasites, nous avons utilise´ une de´tection syn-
chrone. Cet instrument envoie un courant alternatif de basse fre´quence qui
sert a` la fois de courant de mesure et de re´fe´rence. La tension mesure´e est
multiplie´e par cette re´fe´rence. Ceci permet de se´lectionner le signal venant
de l’e´chantillon par rapport a` des signaux parasites.
En polarisant l’e´chantillon a` l’aide d’une source de tension et de la de´tection
synchrone nous avons acce`s a` dV
dI
(voir insert figure 3.28). La mesure de la
re´sistance diffe´rentielle est pre´sente´e sur la figure 3.28. Le courant seuil ainsi
mesure´ est de 0.2 mA. La re´sistance pour des courants infe´rieurs au seuil est
hyste´re´tique. Lors de monte´es et descentes successives en courant, on constate
que la re´sistance augmente a` chaque cycle de courant jusqu’a` se stabiliser.
Cet effet est duˆ a` la pre´sence de nombreux e´tats me´tastables proches en
e´nergie, l’ODC pouvant s’accrocher de diffe´rentes manie`res aux de´fauts. On
constate aussi la pre´sence d’une re´sonance juste avant le courant seuil. Cette
re´sonance n’a toujours pas trouve´ d’explication.
Nous avons vu pre´ce´demment que l’exce`s de courant apporte´ par le glis-
sement d’une ODC suit la relation 3.18 pour des courants importants. Afin
d’extraire le courant lie´ a` l’ODC nous avons mesure´ la caracte´ristique courant
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Figure 3.27 – Photo de l’e´chantillon de bronze bleu utilise´ pour les mesures
de transport. On voit les quatre contacts en or pour les mesures quatre points
Figure 3.28 – Re´sistance diffe´rentielle en fonction du courant applique´ a`
l’e´chantillon. Sont superpose´es diffe´rentes mesures lors de monte´ en cou-
rant(en bleu) et de descente en courant(en rouge). Un phe´nome`ne d’hyste´re´sis
est visible.
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Figure 3.29 – Caracte´ristique courant/tension de notre e´chantillon de
bronze bleu. On voit le de´crochement lie´ au glissement de l’ODC de´finissant
le courant seuil.
tension pre´sente´e en figure 3.29. Le courant lie´ a` l’ODC note´ jODC repre´sente
l’e´cart a` la loi d’Ohm (lie´ aux e´lectrons condense´s). Cet exce`s de courant est
compare´ a` la the´orie sur la figure 3.30.
On constate sur la figure 3.29 la pre´sence de deux de´crochements. La
pre´sence de deux courants seuils a de´ja` e´te´ observe´ dans certains mate´riaux et
vient du de´crochement successif de deux domaines macroscopiques de l’ODC.
Nous avons pour l’instant mesure´ le courant moyen porte´ par l’ODC mais
si l’on regarde le courant au cours du temps on constate que celui-ci fluc-
tue. Ces fluctuations e´lectroniques sont souvent appele´es du bruit et sont
geˆnantes pour la plupart des expe´riences. En re´alite´ ces fluctuations, sont le
reflet des me´canismes du transport e´lectrique. L’e´tude du bruit peut donc
permettre d’acce´der a` de nouvelles informations sur la physique des conduc-
teurs. La premie`re donne´e que nous pouvons extraire, a` l’aide d’un analyseur
de spectre, est la distribution en fre´quence de la puissance de bruit. Sur le
spectre pre´sente´ sur la figure 3.31 on constate l’apparition de pics dans le
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Figure 3.30 – Exce`s de courant apporte´ par le glissement de l’ODC compare´
a` la the´orie.
re´gime de glissement pour des fre´quences bien de´termine´s, c’est ce que l’on
appelle le Narrow Band Noise (NBN). On peut de´finir une fre´quence fonda-
mentale a` basse fre´quence suivit d’une harmonique, indique´ par les fle`ches
noires sur la figure 3.31. Ce NBN est duˆ au glissement a` vitesse vg constante
de l’ODC :
ρ = ρ0 cos(
kF
2
vgt) (3.25)
f0 =
kfvg
4pi
(3.26)
La pre´sence d’harmonique est due a` la de´formation de l’ODC au niveau
des contacts qui rend l’ODC non-sinuso¨ıdale. Un bruit en f−α (avec α > 1/2),
appele´ Broad Band Noise, dont on peut s’affranchir en le soustrayant, est
e´galement pre´sent [41]. Ce bruit est duˆ a` la pre´sence d’impurete´s ou de de´fauts
macroscopiques tels que des joints de grain ou des fissures dans l’e´chantillon.
Nous avons ensuite enregistre´ une se´rie de spectre pour diffe´rents courants.
Ces spectres ont e´te´ trace´s sur une image 2D pre´sente´e figure 3.32. On voit
clairement la fondamentale et les harmoniques qui apparaissent apre`s le cou-
rant seuil (souligne´s par les fle`che bleues sur l’image 3.32). Ces fre´quences
sont lie´es a` la vitesse de glissement de l’ODC et vont donc se de´caler vers
les hautes fre´quences lorsque nous augmentons le courant. On voit e´galement
l’apparition de pics dans les basses fre´quences pour des courants important
(fle`che rouge sur l’image 3.32). Nous n’arrivons toujours pas a` expliquer ces
basses fre´quences.
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Figure 3.31 – Spectre du courant pour un courant applique´ supe´rieur au
courant seuil. La pre´sence de deux pics en fre´quence est indique´ par les fle`ches
noires
Figure 3.32 – Ensemble des spectres regroupe´s sur une meˆme figure apre`s
soustraction du bruit en 1/fα. l’ordonne´e repre´sente le courant applique´ a`
l’e´chantillon, l’abscisse repre´sente la fre´quence. Le code couleur repre´sente
la puissance en dB. Les fle`ches bleues indiquent les pics en fre´quence dus
au glissement de l’ODC la fle`che rouge montre l’apparition d’un pic a` basse
fre´quence.
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Nous pouvons aller plus loin dans l’e´tude de ces fluctuations de courant
en e´tudiant la distribution de probabilite´ P (i) mesure´e pendant un intervalle
de temps ∆t [42, 43]. Une telle distribution est entie`rement de´termine´e par
ces moments, donne´s pour un moment d’ordre n > 1 par la relation :
< δin >t=< (i(t)− I)n >t (3.27)
ou` I =< i(t) >, la valeur moyenne du courant est de´finie comme le
moment d’ordre 1. Le moment d’ordre 2 correspond a` la variance de la dis-
tribution. Ces moments d’ordre 1 et 2 ont e´te´ largement e´tudie´s dans toutes
sortes de mate´riaux. Par contre, les moments d’ordres supe´rieurs sont peu
e´tudie´s. En effet, la bande passante finie de la chaˆıne de de´tection, modi-
fie la distribution de probabilite´ mesure´e. Celle-ci tend vers une gaussienne
en vertu du the´ore`me de la limite centrale et rend la mesure des moments
d’ordre supe´rieur de´licate. Le temps se´parant le passage de deux e´lectrons
est de l’ordre de e
I
' 10−13 s. Ainsi, lors d’une mesure de courant avec une
chaine de de´tection de bande passante ∆f ' 106Hz, nous enregistrons de
nombreux passages d’e´lectrons, l’e´cart a` la gaussienne de la distribution me-
sure´e est donc tre`s faible. Pour mesurer cette distribution, nous avons utilise´
une carte d’acquisition pouvant faire des mesures a` haute fre´quence et re´pe´ter
de nombreuses fois la mesure. Nous avons ainsi mesure´ la distribution P(i)
pour diffe´rents courants applique´s a` l’ODC. De cette distribution de courant
nous pouvons extraire les moments d’ordre 2 et 3 en fonction du courant
applique´ qui sont pre´sente´s figure 3.33 et 3.34.
Le moment d’ordre 2 commence a` augmenter lorsque le courant seuil
est de´passe´ (ce qui est logique puisque l’amplitude des oscillations de cou-
rant est duˆ au glissement de l’ODC). A partir de 0.4 mA, le comportement
du moment d’ordre 2 devient complique´. Le moment d’ordre 3 quant a` lui,
reste nul jusqu’a` 0, 4 mA. La distribution P(I) est donc syme´trique. Au-
dela` de 0.4 mA, le moment d’ordre 3 diminue puis re´-augmente et change
de signe, il continue ensuite a` augmenter line´airement. Ce changement de
signe indique une inversion de la dissyme´trie de la distribution de probabi-
lite´. L’interpre´tation the´orique de ces moments demande une e´tude appro-
fondie. Des expe´riences supple´mentaires doivent eˆtre mene´es sur diffe´rents
e´chantillons pour voir si ces effets sont de´pendants de l’e´chantillon, auquel
cas l’interpre´tation the´orique risque d’eˆtre difficile.
3.4.4 Discussion
Ces mesures de transport ont permis de pre´parer l’e´chantillon pour les
expe´riences de diffraction cohe´rentes. La premie`re e´tape de ces mesures sera
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Figure 3.33 – Moment d’ordre 2 de la distribution de courant P(I). Ce
dernier commence a` augmenter lorsqu’on de´passe le courant seuil marque´
par la fle`che rouge sur le graphique.
Figure 3.34 – Moment d’ordre 3 de la distribution de courant P(I). On
observe un changement de signe du moment d’ordre 3 pour un courant de
0.7 mA.
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de corre´ler in-situ les fre´quences que nous voyons apparaitre en transport sur
la figure 3.32 aux variations d’intensite´ du pic de Bragg associe´ a` l’ODC.
Ceci permettra de corre´ler les mouvements du re´seau a` celui des e´lectrons
condense´s dans l’ODC. Le deuxie`me aspect inte´ressant est l’e´tude des fluctua-
tions a` basses fre´quences qui apparaissent a` haut courant (voir figure 3.32).
Ces basses fre´quences pourraient correspondre a` une nouvelle pe´riodicite´
de l’ODC de grande longueur d’onde. Or sur des expe´riences de diffraction
cohe´rente mene´es par Vincent Jacques [44] on peut voir l’apparition de pics
supple´mentaires autour des satellites de l’ODC dans la direction de glisse-
ment pour des courants importants. Ces pics supple´mentaires correspondent
a` une nouvelle pe´riodicite´ 1000 fois supe´rieure a` la pe´riodicite´ de l’ODC.
Les basses fre´quences que nous voyons en transport correspondraient, elles,
a` une pe´riodicite´ seulement 100 fois plus grande que la pe´riode initiale de
l’ODC. Ces mesures ont e´te´ effectue´es sur des e´chantillons diffe´rents ce qui
peux expliquer cet e´cart. Il serait donc inte´ressant de voir l’apparition de ces
pics de diffraction en meˆme temps que le signal basse fre´quence en transport.
Finalement, sans parler de corre´lation entre transport et diffraction, il fau-
drait pousser plus loin l’e´tude des moments de la distribution des fluctuations
d’intensite´ pour essayer de comprendre les me´canismes lie´s au glissement de
l’ODC.
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4.1 Introduction
La divergence de la susceptibilite´ que nous avons vue au paragraphe 3.2.1
peut eˆtre a` l’origine de diffe´rentes instabilite´s et peut conduire a` autre chose
qu’une transition de type ODC. Dans le cas ge´ne´ral, la re´ponse de la densite´
e´lectronique ρind a` un potentiel exte´rieur φext induit elle-meˆme un potentiel
φind. Dans le cadre de la re´ponse line´aire et en supposant que φind = −gρind
(ou` g est une constante de couplage), on obtient la relation :
ρind(q, T ) = χ(q, T )φ = χ(q, T )(φext + φind) (4.1)
ρind(q, T ) =
χ(q, T )φext
1 + gχ(q, T )
(4.2)
Cette densite´ est instable si g < 0, lorsque le de´nominateur s’annule :
1 + gχ(q, T ) = 0 (4.3)
Ainsi en utilisant la susceptibilite´ du gaz unidimensionnel calcule´e au
paragraphe 3.2.1 (voir e´quation 3.2) on obtient la tempe´rature de transition
dans le cadre du champ moyen :
kBT
MF = 1.14F exp
( −1
gn(F )
)
(4.4)
ou` n(F ) est la densite´ d’e´tat au niveau de Fermi. L’e´tat fondamental
a` T = 0 peut eˆtre forme´ de paires e´lectron/e´lectron (note´ e− − e−) ou
e´lectron/trou (note´ e− − t). Cet e´tat de´pendra de la nature du couplage g,
qui peut coupler des e´tats de moment q = 0 ou q = 2kF via une interaction
e´lectron/phonon ou e´lectron/e´lectron. On peut obtenir 4 e´tats fondamentaux
diffe´rents re´sume´s dans le tableau suivant :
appariement spin total moment total
Supraconductivite´ singulet e− − e− 0 0
Supraconductivite´ triplet e− − e− 1 0
Onde de densite´ de charge e− − t 0 2kF
Onde de densite´ de spin e− − t 1 2kF
Par exemple comme nous l’avons vu au chapitre pre´ce´dent les ODC se
de´veloppent via une interaction e´lectron phonon qui couple des e´tats en ±kF
entrainant l’e´tablissement d’un e´tat de moment total q = 2kF . Ces 4 e´tats
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fondamentaux sont tre`s diffe´rents et parfois antagonistes comme pour la su-
praconductivite´ et les Ondes de Densite´ de Spin (ODS). Malgre´ tout on peut
trouver, dans certains mate´riaux, une phase ou` coexistent ces diffe´rents e´tats.
L’e´tude de ces phases de coexistence a retrouve´ un inte´reˆt important avec
les supraconducteurs a` haute tempe´rature critique. En effet, ces mate´riaux
pre´sentent parfois la coexistence d’un parame`tre d’ordre supraconducteur
avec un parame`tre d’ordre d’ODS. Ceci a pousse´ certains chercheurs a` e´tudier
(ou re´e´tudier) des mate´riaux posse´dant une phase de coexistence comme celle
des supraconducteurs non conventionnel. Dans la suite nous e´tudierons le cas
de trois compose´s posse´dant des phases de coexistence.
Le premier est le Chrome dans lequel coexistent une ODS et une ODC. Ce
compose´ est surprenant puisqu’il est entie`rement tridimensionnel mais qu’il
posse`de des transitions de type Peierls qui ne sont cense´es exister qu’a` basse
dimension. Nous e´tudierons donc l’effet de l’ODS sur l’ODC dans ce com-
pose´.
Nous e´tudierons ensuite le mate´riau NbSe2. Conside´re´ comme quasi-bidimen-
sionnel, nous observons dans ce compose´ la coexistence entre une phase su-
praconductrice et une phase ODC.
Il est important de noter que toutes les expe´riences pre´sente´es dans ce cha-
pitre sont encore pre´liminaires.
4.2 Le Chrome : coexistence d’ondes de den-
site´ de charge et de spin
4.2.1 Les Ondes de densite´ de spin
Les Ondes de densite´ de spin (ODS) sont l’e´quivalent des ODC pour le
magne´tisme. Cette transition est due a` une interaction e´lectron/e´lectron et
peut eˆtre de´crite par un Hamiltonnien de Hubbard a` une dimension [14]
H =
∑
k ka
+
k,σak,σ +
U
N
∑
q,σ nq,σn−q,−σ
nq,σ =
∑
k a
+
k,σak+q,σ
(4.5)
ou` U est l’interaction e´lectron/e´lectron. Nous ne prenons pas en compte
ici l’interaction e´lectron/phonon qui tendrait a` favoriser l’apparition d’une
ODC. L’interaction entre e´lectron de spins oppose´s entraine une re´ponse
importante du gaz d’e´lectron a` un champ magne´tique. La divergence de la
susceptibilite´ donne lieu en champ moyen a` une tempe´rature de transition
donne´e par une relation analogue a` celle des ODC (voir introduction) :
4.2 Le Chrome : coexistence d’ondes de densite´ de charge et de
spin 94
kBT
MF
ODS = 1.14F e
1
λe (4.6)
ou` λe = Un(F ) est la constante de couplage e´lectron/e´lectron adimen-
sionne´e. En dessous de la tempe´rature de transition, une modulation statique
de la densite´ de spin < S(x) > se de´veloppe :
< S(x) >= 2|S|cos(2kFx+ φ) (4.7)
Le parame`tre d’ordre est donne´ ici par la densite´ de spin :
∆ = ∆eiφ = US (4.8)
Cette densite´ de spin est nulle au-dessus de TMFODS et croˆıt au passage de
la transition lorsque les e´lectrons de spin oppose´ se se´parent. Comme pour
les ODC, nous pouvons diagonaliser le Hamiltonien 4.5 et obtenir la meˆme
relation de dispersion que pour les ODC (voir equation 3.11). Cette transition
s’accompagne donc e´galement de l’ouverture d’un gap a` 2kF .
4.2.2 Diffraction magne´tique
Les re´seaux magne´tiques comme les ODS sont en ge´ne´ral sonde´s par dif-
fraction de neutron (le spin de ces derniers e´tant tre`s sensible au magne´tisme)
mais nous pouvons e´galement e´tudier le magne´tisme a` l’aide de rayons X po-
larise´s [45]. L’intensite´ est beaucoup plus faible que celle obtenue a` l’aide de
neutron mais la re´solution angulaire est bien meilleure et la taille des fais-
ceaux plus petite. Ceci permet une e´tude fine de l’e´volution des largeurs et
des positions des pics de Bragg. De plus, en rayons X, nous pouvons obtenir
un faisceau spatialement cohe´rent ce qui n’est pas le cas des faisceaux de
neutron, ouvrant ainsi de nouvelles possibilite´s dans l’e´tude des structures
magne´tiques.
La diffusion magne´tique des rayons X de´pend en partie du changement de
polarisation entre faisceau incident et faisceau diffuse´. En supposant que nous
somme dans le vide, les vecteurs polarisations sont contenus dans les plans
perpendiculaires aux faisceaux incident et diffuse´. Le vecteur polarisation
peut s’e´crire en fonction de deux composantes. Une composante pi dans le
plan de diffraction (ki, kf ) et une composante σ perpendiculaire au plan de
diffraction. Dans les synchrotrons, la polarisation d’un faisceau de rayons
X sortant d’un onduleur est rectiligne et situe´ dans le plan de l’orbite des
e´lectrons. Ainsi, lors d’une expe´rience dont le plan de diffraction est horizon-
tale, nous avons un faisceau incident de polarisation pi. Nous pouvons avoir
une diffusion avec ou sans changement de polarisation du faisceau. Dans
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notre cas, l’amplitude diffuse´e ne contient que deux contributions note´ Mpi,pi
et Mpi,σ [46]. L’amplitude diffuse´e s’e´crit :
A(θ) = −i~ωr0
mc2
(Mpi,pi +Mpi,σ) (4.9)
ou` les contributions Mpi,pi et Mpi,σ s’e´crivent en fonction de l’angle θ de
diffraction et d’une combinaison line´aire des moments orbitaux (Lx, Ly et
Lz) et de spins (Sx, Sy et Sz) de l’atome conside´re´ :
Mpi,pi = sin(2θ) [2sin
2(θ)Ly + Sy]
Mpi,σ = −2sin2(θ) [cos(θ)(Lx + Sx)− sin(θ)Sz] (4.10)
Nous pouvons ainsi e´tudier des re´seaux magne´tiques a` l’aide de la diffrac-
tion des rayons X. Il faut cependant garder a` l’esprit que l’intensite´ est bien
plus faible que pour la diffusion par l’onde de densite´ de charge. Le rapport
d’intensite´ est de l’ordre :(
Amagnetique
Acharge
)2
=
(
~ω
mc2
)2
Nm
N
fm
fc
(4.11)
ou` fm et fc sont les facteurs de forme, respectivement, magne´tique et
de charge. Nm est le nombre d’e´lectrons non apparie´s et N le nombre total
d’e´lectrons par atome. Ce rapport est d’environ 10−6 pour le fer. Si l’on
compare a` l’intensite´ d’un satellite lie´ a` une ODC le rapport est de l’ordre
de 10−3. Ceci rend la diffraction magne´tique non re´sonante des rayons X
complique´e [47, 45, 48].
4.2.3 Description du compose´
Le chrome cristallise en une structure cubique centre´ de parame`tre de
maille a∗ = 2.88A˚. En diffraction cette structure entraine des extinctions
pour h + k + l = 2n + 1 qui se superposeront aux structures magne´tique
comme nous allons le voir. Malgre´ la simplicite´ de la structure, le chrome
posse`de des proprie´te´s physiques surprenantes et dont l’origine est encore
mal comprise.
Apre`s des anne´es de recherche, la structure magne´tique du chrome est
maintenant bien comprise [50]. Malgre´ son aspect tridimensionnel, la surface
de Fermi pre´sente des proprie´te´s de nesting qui sont repre´sente´es sur la fi-
gure 4.1. Le nesting de vecteur 2kF donne naissance a` une ODS le long des
directions < 100 > [51]. En dessous de la tempe´rature de Ne´el (TN = 311
K), l’ordre magne´tique qui se de´veloppe peut eˆtre de´compose´ en 2 re´seaux
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Figure 4.1 – Surface de Fermi du chrome a` 2 dimensions, kx est la direction
horizontale et ky la direction verticale. Est repre´sente´ par une fle`che rouge
le nesting entre la poche d’e´lectrons centrale et les poches de trous sur les
bords donnant naissance a` l’ODS [49].
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magne´tiques. Tout d’abord un ordre antiferromagne´tique se de´veloppe avec
un vecteur d’onde (111). A cet antiferromagne´tisme ce superpose l’ODS de
vecteur d’onde incommensurable qSDW = 1–δ avec δ ' 0.047 en unite´ de
re´seau re´ciproque a` 311 K. Ainsi au lieu d’avoir un pic de Bragg en (100),
ce dernier se se´pare en deux pics en (1 ± qSDW 0 0) lie´s a` l’ODS. On peut
ainsi avoir trois domaines suivant que l’ODS soit dans la direction (100),
(010) ou (001). Les diffe´rents e´chantillons que nous allons utiliser dans nos
expe´riences ont subi une croissance dans des conditions permettant de fa-
voriser un domaine par rapport aux deux autres [52]. On obtient ainsi des
e´chantillons dit, mono-domaine, pour lesquels l’ODS se de´veloppe dans la
direction (001) (voir figure 4.4). Les spins peuvent eˆtre aligne´s dans la direc-
tion (010) ou (100). Ils sont donc perpendiculaires au vecteur d’onde de la
modulation (voir figure 4.2). Comme nous l’avons vu pre´ce´demment, la pola-
risation du faisceau de rayons X e´mis en Synchrotron nous permet de sonder
ces pics de Bragg magne´tiques. Contrairement a` la diffraction des neutrons,
la diffraction magne´tique des rayons X permet de se´parer les contributions
orbitales des contributions de spins. Ainsi des expe´riences ont ve´rifie´ que le
moment orbital du chrome est nul [48]. Ainsi en prenant Sz = 0 et d’apre`s
les e´quations 4.9 et 4.10, l’amplitude diffuse´e est donne´e par la formule :
A(θ) = −i~ωr0
mc2
(Sysin2θ − 2Sxsin2θcosθ) (4.12)
Lorsque l’on abaisse la tempe´rature, une transition de phase du premie`re
ordre se produit. A TSF = 123 K, les spin s’alignent le long du vecteur de
la modulation. On appelle cela une transition de ”spin flip” (voir figure 4.2).
Cette fois Sx = Sy = 0 et Sz 6= 0. L’amplitude diffuse´e change et devient
ainsi :
A(θ) = −i2~ωr0
mc2
Szsin
3θ (4.13)
Le pic de sur-structure lie´ a` l’ODS disparait a` la transition de spin flip
car l’intensite´ en sin3θ devient trop faible pour eˆtre mesure´e. Il a e´te´ sugge´re´
que cette transition de spin flip pourrait eˆtre lie´e a` des effets de contraintes
dans le mate´riau [53].
En plus de l’ODS, on observe e´galement a` 311 K l’apparition d’une
ODC dans la meˆme direction que l’ODS et qui posse`de un vecteur d’onde
qODC = 2qODS = 4kF . Deux the´ories peuvent expliquer l’apparition de cet
ODC. La premie`re e´nonce´e par Young et Sokoloff [54], reprend l’argument
de nesting mais cette fois entre les deux poches de trous distantes de 4kF
comme pre´sente´ sur la figure 4.1. La deuxie`me the´orie fait intervenir un effet
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Figure 4.2 – Figure repre´sentant la structure magne´tique du Chrome au-
dessus de la tempe´rature de spin flip en haut, et en dessous de la tempe´rature
de spin flip en bas. On a repre´sente´ une ODS dans la direction (001) ce qui est
le cas pour notre e´chantillon. En rouge sont repre´sente´s les spins des atomes
des coins du cube et en bleu les spins des atomes centraux. En re´alite´ la lon-
gueur d’onde est de l’ordre de 21 mailles atomiques et est incommensurable
mais pour des raisons e´videntes de clarte´, nous l’avons re´duite a` 3 mailles
atomiques [1].
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de magne´tostriction duˆ a` l’apparition de l’ODS. Cette magne´tostriction en-
trainerait une distorsion pe´riodique de vecteur d’onde 4kF , ce qui correspond
a` deux fois le vecteur d’onde magne´tique. Les expe´riences mene´es jusqu’a`
pre´sent, n’ont toujours pas pu e´carter une the´orie par rapport a` l’autre.
Afin d’avancer dans la compre´hension du lien entre l’ODC et l’ODS de nom-
breuses expe´riences ont e´te´ mises en œuvre. La micro-diffraction des rayons X
a montre´ que les domaines pre´sentant des ODC et des ODS sont corre´le´s [55].
De plus, l’ordre de spin et de charge de´croissent toutes les deux exponentielle-
ment avec la pression [56] et disparaissent rapidement avec le dopage. Malgre´
cela, des diffe´rences existent, notamment sur leur longueur de cohe´rence. Des
expe´riences de diffraction cohe´rente des rayons X ont montre´ que l’ODS est
moins sensible aux de´fauts que l’ODC [57]. Dans le but de sonder encore
les liens entre ODS et ODC, nous avons mesure´ le satellite lie´ a` l’ODC au
passage de la transition spin flip en diffraction cohe´rente des rayon X. Jus-
qu’a` maintenant, aucun effet de la spin flip n’a e´te´ observe´ sur l’ODC mais
l’utilisation de la diffraction cohe´rente des rayons X et d’un micro faisceau
nous permet d’eˆtre plus sensibles aux modifications de largeur du satellite et
a` la pre´sence de de´fauts.
4.2.4 Coexistence ODC et ODS
Les premie`res expe´riences de test sur cet e´chantillon ont donne´ des lar-
geurs pour le pic de Bragg de l’ordre de 0.1 degre´ ce qui te´moigne d’une
mauvaise qualite´ cristalline. En observant la surface au microscope, on peut
constater sur la figure 4.3 que celle-ci est tre`s de´forme´e. Afin d’ame´liorer cette
e´tat de surface qui nuit aux profils de diffraction des rayons X, nous l’avons
poli avec des disques de polissage dont les grains ont varie´ de 30 µm a` 1 µm.
Ainsi, au final, les de´fauts de surface restant sont de l’ordre du micron (voir
figure 4.3). Enfin, pour relaˆcher les contraintes applique´es au mate´riau lors
du polissage (e´crouissage), nous avons effectue´ une attaque chimique pour
enlever environ 10 µm d’e´paisseur a` l’e´chantillon. Ce traitement nous a per-
mis d’ame´liorer conside´rablement la qualite´ cristalline pour avoir des Bragg
de largeur 0.008 degre´s alors que nous avions une largeur de pic de 0.1 degre´
avant le traitement.
L’expe´rience de diffraction a e´te´ effectue´e sur la ligne CRISTAL de SO-
LEIL. Pour avoir une bonne cohe´rence spatiale et temporelle, nous travaillons
habituellement a` basse e´nergie, aux alentours de 8 keV (voir chapitre 1). Le
seuil K du chrome e´tant a` 5.989 keV , nous avons travaille´ juste en dessous
du seuil pour e´viter la fluorescence mais tout en restant non re´sonnant. Nous
avons travaille´ dans le plan horizontal, en utilisant une came´ra CCD Andor
comme de´tecteur dont les pixels ont une taille de 13× 13 µm2. Le parame`tre
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Figure 4.3 – A gauche, l’e´tat de surface de notre e´chantillon avant le polis-
sage. On voit des de´fauts de surface de plusieurs dizaine de micron. A droite,
l’image de la meˆme surface apre`s polissage. Il subsiste seulement quelques
rayures d’une largeur de l’ordre du micron. L’e´chantillon a ensuite subit une
attaque chimique sur une dizaine de micron pour relaˆcher les contraintes dues
au polissage
de maille du chrome e´tant de 2.88 A˚, les pics de Bragg a` cette e´nergie se
retrouvent a` grands angles. Nous n’avons donc acce`s qu’au Bragg (002) dans
le plan horizontal et dont l’angle de diffraction 2θ ≈ 90 degre´s. Le but e´tant
de voir l’influence de la transition de spin flip sur l’ODC, nous avons mesure´
le satellite (0 0 2 + 2δ) de l’ODC et le satellite (0 0 1 + δ) de l’ODS pour plu-
sieurs tempe´ratures. La figure 4.4 repre´sente une coupe du re´seau re´ciproque
dans le plan (0kl). Le satellite d’ODS en fonction de la tempe´rature de 150
K a` 70 K est pre´sente´ sur la figure 4.5. Nous avons dans le meˆme temps
mesure´ le satellite d’ODC pour diffe´rentes tempe´ratures. Lors de la mesure
de l’ODC, les fentes e´chantillons ont e´te´ ferme´es a` 10×10 µm2 afin d’obtenir
un faisceau cohe´rent et ainsi sonder les de´fauts de phase et voir leur e´volution
avec la tempe´rature (voir figure 4.6).
La mesure de l’ODS a e´te´ effectue´e avec des fentes e´chantillon ouvertes a`
100× 100 µm2. Le faisceau n’est donc pas cohe´rent. En inte´grant l’intensite´
du pic sur la came´ra, nous en de´duisons une tempe´rature de transition de
l’ordre de TSF = 80 K (voir figure 4.2). Dans la litte´rature, cette tempe´rature
de spin flip est de TSF = 123 K. Il est bien connu que les tempe´ratures de
transition de l’ODC, de l’ODS et de la spin-flip sont tre`s sensibles au taux
de dopage [50]. La diffe´rence peut donc s’expliquer par un mate´riau dope´ par
la pre´sence d’impurete´s, diminuant ainsi la tempe´rature de transition [50].
Sur la figure 4.6 on constate un e´largissement de l’ODC au passage de la
transition de spin flip. Nous avons mesure´ la largeur du pic dans la direction
de l’e´largissement en fonction de la tempe´rature (voir figure 4.7).
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Figure 4.4 – Coupe de l’espace re´ciproque du chrome pur mono-cristallin
mono-domaine [1].
4.2 Le Chrome : coexistence d’ondes de densite´ de charge et de
spin 102
Figure 4.5 – Images a` 2 dimensions du satellite (0 0 1 + δ) associe´ a`
l’ODS pour diffe´rentes tempe´ratures. L’intensite´ du satellite diminue lors-
qu’on abaisse la tempe´rature et que l’on de´passe la tempe´rature de spin
flip (voir texte). Nous pouvons estimer cette tempe´rature de transition a`
TSF = 80K.
Dans la litte´rature, aucun e´largissement n’avait e´te´ observe´ mais notre
micro-faisceau cohe´rent est plus sensible au changement de largeur ainsi
qu’aux de´fauts de phase. Nous avons reproduit cette mesure pour diffe´rentes
positions du faisceau sur l’e´chantillon en faisant des pas de 10 µm ce qui
correspond a` la taille de notre faisceau. Ceci nous a permis de sonder une
large zone afin de s’affranchir de la dilatation thermique. On obtient un
e´largissement quel que soit la position sur l’e´chantillon autour de la spin flip
(voir figure 4.7).
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Figure 4.6 – Colonne de gauche : images a` 2 dimensions du satellite (2+2δ 0
0) associe´ a` l’ODC en fonction de la tempe´rature de 110 K a` 75 K. Colonne
de droite : coupe dans la direction horizontale. On constate un e´largissement
du pic au passage de la spin flip.
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Figure 4.7 – Largeur du pic (2 + 2δ 0 0) associe´e a` l’ODC en fonction de
la tempe´rature. La mesure a e´te´ reproduite pour diffe´rentes positions sur
l’e´chantillon. D’une position a` l’autre le faisceau a e´te´ translate´ de 10 µm
(ce qui correspond a` la taille du faisceau) dans le sens de la contraction ther-
mique. Nous observons un e´largissement du pic associe´ a` l’ODC au passage
de la spin flip.
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4.3 NbSe2 : coexistence ODC et supraconduc-
tivite´
4.3.1 La supraconductivite´
La supraconductivite´ conventionnelle a` e´te´ de´couverte dans le Mercure
par K. Onnes en 1911 mais ce n’est que 40 ans apre`s, dans les anne´es 1950,
qu’une description ade´quate d’abord phe´nome´nologique par Ginzburg et Lan-
dau puis microscopique par Bardeen, Cooper et Schrieffer, a pu eˆtre propose´e.
L’e´tat fondamental est de´crit par un Hamiltonien proche de l’Hamiltonien
de Fro¨lich que nous avons vu pour les ODC avec une partie d’interaction
e´lectron/phonon de la forme :
Heph =
∑
k,q
gqa
+
k+qak(bq + b
+
−q) (4.14)
ou` les a+ et a sont les ope´rateurs de cre´ation et d’annihilation d’e´lectrons
et les b+ et b les ope´rateurs de phonons. g est une constante de couplage
e´lectron-phonon. Cette interaction e´lectron-phonon peut se re´e´crire comme
une interaction attractive entre e´lectrons [58]. Cette interaction attractive va
former des paires entre e´lectrons de moments oppose´s (puisque le moment
total doit eˆtre conserve´). On peut ainsi e´crire l’Hamiltonien BCS sous la
forme simplifie´e :
HBCS =
∑
k
ka
+
k ak −
V
Ω
∑
k,k′
a+k,↑a
+
−k,↓a−k′,↑ak′,↓ (4.15)
On de´finit ainsi les ope´rateurs annihilation et cre´ation de paire de Cooper
[59] par les relations :
c+k = a
+
k,↑a
+
−k,↓
ck = a−k′,↑ak′,↓
(4.16)
Le parame`tre d’ordre de cette transition est tout naturellement donne´ par
le nombre moyen de paires de Cooper pre´sentes, ce nombre e´tant nul dans la
phase haute tempe´rature :
∆ =
V
Ω
∑
k
< c+k c
+
−k > (4.17)
Cette transition s’accompagne de l’ouverture d’un gap au niveau de Fermi
de valeur 2∆ qui correspond a` l’e´nergie ne´cessaire pour briser une paire de
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Cooper [59]. La relation BCS relie ainsi cette valeur du gap a` la tempe´rature
de transition de phase :
∆ = 1.75kBTc (4.18)
Dans l’e´tat supraconducteur, la re´sistivite´ e´lectrique est rigoureusement
nulle. Ces mate´riaux permettent ainsi de transporter du courant sans dissipa-
tion. Cette proprie´te´ est la plus e´vidente mais la vraie nature d’un supracon-
ducteur est re´ve´le´e par ses proprie´te´s magne´tiques. Lorsque l’e´chantillon est
refroidit de l’e´tat normal a` l’e´tat supraconducteur sous champ magne´tique,
ce dernier va expulser le champ magne´tique lors de la transition afin d’avoir
un champ B = 0 a` l’inte´rieur du mate´riau [60]. Cette proprie´te´ appele´ ef-
fet Meissner est de´crit par l’e´quation suivante du champ magne´tique B en
fonction d’un champ exte´rieur applique´ Hext :
B = Hext + 4piM = 0, (4.19)
ce qui correspond a` une susceptibilite´ χ = −1/4pi. Nous observons donc dans
les supraconducteurs un diamagne´tisme parfait qui de´coule de la conductivite´
infinie. Cependant, a` partir d’une certaine valeur Hc de champ applique´ a`
l’e´chantillon, l’e´tat supraconducteur est de´truit. On obtient ainsi pour des
mate´riaux tre`s purs la courbe d’aimantation pre´sente´e sur la figure 4.8. On
appelle ces mate´riaux des supraconducteurs de type I.
D’autres mate´riaux, appele´s supraconducteurs de type II, montrent une
courbe d’aimantation sche´matise´e figure 4.9. Pour des champs faibles, on re-
trouve un comportement diamagne´tique parfait jusqu’a` un champs critique
Hc1. Au-dessus de ce champ, le mate´riau posse`de toujours des proprie´te´s su-
praconductrices mais le diamagne´tisme est partiel. Puis, apre`s un champ cri-
tique Hc2, la supraconductivite´ est comple`tement de´truite. Le comportement
entre les deux champs critiques Hc1 et Hc2 s’explique par une pe´ne´tration du
champ magne´tique dans le supraconducteur entrainant l’apparition de zones
ou` la supraconductivite´ est de´truite et pour lesquelles le mate´riau est dans
l’e´tat normal. Ces zones, appele´es vortex, sont traverse´es par des lignes de
champs magne´tiques et entoure´es de super courants qui tendent a` renfor-
cer le champ magne´tique (au contraire des super courants loin de ces zones
qui s’opposent au champs magne´tique). Les diffe´rents vortex s’organisent en-
suite en re´seau pe´riodique, le plus souvent hexagonal, et dont le parame`tre
de maille a de´pend du champ applique´ B :
a ∝ √B (4.20)
Ainsi l’augmentation du champ magne´tique densifie le re´seau de vortex
jusqu’a` de´truire comple`tement l’e´tat supraconducteur [62].
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Figure 4.8 – Courbe d’aimantation d’un supraconducteur de type I. On voit
un comportement diamagne´tique parfait jusqu’a` un certain champ critique
Hc a` partir duquel la supraconductivite´ est de´truite [61].
Nous allons dans la suite e´tudier comment cette e´tat supraconducteur peut
eˆtre influence´ par (ou peut influencer) la coexistence d’un e´tat ODC. Nous
tenterons e´galement d’observer un re´seau de vortex en diffraction magne´tique
des rayons X (voir annexe 2), tout cela dans le mate´riau NbSe2, supracon-
ducteur de type II et e´chantillon mode`le pour l’e´tude des re´seaux de vortex
et de la supraconductivite´ conventionnelle.
4.3.2 Description du compose´
Le compose´ NbSe2 cristallise en une structure compose´e d’une succes-
sion de plans hexagonaux forme´s par les atomes de Se´le´nium. Entre ces plan,
s’intercalent les atomes de Niobium (voir figure 4.10). Cette structure est for-
tement anisotrope et (de la meˆme manie`re que pour le Graphite) les diffe´rents
plans hexagonaux de vecteurs de base ~a = ~b = 3.47 A˚ sont faiblement lie´s
entre eux (distance inter plan 12, 54 A˚). Cette structure peut donc eˆtre qua-
lifie´e de quasi-bidimensionnelle.
Comme on s’y attend pour une structure bidimensionnel, NbSe2 ne pre´-
sente pas la particularite´ de nesting parfait. On ne peut donc pas parler
de transition de Peierls a` proprement dit. Par contre, on constate que le
nesting, meˆme imparfait, combine´ a` une interaction e´lectron-phonon suf-
fisante, entraine l’apparition d’une phase d’onde de densite´ de charge. La
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Figure 4.9 – Courbe d’aimantation d’un supraconducteur de type II. On
voit un comportement diamagne´tique parfait jusqu’a` un certain champ cri-
tique Hc1. A partir de ce champ le diamagne´tisme devient partiel a` cause
de la pe´ne´tration du champ magne´tique a` travers les vortex. A partir
d’un deuxie`me champ critique Hc2 l’e´tat supraconducteur est comple`tement
de´truit [61].
Figure 4.10 – Structure du compose´ NbSe2, tire´ de [63]. Structure du com-
pose´ NbSe2 les plan hexagonaux de se´le´nium sont espace´s d’environ 12 A˚
rendant leur interaction faible compare´ au parame`tre de maille a = 3.. On
peut ainsi conside´rer ce mate´riaux comme bidimensionnel.
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Figure 4.11 – Courbe d’aimantation en fonction de la tempe´rature. Moment
magne´tique en unite´s arbitraires. On trouve une tempe´rature de transition
supraconductrice de Tc = 6.8 K. Mesures de SQUID re´alise´es au LPS par
Julien Bobroff
tempe´rature de transition est de Tp = 35 K. Si l’on regarde attentivement
la surface de Fermi, le nesting le plus favorable se trouve dans la direction
~q = (1/3, 1/3, 0) (voir [64]) or, expe´rimentalement, on trouve une ODC qui se
de´veloppe suivant les directions ~q ' (1/3, 0, 0) et ~q ' (0, 1/3, 0). Ceci montre
que contrairement a` une transition de Peierls classique ce n’est pas le nesting
qui va eˆtre le parame`tre le plus important mais l’interaction e´lectron/phonon.
Notons que l’onde de densite´ de charge reste incommensurable avec le pas
du re´seau et on constate que celle-ci se de´veloppe avec un vecteur d’onde
~qc = 1/3(1− δ)a∗ [65]. Malgre´ cette incommensurabilite´, aucune proprie´te´ de
transport non line´aire associe´e au glissement de l’ODC n’a e´te´ observe´e dans
ce mate´riau, suˆrement a` cause de l’aspect bidimensionnel de l’ODC.
En plus d’une transition ODC, NbSe2 posse`de une transition supraconduc-
trice a` plus basse tempe´rature (Tc = 7 K). Des e´tudes de diffraction de rayons
X montrent que la longueur de corre´lation atteint un minimum a` T = 7 K,
ce qui est proche de la tempe´rature de transition supraconductrice [63]. Nous
avons de´cide´ d’e´tudier les effets du passage de la transition supraconductrice
sur l’ODC en utilisant un micro-faisceau cohe´rent qui sera tre`s sensible a`
un e´largissement de pic ou a` l’apparition de de´fauts de phase. Les rayons X
n’e´tant pas sensibles a` la transition supraconductrice, nous avons de´termine´
la valeur Tc de cette tempe´rature de transition graˆce a` une mesure de SQUID
qui nous donne une valeur de transition a` Tc = 6.8 K(voir figure 4.11).
Comme souvent avant une expe´rience en synchrotron, nous avons pre´ala-
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blement oriente´ l’e´chantillon en laboratoire sur une anode tournante au LPS.
L’orientation est pre´sente´e sur la figure 4.12.
Figure 4.12 – Orientation de l’e´chantillon de NbSe2
Dans la suite, nous pre´senterons des re´sultats pre´liminaires d’une expe´-
rience sur la coexistence entre supraconductivite´ et ODC. En annexe 2 est
pre´sente´ une expe´rience qui a pour but de voir pour la premie`re fois un re´seau
de vortex dans la phase supraconductrice par diffraction de rayons X.
4.3.3 Re´sultats expe´rimentaux
Coexistence ODC et supraconductivite´
Nous avons effectue´ une expe´rience de diffraction cohe´rente sur la ligne
CRISTAL de Soleil pour mesurer l’e´volution du satellite d’ODC au passage de
la transition supraconductrice et ainsi voir s’il y a un quelconque lien entre les
deux phe´nome`nes. Nous avons donc sonde´ le satellite (2/3 + δ 0 0) au-dessus
de la transition supraconductrice (a` T = 8K) et en dessous de la transition
(T = 6K). Nous avons utilise´ un faisceau cohe´rent avec des fentes e´chantillon
ferme´es a` 10× 10 µm. Malheureusement, le satellite d’ODC s’est re´ve´le´ tre`s
diffus, nous laissant donc avec peu d’intensite´ (environ 0.1 cps/s)(voir figure
4.13). Pour pouvoir observer suffisamment de signal nous avons du combiner
les pixels 8 par 8 ce qui permet d’augmenter la valeur du signal sur bruit
mais par la meˆme occasion nous empeˆche de voir du speckle. Nous avons
ainsi pu observer une modification de la largeur a` mi-hauteur et de l’inten-
site´ maximale du satellite au passage de la transition supraconductrice (voir
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figure 4.13). Nous n’avons pas eu le temps de mesurer la rocking curve mais
seulement une coupe au maximum de celle-ci. Cependant il semblerait que
la longueur de corre´lation augmente de plusieurs pourcents au passage de la
transition supraconductrice. L’ordre a` longue distance de l’ODC semble donc
s’ame´liorer dans la phase supraconductrice. La longueur de corre´lation atteint
une valeur d’environ 50 nm. Ainsi, meˆme si la contraction des mate´riaux est
quasiment nulle lors d’un refroidissement de 8 K a` 6 K, il n’est pas ex-
clu que le faisceau ai bouge´ de quelques centaines de nanome`tres entre les
deux mesures du satellite changeant ainsi le domaine e´claire´ et entrainant
la contraction observe´e. Pour confirmer que le changement de largeur est duˆ
au passage de la transition supraconductrice, il faudrait re´ite´rer l’expe´rience
sur diffe´rents e´chantillons mieux ordonne´s. Si cette contraction du satellite
au passage de la supraconductivite´ se confirmait, on pourrait conclure que
l’ODC est favorise´ par l’apparition de la supraconductivite´. Ce re´sultat peut
sembler curieux puisque les deux phe´nome`nes sont antagonistes. Pourtant
des expe´riences d’ARPES tendent aussi vers cette conclusion [66, 67].
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Figure 4.13 – Images de diffraction pre´sentant l’image a` 2D suivit des coupes
dans les directions verticales et horizontales. La colonne de gauche pre´sente
les re´sultats pour une tempe´rature de 6 K dans la phase supraconductrice et
la colonne de droite pour une tempe´rature De 8 K donc dans la phase ODC.
Mesures effectue´es sur la ligne Cristal de SOLEIL
Conclusion
La majorite´ des expe´riences pre´sente´es dans cette the`se sont des expe´-
riences de diffraction cohe´rente des rayons X. Ainsi la caracte´risation et
l’e´tude pre´cise d’un faisceau de rayons X cohe´rent fut une ne´cessite´ afin
d’interpre´ter correctement les expe´riences qui ont suivies.
L’utilisation de la the´orie pour des sources dites totalement incohe´rentes nous
a permis d’obtenir les relations donnant des valeurs approche´es des longueurs
de cohe´rence temporelle et spatiale. Graˆce a` cela, nous pouvons en de´but de
chaque expe´rience de diffraction cohe´rente des rayons X, calculer simplement
et rapidement une valeur approche´e des longueurs de corre´lation de notre
faisceau et les ajuster afin d’avoir un bon compromis entre cohe´rence et in-
tensite´.
Pour aller plus loin dans l’e´tude de ces faisceaux, nous avons ensuite mis en
place une expe´rience ”classique” de diffraction par une fente. Le de´veloppement
plus complique´ de la the´orie de la diffraction d’un faisceau partiellement
cohe´rent nous a permis d’ajuster nos donne´es expe´rimentales et ainsi de re-
monter de manie`re pre´cise a` la longueur de corre´lation spatiale.
Fort de notre caracte´risation des faisceaux cohe´rents, nous avons pu utiliser
la technique de diffraction cohe´rente des rayons X pour l’e´tude des de´fauts
de phase dans la matie`re. La premie`re expe´rience effectue´e sur l’e´tude des
boucles de dislocation dans le Silicium est a` la fois une expe´rience test pour
l’utilite´ d’un faisceau cohe´rent, mais e´galement une vraie avance´e dans l’e´tude
de tel de´faut cristallin. Nous avons ainsi montre´ que la cohe´rence apporte
de nombreux avantages dans l’imagerie des de´fauts de phase dans les cris-
taux. En comparaison a` la topographie, nous sommes capable de sonder plus
pre´cise´ment une boucle de dislocation et notamment la ligne de dislocation.
Ceci nous a permis de diffe´rencier une boucle parfaite d’une boucle dissocie´e
en deux partielles. Avec cette technique nous ouvrons l’e´tude de ces de´fauts
immerge´s dans le volume de l’e´chantillon contrairement aux techniques, par
ailleurs plus pre´cise, telles que la microscopie e´lectronique qui sonde les dis-
locations proches de la surface. De plus, nous pouvons espe´rer e´tudier les
proprie´te´s de tels objets sous pression ou sous champs e´lectromagne´tique.
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En e´tudiant la topologie d’une boucle de dislocation nous avons en meˆme
temps montre´ la grande sensibilite´ de la diffraction cohe´rente des rayons
X aux de´fauts de phases. C’est donc naturellement que nous nous sommes
oriente´s vers l’e´tude du glissement d’une ODC sous l’application d’un cou-
rant. En effet, les de´fauts jouent un roˆle important lors de la mise en mou-
vement d’une ODC. Nous avons donc effectue´ une expe´rience de diffrac-
tion cohe´rente de rayons X sur l’ODC du compose´ NbSe3. Jusqu’a` cette
expe´rience le seul signe de la de´formation d’une ODC lors de l’application
d’un courant infe´rieur au seuil e´tait un e´largissement du pic de diffraction.
Graˆce a` la diffraction cohe´rente des rayons X, nous avons pu confirmer l’ap-
parition de de´fauts de phase (et non d’amplitude) dont le nombre diminue
lorsque le courant approche du courant seuil ce qui confirme la the´orie du
”creep”. Au-dessus du seuil, nous avons sonde´ l’effet de la pre´sence d’une
marche en surface ce qui est courant dans les compose´s NbSe3. Nous avons
e´galement vu, graˆce a` la tre`s grande re´solution de notre micro-faisceau, un
effet de la conversion de courant au niveau des e´lectrodes. La grande force de
cette expe´rience est de pouvoir re´soudre simultane´ment les diffe´rents effets
lie´s au contact, aux de´fauts cristallins, et aux de´fauts de surface dans les
re´gimes statiques et de glissement de l’ODC, et ainsi d’avoir un point de vue
ge´ne´ral sur la physique du glissement des ODC.
Afin de pousser un peu plus l’e´tude des ODC sous courant, nous avons mis en
place une expe´rience dans laquelle nous couplerons diffraction et mesure de
bruit. Pour cette expe´rience, que nous effectuerons sur le compose´ K0.3MoO3,
nous avons effectue´ de nombreuses pre´-mesures de transport qui ont permis
de pre´parer l’e´chantillon pour les expe´riences de diffraction cohe´rentes. Ces
expe´riences qui auront lieu fin 2012 permettront de corre´ler in-situ la diffrac-
tion aux mesures de transport et ainsi de corre´ler le glissement des e´lectrons
condense´s dans l’ODC aux vibrations du re´seau.
Apre`s avoir e´tudie´ les ODC, il nous a paru naturel d’e´tudier ce syste`me lors-
qu’il coexiste avec d’autres phases telles qu’une ODS ou la supraconductivite´.
Les effets de la coexistence sont souvent faibles et complique´s a` e´tudier. Nous
avons tout de meˆme re´ussi a` observer un e´largissent du pic de Bragg lie´ a`
l’ODC lors du passage de la ”spin flip” dans le chrome. Nous pensons que
cet e´largissement est lie´ a` un amollissement des constantes e´lastiques lors de
la transition de ”spin flip”, mais un travail the´orique reste a` effectuer pour
appuyer nos expe´riences. De meˆme, l’e´tude dans le compose´ NbSe2, d’un
effet quelconque de la transition supraconductrice sur l’ODC, nous a permis
d’observer lors d’expe´riences pre´liminaires un e´largissement du satellite lie´ a`
l’ODC mais ce re´sultat est a` prendre avec pre´caution a` cause de la mauvaise
qualite´ cristalline de l’e´chantillon utilise´.
Nous avons termine´ par la pre´sentation d’expe´riences dans lesquelles nous
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tentons d’observer un re´seau de vortex en diffraction des rayons X. Les
re´sultats sont encourageants mais une e´tude plus importante, tant the´orique
qu’expe´rimentale doit eˆtre mise en place notamment a` l’aide de champ ma-
gne´tique variable qui permettrait de faire e´voluer le parame`tre de maille du
re´seau de vortex. Les re´seaux de vortex sont tre`s semblables aux ODC et
posse`dent e´galement des proprie´te´s de glissement lors de l’application d’une
contrainte exte´rieur. Ainsi, l’observation de tels objets en rayons X nous per-
mettrait d’e´tudier leur mouvement avec un faisceau cohe´rent comme pour
les ODC et ainsi retrouver peut eˆtre le meˆme comportement.
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Annexe 1
En partant de la formule de Fresnel pour la diffraction par une fente mais
en prenant cette fois une vibration lumineuse en chaque point s(x1, t) qui
ne soit pas force´ment monochromatique on obtient la formule ge´ne´rale pour
l’amplitude en un point X de l’e´cran :
A(X) =
i
λ
∫ a
2
−a
2
α1s(x1, t− d1
c
)dx1 (4.21)
ou` d1 est la distance de x1 a` X et α1 l’atte´nuation subit lors de cette
propagation. On peut ensuite calculer l’intensite´ diffracte´ en X :
I(X) =
1
λ2
∫ a
2
−a
2
∫ a
2
−a
2
α1α
∗
2 〈s(x1, t)s∗(x2, t− τ)〉t dx1dx2 (4.22)
Cette formule est l’e´quivalent de la formule nume´ro machin mais pour un
ensemble de source continue. On peut ensuite faire apparaitre les fonction de
corre´lation de´finie par la formule machin 2 :
I(X) =
1
λ2
∫ a
2
−a
2
∫ a
2
−a
2
α1α
∗
2
√
I(x1)
√
I(x2)γ(x1, x2; τ)dx1dx2 (4.23)
ou` l’on a pose´ I(xi) = 〈s(xi, t)s∗(xi, t)〉t. On peut exprimer γ(x1, x2; τ)
en fonction de γ(x1, x2; 0) apre`s propagation ce qui donne, en supposant les
corre´lations temporelles parfaites, la formule suivante :
I(X) =
1
λ2
∫ a
2
−a
2
∫ a
2
−a
2
α1α
∗
2
√
I(x1)
√
I(x2)γ(x1, x2; 0)exp−ipi (x1 −X)
2 + (x2 −X)2
λz
dx1dx2
(4.24)
Pour aller plus loin nous allons supposer que la forme des corre´lations et
de l’intensite´ du faisceau incident sont gaussiennes :
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I(xi) = Aexp− x
2
i
2σ2
γ(x1, x2; 0) = exp− (x1−x2)22ξ2T
(4.25)
En injectant ces e´quations dans ... on obtient la forme de l’intensite´ dif-
fracte´ par une fente dans le cadre du mode`le gaussien :
I(X) =
A2
λ2z2
∫ a
2
−a
2
∫ a
2
−a
2
exp(−x
2
1 + x
2
2
4σ2
)exp(−(x1 − x2)
2
2ξ2T
exp−ipi (x1 −X)
2 − (x2 −X)2
λz
dx1dx2
(4.26)
Dans une expe´rience de de diffraction cohe´rente en synchrotron la taille
des fentes diffractes de l’ordre de 10 µm est bien infe´rieur a` la largeur σ u
faisceau qui est de l’ordre de 100 µm on peut donc conside´rer la fente comme
e´claire´e de fac¸on homoge`ne et ainsi prendre la gaussienne lie´es a` la forme du
faisceau e´gale a` 1. Si on ce place a` une distance D des fentes conside´re´e comme
suffisamment grande pour eˆtre dans le re´gime de Fraunhofer, la formule se
simplifie en :
I(X) =
1
λ2D2
∫ a
2
−a
2
∫ a
2
−a
2
exp(−(x1 − x2)
2
2ξ
)exp(
2ipi
λD
(X(x1−x2))dx1dx2 (4.27)
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Annexe 2
Re´seau de vortex
Les rayons X e´tant sensible au magne´tisme, nous avons donc pre´pare´
des expe´riences afin d’observer un re´seau de vortex dans la phase supracon-
ductrice du compose´ NbSe2. Comme nous l’avons vu dans la partie 4.3.1,
les re´seaux de vortex ont de´ja` e´te´ observe´ soit en diffraction de neutron,
soit par mesure STM dans un e´chantillon de NbSe2 [68]. L’inconve´nient de
la diffraction des neutrons est l’impossibilite´ d’obtenir un faisceau cohe´rent
mais e´galement la re´solution angulaire qui reste faible [62]. Ainsi l’observa-
tion en diffraction des rayons X d’un re´seau de vortex ouvrirait des portes
dans l’e´tude de ces re´seaux magne´tiques. En particulier, la cohe´rence des
faisceaux de rayons X nous permettrait de voir le glissement d’un re´seau de
vortex comme nous avons pu le faire dans le chapitre pre´ce´dent avec les ODC.
Pour observer cet objet, nous avons effectue´ deux expe´riences en synchrotron
qui ont demande´ de nombreuses pre´parations. En effet le parame`tre de maille
du re´seau de vortex est de l’ordre du micron, ce qui rame`ne les pics de Bragg
a` petits angles. Pour re´aliser de telles expe´riences, nous avons besoin d’inse´rer
un puits pour supprimer le faisceau direct en sorti de l’e´chantillon, mais il
faut e´galement optimiser la ligne pour e´viter d’avoir des signaux parasites
et du bruit de fond a` petits angles. Nous avons donc effectue´ notre premie`re
expe´rience sur la ligne SWING de Soleil qui est spe´cialise´e dans les mesures
aux petits angles. Malheureusement, cette ligne ne posse`de ni cryostat pour
refroidir l’e´chantillon ni diffractome`tre pour l’orienter. Nous avons donc uti-
lise´ le cryostat de la ligne cristal, qui nous permet de descendre a` 4 K pour
lequel nous avons du fabrique´ un support compatible avec la ligne SWING.
Nous avons e´galement installe´, en quelques jour, un diffractome`tre sur la
ligne afin de pouvoir orienter correctement l’e´chantillon.
Enfin pour obtenir un re´seau de vortex, l’e´chantillon doit eˆtre soumis a`
un champ magne´tique le long de l’axe −→c . Nous avons opte´ pour inse´rer des
aimants permanents autour de l’e´chantillon, a` l’inte´rieur du cryostat. La pie`ce
portant les aimants a` e´te´ fabrique´ au LPS. Ce montage nous permet d’avoir
un champ de l’ordre de 0.6 T au niveau de l’e´chantillon et qui est homoge`ne
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Figure 4.14 – Diagramme de phase du re´seau de vortex dans NbSe2. Le
champ critique Hc1 e´tant infe´rieur a` 1 kOe, il n’est pas repre´sente´. Nous
prenons comme champs critique a` ne pas de´passer pour rester dans une phase
avec un re´seau de vortex, le champ Hpl qui vaut 12 kOe pour une tempe´rature
de 4 K [69].
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Figure 4.15 – Image de diffraction a` petit angles obtenue sur la ligne SWING
de SOLEIL. On observe du signal au niveau des fle`che qui pourrait eˆtre du
a` la pre´sence du re´seau de vortex dans l’e´chantillon de NbSe2
sur la taille de l’e´chantillon. Le diagramme de phase du compose´ NbSe2 est
pre´sente´ sur la figure 4.14, on voit que, pour une tempe´rature de T = 4 K,
le champ critique Hc1 que nous devons de´passe´ est infe´rieur a` 1 kOe ce qui
correspond a` 0.1 T . De plus, le champ critique Hc2 a` ne pas de´passer pour ne
pas de´truire l’e´tat supraconducteur vaut 1.2T . Ainsi, avec un champ de 0.6
T , nous sommes dans la phase ”Bragg glass” du diagramme de phase. Nous
aurons ainsi bien la pre´sence d’un re´seau de vortex. Finalement l’expe´rience
de diffraction se faisant par transmission, nous avons clive´ notre e´chantillon
afin d’obtenir un feuillet de 70 µm d’e´paisseur.
Sur la figure 4.15, on voit l’apparition de signal autour du puits qui pour-
rait eˆtre du a` la pre´sence du re´seau de vortex. Malheureusement, nous n’avons
pas pu affiner ces mesures, la pre´paration ayant pris beaucoup de temps. Nous
avons donc retente´ cette expe´rience sur la ligne ID01 de l’ESRF. Le mon-
tage expe´rimental e´tait identique mais avec une re´solution moins bonne. Les
re´sultats de cette expe´rience sont pre´sente´s sur la figure 4.16. Lors de passage
de l’e´tat normal a` l’e´tat supraconducteur, on voit que la diffusion autour du
faisceau directe prend une forme faisant penser a` un hexagone. L’inte´gration
de l’intensite´ sur une couronne centre´ sur le puits pre´sente´ sur la figure 4.16
fait apparaitre des pics espace´s d’un angle compris entre 50 et 70 degre´s lais-
sant penser a` la pre´sence de pics lie´ aux vortex mais trop proches du faisceau
direct pour eˆtre correctement observe´. Nous ne pouvons donc pas conclure sur
l’observation d’un re´seau de vortex mais ces expe´riences pre´liminaires laissent
bon espoir. Afin d’ame´liorer cette expe´rience, il faut surtout travailler sur la
fac¸on d’appliquer le champ magne´tique. En effet, l’utilisation d’aimant per-
manent empeˆche de faire des mesures en faisant varier le champ magne´tique.
L’utilisation d’une bobine permettrait d’obtenir un champ magne´tique va-
riable, ce qui permet d’influer le parame`tre de maille du re´seau de vortex et
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Figure 4.16 – Image de diffraction a` petits angles. La ligne du haut corres-
pond a` la phase haute tempe´rature (T = 15 K). La ligne du bas correspond
a` la phase basse tempe´rature (T = 4 K). A cote´ des images a` 2 dimensions
sont pre´sente´es des coupes le long de la couronne bleu. Sur la coupe a` basse
tempe´rature, on constate la pre´sence de pics espace´s d’un angle variant entre
50 et 70 degre´. Ces pic sont peut eˆtre la signature du re´seau de vortex.
ainsi pouvoir e´loigner les pics de Bragg du faisceau direct.
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