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Abstract
This paper considers a distributed stochastic optimization problem where the goal is to minimize the time
average of a cost function subject to a set of constraints on the time averages of a related stochastic processes
called penalties. We assume that a delayed information about an event in the system is available as a common
information at every user, and the state of the system is evolving in an independent and non-stationary fashion. We
show that an approximate Drift-plus-penalty (DPP) algorithm that we propose achieves a time average cost that is
within ǫ > 0 of the optimal cost with high probability. Further, we provide a condition on the waiting time for
this result to hold. The condition is shown to be a function of the mixing coefficient, the number of samples (w)
used to compute an estimate of the distribution of the state, and the delay. Unlike the existing work, the method
used in the paper can be adapted to prove high probability results when the state is evolving in a non-i.i.d and
non-stationary fashion. Under mild conditions, we show that the dependency of the error bound on w is exp{−cw}
for c > 0, which is a significant improvement compared to the exiting work, where 1/
√
w decay is shown.
I. INTRODUCTION
A typical stochastic optimization problem involves minimizing the time average of a cost function
subject to a set of constraints on the time average penalties [1], [2]. Both cost and penalties depend on
the control action and the state of the system. The solution to such a problem is important due to its
applicability in various domains such as communications, signal processing, power grids, inventory control
for product assembly systems and dynamic wireless networks [1], [2], [3], [4], [5], [6]. An algorithm known
as Drift-Plus-Penalty (DPP) (see [7], [8], [9], [10], [11], [12]) is known to provide a solution for these
problems. At each time slot, the DPP method, an extension of the back-pressure algorithm [13], [14],
tries to find a control action that minimizes a linear combination of the cost and the drift. The drift is a
measure of the deviation of the penalties from the constraints. The DPP algorithm is shown to achieve an
approximately optimal solution even when the system evolves in a non-stationary fashion, and is robust
to non-ergodic changes in the state [7]. Further, it is shown to provide universal scheduling guarantees
when the state is arbitrary [7].
The DPP algorithm mentioned above assumes that the control action is taken at a centralized unit where
the complete state information is available. However, wireless network and crowd sensing applications
require a decentralized control action with delayed and heterogenous state information at each node [15],
[7]. This requires a decentralized version of the DPP algorithm with theoretical guarantees. The author in
[3] considers a relaxed version of the above problem. In particular, assuming i.i.d. states with correlated
“common information,” the author in [3] proves that a randomized algorithm that chooses one of the M
pure strategies, which is obtained as a solution to a Linear Program (LP), is equivalent to solving the
original stochastic optimization problem. This equivalence is used to prove that the proposed approximate
distributed DPP in [3] is close to being optimal. Several authors use the above result in various contexts
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2such as crowd sensing [15], energy efficient scheduling in MIMO systems [16], to name a few. However,
in several practical applications, the states evolve in a dependent and non-stationary fashion [11]. Thus, the
following assumptions about the state made in [3] need to be relaxed: (i) independent and (ii) identically
distributed. In this paper, we relax the assumption (ii) above, and unlike [3], we provide a Probably
Approximately Correct (PAC) bound on the performance. We would like to emphasize that extending the
analysis in [3] to a non-stationary states is non-trivial. Further, the analysis presented in the paper will be
very useful to provide theoretical guarantees (PAC bounds) on the distributed DPP for a general model
such as (a) states evolving in a dependent non-stationary fashion, and (b) the available data at each node
in the network is heterogenous. The only work that is close to ours is [17]. However, the authors in [17]
consider i.i.d. states, and the decision is centralized. Moreover, the method in [17] cannot be directly
extended to a problem with non-stationary states. This is because the proof in [17] requires the control
action to be stationary. Now, we highlight the contribution of our work.
A. Main Contribution of the Paper
In this paper, we consider a distributed stochastic optimization problem when the states evolve in an
independent but non-stationary fashion. In particular, we assume that the state is asymptotically stationary,
i.e., at each time slot t ∈ N, the probability measure πt of the state ω(t) ∈ Ω converges to a probability
measure π as t → ∞ in the L1-norm sense. This assumption makes the extension of the method in [3]
non-trivial due to the following reasons. When πt = π for all t ∈ N, the author in [3] proves theoretical
guarantees by making use of the equivalence between a LP that is a function of π and the original
stochastic optimization problem. However, when the probabilities are changing, there is no single LP
that can be shown to be equivalent to the original problem. Thus, we show that the original problem
is equivalent to a “perturbed” LP, which is a function of the limiting distribution π only. Under mild
conditions, we prove that the solution to the perturbed LP is approximately equal to the original problem.
We use this result to prove theoretical guarantees for an approximate DPP algorithm that we propose in
the paper. Moreover, unlike the previous works, we are more interested in providing sample complexity
bound rather than just dealing with the averages. The following are the main thesis of our work:
1) For the above model, we show that with high probability, the average cost and penalties obtained by
using the proposed approximate DPP are within constants of the optimal solution and the constraints,
respectively, provided t > a threshold, and the stochastic process of cost/penalties induced by the
algorithm is “sufficiently” mixing (see Theorem 3 and Sec. IV). These constants capture the degree
of non-stationarity (i.e., ‖πt − π‖1), the number of samples w used to compute an estimate of the
distribution, and the time t.
2) It was shown in [3], [18] that the performance gap goes down as 1/√w. In contrast, under mild
conditions, we show that the performance gap goes down exponentially with w, provided the
complexity of the probability space from which the “nature” picks πt and π, measured in terms of the
metric entropy, is small [19]. Further, we provide a new condition for the almost sure convergence
of the time averages of the cost/penalties in terms of the mixing coefficient that measures the
dependency.
3) We show that due to non-stationarity of the states, the performance gap goes down slowly compared
to i.i.d. states. This is captured through ‖πt − π‖1 and a term that depends on the measure of
complexity of the probability space averaged with respect to πt (see Theorem 3).
The paper is organized as follows. The system model is presented in Sec. II. An approximate DPP
Algorithm and related theoretical guarantees are provided in Sec. III. The interpretation of the main
theoretical findings of the paper, and the simulation results are provided in Sec. IV. Sec. V concludes the
paper.
II. SYSTEM MODEL
Consider a system consisting of N users making decisions in a distributed fashion at discrete time
steps t ∈ {0, 1, 2, . . .}. Each user i observes a random state ωi(t) ∈ Ωi, and a “common information”
3X(t) ∈ X to make a control decision αi(t) ∈ Ai, i = 1, 2, . . . , N . Here, for each user i, Ωi and Ai
denote the state space and action space, respectively. Let ω(t) , {ω1(t), ω2(t), . . . , ωN(t)} ∈ Ω and
α(t) , {α1(t), α2(t), . . . , αN(t)} ∈ A, where Ω , Ω1 × Ω2 × . . .× ΩN , and A , A1 ×A2 × . . .×AN .
The decision is said to be distributed if (see [3])
• There exists a function fi : Ωi ×X → Ai, such that
αi(t) , fi(ωi(t), X(t)), i = 1, 2, . . . , N, (1)
where X(t) belongs to the common information set X .
• The common information X(t) is independent of ω(t) for every t ∈ N.
At each time slot t, the decision α(t) and the state vector ω(t) result in a cost p0(t) , p0(α(t), ω(t))
and penalties pk(t) , pk(α(t), ω(t)), k = 1, 2, . . . , K. The central goal of the paper is to analyze an
approximate decentralized solution to the following problem when ω(t), t ∈ N is independent but non-
stationary
P0 : minα(τ)∈A:τ∈N lim sup
t→∞
1
t
t−1∑
τ=0
Ep0(τ)
s. t. lim sup
t→∞
1
t
t−1∑
τ=0
Epk(τ) ≤ ck, k = 1, 2, . . . , K,
αi(τ) satisfies (1), i = 1, 2, . . . , N,
where the expectation is jointly with respect to the distribution of the state vector ω(t) and the decision
α(t), t ∈ N. Let p(opt) be the optimal solution to the problem P0. Note that the first equation in P0
represents the time average cost while the second and the third equations represent constraints on the
penalties and the decisions, respectively. Informally, we are interested in proving a Probably Approximately
Correct (PAC) type result of the following form [17]
• For every ǫk > 0, with a probability of at least 1 − δk, 1t
∑t−1
τ=0 p
(≈)
k (τ) ≤ ck + ǫk provided t >
a threshold, where p(≈)0 (τ) and p
(≈)
k (τ), k = 1, 2, . . . , K are the cost and penalties, respectively,
of an approximate decentralized scheme at τ ∈ N. Here c0 , p(opt) is the optimal cost, and ck,
k = 1, 2, . . . , K are as defined in P0.
First, unlike the model in [3], it is assumed that the state ω(t) evolves in an independent but in a non-
stationary fashion across time t. Further, the distribution of ω(t) denoted πt(ω), ω ∈ Ω satisfies the
following asymptotic stationarity property.
Assumption 1: Assume that there exists a probability measure π(ω) on Ω such that limt→∞ ‖πt−π‖1 =
0.
The bounds that we derive will be a function of the complexity of the probability measure space from
which the “nature” chooses πt(ω). Let us assume that for each t ∈ N, πt is chosen from a set P . Assuming
that P is a closed set with respect to the L1-norm, we have π ∈ P . A natural way of measuring the
complexity is through the covering number of the set P , which is defined as follows.
Definition 1: (see [19]) A δ-covering of P is a set Pc , {P1,P2, . . . ,PM} ⊆ P such that for all
π
′ ∈ P , there exists a Pi ∈ Pc for some i = 1, 2, . . . ,M such that ‖π′ − Pi‖1 < δ. The smallest M
denoted Mδ is called the covering number of P . Further, H(P, δ) := logMδ is called the metric entropy.
Note that the L1-norm can be replaced by the following metric:
d(π, ν) , max
k=0,1,2,...,K
∑
ω∈Ω
|π(ω)− ν(ω)| ∣∣pk(g(m)(ω), ω)∣∣ ,
which can potentially tighten the bound. However, for the sake of simplicity, we will proceed with the L1-
norm. Note that in many practical scenarios, the available data is delayed, and a data of size w delayed by
D slots will be used for estimation/inference purposes [3], [15]. Since pk(t), k = 0, 1, 2, . . . , K depends
4on X(t) for all t, we have that the stochastic process pk(t) in general is a dependent sequence. The
“degree” of correlation depends on the algorithm used. For k = 0, 1, 2 . . . , K and s ∈ N, let PALG,kt,t+s and
P
ALG,k
t denote the joint and marginal distributions of (pk(t), pk(t+ s)) and pk(t), respectively, induced by
the algorithm ALG. The following definition captures the correlation.
Definition 2: The β − one mixing coefficient of the process pk(t), k = 0, 1, 2, . . . , K is given by
βALG,k(s) , supt∈N ‖PALG,kt,t+s − PALG,kt ⊗ PALG,kt+s ‖TV, where PALG,kt ⊗ PALG,kt+s denotes the product distribution,
and ‖ ∗ ‖TV is the total variational norm.
Note that by Pinsker’s inequality, we can bound the mixing coefficient in terms of the KL divergence
(see [20] and [21]). Before stating our first result, let us denote the maximum and minimum values of
pk(t), k = 0, 1, 2, . . . , K by pmax,k and pmin,k, respectively. Further, let umax,k , pmax,k − pmin,k. In the
following section, we propose an Approximate DPP (ADPP) algorithm with the associated theoretical
guarantees. The β − one coefficient for the ADPP algorithm will be denoted by βADPP,k(s).
III. ALGORITHM AND MAIN RESULTS
In the following theorem, we provide our first result that is used to prove the “PAC type” bound for
an ADPP algorithm that will be discussed later in this section.
Theorem 1: Given an algorithm ALG, for any ǫk > 1t
∑t−1
τ=0 Epk(τ)− ck, and for constants ut ∈ N and
vt ∈ N such that vtut = t, we have
Pr
{
1
t
t−1∑
τ=0
pk(τ)− ck > ǫk
}
≤ ut exp
{
−2ǫ2t,kv2t
u2max,k
}
+ tβALG,k(ut), (2)
where ǫt,k , ǫk + ck − 1t
∑t−1
τ=0 Epk(τ). Here, c0 = p(opt), and ck, k = 1, 2, . . . , K are the constraint
variables in P0.
Proof: See Appendix A. 
It is evident from the above result that in order to prove an almost sure convergence, we must have
tβALG,k(ut) → 0 as t → ∞, i.e., the algorithm ALG should induce a process pk(t) that is sufficiently
mixing. In the following subsection, we prove that the optimal solution to P0 is close to a LP.
A. Approximately Optimal LP
The approximate algorithm that we are going to propose chooses one of the pure strategy
S(ω) , {s1(ω1), s2(ω2), . . . , sN(ωN)}
based on the common information X(t), where si(ωi) ∈ Ai, and ωi ∈ Ωi, i = 1, 2, . . . , N . The control
action αi(t) at the user i is chosen as a deterministic function of ω(t), i.e., αi(t) , si(ω(t)) for all i ∈
{1, 2, . . . , N} and for all t ∈ N. Let the total number of pure strategies be F ,∏Nk=1 |Ai||Ωi|. Enumerating
the F strategies, we get Sm(ω), m ∈ {1, 2, . . . , F}. Note that as pointed out in [3], it is possible to reduce
F by a large amount if the problem has specific structure. For each strategy m ∈ {1, 2, . . . , F}, define
r
(m)
k,π′
,
∑
ω∈Ω
π
′
(ω)pk(S
m(ω), ω), (3)
where k = 0, 1, 2, . . . , K and π′ ∈ Pc. Equation (3) represents the average cost/penalties for the
strategy m when the underlaying distribution of ω(t) is π′ . As in [3], we consider a randomized
algorithm where the strategy m ∈ {1, 2, . . . , F} is picked with probability θm. Here, θm is a
function of the common information X(t). The corresponding average cost/penalty at time t becomes
Epk(t) =
∑F
m=1 θmEλpk(S
(m)(ω(t)), ω(t)) =
∑F
m=1 θmr
(m)
k,λ , where λ ∈ {πt, π,Pi}, i = 1, 2, . . . ,Mδ.
From Assumption 1, we know that ‖πt − π‖1 → 0, as t → ∞. With dense covering of the space P ,
we expect that the limiting distribution is well approximated by Pi for some i = 1, 2, . . . ,Mδ in the
5covering set. In particular, let Pi∗ , argminQ∈{P1,...,PMδ} ‖π − Q‖1, and the corresponding distance be
dπ,Pi∗ , ‖π −Pi∗‖1 < δ. Consider the following LP denoted LPPi∗ :
minθ1,θ2,...,θF
F∑
m=1
θmr
(m)
0,Pi∗
subject to
F∑
m=1
θmr
(m)
k,Pi∗ ≤ ck, k = 1, 2, . . . , K
F∑
m=1
θm = 1. (4)
Also, we assume that the solution to LPPi∗ exists and the optimal cost is absolutely bounded. Further,
define
G(x) , inf
{
F∑
m=1
θmr
(m)
0,Pi∗ : Θ ∈ Cx,Θ
}
, (5)
where Θ , (θ1, θ2, . . . , θF ), and for any x ≥ 0, Cx,Θ , {Θ :
∑F
m=1 θmr
(m)
k,Pi∗ ≤ ck + x, k =
1, 2, . . . , K, and Θ1T = 1}. Note that G(0) corresponds to LPPi∗ . We make the following important
smoothness assumption about the function G(x) LP.
Assumption 2: The function G(x) is Lipschitz continuous around the origin, i.e., for some c > 0, we
have
|G(x)−G(y)| ≤ c |x− y| , for all x, y ≥ 0. (6)
In the theorem to follow, given that Assumption 2 is valid, we prove that the optimal cost of the linear
optimization problem in (4) is “close” to the optimal cost of P0. The above assumption can be relaxed
at the expense of looser bound on the guarantees.
Theorem 2: Let p(opt) and p(opt)Pi∗ be the optimal solution to the problems P0 and LPPi∗ , respectively.
Then, under Assumption 2, we have p(opt)Pi∗ < p
(opt) +(c+1)∆π,Pi∗ , where ∆π,Pi∗ = bmax,k(dπ,Pi∗ + ν), and
bmax,k , max{|pmax,k| , |pmin,k|}.
Proof: See Appendix B. 
We use the above result to prove guarantees related to an approximate algorithm that will be discussed
in the following section.
B. Approximate DPP Algorithm
In this subsection, we present an online distributed algorithm that approximately solves the problem
P0. We assume that at time t ∈ N, all nodes receive feedback specifying the values of all the penalties
and the states, namely, p1(t−D), p2(t−D), . . . , pK(t−D) and ω(t−D). Recall that D > 0 is the delay
in the feedback. The following set of queues are constructed using this information
Qk(t+ 1) = max{Qk(t) + pk(t−D)− ck, 0}, (7)
k = 1, 2, . . . , K, and t ∈ N. These queues act as the common information, i.e., X(t) = Q(t), where
Q(t) , (Q1(t), Q2(t), . . . , QK(t)). Further, ω(t− i), i = D,D+1, . . . , D+w−1, will be used to find an
estimate of the state probabilities that is required for the algorithm that we propose. For all k = 1, 2, . . . , K,
we let pk(t) = 0, t = −1,−2, . . . ,−D}. The Lyapunov function is defined as
L(t) , 1
2
‖Q(t)‖22 =
1
2
K∑
i=1
Q2i (t), (8)
6and the corresponding drift is given by ∆(t) , L(t+1)−L(t) for all t ∈ N. The following lemma provides
an upper bound on the DPP: E [∆(t +D) + V p0(t) | Q(t)], V ≥ 0 that will be used in the algorithm to
follow. The proof of the lemma follows directly from the proof of Lemma 5 of [3], and hence omitted.
Lemma 1: For a fixed constant V ≥ 0, we have
E [∆(t +D) + V p0(t) | Q(t)] ≤ Bt(1 + 2D)
+V
F∑
m=1
βm(t)r
(m)
0,πt +
K∑
k=1
Qk(t)
[
F∑
m=1
βm(t)r
(m)
k,πt
− ck
]
, (9)
where r(m)k,πt ,
∑
ω∈Ω πt(ω)pk(S
(m)(ω), ω), k = 0, 1, 2, . . . , K, and
Bt , max
m∈{1,2,...,F}
1
2
K∑
k=1
∑
ω∈Ω
πt(ω)
∣∣pk(S(m)(ω), ω)− ck∣∣ . (10)
Note that as t → ∞, Bt → B. The expression for B can be obtained by replacing πt(ω) by π(ω) in
the expression for Bt. In the following, we provide the algorithm.
• Algorithm: Given the delayed feedback of size w, i.e., Qk(t − i −D), i = 0, 1, . . . , w − 1 at each
time slot t ∈ N and k = 1, 2, . . . , K, perform the following steps
– Step 1: Find the probability measure from the covering set Pc that best fits the data, i.e., pick
Pj∗ ∈ Pc such that
j∗ := arg max
j∈{1,2,...,Mδ}
1
w
t−D∑
τ=t−D−w+1
log (Pj(ω(τ))) . (11)
– Step 2: Choose m ∈ {1, 2, . . . , F} (breaking ties arbitrarily) that minimizes the following:
V r
(m)
0,Pj∗ +
K∑
k=1
Qk(t)r
(m)
k,Pj∗ . (12)
We say that there is an error in the outcome of step 1 of the algorithm if Pj∗ 6= Pi∗ . Recall that i∗
corresponds to the index of the probability measure in the covering set that is close to π in the L1 norm
sense. The error event Eδ,t, t ∈ N is defined as those outcomes for which j∗ 6= i∗. We make the following
assumption which will come handy in the proof of Theorem 3 below.
Assumption 3: Assume that for all j = 1, 2, . . . ,Mδ, when Pj(ω) 6= 0, there exist constants αδ > βδ >
0, such that αδ > Pj(ω) > βδ > 0 for all ω ∈ Ω.
The following theorem uses (2) to provide a PAC result for the above algorithm.
Theorem 3: Under Assumptions 1-3, for the proposed Algorithm, for some finite positive constants
V , C and c, the following holds.
• Part A: For every ǫ > 0, with a probability of at least 1− γ0,
1
t
t−1∑
τ=0
p0(τ) ≤ p(opt) + (c+ 1)∆π,Pi∗ + ψt(δ) + ǫ (13)
provided t ∈ Tt,0. Here, γ0 > tβADPP,0.
• Part B: For every ǫ > 0, with a probability of at least 1− γ1,
1
t
t−1∑
τ=0
pk(τ) ≤ ck +Qup(t) + ǫ, k = 1, 2, . . . , K (14)
provided t ∈ Tt,1. Here γ1 > t(maxk=1,2,...,K βADPP,k).
7In the above, Tt,i ,
{
t : t >
umax,0ut√
2ǫ
√
log
(
ut
γi−tβADPP,i(ut)
)}
, i ∈ {0, 1}, ∆π,Pi∗ = bmax,k(dπ,Pi∗ + ν), and
ψt(δ) ,
V (c+1)J¯t+H¯t+C/t
V
+ 1+2D
tV
∑t−1
τ=0BτP
(τ)
e,up +
pmax,0
t
∑t−1
τ=0 P
(τ)
e,up, where
J¯t , max
0≤k≤K
pmax,k
(
1
t
t−1∑
τ=0
‖πτ − π‖1 + δ
)
H¯t ,
1+2D
t
∑t−1
τ=0Bτ , Dτ,j , 1w
∑τ−D−w
s=τ−D Eπτ log
(
Pj(ω(s))
Pi∗ (ω(s))
)
, Dτ , minj 6=i∗ Dτ,j , ζδ ,
[
log
(
αδ
βδ
)]2
, and
P
(τ)
e,up , exp {−2ζδD2τw +H(P, δ)}, 0 < αδ < βδ. Further, Qup(t) ,
√
V F
t
+ Γt
t2
,
Γt , V (c+ 1)(∆π,Pi∗ + J¯t) + H¯t + C + (1 + 2D)
t−1∑
τ=0
BτP
(τ)
e,up + pmax,0
t−1∑
τ=0
P (τ)e,up
and pmax,k, k = 1, 2, . . . , K is as defined earlier.
Proof: See Appendix C. 
IV. INTERPRETATION AND SIMULATION RESULTS
The following observations are made:
• As in [3], Part A and Part B of Theorem 3 show the tradeoff between satisfying the constraints and
minimizing the objective captured by the constant V ≥ 0. Note that γ0 and γ1 are lower bounded by t
times the β-one mixing coefficient. If the algorithm induces sufficient mixing, i.e., βADPP,k(t) ∝ 1/tα,
where α > 1, then asymptotically, the lower bound on γ0 and γ1 go to zero. This leads to a new
condition for almost sure convergence of the time average cost/penalties, i.e., if tβADPP,k → 0 for
all k = 0, 1, 2, . . . , K, then the result in (13) and (14) hold almost surely [17] with the expense
of increased waiting time (see the definition of Tt,i above). Unlike the results in [17], the method
here can be applied for non-stationary dependent state process and the condition for the almost sure
convergence is in terms of the mixing coefficient.
• When ω(t) is i.i.d., both ψδ(t) and Qup(t) reduces, leading to a smaller objective value and a better
constraints satisfaction capability. This is due to the fact that ‖πτ − π‖ = 0 for all τ which reduces
the value of J¯t.
• Note that unlike [18], the dependency on w is exponential instead of 1√
w
. Also, higher metric entropy,
H(δ,P) requires larger values of w for better performance. Equivalently, when the complexity of the
model, P is low, then the learnability improves. Thus, as t→∞, we have a better result compared
to [3], [18].
• As t→∞, H¯t goes to B(1+2D) and J¯t goes to a constant. Further, both terms 1+2DtV
∑t−1
τ=0BτP
(τ)
e,up
and pmax,0
t
∑t−1
τ=0 P
(τ)
e,up go to zero since Dτ goes to a constant for a large values of τ . Putting
these together, we get the following result. When tβADPP,k → 0 for all k = 0, 1, 2, . . . , K,
lim supt→∞
1
t
∑t−1
τ=0 p0(τ) ≤ p(opt) + (c + 1)∆π,Pi∗ + constant + ǫ and lim supt→∞ 1t
∑t−1
τ=0 pk(τ) ≤
ck + constant + ǫ, k = 1, 2, . . . , K hold with probability one. This shows that the error will not be
zero even when t→∞.
A. Simulation Results
For the simulation setup, we consider a system comprising of 3 sensors observing the state
ω(t) , {ω1(t), ω2(t), ω3(t)} ∈ {0, 1, 2, 3}3,
and reports the observation to the central unit, and the reporting incurs a penalty. The problem is to
maximize the utility given by
u0(t) , min
{
α1(t)ω1(t)
10
+
α2(t)ω2(t) + α3(t)ω3(t)
20
, 1
}
,
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Fig. 1. Figure shows the plot of the utility versus time.
where αi(t) ∈ {0, 1}, i = 1, 2, 3 is the decision variable. Here, the utility is the negative of p0(t). The
probability measure πt is chosen from a set of 8 distributions, and converges to Pr(ωi = 0) = 0.1,
Pr(ωi = 1) = 0.7, Pr(ωi = 2) = 0.1, Pr(ωi = 3) = 0.1, i = 1, 2, 3. The details of the distribution
that is used in the transient time will be provided in the full length version of this paper. The optimal
value of this is p(opt) = 0.1267. We have run the simulation for 5000 time slots and averaged over 2000
instantiations. When αi(t) = 1, i = 1, 2, 3, a power of 1 watt each is consumed. We assume an average
power constraints of 1/3 at each node. Figures 1 and 2 show the plots of utility and penalty versus time
t for different values of V , D = 10 and w = 40, demonstrating the tradeoff in terms of V . For large
values of t, the utility achieved by the algorithm with V = 50 is close to optimum while satisfying the
constraints thereby confirming the optimality of the algorithm. It is important to note that the mixing
coefficient can be easily estimated, and hence mixing condition can be verified through the simulation. A
mathematically rigorous analysis of verifying the mixing condition will be a part of our future work.
V. CONCLUDING REMARKS
In this paper, we considered the problem of distributed stochastic optimization problem with non-
stationary states. Assuming asymptotic stationarity of the states, we showed that the stochastic optimization
problem is approximately equal to a linear program that is a function of the limiting distribution. An
approximate Drift-Plus-Penalty (DPP) algorithm is proposed to solve the problem. For the proposed
algorithm, we showed that with certain probabilities γ0 and γ1, the average cost and penalties obtained
by using the proposed approximate DPP are within constants of the optimal solution and the constraints,
respectively, provided t > a threshold. The threshold is in terms of the mixing coefficient that indicates
the non-stationarity of the cost/penalties. The approximation errors capture the degree of non-stationarity
(i.e., ‖πt − π‖1), the number of samples w that is used to compute an estimate of the distribution, and
the time t. Further, we showed that the error goes down exponentially with w, which is a significant
improvement compared to the existing work.
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Fig. 2. Figure shows the plot of the average power versus time.
APPENDIX A
PROOF OF THEOREM 1
Let us fix constants ut and vt as defined in the theorem. Consider the following set of sequences
of the cost/penalties S(t)i,k , {pk(j(ut − 1) + i) : j = 0, 1, 2, . . . , vt − 1}, i = 0, 1, 2, . . . , ut − 1 and
k = 0, 1, . . . , K. Now, the time average of cost/penalties can be written as 1
t
∑t−1
τ=0 pk(τ) =
vt
t
∑ut−1
i=0 Ψk,i,t,
where Ψk,i,t , 1vt
∑
s∈S(t)
i,k
pk(s). Note that each term in Ψi,k,t is at least ut slots apart. Using this, and
p¯k(t) ,
1
t
∑t−1
τ=0 pk(τ), the left hand side of (2) can be written as
Pr {p¯k(t)− Ep¯(t) > ǫt,k} = Pr
{
vt
t
ut−1∑
i=0
∆Ψk,i,t > ǫt,k
}
(a)
≤
ut−1∑
i=0
Pr {∆Ψk,i,t > ǫt,k}
(b)
≤
ut−1∑
i=0
Pr
{
∆Ψ˜k,i,t > ǫt,k
}
+ tβALG,k(ut), (15)
where ǫt,k , ǫk + ck − Ep¯k(t), ∆Ψk,i,t , Ψk,i,t − EΨk,i,t, Ψ˜k,i,t , 1vt
∑
τ∈S(t)
i,k
p˜k(τ), and p˜k(τ) is an
independent stochastic process having the same distribution as pk(τ), k = 0, 1, 2, . . . , K. In the above,
(a) follows from the fact that the convex combination of terms being greater than a constant implies that
at least one of the term should be greater than the constant, and using the union bound. The inequality
(b) is obtained by applying proposition 1 of [22] to the indicator function g , 1{∆Ψ(τ)k,i,t > ǫt,k}. Note
that ∆Ψ(τ)k,i,t is the sum of vt independent random variables. Thus, by applying the Mcdiarmids inequality
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along with the fact that Ψ(τ)k,i,t ≤ umax,k for all t ∈ N, we get
Pr
{
∆Ψ
(τ)
k,i,t > ǫt,k
}
≤ exp
{
−2ǫ2t,kv2t
u2max,k
}
.
Using this in (15), we get the desired result. 
APPENDIX B
PROOF OF THEOREM 2
Consider the cost/penalties of the problem P0
lim sup
t→∞
1
t
t−1∑
τ=0
Epk(τ)
(a)
= lim sup
t→∞,t>t′
[
1
t
t−1∑
τ=0
∑
ω∈Ω
Pi∗(ω)Φk(τ) + 1
t
t−1∑
τ=0
∑
ω∈Ω
(πτ (ω)− π(ω))Φk(τ)
+
1
t
t−1∑
τ=0
∑
ω∈Ω
(π(ω)−Pi∗(ω))Φk(τ)
]
(16)
for k = 0, 1, 2, . . . , K and some t′ > 0. In the above, Φk(τ) , pk(α(τ), ω(τ)) and (a) follows by adding
and subtracting Pi∗ and π. Since limt→∞ ‖πt − π‖1 = 0, for every ν > 0, there exists a t′ ∈ N such that
for all t > t′ , ‖πt − π‖1 < ν. Using the fact that∣∣∣∣∣
∑
ω∈Ω
(πτ (ω)− π(ω))Φk(t)
∣∣∣∣∣ ≤
∑
ω∈Ω
|(πt(ω)− π(ω))| |Φk(t)| ≤ max{|pmax,k| , |pmin,k|}ν
for every t > t′ , we have
− bmax,kν ≤ 1
t
t−1∑
τ=0
∑
ω∈Ω
(πτ (ω)− π(ω))Φk(t) ≤ bmax,kν, (17)
where bmax,k , max{|pmax,k| , |pmin,k|}. Similarly, we have
− bmax,kdπ,Pi∗ ≤
1
t
t−1∑
τ=0
∑
ω∈Ω
(π(ω)− Pi∗(ω))Φk(τ) ≤ bmax,kdπ,Pi∗ . (18)
Using the above bounds, we get the following lower bound for all k = 1, 2, . . . , K.
lim sup
t→∞
1
t
t−1∑
τ=0
Epk(τ) ≥ lim sup
t→∞
1
t
t−1∑
τ=0
∑
ω∈Ω
Pi∗(ω)Φk(τ)−∆π,Pi∗ , (19)
where ∆π,Pi∗ = bmax,k(dπ,Pi∗+ν). By using the above lower bound in P0, we get the following optimization
problem denoted P1
minα(τ)∈A:τ∈N lim sup
t→∞
1
t
t−1∑
τ=0
Ep0(t)−∆π,Pi∗
s. t. lim sup
t→∞
1
t
t−1∑
τ=0
Epk(t) ≤ ck +∆π,Pi∗ , k = 1, 2, . . . , K,
αi(t) satisfies (1), i = 1, 2, . . . , K,
where the expectation is taken with respect to Pi∗ . Note that the optimal cost obtained by solving P1 is
smaller than popt. Further, the term ∆π,Pi∗ is independent of the control action. It is evident from P1 that
it is equivalent to P0 where the states ω(t) is i.i.d. whose distribution is Pi∗ . Using Theorem 1 of [3],
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it can be shown that the solution to P1 is equal to G(∆π,Pi∗ )−∆π,Pi∗ ,where G(x) is as defined in (5).
Note that when ∆π,Pi∗ = 0, we get back the original problem in LPPi∗ . Thus, from Assumption 2, we
have that ∣∣∣p(pert)Pi∗ − p(opt)Pi∗
∣∣∣ < c∆π,Pi∗ +∆π,Pi∗ = (c+ 1)∆π,Pi∗ ,
where p(pert)Pi∗ denotes the optimal cost of the above problem. This leads to the following bound p
(pert)
Pi∗ >
p
(opt)
Pi∗ − (c+1)∆π,Pi∗ . But, we know that p
(pert)
Pi∗ ≤ p(opt), which leads to p(opt) > p
(opt)
Pi∗ − (c+1)∆π,Pi∗ . Thus,
we have p(opt)Pi∗ < p
(opt) + (c+ 1)∆π,Pi∗ . 
APPENDIX C
PROOF OF THEOREM 3
We consider the following instantaneous drift-plus-penalty expression denoted by Pτ,V , ∆(τ +D) +
V p0(τ)
E [Pτ,V ] = E
[Pτ,V | E cδ,τ]Pr{E cδ,τ}+ E [Pτ,V | Eδ,τ ] Pr{Eδ,τ}
≤ E [Pτ,V | E cδ,τ]+ E [Pτ,V | Eδ,τ ] Pr{Eδ,τ}. (20)
where Eδ,τ is the error in slot τ ∈ N of step 1 of the ADPP Algorithm due to incorrectly detecting the
“right distribution,” Pi∗ ∈ Pc (see (11)). Next, we will compute an upper bound on the second term in
(20), i.e., E [Pτ,V | Eδ,τ ]. Assume that the output of the Algorithm is m∗, and the corresponding induced
probability be θ∗m = 1 if m = m∗, zero otherwise. Now, we consider the following drift-plus-penalty
bound on the second term in (20) conditioned on Q(τ)
E [Pτ,V | Eδ,τ ,Q(τ)]
(a)
≤ Hτ + V
F∑
m=1
θ∗mr
(m)
0,πτ +
K∑
k=1
Qk(τ)Ck,τ
(b)
≤ Hτ + V pmax,0, (21)
where Ck,τ ,
[∑F
m=1 θ
∗
mr
(m)
k,πτ
− ck
]
, Hτ , (1+2D)Bτ , Bτ is as defined in (10), (a) follows from Lemma
6 of [3], and (b) follows from the fact that there exists a strategy m′ such that ∑Fm=1 θ′mr(m)k,πτ − ck ≤ 0,
and pmax,0 is the maximum cost. Taking the expectation of the above with respect to Q(τ) conditioned
on Eδ,τ leads to Result I: E [Pτ,V | Eδ,τ ] ≤ Hτ + V pmax,0. Applying Lemma 5 of [3] to the first term in
(20) conditioned on Q(τ), we get
E
[Pτ,V | Q(τ), E cδ,τ] ≤ Hτ + V F∑
m=1
θ∗mr
(m)
0,πτ +
K∑
k=1
Qk(τ)Ck,τ
≤Hτ + V
F∑
m=1
θ∗mr
(m)
0,Pi∗ + V
F∑
m=1
θ∗m
∑
ω∈Ω
∆
(ω)
π,Pi∗p0(S
(m)(ω), ω)
+V
F∑
m=1
θ∗m
∑
ω∈Ω
∆(ω)πτ ,πp0(S
(m)(ω), ω) +
K∑
k=1
Qk(τ)Ck,τ
≤ Hτ + V R0,Pi∗ + V Jππτ +
K∑
k=1
Qk(τ) [R
∗
k(τ)− ck] , (22)
where Ck,τ is as defined earlier, R0,Pi∗ ,
∑F
m=1 θ
∗
mr
(m)
0,Pi∗ , R
∗
k(τ) ,
∑F
m=1 θ
∗
mr
(m)
k,πτ
, ∆
(ω)
πτ ,π ,
|πτ (ω)− π(ω)|, Hτ , Bτ (1 + 2D), and Jππτ , max0≤k≤K pmax,k (‖πτ − π‖1 + ‖Pi∗ − π‖1). Consider
the following
K∑
k=1
Qk(τ) [R
∗
k(τ)− ck]≤
K∑
k=1
Qk(τ)
[
F∑
m=1
θ∗mr
(m)
k,Pi∗ − c
′
k
]
, (23)
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where c′k , ck − Jππτ . We need ck > Jππτ . The above inequality is obtained in a similar fashion to that of
the first three terms in (22), and using the fact that ‖Pi∗ − π‖1 < δ. Substituting (23) in (22), we get
E
[Pτ,V | Q(τ), E cδ,τ]≤Hτ + V F∑
m=1
θ∗mr
(m)
0,Pi∗ +
K∑
k=1
Qk(τ)
[
F∑
m=1
θ∗mr
(m)
k,Pi∗ − c
′
k
]
. (24)
Note that the Algorithm chooses to minimize the right hand side of the above term when there is no
error. Thus, choosing an alternative algorithm say θm will maximize the right hand side of (24). Towards
bounding the above further, let us choose a θm denoted θ
′
m,opt that optimally solves the problem LPPi∗
but with ck replaced by c
′
k. Further, let the corresponding optimal cost be p
′
opt. From Assumption 2, it
follows that p′opt < p
(opt)
Pi∗ + cJ
π
πτ . Using the optimal θ
′
m,opt in (24), we get
E
[Pτ,V | Q(τ), E cδ,τ] (a)≤ V p′opt +Hτ + V Jππτ < V p(opt)Pi∗ + V (c+ 1)Jππτ +Hτ , (25)
where the inequality (a) is obtained by noting that for θm = θ
′
m,opt,
[∑F
m=1 θ
′
m,optr
(m)
k,Pi∗ − c
′
k
]
< 0, and
p
′
opt =
∑F
m=1 θ
′
m,optr
(m)
0,Pi∗ . Using p
(opt)
Pi∗ < p
(opt) + (c+ 1)∆π,Pi∗ from Theorem 2, we get
E
[Pτ,V | Q(τ), E cδ,τ] ≤ V ψconst + V (c+ 1)Jππτ +Hτ , (26)
where ψconst , p(opt) +(c+1)∆π,Pi∗ , and ∆π,Pi∗ is as defined in Theorem 2. Now, taking the expectation
with respect to Q(t) conditioned on E cδ,τ , we get
Result II: E
[Pτ,V | E cδ,τ] ≤ V ψconst + V (c+ 1)Jππτ +Hτ . (27)
Next, in the following, we compute an upper bound on the probability of error in (20), i.e.,
Pr{Eδ,τ} = Pr
{ ⋃
j:j 6=i∗
1
w
τ−D∑
s=τ−D−w+1
logPj(ω(s)) > fτ,D,w
}
≤
∑
j:j 6=i∗
Pr
{
1
w
t−D−w∑
τ=t−D
log
( Pj(ω(τ))
Pi∗(ω(τ))
)
> 0
}
(a)
≤
∑
j:j 6=i∗
Pr {gτ,D,w −Dτ,j > −Dτ,j} , (28)
where gτ,D,w , 1w
∑τ−D−w
s=τ−D log
(
Pj(ω(s))
Pi∗(ω(s))
)
, fτ,D,w ,
1
w
∑τ−D−w
s=τ−D logPi∗(ω(s)), and Dτ,j is as defined
in the Theorem. In the above, (a) follows from the union bound. By using the following boundedness
property from Assumption 3, i.e.,
log
( Pj(ω(τ))
Pi∗(ω(τ))
)
≤ log
(
αδ
βδ
)
,
and using the Hoeffdings inequality, we get
Result III: Pr{Eδ,τ} ≤ P (τ)e,up , exp
{−2ζδD2τw +H(P, δ)} , (29)
where ζδ ,
[
log
(
αδ
βδ
)]2
, Dτ , minj 6=i∗ Dτ,j , and H(P, δ) , logMδ is the metric entropy. Using Result
I, Result II and Result III in (20), we get
E [Pτ,V ] ≤ V ψconst + V (c+ 1)Jππτ +Hτ + (Hτ + V pmax,0)P (τ)e,up.
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Summing the above over all slots τ = 0, 1, 2, . . . , t− 1, and dividing by t, we get
E [L(t+D)− L(D)]
t
+
V
t
t−1∑
τ=0
Ep0(τ) ≤ V ψconst + V (c+ 1)J¯t
+ H¯t +
(1 + 2D)
t
t−1∑
τ=0
BτP
(τ)
e,up +
V pmax,0
t
t−1∑
τ=0
P (τ)e,up. (30)
Using the fact that L(t + D) ≥ 0, and L(D) ≤ C for some constant C > 0, and after rearranging the
terms, we get
E[p¯0(t)]− p(opt) ≤ (c+ 1)∆π,Pi∗ + ψt(δ), (31)
where ψt(δ) is as defined in the theorem, and E[p¯0(t)] , 1t
∑t−1
τ=0 Ep0(τ). For any ǫ > 0, choosing
ǫ0 = (c + 1)∆π,Pi∗ + ψt(δ) + ǫ satisfies the bound on ǫ0 in Theorem 1. Again from Theorem 1 and the
bound in (31), we have
ǫt,0 , ǫ0 + p
(opt) − 1
t
t−1∑
τ=0
Ep0(τ) ≥ ǫ.
Thus, using ǫt,0 = ǫ in (2) and vt = t/ut, we get the following upper bound
Pr
{
1
t
t−1∑
τ=0
p0(τ)− p(opt) > ǫ0
}
≤ ut exp
{ −2ǫ2t2
u2max,0u
2
t
}
+ tβADPP,k(ut). (32)
It is easy to verify that the above is less than or equal to γ0 > tβALG,k(ut) provided t ∈ Tt,0, where Tt,0
is as defined in the theorem. This proves Part A of the Theorem.
Multiplying (30) by t, substituting for L(t+D), and using the fact that for all time slots τ , there exists
a constant F such that F ≥ p(opt) − E [p0(τ)], we get (see [3])
E{‖Q(t +D)‖22} ≤ V Ft+ Γt, (33)
where Γt is as defined in the theorem. From Jensen’s Inequality, it follows from the above bound that
E{|Qk(t +D)|}
t
≤ Qup(t) ,
√
V F
t
+
Γt
t2
, (34)
for all k = 1, 2, . . . , K. From Lemma 4 of [3], we have E{p¯k(t)} ≤ ck+Qup(t). Now, the right hand side
of (2) for ǫt,k = ǫ, ǫk = Qup(t) + ǫ is less than or equal to γ1 provided t ∈ Tt,1, where Tt,1 is as defined
in the theorem. 
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