Tail expansions for the distribution of the maximum of a random walk with negative drift and regularly varying increments  by Barbe, Ph. et al.
Stochastic Processes and their Applications 117 (2007) 1835–1847
www.elsevier.com/locate/spa
Tail expansions for the distribution of the maximum of a
random walk with negative drift and regularly
varying increments
Ph. Barbea, W.P. McCormickb,c,∗, C. Zhangb
aCNRS, 90 rue de Vaugirard 75006, Paris, France
bDepartment of Statistics, University of Georgia, Athens, GA 30602, USA
cDepartment of Statistics, NCKU, Taiwan
Received 3 April 2006; received in revised form 18 February 2007; accepted 12 March 2007
Available online 30 March 2007
Abstract
Let F be a distribution function with negative mean and regularly varying right tail. Under a mild
smoothness condition we derive higher order asymptotic expansions for the tail distribution of the maxima
of the random walk generated by F . The expansion is based on an expansion for the right Wiener–Hopf
factor which we derive first. An application to ruin probabilities is developed.
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1. Introduction
There is hardly a more basic stochastic model than a random walk, and for random walks
with negative drift, a basic issue of study is the distribution of its global maximum. One reason
for interest in this quantity is its connection to queueing processes ([2], Section III.7) and to ruin
computations in insurance ([9], Section 1.1; [3]).
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In this paper, we are interested in proving higher order tail area asymptotics for the distribution
of the maximum of the random walk when the increments have a heavy-tailed distribution with
negative mean. To explain the contribution of this paper and the technique it uses, we first
need to succinctly explain how first- and second-order results have been obtained. To this aim,
let (Xn)n≥1 be a sequence of independent and identically distributed random variables having
negative mean. The associated random walk is defined by S0 = 0 and for any integer n positive,
Sn = X1 + · · · + Xn . The distribution of its maximum, M = maxn≥0 Sn , can be represented as
a compound-geometric distribution as follows. We first agree that the minimum of the empty set
is +∞. Then, let τ denote the hitting time for the positive half-line
τ = min{n : S1 ≤ 0, . . . , Sn−1 ≤ 0, Sn > 0}.
This hitting time may be infinite, but it is finite with probability
p = P{τ <∞} = 1− P{S1 ≤ 0, S2 ≤ 0, . . .}.
Recall that the first strict ascending ladder height distribution is defined by
F+(x) = P{Sτ ≤ x, τ <∞}.
Since the random walk has a negative drift, F+ is a defective distribution with defect 1 − p.
It follows that M has a compound-geometric distribution subordinated to the distribution H =
p−1F+ and with subordinator a geometric distribution with parameter p. More explicitly and
following Feller [12, Section XII.5], writing H ?n for the n-fold convolution of H , the distribution
W of M is
W = (1− p)
∑
n≥0
pnH ?n . (1.1)
This step has replaced the original question of analyzing the distribution of global maximum
of a random walk with the more elementary question of analyzing that of a compound sum, at
the price, however, of introducing a derived distribution, namely, the ascending ladder height
distribution, which requires its own analysis. In the case of a heavy-tailed step size distribution
as prescribed by a subexponentiality assumption, Veraverbeke [21] supplies an answer to this
question through use of the distributional form of the Wiener–Hopf factorization. His result
establishes inheritability of the subexponential property of the right Wiener–Hopf factor, i.e. that
factor having mass concentrated in positive half-line, from that of the underlying distribution. To
state that result, we agree that for any possibly defective distribution function G, we write G for
its tail, that is the function whose value at x is
G(x) = lim
t→∞G(t)− G(x).
Consider the Wiener–Hopf factorization F = F+ + F− − F+ ? F−, where F− and F+ are
concentrated on (−∞, 0] and (0,∞) respectively (see [12], Section XII.3). Let µ be the mean
of F , which we assume to be negative. Veraverbeke [21] shows that, as x tends to infinity,
F+(x) ∼ 1− p−µ
∫ ∞
x
F(t) dt.
Gru¨bel [15] finds necessary and sufficient conditions on the step size distribution so that the above
relationship holds. We remark that the Wiener–Hopf factors are given by the strict ascending
ladder height distribution and the weak descending ladder height distribution.
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With these two steps in place, a first-order analysis of the distribution of M may be completed
by using a result on tail area asymptotics for subordinated probability distributions — in this
case for the subordinator given by a geometric distribution. For example, the result in [1, Section
IV.4], for first-order asymptotics of compound subexponential distributions with geometric
subordinator gives the expected result that, under the assumption of F subexponential with
negative mean µ,
W (x) ∼ 1
1− p F+(x) ∼
−1
µ
∫ ∞
x
F(t) dt,
as x tends to infinity. An asymptotic local limit result for W has been obtained in [4]. We also
mention Zachary [22] presents a direct probabilistic proof of this result which circumvents use
of the ascending ladder height distribution.
In refining the estimate for compound sums, Omey and Willekens [20] obtained second-order
results for W in terms of F+. Borovkov [7, Theorem 5.1] also presents a second-order result for
W . In order to obtain a second-order result in terms of the original tail F one needs to derive an
expansion for the tail of the right Wiener–Hopf factor in terms of F . One of the contributions of
this paper is to show that in some sense, the asymptotic regularity of F is inherited by F+, and
to derive a higher order expansion for that Wiener–Hopf factor.
Before discussing further the technique used in this paper, we mention that when F is regularly
varying with index in the range from −1 to −2 and the mean is finite and negative, Omey and
Willekens [19] establish a second-order result for the tail W ; see also [10,11].
Our approach is based on the algebraic formalism developed in [5]. Beyond the specific
expansions, a contribution of this paper is to extend this formalism, suggesting a simple way
of inverting some operators which are not invertible in the framework of Barbe and McCormick
[5].
Building upon the harmonic renewal theoretic method of Greenwood, Omey and Teugels et al.
[14], Gru¨bel [17] obtained second-order results using the so-called Banach algebra technique
when the increments have a discrete distribution. As pointed out in [16], Section 7.5, the Banach
algebra technique has the potential to lead to higher order expansions. While this technique
has been used very successfully by Gru¨bel [16] to derive an expansion for generalized renewal
measures with nonsummable weights (a case which our technique cannot handle so far), it has
not yet produced an expansion of as high an order as has been obtained by our technique when
the weights decay fast enough. For the different and yet related problem of obtaining higher
order expansion for the tail of weighted convolution, the Banach algebra technique has not been
used successfully, in contrast to the main motivation and result of Barbe and McCormick [5]. In
our view, the domains of application of the two techniques clearly have a nonempty intersection,
but the two approaches appear to complement each other quite nicely, with one becoming useful
when the other one appears to run into some difficulties (a good illustration is in implicit renewal
theory, by comparing the assumptions of Goldie [13], with that of Barbe and McCormick [5]).
On a different note, our algebraic formalism appears to lead to compact expressions, suitable to
use with a computer algebra package, while the Banach algebra method did not yield such a clean
formalism. However, it should be pointed out that regardless of the method used, an asymptotic
expansion is unique once the asymptotic scale is chosen, and therefore, in that respect, which
method to use is sometimes a pure matter of taste.
To describe our approach further and to show its conceptual simplicity, we need to introduce
the algebraic formalism to express the results. To that end, let D be the derivation operator,
mapping a differentiable function to its derivative. We define D0 to be the identity operator, and
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by induction, we set Dk = DDk−1 for any positive integer k. We also write Id for the identity
operator, mapping a function f to itself; that is if f is a function, Id f is f . The symbol Id also
denotes the identity function on the real line, in which case, Id f is the function mapping x to
x f (x). Which use is intended will be clear from the context. Let Rm[D] denote the ring of real
polynomials in D modulo the ideal generated by Dm+1. In other words, any polynomial in D
divisible by Dm+1 is set equal to 0.
For a possibly defective distribution function G with at least k moments finite, we write µG,k
for its k-th moment. Note in particular that µG,0 is the total mass of G, equal to 1 if and only if
G is not defective.
Definition. The Laplace character of order m of a possibly defective distribution G having a
finite m-th moment is the element of Rm[D] given by
LG,m =
∑
0≤k≤m
(−1)k
k! µG,kD
k .
It is easy to see that the Laplace characters realize an operator-valued representation of a
convolution semi-group, in the sense that LF?G,m = LF,mLG,m , where the multiplication on the
right hand side is in Rm[D]. The usefulness of Laplace characters is suggested in the following
heuristic. Consider the Wiener–Hopf factorization, written on tails and on the nonnegative half-
line as
F(t) = F+(t)−
∫ 0
−∞
F+(t − x) dF−(x).
In the integral term, suppose that we can apply Taylor’s formula to obtain the approximation
F(t) ≈ F+(t)−
∑
0≤k≤m
(−1)k
k!
∫ 0
−∞
xk dF−(x)F
(k)
+ (t) = (Id− LF−,m)F+(t); (1.2)
it is then tempting to invert the operator Id− LF−,m and write
F+ ≈ (Id− LF−,m)−1F,
obtaining an expansion of the Wiener–Hopf factor by a simple formal series expansion of
(Id− LF−,m)−1 as a function of D. This is not possible because the constant term of Id− LF−,m
vanishes, or in other words, because this operator is in the ideal generated by D. A contribution
of this paper mentioned earlier is to note that one can factor D in Id − LF−,m , define a suitable
inverse of D (a simple integration), and justify rigorously our heuristic. Then, we would like to
push forward this expansion into one on W by using the higher order expansion for compound
sums derived in [5]. For those to be applicable, one needs to show that higher derivatives of the
right Wiener–Hopf factor exist and are regularly varying. One cannot hope this to be true without
regularity assumptions on F , and therefore, another contribution of this paper is to show that the
order of differentiability of the tail F is ultimately inherited by F+ and that regular variation of
the derivatives of the tail F translates into regular variation of the derivatives of the Wiener–Hopf
factor.
2. Expansions
Since the Laplace characters are differential operators, formula (1.2) suggests that some
smoothness requirement is needed. Moreover, that same formula suggests that one would like
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to have the derivatives of F+ to be asymptotically of smaller and smaller order. The following
rather natural smoothness condition will be needed for our results.
Definition. A real measurable function f is smoothly varying with index −α and order m if it is
ultimately m-times continuously differentiable and the m-th derivative f (m) is regularly varying
with index −α − m. We denote the set of all such functions by SR−α,m .
All distributions with regularly varying tails used in applications are smoothly varying
of arbitrary order. Examples include the Pareto, Cauchy, Student, Burr and log–gamma
distributions. Any function smoothly varying in the sense of Bingham, Goldie and Teugels [6,
Section 1.8.1] is smoothly varying of any fixed order.
The class SR−α,m may be extended to noninteger orders. This is useful to present sharp results.
To define SR−α,ω where ω is a positive real number, we introduce the following notation. For
any function h, let
∆rt,x (h) = sign (x)
h (t (1− x))− h(t)
|x |rh(t) .
Definition. Let ω be a positive real number. Write ω = m + r where m is the integer part of
ω and r is in [ 0, 1). A function h is smoothly varying of index −α and order ω if it belongs to
SR−α,m and
lim
δ→0 lim supt→∞
sup
0<|x |≤δ
∆rt,x (h) = 0.
We write SR−α,ω for the class of all such functions.
We remark that the spaces SR−α,ω are nested, for SR−α,r ⊃ SR−α,s for r < s. In particular, if
ω is positive with integer part m and r = ω−m, membership in SR−α,ω is guaranteed by that in
SR−α,m+1, that is by checking that them+1-derivative is regularly varying of index−α−m−1.
For further properties of smoothly varying functions of finite order, we refer to [5].
The Laplace characters have been introduced in the introductory section. As mentioned in the
last paragraph of that section, we would like to factor D in Id − LF−,m . To do this properly, we
define the backward signed shift S on polynomials in D by extending linearly the equalities
SD0 = 0 and for any j positive integer, SD j = −D j−1. It maps Rm[D] to Rm−1[D]. In
particular, one sees that for any proper distribution G,
Id− LG,m = D(SLG,m) = (SLG,m)D
and that SLG,m is invertible in Rm−1[D] if and only if µF,1 does not vanish.
We define the inverse of the differentiation operator on some functions as follows. If f is a
function regularly varying of index less than −1, we set
D−1 f (t) = −
∫ ∞
t
f (x) dx .
Clearly, DD−1 is the identity on functions which are regularly varying of index less than −1,
while D−1D is the identity on the smoothly varying functions of negative index and order at
least 1.
We now present our results. Recall F denotes the step size distribution about which we assume
its first moment is negative and that its right tail is regularly varying of index −α. The strict
ascending ladder height distribution is F+ and W is the distribution of M . Let
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κ = sup
{
r ≥ 0 :
∫ 0
−∞
|x |r dF(x) <∞
}
.
This may be less than α if the lower tail of F is heavier than the upper one. In the following
theorems, it is supposed that κ is greater than 1.
Our first theorem gives the regularity of the positive Wiener–Hopf factor and its asymptotic
expansion in terms of F and its derivatives.
Theorem 2.1. Suppose that F is smoothly varying of index −α and order ω. Then
(i) F+ is smoothly varying of index −α + 1 and same order ω as F;
(ii) for any integer m at least 1 and less than ω ∧ α ∧ κ , the moments µF−,m and µF+,m−1 are
finite and
F+ = (SLF−,m)−1D−1F + o(Id−m+2F).
Our next result is then an expansion for the tail of the maximum of the random walk.
Theorem 2.2. Suppose that F is smoothly varying of index −α and order ω. Then, for any
integer m at least 1 and less than ω ∧ α ∧ κ
W = (1− p)(Id− LF+,m−1)−2(SLF−,m)−1(D−1F)+ o(Id−m+2F).
Remark. As previously mentioned, Laplace characters of order m − 1 are elements of the ring
Rm−1[D]. The inverses (Id − LF+,m−1)−2 and (SLF−,m)−1 are taken in that ring, multiplied
together in that ring, and applied to D−1F .
Remark. The result may seem a little mysterious and not so explicit at a first glance. However,
the computations related to Laplace characters are usually easy to carry out because they
amount to expanding in a Taylor series in D whatever formal expansion is being considered. In
particular, if needed, those computations can be implemented with a computer algebra package.
For instance, the following very short Maple code calculates the expansion given in the Theorem.
In that code, Fp and Fm stand for F+ and F−.
restart; m:= 4: mu[Fp,0]:= 1-q:
LFp:= sum(’(-1)^j*mu[Fp,j]*x^j/j!’,’j’=0..m-1):
SLFm:= sum(’(-1)^j*mu[Fm,j+1]*x^j/(j+1)!’,’j’=0..m-1):
a:= taylor((1-LFp)^(-2),x=0,m-1):
b:= taylor(SLFm^(-1),x=0,m-1):
expand(convert(q*taylor(a*b,x=0,m-1),polynom)/x);
One simply replaces x and q in the output by D and 1− p, with the convention that 1/x should
be replaced by D−1. For instance, using that µF,1 = (1− p)µF−,1, taking m to be 4, we deduce
the 3-terms expansion
W = 1
µF,1
D−1F + 1
2µ2F,1
(
(1− p)µF−,2 − 4µF+,1µF−,1
)
F
+ 1
12µ3F,1
(
3(1− p)2µ2F−,2 + 12µF,1(µF−,1µF+,2 − µF+,1µF−,2)
+ 36µ2F−,1µ2F+,1 − 2(1− p)µF,1µF−,3
)
F
′ + o(Id−1F).
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Remark. An important point to mention with regard to the main result is that the expansion
it provides for the tail distribution W is based on the underlying distribution F of the random
walk, its derivatives and its integrated tail. This is notable, because the starting point to obtain
this result is that of a tail area expansion for a subordinated distribution based on underlying
distribution given by F+. Since F+ is generally unattainable in an explicit form, the formulation
of our main result is more attractive than that which results from a direct application of a tail
area result for subordinated distributions. It is a comment on the usefulness of this algebraic
approach that such an improvement is so easily and transparently attained compared to the effort
to accomplish the same goal analytically. We conclude this remark by noting that our proof shows
that a penultimate expansion based on F+ is given by
W = (1− p)(Id− LF+,m)−2F+ + o(Id−m+1F) (2.1)
provided m is less than ω∧ (α−1). When m is 1 in the above, we obtain a second-order result in
agreement with Theorem 2.2 in [20]. Comparing this formula with that given in Theorem 2.2, we
see that the latter is slightly less accurate. The reason can be seen in Theorem 2.1: replacement
of F+ with an approximation based on F , its derivatives and its integral comes with a one-order-
lower error bound, viz.
F+ = (SLF−,m)−1D−1F + o(Id−m+2F).
But note that in (2.1), m is required to be below α − 1 whereas in Theorem 2.2, m is required to
be less than α. Therefore, provided that the descending ladder height distribution has adequately
high enough moments, the two expansions of W in (2.1) and Theorem 2.2 when taken to their
fullest length provide the same order of magnitude for the error bound.
Application. Finally, we present an application to insurance risk. To that end, we introduce some
notation. Let R0 = x be the initial capital of an insurance company. We assume that the claim
amounts, (An)n≥1, are independent, with common distribution function L having a smoothly
varying tail of index −α and order m + 1. We also assume that the interclaim times (Tn)n≥1 are
independent, with common distribution K , and independent of the claim amounts. Finally, we
assume the intensity of the gross risk premium is some positive c. The net loss to the company
in period n is Xn = An − cTn . The sequence (Xn)n≥1 is a sequence of independent random
variables with distribution F(x) = ∫∞0 L(x + ct) dK (t). Under the assumptions on L , it follows
that F is ultimately m-times differentiable and
F (m)(x)
L(m)(x)
=
∫ ∞
0
L(m)(x + ct)
L(m)(x)
dK (t).
This implies that F is smoothly varying of index −α and order m. Let ψ(R0) be the probability
of eventual ruin given R0. Writing as before Sn for the random walk with increment X i and M
for its maximum, ψ(x) = P{M > x}. We follow our established notation and set F+ and F−
for the strict ascending and weak descending ladder height distributions for the random walk Sn .
We assume that X1 has negative expectation. Then, we have the following expansion of the ruin
probability, which obviously follows from the theorem.
Corollary. Assume that L is smoothly varying of index −α and order m + 1. Assume also that
µ = E A1 − cET1 is finite and negative and that m is less than α. Then,
ψ = (1− p)(Id− LF+,m−1)−2(SLF−,m)−1D−1F + o(Id−m+2F).
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3. Proof of the theorems
We first show that µF−,m is indeed finite. The distributional form of the Wiener–Hopf
factorization implies that on the negative half-line,
F− = F + F+ ? F−.
Since F+ has defect 1− p, this yields F− ≤ F+ pF−, from which we deduce F− ≤ (1− p)−1F .
This proves the finiteness of µF−,m . That of µF+,m−1 follows and this proves part of statement
(ii) of Theorem 2.1.
We begin the proof of the main part of our theorem by establishing a preparatory lemma.
Lemma 1. Let (Yi )i≥1 be a sequence of nonnegative random variables, independent and
identically distributed with finite and positive mean. Let (Zn)n≥0 be their corresponding random
walk. Furthermore, let f be a regularly varying function of index −β less than −1. Then,
lim
x→∞
1
x f (x)
∑
n≥0
E f (x + Zn) = 1
(β − 1)EY1 .
Proof. We may assume that f is ultimately positive. Since f is regularly varying of negative
index, it is asymptotically equivalent to a nonincreasing function (Bingham, Goldie and Teugels,
Section 1.5.2). Therefore, we can assume without any loss of generality that f is ultimately
nonincreasing. Let θ be positive and less than the mean of the Yi ’s. For x large enough, we have
the trivial bound∑
n≥0
Ef (x + Zn) ≤
∑
n≥0
f (x + θn)+ f (x)
∑
n≥0
P{Zn ≤ θn}.
Since f is regularly varying,∑
n≥0
f (x + θn) ∼
∫ ∞
0
f (x + θs) ds
as x tends to infinity. The change of variable θs = xz yields∫ ∞
0
f (x + θs) ds = x
θ
∫ ∞
0
f (x(1+ z)) dz
∼ x f (x)
θ
∫ ∞
0
(1+ z)−β dz
= x f (x)
θ(β − 1) .
Let M be such that E(Y1 ∧ M) is greater than θ . Such M exists by monotone convergence of
Y1 ∧ M to Y1. Let (ZMn )n≥0 be the random walk associated to the sequence (Yi ∧ M)i≥1. By
the Hsu and Robbins theorem (see [8], Section 10.4), the series
∑
n≥0 P{ZMn ≤ nθ} is finite.
Since ZMn is at most Zn , this series is at least
∑
n≥0 P{Zn ≤ nθ}, and the latter is finite as well.
Therefore, since θ is any positive number less than EY1,
lim sup
x→∞
1
x f (x)
∑
n≥0
Ef (x + Zn) ≤ 1
(β − 1)EY1 .
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To obtain a matching lower bound, let now θ be a number greater than 1, and let  be a positive
real number. Since f is ultimately positive and nonincreasing,
∑
n≥0 Ef (x + Zn) is ultimately at
least ∑
n≥0
E f (x + n(EY1 + ))I{|Zn − nEY1| ≤ n; θ−1x ≤ nEY1 ≤ θx}.
But if θ−1x ≤ nEY1 ≤ θx , as x tends to infinity,
f (x + n(EY1 + )) ∼ f (x)
(
1+ n
x
(EY1 + )
)−β
.
Moreover, in that range of n, for x large enough, the strong law of large numbers implies that
P{|Zn − nEY1| ≤ n} ≥ 1− . Therefore,∑n≥0 Ef (x + Zn) is ultimately at least
(1− ) f (x)
∑
n≥0
(
1+ n
x
(EY1 + )
)−β
I{θ−1x ≤ nEY1 ≤ θx}
∼ (1− ) f (x)
θx/EY1∫
θ−1x/EY1
(
1+ s
x
(EY1 + )
)−β
ds
= (1− ) f (x) 1
1− β
x
EY1 + 
[(
1+ s
x
(EY1 + )
)−β+1]θx/EY1
θ−1x/EY1
.
Since θ and  are arbitrary, we can make θ tend to infinity after taking the asymptotic equivalent
of the lower bound as x tends to infinity, proving that∑
n≥0
Ef (x + Zn) ≥ (1+ o(1)) x f (x)EY1(β − 1)
as x tends to infinity. 
Note that with unimportant and additional assumptions an alternate proof of Lemma 1 based
on the renewal theorem may be given, slightly shorter, but not as direct. To sketch it, write G
for the distribution function of Yi and consider the renewal function U = ∑n≥0 G?n . We see
that
∑
n≥0 Ef (x + Zn) =
∫
f (x + ·) dU . When f is smooth, an integration by parts and a
change of variable bring this integral to the form − f (x)U (0) − x ∫∞1 f ′(xs)U (x(s − 1)) ds.
The renewal theorem ([12], Section XI.3) yields U (x(s − 1)) ∼ x(s − 1)/EY1 as x tends
to infinity, uniformly in s at least 1. The result then follows by standard arguments involving
regular variation. This shows that Lemma 1 is implied by the renewal theorem. Theorem 1.7.4 in
[6] shows that conversely, the renewal theorem is implied by Lemma 1.
The next lemma restates part (i) of Theorem 2.1 as well as a known first-order equivalent for
the right Wiener–Hopf factor.
Lemma 2. The strict ascending ladder height distribution F+ is smoothly varying of index
−α + 1 and same order ω as F. Moreover,
F+ ∼ −1
(α − 1)µF−,1
IdF . (3.1)
Proof. The proof has four steps.
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Step 1. A representation for F+. By the distributional form of Wiener–Hopf factorization, we
have
F = F+ + F− − F+ ? F−. (3.2)
It is convenient to introduce the following integral operator,
UF−g(t) =
∫ 0
−∞
g(t − u) dF−(u).
As usual, powers of operators are defined inductively. In particular,U 0F− is the identity andU
n
F− =
UF− ◦ Un−1F− for any integer n positive. On (0,∞), we can write (3.2) as F+ = F + F+ ? F−,
which leads to
F+ = F +UF−F+. (3.3)
By recursion this yields
F+ =
∑
0≤i≤n
U iF−F +U n+1F− F+.
Note that F− cannot be the distribution degenerate at 0 since F is assumed to have a negative
mean. Let (Yi )i≥1 be a sequence of independent random variables, all with the same distribution
F−, and let (Zn)n≥0 be their random walk (note that the signs are changed compared to the
previous lemma). Observe that
∑
0≤i≤n U iF−F is nondecreasing in n and that, by dominated
convergence, U n+1F− F+(x) = EF+(x − Zn+1) tends to 0 as n goes to infinity. Consequently, we
obtain the representation
F+ =
∑
i≥0
U iF−F .
Note that combined with Lemma 1, this representation yields Veraverbeke’s [21] theorem
asserting that (3.1) holds.
Step 2. A representation for F
(k)
+ . Let k be a positive integer at most ω∧ (α− 1). Using the mean
value theorem, there exists a sequence of real numbers, (θn)n≥0, nonnegative and at most 1, such
that ∑
n≥0
∣∣∣∣1 (U nF−F (k−1)(x + )−U nF−F (k−1)(x))−U nF−F (k)(x)
∣∣∣∣
=
∑
n≥0
|U nF−F
(k)
(x + θn)−UnF−F
(k)
(x)|
≤
∑
n≥0
E |F (k)(x + θn − Zn)− F (k)(x − Zn)|.
Since the absolute value of a difference is at most the sum of the absolute values, Lemma 1 shows
that the above series is bounded as a function of x and uniformly in  in some interval (0, η).
Moreover, every summand tends to 0 as  tends to 0. Therefore, the series tends to 0 as  tends
to infinity. This proves that
F
(k)
+ =
∑
i≥0
U iF−F
(k)
(3.4)
on some neighborhood of infinity.
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Step 3. F
(k)
+ is regularly varying. The asymptotic equivalence in (3.1) implies that F+ is regularly
varying with index −α+ 1. Recall that k is at most ω∧ (α− 1). By assumption F (k) is regularly
varying. By representation (3.4) and Lemma 1, F
(k)
+ is regularly varying of index −α − k + 1.
Taking k to be m, that is bωc, proves that F+ is smoothly varying of index −α + 1 and order m.
Step 4. Concluding the proof of the lemma. Following Barbe and McCormick [5], for a function
h define
∆
r
τ,δ(h) = sup
t≥τ
sup
0<|x |≤δ
|∆rt,xh|.
This quantity is nonincreasing in τ and nondecreasing in δ. Using representation (3.4), we see
that
F
(m)
+ (t (1− x))− F (m)+ (t) =
∑
n≥0
E
(
F (m) (t (1− x)− Zn)− F (m)(t − Zn)
)
.
Consider x in the range [−δ, δ] \ {0}. Factoring t − Zn in t (1 − x) − Zn , the n-th summand in
the series above is at most(
t
t − Zn |x |
)r
|F (m)(t − Zn)|∆rt−Zn ,tδ/(t−Zn)F
(m)
.
Consequently, for |x | positive and at most δ,
|∆rt,x F (m)+ | ≤ E
∑
n≥0
∣∣∣∣∣ F
(m)
(t − Zn)
F
(m)
+ (t)
∣∣∣∣∣∆rt,δF (m).
It follows from step 3, F
(m)
+  IdF (m). It then follows from Lemma 1 and our assumption on F
that
lim
δ→0 limt→∞ sup0<|x |<δ
|∆rt,x F (m)+ | = 0,
proving the smooth variation of order ω of F+. 
Finally, we present a technical lemma of some independent interest, particularly in light of
Maric´’s [18] work. It is needed for the proof of our main result. We remark that the result is not
proved under optimal conditions.
Lemma 3. Let (ai )0≤i≤m be a sequence of real numbers with a0 different from 0. For any
nonnegative integer k at most m, define the differential operators Pk(D) = ∑0≤i≤k aiDi . Let
ψ be a function. Let f and g be two functions smoothly varying with index−α and order at least
m satisfying the differential equations
Pm−k(D)Dk f = Dkg + o(ψ), k = 0, 1, . . . ,m.
Then, viewing Pm(D) in Rm[D],
f = Pm(D)−1g + o(ψ).
The lemma may be interpreted as saying that if the functions Dkg have a generalized
asymptotic expansion in the asymptotic scale Dk f , then f has a generalized asymptotic
expansion in the asymptotic scale Dkg.
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Proof. Write bk for the k-th coefficient of Pm(D)−1. Then
Pm(D)−1g =
∑
0≤k≤m
bkDkg. (3.5)
In this sum, by assumption, we can replace Dkg by Pm−k(D)Dk f + o(ψ). Since Pm−k(D)Dk =
Pm(D)Dk in Rm[D], the definition of the bk and (3.5) yield Pm(D)−1g = f + o(ψ), which is the
result. 
We now conclude the proof of our two theorems. Using (3.3) and applying Lemma 2 and a
variant of Theorem 2.3.1 in [5], we obtain for any nonnegative k at most m,
F
(k) = F (k)+ − LF−,m−kF (k)+ + o(Id−mF+) = SLF−,m−kDk+1F+ + o(Id−mF+). (3.6)
By Veraverbeke’s [21] theorem or (3.1), this implies
SLF−,m−kDkDF+ = DkF + o(Id−m+1F).
Applying Lemma 3, we obtain
DF+ = (SLF−,m)−1F + o(Id−m+1F).
Hence, integrating, we obtain
F+ = (SLF−,m)−1D−1F + o(Id−m+2F). (3.7)
This is the asymptotic equivalence stated in (ii) of Theorem 2.1 and concludes the proof of that
theorem. 
Proof of Theorem 2.2. To obtain the statement of the theorem, we again use representation (1.1)
and apply Theorem 4.4.1 in [5] to obtain that if m is less than α ∧ ω,
W = (1− p)(Id− LF+,m−1)−2F+ + o(Id−m+1F+).
Then, we use Lemma 2 and (3.7) to conclude. 
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