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Abstract
Repetitive Control is a learning control algorithm used to solve the prob-
lems of tracking the references and/or rejecting the disturbances that have
repetitive nature. One of the challenging problems in repetitive control is
to maintain the performance of the controller when the manipulated and/or
state variables are hitting the constraints. Meanwhile, it is well known
that Model Predictive Control (MPC) has its reputation in dealing with the
constrained control problem through the use of optimization algorithms.
This thesis incorporates the concept of repetitive control into the design of
an MPC controller, resulting a new controller termed Repetitive-Predictive
Control (RPC), so that the benefits of both controllers are combined, such
as repetitiveness, constraints and multi-variable control. The design of the
RPC controller is achieved by incorporating the dominant frequency compo-
nents identified by the frequency decomposition of the reference signal into
the receding horizon control of MPC.
To further investigate the strength and weakness of the RPC, the design,
tuning and performance of the RPC controller is thoroughly explored by
its application to the control of Permanent Magnet Synchronous Motors
(PMSMs) that have been broadly adopted for industrial control applications
due to their low volume and high efficiency. The decision to use PMSMs
as the application of RPC is reflected by the increasing trend to apply the
Repetitive Control (RC) and Model Predictive Controller (MPC) for the
i
electric drives in recent years.
In the rest of the thesis, the design of RPC for the speed and current
regulation of a PMSM has been investigated under two different schemes
based on the Field Oriented Control (FOC). The first scheme employs the
cascade structure with MPC and RPC replacing the PI controllers for the
inner and outer-loop, respectively. The inner-loop MPC is embedded with
an integrator to achieve current regulation while the outer-loop RPC pos-
sesses the capability of speed regulation and minimization of speed ripples
caused by the current sensor offset errors. Moreover, this scheme is fur-
ther extended to the position tracking of complex periodic reference signals.
Under this scheme, a novel formulation of voltage constrains is presented
for the solution of optimal control with Hildreth’s Quadratic Programming.
The second scheme is to combine both speed and current controllers into
one single multi-variable model predictive controller with operating con-
straints imposed. The experimental comparisons of the two control schemes
with cascade PI controllers demonstrate the superior performance of cas-
cade RPC/MPC in terms of the ability of constrained control, disturbance
rejection and position tracking.
Another part of the thesis focuses on Predictive Current Control (PCC)
with finite switching states. The investigation into the three representative
methods of PCC leads to the discovery of a unified implementation of three
pulse generation techniques from Space Vector Modulation (SVM) to direct
switching. Based on the unified implementation, the final chapter of the-
sis demonstrates the differences and connections between the model based
predictive control with the popular PCC methods in literatures.
All results in the thesis have been validated by an experimental test-bed
with an industrial-sized PMSM.
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Chapter 1
Introduction
Electric drives were seen everywhere in our daily life, such as the fans, wash-
ing machines, computers, etc. However, its importance is more recognized
in industry. Servo drives have been extensively utilized in manufacturing
automation, mining, biomedical engineering, etc. Thanks to the develop-
ment of servo drives, many cumbersome tasks become effortless and high
productivity of manufacturing becomes possible. In general, servo drives
consist of three key elements: electric motors, power electronic devices and
control techniques. The high performance of servo drives can not become
possible without the sophistication of the three key elements. In the past
century, each of the three fields has attracted numerous researchers’ inter-
ests and made great contribution for the advances of industrial automation.
However, the servo drive, as a whole, is still a physical system where the
connection of the three can not be neglected. In general operations, elec-
tric motors are fed by the power electronic devices controlled by a certain
control algorithm. Many types of electrical machines have been invented for
carrying out different tasks in the industry and the ordinary life. In general,
electric motors can be classified by taking the consideration of supplying
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Figure 1.1: Classification of Electric Motors
sources and the construction of rotors and stators.
As shown in Figure 1.1 [46], there are usually two broad categories of
electric motors: Direct Current (DC) motors and Alternating Current (AC)
motors. As the name indicates, DC motors are powered by DC sources into
armature windings mounted on the rotor. The field flux is supplied by either
the permanent magnets or the electrical windings mounted on the stator.
The main drawback of DC motor is that it needs commutators to switch the
direction of current flowing in the armature, which makes it more vulnerable
and expensive to maintain. In contrast, AC motors have polyphase windings
and the commutation is achieved by injecting the polyphase currents. AC
machines have gained more recognition over DC machines in the industry
since they allow direct connection to the power grids. Moreover, with the
invention of the inverter that makes the adjustable speed of AC machines
possible, there has been a significant shift from the utilization of DC motors
to AC motors in industrial applications. There are generally two categories
of AC machines: Induction Motor (IM) (also known as asynchronous motor)
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and Synchronous Motor. In the induction motor, the field is provided by the
induction effect between rotor windings and stator windings. In contrast,
the synchronous motor obtains the field from external sources, such as the
DC current injection into rotor windings or permanent magnets mounted
on the rotor. The wound rotor synchronous machines are usually used as
generators since they could provide high flux to generate very high voltages
for transmission, the capability which can not be provided by permanent
magnets. PMSMs have been widely adopted in the industry as servo motors
for the purpose of speed and position regulation. In comparison with IM,
PMSM offers the advantages [70] of high efficiency, low volume and superior
control performance, which makes it an ideal candidate in many of the per-
formance critical industrial applications. Particularly, in recent years, the
applications of PMSMs have attracted the interests of the researchers from
various fields, such as servo drives, traction drives [31], wind turbine gener-
ators [98] and electrical vehicles [58, 66, 27]. For this thesis, the scope of the
investigation would concentrate on the control of a surface-mounted PMSM
for servo applications. However, the contributions made by this thesis could
have the opportunities to aid the research in those fields as well.
1.1 Motivation
Most of the modern control technologies of electrical drives are based on
the cascade structure by considering the drastic difference between the two
time scales of the electrical and mechanical subsystems of electric motors.
In terms of the inner-loop current control, Field Oriented Control (FOC) is
one of the most widely adopted control schemes in industrial applications
[48, 18]. The invention of FOC could date back to 1971 when the first paper
was published for IM by F. Blaschke [8]. The underlying idea of FOC is to
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mimic the control principle of DC motors by transforming the representation
of the three-phase currents and voltages into the synchronous frame with the
so-called Park-Clarke transformation [30]. In the synchronous frame, two
Proportional plus Integral plus Derivative (PID) controllers are employed to
regulate the d-q axis currents, respectively, and the generated voltages need
to be implemented by Pulse Width Modulation (PWM). With the FOC,
the outer-loop is normally equipped with a PID controller for the purpose
of the speed regulation. Furthermore, for the position control, another PID
controller could be superimposed on the speed control loop and thus forms
a structure with three cascade loops. The early implementation of FOC was
normally carried out by the analog circuit design. It is until the invention of
fast micro-controllers and Digital Signal Processors (DSPs), more complex
algorithms, additional functionalities and even new control methodologies
have then been developed for the control of electrical drives.
One of the popular alternatives to the FOC is the Direct Torque Control
(DTC) that was invented by I. Takahashi et. al. [81] and M. Depenbrock
[29] for IMs separately at about the same time in late 80’s. About a decade
later, the extension of DTC to the control of PMSMs was then reported by
L. Zhong [100]. The idea of DTC is to directly control the inverter switches
based on the errors produced by the reference toque and the estimated
torque. While it is well accepted that DTC claims the benefits of intuitive
concepts, simple implementation and fast torque performance, it, on the
other hand, suffers from the drawbacks like variable switching frequency,
poor performance at low speed and high current ripples [18, 17].
In the comparison of the two control schemes, the inner-loop current
control, coordinate transformation and PWM used in FOC are replaced by
hysteresis controllers and the look-up table for the selection of switching
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states in DTC. Following the footpath of FOC and DTC, respectively, there
has been a trend for the application of the predictive control to the control
of electrical drives and power electronics in the past decade. In general,
those predictive control methods could be categorized into two main streams:
model based predictive control [56, 83, 79, 11] and predictive control with
finite switching states [51, 77, 2, 35].
On one hand, the model based predictive control means to apply the
MPC [60, 89] that are used to be known in the process control [75] to the
control of electrical drives. The motivation of such an attempt is to uti-
lize the strengths of MPC in the control of Multi-Input and Multi-Output
(MIMO) systems, constrained control and ability to deal with complex dy-
namics for servo applications. In the past five years, MPC has just become
an emerging technique in the control of power electronics and electrical
drives but it is still at its infant stage. Therefore, it would be interesting for
the engineers and researchers to learn about the opportunities that it might
bring to the improvement of the existing servo technologies.
On the other hand, in the recent years, there have been plenty of re-
search outputs regarding to the predictive control with finite switching
states under different names and methodologies, such as Predictive Current
Control (PCC) [2, 64], Finite Control Set Model Predictive Control (FCS-
MPC)[77, 23], Model Predictive Direct Torque Control (MPDTC) [35, 69],
etc. The common features of those methods are the use of the prediction
based on mathematical models and the direct utilization of the switching
states. From this perspective, it is possible to say that they are the descen-
dants of the DTC. Due to the popularity of this stream, some efforts have
also been paid to investigate the possible connections and divergences with
the approach of model based MPC.
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Another main motivation of the thesis is to investigate a mechanism to
combine the MPC with the Repetitive Control (RC) [38] so that the strength
of MPC could be utilized to solve the repetitive control problems. In the
field of the control of power electronics and electrical drives, there are many
practical problems that are the potential candidates for the application of
repetitive control, such as the resonant current control [85, 93], current/-
torque ripple minimization [62, 95, 96] and complex trajectory tracking [21].
In those applications, one of the critical problems is to limit the produced
voltages and currents within their predefined regions. To the author’s best
knowledge, it is the area that has not yet been intensively explored in the
context of repetitive control, particularly for power electronics and electrical
drives. Motivated by this point, it is also crucial to study how the standard
MPC could be extended to have the ability of repetitive control and, in the
meanwhile, suit the constrained requirements of electrical drives.
1.2 Contributions
In general, the major contributions of the thesis are tribute to the areas of
constrained repetitive control, the model based MPC control of PMSMs and
the predictive control with finite switching states.
Predictive Current Control of a PMSM In this area, the thesis pro-
poses a new means to analyze and implement Space Vector Modulator
(SVM) based on the introduction of Virtual Switching State (VSS). Further
discovery includes the use of VSS to derive the equivalent pulse generation
used in several PCC methods in the literatures. Finally, the synthesis of
the algorithms for SVM and the pulse generation in PCC leads to a uni-
fied algorithm which is capable to implement many PWM techniques in
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a single scheme. More important, such an implementation separates the
predictive control and pulse generation into their respective modules and
hence the pulse generation in PCC could be independent from the math-
ematical model of the machines, which makes the control scheme of PCC
in consistent with the classical FOC. Furthermore, with this arrangement,
the connections and differences between PCC and model based MPC are
unveiled.
Repetititve-Predictive Control The design of repetitive control using
MPC contributes to the repetitive control society in several aspects. First
of all, it provides a new means to tackle the repetitive control problem for
MIMO systems in the presence of constraints, which is still a hurdle and
lack of enough investigations in the repetitive control society. Secondly,
the internal model used for MPC design is constructed by identifying the
dominant frequency modes from the frequency sampling filter decomposition
of the reference signal. The selection of only necessary frequency components
into the design simplifies the design procedure and the resulting algorithm
could be suited to the application that requires fast sampling time.
Model Predictive Control of a PMSM The repetitive predictive con-
troller for the speed and current regulation of a PMSM has been investigated
under two different schemes based on the FOC. The first scheme employs the
cascade structure but with MPC and RPC replacing the PI controllers for
inner and outer-loop, respectively. The key contributions to the PMSM con-
trol is reflected by the effectiveness of Repetitive Predictive Control (RPC)
in dealing with the sinusoidal disturbances and periodic position tracking
with the RPC placed in the outer-loop. Another important contribution
is credited to the formulation of the hexagonal voltage constraints for the
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MPC. The experimental results reveal that it is one of the most significant
benefits brought by the MPC. In addition, it is also crucial to point out
that the design of RPC under the cascade scheme has to take the inner-loop
dynamics into the consideration of the outer-loop design.
The second scheme presented by the thesis is to combine both speed and
current control into one single multi-variable MPC Controller with operating
constraints imposed. Some interesting findings discovered are related to the
imposition of the constraint on q-axis current that is a state variable in
the model. Experimental results demonstrate the performance limitation of
this scheme when the steady-state current is close to the saturation. This
problem is partially caused by the measurement nosies and/or the modelling
errors due to the linearization.
Through the comparisons, the thesis concludes that the cascade RPC/MPC
structure is superior to the cascade PI structure in terms of the imposition
of constraints and, in the meanwhile, it still offers comparable performance
and extra functionalities in terms of disturbance rejection, periodic position
tracking, robustness to parameter uncertainties and convenience of tuning.
Therefore, it suggests that the cascade PRC/MPC design could be a chal-
lenging candidate for servo drives.
1.3 Literature Reviews
Corresponding to the contributions made by the thesis, the literature reviews
of the related areas are conducted in the following three main subsections.
Firstly, the first subsection reviews the area of predictive control with finite
switching states. Secondly, the next subsection is dedicated to the devel-
opment of repetitive control for the MIMO system with system constraints.
Finally, the last subsection reviews the applications of repetitive control and
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model based predictive control to electrical drives.
1.3.1 Predictive Current Control of a PMSM
One main stream of the methodologies to control electrical machines and
power converters is the PCC that aims to achieve the control objective by
predicting the system outputs of the future sampling steps. In early litera-
tures, it is often called as deadbeat control [52] where the resulting control
action is often implemented by PWM. With more recent advances, the dis-
crete nature of inverters has been considered into the design of PCC, where
the techniques with less accurate modulation and even no modulation are
adopted at the stage of pulse generation. Ambrozˇicˇ et. al. [2] present two
PCC methods, which are termed as Two-configuration Predictive Control
(2PC) and Direct Predictive Control (DPC) by Morel et. al. in their excel-
lent comparison paper [64]. The DPC directly applies the nearest physical
switching vector to the desired reference voltage vector and thus no modu-
lation is involved for a sampling period, whereas the 2PC introduces some
modulation by projecting the reference voltage vector on the line connecting
the origin to the nearest active vector. Similar methods but with different
terminologies, have also been published in different context, i.e. IM [67] and
PMSM [63, 64]. Moreover, the early version of FCS-MPC [76] is in essence
similar to the DPC when its cost function only considers the error between
the prediction and the reference. To avoid the confusion in the literatures,
this thesis uses the terminologies DPC and 2PC for the reference of the
similar type of PCC methods.
As a variant of predictive control, FCS-MPC [51] [77] evaluates the pre-
diction of all discrete inputs against a predefined cost function and the one
with minimum cost is selected as the input. FCS-MPC offers more flexibil-
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ity on the choices of cost functions and thus it can be adapted to multiple
control objectives, such as constraints, number of commutations and power
control [24, 50]. In addition, the FCS-MPC has been recently extended
to the direct speed control of a PMSM [72, 73]. Since it does not require
any modulation, a relatively fast sampling time is necessary for less current
ripples. Meanwhile, the choice of the sampling time has to be traded off
against switching losses and the computation stress of repeating algorithm
for all possible inputs. In general, the main features of FCS-MPC lie in the
fast dynamic response, the ability to impose constraints and the possible
absence of a modulator.
From the geometric point of view, the desired voltage vector could only
be reached in the sense of their time-average by an accurate modulation tech-
nique, such as Space Vector Pulse Width Modulation (SVPWM), while DPC
and 2PC only produce an approximation to some extent. From SVPWM to
2PC and further to DPC, less and less modulation is involved at the cost
of poorer and poorer approximation to the desired vector. The generated
voltage vector of 2PC is actually the projection of reference vector onto the
nearest active vector while the one of DPC is actually the quantization of
reference vector to its nearest active vector. However, the underlying ideas
of the projection and quantization are not directly reflected in the existing
algorithms of 2PC and DPC. Motivated by this point, Chapter 3 presents a
unified algorithm of the pulse generation techniques for SVPWM, 2PC and
DPC.
1.3.2 Repetitive Control
Repetitive control is concerned with the tracking of a periodic reference
signal and has many applications. This requirement can be formulated by
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using the Internal Model Principle (IMP) [33] (expressed in transfer-function
terms) which states that to track a reference signal with zero error the
generator polynomial of this signal must be included as part of the controller
denominator. In principle, RC is perhaps very close to the Iterative Learning
Control (ILC) [16], since both of them target the control problem with
repeating sweeps, passes or iterations. The key difference between them
is the setting of initial conditions for each pass. One of the earliest work
to realize the IMP was presented by S. Hara et. al. in the continuous
time framework [38] where a delay is introduced into the positive feedback
loop. At about the same time, the discrete version of internal model was
studied and reported by M. Tomizuka et. al. [65]. Similar to its continuous
counterpart, the internal model in the discrete time domain is constructed
by adding an M -sample delay to the positive feedback loop where M here
indicates the period length of the exogenous signals, as shown in Figure 1.2.
Consequently, the closed-loop representation of Figure 1.2(a) would lead to
M poles that uniformly distribute on the unit circle as shown in Figure
1.2(b). In order to improve the robustness and stability issues caused by
the internal model, some low pass filters are usually incorporated into the
design as well [38, 65].
z−M
+
+
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(b) poles (M = 12)
Figure 1.2: The Structure of Internal Model
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Most of the early derivations and developments of the RC utilize the
frequency domain approach for Single Input and Single Output (SISO) sys-
tems. To deal with MIMO systems, it is natural to design the RC using the
state-space approach. The representative works for the RC of MIMO sys-
tem include the use of H∞ control theory in [94] and the Lyapunov stability
analysis [68, 28, 32]. Among those literatures, most of them have not yet
considered the problem of repetitive control in the presence of the system
constraints, except that one recent publication by J. V. Flores et. al. [32]
considering the case of input saturation. It should be noted that the con-
strained repetitive control is still an open question that has not yet been
intensively investigated.
Regarding to the use of MPC for the constrained repetitive control, per-
haps the only attempt of this approach was made by J. Lee et. al. [53] for
the application of process control. In [53], an M -sample delay was incorpo-
rated into the augmented system model for the optimal control, resulting
a system with very high dimensions and orders. The approach might be
suitable for the process control but would be difficult to be implemented for
a system with a fast sampling time.
It is also noted that, in most designs of repetitive control systems [38,
42, 68], the control signal is often generated by a controller that is explicitly
described by a transfer-function with appropriate coefficients. If there are
a number of frequencies contained in the exogenous signal, the repetitive
control system will contain all periodic modes, and the number of these is
proportional to the period and inversely proportional to the sampling in-
terval. It can result in a very high order control system, especially under
fast sampling, which could then lead to numerical sensitivity, noise ampli-
fication, sensitivity to modeling errors and other undesirable problems in a
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practical application. To overcome the problem, an internal model with only
the dominant frequency modes could be used so that the complexity of the
controller is greatly reduced at the cost of acceptable steady-state errors.
The RPC proposed in this thesis adopts this approach and more details are
given in Chapter 4.
Meanwhile, among a variety of applications of RC to electrical drives,
the minimization of speed ripples and position tracking are of major interest
to this thesis. Pulsating torque [47] in a PMSM is usually produced by
various sources, including cogging torque, flux harmonics and current sensor
errors and consists of the 1st, 2nd, 6th and 12th harmonics [74] and the
fundamental is the synchronous frequency. The high frequency ripples could
be removed by the load inertia or bandwidth of speed control loop but the
low frequency ripples that occur within the bandwidth could still cause
oscillations in the speed. Among these, the 1st harmonic is often the major
cause of poor control performance due to the unbalance of the measured
three-phase currents caused by the sensor offset errors (see Chapter 5). If
suitable compensation is not applied the speed will oscillate in the steady-
state, especially at low values.
A number of controller design methods have been proposed to suppress
the torque disturbance and/or the resulting speed ripples and they can be
categorized under feedforward compensation and IMP approaches [33], re-
spectively. For example, in [22] a feedforward approach is employed to
calculate the torque ripples from the feedback errors and feeds forward the
correction to cancel the disturbance on the q-axis current. A sizable body of
literature addresses the periodic disturbance based on the IMP, For exam-
ple, [34] designs a robust controller based on IMP whereas [74] and [95] use
ILC as an observer to estimate the torque ripples and then eliminate them
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by subtracting it from the control signal. The approach adopted in Chapter
5 is different to the observer based approach in that it utilizes the inherent
ability of RPC for input disturbance rejection by providing an infinite gain
at the frequency of the oscillation.
1.3.3 Model Based Predictive Control of a PMSM
With the advances of fast micro-controllers and DSPs, the traditional MPC
that is widely adopted in the process control has been adapted to control
electrical machines and power converters, such as PMSM [11], IM [79] and
DC-DC power supplies [4]. The MPC controller is often designed for machine
model in the synchronous frame and the modulation is treated as linear.
The modulation limitation is formulated as the general input constraints
problem in the optimization. Since the optimization algorithm is necessary
to solve the constraints problem against the cost function, it increases the
computing burden on the DSPs and, as a result, a larger sampling step is
usually required for the implementation.
The early attempts to use the model based predictive control for electri-
cal drives are credited to the application of Generalized Predictive Control
(GPC) for IMs [49, 97]. While they claimed the benefit of GPC in improv-
ing the robustness to parameter uncertainties and unmodelled dynamics in
the drive [49], GPC appears difficult to impose the system constraints [60].
The progress was then followed by a series of papers [54, 55] and one book
[56] authored by A. Linder et. al. about the MPC in state-space approach.
In [11], a combination of speed and current control in a single controller
is applied to a full order electromechanical model of a PMSM in the d-q
reference frame. The MPC used in this paper is the Explicit MPC proposed
by Bemporad et. al. [5], where the piecewise affine solutions to the opti-
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mization problem are pre-calculated off-line and then an algorithm using a
binary search tree [84] is conducted on-line to locate its corresponding opti-
mal solution. To deal with the problem of unmeasured disturbance, an extra
integrator is superimposed on the MPC to remove the steady-state error.
An MPC design is also given in [61] for the current loop with the estima-
tion of disturbances using Recursive Least Square (RLS) that were fed for-
ward for compensation. This design requires knowledge of the steady-state
values because an integrator is not included in the design. More recently,
Predictive Functional Control (PFC), a type of MPC where the input is
modeled by basis functions, has been considered for the outer-loop to con-
trol the speed of a PMSM [57], where the cascade structure is combined with
an Extended State Observer (ESO) to compensate for the effects of torque
disturbances. The disturbance rejection analysis in [61] and [57] is based on
using a disturbance observer.
Compared with other MPC for electrical drives, the prominent feature of
applying the proposed controller is that is that real-time implementation is
greatly simplified since steady-state information about the plant is no longer
required.
1.4 Publications
As the results of this research project, the following papers have been pub-
lished or in the process of peer review for the conferences and journals.
Book Chapter
• (Book Chapter) L. Wang; S. Chai; E. Rogers, ”Predictive Repetitive
Control with Constraints”, in ”Control and Mechatronics (The Indus-
trial Electronics Handbook)”, 2nd Edition, Bodgan Wilamowski and
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J. David Irwin, Eds., CRC Press, 2010, pp 19-1.
Journals
• S. Chai; L. Wang; E. Rogers, ”Model Predictive Control of a Perma-
nent Magnet Synchrnous Motor with Experimental Validation,” To
appear in Journal of ”Control Engineering and Practice” (In Press).
• Liuping Wang, Chris T. Freeman, Shan Chai, Eric Rogers, ”Predictive-
repetitive control with constraints: From design to implementation”,
Journal of Process Control, Volume 23, Issue 7, August 2013, Pages
956-967.
• S. Chai; L. Wang; E. Rogers, ”A cascade MPC control structure for
PMSM with speed ripple minimization”, IEEE Transaction on Indus-
trial Electronics, vol. 60, no. 8, pp. 2978-2987, August, 2013.
• L. Wang; S. Chai; C. Freeman and E. Rogers, ”Multivariable Repetitive-
predictive controllers using frequency decomposition”, Control System
Technology, IEEE Transaction on, vol. 20, no. 6, pp. 1597-1604, Nov.
2012
Conferences
• S. Chai; L. Wang; ”A Unified Pulse Generation of 2L-VSI from SVPWM
to Direct Switching”, To appear in IECON 2013, Nov. 10-13, Vienna,
Austria, 2013.
• S. Chai; L. Wang; ”Finite Control Set Model Predictive Control of
PMSM with interpolated vectors”, IECON 2012, Montreal, Canada,
pp. 1799-1804, 25-28 Oct. 2012.
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• L. Wang; C. Freeman; S. Chai; E. Rogers; ”Experimentally vaidated
repetitive-predictive control of a robot arm with constraints”, Ametri-
can Control Conference (ACC) 2012, pp. 5495-5500, 27-29 June 2012.
• S. Chai; L. Wang; E. Rogers,”Cascade model predictive control of a
PMSM with periodic distrubance rejection”, Australian Control Con-
ference (AUCC), 2011, pp. 309-314, 10-11 Nov. 2011.
• S. Chai;L. Wang; E. Rogers,” Model Predictive Control of a Perma-
nent Magnet Synchrnous Motor”, IECON 2011-37th Annual Confer-
ence on IEEE Industrial Electronics Society, pp. 1928-1933,7-10 Nov.
2011.
• L. Wang; C. Freeman; S. Chai; E. Rogers, ”Multivariable repetitive-
predictive control of a robot arm with experimental results”, In: 18th
IFAC World Congress, Milano, Italy, vol. 18, no. 1, August 28-Sept.
2, 2011.
• L. Wang; S. Chai; C. Freeman; E. Rogers, ”On strucuture selection for
multivariable repetitive-predictive controlers”, Decision and Control
(CDC) 2010 -49th IEEE Conference on, pp. 6973-6978,15-17 Dec.
2010.
• L. Wang; S. Chai; E. Rogers, ”Predictive repeptitive control based on
the frequency decomposition”, American Control Conference (ACC)
2010, pp. 4277-4282, 30th June-2nd July, 2010.
1.5 Outlines of Thesis
The previous sections introduce the motivations and the contributions made
by this thesis and summarize the literatures related to the development of
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the thesis. The remainders of the thesis would be arranged as follows.
Chapter 2 introduces the necessary backgrounds for the thesis including
derivation of the per unit model of a PMSM based on its d-q axis represen-
tation and the introduction of the pulse width modulation, both of which
are used throughout the thesis for the development of the rest of the thesis.
Chapter 3 presents a unified algorithm for the three popular predictive
current control methods. Within this chapter, the concept of Virtual Switch-
ing State (VSS) is introduced to aid the geometric analysis of conventional
space vector modulation. The extension of VSS to analyze the pulse gen-
eration techniques with finite switching states leads a unified and efficient
implementation of the three PCC methods.
Chapter 4 details the derivation of the repetitive predictive control for
MIMO systems based on the frequency sampling filter decomposition of the
reference signal. The structure of the signal generator for augmented model
is determined by the identification of the dominant frequency components
contained in the reference signal. The sensitivity analysis and the structure
selection of RPC are also conducted to aid the design. Once the structure
is determined, the MPC is applied to the augmented system model for the
solution of optimal control subject to input constraints and incremental
input constraints. Particularly, the on-line searching algorithm with the use
of Hildreth’s Quadratic Programming are detailed. A simulation example
with the control of a two-input and two-output anthropomorphic robotic
arm is demonstrated to prove the effectiveness of this approach.
Chapter 5 illustrates the application of RPC for the control of a PMSM
using the cascade structure. Two possible applications of RPC are illus-
trated in this chapter: the disturbance rejection of current ripples caused by
the current sensor offset errors and the position tracking of complex periodic
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references. Special considerations of the design are given to the formulation
of voltage constraints and the compensation of inner-loop dynamics based
on the robust sensitivity analysis.
Chapter 6, on the hand hand, investigates the performance using the
overall MPC structure in terms of disturbance rejection, constraints and the
possibilities of applying RPC. The focus of this chapter is on the formulation
of the q axis current constraints and the bumpless transfer of the control
structure. The last part of this chapter discusses the comparison with the
cascade structure and the possible reasons for its performance limitation.
Chapter 7 compares the performance of the cascade MPC and overall
MPC with the classical cascade PI structure. In this chapter, the superior
capability of the cascade MPC in dealing with constraints is illustrated in
details . In addition, the comparison of the selection of tuning parameters
between MPC and PI is demonstrated as well.
Finally, Chapter 8 concludes the thesis and points out the further op-
portunities related to the control strategies presented in this thesis.
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Chapter 2
Backgrounds
In this chapter, the derivation of machine model is firstly presented using
the d-q model for a PMSM. It is followed by the introduction of the per
unit model that is employed in the implementation of the MPC and RPC
controller in the later chapters. The design of those controllers are based on
the linear system control theory and hence the linearization and discretiza-
tion of the model are introduced next. In practice, the modern servo system
is driven by the switched power electronic devices, such as Insulated-Gate
Bipolar Transistor (IGBT) inverters. Thus, the next section reviews the
topology of a Two Level Voltage Source Inverter (2L-VSI) and several pop-
ular modulation strategies and it also lays the foundation for the Chapter 3.
The next section in this chapter gives the validation of the model parameters
through simulations and experiments. Finally, the last section concludes the
chapter.
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2.1 Model of PMSM
In the FOC, the standard model of a PMSM used for the controller design
is represented in the d-q synchronous frame [71],
did(t)
dt
=
1
Ld
(vd(t)−Rsid(t) + ωeLqiq(t))
diq(t)
dt
=
1
Lq
(vq(t)−Rsiq(t)− ωeLdid(t)− ωe(t)φmg) (2.1)
dωe(t)
dt
=
p
J
(
3
2
pφmgiq(t)− Bv
p
ωe(t)− TL)
dθm(t)
dt
=
1
p
ωe(t)
where the states id and iq denote the d-q axis currents, ωe the electrical
speed and θm the mechanical angle. The input variables are the d-q axis
voltages, vd and vq. TL represents the external load torque on the motor
shaft. The machine parameters are d-q axis inductance (Ld and Lq), motor
resistance (Rs), rotor flux due to permanent magnets (φmg), motor inertia
(J), viscous friction coefficient (Bv) and number of pole pairs (p). For the
derivation of the d-q model, further details are given in APPENDIX A.
2.2 Per-Unit Model and Machine Parameters
Using the explicit machine model (2.1) with SI unit to design the controller
can have the numerical problem due to different units of machine parameters
and variables. For example, in the third equation of (2.1), a small inertia
value (J) in (kg ·m2) would lead to a very large coefficients for iq in (A) and
hence the controller gain has to be numerically very small for outer-loop
control. In the MPC and RPC design, the long prediction of the future
states may result some vary large elements in the matrices if the actual
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values in SI unit are used. Such a wide variation of numerical ranges makes
the implementation on micro-controllers or DSPs rather complex. Hence it
is more convenient to use the per unit model of the PMSM for the design
of controllers, particularly for MPC and RPC. Note that, in this thesis, the
design of the PI controller is with the original model while the designs of all
predictive controllers are with the per unit model.
The base values of parameters and variables are listed in Table 2.1. Here,
only three independent based values need to be given, such as Pb, Ub and
Tb in this case, and other base values could be obtained by the following
relationships,
Ib = pPb/Ub, Rb = Ub/Ib, ωeb = UbIb/Tb
φb = Ub/ωeb, Lb = Rb/ωeb
Jb = pPb/ω
2
eb, Bb = Tb/ωeb, θmb = 2pi, tb = (pθmb)/ωeb
Scaling the parameters and variables in (2.1) with their own base values,
the per unit version of machine model is give by,
did(t)
dt
=
ωeb
Ld
(vd(t)−Rsid(t) + ωe(t)Lqiq(t))
diq(t)
dt
=
ωeb
Lq
(vq(t)−Rsiq(t)− ωe(t)Ldid(t)− ωe(t)φmg) (2.2)
dωe(t)
dt
=
p
J
(
3
2
pφmgiq(t)− Bv
p
ωe(t)− TL)
dθm
dt
=
1
tb
ωe(t)
where the notation refers to the per unit value of the machine variables and
parameters with the exception that ωeb is in SI unit. The numerical values
and their per unit counterparts of machine parameters used in obtaining
the experimental and simulation results in this sequel are given in Table 2.2.
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The details regarding the measurement of those electrical and mechanical
parameters are discussed in APPENDIX C.
Table 2.1: Base values for the per unit model
Symbol Description Base Value SI unit
Pb rated power 0.35 KW
Ub rated voltage 150/
√
3 Volts
Tb rated Torque 1.1 Nm
Ib Current 8.083 A
Rb Resistance 10.71 Ohm
ωeb velocity 630.63 rad/s
Lb Inductance 0.017 H
Φb flux 0.1373 Wb
Jb inertia 0.0018 kg ·m2
Bb Viscous coefficients 0.0018 N ·m · s
tb time base 0.0199 secs
Table 2.2: parameters of PMSM
Sym. Description SI Value SI Unit Per Unit
Jm
a motor inertia 0.47e-4 kg ·m2 0.0267
J b total inertia 7.78e-4 kg ·m2 0.43
B viscous coeff. 1.1e-4 N ·m · s 0.0625
Ld d-axis inductance 7.0e-3 H 0.4120
Lq q-axis inductance 7.0e-3 H 0.4120
TL load torque Nm
Rs resistance 2.98 Ohm 0.2781
φmg flux linkage due to 0.125 Wb 0.9102
permanent magnet
irated nominal current 2.9 A 0.36
p no. of pole pairs 2
aJm refers to the motor’s own inertia
bJ refers to the total inertia of the coupled two motors (see APPENDIX C)
2.3 Linearization and Discretization
The content of this thesis covers the topics such as current control, speed
control and position control. In each case, the corresponding system model
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should be adopted for different control purposes. Nevertheless, without the
loss of generality, the per unit model employed for the speed control purpose
is given here as an example to illustrate the process of the linearization and
discretization. For the position control, the extra state variable θm should
be added to the model according to the arrangement in (2.2).
2.3.1 Linearization
The cross-coupling terms ωeiq and ωeid in (2.2) are the nonlinear entries in
the model and are therefore needs to be linearized to obtain a linear model
approximation for the application of the MPC and RPC design. The process
of the linearization is commonly carried out by linearizing the system around
an operating point. The operating points of the state variables id, iq and
ωe in (2.1) are denoted by id0, iq0 and ωe0, respectively, and the Jacobian
linearization [3] is used to obtain the linear state-space model. The linearized
model for the speed control is given by,
x˙m(t) = Acxm(t) +Bcu(t) + 
y(t) = Ccxm(t) (2.3)
where
Ac =

−RsLdωeb
Lq
Ld
ωe0ωeb
Lq
Ld
iq0ωeb
−LdLqωe0ωeb −RsLq ωeb −(
Ld
Lq
id0 +
φmg
Lq
)ωeb
0
3p2φmg
2J −BvJ
 , Bc =

1
Ld
ωeb 0
0 1Lqωeb
0 0
 ,
Cc =
 1 0 0
0 0 1
 ,  =

0
0
−pTLJ

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where xm =
[
id(t) iq(t) ωe(t)
]T
∈ R3 is the state vector, y =
[
id(t) ωe(t)
]T
the output vector and u =
[
vd(t) vq(t)
]T
the input vector. The last en-
try in  ∈ R3 is due to the load torque. The control objective is to achieve
the desired set-point following subject to: i) id = 0 and ii) d and q-axis
voltages that remain within specified operational limits. In the state-space
model (2.3) the outputs are the d-axis current id and the electric velocity
ωe and the iq current is one of the state variables that will be measured in
the implementation.
2.3.2 Discretization
Thereafter, the linearized model (2.3) is discretized with sampling period Ts
using a Zero-Order-Hold (ZOH), resulting in the discrete state-space model
xm(k + 1) = Amxm(k) +Bmu(k) + d (2.4)
y(k) = Cmxm(k)
where
Am = e
AcTs ≈ AcTs + I
Bm =
∫ Ts
0
eAcτBcdτ = A
−1
c (e
AcTs − I)Bc ≈ BcTs
Cm = Cc
d =
∫ Ts
0
eAcτ dτ = A−1c (e
AcTs − I) ≈ Ts
and d has constant entries.
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2.4 Pulse Width Modulation
The modern control of power converters and machine drives is achieved
through the switched control of the inverters. The three-phase voltages are
generated by the PWM technologies [45] [43] through which the efficient
control of the motor position, speed and torque become possible in Vari-
able Speed Drive (VSD). A variety of PWM generation techniques have
been developed, which could be categorized into two broad classes: Con-
tinuous Pulse Width Modulation (CPWM) and Discontinuous Pulse Width
Modulation (DPWM) [40, 101]. Compared with DPWM, CPWM pertains
superior performance in the low modulation index range and is preferred
for the servo drive. Many CPWM generation methods have been proposed,
where their differences in essence are the placement of zero-sequence vector
(V0 and V7). Those methods could be implemented by two methodologies:
carrier based PWM [13] [40] and direct digital implementation of SVM [86]
[9]. For a long time, the carrier based PWM implementation, such as Sine-
Triangle intersection techniques, has dominated the industrial applications.
With the development of fast DSPs, direct digital implementation has also
gained its popularity in more recent years. It has been proven that the car-
rier based PWM with proper zero-sequence voltage injection is equivalent
to SVM with the corresponding placement of the two zero vectors [101].
In this section, the carrier based PWM and direct digital implementation,
particularly SVPWM, are reviewed and their prospects regarding controller
design are discussed.
The diagram of a 2L-VSI inverter connected with a PMSM model is
shown in Figure 2.1 in which the middle point (denoted by O) between the
two dc sources is referred to the ground.
The switching state of the inverter at a given instant is represented by
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Figure 2.1: Topology of three-phase-leg IGBT
the on-off status of the three upper switches, since the switching status for
the switches on the same leg is complementary to each other to prevent the
short-circuit. Consequently, there are only eight possible switching states
by turning on and off all the switches in the inverter, as listed in Table 2.3.
Among those, two switching states (V0 and V7) that represent the case where
either all upper or all lower switches are turned on, are called zero vectors
or null vectors. In contrast, the other six switching states are called active
vectors.
Table 2.3: Switching States of Inverter
Switching State
V0 V1 V2 V3 V4 V5 V6 V7
Sa 0 1 1 0 0 0 1 1
Sb 0 0 1 1 1 0 0 1
Sc 0 0 0 0 1 1 1 1
When the upper switch is on, that is Si = 1 and Si = 0, the output of
the phase leg is connected to the top rail of the supplies and thus vi =
Vdc
2 .
Conversely, when the lower switch is on, the output is connected to the
bottom rail of the supplies and hence vi = −Vdc2 . Corresponding to the
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switching states in Table 2.3, the resulting output voltages vi for the three
phase legs are summarized in Table 2.4.
Table 2.4: Output voltage of a three-phase Inverter
Switching State
V0 V1 V2 V3 V4 V5 V6 V7
va −Vdc2 Vdc2 Vdc2 −Vdc2 −Vdc2 −Vdc2 Vdc2 Vdc2
vb −Vdc2 −Vdc2 Vdc2 Vdc2 Vdc2 −Vdc2 −Vdc2 Vdc2
vc −Vdc2 −Vdc2 −Vdc2 −Vdc2 Vdc2 Vdc2 Vdc2 Vdc2
As depicted in Figure 2.1, the output voltage of each phase leg is either
Vdc
2 or −Vdc2 and could be generlized by,
vi = Vdc(Si − 1
2
) (i = a, b or c) (2.5)
where Si denoting the logic state of the switch is either ”1” or ”0”. Assuming
a balanced three-phase load, the phase voltage with respect to the neutral
point can be expressed in terms of their switching states by,
v(i)n = vi − vn = Vdc · Si − (
Vdc
2
+ vn) (2.6)
where vn denotes the voltage of the neutral point,
vn =
1
3
(va + vb + vc) =
Vdc
3
(Sa + Sb + Sc)− Vdc
2
(2.7)
With the concept of space vector, the three-phase voltages could be repre-
sented in the stationary reference frame by the Clarke transformation [87]
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(See APPENDIX A),

vα
vβ
v0
 = 23

1 −12 −12
0
√
3
2 −
√
3
2
1
2
1
2
1
2


van
vbn
vcn
 (2.8)
Substituting (2.6) into (2.8), it is seen that v0 is always equal to zero for
balanced three-phase loads. In addition, the vα and vβ voltage could be
expressed by the logic state of the three upper switches,
 vα
vβ
 = 2
3
Vdc
 1 −12 −12
0
√
3
2 −
√
3
2


Sa
Sb
Sc
 (2.9)
where the property that transformation (2.9) of any constant vector leads
to the null vector in α-β frame has been used, i.e,
2
3
 1 −12 −12
0
√
3
2 −
√
3
2


vn
vn
vn
 =
 0
0

With (2.9), the transformation of the six active vectors (V1 · · ·V6) forms
a hexagon with a radius of 23Vdc in the stationary frame with the two zero
vectors (V0 and V7) mapping to the origin, as demonstrated in Figure 2.2.
2.4.1 Modulation Index
In the literatures, one definition of the modulation index is given by the
normalization of the amplitude of any fundamental with respect to the one
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Figure 2.2: Hexagon
of six-step mode [45], that is,
m∗ =
v∗i
V ∗six−step
=
v∗i
2
piVdc
Another definition of modulation index is to use the amplitude of the
carrier signal as the base value, that is,
m∗ =
v∗i
Vdc/2
(2.10)
This definition has also been used by a large body of literatures, i.e., [101, 9].
Since it is more intuitive for the discussion in this thesis, it is employed for
the discussion below.
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2.4.2 SVPWM
SVPWM utilizes the concept of space vector and its geometry features to
derive the on-off time duration for each switch. With the SVPWM, the
maximum amplitude of the modulated voltage should be limited by the
radius of the inscribed circle of the hexagon, that is 1√
3
Vdc. Any reference
voltage (denoted by V ∗s ) within the hexagon can be synthesized by the two
nearest active vectors, for example in the sector I,
V ∗s =
T1
Ts
V1 +
T2
Ts
V2
(2.11)
Here, T1Ts and
T2
Ts
indicate the fraction of their corresponding active vectors.
Those fractions are usually calculated using the geometric rules,
|V ∗s |
sin 23pi
=
V1
sin(pi3 − θ)
T1
Ts
=
V2
sin(θ)
T2
Ts
(2.12)
And the rest fraction implies the duration of the two null vectors,
T0 + T7
Ts
= 1− T1
Ts
− Ts
Ts
(2.13)
The different allocation of the two null vectors gives rise to various PWM
schemes [101]. For example, in the conventional SVPWM, the duration is
equally split between V0 and V7, that is T0 = T7. The DSPs implementation
of (2.12) requires the use of sin and cos functions whose solution is usually
pre-calculated and stored in the look-up tables.
Since the hexagon is sixfold symmetry, the geometry method discussed
above can be used for the other five sectors as well by rotating the reference
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Figure 2.3: Principle of SVM
vector by a degree of (m−1)· pi3 with m(= 1 · · · 6) denoting the sector in which
it locates. The conventional SVPWM symmetrically distributes the four
switching vectors, comprising two active vectors and two zero vectors, within
one switching cycle, as shown in Figure 2.4. Such an arrangement offers the
benefits of fixed switching frequency and better harmonic performance. For
the DSPs implementation, the PWM module is set to the counting up-down
mode and the point to turn on and off each upper switch is calculated by,
PWMSa =
T0
Ts
·MAX
PWMSb =
T0 + T1
Ts
·MAX (2.14)
PWMSc =
T0 + T1 + T2
Ts
·MAX
respectively.
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Figure 2.4: Digital Implementation of SVPWM
2.4.3 Carrier based PWM
The carrier based PWM is normally achieved by comparing the modulated
voltage signal with a repeating triangle carrier signal. If the input signal
is higher than the carrier, it outputs high level (logic ”1”) and otherwise
low level (logic ”0), as the process described in Figure 2.5 . The carrier
frequency (denoted by fc) is chosen to be much higher than the fundamental
frequency (denoted by f1) and their ratio is the multiple of 3 for the better
THD property [43]. For example, the ratio fsf1 = 21 is used in this sequel
for the purpose of demonstration. Assuming a balanced three-phase system
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Figure 2.5: Carrier based PWM
and letting v∗a, v∗b and v
∗
c
v∗a = m
∗ sin(ωet)
v∗b = m
∗ sin(ωet− 2pi
3
) (2.15)
v∗c = m
∗ sin(ωet+
2pi
3
)
denote the desired reference voltages, a non-zero zero-sequence voltage (vn)
could be added to modify the the original reference voltages,
v∗∗a = v
∗
a + vn
v∗∗b = v
∗
b + vn (2.16)
v∗∗c = v
∗
c + vn
Different methods of zero-sequence injection have led to a variety of carrier
based PWM schemes in the literatures [40]. Here, only a few simple and
popular carrier based PWM are presented.
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Sinusoidal PWM As one of the earliest PWM generation techniques
[13], the Sinusoidal PWM (SPWM) generates the digital pulses by directly
comparing the three-phase voltages with the carrier, commonly a repeating
triangle waveform as illustrated in Figure 2.6. It was favoured in old times
due to its simplicity and feasibility to be implemented by analog circuits.
However, the drawback of SPWM is that the linear modulation range is
Vdc/2
−Vdc/2
(a) Sine-Triangle Intersection
Vdc/2
−Vdc/2
Vdc/2
−Vdc/2
Vdc/2
−Vdc/2
(b) Pulses
Figure 2.6: SPWM
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quite small. In order to avoid the over-modulation, it requires the maximum
amplitude of the referece signal to be within ±Vdc2 . Hence, the maximum
modulation index of SPWM is,
m∗max−spwm =
Vdc/2
Vdc/2
= 1.
which could be further improved by the inclusion of zero-sequence injection.
THIPWM Third Harmonics Injection PWM (THIPWM) exploits the
third harmonic components of the desired reference signal as the injection
signal. There are two types of THIPWM schemes whose difference is the
amplitude of the third harmonic component. The THIPWM1/4 is derived
for the purpose of the minimization of the THD, whereas THIPWM1/6
is designed based on maximizing the linear modulation range [14]. The
THIPWM 1/6 uses one sixth of the amplitude of the reference signal as the
amplitude of the injection signal,
vn =
1
6
m∗ sin(3ωet)
while the THIPWM 1/4 uses one fourth of the amplitude of the reference
signal,
vn =
1
4
m∗ sin(3ωet).
With THIPWM, the peak value of the modified reference signal is flattened
by the injection, as demonstrated in Figure 2.7, and hence the maximum
modulation index can be extended to
m∗max−THIPWM1/6 =
2/
√
3Vdc/2
Vdc/2
= 1.1547
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Figure 2.7: Waveform of THIPWM 1/6
for THIPWM1/6 and
m∗max−THIPWM1/4 =
3
√
3/
√
7 · Vdc/2
Vdc/2
= 1.1223
for THIPWM1/4.
SYPWM SYmmetrical PWM (SYPWM) is the equivalent carrier based
PWM scheme to the conventional SVPWM in which the duration of zero
vector is equally split for V 0 and V 7. The equivalence is achieved by injecting
a zero-sequence signal that is half of the median value among the three
desired reference voltages [9]. Let v∗max, v∗mid and v
∗
min denote the maximum,
median and minimum value of v∗a, v∗b and v
∗
c , respectively. For the balanced
three-phase reference voltages at steady-state, the waveform of median value
is shown in Figure 2.8(a) (solid line) and it reveals its period is one third
of the sinusoidal reference voltage. The zero-sequence signal for SYPWM is
then given by,
vn = 0.5vmid;
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The addition of this zero-sequence with the reference voltage also reduces
the peak value of the modified reference votlage, as shown in Figure 2.8(b).
The peak value of modified reference voltage appears at kpi+ pi3 and kpi+
2pi
3
(k is an integer) and hence its corresponding maximum modulation index is
raised to
m∗max−SY PWM =
2/
√
3 · Vdc/2
Vdc/2
= 1.1547
which is exactly the theoretical linear modulation limit of SVPWM and is
also identical to the one of THIPWM1/6.
The equivalence of SYPWM to SVPWM can be proved by assuming that
the carrier frequency is much higher than the fundamental (fs/f1 ≥ 21).
Hence, at a given instant, a constant voltage is assumed for the comparison
with the carrier, as shown in Figure 2.9 where v∗∗a ≥ v∗∗b ≥ v∗∗c . By compar-
ing v∗∗i with the triangle carrier signal, the on-time (TSi) duration of each
upper switch is related to the modulation voltages by the following rules [9],
TSi
Ts
=
1
2
+
1
2
· v
∗∗
i
Vdc/2
(2.17)
Using (2.17), the duty ratios of the two zero vector (V 0 and V 7) are calcu-
lated by,
T0
Ts
= 1− TSa
Ts
=
1
2
− 1
2
· v
∗∗
max
Vdc/2
(2.18)
T7
Ts
=
TSc
Ts
=
1
2
+
1
2
· v
∗∗
min
Vdc/2
(2.19)
respectively, where Ti (i = 0, 1, · · · 7) denotes the duration of the correspond-
ing switching vector V i. It is not difficult to see that it requires the following
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0(a) median voltage (vmid) of three-phase voltage
(b) waveform after injection
Figure 2.8: zero-sequence injection of SYPWM
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Figure 2.9: Carrier based PWM voltage.
relationship to evenly split the duration for the two zero vectors,
v∗∗max + v
∗∗
min = 0; (2.20)
Thereby, a zero-sequence signal has to be employed to satisfy the require-
ment (2.20),
v∗∗max = v
∗
max + vn
v∗∗min = v
∗
min + vn (2.21)
Replacing (2.21) into (2.20), the injected zero-sequence signal is obtained
by,
vn = −0.5(v∗max + v∗min) = 0.5v∗mid (2.22)
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where the assumption v∗max + v∗mid + v
∗
min = 0 is utilized. In addition, the
equivalence of carrier based PWM to other SVM methods also exists when
the duration of zero vector is split by different fractional ratios [9]. Thus,
the direct digital implementation of SVPWM can also been achieved using
carrier based methods. In this thesis, the SVPWM used for the MPC control
and PID control is implemented via its carrier based equivalence.
2.5 Model Validation
As discussed before, the time varying input voltages for PMSM have to
been realized by the PWM controlled inverters. Thus, the complete plant
model, as shown in Figure 2.10, consists of the machine model of a PMSM,
PWM and IGBT inverters 1. When the reference voltages (v∗i ) work within
the linear modulation region of PWM, the fundamental of output voltage
(vi) from the IGBT inverter is equal to the desired reference voltage, that is
v∗i ≈ vi. With the combination of park-clarke and its inverse transformation,
it can assume that v∗d ≈ vd and v∗q ≈ vq.
v∗d
v∗q
dq/abc PWM IGBT abc/dq
PMSM
model
id
iq
v∗a
v∗b
v∗c
Sa
Sb
Sc
va
vb
vc
vd
vq
Figure 2.10: Model of PMSM combined with PWM
2.5.1 Simulation Validation
To study the impact of PWM on the modelling, the simulation comparisons
between the pure mathematical model of a PMSM and the combination
of PMSM with SVPWM are demonstrated in Figure 2.11 and Figure 2.12.
1Note that Figure 2.10 illustrates an equivalent block diagram that does not represent
the real hardware implementation in practice.
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The same step input voltages v∗d = 3 (v) and v
∗
q = 12.1244 (v) are injected
with the dc bus voltage fixed at 100 (V) that keeps the modulation within
its linear modulation range. Figure 2.11 uses a low carrier frequency of
1.05 (Khz) while Figure 2.12 a high carrier frequency of 10.5 (Khz). Both
of simulations show that the PWM does not add extra dynamics on the
mathematical model of the PMSM. However, it is also notable that the
frequency ripples with a low carrier frequency is much severe than the one
with a high carrier frequency.
As seen from Figure 2.13, the harmonics mainly occur around the fre-
quency of the carrier and its multiples, that is 1.05 ·k (Khz) with k denoting
an integer. When the carrier frequency goes higher, such as the case with
fc = 10.5 (Khz) in Figure 2.14, the current ripples still occur at the car-
rier frequency and its multiple but the entire harmonics move to the high
frequency ranges where the current ripples are attenuated by the limited
bandwidth of the PMSM.
In sum, there is not much discrepancy between mathematical model of
the PMSM and the one considering PWM when PWM works within its lin-
ear modulation range. Particularly, a high carrier frequency offers better
performance in terms of the harmonics attenuation. However, in practice,
the resulting high switching losses and inherent limitations of switching de-
vices prevent the use of a very high carrier frequency.
2.5.2 Experimental Validation
The next step is to validate the model used for the design of the control
system against the experimental results. In both of the simulations and ex-
periments, the same d-q axis voltages (vd and vq) are applied. In the exper-
imental setups (see APPENDIX B), the SVPWM with a carrier frequency
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Figure 2.11: Comparison of d-q model
with and without PWM module.
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Figure 2.13: Spectrum of currents.
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Figure 2.14: Spectrum of currents
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(vd = 0 (v) and vq = 20 (v))
(red: simulation, blue: experiment)
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Figure 2.16: Model Validation
( vd = 5 (v) and vq = 20 (v))
(red: simulation, blue: experiment)
of 1.05(Khz) was employed for controlling the inverter. The three outputs,
id, iq and ωe, from the simulations are plotted against with their experi-
mental counterparts, respectively. Figure 2.15 and Figure 2.16 demonstrate
the validation using two different sets of input voltages. Both figures show
the similar dynamic performance and steady-state values for the simulations
and experimental results.
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2.6 Conclusion
First of all, this chapter introduces the per unit model of a PMSM used for
the design of MPC in the later chapters. The use of the per unit model re-
moves units for the parameters and state variables in the model. In essence,
it actually modifies the steady-state gains of the electrical and mechanical
subsystems so that the numerical instability could be avoided in the design
of MPC.
Additionally, the machine parameters are obtained by several electrical
tests (see APPENDIX C) in which the average value of a series of tests is
used for the simulations. The experimental comparison with the simulations
validates that d-q model constructed by the measured parameters has a fairly
reasonable representation of the actual system.
Moreover, two popular categories of PWM techniques, carrier based
PWM and space vector based PWM, have also been briefly revisited. It
is important to point out that both implementations can lead to the same
type of PWM, such as SVPWM and THIPWM [40, 101]. Based on those
reviews, the implementation of SVPWM used in the thesis is achieved by
the carrier based PWM with zero-sequence injection.
Finally, simulations and experimental data show that the PWM has
limited influences on the modelling when the voltages are within the linear
modulation range. It is also important to point out that the current ripples
from the PWM are attenuated as the carrier frequency is raised. Particularly
with a high carrier frequency, the simulations and experimental data show
a high degree of agreement.
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Chapter 3
A Unified Pulse Generation
Scheme
Major Publication:
Shan Chai and Liuping Wang. A unified pulse generation for 2l-vsi from
svpwm to direct switching. In IECON 2013 - 39th Annual Conference on
IEEE Industrial Electronics Society, 2013 (Accepted)
3.1 Introduction
A unified and generic means to implement SVPWM and the equivalent pulse
generation of 2PC and DPC is presented in this chapter. The benefits of
such an implementation are two folds. Firstly, with the aid of VSS, the
geometric analysis and implementation of projection (for 2PC) and vector
quantization (for DPC) are directly reflected by the modification of the two
key parameters employed in VSS. Secondly, most of existing PCC methods
have the pulse generation techniques integrated with the predictive con-
troller in order to use the discrete nature of inverters. It means that the
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pulse generation has to rely on the mathematical models of the system. In
contrast, with the proposed method, the controller and pulse generation
could be separated into individual modules so that the pulse generation is
independent of different mathematical models. Therefore, different combi-
nations of control and pulse generation techniques become possible, such as
PCC+SVPWM, PCC+Two Configuration and PCC+No Modulation. Such
a separation makes the control structure of PCC in consistent with other
classical control paradigms, such as PI+SVPWM, deadbeat+SVPWM [52].
As a result, it helps to integrate the PCC into the existing software archi-
tecture based on the classical control schemes.
The chapter starts from reviewing several predictive controller methods
in terms of the control of a PMSM in Section 3.2. In Section 3.3, the concept
of VSS is introduced and the equivalent implementations for SVPWM and
two PCC schemes are derived. Section 3.6 demonstrates the experimental
results with the proposed algorithms. Finally, Section 3.7 concludes the
chapter.
3.2 Three PCC Methods
This section reviews the several existing PCC methods based on the mathe-
matical model of a surface-mounted PMSM. From 2.1, the electrical model
discretized by Euler approximation is given by ,
x[k + 1] = Adx[k] +
2
3
Vdc ·Bd · Td ·m[k] + d[k] (3.1)
where
x[k] =
 id[k]
iq[k]
m[k] =
 mα[k]
mβ [k]

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Ad =
 1− RsTsLd LqTsLd ωe[k]
−LdTsLq ωe[k] 1− RsTsLq
Bd =
 TsLd 0
0 TsLq

d[k] =
 0−φmgTsωe[k]
Lq
Td =
 cosθe[k] sinθe[k]
−sinθe[k] cosθe[k]

Here, mα and mβ are the normalized α-β frame voltage with respect to
2
3Vdc.
3.2.1 DPC and 2PC
The predictive current control is a kind of deadbeat controller which assumes
that the reference current vector could be reached in the next sampling time
by letting x∗ = x[k + 1]. Under this assumption, the desired voltage vector
(m∗) could be solved using the mathematical model of the system in (3.1),
m∗[k] =
T−1d B
−1
d · (x∗ −Adx[k]− d[k])
2
3Vdc
(3.2)
where m∗ = [m∗α m∗β]
T . Instead of one-step prediction, a two-step prediction
method [63] [26] considering the time delay compensation could also be used
to generate the desired voltage. To implement the desired reference voltage
vector (m∗), Ambrozˇicˇ et. al. [2] propose two pulse generation methods
that result an approximation to the reference voltage. Those two methods
are termed as DPC and 2PC when compared in [64]. The DPC selects the
nearest the physical switching vector as the input while the 2PC chooses its
input vector by projecting the reference vector on to the line connecting the
origin and the nearest active vector.
3.2.1.1 Direct Predictive Control (DPC)
The direct switching employs the nearest physical switching vector to the
reference vector so that no modulation is required for the pulse generation.
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The algorithm presented in [2] is as follows. Firstly, the angle of the refer-
ence voltage is exploited to determine the nearest active switching vector.
Thereby, the choice of the final input is narrowed between the null vector
and the identified active vector. Secondly, it is followed that the following
criterion (3.3) is used to make the final decision between them,
2
9
Ts
Ls
Vdc > KVα [k](∆iα[k] +
Ts
T
iα[k])
+KVβ [k](∆iβ[k] +
Ts
T
iβ[k]) (3.3)
where ∆iα and ∆iβ are the error currents in the α-β frame, KVα and KVβ are
the α-β component of the nearest active vector and T is the time constant
of the load. Apparently, the value of T is dependent on the load resistor
value Rs and inductance value Ls.
3.2.1.2 Two Configuration (2PC)
The direct switching method does not involve any modulation within a sam-
pling period, and hence it leads to a poor approximation to the desired volt-
age. A closer approximation is to incorporate both the null vector and the
nearest active vector within one switching cycle. The duration of the active
vector and null vector is solved by minimizing the squared error between
the prediction and current reference in the α-β frame [2],
Tact =
9
4
Ls
Ts
[KVα [k](∆iα[k] +
Ts
T
iα[k])
+KVβ [k](∆iβ[k] +
Ts
T
iβ[k])] (3.4)
It is noted that the equation (3.3) and (3.4) are dependent on the model
of the system and the selected active switching vector. As a result, it would
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be vulnerable to the parameter uncertainties in the model. In addition,
the 2PC could also be interpreted as projecting the desired voltage to the
direction of nearest active vector. The 2PC algorithms in [64] [67] are de-
rived by this geometric approach. Again, those solutions are either directly
or inherently dependent on the model parameters and the selected active
vector.
3.2.2 Finite Control Set MPC
As another type of emerging predictive control methods for electrical drives
and power electronics, the FCS-MPC bears some resemblance to the DPC
in the sense that both methods employ the concept of prediction and do
not require modulation. Nevertheless, FCS-MPC selects the switching state
Cost Minimization
(Evaluate each vector)
1 or 2 steps
Prediction
idq[k] idq[k + 1]
i∗dq
Sb
Sa
Sc
Figure 3.1: FCS-MPC [76]
by the repeat evaluation of all discrete inputs against a pre-defined cost
function, as the process illustrated in the Figure 3.1. The most simple
form of the cost function only considering the error between prediction and
reference is given by [76],
J =
∣∣i∗α[k]− iα[k + 1]|+ |i∗β[k]− iβ[k + 1]∣∣ (3.5)
The cost function (3.5) in FCS-MPC has slightly different meaning when
compared to the DPC in which the norm ||·||2 is utilized for the minimization
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[2].
J = (i∗α[k]− iα[k + 1])2 +
(
i∗β[k]− iβ[k + 1]
)2
(3.6)
The difference between the FCS-MPC and DPC lies in the way to determine
the selected voltage vector: FCS-MPC is a try-and-evaluation process but
DPC, on the contrary, is to solve the optimal voltage and then select closest
one.
It should not be neglected that the composition of the cost function
for FCS-MPC can possess more diversity. Other consideration, such as
commutation loss, constraints and power control could be also included in
the cost function [25].
3.3 Virtual Switching States
The section gives an interpretation of SVPWM through the introduction
of VSS, which is then used to incoporate the three pulse width generation
techniques into a uniform scheme.
3.3.1 Concept of Virtual Switching State
The concept of VSS can be induced through the idea of interpolation. Any
vector (denoted by V int) lying on the boundary of hexagon could be treated
as an interpolated vector between its nearest two active vectors. For exam-
ple, as shown in Figure 3.2, the boundary vector in the sector I could be
represented by the linear combination of V1 and V2 ,
V int = kV2 + (1− k)V1 (0 ≤ k ≤ 1) (3.7)
where k implies the duty ratio of the even vectors (V2, V4 and V6) and 1−k
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Figure 3.2: Principle of Space Vector PWM
the ratio of the odd vectors (V1, V3 and V5). It is not difficult to tell that
k > 12 indicates the vector is more approximate to the even active vectors,
while k < 12 means the vector near to the odd active vectors. Furthermore,
define the parameter h as the ratio of the desired voltage vector (V ∗s ) to its
corresponding boundary vector (V int) in the same direction, as shown in
Figure 3.2,
h =
V ∗s
V int
(3.8)
Apparently, 0 ≤ h ≤ 1 implies the voltage vector is within the hexagon,
whereas h > 1 means the vector outside the hexagon where overmodulation
occurs[39]. Substituting (3.7) into (3.8), any vector with the angle between
0 and pi3 can be represented by,
V ∗s = hkV2 + h(1− k)V1 (3.9)
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In (2.9), Si is chosen as either 0 or 1 in order to represent the eight physical
switching states. Here the choice of Si is extended to the fractional num-
ber and thus any vector in the complex plane can have its corresponding
switching state consisting of three fractional numbers. Since those switching
states could not be implemented by a 2L-VSI without any modulation, they
are called Virtual Switching States.
It is more convenient to use the normalized vector with respect to 23Vdc
for the remaining analysis. Replacing the respective representation of V1
and V2 with (2.9) into (3.9), it yields,
 mα
mβ
 =
 1 −12 −12
0
√
3
2 −
√
3
2


da
db
dc
 (3.10)
where mα =
vα
2
3
Vdc
, mβ =
vβ
2
3
Vdc
and

da
db
dc
 = hk

1
1
0
+ h(1− k)

1
0
0
 =

h
hk
0
 (3.11)
It is noted that the three elements of a VSS are the duty ratios of the three
phase switches, respectively. By repeating the calculation with (3.11) for all
the other sectors, the expressions of VSS for all the six sectors are listed in
TABLE 3.1.
3.3.2 Calculation of VSS
The transformation (3.10) allows to determine the unique α-β components
from the corresponding VSS, whereas the reverse is not true since there
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Table 3.1: Expression of Virtual Switching States
I II III IV V VI
da h hk 0 0 hk h
db hk h h hk 0 0
dc 0 0 hk h h hk
exists one degree of freedom mapping from mα and mβ to its VSS. Below
gives two methods to calculate the VSS.
3.3.2.1 Method 1
From TABLE 3.1, it is observed that the virtual switching states appear to
have the following property,
dc = 0 (0 ≤ θ < 2
3
pi)
da = 0 (
2
3
pi ≤ θ < 4
3
pi) (3.12)
da = 0 (
4
3
pi ≤ θ < 2pi)
The one degree of freedom could be eliminated by forcing the relevant di = 0
(i = a, b, c) with the knowledge of the sector in which the reference voltage
vector locates. Then the remaining two elements in VSS could be immedi-
ately obtained, as listed in TABLE 3.2.
Table 3.2: Calculation of Virtual Switching States
I and II III and IV V and VI
(0≤θ< 2
3
pi) ( 2
3
pi≤θ< 4
3
pi) ( 4
3
pi≤θ<2pi)
da mα +
1√
3
mβ 0 mα − 1√3mβ
db
2√
3
mβ −mα + 1√3mβ 0
dc 0 −mα − 1√3mβ −
2√
3
mβ
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3.3.2.2 Method 2
Another method to calculate the VSS without the knowledge of the sector
is to add one more equation into the transformation, that is

mα
mβ
0
 =

1 −12 −12
0
√
3
2 −
√
3
2
1
2
1
2
1
2


d
′
a
d
′
b
d
′
c
 (3.13)
where the vector [d
′
a d
′
b d
′
c] is given by,
d
′
a
d
′
b
d
′
c
 =

da
db
dc
− da + db + dc3

1
1
1

This equation is valid because of the property that the clark transformation
(3.10) of any constant vector leads to a null vector and hence it eventually
give rise to the same mα and mβ. Remembering that minimum element
in the original VSS ([da db dc]) is zero, then the minimum element in the
modified VSS ([d
′
a d
′
b d
′
c]) should be equal to −da+db+dc3 . The vector [d
′
a d
′
b d
′
c]
could then be uniquely determined by the inverse transformation,

d
′
a
d
′
b
d
′
c
 = 23

1 0
−12
√
3
2
−12 −
√
3
2

 mα
mβ
 (3.14)
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Therefore, the equivalent solution of VSS in TABLE 3.1 could be obtained
by subtracting the minimum element in the vector [d
′
a d
′
b d
′
c],
da
db
dc
 =

d
′
a
d
′
b
d
′
c
−min(d′a, d′b, d′c)

1
1
1
 (3.15)
It makes the minimum element in [da db dc] equal to zero and thus leads
to the same solution as the method 1. Here the minimum value is the
byproduct of sorting three elements in a VSS, which will be explained next.
3.3.3 Properties of VSS
Since the parameters h and k are derived from the idea of geometric inter-
polation, the correspondence with the general implementation of SVPWM
(see Chapter 2) is inherent in the properties of VSS.
Calculation of k and h Let dsmax , dsmed and dsmin denote the maximum,
median and minimum element making up a VSS, respectively. Referring to
the TABLE 3.1, the parameter k and h can be computed by,
h = dsmax , k =
dsmed
dsmax
, dsmin = 0 (3.16)
Prior to this computation, a simple sorting algorithm has to be employed to
determine the order of the three elements in a VSS.
Determination of sectors The sector information of the voltage vector
is inherent in the order of the three elements, as summarized in TABLE 3.3.
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Table 3.3: Determination of sectors
I II III IV V VI
da≥db≥dc db≥da≥dc db≥dc≥da dc≥db≥da dc≥da≥db da≥dc≥db
Sdmax
Sdmed
Sdmin
V0 V [135] V [246] V7 V [246] V [135] V0
1−h−r
2
h(1−k)
2
hk
2
r hk
2
h(1−k)
2
1−h−r
2
Figure 3.3: Duty ratio of space vectors. (Sdmax , Sdmed and Sdmin refer to the
switch with maximum, median and minimum duty ratio, respectively. )
Duration ratio Recall that solving duration ratio with (2.12) requires the
use of sin and cos function. Here the exact same solution could be expressed
with the parameters k and h,
T[246]
Ts
=
T[246]
Tint2
· Tint2
Ts
= hk
T[135]
Ts
=
T[135]
Tint1
· Tint1
Ts
= h(1− k) (3.17)
T0 + T7
Ts
= 1− h
where the geometric relationship Tint2Ts = k,
Tint1
Ts
= 1−k and T[246]Tint2 =
T[135]
Tint1
=
h are utilized, as shown in Figure 3.2. Note that the equation (3.17) is not
required for the implementation as illustrated next.
3.4 Generic Implementation with VSS
In this section, a generic approach to implement the pulse generation of
SVPWM, DPC and 2PC is developed based on the two key parameters h
and k. In all three cases, symmetrical placement of all the space vectors is
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used within a switching cycle.
3.4.1 Equivalence to SVPWM
The placement of the two null vectors V0 and V7 is reflected by adding a
certain constant value to the VSS obtained in the previous section,

d∗a
d∗b
d∗c
 =

da
db
dc
+

r
r
r
 (0 ≤ r ≤ 1− h) (3.18)
where r implies the duration ratio of the vector V 7, that is r =
T7
Ts
. As
demonstrated in Figure 3.3, the modification by adding the same value on
all three elements only changes the proportion between the two null vectors
but their total proportion is fixed as 1 − h. Once again, from the property
of Clarke transformation, the modified VSS (3.18) gives the same vector
in the complex plane as the one before the addition. The different choices
of r would lead to a variety of PWM methods with different zero-sequence
placement [101], such as
• DPWMMIN r = 0;
• DPWMMAX r = 1− h;
• SVPWM r = 1−h2
The equivalent implementation for the those PWM methods could be carried
out by the algorithm shown in Figure 3.4.
3.4.2 Equivalence to DPC and FCS-MPC
Once the desired voltage vector is obtained, DPC selects the closest physical
switching state and thus avoids the modulation within a switching cycle.
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mα, mβ
da, db and dc
by method 1 or 2
h = max(da, db, dc)
Calculate r and then
d∗a, d∗b and d
∗
c (3.18)
PWM Generation
Figure 3.4: Equivalent algorithm of SVPWM
This method could be interpreted by the concept of vector quantization
by dividing the hexagon into the seven sub-hexagons including one inner
sub-hexagon and six surrounding sub-hexagons (only the part within the
hexagon are shown), as shown in the Figure 3.5. It is apparent that the
V6(101)V5(001)
V4(011)
V3(010) V2(110)
V1(100)
V
∗
s
V int
1+k
2 V 2
kV 2
1
2V 2
θ
Figure 3.5: Vector Quantization
seven physical switching states locate at the centroids of the seven sub-
hexagons, respectively. Hence, with the concept of vector quantization, the
vector belonging to a particular sub-hexagon should be quantized to their
respective centroids. Given any voltage vector, the centroid adjacent to it
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can be computed by the quantization of its associated parameters k and
h. Firstly, the criterion for the quantization of parameter h is derived.
Assuming a vector V
∗
s lying on the boundary of inner sub-hexagon as shown
in Figure 3.5, its associated parameter hb relates to the parameter k in the
following two cases, those are
hb =
|V ∗s|
|V int|
=
1/2
1− (1− k)/2
=
1
1 + k
(
1
2
≤ k ≤ 1) (3.19)
and
hb =
|V ∗s|
|V int|
=
1/2
1− k/2
=
1
1 + (1− k) (0 ≤ k <
1
2
) (3.20)
The (3.19) and (3.20) can be re-written in the following generalized formula,
hb =
1
3
2 + |k − 12 |
(0 ≤ k ≤ 1) (3.21)
Upon the knowledge of hb for any given k, the parameters h
∗ of its adjacent
centroid is calculated by,
h∗ =
 1 (h ≥ hb)0 (h < hb) (3.22)
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Secondly, it is not difficult to observe that the associated parameter k∗ of
its centroid is also given by the quantization of its parameter k,
k∗ =
 1 (k ≥
1
2)
0 (k < 12)
(3.23)
For the digital implementation, (3.22) and (3.23) could be implemented by
direct quantization,
h∗ = bh+ 1− hbc (3.24)
k∗ = bh+ 1
2
c
where the notion bxc denotes the maximum integer value less or equal than
x. The formula (3.24) could be carried out by truncating the fractional parts
of its numerical values in the digital implementation, which also reflects the
process of quantization.
3.4.3 Equivalence to 2PC
The 2PC provides more accurate approximation by incorporating the null
vectors into the modulation. The proportion between the null vector and
the selected active vector is optimized to provide the best approximation
to the desired voltage vector. From geometric point of view, it could be
interpreted as projecting the desired voltage vector onto the direction of the
nearest active vector. Hence, the parameter k∗ of the resulting vector is
obtained by identifying its nearest active vector, that is
k∗ =
 1 (k ≥
1
2)
0 (k < 12)
(3.25)
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and then the parameter h∗ of the resulting vector is calculated by some
simple geometric manipulations,
h∗ =
 h ·
1+k
2 (k ≥ 12)
h · 2−k2 (k < 12)
(3.26)
In a similar manner, (3.25) and (3.26) could be digitally implemented by
the following formula,
h∗ = h · (3
4
+
1
2
|k − 1
2
|) (3.27)
k∗ = bk + 1
2
c (0 ≤ k ≤ 1)
which indicates the process of projection and quantization of the two pa-
rameters, respectively.
3.4.4 Reformation
Finally, the duty ratios of the three phase legs, respectively, are reformed
with the modified two key parameters h∗ and k∗,
dsmax = h
∗, dsmed = h
∗k∗, dsmin = 0 (3.28)
Here, smax, smed and smin are the index values for the maximum, median
and minimum elements in VSS, which are sorted and stored previously.
Similarly, the proportion between the two null vectors V 7 and V 0 could be
re-arranged by adding a constant to all the elements as in (3.18). For the
pattern with equal placement of two null vectors, r = 1−h
∗
2 is utilized. In
particular, h∗ = 1 implies one active switching state is applied for the entire
switching cycle and hence adding r = 0 to a VSS would lead to the same
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∗
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∗
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PWM Generation
Figure 3.6: Generic pulse generation algorithm of SVPWM, DPC and 2PC
VSS.
Therefore, a generic algorithm for the SVPWM, 2PC and DPC is de-
rived and illustrated in the Figure 3.6, where the only difference of the three
pulse generation techniques is the process to acquire modified parameters
h∗ and k∗ (highlighted in the shaded block). With the unified algorithm
in Figure 3.6, Figure 3.7 illustrates the computed duty ratios (solid line)
for a three-phase sinusoidal signal (dashed line) with a frequency of 50 Hz
and a normalized amplitude of 0.7 (normalized 1 corresponds to 23Vdc). It
is noted that the calculated duty ratios (solid line) correspond to the mod-
ified modulation signals after zero sequence injection in the carrier based
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Figure 3.7: Duty ratio (top to bottom: da, db and dc) calculated by the
proposed unified algorithm for SVPWM, DPC and 2PC. (Solid line : Duty
ratio. Dashed line: three-phase sinusoidal)
implementation.
3.5 Discussion
The general control structure of the predictive control and pulse generation is
demonstrated in Figure 3.8. The proposed method exhibits several benefits
that are worth of discussion.
1 step
Prediction Control
Inverse
Park
h, k
vector quantization
i∗dq
idq
vdq vαβ Sb
Sa
Sc
Figure 3.8: VSS based control structure
• The pulse generation of SVPWM, DPC and 2PC under this generic
scheme only requires the knowledge of vα and vβ, and hence it clearly
separates the controller and pulse generation into different modules.
Compared to the conventional DPC and 2PC implementation, such a
separation makes the control structure more consistent with the canon-
ical control structure of FOC. Consequently, a verity of controllers and
pulse generation methods could be implemented as individual add-
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on modules to be included in the libraries and several different com-
bination would be immediately available upon request, for instance,
PI+SVPWM, PCC+SVPWM, PCC+Two-Configuration-Modulation
(equivalent to 2PC) and PCC+No-Modulation (equivalent to DPC).
• Compared to the algorithm of FCS-MPC whose the cost function only
includes the control objective, the proposed method requires much
less computation. For 2L-VSI, FCS-MPC needs to predict the future
current and evaluate them against the cost function for seven times,
respectively. In the proposed implementation of DPC, the computa-
tion cost only contains one-time solution of the desired voltage whose
expense is comparable to a single prediction, and the cost of one-time
quantization process.
• With the conventional implementation of DPC and 2PC [2], the infor-
mation of the closest active vector (KVα and KVβ ), the time constant
(T ) of the load system and current measurement are required in order
to use the criterion (3.3) and (3.4). The dependence of the criterion on
the parameters also increases the vulnerability of the algorithm for the
inaccuracy and variation of load parameters. Conversely, the proposed
predictive control strategy is independent of those extra information.
• Moreover, the use of VSS representation with parameters h and k di-
rectly maps α-β frame voltage vector to the corresponding duty ratios
of the three upper-leg switches. Since the geometric meaning of the
parameters h and k is clearly defined, the idea of vector quantization
in DPC is directly reflected by the quantization of the two key param-
eters. Similarly, the idea of 2PC could be implemented through the
modification of the parameter h and quantization of the parameter k.
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In addition, the conventional SVPWM utilizes the parameters h and
k directly to generate the duty ratios.
3.6 Experimental Results
The proposed algorithm is implemented on an experimental test-bed equipped
with an ezDSP-F28335 module, a two-level IGBT inverter, a driving PMSM,
a rigid coupling, a second PMSM, a three-phase rectifier and pure resistor
loads. The driving PMSM is coupled with the second PMSM through the
rid coupling. Furthermore, the second PMSM is connected to the resistor
loads through the three-phase rectifier. With this setup, the kinetic energy
is converted to the electric energy dissipated by the resistor loads finally (see
APPENDIX B.3).
The algorithm is implemented with the per-unit model of a PMSM which
is obtained by scaling all parameters and variables in the d-q model by
their respective unit values. The benefit of such an arrangement is that the
influence of the different units on calculation, such as ampere, volts and
rad/s, is eliminated. All calculations are computed on a per-unit basis and
hence it is more suitable for the implementation on DSPs, particularly for
the fixed-point implementation.
The d-axis current reference is kept at zero for the control with optimal
torque current ratio, while the q-axis reference signal starts with -0.1 per-
unit (1 per-unit corresponds to 19.2 (A)) and then is reversed to 0.1 per-unit.
Figure 3.9 and 3.10 show the control performance of the DPC and 2PC to
validate the viability of the proposed algorithm. As shown in both figures,
both methods appear to have a narrow steady-state error which agrees with
performance of their conventional implementation [64] [1].
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Figure 3.9: DPC with VSS
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Figure 3.10: 2PC with VSS
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3.7 Conclusion
This chapter proposes a different means to interpret the concept of space
vector through the representation of VSS. In turns, it uncovered the connec-
tion between duty ratios of power switches and two key parameters of VSS.
As a result, it sheds more lights on the insights of the space vector PWM
and leads to a more efficient implementation of SVPWM. Furthermore, the
use of VSS could be readily extended to the equivalent implementation of
two predictive control schemes, DPC and 2PC. The pulse generation tech-
niques of DPC and 2PC with the proposed algorithm are achieved by the
manipulation and quantization of the two key parameters of VSS, which
directly reflects their geometric interpretation. It shows that the idea of
VSS naturally unifies the several different pulse width generation schemes
and thus is more direct, general and efficient. Experimental results are also
presented to verify the success of the proposed method.
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Chapter 4
Repetitive Predictive
Control
Major Publication:
L. Wang, S. Chai, E. Rogers, and C. T. Freeman. Multivariable repetitive-
predictive controllers using frequency decomposition. Control Systems Tech-
nology, IEEE Transactions on, 20(6):1597 –1604, nov. 2012.
4.1 Introduction
The conventional RC achieves the control by having the poles at every mul-
tiple of the fundamental frequency inside the control system. Instead of
including all the periodic modes, an alternative is to embed fewer peri-
odic modes at a given time, and when the frequency of the external signal
changes, the coefficients of the controller change accordingly. The work pre-
sented in this chapter has taken this approach, where for a given reference
signal the frequency components of this signal are analyzed and its recon-
struction performed using a frequency sampling filter model, from which
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the dominant frequencies are identified and error analysis used to justify the
selections. The input disturbance model that contained all the dominant
frequency components is formed and together with the plant description,
used to construct an augmented state-space model. Model predictive con-
trol is then applied to this augmented model to design a feedback controller
with the capability of imposing operational constraints.
This chapter is organized as follows. In Section 4.2, the reference trajec-
tory is decomposed using a frequency sampling model to find the dominant
frequencies. In Section 4.3, the signal generator model is formulated and em-
bedded into a state-space model, which is used in the controller. In Section
4.4, the model predictive control framework is used to develop the repetitive
control law. The Section 4.5 discusses the formulation of the constraints for
the system input, state and output variables, respectively. It is followed by
the introduction of Hildreth’s Quadratic Programming in Section 4.6 for the
constrained solution. Finally, Section 4.7 concludes the chapter.
4.2 Frequency Decomposition of the Reference Sig-
nal
Many applications of repetitive control demand a periodic reference signal
that exhibits ‘smooth’ characteristics with a narrow frequency bandlimit. It
is shown in this section that the Frequency Sampling Filter (FSF) model [7]
is another representation of a periodic signal. This representation provides
insight into the characteristics of the periodic signals and the identification
of the signal generator whose generating polynomial (or equivalent repre-
sentation) will be embedded into the structure of the RPC control system
developed in this chapter.
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4.2.1 FSF Representation of Periodic Signals
Suppose that a periodic reference signal with period Tp is uniformly sam-
pled with interval ∆t to give the corresponding discrete sequence r(k),
k = 0, 1, . . . ,M − 1. Here M is defined as Tp∆t , and is assumed to be an
odd integer for the reason explained below. We also assume that the peri-
odic reference signal contains no frequency components higher than 12∆t . By
Fourier analysis, this discrete periodic signal can be uniquely represented by
the inverse Fourier transform as [91],
r(k) =
1
M
M−1∑
i=0
R(ej
2pii
M )ej
2piik
M , (4.1)
where the R(ej
2pii
M ), i = 0, 1, 2, . . . ,M − 1, are the frequency components
contained in the periodic signal. Note that the discrete frequencies are at
0, 2piM ,
4pi
M , . . . ,
(M−1)2pi
M . For notational simplicity, the fundamental frequency
is expressed as ω = 2piM . The z-transform of the signal r(k) is defined as
Rm(z) =
M−1∑
k=0
r(k)z−k. (4.2)
Also, by substituting (4.1) into (4.2) and interchanging the order of the
summation, the z-transform representation of the periodic signal r(k) is
obtained as
Rm(z) =
M−1
2∑
l=−M−1
2
R(ejlω)H l(z), (4.3)
where H l(z) is termed the lth frequency sampling filter and has the form
H l(z) =
1
M
1− z−M
1− ejlωz−1
=
1
M
(1 + ejlωz−1 + ...+ ej(M−1)lωz−(M−1)).
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Here the assumption that M is an odd number is used to include the zero
frequency. The frequency sampling filters are bandlimited and are centered
at lω. For example, at z = ejlω, H l(z) = 1. Equation (4.3) can also be
written in terms of real (denoted Re) and imaginary (denoted Im) parts of
the frequency component R(ejlω) as
Rm(z) =
1
M
1− z−M
1− z−1 R(e
j0)
+
M−1
2∑
l=1
[Re(R(ejlω))F lR(z) + Im(R(e
jlω))F lI(z)],
where F lR(z) and F
l
I(z) are the lth second order filters given by
F lR(z) =
1
M
2(1− cos(lω)z−1)(1− z−M )
1− 2cos(lω)z−1 + z−2 ,
and
F lI(z) =
1
M
2sin(lω)z−1(1− z−M )
1− 2cos(lω)z−1 + z−2 ,
respectively.
The FSF representation of a periodic signal is illustrated in the block
diagram of Figure 4.1, where each frequency sampling filter is in series with
the corresponding weighting of Fourier coefficients, and the outputs of all of
them summed to generate the output.
If the filters are assumed to have zero initial conditions, the output is a
periodic signal when the input to the model is a unit impulse δ(k), where
δ(k) = 1 for k = 0 and δ(k) = 0 for k 6= 0. Due to the series structure,
if the Fourier coefficients of some particular frequencies are insignificant,
the corresponding coefficients can be neglected and the number of filters is
reduced.
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Figure 4.1: Block diagram representation of a frequency sampling filter.
4.2.2 The Signal Generator for the Repetitive Controller
Once the significant frequency components in a periodic signal have been
obtained, the z-transform of the reference signal Rm(z) is approximated as
Rm(z) =
1
M
1− z−M
1− z−1 R(e
j0)
+[Re(R(ejl1ω))F l1R (z) + Im(R(e
jl1ω))F l1I (z)] + . . .
+[Re(R(ejlnω))F lnR (z) + Im(R(e
jlnω))F lnI (z)],
(4.4)
where l1, l2, . . . , ln correspond to the indices for the significant frequency
components. Note that the denominator of the z-transform of the zero
frequency filter is 1 − z−1, which is the integrator factor used in a feed-
back controller. For practical reasons, this zero frequency is always used to
compensate for the constant component in the reference signal. Also the
denominator shared by the pair of filters for an arbitrary frequency lkω is
1 − 2cos(lkω)z−1 + z−2. In repetitive control, the periodic reference signal
contains a single or multiple frequencies. The signal generator polynomial
for the z transfer-function of a repetitive controller is the common denomi-
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Table 4.1: Fourier coefficients of the reference signals
freq. comp. 0 1st 2nd 3rd
R1m 167.1810 -195.6558 61.6788 29.1642
R2m 679.8660 -115.2289 -146.4782 -12.6684
nator of the frequency sampling filter model of the reference signal. Let the
common denominator be denoted by D(z), and write it as
D(z) = (1− z−1)
ln∏
l=l1
(1− 2cos(lω)z−1 + z−2). (4.5)
For a system with multiple outputs, individual reference signals may be used
in the MIMO repetitive control system. For each reference signal, a com-
mon denominator of the frequency sampling filter z-transform model will be
obtained. The individual denominators are then combined to form a larger
set of common denominators that contain all the frequency components in
the multi-reference trajectories. By eliminating the frequencies that provide
negligible information, a smaller set of candidate frequencies is formed that
will be used in the RPC controller design.
4.2.3 Examples of Frequency Decomposition
To illustrate frequency decomposition of periodic reference signals, consider
the pair shown over one period (M = 400 samples with sampling interval
0.05 sec) in Figure 4.2(a) and Figure 4.3(a) (red signals). Table 4.1 shows
the first four Fourier coefficients of each signal, which are the dominant com-
ponents among all the coefficients. For this pair of signals, their imaginary
parts of the Fourier coefficients are zero, and by using (4.4), the correspond-
ing z-transfer function Rm(z) are constructed based on the coefficients given
in Table 4.1.
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From Figure 4.2(b) and Figure 4.3(b), it is evident that the dominant
frequency candidates for channel 1 reference signal are the 0, 1st, 2nd and
3rd frequency components and the 0, 1st and 2nd frequency components
for channel 2 reference. 4.2(a) and 4.3(a) also compare the reconstructed
signal, which is the impulse response of the corresponding model, with the
reference signal by selecting different dominant frequency components. The
degree of approximation of the reconstructed signal is reflected by the mean
square error (mse), as shown in Table 4.2, between reference signal and its
reconstruction. These results confirm that only a few dominant frequency
components are required to reconstruct the reference signals.
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Figure 4.2: Channel 1 reference reconstruction and magnitude of its fre-
quency coefficients.
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Figure 4.3: Channel 2 reference reconstruction and magnitude of its fre-
quency coefficients
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Table 4.2: mean squared error of reconstructed signal
freq. components 0 0-1st 0-2nd 0-3rd
mse of channel 1 0.5344 0.0583 0.0110 0.0004
mse of channel 2 0.4394 0.2743 0.0074 0.0054
4.3 Embedding the Signal Generator
The control objective is to follow a set of reference trajectories for an MIMO
system, and hence the required signal generator must be included to satisfy
the internal model principle. As detailed below, one way of meeting this
requirement is to assume an input disturbance with the same characteristics
as the reference signals. This approach offers the additional advantage of
simplicity when implementing the RPC control law. In the formulation of
the MIMO repetitive control law, the number of control signals must be
greater than, or equal to, the number of output signals in order to achieve
reference trajectory following for each specified signal. (For example, a single
control signal cannot satisfy the demand to track two independent reference
signals). For notational simplicity, it is assumed that the number of inputs
is equal to the number of outputs, although the design methodology covers
the case where the number of inputs is greater than the number of outputs.
Suppose that the plant to be controlled has m inputs and q outputs with
state-space model
xm(k + 1) = Amxm(k) +Bmu(k) + Ωmµ(k), (4.6)
y(k) = Cmxm(k), (4.7)
where xm(k) is the n1 × 1 state vector, u(k) and y(k) are the m × 1 input
and q×1 output vectors respectively, and µ(k) is the q×1 input disturbance
vector that possesses the same characteristics as the reference input signals.
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More specifically, suppose that i) the frequencies to be embedded in the RPC
controller are zero and lω, l = l1, l2, . . . , ln, and ii) the input disturbance µ(k)
is generated as the output of a system whose z transfer-function has no zeros
and a denominator polynomial of the form
D(z) = (1− z−1)
ln∏
l=l1
(1− 2cos(lω)z−1 + z−2)
= 1 + d1z
−1 + d2z−2 + d3z−3 + . . .+ dγz−γ , (4.8)
where γ is the order of D(z) and is related to the number of significant
frequencies included in the disturbance model.
In the steady-state time domain, µ(k), for k ≥ k0, is described by the
following difference equation in the backward shift operator q−1
D(q−1)µ(k) = 0,
where k0 corresponds to an initial sampling instant. Also define the following
auxiliary variables using the disturbance model
xs(k) = D(q
−1)xm(k), us(k) = D(q−1)u(k),
where xs(k) and us(k) are the filtered state and control vectors. Then
applying the operator D(q−1) to both sides of the state equation (4.6) of
the plant state-space model gives
D(q−1)xm(k + 1) = AmD(q−1)xm(k) +BmD(q−1)u(k),
or
xs(k + 1) = Amxs(k) +Bmus(k),
78
where the relation D(q−1)µ(k) = 0 has been used. Similarly, applying the
operator D(q−1) to both sides of the output equation (4.7) of the plant
state-space model gives
D(q−1)y(k + 1) = Cmxs(k + 1)
= CmAmxs(k) + CmBmus(k), (4.9)
and expanding the right-hand side of (5.32) gives
y(k + 1) = −d1y(k)− d2y(k − 1)− . . .− dγy(k − γ + 1)
+ CmAmxs(k) + CmBmus(k).
Introduce the new state vector
x(k) =
[
xs(k)
T y(k)T . . . y(k − γ + 1)T
]T
,
to obtain the following augmented model of the plant and disturbance to be
used in controller design
x(k + 1) = Ax(k) +Bus(k), (4.10)
y(k) = Cx(k), (4.11)
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where
A =

Am O O . . . O O
CmAm −d1I −d2I . . . −dγ−1I −dγI
OT I OI . . . OI OI
. . .
. . .
OT OI . . . I OI OI
OT OI . . . OI I OI

,
B =
[
Bm CmBm OI . . . OI OI
]T
,
C =
[
OT I OI . . . OI OI
]
,
and the zero matricesO andOI are of dimensions n1×q and q×q respectively,
and I is q × q identity matrix.
The system matrix A in the augmented design model here is block lower
triangular and its characteristic equation is
det(zI1 −A) = det(zI2 −Am) det(zI3 −Adis) = 0,
where I1, I2, I3 denote identity matrices with compatible dimensions, and
Adis =

−d1I −d2I . . . −dγ−1I −dγI
OI I OI . . . OI
...
. . .
. . .
. . .
...
OI OI . . . I OI

.
Also the roots of the characteristic equation are the union of the poles of
the original plant model and those of the disturbance model. The poles of
the disturbance model, by choice, are identical to the dominant modes of
the generators of the reference signals. For periodic reference signals, these
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poles are located on the unit circle of the complex plane.
4.4 Repetitive-predictive Control
Given the augmented state-space model, the next task is to optimize the
filtered control signal us(ki) using the Receding Horizon Control (RHC)
principle [36]. Assuming that at the sampling instant ki, ki > 0, the state
vector x(ki) is available through measurement, the state vector x(ki) pro-
vides the current plant information. The future control trajectory is denoted
by the vector
Us =
[
us(ki) us(ki + 1) . . . us(ki +Nc − 1)
]T
,
where Nc is the control horizon dictating the number of parameters used to
capture the future control trajectory. With this given information x(ki), the
future state vectors are predicted for Np samples, where Np is termed the
prediction horizon. The state vectors so obtained are written as denote the
future state variables as
X =
[
x(ki + 1 | ki)T . . . x(ki +Np | ki)T
]T
.
Using the augmented state-space model (4.10) and (4.11), the future
state variables are calculated sequentially using Us as
X = Fx(ki) + ΦUs, (4.12)
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where
F =

A
A2
...
ANp
Φ =

B Ob .. Ob
AB B .. Ob
A2B AB .. Ob
...
... ..
...
ANp−1B ANp−2B .. ANp−NcB

,
and Ob is a zero matrix with its dimensions equal to those of the B matrix.
The design criterion for the RPC controller is to find the control parameter
vector Us such that the following cost function is minimized
Jc = X
TQX + UTs RUs,
whereQ is a symmetric positive semi-definite matrix (with (Q,A) detectable)
and R is a positive definite matrix. Substituting (4.12) into the cost function
gives
Jc =U
T
s (Φ
TQΦ +R)Us + 2U
T
s Φ
TQFx(ki)
+ x(ki)
TF TQFx(ki). (4.13)
Without constraints, the global optimal control vector is given by mini-
mizing (4.13),
Ugs = −(ΦTQΦ +R)−1ΦTQFx(ki). (4.14)
Using RHC, only the components in Ugs corresponding to us(ki) are used
and the actual control signal applied to the plant is constructed using
D(q−1)u(ki) = us(ki),
or, using (4.8) and noting that the leading coefficient in the polynomial
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D(q−1) is unity,
u(ki) = us(ki)− d1u(ki − 1)− . . .− dγu(ki − γ) (4.15)
where both the current optimal control us(ki) and the past values are used.
When the RPC controller is used for disturbance rejection, the control
objective is to maintain the plant in steady-state operation, and the filtered
state vector xs(ki) has zero steady-state whilst the steady-state of the plant
output is a constant (vector in the MIMO case). When the RPC controller
is used for tracking a periodic input signal, the reference signal will enter the
computation through the augmented output variables. Note that the state
vector x(ki) contains the filtered state vector xs(ki), and the output y(ki),
y(ki − 1), . . ., y(ki − γ), and hence at the sampling instant ki, the feedback
errors are
[y(ki)− r(ki) . . . y(ki − γ + 1)− r(ki − γ + 1)]T
= [−e(ki) − e(ki − 1) . . . − e(ki − γ + 1)]T .
where the error signal is defined by e(ki) = r(ki)−y(ki). These error signals
will replace the original output elements in x(ki) to form the state vector in
the computation of the prediction using (4.12).
4.5 Formulation of Constraints
A key strength of RPC control lies in its ability to systematically impose
constraints on plant input and output variables. The constrained control
system then minimizes the objective function Jc (4.13) in real-time subject
to the constraints imposed. With the aid of RHC, only the first entry of Ugs
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is utilized to construct the control input and hence it should be considered
for the formulation of the constraints. This configuration on constraints
also reduces the dimensions of the linear matrix that is utilized to solve the
Quadratic Programming (QP) problem. For the application that requires
fast sampling time, such as the control of a.c. machines and power electron-
ics, the simplicity and efficiency of the QP algorithm is a critical factor to
be considered for the implementation on the real-time system.
4.5.1 Input Constraints
As a first step in the introduction of constraints we consider control ampli-
tude constraints imposed at the sampling instant k by writing them in the
form of a set of linear inequalities
umin ≤ u(ki) ≤ umax, (4.16)
where umin and umax are m× 1 data vectors containing the required lower
and upper limits of the control amplitude for each input signal, respectively.
The cost function of the previous section was optimized with respect to us.
Hence, any constraint on, for example, the control inputs must firstly be
translated into the constraints on the vector us using (4.15),
−us(ki) ≤ −
(
umin +
γ∑
i=1
diu(ki − γ)
)
(4.17)
us(ki) ≤ umax +
γ∑
i=1
diu(ki − γ) (4.18)
Depending on the number of frequency components in the disturbance model,
a fixed number of the past control inputs are updated to calculate the equiv-
alent constraints on us.
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4.5.2 Incremental Input Constraints
In some situations, the incremental change in the control signal (∆u(k) =
u(k)− u(k − 1) ) also needs to be limited,
∆umin ≤ ∆u(ki) ≤ ∆umax. (4.19)
In common with the case of the input constraints, the constraints on the
incremental control variable have to be translated into the constraints on
us. Supposing that an integrator is contained in the generating polynomial
which is represented by,
D(q−1) = (1− q−1)(1 + d¯1q−1 + d¯2q−2 + . . .+ d¯γ¯q−γ¯)
From the following relationship between the actual input variable and the
filtered input variable,
us(ki) = D(q
−1)u(ki) = (1 + d¯1q−1 + d¯2q−2 + . . .+ d¯γ¯q−γ¯)∆u(ki)
the incremental control signal is given by,
∆u(ki) = us(ki)−
γ¯∑
i=1
d¯i∆u(ki − i) (4.20)
Thus, the constraints on ∆u(ki) could be achieved by imposing its equivalent
constraints on us(ki) via,
−us(ki) ≤ −
(
∆umin +
γ¯∑
i=1
d¯i∆u(ki − i)
)
(4.21)
us(ki) ≤ ∆umax +
γ¯∑
i=1
d¯i∆u(ki − i) (4.22)
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4.5.3 Compact Form
Through some mathematical manipulations, all the constraints on the input
variables and the incremental variables have been translated to the con-
strained problem on us(ki). Putting together all those constraints leads to
the compact form,
MsUs ≤ γs (4.23)
whereMs =

I Ob · · · Ob
−I Ob · · · Ob
I Ob · · · Ob
−I Ob · · · Ob

and γs =

umax +
∑γ
i=1 diu(ki − γ)
−umin −∑γi=1 diu(ki − γ)
∆umax +
∑γ¯
i=1 d¯i∆u(ki − i)
−∆umin −∑γ¯i=1 d¯i∆u(ki − i)

.
4.6 Quadratic Programming
With the formulation of the input and the incremental input constraints,
the constrained control problem of RPC is solved by minimizing the cost
function (4.13) subject to a set of linear inequality constraints (4.23) with
the employment of quadratic programming algorithms [15], [59]. Among
many quadratic programming methods, the simplicity and convergency of
the solver are two of the most crucial selection criterions for the on-line real-
time realization of a RPC controller. For this purpose, this thesis adopts
the Hildreth’s Quadratic Programming (HQP) procedure [41] for solving the
constrained control problem. This method belongs to the category of the
Primal-Dual method, which converts the primal optimization problem to its
dual problem with the aid of Lagrange multiplier and then a row-by-row
iterative algorithm is applied to search the active Lagrange multiplier.
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4.6.1 Primal-Dual
Using the Kuhn-Tucker conditions [59, 15] on the cost function (4.13), the
optimization problem is to find the optimal filtered input vector Us by solv-
ing the following problem:
max
λ≥0
min
Us
[
UTs ΩUs + 2U
T
s Ψx(ki) + 2λ
T (MsUs − γs)
]
(4.24)
where
Ω = ΦTQΦ +R,
Ψ = ΦTQF
Here, λ is the vector of Lagrange multipliers, Ω and Ψ are the data matrices
from the PRC cost function (4.13) and Ms and γs are given by (4.23). Also
the cost function is minimized with Us unconstrained when
Us = U
g
s = −Ω−1(Ψx(ki) +MTs λ) (4.25)
and, on substituting (4.25) into (4.24), the Lagrange multiplier vector λ is
obtained by solving
max
λ≥0
−(λTHλ+ 2λTK) + constant (4.26)
which is equivalent to solve,
min
λ≥0
(
1
2
λTHλ+ λTK) (4.27)
where H = MsΩ
−1MTs and K = γs+MsΩ−1Ψx(ki). Thereafter, the primal
constrained problem is converted to solve its dual problem that is to mini-
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mize (4.27) with respect to λ and subject to λ ≥ 0. Compared to the primal
problem, the search of active constraints with λ ≥ 0 is much simpler and
more convenient in terms of the implementation. Using the representation
of the global optimal solution without constraints in (4.14),
Ugs = −Ω−1Ψx(ki) = −Kmpcx(ki) (4.28)
where Kmpc = Ω
−1Ψ is the optimal state feedback gain. Then the represen-
tation of K can also be written as,
K = −MsUgs + γs (4.29)
In the implementation, the global state feedback gain Kmpc is solved offline
provided all the parameters and state variables are available. Using the
form (4.29) for the on-line implementation could reduce the computation
since the global optimal solution Ugs is immediately available.
4.6.2 Hildreth’s Quadratic Programming
One of the methods available is based on an on-line search of the active
constraints using HQP algorithm [41, 89], and this algorithm is summarized
next. On iteration m+ 1 this algorithm solves for the ith entry, denoted λi,
in the Lagrange multiplier vector λ using
λm+1i = max(0, w
m+1
i ) (4.30)
with
wm+1i = −
1
hii
ki + i−1∑
j=1
hijλ
m+1
j +
n∑
j=i+1
hijλ
m
j
 (4.31)
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where n is the dimension of the Lagrange multiplier vector, hij is the element
in row i and column j of H and ki is the ith element in K.
Once convergence is achieved, the resulting λ is used to compute the RPC
controller using (4.25) where the constraints corresponding to the non-zero
Lagrange multipliers are active and the rest inactive. Combining all the
active multipliers into the vector λact and replacing the identified λact and
Mact into (4.25), the optimal Us vector is computed by [89]
Us = −Ω−1Ψx(ki)− Ω−1MTactλact (4.32)
= Ugs − Ω−1MTactλact
where Mact and λact denote the active linear constraint matrix and Lagrange
multiplier vector, respectively, formed from Ms and λ in (4.23). It is seen
that the first term in the final solution (4.32) is the global optimal solu-
tion without constraints and the second term is the correction due to the
constraints.
4.7 Conclusions
The objective of this chapter is to develop a methodology based on MPC
to solve the repetitive control problem, in which advantages of both con-
trol technologies, such as repetitiveness, capability for MIMO system and
abilities to impose system constraints, are achieved. This main focus of
this chapter is to developed a RPC controller for multivariable systems with
structure determination. Firstly, a set of candidate frequencies is obtained
through the frequency analysis of the reference trajectories; secondly, the
set of candidate frequencies is examined in terms of their effect on the im-
provement of tracking performance and amplification of measurement noises;
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thirdly, the dominant frequency components are selected to construct the
augmented model for the design of MPC controller; Finally, the solution un-
der the state and input constraints is formulated and achieved by applying
the Hildreth’s Quadratic Programming algorithm.
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Chapter 5
Cascade Repetitive
Predictive Control of a
PMSM
Major Publication:
Shan Chai, Liuping Wang, and E. Rogers. A cascade mpc control structure
for a pmsm with speed ripple minimization. Industrial Electronics, IEEE
Transactions on, 60(8):2978–2987, 2013
5.1 Introduction
The model of a PMSM tells that the time constant of the electrical subsystem
is usually hundreds of times faster than that of the mechanical subsystem.
By taking the advantage of this feature, the cascade structure offers many
advantages in terms of separation of electrical and mechanical subsystems,
simplification of the controller design and disturbance rejection. Therefore,
the use of the cascade structure still dominates the industrial applications.
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This chapter develops a cascade RPC structure for a PMSM with current
and speed control as the inner and outer loops, respectively. To clarify
the confusion, from this chapter and onwards, the predictive controller with
only integrator (zero frequency mode) embedded is referred as the normal
MPC while the predictive controller with more than zero frequency modes
embedded is referred as RPC. The inner current control loop is designed
with a normal MPC controller using the linearized per unit model of the
PMSM. The outer loop is a RPC controller with the speed reference as the
set-point signal and the reference for the q-axis current as the control signal.
This chapter demonstrates two possible applications of proposed cascade
structure to the control of a PMSM. The first application is to apply the
RPC controller for the speed control and, in the meanwhile, the rejection
of the sinusoidal disturbances due to the current sensor offset. In order to
improve speed control under sinusoidal disturbances arising from current
sensor offset errors, the corresponding disturbance frequency modes are em-
bedded in the design of the outer loop RPC controller. In comparison with
ILC approaches [74, 95] that use all frequency components, only the domi-
nant frequencies, such as zero and first frequencies, are embedded into the
RPC design. The second application is to achieve the accurate control of
the motor position to follow a complex reference trajectory. To this end, the
embedded signal generator for the outer-loop controller has to incorporate
the dominant frequency modes of the reference trajectory.
The design in this chapter is a particular case of RPC control in the
Chapter 4. This chapter is organized as follows. Section 5.2 analyzes the
source of speed ripples due to the measurement offset error from the sen-
sor and and Section 5.3 introduces the signal generator for constant and
sinusoidal disturbances. Section 5.4 develops the cascade design for speed
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control with different frequency modes for inner and outer loop systems,
respectively. Section 5.5 extends the RPC design to the position control.
Both sections give the results from experimental implementation of the con-
trol structure on an industry-sized PMSM, together with frequency domain
analysis. Section 5.6 concludes the chapter.
5.2 Speed Ripples Due to Current Sensor Offset
Errors
The idea of vector control is to transform the three phase ac currents ia, ib
and ic into their representations, id and iq, respectively, in the rotor reference
frame using 
id
iq
i0
 = 23Tabc

ia
ib
ic
 (5.1)
where
Tabc=

sin (θe +
pi
2 ) sin (θe − pi6 ) sin (θe + 7pi6 )
cos (θe +
pi
2 ) cos (θe − pi6 ) cos (θe + 7pi6 )
1
2
1
2
1
2

and θe =
∫
ωe(t)dt denotes the electrical angle of the PMSM. After transfor-
mation, the id and iq components are taken as dc values and the controllers
are designed to regulate them to their desired values, which mimics the
control principles of dc motors. The values of the three phase ac current
components are usually obtained using two current transducers and then
converted to digital signals by A/D converters, which produces a dc offset
voltage superimposed on the scaled sinusoidal signals. The dc offset varies
unpredictably due to the thermal effects of analog devices and hence it is
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difficult to separate the unwanted dc offset from the sinusoidal measure-
ment [22]. Consequentially the measured sinusoidal currents have non-zero
dc offsets and this phenomenon can be modelled as
i
′
a = ia + ∆ia
i
′
b = ib + ∆ib (5.2)
i
′
c = −(ia + ib)− (∆ia + ∆ib).
where ia and ib are the actual three phase currents, i
′
a, i
′
b and i
′
c are the
measured current values contaminated by the unwanted dc offset errors and
∆ia and ∆ib are the dc offset errors.
Application of the abc/dq transformation (5.1) to the contaminated
three phase currents of (5.2) results in the addition of sinusoidal oscillations
to the actual d-q axis current [22]
i
′
q = iq + δiq, i
′
d = id + δid;
where id and iq denote the actual d-q axis currents and δid and δiq are the
sinusoidal disturbances due to the offset errors ∆ia and ∆ib, respectively
δiq = ∆Icos(θe + ϕ) (5.3)
δid = ∆Isin(θe + ϕ) (5.4)
where
∆I =
2√
3
√
(∆i2a + ∆ia ∆ib + ∆i
2
b),
ϕ = tan−1(
√
3∆ia
∆ia + 2 ∆ib
). (5.5)
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Also from (5.3) and (5.4) the frequency of the disturbance oscillations is
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Figure 5.1: Experiment: oscillation of id and iq due to dc offset error.
the same as the electrical speed of the PMSM. In the steady-state when
the motor is running at constant speed, the frequency of oscillation is fixed.
Figure 5.1 shows the case where the motor used for controller design and
experimental testing in this chapter is running at 300 rpm and the oscillation
due to the offset error is of frequency 10 Hz, where the disturbance was
generated using a current bias error of 0.48 Amps for illustrative purposes.
Using the electrical and mechanical models of a PMSM in the d-q frame,
the cascade structure shown in Figure 5.2 has been widely used for closed-
loop speed control, where ω∗m denotes the constant rotor speed command. In
this case the sinusoidal disturbances, δid and δiq, caused by the measurement
errors can be equivalently treated as an external disturbances entering the
closed-loop system and it is assumed that id and iq are error free. If the
frequency of the disturbance is within the bandwidth of the speed loop, the
steady-state speed will oscillate at the same frequency as the disturbance in
the absence of suitable compensation.
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Figure 5.2: Cascade MPC scheme.
5.3 The Signal Generator for Current Ripples
The discussion of the previous section has established that the frequency of
the steady-state speed oscillation can be accurately determined if the speed
reference is a-priori known. Hence this frequency information can be used
in the MPC design to reject the disturbance.
In Chapter 4, the generating polynomial of a general periodic signal
is derived from a frequency sampling filter decomposition. Application to
the PMSM requires tracking of a constant reference speed and rejection of
the sinusoidal and constant load torque disturbances. Hence the generating
polynomial is
D(z) = (1− z−1)(1− ejωz−1)(1− e−jωz−1)
= (1− z−1)(1− 2cos(ω)z−1 + z−2)
= 1 + d1z
−1 + d2z−2 + d3z−3 (5.6)
where ω = 2piM denotes the fundamental frequency and M is the number of
samples in each period. Note that in (5.6), the zero frequency component 1−
z−1 is the IMP requirement for the constant component in the reference and
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disturbance signals. In addition, the component 1− 2cos(ω)z−1 + z−2, also
referred as 1st frequency mode, is the generating polynomial for a sinusoidal
signal with fundamental frequency ω. Hence D(z) contains both zero and
1st frequency modes as required.
As a particular example, suppose that the motor is running at n = 300
rpm in the steady-state and the sampling period is Ts = 200 (µs). Then the
period of the disturbance due to the offset error is
Tp =
60
n · p =
60
300× 2 = 0.1(sec)
where the physical unit rpm is converted to electrical speed with two pairs
of poles. The number of samples for one period of the disturbance is
M =
Tp
Ts
=
0.1
2× 10−4 = 500 (samples)
with fundamental frequency
ω =
2pi
M
= 0.0126 (rad/sample).
Hence for this example
D(z) = 1− 2.9998z−1 + 2.9998z−2 − z−3
5.4 Cascade Repetitive-Predictive Speed Control
In this section the method used to embed the signal generators into the
design of the cascade RPC structure developed in this chapter is described,
where it is common practice in the design of cascade control systems to begin
with the inner loop and then proceeds to the outer. Moreover, the controller
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structure for the inner loop is often simpler than that for the outer-loop.
5.4.1 Design Model for the Inner-Loop MPC
The inner loop MPC uses the per unit electrical model described by (2.2),
which is a nonlinear and coupled multivariable system with control signals
vd and vq and the output signals id and iq. The first step is to linearize the
per unit model about the steady-state operating condition defined by the
parameters ωe0, id0 and iq0, resulting in the following linearized model for
the d-q axis current
 diddt
diq
dt
 =
 −RsLdωeb LqLdωe0ωeb
−LdLqωe0ωeb −RsLq ωeb

 id
iq

+
 1Ldωeb 0
0 1Lqωeb

 vd
vq
+
 LqLd iq0ωeωeb
−φmgLq ωeωeb −
Ld
Lq
id0ωeωeb
 (5.7)
where the last column in (5.7) represents the disturbances acting on the
inner-loop control system. Then applying ZOH discretization (see Chapter
2) with a sampling period Ts to (5.7) gives the discrete linear time-invariant
systems state-space model
xm(k + 1) = Amxm(k) +Bmu(k) + Ωmµ(k) (5.8)
y(k) = Cmxm(k) (5.9)
where xm(k) = y(k) = [id(k) iq(k)]
T , u(k) = [vd(k) vq(k)]
T and Ωmµ(k)
represents the discretized disturbance term.
The primary roles of inner-loop control system are to reject the distur-
bances as fast as possible and to overcome the nonlinearity and parameter
uncertainties. Also accuracy in the steady-state is a less important factor
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for this control system and the inclusion of integral action may not be nec-
essary. However, the relative simplicity of implementation of the real-time
control system partially justifies embedding integrators into the design of
MPC for the inner-loop where all variables are expressed in incremental
form and hence information concerning the steady-state operation, such as
the parameters id0, iq0, vd0 and vq0, will not be required for this task.
The embedding of integrators into MPC design is detailed in [89]. In the
case of an integrator, the generating polynomial of (5.6) is
Dr = 1− z−1 (5.10)
and multiplying across (6.1) by this term gives
xm(k + 1)− xm(k) = Am(xm(k)− xm(k − 1))
+Bm(u(k)− u(k − 1)) + Ωm(µ(k)− µ(k − 1)),
or
∆xm(k + 1) = Am∆xm(k) +Bm∆u(k) + Ωm∆µ(k) (5.11)
where
∆xm(k + 1) = xm(k + 1)− xm(k),
∆xm(k) = xm(k)− xm(k − 1),
∆u(k) = u(k)− u(k − 1). (5.12)
are the increments of the variables xm(k) and u(k). Introducing
x(k) =
[
∆xTm(k) y
T (k)
]T
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, the resulting design model is
x(k+1)︷ ︸︸ ︷ ∆xm(k + 1)
y(k + 1)
 =
A︷ ︸︸ ︷ Am 0
CmAm I

x(k)︷ ︸︸ ︷ ∆xm(k)
y(k)

+
B︷ ︸︸ ︷ Bm
CmBm
∆u(k) +
 Ωm
CmΩm
∆µ(k)
y(k) =
C︷ ︸︸ ︷[
0 I
] ∆xm(k)
y(k)
 (5.13)
where 0 and I denote the null and identity matrices with compatible di-
mensions, respectively. Using (5.7) the increment of the disturbance term,
∆µ(k), mainly depends on the change of ωe. Hence the disturbance term in
(5.13) is relatively small since the variation of ωe is slow for the electrical
system. In any case, closed-loop feedback control will reduce the effects of
this term.
The formulation of the incremental variables ∆u(k) and ∆xm(k) does
not require steady-state information and adding and subtracting the steady-
state value of input (uss) on the right hand side of (5.12) gives
∆u(k) = u(k) + uss − u(k − 1)− uss
Hence the actual control signal can be calculated using the velocity form of
the MPC as
uact(k) = uact(k − 1) + ∆u(k) (5.14)
where uact(k) = u(k)+uss. By setting the initial sample of the control signal
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uact equal to the actual value of vd and vq, based on (5.14), the actual d-q
axis voltages can be calculated using the optimized ∆u(k) without requiring
steady-state information.
5.4.2 Approximate Model of Closed Inner-loop Dynamics
The dynamic relationship that links the inner and outer loops is described
by
dωe
dt
=
p
J
(
3
2
pφmgiq − Bv
p
ωe − TL) (5.15)
Here, the q-axis current iq is the output of the inner loop control system and
is therefore not available for the manipulation in the outer loop. Instead,
the control variable available for the outer-loop is the set-point signal for the
q-axis current, i∗q . Ideally, it is expected that the q-axis current iq is identical
to its command signal i∗q and it requires an infinite high gain for the inner-
loop controller. In practice, considering the modelling error, time delay in
PWM [44] and the amplification of the noises in the system, a moderate
control gain should be adopted to achieve the fast response for the inner-
loop. Under this situation, there exists extra dynamics between the actual iq
and its command i∗q . In some cases, the outer-loop controller could tolerate
the mismatch between iq and i
∗
q when the outer-loop controller is designed
with a relatively high stability margin. However, in some cases when the
bandwidth of the outer-loop controller is stretched to the high frequency
band, the mismatch could not be ignored for the design of the outer-loop
controller.
To examine the impact of the un-modelled dynamics from the inner-loop
on the outer-loop design, the closed-loop transfer function of the inner-loop
has to be derived. Although the transfer function is obtained from the
linearized electrical model around a local operating point with ωe0, iq0 and
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id0, it still can provide some insights into the impact of the un-modelled
dynamics on the stability of the outer-loop. Without constraints, the inner-
loop control law could be represented by,
∆u(k) = −Kmpcix(k) = −[Kmi Kni]
 ∆xm(k)
−e(k)
 (5.16)
= −Kmi∆xm(k) +Knie(k) (5.17)
where Kmpci is the optimal feedback control gain without constraints. In
the z-transform terms, it is given by,
(1− z−1)U(z) = −Kmi(1− z−1)Xm(z) +KniE(z) (5.18)
replacing Xm(z) = (zI −Am)−1BmU(z) into the above equation, it yields,
Cin(z) =
U(z)
E(z)
= (1− z−1)−1 (I +Kmi(zI −Am)−1Bm)−1Kni (5.19)
The closed-loop transfer function of the inner-loop can then be calculated
by,
Gcin(z) =
Gm(z)Cin(z)
I +Gm(z)Cin(z)
(5.20)
where Gcin(z) is a 2× 2 matrix and the following closed-loop relationship is
formed,
 Id(z)
Iq(z)
 =
 Gcin11(z) Gcin12(z)
Gcin21(z) Gcin22(z)

 I∗d(z)
I∗q (z)
 (5.21)
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For i∗d = 0 control, the q-axis closed-loop dynamic is derived by,
Iq(z) = G
q
cin(z)I
∗
q (z) (5.22)
where Gqcin(z) = Gcin22(z) should be a second order dynamic system consid-
ering the integrator in the inner-loop MPC design. From the inner closed-
loop system, the relationship between the output iq and the set-point i
∗
q can
be approximated by a first order system,
diq
dt
= − 1
α
iq +
1
α
i∗q (5.23)
where α is the time constant of the first-order approximation and its value
can be determined from the dominant pole of the inner closed-loop system
(Gqcin). Moreover, the steady-state gain of (5.23) is unity due to the presence
of an integrator in the inner-loop control system.
The key reason for using the continuous-time model (5.23) to approxi-
mate the inner closed-loop system is because there is a difference between
the sampling rates of inner and outer loops. Typically, the sampling rate for
the inner-loop is about four times as fast as that for the outer-loop in the
experiment. Thus, the dominant inner-loop pole resulting from the discrete-
time design has to be transferred back to its continuous counterparts. The
relationship between the discrete-time pole (z0) and continuous-time pole
(s0) is given by,
z0 = e
s0Tin ; (5.24)
where Tin denotes the sampling time of the inner-loop controller and it is
chosen to be 100 µs in the experiment. With this relationship, the time
constant of the first order transfer function used to approximate the inner-
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loop dynamics could be approximately calculated by,
α0 ≈ − Tin
ln(z0)
(5.25)
Although it is not the most accurate way to model the inner-loop dynamics,
it can capture the main dynamics to some extent rather than completely
ignore them. Particularly, when the bandwidth of the outer-loop is stretched
by including more frequency modes, it provides a certain degree of robustness
to modelling error due to the inner-loop dynamics. In practice, the value of
α could be further tuned around the value of α0 and the value α = 1.2α0 is
adopted for the experiment.
5.4.3 Design Model for the Outer-Loop Repetitive-Predictive
Control
The continuous-time state-space model for the outer loop control is a SISO
system formed by (5.15) and (5.23),
 dωedt
diq
dt
 =
 −BvJ 32 p2φmgJ
0 − 1α

 ωe
iq
+
 0
1
α
 i∗q +
 pTLJ
0
 (5.26)
which is subsequently discretized with sampling period Tout by the use of
ZOH.
In general terms, the discrete-time state-space model is of the form
xm(k + 1) = Amxm(k) +Bmu(k) + Ωmµ(k) (5.27)
y(k) = Cmxm(k) (5.28)
where xm(k) = [ωe(k) iq(k)]
T , u(k) = i∗q(k) and y(k) = ωe(k). The distur-
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bance term µ(k) represents the load torque TL, assumed to be constant and
the sinusoidal disturbance caused by the sensor error. Embedding the gen-
erating polynomial D(z) of (5.6) into this model follows the procedure given
in the last chapter for a general MIMO system and is briefly summarized
below to suits this particular case .
Let D(q−1) denote the shift operator corresponding to (5.6) and define
the filtered state and input vectors xs(k) and us(k), respectively, as
xs(k) = D(q
−1)xm(k), us(k) = D(q−1)u(k) (5.29)
Also since D(z) contains all disturbance frequencies to be include in the
design model
D(q−1)µ(k) ≈ 0 (5.30)
Applying the operator D(q−1) to the state equation (5.27) gives
xs(k + 1) = Amxs(k) +Bmus(k) (5.31)
and to the output equation (5.28)
D(q−1)y(k + 1) = CmAmxs(k) + CmBmus(k) (5.32)
Hence (5.32) can be replaced by the difference equation
y(k + 1) = −d1y(k)− d2y(k − 1)− d3y(k − 2)
+ CmAmxs(k) + CmBmus(k) (5.33)
and, on introducing,
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x(k) =
[
xTs (k) y(k) y(k − 1) y(k − 2)
]T
(5.34)
the design model for the outer-loop control system is
x(k + 1) = Ax(k) +Bus(k)
y(k) = Cx(k) (5.35)
where
A =

Am 0 0 0
CmAm −d1 −d2 −d3
0 1 0 0
0 0 1 0

B =
[
BTm (CmBm)
T 0 0
]T
C =
[
0 1 0 0
]
In application, once the filtered control signal is obtained its counterpart
(i∗q) can be re-constructed, where
D(q−1)(u(k) + uss − uss) = us(k) (5.36)
or
D(q−1)uact(k) = us(k) (5.37)
where uact(k) = u(k) + uss and D(q
−1)uss = 0 due to the 1 − q−1 term in
D(q−1). Expanding (5.37) leads to the following formula for computing the
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control to be applied signal uact(k)
uact(k) = us(k)− d1uact(k − 1)− d2uact(k − 2)
− d3uact(k − 3) (5.38)
Hence in the implementation the steady-state control signal is not required
and when the controller structure changes the past states of the actual con-
trol signal used in (5.37) guarantee a smooth transition of the control signal,
i.e., bumpless transfer. These feature is illustrated in the experimental re-
sults given in Section 5.4.8.
5.4.4 Repetitive-Predictive Control
The remaining task in the design of inner and outer-loop loops is to optimize
the control signals, ∆u(k) for the inner-loop and us(k) for the outer, which
proceeds as follows [89] [60].
At sampling instant k, assuming a control horizon Nc and prediction
horizon Np, the control objective for the inner-loop MPC system is to find
the optimal control input ∆u that minimizes the cost function
Ji =
Np∑
i=1
xT (k + i | k)Qix(k + i | k)+
Nc∑
j=0
∆uT (j)Ri∆u(j) (5.39)
given the model (5.13), and Qi and Ri are symmetric positive semi-definite
(denoted ≥ 0) and positive definite (denoted > 0) weighting matrices to be
selected. Similarly, for the outer-loop RPC system, the control objective is
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to find the optimal control input us(k) that minimizes the cost function
Jo =
Np∑
i=1
xT (k + i | k)Qox(k + i | k)+
Nc∑
j=0
uTs (j)Rous(j) (5.40)
given the model (5.35) and Qo ≥ 0 and Ro > 0 are weighting matrices to be
selected.
In this chapter, both Qo and Qi are chosen to be C
TC with the respective
C matrices from inner and outer-loop models. Moreover, Ri and Ro are
tuned to reflect the demands of the closed-loop response speed. For example,
the diagonal elements in Ri should be chosen to be are much smaller than
the parameter Ro to ensure that the inner loop MPC has a much faster
response speed than the outer-loop control system.
5.4.5 Constraints
One of the major strengths of RPC and MPC is the ability to impose con-
straints where, for example, in the case of the control input and its increment
practically relevant constraints are of the form
umin ≤ uact(k) ≤ umax (5.41)
∆umin ≤ ∆u(k) ≤ ∆umax (5.42)
where umax and umin are upper and lower limits for input and ∆umax and
∆umin are the limits for the incremental input variable.
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5.4.5.1 Constraints on vd and vq
For the inner-loop MPC, the constraints have to be imposed on the d-q axis
voltages due to the limited DC bus voltage. As discussed in the Chapter
2, it is the amplitude of the voltage vector that needs to be limited in
order to avoid the voltage vector entering to the over-modulation range
[39] . Moreover, the selection of a particular modulation strategy would
lead to different linear modulation ranges and hence the constraints become
different dependent on the modulation technologies. All of the experiments
in this thesis adopt SVPWM due to its popularity and benefits of a relatively
large linear range and fixed switching frequency.
Existing Algorithms of Constraints Particular to the SVPWM tech-
nique employed, most of the existing formulations of voltage constraints are
derived from the circular constraint with a radius Vdc√
3
,
√
v2d + v
2
q ≤
Vdc√
3
. (5.43)
Equation (5.43) is a nonlinear inequality and could not be directly solved by
the normal QP algorithms, since they are commonly used to solve the QP
problem under linear inequality constraints. To apply the existing QP algo-
rithms, the nonlinear inequality is approximated by an octagon in [10] for
the MPC control of a PMSM and hence the nonlinear constrained problem is
converted to a standard QP problem with a set of linear inequalities. More-
over, the more number of sides that a polygon contains will provide a more
accurate approximation to the circle, but it will increase the complexity of
the algorithm.
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Proposed Algorithm of Constraints The formulation of constraints
with a polygon approximation indeed improves the performance in terms of
voltage constraints when compared to the PI controller with anti-windup
algorithm (See Chapter 7). However, it is still a relatively conservative
approach since the maximum linear modulation range of SVPWM should be
limited by the hexagon (see Figure 2.3) that actually contains the inscribed
circle. The set of linear inequalities that are used to describe the hexagonal
constraint in α-β frame are given by,

√
3
2
1
2
−
√
3
2 −12
0 12
0 −12
−
√
3
2
1
2
√
3
2 −12

 vα
vβ
 ≤

1
1
1
1
1
1

1√
3
Vdc (5.44)
Using the inverse Park transform,
 vα
vβ
 =
 cos θe − sin θe
sin θe cos θe

 vd
vq
 (5.45)
and replacing it into (5.44), it yields,
Muu
act ≤ γu (5.46)
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where Mu =

cos(pi6 − θ) sin(pi6 − θ)
cos(76pi − θ) sin(76pi − θ)
cos(pi2 − θ) sin(pi2 − θ)
cos(32pi − θ) sin(32pi − θ)
cos(56pi − θ) sin(56pi − θ)
cos(116 pi − θ) sin(116 pi − θ)

, γu =

1
1
1
1
1
1

1√
3
Vdc and
uact =
 vd
vq
. The linear matrix inequality (5.44) actually forms a rotat-
ing hexagon in the d-q frame. At any instant, the matrix Mu has to be
updated with the electrical angle θe and the resulting hexagon stands for
the instantaneous constraint for the current d-q axis voltages.
Formulation of Constraints For the inner-loop MPC, the constraints
for the control signal and its increment imposed via (5.14) are translated to
its equivalence on ∆u(k),
Mu∆u(k) ≤ γu −Muuact(k − 1)
∆u(k) ≤ ∆umax (5.47)
∆u(k) ≤ −∆umin
where ∆u = [∆vd ∆vq]
T . By translating the hexagonal constraint in α-
β frame into its counterparts in d-q frame with (5.44), the QP algorithms
could then be applied to obtain the optimal solution satisfying the original
hexagonal constraints. Figure (5.3) demonstrates the α-β frame voltages
resulting from the proposed algorithm in a closed-loop simulation example.
In this example, the dc. bus voltage is chosen to be 30(V ) to make sure that
the hexagonal constraint becomes active. It is apparent that the region of
the resulting α-β axis voltages covers the entire hexagon that is the max-
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imum possible linear modulation region provided by SVPWM. Compared
to the approach of polygon approximation to the inscribed circle, it further
extends the linear modulation range. In addition, it only requires six lin-
ear inequalities which are less than the ones of the octagon approximation.
Although it requires the on-line update of the matrix Mu, the cost of ex-
tra calculations is trivial for the modern DSPs and micro-controllers with
proper code optimization.
−20 −10 0 10 20
−20
−15
−10
−5
0
5
10
15
20
v
α
 (V)
v β
 
(V
)
Figure 5.3: α-β frame voltage constraints with the proposed constraint al-
gorithm Vdc = 30(v)
5.4.5.2 Constraints on id and iq
Similar to the case of the voltage constraints, the constraints of current
vector is also a circle which has to be imposed to protect the drive from
the over-current. For the id = 0 control, the circular constraints could be
imposed on the iq directly,
iminq ≤ iq ≤ imaxq
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In addition, the constraints on iq could be set lower than i
max
q to limit
the acceleration of the motor and hence provide the soft-start ability. The
constraints on ∆iq could be imposed by,
∆iminq ≤ ∆iq ≤ ∆imaxq
and this incremental constraint helps to reduce the overshoot of the inner-
loop voltage amplitude as well.
For the outer-loop RPC control, the formulation of the constraints is
constructed as the general case in (4.23) ,
umin +
3∑
i=1
diu
act(k − i) ≤ us(k) ≤ umax +
3∑
i=1
diu
act(k − i) (5.48)
∆umin +
2∑
i=1
d¯i∆u(k − i) ≤ us(k) ≤ ∆umax +
2∑
i=1
d¯i∆u(k − i) (5.49)
where u = iq, ∆u = ∆iq, d¯1 = −2 cos(ω) and d¯2 = 1.
The constrained minimization problem for each case is solved using the
HQP in real-time [89] and if the unconstrained solution exceeds the con-
straints, these become active and the controller finds the optimal solution
with them in place (See Chapter 4). In application, this situation usually
occurs at start-up and shut-down of a PMSM.
5.4.6 Outer-loop Input Sensitivity Function
The primary objective of the outer-loop is to track the reference signal with
zero steady-state error and, in the meantime, reject any input disturbances.
As depicted in Figure 5.2, the sinusoidal disturbance occurs at the measure-
ment of d-q axis current and could also be equivalently treated as the input
disturbance of the outer-loop control system. In the absence of constraints,
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the control applied is linear time-invariant state feedback and performance
in the presence of input disturbance can be analyzed using the input, or load,
sensitivity function [3]. Below gives the sensitivity analysis of the outer-loop
system.
For the closed-loop feedback control, the error signal (e(k)) has to be in-
corporated into the augmented state variables to replace the output variable
(y(k)) in (5.34) [89], that is
x(k) =
[
xTs (k) −e(k) −e(k − 1) −e(k − 2)
]T
(5.50)
where e(k) = r(k)− y(k).
The solution that minimizes the outer-loop cost function Jo (5.40) with-
out constraints can be written as
us(k) = −Kmpcx(k)
= −Kmxs(k) +K1e(k) +K2e(k − 1) +K3e(k − 2)
where Kmpc =
[
Km K1 K2 K3
]
or, in z-transform terms,
us(z) = −Kmxs(z) +K(z)e(z) (5.51)
where K(z) = K1 +K2z
−1 +K3z−2. Setting xs(z) = (zI −Am)−1Bmus(z),
us(z) = D(z)u(z) in (5.51) gives the controller transfer-function
u(z) = D(z)−1
[
I +Km(zI −Am)−1Bm
]−1
K(z)e(z) (5.52)
and the input sensitivity function, characterizing the impact of input dis-
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turbance on the output is given by [3]
Gyd(z) = [I +Go(z)Co(z)]
−1Go(z) (5.53)
whereGo(z) = Cm(zI−Am)−1Bm and Co(z) = u(z)/e(z) are the z-transformation
of the outer-loop system and RPC controller, respectively. On substituting
(5.52) gives the input sensitivity function,
Gyd(z) =
{[
I +Km(zI −Am)−1Bm
]
D(z)
+ K(z)Gm(z)}−1
× [I +Km(zI −Am)−1Bm]D(z)Go(z) (5.54)
Since the closed-loop performance of the outer-loop RPC determines the
overall performance of the cascade system in the presence of disturbances,
the input sensitivity function is computed in the absence of constraints. Fig-
ure 5.4 compares the magnitudes of the input sensitivity function (|Gyd(ejω)|)
for the closed-loop control system. It is seen that when only the zero fre-
quency mode (MPC) is included in the outer-loop design, a smaller weight-
ing coefficient Ro in the cost function results in a smaller |Gyd(ejω)| in
the medium frequency range, and hence better disturbance rejection over
the same frequency band. In contrast, by embedding the zero and first
(ω = 0.0126) frequencies into the design, the magnitude of |Gyd(ejω)| is dra-
matically reduced in the low and medium frequency ranges. Moreover, this
quantity is zero at ω = 0.0126 and hence the influence of the disturbance on
the closed-loop control system performance is significantly reduced.
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Figure 5.4: Frequency response of input sensitivity function. Dot: zero
frequency with Ro = 100; Dash: zero frequency with Ro = 1; Solid: zero
and 1st frequency with Ro = 1000.
5.4.7 Robust Stability for Unmodelled Dynamics
The importance of the compensation for the un-modelled dynamics is re-
flected by investigating the robust stability of the outer-loop RPC design.
Let Go(z) denote the discrete-time mechanical dynamics used for the design
of the outer-loop RPC. However, from (5.22) the actual system dynamics
for the outer-loop is,
GTo (z) = Go(z)G
q
cin(z)
The robust stability states that the sufficient condition to ensure the closed-
loop stability for all ω ≥ 0 is given by [37]:
∣∣∣∣ ∆Go(jω)Co(jω)1 +Go(jω)Co(jω)
∣∣∣∣ < 1 (5.55)
where the Co(z) is the z-transform of the outer-loop RPC controller and
∆Go(jω) is the additive modelling error defined by,
∆G(jω) = GTo (jω)−Go(jω) = Go(jω)(Gqcin(jω)− 1) (5.56)
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Figure 5.5: Comparison of the robust stability of RPC under different inner-
loop control gain (Ro = 150I)
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Figure 5.6: Comparison of the robust stability of RPC with different fre-
quency modes (Ri = 0.1I and Ro = 400I)
Substituting (5.56) into the stability criterion (5.55) gives,
|Gqcin(jω)− 1| |T (jω)| < 1
T (jω) =
Go(jω)Co(jω)
1 +Go(jω)Co(jω)
(5.57)
where T (jω) is the complementary sensitivity function of the outer-loop
RPC design.
The robust sensitivity of the outer-loop RPC controller to inner-loop un-
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Figure 5.7: Comparison of the robust stability of RPC with and without
compensation (α = 2α0, Ri = 10I and Ro = 400I)
modelled dynamics is investigated through the following three comparisons.
The results from the first comparison, as shown in Figure 5.5, indicate that
the degree of the unmodelled dynamics accumulates with the reduction of
the inner-loop control gain and hence it leads to a less robust control sys-
tem. In this case, the inner-loop tuning parameter Ri is varied while the
outer-loop tuning parameter Ro is kept the same for the three plots.
Figure 5.6, the second comparison with the same inner-loop control gain
Ri = 0.1I, shows that the further inclusion of the 2nd frequency compo-
nent makes the robust sensitivity function exceed the safety limitation and
jeopardize the stability of the system. Conversely, it also implies that the
inclusion of only 0-1 frequency modes can still offer quite reasonable robust-
ness if the modelling error is not significantly large, such as that in this case
the inner-loop dynamics is quite fast with a tight control gain (Ri = 0.1I).
Figure 5.7 demonstrates the effect of the compensation with a first order
delay. The compensation is normally required under the situation when the
inner-loop control is not sufficiently fast, such as in this case with Ri = 10I.
It is evident from the comparison that the compensation indeed provides
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some more robustness than the case without the compensation. In the
situation where other modelling errors exist, such as the ones due to the
linearization, it might play a critical role to stabilize the control system and
allow more room for the tuning of the outer-loop RPC controller.
5.4.8 Experimental Results
In this section, the results from the experimental implementation to the mo-
tor considered are given and analyzed with reference to the sensitivity func-
tion of Figure 5.4. The experimental setups are described in APPENDIX B
with the per-unit machine parameters given in TABLE 2.2. The sampling
time Tin is chosen as 100 µs for inner-loop and Tout 400µs for outer-loop.
The weighting matrix Ri = 0.1I is used in all cases to ensure that the dy-
namic response of the inner-loop is much faster than that of the outer-loop.
5.4.8.1 Zero frequency mode embedded
For set-point following, or reference tracking, the outer loop predictive con-
troller has to include the zero frequency. If the offset of the sensor could
be accurately measured, the configuration of both inner and outer-loop pre-
dictive controllers with the zero frequency mode embedded in the design
(normal MPC) is sufficient for constant speed control. However, in the ap-
plication, the steady-state speed will oscillate at the synchronous frequency
as shown in Figure 5.8. The amplitude of this oscillation is affected by
the choice of weighting matrices Ro, a scalar in this case, when setting
Qo = C
TC for the outer loop RPC design. From the control point of view,
a large value of Ro puts more weighting on the control input and thus slower
response, which can be observed from the q-axis current. At the start-up,
Figure 5.9(b) with a smaller weighting Ro = 1 shows a much larger transient
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current (2.65 Amp) than that (1.3 Amp) for the larger weighting Ro = 100 in
Figure 5.8(b). From the disturbance rejection point of view, Figures 5.8(a)
and 5.9(a), a small choice of Ro leads to less speed ripples, as validated
by inspecting the input sensitivity function. Figure 5.4 shows that a small
choice of Ro leads to less gain for the input disturbance and this reduces the
low frequency ripples to some extent.
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Figure 5.8: No constraints with the zero frequency embedded when Qo =
CTC and Ro = 100 for outer loop MPC design.
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Figure 5.9: No constraints with the zero frequency embedded when Qo =
CTC and Ro = 1 for the outer loop MPC design.
5.4.8.2 Zero and first frequency modes embedded
In order to completely reject a sinusoidal disturbance, the corresponding
frequency mode has to be embedded into the outer-loop RPC. Moreover, the
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frequency of oscillation is fixed and hence it is addressed in the steady-state
at first. Therefore, the outer-loop MPC with zero frequency is employed at
the start and the RPC with the zero and 1st frequency modes embedded is
switched on in the steady-state, i.e., the control structure is switched. The
past speed (ωe) and q-axis current (iq) values are saved in memory to ensure
bumpless transfer between the two controllers. Figures 5.10 and 5.11 show
two cases where the speed ripples are minimized shortly after switching at
0.5 sec. In addition, Figures. 5.10(b) and 5.11(b) also demonstrate that the
q-axis reference i∗q is constrained at 1 Amp in comparison to Figs. 5.8(b)
and 5.9(b), respectively. These constraints could slow the speed response
and provide a soft-start capability for the motor. Furthermore, it is evident
from these figures that the bumpless transfer between these two controllers
has been achieved in the implementation.
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Figure 5.10: Constraints on q-axis reference i∗q and rejection of high magni-
tude ripples
5.4.8.3 Robustness to frequency inaccuracy
As observed from Figure 5.4, with the 1st frequency mode included, the
closed-loop gain for the input disturbance is almost zero at the correspond-
ing frequency and greatly reduced at neighboring values. Hence including
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Figure 5.11: Constraints on q-axis reference i∗q and rejection of low magni-
tude ripples
a frequency mode could also reduce the speed ripples at neighboring fre-
quencies. In cases where the frequency is hard to accurately determine or
varies within a certain range, the developed algorithm could also provide
robustness against frequency inaccuracy. Figure 5.12(a) shows a case where
the frequency of ripples (f = 20/3 Hz) is lower than the frequency mode
(f = 10 Hz) included in the RPC design and Figure 5.12(b) shows a case
where the frequency of ripples (f = 20 Hz) is higher than the frequency
mode included.
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Figure 5.12: Robustness with respect to frequency inaccuracy.
By exploiting the robustness to frequency inaccuracy, a single controller
can be used to deal with speed reference variation. Figure 5.13 demon-
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strates a case with a staircase reference where the RPC with frequency
mode (f = 20 Hz) is switched on immediately after 600 rpm is reached.
Despite the variation in the frequency, as observed in Figure 5.13(b), the
speed is oscillation-free.
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Figure 5.13: Staircase reference with rejection of speed ripples.
5.5 Repetitive-Predictive Position Control
In the modern industries, many applications require to track the reference
trajectory with repetitive nature, such as robotic arms and axis control of
CNC machines. Due to the nature of the application, the position con-
trol usually requires much higher accuracy than the speed control. Hence,
PMSM has been widely adopted for the position control in industries due
to their high performance and less nonlinearity. In many applications, the
reference trajectories for the repetitive control may be complex in shape and
could contain multiple frequency modes. From the previous chapter, it is
shown that in order to track the reference with zero steady-state error, the
dominant frequency modes have to be incorporated into the design of the
position controller.
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5.5.1 Design Model for Outer-loop RPC control
With the cascade structure, the RPC control of the speed could be further
extended to achieve the position control of a PMSM. In this case, the design
and implementation of the inner-loop controller is kept the same as the case
of the speed control. The design of the outer-loop RPC controller is carried
on the mechanical model with an extra position variable,
dθm(t)
dt
=
1
tb
ωe(t)
dωe(t)
dt
=
p
J
(
3
2
pφmgiq(t)− Bv
p
ωe(t)− TL) (5.58)
diq(t)
dt
= − 1
α
iq(t) +
1
α
i∗q(t)
where the per-unit model (see Chapter 2) is adopted for the design.
The experiments are designed to track several different reference trajec-
tories consisting of different frequency modes, respectively. Here, all of the
reference signals have a period Tp = 4 (secs) for the purpose of comparison,
which implies their fundamental frequency is
ωs =
1
M
· 2pi , M = Tp
Tout
.
where Tout stands for the outer-loop sampling time and is chosen to be 400 µs
in the experiement. The first reference signal, as shown in Figure 5.15(d)
and 5.16(d), contains the 0, 1st and 3rd frequency modes and the second
reference signal, as shown in Figure 5.17(d) and 5.18(d), has 0, 1st, 3rd and
9th frequency modes, respectively. The design of the RPC controllers for
the two references is chosen to include 0-1 frequency modes for the following
reasons: i) they are the most dominant components in the references signal;
ii) this configuration provides better robust stability. Including even higher
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frequency modes, such as 2nd, 3rd frequency modes, the performance is not
necessarily improved since the wide closed-loop bandwidth may amplify the
noises in the system and increase the vulnerability of the controller to the
modelling error, as discussed in the previous chapter. Therefore, it means
the following polynomial is utilized,
D(z) = (1− z−1)(1− 2 coswsz−1 + z−2)
5.5.2 Sensitivity Function for the RPC Position Control
Sensitivity function characterizing the tracking error to the reference trajec-
tory is given by [3]
Ger(z) =
e(z)
r(z)
= (I +Go(z)Co(z))
−1 (5.59)
where the notation Go(z) and Co(z) correspond to the z transformation of
the system model and the controller for the position control case, respec-
tively. Figure 5.14 demonstrates the sensitivity functions for the closed-
loop RPC design with the inclusion of zero frequency mode, 0-1st frequency
modes and 0-2nd frequency modes, respectively. It shows that the inclu-
sion of the 1st frequency mode has resulted zero gain at that frequency and
significantly reduced the tracking error at the low frequency ranges when
compared to the zero frequency mode (only with integrator). In addition,
the inclusion of the 2nd frequency mode has further stretched the band-
width and hence would adds the potential risk of the control system in the
existence of the modelling error.
125
10−4 10−2 100
10−10
100
Frequency (rad)
 
 
with integrator
with 0−1st
with 0−2nd
Figure 5.14: Sensitivity Function for RPC Position Control
5.5.3 Experimental Results
The same weighting matrices Ri = 0.1I and Qi = C
TC are used for the
inner-loop as in the case of the disturbance rejection. Meanwhile, the weight-
ing matrices Ro = I and Qo = C
TC are selected for the outer-loop design
where the matrix C has the compatible dimensions for the position control
purpose. The performance of the RPC controller is compared to the general
MPC controller where only the integrator (zero frequency mode) is embed-
ded into the design. Figures 5.15 and 5.16 demonstrate the comparison of
the performance in tracking the first reference signal and Figures 5.17 and
5.18 compare the tracking performance for the second reference signal, re-
spectively. From the error signal between the reference trajectory and the
actual position, it is apparent that the RPC controller demonstrates supe-
rior performance over the normal MPC controller. It is due to the fact that
the RPC controller provides an infinite high gain at the dominant frequency
of the reference signal.
The constraints on the q-axis command i∗q and its increment ∆i∗q are not
reached in the above two cases, because the exceedance of the constraints
usually happens at the transient response to a step change on the reference
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Figure 5.15: with zero frequency
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Figure 5.17: with zero frequency
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Figure 5.18: with 0-1st Frequency
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signal or load disturbance. To investigate the ability of the proposed con-
troller to handle the constraints, a step change on the reference signal is
added in order to make sure that the control input and its increment are
saturated. Figure 5.19 illustrates the performance of the RPC controller to
deal with the constraints at the motor start-up using the HQP solver. The
settings of the constraints in this case are,
−1.7 ≤ i∗q ≤ 1.7
−1 ≤ ∆i∗q ≤ 1
After hitting the constraints at start-up, the RPC controller quickly brings
the input and its increment back to track the reference trajectory with al-
most zero steady-steady error.
5.6 Conclusions
This chapter has presented a cascade structure with RPC controllers for
high performance speed control of a PMSM with speed ripple minimiza-
tion and accurate position control to track complex reference trajectories.
The inner-loop MPC provides fast feedback control action to reduce the ef-
fects of disturbance, nonlinearities and model parameter uncertainty. The
outer-loop RPC controller is equipped with 0-1st frequency modes for the
reference following and disturbance rejection with zero steady-state error.
The difficulties of applying RPC in outer-loop are in that the increase of the
closed-loop bandwidth requires a more accurate model at the high frequency
ranges. It shows that the inner closed-loop dynamics should not be ignored
and hence it is modelled by a first order system with unit static gain. This
extra model is combined with the original mechanical model for the design of
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the outer-loop controller. The analysis of its robust stability to unmodelled
dynamics reveals that the compensation for the inner-loop dynamics plays
an important role for the stability of the system and significantly simplify
the tuning process.
All the designs of the inner and outer-loop controller are based on the
per unit model of a PMSM and experimental results confirm the potential
of this control scheme. Apart from the normal MPC controller in litera-
tures, the potential ability and the performance of RPC controller are also
investigated in the context of position tracking and disturbance rejection.
The experimental results demonstrat that their performance is significantly
enhanced by including an extra frequency mode into the design.
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Chapter 6
Overall Model Predictive
Control of PMSM
Major Publication:
S. Chai, L. Wang, and E. Rogers. Model predictive control of a permanent
magnet synchronous motor with experimental validation. Control Engineer-
ing and Practice, (In Press)
6.1 Introduction
An alternative approach to the cascade control structure is to use a single
controller for the combined speed and current control of electrical drives, as
depicted in Figure 6.1. The reasons for applying a single MPC to electric
drives are: i) the model for the electrical parts of a PMSM can be linearized
as a MIMO system, ii) the phase currents and voltages of motor drives are
usually limited by electrical constraints.
Beyond the normal MPC controller, the original objective of this chapter
aims to have the RPC designed and implemented with the full model of a
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PMSM by taking the advantage of the RPC in dealing with MIMO systems,
constraints and superior performance in tracking and disturbance rejection.
However, those efforts prove unsuccessful finally and hence only the success
of applying the normal MPC controller with the embedded integrator is
demonstrated in this chapter.
The difficulties raised for the design of RPC in the overall structure are
in that the increasing complexities of the controller design and computation
costs as the result of the increasing order of the underlying dynamic system.
On one hand, the mixture of the electrical and mechanical control system in
a single controller requires the sampling time to be fast enough to provide
the control action for the electrical system, since the electrical time constant
is commonly hundreds of times faster than the mechanical one. On the other
hand, the increase of the system dimension requires the sufficient sampling
interval to accommodate the rising computation burden. Moreover, the side
effect of RPC is that it increases the sensitivity to the modelling error since
the closed-loop bandwidth is stretched. In addition, the nonlinearity from
the electrical system further adds the uncertainties to the controller design
in the overall structure. One solution to reduce the modelling errors is to
have a gain scheduled control structure [78] with the corresponding optimal
feedback control gains pre-calculated offline around a sequence of operating
points. Although the employment of more linearized models for the gain
schedule enchances the chance of applying a single RPC for a PMSM, it
greatly adds the complexity of the control structure and is not suitable for
the servo applications if too many sets of operating points are utilized.
Instead, a less aggressive approach is to apply the normal MPC with
an embedded integrator for the overall structure. Section 6.2 applies the
constrained MPC with an embedded integrator to the overall model of a
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Figure 6.1: MPC speed control of the PMSM.
PMSM. The experimental results and tuning of the controller parameters
are also discussed in Section 6.3. Section 6.4 compares the overall MPC
structure with the cascade structure discussed in Chapter 5.
6.2 Overall MPC with Constraints
The MPC used in this chapter follows the design procedure of a general RPC
described in Chapter 4. Particularly, when only the integrator (Dr = 1−z−1
) is embedded into the RPC design, it becomes a normal MPC controller
with the capability for reference tracking and disturbance rejection subject
to constraints. In this case, the sinusoidal disturbance due to the current
sensor offset error is reduced by the use of an extra measurement of the
dc. offset voltages and careful manual tunings in the experiment 1. The
current sensors and measurement circuit are assumed to work under the ideal
condition so that the offset does not vary significantly during the experiment.
Hence, the control objective in chapter is to investigate the potential and
inherent capability of MPC to track a reference and reject the disturbance
1The procedure is tedious and might need re-tuning at times when the working con-
dition of the motor and measurement circuit change.
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with slow variations. The MPC design is based on the overall model of a
PMSM with m = 2 inputs, q = 2, outputs and n = 3 states.
6.2.1 Embedded Integrator
In common with the PID control scheme, an integrator is embedded in the
MPC design, where in the control scheme developed and experimentally
verified the embedded integrator is also used for the following purposes: i)
elimination of the vector d in (2.4), or  in (2.3), which contains motor
parameters that have a certain degree of uncertainty associated with them
in applications, and ii) removal of the load disturbance torque which is as-
sumed to be an unknown constant. This is the first step and once complete
the MPC design is undertaken using the incremental model where the defin-
ing vectors are the differences between the state, input and output vectors,
respectively, for any two successive sample instants. Therefore, when oper-
ating conditions change, it is only necessary to update the set-point signals
to reflect this change and the other steady-state values for the state variables
are not required. However, the parameters in the system matrices (2.4) are
dependent on the operating conditions and if these undergo a drastically
change, parameter updating may be required, resulting in a gain scheduled
predictive controller [92].
Let ∆xm(k) = xm(k) − xm(k − 1) and ∆u(k) = u(k) − u(k − 1) de-
note the incremental state and input vectors, respectively, computed from
the corresponding vectors in (2.3). Then, since the vector d has constant
entries, the state dynamics in the incremental model are described by
∆xm(k + 1) = Am∆xm(k) +Bm∆u(k) (6.1)
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Also
y(k + 1)− y(k) = Cm(xm(k + 1)− xm(k)) = Cm∆xm(k + 1)
= CmAm∆xm(k) + CmBm∆u(k)
or
y(k + 1) = CmAm∆xm(k) + y(k) + CmBm∆u(k) (6.2)
and the augmented state-space model for design is
x(k + 1) = Ax(k) +B∆u(k)
y(k) = Cx(k) (6.3)
where
x(k) =
 ∆xm(k)
y(k)
 , A =
 Am 0
CmAm I
 , B =
 Bm
CmBm
 , C = [ 0 I ]
where 0 and I, respectively, denote the zero and identity matrices of compat-
ible dimensions. One immediate advantage of this incremental description
of the dynamics is that the constant vector d has been removed from the
design. The rest of the design procedure, as elaborated in Chapter 4, is to
minimize the cost function consisting of the prediction with Np future state
variables and Nc future control variables,
Jc =
Np∑
i=1
xT (k + i | k)Qx(k + i | k)+
Nc∑
j=0
∆uT (j)R∆u(j) (6.4)
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where R = rwI implies equal weightings are applied to ∆vd and ∆vq. Since
there are two different outputs, id and ωe in this case, separate weightings
have to be applied for the Q matrix, that is
Q =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 Qid 0
0 0 0 0 Qω

. (6.5)
where Q is a 5 × 5 matrix. The solution of the optimization without con-
straints will give the optimal feedback control gain with respect to the lin-
earized system around a particular set of operating points.
6.2.2 Bumpless Transfer of Control Structure
For the i∗d = 0 control, the element −LdLq id0ωeb in matrix Ac is very small
and the id0 = 0 is used for the linearization.
The operating point iq0 is related to the load torque of the system that
is usually a slow varying signal compared to the electrical time constant.
Thus, a single operating point of iq0 in (2.3) is adopted for the design of the
MPC. The model mismatch at a different operating point, for example iq1,
other than iq0 is given by,
Ld
Lq
(iq1 − iq0)ωeωeb
The mismatch would be treated as the input disturbances that are rejected
by the integrator of the MPC.
The challenge to use the linearized model here is in that the speed might
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experience significant change of set-points during an operation. If the ref-
erence speed is not significantly away from the current speed, the reference
speed could be directly used as the operating point for the design of MPC.
The MPC control law for the linearized model around a certain operating
point (ωe0 and iq0) is given by,
∆u(k) = −Kmpc0x(k) (6.6)
uact(k) = uact(k − 1) + ∆u(k) (6.7)
If the speed is running within a certain neighbourhood of the selected oper-
ating point, the controller would bring the system to its set-point. However,
when the reference speed is experiencing a drastic change, the control law
has to be adapted to reflect the change of operating conditions. As a result,
a gain scheduled MPC control structure has to be adopted.
Supposing that the system needs to dramatically change the magnitude
of the reference speed from the current operating point ωe0 to ω
∗
e , multiple
operating points ωe(k) (k = 0 · · ·n − 1) can be selected along the steps
moving towards the reference speed ω∗e . For each ωe(k), its corresponding
optimal feedback gain Kmpc(k) could be pre-calculated off-line using MPC.
The switch of the multiple feedback control gains is performed according to
the electrical speed of the motor and one possible switching mechanism is,
∆u(k) =

−Kmpc0x(k) 12ωe0 ≤ ωe < 12(ωe1 + ωe0)
−Kmpc1x(k) ωe0+ωe12 ≤ ωe < ωe1+ωe22
...
−Kmpc(n−1)x(k) ωe(n−2)+ωe(n−1)2 ≤ ωe <
ωe(n−1)+ωe(n)
2
(6.8)
which leads to a piecewise constant switching mechanism for the gain sched-
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uled control.
Another possible switching strategy is to apply a piecewise affine control
gain between two operating points, that is
∆u(k) = −Kmpcx(k) ωe(k−1) ≤ ωe < ωe(k) (6.9)
where
Kmpc = (1− β)Kmpc(k) + βKmpc(k−1) (6.10)
β =
ωe − ωe(k−1)
ωe(k) − ωe(k−1)
.
In practice, it is found that the neighbourhood of one particular oper-
ating point is sufficiently wide to allow only few operating points employed
to move the speed to its target reference speed. It is mainly due to the fact
that MPC with embedded integrators offers a certain degree of robust sta-
bility to handle the modelling mismatch and the nonlinearity in the system.
Consequently, it greatly reduces the number of the operating points em-
ployed and simplifies the switching process of the control structure. In the
case where the speed reference does not require a drastic change, the design
based on a single operating point is also capable to provide the stability for
the operating ranges.
6.2.3 Constraints
The constraints in this case are on the d-q axis voltages and q axis current.
Compared with the cascade structure, the difference is that the constraint
on iq using the overall structure is to apply the constraint on the state
variable, which might involve the conflicting constraints when the input and
the state constraints are violated at the same time. When the conflicts
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happen, special consideration has to be taken to deal with the situation.
6.2.3.1 Constraints on vd and vq
The constraints on vd, vq, ∆vd and ∆vq are the input and incremental
constraints which have been discussed in the Chapter 5 (See page 109).
6.2.3.2 Constraints on iq
In the case of the q-axis current iq(k) consider
iq(k + 1) = iq(k) + ∆iq(k + 1)
with
∆iq(k + 1) =
[
0 1 0 0 0
]
(Ax(k) +B∆u(k))
where the matrices A and B are from the augmented state-space model (6.3).
The constraint on the next sample instant prediction of this current consid-
ered in this work takes the form
iminq ≤ iq(k) +
[
0 1 0 0 0
]
(Ax(k) +B∆u(k)) ≤ imaxq (6.11)
where iminq and i
max
q are the specified limits. Moreover, iq(k) and x(k)
are measured quantities and hence all terms in (6.11) are known so that
∆u(k) is formulated as linear inequality constraint in a similar manner to
the constraint on u(k).
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6.2.3.3 Compact Form
Let
isq(k) =
[
0 1 0 0 0
]
Ax(k)
≈
[
−LdLqωeωebTs 1− RsLq ωebTs −
φmg
Lq
ωebTs 0 0
]
x(k) (6.12)
where id0 = 0 and ωe0 in (2.3) is replaced by ωe considering the model
mismatch. Thus, the compact form of the constrains is formulated as,
Mu∆u(k) ≤ γu −Muuact(k − 1) (6.13)
B2∆u(k) ≤ imaxq − iq(k)− isq(k) (6.14)
−B2∆u(k) ≤ −iminq + iq(k) + isq(k) (6.15)
∆u(k) ≤ ∆umax (6.16)
−∆u(k) ≤ −∆umin (6.17)
where uact = [vd vq], ∆u = [∆vd ∆vq] and B2 = [0
Ts
Lq
] denoting the second
row of the matrix B.
In the compact form, the constraints on the input and state variables at
the next sampling time could be represented by,
Ms∆U ≤ γs (6.18)
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where
Ms =

Mu O6×2 · · · O6×2
B2 O1×2 · · · O1×2
−B2 O1×2 · · · O1×2
I O2×2 · · · O2×2
−I O2×2 · · · O2×2

∆U =

∆u(k)
∆u(k + 1)
...
∆u(k +Nc − 1)

and
γs =

γu −Muu(k − 1)
imaxq − iq(k)− isq(k)
−iminq + iq(k) + isq(k)
∆umax
−∆umin

.
Here Mu and γu, as shown in (5.44) in Section 5.4.5, are derived from the
hexagonal constraint. The compact form is then transferred to its dual
problem to search the active Lagrange multipliers by HQP algorithm (see
Chapter 4).
6.2.3.4 Conflicting Constraints
The advantage of using HQP is that when conflicts occur, even though the
iterative computation is terminated without convergence, it gives a sub-
optimal solution of the Lagrange multiplier vector λ for the iteration when
this situation occurs. However, when conflicts happen, the HQP algorithm
will diverge and no converged solution of the Lagrange multipliers λ will be
reached through the iterative computation. Mathematically, the conflicting
constraints are reflected by the linear dependence of those active constraints
in the matrix Ms. But since the solution given by HQP does not involve
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the matrix inversion, this conflict does not immediately interrupt on-line
computation.
The ability of a QP algorithm to deal with conflict constraints is paramount
in the implementation of predictive control. When the active constraints be-
come linearly dependent, that is conflict, one remedy is to relax one or more
of the less critical constraints and this strategy can be implemented by rank-
ing the constraints in terms of their importance. In terms of a PMSM, The
state constraint on iq is ranked as the most important if it can not be violated
because of safety protection of the drive. Less important is the constraints
on the control signals used, vd and vq, to prevent the over-modulation. Am-
plitudes of the incremental control signals, ∆vd and ∆vq, may be the least
important one, depending on the application. But in some applications, the
priority of the constraints might be different from the one above, since the
motor can sustain a short period of over-current.
If linear dependence, reflected by the divergence of the Lagrange mul-
tipliers, is detected, it is likely that one or more constraints are violated.
At this stage, the algorithm should automatically check whether the criti-
cal constraints are satisfied and if this is the case the constrained optimal
solution will be accepted although the less critical ones are compromised.
Conversely, if the critical constraints are violated, the algorithm will elimi-
nate the less critical ones then re-calculate the active Lagrange multipliers
for the critical ones left.
6.3 Experiment Results and Discussion
In this section, three representative sets of experimental results obtained by
applying the MPC design to the PMSM in APPENDIX (B) are given and
analyzed. Particular emphasis is placed on performance in terms of the con-
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straints, tuning of controller feedback gain and load disturbance rejection.
The sampling time in this experiments are chosen to be 200µs that is a
balanced choice by considering the requirement to cope with the computa-
tion cost in the overall structure and the capability to capture the electrical
dynamics.
6.3.1 Response to a Staircase Reference
Figure 6.2 shows the performance of MPC design in response to a staircase
reference speed. The control objective is to regulate the motor to a different
reference speed whilst maintaining id at zero. The controller gain for this
case was selected to obtain a fast response whilst minimizing the noise level.
Figure 6.2(c) shows that the steady-state d-axis current is zero but corrupted
by the noise and high frequency ripples. The high frequency ripples appear
as pulsing torque [47] in the controlled system for various reasons, such
as cogging torques [95]. Figure 6.2(c) also confirms that the frequency of
oscillation increases with synchronous speed.
6.3.2 Constraints
The performance obtained from the MPC design depends on the tuning of
the weighting parameters rw, Qid and Qω. Figure 6.3 shows the results
obtained when both voltage and current constraints are hit at startup with
the MPC parameters and constraints given in Table 6.1. It is seen from the
Figure 6.3(b) that all of the voltage vectors in α-β frame are confined in
the hexagon whose radius is 23Vdc with the proposed formulation of voltage
constraints in Chapter 5 (see page 109). Meanwhile, Figure 6.3(c) shows that
iq exceeds its maximum constraint because the state constraint belongs to
the type of soft constraints that might be violated slightly due to the model
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Figure 6.2: Performance of the MPC controller in response to a staircase
reference speed
mismatch and measurement noises. In Figure 6.3(e), the occurrence of the
active constraints is reflected by the value of al where al = 5 indicates the
constraints are hit and al = 0 means no constraint is violated.
Nc Np Qid Qω rw Vdc i
max
q i
min
q
5 20 1 1 10 80 6 -6
Table 6.1: Design and constraint parameters used to generate the experi-
mental results given in Figure 6.3.
In this case, the same cost function weightings are used (Qid=Qω=1)
and the dynamic response of the ωe, as shown in Figure 6.3 (d), is faster
than that of Figure 6.4(d) where the value of Qω is reduced to 0.1.
6.3.3 Tuning the MPC Design
The closed-loop performance of the MPC design depends on the weighting
matrix Q in the cost function (6.4), where the diagonal form of this matrix
used the scalar Qid as the weighting applied to the d-axis current and Qω
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Figure 6.3: Experimental results
with parameter in Table 6.1.
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Figure 6.4: Experimental results gen-
erated by changing Qω = 0.1.
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that applied to the electrical speed ωe. The relatively large values of those
parameters in the design result in the application of high controller gains
that, in turn, amplify the noise and high frequency ripples, as shown in
Figure 6.3(a). Hence the selection of these weights is a trade-off between
response time and the attenuation of noise and high frequency ripples. The
results of Figure 6.4 (where Qω = 0.1 and Qid = 1) demonstrate what can
be achieved by varying the ratio of the weightings and, in particular, the
magnitude of the noise is significantly reduced in the steady-state compared
to Figure 6.3, but at the cost of slower speed dynamics. In this case, both
voltage and current constraints are not hit at all, as illustrated in Figure
6.4(b) and (c).
6.3.4 Response to Load Disturbances
The load disturbance is represented by TL in (2.1) and can be modelled as
a slowly varying signal, such as the external friction forces arising in when
the motor is used in a grinding process. If it is assumed that the load dis-
turbance mainly contains low frequency components, the MPC design with
the embedded integrator can reject the impact of such external load distur-
bances. The capabilities of the MPC design in this case can be examined
experimentally by suddenly switching on the resistor loads when the coupled
motors shown in Figure B.3 are running at constant speed, resulting in an
equivalent step load disturbance TL on the motor shaft. Figure 6.5 confirms
that the controller immediately brings the motor speed back to the steady-
state with the design parameters of Table 6.1. Moreover, the d-axis current
id and motor speed ωm are closely controlled to their set-points and the
q-axis current iq and voltage vq increase to compensate for the load change.
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6.4 Comparison with the Cascade Structure
Both cascade and overall MPC structures have their pros and cons, which
are worth of more detailed discussions and comparisons.
6.4.1 Sampling Time
Firstly, the cascade structure requires the sampling time of inner-loop cur-
rent control to be several times faster than that of the outer-loop speed
control and the ZOH is assumed to interface the two systems with differ-
ent sampling rates. This configuration allows the response of the inner-loop
current control to be enormously fast and independent of the outer-loop con-
figurations. The benefit of super-fast current control is particularly demon-
strated by the quick response in the regulation of d-axis current to zero.
However, for the overall MPC structure, a single sampling time has to be
utilized. It implies that the current control and speed control share the same
sampling time. In the implementation, the extra computation cost due to
the increase of the system dimension and complexity of QP algorithm with
the overall structure requires a much slower sampling time to be employed
than that of the inner-loop current control in the cascade structure. As
a result, the d-axis response will be inevitably slowed due to the slower
sampling time employed in the overall structure.
6.4.2 Modelling Error
Secondly, the challenge of applying RPC compared to MPC is the degree
of the accuracy of the system model in the high frequency bands when the
closed-loop bandwidth is stretched by the inclusion of an extra frequency
modes. In the cascade structure, the inner-loop is equipped with a MPC
controller which offers more robustness to the modelling error due to the
149
linearization. Moreover, with a relatively fast inner-loop current response,
the model used for the outer-loop RPC design is reduced to a second or-
der linear system considering the compensation of the inner-loop dynamics.
Thus, the effect of the nonlinearity is overcome by the inner-loop MPC and
a low order linear system is resulted for the outer-loop design. Since the
cascade structure prevents inner-loop nonlinearity from affecting the outer-
loop system, the RPC could readily applied in the outer-loop system for
disturbance rejection, speed and position tracking.
In the overall structure, the modelling error due to the linearization
could not be ignored for the design of RPC due to its higher sensitivity to
modelling errors than MPC. In addition, the increase in the system order
adds the risks to apply the RPC in the overall structure. Those are the two
key reasons why the RPC has not yet been applied in the overall structure.
6.4.3 Disturbance Rejection
Finally, the main disturbances in a PMSM system are the load torque distur-
bance and the equivalent pulsing toque disturbance arising from the current
sensor offsets. In the cascade structure, both disturbances could be treated
as the input disturbances occurring on the q-axis current command i∗q , as
shown in Figure 5.2 and their impact is eventually rejected by the outer-
loop RPC controller. The analysis of disturbance rejection in the cascade
structure is quite straightforward by the employment of input sensitivity
function.
In the overall structure, the load torque disturbance TL is rejected be-
cause of the integrator embedded into the overall MPC design, as shown in
Figure 6.6. However, under this scheme, the sinusoidal disturbances enter
the system as the measurement disturbance of the output variable id and the
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Figure 6.6: Disturbance rejection with overall MPC structure.
state variable iq, which makes the situation become much more complicated
than the case in the cascade structure. Except for the sensitivity issues with
RPC in overall structure, it is another reason why not to apply the RPC in
the overall structure.
6.4.4 Constraints on iq
In the overall structure, the constraint on iq is imposed via the one step pre-
diction based on the augmented system model and hence the performance
of the algorithm would depend on the accuracy of the prediction. In com-
mon practice, this type of constraints is categorized into the group of soft
constraints [6, 99] since it can not guarantee that the constraints are satis-
fied in face of modelling errors. However, the iq constraint, in the cascade
structure, is imposed via its reference signal i∗q that is assumed to be equal
to iq. The constraint on the i
∗
q itself is the input constraint that belongs to
the type of hard constraints [6, 99]. As its name indicates, hard constraints
are guaranteed regardless of any circumstance. Figures 6.7 and 6.8 demon-
strate the comparison between the two cases. As shown in Figure 6.8(a),
the constraint on i∗q is guaranteed but is violated slightly by iq due to the
existence of dynamics between iq and i
∗
q . Since the mismatch between them
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is normally small and only happens during transient responses when an in-
tegrator is applied for the inner-loop, the resulting short time over-current
is acceptable for the servo drive systems. However, the formulation of state
constraints with the overall structure is more vulnerable to modelling errors
and system noises that could deteriorate the control performance, even at
the steady-state.
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6.4.5 Sum of Comparisons
In sum, the discussion above indicates that the cascade structure still offers
some advantages in terms of the existence of the inner-loop modelling error
and disturbance rejection.
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6.5 Conclusions
This chapter focuses on the development of a single MPC for the combined
speed and current control of a PMSM. The design is carried out based on
the assumption of the linearization and the employment of gain scheduled
control. In practice, only few, for example two or three, operating points
is actually required for the gain scheduled control, since the MPC with an
embedded integrator possesses a certain degree of tolerance to the model
mismatch due to the linearization. It also reveals that it is difficult to apply
RPC to the overall structure due to the model mismatch and increase of
system order.
The constrained MPC design in the overall structure differs from the cas-
cade structure in that the constraint on iq occurs on the state variable of the
overall model. Thus, the formulation of state constraints adds more com-
plexities to solve the active Lagrange multipliers on-line using Hildreth’s
procedure. Special consideration is given to the situation where the con-
flict of active constraints happens. The problem of conflicts is solved by
giving priorities to constraints according to their significance in the appli-
cation. The less important constraints are relaxed when conflicting in order
to guarantee that more important constraints are satisfied. The experimen-
tal results given in this chapter prove the feasibility of the overall control
structure. In addition, the choice of tuning parameters and their effects on
velocity response and noise attenuation have been discussed and supported
by experimental results.
Last but not the least, through the comparison with the cascade struc-
ture, it shows that the cascade structure still offers some advantages in face
of the selection of control structures.
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Chapter 7
Comparison with Cascade PI
The objective of this chapter is to compare the two MPC structures: cascade
MPC and overall MPC, with the classical cascade PI structure. Section
7.1 introduces the design of the three PI controllers using pole-assignment
technique and it provides the benchmark for the comparison with the other
two MPC structures. Section 7.2 illustrates the comparison between the two
MPC structures with the benchmark in terms of the ability of constraints
and the performance under parameter variations. Section 7.3 summarizes
the findings of the comparison and concludes the chapter.
7.1 Cascade PI Design for a PMSM
Almost all electric drives for PMSMs in current industrial applications are
controlled by the PID controllers. In the control system design, a cascade
feedback and feedforward control system is configured for velocity control.
Figure 7.1 shows the block diagram for the control system configuration.
There are two controllers in the inner-loop to control the d-axis and q-axis
currents and one controller in the outer-loop to achieve the primary control
objective. Because there are interactions between the variables in the inner-
154
pvelocity
controller
q-axis
controller
d-axis
controller
dq/abc SVPWM PMSM
abc/dq
Encpdθedt
ω∗m
ω∗e i
∗
q v
∗
q
i∗d v
∗
d
v∗a
v∗b
v∗c
va
vb
vc
ia
ib
ic
iq
id
θmθeωe
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loop control system, feedforward variables are introduced to reduce their
effects.
7.1.1 Input-ouput Linearization
There are nonlinear cross-coupling terms, namely, ωeiq, ωeid and ωe, in
(2.1) and these cross-coupling terms can be eliminated using a technique
called feedforward linearization in this application. The central idea in the
feedforward linearization is to use auxiliary variables vˆd and vˆq such that
vˆd(t) = vd(t) + ωe(t)Lqiq(t) (7.1)
vˆq(t) = vq(t)− ωe(t)Ldid(t)− ωe(t)φmg (7.2)
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By substituting these equations into (2.1), the first order models for the
electrical part of the machine dynamics are given by,
did(t)
dt
= − R
Ld
id(t) +
1
Ld
vˆd(t) (7.3)
diq(t)
dt
= − R
Lq
iq(t) +
1
Lq
vˆq(t) (7.4)
Based on (7.3) and (7.4), two feedback controllers can be designed for the
stator current control by manipulating the auxiliary stator voltages in the
d-q frame. Once vˆd and vˆq are calculated, the true stator voltages in the d-q
frame are computed through (7.1) and (7.2):
vd(t) = vˆd(t)− ωeLqiq(t) (7.5)
vq(t) = vˆq(t) + ωeLdid(t) + ωe(t)φmg (7.6)
7.1.2 Design of d-axis Current Control System
Figure 7.2 shows a PI control scheme for the d-axis current control. The
output of the PI controller is compensated by the the linearization term and
then limited by the saturation from the inverter. The d-axis current system
PI
−ωeLqiq
vdmaxi∗d = 0 +
id
−
vˆd +
+
vd v
∗
d
Figure 7.2: PI controller for d-axis current
is controlled by PI controller,
C(s) = Kdc (1 +
1
τdI s
) (7.7)
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The proportional gain Kdc and the integral time constant τ
d
I are determined
using pole-assignment controller design. The desired closed-loop perfor-
mance is specified by a damping coefficient ξ(= 0.707) and a natural fre-
quency wn. Thereafter, the PI controller parameters for the control of d-axis
current are calculated by equating the actual closed-loop polynomial to the
desired closed-loop polynomial, leading to
Kdc = 2ξwnLd −Rs (7.8)
τdI =
2ξwnLd −Rs
Ldw2n
(7.9)
Using the relationship between vˆd and vd, the control signal, which is the
d-axis voltage, is calculated,
vd(t) = K
d
c (i
∗
d(t)− id(t)) +
Kdc
τdI
∫ t
0
(i∗d(τ)− id(τ))dτ − ωe(t)Lqiq(t) (7.10)
The digital implementation of the d-axis PI controller is carried out in its
velocity form with its feedforward compensation term. Taking the derivative
of (7.10) and then discretizing it with sampling time ∆t, it yields its digital
implementation in the velocity form,
vd[k] = vd[k − 1] +Kdc (i∗d[k]− id[k] + id[k − 1]− i∗d[k − 1])
+
Kdc
τdI
∆t(i∗d − id[∗])− (ωe[k]Lqiq[k]− ωe[k − 1]Lqiq[k − 1]) (7.11)
In the velocity form, the constraint is achieved by directly limiting its value
to the predefined maximum and minimum value, respectively.
vd[k] = v
max
d (vd[k] ≥ vmaxd )
vd[k] = v
min
d (vd[k] ≤ vmind )
157
Here the current value of control variable (vd[k]) after the saturation is stored
for the computation of (7.11) in the next sampling time. Since no integration
is involved in the velocity form, the function of anti-windup is naturally
included in the algorithm. The general algorithm for PI in velocity form
with the linearization compensation is demonstrated in the APPENDIX E.
7.1.3 Design of q-axis PI controller
The classical scheme widely adopted by the industrial applications is to
use cascade PI controllers for both inner-loop q-axis current control and
outer-loop velocity control, as shown in Figure 7.3. The design of q-axis PI
controller is similar to the d-axis and the key steps are given here. Note
PI
ω∗e +
ωe
−
PI
ωeLdid + ωeφmg
i∗q +
iq
−
vˆq + + vq v
∗
q
Figure 7.3: PI+PI control structure
that the dynamic system for the q-axis current is described by the first order
differential equation,
diq
dt
= −Rs
Lq
iq +
1
Lq
vˆq (7.12)
where vˆq is related to the original q-axis voltage by the following equation,
vq = vˆq + ωeLdid + ωeφmg (7.13)
Applying pole-assignment control method with a damping coefficient ξ(=
0.707) and a natural frequency wn, the PI controller parameters for the
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control of q-axis current are given by,
Kqc = 2ξwnLq −Rs (7.14)
τ qI =
2ξwnLq −Rs
Lqw2n
(7.15)
Using the relationship (see (7.13)) between vˆq and vq, the q-axis voltage
is calculated by
vq(t) = K
q
c (i
∗
q(t)− iq(t)) +
Kqc
τ qI
∫ t
0
(i∗q(τ)− iq(τ))dτ + ωe(t)Ldid(t) + ωe(t)φmg
(7.16)
Similarly, the digital implementation of PI controller in the velocity form is
achieved by,
vq[k] = vq[k − 1] +Kqc (i∗q [k]− iq[k] + iq[k − 1]− i∗q [k − 1]) +
Kqc
τ qI
∆t(i∗q [k]− iq[k])
+ (ωe[k]Ldid[k]− ωe[k − 1]Ldid[k − 1] + ωe[k]φmg − ωe[k − 1]φmg)
(7.17)
The vq has to be further limited by its maximum and minimum values
resulting from the d.c. bus voltage,
vq[k] = v
max
q (vq[k] ≥ vmaxq )
vq[k] = v
max
q (vq[k] ≤ vminq )
7.1.4 Design of outer-loop velocity PI Controller
In order to design the outer-loop PI controller, the closed-loop transfer func-
tion between the reference signal i∗q(s) and the feedback signal Iq(s) is em-
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ployed for the analysis, which is given by,
Iq(s)
I∗q (s)
=
(2ξwn − RsLq )s+ w2n
s2 + 2ξwns+ w2n
(7.18)
In addition, the transfer function model between the q-axis current Iq(s)
and the electrical velocity Ωe(s) is governed by
(s+
Bv
J
)Ωe(s) =
3
2
p2φmg
J
Iq(s) (7.19)
By substituting (7.20) into (7.19), the transfer function between the refer-
ence for the q-axis current I∗q (s) and the electrical velocity Ωe(s) is given
by,
Ωe(s)
I∗q (s)
=
3
2
p2φmg
J
s+ BvJ
(2ξwn − RsLq )s+ w2n
s2 + 2ξwns+ w2n
(7.20)
To obtain a first order approximation, a much faster inner-loop control
(wn >>
B
J ) has to be utilized, for instance, wn = 10
B
J . With the selec-
tion of large wn by neglecting the dynamics from the inner-loop current
control, the first order model for the design of PI controller is
Ωe(s)
I∗q (s)
≈
3
2
p2φmg
J
s+ BvJ
(7.21)
From the first order model (7.21), the PI controller parameters are calculated
using pole-assignment controller design method. Let
a =
Bv
J
; b =
3
2
p2φmg
J
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Here, by choosing a desired closed-loop poles −ξwn±jwn
√
1− ξ2, where the
damping coefficient 0.707 ≤ ξ ≤ 1, the proportional gain Kc is calculated as
Kc =
2ξwn − a
b
(7.22)
and the integral time constant is calculated as
τI =
2ξwn − a
w2n
(7.23)
The natural frequency wn for the outer-loop PI control system is selected to
be much smaller than the inner-loop PI control system.
7.1.5 Voltage Constraints for PI
The commonly adopted constraint for d-q axis voltages is the circular con-
straint as in 5.43. For the PI controller, the circular constraint is found
difficult to be implemented with the anti-windup algorithm. A simple so-
lution to apply the constraints is to approximate the circle by a rectangle
which is formed in the favour of vq priority as,
−sVdc√
3
≤ vq ≤ sVdc√
3
−
√
(1− 2s)
Vdc√
3
≤ vd ≤
√
(1− 2s)
Vdc√
3
. (7.24)
where 0 ≤ s ≤ 1. Such an approximation is a very conservative approach
and might bring the difficulties for the control in some situations, as dis-
cussed in next section.
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7.1.6 Experimental Results: PI plus PI
The experiments are conducted with PI controller applied for all the inner
and outer loop control, as discussed in the Figure 7.3. Since the inner-loop
dynamics is supposed to be much faster than the outer-loop, wn is fixed
with 800 and two different outer-loop tuning settings, as listed in Table 7.1 ,
are demonstrated here. Figure 7.4 illustrates the performance with a wider
outer-loop bandwidth (wn = 150) whereas Figure 7.5 with a narrower outer-
loop bandwidth (wn = 40). It is noted that a smaller choice of wn gives a
much slower dynamic speed response and a less magnitude of q-axis current
command signal at transient responses.
Table 7.1: Tuning parameters for PI plus PI
velocity controller id controller iq controller
wn ξ iqmax wn ξ vdmax wn ξ vqmax
Fig. 7.4 150 0.7 8 (A) 800 0.7 25.2 800 0.7 52.0
Fig. 7.5 40 0.7 8 (A) 800 0.7 25.2 800 0.7 52.0
7.2 Comparison with Cascade PI Controllers
To examine the performance of the proposed model based predictive con-
trollers, the classical cascade PI control scheme is employed as the bench-
mark for the purpose of comparisons. The pros and cons of the predictive
controllers are illustrated in the following three aspects: ability of the volt-
age constraints, ability of the current constraints and robust performance
against parameter uncertainties. All of the comparisons discussed in this
section are based on the experimental results acquired with the setups de-
picted in Figure B.3 (see APPENDIX B.3).
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7.2.1 Comparison of Voltage Constraints
One of the most advantageous features of MPC is its ability to deal with the
hexagonal voltage constraints (see page 109) that are the actual boundaries
of the implementable voltage vectors with a 2L-VSI. With the proposed
formulation of hexagonal constraints and MPC, the feasible region for the
use of SVPWM is extended to its maximum possible extent. In contrast,
the nature of PI controllers requires separate constraints for d-axis voltage
and q-axis voltage, as described in the previous section. Consequently, it
inevitably leads to a relatively conservative region for the implementable
d-q axis voltages when compared to the capability of linear constraints with
MPC. Under the situation where the voltage vectors beyond the conservative
region are required for the reach of the reference signal, the performance
of PI controller would deteriorate due to the incapability to provide such
voltages.
Figures 7.6 and 7.7 illustrate the performance of PI and MPC controllers,
respectively, in dealing with the voltage constraints under such a situa-
tion with d.c. bus voltage Vdc = 80(V ). In Figure 7.6, the inner-loop PI
controllers are equipped with the anti-windup algorithms for the voltage
constraints described in the previous section. The results in Figure 7.7 are
obtained by an inner-loop MPC controller with the formulation of the hexag-
onal constraints described in Section 5.4.5.1. The immediate observation is
that the electrical speed fails to reach its set-point with the PI controller, as
shown in 7.6(c). It is due to the use of the rectangular constraint (s = 0.8)
in d-q frame that, in turn, leads to a very conservative circular constraint in
α-β frame, as shown in Figure 7.6(b). In contrast, the experimental results
in Figure 7.7(c) show that the MPC controller could still deliver the satisfac-
tory control performance by reaching the set-point under the same situation.
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Compared to 7.6(b), the hexagonal constraints in 7.7(b) are more relax and
hence the voltage vectors are allowed to be pushed up to the boundary of
the hexagon in order to further steer the speed towards its set-point.
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with PI
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Figure 7.7: Voltage Constraints
with MPC
7.2.2 Comparison of the Current Constraints
The performance in terms of iq constraint is mainly reflected by the choice
of control structures: the cascade or the overall structure. Compared to the
165
cascade PI structure, the cascade RPC/MPC structure would deliver similar
performance on the constraint of q-axis current, since, in both structures,
the iq constraint is the problem of input constraints.
One major drawback of the overall MPC structure is manifested by the
vulnerability of iq constraint to the modelling errors and measurement noises
(see page 151) that may cause the false ignition of active constraints when
solving the QP. The consequence becomes more severe in the situation where
the steady-state value of iq is near to its pre-defined constraint. Figure 7.8
demonstrates such a case in which the speed performance at steady-state
deteriorates due to the false ignition of iq constraint. As seen from Figure
7.8(b) and (c), the voltage and current constraints are not hit during the
steady-state operation. However, Figure 7.8(e) indicates that constraints
have become active and convergence of the algorithm HQP is reached. The
contradiction between the two results implies that the active constraints are
falsely triggered possibly by measurement noises and modelling errors in the
system. The false ignition of the iq constraint is avoided when more room
is given between the steady-state value of iq and its constraint i
max
q . Figure
7.9(d) shows the performance of speed control is significantly improved when
the imaxq is lifted to 8(A) in Figure 7.9(c).
7.2.3 Comparison of Parameter Variations
Since the electrical response is much faster than that of the mechanical
system, the variation of the electrical parameters normally does not produce
a noticeable impact on the performance of the overall system. The parameter
that can severely affect the overall performance in practice is the moment
of inertia J . To verify and compare the performance of the three control
architectures in face of the uncertain parameters, the values of the inertia
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Figure 7.8: Overall MPC
with imaxq = 6(A)
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Table 7.2: Parameters for the Comparisons
Vdc(V ) i
max
q (A) i
min
q (A) ω
ref
e (rpm)
80 6 −6 1400
used for the design of PI and MPC controllers are modified to be half (0.5J0)
and double (2J0) of its actual value (J0), respectively. Other conditions
and parameters of the drive, as listed in Table 7.2, are kept the same for
the purpose of comparison except that the imaxq is lifted to 8(A) in the
cases of the overall MPC. The closed-loop bandwidth of all the three control
structures is carefully tuned in order to achieve the comparable performance
reflected by the noise level and speed response time.
7.2.3.1 Cascade PI
With J0 denoting the value of the actual moment of inertia in the drive,
Figures 7.10, 7.11 and 7.12 show the performance of the cascade PI con-
trollers designed with 0.5J0, J0 and 2J0, respectively. In the three sets of
experiments above, the same design parameters in Table 7.3 are used to
provide a common ground for the comparison. The results show that with
Table 7.3: Tuning parameters for cascade PI
velocity controller id controller iq controller Constraints
wn ξ iqmax wn ξ wn ξ s
80 0.7 6 (A) 800 0.7 800 0.7 0.9
the increase of the design parameter J , the control action becomes more
aggressive at the cost of the amplification of measurement noises (Figure
7.12(b)). What is more important is that the control performance does not
manifest the significant divergence except that the response time of electri-
cal speed is improved slightly with the increase of J . It is partially due to
that a relatively conservative closed-loop bandwidth (ωn = 80) is utilized. It
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is known that the increase of closed-loop bandwidth normally increases the
sensitivities of the system to the modelling errors according to the robust
stability theory [37] . In the situation where an aggressive control gain is
adopted, a large choice of J is then more likely to cause the instability of
the control system when using PI controllers.
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Table 7.4: Design Parameters for Cascade MPC
velocity controller Current Controller
Ri Qi Ro Qo
100I CTC 10I CTC
7.2.3.2 Cascade MPC
To compare the performance of cascade predictive controllers with PI con-
trollers, the outer-loop MPC controller is chosen to include only the in-
tegrator for the fairness of the comparison. The same design parameters
used for the cascade MPC are given in the Table 7.5. Similarly, the three
experiments were conducted with the outer-loop MPC controllers designed
with 0.5J0, J0 and 2J0, respectively. The results from Figure 7.13 to Figure
7.15 confirm that the cascade MPC controllers could still provide the stable
control under the variation of the parameter J . However, the trend of the
impact appears to be in the opposite of that in the cascade PI cases, as
seen from Figure 7.13(b) to Figure 7.15(b). The trend here implies that
the control action becomes less aggressive and the noises in the system are
reduced with the increase of the parameter J . In opposite to the tuning
rules of PI controllers above, a smaller choice of J would be more likely to
endanger the closed-loop stability when using an aggressive MPC controller.
Therefore, the comparison here indicates the decisive difference in the selec-
tion of parameter J between the design of outer-loop PI and that of MPC
controllers.
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7.2.3.3 Overall MPC
The design parameters of the overall MPC are given in Table 7.5 with the
weighting matrix Q defined in (6.5). The comparison of the experimental
Table 7.5: Design Parameters for Overall MPC
R Qid Qω
50I 1 1
results from Figure 7.16 to Figure 7.18 shows that the performance of the
overall MPC controller is not greatly affected by varying design the param-
eter J from 0.5J0 to 2J0 except that the speed responses are slightly slowed.
The trend of the impact with the overall MPC structure is in consistent with
the one using cascade MPC structure and, in turn, it means a large choice
of J would provide more robustness when an aggressive closed-loop control
gain is employed. As a result, the tuning process should avoid the use of a
smaller J than its actual value J0 with an aggressive control.
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7.3 Conclusion
Firstly, the comparison of the two MPC control structures with the cascade
PI structure shows that both of them could deliver the comparable closed-
loop performance as those by the classical cascade PI controllers.
Secondly, both MPC structures offer some degree of robustness in terms
of parameter variation as those in the cascade PI structure. But the trend of
impact with MPC reverses the one with PI and hence it leads to the different
choices of parameter J to safeguard the stability when an aggressive control
gain is utilized.
Finally, the key strength of MPC over PI controller lies in its ability
to impose the linear constraint for the d-q axis voltage so that the MPC
controllers are capable to exploit the entire hexagon determined by the 2L-
VSI. The immediate benefit of the constrained MPC is that it could allow
the motor to reach higher speed reference signal, as shown in Figure 7.6(e)
and Figure 7.7(e). With this feature, the cascade MPC structure will pro-
vide the superior performance to the cascade PI structure with anti-windup
algorithm. Regarding to the overall structure, it also offers the feature of
hexagonal constraints but suffers from the sensitivity of the iq constraint to
the measurement noises under some situations.
In sum of the comparison, the cascade MPC structure is the one that can
offer superior performance over the cascade PI and overall MPC structure.
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Chapter 8
Conclusions
The objective of this thesis is to investigate the application of model based
repetitive-predictive control to a PMSM, along with study and analysis of
the existing predictive current control that has been widely investigated in
the literatures. The contributions of the thesis comprise three major parts:
unification of several existing PCC, theory and application of RPC for a
PMSM and overall MPC control of a PMSM. The emphasis among those
contributions is given to investigate the theory of model based repetitive-
predictive control and its application to a PMSM with cascade structure
and overall structure, respectively. The major challenges in the aspects of
modelling errors, measurement noises and practical implementation with
different control architectures have been thoroughly investigated and ana-
lyzed. Finally, the comparison with the incumbent cascade PI structure
shows that the cascade MPC pertains the superior performance over other
control architectures. This chapter future consolidates the research findings
given by the previous chapters and highlights the contributions made by this
project.
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8.1 Conclusions on the Predictive Current Con-
trol of PMSMs
In general, the PCC is an approach that employs the idea of prediction with
the combined model of load system and power switches. Particularly, the
FCS-MPC, one variant of PCC, extends the idea of PCC with the use of
cost functions for the evaluation.
But the question here is what is the difference between the PCC and
conventional MPC that is more widely employed in the process industry.
To answer the question, some thorough investigation is conducted to ex-
plore several popular PCC methods in the literatures, including DPC, 2PC
and FCS-MPC. The discovery unveils the inherent relationship of the pulse
generation techniques in PCC with SVPWM. In turn, it leads a generic ap-
proach that unifies the pulse generations with DPC, 2PC and SVPWM in
a common scheme. With the proposed implementation, the module of the
controller and that of the pulse generation are separated and the resulting
implementation of PCC is in consistent with the structure of FOC, as shown
in Figure 8.1).
MPC
Inverse
Park SVPWM
i∗dq = 0 +
idq
− v∗dq v∗αβ Sb
Sa
Sc
(a) FOC based MPC
Predictive
Current
Control
Inverse
Park
dq/αβ
h, k
quantization,
reformation
i∗dq
idq
vdq vαβ db
da
dc
(b) Proposed PCC Control
Figure 8.1: Comparison between MPC and PCC
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The answer to the above question now becomes straightforward. Com-
pared to the model based MPC, the controller with PCC is in essence an
on-line MPC with one-step prediction horizon but without the need of QP
algorithm. The simplicity of one-step prediction horizon allows it to be im-
plemented with a very fast sampling time, such as 20µs. The fast control
actions, in turn, permit the use of much less accurate modulation techniques
instead of SVPWM, such as those in 2PC and DPC. In PCC, the constraint
is inherently imposed by the pulse generation that will choose the nearest
voltage vector on the boundary of the hexagon if it exceeds. In contrast,
the general procedure of MPC/RPC comprises solving the optimal feedback
control gain off-line with relatively long prediction horizon, searching the
active constraints on-line and generating voltages with SVPWM. Table 8.1
summarizes the differences between the PCC and MPC. The contribution
Table 8.1: Comparison of the predictive control schemes
MPC Proposed PCC Original PCC
prediction horizon long one one
modulation and control separate separate combined
voltage saturation (by) controller modulation modulation
steady-state error no yes yes
sampling time slow fast fast
of proposed PCC scheme is that it bridges the gap between the FOC based
MPC and the original PCC methods by separating the control and modu-
lation into two stages.
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8.2 Conclusions on the Repetitive Predictive Con-
trol
The Chapter 4 concentrates on the development of repetitive-predictive con-
trol. The motivation of this work is to incorporate the concept of repetitive
control into the framework of MPC so that its strength in constrained con-
trol and MIMO system control could be exploited to solve the repetitive
control problem.
The main challenge for the combination of predictive control and repet-
itive control lies in how to incorporate the nature of repetitiveness into the
MPC framework without severely adding the complexity to the design. From
the Internal Model Principle, it is known that all of the frequency modes
have to been embedded into the controller in order to track a periodic refer-
ence or reject a periodic disturbance with zero steady-state error. However,
the inclusion of all of the frequency modes into MPC framework would dra-
matically increase the order and the dimension of the system, particularly
in the case where fast sampling time is required. Thus, the inclusion of all
the frequency modes is not a practical and feasible solution to the challenge.
The way to circumvent the problem is to only include the dominant fre-
quency modes into the design of RPC so that the complexity of the controller
is greatly reduced. To realize this strategy, the frequency sampling filters are
utilized to the model the periodic trajectories or disturbances and then the
dominant components constructing them are identified for the subsequent
design of RPC. The key contribution of the proposed RPC is that it offers
a new way to solve the challenge of repetitive control for a MIMO system
with the ability of constraints.
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8.3 Conclusions on the Model Based Predictive
Control of PMSMs
The rest of the thesis is dedicated to the model based MPC and RPC control
of PMSMs, including the cascade MPC/RPC design in Chapter 5, the overall
MPC in Chapter 6 and their comparisons with the cascade PI structure in
Chapter 7.
One of the contribution is the analysis and investigation of the appli-
cation of RPC to solve the problem of sinusoidal disturbances and periodic
position tracking in the servo drive system. Two types of MPC control struc-
tures, the cascade and the overall structure, have been thoroughly examined
regarding their potential ability for the application of RPC. In common with
the analysis and discussion with the MIMO system in Chapter 4, the RPC
achieves the precise control and disturbance rejection by providing an infi-
nite gain at the embedded frequency mode but at the cost of the reduced
robustness to the modelling errors. Additionally, the increased complexity
of a high order system is more likely to cause the uncertainties and mod-
elling errors due to the linearization and un-modelled dynamics. It is the
reason that leads to the failure of the application of RPC with the full order
model of a PMSM so far. It is found that the cascade structure with the
separation of the electrical and mechanical system is more suitable for the
application of RPC to the outer-loop system with reduced system order.
The further in-depth investigation into the cascade structure reveals that
the inner-loop dynamics between the q-axis reference (i∗q) and the actual
q-axis current is crucial for the stability of the outer-loop RPC control.
Consequently, the inner-loop dynamics should not be ignored and one sim-
ple solution is to introduce a first order delay to approximately model the
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missing dynamics. Together with the original dynamic equation, it forms a
second order SISO system for the design of RPC. Through the analysis of
robust stability and experiment validation, it reveals that this compensation
greatly improves the robust stability of RPC controller and facilitates the
selection of tuning parameters. The cascade structure is finally employed
for the accomplishment of the disturbance rejection and precise position
tracking for the servo system. The experimental results support the design
procedures and demonstrate the superior capability of the cascade RPC in
dealing with the problem of constrained repetitive control.
Due to the reasons explained before, the MPC is applied to the overall
structure with only the integrator included in the design. The difference to
the cascade MPC structure is that the iq has to be constrained in the form of
a state variable whose performance is found to be affected by the modelling
errors and measurement nosies in the experiment. From the comparison of
the two structures to implement MPC, the conclusion is that the cascade
structure still offers more flexibility and better performance in terms of
disturbance rejection, position tracking and the application of iq constraints.
Another key contribution is the conversion of the hexagonal constraints
in the stationary reference frame to their formulation in the synchronous
frame so that the hexagonal constraints could be readily imposed by the
QP solver. Compared to other existing methods, such as the rectangular
approximation or the circular approximation, it allows the implementable
voltage vectors to cover the maximum possible region determined by the 2L-
VSI and hence improves the steady-state performance. To the best of the
author’s knowledge, it is the first attempt that successfully realizes hexago-
nal constraints in the synchronous frame with the aid of MPC, which is the
capability that PI controllers seem hard to compete with.
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In sum, through all the experimental comparisons and analysis, the cas-
cade MPC/RPC could possess all the benefits provided by the cascade struc-
ture, such as those given by the cascade PI controllers. However, its natural
ability to apply the hexagonal voltage constraints is the decisive reason that
could make it a challenging candidate to the existing cascade PI controllers.
8.4 Future Research
Regarding to the future research in the predictive current control, the pro-
posed technique of pulse width generation with the aid of virtual switching
state could be further extended to the implementation of PCC, FCS-MPC
and SVPWM with a Three- or even Multi-Level Voltage Source Inverter
(VSI). For example in the Three-Level VSI, instead of evaluating the costs
of all 19 switching states, the nearest switching state could be determined by
the finer quantization and reformulation of the two key parameters h and k.
Similarly, with the increasing number of the physical switching states in the
multi-level VSI, the benefits of the proposed implementation could become
more prominent. It is believed that such an algorithm could potentially re-
duce the computation costs and the sampling time and hence improve the
performance.
Regarding to the future research in the repetitive-predictive control, a
low-pass filter could also be introduced into the augmented model for the
design of RPC to improve its sensitivity issues to the modelling errors. This
method is in common with the strategy employed in the repetitive control
literatures to overcome the stabilization and improve the robustness issues.
The challenges might lie in the selection of the low-pass filter and the re-
sulting complexity added to the formulation of constraints for QP solver.
Regarding to the cascade RPC/MPC control of a PMSM, the outer-
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loop RPC could be combined with a disturbance observer, such as a sliding
mode observer, that aids to estimate and compensate the missing inner-
loop dynamics so that the robust stability of the outer-loop control could
get further improved.
Finally, regarding to the overall structure, the extension to the use of
RPC, the new and efficient QP algorithms that are suited for the on-line
implementation and the sensitivity of the soft state constraints to modelling
errors and measurement noises are also of the interest to the future inves-
tigation. In addition, the extension of the proposed methods with PCC to
the Predictive Speed Control [72, 73] with the overall model by the direct
quantization and projection of the two key parameters is likely to be an
opportunity to achieve fast speed control with less expenses.
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Appendix A
Derivation of PMSM Model
The conventional control scheme of PMSM is called FOC, where the ac
components of current and voltage are transformed into dc component un-
der the synchronous frame in order to mimic the control principle of dc
motors. Thus, the analysis of electric machine model under different coor-
dinate frames is paramount for design and analysis of controllers.
A.1 Space Phasor Representation
The construction of a PMSM consists of sinusoidal distributed three phase
windings on its stator and permanents magnet mounted on its rotor. The
analysis of three phase system could be simplified by adopting vector dia-
gram. Therefore, the concept of space vector will be introduced first be-
fore deriving model of PMSM machine. To simplify the analysis, a 2-pole
machine with balanced three phase windings, as shown in Figure A.1, are
assumed.
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Figure A.1: Cross section of stator winding
A.2 Space vector for magneticmotive force
By Ampere’s law, the magneticmotive force (mmf.) will be produced pass-
ing through the loop of winding when current is flowing in the winding.
The peak of mmf. produced by each phase would align with the their own
magnetic and is separated by 120◦ from each other. When each of the three
phase windings is provided with balanced three phase currents,
ia(t) = Iscos(ωt+ φ0) (A.1)
ib(t) = Iscos(ωt+ φ0 − 2pi/3) (A.2)
ic(t) = Iscos(ωt+ φ0 − 4pi/3) (A.3)
198
each phase current will produce a sinusoidal distributed mmf. whose peak
aligns with their respective magnetic axis for each phase,
Fa(t) = Nsia(t) = Fmcos(ωt+ φ) (A.4)
Fb(t) = Nsib(t) = Fmcos(ωt+ φ− 2pi/3) (A.5)
Fb(t) = Nsic(t) = Fmcos(ωt+ φ− 4pi/3) (A.6)
where Fm = NsIs and Ns is related to the number of coil turns and winding
factor. At certain position θ, referred to the magnetic axis of phase a-a’ in
Figure A.1, the mmfs. contributed from each phase winding are,
Fa(θ, t) = Fa(t)cos(0− θ) (A.7)
Fb(θ, t) = Fb(t)cos(2pi/3− θ) (A.8)
Fb(θ, t) = Fc(t)cos(4pi/3− θ) (A.9)
Therefore, the resultant total mmf. at position θ is the summation of
equation (A.7) - (A.9),
F (θ, t) = Fa(t)cos(−θ) + Fb(t)cos(2pi/3− θ) + Fc(t)cos(4pi/3− θ) (A.10)
Replacing (A.4)-(A.6) into (A.10) results,
F (θ, t) =
3
2
Fmcos(ωt+ φ− θ) (A.11)
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A more intuitive interpretation of equation (A.11) can be derived from the
concept of space vector. Equation (A.10) can also be represented by,
F (θ, t) = Re
{
Fa(t)e
−jθ + Fb(t)e−j(θ−2pi/3) + Fc(t)e−j(θ−4pi/3)
}
=
3
2
Re
{
2
3
(
Fa(t) + Fb(t)e
j 2pi
3 + Fc(t)e
j 4pi
3
)
e−jθ
}
(A.12)
Thus, the space vector of the three-phase peak mmf. can be denoted by,
F (t) =
2
3
(
Fa(t) + Fb(t)e
j 2pi
3 + Fc(t)e
j 4pi
3
)
(A.13)
For notation purpose, the rest of this sequel will use the notation {.} for
space vector. Similarly, replacing (A.4)-(A.6) into (A.13) yields,
F = Fme
j(ωt+φ) (A.14)
It shows that the space vector F is a rotating vector in the complex plane.
As a result, the instantaneous value of F (θ, t) in (A.12) and its equivalent
(A.11) can be interpreted as the magnitude of the projection of F (t) on the
position θ. Figure A.2 gives an example of the vector representation of mmf
at t = 0 while assuming φ = 0. At t = 0, the vectors of peak mmf. for each
phase current are,
Fa = Fmcos(0)e
j0
Fb = Fmcos(−2pi
3
)ej
2pi
3
Fc = Fmcos(−4pi
3
)ej
4pi
3
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and the resulting total mmf. is,
F = Fa + Fb + Fc =
3
2
Fm
thus, the total mmf. at angle θ is the magnitude of projection F onto angle
θ,
F (θ, 0) =
3
2
Fmcos(θ).
Figure A.2: Space vector of mmf. (t = 0 and φ = 0)
A.3 Space vector representation of voltage equa-
tion
Using space vector facilitates the derivation of voltage equation of than using
three phase instantaneous values. Similarly, the space vector for three-phase
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stator current can be derived as,
is =
2
3
(
ia(t) + ib(t)e
j 2pi
3 + ic(t)e
j 4pi
3
)
(A.15)
is = Ise
j(ωt+φ) (A.16)
and the space vector of three-phase stator voltage can be defined as,
vs =
2
3
(
va(t) + vb(t)e
j 2pi
3 + vc(t)e
j 4pi
3
)
(A.17)
where va(t), vb(t) and vc(t) are terminal line-to-neutral voltage for each
phase, respectively. When both wound stators and rotors were considered,
the space vector of stator flux consists of two parts:
ϕs = Lsis + Lmire
jθe(t) (A.18)
where
θe(t) =
∫ t
0
ωe(τ)dτ (A.19)
Here ir is the space vector of rotor currents. ire
jθe could be understood
as the space vector of rotor currents referred to the stator reference frame.
Ls denotes the total inductance for each phase consisting of the phase self-
inductance (Lss) and the mutual inductance due to other two phases (
1
2Lsm)
[87],
Ls = Lss +
1
2
Lsm (A.20)
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Moreover, the self-inductance (Lss) for each phase is also made from two
proportions, the leakage inductance (Lsl) and the mutual inductance (Lsm)
Lss = Lsl + Lsm (A.21)
Using (A.21), the total inductance in (A.20) can be represented by,
Ls = Lsl +
3
2
Lsm (A.22)
Similarly, when a surface-mounted PMSM is considered, the space vector of
stator flux is obtained by replacing the flux due to mutual inductance by
permanent magnets,
ϕs = Lsis + φmge
jθe(t) (A.23)
With the space vector representation of voltages, currents and flux, the
stator voltage equations in space vector form can be written as,
vs = Rsis +
dϕs
dt
(A.24)
The stator voltage equation (A.24) can apply for both IM and PMSM.
The difference between their composition of flux lies in component of stator
magnetising flux from the rotor.
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A.4 Model of surface mounted PMSM
The vector voltage equation of a PMSM is obtained by replacing the (A.23)
into (A.24),
vs = Rsis + Ls
dıs
dt
+ jωeφmge
jθe(t) (A.25)
As seen from previous sections, the space vectors of three-phase voltages,
currents and flux are three rotating vectors in the complex plane. The
speed of their rotation depends on the frequency of three-phase voltages and
currents. In the complex plane, as shown in Figure A.3, each vector could
be decomposed into a component on real axis and a quadrature component
on imaginary axis. Such a decomposition could be carried out with respect
to different reference frame. The choice of various reference frame could
provide certain convenience in deriving the physical model of motor and its
physical meaning could also be explained. This section presents two most
widely adopted reference frame and their relationships .
A.5 Representation in stator reference (α-β) frame
One choice of the reference frame is a stationary reference frame with he
real (α) axis is aligned with the magnetising axis of a−a′ and the imaginary
(β) in quadrature. By decomposing the vector voltages and currents on real
and imaginary axis, they can be represented by the complex notation,
vs = vα(t) + jvβ(t) (A.26)
is = iα(t) + jiβ(t) (A.27)
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Figure A.3: reference frame
Replacing the complex representation (A.26) and (A.26) into the vector volt-
age equation (A.25) and eaqual their real and imaginary parts, respective,
it gives model of PMSM in α-β reference frame,
vα(t) = Rsiα(t) + Ls
diα(t)
dt
− ωeφmgsin(θe(t)) (A.28)
vβ(t) = Rsiβ(t) + Ls
diβ(t)
dt
+ ωeφmgcos(θe(t)) (A.29)
Taking the three phase currents for example, the transformation of three
phase variables to their components in α-β frame is achieved by Clarke
transformation,

iα
iβ
i0
 = 23

1 −12 −12
0
√
3
2 −
√
3
2
1
2
1
2
1
2


ia
ib
ic
 (A.30)
As shown in Figure A.4, the transformation matrix is obtained by project-
ing ia, ib and ic on α and β axis, respectively. The coefficient
2
3 here is
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Figure A.4: Clarke Transformation
to guarantee the energy conservation. In addition, i0 represents the zero
sequence component of three phase and is zero for a balanced three three
phase currents. Conversely, the inverse Clarke transformation is defined as,

ia
ib
ic
 =

1 0 1
−12
√
3
2 1
−12 −
√
3
2 1


iα
iβ
i0
 (A.31)
(A.32)
and it is clear that multiplying (A.31) by (2.8) will give an identity matrix.
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A.6 Representation in rotor reference (d-q) frame
Another reference frame is the rotating d-q reference frame, where d axis
is always aligned with rotating flux produced by the permanent magnets.
Because the rotor runs same speed as supplying frequency at steady-state, it
is also called synchronous frame for PMSM. To change the reference frame
to the d-q frame, as shown in Figure A.3, it is equivalent to rotate the space
vector in α-β frame clockwise by θe,
vs
′
= vse
−jθe(t) = vd(t) + jvq(t) (A.33)
is
′
= ise
−jθe(t) = id(t) + jiq(t) (A.34)
where vs
′
and is
′
denotes the space vector referred to rotating d-q frame.
Multiplying the voltage equation (A.25) by e−jθe , it could be transformed
into its representation in d-q reference frame.
vse
−jθe(t) = Rsise−jθe(t) + Ls
dis
dt
e−jθe(t) + jωe(t)φmg
vs
′
= Rsis
′
+ Ls
is
′
dt
+ jωe(t)Lsis
′
+ jωe(t)φmg (A.35)
Replacing the (A.33) and (A.34) into (A.35) and equal the real and imagi-
nary parts, respectively, the d-q model of PMSM could be obtained as,
vd(t) = Rsid(t) + Ls
did(t)
dt
− ωe(t)Lsiq(t) (A.36)
vq(t) = Rsiq + Ls
diq(t)
dt
+ ωe(t)Lsid(t) + ωe(t)φmg (A.37)
The transformation of real and imaginary components in α-β frame to its
counterparts in rotating d-q frame is achieved by the so called Park trans-
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formation, as shown in Figure A.5.
 vd(t)
vq(t)
 =
 cosθe(t) sinθe(t)
−sinθe(t) cosθe(t)

 vα(t)
vβ(t)
 (A.38)
 id(t)
iq(t)
 =
 cosθe(t) sinθe(t)
−sinθe(t) cosθe(t)

 iα
iβ
 (A.39)
where θe is angle between two reference frames. Combining clarke transfor-
mation (2.8) and park transformation (A.39) gives the Park-Clarke trans-
formation from three-phase values to their representation in d-q reference
frame.
 id(t)
iq(t)
 = 2
3
 cosθe(t) cos(θe(t)− 2pi3 ) cos(θe(t)− 4pi3 )
−sinθe(t) −sin(θe(t)− 2pi3 ) −sin(θe(t)− 4pi3 )


ia(t)
ib(t)
ic(t)

(A.40)
A.7 Park-Clarke Transformation in SIMULINK
As the neutral point is not always accessible in the three-phase system, the
transformation of three-phase voltages can also be derived from the line-
to-line voltages. The three line-to-line voltages can be expressed as the
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Figure A.5: Park Transformation
difference between every two phase voltages,
vab = van − vbn
vbc = vbn − vcn (A.41)
vca = vcn − van
respectively. With the relationship van + vbn + vcn = 0, each phase voltage
could be represented by two line-to-line voltages,
van =
2vab + vbc
3
vbn =
vbc − vab
3
(A.42)
vcn =
−vab − 2vbc
3
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Using (A.42) for the clarke transformation,
 vα
vβ
 = 2
3
 1 −12 −12
0
√
3
2 −
√
3
2


van
vbn
vcn
 (A.43)
it gives,
vα =
1
3
(2vab + vbc) (A.44)
vβ =
1
3
√
3vbc (A.45)
This form of clarke transformation with line-to-line voltages is employed
by PMSM block in SIMULINK. Additionally, SIMULINK uses the angle
between q-axis current and a-axis current as the output angle (denoted by
θqe) . Thus, when the park transformation in (A.38) is applied, it is expressed
in terms of θqe as,  vd
vq
 =
 sinθqe −cosθqe
cosθqe sinθ
q
e

 vα
vβ
 (A.46)
where the relationship θe = θ
q
e − pi2 of two definition is used.
A.8 Electromagnetic Torque
For the surface mounted PMSM, the d-q axis inductance is equal to each
other due to the uniform air-gap.
Ld = Lq = Ls
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and thus the stator flux in α-β frame is as in equation (A.23). Similarly,
the stator flux can also be represented in the d-q frame by rotating the flux
vector clockwise by θ,
ϕs
′
= ϕse
−jθe(t) = Lsis
′
+ φmg (A.47)
and its real and imaginary parts are,
ϕd = Lsid(t) + φmg (A.48)
ϕq = Lsiq(t) (A.49)
respectively, where the flux (φmg) due to the permanent magnet is aligned
with rotor and its q-axis component is zero. The electromagnetic torque
can be expressed as the cross product of space vector of the stator flux with
stator current in α-β frame as,
Te =
3
2
Pϕs × is (A.50)
or equivalently, in the rotor reference frame as,
Te =
3
2
pϕs
′×is
′
=
3
2
p(ϕd + jϕq)×(id(t) + jiq(t))
=
3
2
p(ϕdiq(t)− ϕqid(t)) (A.51)
By substituting the equation (A.48) and (A.49) into (A.51),
Te(t) =
3
2
pφmgiq(t) (A.52)
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With the flux of permanent magnet assumed to be a constant, the electro-
magnetic torque can be controlled through varying the q-axis component of
stator currents. Therefore, with the electrical model of PMSM in d-q refer-
ence frame, the control of PMSM is analogous to the principle of controlling
dc. motor. This method is widely recognized as FOC in literatures.
A.9 Model of Interior magnets PMSM
The main difference of interior magnets PMSM from surface mounted is
that the salience due to rotor magnets results non-uniform air-gap flux. The
derivation of its d-q model is very similar to surface mounted and is briefly
introduced here. The vector voltage equation is the same as the voltage
equation (A.24) and is presented here again for completeness,
vs = Rsis +
dϕs
dt
(A.53)
The above vector voltage could be transformed into d-q frame by multiplying
the equation (A.53) with e−jθe ,
vse
−jθe(t) = Rsise−jθe(t) +
dϕs
dt
e−jθe(t) (A.54)
Utilizing the vector relationship between rotating d-q and stationary α-β
frame,
vs
′
= vse
−jθe(t)
is
′
= ise
−jθe(t)
ϕs = ϕs
′
ejθe(t) (A.55)
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and replacing them into equation (A.54) yields,
vs
′
= Rsis
′
+
dϕs
′
dt
+ jωe(t)ϕs
′
(A.56)
In contrast to surface mounted PMSM, the stator flux due to the salience
of the interior magnets can be modelled in d-q frame with different d-q axis
inductance,
ϕs
′
= ϕd + jϕq (A.57)
where
ϕd = Ldid(t) + φmg (A.58)
ϕq = Lqiq(t). (A.59)
Here the quadrature axis stator inductance Lq is usually smaller than direct
axis inductance Ld for interior magnets PMSM. Therefore, replacing (A.57),
(A.58) and (A.59) into (A.56) yields d-q model for interior magnets PMSM,
vd(t) = Rsid(t) + Ld
did(t)
dt
− ωeLqiq(t) (A.60)
vq(t) = Rsiq(t) + Lq
diq(t)
dt
+ ωeLdid(t) + ωe(t)φmg (A.61)
It is apparent that the model of interior PMSM is equivalent to surface
mounted if Ld = Lq = Ls. For the interior magnets PMSM, the nonlinearity
of toque is mainly due to the salience of rotor, which cause the non-uniform
of air-gap. Its electromagnetic torque is obtained by replacing (A.58), (A.59)
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into (A.51).
Te =
3
2
p (φmgiq(t) + (Ld − Lq)id(t)iq(t)) (A.62)
In comparison with torque equation (A.52) of surface mounted machine ,
the extra component 32p(Ld − Lq)id(t)iq(t) is the reluctance torque due to
the saliency.
A.10 Full Order Model of PMSM
For the PMSM with multiple pair of poles, the electrical speed relates to
the mechanical speed by,
ωe(t) = pωr(t) (A.63)
where p denotes the pair of poles of the PMSM. The rotation of motor could
be described the
J
dωr(t)
dt
= Te(t)−Bvωr(t)− TL (A.64)
with J denoting the total inertia, Bv viscous friction coefficient and TL load
torque. By replacing the mechanical speed (ωr) with electrical speed ωe in
(A.64), it gives,
dωe(t)
dt
=
p
J
(Te(t)− Bv
p
ωe(t)− TL) (A.65)
For the surface mounted PMSM or id = 0 control, there is no reluctance
torque component. Thus, replacing the torque (A.52) into (A.66) yields,
dωe(t)
dt
=
p
J
(
3
2
pφmgiq(t)− Bv
p
ωe(t)− TL) (A.66)
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In sum, together with the electrical model derived in the last section, the
full order model of a PMSM is represented by,
did(t)
dt
=
1
Ld
(vd(t)−Rsid(t) + ωeLqiq(t))
diq(t)
dt
=
1
Lq
(vq(t)−Rsiq(t)− ωeLdid(t)− ωe(t)φmg) (A.67)
dωe(t)
dt
=
p
J
(
3
2
pφmgiq(t)− Bv
p
ωe(t)− TL)
dθm(t)
dt
=
1
p
ωe(t)
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Appendix B
Experimental Setups
B.1 xPC Target
The experiments were conducted using the MALTAB realtime workshop and
xPC host-target environment, as shown in Figure B.1. The host PC has in-
stalled the MATLAB real-time workshop compiler and the target PC with
the XPC target kernel and the quadrature encoder card. The model is de-
veloped in MATLAB/SIMULINK and downloaded to the xPC target. This
setup allows rapid prototype and hardware-in-loop simulation functionality
using PC hardware.
B.2 Encoder
Rotor position information is important in order to acquire the feedback
speed and commutation angle for both the abc/dq and dq/abc transforma-
tions. Hence a sin-cos optical encoder with 512 cycles/rev was equipped to
acquire high resolution position information. As output, the encoder pro-
duces sine and cosine signals that are converted to channel A and B square
wave signals, respectively, as shown in Fig. B.2. The quadrature counter
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Figure B.1: PMSM test-bed
card was employed to count both the rising and falling edges of a square
wave. The position was obtained using [80]
θ =
2pi
N
(cnt >> 2 +
φ
2pi
) (B.1)
where N is number of cycles/rev and φ is the phase angle determined from
sampled value of both the sine (denoted by A) and cosine (denoted by B)
signals using
φ =
 arctan(
A
B ), A ≥ 0
arctan(AB ) + pi, A < 0
However, the sampling time of the sine-cosine signal may not be synchro-
nized with the counter card and hence sudden variation in the position
calculated by (B.1). There are two scenarios [80]: (a) 0 ≤ φ ≤ pi2 and
cnt%4 = 3 ; (b) 32pi ≤ φ ≤ 2pi and cnt%4 = 0. Case (a) arises because
sampling φ leads to the counter increasing and it should be increased by 1
to compensate for the mismatch. Conversely, in case (b) sampling of φ lags
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Figure B.2: Encoder signal.
the counter increasing and the counter value should be decreased by 1.
A common method to obtain velocity is to calculate the derivative of a
position measurement. Its discrete implementation is achieved by backward
difference as
ωm(k) =
θ(k)− θ(k − 1)
Ts
.
but this would produce significant variation in velocity due to quantization
error of the position measurements. An alternative approach is to use the
filter derivative of position measurement by passing θ(t) through the filter
with transfer-function
F (s) =
s
αs+ 1
(B.2)
to obtain ωmf (t), with discrete implementation through the backward Euler
method as
ωmf (k) =
θ(k)− θ(k − 1) + αωmf (k − 1)
α+ Ts
(B.3)
Moreover, (B.3) can be directly implemented to obtain the velocity for use
by the MPC controller. The choice of α is a trade-off of filtering noise against
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the lags introduced. Another approach is to include filtered velocity as a
state variable [12] by passing ωm(t) through the filter with transfer-function
G(s) =
1/α
s+ 1/α
(B.4)
to obtain ωmf (t) and hence the effects of filter can be embedded into the
MPC design.
B.3 Setups with electrical loads
To test the performance of the proposed MPC under the change of load dis-
turbance, the second PMSM is coupled with the controlled PMSM through
a rigid coupler, as shown in Figure B.3. The generated phase voltages from
the second PMSM are fed to a resistor loads through an uncontrolled three-
phase rectifier. With this setup, the equivalent load toque delivered by the
electrical load is proportional to the speed of the motor shaft.
Figure B.3: PMSM and Loads
219
Appendix C
Measurements of Machine
Parameters
As MPC is a model based control strategy, an adequate model reflecting
the motor characteristics is necessary for controller design to achieve, or get
acceptably close to, desired closed-loop performance. The dynamic models
for PMSM are derived for both electrical and mechanical components, and
they have been well established in the field of electrical drive control [87].
The mechanical parameters Jm, J and B in were obtained from the constant
acceleration and velocity regions of an open-loop test, respectively and next
how the electrical parameters in this table were obtained is detailed.
The inductance can be measured by conducting the block rotor test
with a 50Hz 3-phase voltage applied to the motor through a step-down
transformer. As the rotor is blocked, the back-EMF voltage induced by
the rotating rotor does not exist. Hence the phase inductance Ls can be
calculated using [88]
|Vs| = |R+ jωeLs||Is|
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where |Vs| and |Is| are the amplitudes of the phase voltage and current
vectors, respectively. The amplitude of the phase voltages are related to the
measured line-to-line voltage (rms. value) by,
|Vs| =
√
2√
3
Vl−l(rms.)
The resistance R of stator can be measured by a DC test. For a non-salient
(surface mounted) machine considered in sequel, the d-q axis inductance
equals the phase inductance and hence Ld = Lq = Ls.
The flux linkage can be measured by coupling the PMSM motor to an-
other motor running at a constant speed ωm. In this arrangement the second
PMSM motor works as a generator, and the flux linkage could be computed
by measuring the line-to-line voltage and rotation speed,
|Vs| = ωeφmg = p ωmφmg
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Appendix D
Implementation of outer-loop
PI for P plus PI
f unc t i on uCurrent = PIV P( yCurrent , rCurrent , e , Kc , tauI , Tss , iq max , iq min )
%%%%%%%%%%%%%%%% INPUT %%%%%%%%%%%%%%
% yCurrent : feedback %
% rCurrent : r e f e r e n c e %
% e : e r r o r from inner−loop %
% f f d : l i n e a r i z a t i o n term %
% K c : Propor t i ona l Gain %
% tauI : I n t e g r a l time constant %
% Tss : Sampling time %
% iq max : maximum of input %
% iq min : minimum of input %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Code Star t %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%% The past c o n t r o l v a r i a b l e
p e r s i s t e n t uPast
i f isempty ( uPast )
uPast =0;
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end
%%% The past feedback v a r i a b l e
p e r s i s t e n t yPast
i f isempty ( yPast )
yPast =0;
end
%%% The past r e f e r e n c e v a r i a b l e
p e r s i s t e n t rPast
i f isempty ( rPast )
rPast =0;
end
%%% Compute the c o n t r o l v a r i a b l e f o r the next sampling time
uCurrent=uPast+Kc∗( rCurrent−yCurrent+yPast−rPast ) . . .
+(Kc∗Tss )/ tauI ∗( rCurrent−yCurrent ) ;
%%% Apply the c o n s t r a u s i n t s .
i f ( uCurrent>iq max+e )
uCurrent=iq max+e ;
end
i f ( uCurrent<iq min+e )
uCurrent=iq min+e ;
end
%%% Store the past va lue s
uPast=uCurrent ;
yPast=yCurrent ;
rPast=rCurrent ;
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Appendix E
Implementation of PI in
velocity form
f unc t i on uCurrent = PIV( yCurrent , rCurrent , f fd , Kc , tauI , Ts , uMax , uMin)
%%%%%%%%%%%%%%%% INPUT %%%%%%%%%%%%%%
% yCurrent : feedback %
% rCurrent : r e f e r e n c e %
% f f d : l i n e a r i z a t i o n term %
% K c : Propor t i ona l Gain %
% tauI : I n t e g r a l time constant %
% Ts : Sampling time %
% uMax : maximum of input %
% uMin : minimum of input %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Code Star t %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%% The past c o n t r o l v a r i a b l e
p e r s i s t e n t uPast
i f isempty ( uPast )
uPast =0;
end
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%%% The past feedback v a r i a b l e
p e r s i s t e n t yPast
i f isempty ( yPast )
yPast =0;
end
%%% The past r e f e r e n c e v a r i a b l e
p e r s i s t e n t rPast
i f isempty ( rPast )
rPast =0;
end
%%% The past f eed forward l i n e a r i z a t i o n v a r i a b l e
p e r s i s t e n t f f d P a s t
i f isempty ( f f d P a s t )
f f d P a s t =0;
end
%%% Compute the c o n t r o l v a r i a b l e f o r the next sampling time
uCurrent=uPast+Kc∗( rCurrent−yCurrent+yPast−rPast ) . . .
+(Kc∗Ts)/ tauI ∗( rCurrent−yCurrent)+ ( f fd−f f d P a s t ) ;
%%% Apply the c o n s t r a u s i n t s .
i f ( uCurrent>uMax)
uCurrent=uMax ;
end
i f ( uCurrent<uMin)
uCurrent=uMin ;
end
%%% Store the past va lue s
uPast=uCurrent ;
yPast=yCurrent ;
rPast=rCurrent ;
f f d P a s t=f f d ;
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