Bayesian methodology is an important technique in statistics, and especially in mathematical statistics.
Introduction
Statistical inference in queueing theory has drawn the attention of researcher in the past few decades. The problem of estimation is concerned with the parameters of the queueing process such as arrival rate, service rate and tra c intensity. It is the most important thing in the queueing systems [6] . The pioneer investigators have derived the Maximum Likelihood Estimates (MLE) for the arrival and service parameters of an M/M/1 queueing model [9] and an in nite server queueing model [4] . The hypothesis testing for the point and the interval estimations of the M/M/1 queueing model using Bayesin approaches [7] and the non-zero waiting time of the model has been disscussed by using the convential and the Bayesian approaches along with the risk factors [8] . The ve di erent approaches has been applied for the constructed 100(1-α) % of the Con dence Interval (CI) of the intensity of the queuing system [22] . Examining the MLE and Moment Estimate (ME) of the parameters of the inter-arrival and the service time distributions of GI/G/1 queueing model are discussed [3] . Consequently, the inferential procedures are concerned with the tra c intensity of M/E k /1 queueing model which discussed [16] . The stationary solution of MLE of Markovian two server queueing model parameters have been obtained in the case of the non-identical servers [11] . Later, the stationary solution of the MLE of the generalized form of the multiserver queueing model in the presence of the non-identical servers and some of the CI of these model parameters are obtained [28] . Meanwhile, the MLE and the Bayesian estimates of the M/M/1/1 queueing model parameters are explained and the large sample test for the model parameters are also discussed [17] . The inferential process for the parameters of the bulk service queues is derived by using the Bayesian hierarchical model approaches [1] . Recently, the single server queueing model with working vacations has considered based on MLE approaches and simulation studies are carried out by the performance measures of the model [21] .
The service times and the inter-arrival times of queueing model are not followed by the exponential distribution because of the high variability is observed in the inter-arrival time and the service time, most of the times are smaller than the minor proportion of the time and this leads to the characterisation of the heavy tails not only by the exponentially distributed [25] . In this regard, serveral authors have been devoted by queueing models based on the heavy tailed distribution [13] , [15] , [26] . Weibull, Parato, log-normal, Burr type III, Burr type XII and Gumbel distributions are some heavy tailed behaviour distributions [19] . The Bayesian estimation for the double Pareto lognormal (dPlN) distribution which has been proposed by the model in the queueing system for the heavy-tailed phenomena [10] . The evaluation of M/G/1 queueing model with the service time as assumed to Gumbel distribution, which has been explained by numerically and graphically based on the various combinations of the arbitrary values [20] . The extended queueing model when service time distributed according to Gumbel distribution under multiple working vacations scenario and the model parameters has been estimated based on Bayesian approaches with Gibbs sampling algorithm through Markov Chain Monte Carlo (MCMC) technique [18] .
This article introduces tele-tra c and insurance data and some of the unusual characteristics of these types of data which motivate some of the inter-arrival and service time model that are analyzed through heavy tailed nature, particularly in Gumbel distribution. In insurance context, the claim sizes can take on extremely large values so they can be well modeled by heavy-tailed distribution. However, one di erence between the insurance data and the internet tra c data is that in the insurance context, high autocorrelations are not observed to such an extent as with the tele-tra c data and that the insurance claims processes do not exhibit burstiness so much as the tele-tra c data, which suggests that heavy-tailed, but independent distributions may be reasonable for modeling insurance claims data in many contexts [12] . This paper proposes the new queueing model when exponential times of the inter-arrival time and service time are disappeared due to unusual characteristics. Therefore, the inter-arrival times of two successive arrival of customers and service times becomes a heavy tailed. For this reason, here the inter-arrival times and service times of the system follows Gumbel distribution. No attempts are found in the literature on evaluating the queueing models under Gumbel distribution based on Bayesian approaches. Determination of Gumbel/Gumbel/1 queueing model using Bayesian approach is discussed. The posterior distribution of the queueing model is derived incorporating the natural conjugate prior and noninformative prior to the parameters of the Gumbel distribution. The objective of this paper is to analyse the tra c congestion of the Gumbel/Gumbel/1 queueing model satisfying the stability condition of the system. The probability generating function and cumulative distribution function of the Gumbel distribution are based on the location parameter, α and the scale parameter, β, respectively,
f or x ∈ , α ∈ ; β > 0 and This paper is organized into the ve sections, this is being the rst. Section 2 contains model descriptions. The frame work of Bayesian estimation of model parameters is presented in section 3. The computational studies for the empirical Bayesian estimates by using Gibbs sampling algorithm in MCMC technique of the model are discussed in section 4 and section 5 provides the summary and conclusion of this work.
Model descriptions
Consider an Gumbel/Gumbel/1 queueing model, • The inter-arrival times and the service times are mutually independent of each other.
• The server gives the services the single stage service with First In First Out (FIFO) discipline.
• In order to learn about the congestion of the system, the inference about the parameters governing the whole system θ = {α, β, γ, δ} is considered.
• The queueing system is consolidated and operated for the long time which indicates that it is working at equilibrium and satis es the ergodic condition.
• Note that, the ergodic assumption implies that the parameters can only move freely in the reduced parametric space Θ e = {θ : λ < µ, λ, µ > 0}.
Hence, the tra c intensity of the model is ρ = γ+δζ α+βζ < 1.
Estimation on Gumbel/Gumbel/1 model
The Bayesian methodology consists of the sample information along with the prior information available about the parameter before the sample has been observed. The Bayesian approach treats that the model parameters are the random variables. The suitable probability distribution is determined for the models parameters for the queueing system say τ(θ) with reference to the prior information. The information about the parameter given by the sample x is obtained from the likelihood function, L(θ|x). A prior probability distribution that represents perfect ignorance or indi erence would produce the posterior probability distribution that represents that one should need about the parameter on the basis of the evidence alone. The prior distributions can be classi ed into two main categories like the informative prior and non-informative prior (vague, objective, and di use). The informative prior expresses the previous knowledge about parameter and the non-informative prior provides the formal way of expressing ignorance of the value of the parameter over the permitted range. The e orts to construct the priors may be represented by the absence of the knowledge. They have failed because no probability distribution to represent the pure ignorance. Combining these two information, the updated information about the parameter is obtained as the posterior distribution, τ(θ|x). The inference about the parameter, θ is drawn from this posterior distribution. More details about the Bayesian methods can be found in [2] , [27] .
In the Gumbel/Gumbel/1 queueing model, the n a inter-arrival times x a = x 1 a , x 2 a , ..., x n a are a random samples distributed according to Gumbel α, β and the n s recorded service time x s = x 1 s , x 2 s , ..., x n s constitute a random sample from Gumbel γ, δ . The joint probability generating function of this model is
where θ = λ < µ; α, β, γ and δ > 0 .
From Eqn. 3.1, the corresponding likelihood equation are as follows,
where, x a = n i=1 x i a is the total time until the arrival of n a customer considered in the queue and x s = n j=1 x j s is the total time taken by the server to compelete the service under consideration. Note that, the restriction in the domain of the likelihood in Eqn. 3.2 corresponding to the ergodic condition of the queueing model.
Suppose that, the inverted Gamma distribution is employed as a probability model for the inter-arrival and service parameters based on the information obtained from the history of previous process of the queues respectively. The inverted Gamma distribution is a natural conjugate prior for sampling from the gumbel distribution for the inter-arrival and service parameters. The probability density function of inverted Gamma distribution is given in Eqn. 3.3.
In certain situations, especially in the investigation of new problems of a pioneering nature, useful prior information may not be available. In such situations, the statistician will be forced to select a prior distribution which will re ect a situation of no prior information. This led to the notion of vague or di used or noninformative prior distributions. The parameters is continuous and can take any value in a nite interval, then one can use a continuous uniform distribution as the prior distribution for the parameter. Such prior distributions are called noninformative priors and sometimes as vague priors (see more [5] , [2] , [27] ). Furthermore, it may be considered that the uniform distribution is a non-informative prior knowledge about the model parameters α, β, γ and δ. The probability density function of uniform distribution is
The updated inforamtions of posterior distribution is obtained for the model parameters is given by
Since, the posterior distributions of the informative and the non-informative prior knowledges are not attained in the closed form expression. Hence, MCMC simulation technique is more appropriate to deal with the empirical estimates of the model parameters. The empirical Bayesian estimates are computed particularly through Gibbs sampling algorithm [24] using OpenBugs software.
Gibbs sampling algorithm in MCMC technique
The Markov chains have signi cant role in Bayesian statistics because it is generally possible to construct the Markov chain in such a way that the target distribution is the joint posterior distribution of all the unknown parameters in the Bayesian model. Thus, the Markov chain Monte Carlo methods provide a way of generating samples from the joint posterior distribution in the realistic and highdimensional Bayesian models. The Gibbs sampling algorithm is a special case of Metropolis-Hastings sampling algorithm which one particular way of constructing the transition kernel to produce the Markov chain with the desired target distribution. The Gibbs sequence converges to the stationary(equilibrium) distribution that is independent of the initial values, and by the attaining this stationary distribution is the target distribution. The step-by-step procedure in Gibbs sampling alogrithm for the proposed queueing model as follows:
The MCMC samples are generated through Gibbs sampling algorithm from the posterior distribution of model parameters for the given set of the informative priors Eqn. 3.3 and non-informative prior Eqn. 3.4 for obtaining the Bayes estimates of the model. The markov chain is run in OpenBugs for 10,000 number of iterations for various arbitrary values and samples.
Convergence diagnostics of MCMC.
From the outputs of OpenBugs, the diagnostic checking plots for each model parameters are presented in Appendix. The Markov chain has converged in both informative and non-informative priors since it likely to be sampling from the stationary distribution and horizontal band, with no long upward or downward trends as shown in Figure [15, 16, 17, 18] . Moreover, the autocorrelation is almost negligible for all the model parameters (see Figure[19 [23, 24, 25, 26] ) for checking the convergence of the algorithm. Also, the Monte Carlo Error (MC.E) of Gumbel/Gumbel/1 queueing model is presented Table.1 & Table. 3. It is to be observed that, MC error is minimum for each estimates in model parameters.
Numerical results of Bayesian estimation.
The posterior mean and 95 % credible region of Gumbel/Gumbel/1 queueing model parameters are presented in Table.1 -Table. 4. Meanwhile, the empirical Bayesian estimates of tra c intensity of the model are computed from the posterior mean of corresponding parameter and it is to be observed that in Figure [1, 2] , the stable intensity level has been maintained when sample observations and values of model parameters increase in both prior informations. The congenstion level of the each model belongs to the interval of 0.5 -0.95. 
Summary and conclusion
In this paper, the Bayesian estimates of an Gumbel/Gumbel/1 queueing model under the informative and non-informative prior knowledges is considered. The empirical posterior mean, 95 % credible region and the diagonostic checking plots are carried out for various size of the sample observations and di erent sets of arbitrary values based on Gibbs sampler through the MCMC simulation technique using the OpenBugs software. From those results, the tra c intensity of the model has been increased when the model parameters of inter-arrival time and service time are increased but not in the increasing size sample observations. Meanwhile, the stable intensity level has been maintained when the sample observations and 
