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The Automation of Proof by Mathematical Induction 
1. Introduction 
Inductive inference is theorem proving using induction rules. It is required for reasoning about 
objects, events or procedures containing repetition. As well as mathematical objects, like the 
natural numbers, these include: recursive data-structures, like lists or trees; computer programs 
containing recursion or iteration; and electronic circuits with feedback loops or parameterised 
components. Many properties of such objects cannot be proved without the use of induction (see 
§3.4). Inductive inference is thus a vital ingredient of formal methods for synthesising, verifying 
and transforming software and hardware. 
Induction rules infer universal statements incrementally. The premises of an induction consist 
of one or more base cases and one or more step cases. In a base case the conclusion of the rule is 
proved for a particular value; in a step case the conclusion is proved for a later value under the 
assumption that it is true for one or more previous values. The classic example of an induction 
rule is Peano induction: 
P(0), Vn:nat. (P(n) - P(s(n))) 
Vn:nat. P(n)
	 (1.1) 
where z:r means x is of type r, nat is the type of natural numbers and s(n) = vi + 1. s is 
the successor function for natural numbers. This induction rule has one base case and one step 
case. In the base case the conclusion is proved for the value 0. In the step case the conclusion is 
proved for s(n) under the assumption that it is true for ii. P(n) is called the induction hypothesis, 
P(s(n)) is called the induction conclusion, vi is called the induction variable and s(n) is called 
the induction term. 
Unfortunately, the word "induction" is ambiguous in English. To avoid any misunderstanding 
we contrast mathematical induction with inductive learning. Inductive learning' is a rule of 
conjecture which takes the form: 
P(co), P(c i ), P(c2).... . P(cm)
Vn:nat.P(n) 
i.e. if P(n) can be proved for a sufficiently large number of particular cases then it is assumed 
true in general. It is a rule of conjecture rather than a rule of inference. In this chapter we will 
not be concerned with inductive learning. 
Inductive inference requires special study because of negative theoretical results which do not 
apply to first-order theorem proving (see §5). These cause it to suffer additional search control 
problems. For instance, it is sometimes necessary to choose an induction rule, generalise the 
conjecture or to discover and prove an intermediate lemma. Any of these can introduce infinite 
branching points into the search space. New kinds of heuristic control are needed to deal with 
these special search problems. 
1.1. Explicit vs Implicit Induction 
There have been two major approaches to the automation of inductive proof: explicit and im-
plicit. This chapter is concerned with explicit induction, in which induction rules are explicitly 
incorporated into proofs. 
In implicit induction the conjecture to be proved is added to the axioms. A Knuth-Hendix 
completion procedure is then applied to the whole system. If no inconsistency is derived by the 
procedure, then the conjecture is an inductive theorem. This method is also called inductionless 
induction or inductive completion. More details can be found in chapter ?? of this book. 
Also called philosophical induction.
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2.2. Constructor vs Destructor Style Induction Rules 
Most inductive theorem proving systems construct customised induction rules for each conjecture 
rather than use the general well-founded induction rule directly. Such customised induction rules 
fall into two broad camps: constructor-style and destructor-style. In constructor-style rules the 
step cases have the form:
Pfr 1 ) A... A P(Xm) -* P(c(z j .....xm)) 
where Vi. x 
-< c(x i .....xm). Peano induction is an example of a constructor-style rule. In 
destructor-style rules the step cases have the form: 
P(d i (x)) A... A P(d_(z)) -* P(z) 
where Vi. d1 (z) ..< z. In destructor-style, Peano induction would take the form: 
P(0), Vn:nat. (n > 0 A P(p(n)) - P(n)) 
Vn:nat. P(n) 
where p is the predecessor function for natural numbers, i.e.. 
p()= 0 ifn=O 
I m if n = s(m) 
In this chapter we will usually give constructor-style induction rules, recursive definitions and, 
hence, proofs. This is because most inductive proving techniques are more naturally described in 
constructor-style. In fact, when conjectures are stated in destructor-style it is usual to convert 
the resulting proof attempt to constructor-style at an early stage (see §4.3, for instance). 
2.8. Additional Universal Variables 
If an induction formula contains more than one universally quantified variable then there is 
a choice of induction variable. It is interesting to see what becomes of the universal variables 
which are not chosen as an induction variable. Consider, for instance, the induction formula 
Vn:nat.Vrn:nat. Q(n, in). Suppose we choose ii as the induction variable. We can then apply 
the Peano induction rule (1.1) backwards with Vm:nat. Q(n, in) as P(n). The step case of this 
induction is:
Vn:nat. (Vm:nat. Q(n, in) -. Vm:nat. Q(s(n), in)) 
Note that the scope of the quantification of it is the whole step case, but the scopes of the 
two quantifications of in is restricted to the induction hypothesis and induction conclusion, 
respectively. 
It is standard to strip the quantifiers from step cases and replace the implication with a 
turnstile. In this format the step case is: 
Q(n, M) F Q(s(n), in) 
Note that the induction variable, n, becomes an arbitrary constant in both induction hypothesis 
and induction conclusion. The other universal variable, in, becomes an arbitrary constant, in, in 
the induction conclusion but a free variable in the induction hypothesis'. This means that when 
using the induction hypothesis to help prove the induction conclusion (see §4.2, p12) we are not 
These translations are the effect of dual skolemisation of. the step case. Note that the Vm in the induction 
hypothesis is in a position of negative polarity, so dual skolemisation turns this in into a free variable.
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between non-identical terms. 
3.2. Recursive Definitions 
Functions are said to be defined recursively when the body of the definition refers to the function 
itself. We usually demand that such recursive definitions are terminating, i.e. that given some 
particular inputs the function will call itself only a finite number of times before stopping with 
some output. See §4.4, p15 and chapter 7? for more discussion of termination. 
8.2.1. Structural Recursion 
A common form of recursion is based on recursive datatypes and is called structural recursion. 
In its simplest form there is one equation for each constructor function of the datatype, e.g. the 
function + can be defined on datatype nat as: 
O+Y=Y	 (3.1) 
s(X)+Y=s(X+Y)	 (3.2) 
Note that the recursive call of + on the RHS of the second equation has as its first argument, 
X, which is the argument of the constructor s on the LHS. It is clear that structural recursions 
like this terminate since + is called on a syntactically simpler first argument on the RHS than 
on the LHS. For free datatypes, like not, it is also clear that structural recursion is well-defined, 
i.e. + is neither under- nor over-defined. It is not under-defined because there is an equation for 
each combination of inputs. It is not over-defined because there is only one equation for each 
combination of inputs. 
8.2.2. Non-Free Datatypes and Over-Definition 
This is not clear for non-free datatypes. There is a danger here of over-definition, i.e. of giving 
different values to calls with equal inputs. Consider, for instance, the definition of + for integers. 
o+Y = Y 
succ(X) + Y = svcc(X + Y) 
pred(X) + Y = pred(X + Y) 
Since succ(pred(n)) = pred(succ(n)) we have to ensure in addition that: 
succ(pred(n)) + m = pred(succ(n)) + m 
In this case this is easily proved. However, if we had erroneously defined + as: 
o+Y = Y 
succ(X) + Y = sncc(X + Y) 
pred(X) + Y = 0 
then we would find that: 
succ(pred(0)) + 0 = succ(pred(0) + 0) = stLcc(0) ik 0 = pred(succ(0)) + 0 
i.e. that + is now over-defined, causing inconsistency. So recursive definitions over non-free 
datatypes carry additional proof obligations to ensure that functions are not over-defined. For a
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8. 4 . The Need for Induction 
Inductive inference is an essential tool for reasoning about recursively defined datatypes and 
functions. Without it, many true formulae cannot be proved. Recursive and induction are op-
posite sides of the same coin. Recursion specifies the behaviour of a function over all members 
of a datatype; induction allows us to exploit the restriction of variables to that datatype. 
For instance, consider the formula:
Vx:nat. X + 0 = z	 (3.4) 
This is true for the natural numbers and is readily proved by induction from the recursive 
definition of +. Peano induction reduces it to two cases: the base case 0 + 0 = 0 and the step 
case x + 0 = z I- 5(x) + 0 = x. The base case is an instance of (3.1), the base equation of 
the definition of +; the step case is readily proved by applying (3.2), the step equation of the 
definition of +, and then the induction hypothesis. 
However, without the use of induction (3.4) is not provable. To see this we need only exhibit a 
model of the recursive definition of + in which (3.4) is false. To form this model we augment the 
natural numbers with the additional base element 0' to form the datatype nat'. Think of nat' as 
the disjoint union of 'red' naturals (0, s(0), s(s(0)) .... ) and 'blue' naturals (0', s(0'), s(s(0'))....
 
Let the true formulae in this model be just those formulae made true by the definition of +. So, 
in particular, 0' + 0 = 0' is false. Therefore, 
Vx:nat'. x + 0 = x	 (3.5) 
is false. But if (3.4) were provable solely from the recursive definition of + then (3.5) would also 
be provable from them. Therefore, induction' is needed to prove (3.4). Induction allows us to 
exploit the fact that z in (3.4) ranges over nat and not some larger datatype, like nat'. 
4. Inductive Proof Techniques 
Apart from the application of induction rules, a number of proof techniques are used in inductive 
proofs. These range from standard techniques, like rewriting, to more specialised techniques like 
fertilization, [Boyer & Moore, 1988a][10.5], where the induction hypothesis is used to prove the 
induction conclusion. 
Many of these techniques are of use in non-inductive proofs as well as inductive proofs and 
some of these are discussed in more detail in other chapters of this book. In these cases a short 
account is included here for completeness and a pointer is given to the other chapters for more 
detail. 
4.1. Rewriting 
The definition of a function or predicate is often given as a set of recursion equations or 
equivalences'. Many of the lemmas required in proofs are also often equations. A common tech-
nique in inductive theorem proving is to express these equations as rewrite rules and apply them 
using the rewrite rule of inference:
lhs	 rhs, P[sub]
P[rhscb} 
Or some principle of equivalent power. 
Note that equivalences can be regarded as equations over the booleans, so references to "equations" below will 
include equivalences.
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4.1.2. Implicational Rewrites 
We can use rewrite rules based on implication as well as equations and equivalences. Care needs 
to be taken with such rules to ensure that their application is sound. In particular, the direction 
of their application depends on the polarity of the redex and also on the direction of reasoning. 
An example of a frequently used family of implications is the replacement axioms of equality: 
X i =Yi A ... AX=Y—.f(X 1 .... . X$=f(Yi,...,Y) 
Where / is the constructor of a free datatype, e.g. s or ::, these implications can be strengthened 
to equivalences:
X1 = YJ - s(X i ) = s(Yi) 
X1 =Y1 AX2 =Y2 X 1 ::X2 =Y1
 ::)'2	 (4.5) 
but in general, they cannot, e.g. 
(X 1 =Yj )'j AX2 = Y2 ) - (X1 + X2 = Y1 + Y2) 
(X 1 = Y1 AX2 = Y2 ) - ( X1 <> X2 = Y1 <>Y2) 
are one way only. Confusingly, the legal orientation of replacement axioms is often the reverse 
of their implication direction, i.e. 
(X1 + X2 = Y1 + Y2 ) (X1 = V1 AX2 = Y2) 
(X1 <> X2 = V1 <>Y2 ) (X1 = Y1 AX2 = 
This is because the usual use of these implicational rules is backwards and applied to positions 
of positive polarity. 
4.1.3. Examples: Base and Step Cases 
We will illustrate the use of rewriting with two examples of their use: in the base and step case 
of a simple inductive proof. 
Consider the associativity of <>: 
Vx:list(r)Vy:list(r)Vz:list(r). x <> (y <> z) = (x C> y) c> z 
We will choose a simple one-step list induction on x using the induction rule: 
P(nil) Vh:r.t:list(r). P(t) -i P(h :: t) 
Vl:list(r). P(l)	 (4.6) 
The base case of the proof is9: 
nil c> (y c> z) = (nil c> y) c>.z 
This can be rewritten with two applications of (4.2) as follows: 
nil c> (y c> z) = (nil c> y) c> 
Y C> z = (nil c> y) c>.z 
Y<> z = y <>  Z 
Recall that induction rules are applied backwards.
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not have the replacement rule for :: available as a rewrite rule. The final stage of the rewriting 
process is then: 
i <> (Y cc> Z) = (t <>Y) cc> Z F h :: (t cc> (y cc> z)) = Ii:: ((t C> y) cc> z) 
An instance of each side of the hypothesis is embedded in each side of the conclusion. We can 
choose one side of the conclusion and replace the embedded side of the hypothesis with the other 
side of the hypothesis; effectively using the hypothesis as a rewrite rule. In our example this 
produces either: 
I C> (Y <> Z) (I <>Y) cc> Z F h :: (t cc> (y cc> z)) = h :: (t <>(y cc> z)) 
or:
Icc> (Y cc> Z) = (I cc> Y) C> Z F- h:: ((I c>y) <> z) = h:: ((I <>y) <> z) 
depending on which side we choose to replace. In either case the remaining goal is now trivially 
proved. This is called weak fertilization. In general, weak fertilization leaves a more complex goal 
to prove than is the case with strong fertilization, but it can be applied in situations where strong 
fertilization cannot. The residue left after weak fertilization often requires a nested induction to 
prove, whereas strong fertilization usually completes the step case. So strong fertilization leads 
to shorter proofs and is to be preferred when available. The general form of weak fertilization is: 
1H 1 = 1112 F IG1 [I11 1 0]
 = IC2 
If 1 = 1112 F IC1 [1H2 0] = IC2 
or
I111 = 1H2 F IC1 = 1C2[If20] 
1H 1 = 1H2 F IC1 = 1C2[lHicb] 
Note that these rules of inference can be further generalised to replace = with any transitive 
relation with appropriate monotonicity properties, but we omit the details of this here. 
4.3. Destructor Elimination 
In this section we redeem the promise of §2.2 to show how destructor-style proofs can be converted 
to constructor-style ones. 
The discussion of rewriting (4.1, p9) and fertilization (4.2, p12) above adopted an implicitly 
constructor induction stance. The induction term occurred in the induction conclusion; the 
rewriting was of the induction conclusion; and the fertilization matched the induction hypothesis 
to a sub-expression of the induction conclusion. 
If a destructor style induction is used then the induction term appears in the induction hy-
pothesis. It would be tempting to think that a dual process could then take place, with the 
hypothesis being rewritten and fertilization matching the conclusion to a sub-expression of the 
hypothesis. Unfortunately, the dual of fertilization is not true, i.e. 
IH[ICcb] F IC

IH[T] I- IC 
is not a sound rule of inference, and nor are the duals of weak fertilization. 
One solution to this problem is to try to turn destructor style step cases into constructor 
style ones, by replacing destructor functions in the hypothesis with constructor functions in the 
conclusion. This process is usually called destructor elimination, [ Boyer & Moore, 1988a][fl0.4,
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4 . 4 . Termination of Rewriting 
A common proof technique is to apply a set of rewrite rules to a goal until no further rules 
apply. The rewritten goal is then said to be in normal form. It is highly desirable if this rewriting 
process terminates. This question is equivalent to the halting problem (the problem of proving 
that computer programs terminate) so is undecidable. A partial solution has been provided by 
a collection of techniques which, although necessarily incomplete, have a high success rate when 
applied to the rewrite rule sets that arise in practical theorem proving. Each of these techniques 
involve defining a measure from terms to a well-founded set, e.g. the natural numbers, and 
showing that this measure decreases strictly each time a rewrite is applied. Since the measure is 
well-founded it cannot decrease indefinitely, e.g. it must eventually reach 0. More details about 
termination techniques can be found in chapter ?? of this book. 
A particular case of this problem of especial interest is the termination of the rewrite rules 
which define a function. The proof of termination of these rules is usually a condition of accepting 
the definition as well-formed. The termination measures developed for this purpose are often 
recycled as the well-founded measures of induction rules (see 6.1, plY for more details). 
4.5. Decision Procedures 
Many of the problems to be solved by an inductive theorem prover fall within a decidable class 
and can be solved by a decision procedure. This is especially true of many of the subproblems 
generated during the proof of an inductive theorem. So decision procedures are an important 
component of inductive provers. These include the following: 
Tautology Checkers: Many subproblems can be generalised into formulae of propositional 
logic. This generalisation may require regarding non-propositional formulae as propositional 
variables. If these generalised formulae are tautologies then the subproblem is true. Ordered 
Binary Decision Diagrams (OBDDs) provide a basis for efficient tautology checking and were 
devised for use in hardware verification, [ Bryant, 1992]. 
Congruence Closure: The propagation of equalities is an important ingredient of efficient 
theorem proving, i.e. if two terms are known to be equal we need to use this fact to simplify 
the conjecture. Congruence closure does this by forming equivalence classes for all subterms 
in a conjecture and propagating results between them. In its simplest version the negation 
of conjecture is put in disjunctive normal form and equivalence classes are constructed for 
each disjunct, [Nelson & Oppen, 1980]. Positive equalities are used to update the equivalence 
classes and negative equalities are tested against them to see if there is a contradiction. 
Presburger Arithmetic Procedures: Presburger identified a decidable fragment of integer 
arithmetic, [ Presburger, 1930, Stansifer, 1984]. It consists of formulae about equalities and 
inequalities between terms involving addition, but not multiplication. The equivalent real 
number fragment is also decidable. The integer fragment is particularly important in soft-
ware verification as conjectures in Presburger arithmetic often arise from proof obligations 
about iterative loops, for instance. Many decision procedures exist for these fragments and 
are in common use in inductive provers, where they are often called linear arithmetic proced-
ures. [ Boyer & Moore, 1988b] is an interesting discussion of the integration of one of these 
procedures into an inductive prover. 
Combination Procedures: Decision procedures for two disjoint decidable theories can be com-
bined. [ Nelson & Oppen, 1979, Shostak, 1984] describe two such combination mechanisms. 
Decision procedures often have unattractive theoretical worst case complexity, e.g. super-
exponential. This does not always make them unusable. They can have empirically acceptable 
average case complexity when applied to problems of practical interest. In any case, the the-
oretical complexity of the alternative, full-blown inductive theorem proving, is usually much 
worse.
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The cut rule allows us to first prove A with the aid of A and then eliminate A by proving it 
from I'. A is called the cut formula. 
If the cut rule is used backwards by a theorem prover then it introduces infinite branching into 
the search space; the cut formula can be any formula. The problem cannot be avoided by only 
using the cut rule forwards. Then we will be forced to use other sequent calculus rules forwards 
too. Several of these have formulae in the conclusion that do not occur in the premises, so will 
also cause infinite branching. 
Gentzen recognised this problem and partially solved it by proving the cut elimination the-
orem, [ Gentzen, 1969]. He showed that the cut rule was redundant for first-order theories'3. 
Unfortunately, Kreisel has shown that Centzen's cut elimination does not hold for inductive 
theories, [ Kreisel, 19651. The cut rule must be retained and is a source of infinite branching. 
The problem of infinite branching cannot be avoided by using an alternate formalisation of 
logic, e.g. natural deduction, resolution, etc; it recurs, in a different guise, in every formalism. It 
is possible to reorganise some of the infinite branching points so that they occur as an infinite 
series of finite branching points, but this does not significantly improve the size of the search 
space. Nor is this just a theoretical problem with little practical import. As we will see, the cut 
rule is needed even for many quite simple theorems. 
6. Special Search Control Problems 
Inductive inference can be automated by adding one or more induction rules to an automatic 
theorem prover. Unfortunately, this is not enough. An unbounded number of induction rules are 
required' 4 . The cut rule is also needed. As we have seen, these requirements introduce infinite 
branching points into the search space. Thus inductive inference suffers from search control 
problems that do not arise in non-inductive, first-order, automatic theorem proving. Specialised 
heuristics have been developed for dealing with these search problems. 
The cut rule is frequently required for two tasks: generalising the induction formula; and 
introducing an intermediate lemma. The cut formula is the generalised formula or the lemma. 
We, therefore, require heuristics for deciding when a generalisation or lemma are required and 
for determining their form. 
Below we discuss further the search control problems of: induction rule choice; lemma intro-
duction; and generalisation. 
5.1. Constructing an Induction Rule 
The success of an inductive proof attempt depends critically on the choice of induction rule. A 
good choice will lead to a short proof. For instance, a few rewritings of the induction conclusion 
will lead to fertilization and a successful conclusion. A bad choice may require multiple nested 
inductions or cause the proof to become stuck altogether. 
Since there are an infinite number of possible induction rules it is not possible to prestoré 
them; they must be constructed dynamically according to need. Heuristics are used to construct 
an induction rule that has a good chance of success on the current conjecture. The standard 
heuristic is called recursion analysis". It uses the definitions of recursive functions appearing in 
the conjecture. 
6.1.1. Recursion Analysis 
The starting point is to identify occurrences of recursively defined functions in the conjecture 
whose recursion arguments contain universally quantified variables. These variables are candidate 
13 one source of confusion in this discussion is that the cut rule is similar to resolution. Of course, resolution is 
used in a forwards direction, so it does not cause infinite branching. 
' 4	 the ability to construct new well-founded orders for N.etherian induction. 
' 5 Walther, [ Walther, 1992b], calls it the induction heuristic, but we will see that there are alternative heuristics.
The Automation of Proof by Mathematical Induction	 19 
The expression even(s(s(x))) can be rewritten to even(s) using the recursive definition of 
even. The expression even(s(s(z)) + y) can be rewritten first to even(s(s(x) + y)) and then 
to even(s(s(z + y))) by the recursive definition of + and then to even(x + y) with the definition 
of even, i.e. induction rule (6.2) facilitates a double application of the recursive definition of +, 
instead of the single application we would have gotten from rule (6.3). Here we see consequences 
of using a subsuming rule instead of the originally suggested rule. The induction conclusion now 
matches the induction hypothesis and the step case is finished. 
Note that the rule (6.3) does not work so well. The induction conclusion is: 
Vy:nat. even(s(x)) A even(y) - even(s(x) + y) 
Now the expression even(s(z)) cannot be rewritten and the step case proof is stuck. Rule (6.3) 
applied to y would encounter the same problem, i.e. even(s(y)) cannot be rewritten. So a sub-
sumed induction rule cannot stand in for a subsuming one. 
6.1.5. Containment of Induction Rules 
Another way in which one induction rule can be inferior to others is containment Roughly 
speaking, induction rule A contains induction rule B if the step cases of B imply those of A, so A 
will be easier to prove than B. [Walther, 1992b] provides a calculus for describing induction rules, 
called r-descriptions, and gives a containment formula for defining and proving containment. To 
illustrate containment, consider the following two induction rules for S-expressions: 
P(nil,) Ve:sexpr(r). e
	 nil A P(cdr(e)) -.. P(e) 
Ve:sezpr(r). P(e)
	 (6.4) 
P(nil), Ve:sexpr(r). e 0 nil A P(car(e)) A P(cdr(e)) -. P(e) 
Ve:sexpr(r). P(e)
	 (6.5) 
Note that the induction hypotheses of rule (6.4) are a subset of those of rule (6.5). The step case 
of rule (6.4) is thus easily seen to imply that of rule (6.5), making the step case of rule (6.5) 
logically easier to prove. Thus rule (6.5) contains rule (6.4). If both of these rules were suggested 
by recursion analysis then rule (6.4) should be rejected as inferior. 
6.1.4. Combining Induction Rules 
Sometimes no rule is suggested which subsumes or contains all the others. Then it is necessary to 
generalise and combine the rule suggestions to construct a rule which does subsume or contain 
them all. For instance, suppose our conjecture is about S-expressions and recursion analysis 
yields the following two suggestions: 
P(nil), Ve:sexpr(r). e nil A P(car(e)) - P(e) 
Ye:sexpr(r). P(e)
P(nil,) Ve:sexpr(r). e $ nil A P(cdr(e)) - P(e) 
Ve:sexpr(r). P(e) 
Neither of these contains the other. However, both are contained by the more general rule: 
P(nil), Ve:sezpr(r). e 0 nil A P(car(e)) A P(cdr(e)) - P(e) 
Ve:sexpr(r). P(e) 
which can be constructed from the two initially suggested induction rules by combining them. In 
this case the combination consists of conjoining the induction hypotheses of the two original rules.
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F- h :: (nil c> rev(rev(t))) = h 
F h rev(rev(t)) = h :: t 
F- h = h A rev(rev(t)) = t 
which contains the induction hypothesis. Fertilization leaves the trivial goal h = h A T. 
This does not solve the search problem. We need a heuristic to suggest or construct lemma 
(6.7). We will provide such a heuristic in §8.1, p36. 
6.2.2. Example: Generalised Rotate Length 
As another example, consider the conjecture: 
/1: Iist(r).Vk : list(r). rotate(length(1),1 <> k) = k <>1	 (6.8) 
where rot ate(n, I) removes the first n elements from list I and appends them to the end and 
length measures the length of the list. This conjecture says that if we remove length(l) elements 
from 1 c> k and put them at the end then we form the list k C> 1. 
The functions rotate and length are defined by the following rewrite rules: 
length(nil) =. 0 
length(H :: T) * s(length(T)) 
rot ate(0, L) . L 
rot ate(s(N), nil) . nil 
rot ate(s(N), H :: T) * rot ate(N, T C> (H :: nil)) 
Recursion analysis will suggest the one-step list induction rule (4.6) applied either on I or k. I 
has two unflawed and one flawed occurrences and Ic has one unflawed and one flawed occurrences. 
There is not much to choose between the two variables, but some heuristics would give 1 a slight 
edge, so we will choose it. 
The step case of this induction develops as follows: 
rotate(length(t),t C> K) = K C> I 
I- rotate(length(h :: I), (h :: I) c> Ic) = Ic C> (h :: t) 
F- rot ate(s(length(t)), h :: (1 <> Ic)) = Ic C> (h :: I) 
I- rotate(tength(t), (I c> Ic) c> (h :: nil)) = Ic C> (h :: I) 
At this point the proof is stuck: no rewrite rules apply and both weak and strong fertilization 
are inapplicable. 
We need two new lemmas: one to unstick the LHS and one to unstick the RHS. These are: 
(X c> Y) <> Z * X <> (Y .c> Z) 
L C> (H :: T) * (L <> (H :: nil)) c>.T 
The first lemma is the associativity of list append and the second can be thought of as a special 
case of associativity where the middle list is a singleton. Note that they are required with the 
orientation given, although the opposite orientation is equally natural. As in 6.2.1, p20 the 
question arises as to what heuristic might suggest or construct these lemmas. Again we will 
return to this question in §8.1, p36.
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step case then proceeds as follows: 
t <> (k <> Ic) = ( t <> Ic) C> Ic F- (h :2) c> (Ic <> Ic) = ((h I) <> Ic) <>k 
I- s'z :: (t <> (Ic C> Ic)) = (h :: (2 C> Ic)) <> Ic 
I- h :: (2 <> (Ic c> Ic)) = h :: ((I c> Ic) <> k) 
Ft c> (k <> Ic) = (t <> Ic) <> Ic 
to which strong fertilization applies, allowing the proof to be completed. 
The generalisation worked by restricting the occurrences of the induction variable to unflawed 
ones. This removed from the induction conclusion those occurrences of the induction term which 
could not be rewritten. Note that the 2nd occurrence of I was replaced by Ic even though it was 
unflawed. To have left it as I would have caused two problems. Firstly, it would have resulted in 
a non-theorem:
VI:Iist(r), Ic:list(r) 1 C> (1 C> Ic) = (I C> Ic) C> Ic 
Secondly, the 2nd occurrence would have become stuck after the first rewrite. Deciding which 
occurrences of the induction variable to generalise apart is a non-trivial problem. It may be 
necessary to try several combinations before the correct one is found. No one has yet found a 
heuristic which always chooses the correct combination first time. 
We also need a heuristic to decide to try generalising apart in the first place. Various heuristics 
have been proposed for this, all based on the analysis of initial failed proofs (see, for instance, 
Hesketh, 1991]). 
6.3.2. Example: Generalising a Sub-Term 
Consider again the rev-rev conjecture: 
Vl:list(r). rev(rev(l)) = I 
from §6.2.1, p20 and the point at which the step case gets stuck: 
rev(rev(t)) = I F rev(rev(t) c> (h :: nil)) = Ii:: 
An alternative method of unsticking this step case is to use weak fertilization (see §4.2, p12). 
The induction hypothesis is used as a rewrite rule right to left and applied to the RHS of the 
induction conclusion. This yields: 
rev(rev(t) c> (h :: nil)) = h :: rev(rev(t)) 
We can now try to solve this new goal, using induction if necessary. Unfortunately, the presence 
of nested rev functions will cause the step case again to get stuck. However, note that term 
rev(t) occurs on both sides of the equation. This can be generalised to a new variable, e.g. Ic, 
and the resulting formula:
rev(Ic C> (h :: nil)) = h :: rev(k) 
is still a theorem. Moreover, the problem of nested revs has now gone away. This generalised 
conjecture is much easier to prove. For instance, the step case is now: 
rev(t' <> (h :: nil)) = h :: rev(t') 
I- rev((h' :: I') <> (h :: nil)) = h :: rev(h' :: I')
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Original Generalisation Discussion 
A -. B A - B implication to equivalence 
A - B B dropping a condition 
A V B A dropping a disjunct 
A A A B adding a conjunct 
f(s) = 1(t) s=t cancelling common structure
Table 1 
Some Other Fonns of Generalisation 
where sort is one of many functions for sorting lists of numbers into numerical order. An auto-
mated inductive prover might generalise this theorem into the non-theorem: 
Vk:Iisi(nat). sort(k) = k	 (6.11) 
by replacing the term sort(I) by the new variable k using the generalisation technique outlined 
in §6.3.2, p23. 
One partial solution to this problem is to check any newly generalised formula with a counter-
example finder, [Protzen, 1992]. A simple counter-example finder might generate a small number 
of variable-free instances of the generalised formula and check that each evaluates to T. For 
instance, if we checked (6.11) above with the list [2, 1] for k then sort(k) = At would evaluate to 
.1. and the generalisation could be rejected. Simple checking of this kind works in the majority 
of cases because over-generalisations are rarely false in any subtle way. 
Another partial solution is to try to modify the over-generalised non-theorem back into a 
theorem. For instance, non-theorem (6.11) can be modified to the theorem: 
Vk:list(nat). ordered(k) - sort(k) = k 
where ordered(lc) means At is an ordered list. Conditions like ordered(k) can often be gener-
ated automatically. Moore pioneered this technique in ( Moore, 1974), and it has been further 
developed in ( Franova & Kodratoff, 1992, Monroy ci a!, 1994, Protzen, 1994]. This technique 
has the advantage that we can continue with the use of generalisation, instead of having to find 
an alternative approach. 
However, it is not always possible to modify the non-theorem into a theorem which still 
subsumes the original conjecture. For instance, the conjecture: 
V1:list(r). I <> (1<> I) = (1<> 1) <> 1	 (6.12) 
can be generalised to the non-theorem: 
V1:Iist(r).k:1isi(r). 1<> At = It c> I 
This can be modified to the theorem: 
V1:1ist(r).k:1jst(7). I = It .-. 1<> It = At c> 1 
say, but this no longer subsumes the original conjecture, (6.12). 
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from §6.2.1, p20. In wave annotation the step case of this proof is: 
rcv(rev(t)) = t F rev ( rev (f#f j7j1 )) = INIOUY 
F rev(Fe7tj7'WtiiJ t ) =	 (7.1) 
F j'jrj	 !E!jjJ' =	 (7.2) 
F nuuil:FJj OR ffr3SlrevriIZiffJt = 
F WSSfEv3ffl = 
F	 = 
F fn7jf' rev revi	 =	 (7.3) 
F j,revffl = it 
.7 4' F 
From step (7.2) to step (7.3) no rippling-out takes place, but a wave-front is simplified using 
rewrite rules from the recursive definitions of rev and c>, (6.6) and (4.3). Note that the skeleton 
is not rewritten, since this would jeopardise the potential for fertilization. 
This example also illustrates that rippling can be used to guide the application of lemmas as 
well as recursive definitions. At step (7.1) the lemma (6.7) is applied. This can be annotated as 
a wave-rule as:
revfl7S/') tuJLtJIE2!Zt	 (7.4) 
7.8. Rippling Sideways and In 
Rippling wave-fronts right outside the skeleton is one way to enable fertilization, but it is not 
the only way. We can also exploit the flexibility provided by additional universal variables in 
the conjecture (see §2.3, p5). These additional variables become free variables in the induction 
hypothesis and arbitrary constants in the induction conclusion. We will call the arbitrary con-
stants, sinks. We can move wave-fronts to surround the sinks. They will then be absorbed by the 
free variables during fertilization. We will mark sinks thus: Lc];
 you can think of these marks as 
representing a kitchen sink with a plug hole at the bottom. 
To see how this works consider again the example step case from §6.2.2, p21, but this time 
annotated with wave fronts and sinks. 
rotale(length(t),i <> K) = K <> t 
F rotate(length(ff%73 T )J7jfJtJ t <> LkJ) = Iki <> 
F rotate(!2enh tflJt,[jLJ IjZflT ) = [kJ <>i&f 
F = Iki c> ( J?f% t )	 ( 7.5) 
F rotate(length(2),t <>
	
=	
<>1	 (76) 
F rotate(length(t),t. <> [k <> (h :: nU)j) = 1k <> (h :: nil)j <>2	 (7.7) 
At step (7.5) instead of moving the LHS wave-front further outwards we move it sideways and
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4	 i) Another part of the normal form is to absorb inward directed wave-fronts into 
sinks that they immediately dominate, e.g. FTtII' is rewritten to f(a, b)J. Let f be a functor immediately dominated by wf. At least one of the arguments of f must 
jgthen be dominated by a wh, but several can be. For instance, in f is dominated by wf and two of its three arguments are dominated by wh. f and b are said to be in the 
wave-front and a and c are said to be in wave-holes. It is a condition of well-formedness that 
any wave-fronts nested inside f must be nested in one of its wave-holes, i.e. the following is ill-
formed ftf6) Sometimes matching inserts a wave-front in one of the non-wave-hole 
arguments of The matcher must delete these meta-functions to make the term well annotated, 
i.e. rewrite the above ill-formed term to 2 °
'
 Apart from this requirement, matching 
of the LHS of a wave-rule to a redex is done by the standard matching algorithm with the meta-
functions being treated as normal functions. Note that this means that any wave annotation in 
the LHS must match corresponding wave annotation in the redex and that any wave annotation 
in the redex must match either a variable in the LIIS or corresponding wave annotation there. 
7.4.8. Skeletons and Skeleton Preservation 
The skeleton is a set of terms formed by deleting all the wave-fronts and their contents, but 
retaining the contents of the wave-holes. A skeleton is a set because multiple wave-holes in a 
function give rise to multiple terms when wave-fronts are deleted. For instance, the skeleton of 
is {rev(X), rev(Y)). A weakening of an annotated term is one in which all 
but one wave-hole is deleted from each function. For instance, rev(y4gf) is a weakening 
of	 The skeletons of weakenings are always singletons, e.g. (rev(X)) in the
above example. 
A defining property of wave rules is that they are skeleton preserving. Skeleton preservation 
means that the skeleton of the LHS of the wave-rule is a superset of the skeleton of the RHS. Usu-
ally, they are equal, but in some cases this is not possible. Consider, for instance, the replacement 
wave rule for <>.
176flflI 
- flflfl'tflT	 tr"'f7& 
— MM 
The skeleton of the LHS is {X 1 = Y1 , X, = Y2, X2 = '1, X2 = Y3 } but that of the BBS is only {X1 = Y, X2 = Y2 }. There is a way of excluding the unwanted elements of the LHS skeleton, in 
this case, by associating colours with wave-holes, [Yoshida et al, 1994]. In this example the wave-
rule is viewed as a doubleton whose members have different colours: a red member, X = Yi, 
and a blue member, X 2
 = Y2 . The wave-holes in the wave-rule are coloured appropriately, e.g. 
-94zyMwtx1 
	
le = yredZ,Cyttue0	 =	 = ytlueø 
	
6x4zc&SYAW4LL,aJ LS7,wSS,S#wA	 22L,4 
and these colours are taken into account in the definition of skeleton to ensure that colours are 
not mixed. This makes the skeleton of both sides of the wave-rule be 1X 1
 = YI, X2 = 1"21. Note 
that the = on the LHS is shared between the red and blue skeleton members and must be labelled 
with the set {red, blue). The advantage of this colour labelling is that skeleton preservation in 
coloured wave-rules now means equality of skeletons. 
7.4.4. The Preconditions of Rippling 
The preconditions of a ripple are as follows: 
20 TMs wave-front is still one functor thick; only f dominates the wave-hole 6.
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Z 
/	
0 1 
MZtZOZZ7 4'1
+z  
In the bottom left hand corner is the term whose measure is to be calculated. In the top left 
hand diagram the wave-front is used to label the parse tree of the skeleton. In the middle 
diagram the node labels are abstracted to show just the weight of the wave-fronts at that 
point. In the top right hand diagram the parse tree is replaced by a list with each element 
showing the total weight of wave-fronts at that depth. This list is reproduced in the standard 
horizontal format at bottom right. 
1. The Outwards Measure of Annotated Terms 
hide rules: one to hide the mismatching function on the left and one to hide the one on the right. 
The choice of hiding rules makes difference unification non-deterministic; in general, it returns 
several difference unifiers . If hiding is only allowed on one side we have difference matching. If 
no instantiation of variables is allowed then we have ground difference unification. Wave-rules 
and induction rules can be annotated by ground difference unification. 
Directions of wave-fronts can then be inserted by a generate and test process; each possible 
combination of directions is tested for measure decrease. Because the outwards measure is lex-
icographically ordered before the inwards one it is always possible to obtain a measure decrease 
in a wave-rule by directing LHS wave-fronts outwards and RHS wave-fronts inwards. In order 
to prevent over production of wave-rules it is usual to restrict this device to those situations 
where it is strictly necessary to enable a legal annotation. For instance, if difference unification 
has found and inserted the following wave-fronts in the associative law of C>: 
(i2cSI) C> Z =. X <> (Øj$j 
then the only way that directions can be added to these wave-fronts to create a measure decrease 
is:
(czrsIt)<> zx<>(jgq2j') 
However, the following wave-fronts of the step case of the rotate function: 
7 '7 
rotate(ft(4f3,i,JØj,4 =. rot ate(N 
can be directed , for instance, as:
"a' 1	 V es rotate	 ) rotate(N,	
-4ra; , 'aJjj )
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annotated in the following six ways: 
V" 9A¼S'yf
 
X <> (XEM1 i ) 
X <> (tItu:1) 
(ftrah c> Z 
<>z x <> ssczl) 
x <>(rnW) 
The first three are oriented in one direction and the second three are oriented in the other. 
Moreover, all six wave-rules are measure decreasing, left to right. This means that we could use 
any combination of them in the same ripple sequence without risk of non-termination. This is 
a surprising departure from the normal situation in rewriting. Normally using an equation as a 
rewrite rule in both orientations could cause looping. What prevents rippling from looping is that 
the wave annotations will prevent the same equation being applied to reverse a previous rewrite, 
i.e. that if you take the meta-functions into account then the equations are not reversible. 
This ability to rewrite in either direction is frequently useful. We found a need for it in step 
(6.9) in §6.3.2 p23. The step case of the generalised rev-rev conjecture required a rewrite rule 
to be applied backwards. If we annotate this step case we can see how rippling can enable this. 
The annotated step case is: 
rev' c> (h :: nil)) = h :: rev(t') 
I- rev(iJJJJjt <> (h:: nil)) =h:: rev(fjfffff) 
F- rev(jNf3	
,.!3t) = h ::	 (7.9) 
=	 (7.10)
WMI 
aoyoy&	 yZvW	 41SM 2ø*v,%	 ywn,,,?z:4rAz.,44 4 
I I- rev(t' <> (h nil)) = h (rev(t ) 
Note that step (7.10) is achieved on the RHS with the wave-rule: 
H::	 . 
which is an annotation of rewrite rule (4.3), but in an inverted orientation. Step (7.9) on the 
LHS, on the other hand, is achieved by a different annotation of rewrite rule (4.3) in its given 
orientation, namely:
,I 
<>L * 
This bi-directional use of the same equation within the same derivation is handled smoothly by 
rippling without looping. 
Examples where the same equation needs to be used in different orientations within the same 
proof are relatively rare (but do happen - see the example above). However, it is very common 
for the same equation to be used in different orientations within a family of proofs. For instance, 
associativity and distributivity laws are used in both orientations quite frequently. Individual
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the conjecture we ask if they were replaced by suitable wave-fronts, whether a wave-rule would 
then apply. Consider, for instance, the second occurrence of xs in (7.11). If this occurrence of zs 
were replaced by then wave-rule (7.12) from the recursive definition of foldleft would 
apply to (7.11), as at step (7.14) above. So the second occurrence of xs suggests an induction on 
xs using the one-step list induction (4.6). To implement this ripple analysis process efficiently 
we can invert the reasoning described above, i.e. we can use the available wave-rules to suggest 
which combinations of variables to replace with which wave-fronts, so that those wave-rules will 
apply. 
So far, this reasoning merely recapitulates recursion analysis in different terminology. The 
first difference comes when we consider the first occurrence of xs. Under recursion analysis this 
also suggested induction rule (4.6), since it also occurred in the recursion argument of foldleft. 
However, under ripple analysis, if this occurrence of x s were replaced by FREFON I then wave-
rule (7.12) would not apply, but would be blocked due to the absence of an appropriate sink, as 
in step (7.15) above. 
The second difference with recursion analysis, is that ripple analysis can use use lemma (7.13) 
with both occurrences of xs to suggest a different induction rule. If either occurrence of xs is 
replaced by	 then wave-rule (7.13) will apply. This wave-front suggests the

induction rule: 
P(nil)	 Vx:r, l:list(r). P(l) - P(I <> (x :: nil)) 
Vl:list(r). P(l)
	
(7.16) 
Since both occurrences of xs suggest induction rule (7.16) and only one occurrence suggests 
induction rule (4.6) then rule (7.16) is preferred. Under this rule the step case is successful: 
lvi foldleft(%, e,00. SEq t ) = foldleft(e, lvi 
LYJ E) (f2 .!Li7IPJi = riodle7tej5g1 
y	 ON = Ifoldleft(e, lyI,xs) 4' .4 
[yJ e foldleft(e, e, xs) = foldleft(e, lui , zs) 
using two applications of lemma (7.13), one of associativity law (7.13) and the replacement rule 
for ®. Strong fertilization is now possible. 
Recursion analysis suggests induction rules dual to the recursive definitions of functions in 
the conjecture. Ripple analysis uses the available wave-rules to suggest induction variables and 
rules. The wave-fronts in these wave-rules suggest the form of induction. In example (7.11), 
11 F  ONE' was used to replace both occurrences of xs. This is the wave-front which 
occurs in induction rule (7.16). For ripple analysis to recover the appropriate induction rule, 
each induction rule must be indexed by the wave-fronts in its induction term, e.g. (7.16) must 
be indexed by fJ7çqJWiJ 1 . Unfortunately, no-one has yet developed a mechanism which 
given an induction term creates a corresponding induction rules. So, in our example, if rule (7.16) 
is not already pre-stored then it cannot be used. We return to this issue in §9.4. 
So, just as in recursion analysis, induction rules must be constructed from the termination 
proofs of recursive functions in conjectures. In addition the induction hypotheses and induction 
conclusions of these induction rules must be difference matched and annotated with wave-fronts. 
The induction rules must then be indexed by the wave-fronts they contain, so that ripple analysis 
can access induction rules containing appropriate wave-fronts. Induction rules created by other 
means, e.g. provided by a user, must be indexed in a similar way. 
Ripple analysis, like recursion analysis, only supplies the initial induction rule suggestions. 
Where these suggestions are incompatible it may be necessary to reject inferior suggestions and
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the missing wave-rule to be: 
3F.VX,Y, Z. ZZZITIiU' X <>rjj'	 (8.1) 
Quantifiers have been inserted to clarify the status of the variables in the proof, but types have 
been omitted to facilitate readability. 
(8.1) can now be fed to the inductive theorem prover as a new conjecture. The proof of 
conjectures containing second-order meta-functions requires special treatment. In particular, 
instead of using rewriting we need to use narrowing, i.e. rewriting in which free variables in the 
redex can be instantiated by unification with the rewrite rule. It will also be necessary to use 
second-order unification during narrowing. Note that universal variables like X, Y and Z should 
not be instantiated, but existential variables like F can be. During the proof of (8.1) the second-
order variable F is instantiated to <>, so the missing rule turns out to be the associativity of 
<> annotated as:
nzzzrat X <> (mIS)	 (8.2) 
as expected. 
Similar reasoning will speculate the missing RHS wave-rule as: 
<>T 
during the proof of which G is instantiated to reveal the wave-rule as: 
4.1 3't
	
)c>T	 (83) 
again, as expected. 
This lemma speculation mechanism can also be used to suggest the missing wave-rule (6.7) 
from §6.2.1, p20. Analysis of the stuck ripple suggests that the form of the missing wave-rule is: 
c,1	 WZt<CYW%W/tXW.V*WZ*Y. <1 
rev(J,4,YJ,f<, ) . flXfllrev,jX)j, 
The meta-variable F will be instantiated during subsequent proof to: F(X, Y, Z) = rev(Y) C> 
so that the missing wave-rule is revealed as: 
iz,w <-1 
rev(tc74j ) =. 
- EYE, L c>(VAt, )V
 
as required. 
Second and higher-order unification algorithms are non-deterministic. The branching rate can 
be very high and can cause severe search problems. In this application we can exploit the wave 
annotations to reduce the branching significantly, i.e. we insist that wave-fronts unify with wave-
fronts and skeletons with skeletons. These additional constraints make the lemma speculation 
technique tractable in many practical cases. [ Hutter & Kohlhase, 1997] describes a higher-order 
unification algorithm for annotated terms which embeds these additional constraints. 
In addition, the termination of rippling is lost when meta-variables are present in the conclu-
sion. The search control must avoid infinite branches, e.g. by some element of parallelism in the 
search using breadth-first or iterative deepening, and by using eager fertilization to terminate 
branches whenever this is possible.
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step can now be completed by strong fertilization, with F2 and G2
 both being instantiated 
to projection functions onto their first arguments in the process. These instantiations of the 
meta-functions reveal the generalised conjecture to be: 
Vl : list(r).Vk list(r). rotate(length(l),l <> k) = k <>1 
as expected. 
As with lemma speculation (see §8.1, p36) the presence of these meta-functions creates branch 
points in the proof search, but the extra constraints provided by the wave annotation reduce the 
search and make it tractable in many practical cases. We must also take care to avoid infinite 
regress in the rippling search process. 
9. Existential Theorems 
The discussion so far has mostly been restricted to conjectures containing only universal variables 
(see §1.2, p4). Dealing with conjectures which include existential variables requires extending 
the techniques described above. 
9.1. Synthesis Problems 
Existential variables are required to represent synthesis problems as theorem proving problems. 
For instance, suppose the task of sorting a list has been specified as producing an ordered per-
mutation of the original list. The problem of synthesising a sorting algorithm can be represented 
as the conjecture:
VI: list(r)3k : list(r). ordered(k) Aperm(l,k) 
where ordered(k) means k is ordered and perm(l, k) means k is a permutation of I. If this 
conjecture is proved in a constructive logic then a program for sorting lists can be recovered 
from the proof. Various techniques have been devised for extracting the synthesised program 
from the proof, but the simplest is as the witness of the existential variable k, i.e. during the 
proof k will be instantiated to a term sort(l) and the proof will ensure that: 
VI : list(r). ordered(sort(l)) A perrn(l, sort(l)) 
The synthesis proof of sort will require induction and this will cause sort to be defined recursively: 
the form of induction determining the form of recursion. Different proofs of the theorem will 
synthesise different algorithms for the same function, e.g. bubble-sort, merge-sort, quick-sort, 
etc (see [ Darlington, 19781 for a detailed discussion). 
Synthesis of recursively defined software, hardware, etc is an important application of induct-
ive theorem proving. So it is important that inductive theorem proving techniques can handle 
existential variables, in particular, conjectures of the form: 
VT:7.Jo:r'. spec(7, o) 
where spec(T, a) specifies the relationship between the inputs, 7, and the output, a, of the object 
to be synthesised. Note that spec may contain further quantifiers. Unfortunately, automated 
synthesis is an area where current technology is weak. 
9.2. Representing Existential Theorems 
There are a variety of techniques for representing existential variables during automated proof.
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The proofs as programs technique is based on the Curry-Howard isomorphism, [Howard, 1980], 
which draws on an analogy between logical rules and type construction rules. Specifications are 
represented as types and programs meeting these specifications as members of those types, 
i.e. prog spec. The logical rules manipulate the types and the program construction rules ma-
nipulate their members (roughly speaking). Both parts are based on a sequent calculus present-
ation of A calculus. Higher-order functions and A abstraction both play an essential role. They 
are needed in some of the tricky manipulations required in the program construction rules, es-
pecially the rules that construct recursive programs from induction proof steps. The program 
associated with the induction hypothesis must be embedded as the recursive call in the program 
associated with the induction conclusion. This embedding is neatly done in Martin-1,6f Type 
Theory by representing recursion with recursive functionals, i.e. higher-order functions which 
create recursive functions from their defining functions. The extracted program is a A calculus 
function which can be interpreted as a program in a functional programming language. Proofs 
as programs can also be adapted to the synthesis of hardware and other kinds of objects. 
9.3.2. The Speculation of Program Definitions 
An alternative approach to synthesis is to try to recognise definition-like subgoals during the 
synthesis proof and convert them into program definitions. These definitions can then be used 
to complete the proof and to define the synthesised program. This has been explored in different 
forms by Biundo, Biundo, 1988], and Icraan, [ Kraan et a!, 1996]. We illustrate the general 
idea by adapting the technique of lemma speculation of §8.1, p36 using the skolem function 
representation of §9.2.3, p40 on the sort example. 
We start with the synthesis conjecture: 
VI: list(r). ordered(sort(I)) A perrn(l, sort(l)) 
We cannot prove this because we lack a definition of sort. This lack may manifest itself during 
the course of the proof attempt by the failure of rippling. Using the techniques of §8.1, p36 we 
may speculate the wave-rule:
sort(F#WZJT) 
Instead of trying to prove this we can adopt it as the step case of the recursive definition of 
sort. The second-order, meta-variable F can be instantiated to a constant and becomes a new 
program to be synthesised by the remainder of the synthesis proof. If we instantiate F to insert, 
say, then the partial definition of sort is: 
sort(H :: T) = insert(H,sort(T)) 
This alternative technique has the advantage of requiring theorem proving only in the uni-
versal fragment of first-order logic 22 . It has the disadvantage of currently lacking the theoretical 
underpinning of proofs as programs. 
9.4. Problems with Recursion Analysis 
If recursion analysis (see §6.1.1, p17) is used to construct the induction rule in the synthesis 
proof of a recursive program then we run into the following problem. The form of induction 
constructed is based on the forms of recursion in the functions in the conjecture. These functions 
are all drawn from the specification of the program. The induction rule used will determine the 
recursive structure of the synthesised program, and thus its essential algorithmic structure. This 
Unless we want to use it to synthesis higher-order functions, of course.
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10. Interactive Theorem Proving 
The difficulty of the search control problems that arise in inductive theorem proving means that 
all current automatic provers fail even on some apparently simple conjectures. Even apparently 
totally automatic proofs are often sensitive to the precise definitions of functions in, paramet-
erisation of, or lemmas available to the prover. Until the technology is significantly improved it 
is, therefore, necessary to involve a human user in assisting with proof search. 
10.1. Division of Labour 
There is a continuum from purely interactive to purely automatic provers, and most provers 
lie somewhere in the middle of this continuum; routine proof tasks are automated and hard 
proof tasks require human interaction. Examples of routine tasks which are often automated are: 
keeping track of the state of the proof; matching and unification of expressions; the simplification 
of expressions; the application of decision procedures; and the exhaustive application of a set 
of rewrite rules. Typically, these require the application of a straightforward algorithm, so are 
easy to automate, but are long-winded manipulations in which humans can easily become lost 
or make errors. Examples of hard tasks which are sometimes left to human interaction are: the 
choice of induction rule; the decision to split into cases; the application of a lemma; and the 
generalisation of the conjecture. Typically, these involve a crucial search decision or construction 
of a key expression which require some insight into the structure of the proof. 
10.2. Tactic-Based Provers 
A popular framework for semi-automated theorem proving is the use of tactics. A tactic is a 
computer program for guiding the proof search. This program may apply a rule of inference or 
combine two or more tactic applications using taclicals. There are tacticals for successive applic-
ation, repeated application, conditional application, etc. Tactics are constructed for a variety of 
routine tasks, e.g. simplification of expressions, applying decision procedures, applying sets of 
rewrite rules, applying induction, generalising formulae, etc. The user can then direct the proof 
search either by calling individual rules of inference or by calling a tactic, which will apply several 
rules of inference. Much of the tedium and error is thus removed from the interactive process. 
The user may assist the tactic application by providing key parameters, e.g. which induction 
rule to use, which formula to generalise the current conjecture to. The user can view the proof 
either at the high level of tactic applications or at the low level of individual rules. 
Tactics were invented by Milner and his co-workers and first implemented in the LOF system, 
Gordon et a!, 1979]. They developed the ML (Meta-Language) functional programming language 
to describe tactics in LCF. Each tactic is an ML program which can construct new theorems 
from old ones. ML uses types to ensure the soundness of the tactics. "Theorem" is an ML type; 
an expression cannot be of type theorem unless it is the result of a proof. A whole family of 
tactic-based provers have been built in the LCF tradition, including Coq, HOL, Isabelle, NuPrl 
and Oyster. 
10.8. User Interfaces 
To enable users to guide semi-automated inductive provers it is necessary to provide a user 
interface. Such interfaces need to be designed with the problems of inductive search control in 
mind so that the user gets maximum assistance when making difficult search control decisions. 
The design of a theorem prover interface depends on the intended user. Novices need some 
way to define the conjecture, to view the proof and to provide proof guidance. More experienced 
users may also require ways to define new theories, to browse through libraries of conjectures,
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ftp://ftp.cs.utexas.edu/pub/boyer/nqthm/nqthm-bibliography.html
 
http://www.cs.utexas.edu/users/moore/ac12/  
Both Nqthm and ACL2 use a simple, sub-first-order, type-less logic, based on Goodstein's 
primitive recursive arithmetic adapted from numbers to lists. Variables are regarded as implicitly 
universally quantified, so there is no existential quantification. There are no explicit types in the 
language but implicit types can be imposed either by adding conditions to conjectures or by using 
coercion functions which limit expressions to an appropriate range. An example of a coercion 
function is hum, which makes any term into a natural number, i.e. 
if z nat 
num(x) = to  
otherwise 
Many of the proof techniques described above were invented by foyer and Moore and first 
implemented in Nqthm. These include: recursion analysis; destructor elimination; generalisa-
tion of subterms; the flexible use of decision procedures; and the productive use of failure 
to decide when to apply induction. Most of these are described in [ foyer & Moore, 1979, 
Boyer & Moore, 1988a, Boyer & Moore, 1988b]. 
11.2. RRL 
The RRL (Rewrite Rule Laboratory) system was initially developed in the early 80s by Kapur, 
Sivakumar and Zhang at General Electric and Rensselaer Polytechnic, [ Kapur et al, 19861. Fol-
lowing the move of Kapur to SUNY at Albany, the main development moved there, [Kapur & 
Zhang, 1995]. Initially RRL used only implicit induction techniques, but subsequently it also 
included explicit induction, to which it made significant advances, justifying its inclusion in this 
survey. It has been used for the proof of some significant mathematical theorems including the 
Chinese remainder theorem and Ramsey's theorem. 
RRL, as its name implies, is based exclusively on rewriting with, possibly conditional, equa-
tions. This is not as limiting as it first appears since any predicate can be encoded as an equation 
by making the boolean truth values into terms. Indeed, RRL has competed against resolution 
theorem provers by translating resolution and paramodulation into forms of conditional rewrit-
ing. 
One of RRLs' main contributions has been to adapt the techniques of implicit induction 
(see chapter ??) to explicit induction, using a technique called cover-sets, [ Zhang ci a!, 19881. 
This constructs induction rules whose well-founded order is based on syntactic orderings de-
veloped for orienting rewrite rules, e.g. recursive path orderings (see chapter ??). RRL also uses 
Knuth-Bendix completion for improving the computational power of the set of rewrite rules 
provided. More recently, it has been used as a vehicle to develop ideas about lemma discovery, 
Kapur & Subramaniam, 19961. 
11.1 INKA 
The INKA prover was initially developed in the 80s by a team of four researchers: Biundo, 
Hummel, Butter and Walther, from the University of Karlsruhe, [ Biundo ci a!, 1986]. When 
this team broke up separate development continued at Darmstadt by Walther and Saarbrflcken 
by Butter, [ Butter & Sengler, 1996]. INKA is based on a resolution theorem prover for clausal, 
first-order logic. At various times in its history it has formed the inductive component of larger 
provers, e.g. the MarkGraf Karl prover, [ Fisinger ci a!, 1980], the Qmega prover, [Benzmuller 
ci a!, 1997], and the VSE system, [ Butter ci a!, 19961. It has been used for the verification of 
software of industrial interest and significant size. More details can be found on the following 
web page:
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(i) Practical proof problems do not consist of induction alone. It is vital to integrate induct-
ive techniques with non-inductive proof techniques, in particular, successful techniques like model 
checking, decision procedures, rewriting, built-in unification, etc. Much progress has already been 
made in this area by systems in everyday use, but more is needed. 
(ii) In semi-automated systems it is sometimes difficult for users to orient themselves within 
a failed automatic proof attempt to suggest an appropriate patch. More automatic analysis of 
the failed attempt is required to put the user in context and suggest what kinds of interaction 
might be most effective. 
(iii) The heuristics for lemma speculation, generalisation and induction rule choice are always 
in need of improvement. The first two are especially weak at present. 
(iv) Most work on automation has focussed on the universal fragment of first-order logic, but 
many practical problems are not naturally formulated within this fragment. More work is needed 
to extend existing heuristics to deal with existential quantification and higher-order logic. 
For a longer introduction to automated inductive theorem proving the reader is recommended 
to read, [ Walther, 1992b]. 
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