This paper is concerned with finding the locations of an irregularly sampled finite discrete-time band-limited signal. First a geometrical approach is described and is transformed into an optimization problem. Due to the structure of the problem, multiple solutions exist and are shifts of each other. Three methods of solution are suggested: an exhaustive method which finds the exact set of locations; random search method and cyclic coordinate method, both descent methods, which find approximate or exact solutions. The cyclic coordinate method is less likely to fall in a local minimum and proves to be more satisfactory than the random search method in the presence of jitter. A practical example, where a signal is sampled several times with a regular spacing, is also described.
INTRODUCTION
Irregular sampling appears in many practical applications. For instance, when sending data through a channel, if the channel is noisy, only a non-uniform subset of data is received. Under certain conditions, irregular sampling methods may recover the missing data. Irregular sampling for band-limitcd (BL) signals have been extensively studied,(e.g. [3] , [5] ). The methods are iterative and consist in reconstructing a BL signal given the band-limit, the subsample values and the irregular set of locations. In some situations, for instance when there is jitter in the data, the locations of the irregularly sampled signal are unknown and the methods proposed by [3] may not be applied until these locations are found. In this paper, we consider irregularly sampled discrete-time band-limited finite signals (Ca(0,  
with iiriktioivri locations. First we explore the geometry of the problem and derive the solution using a subspace approach, which is translated algebraically in order to solve the problem numerically. We show the existence of a solution in the discrete-time case. Methods for finding the unknown locations are proposed : exhaustive search method, random search method, cyclic coordinate method. The performance of the three algorithms are compared. Then, two practical examples are considered: (a) when there is a small jitter i n the sampling locations and (b) when there are a few fixed shifted grids.
DEFINING THE PROBLEM
The discrete-time irregular sampling with unknown locations problem is as follows: Let x = [zo, . . . , t p~-1IT be adiscretetime signal of length N . Then: 
Denote this as the ( N , I<, L ) problem where N is the length of the discrete time signal, li is the number of unknown locations from which we have sample values and L is the bandlimit.
GEOMETRY OF THE ( N , K , L ) PROBLEM
In this section, we prove theexistence and multiplicityof the solutionsto the ( N , IC, L ) problem. Based on a subspace approach, wc derive conditions that enable to verify if a set of locations is a solution to the ( N , IC, L ) problem.
Subspace approach
Consider x an L-BL signal and x,, a subsample of x. From Definition 2.1, the spectrum ofx has L non-zero components.
We deduce that x belongs to the subspace spanned by the 
where ej is an 1 x N vector, with value 1 in j -t h position and 0 elsewhere. Hence,
xn E P(n) = PrOjS,(n)VL and n is a solution to the ( N , K , L ) problem.
A small example will illustrate. 
are also solutions,with 1 5 i < N -nI<.
problem then xn E ProjSK(ll)Vt,where
The projection of V L on S,{(n) is spanned by {(w-nlt, w-nd,. . ., pv-nh-1 L-1
Similarly, the projection of VL on the subspace spanned by the canonical base vectors corresponding to the shifted so-
Since equation (8) differs of equation (7) 
Algebraic form
In this section, we derive algebraic expressions which verify if a given set of subsample locations is a solution to the The latter gives a sufficient condition for the existence of a solution. A closed form formula for the solution is obtained by solving the system of Ii' nonlinear equations in (1 8) with respect to the Ii' unknowns, I n = (1721 m2,. . . , m~] .
Since the system is nonlinear, it may admit more than one solution.'
SOLVING METHODS
In this section, we present three methods to numerically solve 
Exhaustive Method
An elementary way to solve the ( N , li, L ) problem is using an exhaustive search approach. This method consists in verifyingequation (19) forall (E) sets orlocations. From Theorem 3. I since some sets of locations are just shifts of each other, we put these sets in one class and elect a representative for each class. The representative satisfying equation (19) with E(m) = 0 is a solution of the ( N , K l L ) problem.
General
Step:
1. Obtaiiz m2 by perturbing coniponent j of m by {+I, -1> with probability 0.5. Go to step 2. The cyclic coordinate method is similar to the gradient descent but does not require any derivative information. It uses the coordinate direction axis as the search directions. It differs from the Random search method in that the perturbation is not probabilistic but deterministic.
If E(m2]
=
Algorithm 4.2 Cyclic coordinate method

Initial
Step: 
EXPERIMENTS
In this section, we do some experiments on the algorithms proposed in section 4. ~l l need to calculate the valueofE(n1) which involvesmatrix multiplication and matrix inverse operations on matrices of size K x L , I< x K , respectively. The exhaustive search method is certain to find a solution. It is most time consuming when the number of unknown 10-nature.
Choose an initial set of IC locations nil, a n r~ let m = in', j = 1. Go to genernl step. ]If Ii = L then there is an infinite number of solutions. This is due to the fact that the equivalent condition of existence is the identity, cations is close to N / 2 which is due to its combinatorial
Subsample locations with jitter
sets of samples at locations 872 and 871 + k, 0 5 n 5 3 1 , l 5
As mentioned in the introduction, the importance of finding the unknown locations is due to the presence of jitter in the data. Jitter occurs when the sample values location is mistaken for another location: x,,, = xn,+j, where j is the jitter and the nj are uniformly spaced. Different types ofjitter are described in [2] . We applied the RS and CC methods on data with jitter around a correct value following a symmetric probability distribution,
This corresponds to taking samples around multiples of a sampling interval , but with a certain time location uncertainty. 
CONCLUSION
We have treated an essential element of the irregular sampling problem, which is that of not knowing the locations of the subsamples. Most of the fast methods already developed assume the knowledge of these locations but in certain applications where there is jitter in the data these locations are unknown. The solving methods we described find these unknown locations.
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Subsample locations with unknown shift
As a practical example, consider the following setup. Suppose two photographs of a scene are taken, where one is a shifted version of the other, but with unknown shift. Combining the two sets of data and verifying equation (1 9) for all possible shifts, the correct shift is determined and the image may be reconstructed using irregular sampling. For computational reasons, we ran a one-dimensional example to see how well the shift can be recovered. Suppose the signal is of length N = 256 and band-limited to L < 64. Take two 
