Injection attack is the first of the top 10 security threats announced by the OWASP. Meanwhile, SQL injection is one of the most important types among the injection attacks. Because of its various types and fast variations, SQL injection can cause great harm to the network, resulting in data leakage and website paralysis. Due to the heterogeneity of attack load, the diversity of attack methods and the variety of attack modes, SQL injection detection is still a challenging problem. How to defense SQL injection attack effectively becomes the focus and frontier of web security nowadays. Therefore, this paper proposes an adaptive deep forest-based method to detect the complex SQL injection attacks. Firstly, the structure of deep forest is optimized in our paper, the input of each layer is concatenated by the raw feature vector and average of previous outputs. Experiments show that our proposed method effectively solves the problem that the original features of deep forests are degraded with the increasing number of layers. Then, we introduce an AdaBoost algorithm based deep forest model which utilizes error rate to update the weights of features on each layer. That is, in the process of training, different features are assigned with different weights based on their influence on the result. Our model can automatically adjust the structure of the tree model and deal with multi-dimensional fine-grained features to avoid over-fitting problem effectively. The experimental results show that the proposed method has a better performance than classical machine learning methods and deep learning methods.
I. INTRODUCTION
With the rapid development of Web 2.0 technology, network applications have gradually become an indispensable part of our lives. At the same time, Web applications are confronted with more challenges. As announced by the OWASP organization, injection attack has been the first of the top 10 security vulnerabilities in 2013 and 2017, and SQL injection attack is one of the most important types among the injection attacks [1] . SQL (Structured Query Language) is a standard database programming language for accessing and manipulating data in database [2] . WEB programming languages (such as PHP, JAVA) provide various methods for constructing and executing SQL statements [3] . Developers usually construct SQL The associate editor coordinating the review of this manuscript and approving it for publication was Zhen Qin. statements by concatenating string which is submitted by users from web page. Due to the wide variety of SQL languages, there are too many encoding methods for constructing SQL statements, so there is a risk of being attacked anywhere via constructing SQL statements.
In the process of SQL injection attack, the attacker inserts malicious code fragments into the request parameters, which causes the server to execute illegal queries, resulting in data leakage and database damage. For example, the attacker can obtain the username, password and other privacy data of website users by SQL injection, which seriously threatens the data security [4] - [6] . As shown in Fig.1 , the attacker sends malicious SQL statements into the application through methods like user input injection, cookie injection, server variable injection and so on.
Since SQL attacks only need to construct structured query statements without developing additional malwares, VOLUME 7, 2019 This SQL injection has become one of the most frequently used attacks by attackers, and the attacking methods change frequently with the development of website technology. The structure of SQL language is changeable and supports different coding methods. Therefore, some traditional detection methods, such as blacklist mechanism and rule-based detection mechanism, cannot produce better defensive effect. In recent years, many researchers have done a lot of work on SQL injection detection, but the detection scope is usually limited to some subsets of SQL injection [7] , [8] . It is very necessary to provide a comprehensive SQL injection detection architecture which can detect all SQL injection attack types and has the flexibility to update when a new type of attack occurs. Serializing all detection methods will waste a lot of time and computing resources. Building a large model to detect all attacks is also a challenge due to the complexity of attack representations. On the one hand, different features have different effects on judging the types of attacks. When multiple types of attacks are mixed together, most traditional machine leaning algorithm usually weakens representation ability of such features in the training process. On the other hand, the features which don't have a significant advantage in detecting each type of attack respectively but can always give correct results when detecting multiple attacks together are ignored by classic machine learning methods.
In this paper, we proposed an adaptive deep forest-based method, ADF, to detect the SQL injection attacks. Firstly, we improve the structure of deep forest. The input of each layer is the concatenation of the raw feature vector and the average of previous outputs, which can effectively solve the problem of the continuous degradation of raw features caused by the increasing number of deep forest layers. Then, we introduce the AdaBoost algorithm with adaptive ability into the deep forest model, which can use error rate of each level in the deep forest to update the weights of features.
The rest of the paper is structured as follows: In Section 2, we introduce the related work of SQL injection detection and the application of machine learning in SQL injection detection. Then, we describe an adaptive SQL injection detection framework proposed in detail in Section 3. The feature extraction method and structure of the adaptive deep forest are presented in Section 4. In Section 5, we use some experiments to evaluate the proposed method and in Section 6, we conclude our work.
II. RELATED WORK
Traditional SQL injection detection methods can be divided into static analysis, dynamic analysis and parameter filtering [9] . Static analysis method detects the type error and grammatical error by analyzing the input statements [10] . Santhosh Kumar et al. detected SQL injection through the program interface instead of considering the internal characteristics [11] . Wassermann and Su extend white-box testing method to detect tautological attacks [12] . However, this kind of methods cannot detect attacks with the correct input type. Dynamic analysis determines whether a sentence is malicious by analyzing its final implementation. Naderi-Afooshteh [12] combined the stain tracking and black box testing techniques into the software development life cycle to defense SQL injection. Yi et al. proposed a dynamic stain analysis method [14] . This method uses the SQL lexical and grammatical analysis technology to parse the SQL statement into the SQL grammar tree via stain analysis, and judges whether there is an SQL injection attack according to the stain state. While, dynamic analysis detection can only detect pre-defined vulnerabilities by application developers, and it has no detection capability when encountering attacks against unknown vulnerabilities. Parameter filtering is based on regular expressions and blacklists to filter invalid characters [15] . This method needs predefined regular expressions, but due to the diversity of SQL grammar and user input, it cannot meet the detection requirements. Attackers can adjust the input to bypass detection. Appiah et al. proposed an improved pattern matching method for signature-based SQL injection attack detection framework [16] , which integrates fingerprint identification and pattern matching to distinguish normal and malicious SQL queries.
Some researchers introduced the artificial intelligence to detect the SQL injection. Shar et al. propose a method to segment codes using tokens and use the N-Gram method to transform the samples into feature vectors as the input to SVM model [17] . However, it has higher requirements for the diversity of token selection. Choi et al. introduces the general methods of natural language processing [18] , such as n-gram, into the detection of SQL injection statements, and achieves good results. But this method can't deal with complex joint injection attacks. Li et al. designs a crawlerbased automatic scanning tool for SQL injection [19] . This tool uses machine learning method to automatically identify and detect attacks. However, due to the limited dataset that can be crawled, the attack types detected by this method are relatively few. Zheng et al. proposes a novel vulnerability location technology, which can intercept injected statements according to vulnerability types [20] . However, the focus of this paper is vulnerability detection rather than SQL injection attack detection. In addition, shallow learning methods have a common disadvantage that they can only train and detect subsets of SQL injection attacks. When a variety of attack methods are mixed together, the shallow learning method is prone to the problem that the training model cannot converge.
In recent years, SQL injection detection based on deep learning has been paid more and more attention.
Compared with traditional machine learning algorithms, deep learning does not require complex feature engineering, and its performance is usually enhanced with the increase of training data. That is to say, its scalability is significantly better than traditional machine learning algorithms [21] - [24] . Fang et.al design transforms the sample data into word vector as the input of the model and uses LSTM model to detect the SQL injection, the authors proved the LSTM-based method has better detection effect than RNN and CNN based methods [25] . But there are still many challenges and problems. First, due to the lack of open SQL injection data sets, it is difficult to obtain sufficient training samples and lead to overfitting in the training process. In our previous works [24] , we proposed an injection samples generation method based on communication attack behaviors analysis to get enough training data. However, this generation method is based on specific rules, which cannot guarantee the comprehensiveness of samples. Secondly, there are many types of SQL injection attacks, each type of attack has its own specific manifestation and judgment characteristics and the samples of different forms of attacks are unbalanced distributed. When the distribution of anomaly samples is not balanced, that is to say, when the training data of a kind of anomaly is too small, it is difficult for deep learning-based methods to achieve good detection results. Therefore, it is necessary to propose an adaptive deep learning method, which can automatically adjust the parameters during the training process, so as to improve recall ratio effectively.
III. FRAMEWORK OVERVIEW
As shown in Figure 2 , the proposed deep forest-based SQL injection detection method consists of two important stages, off-line training stage and online testing stage. In the off-line training stage, we first collect the training data from honeypot Technology and SQL injection samples on the vulnerability submission platform. The encoded samples are preprocessed by data preprocessing module to decode and then input into feature extraction module. The feature extraction method mainly focuses on the SQL injection statement length, typical SQL injection keywords, uppercase characters, numeric characters, annotations, null characters and special characters. Finally, the feature vectors are used as the input of the deep forest model. In the online testing stage, the unknown type SQL statement should be decoded by data preprocessing module firstly and then input into feature extraction module to generate a same dimensional vector as off-line training stage. Finally, the SQL statement will be classified as malicious or normal by using the trained model. The Adaptive Deep Forest Model (ADF) is the key part of the proposed algorithm. Firstly, compared with the existing machine learning methods, ADF has the advantage that the model depth is sufficiently complex and the features can be processed layer by layer, it can complete the intra-layer transformation, so that the information contained in each dimension of the feature can be fully utilized. The redundant part of the feature vector can be ignored, so as to avoid influences of the redundant features on the model effectively. Secondly, compared with other deep learning methods, the training process of ADF does not depend on the back propagation of the loss. Therefore, it has fewer parameters and higher computational efficiency and can also perform very well on small-scale data. Thirdly, we introduce the AdaBoost algorithm to enhance the self-adjusting ability of the deep forest model, and the weights of features are updated according to the classification error rate of each level of deep forest, which effectively solves the problem of unbalanced distribution of multi-type samples.
IV. DEEP FOREST BASED SQL INJECTION DETECTION METHOD A. ADAPTIVE DEEP FOREST MODEL
In this section, we proposed an Adaptive deep forest model (ADF) which is improved on deep forest. In ADF, feature performance is enhanced by feature transformation according to multi-grained scanning, and then characterization learning is performed layer by layer through using a cascade structure. Compared with deep neural networks, adaptive deep forest has obvious advantages in hyper-parameter settings and performance. Firstly, adaptive deep forest has much less hyperparameters than deep neural networks, so it is more robust to hyper-parameter settings. Secondly, in the default hyperparameter setting, adaptive deep forest can achieve excellent performance when dealing with different data in different fields and the parallel computing has a higher efficiency.
Inspired by the principle of characterization learning in deep neural network, each level in cascading structure receives the average value of all previous levels as input, and outputs its results to the next level. Among them, the number of layers in series can be automatically set according to the data, which simplifies the complexity of the model. The cascade forest structure is shown as follows:
In order to meet the diversity of structural design, in the cascade structure, the adaptive deep forest consists of two parts: completely random forest and random forest. The main difference between them is the candidate feature space. Completely random forest selects feature randomly in the complete feature space, while a normal random forest randomly selects the feature of sqrt (d) as a candidate feature (d is the dimension of the original input feature), and then selects the best Gini coefficient. The feature acts as a split node until each leaf node only contains instances of the same class or no more than 10 instances. The decision tree is responsible for continuously dividing the subspaces in the feature space and labeling each subspace with a class label. That means each tree will generate a category of probability distribution according to the category proportion of the training samples in the subspace for a specific SQL sample, and then average the proportions of all trees in the forest to output the entire forest. As shown in the Fig.4 , it is a simplified forest of the two-category problem. Each sample will find a path in each tree to find its corresponding leaf node, and the type of training data in this leaf node is likely to be different. For categories, we can statistically obtain proportions of different categories, and then generate a probability distribution of the entire forest by averaging the ratio of all trees.
Since the SQL injection detection is a binary classification problem, each forest will generate a probability vector of length 2. If there is N forests in one layer, then the two elements generated by each forest will be connected with each other to form 2 * N element vectors as the output of current layer. Based on that, the original input feature vector is connected with the 2 * N vector to generate the input of the next layer. To avoid overfitting problems, each cascade generation uses k-fold cross-validation, each sample is used for k-1times training and 1 time testing. Therefore, the probability distribution generated by each forest is not the training result from the same batch of training data, but is obtained by averaging the k results after the cross-test.
Multi-grained scanning uses sliding windows to scan the raw features. All feature vectors extracted from the positive/ negative training samples are treated as positive/negative instances. The instances extracted from the same size window are used to train a random forest and a completely random forest. And then aggregate the vectors generated by these forests into transformed feature vectors of the original input features. It should be noted that after adding a new layer, the performance of the entire cascade will be evaluated on the validation dataset, and if there is no significant performance gain, the training process will be terminated.
The process of multi-grained scanning is shown as follows: First, a P-dimensional raw input feature is scanned by a K -dimensional sliding window and S-dimensional transformed feature vectors are generated, where S = (P − K )/1 + 1. Then each of transformed feature vector is used in the training of cascade forest and transformed to a C-dimensional vector of probability in each forest. That is, each forest will generate S * C representation features. Eventually, the output result of forests within each level will be concatenated together. Fig.5 shows the size of one sliding window. In the experiments, our proposed method uses sliding windows with multiple sizes, so as to contain more features in the final transform feature vector. Taking sliding windows with sizes of 100, 200, 300. Fig.6 shows that three sizes of sliding windows(100dimensional, 200-dimensional, 300-dimensional) are used to scan the raw features and generate different grained feature vectors which will be used as input of deep forest model. Each forest will output a two-dimensional class vector, which is then concatenated together into a long vector. For instance, 400-dimensional raw input feature will be transformed into 1204-dimensional re-representation of the original input after multi-grained scanning with a 100-dimensional sliding window and the new feature will be transferred to cascade forest. Suppose that each level of cascade forest consists of four forests including two random forests and two completelyrandom trees, then 8-dimensional transformed feature vector are generated by each forest. This transformed feature vector is concatenated together with 1204-dimensional feature vector into 1212-dimensional vector as the input of next level. Similarly, the output of each level will be transferred to next level and the average result of output level is the probability of the sample belongs to each category.
Each feature has its own specific application scenario. Moreover, redundancy always exists between multiple detection features. Considering that adaptive deep forests have the characteristics of automatic processing of features, in this paper, we extract all the features in Table 1 and use them as input of deep forests.
B. INCORPORATING WITH AdaBoost ALGORITHM
Since the contribution of different features to the classification results is not considered in the deep forest model, this paper proposes a method to integrate the AdaBoost algorithm into the deep forest model. In the process of training random forests and completely random forests, the model assigns initial weights to the features and reduces the weights of the features that have a great influence on the classification results. The model pays more attention on the features which have less influence in the following training process. The procedure of the algorithm is as follows:
1) Set the layer of cascade trees: m 2) Initialize the weights of raw features:
where N is the size of raw feature space, i is the layer of cascade tree, j is the index of the feature.
3) From 1 to m, train DF: a) Select features from feature space b) Calculate the error rate at layer i: The algorithm introduces the AdaBoost algorithm in the deep forest model, initializes the weight before the model training, and then updates the feature weight through the classification error rate of each level of the deep forest, and finally outputs the model.
V. EXPERIMENTAL EVALUATION A. DATASET AND EXPERIMENT SETTING
The positive samples used in the experiments includes two parts: one part of data is obtained from the vulnerability submission platform exploit-db and WooYun vulnerability submission platform. The other part is acquired by running SQLmap and its tamper scripts on certain websites within one month. The total number of SQL injection samples we collected is 10000. The dataset totally includes 10,000 negative samples and 10,000 positive samples.
Deep forest has less parameters than DNN, including parameters of multi-grained scanning and cascade tree structure. The specific parameter types and settings are shown in Table 2 .
All experiments carried out in PC with an Intel Core i5-8400 CPU (2.8 GHz), GPU is TITAN(X) (Pascal). We use python 3.5.4 and Scikit-learn 0.20.0 library to build machine learning model, Keras 2.1.2 to build neural network, and use Tensorflow 1.4.1 as a backend computing framework. In the experiments, the evaluation criteria includes accuracy(ACC), precision(P), recall (R) and F1-score.
B. EXPERIMENT RESULTS
According to the Ref. [6] , SQL injection can be divided into the following main types, such as error-based injection, UNION query, blind injection and so on. Researchers have extracted relevant detection features for each type of attack.
In order to make a comprehensive comparison between the proposed methods and the state of art, we first conduct a comparative experiment for each type of SQL injection attack. The datasets and detection features corresponding to each attack type are shown in Table 3 .
a) Comparison with classical machine learning
As shown in Fig. 7 to 10, the vertical axis represents the mean value of detection indexes, and the horizontal axis represents the combination mode of attack types. That is, AC x represents the combination mode of any x attack types. Take the F1-score value for example,
It can be seen from Fig.7 to Fig.10 , only when the network environment is relatively simple, that is, there are only a few types of attacks, the traditional machine learning methods can achieve satisfying detection results. However, in practical applications, the attack scenario is very complex, and multiple attack types often occur simultaneously. The detector needs to extract multiple features to complete the detection of all kinds of attacks. While the redundancy and mutual exclusion between different features will directly affect the detection results. It is impossible to extract detection features independently for specific attack types, and serial detection methods will cause a lot of waste. The structure of ADF is composed of a random forest and a completely random forest. So it's possible to select from a wider range of feature spaces, which can more effectively prevent the over-fitting problem. That's the reason why our proposed method has a better performance in complex attack environment.
b) Comparison with deep neural network
In the above experiments, our proposed method has been proved that has a better performance than classical machine learning methods.
As we all know, DNN and DF are better than the other deep learning models such as CNN and RNN when dealing with multi-feature classification. In the following experiments, we should compare our proposed method with deep neural network. For comparison experiments, we adopt three different structures of DNN, respectively with 5 layers, 10 layers and 15 layers. The dataset and feature vector we used contained all kinds of SQL injection in Table. 3 and all features in Table. 1. We reconstruct 6 datasets with different number of samples. The detail information of datasets is shown in Table. 4.
It can be seen from Fig.11 to Fig.14, when the number of samples is less than 16000, the detection accuracy of ADF is higher than that of DNN. When the number of samples is more than 16000, the accuracy of DNN is higher than that of ADF. This shows that ADF still has a good performance on limited samples, but DNN is not effective on the insufficient samples. At the same time, we can see from Table 2 that the operating efficiency of ADF is significantly higher than DNN. As shown in Fig.11 , when the sample size is 8000, ADF and DNN with 10-layer almost achieve the same accuracy, but ADF runtime is 33.8 s, while deep neural network runtime is 156.2 s.
As can be seen, our model has a higher accuracy than DF, because our model considers the output of each cascaded tree. Compared with DNN, we can see that DNN can't achieve satisfying results when the sample size is insufficient, and it is easy to cause overfitting. With the increasing of samples, the accuracy of DNN increases, but the recall rate is lower than other detection methods. Because ADF considers the characteristics that have a great influence on the classification results. After reaching a satisfying accuracy, our model pays more attention to the features that have less influence on the classification results, so as to make full use of the characteristics of each dimension, thus achieving a higher accuracy. But DNN ignores such features, so the recall rate will be lower than ADF. In addition, ADF can be seen that the DNN model needs to determine multiple hyperparameters. The setting of hyper-parameters and the selection of neural network structure have great influence on the detection results. In practical implementation, it is difficult to complete and optimize the hyper-parameter setting according to prior knowledge. However, the deep forest has less hyperparameters and it can adjust the hyper-parameters automatically during the training process. In summary, compared with the deep neural network model, the proposed method has the following advantages: 1) better detection accuracy on less samples; 2) low computational cost; 3) High flexibility and high robustness.
VI. CONCLUSION
Detecting SQL injection attack in complex network environment is a hotspot in the field of network security. The methods based on classical machine learning are difficult to process multiple features and redundant features, while the methods based on deep learning have multiple hyper-parameters, and it's easy to cause over-fitting. Therefore, we proposed a SQL injection detection method based on adaptive deep forest model. By using ADF, the model parameters can be automatically adjusted during the training process, which improves the detection accuracy. We compared the accuracy, precision, recall, f1-score between our proposed method and classical machine learning methods. The results show that our method achieved higher efficiency.
