In pursuit of its transition from a command to a market economy, post-Soviet Russia has witnessed enormous regional differences in economic growth rates. Moreover, the economic reforms implemented under this transition, while initiated at the federal level, have also differed markedly across regions, as regional governments have had considerable discretion over the implementation of reform policies in their jurisdictions. We exploit these differences in analyzing whether regional differences in reform policies can account for regional differences in growth rates, and conclude that to a considerable degree, they can. Most notably, we find that local-government privatization initiatives and regional-government initiatives to gain control over their capital stock (e.g. plants, equipment, machinery and social infrastructure) exhibit close correspondence with the formation of new legal enterprises, which in turn exhibits close correspondence with economic growth.
Introduction
The economic reforms implemented in Post-Soviet Russia have coincided with a surge in the establishment of new private enterprises. These enterprises consist of start-ups and spin-offs from stateowned enterprises. They tend to be small, legally registered, and concentrated in construction, trade, commerce, and small-scale industry. Kornai (1990 Kornai ( , 1992 argues that new-enterprise formation is critical for generating growth in post-socialist economies. The crux of his argument is that new enterprises are relatively free of the kinds of distorted incentives that influence state-owned enterprises, and are therefore relatively efficient and responsive to market conditions. 1 In addition, Blanchard (1997) notes that by providing expanded employment opportunities, new enterprises better enable politicians to implement efficiency reforms (such as the hardening of state-sector budget constraints) that reduce state-sector employment without losing political support. Finally, Blanchard and Kremer (1997) emphasize the importance of new-enterprise formation in mitigating output reductions resulting from the restructuring and privatization of state enterprises, and breakdowns in the state supply system.
The purpose of this paper is to quantify the relationship between new-enterprise formation and economic growth in Post-Soviet Russia, and to explore the influence of various reform policies on this relationship. We do this using a regional data set that includes information on new-enterprise formation, growth in real per capita income, and a host of policy-reform measures for 47 regions in Russia. The data span the period 1993:IV -1996:IV, and are described in Section 2. There was considerable regional variation in new-enterprise formation, growth experiences, and the implementation of policy reforms over this period; this variation yields several interesting insights.
Figures 1 and 2 are suggestive of our main findings. Figure 1a plots annual average growth rates against our baseline measure of new-enterprise formation (new firms per thousand inhabitants) for our full sample of regions. It also plots the fitted line obtained by regressing growth on a constant and new enterprises. A striking aspect of the figure is the wide range of growth experiences observed in our sample: growth rates ranged from -22 percent to 17.3 percent over the sample period. Also notable is the correspondence observed between regional growth and new-enterprise formation. The unconditional correlation between the series is 0.628. Also, the regression coefficient we obtain implies that the addition of a single new small enterprise per thousand inhabitants corresponds with a 1.79 percentage point increase in the regional annual growth rate (the coefficient is statistically significant at the 5-percent level). Figure 1b plots growth against new enterprises for a sub-sample of our data set that excludes three apparent outliers (Moscow, St. Petersburg, and the oil-rich Tyumen oblast). These regions benefited from unusually high levels of new-enterprise formation, and also enjoyed above-average growth. Their exclusion reduces the unconditional correlation between the series to 0.281, but reduces the estimated regression coefficient only slightly, to 1.51 (the coefficient remains significant at the 5-percent level).
Of course, the unconditional relationships illustrated in Figure 1 may be spurious, merely reflecting the joint impact of unmeasured variables on new-enterprise formation and growth. Thus in Figure 2 we plot the portion of regional growth that cannot be explained using the full set of explanatory variables (other than new enterprises) contained in our data set against new enterprises. Specifically, in this case growth is measured as the residual obtained by regressing growth on initial income levels, regional industrial characteristics, and several policy variables described below. Figure 2a presents the resulting conditional relationship obtained using the full data set. The sample correlation is 0.43 in this case, and the coefficient we obtain by regressing the growth residual on a constant and new enterprises is 1.06 (significant at the 5-percent level). Figure 2b presents the conditional relationship observed in the sub-sample of our data set. The relationship between growth and new enterprises appears stronger than in the full sample in this case: the sample correlation is 0.36, and the regression coefficient is 1.38 (again significant at the 5-percent level). The general relationship illustrated in these figures turns out to be robust to a host of considerations outlined below.
If new-enterprise formation has indeed been an important engine of growth in Post-Soviet Russia, it is then critical to understand regional characteristics that have influenced this formation. As noted above, economic reforms implemented under Russia's transition, while initiated at the federal level, have differed markedly across regions: regional governments have had considerable discretion over the implementation of reform policies in their districts, and have pursued a wide range of policy packages.
We exploit these differences in analyzing whether regional differences in reform policies can account for regional differences in growth, and conclude that to a considerable degree, they can. Specifically, we find that regions in which privatization has been initiated predominately by local governments rather than provincial and federal governments, and in which regional-government initiatives to gain control over their capital stock have been successful, have been most effective in attracting new enterprises. In turn, as
Figures 1 and 2 illustrate, new-enterprise formation corresponds closely with economic growth.
Recent empirical work on transition in the Former Soviet Union and Eastern Europe has analyzed explanations for differences in economic growth observed across countries. Several studies have emphasized the importance of stabilization (Aslund, Boone and Johnson, 1996; de Melo, Denizer and Gelb, 1996; Fisher, Sahay and Gelb, 1996; Sachs and Warner, 1996; Sachs, 1997) and other liberalization policies Selowsky and Martin, 1997) . Others have emphasized pre-transition initial conditions (Blanchard and Kremer, 1997; de Melo, Denizer, Gelb and Tenev, 1997) . Finally, Johnson, Kaufmann and Shleifer (1997) have emphasized the role of public finances and corruption.
This paper and recent work by Warner (1999) This result is robust to conditioning on regional measures of urbanization, economic distress, poverty, educational levels, resource endowments, etc. To relate our results regarding the relationship between reforms and growth to Warner's study (albeit indirectly), we find that regions that voted for the antireform candidate in the June 1996 national election tended to be reluctant in adopting economic reforms, and experienced relatively low levels of new-enterprise formation and economic growth.
The paper is organized as follows. We present an overview of our data in Section 2. In Section 2a we describe our measures of growth and new-enterprise formation; in Section 2b we describe our policy variables; and in Section 2c we introduce our measures of regional initial conditions. In Section 2d
we summarize the observed correlation between our variables in both the full data set and the sub-sample that excludes the three "outlier" regions. The basic patterns are that growth and new-enterprise formation are closely correlated; and that the policy variables are relatively weakly correlated among themselves and with growth, but are closely correlated with new-enterprise formation.
We build on these patterns in Section 3 by estimating a baseline model in which economic growth is a function of initial conditions and new-enterprise formation. In turn, new-enterprise formation is modeled as a function of initial conditions and our policy variables; these include measures of privatization, price liberalization, control initiatives, and tax rates. Using the full data set, we find that increases in the extent of overall small-scale privatization, the share of privatization initiated at the local level, and regional control initiatives are all significantly associated with increases in new-enterprise formation, and thus with increases in economic growth.
In Section 4, we analyze the robustness of these results along several dimensions. We examine the validity of the exclusion of policy variables from our growth regression; the validity of the exclusion of growth from our new-enterprise-formation regression; the impact of excluding the three outlier regions from our sample; and the impact of the use of alternative measures of growth and new-enterprise formation in the analysis. In general, we find the results obtained using our baseline structural model and our full data set to be robust. We conclude in Section 5.
Data Description
In order to measure regional income growth, new-enterprise formation, reform policies, and initial conditions, we have compiled a data set that includes regions located in all eleven of Russia's geographic territories. There are 89 regions in Russia, including 21 republics, six krays, 49 oblasts, one autonomous oblast, ten autonomous okrugs, and two federal cities (Moscow and St. Petersburg). Ideally, we would work with data from all 89 regions. However, some of the variables we wish to measure are reported only at the capital-city level, and thus are not necessarily representative of the region as a whole.
To minimize this problem, we limit our sample to regions in which the capital city comprises at least 30 percent of the total regional population. 2 There are 47 such regions in Russia. These regions, along with their capital cities and geographic territories, are reported in Table 1 .
2a. Growth and New-Enterprise Formation
We use real per capita income data to measure growth in regional standards of living (GROWTH). Our baseline measure of GROWTH is the annualized average growth rate between 1993:IV and 1996:IV of regional per capita money income, deflated by a regional-level consumer price index. An alternative measure we consider is the growth in real per capita food income. This is the average annualized growth rate of per capita money income, deflated by the average cost of a basket of 19 basic food goods. 3 The cost of the basket is measured using surveys conducted in capital cities. The only difference between the baseline and alternative measures of growth is in the deflators they employ: the baseline measure is constructed using a relatively broad measure of prices measured at the regional (as opposed to the capital-city) level. The correlation between these alternative measures of growth is 0.734 in the full sample, and 0.560 in the sub-sample that excludes the "outlier" regions (see Table 3 ).
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Our baseline measure of new-enterprise formation (NEWENT) is the number of small legally registered private enterprises per thousand inhabitants as of January 1, 1996. This measure approximates the regional "stock" of private small enterprises, since regional governments typically require their enterprises to register on an annual basis. An alternative measure we employ is the number of workers employed in the firms included in our baseline measure per thousand employed workers as of January 1, 1996 (the data source for both measures is Goskomstat Rossii, 1997) . The correlation coefficient between these measures of new-enterprise formation is 0.912 in the full sample and 0.764 in the sub-sample (see Table 3 ). While employment ceilings that define small enterprises vary across industries, the typical small enterprise employs no more than 200 workers. These small private enterprises include privatized former state enterprises, spin-offs from privatized state enterprises, and startups. Legal startups and spinoffs began to appear in the Former Soviet Union in the late 1980s and rapidly expanded when Russia began instituting radical economic reforms in the early 1990s (Aslund, 1997) . Thus, our NEWENT measures are intended to capture the accumulated regional "stock " of legal entrepreneurial activity.
2b. Policy Variables
In its quest to transform its economy from a socialist to a capitalist system, the federal government of Russia initiated a broad range of policy reforms. But while the federal government initiated these reforms, their implementation has largely been the responsibility of regional governments.
As a result, there has been considerable variation in the mix of reforms adopted at the regional level. The policy variables we analyze attempt to quantify this regional variation.
An important component of the policy reforms adopted in Russia involves the privatization of state-owned enterprises (proponents of the adoption of this type of reform include Shleifer and Vishny, 1994; and Boycko, Shleifer and Vishny, 1995) . We quantify regional privatization activity using two measures. The first -TPRIV -is taken from Lavrov (1996) ; this measure characterizes the overall extent of small-scale privatization within each region. Specifically, this measure ranks each region on the scale [1, 0.8, 0.6, 0.4, 0.2] as the percentage of small previously state-owned firms that had become privatized as of July 1996 ranges over 95 percent, between 90 and 95 percent, between 80 and 90 percent, between 50 and 80 percent, and below 50 percent. The reason for basing this measure on the extent of small-scale privatization is that our interest is in quantifying regional attitudes toward reform: the privatization of small enterprises has generally been the responsibility of regional (provincial and local authorities), while large-scale privatization has been primarily the responsibility of the federal government.
To further quantify regional attitudes towards privatization, we augment TPRIV with a second measure of the decentralization of the privatization process (LPRIV). This measures the average share of all privatized enterprises -both small-and large-scale -between 1993 and 1995 that were previously under local-government jurisdictions, as opposed to provincial or federal jurisdictions (the source of this measure is Goskomstat Rossii 1994a; 1995a; 1996a) . Typically, when TPRIV is large, so too is LPRIV (see Appendix Table A1 Another important component of the policy reforms adopted in Russia involves the liberalization of prices, which had largely been controlled by the state in the Former Soviet Union (early proponents of the adoption of rapid price liberalization include Boycko, 1992; Murphy, Shleifer and Vishny, 1992; and Osband, 1992) . We measure the extent of regional price liberalization (PRICE) using a Goskmostat survey of a basket of 73 food goods; the survey was conducted in capital cities in October 1995 (see European Union 1996a,b). In the survey, each good was checked for the type of regulation it was subject to. The regulation types include the following: allocation by rationing and the issuance of coupons (most conservative); sales subject to price ceilings (medium regulation); prices regulated by direct controls such as subsidies and limitations on price mark-ups (light regulation); and no price controls (liberalized). The survey tallied points for the extent of price regulation on each product. We sorted these results and ranked each region on a uniform scale from most regulated (1/47) to most liberal (1). Regions that score high in our price measure also tend to feature high privatization measures (see Table A1 ). A fourth policy variable we consider is the average regional tax rate (TAX). This is measured using budgetary data collected in 1994 and 1995 from the Russian Ministry of Finance (see Keen and McAuley, 1996) . It is constructed by deducting federal transfers from overall regional-government revenue, then dividing the remainder by money income. A better measure would be based on marginal tax rates for enterprise activity within the region, but we lack the data to construct such a measure.
Another caveat with our measure is that it does not include unreported payments to corrupt and cashstrapped governments; it also ignores payments to protection groups (for these measurements at the national level in transition economies, see Johnson, Kaufmann and Shleifer, 1997) .
A final aspect of Russia's reform we consider is the decentralization of power from the federal to regional governments. Theoretical and empirical work on decentralization argues that, in the absence of privatization, regional governments that have significant control over their capital stocks are better able to encourage new-enterprise formation (e.g., see Shleifer and Vishny, 1993; and Berkowitz and Li, 1999) .
In the case of Russia, under socialism, regional governments had little control over their capital stocks:
major enterprises and infrastructure were under the jurisdiction of the federal government and its ministries. During transition, provincial and local governments have competed with each other, the federation, enterprise mangers, ministerial officials, and financial groups for control over major enterprises, which provide key sources of tax revenue, employment, and public goods and services. In
Russia's somewhat chaotic decentralization efforts, federal governments, regulatory organs, and regional governments have often had overlapping claims to cash flows, outputs, and resources from the same enterprises. Since it is difficult for these agencies to coordinate policy, the resulting tax and regulatory system has in many regions become non-transparent and burdensome, thus retarding new-enterprise formation (Frye and Shleifer, 1997) . In contrast, regional governments that gained substantial control over their capital stocks have a choice: they can use their power either to prey upon new enterprises, or develop a regulatory environment that encourages new-enterprise formation (Berkowitz and Li, 1999) .
We measure the extent of decentralization (CONTROL) using a survey of the share of the regional capital stock that regional governments own (see the European Union, 1996a). The remainder is owned by federal agencies, non-profit organizations, private companies (including foreign ones) and private citizens. By capital stock, we refer to buildings, equipment, machinery and social infrastructure.
CONTROL ranks each region on the scale [1, 0.8, 0.6, 0.4, 0.2] as the share of regional capital owned by the regional government as of January 1995 ranges over 40 percent, between 30 and 40 percent, between 20 and 30 percent, between 15 and 20 percent, and lower than 15 percent. Since the federation has less leverage over regions that control the bulk of their capital, CONTROL provides a proxy for a regional government's ability to conduct an independent tax policy. However, the proxy is imperfect: low values of CONTROL may reflect high levels of private (as opposed to federal) ownership, and thus does not necessarily imply an inability of the regional government to conduct an independent tax policy.
It is not surprising that regions that score high on CONTROL tend to rank poorly on small-scale privatization (the correlation between CONTROL and TPRIV is -0.303). For example, the Republics of Tatarstan, Kabardin Balkar, Mariy-El and North Osetia and the Tyumen oblast all rank highest in CONTROL; however, each of these regions is below average in TPRIV. Kamchatka oblast and the Adyegey Republic are the only other regions in the top rank for CONTROL, and both are roughly average for TPRIV. More notable is the relationship between CONTROL and the average regional tax rate (TAX). This is illustrated in Figure 3a , which plots TAX against CONTROL, and the fitted line obtained by regressing TAX on a constant and CONTROL. There is clearly a negative relationship between TAX and CONTROL: the correlation between the two variables is -0.321. What is more interesting is that the variance in TAX from the predicted fit is highest for those regions ranking highest in CONTROL. This suggests that regional governments become less predatory as they acquire more control over their capital stock up to a certain point. In the highest CONTROL category, a dichotomy emerges: regional governments seem to provide a tax environment that is either conducive or hostile to new-enterprise formation. In particular, the Republics of Tatarstan (CONTROL = 1, TAX = 34.7 percent) and Mariy-El (CONTROL = 1, TAX = 28.8 percent) appear predatory. Figure 3b eliminates these two "predators"; in this case, the correlation between TAX and CONTROL intensifies to -0.585.
With the exception of TAX and CONTROL, the policy variables are constructed to have a theoretically positive relationship with new-enterprise formation. Regarding TAX, higher values of course reflect higher regional tax burdens, and therefore may have a negative relationship (for a theoretical analysis of this relationship, see Johnson, Kaufmann and Shleifer, 1997) . Regarding CONTROL, the expected relationship is ambiguous. If CONTROL is a good proxy for the ability of a regional government to conduct an independent tax policy and the regional government is not predatory, we would expect the relationship to be positive. If instead higher values of CONTROL signal predatory governance, as seems to be true in Tatarstan and Mariy-El, the relationship could be negative.
2c. Initial conditions
Our primary focus is on the relationship between policy, new-enterprise formation and growth.
However, in order to control for the influence of other relevant factors, we also consider three measures of regional initial conditions. The first is a measure of initial standards of living.
There is a large literature on the relationship between initial standards of living and growth. For example, Barro and Xavier Salai-i-Martin (1992) present evidence of convergence in standards of living across U.S. states. Regarding transition economies, Blanchard and Kremer (1997) make a theoretical argument and provide confirming evidence that the denser were inter-industry flow patterns under socialism, the more disorganization tended to occur during transition as state-sector enterprises were restructured and privatized, and thus the greater were resulting declines in output. de Melo, Denizer, Gelb and Tenev (1997) show that countries that had stronger traditions of market institutions prior to the advent of socialism experienced stronger growth performances during their transitions. Finally, Jefferson and Rawski (1994) and Ofer (1999) show that regions within China and Russia with relatively high initial standards of living have tended to undertake relatively extensive economic reforms.
Our measure of initial regional standards of living (INITIAL) is nominal per capita income divided by the cost of the basket of 19 basic food goods in 1993:IV. While it would have been useful to report an earlier standard of living, our measure is based on the earliest available price data that encompass a broad regional consumption basket.
The second regional initial condition we consider is initial production potential (IO), which is measured using data taken from Gaddy (1996) , who reported labor shares employed in various industrial sectors and the defense industry within each region in 1985. We multiplied these shares by the industry's value added, net of labor costs (intermediate shadow-profit rate), and summed the resulting products to compute IO. These intermediate shadow-profit rates use world-market prices and Soviet input-output tables, and were computed by Senik- Leygonie and Hughes (1992) . It is worth noting that the oil and gas industries have the highest value added in the industrial sectors, while food processing has the lowest (indeed, negative) value added. IO is meant to characterize the basic industrial structure of the region prior to transition: a high value indicates the regional presence of relatively competitive industries (e.g., oil and gas production). A priori, we expected this variable to be positively associated with GROWTH.
The final initial condition we consider is the regional importance of the defense industry (DEFENSE) prior to transition. This measure is taken from Gaddy (1996) ; it is the number of workers employed in the defense industry per thousand employed workers in the region in 1985. Gaddy argues that the defense industry should have a positive impact on growth because it attracted highly skilled workers and gave regions strong political connections with major power brokers in Moscow. We expected DEFENSE to have a positive relationship with GROWTH, given the relative stability of this industry in an otherwise turbulent economic environment. Tables 2, 3 , and A1 summarize our data. Several aspects of Russia's inter-regional growth experience are evident in these tables. First, the overall growth record is poor. In the full sample, only seven of the 47 regions experienced positive real income growth over this period; in contrast, 19 had growth rates between -9.9 percent and -22 percent ( Table 2 ). The growth rates obtained by deflating income by food prices are less dismal: 12 regions experienced positive growth according to this measure, and the average annual growth rate of -2.2 percent in this measure compares well with the average rate of -6.7 percent observed in the baseline measure. This difference in growth measures is consistent with the overall inflation record in Russia: services and non-food goods have generally become more expensive relative to food goods over this period.
2d. Summary statistics
Second, there is a strong relationship between growth and new-enterprise formation. This has been noted in the Introduction and Figures 1 and 2 for our baseline measures of these variables. Table 3 illustrates that, in the full sample, this relationship remains strong when we use food income and/or employment in new firms in measuring growth and new-enterprise formation. However, relationships are weaker in the sub-sample that excludes the three outlier regions: the correlation between real income growth and employment is 0.328, the correlation between food-income growth and employment is 0.256; and the correlation between food-income growth and the number of new firms is only 0.025.
Third, in general, the reform variables are quite weakly correlated amongst themselves (Table 3) , and there is considerable inter-regional variability in the mix of adopted policies (Table A1) The correlations in Table 3 also show that, except for LPRIV (and PRICE using our alternative measure of GROWTH), the relationship between the policy and growth is weak. For example, the Saratov oblast and the city of Moscow both implemented broad small-scale privatization and extensive price liberalization. However, Moscow had the most rapid growth in both real and food income, while Saratov had one of the worst growth records in either category. As a second example, both the Tyumen oblast and the Republic of Adyegey had the highest control over their regional capital stocks and very low tax burdens. However, while Tyumen experienced positive growth in both real income and food income, the Adyegey Republic experienced one of the worst growth records in our sample.
Finally, there is a stronger relationship between our policy measures and new-enterprise formation. As previously noted, a priori, we would expect to observe a positive relationship between TPRIV, LPRIV and PRICE and NEWENT; a negative relationship between TAX and NEWENT; and a positive relationship between CONTROL and NEWENT for regions where the regional government is not predatory. The distribution of new firms per thousand inhabitants in our sample is skewed upwards (with median 3.88 and average 4.39), and there are 15 above-average regions in our sample. Of these regions, 11 out of 15 are above average in at least three out of the five policy measures, and three (Novgorod, Kamchatka and Magadan) are above average in all five policy variables.
Having summarized general patterns evident in the data, we now turn to a more formal regression analysis. In the next section we present a set of baseline results. We then characterize the robustness of these results to a variety of considerations.
Baseline Estimates
The clearest pattern of results we obtain emerges from OLS estimates of the following model:
(1) NEWENT = γ 0 + γ 1 INITIAL + γ 2 TPRIV + γ 3 LPRIV + γ 4 PRICE + γ 5 CONTROL + γ 6 TAX + e (2) GROWTH = β 0 + β 1 INITIAL + β 2 IO + β 3 DEFENSE + β 4 NEWENT + u
The specification of this model resulted from an extensive diagnostics analysis, and the estimates we obtained were subjected to an extensive set of robustness checks. In this section, we will focus on OLS estimates of (1) and (2) obtained using the full data set, and our baseline measures of GROWTH and NEWENT; these are presented in Table 4 . The robustness of these estimates is discussed in Section 4.
Regarding the NEWENT regression, the fit of the model is impressive: we obtain an R 2 statistic of 0.519, and each of the policy variables has a coefficient of the expected sign. The coefficients on PRICE and TAX are statistically insignificant, but the remaining coefficients are significant at the 5-percent level. They are also significant quantitatively. Specifically, the coefficient estimates on TPRIV, LPRIV and CONTROL indicate that, everything else equal, a one-standard-deviation increase in these variables corresponds with an additional 1.04, 0.67 and 0.82 new firms per 1,000 inhabitants in the region, respectively.
At first glance, the insignificance of PRICE in the NEWENT regression is surprising, since the presence of price controls is suggestive of a hostile environment for enterprises. However, since regulators can typically administer prices in state and former-state enterprises, but have limited control over prices for enterprises operating outside the state sector, this result is perhaps not surprising after all (Berkowitz, DeJong and Husted, 1998) . The insignificance of TAX is surprising, since Russian entrepreneurs frequently complain that the tax system represents their biggest impediment to success (Hendley et al., 1997) . However, much of this burden is in the form of unreported payments demanded by cash-strapped or corrupt government officials (Frye and Shleifer, 1997) ; the fact that these payments are not captured in our official budgetary data may account for the insignificance of our measure.
As noted above, to the extent that CONTROL is a good proxy for a regional government's ability to conduct an independent tax policy, the significance of this variable supports the theoretical work of Shleifer and Vishny (1993) and Berkowitz and Li (1999) . When decentralization results in a de facto system in which different levels of government have overlapping control over enterprises, predatory behavior among competing tax authorities can result, thus retarding the entry and development of new legal enterprises. Another possible reason for the significance of CONTROL is that a substantial component of controlled capital stocks is social infrastructure (which includes roads, sewers, bridges, ports and communications facilities). A regional government that enjoys well-defined control rights has an incentive to maintain or improve its social infrastructure: doing so enables enterprises to operate more efficiently, thus strengthening its regional tax base. This incentive is weakened as the number of agencies with overlapping control rights increases, since the incremental tax revenue from investment in social infrastructure is typically shared in an uncoordinated fashion among competing agencies. Unfortunately, there is no way to determine from the data the proportion of the capital stock that is comprised by social infrastructure in our measure of CONTROL (the other significant component of our measure is state enterprises, which have no obvious positive benefits for NEWENT). Despite the impurity of our measure, it nevertheless has impressive explanatory power.
The privatization variable TPRIV has obvious direct implications for NEWENT; its significance is certainly not surprising. Finally, the significance of LPRIV indicates a prominent role for localgovernment privatization initiatives in spurring new-enterprise formation.
Regarding the GROWTH regression, the fit of the model is also quite good: here, we obtain an R 2 statistic of 0.47. Surprisingly, neither INITIAL nor IO have statistically significant coefficients; however, the coefficients on DEFENSE and NEWENT are significant both statistically and quantitatively. Our estimates indicate that a one-standard-deviation increase in DEFENSE (an additional 13.11 workers per thousand employed in the defense industry) corresponds with an additional annual growth rate of 1.62 percent. And remarkably, a one-standard-deviation increase in NEWENT (an additional 2.66 new firms per thousand inhabitants) corresponds with an additional annual growth rate of 5 percent.
Robustness
The robustness of the baseline estimates presented in Table 4 was evaluated along several dimensions. These fall under four general categories: sensitivity to the exclusion of the three "outlier"
regions; sensitivity to the use of the alternative measures of GROWTH and NEWENT; the impact of potential simultaneity between GROWTH and NEWENT; and the specific structural specification of (1) and (2) --most notably, the restriction of GROWTH from the NEWENT equation, and the restriction of NEWENT from the GROWTH equation.
Given the first two categories, we worked with four measures of both GROWTH and NEWENT in each stage of our analysis: the baseline and alternative measures in both the full data set and the subsample obtained by excluding the "outlier" regions. OLS estimates of (1) obtained using the four measures of NEWENT are presented in Table 5 . Several comparisons with the estimates in Table 4 (reprinted in the first row of Table 5 ) are notable. First, the statistical significance of TPRIV, LPRIV and CONTROL is robust to the exclusion of the "outlier" regions, but the quantitative significance of each variable is roughly cut in half (as is the R 2 statistic). However, of these variables, only TPRIV remains statistically significant when the alternative measure of NEWENT is used (employment in new firms per 1,000 inhabitants). Given the high correlation between the two NEWENT measures, this latter result is surprising. Evidently, these policy variables correspond relatively closely with the number of new firms in each region, but less closely with employment levels in these new firms. PRICE and TAX are insignificant in all four regressions, and INITIAL is significant using both measures of NEWENT, but only in the full data set.
Since both GROWTH and NEWENT appear in (2), there are eight possible combinations of these variables to consider in estimating this equation. In addition, their joint inclusion in (2) raises the possibility that OLS estimates of (2) are tainted by simultaneity bias. Thus, we estimated this equation using both OLS and two-stage least squares (2SLS). In generating 2SLS estimates, we first regressed NEWENT on levels and squares of each of the variables included in (1), as well as IO and DEFENSE, and then used the instrumented version of NEWENT in estimating (2). So, we estimated (2) using eight combinations of GROWTH and NEWENT and two estimation procedures, yielding 16 sets of estimates.
These are reported in Table 6 .
Each row of Table 6 reports OLS and 2SLS estimates of each coefficient side-by-side; the baseline results reported in Table 4 are reprinted in the first row of Table 6 for comparison. In the full data set, each of the eight estimates of the coefficient on NEWENT is positive and significant; the estimates range from 1.47 to 1.951 (the baseline estimate is 1.882). The significance of the remaining variables is sensitive to the measure of GROWTH we employ: the coefficient on DEFENSE is positive and significant only in using the baseline measure; and the coefficients on INITIAL and IO are significant only in using the alternative measure. The coefficients on INITIAL indicate that in terms of food purchasing power, Russia's regions have shown a tendency towards convergence during this period.
The pattern of findings regarding the coefficients on DEFENSE and INITIAL carry over to the sub-sample: the coefficients on DEFENSE are positive and significant using the baseline measure of GROWTH; and the coefficients on INITIAL are negative and significant using the alternative measure of GROWTH. The coefficients on IO are always insignificant in the sub-sample. Finally, the coefficients on NEWENT are positive and significant in four out of eight cases. Using the baseline measures of GROWTH and NEWENT, the coefficient estimates (1.673 using OLS, 1.714 using 2SLS) are similar to their full-sample counterparts; in the remaining cases the coefficient estimates are lower by approximately one standard deviation on average.
Given concerns regarding potential simultaneity, either due to feedback or the omission of variables that have a joint impact on GROWTH and NEWENT, a comparison of the OLS and 2SLS
estimates is of interest. We tested the equivalence of these estimates formally for all eight combinations of GROWTH and NEWENT measures using Hausman's (1978) specification test, and failed to reject the null hypothesis of equivalence in each case. For example, we obtained a test statistic of 0.63 using the full sample and the baseline measures of GROWTH and NEWENT; the asymptotic distribution of this statistic is χ 2 (5), implying a p value of 0.98. The closest we came to rejecting the null was in the subsample, using the alternative measures of each variable. The test statistic we obtained in this case is 1.75, which has a p value of 0.88. Thus we failed to find evidence of simultaneity in the data.
Another concern is with the exclusion restrictions embodied in (1) and (2). Two restrictions are of particular interest. The first involves the exclusion of the policy variables in accounting for GROWTH in (2). We tested this restriction in two ways. First, using OLS, we regressed GROWTH on the entire set of variables analyzed in this study, and tested the joint exclusion of the policy variables using an F test.
The results of this test, and the coefficient on NEWENT estimated using this model, are reported in Table   7 for all combinations of our measures of GROWTH and NEWENT. The exclusion restrictions are not rejected in the four regressions that involve the baseline measure of GROWTH, but are rejected using the alternative measure in three of the four cases; PRICE, TPRIV and CONTROL are all significant in accounting for this measure of GROWTH. However, the coefficient estimates obtained for NEWENT in this model continue to reflect the importance of NEWENT in accounting for GROWTH: the coefficient on NEWENT is significant in seven of the eight cases, and the coefficient estimates obtained using this model are uniformly higher than those obtained using (2) (reported in Table 6 ).
Second, we conducted a sequence of exclusion-restriction tests using 2SLS. This involved modifying (2) to include all but one of the policy variables, with the remaining variable serving as the lone instrument for NEWENT in (1). We estimated each of the five possible versions of this modification of the model (one for each policy variable), and tested the joint exclusion of the policy variables included in the GROWTH equation. The results of this exercise mirror those reported in Table 7 , thus we do not report them in detail here.
The second restriction of interest is the exclusion of GROWTH from the NEWENT equation (1).
To test this restriction, we estimated a version of (1) that was modified to include GROWTH as an explanatory variable. Using IO and DEFENSE as instruments for GROWTH, we estimated this modification of (1) using 2SLS. The estimates of the coefficient on GROWTH we obtained are reported in Table 7 ; they are statistically insignificant in all eight cases.
Taken together, our results broadly support the importance of new-enterprise formation in generating economic growth in Russia. Policy reforms that appear particularly important in generating new-enterprise formation include regional-government privatization initiatives, and regional-government initiatives to gain control over capital stocks.
5
5 In a related robustness check, we explored the impact of excluding the seemingly predatory regional governments in the Tatarstan and Mariy-El Republics in measuring CONTROL. As Figure 3 illustrates, excluding
We conclude by noting that our findings complement and extend Warner's (1999) work on the relationship between reform and voting behavior at the regional level. Warner shows that reform-oriented regions tended to support pro-reform parties in Russia's December 1995 parliamentary elections. In Table   8 , we report the relationship between voting patterns, policy, new-enterprise formation and growth in our data sample. To measure voting patterns, we divided our sample into two categories: Non-Red-Belt and Red-Belt Regions. In Non-Red-Belt regions, the majority of votes cast in both rounds of the June 1996 presidential elections were cast for the pro-reform incumbent (Yeltsin); in Red-Belt regions, majorities voted for the ant-reform opposition (Zyuganov) in the second (and decisive) round of the election.
Consistent with Warner's findings, Red-Belt regions have relatively low measures of NEWENT, LPRIV and PRICE; differences between these measures are all statistically significant at the five-percent level.
Moreover, Red-Belt regions grew at slower rates on average than Non-Red Belt regions (-10.16 percent versus -3.97 percent in our baseline measure, a difference that is significant at the one-percent level). 
Conclusion
We have explored the relationship between economic policy reforms, new-enterprise formation, and economic growth in Post-Soviet Russia. Most notably, we have found that local-government privatization initiatives and regional-government initiatives to gain control over their capital stocks exhibit strong positive relationships with the formation of new enterprises, which in turn exhibits a strong positive relationship with economic growth.
At the aggregate level, Russia has experienced a difficult transition to a market-oriented economy. Despite this, there are clearly regions within Russia that have experienced economic success during transition. Our results suggest that a more widespread pursuit of privatization and control initiatives at the regional-government level could hold the key to a brighter economic future throughout Russia.
these regions strengthens the negative relationship between CONTROL and TAX. It also strengthens the relationship between CONTROL and NEWENT. For example, using the baseline measure of NEWENT, this exclusion raises the coefficient estimated in (1) from 3.258 to 3.958, and the coefficient remains statistically significant at the five-percent level. Note: G0 refers to growth in real income, G1 to growth in food income, S0 to new enterprises, S1 to employment in new enterprises. 
