Abstract. This work proves the convergence in L 1 (R 2 ) towards an Oseen vortex-like solution to the dissipative quasi-geostrophic equations for several sets of initial data with suitable decay at infinity. The relative entropy method applies in a direct way for solving this question in the case of signed initial data and the difficulty lies in showing the existence of unique global solutions for the class of initial data for which all properties needed in the entropy approach are met. However, the estimates obtained for the constructed global solutions in L 1 ∩ L 2 show the asymptotic simplification of the solutions even for unsigned initial data emphasizing the character of this equation to behave linearly for large times.
1. Introduction. In this work, we deal with the asymptotic behavior for a system of equations arising in two dimensional models of fluid mechanics, the so called quasigeostrophic equations. Atmospheric fronts were modelled in [9] by these equations without dissipation. The dissipative two dimensional quasi-geostrophic (2DQG) equations are derived from general quasi-geostrophic equations [25] in the special case of constant potential vorticity and constant buoyancy frequency [9] and they read as follows In other words, the velocity field is given in terms of Riesz transforms of the potential temperature that will be denoted by the operator u = R[θ].
Let us remark the existence of a special self-similar solution of the 2DQG. Fix κ = 1 for the remainder of the paper and let γ ∈ [0, 1]. Let G γ (t, x) ∈ L 2 (R 2 ) be defined as G γ (t, ξ) = e and the fact that Fourier transform preserves radial symmetry. Using the expression of the velocity field (1.2) and the fact that both ψ G γ and G γ are radial functions, we have the following orthogonality property (u · ∇)G γ = ∇ ⊥ ψ G γ · ∇G γ = 0. Since G γ (t, x) is the fundamental solution of the operator ∂ ∂t − ∆ γ , then it takes the delta Dirac distribution δ 0 as initial data weakly as measures. In other words, θ(t, x) = G γ (t, x) with its corresponding stream function is a source-type solution for the 2DQG equations.
We will show that this particular self-similar solution of 2DQG for γ = 1, i.e. the heat kernel G = G 1 for the equation    ∂θ ∂t − ∆θ + u∇θ = 0, x ∈ R 2 , t > 0,
plays the same role as the Oseen vortex for the two dimensional Navier-Stokes (2DNSV) equations in vorticity-velocity formulation. The Oseen vortex has recently been proved by T. Gallay and C.E. Wayne [15, 16] to be globally asymptotically stable for all initial integrable vorticities regardless of their sign. Moreover, they obtain decay rates towards the Oseen vortex under suitable additional conditions on the initial data. The space L 1 (R 2 ) is natural for the 2DNSV due to the homogeneity of the Biot-Savart law while for the 2DQG the right homogeneity space is L 2 (R 2 ). However, the "mass" is preserved, at least formally, for (1.3).
Existence of self-similar solutions with local basins of attraction has been shown in [4] in Lorentz spaces and some spaces of tempered distributions with the right homogeneity, i.e. θ 0 ∈ L 2,∞ (R 2 ). Assuming that the initial data belongs to the strong L p space with the right homogeneity θ 0 ∈ L 2 (R 2 ), it was proved in [4] that there exist global solutions for small initial data satisfying the decay lim t→∞ θ(t) L 2 (R 2 ) = 0.
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The main result of this paper shows that the self-similar solution G characterizes the long-time asymptotics of (1.1) with γ = 1 for signed initial data in L 2 (m) ⊂ L 1 (R 2 ) with m > 1, see section 3 for a precise definition of the weighted space L 2 (m). More precisely, we prove that given θ 0 ∈ L 2 + (m), there exists a unique global in time positive solution θ(t, x) with
where η is identified by the initial mass
and the constant C is explicitly computable in terms of the initial data. This asymptotic simplification result is also true for unsigned initial data in L 2 (m) and in L 1 ∩ L 2 (R 2 ) with different rates and no explicit constants, see last section for precise statements.
The result for signed initial data is achieved following some of the key ideas of [15] , namely, the existence of an important Liapunov functional for the 2DNSV equations: the relative entropy. The use of relative entropy arguments in the case of signed initial data has been very successful in coping with similar situations in diffusion-dominated nonlinear equations [14, 6, 3] for which the convective terms are asymptotically negligible. In fact, the entropy dissipation arguments for positive initial data, used in [15] and in our case, are similar to the basic ideas applied by G. Toscani [30, 31] for the linear heat equation based on the logarithmic Sobolev inequality [18] . Finally, let us point out that the method used cannot be extended to the cases 0 < γ < 1 since we do not know how to find a suitable relative entropy functional.
However, the new difficulty that we face for unsigned initial data is that the homogeneity of the equation in L 2 (R 2 ) and not in L 1 (R 2 ) produces a nonautonomous dynamical system in self-similar variables. This new feature avoids the possibility of LaSalle-type arguments and thus, we cannot describe the long time asymptotics for unsigned initial data as in [15] . Here, we proceed by direct estimates showing the decay to zero of the bilinear terms in suitable norms. This procedure succeeds but it does not give the optimal rates expected from the signed case.
On the other hand, let us mention that although global existence and properties of the solutions of the dissipative QG equations in different functional settings have been analyzed in [10, 8, 12, 19, 32, 33, 34, 27, 28, 4] , no one of these results contain a wellposedness theory of solutions in the class
with all the properties needed to use entropy methods. Some properties regarding the time decay of solutions and their derivatives in this class have been obtained in [11] and [28] . Therefore, we will devote next section to show the global existence, uniqueness, L p estimates on the solutions and their derivatives and maximum principle for initial data in the class
. Moreover, after self-similar change of variables, we will also need to show the decay at infinity of solutions, i.e., they belong to L 2 (m) and their regularity to be able to apply entropy-like arguments. This will be the objective of Section 3. Finally, we will show in Section 4 the main results of this work concerning the asymptotic simplification of this model in the sets of initial data mentioned above.
2. Global existence of smooth solutions in L 2 (R 2 ). Let us start this section by recalling some known facts about the heat kernel in L p (R 2 ) whose norm will be denoted by · p . Let G(t) be the convolution operator with the heat kernel G(x, t), i.e., G(t)f = G(·, t) * f where
The standard scaling invariances of the heat kernel G(x, t) such as G(x, t) = t −1 G(xt 
2)
Proof. The first part of lemma is a well-known property of heat kernel. In order to prove the second part, we use (2.1) with r = 2 and p = q to obtain
Now, let us take an approximating sequence
. Using again (2.1) with r = p = q, we get G(t)θ 0,m q ≤ C θ 0,m q and thus
for all m ∈ N. Previous estimate (2.3) implies that the sequence t
) and converges in · q to the function t α 2 G(t)θ 0 uniformly in any time interval (0, T ) for all T > 0. Here, we have denoted by BC the class of bounded and continuous functions from the corresponding interval into a Banach space. Therefore, we conclude taking into account (2.4).
The main aim of this section is to show the global well-posedness and the regularity of the 2DQG in the homogeneity space L 2 (R 2 ). Furthermore, we will obtain estimates on the time decay of L p -norms of the solution and its spatial derivatives. Let us introduce suitable function spaces to analyze the Cauchy problem for the system (1.3) based on L p -spaces.
Definition 2.2. Let E q,T be the space of all functions h(t, x), with t ≥ 0 and x ∈ R 2 , such that
where α = 1 − 2 q . The norm in E q is naturally defined by
Let us make precise the notion of mild solution we deal with:
Let us remark that the free divergence of the velocity field has been used in the integral form of the solution. Finally, let us point out that this section can be generalized completely for the general 2DQG equation (1.1) in the corresponding homogeneity space L 24]). Let X be a Banach space with norm · X , and B : X ×X → X be a continuous bilinear map, i.e., there exists K > 0 such that for all x 1 , x 2 ∈ X we have
Given 0 < ε < 1 4K and y ∈ X, y = 0, such that y X < ε, there exists a solution x ∈ X for the equation x = y + B(x, x) such that x X ≤ 2ε. The solution x is unique in the ball B(0, 2ε). Moreover, the solution depends continuously on y in the following sense: If ỹ X ≤ ε,x =ỹ + B(x,x), and x X ≤ 2ε, then
We prove the following well-posedness results for mild solutions.
Theorem 2.5. Let θ 0 ∈ L 2 and 2 < q ≤ ∞. There exists T > 0 such that the initial value problem for (1.3) has a unique mild solution θ(t, x) ∈ E q,T . Furthermore, assume
By Lemma 2.1, we have already proved that the linear part of the equation can be estimated from the initial data. As a consequence of Lemma 2.4, one needs to verify the continuity in E q,T of the bilinear terms in the integral form of the QG equation to obtain the well-posedness theorems for the solutions of the integral equation. The continuity at 0 + will finally end the proof of well-posedness of mild solutions. For this, we have the following lemma: Lemma 2.6. Let 2 < q ≤ ∞, θ and φ ∈ E q,T . Then
Proof. Let q ′ < r ≤ q and 2 < q < ∞. By estimate (2.1), we have that
where in the last line we used the continuity of the Riesz transform in L p when 1 < p < ∞. Therefore, doing r = 2, we obtain
where the integral I(t) in the right-hand side can be computed as
Now taking r = q, we get
and thus, we finish the proof of continuity of the bilinear form in E q,T . The second part of the lemma follows by
Proof of Theorem 2.5. We will perform the proof in two steps:
Step 1. We start by proving that for θ 0 ∈ L 2 (R 2 ), there exist T 1 > 0 and ε 1 > 0 sufficiently small, and a unique solution of integral equation (2.5) such that lim t→0 t α 2 θ q = 0 and sup
For this, let us consider the normed space
· q , where ε 1 > 0 and T 1 > 0 will be chosen below. Since θ 0 ∈ L 2 (R 2 ) and by using (2.2), for each ε 1 > 0, we can find T 1 > 0 sufficiently small, such that sup
Now, choosing ε 1 > 0 and T 1 > 0 small enough, note that by inequality (2.6), we can apply Lemma 2.4 in the space H ε 1 ,T 1 to obtain a unique solution θ(t, x) of integral equation (2.5) in H ε 1 ,T 1 with the desired property.
Step 2. To finish the proof of the well-posedness of mild solutions in E q,T , it remains to
Let us choose 0 < ε ≤ ε 1 and 0 < T ≤ T 1 such that 2Kε < 1 and sup 0<t<T t α 2 θ 0 q ≤ 2ε. The well-posedness in H ε shows that sup 0<t<T t α 2 θ q ≤ 2ε. Since the solution given by Lemma 2.4 in H ε is obtained by recursion
where k ∈ N , we can use Lemmas 2.1 and 2.6 to get
and sup
Therefore, we can estimate
Taking R = 2Kε < 1, we can write
and thus,
Finally, Lemma 2.6 implies
2 ) and thus, it converges to θ ∈ BC([0, ∞); L 2 ), by uniqueness of the limit in distributional sense.
Adapting the arguments of T. Kato in [23] we can prove that the constructed solutions are C ∞ -smooth instantaneously. These arguments are included in [4, Proposition 3.15].
Proposition 2.7. Let θ(t, x) ∈ E q,T be the unique global mild solution of Theorem 2.5.
As a consequence, the solution θ(t, x) is infinitely smooth in space and time.
2.2. Global existence. In order to show that solutions obtained in the previous subsection exist for all T > 0, we will need global L p -bounds on the solutions.
Proposition 2.8. Let θ 0 ∈ L 2 and θ(t, x) be the unique global mild solution of Theorem 2.5 with initial data θ 0 . Then for all 0 < t < T , we have that θ(t) 2 
Proof. Let 2 ≤ q < ∞ and let us fix the notation θ(t) q = |θ(t)| q−1 θ(t). By Proposition 2.7, the solution θ is smooth for time 0 < t 1 ≤ t < T and θ(t, x) → 0 when |x| → ∞. Since that ∇· Rθ = 0, we integrate by parts and obtain for 0
We can obtain an analogous estimate in case we use as test function a regularized version of the sign function; we omit the details since the procedure is fairly standard. Passing to the limit in the regularization parameter we deal with the q = 1 case. Summarizing,
Now, taking the limit t 1 → 0 we conclude the proof.
With the previous maximum principle like estimate, we can extend now our solutions.
Theorem 2.9. Let θ be the solution of Theorem 2.5 with initial data θ 0 ∈ L 2 . Then, θ is a global solution of (2.5) and
. We continue the solution θ, by solving the initial value problem with the initial data θ( and obtain a solution for t ∈ [0,
2 + T 2 ) and so on. By Theorem 2.5, we know that θ(
2 ∩ L q and by Proposition 2.8, we have that
Thus, we have that T 1 , T 2 , · · · ≥T > 0 whereT > 0 depends only on θ( 
Proof. In order to show the first part, we proceed as in Kato ([21] ). By GagliardoNirenberg inequality we have
Now, by substituting in (2.9) and using the notation h q (t) = θ(t)
Since θ(t) 2 ≤ θ 0 2 , if we take q = 2 n with n = 2, 3, . . . , we can solve the differential inequality (2.14) and obtain for all t > 0
and M 2 = θ 0 2 .
Using the fact that
Letting n → ∞, we get
and by interpolation we obtain for all 2 ≤ q ≤ ∞,
Using that θ(t) 1 ≤ θ 0 1 and starting the sequence q = 2 n at n = 1 (instead of starting at n = 2), we proceed analogously to obtain
finishing the proof.
Remark 2.11. An important observation is that the velocity field R[θ] satisfies the same estimate also in case q = ∞. In fact, we use the Gagliardo-Nirenberg inequality together with the continuity of the Riesz transform in L q with 1 < q < ∞, to estimate (2.12) with q = 4, and get
we also obtain
Proposition 2.12. Let θ be the solution of Theorem 2.5 with initial data θ 0 ∈ L 2 . If k ∈ N and 2 ≤ q ≤ ∞, then
Proof. We proceed by induction. The estimate in case k = 0 corresponds to (2.15). Now, assume that the inequality (2.17) holds for any integer number 1 ≤ n ≤ k. We will prove that is true for n = k + 2h, with 0 < h ≤ 1 2 . Let us consider the operator
for all h > 0. Applying this operator in the integral equation (2.5) and calculating the norm · q (with q > 4) and using (2.15), we obtain 19) where in the second estimate we have split the integral into two pieces and in the second part we have put all the derivatives on the heat kernel. Proceeding similarly by applying the operator ∂ 2h and using (2.19) (with q > 4), we get
.
We conclude by taking h = 1 2 and noting that ∇ k+1 θ q ≤ C ∂ 1+k θ q . The case q = 2 follows analogously by estimating the norm ∇θ 2 by the norms sup t>0 θ 2 and sup t>0 t
We already know that θ(t) 1 ≤ θ 0 1 for all t > 0. Using (2.15) and (2.16) with 8 four times with 0 < h ≤ 1 4 and proceeding analogously, we also get
finishing the proof. The general case (1 ≤ q ≤ ∞) follows by interpolation and similar splitting of the bilinear integral term.
Preservation of positivity
Lemma 2.13. Let θ 0 ∈ L 2 . Assuming θ 0 (x) ≥ 0 not identically zero a.e., then the solution obtained in Theorem 2.5 is positive for all (t, x) ∈ (0, ∞) × R 2 .
Proof. First, assuming that 0 ≤ θ 0 ∈ S(R 2 ) (Schwartz space), we can prove that the solution θ ∈ BC([0, T ); L ∞ (R 2 )). We also know, by Proposition 2.7, that the solution θ satisfies (for all t 0 > 0)
and θ t − ∆θ + Rθ · ∇θ = 0.
By the maximum principle for parabolic equations, we have
Therefore letting t 0 → 0 in (2.20) we get that 0 ≤ θ(t, x) for all 0 < t < T . In the general case θ 0 ∈ L 2 , noting that the convergence in the norm BC([0, T ); L 2 (R 2 )) imply weak convergence that preserves the positivity, by density we also get that 0 ≤ θ(t, x) for all 0 < t < T . Now, by the maximum principle, note that in (2.20), inf x∈R 2 θ(t 0 , x) = inf x∈R 2 θ(t, x) only when θ(t 0 , x) = θ(t, x). And since (2.20) holds for all t 0 > 0, we get that θ(t, x) > 0, unless θ 0 (x) = 0 almost everywhere.
Global existence of smooth fast-decaying solutions in self-similar variables.
We introduce the self-similar variables:
for all t > 0 and x ∈ R 2 . where
denotes the well-known Fokker-Planck operator. Thus, we can write the system (1.3) in the new variables as ∂ ∂τ ψ(τ, y) = Lψ − e −τ (Rψ · ∇ y ψ) for all τ > 0 and y ∈ R 2 , (3.2)
Let us note that the change of variable transform the Oseen-vortex solutions corresponding to the time translation of the heat kernel G(x, 2t+1) into the gaussian function, which is a stationary solution of the linear Fokker-Planck equation ∂ τ ψ − Lψ = 0. These self-similar changes of variables have been widely used to study large time asymptotics of nonlinear diffusion equations [6] and 2D Navier-Stokes equations [15, 16] .
We denote by S(τ ) = e τ L the semigroup generated by the operator Lψ = ∇ y · (∇ y ψ + yψ). Since ∇(Lψ) = (L + 1)∇ψ we have . We can rephrase some of the results in [16] on the Fokker-Planck operator:
where a(τ ) = 
3. 1 ≤ l ≤ r ≤ ∞ and m ≥ 0. There exists C > 0 such that
We recall that the field velocity of quasi-geostrophic equation is determined from the potential temperature θ through the operator u = R Before starting the analysis of the system (3.2)-(3.3) in L 2 (m), let us remark that we have already obtained global existence of solutions for the system in L 2 (R 2 ). Indeed, this follows from Theorem 2.9 together with the change of variables (3.1). Moreover, by Proposition 2.10 and Proposition 2.12, we have the following estimate:
where α = 1 − 2 q and k ∈ N. Although we could directly work with the solution already constructed, we prefer to give a meaning to solutions in the weighted spaces and then, identify them with the previous solution by uniqueness in L 2 (R 2 ). Now, let us introduce suitable function spaces to analyze the Cauchy problem for system (3.2)-(3.3) based on weighted spaces L r (m). Let us consider H q,m,T the space of all functions h(τ, y), τ > 0 and x ∈ R 2 , such that
A mild solution of the system (3.2)-(3.3) in H q,m,T is a function ψ(t) in the corresponding space satisfying
for all 0 < τ < T . Note that we have used the equality (3.4) in this formulation.
There exists T > 0 such that the initial value problem (3.2)-(3.3) has a unique mild solution ψ(τ, y) ∈ H q,m,T .
The result follows analogous arguments in the previous section, thus, we will only emphasize the main new points. We start by showing the continuity in H q,m,T of the bilinear term of the integral equations (3.9) in the mild formulation.
Lemma 3.3. Let ψ and ϕ ∈ H q,m,T . Then
Proof. Using
, we find 10) where in the last line we used the continuity of the Riesz transform in L q (R 2 ). Setting r = r and r = q in (3.10), and noting that ψ(s) q ≤ ψ(s) q,m , we get
where the integral I r (τ ) and I q (τ ) in the right-hand side can be computed as
and
Taking r = 2, p and r = q in (3.11) finishes the proof of continuity of the bilinear form in H q,m,T and in
It remains to check that the linear part of the equation can be estimated from the initial data. In fact, given θ 0 ∈ L 2 (m) then
We omit the proof since it is analogous to the proof of Lemma 2.1 by using the inequality (3.5) and noting that the set C ∞ c is dense in L r (m) for 1 ≤ r < ∞. Theorem 3.2 follows from Lemma 3.3 and the previous property in the same spirit as Theorem 2.5. In order to extend our local solutions to global ones in the weighted space, we need to show the propagation of moments. Proof. Consider the following notation ψ p = ψ|ψ| p−1 , if p is odd and ψ p = |ψ| p if p is even. Note that ∂ x ψ p = pψ p−1 . Without loss generality, assume that 2 ≤ r < ∞ be even. Then
Integration by parts shows that
, by estimate (3.8), we get the following estimates
We also recall that, for each ε > 0 there exists C ε , such that |y| rm−1 , |y| rm−2 ≤ C ε + ε|y| rm . Thus, taking ε > 0 sufficiently small, we get
which implies that
by Gronwall Lemma.
We can now extend our solutions to infinity in time and we are able to get some regularity properties.
Theorem 3.5. Let m > 1 and 2 ≤ q < ∞. Let ψ be the solution of Theorem 3.2 with initial data θ 0 ∈ L 2 (m). Then ψ can be continued to a global solution of (3.9) and we have
as it was discussed above. Now, using the Proposition 3.4 with τ 1 = T /2, we obtain that
Thus, we finish the proof of first part in (3.13), by observing that ψ ∈ H q,mT and a(τ ) → 1/2 when τ → ∞.
In order to show the second statement, let 2 < q < ∞. We recall that α = 1 − 2 q . Note that
−1 for all τ > 0. With these considerations, calculating the gradient ∇ in the integral equation (3.9) , and estimating the norm · 2,m , we get
We estimate each term as
which leads to (3.13).
4. Global convergence. Now, we can use the bounds obtained in previous sections to analyze the asymptotic behavior under different assumptions on the initial data. In the first two cases we will show by direct estimates of the bilinear term that asymptotically the system behaves like the linear heat equation or the linear Fokker-Planck equation depending on the variables in which we state the result. This asymptotic simplification will be shown first for initial data in L 1 ∩ L 2 and later in L 2 (m) regardless of their sign. Moreover, we obtain in the last subsection optimal rates of decay for signed initial data by entropy methods.
As a consequence, there exists C > 0 such that
Proof. First we deal with the case 2 ≤ q ≤ ∞. By estimates (2.17) and (2.18), note that for any 0 ≤ ε < 1, 2 ≤ q ≤ ∞ and k ∈ N, we have
As in the proof of Proposition 2.12, we split the bilinear term in two parts and use the estimate (4.1) to obtain
Let β = 1 − 2 r . We estimate I 1 with q ′ ≤ r < ∞ as
For I 2 , take r ≥ 1 such that 
For the case 1 ≤ q < 2 it is enough to show it for q = 1 and k = 0, and thus, the complete proof follows from interpolation in Lebesgue space together with similar arguments as above. For this, we use (4.1) with q = 2, 0 ≤ ε < 1 and k = 0 concluding the estimate
The final statement is a simple consequence for q = 1 and k = 0.
for all τ ≥ 0 and 2 ≤ q < ∞. Taking q close enough to 2, we conclude the asymptotic simplification in L 2 (m).
Proof. The estimate (4.2) can be obtained from the same arguments done for (3.12) taking into account the global in time estimate of moments (3.13) with q = 2 and q > 2 together with the inequality (3.7), to obtain
4.3. Global convergence for positive solutions. We will finally show that our system in self-similar variables (3.2)-(3.3) has one important Liapunov functional that coincides with the one obtained in [15] for the two-dimensional Navier-Stokes equations. Let us define
and consider the relative entropy functional
where g(y) = 2)-(3.3) . Then H η (ψ(τ )) ≤ H η (θ 0 ) for all τ ≥ 0 and equality holds for all τ ≥ 0 if and only if θ 0 = ηg.
Proof. All properties that we need to differentiate the functional H along the trajectory {ψ(τ )} τ >0 were already proved. We know that ψ(τ ) satisfies
We recall that R[ψ] = (−R 2 ψ, R 1 ψ) where
For all y ∈ R 2 , denote y ⊥ = (−y 2 , y 1 ). Thus,
With this, we can just compute the derivative of the relative entropy functional and the contribution of the nonlinear terms disappears as in [15] . Therefore, we prove as for the linear Fokker-Planck equation [30] that for 0 < τ 0 ≤ τ , Using that the Fisher information I η (ζ) vanishes if and only if ψ = ηg, we conclude the proof.
From the previous Lemma, we deduce the following theorem. Proof. Using Lemma 4.3, we have d dτ H η (ψ(τ )) = −I η (ψ(τ )).
The Csiszár-Kullback inequality and the Stam-Gross logarithmic Sobolev inequality [5, 30] give us, respectively,
where I η (ψ) already has been defined in (4.3). Therefore, we obtain d dτ H η (ψ(τ )) = −I η (ψ(τ )) ≤ −2H η (ψ(τ )),
and by Gronwall inequality, we get, for τ ≥ 0, the estimate
Finally, using the first inequality in (4.4), we get
Now, the final statement comes from the change of variables (3.1).
The previous theorem shows that the entropy method gives a quick elegant proof of the decay rate towards self-similarity with explicit nice constants in the case of signed initial data. Moreover, it is obvious that the decay rate is optimal by comparing two delayed Oseen vortex solutions. Putting together the information of previous subsections, we can write the following result for unsigned initial data. Proof. Well-known results for the heat equation or the Fokker-Planck equation [13] imply that
when θ 0 ∈ L 1 and the second moment of the initial data is bounded. Moreover, since m > 3 we also have [13] that when θ 0 ∈ L 2 (m). Now, the proof follows from (3.1) together with Theorem 4.1.
Let us finally remark that since the dynamical system in self-similar variables becomes nonautonomous, we cannot apply the arguments based on La Salle principle that allows to restrict to signed initial data in [15, Lemma 3.3] . Nevertheless, the estimates obtained in sections 2 and 3 are enough to get the asymptotic simplification of the flow and its convergence to the linear behavior. However, the description of the asymptotic states of the solutions in the homogeneous space L 2 (R 2 ) is still lacking, see [20] for a result in this direction for the forced periodic case. On the other hand, the estimates obtained in Let us finally mention that the restriction to the case γ = 1 is mainly due to the use of the entropy functional and we believe much of the other information remains equally valid. All these questions will be further analyzed elsewhere.
