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Let N(n, i) = " ~ "1 (k.....~.,-iOc/'., i= 0 . . . . .  [n/k]. We prove that the random variable X~ such 
that P(X~ = i) = N(n, i)/~i N(n, ]) has asymptotically (n~ co) a normal distribution and we give 
some combinatorial pplications of this result. 
We also improve a result of Go~il [3] dealing with matchings in graph. 
. 
In the paper we will consider the sequence of numbers 
( n ~c'/ i , ,  i=0  . . . . .  [n/k], N(n, i) = k . . . . .  k, n -  i k /  
where c is a given positive constant which does not depend on n. We will show 
that these numbers are normally distributed in the sense that the random variable 
X ,  given by probabilities 
. . . . .  
has asymptotically (n ---> oo) a normal distribution. We also give some combinator-  
ial applications of the above result. 
Our  graph theoretic terminology follows [1]. 
. 
Let P(G,  i) denote the number  of matchings with exactly i edges, i=  
0 . . . . .  /31(G), in a graph G. Godsil  has proved in [3] that the random variable 
S, = S(G") ,  the number  of edges in a matching chosen at random (with equal 
probability) f rom the family of all matchings of a given n-vertex graph G", can be 
approximated, for large value of standard deviation o'(S,,), by a normal distribu- 
tion. His method of proof  is similar to that in [4] and based on the fact that all 
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zeros -hx  . . . . .  --A~,(G) of the polynomial 
13~(G) 
R(O,x)= ~, P(G,i)x i 
i=0 
are real and negative and so S(G) is the sum of independent 0-1 random variables 
$1 . . . . .  Sa,(G), where P(Si = 1) = 1/(1 + hi), i = 1 . . . . .  /31(G). He has also proved 
that tr(G)~x/(e(G))/A(G) 1"3, Lemma 3.2] and that tr(K")-->oo, n--->oo 1"3, 
Lemma 3.4]. Note that this implies the following result. 
Theorem 1. If e(G")/A2(G")---> oo, n-->oo or G"=K" ,  n=l ,2  . . . .  then S(G") 
has asymptotically a normal distribution. 
But we can also bound or2(S(G)) as follows: 
B~(G) 
o-2(S(G)) = ~ h.J(1 +A,)2>~(4A(G)) -~ ~, 1/ (1+~)  2
i=1 i 
>~(4A(G)[31(G)) -1 (~ 1, (1+ hi,)2=1E2(S)/A[31~6131/A, 
because min hl >(4A(G))  -x (see [5]) and E(S)>~81 (Babai, see [3]). Therdore  
Theorem 2. If [3x(G")/A(G")-->oo, n--->oo r G"=K" ,  n=l ,  2 . . . .  then S(G") 
has asymptotically a normal distribution. 
It is easy to see that if e/A2---->oo, then [31/A-->oo. Moreover, there are graphs, 
for example KI""Ljn2K 2, such that e/A2=O(1) and [31/A-->oo. So, Theorem 2 
covers a wider class of graphs than Theorem 1. 
o 
Now we formulate our main result: 
Theorem 3. 
IN(n, i ) / ~ N(n, ])-(.,/(2,n')cr(X.) 
= o(~r - l (x . ) ) ,  
exp(x2/2))-I I 
x = ( i  - E (X , , ) ) /o - (X , , ) ,  
Proof. Let re(l)= [ (n - l ) /k ]  and R(n, x)=y~?~o)N(n, i)x i. According to [3] and 
[4] it is enough to show that the following two lemmas are true: 
Lemm** 1. All zeros of the polynomial R(n, x) are real and negative. 
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(The above property of the polynomial R(n, x) has been also observed by 
Zaslavsky [6].) 
Lemm 2. cr(X.)---,oo, as n ~oo.  
Proof  of Lemma 1. Let /~(n,  x) = xmC°~R(n, x-1) and a~ I~, i = 1 . . . . .  re(l) be zeros 
of R(n- l ,x ) ,  l=O . . . . .  k -1 .  We will prove by induction on n that a~ °~, 
~,(0)  . I  ~ , ( I )  . I  • . . ,  i = 1 . . . . .  m (0), are real and a~ °) < a~ I) < ,-2 -- ..2 --" " "< 0, l = 1, k - 1. 
First, let us notice that R(k+i ,x )=N(k+i ,  1)+x,  i=0  . . . . .  k -1  and in this 
case a~ °) = -N(k  + i, 1) < -N(k  + i - l, 1) = a~ I), l = 1 . . . . .  i. In order to prove the 
induction step we make use of the recurrence formula 
N(n, i )=N(n-1 ,  i )+c k -1  N(n -k ,  i -1 ) .  (1) 
Repeat ing (1) l times we arrive at the equation 
• n 
N(n , i )=N(n- l , t )+C{(k -11)N(n -k , i - l )+  . . .  
( ° ' )  + k -1  N(n -k - l+ l , i -1 )  , /=1  . . . . .  k -1 .  (2) 
Let n = rk + s, 0 ~< s < k. One can deduce from (2) that 
. -~c , - . [  n -  lX~.. 
+. . .Tx  ~k_ l J~tn -k - l+ l ,x ) ,  
where 
l= l  . . . . .  k - l ,  
(3) 
0, l~s  {0, ]~s  
a= 1, l>s  and a ( ] )= 1, ]>s  ]=0 . . . . .  1 -1 .  
Substituting into the r ight-hand side of (3) consecutively 0% a~Z~,. ~ct~ 0 in - -  . • , t4m( I ) ,  
place of x we get an alternating sequence of signs (if a = 0, then the last two signs 
are equal). Every change of signs gives exactly one real zero o f /~(n,  x). In order 
to complete the proof  of Lemma 1 we remark that 1/a~ °> are zeros of R(n,  x). 
P roof  of Lemmn 2. Let  T.  = n -  kX.. Then ~r(T.)= kxr(X~) and the function 
~,, , ~-.,,,co~ Nt n i)x,,-ik/~ i N(n, i) is the pgf for T.. It is easy to see that if we tx) = zLi=0 ~ , 
denote ~0.(x) = O~(x) ~.i N(n, i) then 
q~,(x) = n~0~_t(x) and cr2(T~) = u~(t~,_x- u~ + 1), 
where u. = n~0~_t(1)/~0.(1). Denote  x~ = u~_x-u .  + 1. Then obviously x. >10. The 
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fol lowing recurrence formula can be deduced f rom [2, p. 115]: 
n 
Thus n = a(u~ +O(1))u~_, • • • u~_k+ , and it follows that u n = a ~n +0(1) ,  where 
a is a constant. 
Suppose now that {u,x,,} = {b.} does not tend to infinity. Then  e i ther  b, = O(1) 
or  {b,} contains a subsequence {b,.} such that b,~ = O(1), l---~ ~. In the first case 
x~ = O(1) and '¢e > 0: u~ - ~-x  > 1 - e for n large enough. So, it contradicts the 
fact that u,, = O(n).  In the second case the coexistence of the both bounded and 
infinite subsequences impl ies the existence of an infinite subsequence of 
{b, - b,_,}. But one can deduce from the Proof  of Lemma 1 that b, - b,-1 = O(1) 
(in fact ]0"2(X,)-(r2(X,_x)l~<~). So we get the contradict ion and Lemma 2 is 
proved.  
Let  us remark  that we can interpret  the above result  in many ways. For  
instance, if c = 1, then N(n, i) is the number  of all / -e lement  famil ies of dis jo int  
k -e lement  subsets of the set {1 . . . . .  n}, whereas for c =(k - l ) !  the number  
N(n, i) counts all solut ions of the equat ion x k = 1 in the permutat ion  symrdetr ic 
group S,  (k is pr ime) with n-  ik f ixed points (see [3] for k = 2). 
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