Library for Efficient Video Capture in 3D Application by Pospíšil, Petr
VYSOKÉ UČENÍ TECHNICKÉ V BRNĚ 
BRNO UNIVERSITY OF TECHNOLOGY 
 
 
FAKULTA INFORMAČNÍCH TECHNOLOGIÍ 
ÚSTAV POČÍTAČOVÉ GRAFIKY A MULTIMÉDIÍ 
FACULTY OF INFORMATION TECHNOLOGY 
DEPARTMENT OF COMPUTER GRAPHICS AND MULTIMEDIA 
 
 
 
 
 
KNIHOVNA PRO EFEKTIVNÍ ZÁZNAM VIDEA V 3D 
APLIKACI 
 
 
 
 
DIPLOMOVÁ PRÁCE 
MASTER‘S THESIS 
 
AUTOR PRÁCE    BC. PETR POSPÍŠIL 
AUTHOR 
 
 
 
BRNO 2012
VYSOKÉ UČENÍ TECHNICKÉ V BRNĚ 
BRNO UNIVERSITY OF TECHNOLOGY 
 
 
 
 
 
FAKULTA INFORMAČNÍCH TECHNOLOGIÍ 
ÚSTAV POČÍTAČOVÉ GRAFIKY A MULTIMÉDIÍ 
FACULTY OF INFORMATION TECHNOLOGY 
DEPARTMENT OF COMPUTER GRAPHICS AND MULTIMEDIA 
 
 
 
 
 
KNIHOVNA PRO EFEKTIVNÍ ZÁZNAM VIDEA V 3D 
APLIKACI 
LIBRARY FOR EFFICIENT VIDEO CAPTURE IN 3D APPLICATION 
DIPLOMOVÁ PRÁCE 
MASTER‘S THESIS 
 
AUTOR PRÁCE    BC. PETR POSPÍŠIL 
AUTHOR 
 
VEDOUCÍ PRÁCE   ING. JIŘÍ HAVEL 
SUPERVISOR 
 
BRNO 2012
Abstrakt 
Tato diplomová práce se věnuje knihovně pro záznam videa na pozadí v 3D aplikacích. Podporovány 
jsou operační systémy Microsoft Windows a Linux. Zaznamenává se obraz i zvuk. Záznam obrazu je 
podporován v programovacích rozhraních OpenGL, Direct3D9, Direct3D10 a Direct3D11. Obraz lze 
volitelně komprimovat pomocí MJPG kodeku. Zvuk je zaznamenáván pro celý počítač pomocí 
rozhraní WaveForm audio, Windows Core Audio a ALSA. Tato rozhraní zaznamenávají zvuky pro 
celý počítač. Celkem lze zaznamenávat a mixovat až dva zvukové proudy. Výsledné video je uloženo 
do AVI souboru. Součástí knihovny je i možnost překrytí obrazovky aplikace vlastními textovými 
informacemi. 
 
Abstract 
This thesis deals with library for recording video in the background of 3D application. A library is 
designed to work under the Microsoft Windows and Linux operation systems.  It records image and 
also sound. Image recording is supported in OpenGL, Direct3D9, Direct3D10 and Direct3D11. To 
reduce video data size, library supports image compression using MJPG codec. Audio is recorded by 
WaveForm audio, Windows Core Audio or ALSA. Recorded sound is for whole operation system. A 
library is able to record up to two audio streams to accommodate possible microphone input. It can 
mix audio data together if needed. Output data are then written into AVI file. It is possible to write 
own text information as overlay that is rendered as part of application screen output 
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1 Úvod 
 
V dnešní době vzniká velké množství 3D aplikací. Jejich účelem je umožnit práci s trojrozměrným 
světem a ten pak zobrazovat uživateli na dvourozměrné obrazovce. Často je potřeba výstup těchto 
aplikací nějak zaznamenat. Hlavními důvody jsou například požadavky na podrobnou analýzu 
nějakého vizualizovaného problému, demonstraci funkcionality aplikace, či návod správného použití. 
Asi nejčastějším cílem je pořizování záznamu při hraní počítačových her, kde ostatní mají k dispozici 
záznamy her nejlepších hráčů a mohou se tak jednodušeji zlepšovat a poučit z chyb svých 
předchůdců. 
Knihovna pro záznam videa v 3D aplikaci musí zvládnout hned několik základních úkonů. 
Měla by být připravena pro co možná nejširší možné využití. Z tohoto důvodu nejprve musíme 
zanalyzovat jednotlivá programovací rozhraní používaná 3D aplikacemi pro audiovizuální prezentaci. 
Analýza základních principů 3D aplikací a programovacích rozhraní OpenGL a Direct3D je 
provedena v druhé kapitole. Zmíníme se i o základních principech digitálního zvuku a 3D zvuku. 
Uvedeme si také několik knihoven pro práci se zvukem, jako jsou například DirectSound, XAudio2 a 
OpenAL. 
Knihovna musí být schopná zaznamenávat video za běhu aplikace v OpenGL a Direct3D. 
Základním předpokladem je co nejmenším dopad na výkon. Samozřejmostí je i podpora záznamu 
zvuku. Obrazová prezentace je často velmi těsně provázaná se zvukovou. Budeme se věnovat 
záznamu zvuku pomocí Waveform Audio a Windows Core Audio, jež jsou dostupné v operačních 
systémech Microsoft Windows XP, Windows Vista a Windows 7 (dále jen obecně jako Windows), a 
pomocí Advanced Linux Sound Architecture v operačním systému Linux. Možnosti záznamu obrazu i 
zvuku jsou popsané v třetí kapitole.  
Další významnou částí je zpracování a komprese takto zachycených dat. Tato část je velmi 
důležitá hlavně kvůli snížení velikosti uložených dat. U zvukových dat tento problém není příliš 
výrazný. Problém se týká hlavně u obrazu. Různé možnosti komprese dat jsou zhodnoceny ve čtvrté 
kapitole.  
Způsob uložení zkomprimovaných dat je úzce spojen s vybraných datovým kontejnerem, 
který diktuje formát jejich uložení. V páté kapitole se zaměříme na nejpopulárnější kontejner pro 
ukládání audio visuálních proudů označeným jako Audio Video Interleave a popíšeme jeho základní 
strukturu. 
V šesté kapitole se budeme věnovat možnostem záznamu obrazových i zvukových dat na 
pozadí aplikace. Záznam na pozadí je velmi důležitý, protože tak snížíme nutnost zásahů do struktury 
zdrojových kódů aplikací na minimum. Tímto dosáhneme i možnosti využití v již existujících 
aplikacích bez nativní podpory záznamu videa. Budeme se zabývat zachytáváním volání potřebných 
funkcí pomocí zásahu přímo do strojového kódu aplikací. Uvedeme si rozdíly mezi operačními 
systémy Windows a Linux. Dále si také uvedeme další možnost, jak využít podobnou funkcionalitu, 
kterou nabízí přímo operační systém Linux.  
V sedmé kapitole si řekneme něco o možnostech využití knihovny v cizích aplikacích bez 
nativní podpory záznamu videa. Probereme možnosti načítání vlastních knihoven do vzdálených 
procesů v systému Windows a Linux. 
Návrhem knihovny, která bude sestávat ze všech částí probraných v předchozích kapitolách, 
se zabývá osmá kapitola. Budeme se věnovat stavbě knihovny, aby byla co možná nejjednodušeji 
rozšiřitelná a použitelná v co možná nejširším množství případů. Navrhneme si i jednoduchý systém 
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překrytí výsledného obrazu, aby bylo možné vypsat uživateli doplňující informace o záznamu 
aplikace. 
Nejdůležitějším částím implementace knihovny se budeme věnovat v osmé kapitole. Získáme 
mnoho podrobnějších informací o vnitřní stavbě a organizaci knihovny. Zmíníme se také o 
pomocných knihovnách, jež byly použity. 
V deváté kapitole provedeme základní testy. Zhodnotíme míru, s jakou knihovna ovlivňuje 
běh zaznamenávané aplikaci. Zaměříme se nejprve na jednotlivé samostatné části knihovny a poté 
provedeme i srovnání s konkurenčními aplikacemi. Prodiskutujeme i možnosti dalších rozšíření a 
optimalizací. 
Na závěr zhodnotíme knihovnu jako celek, zhodnotíme její použitelnost, flexibilitu a 
schopnost konkurovat vůči již existujícím programům.  
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2 Principy 3D aplikací 
Všechny moderní 3D aplikace pracují na velmi podobných principech. Jedná se o neustálé 
překreslování snímků v nekonečné smyčce. Mezi vykreslením jednotlivých obrázků se provádí 
dodatečné úkony specifické pro danou aplikaci. Mezi ně patří například doplňující matematické 
výpočty, umělá inteligence, či zpracování příkazů od uživatele. Nás však z hlediska této práce 
zajímají postupy vedoucí ke vzniku výstupních obrázků a doplňujících zvukových efektů.  
Frekvence vykreslování snímků je v 3D aplikacích velmi důležitá. Fungují na stejném 
principu jako film. Potřebují totiž věrně zobrazovat animace. Požadavky na frekvenci výstupu 
jednotlivých snímků jsou dány hlavně schopnostmi lidského oka [2]. Minimální hodnotu lze stanovit 
obtížně. Zrak každého z nás se chová odlišně. Jako minimální hodnoty se často udávají frekvence o 
10 až 12 snímcích za vteřinu. Při těchto hodnotách je oko ještě schopno rozeznat skoky mezi snímky. 
V dnešní době se minimální používané frekvence volí v rozmezí 20 až 30 snímků za vteřinu. Občas 
se lze setkat i s požadavky na 60 a více. Takto získaný materiál slouží pro tvorbu zpomalených 
záběrů.  
2.1 Digitální obraz 
Výsledkem vykreslení počítačové scény je obraz. Z hlediska reálného světa si lze obraz představit 
jako odraz objektů na hladině vodní plochy, fotografii, nebo jako odraz objektů v zrcadle. Obraz lze 
popsat v reálném světě jako dvourozměrný signál [1]. Lze jej obecně vyjádřit pomocí matematické 
funkce, jako spojitou funkci dvou proměnných ve tvaru  
 
         , (1) 
 
kde proměnné  ,   a   patří do oboru reálných čísel. Tato funkce se také často označuje jako 
obrazová funkce. Tato funkce však není nijak hraničně omezená. Obrazy v zrcadle, na obrazovce, či 
na fotografii však hranici mají. Pokud vezmeme v úvahu tento fakt, lze rovnici upravit do tvaru 
 
                                         , (2) 
 
kde     ,     ,     ,      a   patří do oboru reálných čísel a omezují tak obor hodnot. 
V počítačové grafice a tedy i v 3D aplikacích musí mít obraz jistá omezení. Hlavním 
omezením je nedostatečný paměťový prostor pro uchování obrazu. Z tohoto důvodu je obraz 
v počítačové grafice vzorkovaný a následně kvantovaný. Takovému obrazu se říká digitální obraz.  
Při vzorkování bereme pouze hodnoty v daných intervalech. Ostatní hodnoty nás nezajímají. 
Po vzorkování je obraz popsán jako diskrétní matice hodnot (dále jen raster). Jednotlivé hodnoty je 
však nutné kvantovat, jelikož jsou reprezentované také nekonečným počtem hodnot.  
Kvantováním snížíme rozsah hodnot, které mohou jednotlivé obrazové body (anglicky pixel) 
nabývat. Kvantováním opět ztratíme jisté množství informací, jelikož jsou přesné hodnoty 
zaokrouhleny na celočíselné hodnoty. Množství hodnot k dispozici je opět dán omezeným 
paměťovým prostorem. Nejčastěji se lze setkat s bitovými hloubkami 16 a 24 bitů. 
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2.1.1 RGB barevný model 
Jednotlivé body obrazu jsou tvořeny barevnou informací. Základním barevným modelem je RGB (R - 
červená, G - zelená a B - modrá). Tento barevný model je základ odvozený z hlediska principů 
fungování lidského oka [1]. Oko obsahuje receptory na červenou, zelenou a modrou barvu. Tyto 
barvy lze skládat a lze vytvořit jakýkoliv barevný odstín. Pokud smícháme maximální intenzitu všech 
tří barev, získáme bílou a při nulové intenzitě všech složek získáme černou.  
Dnes nejpoužívanější bitová hloubka barev RGB modelu je 24 bitů (často se značí jako true 
color). Každá z barev má maximálně možných 256 úrovní. Pokud vezmeme všechny možnosti 
barevných kombinací RGB, dosáhneme tak maximálního počtu 16 miliónů barev.  
Z historických důvodů se můžeme setkat i s jiným rozložením barev. Například s rozložením 
barev pouze jako 16 bitů. Kdy červená a modrá mají po pěti bitech a zelená šest bitů. Zelená má 
v tomto případě nejvíce, protože na ní je oko nejcitlivější [1].  
2.2 Zobrazení scény 
Trojrozměrný svět je popsán pomocí světel a modelů, které se v něm nachází. Samotné modely jsou 
zjednodušenou reprezentací objektů reálného světa. Model obvykle popisuje pouze povrchovou 
reprezentaci objektu, která je tvořená za pomoci geometrických primitiv. Nejčastěji se jedná o 
trojúhelníky. Lze se však v počítačové grafice setkat i s body, úsečkami, nebo i čtyřúhelníky. 
Aby bylo možné zobrazovat scénu na obrazovce počítače, je nutné nejprve převést souřadnice 
jednotlivých bodů všech geometrických primitiv na dvourozměrný obraz. Obrazovka počítače slouží 
jako okno do trojrozměrného prostoru, podobně jako kamera v reálném světě. Operace s body 
v trojrozměrném prostoru se provádí pomocí afinních transformací. Mezi ně patří rotace, translace, 
změna měřítka a hlavně projekce. Projekcí lze dosáhnout převodu všech bodů z trojrozměrných 
souřadnic na dvojrozměrné [1]. 
 
Obrázek 1: Projekce objektu na průmětnu pomocí paralelní a perspektivní projekce (převzato z [1]) 
Dalším krokem je vykreslení jednotlivých geometrických primitiv. Tomuto procesu se říká 
rasterizace. Jedná se o převod jednotlivých geometrických primitiv popsaných vektorovou 
reprezentací na bodovou. V rastrové reprezentaci ztrácíme informaci, že se jednalo o trojúhelník. 
V rastru vypadá jako shluk na sobě nezávislých bodů ve tvaru trojúhelníku. 
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2.2.1 Hardwarová akcelerace 
Každý model může být klidně tvořen z tisíců trojúhelníků. Cílem je dosažení co možná nejvěrnější 
podoby s reálným objektem. Jádrem 3D aplikace je tedy zobrazování miliónů trojúhelníků během 
každého snímku. Abychom mohli dosáhnout takových rychlostí, je nutné samotné zobrazování 
hardwarově akcelerovat. K tomuto účelu slouží grafické karty [3]. Kvůli maximální rychlosti obraz 
vzniká přímo v paměti grafické karty. Samotné vykreslování trojúhelníků se řídí pomocí příkazů, 
které se posílají po sběrnici přímo do grafické karty. Ta akceleruje všechny operace, které jsme 
v kapitole 2.2 popsali. Výsledný obraz se poté prezentuje uživateli na obrazovku počítače. 
2.2.2 Zdvojený frame buffer 
V 3D aplikacích se často setkáme s konceptem zdvojených frame bufferů [3] (často se také označuje 
jako double-buffering). Jedná se o koncept, kdy se obraz vytváří v back bufferu, zatímco front buffer 
je momentálně zobrazován. V moderních aplikacích jejich počet nemusí být nutně dva. Vznikají totiž 
přímo řetězy frame bufferů, do kterých se střídavě vykresluje. Tato technika primárně slouží 
k hladkému překreslování snímků na obrazovce počítače. Pokud bychom používali pouze jeden frame 
buffer, tak by se mohl na obrazovce ukázat v daný okamžik ještě nekompletní snímek. Použitím více 
frame bufferů lze dosáhnout i optimalizace. Můžeme vykreslovat snímky, které se objeví na 
obrazovce až později. Použití více cílových frame bufferů také umožňuje optimalizace na úrovni 
vykreslování. Grafická karta se může nacházet i několik snímků za procesorem. Takto například 
pracují některá používaná grafická zobrazovací rozhraní. 
 
 
Obrázek 2: Princip překlápění frame bufferů (označeno jako vyrovnávací paměť) při vykreslování 
2.3 Grafická programovací rozhraní 
V dnešních 3D aplikacích se pro komunikaci s grafickou kartou nejčastěji používají programovací 
rozhraní OpenGL [3] nebo Direct3D [6] [7] [8]. Obě rozhraní jsou si v jádru velice podobná. 
Zastřešují práci se stejnou grafickou kartou o stejných vlastnostech. Jejich možnosti jsou přímo 
ovlivněné hardwarovými možnostmi. Počítačová grafika se bouřlivě vyvíjí a obě programovací 
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rozhraní se snaží držet krok. Liší se však v tom, jak ke změnám přistupují. Zatímco v OpenGL se 
jedná o systém používání rozšíření, výjimečně vznikem nové verze, Direct3D používá mnohem 
konzervativnější přístup, založený pouze na vydávání nových verzí. 
2.3.1 OpenGL 
OpenGL je k dispozici pro využití akcelerovaného zobrazování v 3D aplikacích již od roku 1992 
(OpenGL v1.0). OpenGL se postupem času rozšiřuje, což podněcuje i občasný vznik nových verzí 
(dnes OpenGL v4.2.). Hlavní devizou OpenGL je podpora více platforem. Z hlediska této práce jsou 
mezi nimi Windows a Linux. 
2.3.1.1 Rozšíření 
OpenGL si osvojilo rychlý způsob podpory nových možností grafických karet díky rozšíření. Po 
inicializaci OpenGL je k dispozici seznam všech použitelných rozšíření, které použitá grafická karta 
podporuje. Lze je použít bez ohledu na to, s jakou verzí OpenGL v základu pracujeme. Lze klidně 
používat i specifická rozšíření samotného výrobce grafické karty. Typ rozšíření se často značí 
předponou složenou maximálně ze tří písmen následovaných podtržítkem, za kterým následuje jeho 
jméno.  
Některá rozšíření jsou k dispozici pouze u konkrétního výrobce grafických karet (například 
NV_). Existují však i případy, kdy jsou některá z rozšíření podporovaná více výrobců najednou. 
Pokud se výrobci domluví, že dané rozšíření je vhodné začít hromadně používat, je označeno pomocí 
zkratky EXT_. 
Lze se setkat i s rozšířeními označenými ARB_. Toto rozšíření obvykle značí případ, kdy se 
EXT_ rozšíření zrevidovalo a bylo schváleno radou pro správu rozšíření OpenGL. Stalo se tak 
oficiální součástí knihovny.  
2.3.1.2 Stavba aplikací 
OpenGL je stavový stroj. Jeho momentální stav je uložený v podobě kontextu. OpenGL je však pouze 
nadstavbou pro zobrazení trojrozměrné grafiky nad okenním systémem použitého operačního 
systému. Je tedy na aplikaci, jak vytvoří okna (cíle zobrazování) a jak s nimi nakládá. OpenGL 
kontext se na dané okno naváže a pouze do něj vykresluje. Jeho funkce s tímto kontextem poté 
vnitřně pracují. 
Ve Windows je kontext značen HGLRC. V systému Linux se jedná o GLXContext. Kontext 
lze však libovolně přepínat. Této vlastnosti se využívá hlavně při vykreslování do několika oken 
naráz. O správu frame bufferů se tak stará přímo operační systém. 
Operace s kontextem jsou velmi závislé na platformě, na které běží. Každá platforma má 
vlastní sadu funkcí pro tyto základní úkony. Ve Windows se jedná o funkce wglCreateContext pro 
vytvoření kontextu, wglDeleteContext, pro jeho uvolnění a wglMakeCurrent pro aktivaci. 
V Linuxu se jedná o funkce glxCreateContext, glxDestroyContext a glxMakeCurrent. 
Funkce pro vykreslování jsou však již jednotné pro všechny operační systémy.  
Každá aplikace využívající OpenGL musí nejprve vytvořit okno, popřípadě okna, kde plánuje 
vykreslovat v dalších krocích vykreslovat. Vytvoří jednotlivé kontexty. Nejlépe pro každé okno 
jeden. Průběh aplikace se dostane do zobrazovací smyčky, kde následuje sekvenční zobrazení. 
Nejprve se přepne kontext pro první okno, do něj se vykreslí a nakonec se zobrazí jeho obsah. 
Následuje další okno tak, že se nastaví jeho kontext a provede se stejný postup vykreslení jako u 
prvního okna. Vykreslování geometrických primitiv se provádí mezi funkcemi značícími počátek a 
 9 
ukončení vykreslování. Při ukončení aplikace se uvolní OpenGL kontexty a pozavírají se všechna 
okna. 
2.3.1.3 Cíl vykreslování 
Cíl vykreslování je v OpenGL otázkou nastavení kontextu. Cíl vykreslování lze měnit pomocí funkce 
glDrawBuffer. OpenGL nabízí hned několik cílů, kam lze vykreslovat. Nás však z hlediska této 
práce zajímají hlavně cíle GL_FRONT a GL_BACK. GL_FRONT se používá jako cíl pro vykreslování, 
pokud má aplikace pouze jediný frame buffer. V případě dvou GL_BACK obsahuje momentálně 
vykreslovaný snímek a GL_FRONT obsahuje na obrazovce se nacházející snímek. Jakmile aplikace 
dokončí vykreslování scény, frame buffery se poté přehodí. V systému Windows se přehazují pomocí 
funkcí wglSwapBuffers, resp. wglSwapLayerBuffers. V Linuxu se jedná o glxSwapBuffers. 
Původně zobrazovaný buffer se stane cílem vykreslování a vykreslený buffer se zobrazí na 
obrazovce. Pokud má aplikace pouze jediný buffer, tato funkce nic nedělá. 
2.3.2 Direct3D   
Direct3D se chová velmi podobně jako OpenGL. Je součástí balíku DirectX, který kromě již 
zmíněného Direct3D pro práci s grafikou obsahuje i knihovnu pro práci se zvukem, s uživatelským 
vstupem a další. První verze byla zveřejněna v roce 1995. Verze 1.0 Direct3D v podstatě přímo 
konkurovala OpenGL. Na rozdíl od OpenGL však není Direct3D multiplatformní a je podporován 
pouze na platformě Windows. 
2.3.2.1 Verze 
Podobně jako OpenGL se i Direct3D rozšiřuje díky neustálému vývoji grafických karet. Poslední 
hlavní zveřejněná verze, v čase vzniku této práce, je DirectX11. Grafické karty musí podporovat 
Direct3D přímo v hardwarové a softwarové implementaci. Proto se mnohem častěji používají i starší 
verze, kde je podpora na širším množství hardwaru. V dnešní době se používají verze 9, 10, 10.1, 11 a 
11.1. Například na operačním systému Windows XP lze použít pouze verzi 9. Novější verze nejsou 
tímto operačním systémem podporované. Další informace ohledně Direct3D verzích lze získat z [5], 
[6] a [7]. 
 Co se týče rozdílů mezi jednotlivými verzemi, největší skok z hlediska práce s Direct3D 
nastal při přechodu z verze 9 na verzi 10. Kromě přidání nové funkcionality došlo i k vyčištění a 
změně programovacího rozhraní. 
2.3.2.2 Stavba aplikací 
Na rozdíl od OpenGL není programovací rozhraní omezeno nutností podporovat více platforem. Celá 
programovací kultura je postavena na systému tříd a objektů. Podobně jako třídy a objekty u C++. 
Jedná se o rozhraní Common Object Model (dále jen COM). Díky COM je zajištěna podpora i 
v jazyce C. Všechny objekty uchovávají počet referencí, které na ně ukazují. Díky tomu je velmi 
zjednodušená správa paměti. Jakmile je totiž počet referencí na daný objekt nulový, objekt se 
automaticky uvolní. 
V následujícím popisu budeme používat rozhraní Direct3D10. Jména funkcí rozhraní se totiž 
s každou novou verzí liší. Základem je objekt vytvořený z COM rozhraní ID3D10Device. Funguje 
podobně jako kontext v OpenGL. Jediný rozdíl je v tom, že programátor s tímto objektem pracuje 
přímo a ne skrytě. Společně s D3D10Device objektem vzniká i objekt IDXGISwapChain, který 
reprezentuje sadu cílů pro vykreslování. Objekt IDXGISwapChain zastřešuje kooperaci Direct3D a 
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okna operačního systému. Na které okno se má napojit, je specifikováno při jeho vytváření. Počet 
frame bufferů není pevně daný. Je však vždy možné zjistit, který z nich je v danou chvíli aktivní. 
Pokud chceme podporu vykreslování do několika oken najednou, lze použít pro každé z nich jeden 
IDXGISwapChain objekt. Každý z nich bude svázán s jiným oknem při vytváření. 
Objekt IDXGISwapChain obsahuje metodu IDXGISwapChain::Present, která se postará o 
přehození frame bufferů a zobrazení výsledků. 
2.4 Digitální zvuk 
Z hlediska fyziky jsou zvukové vlny mechanické vlnění v látkovém prostředí. Jakmile toto vlnění 
vyvolá reakci v lidském sluchovém ústrojí je považováno za zvuk. Komplexní zvukový vjem vzniká 
vzájemnou interferencí několika základních zvukových vln. Pokud by vlny neinterferovaly, nemohlo 
by lidské ucho rozlišovat více zvuků najednou. 
Z hlediska digitálního zpracování lze zvuk považovat za jednorozměrnou funkci (obraz je 
dvourozměrná funkce). Zatímco obraz je funkcí prostoru, zvuk je funkcí času.  
Podobně jako u obrazu musíme zvuk z hlediska použití v digitální podobě nejprve vzorkovat a 
poté i kvantovat. Charakteristikou digitálního zvuku je počet vzorků za vteřinu. Tato hodnota udává 
frekvenci vzorkování. Kvantování funguje na stejném principu jako u obrazu, abychom snížili rozsah 
hodnot.  
Základní reprezentaci zvuku, se kterou se pracuje, se říká pulzní kódová modulace (anglicky 
Pulse-Code Modulation, zkráceně PCM) [9]. Definuje se takto převod analogového signálu pomocí 
převodníku na digitální a naopak. Proto se tento formát používá pro digitální popis zvukových dat. 
Používané frekvence vzorkování, se kterými se lze setkat, jsou 11025Hz, 22050Hz, 44100Hz. 
V některých případech však tyto frekvence nestačí a můžeme se setkat i s 48kHz a 96kHz.  
Co se týče bitové hloubky, tak se lze setkat s 8, 16, ale i 32bity na jeden vzorek. 
Nejpoužívanějším datovým typem jsou celá čísla, existují ale i typy založené na racionálních číslech.  
Například audio subsystém operačního systému Windows Vista z hlediska zachování co 
nejvyšší kvality pracuje se vzorkovací frekvencí 96kHz a jako vzorky jsou použity 32 bitová 
racionální čísla. Pro obyčejné zvukové efekty jsou však tyto hodnoty nižší. Obvykle se pracuje 
s 44100Hz a 16 bitovými celými čísly. 
2.4.1 Zvukové kanály 
Zvuková zařízení nejsou vždy tvořená pouze jediným reproduktorem vydávajícím zvuk. Příkladem 
zařízení obsahujících více reproduktorů jsou sluchátka. Jsou tvořeny dvěma reproduktory. Pro jejich 
rozlišení se tedy zavádí pojem zvukový kanál. V klasickém provedení se často setkáme s jediným 
kanálem (anglicky mono), dvěma kanály (anglicky stereo) a prostorovým zvukem, který se může 
sestávat z většího množství reproduktorů a tedy i kanálů.  
Zvukové efekty tak často existují pro každý kanál zvlášť, čímž lze získat mnohem věrnější 
provedení. Množství zpracovávaných dat se úměrně zvyšuje s množstvím použitých kanálů. 
2.4.2 Přehrávání 
Samotné přehrávání z hlediska 3D aplikace pracuje na principu plnění zvukových vyrovnávacích 
pamětí. Aplikace musí zajistit stabilní přísun těchto dat v čase. Musí se plnit v takových intervalech, 
aby nedocházelo k výpadkům.  
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Vyrovnávací paměti jsou v hardwaru zvukové karty implementované pomocí cyklických 
paměťových bloků. Jedná se o datovou strukturu, která je tvořena polem hodnot. Toto pole má pevně 
stanovenou celkovou velikost. Do něj však ukazuje ukazatel, kde se v poli momentálně nacházíme. 
V případě cyklických zvukových paměťových bloků jsou tyto ukazatele dva. Jeden pro zápis a druhý 
pro čtení (respektive přehrávání). Aplikace si musí dát pozor, aby data zapisovala v dostatečných 
intervalech. Nesmí jich zapsat příliš mnoho, aby tím nepřepsala data, která se zrovna přehrávají. 
 
 
Obrázek 3: Cyklický zásobník při přehrávání zvuku. 
2.5 Zvuková programovací rozhraní 
Existuje celá řada knihoven, které se na problematiku zvuku a 3D zvuku zaměřují. Obstarávají plnění 
zvukových vyrovnávacích pamětí více zvuky najednou, asynchronní přehrávání, správu kanálů, 3D 
zvuky a další. 
V 3D aplikacích lze použít velmi pokročilé knihovny, jako jsou například DirectSound [10] (a 
jeho nadstavby DirectMusic a DirectSound3D), XAudio2 [11] a OpenAL [12]. Jejich hlavní předností 
je jednoduché použití. Pro práci s nimi stačí předat zvuk, který se má přehrát a spustit jeho 
přehrávání. Knihovny podporují přehrávání několika zvuků najednou.  
Velmi důležitou částí je podpora přehrávání trojrozměrného zvuku. Přehrávání funguje na 
principu určení místa, kde se nachází posluchač a odkud vychází zvuk. Knihovny se o mixování 
zvuků a další fyzikální efekty, jako Dopplerův efekt, postarají již samy. OpenAL podporuje více 
platforem. Mezi nimi jsou Windows i Linux. Ostatní pracují pouze s operačním systémem Windows. 
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3 Záznam videa 
Základem celé knihovny je schopnost zaznamenávat obraz a zvuk. Tvorba obrazu i zvuku jsou 
hardwarově akcelerované. Obrazová data vznikají postupně na grafické kartě jež je na závěr zobrazí 
na obrazovce. Zvuková data se mixují a posílají do zvukové karty. Posílá je pak na výstupní zvuková 
zařízení.  
3.1 Záznam obrazu 
3D aplikace pracují na principu zobrazování několika desítek obrázků za vteřinu za pomoci 
programovacích rozhraní OpenGL a Direct3D. Máme dvě možnosti, jak obrazová data získat. Lze 
simulovat funkcionalitu tvorby dat. Tento způsob je velmi pomalý a příliš složitý. Nebo lze kompletní 
obraz před zobrazením na obrazovce zpětně číst. Obraz ale není pro čtení procesorem dostupný 
v operační paměti. Nachází se totiž v dedikované paměti grafické karty. Naštěstí však programovací 
rozhraní OpenGL i Direct3D nabízí možnosti, jak se k obrazovým datům dostat za pomoci jejich 
asistence. Obě knihovny nabízí možnost přenosu dat z grafické karty zpět do paměti počítače. Tato 
funkcionalita však existuje z jiných důvodů, než je záznam videa. U některých algoritmů je totiž 
nutné přečíst vzniklý obraz a dále jej před zobrazením ještě zpracovat, či uchovat pro další snímek.  
 K dispozici jsou celkem dva různé způsoby čtení obrazových dat. První je historicky starší 
synchronní přenos dat. Aplikace vytvoří požadavek na přečtení dat a procesor zablokuje svou činnost. 
Čeká, dokud se požadavek nevyřídí na grafické kartě a data se nepřenesou do operační paměti. Tento 
způsob je velmi pomalý. Procesor čeká na přenos dat a nemůže vykonávat jinou činnost. Tento 
způsob má uplatnění, pokud potřebujeme s daty ihned pracovat a nemůžeme si dovolit čekat.  
Z hlediska záznamu videa nás však zpoždění nijak ve výsledku neovlivní. Proto je mnohem 
efektivnější preferovat asynchronní přenos. Celý princip funguje tak, že procesor pošle požadavek na 
čtení dat. Procesor však na odpověď nečeká a vykonává dál svou práci (zobrazuje další snímek, 
počítá matematické operace, …). Jakmile je přenos dat hotov, procesor je bez čekání vyzvedne. Celý 
přenos proběhl skrytě na pozadí. Aplikace tak nebyla nijak výrazně zpomalená. K jistému zpomalení 
ale dojde i v tomto případě. Přenosová kapacita dat mezi procesorem a grafickou kartou je omezená. 
Díky čtení obrazových dat tak může dojít k zahlcení přenosového pásma mezi grafickou kartou a 
operační pamětí počítače. 
3.1.1 Čtení dat v OpenGL 
V základní verzi OpenGL v1.0 je pro zpětné čtení dat k dispozici funkce glReadPixels. Pomocnou 
funkcí glReadBuffers lze nastavit, který z frame bufferů je zdrojem dat. V tomto případě nás 
zajímají frame buffery GL_FRONT a GL_BACK (viz kapitola 2.3.1.3). glReadPixels v základní verzi 
pracuje pouze synchronně. Po jejím skončení jsou data nakopírována do specifikovaného místa v 
paměti a jsou připravena ke zpracování. 
Později však přibylo i asynchronní zpracování díky rozšíření EXT_pixel_buffer_object 
[5] (dále pixel buffer objekt). Jedná se o rozšíření, které umožňuje použít buffer objekty i pro textury. 
Díky tomuto lze zavést asynchronní chování posílání dat do grafické karty a jejich zpětné čtení. Celý 
princip funguje v několika základních krocích. Vytvoří se pixel buffer objekt, který je dostatečně 
velký, aby pojal celý obraz. Blok se poté nastaví jako cíl čtení dat pomocí funkce glBindBuffer. 
Aplikace zašle příkaz pro naplnění tohoto bloku obrazovými daty přímo z grafické karty pomocí 
 13 
funkce glReadBuffers. Jedná o stejnou funkci jako při synchronní operaci. Její chování je však 
v tomto případě asynchronní. Aplikace poté pokračuje v práci. Jakmile data potřebuje, může 
přistoupit na data v daném pixel buffer objektu a přečíst je pomocí funkcí glMapBuffer. Rozhraní 
OpenGL blokuje procesor až při mapování dat. Samotný příkaz pro čtení je v tomto případě 
neblokující. Danou funkcionalitu lze využít tak, že vytvoříme větší množství pixel buffer objektů o 
stejné velikosti. Během každého zaznamenávaného snímku je započat jeden přenos. Data 
z nejstaršího přenosu jsou zpracovaná. Volný pixel buffer objekt bude možné použít při dalším 
snímku. 
Velkou výhodou OpenGL je automatické formátování dat. K dispozici je celá řada formátů 
uspořádání barevných komponent. Při přenosu dat z grafické karty jsou data automaticky upravena 
tak, aby splňovala požadavky, v jakém pořadí jsou jednotlivé barevné složky přečteny. Lze získat i 
údaje o průhlednosti.  
3.1.2 Čtení dat v Direct3D 
V Direct3D je situace komplikovaná hlavně z hlediska rozdílných možností jednotlivých verzí. 
Nejprve se budeme věnovat verzi D3D9. Zde není k dispozici asynchronní možnost čtení dat. 
K dispozici je pouze speciální funkce IDirect3DDevice9::GetRenderTargetData, která zajistí 
kopii dat z frame bufferu do operační paměti. Zablokuje však práci procesoru, dokud operace 
neskončí. 
 Novější verze Direct3D jsou již navrženy na asynchronní operace. Princip je podobný jako u 
OpenGL. Vytvoří se textura, která bude cílem kopírování dat z grafické karty. Dané kopírování se 
inicializuje pomocí funkce ID3D10Device::CopyResource. Pro čtení lze pak data mapovat 
pomocí funkce ID3D10Texture2D::Map. Při mapování lze specifikovat synchronní, či asynchronní 
chování. V případě asynchronního chování, kdy není operace hotová, funkce vrátí chybu. Tímto 
způsobem lze určit počet frame buffer objektů pro zachování hladkého chodu aplikace. 
 Formát dat je vždy shodný s formátem použitým při vytvoření frame bufferů. Direct3D 
bohužel nenabízí nástroje pro automatickou konverzi formátů dat. Data se musí upravovat manuálně.  
3.2 Záznam zvuku 
Knihovny zmíněné v kapitole 2.5 neumožňují zpětné čtení výstupních zvukových dat. Data jsou 
zpracovávána uvnitř knihoven a jdou přímo na výstup zvukové karty. Knihovny dokonce ani 
nenabízejí žádné standardní možnosti jejich zachycení. Pro normální použití těchto knihoven 
funkcionalita zpětného čtení nemá širší uplatnění. Aplikace tuto vlastnost nepotřebují. Musíme se 
tedy uchýlit k jiným možnostem, jak zvukový výstup získat. 
Jednou z možností je softwarové napojení k výstupu zvukové karty. Ovladače zvukových karet 
často imitují speciální vstupní zařízení. Toto zařízení se chová jako „zvukový vstup“, který čte 
výstupní data vycházející ze zvukové karty. Ve Windows lze takovéto zařízení často najít s názvy 
jako „What you hear“ a „Stereo mixer“. Audio subsystém operačního systému Linux se dá 
nakonfigurovat pro softwarový záznam vycházejících zvuků z počítače.  
Tento typ zařízení však nerozlišuje jednotlivé aplikace, což lze chápat jakou nevýhodu. Je to 
však často jediný možný standardní způsob, jak daná data číst. Při použití této metody jsme odkázáni 
na vlastnosti ovladačů zvukových karet. Ty mohou limitovat počet současně otevřených zařízení, 
nebo vůbec nenabízet funkcionalitu zpětného čtení výstupních zvukových dat. Podobně jako zvuk 
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vycházející z počítače lze zaznamenávat i zvuk z mikrofonu, či jiného dostupného vstupního 
zvukového zařízení. 
K zajištění přístupu ke zvukovým zařízením musíme použít programovací rozhraní nabízeným 
jednotlivých operačních systémů. V systému Windows se budeme věnovat dnes již zastaralému 
rozhraní Waveform Audio. V operačních systémech Windows Vista a novějších byl audio subsystém 
notně přepracován. K dispozici je možnost využití rozhraní pro komunikaci přímo s jeho jádrem 
pomocí knihoven Windows Core Audio.  
3.2.1 Waveform Audio 
Waveform Audio [13] je dnes již zastaralým programovým rozhraním Windows pro přístup ke 
zvukovým zařízením. Lze přistupovat ke dvěma hlavním typům zařízení, vstupním a výstupním. Jak 
již název vypovídá, tak vstupním je například mikrofon, a výstupním je například klasický zvukový 
výstup. Ze vstupních zařízení data přijímáme, do výstupních je naopak posíláme. 
Při práci s Waveform Audio musíme nejdříve otevřít zařízení, se kterým chceme pracovat. 
Zařízení se zde identifikují pomocí číselných identifikátorů. Lze také získat čitelné jméno daného 
zařízení. Tato jména však nejsou nijak standardizovaná. Při otevírání také musíme specifikovat, 
v jakém formátu data chceme přijímat. Volitelné hodnoty, jsou popsané v kapitole 2.4. Zařízení, 
respektive ovladač zařízení, musí volbu formátu podporovat. Waveform Audio zvládá konverze mezi 
základními PCM formáty dat automaticky. Podpora různých formátů je velmi široká. Pokud je 
zařízení úspěšně otevřené, stačí předat zvukové vyrovnávací paměťové bloky. Do nich zařízení 
následně čte, anebo nahrává. Vyrovnávací paměťové bloky musí být pro hladký průběh nejméně dva. 
Jakmile se příjem, či odesílání spustí, na pozadí vznikne skryté systémové vlákno. To nás upozorní, 
pokud je nutné zpracovat výstupní, či číst vstupní data. Upozornění je možné hned několika různými 
způsoby. Podporované jsou například zasílání událostí, zasílání zpráv oknu, zpětné volání funkce a 
klasické cyklické dotazování. Stačí už jen data zpracovat a uvolněný paměťový blok vrátit zpět do 
fronty k dalšímu zpracování. 
3.2.2 Windows Core Audio 
V operačním systému Windows Vista byl audio subsystém výrazně pozměněn. Mezi původní 
programovací rozhraní (Waveform Audio, DirectSound, …) a zvuková zařízení byla přidána nová 
mezivrstva. Ta umožňuje přímý přístup do zvukového subsystému operačního systému. 
Programovací rozhraní se nazývá Windows Core Audio [14]. Obrázek 4 značí takto nově vzniklou 
architekturu. Zde je jasně patrné, že většina zvukových knihoven je postavena přímo nad zvukovým 
jádrem systému Windows. 
Windows Core Audio nabízí hned několik rozhraní pro práci se zvukovými zařízeními. 
MMDevice slouží pro enumeraci existujících zařízení, jež jsou k dispozici. WASAPI zprostředkovává 
přenos dat mezi aplikací a zvukovým zařízením. S některými zařízeními je možné pracovat i v 
duplexním módu. DeviceTopology umožňuje průchod topologií zvukových zařízení a jejich 
konfiguraci. Aplikace tuto možnost využijí jen zřídka. Zvukový subsystém se stará o automatickou 
konfiguraci. Posledním rozhraním je EndpointVolume, které se věnuje ovládání hlasitosti. 
Rozhraní je objektově orientované a komunikace s ním je definovaná pomocí COM. Lze 
přímo přistoupit k jádru zvukového subsystému bez žádných mezivrstev. Nabízí tak co nejnižší 
latenci zpracování a zároveň co nejširší dostupné možnosti z hlediska ovládání samotných zvukových 
zařízení. Samotná práce s Core Audio rozhraním je podobná práci s Waveform Audio. Ve Windows 
Vista je Waveform Audio vrstvou využívající služeb rozhraní Windows Core Audia. Hlavním 
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rozdílem je chybějící možnost výrazně ovlivnit pracovní formát zvukových dat. Musíme pracovat 
přímo s formátem, který využívá zvukové jádro systému.  
Oproti Waveform Audio nabízí možnost zpětného čtení výstupních zvukových dat. Nemusíme 
se tedy spoléhat přímo na možnosti poskytované až ovladačem zvukové karty. 
 
 
Obrázek 4: Architektura Windows Core Audio (převzato z [14]) 
3.2.3 Advanced Linux Sound Architecture 
Advanced Linux Sound Architecture (zkráceně ALSA) je zvukovým rozhraním systému Linux [15]. 
Rozhraní zvládá všechny operace nabízené standardními zvukovými rozhraními systému Windows. 
Samozřejmostí je možnost práce se vstupními i výstupními zařízeními. Na začátku se musí zařízení 
nejprve otevřít.  
Pro určení konkrétního zařízení musíme znát jeho identifikátor v systému. Zvuková zařízení 
mají v ALSA komplikovanou topologii. Jedná se o tříúrovňovou hierarchii. Zařízení v každé hierarchii 
jsou číslované od nuly. Na vrcholu jsou zařízení zvukových karet. Dokumentace uvádí, že ALSA 
podporuje až osm zvukových karet najednou. Každá zvuková karta může nabízet několik zařízení. 
Jedná se například o zvukový výstup, vstup, časovač a další. Každé zařízení poté může mít libovolný 
počet koncových zařízení, jež přímo symbolizují vstupy a výstupy (například výstup na sluchátka).  
 Abychom však mohli jednoznačně v ALSA zařízení adresovat, musíme použít speciální 
notaci. Ta má formát „interface:card,device,subdevice“. Interface značí typ spojení, 
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které chceme použít. Nejčastěji se používá hw, jež značí pro přímý přístup k hardwaru zvukové karty. 
Příkaz plughw, které umožňuje konverzi dat na nestandardní formát, jež přímo nepodporuje ovladač 
zvukové karty. Identifikátory card, device a subdevice jsou číselné indexy jednotlivých úrovní 
v topologii zvukových zařízení popsaných v předchozí kapitole. Pokud je hodnota card, device 
nebo subdevice vypuštěna, nahrazuje se automaticky nulou. Příkladem takového zařízení například 
může být „hw:0,0“, jež doslovně značí: „přímé spojení k nultému koncovému bodu nultého zařízení 
nulté zvukové karty“. 
 Samotné čtení čí zápis zvukových dat může být blokující, či neblokující. Existuje i možnost 
použití asynchronních signálů. Tento způsob se však nedoporučuje. 
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4 Zpracování videa 
V předchozí kapitole jsme popsali možnosti čtení obrazových a zvukových dat. Dalším krokem je 
jejich zpracování. Data mohou mít různé formáty. Nejprve je nutné provést jejich normalizaci. U 
obrazových dat se budeme zabývat organizací jednotlivých barevných složek a jejich bitovou 
hloubkou. Uvedeme si, jakým způsobem je lze mezi sebou převádět.  
Abychom předešli přílišné velikosti dat, je nutné použít kompresi. Existuje velké množství 
různě rychlých kompresních algoritmů. Nás hlavně zajímají ty, které zvládnou komprimovat data 
v reálném čase.   
U zvukových dat není jejich velikost příliš důležitá. Jedná se pouze o jednorozměrné pole dat. 
Pokud chceme například umět zaznamenávat i data přicházející z mikrofonu, je vhodné umět mixovat 
více zdrojů zvukových dat do jednoho. Z hlediska mixování je potřeba prozkoumat algoritmy pro 
změnu vzorkování zvukových dat. Z tohoto důvodu se zmíníme o pásmově omezené interpolaci. 
4.1 Změna formátu digitálního obrazu 
Obrazová data jsou čtena pomocí knihoven OpenGL a Direct3D. Data je potřeba transformovat ze 
všech rozhraní do sjednocené podoby. Z hlediska OpenGL se jedná o formáty GL_RGB, RGBA, BGR a 
BGRA. Jednotlivé barevné složky RGB modelu mají každá velikost osmi bitů. OpenGL zvládá 
konverzi na požadovaný formát jako nativní operaci. Není tedy potřeba takto získaná data 
normalizovat. Problém však nastává u Direct3D. Zde tato podpora chybí. Je nutné brát jednotlivé 
verze Direct3D zvlášť, jelikož se formáty, hlavně mezi verzemi 9 a 10, liší. 
Z dokumentace k verzi D3D9 plyne, že u frame bufferů se lze setkat s formáty dat 
D3DFMT_A8R8G8B8, X8R8G8B8, R5G6B5, A1R5G5B5, X1R5G5B5 a A2R10G10B10. Značení v tomto 
případě je mírně matoucí, protože je pořadí barevných složek přehozené. Ve skutečnosti je 
D3DFMT_A8R8G8B8 totožný s formátem GL_BGRA v OpenGL.  
Od D3D10 je již značení formátů z hlediska pořadí složek stejné jako u OpenGL. Novější 
verze již nepoužívají 16 bitové formáty, které byly ve verzi D3D9 pouze z historických důvodů. 
Přibyly však nové 32 a 64 bitové typy. Dále jsou také podporované formáty v racionálních číslech 
(označené FLOAT) a formáty, které nejsou lineární (označené SRGB). Lze se setkat s lineárními 
formáty DXGI_FORMAT_R10G10B10A2_UNORM, R10G10B10_XR_BIAS_A2_UNORM, 
R8G8B8A8_UNORM, B8G8R8A8_UNORM, s nelineárními formáty R8G8B8A8_UNORM_SRGB, 
B8G8R8A8_UNORM_SRGB a formátem racionálních čísel R16G16B16A16_FLOAT. 
Konverze dat mezi lineárními formáty je poměrně jednoduchá. Uvažujme například konverzi 
dat mezi formáty A1R5G5B5 (respektive B5G5R5A1) a B8G8R8. Jedná se o konverzi 16 bitového 
formátu na 24 bitový. Dojde ke ztrátě údajů o průhlednosti. Jednotlivé barevné složky jsou rozšířené 
z pěti na osm bitů. Konverze lze jednoduše dosáhnout pomocí bitových operací. Obrázek 5 přesně 
popisuje pozice jednotlivých bitů barevných složek před a po konverzi. 
 Konverze FLOAT a SRGB verzí na lineární formát je popsán v dokumentaci k Direct3D10 
[7]. 
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Obrázek 5: Konverze 16 bitového B5G5R5A1 formátu na 24 bitový R8G8B8 formát. Čísla značí identifikátory 
jednotlivých bitů dané barevné složky. Konverzi lze provést několika bitovými operacemi. 
4.2 Bezztrátová komprese 
Účelem komprese je transformovat datový proud takovým způsobem, aby došlo k úspoře 
spotřebovaného prostoru. Zároveň však musíme být schopni zajistit zpětnou dekompresi. Kompresi 
dat lze aplikovat i jinde než jen v oboru obrazových a zvukových dat.  
Uvedeme si některé základní kompresní techniky. Tyto techniky se dají používat u obecných 
digitálních dat. Snaží se co nejvíce snížit redundanci kódovaných dat [17]. Tyto metody se na 
obrazová data dívají jako na sadu bytů. 
4.2.1 Huffmanovo kódování 
Huffmanovo kódování pracuje principu snížení redundance dat pomocí vhodné změny označení 
symbolů kratšími [17]. Znaky, které se v kódované posloupnosti objevují častěji, jsou zakódované co 
nejkratší posloupností bitů (slov). Aby bylo možné data později dekódovat, musí Huffmanovo 
kódování splňovat tzv. prefixovou podmínku. Žádné kratší kódové slovo nesmí být prefixem jiného 
delšího slova. Musíme znát tedy počet výskytů jednotlivých znaků a podle toho vytvořit kódovou 
tabulku. Nemusí být použitá jen jediná tabulka, protože se frekvence výskytů znaků může časem 
měnit. To vede ke zvýšení kompresního poměru. Je nutné si také uvědomit, že je potřeba mít 
k dispozici stejnou tabulku i pro dekódování. Tabulka musí být součástí přenášených dat.  
4.2.2 Run Length Encoding 
Run Length Encoding (zkráceně RLE) se používá hlavně v případech, kdy se na vstupu nachází 
vysoká redundance po sobě jsoucích stejných znaků. Tyto posloupnosti se pak kódují kratšími 
speciálními řetězci. Ty obsahují znak a počet kolikrát se po sobě vyskytnul. 
Tato metoda je použitelná pouze ve specifických případech. Například pro obraz, kde 
převládají velké bloky stejné barvy. 
4.2.3 Slovníkové metody 
Základem metody je posouvání okna a hledání nejdelší posloupnosti znaků, které se již vyskytly 
v zakódované části dat. Pokud se v kódovaných datech vyskytují nějaké vzory, je tato metoda velmi 
účinná. Výhodou je, že dekomprese probíhá přesně opačně. Tato metoda se často značí jako Lempel-
Ziv (algoritmus LZ77) s Welschovými modifikacemi (algoritmus LZW). Slovníková metoda není 
příliš rychlá. Nevýhodou je také nízká účinnost na binárních datech. 
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4.3 Ztrátová komprese obrazových dat 
Kvůli velikosti obrazových dat je často nutné použít pokročilejší kompresní techniky. Bezeztrátové 
algoritmy pro obecná data totiž nenabízí při kompresi binárních obrazových dat dostatečně velký 
kompresní poměr. Obrazová data lze poměrně dobře ztrátově komprimovat. Komprese se provádí 
redukcí nadbytečné obrazové složky, takzvaných redundantních dat, a také vypuštěním 
nepodstatných složek obrazu s ohledem na lidský zrak, takzvaných irelevantních dat. 
 Lze využít vlastností obrazu, kdy jsou některé ze sousedních bodů stejné, či alespoň podobné. 
Dále se lze zaměřit přímo na sekvenci obrázků. Některé oblasti jsou v sekvencích obrázků stejné. 
Redukce redundantních dat vede k zachování množství informace obsažené v obrazu. Zatímco 
redukce irelevantních dat změní obraz trvale a dojde ke ztrátě informace.  
 
 
Obrázek 6: Princip video kodeku (převzato z [17]) 
 
 Cílem video komprese je dosáhnou co možná nejnižšího objemu výstupních zakódovaných 
dat. Pokud budeme uvažovat pouze ztrátovou kompresi, jsme omezeni hlavně výslednou vizuální 
kvalitou.  
4.3.1 YCbCr barevný model 
Při kompresi obrazových dat se často pracuje s barevným modelem YCbCr. Ten je vhodný pro 
využití při ztrátové kompresi. Barevný model je tvořen třemi složkami. Y je jasová složka obrázku. 
Cb je modrá a Cr je červená chrominanční komponenta. Cb a Cr jsou v podstatě modrá a červená 
barevná složka bez jasové složky. Cb lze tedy také označit jako (B-Y) a Cr jako (R-Y). 
Převod mezi prostory RGB a YCbCr [18] lze definovat jako 
 
  
 
  
  
   
  
   
   
   
                   
                 
                 
   
 
 
 
 , (3) 
 
kde složky R, G a B jsou v rozsahu      , Y je v rozsahu          a Cb, Cr v rozsahu         . 
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Zpětnou konverzi [18] lze vyjádřit jako 
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Oko je velmi citlivé na změny jasu v obraze. Je však méně citlivé na změny barev. Pokud 
budeme brát chrominanční komponenty pouze s polovičním vzorkováním, lze tak dosáhnout třetinové 
úspory oproti modelu RGB. Tento způsob je ztrátový. 
4.3.2 Diskrétní kosinová transformace 
Existují transformační kódování, která zvládnou přenos obrazových dat z prostorové do frekvenční 
oblasti. Po zpracování lze přenést obraz zpět pomocí inverzní transformace. Obraz je brán jako signál 
a je vyjádřen součtem takzvaných váhovaných bázových funkcí. Jednotlivé váhy se nazývají váhové 
koeficienty [17].  
V oblasti zpracování obrazových informací dosahuje kvalitních výsledků diskrétní kosinová 
transformace (DCT). Ta má pevně definované bázové funkce. Existují pro ni rychlé algoritmy a její 
inverzní funkce se nazývá inverzní diskrétní kosinová transformace (IDCT). Z hlediska obrazu 
transformace pracuje nad 2D prostorem. Velkou výhodou je separabilita operací. Transformaci lze 
aplikovat nejprve na řádky a poté na sloupce zvlášť. 
V kompresi obrazu se tato transformace nejčastěji aplikuje na bloky o rozměrech 8x8 bodů. A 
má tvar 
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kde           a     ,      jsou normovací koeficienty 
 
     
 
  
  
                
 
IDCT je popsána rovnicí 
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kde          . 
 Tato transformace však sama o sobě nevede ke kompresi. Komprese lze dosáhnout až 
použitím kvantizační matice. Tím potlačíme význam některých koeficientů DCT na nulu. Čím větší 
jsou hodnoty obsažené v kvantizační matici, tím větší je efekt na degradaci vysokých frekvencí 
v obraze. Jedná se například o hrany. Nejvíce ovlivněnou částí obrazu bývá text. Vhodným čtením 
výsledků po kvantizaci lze získat dlouhé posloupnosti nul. Ty lze pak velmi efektivně kódovat 
entropickým kódováním jako je například Huffmanovo kódování nebo RLE. Obrázek 7 zachycuje 
jednotlivé základní kroky této komprese. Komprese obrázků JPEG je založena na této metodě. 
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Obrázek 7: Kroky vedoucí ke kompresi za využití DCT (převzato z [17]) 
4.3.3 Předpověď pohybu 
Jednou z nejnáročnějších částí moderních kompresních algoritmů z hlediska výpočetního výkonu je 
metoda předpovědi pohybu (anglicky motion prediction, zkráceně MP) [16]. Metoda je založená na 
principu použití bloků bodů v navazujících snímcích s tím, že se tyto bloky mohou s postupujícím 
časem pohybovat. Využívá se tak efektů pohybujícího se objektu, či celé scény v některém směru. 
Tato predikční metoda tedy nepracuje v obrazovém prostoru ale v časovém. 
Obraz je rozdělen na bloky a vyhledává se nejpodobnější blok z předchozího obrazu. 
Výsledkem je vektor pohybu a míra shody dvou k sobě patřících bloků. Při rychlých pohybech se 
může stát, že nedojde k žádné kompresi. 
4.4 Mixování digitálního zvuku 
Obecně lze zaznamenávat datové proudy zvuků z několika zařízení najednou. Potřebujeme tyto 
datové proudy být schopni sloučit do jediného zvuku. V reálném světě mixování zvuků probíhá 
sčítáním vln. Díky tomuto může slyšet lidské ucho hned několik zvuků najednou (viz kapitola 2.4).  
Mějme tedy dva vstupní datové proudy digitálního zvuku. Z hlediska této práce se jedná 
například o data z mikrofonu a ze zvukového výstupu počítače. Data těchto proudů označme jako   a 
 . Lze použít formuli sčítání 
 
        (7) 
 
Uvažujme bitovou hloubku 8 bitů, tedy hodnoty celých čísel v rozsahu        . Výsledek 
sčítání tedy může nabývat hodnot v rozsahu        . Dostáváme se tak mimo obor povolených 
hodnot. Lze přesahující hodnoty useknout. Tím však porušíme původní signál a vznikne nežádoucí 
šum. Dalším řešení je vydělit výsledek dvěma. Bohužel i toto řešení vede ke špatným výsledkům. 
Vydělením dvěma přijdeme o část informací původních signálů. V tomto případě nepracujeme 
s plným 8 bitovým dynamickým rozsahem obou vstupních signálů, ale pouze s polovičním. Čím více 
signálů bychom mixovali dohromady, tím více by byly původní signály ve výsledku tišší. Tento 
postup je v přímém rozporu s očekávanými výsledky. Pokud mixujeme několik hlasitých zvuků, 
výsledek by měl být vždy o něco hlasitější. 
 Musíme na tento problém použít jiný způsob. Pokud je jeden ze signálů „ticho“, ve výsledku 
bude slyšet druhý signál. Pokud jsou oba „ticho“, výsledkem je „ticho“. Pokud jsou oba aktivní, 
výsledek bude o něco hlasitější, než původní signály. Pokud budeme uvažovat hodnoty reálných čísel 
v oboru hodnot       lze dané efektu dosáhnout pomocí násobení [19]. Násobení      má však 
přesně obrácený efekt. Pokud násobení „převrátíme“, získáme rovnici 
 
                        (8) 
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  Je nutné ještě vyřešit poslední problém. Často se můžeme setkat se zvukovými daty, které 
nemají ticho jako krajní hodnotu, ale jako střední. Budeme jako příklad uvažovat data, kde jsou 
hodnoty v oboru reálných čísel a mají rozsah       . Hodnota „ticha“ se v tomto případě nachází 
uprostřed (v nule).  
Pokud jsou oba signály pod nulou, výsledek by měl být ještě více pod nulou. Pokud jsou oba 
signály nad nulou, výsledek by měl být ještě více nad nulou. Pokud je jeden pod nulou a druhý nad 
nulou, oba signály by se měly navzájem rušit. Pokud je jeden nulový, měl by být na výstupu ten 
druhý. Původní rovnice musí být opačná v případě, kdy jsou oba signály pod nulou. Výsledný vzorec 
pro mixování dvou signálů má tedy tvar 
 
    
            
            
   (9) 
 
Pokud bychom chtěli tyto rovnice adaptovat na obecné hodnoty, stačí vždy vstupní signály 
vydělit maximální možnou hodnotou a výsledek poté zpětně vynásobit. 
4.5 Převzorkování digitálního zvuku 
Při mixování se často dostaneme do situace, kde zvukové signály, pocházející z různých zdrojů, si 
nejsou vzájemně kompatibilní. Aby je bylo možné mixovat, je nutné zajistit, úpravu formátu 
minimálně jednoho z nich.  
Zvuková data PCM mají prokládaný formát. Základními ukazateli jsou bitová hloubka a 
počet kanálů. Tato data dohromady tvoří základní bloky. Jelikož je zvuk signál závislý na čase, počet 
bloků za jednu vteřinu je dán vzorkovací frekvencí. Pokud konvertujeme data na nižší bitovou 
hloubku, menší počet kanálů, či menší vzorkovací frekvenci dochází ke ztrátě informace.  
Úpravu bitové hloubky zvukového signálu lze provést podle návodu v kapitole 4.1. Při změně 
počtu kanálů lze odebrat přebývající kanály, či přidat prázdné (obsahující „ticho“).  
 Otázka změny vzorkovací frekvence je poněkud komplikovaná. Musíme nějakým způsobem 
zrekonstruovat původní signál. K dispozici máme jednotlivé vzorky dat, které vznikly čtením hodnot 
signálu v pevně daných intervalech. Existuje několik způsobů, jak nové vzorky z již známých 
interpolovat. Lze použít Lagrangeovu interpolaci, kdy lze z pevného počtu bodů vytvořit polynom, 
který jimi prochází. Můžeme se také pokusit interpolovat diskrétní hodnoty za pomocí kubické 
interpolace, nebo dokonce i s využitím křivek.  
Lze se však zaměřit přímo na matematickou rekonstrukci signálu. Shannonův vzorkovací 
teorém říká, že pokud má původní signál maximální frekvenci rovnající se polovině vzorkovací 
frekvence, lze takovýto signál přesně zrekonstruovat. Tento ideální způsob se označuje jako pásmově 
omezená interpolace (anglicky bandlimited interpolation) [20]. 
Mějme vzorky        spojitého integrovatelného signálu     , kde   je čas,     a    je 
vzorkovací perioda. Z hlediska Shannonova vzorkovacího teorému předpokládáme, že      je 
omezená      .    je v tomto případě vzorkovací frekvence        . Pokud      značí 
Fourierovu transformaci signálu     , lze předpokládat, že        pro všechny        . 
Shannonův teorém nám v tomto případě říká, že lze signál jednoznačně zrekonstruovat pomocí 
rovnice 
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  (10) 
 
kde 
 
                 
         
    
  (11) 
 
Pokud chceme změnit vzorkování původního signálu      na novou frekvenci          , 
stačí vypočítat pouze hodnoty v násobcích    . Nemusíme tedy počítat hodnoty pro celý signál. Pokud 
je nová vzorkovací frekvence   
  menší, než frekvence původní, musíme se zbavit vyšších frekvencí, 
než je nová vzorkovací frekvence. Ideální nízkou propustí je v tomto případě 
 
               
                
         (12) 
 
Rovnici 10 si lze představit jako konvoluci instancí funkce     . Počátek každá instance 
funkce      má počátek posunut na pozici korespondujícího vzorku. Její maximální amplituda má 
jeho hodnotu. Všimněme si, že v celočíselných intervalech má funkce      nulové hodnoty, kde 
pouze v nule je maximální. Díky tomuto jsou celočíselné hodnoty ovlivněny pouze původním 
vzorkem. 
 
 
Obrázek 8: Ukázka funkce sinc (převzato z [20]). 
 
Jako příklad uvedeme rekonstrukci signálu daného polem hodnot                        
Obrázek 9 znázorňuje výsledek konvoluce      pro daný diskrétní signál. 
 
 
Obrázek 9: Příklad rekonstrukce diskrétního signálu                     (převzato u [20]). 
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Další možnou interpretací rovnice 10 je obrácený proces. Abychom mohli vypočítat hodnotu 
signálu v čase   lze do něj umístit funkci      tak, aby její maximum bylo v daném bodě. Poté lze 
sečíst všechny hodnoty jednotlivých vstupních vzorů vynásobených s hodnotou funkce     . Tím 
dostaneme stejného výsledku jako v prvním případě. 
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5 Uložení videa 
Ukládání videa je závěrečná operace. Následuje po zpracování jednotlivých audiovizuálních proudů. 
Aby bylo možné uložit do souboru několik proudů najednou, musíme být schopni je přesně označit. 
Přehrávač je poté může najít, přečíst a popřípadě i přehrát. Existuje hned několik formátů pro uložení 
audiovisuálních datových proudů. Obecně se jim říká kontejnery. V této práci se budeme zajímat o 
formát AVI. Jedná se o nejpopulárnější kontejner videa. Má širokou podporu v nejrůznějších 
aplikacích. Základní struktura AVI je založena na formátu RIFF. Jedná se o „vzorový“ formát pro 
uložení multimediálních dat do souborů. 
 Samotné ukládání musí podporovat i soubory větší než je rozsah 32 bitového čísla (4 GB) a 
rozhraní musí podporovat asynchronní ukládání. Nechceme totiž čekat na uložení dat, mnohem 
vhodnější je ukládání paralelní během jiných výpočtů. 
5.1 Resource Interchange File Format  
Resource Interchange File Format (zkráceně RIFF) [21] je „vzorový“ formát pro ukládání 
multimediálního obsahu do souborů. Tento formát nijak neurčuje, jakým způsobem jsou data 
organizována, či co reprezentují. Pouze specifikuje, v jakém pořadí jsou bloky dat uloženy, kolik 
místa jednotlivé zabírají a jejich jméno. Soubor ve formátu RIFF má stromovou strukturu. Logické 
celky tohoto formátu lze rozdělit na dva druhy. Jedná se o bloky (anglicky chunk) a seznamy 
(anglicky list).  
Bloky drží data, jejichž formát je neznámý. Jejich účelem je pro data vymezovat místo. 
Maximální velikost dat v jednom bloku je 4 GB. Blok lze označit identifikátorem o čtyřech ASCII 
znacích. Celková velikost hlavičky bloku je 8 bytů. Jednotlivé bloky lze skládat sekvenčně za sebe. 
Hlavička každého bloku má tvar 
 
jméno_bloku velikost (data). 
 
Seznamy umožňují sdružovat jednotlivé bloky do úrovní. Seznam je definován podobně jako 
blok. Navíc však obsahuje identifikátor o velikosti čtyř znaků, který je označen jako „LIST“. Velikost 
jednoho listu opět nemůže přesáhnout velikost v rozsahu        . Hlavička LIST má tvar 
 
'LIST' velikost jméno_typu (data). 
 
Každý soubor založený na vzoru formátu RIFF začíná speciální „RIFF“ hlavičkou. Lze jej tak 
jednoduše rozpoznat, aniž bychom museli tuto informaci uchovávat jiným způsobem. Jedná se 
v podstatě o kořenový list, který místo původního identifikátoru „LIST“ obsahuje identifikátor 
„RIFF“. Tento případ je speciální a vyskytuje se pouze v kořenové úrovni souboru. V podúrovních na 
něj nenarazíme. RIFF hlavička má tento tvar 
 
'RIFF' velikost jméno_typu (data). 
 
Formát RIFF je definován velmi obecně, aby jej bylo možno použít jako vzorový formát pro 
velmi širokou škálu využití. Jsou na něm postavené formáty pro ukládání audia (WAV), videa (AVI), 
animované kurzory (ANI) a další. 
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V následujících kapitolách budeme používat speciální notaci pro popis RIFF bloků a seznamů. 
Seznam je označen jako „LIST ('jméno_typu' (blok|seznam|< označení dat >)*)”. 
Blok je označen jako „'jméno_bloku' (<označení dat>)”. 
5.2 Audio Video Interleaved 
Multimediální kontejner Audio Video Interleaved (zkráceně AVI) byl vytvořen společností Microsoft 
v roce 1992 jako součást jejich nově vznikající platformy pro práce s video soubory označené jako 
Video for Windows (zkráceně VfW) [21][22]. I když je VfW dnes již ve Windows zastaralý systém 
pro práci s multimédii, AVI se jako souborový formát stále s oblibou používá. 
 Výhodou AVI je jeho jednoduchá struktura. Podporuje ukládání obrazu, zvuku i textu. 
Obecně lze do něj uložit i specifická data, která mají význam pouze pro konkrétní aplikaci. Neznámá 
data jsou jednoduše ostatními aplikacemi ignorována. AVI soubor lze přehrávat, i když není 
k dispozici celý. Tento fakt je důsledkem organizace souboru. Všechny hlavičky popisující formát 
jednotlivých proudů se nachází na začátku souboru. 
5.2.1 Základní struktura 
Každý AVI soubor musí začínat kořenovým seznamem RIFF. RIFF seznam v postatě určuje velikost 
celého souboru a definuje typ souboru. Pokud se jedná o soubor AVI, je definován jako „AVI  “. 
Všimněme si, že posledním znakem je v tomto případě mezera (ASCII znak 0x20). Použití mezer 
v identifikátorech není v rozporu s pravidly RIFF formátu.  
 
 RIFF ('AVI ' 
  LIST ('hrdl' <Data>) 
  LIST ('movi' <Data>) 
  [ 'idx1' (<Položky adresáře>) ] 
) 
 
První položkou v kořenovém seznamu je hlavička „hdrl”. Hlavička je opět seznamem a 
obsahuje informace o formátech dat, velikosti a jejich uspořádání v AVI souboru.  
 
LIST ('hdrl' 
'avih'(<Hlavní AVI hlavička>) 
LIST ('strl' 
'strh'(<Hlavička datového proudu>) 
'strf'(<Formát datového proudu>) 
[ 'strd'(<Doplňující informace>) ] 
[ 'strn'(<Jméno datového proudu>) ] 
... 
) 
  ... 
) 
 
 
Nachází se zde blok „avih“, který definuje umístění hlavní hlavičky souboru AVI. 
Specifikace požaduje, aby tento blok se nacházel jako první v seznamu „hdrl“. Tento blok obsahuje 
datovou strukturu AVIMAINHEADER. Obsahuje globální informace o datech v daném souboru. 
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Mezi nejdůležitější z nich patří časový interval mezi sousedními snímky, šířka a výška snímků, 
celkový počet snímků a počet datových proudů v souboru. 
 Jednotlivé datové proudy jsou definované následujícími seznamy „strl“. Počet těchto seznamů 
je dán počtem datových proudů v souboru. Počet je definován v hlavní AVI hlavičce. Každý „strl“ 
seznam musí obsahovat dva bloky. Jedná se o „strh“ a „strf“.  
Blok „strh“ obsahuje hlavičku popisující konkrétní datový proud. Jedná se o datovou 
strukturu AVISTREAMHEADER. Ta obsahuje informace o typu dat (audio, video, text), použitém 
kompresním algoritmu, kvalitě, počtu snímků za vteřinu, celkovém počtu snímků a dalších. Některé 
údaje se kryjí s údaji z hlavní hlavičky AVI. Je nutné si uvědomit, že tyto údaje slouží pouze danému 
proudu, zatímco hlavní hlavička je globální pro celý soubor.  
Blok „strf“ je přímo závislý na bloku „strh“ a definuje formát dat uložených v daném proudu. 
V případě obrazového proudu blok obsahuje strukturu BITMAPINFO. Tato struktura je společností 
Microsoft používána pro popis obrázků. V tomto případě popisuje formát jednotlivých snímků 
obsažených v daném proudu. Popisuje velikost snímků v daném proudu, jejich bitovou hloubku, 
použitou kompresi a popřípadě může obsahovat i barevnou paletu. Pokud se jedná o zvuková data, 
blok „strf“ obsahuje strukturu WAVEFORMATEX. Jde o formát používaný společností Microsoft 
k popisu zvukových dat. Obsahuje informace o vzorkovací frekvenci, počtu kanálů, bitové hloubce, 
použité kompresi a další. 
Je možno přidat i další nepovinné bloky jako je jméno daného proudu, či definovat další 
doplňující informace. Například blok „strd“ obsahuje doplňující informace pro kompresní algoritmy. 
Často se používá pro uchování kontextu pro automatickou konfiguraci dekompresního algoritmu. 
Blok „strn“ obsahuje textový řetězec popisující datový proud. 
Jednotlivé datové proudy jsou očíslované. První datový proud má index 00, druhý 01. 
Teoreticky lze definovat až 100 různých datových proudů. Poslední datový proud bude mít při plném 
obsazení index 99. Tyto indexy jsou důležité z hlediska určení, které datové bloky patří k danému 
proudu. 
 
LIST ('movi' 
       '##(db|dc|wb|wc)' (<Data>) 
... 
) 
 
Po seznamu obsahujícím AVI hlavičky „hdrl“ následuje seznam „movi“. Tento seznam 
obsahuje jednotlivé datové bloky. Označení jednotlivých datových bloků je poněkud 
komplikovanější. První dva znaky „##“ určují index datového proudu, ke kterému daný datový blok 
patří. Způsob indexování proudů je popsán v předchozím odstavci. Poslední dva znaky jsou určeny 
podle typu dat, které daný blok nese. První z nich (třetí celkově) nese informaci, o jaká data se jedná. 
V našem případě se setkáme s ‘d’ pro obrazová data a s ‘w’ pro zvuková. Poslední znak nese 
informaci, zda jsou data zkomprimovaná ‘c’, či nikoliv ‘b‘. 
Posledním nepovinným blokem je „idx1“. Jedná se v podstatě o pole indexů na jednotlivá 
data. Tento list existuje v AVI souboru proto, aby bylo možné přímo přistoupit na daný datový blok. 
Nemusí se v tomto případě procházet soubor sekvenčně od počátku seznamu „movi“. Každá položka 
v tomto poli obsahuje identifikátor, pozici v souboru a velikost daného bloku. Všechny pozice bloků 
jsou v tomto případě počítány od počátku „movi“. 
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5.2.2 Rozšíření OpenDML 
AVI formát má v základní verzi mnoho nedostatků. Protože byl tento formát navržen již v roce 1992, 
nepodporuje některé vlastnosti jako datové proudy s proměnnou bitovou hloubkou, podporu přístupu 
do následujících snímků, či podporu souborů větších než jsou 4 GB. Má také problematickou podporu 
synchronizace audia a videa a kvůli indexaci lze jej jen složitě rozšířit o další data. 
 Některé z těchto problémů se snaží řešit rozšíření OpenDML [23]. Toto rozšíření se 
neoficiálně označuje jako AVI v2.0. Adresuje maximální velikost souborů, možnost jednoduchého 
přidávání dalších dat a nabízí mnohem propracovanější návrh indexace datových bloků atd.. 
 Z hlediska této práce nás zajímá zejména podpora větších souborů. Teoreticky je limitem 
velikost 4 GB, některé přehrávače však mají napevno nastavenou podporu mnohem menších souborů. 
Lze se setkat i s případy, kdy AVI musí mít velikost menší než je 1GB. 
 
LIST ('hdrl' 
  ... 
  LIST ('odml' 
   'dmlh' (<Rozšiřující OpenDML hlavička>) 
   ) 
) 
 
 Základem rozšíření je přidání nového seznamu „odml“ do hlavičkového seznamu AVI. 
Obsahuje pouze jedinou položku a tou je blok „dmlh“. Blok obsahuje datovou strukturu, která 
obsahuje celkový počet snímků, který se v souboru nachází. V předchozí kapitole jsme si uvedli, že 
podobný počet se nachází již v hlavní hlavičce AVI. Jedná se ale zásadní rozdíl. Zatímco původní 
údaj udává celkový počet snímků v prvním RIFF bloku, nový udává celkový počet snímků v celém 
souboru.  
 
 RIFF ('AVI ' 
  LIST ('hrdl' <Data>) 
  LIST ('movi' <Data>) 
  [ 'idx1' (<Položky adresáře>) ] 
) 
 RIFF ('AVIX' 
  LIST ('movi' <Data>) 
) 
 ... 
 
Kvůli podpoře neomezené velikosti souborů AVI, bylo nutné přidat podporu více kořenových 
RIFF seznamů za sebou. Zatímco první seznam je označen „AVI “, další se již značí jako „AVIX“. 
„AVI “ obsahuje všechny původní prvky AVI formátu. Výhodou tohoto přístupu je zachování 
podpory RIFF formátu a původní struktura AVI formátu není nijak ovlivněná. „AVIX“ seznamy 
obsahují pouze datovou část „movi“. Pokud přehrávač nepodporuje OpenDML rozšíření, seznam 
„odml“ je přeskočen a přehrávání skončí na konci prvního bloku. Přehrávač totiž přeskočí i všechny 
následující seznamy „AVIX“. 
 
LIST ('strl' 
... 
'indx'(<Super adresář>) 
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) 
 
Abychom nemuseli procházet seznamy „AVIX“ při přeskakování během přehrávání, je nutné 
použít také nový systém indexace datových bloků. Ten je založen na stromové struktuře. Rozšíření 
OpenDML přidává do AVI standartu hned několik nových bloků. Hlavní blok „indx“, zvaný super 
index, lze chápat jako kořenový adresář. Každý datový proud má vlastní. Kořenový adresář nikdy 
neodkazuje přímo na jednotlivé datové bloky, ale na další úroveň seznamů indexů. Indexy 
uchovávané v jednotlivých položkách jsou 64 bitové. Rozsah poloh indexů je        . Super index 
obsahuje informaci o počtu obsazených záznamů. Tato vlastnost nám dovoluje jednoduché přidání 
další položky, aniž bychom museli řešit nedostatek místa. Musíme s tím dopředu počítat a dostatek 
místa vytyčit již při vytváření hlavičky AVI. Jednotlivé položky obsahují přímou pozici v souboru na 
daný podseznam indexů. 
 
LIST ('movi' 
       '##(db|dc|wb|wc)' (<Data>) 
... 
'ix##' (<Lokální adresář>) 
... 
) 
 
Jednotlivé podseznamy se nachází přímo mezi datovými bloky. Díky tomuto přístupu lze tyto 
seznamy indexů libovolně přidávat během záznamu videa. Tyto indexy se nachází jak v „AVI “ 
seznamu tak i v „AVIX“ seznamech. Datové struktury obsahují identifikátor datových bloků, na které 
odkazují. Podobně jako super index udržují počet obsazených položek. Indexace u tohoto typu je 
založená na bázovém a relativním posunutí. Bázové posunutí platí pro všechny položky. Bere se opět 
od počátku souboru. Výhodou tohoto systému je úspora místa. Lze totiž použít 64 bitový bázový 
index a 32 bitový relativní index. 
Aby byla aplikace schopná najít blok, nejdříve musí přistoupit na kořenový adresář, v něm 
najít odpovídající podadresář a až z něj přistoupit na hledaný blok. 
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6 Záznam videa na pozadí aplikací 
V předchozích kapitolách jsme analyzovali, jakým způsobem lze z běžící 3D aplikace získat obraz i 
zvuk. Zvuk lze získat přímo z ovladačů zvukové karty, kde je k dispozici jako vstupní zařízení (viz 
kapitola 3.2). Není tedy problém jej zaznamenávat na pozadí aplikace. Podobná otázka však vyvstává 
i při záznamu obrazu. Pokud chceme zaznamenávat obraz, je nutné za normálních okolností 
manipulovat se zdrojovým kódem aplikace a ve správný čas umožnit přečtení frame bufferu (viz 
kapitola 3.1).  
Nutnost modifikace zdrojového kódu je však z hlediska některých případů zásadním 
problémem. Mohou nastat dvě situace, kdy tento problém je nutné řešit. Buď máme k dispozici 
zdrojový kód aplikace, ale použití knihoven OpenGL a Direct3D je zapouzdřeno v nadstavbové 
knihovně vyšší úrovně, nebo máme k dispozici pouze spustitelný soubor, který již nelze dodatečně 
modifikovat.  
 Strojové kódy funkcí rozhraní OpenGL a Direct3D se nachází v externích knihovnách. 
Musíme být schopni nějakým způsobem pozměnit funkcionalitu původní implementace těchto 
externích knihoven a zajistit tak zachycení volání jejich zobrazovacích funkcí (anglicky hooking). 
Díky tomu budeme schopni uložit obrazová data těsně před jejich překlopením na obrazovku 
uživatele.  
 Každá aplikace je definovaná spustitelných souborem a sadou dynamických knihoven, na 
kterých je závislá. Musíme nejdříve pochopit základní organizační strukturu souborů dynamických 
knihoven a aplikací. Tyto soubory se poté mapují do paměti a tvoří základní strukturu procesů. Do 
procesů se během jejich provádění načítají dynamické knihovny a volají jejich funkce. 
 Pokud chceme zaznamenávat video v úplně cizích aplikacích, musíme nějakým způsobem 
zajistit načtení vlastní knihovny a její inicializaci (anglicky library injection). 
6.1 Vnitřní struktura aplikací 
Vnitřní struktura aplikací je definovaná binárním formátem spustitelných souborů a dynamických 
knihoven. Formát je na Windows a Linuxu rozdílný. Výhodou však je, že oba operační systémy 
používají pro spustitelné soubory i sdílené knihovny totožný formát. Ve Windows se jedná o formát 
Portable Executable. V Linuxu se jedná o Executable and Linking Format. Nebudeme uvádět jejich 
podrobný popis. Uvedeme si pouze části, které se přímo týkají práce se symboly funkcí. Pro další 
informace se lze obrátit přímo na dokumentaci jednotlivých formátů. 
6.1.1 Windows Portable Executable 
Portable Executable (zkráceně PE) [24][25] se ve Windows používá pro spustitelné soubory (s 
koncovkou EXE), sdílené knihovny (DLL) a objektové soubory (OBJ). Rozdíl je pouze v použité 
sémantice. Struktura souborů je stejná. Formát je označen jako „přenositelný“, protože je k dispozici 
ve všech verzích Windows pro všechny verze procesorů. PE existuje ve verzích PE32 a PE32+. PE32 
je verze pro 32 bitové a PE32+ pro 64 bitové aplikace.  
 Ve struktuře se používá koncept relativních virtuálních adres (zkráceně RVA). Jakákoliv 
adresa obsažená v daném modulu je relativní vůči jeho počátku. Například zjistíme relativní virtuální 
adresu pro funkci o hodnotě      . Víme, že modul je nahrán v procesu na adrese        . 
Výslednou adresu lze v tomto případě vypočítat jako                      . 
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PE se skládá z několika částí. Na začátku je hlavička, která určuje, o jaký typ souboru se jedná, 
jaký procesor je podporován a další. Následuje adresář datových částí. Ten obsahuje 16 položek, 
jejichž přesný smysl je předem znám. Mezi ně patří položky o importovaných a exportovaných 
symbolech, ladící informace, výjimky a další. Z hlediska této práce nás zajímají hlavně sekce 
exportovaných (sekce .edata), importovaných (sekce .idata) a za běhu importovaných symbolů. 
6.1.1.1 Mapování do paměti procesu (sekce .reloc) 
Načítání PE souborů je pouze otázkou mapování jednotlivých částí do paměti běžícího procesu. 
Rozložení jejích vnitřní struktury se nemění. Po načtení se modul nachází na určité adrese v procesu. 
Tato adresa je označována jako bázová. Při překladu jsou všechny adresy ve strojovém kódu 
knihovny posunuté podle předem definované virtuální adresy. Tato adresa je uložená v hlavičce PE. 
Problém však nastává, když knihovnu nelze na danou pozici v paměti načíst a její předem definovaná 
bázová adresa nesouhlasí s reálnou. Aplikace musí být schopna všechny absolutní adresy ve 
strojovém kódu zaktualizovat. Instrukce ve strojovém kódu ale dávají smysl, pouze pokud jsou čteny 
ve správném pořadí. Nelze tedy do nich přistupovat náhodně. V tomto případě je nutné uchovávat 
adresy míst, které je potřeba při změně bázové adresy aktualizovat. K tomuto slouží speciální tabulka, 
jež je součástí PE (sekce .reloc).  
Tato sekce je standardní součástí každé sdílené knihovny a procesů. V některých případech 
tato tabulka nemusí být použita. Občas je tomu tak ve spustitelných souborech. Jejich data se do 
procesu načítají vždy jako první. Je tedy možné vždy zajistit jejich správnou pozici ve virtuální 
paměti. 
Tato sekce je v podstatě pole bloků. Bloky se skládají z hlavičky, která obsahuje pozici a 
velikost. Na dané pozici je pak pole 16 bitových hodnot, které se skládají ze dvou částí. Dolních 12 
bitů z každé hodnoty patří relativní pozici místa, kde se nachází adresa ve strojovém kódu aplikace. 
Horní 4 bity pak specifikují typ operace s daným místem.   
6.1.1.2 Exportované symboly (sekce .edata) 
Tato sekce se vyskytuje ve sdílených knihovnách a umožňuje dynamické linkování knihoven 
k běžícímu procesu. Obrázek 10 popisuje sekci exportovaných symbolů. Obsahuje jméno logické 
knihovny, bázové ordinální číslo, velikost jednotlivých tabulek a adresy jednotlivých tabulek. Jimi 
jsou tabulka relativních virtuálních adres jednotlivých funkcí (zkráceně EAT), tabulka ordinálních 
hodnot, tabulka jmen a tabulka ukazatelů na jména jednotlivých funkcí.  
 
 
Obrázek 10: Sekce .edata (převzato z [25]) 
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 Pro vyhledání adresy dané funkce se musí provést několik kroků. Nejprve musíme prohledat 
tabulku ukazatelů na jména funkcí. Jakmile najdeme hledanou funkci, získáme její index v této 
tabulce. Index použijeme v tabulce ordinálních hodnot pro získání ordinální hodnoty funkce. Od této 
ordinální hodnoty odečteme bázovou ordinální hodnotu a získáme tak index do tabulky virtuálních 
adres funkcí. 
6.1.1.3 Importované symboly (sekce .idata) 
Tato se sekce slouží k opačnému účelu. Řeší importování symbolů. Aplikace, či dynamické knihovny 
jsou na sobě různě závislé. Musíme mít k dispozici jejich úplný seznam, aby mohly být nalezeny. 
Pokud nejsou k dispozici, zobrazí se chybové hlášení. Při startu procesu se do něj musí načíst všechny 
potřebné knihovny. Musí se také určit poloha všech externích symbolů ve virtuální paměti procesu. 
K tomuto slouží sekce importovaných symbolů.  
Obrázek 11 znázorňuje organizaci dat v sekci importovaných symbolů. Každá knihovna, jejíž 
symboly jsou potřeba, má vlastní instanci. Jednotlivé instance se nachází v poli těsně za sebou. 
Ukončení je definováno prázdnou instancí (obsahuje samé nuly). Každá instance obsahuje jméno 
importované knihovny, časové razítko a dvě tabulky. První tabulce se často říká tabulka 
importovaných symbolů (zkráceně IAT) a druhé tabulka importovaných jmen. V souboru jsou obě 
tabulky obsahově totožné. Jednotlivé jejich položky obsahují, buď 16 bitové ordinální číslo symbolu, 
pokud je nejvyšší bit nastaven, nebo adresu na strukturu obsahující jméno importovaného symbolu, 
pokud nastaven není.  
Rozdíl mezi tabulkami vznikne v okamžiku načtení knihovny do procesu. Tabulka 
importovaných adres přepsaná adresami jednotlivých symbolů. 
 
 
Obrázek 11: Sekce .idata (Převzato z [25]) 
 
 Abychom lokalizovali adresu symbolu v IAT, musíme sekvenčně projít všechny záznamy 
daných funkcí. Jakmile najdeme hledaný symbol v tabulce jmen podle jména, či ordinální hodnoty, na 
stejném indexu v IAT se bude nacházet absolutní adresa daného symbolu.  
6.1.1.4 Za běhu importované symboly (delay-load) 
Složení této sekce je velmi podobné sekci importovaných symbolů (.idata). Sekce obsahuje jméno 
importované knihovny, adresu knihovny v paměti, tabulku za běhu importovaných symbolů (zkráceně 
DLIAT) a záložní tabulku, která je v souboru před načtením do procesu totožná s DLIAT. 
 Zatímco v předchozím případě se poloha symbolů řešila ihned při načítání knihovny do 
paměti procesu, zde se symboly načítají až při jejich prvním použití. Adresy v DLIAT neukazují na 
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začátku přímo na symboly. Ukazují pouze na vygenerované pomocné rutiny, které slouží k získání 
adresy daného symbolu. Každý symbol má vlastní pomocnou rutinu. Při prvním zavolání funkce 
v DLIAT se nejdříve skočí na pomocnou rutinu. Pokud je potřeba, pomocná rutina načte sdílenou 
knihovnu a uloží její umístění do sekce. Následuje nalezení adresy symbolu. Touto adresou se pak 
přepíše položka v DLIAT a skočí na funkci, jež se normálně provede. Při dalším zavolání funkce se 
poté již přímo skočí na danou funkci. Pomocné rutiny jsou při následujících voláních odříznuty a již 
se nikdy nevolají. 
 Při uvolnění načtené knihovny z procesu se DLIAT přepíše záložní tabulkou. Tím uvedeme 
celý systém pozdního načítání symbolů do původního stavu. Adresa knihovny v této sekci se 
vynuluje. 
6.1.2 Linux Executable and Linking Format 
Executable and Linking Format (ELF) je binární formát souborů, který je v operačních systémech 
Unix používaný pro popis spustitelných souborů, objektů, dynamických knihoven a ladících výpisů 
jádra systému. Formát je plně rozšiřitelný a není závislý na použité procesorové architektuře. ELF 
existuje jak ve 32 bitové, tak i v 64 bitové verzi. Na začátku souboru se nachází hlavička. Obsahuje 
potřebné informace o typu souboru, platformě, verzi a další. Hlavička ukazuje na tabulku sekcí. Sekce 
jsou nejmenšími logickými jednotkami v ELF formátu. Jednotlivé sekce jsou seskupeny do segmentů. 
Jak se sekce do segmentů dělí lze vyčíst z dokumentace [26]. 
 V ELF existuje několik předem definovaných sekcí, které drží základní informace o daném 
procesu. Nejdůležitějšími jsou sekce strojového kódu (.text), inicializovaných proměnných (.data), 
neinicializovaných proměnných(.bss), symbolů (.symtab), jmen symbolů (.strtab), dynamických 
symbolů (.dyntab), přemístění funkcí staticky slinkovaných modulů (rel.text), přemístění proměnných 
staticky linkovaných modulů (rel.data), pomocné tabulky pro dynamické linkování (.rel.plt), 
přemístění funkcí dynamicky linkovaných modulů (.rel.dyn), tabulky globálních relativních adres 
(.got). 
6.1.2.1 Sekce přemístění funkcí dynamicky linkovaných modulů (.rel.dyn) 
Po mapování dynamické knihovny do procesu (zkráceně RELDYN), obsahují adresy funkcí ve 
strojovém kódu chybné hodnoty. Tyto hodnoty se musí nejprve opravit. Musí se nejprve projít 
všechny položky obsažené v této sekci. Každá položka obsahuje jméno, modul a adresu funkce. 
Funkce se obvykle v této tabulce vyskytuje několikrát. Platí pravidlo kolikrát je funkce volána ze 
strojového kódu aplikace, tolikrát se zde vyskytuje. 
Tento systém je velmi podobný přemístění symbolů v PE v systému Windows. Jediný rozdíl je, 
že tato tabulka je dedikovaná pouze funkcím dynamických knihoven. V PE se jednalo o obecné 
adresy všech symbolů bez uvedení, k čemu slouží. Ve Windows totiž adresy neukazují přímo na 
funkce, ale do IAT. Ve Windows byly všechny adresy předem vyplněné adresou vypočítanou 
z předpokládané polohy a pouze se aktualizovaly posunutím. V případě ELF však původní adresa 
uvedená v souboru nemá žádný význam. Vždy se při načtení knihovny přepíše. Z tohoto důvodu má 
formát ELF sekce specificky dedikované pro různé druhy symbolů. 
6.1.2.2 Sekce pomocné tabulky pro dynamické linkování (.rel.plt) a sekce tabulky 
globálních relativních adres (.got) 
Tyto sekce spolu úzce souvisí. Společně tvoří alternativu k sekci RELDYM. Sekce jsou použity 
v případě, pokud se adresace symbolů řeší pomocí pozičně nezávislého strojového kódu (zkráceně 
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PIC). Organizace dat je specifická vůči použití architektuře procesoru. V našem případě se však 
zaměříme na 32 bitový procesor založený na architektuře x86 [27]. 
Máme-li v knihovně použito   dynamicky linkovaných funkcí, pomocná tabulka pro 
dynamické linkování (zkráceně LPT) obsahuje     záznamů a tabulka globálních relativních adres 
(zkáceně GOT) obsahuje     záznamů. Obrázek 12 zobrazuje provedení strojového kódu při 
prvním zavolání funkce označené indexem  . Na první instrukci v PLT[   ] se nachází nepřímý 
skok, který bere adresu z GOT[   ]. Při prvním volání GOT obsahuje adresu na druhou instrukci 
PLT[   ]. Zde se index funkce   uloží na zásobník a v další instrukci se skočí na PLT[ ]. Zde se 
provede volání pomocné rutiny, která je zodpovědná za načtení aktuální adresy dynamicky linkované 
funkce, jejíž adresa se nachází v GOT[ ]. Pomocná rutina po dokončení svého úkolu provede 
původně volanou funkci. 
Při dalším volání funkce   se již v GOT[   ] nachází adresa volané funkce. Skočí se tedy při 
první instrukci obsažené v PLT[   ] přímo na požadovanou funkci. 
 
 
Obrázek 12: PIC - první volání funkce (převzato z [27]). 
6.2 Zachytávání volání funkcí 
Zachytávání těchto volání lze řešit dvěma způsoby. Buď ovlivníme všechna volání funkce, nebo 
zmodifikujeme její vnitřní strukturu.  
Adresy funkcí získáme pomocí existujících nástrojů nabízených operačními systémy. Musíme 
se také zaměřit jak získat adresy metod objektů. Rozhraní Direct3D je objektově orientované. Jeho 
rozhraní je definované pomocí Common Object Model.  
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6.2.1 Externí funkce dynamických knihoven 
Pokud chceme modifikovat volání funkcí, musíme se zaměřit přímo na možnosti, jak jsou jednotlivé 
funkce volané. Způsoby volání se v různých architekturách liší. Pro volání funkce se používá 
instrukce CALL. Ta má podle smyslu použití několik formátů. Nejčastěji se setkáme s voláním funkce 
pomocí relativní adresy, přímé a nepřímé adresy. 
 
Ve Windows lze ve strojovém kódu zjistit adresu funkce 
 z tabulky importovaných symbolů (IAT), 
 z tabulky za běhu importovaných symbolů (DLIAT), 
 nebo z tabulky exportovaných symbol (EAT) za pomoci standardní funkce 
programovacího rozhraní Windows GetProcAddress. 
 
V Linuxu lze adresu ve strojovém kódu funkce zjistit 
 přímo ze strojového kódu, který je zaktualizován po načtení modulu, 
 z pomocné tabulky pro dynamické linkování PLT, která pracuje s adresou v tabulce 
globálních adres GOT, 
 nebo z tabulky dynamických symbolů (DYNSYM) pomocí standardní funkce 
programovacího rozhraní Linux dlsym. 
 
Lze se setkat i s jinými způsoby volání funkcí. Hlavně závisí na překladači, jakým způsobem 
program přeloží do binární podoby. V případě volání vnitřních funkcí se můžeme setkat s mnohem 
více způsoby jejich volání (závisí i na použití optimalizací). Funkce dynamických knihoven musí ale 
dodržovat přesná pravidla, aby je bylo možné bezpečně volat. 
6.2.1.1 Modifikace volání funkcí 
Abychom mohli zajistit zachycení volání jednotlivých funkcí, stačí přepsat jejich adresy adresami 
vlastních funkcí a adresy původních funkcí je nutné si zapamatovat, zejména pokud plánujeme 
v našich funkcích volat funkce původní. Otázkou však je, kde všude je nutné tyto adresy přepsat. Ve 
Windows každý modul dynamické knihovny, včetně modulu procesu samotného, má vlastní IAT a 
DLIAT. Jednotlivé moduly knihoven pak udržují své exportované funkce v EAT. V Linuxu jsou buď 
přímé adresy ve všech strojových kódech modulů, nebo pokud se používá PIC, tak jsou adresy 
k dispozici v GOT. V 64 bitových systémech Linux se používá pouze PIC. 
Je možné cílit zachytávání volání pouze na některé moduly. Pokud plánujeme zachytávat 
všechna volání dané funkce v procesu, musíme zmanipulovat všechny načtené moduly. Pokud se 
během práce programu načte nový modul, musíme se ihned zaktualizovat adresy v něm obsažené. 
Jinak by nám některé volání funkcí mohly uniknout.  
6.2.1.2 Modifikace těla funkcí 
Mnohem robustnějším přístupem zachycení volání funkcí je přímá modifikace jejich strojového kódu. 
Tato metoda je založená na principu vložení nepodmíněného skoku na počátek funkce. Ten vždy 
skočí nejprve na naši funkci. Funkce provede libovolné množství operací a zavolá funkci původní. 
Tento způsob mění pouze jediné místo v celém procesu (tělo zachytávané funkce).  
Vyvstává však základní otázka, jak vložit do původní funkce instrukci skoku. Sdílená 
knihovna je mapována do adresového prostoru procesu. Tento modul tvoří jednolitý celek. Jednotlivé 
ukazatele přesně ukazují na počátky funkcí, popřípadě na jiné symboly v modulu. Kdybychom 
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skokovou instrukci pouze vsunuli na začátek funkce a zbytek modulu o její velikost posunuli, dostali 
bychom se do problémů. Adresy symbolů ukazující do modulu by nesouhlasily. Nezbývá jiná 
možnost než skokovou instrukcí počátek funkce přepsat. Abychom zamezili ztrátě přepsaných 
instrukcí, musíme je ale nejprve zálohovat. 
 Pokud bychom řešili pouze jednovláknové procesy, lze použít metodu „přepisování“. Během 
procesu se zavolá zachytávaná funkce. Skoková instrukce skočí do naší funkce. Pokud je potřeba 
zavolat funkci původní, stačí dočasně obnovit její tělo, zavolat ji. Skokovou instrukci do ní po jejím 
zavolání opět vrátit. 
  Drtivá většina aplikací je ale vícevláknových. Skoková instrukce musí být přítomná 
v zachytávané funkci neustále. K řešení tohoto problému se používá trampolína (anglicky trampoline) 
[28]. Jedná se o blok paměti, která symbolizuje jakýsi mezikrok při skoku mezi původní a naší funkcí. 
Trampolína má ještě jedno využití. V 64 bitových procesech se pro skok používá stejná skoková 
instrukce jako v 32 bitových verzích. Důvodem je ušetření místa. Lze se totiž setkat s velmi krátkými 
funkcemi, do kterých by se skok v plném rozsahu adres (v našem případě 64 bitů) nevměstnal. Kód 
trampolíny může být libovolně velký. Zde již tento problém s místem nehrozí. Obrázek 13 značí 
smysl trampolíny a znázorňuje její použití. Jako první se provede skok na trampolínu, odkud se skočí 
do náhradní funkce. Pokud náhradní funkce potřebuje zavolat původní, použije adresu do trampolíny, 
kde se nachází počátek původní funkce, za kterým se nachází skok na provedení zbytku původní 
funkce.  
 
 
Obrázek 13: Princip zachytání volání funkce s použitím trampolíny (převzato z [33]). 
6.2.1.3 Pořadí vyhledávání symbolů v ELF 
Organizace sdílených knihoven na operačním systému Linux dovoluje využít vlastnosti zastínění 
původních symbolů vlastní knihovnou. Tento koncept je založen na konceptu pořadí prohledávání 
knihoven za účelem nalezení adresy funkce, respektive jiného symbolu. Pokud například chceme 
zachytit volání matematické funkce cos, stačí definovat ve vlastní knihovně funkci se stejným 
jménem. Pokud při startu aplikace zajistíme, aby byla naše vlastní knihovna při vyhledávání symbolů 
dříve než matematická knihovna obsahující původní implementaci. Všechny volání této funkce budou 
přesměrovány do náhradní implementace cos. Pokud chceme v náhradní funkci zavolat funkci 
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původní, lze použít funkci dlsym. Ta je součástí programovacího rozhraní Linux. Musí se v tomto 
případě vola s modifikátorem RTLD_NEXT. 
6.2.2 Virtuální funkce rozhraní Common Object Model 
Zachytávání volání funkcí dynamických knihoven plně dostačuje v případě OpenGL. Direct3D však 
používá objektově orientovaný návrh založený na rozhraní Common Object Model (zkráceně COM) 
[29]. Funkce jednotlivých objektů Direct3D tedy nejsou součástí rozhraní dynamických knihoven. 
COM je binární rozhraní, které Microsoft navrhl pro meziprocesovou komunikaci a jednotnou tvorbu 
objektů v široké škále programovacích jazyků. Díky tomuto lze používat objektově orientovaný návrh 
i například v jazyce C. Deklarace rozhraní tříd COM se mění v závislosti na jazyce, vnitřní 
implementace již ne.  
Vnitřní implementace připomíná systém tříd a instancí těchto tříd v jazyce C++. Celý systém 
je založen na dědičnosti. Všechny rozhraní se musí dědit ze základního rozhraní IUnknown. 
Jednotlivé funkce pak fungují na principu virtuálních metod. S rezervou se dá prohlásit, že rozhraní 
jsou bázové třídy, které nemají žádnou vnitřní implementaci virtuálních funkcí, a samotná 
implementace je programátorovi skrytá ve sdílených knihovnách.  
Při bližších průzkumu rozhraní založených na COM zjistíme, že první položkou objektu je 
ukazatel na tabulku virtuálních funkcí. Obrázek 14 znázorňuje tuto tabulku funkcí. Každá funkce má 
v této tabulce svoji pozici. Pozici lze zjistit spočítáním, kolik virtuálních funkcí se před požadovanou 
funkcí v definovaném rozhraní nachází. První tři virtuální funkce (jedná se o indexy 0, 1 a 2) jsou 
zděděné vždy z rozhraní IUnknown. Jedná se o QueryInterface, AddRef a Release. Při pohledu 
na deklaraci Direct3D v jednotlivých hlavičkových souborech rozhraní lze zjistit index každé 
virtuální funkce. Rozhraní může definovat i funkce, které nejsou virtuální. Ty se však do indexů 
nepočítají, jelikož nejsou součástí tabulky virtuálních funkcí daného objektu. 
 
 
Obrázek 14: Vnitřní struktura instancí rozhraní Common Object Model (převzato z [29]). 
 
6.2.2.1 Modifikace volání virtuálních metod 
V tabulce virtuálních metod daného objektu COM je možné změnit adresu cílové funkce. Musíme 
znát její index. Po nahrazení je případné volání této virtuální funkce automaticky přesměrováno na 
naši funkci. Abychom zachytávali všechna volání dané virtuální funkce, je nutné zajistit nahrazení její 
adresy ve všech instancích daného rozhraní. 
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6.2.2.2 Modifikace těla virtuálních metod 
Podobně jako u obyčejných funkcí, tak i u virtuálních metod objektů COM lze pozměnit jejich tělo. 
Princip je úplně stejný. Obtížnější je však získat adresu, kde se daná funkce nachází. Jedinou 
možností, jak tohoto dosáhnou, je vytvořit daný objekt a z jeho tabulky adres tuto adresu získat. 
Jakmile je funkce přepsána u jednoho objektu daného rozhraní, není třeba již řešit objekty ostatní. 
Každá virtuální metoda se totiž v modulu nachází právě jednou. 
6.2.2.3 Nahrazení objektů během vytváření 
Jelikož COM rozhraní podporují dědičnost, lze využít jejich nahrazení. Vytvoříme vlastní rozhraní, 
které dědí z toho, ve kterém chceme zachytávat některé z funkcí. Původní funkce nahradíme 
vlastními. V těchto náhradních funkcích potom můžeme přidat vlastní funkcionalitu. Při vytváření 
objektu původního rozhraní vytvoříme náš vlastní objekt a s ním potom bude aplikace pracovat 
v domnění, že se jedná o původní implementaci. 
6.3 Nahrání externí knihovny do cizí aplikace 
V předchozí kapitole jsme si popsali, jakým způsobem lze zachytávat obraz na pozadí aplikace. 
Musíme zvládnout monitorovat i cizí aplikace. Je třeba do nich nahrát naši knihovnu, inicializovat a 
nakonfigurovat její činnost.  
 Windows a Linux nabízí různé možnosti jak načtení knihovny do procesu dosáhnout. 
Implementace správy procesů se v obou systémech výrazně liší. Není tedy u těchto způsobů mezi 
operačními systémy žádná podobnost. 
 
Ve Windows lze načíst externí knihovnu do procesu [30] 
 pomocí modifikace registrů a knihovny user32.dll, 
 použitím programovacího rozhraní Windows pro zachytávání okenních zpráv 
SetWindowsHookEx, 
 nebo použitím programovacího rozhraní Windows pro tvorbu vzdálených vláken 
CreateRemoteThread. 
 
V Linuxu lze načíst externí knihovnu do procesu 
 modifikací systémové proměnné LD_PRELOAD při spouštění procesu. 
 
 
6.3.1 Modifikace registrů 
V operačním systému Windows existuje systémová knihovna user32.dll. Tato systémová 
knihovna obsahuje implementaci různých rozhraní programovacího rozhraní Windows. Její použití je 
pouze volitelné. Nemusí tedy být nutně součástí všech procesů v systému. Tato knihovna však 
umožňuje načíst libovolné knihovny uvedené v registrech operačního systému pod klíčem 
HKEY_LOCAL_MACHINE\Software\Microsoft\WindowsNT\CurrentVersion\Windows\App
Init_DLLs. Tato metoda nijak neumožňuje vybrat, které procesy chceme zahrnout a které nikoliv. 
Zahrnuty jsou všechny procesy s knihovnou user32.dll. Omezením je také nutný restart systému 
po změně údajů v registrech. 
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6.3.2 Zachytávání okenních zpráv 
Jádro operačního systému Windows podporuje zachytávání zpráv, které se posílají aplikacím. 
Samotná implementace se musí nacházet v dynamické knihovně. Tato knihovna je automaticky 
načtena do procesu, jenž je cílem zachytávání. Systém se postará o volání funkce, která pak jednotlivé 
příchozí zprávy zpracovává. Lze použít několik typů, které se liší podle typu zachycených zpráv. 
Existuje například verze pro zachytávání zpráv z klávesnice a myši, pro zachytávání obecných zpráv, 
zpráv pouze pro ovládání oken a další. Tento přístup lze použít jak pro zachytávání operací všech 
aplikací nebo jen některých z nich. Lze také zachytávat pouze některé aplikace, protože lze 
specifikovat vlákno, které se má monitorovat. Tato možnost ale není k dispozici za každé situace. 
Některé typy jsou pouze globální. Monitorování se zapíná pomocí funkce SetWindowsHookEx a 
ukončí se pomocí UnhookWindowsHookEx. Lze tedy dobu monitorování plně ovládat. Metoda plně 
podporuje načítání do již běžících aplikací. 
6.3.3 Tvorba vzdálených vláken 
V Operačním systému Windows je povolené vzdálené vytváření vláken v cizích procesech. Jedná se o 
velmi obecně použitelnou metodu. Funkce CreateRemoteThread, která se o tvorbu vláken stará, 
neřeší meziprocesovou komunikaci, ani neřeší stav paměti cílového procesu. O vše se musí postarat 
zdrojový proces, který toto vlákno vytváří, sám. Funkce pouze přebírá adresu paměti. Tato adresa 
však musí být platná v cílovém procesu. Adresa značí první instrukci strojového kódu, jež vlákno 
provede. Musíme tedy nejprve manipulovat s adresovým prostorem cílového procesu a všechna 
požadovaná data, včetně strojového kódu samotného vlákna do cílového procesu nejprve vložit. 
Z hlediska využití této práce musí vlákno provést načtení knihovny a její inicializaci. Tato metoda 
může způsobit nestabilitu aplikace. Z jednovláknových aplikací automatický dělá vícevláknové, což 
může způsobit problémy. 
Pokud bychom tuto metodu chtěli použít na všechny procesy, musí se hlídat i nově vznikající. 
Spouštění vláken v procesech se totiž děje manuálně. 
6.3.4 Systémová proměnná LD_PRELOAD 
Operační systém Linux přímo podporuje načtení vlastních knihoven do aplikací. Pokud se specifikuje 
před spuštění daného procesu cesta ke knihovně do této systémové proměnné LD_PRELOAD, je 
načtena jako první do nově vznikajícího procesu. Díky této vlastnosti lze tuto metodu jednoduše 
použít v kombinaci se stíněním symbolů standardních knihoven (viz kapitola 6.2.1.3). Není problém 
specifikovat pro jeden proces takovýchto knihoven více. Jistým omezením této metody je chybějící 
možnost načíst knihovnu i během běhu daného procesu.  
6.4 Existující knihovny 
Existuje hned několik knihoven, které implementují některé z postupů uvedených v této kapitole. 
V Linuxu lze podobnou funkcionalitu řešit kombinací standardních systémových rozhraní 
LD_PRELOAD a stínění symbolů v pořadí načtení jednotlivých knihoven. U platformy Windows je 
situace složitější, jelikož systém načítání vlastních knihoven do procesů nepodporuje. Zmíníme se o 
čtyřech knihovnách, které v podstatě pracují stejně. Liší se pouze ve škále nabízených možností a 
stability. Některé z nich jsou placené a budou zde uvedené jen pro přehled. 
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6.4.1 Knihovna Microsoft Detours 
Společnost Microsoft uznala, že zachytávání volání funkcí je velmi často nevyhnutelná záležitost. 
S jistou potřebou této funkcionality se setkáme v široké škále nástrojů, jež se zaměřují na zvýšení 
bezpečnosti práce uživatele, hlídají přístup aplikací k síti nebo jiným způsobem vylepšují 
funkcionalitu standardního rozhraní systému (například práce se soubory). Můžeme se setkat i s celou 
řadou způsobů nelegálního využití, jako například „spywary“, viry a jiné škodlivé aplikace.  
 Divize Microsoft Research vytvořila oficiální knihovnu Detours [28], jež zavádí podporu pro 
zachytávání volání funkcí a distribuci dynamických knihoven do již běžících procesů. Zachytávání 
volání funkcí je založeno na modifikaci jejich těl vložením skokové instrukce (viz kapitola 6.2.1.2). 
Distribuce knihoven je řešena pomocí tvorby vzdálených vláken (viz kapitola 6.3.3). 
 Výhodou je vysoká stabilita a oficiální podpora společnosti Microsoft. Jistým omezením je 
cena licence. Stojí $10000. Zdarma je k dispozici omezená licence. Ta se ale vztahuje pouze na 32 
bitové systémy. 
6.4.2 Knihovna MadCodeHook 
Knihovna MadCodeHook je placená knihovna třetí strany [31]. Licence jsou k dispozici v rozmezí od 
€400 do €2000. Jedná se o stabilní knihovnu, jež podporuje zachytávání funkcí pomocí modifikace 
jejich těl (viz kapitola 6.2.1.2). Knihovna podporuje distribuci knihoven za pomocí speciálního 
ovladače, jež sídlí v jádru systému a monitoruje vytváření nových aplikací. K nahrávání do již 
běžících procesů je použita metoda vytváření vzdálených vláken (viz kapitola 6.3.3). Díky této 
knihovně lze jednoduše monitorovat všechny procesy běžící v systému, nebo lze monitorovat pouze 
procesy se specifickým jménem. 
6.4.3 Knihovna EasyHook 
EasyHook je knihovnou dostupnou včetně zdrojových kódů [32]. Ty jsou k dispozici pod LGPL 
licencí. Knihovna podporuje zachytávání volání funkcí pomocí modifikací těl funkcí (viz kapitola 
6.2.1.2). Součástí je i možnost distribuce pomocí vytváření vzdálených vláken (viz kapitola 6.3.3). 
Speciální vlastností této knihovny je ochrana proti rekurzivnímu volání zachytávaných funkcí. Lze 
tedy uvnitř zachycených funkcí volat adresu funkce původní. Lze dokonce vymezit vlákna, kde je 
zachytávání aktivní. Nevýhodou této knihovny je občasná nestabilita. Knihovna byla po jistou dobu 
bez podpory ze strany autora. Nyní ale vývoj opět pokračuje.  
6.4.4 Knihovna MHook 
Knihovna MHook je také dostupná včetně zdrojových kódů [33]. Je k dispozici pod MIT licencí. Ta 
je mnohem volnější, než licence LGPL, co se týče úprav zdrojových kódů a modifikací knihovny. 
Obsahuje pouze zachytávání volání funkcí pomocí modifikace jejich těl skokovou instrukcí (viz 
kapitola 6.2.1.2). Vůbec neřeší distribuci knihovny do procesů. Tato knihovna má nepravidelnou 
podporu a je stabilní.  
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7 Návrh 
Knihovna musí být v případě potřeby jednoduše rozšiřitelná. Očekává se podpora operačních systémů 
Windows a Linux. Knihovna bude obsahovat větší množství navzájem odlišných programovacích 
rozhraní a knihoven. Jedná se například o rozhraní pro zachytávání volání funkcí, záznam, zpracování 
a uložení videa. Z tohoto důvodu musí být kladen důraz na modularitu a odstínění jednotlivých částí 
od sebe jak nejvíce je to možné.  
Dalším faktorem při návrhu knihovny je paralelizace zpracování videa. Rychlost je velmi 
důležitá kvůli cílům jejího použití. Kompresní algoritmy jsou často velmi náročné na procesorový 
výkon. Pokud by knihovna tyto algoritmy neparalelizovala, hrozilo by zpomalení zaznamenávané 
aplikace. Tento problém je mnohem zřetelnější při zpracování videa. V tomto případě se musí 
komprimovat hned několik desítek snímků během jedné vteřiny.  
Knihovnu lze rozdělit na dvě od sebe rozdílné logické funkční části. Jedná se o záznam videa 
a překrytí obrazu. Aby byla knihovna definována co možná nejobecněji, lze přidat jádro knihovny. 
Jádro má na starosti základní operace knihovny. Logické funkční části (dále subsystémy) jsou na 
jádru závislé. Proto se vždy musí jádro inicializovat dříve. Subsystémy existují ve formě instancí. 
Pokud to má smysl, lze pro každý subsystém vytvořit i více než jednu instanci. Budeme se věnovat 
návrhu jádra knihovny, záznamu videa a překrytí obrazu. Tomuto základnímu rozdělení knihovny na 
dvě základní úrovně také odpovídá návrh rozhraní knihovny.  
7.1 Jádro knihovny 
Jádro se musí inicializovat na začátku práce s knihovnou. Udržuje kontext jednotlivých subsystémů, 
aby mohlo v případě ukončení práce tyto subsystémy uvolnit. Tuto vlastnost knihovny lze využít 
k návrhu jednoduchého správce jednotlivých instancí subsystémů. Uživatel tak bude mít jednoduchý 
přístup k instancím pomocí jmen.  
Obrázek 15 popisuje jádro knihovny. Základním rozhraním je manažer pracovních vláken. 
Knihovna musí zvládat variabilní počet pracovních vláken, jelikož bude běžet na širokém spektru 
různých typů procesorů, které se budou lišit počtem jader a taktovací frekvencí. Manažer nabízí 
možnosti k rozdělení výpočtů na variabilní počet více vláken. Lze zpracovávat více snímků 
konkurenčně ve stejný okamžik. Pokud zpracování videa není dostatečně rychlé ani při použití více 
vláken, lze to díky použití správce pracovních vláken detekovat a některé snímky během zpracování 
zahodit. Manažer pracovních vláken je globální. Existuje tedy pouze jeden na celou knihovnu. 
 Další důležitou částí jádra knihovny je zachytávání volání funkcí. Základem je nástroj, který 
bude provádět modifikaci těl funkcí. K tomuto účelu je použita knihovna MHook (viz kapitola 6.4.4) . 
Aby bylo možné v budoucnu tuto knihovnu kdykoliv nahradit, je kompletně zapouzdřena. 
Zachytávání funkcí se poté soustředí na jednotlivá rozhraní OpenGL a Direct3D. Zatímco OpenGL 
lze díky systému rozšíření brát jako celek, u Direct3D se musí řešit všechny verze zvlášť.  
Na rozhraní zachytávání volání funkcí se poté napojují jednotlivé funkce subsystémů. 
Všimněme si, že subsystémy nemají v návrhu Direct3D verzi 10.1. Z objektu Direct3D verze 10.1 se 
totiž dá přetypovat (u COM se nejedná přímo o přetypování) na objekt verze 10. Díky tomuto je 
návrh subsystémů zjednodušen. Počet napojených subsystémů nesmí být limitován, aby byla 
knihovna jednoduše rozšiřitelná. Napojené části již zajišťují základní operace. V případě záznamu 
videa se jedná o čtení obrazových dat, zatímco u překrytí se řeší vykreslení textů. 
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Obrázek 15: Návrh jádra knihovny (globální úrovně) 
7.2 Subsystém záznamu videa 
Subsystém záznamu videa provádí zpracování přečteného obrazu, zpracování zvuku a ukládání videa. 
Obrázek 16 popisuje základní napojení subsystému pro záznam videa na jádro knihovny a jeho 
vnitřní zapojení. Obrazová data bude čerpat z jádra knihovny. Napojí se přímo na čtecí rozhraní 
obrazu pro OpenGL a Direct3D.  
Po přečtení se obraz nejprve musí normalizovat. Jeden z principů změny formátu obrazu je 
popsaný v kapitole 4.1. V některých případech bude nutné obrátit pořadí řádků. Rozhraní OpenGL a 
Direct3D mají řádky vůči sobě obráceně. Během normalizace lze obraz i zmenšit na požadovanou 
velikost. Následuje volitelná komprese. K dispozici bude kodek MJPEG. Jedná se o kompresi obrazů 
jako samostatných celků pomocí metody JPEG (viz kapitola 4.3). Obrazová data jsou pak ukládána 
do souboru AVI. 
Knihovna musí zvládnout záznam dvou zvukových proudů dat. Jedním z nich bude 
povětšinou zvukový výstup vycházející z počítače. Často však při záznamu potřebujeme přidat i zvuk 
přicházející z mikrofonu, či jiného zařízení. Zvuková data se budou číst ze zařízení zvukové karty. Ve 
Windows budou k dispozici dvě rozhraní. Starší Waveform Audio a novější Window Core Audio. 
K dispozici bude i záznam výstupního zvuku přímo z jádra subsystému Windows za pomoci rozhraní 
Window Core Audio. V Linuxu bude k dispozici záznam pomocí rozhraní ALSA. Jelikož se 
organizace zvukových zařízení mezi systémy Windows a Linux výrazně liší, knihovna musí jejich 
identifikaci a správu zapouzdřit v sekci pro enumeraci zvukových zařízení.  
Knihovna umožní ukládání zvukových proudů zvlášť nebo mixované dohromady. Mixování 
vyřeší všechny detaily nekompatibility jednotlivých zvukových proudů automaticky. Mixér lze také 
použít pouze pro jeden zvukový proud. V tomto případě lze přeformátovat zvuková data podle 
požadavků uživatele. 
Závěrečnou operací je uložení dat. Počet aktivních datových proudů v knihovně udává počet 
fyzických datových proudů v souboru AVI. Obrazový proud je vždy přítomen. Zvukové proudy jsou 
volitelné. 
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Obrázek 16: Návrh subsystému zaznamenávání videa 
7.3 Subsystém překrytí obrazu 
Návrh počítá s podporou „překrytí“ obrazu. Výstupní obraz aplikace se zmodifikuje a zobrazí se tak 
„doplňující“ informace uživateli. Lze tak uživateli zobrazit, zda je záznam aktivní, kolik snímků se 
zaznamenalo, kolik snímků za vteřinu aplikace zobrazuje, či zda nedošlo k nějaké chybě během 
záznamu videa. Subsystém je závislý na jádru knihovny, není však závislý na ostatních subsystémech. 
Uživatel může využít pouze jeden z dostupných subsystémů a kompletně tak ignorovat ostatní.  
Samotné překrytí musí být schopné pracovat jak pod Direct3D, tak i pod OpenGL naprosto 
stejně. Z hlediska této knihovny se zaměříme pouze na textové informace. Musí podporovat různé 
fonty a velikosti. Často totiž chceme některé informace vyzdvihnout nad ostatními (například údaj o 
počtu snímků za vteřinu). Text bude možno zobrazovat na libovolném místě na obrazovce.  
Knihovna bude v základní verzi zobrazovat, zda je ukládání aktivní a kolik obrázků za vteřinu 
aplikace zobrazí. Pokud bude chtít uživatele zobrazit více informací, bude k dispozici možnost použít 
vlastní implementaci rozložení textů na obrazovce. 
Obrázek 17 popisuje jednotlivé části překrytí obrazu. Napojení na jádro knihovny je velmi 
podobné jako v případě subsystému zachytávání videa. Jediný rozdíl je v tom, že v tomto případě 
není potřeba číst obrazová data. Zde stačí pouze upozornit, že je zobrazován další snímek a je potřeba 
vykreslit textové informace. Knihovna bude podporovat vlastní implementace rozložení informací v 
překrytí ze strany uživatele. Ten si tak bude moci definovat vlastní rozvržení textů na obrazovce. 
Pokud ale bude spokojen jen s minimem nabízených informací, lze využít předdefinovaná rozvržení. 
Zobrazení textů je z hlediska použití mnoha druhů programovacích rozhraní nutné zapouzdřit 
a navrhnout co možná nejrobustněji. Fonty budou brány jako obrazy jednotlivých písmen 
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vygenerovaných při vzniku fontu. Písmena jsou generována pomocí GDI ve Windows a XLIB 
v Linuxu. Obě knihovny jsou standardním programovacím rozhraním daných operačních systémů. 
Samotné zobrazení bude řešené pro každé rozhraní OpenGL a Direct3D zvlášť. Logická struktura 
však zůstane stejná. Jedná se o zobrazení jednotlivých písmen na obrazovku tak, aby dohromady 
vytvořila text. 
 
 
Obrázek 17: Návrh subsystému překrytí obrazu 
7.4 Rozhraní knihovny 
Rozhraní knihovny je silně závislé na její organizaci. Rozhraní lze rozdělit na dvě úrovně. První 
úrovní je konfigurace jádra knihovny. Při inicializaci je nutné nastavit, jaká rozhraní chceme 
zachytávat a jakou metodu k zachytávání použijeme. Ve Windows je k dispozici pouze jediná a to 
zachytávání volání funkcí pomocí modifikace jejich těl. V Linuxu je však k dispozici i stínění 
symbolů později načtených knihoven. 
Po inicializaci jádra knihovny následuje práce s jednotlivými subsystémy. Množství 
použitých subsystémů není omezen. Lze tak v budoucnu přidat libovolné množství dalších 
subsystémů. Počet aktivních instancí je také neomezený. 
Operace s subsystémy jsou inicializace, konfigurace, spuštění, zastavení, zjištění stavu a 
ukončení. Operace jsou definované velmi obecně. Jsou tak díky tomu jednotné jak pro překrytí 
obrazu, tak i pro záznam videa.  
Jednotlivé subsystémy se však výrazně liší z hlediska možností konfigurace a množstvím 
informací o jejich stavu. 
7.4.1 Konfigurace záznamu videa 
Konfigurační blok pro záznam videa má tři hlavní části - konfiguraci AVI, videa a audia. Z hlediska 
AVI bude možno nastavit složku, kde se videa budou ukládat, a také bázové jméno souborů.  
Základem nastavení obrazu bude hodnota počtu snímků za vteřinu. Je potřeba umožnit nastavit 
jeho zmenšení. Knihovna nebude obsahovat pokročilé algoritmy pro změnu vzorkování obrazu. Bude 
možné nastavit, aby byl obraz zmenšen pomocí základních metod. V některých případech mohou 
aplikace zobrazovat obraz ve vysokém rozlišení, které je pro ukládání videa většinou zbytečné. 
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Konfigurace bude nabízet možnost volby kompresních a použitých záznamových metod (viz kapitola 
7.2). 
 Záznam zvuku bude moci být aktivován nebo deaktivován. Pokud jsou aktivní oba zvukové 
proudy, lze je mixovat. Uživatel knihovny musí být schopen nastavit preferovaný formát výstupních 
zvukových dat. Konkrétně se jedná o jejich vzorkovací frekvenci, počet kanálů, datový typ a bitovou 
hloubku. Je potřeba umožnit výběr záznamové metody (viz kapitola 7.2). 
7.4.2 Konfigurace překrytí obrazu 
Z kapitoly 7.3 vyplývají dva možné způsoby využití překrytí obrazu. Uživatel musí být schopen 
vybrat, který ze způsobů překrytí použije. Může zvolit již předdefinované rozložení, kdy nabízená 
nastavení odpovídají možnostem zvoleného rozložení. Bude však také k dispozici volba vlastního 
rozložení, kdy si uživatel nadefinuje, jaké informace bude zobrazovat sám. Toto řešení umožní 
nastavení vlastní implementace pomocí vlastních funkcí. K dispozici musí být rozhraní pro práci 
s fonty a texty. Uživatel tak bude schopen zobrazovat vlastní textové informace. 
7.4.3 Pomocné operace 
V kapitole 7.2 je zmíněno zapouzdření enumerace zvukových zařízení. Knihovna musí nabízet 
rozhraní pro práci s těmito zařízeními. Knihovna vylistuje existující zařízení pro daný zvukový vstup. 
Uživatel si poté z nabízených možností bude moci vybrat, které vstupní zvukové zařízení použije a 
během konfigurace jej nastaví. 
Další částí je rozhraní pro práci s textovými výstupy při použití vlastních funkcí pro překrytí 
obrazu. Uživatel bude schopen vybrat vlastní font a jeho velikost. Z fontů lze poté vytvořit jednotlivé 
texty a při zobrazováni vybrat jejich umístění a barvu. 
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8 Implementace 
Knihovna je implementovaná v jazyce C a C++. V C++ je implementovaná vnitřní struktura 
knihovny. Je pojmenovaná zkráceně jako AVCaptureLib, jež lze rozložit na Audio/Video Capture 
Library. Rozhraní knihovny je z hlediska zajištění, co možná největší kompatibility, implementováno 
v jazyce C. Knihovna podporuje platformy Windows a Linux. Lze s ní pracovat jak v 32 bitových, tak 
i v 64 bitových aplikacích. Všechny informace potřebné k překladu knihovny jsou k dispozici v 
dokumentaci (viz příloha č. 1).  
8.1 Jádro knihovny 
Manažer pracovních vláken CWorkThreadManager má na starosti správu pracovních vláken 
CWorkThread a datových bloků CWorkItem. Vlákna v něm si vzájemně konkurují. První volné 
vlákno zpracuje další datový blok. Datový blok uchovává data a definuje, co se s nimi bude dít. 
Pracovní vlákna pouze spouští provedení datových bloků. Ty již provedou operace s daty 
automaticky. Počet pracovních vláken bude záviset na konkrétním nastavení. Jednotlivé datové bloky 
jsou identifikovány typem a indexem. Typ pomáhá identifikovat vztah mezi blokem a instancí, jež jej 
vytvořila. Index definuje pořadí. Jedná se o unikátní identifikátor daného bloku. Instance, jež blok do 
správce pracovních vláken vložila, tak může pracovat buď s typem anebo konkrétním indexem. 
 
 
Obrázek 18: Zachytávání funkcí rozhraní OpenGL a Direct3D (chybí D3D10.1, výstup aplikace Visual Studio 2010). 
Rozhraní zachytávání volání funkcí se dělí na tři úrovně. Základní úrovní je CHookManager a 
knihovnou MHook. Další úrovní je hlídač nově načtených knihoven CDllNotify. Ten upozorní, 
pokud se do procesu načetla nová knihovna. Hlídač je aktivní pouze ve Windows. V Linuxu je o 
poznání vše jednoduší, protože lze předpokládat přítomnost knihovny OpenGL v procesu za jakékoliv 
situace. Zachytávání funkcí jednotlivých rozhraní pro záznam obrazu je iplementováno v třídách 
CHookOpenGL, CHookDirect3D9, CHookDirect3D10, CHookDirect3D10_1 a 
CHookDirect3D11. Obrázek 18 znázorňuje základní návrh rozhraní jednotlivých tříd pro 
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zachytávání volání funkcí. V rozhraní OpenGL musíme zachytávat funkce jak pro Linux, tak i 
Windows. Z hlediska Linuxu se jedná o funkci glxSwapBuffers. Ve Windows nás zajímají funkce 
wglSwapBuffers a wglSwapLayerBuffers. U Direct3D9 pracujeme s funkcemi 
IDirect3DDevice9::Present a IDirect3DSwapChain::Present. U novějších verzí Direct3D 
se jedná o funkci IDXGISwapChain::Present. Tyto funkce zajistí knihovně zachytávání všech 
zobrazení, o které se mohou 3D aplikace pokusit.  
Subsystémy záznamu videa jsou napojeny přes CVIOpenGL, CVIDirect3D9, 
CVIDirect3D10 a CVIDirect3D11, zatímco překrytí obrazu využívá COverlayOpenGL, 
COverlayDirect3D9, COverlayDirect3D10 a COverlayDirect3D11. Tato rozhraní budou 
obsluhovat volání souvisejících zachytávaných funkcí <funkce>_Hook. 
8.1.1 Přístup k adresám funkcí 
Z hlediska zachytávání funkcí, musíme nejprve získat jejich adresy, kde se nachází v paměti, 
abychom mohli do nich umístit skokovou instrukci. V případě OpenGL je situace jednoduchá. 
OpenGL je implementováno pomocí volání klasických funkcí, lze tedy využít standardních rozhraní 
operačních systémů. Ve Windows lze získat adresu požadované funkce pomocí GetProcAddress. 
V Linuxu se jedná o dlsym. Princip je u obou systémů velmi podobný, kdy stačí pouze znát jméno 
funkce. 
V Direct3D je však situace o mnoho komplikovanější. Musíme si nějakým způsobem zajistit 
přístup k jednotlivým virtuálním funkcím. Jedinou možností je získat existující Direct3D objekt (platí 
pro všechny verze Direct3D). Z něj poté vytáhnout adresy virtuálních funkcí a ty zachytávat. Tento 
postup stačí použít pouze jednou. Virtuální funkce jsou sdílené napříč všemi instancemi. Direct3D 
však neuchovává dostupné informace o již vytvořených objektech. Nelze tedy přistoupit k objektům, 
jež jsou již vytvořené někým jiným. Z tohoto důvodu je nutné vytvořit objekty nové, z nich adresy 
funkcí extrahovat. Nově vzniklé objekty lze na závěr uvolnit. 
Vytvoření vlastních objektů Direct3D je poměrně jednoduché, ale ne vždy bezpečné. 
V některých případech se může stát, že způsobíme pád aplikace, anebo jinak ovlivníme vnitřní 
strukturu Direct3D. Vše závisí na implementaci ovladačů grafických karet a rozhraní samotného 
Direct3D. Aby knihovna minimalizovala možné škody, které může způsobit, může uživatel 
předdefinovat adresy vlastní. Ty pak mají při inicializaci knihovny vyšší prioritu. Pokud uživatel 
specifikuje všechny potřebné adresy funkcí předem, již se neprovede inicializace objektů. Vyhneme 
se tak zbytečným problémům. 
Aby bylo možné posílat adresy funkcí i mezi procesy, knihovna podporuje i systém relativních 
adres. Každá adresa funkce je dána jménem dynamické knihovny a relativní adresou od jejího 
počátku. Stačí pak zjistit adresu dané dynamické knihovny v konkrétním procesu a přičíst k ní 
relativní hodnotu funkce. Výsledná hodnota je pak ukazatel funkce. 
8.2 Subsystém záznamu videa 
Knihovna podle návrhu pracuje se spoustou rozdílných programovacích rozhraní. Z tohoto důvodu je 
vhodné použít systém zapouzdření, který nám dovolí jednotnou komunikaci mezi těmito rozhraními. 
Základními jednotkami jsou logické bloky CCLPinContainer. Každý blok má sadu vstupních 
CInputPin a výstupních pinů COutputPin. Počet pinů v každém bloku je dán podle potřeby 
konkrétního zapouzdřeného rozhraní. Spojení mezi piny CPinConnection obstarává posílání dat 
mezi jednotlivými bloky. Jelikož nelze zajistit rovnoměrný přísun dat v rozhraních, je nutné zajistit 
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jejich vyrovnávání. Data posílaná mezi piny jsou pakety CCLPacket. Nejčastěji se jedná o 
hlavičkové a datové pakety. 
  
 
Obrázek 19: Logická organizace subsystému záznamu videa (výstup aplikace Visual Studio 2010). 
 Obrázek 19 popisuje subsystém čtení a zpracování obrazu. Čtení běží v kompetenci vláken 
3D aplikace. Důvodem je problematická podpora více vláken v zobrazovacích rozhraních OpenGL a 
Direct3D. Například OpenGL vícevláknové zpracování nepodporuje vůbec, Direct3D jen v některých 
částech. Díky vlastnímu vláknu lze také lépe zajistit stabilitu snímků za vteřinu. Též je zajištěn stálý 
přísun zvukových dat. Aplikace, které se při načítání zastaví na několik sekund, pak nemají na 
záznam dat díky vláknovému přístupu žádný vliv. Zpracování obrazu ale běží ve svém vlastním 
vlákně. Je tedy nutné překonat bariéru mezi vlákny aplikace a vláknem pro zpracování. Řešení 
spočívá ve třídě CVideoInput, která zajišťuje asynchronní dostupnost přečtených snímků. 
Zpracovávací vlákno běží v nekonečné smyčce. Frekvence provádění záznamové smyčky je přímo 
závislá na zvoleném počtu snímků za vteřinu. Jednotlivé běhy lze označit jako takty. Během taktu se 
každý z bloků zděděných z CCLPinContainer zavolá. Každý z nich poté provede jeden krok jejich 
úkolu v zpracovávacím řetězu. Například CPCVideoInput načte jeden snímek a pošle jej 
k normalizaci. CPCMJpegCodec přidá ke zpracování do pracovního vlákna další snímek a předchozí 
hotový snímek pošle k uložení do AVI. CPCAudioMixer započne mixování zvukových dat 
v pracovním vláknu a pošle předchozí již namixovaná data dále. Tímto způsobem se zpracovávají 
jednotlivé snímky. Zpoždění záznamového vlákna je minimální, jelikož se všechna náročná práce 
deleguje do pracovních vláken. 
8.2.1 Obrazový vstup 
Obrazová část je v návrhu napojena přímo na rozhraní pro čtení rozhraní (viz kapitola 7.2) pomocí 
správce obrazových vstupů CPCVideoInput. Správce má na starosti správný výběr momentálně 
aktivního rozhraní a z něj bude získávat přečtený obraz. Výběr je prováděn nedeterministicky. První 
rozhraní, jež se přihlásí jako aktivní, je zvoleno jako příjemce dat. Jediná možnost výběru nového je 
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v důsledku ukončení činnosti původního. Vůbec se neřeší, jakým způsobem byla data přečtena. 
Správce je pouze přebírá a deleguje k dalšímu zpracování. Čtení dat z obrazových rozhraní je plně 
v kompetenci jednotlivých instancí obrazových vstupů. 
 Výstup jednotlivých rozhraní je vždy stejný. Jedná se o obraz v „čisté“ podobě, který ještě 
není normalizovaný. Pokud rozhraní podporuje asynchronní zpracování, je čtení snímků zpožděné. U 
OpenGL je zpoždění závislé na počtu použitých pixel buffer objektů (viz kapitola 3.1.1). Direct3D9 
nepodporuje asynchronní zpracování. Novější verze již ano. Díky poněkud jinému konceptu práce 
s asynchronním zpracováním lze vydedukovat optimální zpoždění automaticky (viz kapitola 3.1.2).  
Obrazová rozhraní podporují zobrazení ve více oknech. V implementaci je tento fakt 
opomenut. Zaznamenávané okno je zvoleno nedeterministicky. Je ale zajištěno, že jednou zvolené 
okno je zdrojem obrazu napořád. 
Data proudící z obrazových vstupů mohou nabývat širokého rozsahu formátů. Není 
garantovaný stejný počet řádků ani jejich zarovnání. V OpenGL lze specifikovat formát dat a 
zarovnání řádků. V našem případě se jedná o GL_RGB. Zarovnání řádků je na 32 bitů. U Direct3D je 
rozsah různých možností ještě širší. Zde není garantovaný formát ani zarovnání řádků. Formátů 
existuje celá řada. Liší se i mezi jednotlivými verzemi (viz kapitola 3.1.2). Pořadí řádků je na rozdíl 
od OpenGL obrácené. 
Jako vnitřní formát obrazových data v knihovně je použita datová struktura. 
8.2.2 Normalizace a komprese obrazových dat 
Normalizace obrazových dat CPCVideoNormalize je provedena s cílem naformátovat data do 
formátu BI_RGB, který ve struktuře BITMAPINFO značí nezkomprimovaná data a je stejný jako 
GL_BGR. Obraz musí mít zarovnání řádků na 32 bitů. Pořadí řádků je organizováno sestupně, stejně 
jako u OpenGL. Během normalizace je implementována podpora zmenšení obrazu na definovanou 
velikost v procentech. Řádky a sloupce nepatřící do nového obrazu jsou vynechány. Kvůli zachování 
rychlosti jsou výstupní body zmenšeného obrazu vypočítány vždy z nejbližšího okolí    . Protože se 
jedná v některých případech o poměrně výpočetně náročné operace, je normalizace prováděna 
v pracovních vláknech (viz kapitola 7.1). 
Komprese je volitelná. CPCMJpegCodec je jediný kompresor, jenž je v knihovně k dispozici. 
Jedná se o kompresi jednotlivých obrazů zvlášť pomocí JPEG. Komprese je prováděna v pracovních 
vláknech. K samotné kompresi je použita knihovna libjpeg-turbo [34]. Jedná se o vysoce 
optimalizovanou knihovnu, jež dosahuje až pětinásobného zrychlení vůči referenčním implementacím 
JPEG. Knihovna využívá multimediální SIMD instrukce procesorů (MMX, SSE, NEON). Díky 
tomuto lze využít maximální výkon procesoru. Nastavení kvality komprese se pohybuje mezi nulou a 
stem. 
8.2.3 Zvukový vstup a zařízení 
K dispozici jsou tři rozhraní pro zachycení zvuku CPCAudioInputCoreAudio (Windows Vista a 
novější), CPCAudioInputWave (Windows) a CPCAudioInputAlsa (Linux). Jejich funkcionalita je 
velmi podobná, i když se rozhraní jednotlivých rozhraní liší. Rozhraní asynchronně plní zvukové 
vyrovnávací paměti a během každého taktu se zaznamenané hodnoty přečtou a odešlou na výstup. 
Všechny metody mají dostatečně velkou vyrovnávací paměť, aby ustály případné zpomalení 
záznamového vlákna. CPCAudioInputCoreAudio také podporuje čtení zvukových dat přímo 
z jádra systému. Některé ovladače zvukových karet nepodporují záznam ze dvou zvukových zařízení 
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v aplikaci najednou. Toto omezení lze obejít použitím pouze jednoho vstupního zařízení společně se 
čtením dat přímo z jádra. 
 Formát dat není v každém případě stejný. Závisí na implementaci ovladačů zařízení, jakou 
množinu formátů podporují.  
 Existující zvuková zařízení jsou vždy zjišťována pomocí aktivního zvukového rozhraní. 
Obecně se na každém z těchto rozhraní mohou indexy zařízení měnit. Po vylistování je k dispozici 
jejich seznam. Každá položka obsahuje jméno zařízení, popis a jeho identifikaci. Identifikace zařízení 
je tvořena třemi čísly. Jedná se o zvukovou kartu, zařízení a koncový bod (viz 3.2). Ve Windows jsou 
zvuková karta a koncový bod vždy nulové. Zařízení je ve Windows identifikované identifikátorem. 
Ten se může měnit, proto je vhodné při každé příležitosti vylistovat zařízení vždy znovu. V Linuxu 
mají všechny tří položky význam. Zařízení jsou identifikovaná hierarchicky. Listování je řešeno 
funkcemi QueryWASAPIDevices, QueryWAVEFormDevices a QueryAlsaDevices. 
8.2.4 Mixování zvuku 
Mixování a úprava formátu spolu úzce souvisí. Aby bylo možné proudy mixovat, musí se nejprve 
normalizovat tak, aby byly vůči sobě kompatibilní. Knihovna implementuje zvýšení počtu kanálů 
pouze za pomoci přidání prázdných. Při snížení se některé z nich naopak zahodí. Změna datového 
typu (celočíselný, racionální), bitové hloubky a znaménka je z hlediska implementace triviální. 
Změna frekvence vzorkování CAudioResample je implementována podle kapitoly 4.5. Celý 
algoritmus je implementovaný jako FIR filtr. Z tohoto důvodu se musí uchovávat historie několika 
vzorků. Kvůli potlačení šumu je použito Kaiserovo okno [20]. Samotné mixování CAudioMixer se 
vždy provádí ve 32 bitových racionálních číslech WAVE_FORMAT_IEEE_FLOAT. Po mixování pak již 
stačí výsledek přeformátovat do výstupního formátu.  
Zvukový mixér CPCAudioMixer musí zajistit zarovnání dat zvukových proudů a paralelní 
zpracování. Zarovnání je řešeno pomocí výpočtu vzájemné korelace bloků. Musí se zohlednit velikost 
bloků a vzorkovací frekvence. Pokud má jeden z nich poloviční vzorkovací frekvenci, je logické, že 
vstupní data mixování budou v poměru jedna ku dvěma. Takto to platí ve všech situacích. Paralelní 
zpracování je řešeno pomocí pracovních vláken. 
Pokud je k dispozici pouze jediný zvukový proud, je pouze provedena změna vzorkování na 
požadovaný formát. Pokud není formát výstupních dat pevně daný, mixér automaticky vybere 
nejvhodnější variantu z hlediska zachování stejné kvality. 
8.2.5 Ukládání AVI 
Ukládání AVI CPCAviOutput lze rozdělit na dvě samostatné úrovně. První úrovní je RIFF formát 
(viz kapitola 5.1), jenž řeší ukládání do souboru, vyrovnávání paměti a základní logickou strukturu 
bloků a seznamů tohoto formátu. Implementace podporuje ukládání souborů větších, než jsou 4 GB. 
Ukládání dat je prováděno asynchronně. Asynchronnost není řešena pomocí pracovních vláken. 
V tomto případě je totiž čekání způsobeno zápisem dat na datovou jednotku, nikoliv vytížením 
procesoru. Použití pracovních vláken zde nemá smysl. Operační systémy Windows a Linux nabízejí 
asynchronní programovací rozhraní pro ukládání souborů. Princip použití je u obou systémů velice 
podobný. Ve Windows se řeší asynchronní ukládání za použití funkcí pracujících s OVERLAPPED 
strukturou. V Linuxu jsou použity funkce pracující s AIOCB. Tyto metody asynchronního zápisu musí 
mít zapisovaná data po celou dobu jejich práce k dispozici. Kvůli tomuto se musí data ukládat do 
vyrovnávací paměti. Jednotkou pro jeden blok vyrovnávací paměti jsou data jednoho taktu. To 
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znamená data jednoho snímku a zvukového segmentu dohromady. V každém taktu se tak ukládají 
data z taktu předchozího. 
 Nadstavbou nad RIFF úrovní je pak samotné AVI (viz kapitola 5.2). Počet datových proudů 
CAVIStream není omezen. Základní třída pro práci s AVI souborem CAvi zajišťuje správnou 
indexaci datových bloků do adresářů. Zajišťuje jak tvorbu adresářů základní verze, tak i rozšíření 
ODML. Podpora velkých souborů je zajištěna tvorbou „AVIX“ bloků. 
 Formát jména AVI souboru je definován kořenovým jménem, které lze uživatelem definovat. 
K tomuto jménu je pak přidán identifikátor souboru. Přepisování již existujících souborů je 
nežádoucí. Knihovna sama zjistí první volný index souboru v dané složce. Všechny video soubory 
jsou označeny koncovkou „.avi“. 
8.3 Subsystém překrytí obrazu 
Překrytí obrazu texty je zcela nezávislá na záznamu videa. Jediné, co je společné, je zachytávání 
volání funkcí pomocí rozhraní, jež nabízí jádro. Samotné překrytí obrazu funguje pro všechny 
grafická programovací rozhraní stejně. Samotné texty jsou rozděleny na dvě úrovně. Jedná se o fonty 
a texty. Z každého fontu lze vytvořit neomezený počet textů. Samotné rozložení textů se musí určit ve 
správný okamžik, těsně před zobrazením snímku uživateli. Díky tomuto je také zajištěna dynamičnost 
textů, kdy lze měnit text pro každý obrázek. 
8.3.1 Fonty 
Nejprve se musí každý font vygenerovat. Aby bylo generování fontů co možná nejobecnější, jsou 
použita programovací rozhraní jednotlivých operačních systémů pro vykreslování dvourozměrné 
grafiky a textu. Ve Windows je použito GDI a v Linuxu knihovna XLib. CFontGDIBase a 
CFontXLibBase jsou zodpovědné za vygenerování obrazu fontu, jenž obsahuje všechna použitelná 
písmena. Obraz se poté načítá do OpenGL a Direct3D jako textura ve třídách CGLFont, CD3D9Font, 
CD3D10Font a CD3D11Font.  
 
 
Obrázek 20: Vygenerovaná textura fontu Tahoma o velikosti 40 bodů s použitým anti-aliasingem pomocí GDI ve 
Windows. 
Obrázek 20 zobrazuje příklad jednoho takto vygenerovaného fontu. Generují se znaky 
z ASCII tabulky od indexu 32 do indexu 127. Znak s indexem 128 vždy reprezentuje prázdný znak. 
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Jistým omezením je, že se nesmí písmena překrývat a musí být jasně obdélníkově od sebe oddělitelná. 
Tento způsob tak nelze použít například pro text v kurzívě. Samotná textura je poté k dispozici při 
vykreslování jednotlivých textů přímo v paměti grafické karty. Font musí uchovávat souřadnice 
každého písmenka v obrazu. Pro použití v textech je důležité uchovávat údaj o šířce a výšce udávané 
v bodech (dále viz kapitola 8.3.2). 
8.3.2 Texty 
Texty jsou přímo závislé na fontech. Zatímco fonty definovaly pouze jednotlivá písmenka, texty 
definují jejich pořadí za sebou. Úkolem textů je spravovat datová pole trojúhelníků. Dva trojúhelníky 
dohromady symbolizují jedno písmeno. Tyto páry se poté skládají za sebe a tvoří tak text. Nový řádek 
neznázorňuje znak, ale pouze posouvá následující text o řádek níže. Každý trojúhelník obsahuje 
správné souřadnice do textury fontu. Díky tomu se při zobrazení vypíše na obrazovku text. Text 
nabízí možnost vypočtení své celkové velikosti. Vyčíslení je implementováno sečtením velikostí 
jednotlivých písmen, bere se vždy maximum ze všech řádků. Počet řádků je definován počtem znaků 
nového řádku. 
 Texty podporují dva módy zobrazení. Záleží na cíli jejich použití. Pokud se text během 
zobrazení každého snímku pokaždé mění, je vhodnější použít dynamický mód. Ten upřednostňuje 
dynamické vyrovnávací paměti na grafické kartě, které podporují změnu jejich obsahu. Pokud se však 
text nemění příliš často, je lepší zvolit statický mód, kdy se text jednou vytvoří a dále se už jen pouze 
zobrazuje. 
 
 
Obrázek 21: Mapování textu na texturu fontu. 
Obrázek 21 zobrazuje princip mapování jednotlivých písmen na texturu. Díky tomu, že se 
jedná o černobílou texturu lze jednoduše určit transparentní části textu reprezentované černou barvou 
a text samotný reprezentovaný bílou barvou. Při zobrazení lze měnit i barvu. Barva není závislá 
na zvoleném fontu a lze použít pro každý text vlastní. 
8.3.3 Rozložení textu  
Rozložení textu je již otázkou uživatele. Rozhraní je řešeno pomocí zpětně volaných funkcí, kdy jsou 
k dispozici údaje o velikosti obrazové plochy. Souřadnice textu lze potom jednoduše dopočítat, 
protože lze zjistit aktuální délku textu v obrazových bodech. Knihovna nepodporuje automatické 
formátování textu. Množství textu není omezené, jen je nutné mít na paměti, že příliš mnoho textu 
bude mít vliv na negativní výkon celé aplikace. Tento fakt je nutné mít na paměti hlavně při 
dynamickém textu. 
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 Obrázek 22 ukazuje výchozí implementaci rozložení textu. Zobrazuje počet snímků za 
vteřinu. Pokud je ukládání videa aktivní, výchozí implementace zobrazuje celkový počet zachycených 
snímků pro zpracování včetně počtu vynechaných snímků. 
 
  
Obrázek 22: Ukázka výchozí implementace překrytí obrazu. V levém obrázku je neaktivní ukládání videa. V levém 
horním rohu obsahuje počítadlo snímků za vteřinu. V obrázku napravo je záznam aktivní. Došlo ke změně barvy 
počítadla snímků za vteřinu. Přibyla také počítadla celkového počtu zaznamenaných snímků (C) a počtu 
vynechaných snímků (D). 
8.4  Ukázková aplikace 
Součástí balíku knihovny je i jednoduchá demonstrační aplikace AVCaptureWin, která využívá 
většinu nabízených vlastností. Aplikace je implementována pouze pro operační systém Windows. 
Tato aplikace se skládá ze dvou částí. První je spouštěcí soubor, jenž implementuje jednoduché 
grafické uživatelské rozhraní. Toto rozhraní umožňuje jednoduchou konfiguraci možností 
zachytávání videa.  
  
Obrázek 23: Grafické uživatelské rozhraní nastavení záznamu videa na pozadí aplikace 
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Obrázek 23 ukazuje všechny možnosti nastavení ukládání videa. Lze specifikovat složku, 
kam video soubory ukládat, klávesu, jenž ovládá zachytávání videa, velikost a kompresi obrazu, počet 
snímků za vteřinu zachyceného videa a použití záznamu zvukových proudů. Aplikace komunikuje 
s knihovnou AVCaptureLib za účelem nalezení umístění funkcí pro zachytávání a dále také za účelem 
vylistování dostupných zvukových zařízení.  
Spuštěním aplikace operační systém začne načítat do běžících a nově vznikajících procesů 
vlastní knihovnu. Tato knihovna je druhou částí ukázkové aplikace. Slouží k zachytávání okenních 
zpráv a stisků kláves a předání vybraného nastavení do knihovny AVCaptureLib. Komunikace mezi 
knihovnami a hlavním procesem je pomocí sdílené datové sekce mezi všemi aktivními instancemi. 
Uchovává globální stav a aktuální nastavení. Při ukončení aplikace se knihovna z procesů uvolní a 
vše se vrátí do původního stavu před spuštěním. 
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9 Výsledky 
Knihovna AVCaptureLib pracuje na pozadí 3D aplikací. Ty jsou známé vysokým výpočetním 
zatížením zdrojů počítače. Míra zatížení je však unikátní z pohledu každé z nich. Z tohoto důvodu je 
velmi obtížné prohlásit, že knihovna pracuje za všech okolností stejně. Pro zpracování obrazu a zvuku 
se využívá vícevláknové zpracování. Čím větší počet procesorových jader je k dispozici, tím lepší 
bude její výkon. Musíme ale brát v úvahu, že některá z jader jsou již obsazená hlavní aplikací. 
 Každá zaznamenávaná aplikace je zpomalena dvěma hlavními důvody. Přímé zpomalení je 
způsobeno zpětným čtením obrazových dat. Čtení probíhá přímo v hlavní zobrazovací smyčce 
aplikace. Rychlost je daná samotnou implementací zobrazovacích rozhraní Direct3D a OpenGL. 
Pokud rozhraní umožňuje asynchronní čtení dat,  je zpomalení díky přenosu rozděleno mezi 
jednotlivé snímky (viz kapitola 3.1). Záznam zvuku je v současné implementaci knihovny nezávislý 
na konkrétní aplikaci a výkon ovlivňuje pouze minimálně. Další možné zpomalení aplikace je 
způsobeno zpracováním obrazových a zvukových dat. Dá se klasifikovat jako nepřímé zpomalení. 
Provádí se v pracovních vláknech mimo smyčku vlastní aplikace. Pokud není dostatek procesorového 
výkonu, ať už z pohledu jednoprocesorových, či víceprocesorových procesorů, dochází k souboji o 
volné prostředky. Ve výsledku se tak zpomalení týká jak zaznamenávací knihovny, tak i hlavního 
procesu.  
Veškeré testy jsou provedeny na notebooku s procesorem Intel® Core™ i5-460M o frekvenci 
2.53GHz. Jedná se o procesor s dvěma fyzickými jádry (celkem čtyři logická pracovní vlákna). 
Celkem je k dispozici 4GB operační paměti. Součástí je dedikovaná grafická karta NVIDIA® 
GeForce® GT 420M. Operačním systémem je Microsoft Windows 7 Professional v 64 bitové verzi. 
9.1 Základní testy 
Základní testování probíhalo pouze při použití jednoduché aplikace, která zatěžovala systémové 
prostředky pouze minimálně (viz Obrázek 22). Výsledky je nutné v tomto případě brát pouze 
orientačně, získáme však představu o náročnosti jednotlivých součástí knihovny.  
Z hlediska testování rychlosti knihovny se zaměříme na jednotlivé její subsystémy. První 
operací je čtení obrazových dat z rozhraní OpenGL a Direct3D. Tabulka 1 obsahuje jednotlivá 
rozhraní a několik příkladů rozlišení, se kterými se v dnešní době můžeme setkat. Součástí je přečtení 
dat z připraveného předchozího snímku, spuštění čtení současného a poslání přečtených dat k  
zpracování. Tyto operace přímo ovlivňují výkon aplikace. Čtení dat nelze paralelizovat, protože to 
jednotlivá rozhraní nedovolují. 
 
 Rozlišení [body] 640x480 
[ms] 
800x600 
[ms] 
1366x768 
[ms] 
1920x1080 
[ms] Rozhraní 
Direct3D9 0,7958 1,1941 2,7410 5,0341 
Direct3D10,11 0,8114 1.2649 2,6480 5,5882 
OpenGL (2 PBO) 1,4584 1,8718 3,3232 7,9406 
Tabulka 1: Doba přečtení dat jednoho snímku v milisekundách v závislosti na použitém rozhraní (řádky) a rozlišení 
(sloupce). Veškerá měření byla provedena za pomoci profilovacího nástroje, který je součástí Visual Studia 2010. 
 Další operace již pracují mimo hlavní aplikaci v pracovních vláknech. Jakmile jsou data 
přečtena, následuje jejich normalizace. Normalizace je ve většině případů zanedbatelná operace. 
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Můžeme se však setkat i například s formáty v racionálních číslech, jejichž konverze bude mnohem 
pomalejší.  
Tabulka 2 udává jednotlivé časy normalizace formátu D3DFMT_X8R8G8B8 pro základní 
možnosti rozlišení a změny velikosti obrazu. Všimněme si kvality 100%. Její doba zpracování je 
kratší. Jedná se totiž o speciální případ, kdy není nutné uvažovat změnu velikosti obrazu. Je 
prováděna pouze konverze dat.  
 
Rozlišení [body] 640x480 
[ms] 
800x600 
[ms] 
1366x768 
[ms] 
1920x1080 
[ms] Velikost [%] 
50 0,0196 0,0393 0,0707 0,3354 
75 0,0180 0,0257 0,0677 0,2854 
90 0,0242 0.0400 0,0717 0,2950 
100 0,0230 0.0266 0,0430 0,1090 
Tabulka 2: Doba normalizace dat formátu D3DFMT_X8R8G8B8 jednoho snímku v milisekundách v závislosti na 
změně velikosti (řádky) a použitém rozlišení (sloupce).  
 Poslední náročnou operací, jež se provádí nad obrazovými daty, je komprese. Knihovna 
podporuje pouze kompresní algoritmus MJPG. Tabulka 3 ukazuje průměrnou dobu zpracování 
jednotlivých snímků v závislosti na kvalitě a zvoleném rozlišení. MJPG komprese je prováděna 
pomocí externí knihovny, která je silně optimalizovaná [34]. Podrobnější rychlostní testy jsou 
k dispozici na oficiálních stránkách knihovny. Z výsledků je zřejmé, že MJPG komprese je sama o 
sobě velice náročná. Hlavně u nejvyšších rozlišení. 
 
Rozlišení [body] 640x480 
[ms] 
800x600 
[ms] 
1366x768 
[ms] 
1920x1080 
[ms] Kvalita <0-100> 
50 4,6757 6,6343 12,5493 24,6291 
75 4,6397 6,9094 13,0179 25,1686 
90 4,9498 6,7741 13,0560 25,4837 
100 5,7771 8,1042 14.5244 27,4314 
Tabulka 3: Doba MJPG komprese dat jednoho snímku v milisekundách v závislosti na kvalitě (řádky) a použitém 
rozlišení (sloupce). 
 Zaznamenávat obraz v rozlišení 1920x1080 z rozhraní Direct3D9 a následně ho komprimovat 
pomocí MJPG bez použití pracovních vláken je velmi výkonově náročné. Dobu zobrazení každého 
snímku bychom prodloužili o celých         milisekund (                       
milisekund). Pokud by se před zásahem knihovny snímky zobrazovaly rychlostí 25 snímků za 
vteřinu, tj. jeden snímek za 40 milisekund, dosáhli bychom při jednovláknovém záznamu rychlosti 
pouze 14 snímků za vteřinu.  
 Jelikož však je zpracování paralelizováno, přímé zpomalení aplikace je pouze        
milisekund v důsledku čtení obrazu. Zbytek zpracování může běžet paralelně s hlavní aplikací. 
V ideálním případě lze zatížení rozdělit na tři po sobě jdoucí snímky s nulovým dopadem na běh 
aplikace. Aplikace by však musela pracovat pouze v jednom vlákně, zatímco by byl k dispozici 
procesor se čtyřmi jádry. 
 57 
9.2 Srovnání s konkurenčními nástroji  
Knihovnu jako celek lze ohodnotit pouze částečně. Na její výkon působí příliš mnoho faktorů. Mezi 
nimi jsou vytížení jednotlivých jader procesoru zaznamenávanou aplikací, zatížení sběrnice grafické 
karty, anebo vytížení záznamového média. Srovnáme knihovnu s konkurenčními aplikacemi. Jedná se 
o aplikace FRAPS
1
 a PlayClaw
2. Jsou volně k dispozici pouze jako zkušební verze. Každá z nich má 
tak jistá omezení. Omezení však nejsou natolik výrazná, aby nebylo možné provést základní 
porovnání jejich rychlosti. 
FRAPS funguje na principu záznamu v jednom vlákně. Používá vlastní kompresní téměř 
bezeztrátový algoritmus. Musíme mít nainstalovaný dekompresor, aby se videa z FRAPS mohly 
přehrávat. Aby bylo možné pracovat pouze v jednom vláknu, FRAPS používá pouze základní 
kompresní algoritmy. Přesná implementace není známá. Trial verze je omezená na ukládání videí o 
maximální délce 30 sekund.  
ClayClaw pracuje víceméně na stejném principu jako knihovna AVCaptureLib. Kompresi 
obstarává více vláken. K dispozici jsou možnosti žádná komprese, bezeztrátová komprese a ztrátová 
komprese. Bezztrátovou kompresi obstarává vlastní kompresor. Bezztrátová se provádí, stejně jako u 
AVCaptureLib, za pomocí MJPG.  
K testování byla použita vzorová aplikace dostupná v balíku DirectX. Jedná se o jednoduchou 
aplikaci zobrazující několik základních modelů. Dovoluje nastavit jejich počet. Tato aplikace byla 
zvolena z důvodu vyzkoušení dvou extrémů. Prvním je maximální využití procesoru a nulové využití 
grafické karty. Druhou situací je nízké využití procesoru s maximálním zatížením grafické karty. 
Ve všech případech byl nastaven záznam videa na 30 snímků za vteřinu. Počet pracovních 
vláken byl nastaven pokud možno na tři (ClayClaw, AVCaptureLib). Komprese je nastavena na 
maximální kvalitu, velikost obrazu nebyla změněna. 
  
Prostředky 
procesoru 
k dispozici 
 
Použitý 
nástroj 
Rychlost 
aplikace 
[FPS] 
Vytížení 
procesoru 
[%] 
Obsazená 
paměť 
[MB] 
Rychlost 
ukládání 
[MB/s] 
Zahozené 
snímky 
[FPS] 
Kompresní 
poměr 
[%] 
 
 
4 jádra 
- 45 6 62 - - - 
FRAPS 30 - 40 36 75 11 0 9 
PlayClaw 29 - 35 20 110 19 0 15 
AVCL 43 27 140 12 0 12 
 
2 jádra 
FRAPS 30 - 40 34 75 11 0 9 
PlayClaw 30 - 45 20 110 19 0 15 
AVCL 42 30 140 11 0 12 
 
1 jádro 
FRAPS 30 - 40 29 75 11 0 9 
PlayClaw 30 - 35 25 110 19 0 - 1 15 
AVCL 43 32 140 10 0 - 5 12 
Tabulka 4: D3D10 - Skinning, rozlišení 1366x768, bitová hloubka 32bitů, 30 obrázků za vteřinu, 81 objektů. 
 Tabulka 4 popisuje záznam videa v testovací aplikaci, jež je výhradně závislá na výkonu 
grafické karty. Procesor je vytížen pouze minimálně. V tomto případě knihovna podala výborné 
výsledky, co se týče obrázků za vteřinu, kdy předčila ostatní aplikace. Jistým negativem je 
spotřebovaná paměť. Nejvyšší hodnoty jsou důsledkem paralelního návrhu, kdy se drží v paměti hned 
                                                   
1 Dostupné na http://www.fraps.com/ 
2 Dostupné na http://www.playclaw.com/ 
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několik snímků najednou. Na tuto hodnotu má výrazný vliv i asynchronní čtení Direct3D10. Pokud je 
k dispozici pouze jediné vlákno, dostáváme se do situace, kdy některé kompresní operace knihovna 
nestihne. Tento fakt je také výrazně ovlivněn tím, že pro co možná nejplynulejší běh zaznamenávané 
aplikace běží pracovní vlákna s o jednu úroveň sníženou prioritou pro přiřazování k procesoru. 
Všechny tři nástroje však dosáhly velmi podobných výsledků. Výkonově jsou v testech na stejné 
úrovni. 
 
Prostředky 
procesoru 
k dispozici 
 
Použitý 
nástroj 
Rychlost 
aplikace 
[FPS] 
Vytížení 
procesoru 
[%] 
Obsazená 
paměť 
[MB] 
Rychlost 
ukládání 
[MB/s] 
Zahozené 
snímky 
[FPS] 
Kompresní 
poměr 
[%] 
 
 
4 jádra 
- 1070 33 55 - - - 
FRAPS 240 - 260 30 67 6 0 5 
PlayClaw 700 - 800 45 90 4 0 2,5 
AVCL 750 - 800 53 133 2 0 1,5 
 
2 jádra 
FRAPS 180 - 200 29 67 6 0 5 
PlayClaw 500 - 600 42 90 4 0 2,5 
AVCL 600 - 700 50 133 2 0 - 1 1,5 
 
1 jádro 
FRAPS 120 - 140 23 67 6 0 - 1 5 
PlayClaw 200 - 400 35 90 4 1 - 3 2,5 
AVCL 400 - 500 40 133 2 5 - 10 1,5 
Tabulka 5: D3D10 - Skinning, rozlišení 1366x768, bitová hloubka 32bitů, 30 obrázků za vteřinu, 0 objektů. 
 Tabulka 5 značí podobnou situaci jako v předchozím případě. Tentokrát aplikace zatěžuje 
procesor místo grafické karty. Například v posledním případě, kdy je dostupné pouze jediné vlákno, 
vzniká souboj o volné prostředky zaznamenávané aplikace se záznamem videa. Kvůli tomuto jsou 
vynechány některé ze snímků. V tomto případě také knihovna AVCaptureLib podala nejméně 
uspokojivé výsledky, kdy bylo zahozeno až 30% zpracovávaných dat. Tento problém je způsoben 
předností zaznamenávané aplikace nad záznamem videa. 
9.3 Další vývoj 
Knihovna je uzpůsobena na možnosti jednoduchého rozšíření. Lze jednoduše přidávat další 
kompresní algoritmy, či vylepšovat stávající.  
Z hlediska zpracování by bylo vhodné přidat volbu bezztrátové komprese obrazu a případně i 
zvuku. Implementace však musí být schopna zpracovávat data v reálném čase. 
Je také nutné počítat s vývojem Windows a knihovny Direct3D. V brzké době budou 
k dispozici Windows 8. Rozhraní Direct3D11.1 je již k dispozici. Knihovna AVCaptureLib však tuto 
verzi nepodporuje. Není zatím příliš rozšířená. Dále také chybí podpora zobrazování pomocí více 
vláken za pomocí příkazové fronty v Direct3D11. 
Z hlediska záznamu obrazu je možné dodělat také kontrolu, zda je záznamové médium 
dostatečně rychlé. Pokud není, bylo by možné upravovat kvalitu záznamu komprese MJPG. 
Jelikož knihovna běží skrytě v cizích procesech, musí se řešit oprava chyb a problémů, jež 
vzniknou s konkrétními aplikacemi ve všech možných situacích. 
 Srovnání s konkurenčními nástroji ukázalo, že chybí možnost záznamu kurzoru. Systémový 
kurzor není možné v zaznamenávané aplikaci vidět. Samozřejmě pokud 3D aplikace nezobrazuje 
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vlastní. Tato funkcionalita bude nejspíše vyžadovat nejprve přečtení ikony kurzoru, abychom získali 
jeho tvar. Poté jej stačí umístit do obrazu v místě, kde se nacházel v době vzniku snímku. 
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10 Závěr 
Nastudoval jsem principy záznamu obrazu a zvuku v 3D aplikacích. Podařilo se splnit všechny 
podmínky zadání. Veškeré záznamové operace v knihovně AVCaptureLib probíhají na pozadí 
aplikace. Záznam obrazu je řešen pomocí zachytávání volání funkcí pomocí knihovny MHook. 
Knihovna zvládá nad rámec zadání práci jak s Direct3D, tak i s OpenGL. Obraz lze při zpracování 
libovolně zmenšit a případně zkomprimovat pomocí kodeku MJPG. Dalším vylepšením je i záznam 
zvuku. Ten je vyřešen za pomocí standardních nástrojů operačních systémů. Knihovna zvládá záznam 
až dvou zvukových proudů najednou s možností jejich mixování. Zpracovaná data jsou nakonec 
uložena do video kontejneru AVI. 
Knihovna se zaměřuje na co nejnižší ovlivnění výkonu aplikací. Zpracování obrazu a zvuku 
probíhá mimo hlavní zobrazovací smyčku zachytávané aplikace. Všechny náročné operace se provádí 
paralelně v pracovních vláknech. Pokud knihovna nemá dostatečné množství procesorových 
prostředků, přebývající snímky se zkrátka zahodí. 
Knihovna AVCaptureLib v kombinaci s ukázkovou aplikací AVCaptureWin je schopná 
zaznamenat video z celé řady externích aplikací v operačním systému Windows. Podobná 
funkcionalita je dosažitelná s jistými omezeními i v operačním systému Linux. Knihovnu lze také 
použít i přímo v libovolném projektu. Uživatel může jednoduše zabudovat podporu ukládání videa do 
své aplikace. Z jeho pohledu stačí zakomponovat konfiguraci a inicializaci knihovny. Není třeba nijak 
zásadně měnit zdrojové kódy. Knihovna se po inicializaci napojí na zobrazovací rozhraní sama. 
Pokud uživatel bude potřebovat zobrazovat nějaké doplňující informace, lze využít nabízené 
funkcionality pro překrytí obrazovky. Je možné implementovat vlastní rozložení textů. Uživatel není 
z tohoto hlediska nijak omezován. 
Výkonnostní porovnání knihovny AVCaptureLib s konkurenčními komerčními aplikacemi 
ukázalo, že na více procesorových systémech knihovna podává srovnatelné výsledky. Jelikož nabízí 
velmi podobné možnosti nastavení, je schopná tyto aplikace funkčně nahradit. 
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 Příloha č. 1:  
Překlad knihovny 
Knihovna AVCaptureLib včetně všech vzorových překladů se překládá pomocí CMake. Jedná se o 
nástroj, jenž zastiňuje práci se širokým spektrem různých nástrojů, jako jsou NMAKE a různé verze 
Visual Studia ve Windows a nástroj MAKE v Linuxu. 
 
Potřebné nástroje pro překlad  
Některé z nich dostupné ve složce „/nastroje/“. 
 Visual Studio (Windows) 
Abychom mohli knihovnu přeložit ve Windows, je nutné mít k dispozici Visual 
Studio. Nelze použít jiné nástroje, jelikož byly použity rozhraní, jako jsou Windows 
Core Audio. Pro vývoj bylo použito Visual Studio 2010. K dispozici na stránkách 
msdnaa je Visual Studio 2010 Professional (pouze pro VUT). Lze také použít Visual 
Studio 2010 Express verzi. Dostupná například zde: 
http://www.microsoft.com/visualstudio/en-us/products/2010-editions/visual-
cpp-express 
 autotools (Linux) 
  -- autoconf 2.56 or later 
-- automake 1.7 or later 
-- libtool 1.4 or later 
Tyto nástroje jsou často součástí každé základní distribuce Linux. 
 libjpeg-turbo (Windows i Linux) 
Knihovna pro kompresi JPEG obrázků. Je dostupná na stránkách: 
 http://sourceforge.net/projects/libjpeg-turbo/ 
Instalace není potřebná. Verze 1.2.0 této knihovny je přímo zakomponovaná do 
překladu AVCaptureLib. Není tedy potřeba stahovat vlastní. 
 
CMake (Windows i Linux) 
Pro překlad pomocí NMAKE stačí verze 2.8.7. Pro použití Visual Studia 2010 je 
nutné mít verzi 2.8.8, jinak by nebylo schopné VS2010 schopné projekt jpeglib-turbo 
přeložit. Různé verze CMake jsou dostupné na WWW stránkách: 
   http://www.cmake.org/cmake/resources/software.html 
Pro Windows je k dispozici je instalátor. Nainstaluje CMake do systému. Musí se 
však ohlídat, aby se správně přidal do systémové proměnné PATH. 
V Linuxu je často přímo mezi nabízenými balíky systému. 
 
 NASM (Windows i Linux) 
Pro překlad projektu libjpeg-turbo je potřeba mít k dispozici překladač NASM. 
Dostupné na stránkách: 
   http://www.nasm.us/pub/nasm/releasebuilds 
Ve Windows je k dispozici je instalátor. Nainstaluje CMake do systému. Musí se 
však ohlídat, aby se správně přidal do systémové proměnné PATH.  
 V Linuxu je často přímo mezi nabízenými balíky systému. 
 
 DirectX SDK (Windows) 
DirectX SDK je balík nástrojů a zdrojových kódů pro práci s DirectX a hlavně 
Direct3D. Momentální situace s DirectX SDK je komplikovaná, protože se některé 
jeho části přesunuly do Windows SDK, bohužel ne všechny potřebné. Z hlediska 
vývoje byla použita verze „Microsoft DirectX SDK (June 2010)“. Dostupná ke 
stažení na stránkách: 
http://www.microsoft.com/en-us/download/details.aspx?id=6812 
 
 OpenGL (Windows i Linux) 
  Jsou potřeba soubory „glext.h“ a „wglext.h“. Jsou k dispozici na stránkách OpenGL: 
   (Win) http://www.opengl.org/registry/api/glext.h 
   (Win) http://www.opengl.org/registry/api/wglext.h 
   (Lin) http://www.opengl.org/registry/api/glxext.h 
 
 GLUT (Windows i Linux) 
Knihovna GLUT je nutná hlavně pro překlad vzorového příkladu pro OpenGL. Ve 
Windows ke stažení například na stránkách: 
   http://www.idfun.de/glut64/glut-3.7.6-bin-32and64.zip 
 
Postup překladu ve Windows (použitý systém Windows 7 64b) 
Zdrojové soubory knihovny AVCaptureLib jsou k dispozici v „/preklad/src/“. Pro překlad v systému 
Windows je nejprve potřebné mít k dispozici NMAKE překladač. Ten je například součástí Visual 
Studia 2010 Express.  Dále musíme nainstalovat NASM a CMAKE a zajistit jejich přidání 
do systémové proměnné PATH. Stáhneme DirectX SDK a nainstalujeme. Posledním krokem je 
instalace OpenGL a GLUT a zkopírování jednotlivých souborů do složky Microsoft SDKs ve složce 
Program Files (ve Win7 64b je cesta: C:\Program Files (x86)\Microsoft SDKs\Windows\v7.0A\), 
která vznikla při instalaci Visual Studia. Hlavičkové soubory se musí zkopírovat do „include/gl/“, 
knihovny do „lib/“. Spustitelné soubory lze nahrát do systémové složky Windows, nebo kamkoliv 
jinam, ale je nutné cestu vložit do PATH. Poté stačí spustit příkazovou řádku Visual Studia „Visual 
Studio Command Prompt (2010)“ z nabídky start ve složce „Microsoft Visual Studio 2010 Express“. 
 
Jakmile jsou všechny nástroje připravené, stačí zadat příkaz: 
cmake -G "NMake Makefiles" -DCMAKE_BUILD_TYPE=Release \ 
-DCMAKE_INSTALL_PREFIX={install_directory} {source_directory} 
Poté stačí už jen příkaz: 
nmake 
Respektive pro instalaci: 
nmake install 
 
Jako příklad vezmeme zdrojové soubory nahrané ve složce „X:\\src\“. Překlad chceme umístit 
do složky X:\\src\build“ a instalaci do X:\\src\install“. V příkazové řádce vytvoříme složku 
„X:\\src\build“ a přesuneme se do ní. Poté použijeme příkaz 
X:\\src\build> cmake -G " NMake Makefiles" -DCMAKE_BUILD_TYPE=Release \ 
 -DCMAKE_INSTALL_PREFIX=../install ../ 
 nmake install 
Překlad by měl poté proběhnout a knihovna se nainstalovat do složky „X:\\src\install“. 
 
Řešení problémů: 
 Žádné problémy nezjištěny. 
Postup překlad v Linuxu (jako testovací distribuce byla použita Fedora 16) 
Nejprve je třeba zkontrolovat, zda jsou k dispozici autotools. Většina Linux distribucí je 
obsahuje již v základu. Pokud chybí rozšiřující hlavičkové soubory OpenGL, je potřeba je 
nainstalovat. Poté je potřeba nainstalovat CMake. Knihovna potřebuje mít k dispozici poměrně novou 
verzi 2.8.7. Pokud není dostupná v balíku pro daný systém, lze použít balíky na stránkách CMake.  
Po nainstalování CMAKE je nutné nainstalovat i NASM. Opět by měl být k dispozici jako 
balík připravený pro daný operační systém. Pokud tomu tak není, je nutné použít balíky z oficiálních 
stránek. Fedoře 16 však byly oba nástroje k dispozici přímo ve správci instalací nových balíků.  
  
Jakmile jsou všechny nástroje připravené, stačí zadat příkaz: 
cmake -G "Unix Makefiles" -DCMAKE_BUILD_TYPE=Release \ 
-DCMAKE_INSTALL_PREFIX={install_directory} {source_directory} 
Poté stačí už jen příkaz: 
make 
Respektive pro instalaci: 
make install 
 
Jako příklad vezmeme zdrojové soubory nahrané ve složce „/usr/test/home/src/“. Překlad 
chceme umístit do složky „/usr/test/home/src/build“ a instalaci do „/usr/test/home/src/install“. 
V příkazové řádce vytvoříme složku „/usr/test/home/src/build“ a přesuneme se do ní. Poté použijeme 
příkaz 
…/build:# cmake -G "Unix Makefiles" -DCMAKE_BUILD_TYPE=Release \ 
-DCMAKE_INSTALL_PREFIX=../install ../ 
 make install 
Překlad by měl poté proběhnout a knihovna se nainstalovat do složky „/usr/test/home/src/install“. 
 
Řešení problémů: 
1) Jeden z problémů, na který lze narazit, je chybějící práva ke spuštění souboru 
„nasm_lt.sh“, jež se nachází ve složce „/src/libjpeg-turbo-1.2.0/simd/“. Lze jej vyřešit 
pomocí příkazu „chmod +x nasm_lt.sh”. 
 
 
 
 
 
  
 Příloha č. 2:  
Příklad použití knihovny 
Tento příklad je součástí jednoho ze vzorových příkladů. Důležité jsou části inicializace, zapnutí a 
vypnutí záznamu videa a ukončení knihovny. Kontrola chyb je z hlediska zjednodušení příkladu 
vynechána. 
 
Inicializace knihovny. Specifikujeme počet pracovních vláken (2), typ zachytávání funkcí 
(zachytávání pomocí modifikací těl funkcí - CL_LIB_TYPE_HOOK_BY_CODE) a které funkce zachytávat 
(všechny - CL_HBCF_ALL). Nespecifikujeme žádná data, v tomto případě žádné funkce nejsou 
předdefinované, knihovna si adresy zjistí sama. 
 
CL_Lib_Init( 2, CL_LIB_TYPE_HOOK_BY_CODE, CL_HBCF_ALL, 0, 0 ); 
 
Kontext zachytávání videa (CL_CON_TYPE_CAPTURE) bez identifikace podle jména (NULL). 
 
CL_HCONTEXT hCapture = NULL; 
CL_Con_Create( NULL, CL_CON_TYPE_CAPTURE, &hCapture ); 
 
Kontext překrytí obrazu videa (CL_CON_TYPE_OVERLAY) bez identifikace podle jména (NULL). 
 
CL_HCONTEXT hOverlay = NULL; 
CL_Con_Create( NULL, CL_CON_TYPE_OVERLAY, &hOverlay ); 
 
Počátek konfigurace překrytí obrazu. Konfigurace je volitelná. 
 
CL_OVERLAY_CONFIG* pOvlCfg = NULL; 
CL_DWORD dwSize = 0; 
CL_Con_Config_Begin( hOverlay, (CL_CONFIG**)&pOvlCfg, &dwSize ); 
 
Nastavíme pořadí, v jakém chceme překrytí mít. Pokud je překrytí obrazu v pořadí před záznamem 
obrazu, poté není překrytí obrazu na obrazu vidět. 
 
pOvlCfg->sConfig.dwOrder = 0; 
 
Nastavení vstupních rozhraní pro zachytávání funkcí (CL_OVERLAY_INPUT_HOOK). Chceme zachytávat 
všechny, pokud možno (CL_OVIF_ALL). 
 
CL_Con_Config_Type_Set(  
(CL_CONFIG*)pOvlCfg, &pOvlCfg->sInput,  
CL_OVERLAY_INPUT_HOOK, CL_OVIF_ALL,  
NULL, 0  
); 
 
Zobrazovat informace překrytí obrazu bude zobrazovat automatická metoda nabízená knihovnou 
(CL_OVERLAY_CALLBACK_DEFAULT). Tato metoda přijímá kontext zachytávání videa, aby mohla 
zobrazovat případné spuštění záznamu a zobrazovat základní informace o tomto záznamu. 
 CL_OVERLAY_CALLBACK_DEFAULT_DATA sData = {0}; 
sData.hCapture = hCapture; 
CL_Con_Config_Type_Set(  
(CL_CONFIG*)pOvlCfg, &pOvlCfg->sCallback,  
CL_OVERLAY_CALLBACK_DEFAULT, 0,  
&sData, sizeof(CL_OVERLAY_CALLBACK_DEFAULT_DATA)  
); 
 
Ukončení konfigurace překrytí obrazu. 
 
CL_Con_Config_End( hOverlay, TRUE ); 
 
Počátek konfigurace záznamu obrazu. 
 
CL_CAPTURE_CONFIG* pCapCfg = NULL; 
CL_DWORD dwCapSize = 0; 
CL_Con_Config_Begin( hCapture, (CL_CONFIG**)&pCapCfg, &dwCapSize ); 
 
Nastavíme pořadí záznamu, aby byl vyšší než u překrytí. Překrytí obrazu pak není na videu viditelné. 
 
pCapCfg->sConfig.dwOrder = 1; 
 
Chceme obraz zmenšit na tři čtvrtiny. 
 
pCapCfg->sVideo.nHeight = -75; 
 
Použijeme kompresi MJPG (CL_CAPTURE_VIDEO_CODEC_MJPG). Nastavíme požadovanou kvalitu na 85 
procent. 
 
CL_CAPTURE_VIDEO_CODEC_MJPG_DATA sMJPEGData; 
sMJPEGData.dwQuality = 85; 
CL_Con_Config_Type_Set(  
(CL_CONFIG*)pCapCfg, &pCapCfg->sVideo.sCodec,  
CL_CAPTURE_VIDEO_CODEC_MJPG, 0,  
&sMJPEGData, sizeof(CL_CAPTURE_VIDEO_CODEC_MJPG_DATA)  
); 
 
Ukončení konfigurace záznamu videa. 
 
CL_Con_Config_End( hCapture, TRUE ); 
 
Spuštění zobrazení překrytí obrazu. Spuštění záznamu videa. 
 
CL_Con_Begin( hOverlay ); 
CL_Con_Begin( hCapture ); 
 
Ukončení práce s knihovnou. Pokud nejsou kontexty řádně ukončeny, funkce se o to sama postará. 
 
CL_Lib_Destroy(); 
 
