Brain-Computer Interfaces (BCIs) interpret neural activity, applying it to the control of external devices. As BCIs approach market viability, ethical implications come under consideration. This paper identifies potential privacy disruptions. BCI literature is reviewed in order to identify a BCI typology likely to support a privacy analysis. The typology describes the active, reactive, passive and hybrid types of BCI and, where possible, includes examples that are further classified as existing, prospective or speculative. A review of privacy theory supports an analysis that juxtaposes privacy theory and BCI technologies. The analysis finds that while all four types of BCI have potential for disrupting privacy, disruptions are more likely to arise from the use of reactive, passive and hybrid BCIs. Limitations and directions for future research close the paper.
Introduction
Brain-Computer Interfaces (BCIs) facilitate direct communication between a brain and a computer. Vidal's early work 1 stimulated interest in the field and focused on translating evoked neural responses. Vidal had a view to elevating "... the computer to a genuine prosthetic extension of the brain" (p158) and while this vision remains largely unfulfilled, 2 there have been significant advances in the interim.
Today, BCIs interpreting electroencephalographic (EEG) data can be purchased online (examples include Emotiv Systems and IntendiX). Potential applications of BCIs have been identified: 3,4,5,6 therapeutic treatments for autism, epilepsy, and emotional disorders; This paper's underlying premise is the contextual theory of information privacy: privacy and social context are inter-related and disruptions in social context may cause disruptions in privacy. 19 Emerging technologies, such as BCIs, may be disruptive to social contexts and thus to privacy. The paper's contribution is the identification of potential privacy disruptions by considering different types of BCI from the perspective of different privacy theories.
BCI Typology
The body of literature on BCIs is large and growing; on July 31 2013, a Google Scholar search on the term "Brain-Computer Interface" returned 19,000 papers and on March 2 2016, it returned 30,400 papers. Therefore, prior to attempting to identify privacy disruptions, a typology for clarifying BCI research directions is necessary. This section briefly reviews analyses of the field in order to identify a BCI typology serving the purpose of a privacy analysis.
The broadest approach 3 classifies BCIs according to whether the technology for acquiring neural signals is surgically invasive or non-invasive. This distinction is coarse, but it has been refined 20 to incorporate sub-types: sensors that are not in contact with the user (examples include functional magnetic resonance imaging or magnetoencephalography), sensors that are in contact with the surface of the scalp (for example, EEG or functional Near-Infrared Spectroscopy), sensors that are in contact with the surface of the brain (for example, electrocorticography), and customized sensors implanted in the cortex.
Nijholt et al. 5 classify BCIs according to signal type and describe them as processing either spontaneous or evoked neural signals. Spontaneous signals are deliberately caused by the user whereas evoked signals are caused by recognition of a stimulus and are not deliberate. To highlight user context instead of technical features, Zander et al. 21 adopt a similar approach but use different terminology, referring to spontaneous and evoked signal types as active and reactive, respectively. In doing so, Zander et al. 21 24 For example, an active and a passive BCI may be combined or a passive BCI may be combined with an environment monitoring system.
With the addition of hybrid BCIs as a fourth sub-type, the typology proposed by Zander et al. 21 will frame the overview of BCI research presented here. Sub-types reflecting the maturity of surveyed technologies extend the typology further. These sub-types categorize BCI technologies as existing, prospective or speculative.
As noted above, this paper's underlying premise is from the contextual theory of information privacy. 19 Under this theory, privacy and social context are inter-related and disruptions to social context may disrupt privacy. As the typology identified here supports the consideration of a user's context, it is likely to also support a privacy analysis premised on the contextual theory of information privacy.
Review of BCIs
As noted above, the body of literature on BCI research is large and expanding. To indicate the maturity of each BCI type, three subtypes are introduced: existing, prospective and speculative. However, for conciseness it is necessary to restrict the typology, as presented in this paper, to one example per sub-type and therefore the volume of research accumulated under each type of BCI is not indicated. Hence, we note that active and reactive BCI research is more mature and may be found in greater quantities than passive and hybrid BCI research.
Active BCIs
An active BCI acquires and interprets neural activity elicited when a user voluntarily and intentionally engages in a pre-defined activity. 21 For example, the user may clench their right hand and the neural activity caused by this activity may be applied to the control of a computer screen pointer so that it moves to the right until the user stops clenching their hand. Thus, the user is actively engaged in manipulating an external system with their neural activity.
Existing An early project 25 demonstrated the feasibility of using EEG signals to move a cursor on a screen and it has been extended 26 to provide a greater range of movement.
Prospective An active BCI has been applied 27 to the control of a pinball machine, demonstrating the viability of fast and well-timed control of three actions (left flipper, rest, right flipper) in an operational environment rich with visual and auditory distraction.
Speculative
The extent to which a mathematics game controlled by an active BCI can reduce mathematics-related anxiety has been investigated.
28

Reactive BCIs
Reactive BCIs evoke recognition responses from users. 21 Prospective The efficacy of vibrating tactile feedback in operating a BCI has been investigated. 31 Eight tactors delivered 256 different stimuli of 0.5s duration. Findings indicated vibrotactile feedback did not reduce learnability, nor did it hinder a user's capability to attend to simultaneous visual tasks, and, finally, it may improve learnability when a person is engaged in other tasks.
Speculative Performance factors inhibiting the application of reactive BCIs to the control of games with a purpose (i.e., serious games) were recently investigated.
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Passive BCIs
Passive BCIs acquire neural signals from spontaneous, non-evoked neural activity typically generated as the user performs a complex real-world task. For example, a user proficient in a specialist task domain (for example, a pilot) focuses on manipulating objects in a complex task environment by deploying concentration and acumen. 33 Although the user's neural activity is neither deliberative nor evoked, neural signals can be acquired, interpreted and applied to support the user in their task, perhaps by adapting the task interface. As passive BCIs mature, it may be possible to identify and classify neural activity relating to cognitive states such as error, alarm, attentiveness, frustration and confusion.
Existing There are no examples of passive BCIs in this sub-type.
Prospective People are covertly attentive when their behaviour indicates their attention is engaged in a particular task, when in fact it is engaged elsewhere. It has been demonstrated that EEG data can be used to identify covert attentiveness.
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Speculative A passive BCI to develop a neurophysiological model of information systems constructs was recently proposed. 35 The goal is to measure users' reactions to a system's interface in a more immediate mode than achievable when using post hoc psychometrics.
Hybrid BCIs
A hybrid BCI combines a BCI with some other technology to improve system performance via elicitation, acquisition and interpretation of a richer set of data. 24 For example, the combination of two different types of BCI in order to minimize the effects of fatigue, providing a more reliable hybrid BCI.
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Existing An active BCI and a finite state automaton were combined 37 to control a robot. The finite state automaton deployed the robot according to (a) environment data input from sensors, (b) internal variables and (c) the user's decision-making neural activity, as acquired by the active BCI. This approach improved robot maneuverability because it enabled commands such as 'take the next left' (instead of 'turn left now'). Commands issued via the active BCI were asynchronous to the robot's movement, enabling intentional ad hoc planning to be supported in real time. 33 Brain-Machine Interfaces in Space: Using Spontaneous Rather Than Intentionally Generated Brain Signals. Emily Coffey, Anne-Marie Brouwer, Ellen Wilschut, and Jan van Erp. Acta Astronautica, 67 (1-2), 1-11, 2010. 34 Prospective Two individual BCIs (EEG and EMG signal acquisition) were compared to a hybrid combination of the two. 36 Smooth switching between motor cortex (EMG) and limb movement neural signals (EEG) was possible. Users achieved good control in spite of fatigue and the hybrid BCI was more learnable and usable than either of the individual BCIs.
Speculative Functional electrical stimulation has been combined with an active BCI in order to improve hand function in participants with tetraplegia. 38 With only two participants, both of whom were concurrently engaged in conventional therapy, further studies are required to separate benefits arising from the hybrid BCI from those arising from conventional therapy.
Privacy
In order to identify potential privacy disruptions arising from the types of BCI technologies described above, a brief review of privacy theory is necessary. Privacy has been under discussion for some time. Fuchs 39 notes that, in establishing acceptable limits for a state's surveillance of its citizens, Mill 40 suggests that privacy, in terms of freedom from intrusion, is necessary for human dignity. Later, Warren and Brandeis 41 claim that the right to privacy is a right to an inviolate personality.
Emerging technologies have challenged understandings of privacy. Although earlier literature exists 42 , 43 and although privacy was established as a human right in the Universal Declaration of Human Rights, 44 theoretical arguments on the provenance of the right to privacy from the mid 1970s are influential. 45, 46, 47, 48 Here, we consider six privacy theories: the control theory, the restricted access theory, integrative theories, theories of privacy as a commodity, contextual theories and the ontological theory.
Westin's 49 early theory of privacy as control over personal information is contrasted by Moor's theory of restricted access to information. 50 The control theory defines privacy as the ability for an individual to control when, how and to what extent their personal information is communicated with others. Under this theory, if an individual has control over their personal information, they have privacy. In comparison, the restricted access theory 51 is premised on an understanding of how personal information can proliferate once it is disclosed and in practice, this identifies a requirement for regulatory frameworks.
Integrative theories of privacy combine the control and restricted access theories (for a review of integrative theories see Allmer 51 ). However, in this paper, combining the control and restricted access theories introduces an unnecessary complexity because potential privacy disruptions are likely to be more readily identified by considering each theory independently. For this reason, integrative theories are not considered further.
Concurrently, theories viewing personal information and privacy as a commodity in a market emerged. Thomson 45 suggested that the right to privacy is derived from other rights, such as the right to ownership of property. Rachels 47 and Reiman 48 highlight the tautological character of Thomson's view, arguing that the rights from which the right to privacy derives can be as readily conceived as derived from the right to privacy. However, this early debate over the merit of privacy as a property right did not curtail the development of technologies that disrupt privacy. Rather, the incentives for collecting and leveraging personal information were sufficient for technologies that disrupt privacy to gain traction. 19 In response, there have been arguments calling for a regulated market for personal information. Schwartz 52 suggests commodifying privacy except where doing so would undermine the privacy commons and proposes constraints under which the sale of personal data (i.e., a privacy commodity) ought to occur. Under commodification theories, if personal data is traded in the market, privacy may be at risk of disruption. From a privacy-proactive point of view, refraining from participating in, or disengaging from the personal data market is advantageous, and vice versa. Furthermore, as human rights are universal and inalienable, the practical feasibility of such markets may be questioned.
Contextual theories
19, 53 account for the ways in which cultural and social factors influence a person's notion of privacy and highlight the relevance to information privacy of social norms arising from such interests as dignity, autonomy and reputation. Nissenbaum 19 argues for and establishes a contextual framework supporting information flows that, according to social norms, are appropriate for a given context. Nissenbaum suggests that what privacy "... amounts to is a right to contextual integrity and what this amounts to varies from context to context" (p127, Nissenbaum's emphasis). Under the ontological theory, the availability of information privacy is dependent on the friction of the infosphere. 55 If there is more friction, information cannot move as freely and therefore there is more privacy. Technologies can either increase or decrease the friction of the infosphere.
Potential privacy disruptions
BCI technologies are now considered with respect to these privacy theories in order to identify potential privacy disruptions. For the control, restricted access and contextual theories, each type of BCI is considered independently. However, the commodification and ontological privacy theories have a broader scope and the privacy disruptions arising under these theories apply to all four types of BCI, therefore BCIs are considered as a whole in relation to these two theories.
Control theory
The control theory defines privacy as the ability for an individual to control when, how and to what extent their personal information is communicated with others.
Active BCIs If users are compelled by circumstances beyond their control to use an active BCI in order to engage in everyday activities (for example, people with disabilities), the control of privacy may be necessitated. For example, a user of a BCIcontrolled vocal synthesizer may be in a crowd and seeking a private conversation with one other person. On the other hand are users who are not compelled to use a BCI and who knowingly and intentionally engage in specific tasks designed for using the BCI. If such users are free to stop using the BCI at any time and have provided meaningful consent for the acquisition of their neural data, active BCIs do not appear to disrupt privacy. meaningful consent for the acquisition of their ERP signals (i.e., they are in control of their neural data) and the controlled environment has not been interrupted, privacy disruptions are unlikely to arise. However, if the controlled environment is interrupted, users may generate P300 ERP signals in response to the interruption and, depending on the nature of the interruption, a privacy disruption may ensue. Also, if a user has been coerced into using a reactive BCI (for example, when under interrogation), in response to a particular stimulus the user may generate a P300 ERP they would prefer not to have exposed.
Reactive BCIs
Passive BCIs Users do not control the BCI and are engaged in cognitively demanding tasks, such as surgery or landing aircraft. Also, users are in uncontrolled environments and their neural activity arises in response to those environments. Therefore, while meaningful informed consent is essential, it is difficult to establish and perpetuate: events arising in the uncontrolled environment may cause unanticipated retraction of consent. Should consent be retracted in response to events, a privacy disruption under the control theory may arise if the uncontrolled environment prevents the user from disengaging the BCI or the user is prevented from disengaging before signals are recorded.
Hybrid BCIs
As hybrid BCIs are constituted by at least one of active, reactive or passive BCI, the potential privacy disruptions arising from these types also arise for hybrid BCIs. Furthermore, the non-BCI component of a hybrid BCI may introduce further privacy disruptions and therefore, should be included in privacy analyses of specific hybrid BCIs.
Restricted access theory
The restricted access theory suggests that direct control over personal information is increasingly difficult (or impossible) to achieve as information proliferates. Therefore, a requirement for regulatory frameworks is identified. Under this theory, if the data acquired by BCIs is protected under regulatory frameworks, privacy is not disrupted. Where this is not the case, privacy disruptions may arise.
Also, as the restricted access theory includes the possibility of a user exerting control, where this occurs, the potential privacy disruptions identified above for the control theory of privacy are relevant here.
Data privacy as a commodity
Theories of privacy as a commodity seek to establish markets in which personal data is traded. From a privacy-proactive point of view, refraining from participating in such markets is advantageous. As in all markets, ownership is of great consequence. With respect to BCIs, the ownership of data acquired by a BCI should be established prior to undertaking the use of a BCI. Then, should someone obtain a copy of BCI data without having purchased it from its owner, whoever that might be, privacy is at risk of disruption. This potential privacy disruption applies to all four types of BCI, just as it applies to all personal data.
That an owner of someone else's personal data might suffer a privacy disruption is a counter-intuitive feature of commodification theories unlikely to manifest in meaningful contexts and it further highlights the effect of commodification theories of privacy: the establishment of markets, rather than the support of privacy.
The contextual theory
The contextual theory supports the assessment of new technologies with respect to privacy: if an information flow disrupts the normatively established integrity of a context, privacy is likely to be disrupted.
Active BCIs
Where users are compelled to use an active BCI by circumstances beyond their control, for example people with disabilities, privacy disruptions may arise because social norms may not be relevant to such users. Otherwise, users are knowingly and intentionally engaged in specific tasks designed for using the BCI and if they are free to stop using the BCI at any time and have provided meaningful consent for the acquisition of their neural data, active BCIs do not appear to disrupt privacy as these circumstances are consistent with the established "opt-out" privacy norm.
Reactive BCIs Generally, if a reactive BCI's controlled environment is interrupted, privacy disruptions may arise. Otherwise, if meaningful consent is provided, reactive BCIs do not have the potential for disrupting privacy, as meaningful consent is an established social norm. However, also relevant are those cases in which users have been coerced into using a reactive BCI, for example when under interrogation. Whether contextual privacy has been disrupted or not depends on existing social norms. To the best of our limited knowledge of this field, pre-existing interrogation technologies do not provide opportunities to discern P300 ERP signals. Therefore, in the context of interrogation, reactive BCIs may disrupt pre-existing social norms relating to the privacy of neural data and potential for a privacy disruption exists. However, where the purpose of interrogation is the safety of a wider community, this may be a case in which a privacy disruption is a socially acceptable outcome.
Passive BCIs Users are engaged in cognitively demanding tasks in an uncontrolled environment and do not control the BCI. If social norms at play in the context of these tasks are disrupted, then the potential for privacy disruptions exists. Privacy disruptions may also arise from retraction of consent in response to events in the uncontrolled environment.
Hybrid BCIs
The privacy disruptions of active, reactive and passive BCIs also arise under hybrid BCIs. Furthermore, the non-BCI component of a hybrid BCI may introduce privacy disruptions in which case, the contextual theory can be applied to analyse further. That is, if the privacy norms relevant to the non-BCI system component persist in the hybrid BCI, privacy may be disrupted.
The ontological theory
Under the ontological theory, personal data is constitutive and technologies can either increase or decrease the traction of the infosphere, increasing or decreasing privacy accordingly. As BCIs upload a new form of personal data to the infosphere, there is a risk of decreasing the traction of the infosphere and decreasing privacy. Furthermore, under reactive, passive or hybrid BCIs, it may be that neural data is more highly constitutive than for active BCIs, in which case disruptions to privacy may be of greater significance. Table 1 maps BCI types against privacy theories in order to summarize the preceding discussion and to highlight potential privacy disruptions. C1 denotes potential privacy disruptions arising for users who are compelled to use a BCI, C2 denotes users who are coerced to use a BCI and A denotes all users. Where C2 users may experience privacy disruptions in addition to those arising for all users, both types of user are shown.
Summary
From Table 1 , reactive, passive and hybrid types of BCI are more likely to disrupt privacy than active BCIs. This is to be expected for hybrid BCIs as they may be constituted by either of the other three types of BCI and therefore, the potential privacy disruptions of the other BCIs are inherited. The potential privacy disruptions differ widely and therefore this table should be read in conjunction with the preceding discussion; for example, the potential privacy disruption for C2 users in the Contextual-Reactive domain may be a socially acceptable outcome. Also, these are potential privacy disruptions and may or may not arise for different groups of users in different social contexts.
Conclusion
In order to identify potential privacy disruptions arising from BCIs, this paper used a typology classifying BCIs as active, reactive, passive or hybrid. A second layer added existing, prospective and speculative types in order to indicate the maturity of BCI technologies. Where possible, the typology included illustrative examples from the BCI technical literature. This was followed by a review of the control, restricted access, integrated, commodification, contextual, and ontological theories of privacy.
These reviews supported an analysis of BCIs with respect to privacy. The analysis found that reactive, passive and hybrid BCIs are more likely to give rise to privacy disruptions than active BCIs. Exceptional privacy disruptions are noted for people compelled to use BCIs and people coerced to use BCIs, including a potential disruption that may be a socially acceptable outcome.
The analysis in this paper is limited by the authors' capacities to empathize. Groups of users for whom potential privacy disruptions arise may have been overlooked. This limitation will be addressed in on-going fieldwork in which diverse participants discuss BCIs and privacy. Future research may apply a similar analysis to other technologies with implicit interaction modes; examples include eye-gaze technologies and motion-sensitive devices, such as the Kinect or Wii. Finally, the findings of this paper are to be explored in fieldwork, with findings to be reported in 2017.
