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Abstract—One of the longstanding open problems in spectral
graph clustering (SGC) is the so-called model order selection
problem: automated selection of the correct number of clusters.
This is equivalent to the problem of finding the number of
connected components or communities in an undirected graph.
We propose automated model order selection (AMOS), a solution
to the SGC model selection problem under a random intercon-
nection model (RIM) using a novel selection criterion that is
based on an asymptotic phase transition analysis. AMOS can
more generally be applied to discovering hidden block diagonal
structure in symmetric non-negative matrices. Numerical experi-
ments on simulated graphs validate the phase transition analysis,
and real-world network data is used to validate the performance
of the proposed model selection procedure.
Index Terms—community detection, model selection, network
analysis, phase transition, spectral clustering
I. INTRODUCTION
Undirected graphs are widely used for network data anal-
ysis, where nodes can represent entities or data samples, and
the existence and strength of edges can represent relations or
affinity between nodes. For attributional data (e.g., multivariate
data samples), such a graph can be constructed by calculating
and thresholding the similarity measure between nodes. For
relational data (e.g., friendships), the edges reveal the inter-
actions between nodes. The goal of graph clustering is to
group the nodes into clusters of high similarity. Applications of
graph clustering, also known as community detection [1], [2],
include but are not limited to graph signal processing [3]–[12],
multivariate data clustering [13]–[15], image segmentation
[16], [17], structural identifiability in physical systems [18],
and network vulnerability assessment [19].
Spectral clustering [13]–[15] is a popular method for graph
clustering, which we refer to as spectral graph clustering
(SGC). It works by transforming the graph adjacency matrix
into a graph Laplacian matrix [20], computing its eigende-
composition, and performing K-means clustering [21] on the
eigenvectors to partition the nodes into clusters. Although
heuristic methods have been proposed to automatically select
the number of clusters [13], [14], [22], rigorous theoretical
justifications on the selection of the number of eigenvectors
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for clustering are still lacking and little is known about the
capabilities and limitations of spectral clustering on graphs.
The contributions of this paper are twofold. First, we
analyze the performance of spectral clustering on undirected
unweighted graphs generated by a random interconnection
model (RIM), where each cluster can have arbitrary internal
connectivity structure and the inter-cluster edges are assumed
to be random. Under the RIM, we establish a breakdown
condition on the ability to identify correct clusters using
SGC. Furthermore, when all of the cluster interconnection
probabilities are identical, a model we call the homogeneous
RIM, this breakdown condition specifies a critical phase
transition threshold p∗ ∈ [0, 1] on the inter-cluster connection
probability p. When this interconnection probability is below
the critical phase transition threshold, SGC can perfectly detect
the clusters. On the other hand, when the interconnection
probability is above the critical phase transition threshold,
SGC fails to identify the clusters. This breakdown condition
and phase transition analysis apply to weighted graphs as well,
where the critical phase transition threshold depends not only
on the interconnection probability but also on the weights of
the interconnection edges.
Second, we show that the phase transition results for the
homogeneous RIM can be used to bound the phase transitions
of SGC for the inhomogeneous RIM. This leads to a method
for automatically selecting the number of clusters in SGC,
which we call automated model order selection (AMOS).
AMOS works by sequentially increasing the model order
while running multi-stage tests for testing for RIM structure.
Specifically, for a given model order and an estimated cluster
membership map obtained from SGC, we first test for local
RIM structure for a single cluster pair using a binomial test of
homogeneity. This is repeated for all cluster pairs and, if they
pass the RIM test, we proceed to the second stage of testing,
otherwise we increase the model order and start again. The
second stage consists of testing whether the RIM is globally
homogeneous or inhomogeneous. This is where the phase
transition results are used - if any of the estimated inter-cluster
connection probabilities exceed the critical phase transition
threshold the model order is increased. In this manner, the
outputs from AMOS are the clustering results from SGC of
minimal model order that are deemed reliable.
Simulation results on both unweighted and weighted graphs
generated by different network models validate our phase
transition analysis. Comparing to other graph clustering meth-
ods, experiments on real-world network datasets show that
the AMOS algorithm indeed outputs clusters that are more
consistent with the ground-truth meta information. For exam-
ple, when applied to network data with longitude and latitude
meta information, such as the Internet backbone map across
North American and Europe, and the Minnesota road map, the
clusters identified by the AMOS algorithm are more consistent
with known geographic separations.
The rest of this paper is organized as follows. Sec. II
discusses previous work on phase transition and model order
selection for graph clustering. Sec. III introduces the RIM and
the mathematical formulation of SGC. Sec. IV describes the
breakdown condition and phase transition analysis of SGC, in-
cluding unweighted and weighted graphs. Sec. V summarizes
the proposed AMOS algorithm for SGC. Sec. VI discusses
numerical experiments and comparisons on simulated graphs
and real-world datasets. Sec. VII concludes this paper.
II. RELATED WORK
A. Phase transitions in graph clustering
In recent years, researchers have established phase tran-
sitions in the accuracy of graph clustering under a diverse
set of network models [2], [23]–[28]. A widely used network
model is the stochastic block model (SBM) [29], where the
edge connections within and between clusters are independent
Bernoulli random variables. Under the SBM, a phase transition
on the cluster interconnectivity probability separates clustering
accuracy into two regimes: a regime where correct graph
clustering is possible, and a regime where correct graph
clustering is impossible. The critical values that separate these
two regimes are called phase transition thresholds. A summary
of phase transition analysis under the SBM can be found in
[26]. In this paper, we establish the phase transition analysis
of SGC under a more general network model, which we call
the random interconnection model (RIM). The RIM does not
impose any distributional assumptions on the within-cluster
connectivity structure, but assumes the between-cluster edges
are generated by a SBM. The formal definition of the RIM is
introduced in Sec. III-A. The RIM introduced in this paper is
a direct generalization of the model introduced in [2], which
is a special case of an unweighted graph with two clusters.
B. Model order selection criterion
Most existing model selection algorithms specify an upper
bound Kmax on the number K of clusters and then select
K based on optimizing some objective function, e.g., the
goodness of fit of the k-cluster model for k = 2, . . . ,Kmax.
In [13], the objective is to minimize the sum of cluster-wise
Euclidean distances between each data point and the centroid
obtained from K-means clustering. In [22], the objective
is to maximize the gap between the K-th largest and the
(K + 1)-th largest eigenvalue. In [14], the authors propose
to minimize an objective function that is associated with the
cost of aligning the eigenvectors with a canonical coordinate
system. In [30]–[33], model selection is cast as a multiscale
community detection problem. In [34], the authors propose to
iteratively divide a cluster based on the leading eigenvector of
the modularity matrix until no significant improvement in the
modularity measure can be achieved. The Louvain method in
[35] uses a greedy algorithm for modularity maximization. In
[36], the authors use the integrated classification likelihood
(ICL) criterion [37] for graph clustering based a random
graph mixture model. In [38], the authors use the degree-
corrected SBM [39] and Monte Carlo sampling techniques
for graph clustering. In [40], [41], the authors propose to
use the eigenvectors of the nonbacktracking matrix for graph
clustering, where the number of clusters is determined by the
number of real eigenvalues with magnitude larger than the
square root of the largest eigenvalue. Different from these
approaches, this paper not only establishes a new model
order selection criterion based on the phase transition analysis,
but also provides multi-stage statistical tests for determining
clustering reliability of SGC.
III. RANDOM INTERCONNECTION MODEL (RIM) AND
SPECTRAL CLUSTERING
A. Random interconnection model (RIM)
Consider an undirected graph where its connectivity struc-
ture is represented by an n × n binary symmetric adjacency
matrix A, where n is the number of nodes in the graph.
[A]uv = 1 if there exists an edge between the node pair (u, v),
and otherwise [A]uv = 0. An unweighted undirected graph
is completely specified by its adjacency matrix A, while a
weighted undirected graph is specified by a nonnegative matrix
W, where its nonzero entries denote the weight of an edge.
In the next section, Theorems 1, 2 and 3 apply to unweighted
undirected graphs while Theorem 4 extends these theorems to
weighted undirected graphs.
Assume there areK clusters in the graph and denote the size
of cluster k by nk. The size of the largest and smallest cluster
is denoted by nmax and nmin, respectively. Let Ak denote
the nk × nk adjacency matrix representing the internal edge
connections in cluster k and let Cij (i, j ∈ {1, 2, . . . ,K}) be
an ni × nj matrix representing the adjacency matrix of inter-
cluster edge connections between the cluster pair (i, j). The
matrix Ak is symmetric and Cij = C
T
ji for all i 6= j. Using
these notations, the adjacency matrix of the entire graph can
be represented by a block structure, which is
A =

A1 C12 C13 · · · C1K
C21 A2 C23 · · · C2K
...
...
. . .
...
...
...
...
...
. . .
...
CK1 CK2 · · · · · · AK
 . (1)
The proposed random interconnection model (RIM) assumes
that: (1) the adjacency matrix Ak is associated with a con-
nected graph of nk nodes but is otherwise arbitrary; (2) the
K(K − 1)/2 matrices {Cij}i>j are random and mutually
independent, and each Cij has i.i.d. Bernoulli distributed en-
tries with Bernoulli parameter pij ∈ [0, 1]. We call this model
a homogeneous RIM when all random interconnections have
equal probability, i.e., pij = p for all i 6= j. Otherwise, the
model is called an inhomogeneous RIM. In the next section,
Theorems 1 and 3 apply to general RIM while Theorems 2
and 4 are restricted to the homogeneous RIM.
The stochastic block model (SBM) [29] is a special case
of the RIM in the sense that the RIM does not impose any
distributional constraints on Ak. In contrast, under the SBM
Ak is a Erdos-Renyi random graph with some edge connection
probability pk ∈ [0, 1].
B. Spectral clustering
Let 1n(0n) be the n-element column vector of ones (zeros)
and let D = diag(d1, d2, . . . , dn) be the diagonal degree
matrix, where d = A1n = [d1, d2, . . . , dn]
T is the degree
vector of the graph. The graph Laplacian matrix of the entire
graph is defined as L = D − A, and similarly the graph
Laplacian matrix of Ak is denoted by Lk . Let λi(L) denote
the i-th smallest eigenvalue of L. Then λ1(L) = 0 since
L1n = 0n by definition, and λ2(L) > 0 if the entire graph is
connected. λ2(L) is also known as the algebraic connectivity
of the graph as it is a lower bound on the node and edge
connectivity of a connected graph [42].
To partition the nodes in the graph into K (K ≥ 2) clusters,
spectral clustering uses the K eigenvectors associated with the
K smallest eigenvalues of L [15]. Each node can be viewed
as a K-dimensional vector in the subspace spanned by these
eigenvectors. K-means clustering [21] is then implemented on
the K-dimensional vectors to group the nodes into K clusters.
Vector normalization of the obtained K-dimensional vectors
or degree normalization of the adjacency matrix can be used
to stabilize K-means clustering [13]–[15].
For analysis purposes, throughout this paper we will focus
on the case where the observed graph is connected. If the
graph is not connected, the connected components can be
easily found and the proposed algorithm can be applied to each
connected component separately. Since the smallest eigenvalue
of L is always 0 and the associated eigenvector is 1n√
n
, only
the higher order eigenvectors will affect the clustering results.
By the Courant-Fischer theorem [43], the K − 1 eigenvectors
associated with the K − 1 smallest nonzero eigenvalues of
L, represented by the columns of the eigenvector matrix
Y ∈ Rn×(K−1), are the solution of the minimization problem
S2:K(L) = min
X∈Rn×(K−1)
trace(XTLX),
subject to XTX = IK−1, XT1n = 0K−1, (2)
where the optimal value S2:K(L) = trace(Y
TLY) =∑K
k=2 λk(L) of (2) is the sum of the second to the K-th
smallest eigenvalues of L, and IK−1 is the (K−1)× (K−1)
identity matrix. The constraints in (2) impose orthonormality
and centrality on the eigenvectors.
IV. BREAKDOWN CONDITION AND PHASE TRANSITION
ANALYSIS
In this section we establish a mathematical condition (The-
orem 1) under which SGC fails to accurately identify clusters
under the RIM. Furthermore, under the homogeneous RIM
assumption of identical interconnection probability pij = p
governing the entries of the matrices {Cij} in (1), the
condition leads to (Theorem 2) a critical phase transition
threshold p∗ where, if p < p∗ SGC correctly identifies the
communities with probability one while if p > p∗ SGC
fails. The phase transition analysis developed in this section
TABLE I: Notation of limit expressions.
expression limit value of
ρk
nk
n
ρmax
nmax
n
ρmin
nmin
n
c nmin
nmax
c∗ 1
n
·mink∈{1,2,...,K} S2:K(Lk)
c∗2
1
n
·mink∈{1,2,...,K} λ2(Lk)
c∗K
1
n
·mink∈{1,2,...,K} λK(Lk)
1 (0) 1n (0n)
bp
‖L−L˜‖F
n
will be used to establish an automated model order selection
algorithm for SGC in Sec. V. The proofs of the main theorems
(Theorems 1, 2 and 3) are given in the appendix, and the
proofs of extended theorems and corollaries are given in the
supplementary material.
In the sequel, there are a number of limit theorems stated
about the behavior of random matrices and vectors whose
dimensions go to infinity as the sizes nk of the clusters
goes to infinity while their relative sizes nk/nℓ are held
constant. Throughout this paper, the convergence of a real
matrix X ∈ Ra×b is defined with respect to the spectral
norm [44], defined as ‖X‖2 = maxz∈Rb,zT z=1 ‖Xz‖2, where
‖x‖2 denotes the Euclidean norm of the vector x. Let X =∑r(X)
i=1 σi(X)ui(X)v
T
i (X) denote the singular value decom-
position of X, where σi(X) denotes the i-th largest singular
value of X, ui(X) and vi(X) are the associated left and right
singular vectors, and r(X) denotes the rank of X. For any two
matrices X and X˜ of the same dimension, we write X→ X˜ if
as nk →∞ for all k, the spectral norm ‖X−X˜‖2, equivalently
σ1(X − X˜), converges to zero. By Weyl’s inequality [45],
[46], X → X˜ implies X and X˜ asymptotically have the
same singular values, i.e., |σi(X) − σi(X˜)| → 0 for all
i ∈ {1, 2, . . . ,min(r(X), r(X˜))}, σi(X)→ 0 and σi(X˜)→ 0
for all i > min(r(X), r(X˜)). Furthermore, the Davis-Kahan
theorem [46], [47] establishes that under some mild condition
on the gap of singular values of X and X˜, X→ X˜ implies X
and X˜ asymptotically have the same singular vectors (identical
up to sign), i.e., |uTi (X)ui(X˜)| → 1 and |vTi (X)vi(X˜)| → 1
for all i ∈ {1, 2, . . . ,min(r(X), r(X˜))}. If X is a random
matrix and X˜ is a given matrix, then X
a.s.−→ X˜ is shorthand
for ‖X − X˜‖2 → 0 almost surely. In particular, if the
dimension of X grows with nk, then for simplicity we often
write X
a.s.−→M, where M is a matrix of infinite dimension.
For example, let In denote the n × n identity matrix. If
‖X − In‖2 a.s.−→ 0 as n → ∞, then for simplicity we write
X
a.s.−→ I, where I is the identity matrix of infinite dimension.
While this infinite dimensional notation is non-rigorous, its use
in place of the more cumbersome notation ‖X− In‖2 a.s.−→ 0
greatly simplifies the presentation. For vectors, we say x ∈ Rn
converges to x˜ ∈ Rn if ‖x−x˜‖2 → 0 as n→∞. Similarly, for
a vector x, if ‖x−mn‖2 → 0 as n→∞, wheremn is a vector
of increasing dimension, we use the notation x → m, where
m is the infinite dimensional limit ofmn. Table I summarizes
the limit expressions presented in this paper.
Based on the RIM (1), Theorem 1 establishes a general
breakdown condition under which SGC fails to correctly
identify the clusters.
Theorem 1 (Breakdown condition). Let Y =
[YT1 ,Y
T
2 , . . . ,Y
T
K ]
T be the cluster partitioned eigenvector
matrix associated with the graph Laplacian matrix L obtained
by solving (2), where Yk ∈ Rnk×(K−1) with its rows indexing
the nodes in cluster k. Let A˜ be the (K − 1) × (K − 1)
matrix with (i, j)-th element
[A˜]ij =
{
(ni + nK) piK +
∑K−1
z=1,z 6=i nzpiz, if i = j,
ni · (piK − pij) if i 6= j.
The following holds almost surely as nk → ∞ and nminnmax →
c > 0. If lim infn→∞ 1n mini∈{1,...,K−1}, j∈{2,...,K} |λi(A˜) −
λj(L)| > 0, then YTk 1nk → 0K−1, ∀ k ∈ {1, 2, . . . ,K}, and
hence spectral graph clustering cannot be successful.
Since the eigenvalues of A˜ depend only on the RIM
parameters pij and nk whereas the eigenvalues of L depend
not only on these parameters but also on the internal adjacency
matrices Ak, Theorem 1 specifies how the graph connectivity
structure affects the success of SGC.
For the special case of homogeneous RIM, where pij = p,
for all i 6= j, Theorem 2 establishes the existence of a
phase transition in the accuracy of SGC as the interconnection
probability p increases. A similar phase transition likely exists
for the inhomogeneous RIM (i.e., pij’s are not identical),
but an inhomogeneous extension of Theorem 2 is an open
problem. Nonetheless, Theorem 3 shows that the homogeneous
RIM phase transition threshold p∗ in Theorem 2 can be used to
bound clustering accuracy when the RIM is inhomogeneous.
Theorem 2 (Phase transition). Let Y = [YT1 ,Y
T
2 , . . . ,Y
T
K ]
T
be the cluster partitioned eigenvector matrix associated with
the graph Laplacian matrix L obtained by solving (2), where
Yk ∈ Rnk×(K−1) with its rows indexing the nodes in cluster
k. Let c∗ = limn→∞ 1n · mink∈{1,2,...,K} S2:K(Lk) and
assume c∗2 = limn→∞
1
n
mink∈{1,2,...,K} λ2(Lk) > 0. Under
the homogeneous RIM in (1) with constant interconnection
probability pij = p, there exists a critical value p
∗ such
that the following holds almost surely as nk → ∞ and
nmin
nmax
→ c > 0:
(a)
 If p ≤ p
∗, S2:K(L)
n
→ (K − 1)p;
If p > p∗, c∗ + (K − 1) (1− ρmax) p ≤ S2:K(L)n
≤ c∗ + (K − 1) (1− ρmin) p.
In particular, if p > p∗ and c = 1, S2:K(L)
n
→ c∗ + (K−1)2
K
p.
Furthermore, reordering the indices k in decreasing cluster
size so that n1 ≥ n2 ≥ . . . ≥ nK , we have
(b)

If p < p∗,
√
nkYk → 11TK−1Vk
=
[
vk11, v
k
21, . . . , v
k
K−11
]
,
∀ k ∈ {1, 2, . . . ,K};
If p > p∗, YTk 1nk → 0K−1, ∀ k ∈ {1, 2, . . . ,K};
If p = p∗, ∀ k ∈ {1, 2, . . . ,K}, √nkYk → 11TK−1Vk
or YTk 1nk → 0K−1,
where Vk = diag(v
k
1 , v
k
2 , . . . , v
k
K−1) ∈ R(K−1)×(K−1) is a
diagonal matrix.
Finally, p∗ satisfies:
(c) pLB ≤ p∗ ≤ pUB, where pLB = c∗(K−1)ρmax and
pUB =
c∗
(K−1)ρmin . In particular, pLB = pUB when c = 1.
Theorem 2 (a) establishes a phase transition of the partial
eigenvalue sum
S2:K(L)
n
at some critical value p∗, called the
critical phase transition threshold. When p ≤ p∗ the quantity
S2:K(L)
n
converges to (K − 1)p. When p > p∗ the slope in p
of
S2:K(L)
n
changes and the intercept c∗ depends on the cluster
having the smallest partial eigenvalue sum. When all clusters
have the same size (i.e., nmax = nmin =
n
K
) so that c = 1,
S2:K(L)
n
undergoes a slope change from K − 1 to (K−1)2
K
.
Theorem 2 (b) establishes that p > p∗ renders the entries
of the matrix Yk incoherent, making it impossible for SGC
to separate the clusters. On the other hand, p < p∗ makes Yk
coherent, and hence the row vectors in the eigenvector matrix
Y possess cluster-wise separability. This is stated as follows.
Corollary 1 (Separability of the row vectors in the eigenvector
matrix Y when p < p∗).
Under the same assumptions as in Theorem 2, when p < p∗,
the following properties of Y hold almost surely as nk →∞
and nmin
nmax
→ c > 0:
(a) The columns of
√
nkYk are constant vectors.
(b) Each column of
√
nY has at least two nonzero cluster-wise
constant components, and these constants have alternating
signs such that their weighted sum equals 0 due to the property∑K
k=1 v
k
j = 0, ∀ j ∈ {1, 2, . . . ,K − 1}.
(c) No two columns of
√
nY have the same sign on the cluster-
wise nonzero components.
These properties imply that for p < p∗ the rows in Yk
corresponding to different nodes are identical (Corollary 1 (a)),
while the row vectors in Yk and Yℓ, k 6= ℓ, corresponding
to different clusters are distinct (Corollary 1 (b) and (c)).
Therefore, the within-cluster distance between any pair of
row vectors in each Yk is zero, whereas the between-cluster
distance between any two row vectors of different clusters is
nonzero. This means that as nk → ∞ and nminnmax → c > 0
the ground-truth clusters become the optimal solution to K-
means clustering, and hence K-means clustering on these row
vectors can group the nodes into correct clusters. Note that
when p > p∗, from Theorem 2 (b) the row vectors of Yk
corresponding to the same cluster sum to a zero vector. This
means that the entries of each column in Yk have alternating
signs and the centroid of the row vectors of each cluster is
the origin. Therefore, K-means clustering on the rows of Y
yields incorrect clusters.
Furthermore, as a demonstration of the breakdown condition
in Theorem 1, observe that when pij = p, Theorem 1 implies
that A˜
n
is a diagonal matrix pIK−1. From (20) in the appendix
we know that
λj(L)
n
→ p for j = 2, 3, . . . ,K almost surely
when p < p∗. Therefore, under the homogeneous RIM, SGC
can only be successful when p is below p∗.
Theorem 2 (c) provides upper and lower bounds on the
critical threshold value p∗ for the phase transition to occur
when pij = p. These bounds are determined by the cluster
having the smallest partial eigenvalue sum S2:K(Lk), the
number of clusters K , and the size of the largest and smallest
cluster (nmax and nmin). When all cluster sizes are identical
(i.e., c = 1), these bounds become tight. Based on Theorem 2
(c), the following corollary specifies the properties of p∗ and
the connection to algebraic connectivity of each cluster.
Corollary 2 (Properties of p∗ and its connection to algebraic
connectivity).
Let cn =
mink∈{1,2,...,K} S2:K(Lk)
n
, c2,n =
mink∈{1,2,...,K} λ2(Lk)
n
and cK,n =
mink∈{1,2,...,K} λK(Lk)
n
, and let c∗, c∗2 and c
∗
K
denote their limit value, respectively. Under the same assump-
tions as in Theorem 2, the following statements hold almost
surely as nk →∞ and nminnmax → c > 0:
(a) If cn = Ω
(
nmax
n
)
, then p∗ > 0.
(b) If cn = o
(
nmin
n
)
, then p∗ = 0.
(c)
c∗2
ρmax
≤ p∗ ≤ c∗K
ρmin
.
The following corollary specifies the bounds on the critical
value p∗ for some special types of clusters. These results
provide theoretical justification of the intuition that strongly
connected clusters, e.g., complete graphs, have high critical
threshold value, and weakly connected clusters, e.g., star
graphs, have low critical threshold value.
Corollary 3 (bounds on the critical value p∗ for special type
of cluster).
Under the same assumptions as in Theorem 2, the following
statements hold almost surely as nk →∞ and nminnmax → c > 0:
(a) If each cluster is a complete graph, then c ≤ p∗ ≤ 1.
(b) If each cluster is a star graph, then p∗ = 0.
Furthermore, in the special case of a SBM, where each
adjacency matrix Ak corresponds to a Erdos-Renyi random
graph with edge connection probability pk, under the same
assumptions as in Theorem 2 we can show that almost surely,
c · min
k∈{1,2,...,K}
pk ≤ p∗ ≤ 1
c
· min
k∈{1,2,...,K}
pk. (3)
The proof of (3) is given in the supplementary material.
Similar results for the SBM can also be deduced from the
latent space model [48].
The next corollary summarizes the results from Theorem
2 for the case of K = 2 to elucidate the phase transition
phenomenon. Note that it follows from Corollary 4 (b) that
below the phase transition (p < p∗) the rows in Y corre-
sponding to different clusters are constant vectors with entries
of opposite signs, and thus K-means clustering is capable of
yielding correct clusters. On the other hand, above the phase
transition (p > p∗) the entries corresponding to each cluster
have alternating signs and the centroid of each cluster is the
origin, and thus K-means clustering fails.
Corollary 4 (Special case of Theorem 2 when K = 2).
When K = 2, let Y = [yT1 y
T
2 ]
T , let c∗ =
limn→∞
λ2(L1)+λ2(L2)−|λ2(L1)−λ2(L2)|
2n and assume c
∗
2 =
limn→∞ 1n min{λ2(L1), λ2(L2)} > 0. Then there exists a
critical value p∗ such that the following holds almost surely
as n1, n2 →∞ and nminnmax → c > 0.
(a)
{
If p ≤ p∗, λ2(L)
n
→ p;
If p > p∗, c∗ + c1+cp ≤ λ2(L)n ≤ c∗ + 11+cp.
(b)
{
If p < p∗,
√
nn1
n2
y1 → ±1 and
√
nn2
n1
y2 → ∓1;
If p > p∗, yT1 1n1 → 0 and yT2 1n2 → 0.
(c) pLB ≤ p∗ ≤ pUB, where pLB = 2c∗1+|ρ1−ρ2| and pUB =
2c∗
1−|ρ1−ρ2| .
The above phase transition analysis can also be applied to
the inhomogeneous RIM for which the pij’s are not constant.
Let pmin = mini6=j pij and pmax = maxi6=j pij . The corollary
below shows that under the inhomogeneous RIM when pmax
is below p∗, which is the critical threshold value specified
by Theorem 2 for the homogeneous RIM, the smallest K − 1
nonzero eigenvalues of the graph Laplacian matrix L
n
lie within
the internal [pmin, pmax] with probability one.
Corollary 5 (Bounds on the smallest K − 1 nonzero eigen-
values of L under the inhomogeneous RIM).
Under the RIM with interconnection probabilities {pij}, let
pmin = mini6=j pij , pmax = maxi6=j pij , and let p∗ be the
critical threshold value of the homogeneous RIM specified by
Theorem 2. If pmax < p
∗, the following statement holds almost
surely as nk →∞ and nminnmax → c > 0:
pmin ≤ λj(L)
n
≤ pmax, ∀ j = 2, 3, . . . ,K.
In particular, Corollary 5 implies that the normalized al-
gebraic connectivity of the inhomogeneous RIM
λ2(L)
n
is
between pmin and pmax almost surely as nk → ∞ and
nmin
nmax
→ c > 0.
For graphs following the inhomogeneous RIM, Theorem
3 below establishes that accurate clustering is possible if it
can be determined that pmax < p
∗. As defined in Theorem
2, let Y ∈ Rn×(K−1) be the eigenvector matrix of L under
the inhomogeneous RIM, and let Y˜ ∈ Rn×(K−1) be the
eigenvector matrix of the graph Laplacian L˜ of another random
graph, independent of L, generated by a homogeneous RIM
with cluster interconnectivity parameter p. We can specify the
distance between the subspaces spanned by the columns of
Y and Y˜ by inspecting their principal angles [15]. Since
Y and Y˜ both have orthonormal columns, the vector v of
K − 1 principal angles between their column spaces is v =
[cos−1 σ1(YT Y˜), . . . , cos−1 σK−1(YT Y˜)]T , where σk(M)
is the k-th largest singular value of a real rectangular matrix
M. Let Θ(Y, Y˜) = diag(v), and let sinΘ(Y, Y˜) be defined
entrywise. When p < p∗, the following theorem provides an
upper bound on the Frobenius norm of sinΘ(Y, Y˜), which
is denoted by ‖ sinΘ(Y, Y˜)‖F .
Theorem 3 (Distance between column spaces spanned by Y
and Y˜). Under the RIM with interconnection probabilities
{pij}, let p∗ be the critical threshold value for the homo-
geneous RIM specified by Theorem 2, and define δp,n =
min{p, |λK+1(L)
n
− p|}. For a fixed p, let bp denote the limit
of
‖L−L˜‖F
n
. If p < p∗ and δp,n → δp > 0 as nk → ∞,
the following statement holds almost surely as nk → ∞ and
nmin
nmax
→ c > 0:
‖ sinΘ(Y, Y˜)‖F ≤ bp
δp
. (4)
Furthermore, let pmax = maxi6=j pij . If pmax < p∗,
‖ sinΘ(Y, Y˜)‖F ≤ minp≤pmax bpδp .
As established in Corollary 1, under the homogeneous RIM
when p < p∗ the row vectors of the eigenvector matrix Y˜
are perfectly cluster-wise separable as nk → ∞ and nminnmax →
c > 0. Under the inhomogeneous RIM, Theorem 3 establishes
that cluster separability can still be expected provided that
‖ sinΘ(Y, Y˜)‖F is small and p < p∗. As a result, we can
bound the clustering accuracy under the inhomogeneous RIM
by inspecting the upper bound (4) on ‖ sinΘ(Y, Y˜)‖F . Note
that if pmax < p
∗, we can obtain a tighter upper bound on (4).
Next we extend Theorem 2 to undirected weighted random
graphs obeying the homogeneous RIM. The edges within
each cluster are assumed to have nonnegative weights and the
weights of inter-cluster edges are assumed to be independently
drawn from a common nonnegative bounded distribution. Let
W denote the n × n symmetric nonnegative weight matrix
of the entire graph. Then the corresponding graph Laplacian
matrix is defined as L = S −W, where S = diag(W1n)
is the diagonal matrix of nodal strengths of the weighted
graph. Similarly, the symmetric graph Laplacian matrix Lk of
each cluster can be defined. The following theorem establishes
a phase transition phenomenon for such weighted graphs.
Specifically, the critical value depends not only on the inter-
cluster edge connection probability but also on the mean of
inter-cluster edge weights.
Theorem 4 (Phase transition in weighted graphs). Under
the same assumptions as in Theorem 2, further assume
the weight matrix W is symmetric, nonnegative and
bounded, and the weights of the upper triangular part of
W are independently drawn from a common nonnegative
bounded distribution with mean W . Let t = p · W and
c∗ = limn→∞ 1n ·mink∈{1,2,...,K} S2:K(Lk). Then there exists
a critical value t∗ such that the following holds almost surely
as nk →∞ and nminnmax → c > 0:
(a)
 If t ≤ t
∗, S2:K(L)
n
→ (K − 1)t;
If t > t∗, c∗ + (K − 1) (1− ρmax) t ≤ S2:K(L)n
≤ c∗ + (K − 1) (1− ρmin) t.
(b)

If t < t∗,
√
nkYk → 11TK−1Vk
=
[
vk11, v
k
21, . . . , v
k
K−11
]
,
∀ k ∈ {1, 2, . . . ,K};
If t > t∗, YTk 1nk → 0K−1 ∀ k ∈ {1, 2, . . . ,K};
If t→ t∗, ∀ k ∈ {1, 2, . . . ,K}, √nkYk → 11TK−1Vk
or YTk 1nk = 0K−1,
where Vk = diag(v
k
1 , v
k
2 , . . . , v
k
K−1) ∈ R(K−1)×(K−1) is a
diagonal matrix.
(c) tLB ≤ t∗ ≤ tUB, where tLB = c∗(K−1)ρmax and
tUB =
c∗
(K−1)ρmin .
Theorem 1 and Theorem 3 can be extended to weighted
graphs under the inhomogeneous RIM. Moreover, Theorem 4
reduces to Theorem 2 when W = 1.
V. AUTOMATED MODEL ORDER SELECTION (AMOS)
ALGORITHM FOR SPECTRAL GRAPH CLUSTERING
Based on the phase transition analysis in Sec. IV, we pro-
pose an automated model order selection (AMOS) algorithm
for selecting the number of clusters in spectral graph clustering
(SGC). This algorithm produces p-values of hypothesis tests
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Fig. 1: Flow diagram of the proposed automated model order
selection (AMOS) scheme in spectral graph cluster (SGC).
for testing the RIM and phase transition. In particular, under
the homogeneous RIM, we can estimate the critical phase
transition threshold for each putative cluster found and use
this estimate to construct a test of reliability of the cluster. The
statistical tests in the AMOS algorithm are implemented in two
phases. The first phase is to test the RIM assumption based
on the interconnectivity pattern of each cluster (Sec. V-B),
and the second phase is to test the homogeneity and variation
of the interconnectivity parameter pij for every cluster pair
i and j in addition to making comparisons to the critical
phase transition threshold (Sec. V-C). The flow diagram of the
proposed algorithm is displayed in Fig. 1, and the algorithm is
summarized in Algorithm 2. The AMOS package is publicly
available for download1. Next we explain the functionality of
each block in the diagram.
A. Input network data and spectral clustering
The input network data is a matrix that can be a sym-
metric adjacency matrix A, a degree-normalized symmetric
adjacency matrix D−
1
2AD−
1
2 , a symmetric weight matrix
W, or a normalized symmetric weight matrix S−
1
2WS−
1
2 ,
where D = diag(A1n) and S = diag(W1n) are assumed
invertible. Spectral clustering is then implemented on the input
data to produce K clusters {Ĝk}Kk=1, where Ĝk is the k-
th identified cluster with number of nodes n̂k and number
of edges m̂k. Initially K is set to 2. The AMOS algorithm
works by iteratively increasing K and performing spectral
clustering on the data until the output clusters meet a level
of significance criterion specified by the RIM test and phase
transition estimator.
B. RIM test via p-value for local homogeneity testing
Given clusters {Ĝk}Kk=1 obtained from spectral clustering
with model order K , let Ĉij be the n̂i × n̂j interconnection
matrix of edges connecting clusters i and j. Our goal is to
compute a p-value to test the hypothesis that the matrix A in
(1) satisfies the RIM. More specifically, we are testing the null
hypothesis that Ĉij is a realization of a random matrix with
i.i.d. Bernoulli entries (RIM) and the alternative hypothesis
that Ĉij is not a realization of a random matrix with i.i.d.
Bernoulli entries entries (not RIM), for all i 6= j, i > j. Since
the RIM homogeneity model for the interconnection matrices
{Cij} will only be valid when the clusters have been correctly
identified, this RIM test can be used to test the quality of a
graph clustering algorithm.
To compute a p-value for the RIM we use the V-test [49] for
homogeneity testing of the row sums or column sums of Ĉij .
Specifically, given s independent binomial random variables,
1https://github.com/tgensol/AMOS
Algorithm 1 p-value computation of V-test for the RIM test
Input: An ni × nj interconnection matrix Ĉij
Output: p-value(i, j)
x = Ĉij1nj (# of nonzero entries of each row in Ĉij)
y = nj1ni − x (# of zero entries of each row in Ĉij )
X = xTx− xT1ni and Y = yTy − yT1ni .
N = ninj(nj − 1) and V =
(√
X +
√
Y
)2
.
Compute test statistic Z = V−N√
2N
Compute p-value(i, j)= 2 ·min{Φ(Z), 1− Φ(Z)}
Algorithm 2 Automated model order selection (AMOS) al-
gorithm for spectral graph clustering (SGC)
Input: a connected undirected weighted graph, p-value
significance level η, homogeneous and inhomogeneous RIM
confidence interval parameters α, α′
Output: number of clusters K and identity of {Ĝk}Kk=1
Initialization: K = 2. Flag = 1.
while Flag= 1 do
Obtain K clusters {Ĝk}Kk=1 via spectral clustering (∗)
for i = 1 to K do
for j = i+ 1 to K do
Calculate p-value(i, j) from Algorithm 1.
if p-value(i, j) ≤ η then Reject RIM
Go back to (∗) with K = K + 1.
end if
end for
end for
Estimate p̂, Ŵ , {p̂ij}, and t̂LB specified in Sec. V-C.
if p̂ lies within the confidence interval in (5) then
# Homogeneous RIM phase transition test #
if p̂ · Ŵ< t̂LB then Flag= 0.
else Go back to (∗) with K = K + 1.
end if
else if p̂ does not lie within (5) then
# Inhomogeneous RIM phase transition test #
if
∏K
i=1
∏K
j=i+1 Fij
(
t̂LB
Ŵ
, p̂ij
)
≥ 1− α′ then
Flag= 0.
else Go back to (∗) with K = K + 1.
end if
end if
end while
Output K clusters {Ĝk}Kk=1.
the V-test tests that they are all identically distributed. For
concreteness, here we apply the V-test to the row sums. Given
a candidate set of clusters, the V-test is applied independently
to each of the
(
K
2
)
interconnection matrices {Ĉij}.
For any interconnection matrix Ĉij the test statistic Z of the
V-test converges to a standard normal distribution as ni, nj →
∞, and the p-value for the hypothesis that the row sums of
Ĉij are i.i.d. is p-value(i, j) = 2 · min{Φ(Z), 1 − Φ(Z)},
where Φ(·) is the cumulative distribution function (cdf) of the
standard normal distribution. The proposed V-test procedure
is summarized in Algorithm 1. The RIM test on Ĉij rejects
the null hypothesis if p-value(i, j) ≤ η, where η is the
desired single comparison significance level. Since the Cij ’s
are independent, the p-value threshold parameter η can be
easily translated into a multiple comparisons significance level
for detecting homogeneity of allCij ’s. It can also be translated
into a threshold for testing the homogeneity of at least one
of these matrices using family-wise error rate Bonferroni
corrections or false discovery rate analysis [50], [51].
C. A cluster quality measure for RIM
Once the identified clusters {Ĝk}Kk=1 pass the RIM test, one
can empirically determine the reliability of the clustering using
the phase transition analysis introduced in the previous section.
In a nutshell, if the estimate of pmax = maxi>j pij falls below
the critical phase transition threshold p∗ then, by Theorem 3,
the results of the clustering algorithm can be declared reliable
if the clustering quality measure ‖ sinΘ(Y, Y˜)‖F is small.
This is the basis for the proposed AMOS procedure under
the assumption of inhomogeneous RIM. For homogeneous
RIM models an alternative procedure is proposed. The AMOS
algorithm (Fig. 1) runs a serial process of homogeneous and
inhomogeneous RIM phase transition tests. Each of these is
considered separately in what follows.
• Homogeneous RIM phase transition test:
The following plug-in estimators are used to evaluate the RIM
parameters and the critical phase transition threshold under the
homogeneous RIM. Let m̂ij = 1
T
ni
Ĉij1nj be the number of
inter-cluster edges between clusters i and j (i.e., the number
of nonzero entries in Ĉij). Then under the inhomogeneous
RIM p̂ij =
m̂ij
n̂in̂j
is the maximum likelihood estimator (MLE)
of pij . Under the homogeneous RIM, pij = p, and the MLE
of p is p̂ =
∑K
i=1
∑K
j=i+1 m̂ij∑
K
i=1
∑
K
j=i+1 n̂in̂j
=
2(m−∑K
k=1 m̂k)
n2−∑K
k=1 n̂
2
k
, where m is
the number of edges in the graph. We use the estimates p̂ and
{p̂ij} to carry out a test for the homogeneous RIM and utilize
the estimated critical phase transition threshold developed in
this paper to evaluate the clustering quality when it passes the
test. Intuitively, if {p̂ij} are close to p̂ and p̂ is below the
estimated phase transition threshold, then the output clusters
are regarded homogeneous and reliable. On the other hand, if
there is a large variation in {p̂ij}, the homogeneity test fails.
A generalized log-likelihood ratio test (GLRT) is used to
test the validity of the homogeneous RIM. The details are
given in the supplementary material. By the Wilk’s theorem
[52], an asymptotic 100(1− α)% confidence interval for p in
an assumed homogeneous RIM is{
p : ξ(K2 )−1,1−
α
2
≤ 2
K∑
i=1
K∑
j=i+1
I{p̂ij∈(0,1)} [m̂ij ln p̂ij
+(n̂in̂j − m̂ij) ln(1− p̂ij)]− 2
(
m−
K∑
k=1
m̂k
)
ln p
−
[
n
2
−
K∑
k=1
n̂
2
k − 2
(
m−
K∑
k=1
m̂k
)]
ln(1− p) ≤ ξ(K2 )−1,
α
2
}
,
(5)
where ξq,α is the upper α-th quantile of the central chi-square
distribution with degree of freedom q.
The clusters pass the homogeneous RIM test if p̂ is within
the confidence interval (5), and by Theorem 2 the clusters are
deemed reliable if p̂ < p̂LB, an estimate of the lower bound on
the critical phase transition threshold value, which is denoted
by p̂LB =
mink∈{1,2,...,K} S2:K(L̂k)
(K−1)n̂max .• Inhomogeneous RIM phase transition test:
As established in Theorem 3, if maxi>j pij < p
∗, we
can obtain a tight bound on the clustering quality measure
‖ sinΘ(Y, Y˜)‖F , and by the perfect separability in Y˜ from
Theorem 2, we can conclude that the clusters identified by
SGC are reliable. We use the maximum of MLEs of pij’s,
denoted by p̂max = maxi>j p̂ij , as a test statistic for testing the
null hypothesis H0: maxi>j pij < p
∗ against the alternative
hypothesis H1: maxi>j pij ≥ p∗. The test accepts H0 if
p̂max < p
∗, and rejects H0 otherwise. Using the Anscombe
transformation on the p̂ij ’s for variance stabilization [53],
let Aij(x) = sin
−1
√
x+ c
′
n̂in̂j
1+ 2c
′
n̂in̂j
, where c′ = 38 . By the cen-
tral limit theorem,
√
4n̂in̂j + 2 · (Aij(p̂ij)−Aij(pij)) d−→
N(0, 1) for all pij ∈ (0, 1) as n̂i, n̂j → ∞, where d−→
denotes convergence in distribution and N(0, 1) denotes
the standard normal distribution [53]. Therefore, under the
null hypothesis that maxi>j pij < p
∗, from [54, Theo-
rem 2.1] an asymptotic 100(1 − α′)% confidence interval
for p̂max is [0, ψ], where ψ(α
′, {p̂ij}) is a function of the
precision parameter α′ ∈ [0, 1] and {p̂ij}, which satisfies∏K
i=1
∏K
j=i+1 Φ
(√
4n̂in̂j + 2 · (Aij(ψ)−Aij(p̂ij))
)
= 1 −
α′, and Φ(·) is the cdf of the standard normal distribution.
Therefore, if ψ < p∗, then p̂max < p∗ with probability at least
1 − α′. Note that verifying ψ < p∗ is equivalent to checking
the condition
K∏
i=1
K∏
j=i+1
Fij(p
∗, p̂ij) ≥ 1− α′, (6)
where Fij(p
∗, p̂ij) = Φ
(√
4n̂in̂j + 2 · (Aij(p∗)−Aij(p̂ij))
)·
I{p̂ij∈(0,1)} + I{p̂ij<p∗}I{p̂ij∈{0,1}}, and IE is the
indicator function of an event E. For implementation
of the inhomogeneous RIM phase transition test, we
replace Fij(p
∗, p̂ij) in (6) with Fij(p̂LB, p̂ij), and check
whether
∏K
i=1
∏K
j=i+1 Fij(p̂LB, p̂ij) ≥ 1 − α′ or not.
Since pLB ≤ p∗, by the monotonicity of Φ(·) and
sin−1(·), ∏Ki=1∏Kj=i+1 Fij(pLB, p̂ij) ≥ 1 − α′ implies∏K
i=1
∏K
j=i+1 Fij(p
∗, p̂ij) ≥ 1− α′.
In the phase transition test stage of Algorithm 2, the inho-
mogeneous RIM phase transition test is adopted if the clusters
fail the homogeneous RIM test. Increasing η or decreasing α
and α′ tightens the clustering reliability constraint and may
increase the number of output clusters. These phase transition
estimators are extended to weighted graphs by defining the
parameter tij = pij · W and using the empirical estimators
t̂ij = p̂ij · Ŵ and t̂LB = mink∈{1,2,...,K} S2:K(L̂k)(K−1)n̂max in the AMOS
algorithm, where Ŵ is the average weight of the inter-cluster
edges. The details are given in the supplementary material.
D. Computational complexity analysis
The overall computational complexity of the proposed
AMOS algorithm is O(K3(m+ n)), where K is the number
of output clusters, n is the number of nodes, and m is the
number of edges. Fixing a model order K (i.e., the number
of clusters) in the AMOS iteration as displayed in Fig. 1,
there are three contributions to the computational complexity
of AMOS: The first contribution is the incremental eigenpair
computation - acquiring an additional smallest eigenvector for
SGC takes O(m + n) operations via power iteration [55],
since the number of nonzero entries in the graph Laplacian
matrix L is m + n. The second contribution is RIM pa-
rameter estimation - estimating the RIM parameters {pij}
and W takes O(m) operations since they only depend on
the number of edges and edge weights. Estimating pLB takes
O(K(m+n) ·K) = O(K2(m+n)) operations for computing
the least partial eigenvalue sum among K clusters. The third
contribution is K-means clustering - O(nK2) operations [56]
for clustering n data points of dimensionK−1 into K groups.
As a result, if the AMOS algorithm outputs K clusters, then
the iterative process leads to total computational complexity
of O(K3(m + n)) operations. For large graphs one can use
fast graph Laplacian linear solvers for efficient eigenvector
computation and implementation of AMOS [57], [58].
VI. NUMERICAL EXPERIMENTS
A. Validation of phase transition in simulated graphs
We simulate graphs generated by the homogeneous RIM
to validate the phase transition analysis. Fig. 2 (a) shows the
phase transition in partial eigenvalue sum S2:K(L) and cluster
detectability (i.e., the fraction of correctly identified nodes) for
clusters generated by Erdos-Renyi random graphs with varying
inter-cluster edge connection probability p. Random guessing
leads to baseline cluster detectability 1
K
. The simulation results
verify Theorem 2 that the simulated graphs transition from
almost perfect detectability to low detectability and undergo
a change of slope in S2:K(L) when p exceeds the critical
value p∗. In addition, the separability of the row vectors of
Y in Corollary 1 is demonstrated in Fig. 2 (b). Similar phase
transitions can be found for clusters generated by the Watts-
Strogatz small world network model [59] in Fig. 3. Fig. 4
shows phase transition of weighted graphs where the inter-
cluster edge weights are independently drawn from a common
exponential distribution with mean W , which verifies the
results in Theorem 4. The effect of different cluster sizes and
sensitivity to the inhomogeneous RIM are discussed in the
supplementary material.
B. Automated model order selection (AMOS) on real-world
network data
We implement the proposed AMOS algorithm (Algorithm
2) on several real-world network datasets with α = α′ = 0.05,
η = 10−5 and compare the clustering results with the
self-tuning spectral clustering method proposed in [14] with
Kmax = ⌈n/4⌉. Clustering results of the nonbacktracking
matrix method [40], [41], the Louvain method [35], and the
Newman-Reinert method2 [38] are given in the supplementary
2For the Newman-Reinert method, we set the maximum number of clusters
to be Kmax = 100 and the number of Monte Carlo samples to be 10000. The
final cluster assignment is obtained from the majority vote of Monte Carlo
ensembles of the most probable number of clusters, as suggested in [38].
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(a) Phase transition in normalized partial sum of
eigenvalues
S2:K(L)
n
and cluster detectability.
(b) Row vectors in Y with respect to different p.
Colors and red solid circles represent clusters and
cluster-wise centroids.
Fig. 2: Phase transition of clusters generated by Erdos-Renyi
random graphs. K = 3, n1 = n2 = n3 = 8000, and
p1 = p2 = p3 = 0.25. The empirical critical phase transition
threshold value predicted by Theorem 2 is p∗ = 0.2301.
material. The details of the network datasets are summarized
in Table II. Note that no information beyond network topology
is used for clustering. The meta information provided by these
datasets are used ex post facto to validate the clustering results
as presented in Table III.
Fig. 5 shows the clustering results of IEEE reliability test
system for power system. Marker shapes represent different
power subsystems. It is observed that AMOS correctly selects
the number of true clusters (subsystems), and unnormalized
SGC (taking adjacency matrix as the input data) misidentifies
3 nodes while normalized SGC (taking degree-normalized
adjacency matrix as the input data) only misidentifies 2 nodes.
Self-tuning spectral clustering fails to identify the third cluster.
We implement AMOS with normalized SGC for the rest of
datasets, and in what follows different colors represent differ-
ent automated clusters. Fig. 6 shows the automated clusters
of the Hibernia Internet backbone map. AMOS outputs two
clusters that perfectly separates the cities in North America and
Europe, whereas one city in North America is clustered with
the cities in Europe via self-tuning spectral clustering. Similar
consistent clustering results using AMOS are observed in the
Cogent and Minnesota road datasets, which are discussed in
the supplementary material.
In addition, comparing to the nonbacktracking matrix
method [40], [41], the Louvain method [35], and the Newman-
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Fig. 3: Phase transition of clusters generated by the Watts-
Strogatz small world network model. K = 3, n1 = n2 =
n3 = 1000, average number of neighbors = 200, and
rewire probability for each cluster is 0.4, 0.4, and 0.6. The
empirical critical threshold value predicted by Theorem 2 is
p∗ = 0.0985.
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Fig. 4: Phase transition of clusters generated by Erdos-Renyi
random graphs with exponentially distributed edge weight with
mean 10. K = 3, n1 = n2 = n3 = 4000, and p1 = p2 =
p3 = 0.25. The predicted phase transition threshold curve from
Theorem 4 is p ·W = Kmink∈{1,2,...,K} S2:K(Lk)(K−1)n .
Reinert method [38], the output clusters from the proposed
AMOS algorithm are shown to be more consistent with the
ground-truth meta information (see supplementary material).
For further clustering quality assessment, we use the fol-
lowing external and internal clustering metrics to evaluate the
performance of the aforementioned automated graph clustering
methods. The metrics are: (1) normalized mutual information
(NMI) [63]; (2) Rand index (RI) [63]; (3) F-measure (F)
[63]; (4) conductance (C) [16]; and (5) normalized cut (NC)
[16]. External metrics (i.e., NMI, RI and F-measure) can be
computed only when ground-truth cluster labels are known,
whereas internal metrics (i.e., C and NC) can be computed
in the absence of ground-truth cluster labels. For NMI, RI
and F, larger value means better clustering quality. For C
and NC, smaller value means better clustering quality. The
definitions of the five clustering metrics are given in the
supplementary material. Table III summarizes the external and
internal clustering metrics of the aforementioned clustering
methods for the graph datasets listed in Table II. It is observed
from Table III that AMOS outperforms most clustering metrics
for all datasets except for the Cogent dataset. For the Cogent
dataset, AMOS has comparable clustering performance to the
best method for all clustering metrics.
TABLE II: Summary of datasets.
Dataset Node Edge Ground-truth meta information
IEEE reliability test system [60] 73 power stations 108 power lines
3 interconnected
power subsystems
Hibernia Internet backbone map [61] 55 cities 162 connections
city names and
geographic locations
Cogent Internet backbone map [61] 197 cities 243 connections
city names and
geographic locations
Minnesota road map [62] 2640 intersections 3302 roads geographic locations
TABLE III: Clustering performance comparison. The number
in the parenthesis of the Dataset (Method) column shows the
number of ground-truth (identified) clusters. “NB” refers to the
nonbacktracking matrix method, “ST” refers to the self-tuning
method, and “NR” refers to the Newman-Reinert method. The
notation “-” means “not available” due to lack of ground-truth
cluster labels. For each dataset, the method that has the best
clustering metric is highlighted in bold face. AMOS has the
best or second best performance among all datasets (rows)
under all clustering metrics (columns) studied.
Dataset Method NMI RI F C NC
IEEE RTS
(3)
AMOS (3)
Louvain (6)
NB (3)
ST (2)
NR (6)
.89
.74
.75
.74
.72
.96
.84
.88
.78
.82
.94
.67
.81
.75
.64
.046
.144
.070
.021
.680
.068
.169
.100
.041
.804
Hibernia
(2)
AMOS (2)
Louvain (6)
NB (2)
ST (2)
NR (2)
1.0
.27
.73
.88
.73
1.0
.51
.89
.96
.89
1.0
.33
.90
.97
.90
.030
.222
.027
.028
.027
.057
.263
.053
.050
.053
Cogent
(2)
AMOS (4)
Louvain (11)
NB (3)
ST (14)
NR (3)
.42
.25
.26
.34
.48
.63
.54
.54
.55
.68
.53
.26
.58
.29
.63
.036
.186
.073
.148
.029
.049
.204
.109
.164
.043
Minnesota
(-)
AMOS (46)
Louvain (33)
NB (35)
ST (100)
NR(58)
- - -
.074
.290
.140
.119
.645
.076
.299
.144
.120
.661
VII. CONCLUSION
This paper establishes a framework for automated model
order selection (AMOS) for spectral graph clustering of dense
graphs, including unweighted and weighted undirected graphs.
The proposed AMOS algorithm is based on a novel phase
transition analysis of spectral clustering on graphs generated
by the random interconnection model (RIM) and an empirical
estimator of the critical phase transition threshold established
in our theory. Simulated graphs validate the phase transition
analysis, and the output clusters of real-world network data are
shown to be consistent with ground-truth meta information.
Extensions to the cases of sparse graphs, growing clusters and
connectivity models beyond the RIM will be future work.
 
 
power line
subgrid 1
subgrid 2
subgrid 3
unnormalized
SGC
normalized
SGC
(a) Proposed AMOS algorithm.
The number of clusters is 3.
 
 
power line
subgrid 1
subgrid 2
subgrid 3
self−tuning
(b) Self-tuning spectral clustering
[14]. The number of clusters is 2.
Fig. 5: IEEE reliability test system [60]. Normalized (unnor-
malized) spectral graph clustering (SGC) misidentifies 2 (3)
nodes, whereas self-tuning spectral clustering fails to identify
the third cluster.
(a) Proposed AMOS algorithm.
The number of clusters is 2.
(b) Self-tuning spectral clustering
[14]. The number of clusters is 2.
Fig. 6: The Hibernia Internet backbone map across Europe and
North America [61]. Cities of different continents are perfectly
clustered via automated SGC, whereas one city in North Amer-
ica is clustered with the cities in Europe via self-tuning spectral
clustering. Automated clusters found by AMOS, including city
names, can be found in the supplementary material.
APPENDIX
A. Proof of Theorem 1
Based on the partitioned matrix representation of A in (1),
define the induced graph Laplacian matrix L = D − A. In
particular, the (i, j)-th block is an ni×nj matrix Lij satisfying
Lij =
{
Li +
∑K
z=1, z 6=iDiz , if i = j,
−Cij , if i 6= j, (7)
where Li is the graph Laplacian matrix of Ai, Dij =
diag(Cij1nj ) is the diagonal degree matrix contributed by the
inter-cluster edges between clusters i and j. Applying (7) to
(2), let ν ∈ R(K−1) and U ∈ R(K−1)×(K−1) with U = UT
be the Lagrange multiplier of the constraints XT1n = 0K−1
and XTX = IK−1, respectively. The Lagrangian function is
Γ(X) = trace(XTLX)− νTXT1n
− trace (U(XTX− IK−1)) . (8)
LetY ∈ Rn×(K−1) be the solution of (2) and letO be a matrix
of zeros. Differentiating (8) with respect to X and substituting
Y into the equations, we obtain the optimality condition
2LY − 1nνT − 2YU = O, (9)
Left multiplying (9) by 1Tn , we obtain
ν = 0K−1. (10)
Left multiplying (9) by YT and using (10) we have
U = YTLY = diag(λ2(L), λ3(L), . . . , λK(L)), (11)
which we denote by the diagonal matrix Λ. By (2) we have
S2:K(L) = trace(U). (12)
Now let X = [XT1 ,X
T
2 , . . . ,X
T
K ]
T and Y =
[YT1 ,Y
T
2 , . . . ,Y
T
K ]
T , where Xk ∈ Rnk×(K−1) and Yk ∈
R
nk×(K−1). With (11), the Lagrangian function in (8) can
be written as
Γ(X) =
K∑
k=1
trace(XTk LkXk) +
K∑
k=1
K∑
j=1,j 6=k
trace(XTkDkjXk)
−
K∑
k=1
K∑
j=1,j 6=k
trace(XTkCkjXj)−
K∑
k=1
trace(UXTkXk)
+ trace(U). (13)
Differentiating (13) with respect to Xk and substituting Yk
into the equation, we obtain the optimality condition that for
all k ∈ {1, 2, . . . ,K},
LkYk +
K∑
j=1,j 6=k
DkjYk −
K∑
j=1,j 6=k
CkjYj −YkU = O.
(14)
Note that the matrix Dij , i 6= j, i, j ∈ {1, 2, . . . ,K}, has the
following property:
Dij
nj
=
diag(Cij1nj )
nj
a.s.−→ pijI (15)
as ni, nj → ∞ and nminnmax → c > 0, where I is the identity
matrix of infinite dimension and diag(1ni) = Ini → I as
ni →∞. The convergence result in (15) can be proved using
the fact that each entry of the vector Cij1nj is the sum
of i.i.d. Bernoulli random variables and ‖Dij
nj
− pijIni‖2 =
maxz∈{1,2,...,ni} |[Dijnj −pijIni ]zz|. Specifically, by Bernstein’s
concentration inequality [64], |[Dij
nj
− pijIni ]zz| has an ex-
ponentially decaying tail and hence by the union bound,
‖Dij
nj
− pijIni‖2 a.s.−→ 0 as ni, nj → ∞. Using (15) and left
multiplying (14) by
1
T
nk
n
gives
1
n
 K∑
j=1,j 6=k
njpkj1
T
nk
Yk −
K∑
j=1,j 6=k
nkpkj1
T
nj
Yj − 1TnkYkU

a.s.−→ 0TK−1, ∀ k. (16)
Using the relation 1TnKYK = −
∑K−1
j=1 1
T
nj
Yj , (16) can be
represented as an asymptotic form of Sylvester’s equation
1
n
(
A˜Z− ZΛ
)
a.s.−→ O, (17)
where Z = [YT1 1n1 ,Y
T
2 1n2 , . . . ,Y
T
K−11nK−1 ]
T ∈
R
(K−1)×(K−1), A˜ is the matrix specified in Theorem 1, and
we use the relationU = Λ = diag(λ2(L), λ3(L), . . . , λK(L))
from (11). Let ⊗ denote the Kronecker product and let
vec(Z) denote the vectorization operation of Z by stacking
the columns of Z into a vector. (17) can be represented as
1
n
(IK−1 ⊗ A˜−Λ⊗ IK−1)vec(Z) a.s.−→ 0, (18)
where the matrix IK−1⊗A˜−Λ⊗IK−1 is the Kronecker sum,
denoted by A˜⊕−Λ. Observe that vec(Z) a.s.−→ 0 is always a
trivial solution to (18), and if A˜⊕−Λ is non-singular (i.e., its
determinant is nonzero), vec(Z)
a.s.−→ 0 is the unique solution
to (18). Since vec(Z)
a.s.−→ 0 and∑Kk=1 1TnkYk = 0TK−1 imply
1TnkYk
a.s.−→ 0TK−1 for all k = 1, 2, . . . ,K , the centroid
1
T
nk
Yk
nk
of each cluster in the eigenspace is asymptotically centered at
the origin such that the clusters are not perfectly separable, and
hence accurate clustering is impossible. Therefore, a sufficient
condition for SGC under the RIM to fail is that the matrix
IK−1 ⊗ A˜−Λ⊗ IK−1 be non-singular. Moreover, using the
property of the Kronecker sum that the eigenvalues of A˜⊕−Λ
satisfy {λℓ(A˜ ⊕ −Λ)}(K−1)
2
ℓ=1 = {λi(A˜) − λj(Λ)}K−1i,j=1,
the sufficient condition on the failure of SGC under the
RIM is lim infn→∞ 1n mini,j |λi(A˜) − λj(L)| > 0 for all
i = 1, 2, . . . ,K − 1 and j = 2, 3, . . . ,K .
B. Proof of Theorem 2
Following the derivations in Appendix-A, since 1TnkYk =
−∑Kj=1,j 6=k 1TnjYj , under the homogeneous RIM (i.e., pij =
p), equation (16) can be simplified to(
pIK−1 − U
n
)
YTk 1nk
a.s.−→ 0K−1, ∀ k. (19)
Below we further divide the optimality condition in (19) into
two cases based on whether YTk 1nk
a.s.−→ 0nk for all k or not:
Case 1:
(
pIK−1 − U
n
)
YTk 1nk
a.s.−→ 0K−1, ∀ k
and ∃ k s.t. lim
n→∞
‖YTk 1nk‖2 > 0; (20)
Case 2: YTk 1nk
a.s.−→ 0K−1, ∀ k. (21)
Note that Case 1 immediately implies U
n
a.s.−→ pIK−1,
which is proved as follows. In Case 1, take a
k such that
(
pIK−1 − Un
)
YTk 1nk
a.s.−→ 0K−1
and limn→∞ ‖YTk 1nk‖2 > 0. Left multiplying(
pIK−1 − Un
)
YTk 1nk by (Y
T
k 1nk)
T gives p‖YTk 1nk‖22 −
1
n
(YTk 1nk)
TUYTk 1nk
a.s.−→ 0. Since limn→∞ ‖YTk 1nk‖2 > 0
and limn→∞ 1n (Y
T
k 1nk)
TUYTk 1nk ≥ 0 using (11), we
obtain
λj+1(L)
n
a.s.−→ p if limn→∞ |[YTk 1nk ]j | > 0 for
j ∈ {1, 2, . . . ,K − 1}. Moreover, to show U
n
a.s.−→ pIK−1, it
suffices to show
λ2(L)
n
a.s.−→ p and λK(L)
n
a.s.−→ p since from
(11) U is a diagonal matrix and its main diagonal are the
second to the K-th smallest eigenvalue of L. Using the fact
that
∑K
k=1Y
T
k 1nk = 0K−1, under Case 1 there must exist
at least two asymptotically nonzero vectors in {YTk 1nk}Kk=1.
Furthermore, the fact that
∑K
k=1Y
T
kYk = IK−1 ensures that
for each column j ∈ {1, 2, . . . ,K − 1} of Y, there must
exist some k such that the j-th column of Yk has some
nonzero entries and hence limn→∞ |[YTk 1nk ]j | > 0, which
then implies U
n
a.s.−→ pIK−1. As a result, we also obtain
S2:K(L)
n
=
trace(U)
n
a.s.−→ (K − 1)p. (22)
In Case 1, left multiplying (14) by
Y
T
k
n
, using the fact [2]
‖Cij−Cij‖2√
ninj
a.s.−→ 0 as ni, nj → ∞ and nminnmax → c > 0, where
Cij = p1ni1
T
nj
when pij = p, and using (15) gives
1
n
YTk LkYk + K∑
j=1,j 6=k
njpY
T
kYk
−
K∑
j=1,j 6=k
pYTk 1nk1
T
nj
Yj −YTkYkU
 a.s.−→ O, ∀ k.
(23)
Since 1TnkYk = −
∑K
j=1,j 6=k 1
T
nj
Yj , (23) can be simplified
as
1
n
[
YTk LkYk + (n− nk)pYTkYk + pYTk 1nk1TnkYk
−YTkYkU
] a.s.−→ O, ∀ k. (24)
Taking the trace of (24) and using (20), we have
1
n
[
trace(YTk LkYk)
]
+
p
n
[
trace(YTk 1nk1
T
nk
Yk)
−nktrace(YTkYk)
] a.s.−→ 0, ∀ k. (25)
Rearranging (25), we obtain
1
n
[
trace(YTk [Lk + p1nk1
T
nk
− pnkInk ]Yk)
] a.s.−→ 0, ∀ k.
(26)
The optimality condition in (26) implies that every column of
Yk is a constant vector, which is proved as follows. Let z be
a column of Yk and decompose z as z = an1nk + bn1¯nk ,
where an, bn ∈ R and 1¯nk 6= 0nk is a linear combination
of all eigenvectors of Yk except 1nk . Since Lk1nk = 0nk ,
1
n
zT [Lk + p1nk1
T
nk
− pnkInk ]z a.s.−→ 0 implies
1
n
(
b2n1¯
T
nk
Lk1¯nk + pa
2
nn
2
k − pa2nn2k − pb2nnk1¯Tnk 1¯nk
)
=
1
n
b2n
[
1¯Tnk (Lk − pnkInk) 1¯nk
]
a.s.−→ 0. (27)
Using 1¯TnkLk1¯nk = ‖1¯nk‖22 ·
1¯
T
nk
‖1¯nk‖2
Lk
1¯nk
‖1¯nk‖2
≥
‖1¯nk‖22 · minx∈Rnk : xTx=1, xT1nk=0 xTLkx =‖1¯nk‖22 · λ2(Lk) and the assumption that c∗2 =
limn→∞ 1n mink∈{1,2,...,K} λ2(Lk) > 0, we obtain
limn→∞ 1n 1¯
T
nk
Lk1¯nk > 0. Furthermore, since Lk 6= pnkInk
(the graph Laplacian matrix of a connected graph cannot
be a diagonal matrix) and 1¯nk 6= 0nk , we obtain
limn→∞ 1n |1¯Tnk (Lk − pnkInk) 1¯nk | > 0. Therefore, (27)
implies limn→∞ βn
a.s.−→ 0, suggesting z is indeed a constant
vector. The proof is complete by extending the analysis to
1
n
[
trace(YTk [Lk + p1nk1
T
nk
− pnkInk ]Yk)
]
, a sum of K − 1
terms in the form of 1
n
zT [Lk + p1nk1
T
nk
− pnkInk ]z.
Moreover, the condition in (26) implies that in Case 1,
√
nkYk
a.s.−→ 11TK−1Vk =
[
vk11, v
k
21, . . . , v
k
K−11
]
, (28)
where Vk = diag(v
k
1 , v
k
2 , . . . , v
k
K−1) is a diagonal matrix of
constants. The scaling term
√
nk is necessary because each
column in the eigenvector matrix Y has unit length.
Let S = {X ∈ Rn×(K−1) : XTX = IK−1, XT1n =
0K−1}. In Case 2, since YTk 1nk
a.s.−→ 0K−1 ∀ k, we have
S2:K(L)
n
a.s.−→ lim
nk→∞, c>0
1
n
· min
X∈S
{
K∑
k=1
trace(XTk LkXk)
+p
K∑
k=1
(n− nk)trace(XTkXk)
}
(29)
≥ lim
nk→∞, c>0
1
n
· min
X∈S
{
K∑
k=1
trace(XTk LkXk)
}
+ lim
nk→∞, c>0
1
n
· min
X∈S
{
p
K∑
k=1
(n− nk)trace(XTkXk)
}
(30)
= lim
nk→∞, c>0
1
n
· min
k∈{1,2,...,K}
S2:K(Lk)
+ (K − 1)p min
k∈{1,2,...,K}
(1 − ρk) (31)
= c∗ + (K − 1)(1− ρmax)p, (32)
where ρmax = maxk∈{1,2,...,K} ρk.
Let Sk = {X ∈ Rn×(K−1) : XTkXk = IK−1, Xj =
O ∀ j 6= k, XT1n = 0K−1}. Since Sk ⊆ S, in Case 2, we
have
S2:K(L)
n
a.s.−→ lim
nk→∞, c>0
1
n
· min
X∈S
{
K∑
k=1
trace(XTkLkXk)
+p
K∑
k=1
(n− nk)trace(XTkXk)
}
(33)
≤ min
k∈{1,2,...,K}
lim
nk→∞, c>0
1
n
· min
X∈Sk
{
K∑
k=1
trace(XTkLkXk)
+p
K∑
k=1
(n− nk)trace(XTkXk)
}
(34)
= lim
nk→∞, c>0
1
n
· min
k∈{1,2,...,K}
{S2:K(Lk) + (K − 1)p(n− nk)}
(35)
≤ lim
nk→∞, c>0
1
n
· min
k∈{1,2,...,K}
{S2:K(Lk) + (K − 1)p(n− nmin)}
(36)
= lim
nk→∞, c>0
1
n
· min
k∈{1,2,...,K}
S2:K(Lk) + (K − 1)(1− ρmin)p
(37)
= c∗ + (K − 1)(1− ρmin)p, (38)
where ρmin = mink∈{1,2,...,K} ρk.
Comparing (22) with (32) and (38), as a function of p
the slope of
S2:K(L)
n
changes at some critical value p∗ that
separates Case 1 and Case 2, and by the continuity of
S2:K(L)
n
a lower bound on p∗ is
pLB = lim
nk→∞, c>0
mink∈{1,2,...,K} S2:K(Lk)
(K − 1)nmax (39)
=
c∗
(K − 1)ρmax , (40)
and an upper bound on p∗ is
pUB = lim
nk→∞, c>0
mink∈{1,2,...,K} S2:K(Lk)
(K − 1)nmin (41)
=
c∗
(K − 1)ρmin . (42)
C. Proof of Theorem 3
Applying the Davis-Kahan sin θ theorem [46], [47] to the
eigenvector matrices Y and Y˜ associated with the graph
Laplacian matrices L
n
and L˜
n
, respectively, we obtain an upper
bound on the distance of column spaces spanned byY and Y˜,
which is ‖ sinΘ(Y, Y˜)‖F ≤ ‖L−L˜‖Fnδ , where δ = inf{|x−y| :
x ∈ {0}∪[λK+1(L)
n
,∞), y ∈ [λ2(L˜)
n
, λK(L˜)
n
]}. If p < p∗, using
the fact from (20) that
λj(L˜)
n
a.s.−→ p for all j ∈ {2, 3, . . . ,K}
as nk → ∞ and nminnmax → c > 0, the interval [
λ2(L˜)
n
, λK(L˜)
n
]
reduces to a point p almost surely. Therefore, δ reduces to
δp as defined in Theorem 3. Furthermore, if pmax ≤ p∗, then
(4) holds for all p ≤ pmax. Taking the minimum of all upper
bounds in (4) for p ≤ pmax completes the theorem.
REFERENCES
[1] S. White and P. Smyth, “A spectral clustering approach to finding
communities in graph.” in SIAM International Conference on Data
Mining (SDM), vol. 5, 2005, pp. 76–84.
[2] P.-Y. Chen and A. O. Hero, “Phase transitions in spectral community
detection,” IEEE Trans. Signal Process., vol. 63, no. 16, pp. 4339–4347,
Aug 2015.
[3] A. Sandryhaila and J. Moura, “Discrete signal processing on graphs,”
IEEE Trans. Signal Process., vol. 61, no. 7, pp. 1644–1656, Apr. 2013.
[4] A. Bertrand and M. Moonen, “Seeing the bigger picture: How nodes
can learn their place within a complex ad hoc network topology,” IEEE
Signal Process. Mag., vol. 30, no. 3, pp. 71–82, 2013.
[5] D. Shuman, S. Narang, P. Frossard, A. Ortega, and P. Vandergheynst,
“The emerging field of signal processing on graphs: Extending high-
dimensional data analysis to networks and other irregular domains,”
IEEE Signal Process. Mag., vol. 30, no. 3, pp. 83–98, 2013.
[6] B. A. Miller, N. T. Bliss, P. J. Wolfe, and M. S. Beard, “Detection theory
for graphs,” Lincoln Laboratory Journal, vol. 20, no. 1, pp. 10–30, 2013.
[7] X. Dong, P. Frossard, P. Vandergheynst, and N. Nefedov, “Clustering
with multi-layer graphs: A spectral perspective,” IEEE Trans. Signal
Process., vol. 60, no. 11, pp. 5820–5831, 2012.
[8] B. Oselio, A. Kulesza, and A. O. Hero, “Multi-layer graph analysis for
dynamic social networks,” IEEE Journal of Selected Topics in Signal
Processing, vol. 8, no. 4, pp. 514–523, Aug 2014.
[9] K. S. Xu and A. O. Hero, “Dynamic stochastic blockmodels for time-
evolving social networks,” IEEE Journal of Selected Topics in Signal
Processing, vol. 8, no. 4, pp. 552–562, 2014.
[10] S. Chen, A. Sandryhaila, J. Moura, and J. Kovacevic, “Signal recov-
ery on graphs: Variation minimization,” IEEE Trans. Signal Process.,
vol. 63, no. 17, pp. 4609–4624, Sept. 2015.
[11] A. Sandryhaila and J. M. Moura, “Big data analysis with signal
processing on graphs: Representation and processing of massive data
sets with irregular structure,” IEEE Signal Process. Mag., vol. 31, no. 5,
pp. 80–90, 2014.
[12] X. Wang, P. Liu, and Y. Gu, “Local-set-based graph signal reconstruc-
tion,” IEEE Trans. Signal Process., vol. 63, no. 9, pp. 2432–2444, May
2015.
[13] A. Y. Ng, M. I. Jordan, and Y. Weiss, “On spectral clustering: Analysis
and an algorithm,” in Advances in neural information processing systems
(NIPS), 2002, pp. 849–856.
[14] L. Zelnik-Manor and P. Perona, “Self-tuning spectral clustering,” in
Advances in neural information processing systems (NIPS), 2004, pp.
1601–1608.
[15] U. Luxburg, “A tutorial on spectral clustering,” Statistics and Computing,
vol. 17, no. 4, pp. 395–416, Dec. 2007.
[16] J. Shi and J. Malik, “Normalized cuts and image segmentation,” IEEE
Trans. Pattern Anal. Mach. Intell., vol. 22, no. 8, pp. 888–905, 2000.
[17] S. Yu, R. Gross, and J. Shi, “Concurrent object segmentation and
recognition with graph partitioning,” in Advances in neural information
processing systems (NIPS), 2002, pp. 1383–1390.
[18] F. Radicchi and A. Arenas, “Abrupt transition in the structural formation
of interconnected networks,” Nature Physics, vol. 9, no. 11, pp. 717–720,
Nov. 2013.
[19] P.-Y. Chen and A. O. Hero, “Assessing and safeguarding network
resilience to nodal attacks,” IEEE Commun. Mag., vol. 52, no. 11, pp.
138–143, Nov. 2014.
[20] R. Merris, “Laplacian matrices of graphs: a survey,” Linear Algebra and
its Applications, vol. 197-198, pp. 143–176, 1994.
[21] J. A. Hartigan and M. A. Wong, “A k-means clusterin algorithm,”
Applied statistics, pp. 100–108, 1979.
[22] M. Polito and P. Perona, “Grouping and dimensionality reduction by
locally linear embedding,” in Advances in neural information processing
systems (NIPS), 2001, pp. 1255–1262.
[23] A. Decelle, F. Krzakala, C. Moore, and L. Zdeborova´, “Asymptotic
analysis of the stochastic block model for modular networks and its
algorithmic applications,” Phys. Rev. E, vol. 84, p. 066106, Dec 2011.
[24] M. Alamgir and U. von Luxburg, “Phase transition in the family of
p-resistances,” in Advances in Neural Information Processing Systems
(NIPS), 2011, pp. 379–387.
[25] R. R. Nadakuditi and M. E. J. Newman, “Graph spectra and the
detectability of community structure in networks,” Phys. Rev. Lett., vol.
108, p. 188701, May 2012.
[26] E. Abbe, A. S. Bandeira, and G. Hall, “Exact recovery in the stochastic
block model,” arXiv preprint arXiv:1405.3267, 2014.
[27] P.-Y. Chen and A. O. Hero, “Universal phase transition in community
detectability under a stochastic block model,” Phys. Rev. E, vol. 91, p.
032804, Mar 2015.
[28] B. Hajek, Y. Wu, and J. Xu, “Achieving exact cluster recovery threshold
via semidefinite programming,” in IEEE International Symposium on
Information Theory (ISIT), June 2015, pp. 1442–1446.
[29] P. W. Holland, K. B. Laskey, and S. Leinhardt, “Stochastic blockmodels:
First steps,” Social Networks, vol. 5, no. 2, pp. 109–137, 1983.
[30] J. Reichardt and S. Bornholdt, “Statistical mechanics of community
detection,” Phys. Rev. E, vol. 74, no. 1, p. 016110, 2006.
[31] A. Arenas, A. Fernandez, and S. Gomez, “Analysis of the structure of
complex networks at different resolution levels,” New Journal of Physics,
vol. 10, no. 5, p. 053039, 2008.
[32] M. T. Schaub, J.-C. Delvenne, S. N. Yaliraki, and M. Barahona, “Markov
dynamics as a zooming lens for multiscale community detection: non
clique-like communities and the field-of-view limit,” PloS one, vol. 7,
no. 2, p. e32210, 2012.
[33] N. Tremblay and P. Borgnat, “Graph wavelets for multiscale community
mining,” IEEE Trans. Signal Process., vol. 62, no. 20, pp. 5227–5239,
2014.
[34] M. E. J. Newman, “Modularity and community structure in networks,”
Proc. National Academy of Sciences, vol. 103, no. 23, pp. 8577–8582,
2006.
[35] V. D. Blondel, J.-L. Guillaume, R. Lambiotte, and E. Lefebvre, “Fast
unfolding of communities in large networks,” Journal of Statistical
Mechanics: Theory and Experiment, no. 10, 2008.
[36] J.-J. Daudin, F. Picard, and S. Robin, “A mixture model for random
graphs,” Statistics and Computing, vol. 18, no. 2, pp. 173–183, 2008.
[37] C. Biernacki, G. Celeux, and G. Govaert, “Assessing a mixture model
for clustering with the integrated completed likelihood,” IEEE Trans.
Pattern Anal. Mach. Intell., vol. 22, no. 7, pp. 719–725, 2000.
[38] M. E. J. Newman and G. Reinert, “Estimating the number of commu-
nities in a network,” Phys. Rev. Lett., vol. 117, p. 078301, Aug 2016.
[39] B. Karrer and M. E. J. Newman, “Stochastic blockmodels and com-
munity structure in networks,” Phys. Rev. E, vol. 83, p. 016107, Jan
2011.
[40] F. Krzakala, C. Moore, E. Mossel, J. Neeman, A. Sly, L. Zdeborova,
and P. Zhang, “Spectral redemption in clustering sparse networks,” Proc.
National Academy of Sciences, vol. 110, pp. 20 935–20 940, 2013.
[41] A. Saade, F. Krzakala, M. Lelarge, and L. Zdeborova, “Spectral detection
in the censored block model,” arXiv:1502.00163, 2015.
[42] M. Fiedler, “Algebraic connectivity of graphs,” Czechoslovak Mathemat-
ical Journal, vol. 23, no. 98, pp. 298–305, 1973.
[43] A. Jennings and J. J. McKeown, Matrix computation. John Wiley &
Sons Inc, 1992.
[44] J. A. Tropp, “An introduction to matrix concentration inequalities,”
Foundations and Trends in Machine Learning, vol. 8, no. 1-2, pp.
1–230, 2015. [Online]. Available: http://dx.doi.org/10.1561/2200000048
[45] H. Weyl, “Das asymptotische verteilungsgesetz der eigenwerte linearer
partieller differentialgleichungen (mit einer anwendung auf die theorie
der hohlraumstrahlung),” Mathematische Annalen, vol. 71, no. 4, pp.
441–479, 1912.
[46] S. O’Rourke, V. Vu, and K. Wang, “Random perturbation of low rank
matrices: Improving classical bounds,” arXiv preprint arXiv:1311.2657,
2013.
[47] C. Davis and W. M. Kahan, “The rotation of eigenvectors by a
perturbation. iii,” SIAM Journal on Numerical Analysis, vol. 7, no. 1,
pp. 1–46, 1970.
[48] K. Rohe, S. Chatterjee, and B. Yu, “Spectral clustering and the high-
dimensional stochastic blockmodel,” The Annals of Statistics, pp. 1878–
1915, 2011.
[49] R. F. Potthoff and M. Whittinghill, “Testing for homogeneity: I. the
binomial and multinomial distributions,” Biometrika, vol. 53, no. 1-2,
pp. 167–182, 1966.
[50] R. J. Simes, “An improved bonferroni procedure for multiple tests of
significance,” Biometrika, vol. 73, no. 3, pp. 751–754, 1986.
[51] Y. Benjamini and Y. Hochberg, “Controlling the false discovery rate:
a practical and powerful approach to multiple testing,” Journal of the
Royal Statistical Society. Series B (Methodological), pp. 289–300, 1995.
[52] S. S. Wilks, “The large-sample distribution of the likelihood ratio for
testing composite hypotheses,” The Annals of Mathematical Statistics,
vol. 9, no. 1, pp. 60–62, 1938.
[53] F. J. Anscombe, “The transformation of poisson, binomial and negative-
binomial data,” Biometrika, vol. 35, no. 3/4, pp. 246–254, 1948.
[54] Y.-P. Chang and W.-T. Huang, “Generalized confidence intervals for the
largest value of some functions of parameters under normality,” Statistica
Sinica, pp. 1369–1383, 2000.
[55] P.-Y. Chen, B. Zhang, M. A. Hasan, and A. O. Hero, “Incremental
method for spectral clustering of increasing orders,” in ACM Interna-
tional Conference on Knowledge Discovery and Data Mining (KDD)
Workshop on Mining and Learning with Graphs, 2016, arXiv preprint
arXiv:1512.07349.
[56] M. J. Zaki and W. M. Jr, Data Mining and Analysis: Fundamental
Concepts and Algorithms. Cambridge University Press, 2014.
[57] D. A. Spielman, “Algorithms, graph theory, and linear equations in
laplacian matrices,” in Proceedings of the international congress of
mathematicians, vol. 4, 2010, pp. 2698–2722.
[58] O. E. Livne and A. Brandt, “Lean algebraic multigrid (lamg): Fast graph
laplacian linear solver,” SIAM Journal on Scientific Computing, vol. 34,
no. 4, pp. B499–B522, 2012.
[59] D. J. Watts and S. H. Strogatz, “Collective dynamics of ‘small-world’
networks,” Nature, vol. 393, no. 6684, pp. 440–442, June 1998.
[Online]. Available: http://www-personal.umich.edu/∼mejn/netdata
[60] C. Grigg, P. Wong, P. Albrecht, R. Allan, M. Bhavaraju, R. Billinton,
Q. Chen, C. Fong, S. Haddad, S. Kuruganty, W. Li, R. Mukerji,
D. Patton, N. Rau, D. Reppen, A. Schneider, M. Shahidehpour, and
C. Singh, “The IEEE reliability test system-1996. a report prepared by
the reliability test system task force of the application of probability
methods subcommittee,” IEEE Trans. Power Syst., vol. 14, no. 3, pp.
1010–1020, 1999.
[61] S. Knight, H. Nguyen, N. Falkner, R. Bowden, and M. Roughan,
“The Internet topology zoo,” IEEE J. Sel. Areas Commun.,
vol. 29, no. 9, pp. 1765–1775, Oct. 2011. [Online]. Available:
http://www.topology-zoo.org/dataset.html
[62] [Online]. Available: https://www.cs.purdue.edu/homes/dgleich/packages/matlab bgl/
[63] M. J. Zaki and W. Meira Jr, Data mining and analysis: fundamental
concepts and algorithms. Cambridge University Press, 2014.
[64] S. Resnick, A Probability Path. Birkha¨user Boston, 2013.
[65] P. Van Mieghem, Graph Spectra for Complex Networks. Cambridge
University Press, 2010.
[66] R. Latala, “Some estimates of norms of random matrices.” Proc. Am.
Math. Soc., vol. 133, no. 5, pp. 1273–1282, 2005.
[67] R. A. Horn and C. R. Johnson, Matrix Analysis. Cambridge University
Press, 1990.
ACKNOWLEDGMENT
The first author would like to thank Mr. Chun-Chen Tu from
the University of Michigan Ann Arbor, USA, for his help in
implementing the Newman-Reinert method.
SUPPLEMENTARY MATERIAL FOR
PHASE TRANSITIONS AND A MODEL ORDER SELECTION
ALGORITHM FOR SPECTRAL GRAPH CLUSTERING
AUTHORS: PIN-YU CHEN AND ALFRED O. HERO III
A. Proof of Corollary 1
Recall the eigenvector matrix Y = [YT1 ,Y
T
2 , . . . ,Y
T
K ]
T ,
where Yk is the nk × (K − 1) matrix with row vec-
tors representing the nodes from cluster k. Since YTY =∑K
k=1Y
T
kYk = IK−1, Y
T1n =
∑K
k=1Y
T
k 1nk = 0K−1, and
from (28) when p < p∗ the matrix
√
nkYk
a.s.−→ 11TK−1Vk =[
vk11, v
k
21, . . . , v
k
K−11
]
as nk → ∞ and nminnmax → c > 0, by
the fact that 1nk1
T
K−1Vk → 11TK−1Vk we have∑K
k=1 vkvk
T = IK−1;∑K
k=1 vk = 0K−1,
(43)
where vk = [v
k
1 , v
k
2 , . . . , v
k
K−1]
T is a vector of constants. The
condition in (43) suggests that some vk cannot be a zero vector
since
∑K
k=1 (v
k
j )
2
= 1 for all j ∈ {1, 2, . . . ,K−1}, and from
(43) we have∑
k:vk
j
>0 v
k
j = −
∑
k:vk
j
<0 v
k
j ,
∀ j ∈ {1, 2, . . . ,K − 1};∑
k:vk
i
vk
j
>0 v
k
i v
k
j = −
∑
k:vk
i
vk
j
<0 v
k
i v
k
j ,
∀ i, j ∈ {1, 2, . . . ,K − 1}, i 6= j.
(44)
Lastly, using the fact that
√
nY =
[√
n
n1
√
n1Y
T
1 , . . . ,
√
n
nK
√
nKY
T
K
]T
(45)
a.s.−→
[√
1
ρ1
v11
T , . . . ,
√
1
ρK
vK1
T
]T
(46)
as nk → ∞ for all k and nminnmax → c > 0, we conclude the
properties in Corollary 1.
B. Proof of Corollary 2
If cn = Ω
(
nmax
n
)
, then by Theorem 2 (c) pLB > 0.
Therefore p∗ ≥ pLB > 0. Similarly, if cn = o
(
nmin
n
)
, then
by Theorem 2 (c) pUB = 0. Therefore p
∗ = 0. Finally,
since S2:K(Lk) =
∑K
i=2 λi(Lk) ≥ (K − 1)λ2(Lk) and
S2:K(Lk) =
∑K
i=2 λi(Lk) ≤ (K − 1)λK(Lk), we have
(K−1)c∗2 ≤ c∗ ≤ (K−1)c∗K . Applying these two inequalities
to Theorem 2 (c) gives Corollary 2 (c).
C. Proof of Corollary 3
If cluster k is a complete graph, then λi(Lk) = nk for 2 ≤
i ≤ nk [65], which implies c∗ = mink∈{1,2,...,K} ρk = ρmin.
Therefore, pLB =
ρmin
ρmax
= c, and pUB = 1. If cluster k is a star
graph, then λi(Lk) = 1 for 2 ≤ i ≤ nk−1 [65], which implies
c∗ = 0 and hence c∗ = o(ρmin). As a result, by Corollary 2
(b) p∗ = 0.
D. Proof of (3)
If cluster k is a Erdos-Renyi random graph with edge
connection probability pk, then
λi(Lk)
nk
a.s.−→ pk for 2 ≤ i ≤ nk
[2] as nk → ∞ and nminnmax → c > 0, where pk is a constant.
Therefore, pLB =
mink∈{1,2,...,K} ρkpk
ρmax
≥ c ·mink∈{1,2,...,K} pk,
and pUB =
mink∈{1,2,...,K} ρkpk
ρmin
≤ ρmax·mink∈{1,2,...,K} pk
ρmin
=
1
c
·mink∈{1,2,...,K} pk.
E. Proof of Corollary 4
Corollary 4 (a) is a direct result from Theorem 2 (a), with
K = 2 and the fact that min {a, b} = a+b−|a−b|2 for all a, b ≥
0. Corollary 4 (b) is a direct result from Theorem 2 (b) and
Corollary 1, with the orthonormality constraints that yT1 1n1 +
yT2 1n2 = 0 and y
T
1 y1+y
T
2 y2 = 1. Corollary 4 (c) is a direct
result from Corollary 2 (c), with max {a, b} = a+b+|a−b|2 for
all a, b ≥ 0.
F. Proof of Corollary 5
We first show that when pmax < p
∗, the normalized second
eigenvalue of L,
λ2(L)
n
, lies within the interval [pmin, pmax]
almost surely as nk → ∞ and nminnmax → c > 0. Consider a
graph generated by the inhomogeneous RIM with parameter
{pij}. In [2] it was established that ‖Cij−Cij‖2√ninj
a.s.−→ 0, where
Cij = pij1ni1
T
nj
, which means that when properly normalized
by
√
ninj the matrices Cij and Cij asymptotically have
identical singular values and singular vectors for any cluster
pair i and j as nk → ∞ for all k and nminnmax → c > 0.
Let A(p) be the adjacency matrix under the homogeneous
RIM with parameter p. Then the adjacency matrix A of the
inhomogeneous RIM can be written as A = A(pmin) +∆A,
and the graph Laplacian matrix associated with A can be
written as L = L(pmin) +∆L, where L(pmin) and ∆L are
associated with A(pmin) and∆A, respectively. Let
−−→
∆A,
−→
∆L,
and
−−→
L(p) denote the limit of ∆A
n
, ∆L
n
, and
L(p)
n
, respectively.
Since pmin = mini6=j pij , as nk → ∞ and nminnmax → c > 0,−−→
∆A is a symmetric nonnegative matrix almost surely, and−→
∆L is a graph Laplacian matrix almost surely. By the PSD
property of a graph Laplacian matrix and Corollary 4 (a),
we obtain
λ2(L)
n
≥ pmin almost surely as nk → ∞ and
nmin
nmax
→ c > 0. Similarly, following the same procedure we
can show that
λ2(L)
n
≤ pmax almost surely as nk → ∞ and
nmin
nmax
→ c > 0. Lastly, when p < p∗, using the fact from (20)
that
λj(L(p))
n
a.s.−→ p, and λj(L(pmin))
n
≤ λj(L)
n
≤ λj(L(pmax))
n
almost surely for all j ∈ {2, 3, . . . ,K} as nk → ∞ and
nmin
nmax
→ c > 0, we obtain the results.
G. Proof of Theorem 4
Similar to the proof of Theorem 2, for undirected weighted
graphs under the homogeneous RIM we need to show
‖Wij−Wij‖2√
ninj
a.s.−→ 0 as ni, nj →∞ and nminnmax → c > 0, where
Wij is the weight matrix of inter-cluster edges between a
cluster pair (i, j), W is the mean of the common nonnegative
inter-cluster edge weight distribution, and Wij = pW1ni1
T
nj
when pij = p. Equivalently, we need to show
σ1 (Wij)√
ninj
a.s.−→ pW ; σℓ (Wij)√
ninj
a.s.−→ 0, ∀ℓ ≥ 2, (47)
for all i, j ∈ {1, 2, . . . ,K} as ni, nj →∞ and nminnmax → c > 0.
By the smoothing property in conditional expectation we have
the mean of [Wij ]uv to be
E[Wij ]uv = E [E [[Wij ]uv[Cij ]uv|[Cij ]uv]] (48)
= E[Cij ]uvE [[Wij ]uv|[Cij ]uv] (49)
= pW.
Let ∆ = Wij − Wij , where Wij = pW1ni1Tnj is a
matrix whose elements are the means of entries inWij . Then
[∆]uv = [Wij ]uv−pW with probability p and [∆]uv = −pW
with probability 1 − p. The Latala’s theorem [66] states that
for any random matrix M with statistically independent and
zero mean entries, there exists a positive constant c1 such that
E [σ1(M)] ≤ c1
max
u
√∑
v
E [[M]2uv]
+max
v
√∑
u
E [[M]2uv] + 4
√∑
u,v
E [[M]4uv]
 . (50)
It is clear that E [[∆]uv] = 0 and each entry in ∆ is
independent. Substituting M = ∆√
ninj
into the Latala’s
theorem, since p ∈ [0, 1] and the common inter-cluster edge
weight distribution has finite fourth moment, by the smooth-
ing property we have maxu
√∑
v E [[M]
2
uv] = O(
1√
ni
),
maxv
√∑
u E [[M]
2
uv] = O(
1√
nj
), and 4
√∑
u,v E [[M]
4
uv] =
O( 14√ninj ). Therefore E
[
σ1(∆)√
ninj
]
→ 0 for all i, j ∈
{1, 2, . . . ,K} as ni, nj →∞ and nminnmax → c > 0.
Next we use the Talagrand’s concentration theorem stated as
follows. Let g : Rk 7→ R be a convex and Lipschitz function.
Let x ∈ Rk be a random vector and assume that every element
of x satisfies |xi| ≤ φ for all i = 1, 2, . . . , k and some constant
φ, with probability one. Then there exist positive constants c2
and c3 such that for any ǫ > 0,
Pr (|g(x)− E [g(x)]| ≥ ǫ) ≤ c2 exp
(−c3ǫ2
φ2
)
. (51)
It is well-known that the largest singular value of a matrixM
can be represented as σ1(M) = maxzT z=1 ||Mz||2 [67] so
that σ1(M) is a convex and Lipschitz function. Applying the
Talagrand’s theorem by substituting M = ∆√
ninj
and using
the facts that E
[
σ1(∆)√
ninj
]
→ 0 and [∆]uv√
ninj
≤ [W]uv√
ninj
, we have
Pr
(
σ1 (∆)√
ninj
≥ ǫ
)
≤ c2 exp
(−c3ninjǫ2) . (52)
Since for any positive integer ni, nj > 0 ninj ≥ ni+nj2 ,∑
ni,nj
c2 exp
(−c3ninjǫ2) < ∞. By Borel-Cantelli lemma
[64],
σ1(∆)√
ninj
a.s.−→ 0 when ni, nj → ∞. Finally, a standard
matrix perturbation theory result (Weyl’s inequality) [45], [67]
is |σℓ(Wij + ∆) − σℓ(Wij)| ≤ σ1(∆) for all ℓ, and as
σ1(∆)√
ninj
a.s.−→ 0, we have as ni, nj →∞,
σ1 (Wij)√
ninj
=
σ1
(
Wij +∆
)
√
ninj
a.s.−→ pW ; (53)
σℓ (Wij)√
ninj
a.s.−→ 0, ∀ℓ ≥ 2. (54)
This implies that after proper normalization by
√
ninj , Wij
and Wij asymptotically have the same singular values. Fur-
thermore, by the Davis-Kahan sin θ theorem [46], [47], the
singular vectors of
Wij√
ninj
and
Wij√
ninj
are close to each other in
the sense that the square of inner product of their left/right sin-
gular vectors converges to 1 almost surely when σ1(∆)√
ninj
a.s.−→ 0.
Therefore, after proper normalization by
√
ninj , Wij and
Wij also asymptotically have the same singular vectors.
Lastly, following the same proof procedure in Appendix-B,
we obtain Theorem 4.
H. Asymptotic confidence interval for the homogeneous RIM
Here we define the generalized log-likelihood ratio test
(GLRT) under the RIM for the hypothesis H0 : pij =
p ∀i, j, i 6= j, against its alternative hypothesis H1 : pij 6= p,
for at least one i, j, i 6= j. Let fhij(x, θ|{Ĝk}Kk=1) denote
the likelihood function of observing x edges between Ĝi and
Ĝj under hypothesis Hh, and θ is the edge interconnection
probability. n̂k is the number of nodes in cluster k, and m̂ij
is the number of edges between clusters i and j. Then under
the RIM
f1ij(m̂ij , pij |{Ĝk}Kk=1) =
(
n̂in̂j
m̂ij
)
p
m̂ij
ij (1− pij)n̂in̂j−m̂ij ;
f0ij(m̂ij , p|{Ĝk}Kk=1) =
(
n̂in̂j
m̂ij
)
pm̂ij (1 − p)n̂in̂j−m̂ij .
Since p̂ij is the MLE of pij under H1 and p̂ is the MLE of p
under H0, the GLRT statistic is
GLRT = 2 ln
suppij
∏K
i=1
∏K
j>i f
1
ij(m̂ij , pij |{Ĝk}Kk=1)
suppij=p
∏K
i=1
∏K
j>i f
0
ij(m̂ij , pij |{Ĝk}Kk=1)
= 2 ln
∏K
i=1
∏K
j=i+1 f
1
ij(m̂ij , p̂ij |{Ĝk}Kk=1)∏K
i=1
∏K
j=i+1 f
0
ij(m̂ij , p̂|{Ĝk}Kk=1)
= 2

K∑
i=1
K∑
j=i+1
I{p̂ij∈(0,1)} [m̂ij ln p̂ij
+(n̂in̂j − m̂ij) ln(1− p̂ij)]−
(
m−
K∑
k=1
m̂i
)
ln p̂
−
[
1
2
(
n2 −
K∑
k=1
n̂2k
)
−
(
m−
K∑
k=1
m̂k
)]
ln(1− p̂)
}
,
where we use the relations that
∑K
i=1
∑K
j=i+1 m̂ij = m −∑K
k=1 m̂k and
∑K
i=1
∑K
j=i+1 n̂in̂j =
n2−∑K
k=1 n̂
2
k
2 . By the
Wilk’s theorem [52], as nk →∞ ∀ k, this statistic converges
in law to the chi-square distribution, denoted by χ2ν , with
ν =
(
K
2
) − 1 degrees of freedom. Therefore, we obtain the
asymptotic 100(1− α)% confidence interval for p in (5).
I. Phase transition tests for undirected weighted graphs
Given clusters {Ĝk}Kk=1 of an undirected weighted graph
obtained from spectral clustering with model order K , let
Ŵ be the average weight of the inter-cluster edges and
define t̂ij = p̂ij · Ŵ , t̂ = p̂ · Ŵ , t̂max = p̂max · Ŵ
and t̂LB =
mink∈{1,2,...,K} S2:K(L̂k)
(K−1)n̂max . For undirected weighted
graphs, the first phase of testing the RIM assumption in
the AMOS algorithm is identical to undirected unweighted
graphs, i.e., the estimated local inter-cluster edge connection
probabilities p̂ij ’s are used to test the RIM hypothesis. In the
second phase, if the clusters pass the homogeneous RIM test
(i.e., the estimate of global inter-cluster edge probability p̂
lies in the confidence interval specified in (5)), then based
on the phase transition results in Theorem 4, the clusters
pass the homogeneous phase transition test if t̂ < t̂LB. If the
homogeneous RIM test fails, then by Theorem 3 the clusters
pass the inhomogeneous RIM test if t̂max lies in a confidence
interval [0, ψ] and ψ < t∗. Moreover, since testing t̂max < t∗
is equivalent to testing p̂max <
t∗
Ŵ
, as discussed in Sec. V-C,
we can verify ψ < t∗ by checking the condition
K∏
i=1
K∏
j=i+1
Fij
(
t̂LB
Ŵ
, p̂ij
)
≥ 1− α′,
where α′ is the precision parameter of the confidence interval.
J. Additional results of phase transition in simulated networks
Fig. 7 (a) shows the phase transition in normalized partial
eigenvalue sum
S2:K(L)
n
and cluster detectability for clusters
generated by Erdos-Renyi random graphs with different net-
work sizes. As predicted by Theorem 2 (a), the slope of
S2:K(L)
n
undergoes a phase transition at some critical threshold
value p∗. When p < p∗, S2:K(L)
n
is exactly 2p. When p > p∗,
S2:K(L)
n
is upper and lower bounded by the derived bounds.
Fig. 7 (b) shows the row vectors of Y that verifies Theorem 2
(b) and Corollary 1. Similar phase transition can be found for
clusters generated by the Watts-Strogatz small world network
model [59] with different cluster sizes in Fig. 8.
Next we investigate the sensitivity of cluster detectability to
the inhomogeneous RIM. We consider the perturbation model
pij = p0 + unif(−a, a), where p0 is the base edge connection
probability and unif(−a, a) is an uniform random variable
with support (−a, a). The simulation results in Figs. 9 (a) and
(b) show that almost perfect cluster detectability is still valid
when pij is within certain perturbation of p0. The sensitivity
of cluster detectability to inhomogeneous RIM also implies
that if p̂ is within the confidence interval in (5), then almost
perfect cluster detectability can be expected.
Note that Theorem 1 also explains the effect of the perturba-
tion model pij = p0+ unif(−a, a) on cluster detectability. As
a increases the off-diagonal entries in A˜ further deviate from
0 and the matrix A˜⊕−Λ in Appendix-A gradually becomes
non-singular, resulting in the degradation of cluster detectabil-
ity. Furthermore, using Theorem 1 and the Gershgorin circle
theorem [67], each eigenvalue of A˜
n
lies within at least one
of the closed disc centered at
[A˜]ii
n
with radius Ri, where
Ri =
ni
n
∑K−1
j=1,j 6=i |piK−pij |. Therefore larger inhomogeneity
in pij further drives the matrix A˜⊕−Λ away from singularity.
K. Clustering results of AMOS in the Cogent and Minnesota
road datasets
As shown in Fig. 10, the clusters of the Cogent Internet
backbone map yielded by AMOS are consistent with the geo-
graphic locations except that North Eastern America and West
Europe are identified as one cluster due to many transoceanic
connections, wheres the clusters yielded by self-tuning spectral
clustering are inconsistent with the geographic locations.
Fig. 11 shows that the clusters of the Minnesota road
map via AMOS are aligned with the geographic separations,
whereas some clusters identified via self-tuning clustering
are inconsistent with the geographic separations and several
clusters have small sizes3.
L. Performance of the Louvain method, the nonbacktracking
matrix method, and the Newman-Reinert method on real-life
network datasets
Fig. 12, Fig. 13, and Fig. 14 show the clusters of the datasets
in Table II identified by the nonbacktracking matrix method
[40], [41], the Louvain method [35], and the Newman-Reinert
method [38], respectively. Comparing the proposed AMOS
algorithm with these methods, the clusters identified by AMOS
are more consistent with the ground-truth meta information
provided by the datasets, except for Cogent Internet Internet
backbone map. For the Cogent dataset AMOS has compa-
rable performance to the best method (the Newman-Reinert
method).
The performance of the nonbacktracking matrix method is
summarized as follows. For IEEE reliability test system, 8
nodes are clustered incorrectly. For Hibernia Internet backbone
map, 3 cities in the north America are clustered with the cities
in Europe. For Cogent Internet backbone map, the clusters
are inconsistent with the geographic locations. For Minnesota
road map, some clusters are not aligned with the geographic
separations.
The performance of the Louvain method is summarized
as follows. For IEEE reliability test system, the number of
clusters is different from the number of actual subgrids.
For Hibernia and Cogent Internet backbone maps, although
the clusters are consistent with the geographic locations, the
Louvain method tends to identify clusters with small sizes.
For Minnesota road map, the clusters are inconsistent with
the geographic separations.
The performance of the Newman-Reinert method is summa-
rized as follows. For IEEE reliability test system, 6 clusters
are identified and the clustering results are inconsistent with
the ground-truth clusters. For Hibernia Internet backbone map,
3 cities in the north America are clustered with the cities
in Europe. For Cogent Internet backbone map, the clusters
are consistent with the geographic locations. For Minnesota
road map, the clusters are inconsistent with the geographic
separations.
3For the Minnesota road map we set Kmax = 100 for self-tuning spectral
clustering to speed up the computation.
M. External and internal clustering metrics
We use the following external and internal clustering metrics
to evaluate the performance of different automated graph
clustering methods. External metrics can be computed only
when ground-truth cluster labels are known, whereas internal
metrics can be computed in the absence of ground-truth cluster
labels. In particular, we denote the K clusters identified by a
graph clustering algorithm by {Ck}Kk=1, and denote the K ′
ground-truth clusters by {C′k}K
′
k=1.
• external clustering metrics
1) normalized mutual information (NMI) [63]: NMI is
defined as
NMI({Ck}Kk=1, {C′k}K
′
k=1) =
2 · I({Ck}, {C′k})
|H({Ck}) +H({C′k})|
,
where I is the mutual information between {Ck}Kk=1 and
{C′k}K
′
k=1, and H is the entropy of clusters. Larger NMI
means better clustering performance.
2) Rand index (RI) [63]: RI is defined as
RI({Ck}Kk=1, {C′k}K
′
k=1) =
TP + TN
TP + TN + FP + FN
,
where TP , TN , FP and FN represent true positive,
true negative, false positive, and false negative decisions,
respectively. Larger RI means better clustering perfor-
mance.
3) F-measure [63]: F-measure is the harmonic mean of the
precision and recall values for each cluster, which is
defined as
F-measure({Ck}Kk=1, {C′k}K
′
k=1) =
1
K
K∑
k=1
F-measurek,
where F-measurek =
2·PRECk·RECALLk
PRECk+RECALLk
, and PRECk
and RECALLk are the precision and recall values for
cluster Ck. Larger F-measure means better clustering
performance.
• internal clustering metrics
1) conductance [16]: conductance is defined as
conductance({Ck}Kk=1) =
1
K
K∑
k=1
conductancek,
where conductancek =
Woutk
2·W in
k
+Wout
k
, and W ink and
W outk are the sum of within-cluster and between-cluster
edge weights of cluster Ck, respectively. Lower conduc-
tance means better clustering performance.
2) normalized cut (NC) [16]: NC is defined as
NC({Ck}Kk=1) =
1
K
K∑
k=1
NCk,
where NCk =
Woutk
2·W in
k
+Wout
k
+
Woutk
2·(Wall
k
−W in
k
)+Wout
k
, and
W ink , W
out
k and W
all
k are the sum of within-cluster,
between-cluster and total edge weights of cluster Ck,
respectively. Lower NC means better clustering perfor-
mance.
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(a) Phase transition in normalized partial sum of eigen-
values
S2:K(L)
n
and cluster detectability.
(b) Row vectors in Y with respect to different p. Colors
and red solid circles represent clusters and cluster-wise
centroids.
Fig. 7: Phase transition of clusters generated by Erdos-Renyi
random graphs. K = 3, (n1, n2, n3) = (6000, 8000, 10000),
and p1 = p2 = p3 = 0.25. The empirical lower bound pLB =
0.1373 and the empirical upper bound pUB = 0.2288. The
results in (a) are averaged over 50 trials.
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(a) Phase transition in normalized partial sum of eigen-
values
S2:K(L)
n
and cluster detectability.
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(b) Row vectors in Y with respect to different p. Colors
and red solid circles represent clusters and cluster-wise
centroids.
Fig. 8: Phase transition of clusters generated by the Watts-
Strogatz small world network model. K = 3, (n1, n2, n3) =
(1500, 1000, 1000), average number of neighbors = 200, and
rewire probability for each cluster is 0.4, 0.4, and 0.6. The
empirical lower and upper bounds are pLB = 0.0602 and
pUB = 0.0902. The results in (a) are averaged over 50 trials.
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Fig. 9: Sensitivity of cluster detectability to the inhomoge-
neous RIM. The results are average over 50 trials and error
bars represent standard deviation. (a) Clusters generated by
Erdos-Renyi random graphs. K = 3, n1 = n2 = n3 = 8000,
p1 = p2 = p3 = 0.25, and p0 = 0.15. (b) Clusters generated
by the Watts-Strogatz small world network model. K = 3,
n1 = n2 = n3 = 1000, average number of neighbors = 200,
and rewire probability for each cluster is 0.4, 0.4, 0.6, and
p0 = 0.08.
(a) Proposed AMOS algorithm. The number of clusters is 4. (b) Self-tuning spectral clustering [14]. The number of clusters is 14.
Fig. 10: The Cogent Internet backbone map across Europe and North America [61]. Clusters from automated SGC are consistent
with the geographic locations, whereas clusters from self-tuning spectral clustering are inconsistent with the geographic
locations. Automated clusters found by AMOS, including city names, can be found in the supplementary material.
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(a) Proposed AMOS algorithm. The number of clusters is 46.
 
 
20
40
60
80
100
(b) Self-tuning spectral clustering [14]. The number of clusters is 100.
Fig. 11: Minnesota road map [62]. Clusters from automated SGC are aligned with the geographic separations, whereas some
clusters from self-tuning spectral clustering are inconsistent with the geographic separations and self-tuning spectral clustering
identifies several small clusters.
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(a) IEEE reliability test system. The number of clusters is 3. (b) Hibernia Internet backbone map. The number of clusters is 2.
(c) Cogent Internet backbone map. The number of clusters is 3.
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(d) Minnesota road map. The number of clusters is 35.
Fig. 12: Clusters found with the nonbacktracking matrix method [40], [41]. For IEEE reliability test system, 8 nodes are
clustered incorrectly. For Hibernia Internet backbone map, 3 cities in the north America are clustered with the cities in Europe.
For Cogent Internet backbone map, the clusters are inconsistent with the geographic locations. For Minnesota road map, some
clusters are not aligned with the geographic separations.
  
power line
subgrid 1
subgrid 2
subgrid 3
Louvain method
(a) IEEE reliability test system. The number of clusters is 6.
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(b) Hibernia Internet backbone map. The number of clusters is 6.
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(c) Cogent Internet backbone map. The number of clusters is 11.
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(d) Minnesota road map. The number of clusters is 33.
Fig. 13: Clusters found with the Louvain method [35]. For IEEE reliability test system, the number of clusters is different from
the number of actual subgrids. For Hibernia and Cogent Internet backbone maps, although the clusters are consistent with the
geographic locations, the Louvain method tends to identify clusters with small sizes. For Minnesota road map, the clusters are
inconsistent with the geographic separations.
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(a) IEEE reliability test system. The number of clusters is 6. (b) Hibernia Internet backbone map. The number of clusters is 2.
(c) Cogent Internet backbone map. The number of clusters is 3.
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(d) Minnesota road map. The number of clusters is 58.
Fig. 14: Clusters found with the Newman-Reinert method [38]. For IEEE reliability test system, the clusters are inconsistent
with the actual subgrids. For Hibernia Internet backbone map, 3 cities in the north America are clustered with the cities in
Europe. For Cogent Internet backbone map, the clusters are consistent with the geographic locations. For Minnesota road map,
the clusters are inconsistent with the geographic separations.
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Fig. 15: 2 clusters found with the proposed automated model order selection (AMOS) algorithm for the Hibernia Internet
backbone map with city names. The clusters are consistent with the geographic locations in the sense that one cluster contains
cities in America and the other cluster contains cities in Europe.
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