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Vector Error Correction Model (VECM) merupakan salah satu 
pengembangan dari model VAR(𝑝). Pada model VECM, terdapat 
hubungan kausalitas dan kointegrasi antar variabel. Model VECM  
memiliki asumsi seperti pemodelan data deret waktu pada umumnya, 
yaitu asumsi ragam sisaan konstan atau homogen. Apabila asumsi 
tersebut tidak terpenuhi akibat data memiliki volatilitas yang tinggi, 
maka perlu dilakukan pemodelan terhadap ragam sisaannya. 
Penelitian ini bertujuan untuk memodelkan tingkat inflasi dan suku 
bunga kebijakan menggunakan model VECM-CCC GARCH(1,1). 
Hasil pemodelan VECM(1)-CCC GARCH (1,1) menunjukkan bahwa 
tingkat inflasi pada  bulan tertentu dipengaruhi tingkat inflasi pada satu 
bulan sebelumnya, suku bunga kebijakan  pada bulan tersebut, dan 
suku bunga kebijakan pada satu bulan sebelumnya. Suku bunga 
kebijakan pada  bulan tertentu dipengaruhi suku bunga kebijakan pada 
satu bulan sebelumnya, tingkat inflasi  pada bulan tersebut, dan tingkat 
inflasi pada satu bulan sebelumnya. Ragam sisaan tingkat inflasi pada 
bulan tertentu berkaitan dengan sisaan kuadrat begitu pula dengan 
ragam sisaan suku bunga kebijakan yang berkaitan dengan sisaan 
kuadrat.  
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Vector Error Correction Model (VECM) is one of the developments of 
the VAR model (𝑝). In the VECM model, there is a causality and 
cointegration relationship between variables. The VECM model has 
assumptions such as time series data modeling in general, namely 
constant or homogeneous assumptions. If these assumptions are not 
met due to the data having high volatility, it is necessary to do 
modeling on the various aspects. This study aims to model inflation 
rates and policy rates using the VECM-CCC GARCH (1,1) model. 
VECM (1) -CCC GARCH (1,1) modeling results indicate that the 
inflation rate in a given month was influenced by the inflation rate in 
the previous month, policy interest rates for the month, and policy 
interest rates in the previous month. The policy rate for a particular 
month was influenced by policy rates in the previous month, the 
inflation rate for the month, and the inflation rate in the previous 
month. The variance of the inflation rate on a given day is related to 
the side of the squares as well as the variance of the policy interest 
rates related to the square of the square. 
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1.1. Latar Belakang 
Data deret waktu merupakan sebuah rangkaian data yang disusun 
berdasarkan waktu dengan interval yang sama (Wei, 2006). Analisis 
deret waktu tidak hanya dapat dilakukan untuk data yang memiliki 
satu variabel saja, tetapi juga bisa untuk data yang memiliki banyak 
variabel. Jika data yang digunakan merupakan data deret waktu 
dengan banyak variabel, maka model yang dapat digunakan 
diantaranya model Autoregressive Integrated Moving Average with 
Exogenus (ARIMAX), model Autoregressive Distributed Lag (ADL), 
model Vector Autoregressive (VAR), serta Vector Error Correction 
Model (VECM). 
Model VAR tepat untuk digunakan apabila variabel endogen 
bersifat stasioner dan memiliki hubungan dua arah antar variabel 
endogennya. Sebuah variabel dikatakan bersifat stasioner ketika 
ragam konstan dan data berada di sekitar rata-rata serta tidak terdapat 
unsur trend di dalamnya. Apabila variabel yang digunakan belum 
bersifat stasioner, maka perlu dilakukan suatu proses pembedaan 
(differencing) untuk stasioneritas rata-rata dan transformasi untuk 
stasioneritas ragam terlebih dahulu sehingga variabel menjadi 
stasioner. Model VAR digunakan untuk deret waktu yang sudah 
stasioner dan tidak saling berkointegrasi. Dua variabel dikatakan 
saling berkointegrasi, jika kedua variabel tersebut belum bersifat 
stasioner dan kombinasi linier kedua variabel tersebut bersifat 
stasioner, atau dengan kata lain kedua variabel memiliki hubungan 
jangka panjang. Namun, jika variabel yang digunakan belum bersifat 
stasioner dan antar variabelnya saling berkointegrasi, maka model 
yang tepat untuk digunakan adalah VECM. VECM merupakan model 
VAR yang terbatas. Batasan tambahan ini diberikan karena variabel 
yang digunakan bersifat tidak stasioner namun saling berkointegrasi. 
Oleh karena itu, VECM sering disebut sebagai model VAR bagi 
variabel nonstasioner yang memiliki hubungan kointegrasi. 
Model VECM memiliki asumsi seperti pemodelan data deret 
waktu pada umumnya, yaitu asumsi ragam sisaan konstan atau 
homogen. Jika asumsi tersebut tidak terpenuhi dikarenakan data 
memiliki volatilitas yang tinggi, maka perlu dilakukan pemodelan 
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terhadap ragam sisaan. Pada analisis multivariat, pemodelan ragam 
sisaan yang dapat digunakan adalah model Multivariate Generalized 
Autoregressive Conditional Heteroscedasticity (MGARCH). Menurut 
Lütkepohl (2005), terdapat tiga representasi dalam model Multivariate 
GARCH. Ketiga representasi tersebut adalah representasi Baba, Engle, 
Kraft, dan Kroner (BEKK), representasi Constant Conditional 
Correlation (CCC), serta representasi Dynamic Conditional 
Correlation (DCC). Menurut Minović (2007), representasi CCC 
digunakan apabila data memiliki korelasi yang hampir sama di setiap 
waktu sedangkan representasi BEKK dan DCC digunakan apabila 
data memiliki korelasi yang berbeda di setiap waktu, namun jika data 
yang diamati berjumlah cukup banyak maka tidak disarankan untuk 
menggunakan representasi DCC. 
Sinay (2014) menggunakan model VECM(5) pada data tingkat 
inflasi, BI rate, dan nilai tukar dolar Amerika Serikat terhadap rupiah. 
Hasil penelitian tersebut menyimpulkan bahwa tingkat inflasi, BI rate, 
dan nilai tukar dolar Amerika Serikat terhadap rupiah memiliki 
hubungan kausalitas dan saling berkointegrasi. Rosyida (2016) 
menggunakan model VARIMA(1,0,1)-BEKK GARCH(1,1) pada data 
return nilai tukar Dollar Amerika terhadap Rupiah dan return Indeks 
Harga Saham Gabungan (IHSG) yang menghasilkan pemodelan 
dimana seluruh asumsi terpenuhi.  
Berdasarkan  penelitian Sinay (2014), dapat diketahui bahwa 
terdapat hubungan yang saling memengaruhi antara tingkat inflasi dan 
suku bunga kebijakan (BI rate). Inflasi diartikan sebagai kenaikan 
harga secara umum dan terus menerus dalam jangka waktu tertentu. 
Suatu Lembaga yang bertugas menjaga kestabilan tingkat inflasi di 
Indonesia adalah Bank Indonesia. Salah satu kebijakan moneter yang 
dilakukan Bank Indonesia untuk menjaga tingkat inflasi adalah 
pengendalian tingkat suku bunga menggunakan BI Rate. Suku bunga 
Bank Indonesia (BI Rate) adalah suku bunga kebijakan yang 
mencerminkan sikap kebijakan moneter yang ditetapkan oleh Bank 
Indonesia dan diumumkan kepada publik. Namun, Bank Indonesia 
melakukan penguatan kerangka operasi moneter dengan 
mengimplementasikan suku bunga acuan atau suku bunga kebijakan 
baru yaitu BI 7-day (Reverse) Repo Rate, yang berlaku efektif sejak 
19 Agustus 2016 menggantikan BI Rate (http://bi.go.id).  
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Penelitian ini difokuskan pada model VECM untuk menganalisis 
hubungan kointegrasi antara suku bunga kebijakan dan inflasi. Namun 
pada umumnya data deret waktu di bidang ekonomi khususnya bidang 
keuangan memiliki karakteristik-karakteristik yang unik 
dibandingkan data deret waktu pada bidang lainnya. Karakteristik 
tersebut seperti ragam sisaan yang tidak konstan atau heterogen akibat 
volatilitas, sehingga perlu dilakukan pemodelan terhadap ragam 
sisaan. Pada penelitian ini, data yang digunakan adalah data di bidang 
keuangan dan memiliki lebih dari satu variabel sehingga pemodelan 
ragam sisaan yang digunakan adalah model Multivariate GARCH(1,1) 
dengan representasi CCC karena data memiliki korelasi yang sama di 
setiap waktu. Pada penelitian ini akan digunakan pemodelan sisaan 
dengan  GARCH(1,1) karena GARCH(1,1) dapat mendekati model 
ARCH(∞) sehingga dapat mewakili sebagian besar pemodelan sisaan. 
1.2. Rumusan Masalah 
Rumusan masalah yang akan diteliti berdasarkan latar belakang di 
atas antara lain. 
1) Bagaimana pemodelan tingkat inflasi dan suku bunga kebijakan di 
Indonesia dengan pendekatan model VECM(1)-CCC 
GARCH(1,1)? 
2) Bagaimana model dinamis jangka pendek dan model 
keseimbangan jangka panjang antara tingkat inflasi dan suku bunga 
kebijakan di Indonesia? 
3) Berapa besar penyesuaian tingkat inflasi dan suku bunga kebijakan 
untuk mengoreksi ketidakseimbangan dalam jangka pendek?  
4) Bagaimana analisis volatilitas data inflasi dan suku bunga 
kebijakan di Indonesia? 
1.3. Tujuan Penelitian 
Tujuan yang ingin dicapai pada penelitian ini adalah  sebagai 
berikut. 
1) Mendapatkan informasi mengenai model tingkat inflasi dan suku 
bunga kebijakan di Indonesia dengan pendekatan VECM(1)-CCC 
GARCH(1,1). 
2) Mendapatkan informasi mengenai model dinamis jangka pendek 
dan model keseimbangan jangka panjang antara tingkat inflasi dan 
suku bunga kebijakan di Indonesia. 
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3) Menghitung besar penyesuaian mengenai model untuk mengoreksi 
ketidakseimbangan dalam jangka pendeknya. 
4) Menganalisis volatilitas data tingkat inflasi dan suku bunga 
kebijakan di Indonesia. 
1.4. Manfaat Penellitian 
Manfaat yang diharapkan dari penelitian ini adalah sebagai 
berikut.  
1) Memberikan informasi mengenai pemodelan deret waktu 
menggunakan model VECM(1)-CCC GARCH(1,1) yang 
merupakan pemodelan gabungan dari model VECM dan model 
CCC GARCH(1,1).  
2) Memberikan informasi mengenai hasil analisis hubungan antara 
data tingkat inflasi dan suku bunga kebijakan di Indonesia dalam 
jangka pendek maupun jangka panjang. 
3) Memberikan informasi mengenai hasil analisis volatilitas data 
tingkat inflasi dan suku bunga kebijakan di Indonesia. 
1.5. Batasan Masalah 
Batasan masalah yang digunakan pada penelitian ini adalah 
sebagai berikut. 
1) Representasi pada pemodelan Multivariate GARCH yang 
digunakan adalah representasi Constant Conditional Correlation 
(CCC). 
2) Model yang digunakan adalah model penuh (model yang terdiri 






2.1. Data Deret Waktu 
Data deret waktu merupakan proses stokastik. Proses stokastik 
adalah keadaan saat data saling berkaitan dalam rentang waktu yang 
sama (Wei, 2006). Menurut Cryer dan Chan (2008), terdapat dua 
tujuan umum dari analisis data deret waktu yaitu untuk memahami dan 
memodelkan mekanisme stokastik yang tersirat pada data yang 
diamati serta untuk meramalkan nilai data yang diamati pada masa 
depan berdasarkan riwayat data tersebut ataupun berdasarkan data 
atau faktor lain yang berkaitan.  
Analisis deret waktu tidak hanya bisa dilakukan untuk data yang 
memiliki satu variabel saja tetapi juga bisa untuk data yang memiliki 
banyak variabel. Jika data yang digunakan merupakan data deret 
waktu dengan banyak variabel, maka model yang dapat digunakan 
diantaranya model Autoregressive Integrated Moving Average with 
Exogenus (ARIMAX), model Autoregressive Distributed Lag (ADL), 
model Vector Autoregressive (VAR), Vector Error Correction Model 
(VECM). Model VAR adalah model analisis deret waktu untuk variabel 
endogen yang bersifat stasioner dan memiliki hubungan dua arah antar 
variabel endogennya.  
2.2. Vector Autoregressive (VAR) 
 Model Vector Autoregressive (VAR) yaitu suatu model deret waktu 
yang digunakan untuk menjelaskan hubungan independensi dan 
kausalitas antar variabel endogen. Model VAR merupakan perluasan 
dari model Autoregressive atau AR(p). Model VAR merupakan suatu 
sistem persamaan dengan pendugaan suatu variabel pada periode 
tertentu tergantung pada perubahan variabel tersebut dan variabel 
lainnya yang terlibat dalam sistem pada periode-periode sebelumnya 
(Enders, 2015). Menurut Wei (2006), persamaan model VAR dengan 
periode p adalah sebagai berikut. 
0 1
p
t i t i ti





t=1, 2, …, n 
i=1, 2, …, p 
0A  : vektor intersep berukuran m × 1 
t iY − : vektor variabel endogen dengan lag ke i berukuran m × 1 
tu   : vektor sisaan berukuran m × 1 
Ai : matriks koefisien variabel endogen berukuran m × m 
m  : banyaknya variabel endogen 
n : banyaknya observasi yang digunakan 
p : lag maksimum VAR 
Sama seperti analisis deret waktu pada umumnya, terdapat asumsi 
pada VAR yang juga harus terpenuhi seperti asumsi stasioneritas. 
2.3. Uji Stasioneritas  
Pengujian asumsi diperlukan untuk membuat suatu kesimpulan 
statistika terkait dengan struktur proses stokastik. Asumsi yang paling 
penting dalam analisis deret waktu adalah stasioneritas (Cryer dan 
Chan, 2008). Wei (2006), menyatakan proses stasioner adalah ketika 
rata rata (Y )tE =  dan ragam 
2 2Var( ) ( )t tY E Y  = − = konstan. 
Stasioner terjadi jika data berada di sekitar nilai rata-rata yang konstan, 
tidak tergantung pada waktu serta ragam dari fluktuasi tersebut 
konstan dari waktu ke waktu. Dua jenis stasioneritas data deret waktu 
yaitu stasioneritas terhadap rata-rata dan stasioneritas terhadap ragam.  
2.3.1. Stasioneritas terhadap Rata-rata 
Stasioneritas terhadap rata-rata dapat dilihat secara langsung 
melalui grafis dengan cara membuat plot dari data yang dimiliki. 
Pergerakan dari plot data dapat diketahui sifat dari stasioneritas 
variabel tersebut. Selain itu, stasioneritas juga dapat diketahui melalui 
uji akar unit. Menurut Gujarati (2003), uji akar unit yang sangat 
populer adalah dengan prosedur Augmented Dickey Fuller yang 
dikenalkan oleh David Dickey dan Wayne Fuller. Uji akar Augmented 




𝑌𝑡 =  𝜌𝑌𝑡−1 +  𝑒𝑡 −1 ≤ 𝜌 ≤ 1                                          (2.2)  
Jika nilai dari 𝜌 = 1, maka variabel random Y memiliki akar unit. Jika 
suatu deret waktu memiliki akar unit, maka dapat dikatakan bahwa 
data tersebut bergerak secara random walk. Variabel dikatakan tidak 
stasioner ketika data bergerak secara random walk. Untuk mengatasi 
permasalahan tersebut, kedua sisi pada persamaan (2.2) dikurangi 𝑌𝑡−1 
sehingga menghasilkan persamaan seperti pada persamaan (2.3) 
𝑌𝑡 − 𝑌𝑡−1 =  𝜌𝑌𝑡−1 −  𝑌𝑡−1 +  𝑒𝑡               (2.3) 
𝑌𝑡 − 𝑌𝑡−1 = (𝜌 − 1) 𝑌𝑡−1 +  𝑒𝑡                 (2.4) 
∆𝑌𝑡 = 𝛿𝑌𝑡−1 + 𝑒𝑡                 (2.5)  
Hipotesis yang digunakan adalah sebagai berikut.  
H0 : 𝛿 = 0 yaitu terdapat akar unit atau 𝑌𝑡 tidak stasioner vs. 
H1 : 𝛿 < 0 yaitu tidak terdapat akar unit atau 𝑌𝑡 stasioner 
Statistik uji yang digunakan adalah statistik uji t seperti pada 
persamaan (2.6) (Makridarkis, 1999). 
𝑡 =  
?̂?
𝑆𝑒 (?̂?)









                  (2.7) 













                 (2.9) 
Keterangan: 
t=1, 2, …, n 
𝑆𝑒 (𝛿) : salah baku penduga 𝛿 
?̂?2 : penduga ragam data 
𝑌𝑡 : observasi ke-t 
n : banyaknya observasi yang digunakan 
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Statistik uji pada persamaan (2.6) mengikuti distribusi t dengan derajat 
bebas 𝑛 − 1. Kriteria penolakan H0 adalah ketika nilai statistik uji 
lebih besar dari titik kritis 𝑡(𝑛−1)
𝛼  sehingga dapat disimpulkan bahwa 
variabel stasioner. Sebaliknya, jika nilai statistik uji lebih kecil dari 
titik kritis  𝑡(𝑛−1)
𝛼 , maka dapat disimpulkan bahwa variabel tidak 
stasioner.  
2.3.2. Stasioneritas terhadap Ragam 
Deret waktu dapat dikatakan stasioner terhadap ragam jika data 
berfluktuasi terhadap ragam konstan atau tidak terlalu besar  dari 
waktu ke waktu. Variabel dikatakan stasioner terhadap ragam jika 
nilai lambda (λ) = 1 pada plot Box-Cox. Deret waktu yang tidak 
stasioner terhadap ragam dapat distasionerkan dengan transformasi 
Box-Cox (Wei, 2006) atau dapat dimodelkan dengan metode 
ARCH/GARCH tanpa dilakukan transformasi Box-Cox terlebih 
dahulu karena diindikasikan melanggar asumsi homoskedastisitas. 
2.4. Vector Error Correction Model (VECM) 
Variabel-variabel yang tidak stasioner dan mempunyai derajat 
integrasi yang sama akan berkointegrasi (memiliki hubungan jangka 
panjang) jika kombinasi linier dari variabel-variabel tersebut 
stasioner. Meskipun demikian, dalam jangka pendek mungkin saja ada 
ketidakseimbangan (disequilibrium) antar variabel. 
Ketidakseimbangan inilah yang sering kita temui dalam perilaku 
ekonomi. Hal ini disebabkan oleh adanya penyimpangan antara nilai 
keseimbangan dengan nilai yang terjadi sebenarnya. Model yang 
memasukan penyesuaian untuk melakukan koreksi bagi 
ketidakseimbangan yang terjadi disebut sebagai Vector Error 
Correction Model (VECM). VECM merupakan VAR yang dirancang 
untuk digunakan pada variabel nonstasioner yang diketahui memiliki 
hubungan kointegrasi. Enders (2004) menyatakan bahwa variabel-
variabel dalam VECM adalah variabel-variabel turunan pertama dalam 
model VAR yang dibedakan oleh Error Correction Term (ECT) atau 
dengan kata lain variabel dalam VECM merupakan variabel yang 
terkointegrasi pada order pertama [I(1)]. Hubungan dinamis jangka 
pendek dari suatu variabel di dalam sistem dipengaruhi oleh 
penyimpangan dari keseimbangan jangka panjang dikenal sebagai 
Cointegration Term atau Error Correction Term (ECT). 
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Untuk membahas model VECM ini, dimisalkan hubungan jangka 
panjang atau keseimbangan untuk dua variabel sebagai berikut. 
1 0 1 2
ˆ
t tY Y = +                 (2.10) 
Keterangan: 
0  : intersep 
1  : koefisien variabel endogen kedua 
1tY  : variabel ke-1 
2tY  : variabel ke-2 
Jika Y1t berada pada titik keseimbangan terhadap Y2t maka 
keseimbangan antara variabel Y1t dan Y2t pada persamaan (2.10) 
terpenuhi. Namun dalam sistem ekonomi pada umumnya 
keseimbangan jarang sekali ditemui. Bila Y1t mempunyai nilai yang 
berbeda dengan nilai keseimbangannya maka perbedaan antara sisi 
kiri dan sisi kanan pada persamaan (2.10) adalah sebesar 
1 0 1 2t tECT Y Y = − −                (2.11) 
Nilai ECT disebut sebagai kesalahan ketidakseimbangan 
(disequilibrium error). Oleh karena itu, jika ECT sama dengan nol, 
maka Y1t dan Y2t berada dalam kondisi keseimbangan. Berdasarkan 
uraian tersebut, bentuk umum VECM yang memasukan variabel 
perubahan sampai dengan lag ke-p atau sering disebut model 
penyesuaian jangka pendek adalah sebagai berikut. 
1 10 1 1 11, 1 12, 2 1,
1 1
10 1 1 1 0 1 2 1 1




t ect t i t i i t i y t
i i
ect t t m mt
p p
i t i i t i y t
i i
Y a a ECT a Y a Y
a a Y Y Y









 = + +  +  +
= + − − − − +
 +  +
 
 
            (2.12) 
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2 20 2 1 21, 1 22, 2 2,
1 1
20 2 1 1 0 1 2 1 1




t ect t i t i i t i y t
i i
ect t t m mt
p p
i t i i t i y t
i i
Y a a ECT a Y a Y
a a Y Y Y









 = + +  +  +
= + − −− − − +
 +  +
 
 
            (2.13) 
Keterangan: 
t=1, 2, …, n 
i=1, 2, …, p 
10a  dan 20a  : konstanta 
1ecta  dan 2ecta : parameter variabel ECT 
1,1ia dan 2,1ia  : parameter dari perubahan variabel ke-1 
1,2ia dan 2,2ia  : parameter dari perubahan variabel ke-2 
  : operator differencing               
t iY −  : variabel endogen dengan lag ke-i  
t  : sisaan model  
n : banyaknya observasi yang digunakan 
m : banyaknya variabel endogen 
p : lag optimum VECM 




1,11 1,21 1,1 1,2 1,1 10 1
1






p p tt ect
t





a a a aY a a
ECT













          
 = + + +        
            
  
 





10 1 1,11 1,21 1,1 1,2 1,1
2 1






ect p p tt
t





a a a a a aY
Y














      
=  +     





         
Bila terdapat sebanyak m variabel endogen maka bentuk VECM adalah 
sebagai berikut. 
10 1 1,11 1, 1,1
1
20 2 2,11 2, 2,2
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     : vektor berukuran k × 1 
1 1 1 0 1 2 1 1( ... )t t t m mtECT Y Y Y  − − − −= − − − −  
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10 1 1,11 1,




m mect m m mp
a a a a
a a a a







A : matriks berukuran m × k 
t : vektor sisaan berukuran m × 1 
m : banyaknya variabel endogen 
p  : lag VECM 
k = 2+mp 
 
2.5. Penentuan Panjang Lag VECM 
Misalkan terdapat vektor deret waktu 
1tY , 2tY ,…, mtY . Dari 
vektor-vektor deret waktu tersebut, dapat diduga matriks fungsi 
autokorelasi sebagai berikut. 
12
ˆ ˆ(p) (p)=   ρ                   
dengan 12ˆ (p) merupakan korelasi silang sampel (sample cross-
correlation) dari variabel ke-1 dan variabel ke-2. Menurut Wei (2006), 
berikut merupakan persamaan yang dapat digunakan untuk menduga 
matriks fungsi autokorelasi. 















Y Y Y Y













              (2.15) 
dengan 1Y  dan 2Y  merupakan rata-rata sampel dari deret waktu yang 
bersangkutan. Nilai p untuk panjang lag ditentukan terlebih dahulu 
dari persamaan VAR yang stabil hingga didapat lag maksimum yang 
dihasilkan dari nilai Matrix Autocorrelation Function (MACF) 
terkecil. Menurut Enders (2004), Panjang lag optimum VECM 
didapatkan dari panjang lag optimum model VAR dikurangi satu atau 
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p-1. Hal yang harus diperhatikan dalam menentukan panjang lag 
optimal adalah jika semakin panjang jumlah lag yang dipergunakan, 
maka semakin banyak jumlah parameter yang harus diestimasi dan 
semakin sedikit derajat kebebasannya. Jika jumlah lag terlalu sedikit 
maka model akan mengalami kesalahan spesifikasi. 
2.6. Uji Kausalitas Granger 
Menurut Gujarati (2003), analisis regresi dengan data cross 
section dapat menunjukkan hubungan ketergantungan antar variabel 
tetapi tidak selalu memiliki hubungan kausalitas. Namun, dalam 
regresi yang melibatkan dua deret waktu, dapat terjadi hubungan 
kausalitas. Uji kausalitas Granger adalah suatu metode analisis untuk 
mengetahui hubunga satu atau dua arah dari variabel endogen. Asumsi 
awal pada pengujian kausalitas Granger adalah semua informasi pada 
masa lalu menyebabkan apa yang terjadi pada masa ini. Langkah 
dalam pengujian kausalitas Granger adalah sebagai berikut. 
1) Meregresikan Y1t dengan lag Y1t dan mengikutsertakan lag Y2t dari 
Y2t (unrestricted regression) dengan bentuk persamaan sebagai 
berikut. 
1 2, 1, 11 1
p p
t i t i j t j ti j
Y Y Y u − −= == + +                (2.16)  
2 2, 1, 21 1
p p
t i t i j t j ti j
Y Y Y u − −= == + +                (2.17)  
Dari unrestricted regression didapatkan jumlah kuadrat sisaan 
unrestricted regression (𝑅𝑆𝑆U).  
2) Meregresikan Y1t dengan lag dari Y1t tanpa mengikutsertakan lag 




t i t i ti
Y Y u −== +                 (2.18)  
2 2, 21
p
t i t i ti
Y Y u −== +                 (2.19)  
Dari restricted regression didapatkan jumlah kuadrat sisaan untuk 
restricted regression (𝑅𝑆𝑆𝑅). 
3) Menguji variabel Y2t penyebab Granger variabel Y2t pada 
persamaan (2.16) dengan hipotesis sebagai berikut. 
𝐻0 : 𝛼i = 0    vs. 𝐻1 : 𝛼i ≠ 0 













                (2.20)  
Keterangan: 
t=1, 2, …, n 
i=1, 2, …, p 
j=1, 2, …, p 
𝑅𝑆𝑆U :jumlah kuadrat sisaan untuk unrestricted regression  
𝑅𝑆𝑆R :jumlah kuadrat sisaan untuk restricted regression  
s :banyaknya lag Y2 yang tidak diikutsertakan dalam 
restricted regression 
n :banyaknya observasi yang digunakan  
k     :banyaknya parameter yang diestimasi pada model 
unrestricted regression  
p     :panjang lag  
Kriteria 𝐻0 diterima apabila nilai dari statistik uji 𝐹 lebih kecil dari 
titik kritis 𝐹𝛼(𝑚,n−𝑘).  
5) Mengulangi langkah 1 sampai 4 untuk menguji variabel Y1 
penyebab Granger variabel Y2 pada persamaan (2.17) dengan 
hipotesis 𝐻0 : 𝛿𝑗 = 0    vs.   𝐻1 : 𝛿𝑗 ≠ 0. 
Menurut Gujarati (2003), terdapat empat kemungkinan hubungan 
antar variabel, diantaranya: 
a. Jika 𝛼𝑖 ≠ 0 untuk persamaan (2.16) dan 𝛿𝑗 = 0  untuk persamaan 
(2.17), maka dapat dikatakan bahwa terdapat hubungan satu arah 
dari variabel Y2 terhadap variabel Y1. 
b. Jika 𝛼𝑖 = 0 untuk persamaan (2.16) dan 𝛿𝑗 ≠ 0  untuk persamaan 
(2.17), maka dapat dikatakan bahwa terdapat hubungan satu arah 
dari variabel Y1 terhadap variabel Y2.  
c. Jika 𝛼𝑖 ≠ 0 untuk persamaan (2.16) dan 𝛿𝑗 ≠ 0  untuk persamaan 
(2.17), maka dapat dikatakan bahwa terdapat hubungan dua arah 
antara variabel Y2 dan variabel Y1.  
d. Jika 𝛼𝑖 = 0 untuk persamaan (2.16) dan 𝛿𝑗 = 0  untuk persamaan 
(2.17), maka dapat dikatakan bahwa tidak terdapat hubungan 
kausalitas antara variabel Y2 dan variabel Y1. 
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Pada model VECM data yang digunakan harus memiliki hubungan 
dua arah atau kausalitas antar variabelnya. Sehingga poin c di antara 
empat hubungan di atas harus terpenuhi. 
2.7. Uji Kointegrasi 
Pada data deret waktu sering kali ditemukan permasalahan seperti 
variabel yang tidak stasioner, contohnya pada data-data ekonomi. 
Metode analisis yang memungkinkan yaitu dengan melakukan proses 
differencing pada data deret waktu sampai variabel stasioner, sehingga 
kemudian dapat dianalisis menggunakan VAR atau VARMA (Vector 
Autoregressive Moving Average), walaupun hasilnya kurang 
memuaskan. Oleh sebab itu, pendekatan yang dapat digunakan untuk 
menganalisis data deret waktu multivariat yang tidak stasioner salah 
satunya adalah analisis kointegrasi. Sebagai contoh, jika semua 
variabel dikumpulkan dalam sebuah vektor Yt=(Y1t,…,Ykt)’ dengan 
fungsi ekuilibrium jangka panjang β’Yt=β1Y1t+…+βkYkt=0, dengan  
β=( β1,…,βk)’. Secara umum, vektor  Yt  dikatakan terkointegrasi pada 
order (d,b) dengan Yt ~ CI(d,b), jika semua komponen dari Yt adalah 
I(d) dan terdapat kombinasi linier Zt=β’Yt  dengan β=( β1,…,βk)’ dan 
Zt adalah I(d-b). Sebagai contoh, jika Y1t dan Y2t tidak stasioner dan 
kombinasi linier (Y1t – β1Y2t) adalah stasioner, maka dua variabel 
tersebut terkointegrasi. 
Untuk menguji adanya kointegrasi dapat dilakukan dengan 
menggunakan metode uji Trace test, yaitu uji untuk mengukur jumlah 
vektor kointegrasi dalam data deret waktu dengan menggunakan 
pengujian rank kointegrasi.  
Hipotesis yang digunakan adalah sebagai berikut. 
H0: r (banyaknya rank kointegrasi) = 0  vs. 
H1: r (banyaknya rank kointegrasi) > 0 
Statistik uji yang digunakan adalah sebagai berikut. 
1
ˆ( ) ln(1 )
m
r ii r
T r n 
= +
= − −                        (2.21)  
Keterangan: 
i=1, 2, …, p 
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̂  : estimasi dari eigen value  
n : banyaknya observasi yang digunakan 
r  : rank kointegrasi  
m  : banyaknya variabel endogen  
Apabila nilai trace statistic lebih besar dari nilai kritis pada tingkat 
kepercayaan α (5%) atau nilai probabilitas lebih kecil dari 5% maka 
H0 ditolak yang artinya terjadi kointegrasi (Kirchgassner and Wolters, 
2007). 
  
2.8. Pendugaan Parameter VECM 
Pendugaan parameter model (2.24) dapat dilakukan dengan 
metode Maximum Likelihood Estimator (MLE), dengan asumsi bahwa 
sisaan 
t  menyebar normal ( ~ (0, )t N  ). Fungsi kepekatan peluang 
dari 




( ) exp ( )
2(2 )




                       (2.22) 
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t tf  










L( , ) (2 ) exp ( )
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          (2.24) 
Dimana 
t t tZ Y = −                 (2.25) 
1 1 1( ,..., , )t t t tY Y Y ECT− − −=               (2.26) 
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1( ,..., , )p ecta a a =                (2.27) 
Keterangan: 
𝜮𝒕  : matriks varian movarian berukuran 𝑚 × 𝑚  
t  : vektor sisaan berukuran 𝑚 × 1 
tZ : variabel endogen yang ada persamaan berukuran m × 1 
tY : variabel-variabel yang terdapat dalam persamaan  
 : parameter-parameter yang tetrdapat dalam persamaan 
n : banyaknya obeservasi  
 
𝑝 : lag optimum VECM  
Untuk mempermudah melakukan pendugaan parameter 
persamaan (2.27) diubah ke dalam bentuk natural logaritma menjadi 
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Pendugaan matriks koefisien A  dan Σ  dapat diperoleh dengan 
menurunkan persamaan (2.30) secara parsial terhadap parameter yang 
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
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      (2.31) 
2 2
ˆ 1
(( ) '( )) 0
ˆ ˆ2 2
ˆ (( ) '( ))
1ˆ ( ) '( )
t t t t
t t t t
t t t t
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Z Y Z Y
n Z Y Z Y
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2.9. Uji Signifikansi Parameter VECM 
Menurut Gujarati (2003), pengujian signifikansi parameter model 
(2.24) dapat dilakukan menggunakan uji t dengan parameter-
parameter yang diduga adalah sebagai berikut. 
• Parameter untuk model VECM  
𝐻0 ∶ ijka  = 0  vs. 𝐻1 ∶ ijka  ≠ 0   
untuk 𝑖 = 1,2,…,m ; j = 1,2,…,m ; k = 1,2,…,p 



































• Parameter untuk ECTt-1 
𝐻0 ∶ 0iecta =  vs. 𝐻1 ∶ 0iecta   









































Kriteria pengambilan keputusan dikatakan tolak  𝐻0 apabila statistik 
uji 𝑡 ≥ 𝑡𝛼/2,(n-m) atau p-value < α, dengan n adalah banyaknya observasi 
yang digunakan dan m adalah banyaknya variabel endogen pada data 
yang digunakan. 
2.10. Diagnostik Sisaan Model VECM 
Pemeriksaan diagnostik sisaan bertujuan untuk mengetahui 
terpenuhinya asumsi yang mendasari model. Terdapat dua pengujian 
dalam diagnostik sisaan model, yaitu uji non-autokorelasi dan uji 
normalitas.  
2.10.1. Uji Non-Autokorelasi  
Menurut Wei (2006), untuk melihat asumsi non-autokorelasi 
pada sisaan dapat dilakukan dengan melihat plot CCF dari sisaan. 
Diagnostik model juga dapat menggunakan uji Portmanteau, dengan 
hipotesis sebagai berikut. 
𝐻0 :𝜞(1) = ⋯ = 𝜞(𝑛) = 𝟎  (sisaan saling bebas)    vs.  
𝐻1 :𝜞(𝑖) ≠ 𝟎 untuk 1 ≤ 𝑖 ≤ 𝑛  (sisaan tidak saling bebas) 
Statsitik uji yang digunakan 
2 1 1
1










 Γ Γ Γ Γ                         (2.35) 
dengan 
1
1ˆ ( ) '
n









i=1, 2, …, p 
ˆ ( )iΓ : matriks kovarian sisaan   
tu  : vektor sisaan dari model  
p  : lag maksimum  
𝑚 : banyak variabel endogen  
n  : banyak data deret waktu  
Kaidah pengambilan keputusan dikatakan terima 𝐻0 apabila 
statistik uji 𝑄m lebih kecil 2
2
( )m n p

−
atau p-value > α yang berarti sisaan 
saling bebas, sehingga model layak digunakan. 
2.10.2. Uji Normalitas 
Menurut Johnson dan Wichen (2007), pengujian normalitas 
multivariat dengan menggunakan uji koefisien korelasi Q-Q plot 
dengan hipotesis sebagai berikut. 
𝐻0 : sisaan berdistribusi normal multivariat vs.  
𝐻1 : sisaan tidak berdistribusi normal multivariat  











x x q q
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q Z −= dan 
2
t tx d=  dimana 
2 1( ) ' (k) ( )t t t pd
−
+= − −Z Z Γ Z Z            
Keterangan: 
t=1, 2, …, n 
𝑟𝑄 : koefisien korelasi antara 𝑞𝑡 dan 𝑥𝑡  
𝑑2𝑡 : jarak mahalanobis  
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𝑟𝑄(𝛼,𝑇) : titik kritis Q-Q plot pada tabel uji koefisien korelasi untuk 
normalitas ( 2
n ) 
𝜞(𝑘)   : matriks kovarian  
Kriteria pengambilan keputusan terima 𝐻0  apabila 𝑟𝑄 > 𝑟𝑄(𝛼,𝑇), 
sehingga dapat disimpulkan bahwa sisaan model berdistribusi normal 
multivariat. 
2.11. Volatilitas 
Salah satu kegunaan analisis data deret waktu adalah untuk 
menemukan pola sistematis agar dapat disusun suatu model 
matematika yang dapat menjelaskan perilaku masa lalu dari deret 
tersebut serta meramalkan nilai yang akan datang dari deret tersebut, 
sehingga dapat mendukung proses pengambilan keputusan 
berdasarkan ketidakpastian. Pengalaman praktis menunjukkan data 
deret waktu memperlihatkan volatilitas pada setiap periodenya. 
Volatilitas merupakan besarnya nilai fluktuasi dari sebuah asset, 
misalnya pada nilai tukar mata uang, saham, obligasi dan lain-lain. 
Semakin besar volatilitas maka semakin besar pula kemungkinan 
mengalami keuntungan atau kerugian.  
Secara historis, tingkat dan volatilitas inflasi Indonesia lebih 
tinggi dibanding dengan negara-negara berkembang lain. Sementara 
negara-negara berkembang lain mengalami tingkat inflasi sebesar 3% 
hingga 5% persen per tahun pada periode 2005 – 2014, Indonesia 
memiliki rata-rata tingkat inflasi tahunan sekitar 8,5 persen dalam 
periode yang sama (http://www.indonesia- 
investments.com). Volatilitas return menjelaskan tingkat 
kecenderungan untuk berubah. Tingkat perubahan diukur dari berapa 
sering dan berapa lebar perubahan yang terjadi. Salah satu cara untuk 
mengukur volatilitas adalah dengan menggunakan standar deviasi. 
Standar deviasi yang menunjukkan standar perubahan 
merepresentasikan variansi. Variansi adalah perubahan keragaman 
data dibandingkan dengan data sebelumnya atau data acuan. Salah 
satu cara mengukur volatilitas adalah meggunakan GARCH/ARCH 





2.12. Uji Efek GARCH 
 Salah satu cara untuk mengetahui keberadaan efek Multivariate 
GARCH adalah dengan menggunakan uji Lagrange Multiplier (LM) 
(Lütkepohl, 2005). Uji LM tersebut membutuhkan model auxiliary 
seperti persamaan (2.38). 
0 1
( ' ) ( ' )
q
t t i t i t i ti
vech vech u    − −== + + β           (2.38) 
Keterangan: 
i=1, 2, …, p 
t  : vektor sisaan model berukuran 𝑚 × 1  
0 : vektor konstanta berukuran  (½)𝑚(𝑚 + 1) × 1  
iβ  : matriks konstanta berukuran (½)𝑚(𝑚 + 1) × 1/2𝑚(𝑚 + 1)  
tu  : vektor sisaan model berukuran (½)𝑚(𝑚 + 1) × 1  
𝑚  : banyaknya variabel  endogen 
 Jika semua i  bernilai nol maka dapat dikatakan bahwa sisaan 
tidak mengandung unsur Multivariate GARCH. 𝐿𝑀𝑀𝐴𝑅𝐶𝐻(𝑞) 





. Hipotesis yang digunakan adalah 
sebagai berikut.  
𝐻0: 1  = ⋯ = q  = 0  (tidak terdapat unsur Multivariate GARCH) vs. 
𝐻1: Paling sedikit ada satu i  ≠ 0 (terdapat unsur Multivariate 
GARCH)  
Statistik uji yang digunakan adalah sebagai berikut. 
1
0
1 ˆ ˆ(q) ( 1) ( )
2
MARCHLM nm m ntr vech
−= + − Σ Σ           (2.39) 
Keterangan: 
n    : banyaknya observasi yang digunakan 
m    : banyaknya variabel endogen 
23 
 
Σ̂    : matriks varian kovarian dari model berukuran 𝑚×𝑚 
 Keputusan hipotesis didasarkan apabila nilai statistik uji  





 pada taraf nyata α atau p-value dari statistik 
uji 𝐿𝑀𝑀𝐴𝑅𝐶𝐻(𝑞) ≥ α maka dapat dikatakan bahwa model tidak 
mengandung Multivariate GARCH. 
2.13. Model Multivariate GARCH 
 Salah satu asumsi yang harus dipenuhi dalam model VECM 
adalah memiliki sisaan yang homogen. Pada kondisi nyata, asumsi ini 
tidak selalu terpenuhi. Data deret waktu di bidang ekonomi dan 
finansial mengalami kenaikan dan penurunan yang tidak menentu. 
Kondisi ini mengindikasikan bahwa ragam pada data ekonomi dan 
finansial cenderung tidak konstan atau biasa disebut terdapat 
volatilitas.  
 Model Multivariate GARCH merupakan suatu model yang 
dapat menangani beberapa kasus secara bersamaan pada data deret 
waktu yang memiliki volatilitas tinggi. Menurut Lütkepohl (2005), 
dalam model Multivariate GARCH terdapat tiga representasi, yaitu 
representasi Baba, Engle, Kraft dan Kroner (BEKK), representasi 
Constant Conditional Correlation (CCC), serta representasi Dynamic 
Conditional Correlation (DCC). 
Pada penentuan representasi model Multivariate GARCH 
menurut Minović (2007), jika data memiliki korelasi yang hampir 
sama di setiap waktu, maka dapat menggunakan representasi CCC, 
sedangkan jika data memiliki korelasi yang sama di setiap waktu, 
maka dapat menggunakan representasi CCC.  
Representasi CCC pertama kali diperkenalkan oleh Bollerslev 
pada tahun 1990. Representasi CCC mengasumsikan bahwa korelasi 
tetap di setiap waktu. Adapun pemodelan CCC GARCH dituliskan 
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0α  : matriks konstanta berukuran  𝑚×𝑚 
𝜶𝒊 dan 𝜸𝒋 : matriks parameter model CCC Multivariate GARCH 
yang berukuran 𝑚×𝑚  
2
t i−ε  : matriks sisaan kuadrat berukuran 𝑚×𝑚  
tΣ  : matriks varian kovarian berukuran 𝑚×𝑚 
r dan s : lag maksimum pada GARCH 
Koefisien korelasi konstan (𝜌𝑖𝑗) pada dua variabel 𝑧𝑖 dan 𝑧𝑗 
didefinisikan sebagai berikut. 
( ) 0; ( ) 0i jE z E z= =                (2.41) 
2 2
(z )





E z E z
 =                (2.42) 
2.14. Pendugaan Parameter Model CCC GARCH(1,1) 
Menurut Lütkepohl (2005), ketika εt diasumsikan berdistribusi 
normal, maka dapat dituliskan fungsi log likelihood dari εt mengikuti 
persamaan (2.43). 
1





=                (2.43) 
dengan 
0 1 , 1( , ,... ,..., )m mvec=δ α α α γ γ merupakan parameter model 
GARCH yang tidak diketahui dan dapat dituliskan dalam bentuk 
persamaan (2.44).  
11 1ln ( ) ln 2 ln( ) '( )
2 2 2
t t t t t
n
l   −= − − −δ Σ Σ             (2.44) 
Karena ln(2𝜋) tidak termasuk parameter, maka fungsi log-likelihood 
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𝑡 = 1,2,…,n   
n   : banyaknya observasi yang digunakan 
𝜮𝒕  : matriks varian kovarian berukuran 𝑚×𝑚  
t   : vektor sisaan berukuran 𝑚×1  
Dengan menggunakan representasi CCC pada model 
GARCH(1,1), dihasilkan fungsi log-likelihood untuk sisaan sebagai 
berikut. 
2
0 1 1 1 11
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= − + + −
+ +
 α α ε γ Σ
α α ε γ Σ
                      (2.46) 
Pendugaan parameter diperoleh dengan cara mencari turunan 
parsial pertama terhadap setiap parameter dan disamadengankan nol 
seperti berikut. 
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+ + =
 Σ α α ε γ Σ
γ
Σ α α ε γ Σ
              (2.49) 
Penyelesaian dilakukan dengan iterasi karena persamaan yang 
didapatkan pada persamaan (2.47), (2.87) dan (2.49) tidak linier. Salah 
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satu metode iterasi yang dapat digunakan untuk menyelesaikan 
pendugaan parameter tersebut adalah metode Marquadt. 
2.15. Uji Signifikansi Parameter Model CCC GARCH(1,1) 
Pengujian signifikansi parameter model Multivariate GARCH 
dilakukan pada tiap elemen matriks. Menurut Gujarati (2003), 
pengujian signifikansi parameter model menggunakan uji 𝑡, dengan 
hipotesis 
𝐻0: 1ˆ b = 0 vs. 𝐻1: 1ˆ b  ≠ 0;  





















 = dan 1
2
ˆ b
S   diperoleh dari diagonal utama 
1 1't t − − .  
dan 
𝐻0: 1̂b  = 0 vs. 𝐻1: 1̂b ≠ 0   






















 = dengan 1
2
ˆ b
S  diperoleh dari diagonal utama 
𝜮𝒕−𝟏.  
Keterangan: 
𝑏 = 1,2,…,𝑚   
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1̂ dan 1̂  : nilai duga parameter Multivariate GARCH  
t  : vektor sisaan berukuran 𝑚×𝑚 
𝜮𝒕 : matriks varian kovarian berukuran 𝑚×𝑚  
n : banyaknya observasi yang digunakan 
m : banyaknya variabel  
Kriteria pengujian signifikansi parameter tolak 𝐻0 jika p-value < 
𝛼 atau terima 𝐻0 jika p-value ≥ 𝛼. 
2.16. Model VECM(1)-CCC GARCH(1,1) 
Model VECM-Multivariate GARCH merupakan model yang 
dapat digunakan pada data yang antar variabelnya memiliki hubungan 
dua arah sekaligus saling berkointegrasi serta memiliki ragam yang 
heterogen. Pemodelan Multivariate GARCH dilakukan setelah 
didapatkan model VECM. Representasi yang digunakan pada 
penelitian ini adalah CCC. Adapun model VECM(1)-CCC 
GARCH(1,1) adalah sebagai berikut. 
1( )
T
t t tY Y  − = +A                (2.52) 
1
t t tu
−=D                 (2.53) 
2
0 1 1 1t t t−= + +Σ α α ε γ Σ                                               (2.54) 
Keterangan: 
t=1, 2, …, n 
t : vektor sisaan berukuran m × 1 
,t i t=D               : matriks diagonal berukuran 𝑚×𝑚 dimana elemen 
diagonal utama adalah akar diagonal utama 
matriks tΣ  
1( ,..., ) 't t mtu u u= :vektor variabel acak yang bersifat non-




























































γ  : matriks parameter Multivariate GARCH  
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     : vektor berukuran k × 1 
1 1 1 1 2 2 1 1( ... )t t t m mtECT Y Y Y  − − − −= − − − −  
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A : matriks berukuran k × m 
m : banyaknya variabel endogen 
p  : lag VECM 
k = 2+mp 
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2.17. Diagnostik Model VECM(1)-CCC GARCH(1,1) 
Pengecekan kualitas model Multivariate GARCH adalah dengan 
mengestimasi nilai 1
t t tu
−=D . Model Multivariate GARCH dikatakan 
layak digunakan apabila 
t  bersifat non-autokorelasi dan menyebar 
normal multivariate (Lütkepohl, 2005). Adapun rumus untuk menguji 
non-autokorelasi dan normalitas sisaan tertera pada (2.35) dan (2.37). 
2.18. Tinjauan Non-Statistika 
2.18.1. Tingkat Inflasi 
Inflasi merupakan suatu proses meningkatnya harga-harga 
secara umum dan terus-menerus berkaitan dengan mekanisme pasar 
yang dapat disebabkan oleh berbagai faktor. Dengan kata lain, inflasi 
juga merupakan proses menurunnya nilai mata uang secara kontinu. 
Inflasi adalah proses dari suatu peristiwa, bukan tinggi-rendahnya 
tingkat harga. Artinya, tingkat harga yang dianggap tinggi belum tentu 
menunjukan inflasi. Inflasi adalah indikator untuk melihat tingkat 
perubahan, dan dianggap terjadi jika proses kenaikan harga 
berlangsung secara terus-menerus dan saling pengaruh-memengaruhi. 
Kebalikan dari inflasi disebut deflasi (http://bi.go.id). Inflasi dapat 
mengakibatkan berkurangnya investasi di suatu negara, etidakstabilan 
ekonomi, defisit neraca pembayaran, dan merosotnya tingkat 
kehidupan dan kesejahteraan masyarakat. Oleh karena hal tersebut 
inflasi merupakan sebuah fenomena moneter yang memiliki pengaruh 
luas kepada kondisi makro ekonomi sebuah negara sehingga inflasi 
harus dikendalikan agar tetap rendah dan stabil. Bank Indonesia 
mempunyai target inflasi sebagai bagian dari kebijakan moneter. 
Ekspektasi tersebut nantinya akan dijadikan dasar sebagai variabel 
ekonomi yang lain. 
2.18.2. Suku Bunga Kebijakan 
Salah satu kebijakan moneter yang dilakukan Bank Indonesia 
untuk menjaga tingkat inflasi adalah pengendalian tingkat suku bunga 
menggunakan BI Rate. Suku bunga Bank Indonesia (BI Rate) adalah 
suku bunga kebijakan yang mencerminkan sikap kebijakan moneter 
yang ditetapkan oleh Bank Indonesia dan diumumkan kepada publik. 
Namun, Bank Indonesia melakukan penguatan kerangka operasi 
moneter dengan mengimplementasikan suku bunga acuan atau suku 
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bunga kebijakan baru yaitu BI 7-day (Reverse) Repo Rate yang 
berlaku efektif sejak 19 Agustus 2016 menggantikan BI Rate 






3.1. Sumber Data 
Data deret waktu yang digunakan dalam penelitian ini berupa data 
sekunder. Data tersebut terdiri atas dua variabel, yaitu tingkat inflasi 
(Y1) dan suku bunga kebijakan (Y2). Berdasarkan variabel yang 
dibentuk, maka data yang digunakan dalam penelitian ini adalah data 
bulanan pada periode Juli 2005 sampai dengan Juli 2016 dari tingkat 
inflasi dan suku bunga kebijakan. Kedua data ini diperoleh dari Bank 
Indonesia yang dipublikasikan secara resmi di http://bi.go.id.  Data 
dapat dilihat pada Lampiran 1. 
 
3.2. Metode Analisis Data 
Langkah-langkah analisis pada data deret waktu penelitian ini 
dilakukan dengan pembentukan beberapa model. Pertama akan 
dijelaskan tahapan pemodelan VECM, kemudian dilanjutkan dengan 
diagnostik sisaan model VECM. Setelah itu dilakukan uji efek 
Multivariate GARCH. Kemudian dilakukan pemodelan ragam sisaan 
menggunakan model Multivariate GARCH dan dilanjut dengan 
diagnostik model Multivariate GARCH. Langkah-langkah analisis 
adalah sebagai berikut. 
1) Pembentukan Model VECM 
a. Membuat plot data deret waktu untuk Y1 dan Y2. 
b. Melakukan uji stasioneritas menggunakan statistik uji (2.2). Jika 
variabel belum stasioner, maka dilakukan differencing untuk 
menstasionerkan variabel. 
c. Menentukan lag optimum menggunakan persamaan (2.15). 
d. Melakukan uji kausalitas Granger dengan statistik uji (2.20) 
untuk melihat hubungan antar variabel. Jika terdapat hubungan 
dua arah antara Y1 dan Y2 maka dapat menggunakan pemodelan 
VAR atau VECM, jika hanya terdapat hubungan satu arah maka 
dapat menggunakan pemodelan deret waktu lainnya. 
e. Melakukan uji kointegrasi dengan metode Engle-Granger pada 
persamaan (2.21). Jika antar variabel saling berkointegrasi maka 
dapat menggunakan pemodelan VECM, jika tidak terdapat 




f. Melakukan pendugaan parameter berdasarkan persamaan 
(2.31).  
g. Melakukan pengujian signifikansi parameter pada model VECM 
menggunakan statistik uji (2.33) dan (2.34). 
h. Melakukan diagnostik sisaan model VECM menggunakan 
persamaan (2.35) untuk uji asumsi sisaan white noise dan 
persamaan (2.37) untuk uji asumsi sisaan berdistribusi normal 
multivariat. 
2) Pengujian Efek Multivariate GARCH  
a. Memeriksa sisaan model VECM untuk mengetahui ada tidaknya 
efek Multivariate GARCH menggunakan uji Lagrange 
Multiplier (LM) pada persamaan (2.39).  
b. Apabila terdapat efek Multivariate GARCH maka dilakukan 
pemodelan Multiavriate GARCH, namun apabila tidak terdapat 
efek Multivariate GARCH maka pemodelan dapat dihentikan 
pada model VECM.  
3) Pembentukan Model VECM(1)-CCC GARCH(1,1)   
a. Melakukan pendugaan parameter CCC GARCH(1,1) 
menggunakan persamaan (2.47), (2.48), dan (2.49).  
b. Melakukan pengujian signifikansi parameter model CCC 
GARCH(1,1) menggunakan statistic uji (2.50) dan (2.51).  
c. Pemodelan VECM(1)-CCC GARCH(1,1) berdasarkan 
persamaan (2.52), (2.53) dan (2.54).  
d. Menganalisis hubungan jangka panjang dan jangka pendek 
antara Y1 dan Y2 menggunakan persamaan (2.10) dan (2.24). 
e. Menganalisis volatilitas data Y1 dan Y2. 
f. Melakukan diagnostik sisaan pada model VECM(1)-CCC 
GARCH(1,1) dengan mengestimasi nilai 𝑡. Diagnostik sisaan 
menggunakan persamaan (2.35) untuk uji asumsi sisaan white 
noise dan persamaan (2.37) untuk uji asumsi sisaan berdistribusi 
normal multivariat.  




























Gambar 3.1 (lanjutan) 
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Pemodelan Ragam Sisaan 
dengan CCC GARCH (1,1)
Pendugaan dan Pengujian Signifikansi 
Parameter VECM-CCC GARCH (1,1)
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GARCH (1,1)













HASIL DAN PEMBAHASAN 
 
4.1. Plot Data Deret Waktu  
Identifikasi pola data merupakan langkah awal yang harus 
dilakukan sebelum melakukan analisis deret waktu. Hal ini bertujuan 
untuk mengetahi gambaran yang terjadi mengenai data tersebut. Salah 
satu cara untuk mengidentifikasi pola data adalah dengan membuat 
plot data.  
4.1.1. Plot Data Tingkat Inflasi 
Plot data deret waktu dari data Tingkat Inflasi (Y1) ditunjukkan 











Time Series Plot of Y1
 
Gambar 4.1. Plot Data Tingkat Inflasi (Y1) 
Berdasarkan plot data deret waktu pada Gambar 4.1, dapat 
diketahui bahwa tingkat inflasi cenderung fluktuatif yang dapat 
mengindikasikan data tingkat inflasi berpola non linier. Tingkat inflasi 
terendah dalam periode Juli 2005 hingga Juli 2016 adalah sebesar 
2,41% yang terjadi November 2009, sedangkan tingkat inflasi 
tertinggi dalam periode Juli 2005 hingga Juli 2016 adalah sebesar 
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18,38% yang terjadi pada November 2005. Selain itu, dari plot data 
deret waktu pada Gambar 4.1 dapat diketahui bahwa terdapat unsur 
trend turun pada data deret waktu dari tingkat inflasi yang dapat 
mengindikasikan data deret waktu tidak stasioner terhadap rata-rata.  
4.1.2. Plot Data Suku Bunga Kebijakan 
Plot data deret waktu dari data Suku Bunga Kebijakan (Y2) 
















Time Series Plot of Y2
 
Gambar 4.2. Plot Data Suku Bunga Kebijakan (Y2) 
Berdasarkan plot data deret waktu pada Gambar 4.2, dapat 
diketahui bahwa suku bunga kebijakan yang ditetapkan oleh Bank 
Indonesia bernilai sama untuk beberapa periode waktu tertentu seperti 
pada periode Agustus 2009 hingga Januari 2011 dan pada periode 
Februari 2012 hingga Maret 2013. Suku bunga kebijakan tertinggi 
yang ditetapkan oleh Bank Indonesia dalam periode Juli 2005 hingga 
Juli 2016 adalah sebesar 12,75% yang terjadi pada Desember 2005 
hingga April 2006, sedangkan suku bunga kebijakan terendah yang 
ditetapkan oleh Bank Indonesia dalam periode periode Juli 2005 
hingga Juli 2016 adalah sebesar 5,74% yang terjadi pada Februari 
2012 hingga Mei 2013. Selain itu, dari plot data deret waktu pada 
Gambar 4.2 dapat diketahui bahwa terdapat unsur trend turun pada 
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data deret waktu dari suku bunga kebijakan yang dapat 
mengindikasikan data deret waktu tidak stasioner terhadap rata-rata. 
4.2. Pengujian Stasioneritas Data Deret Waktu  
Sifat stasioneritas akan menjamin bahwa rata-rata dan ragam dari 
suatu data deret waktu pada masa lalu masih sama dengan rata-rata 
dan ragam dari data deret waktu tersebut pada masa kini maupun pada 
masa yang akan datang. Stasioneritas data deret waktu terbagi menjadi 
dua meliputi stasioneritas data deret waktu terhadap ragam dan 
stasioneritas data deret waktu terhadap rata-rata.  
4.2.1. Stasioneritas terhadap Rata-rata 
Pengujian stasioneritas terhadap rata-rata pada penelitian ini 
menggunakan uji Augmented Dickey-Fuller. Seperti pemeriksaan 
stasioneritas terhadap ragam, pengujian stasioneritas terhadap rata-
rata dilakukan terhadap masing-masing variabel. 
Berdasarkan persamaan 2.5, hipotesis yang digunakan adalah sebagai 
berikut. 
H0 : 𝛿 = 0 yaitu terdapat akar unit atau 𝑌𝑡 tidak stasioner vs. 
H1 : 𝛿 < 0 yaitu tidak terdapat akar unit atau 𝑌𝑡 stasioner 
1) Tingkat Inflasi 
Hasil dari uji Augmented Dickey-Fuller secara lengkap dapat 
dilihat pada Lampiran 2, berikut merupakan tabel ringkasan hasil uji 
Augmented Dickey-Fuller untuk variabel tingkat inflasi. 
Tabel 4. 1. Pengujian Stasioneritas terhadap Rata-rata untuk Variabel 
Tingkat Inflasi 
Data Statistik Uji t Nilai-p 
Level -2,652197 0,0856 
Pembedaan Pertama -6,797896 0,0000 
 
Berdasarkan ringkasan hasil uji Augmented Dickey-Fuller pada 
Tabel 4.1, statistik uji t yang dihasilkan dari data tingkat inflasi 
menghasilkan nilai-p sebesar 0,0856 yang lebih besar dari taraf nyata 
(α) 5% sehingga menghasilkan keputusan untuk menerima H0 yang 
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artinya data tingkat inflasi belum stasioner terhadap rata-rata. Oleh 
karena itu, dilakukan pembedaan pertama (first differencing) terhadap 
data tingkat inflasi. Setelah dilakukan pembedaan pertama, statistik uji 
t menghasilkan nilai-p nol yang lebih kecil dari taraf nyata (α) sebesar 
5% sehingga menghasilkan keputusan untuk menolak H0 yang artinya 
data tingkat inflasi stasioner terhadap rata-rata setelah pembedaan 
pertama (first differencing).  
2) Suku Bunga Kebijakan 
Hasil dari uji Augmented Dickey-Fuller secara lengkap dapat 
dilihat pada Lampiran 3, berikut merupakan tabel ringkasan hasil uji 
Augmented Dickey-Fuller untuk variabel suku bunga kebijakan.  
Tabel 4. 2. Pengujian Stasioneritas terhadap Rata-rata untuk Variabel 
Suku Bunga Kebijakan 
Data Statistik Uji t Nilai-p 
Level -2,251526  0,1894 
Pembedaan Pertama -4,408929  0,0005 
Berdasarkan ringkasan hasil uji Augmented Dickey-Fuller pada 
Tabel 4.2, statistik uji t yang dihasilkan dari data suku bunga kebijakan 
menghasilkan nilai-p sebesar 0,1894 yang lebih besar dari taraf nyata 
(α) 5% sehingga menghasilkan keputusan untuk menerima H0 yang 
artinya data suku bunga kebijakan belum stasioner terhadap rata-rata. 
Oleh karena itu, dilakukan pembedaan pertama (first differencing) 
terhadap data suku bunga kebijakan. Setelah dilakukan pembedaan 
pertama, statistik uji t menghasilkan nilai-p mendekati nol yang lebih 
kecil dari taraf nyata (α) sebesar 5% sehingga menghasilkan keputusan 
untuk menolak H0 yang artinya data suku bunga kebijakan stasioner 
terhadap rata-rata setelah pembedaan pertama (first differencing). 
 
4.2.2. Stasioneritas terhadap Ragam  
Stasioneritas deret waktu terhadap ragam dapat diperiksa 
dengan menduga nilai lambda yang bersesuaian dengan subbab 2.3.2. 
Apabila nilai lambda yang diduga dari suatu data deret waktu bernilai 
sama dengan satu, maka artinya data deret waktu telah stasioner 
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terhadap ragam dan sebaliknya. Plot nilai lambda untuk masing-
masing variabel tingkat inflasi dan variabel suku bunga kebijakan 
dapat dilihat pada Lampiran 4. Berikut merupakan tabel ringkasan dari 
kedua plot nilai lambda tersebut. 
Tabel 4. 3. Pemeriksaan Stasioneritas terhadap Ragam 
Variabel Nilai Lambda (λ) Keterangan 
Y1 0,00 Tidak Stasioner 
Y2 -2,00 Tidak Stasioner 
Berdasarkan Tabel 4.3, diketahui bahwa variabel tingkat inflasi 
dan variabel suku bunga kebijakan masing-masing menghasilkan nilai 
lambda sebesar 0 dan -2 yang artinya data deret waktu tingkat inflasi 
dan suku bunga kebijakan belum stasioner terhadap ragam. Sehingga 
dapat diindikasikan bahwa sisaan bersifat heteroskedastisitas dan 
dapat dimodelkan dengan metode ARCH/GARCH tanpa dilakukan 
transformasi Box-Cox terlebih dahulu. 
4.3. Penentuan Panjang lag VECM 
Identifikasi orde 𝑝 menggunakan skema MACF dan MPACF. 
Skema MACF dan MPACF secara lengkap disajikan pada Lampiran 5 
dan secara ringkas disajikan pada Tabel 4.4 dan Tabel 4.5.  
Tabel 4. 4. Skema MACF 
Variabel/Lag 0 1 2 3 4 5 6 7 8 9 10 
ΔY1 ++ ++ .+ .. .. .. .. .. .. .. .. 
ΔY2 ++ ++ .+ .+ .+ .. .. .. .. .. -- 
 
Tabel 4. 5. Skema MPACF  
Variabel/Lag 1 2 3 4 5 6 7 8 9 10 
ΔY1 .+ -. .. .. .. .. .. .. .. .. 
ΔY2 ++ -. .. .. .. .. .. .. .. -. 
 
Simbol (+) dan (-) menunjukkan adanya korelasi parsial. Skema 
MACF turun eksponensial, sehingga pada penelitian ini tidak 
dijelaskan secara lanjut mengenai Vector Moving Average (VMA(𝑞)). 
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Skema MPACF signifikan mulai lag ke 1 dan cut off pada lag ke 2, 
kondisi ini merupakan ciri dari Vector Autoregressive (VAR(𝑝)), 
sehingga orde 𝑝 untuk model VAR adalah 2. Panjang lag optimum 
VECM didapatkan dari panjang lag optimum model VAR dikurangi 
satu atau 𝑝-1 sehingga panjang lag VECM adalah 1 atau VECM(1). 
4.4. Uji Kausalitas Granger 
Pengujian kausalitas Granger dilakukan untuk mengetahui 
hubungan antar variabel endogen (hubungan satu arah atau dua arah). 
Hasil dari pengujian kausalitas Granger dengan time lag 3 secara 
lengkap dapat dilihat pada Lampiran 6 dan disajikan secara ringkas 
pada Tabel 4.6. Hipotesis untuk pengujian kausalitas Granger adalah 
sebagai berikut.  
 
Berdasarkan persamaan 2.16, hipotesis yang digunakan adalah sebagai 
berikut. 
𝐻0: 𝛼𝑖 = 0    vs.  𝐻1: 𝛼𝑖 ≠ 0   
 
Berdasarkan persamaan 2.17, hipotesis yang digunakan adalah sebagai 
berikut. 
𝐻0: 𝛿𝑗 = 0    vs.  𝐻1: 𝛿𝑗 ≠ 0   
Tabel 4. 6. Pengujian Kausalitas Granger 
Pengaruh Statistik Uji F Nilai-p 
ΔY2 terhadap ΔY1  20,2621 0,0000 
ΔY1 terhadap ΔY2  16,4541 0,0000 
Berdasarkan Tabel 4.4, didapatkan nilai-p untuk variabel Y1 dan Y2 
lebih kecil dari taraf nyata (α) 5%, sehingga dapat diputuskan untuk 
tolak 𝐻0 dan disimpulkan bahwa Y1 penyebab Granger bagi Y2 begitu 
sebaliknya Y2 penyebab Granger bagi Y1. Model persamaan kausalitas 
Granger antara Y1  dan Y2 adalah sebagai berikut. 
1 2, 1, 1
1 1
p p
i t i j t j t
i j
Y Y Y u − −
= =




 2 2, 1, 2
1 1
p p
i t i j t j t
i j
Y Y Y u − −
= =
= + +                 (4.2) 
4.5. Uji Kointegrasi 
Pengujian kointegrasi dilakukan untuk mengukur jumlah vektor 
kointegrasi dalam data deret waktu. Hasil dari pengujian kointegrasi 
dengan time lag 3, secara lengkap dapat dilihat pada Lampiran 7 dan 
disajikan secara ringkas pada Tabel 4.7. Berdasarkan persamaan 2.21, 
hipotesis yang digunakan adalah sebagai berikut. 
H0: r (banyaknya vektor kointegrasi) = 0  vs. 
H1: r (banyaknya vektor kointegrasi) > 0 
Tabel 4. 7. Pengujian Kointegrasi 
Statistik Uji Nilai-p 
 134,3295 0,0001 
Berdasarkan Tabel 4.7, didapatkan nilai-p lebih kecil dari taraf 
nyata (α) 5%, sehingga dapat diputuskan untuk tolak 𝐻0 dan 
disimpulkan bahwa Y1 dan Y2 memiliki hubungan kointegrasi. Hal ini 
menunjukkan kedua variabel memiliki hubungan jangka panjang 
sehingga dapat dimodelkan dengan metode VECM. 
4.6. Pendugaan dan Pengujian Signifikansi Parameter VECM 
Pendugaan parameter model VECM dilakukan dengan 
menggunakan metode Maximum Likelihood Estimation (MLE) 
menurut persamaan (2.31), sedangkan untuk pengujian signfikansi 
parameter model VECM menggunakan persamaan (2.33) dan 
persamaan (2.34). Nilai pendugaan dan pengujian signifikansi 
parameter model VECM secara lengkap ditampilkan pada Lampiran 8 
dan secara ringkas disajikan pada Tabel 4.8. Berdasarkan persamaan 
2.24, hipotesis untuk pengujian signifikansi parameter adalah sebagai 
berikut. 
• Parameter untuk model VECM  
𝐻0 ∶ ijka = 0  vs. 𝐻1 ∶ ijka ≠ 0   
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• Parameter untuk pengaruh jangka pendek 
𝐻0 ∶ 1 0ecta =  vs. 𝐻1 ∶ 1 0ecta   
Tabel 4. 8. Pendugaan dan Pengujian Signifikansi Parameter Model 
VECM(1) 
Parameter Nilai Duga Nilai-p Keputusan 
10a  0,000000 0,9412 Terima 𝐻0 
20a  0,000000 0,7702 Terima 𝐻0 
1,11a  0,148663 0,1847 Terima 𝐻0 
2,11a  0,054058 0,0003 Tolak 𝐻0 
1,21a  2,777198 0,0000 Tolak 𝐻0 
2,21a  0,646685 0,0000 Tolak 𝐻0 
0  0,038107 - - 
1  1,405797 - - 
 
Tabel 4. 9. Pendugaan dan Pengujian Signifikansi Parameter ECTt-1 
Parameter Statistik Uji Nilai-p Keputusan 
1ecta  -0,325245 0,0000 Tolak 𝐻0 
2ecta  -0,005828 0,6003 Terima 𝐻0 
Apabila nilai-p suatu parameter kurang dari α (0,05), maka 
diputuskan tolak 𝐻0 dan disimpulkan bahwa parameter tersebut 
berpengaruh signifikan Selain itu, berdasarkan Tabel 4.8, diketahui 
bahwa pada VECM(1), parameter yang signifikan adalah 1ecta , 2,11a , 
1,21a , dan 2,21a .  
4.7. Diagnostik Sisaan Model VECM(1) 
Diagnostik sisaan model meliputi pengujian asumsi non-
autokorelasi sisaan dan pengujian asumsi normalitas multivariat 
sisaan. Pengujian asumsi non-autokorelasi sisaan menggunakan uji 
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Portmanteau, sedangkan uji normalitas multivariat sisaan 
menggunakan koefisien korelasi Q-Q Plot. 
4.7.1. Uji Non-Autokorelasi  
Pengujian asumsi non-autokorelasi sisaan menggunakan uji 
Portmanteau. Pengujian ini dilakukan untuk mengetahui apakah 
model memenuhi asumsi non-autokorelasi sisaan atau tidak. Hasil 
pengujian secara lengkap dapat dilihat pada Lampiran 9 dan secara 
ringkas disajikan pada Tabel 4.10. Berdasarkan persamaan 2.35, 
hipotesis yang digunakan pada uji Portmanteau adalah sebagai 
berikut. 
𝐻0 :𝜞(1) = ⋯ = 𝜞(𝑛) = 𝟎  (sisaan saling bebas)    vs.  
𝐻1 :𝜞(𝑖) ≠ 𝟎 untuk 1 ≤ 𝑖 ≤ 𝑛  (sisaan tidak saling bebas) 
Tabel 4. 10. Uji Portmanteau Model VECM(1) 
Lags Statistik Uji Nilai-p 
2 12,86070 0,01197689 
3 15,07987 0,05761086 
4 16,25599 0,17979075 
5 22,38799 0,13109977 
6 22,97714 0,28991855 
7 26,79704 0,31400228 
8 33,92971 0,20319714 
9 43,92596 0,07797888 
10 51,83378 0,04247781 
11 57,87270 0,03345267 
Berdasarkan Tabel 4.10, diketahui bahwa pada model VECM, 
hampir seluruh nilai-p dari stastik uji Q lebih besar dari α (0,05), 
sehingga diputuskan untuk terima 𝐻0 dan disimpulkan bahwa model 
VECM memenuhi asumsi sisaan yang white noise atau non-
autokorelasi. 
 
4.7.2. Uji Normalitas 
Pengujian normalitas multivariat sisaan dilakukan 
menggunakan koefisien korelasi Q-Q Plot. Hasil pengujian normalitas 
multivariat sisaan disajikan secara lengkap pada Lampiran 10 dan 
secara ringkas disajikan pada Tabel 4.11 dengan hipotesis  
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𝐻0 : sisaan berdistribusi normal multivariat vs.  
𝐻1 : sisaan tidak berdistribusi normal multivariat  
Tabel 4. 11. Pengujian Koefisien Korelasi Q-Q Plot VECM(1) 
Model 𝑟𝑄 𝑟𝑄(𝛼,𝑇) Keputusan 
VECM(1) -0,3540949   0,98962 Tolak 𝐻0 
Berdasarkan Tabel 4.11, didapatkan koefisien korelasi Q-Q Plot 
yang kurang dari titik kritis, sehingga dapat diambil keputusan tolak 
𝐻0 dan dapat disimpulkan bahwa sisaan model VECM(1) tidak 
berdistribusi normal multivariat. Berdasarkan Q-Q Plot pada 
Lampiran 10, asumsi normalitas terlanggar karena diindikasikan 
terdapat pencilan pada data. 
4.8. Uji Efek GARCH 
Pemodelan VECM(1) memiliki plot sisaan yang masih 
mengandung volatilitas. Plot sisaan dari model VECM(1) dapat dilihat 
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Gambar 4.4. Plot Sisaan Model Rata-rata Y2  pada VECM(1) 
Berdasarkan Gambar 4.3 dan Gambar 4.4, dapat diketahui bahwa 
sisaan dari model VECM(1) berfluktuatif, hal tersebut dapat mengindikasikan 
terdapat unsur Multivariate GARCH. Oleh karena itu, dilakukan uji Lagrange 
Multiplier (LM) dengan taraf nyata 0,05 untuk mengetahui ada tidaknya unsur 
Multivariate GARCH. Hasil uji LM secara lengkap disajikan pada Lampiran 
11, serta secara ringkas disajikan pada Tabel 4.12. Berdasarkan persamaan 
2.38, hipotesis yang digunakan pada uji LM adalah sebagai berikut. 
H0: 0 = (tidak terdapat proses ARCH(p) dan GARCH(p,q)) 
H1: 0  (terdapat proses ARCH(p) dan GARCH(p,q)) 
Tabel 4. 12. Uji Lagrange Multiplier 
Variabel Statistik Uji Nilai-p 
Y1 6,308254 0,7887 
Y2 34,13973 0,0002 
Berdasarkan Tabel 4.8, didapatkan nilai-p kurang dari α (0,05) 
pada variabel Y2, sehingga dapat diambil keputusan tolak 𝐻0 dan dapat 
disimpulkan bahwa terdapat unsur Multivariate GARCH di sisaan 
model VECM(1). Setelah mengetahui bahwa model VECM(1) terdapat 
unsur Multivariate GARCH, dapat ditentukan representasi MGARCH 
berdasarkan koefisien korelasi konstan. Pada data ini, koefisien 
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korelasi sama di setiap waktunya (0,216) sehingga pada penelitian ini 
digunakan representasi Constant Conditional Correlation pada 
Multivariate GARCH. 
4.9. Pendugaan dan Pengujian Signifikansi Parameter Model 
VECM(1)-CCC GARCH(1,1) 
Model VECM yang digunakan adalah VECM(1). Model VECM 
tersebut memiliki unsur Multivariate GARCH, sehingga pemodelan 
VECM dilanjut ke model Multivariate GARCH dengan representasi 
CCC. Model VECM(1)-CCC GARCH dibagi ke dalam tiga model, 
yakni model rata-rata, model sisaan dan model ragam sisaan. Nilai 
duga dan uji signifikansi parameter model VECM dapat dilihat pada 
Lampiran 12 dan secara ringkas dapat dilihat pada Tabel 4.13.  
• Parameter untuk model VECM pada persamaan 2.24 
𝐻0 ∶
ia  = 0  vs. 𝐻1 ∶ ia  ≠ 0   
• Parameter CCC GARCH pada persamaan 2.40 
𝐻0 : 𝛼1𝑏 = 0 vs. 𝐻1: 𝛼1𝑏 ≠ 0 
𝐻0 : 𝛾1𝑏 = 0  vs. 𝐻1: 𝛾1𝑏 ≠ 0 
Tabel 4.13. Pendugaan dan Pengujian Signifikansi Parameter Model 
VECM(1)-CCC GARCH(1,1) 
Parameter Nilai Duga Nilai-p Keputusan 
1ecta  -0,198053 0,0000 Tolak 𝐻0 
2ecta  0,007164 0,1578 Terima 𝐻0 
10a  0,000000 0,8687 Terima 𝐻0 
20a  0,000000 0,8018 Terima 𝐻0 
1,11a  
0,389069 0,0001 Tolak 𝐻0 
2,11a  
0,047292 0,0000 Tolak 𝐻0 
1,21a  
2,091944 0,0000 Tolak 𝐻0 
2,21a  
0,566932 0,0000 Tolak 𝐻0 
011̂  




0,00000 0,0000 Tolak 𝐻0 
012̂  
0,245514 0,0342 Tolak 𝐻0 
11̂  
1,493757 0,0000 Tolak 𝐻0 
12̂  
0,589915 0,0175 Tolak 𝐻0 
11̂  
0,164288 0,8090 Terima 𝐻0 
12̂  
0,116350 0,6196 Terima 𝐻0 
 
Apabila nilai-p suatu parameter kurang dari α, maka diputuskan 
tolak 𝐻0 dan disimpulkan bahwa parameter tersebut signifikan. 
Berdasarkan Tabel 4.13, diketahui bahwa pada VECM(1)-CCC 
GARCH(1,1), parameter yang signifikan adalah 
1ecta , 1,11a , 2,11a , 
1,12a , 1,21a , 2,21a , 011̂ , 022̂ , 012̂ , 111̂ , 122̂ . Model VECM(1)-
CCC GARCH(1,1) dapat dituliskan sebagai berikut. 
1) Model rata-rata yang menghubungkan sifat keseimbangan jangka 
panjang dengan sifat dinamis pada jangka pendek dalam bentuk 
matriks pada persamaan (4.3) serta dalam bentuk non matriks pada 
persamaan (4.4) dan (4.5). 
10 1 1,11 1,21 1,1 1
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 −       = +            
 
 
         (4.3) 
 
1,t 1 1,t 1 2,t 1 1,0,1981 0,3891 2,0919t tY ECT Y Y − − − = − +  +  +              (4.4) 
2,t 1 1,t 1 2,t 1 2,t0,0072 0,0473 0,5669tY ECT Y Y − − − = +  +  +              (4.5) 
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a. Ketika terjadi ketidakseimbangan pada jangka pendek, tingkat 
inflasi akan cenderung turun untuk merespon ketidakseimbangan 
tersebut, dimana sekitar 19,81% ketidakseimbangan yang terjadi 
akan dikoreksi pada tiap bulannya sehingga dibutuhkan waktu 
5,04 (100/19,81) atau sekitar 5 bulan sampai kondisi equilibrium 
tercapai. 
b. Setiap 1% kenaikan laju perubahan tingkat inflasi pada satu bulan 
sebelumnya akan meningkatkan 0,38% laju perubahan tingkat 
inflasi pada bulan tertentu. 
c. Setiap 1% kenaikan laju perubahan suku bunga kebijakan pada 
satu bulan sebelumnya akan meningkatkan 2,09% laju perubahan 
tingkat inflasi pada bulan tertentu. 
d. Ketika terjadi ketidakseimbangan pada jangka pendek, suku 
bunga kebijakan akan cenderung naik untuk merespon 
ketidakseimbangan tersebut, dimana sekitar 0,72% 
ketidakseimbangan yang terjadi akan dikoreksi pada tiap bulannya 
sehingga dibutuhkan waktu 138,88 (100/0,72) atau sekitar 11 – 12 
tahun sampai kondisi equilibrium tercapai.  
e. Setiap 1% kenaikan laju perubahan tingkat inflasi pada satu bulan 
sebelumnya akan meningkatkan 0,05% laju perubahan suku bunga 
kebijakan pada bulan tertentu. 
f. Setiap 1% kenaikan laju perubahan suku bunga kebijakan pada 
satu bulan sebelumnya akan meningkatkan 0,57% laju perubahan 
suku bunga kebijakan pada bulan tertentu. 
 
2) Model sisaan dalam bentuk matriks pada persamaan (4.6) serta 
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               (4.6) 
1/2
1,t 11, 1,t tu =                  (4.7) 
1/2
2,t 22, 2,t tu =                  (4.8) 
3) Model ragam sisaan dalam bentuk matriks pada persamaan (4.9) 
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0,0000 0,2455 1,4938 0
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11, 11, 11,4938 0,1643tt t  − −= +              (4.10) 
22, 1
2
22, 22, 10,5899 0,1164tt t  − −= +              (4.11) 
a. Ragam sisaan dari model rata-rata perubahan tingkat inflasi pada 
bulan tertentu dipengaruhi oleh sisaan kuadrat dan ragam sisaan 
itu sendiri pada satu bulan sebelumnya. 
b. Ragam sisaan dari model rata-rata perubahan suku bunga 
kebijakan pada bulan tertentu dipengaruhi oleh sisaan kuadrat dan 
ragam sisaan itu sendiri pada satu bulan sebelumnya. 
 
4.10. Diagnostik Sisaan Model VECM(1)-CCC GARCH(1,1) 
Diagnostik sisaan model meliputi pengujian asumsi non 
autokorelasi dan pengujian asumsi normalitas multivariat sisaan. 
Pengecekan kualitas model Multivariate GARCH adalah dengan 
mengestimasi nilai 1t t tu −= D  yang dapat dilihat pada Lampiran 13. 
Pengujian asumsi non autokorelasi sisaan menggunakan uji 
Portmanteau, sedangkan pengujian normalitas multivariat sisaan 
menggunakan koefisien korelasi Q-Q Plot. 
4.10.1. Uji Non-Autokorelasi 
Pengujian asumsi non-autokorelasi sisaan menggunakan uji 
Portmanteau. Pengujian ini dilakukan untuk mengetahui apakah 
model memenuhi asumsi non-autokorelasi sisaan atau tidak. Hasil 
pengujian secara lengkap dapat dilihat pada Lampiran 14 dan secara 
ringkas disajikan pada Tabel 4.14. Berdasarkan persamaan 2.35, 




𝐻0 :𝜞(1) = ⋯ = 𝜞(𝑛) = 𝟎  (sisaan saling bebas)    vs.  
𝐻1 :𝜞(𝑖) ≠ 𝟎 untuk 1 ≤ 𝑖 ≤ 𝑛  (sisaan tidak saling bebas) 
Tabel 4. 14. Uji Portmanteau Model VECM(1)-CCC GARCH(1,1) 
Lags Statistik Uji Nilai-p 
5 12,86070   0,01197689 
6 15,07987   0,05761086 
7 16,25599 0,17979075 
8 22,38799 0,13109977 
9 22,97714 0,28991855 
10 26,79704 0,31400228 
11 33,92971 0,20319714 
12 43,92596 0,07797888 
13 51,83378 0,04247781 
14 57,87270 0,03345267 
 
Berdasarkan Tabel 4.14, diketahui bahwa pada model VECM(1)-
CCC GARCH(1,1), hampir seluruh nilai-p dari stastik uji Q lebih besar 
dari α (0,05), sehingga diputuskan untuk terima 𝐻0 dan disimpulkan 
bahwa model VECM dan model CCC GARCH memenuhi asumsi 
sisaan non-autokorelasi. 
 
4.10.2. Uji Normalitas 
 Pengujian normalitas multivariat sisaan dilakukan 
menggunakan koefisien korelasi Q-Q Plot. Hasil pengujian normalitas 
multivariat sisaan disajikan secara lengkap pada Lampiran 15 dan 
secara ringkas disajikan pada Tabel 4.15 dengan hipotesis sebagai 
berikut. 
 
𝐻0 : sisaan berdistribusi normal multivariat vs.  
𝐻1 : sisaan tidak berdistribusi normal multivariat  
Tabel 4.15. Pengujian Koefisien Korelasi Q-Q Plot VECM(1)-CCC 
GARCH(1,1)  
Model 𝑟𝑄 𝑟𝑄(𝛼,𝑇) Keputusan 
VECM(1)-CCC 
GARCH(1,1) 




 Berdasarkan Tabel 4.15, didapatkan koefisien korelasi Q-Q Plot 
yang kurang dari titik kritis, sehingga dapat diambil keputusan tolak 
𝐻0 dan dapat disimpulkan bahwa sisaan model VECM(1)-CCC 
GARCH(1,1) tidak berdistribusi normal multivariat. Berdasarkan Q-Q 
Plot pada Lampiran 15, asumsi normalitas terlanggar karena 
diindikasikan terdapat pencilan pada data. 
 
4.11. Analisis Pengaruh Jangka Panjang, Jangka Pendek, dan 
Volatilitas. 
4.11.1. Analisis Pengaruh Jangka Pendek 
Berdasarkan persamaan (4.4) dan (4.5), maka dapat dibentuk 
model dinamis jangka pendek seperti berikut. 
1) Model tingkat inflasi 
1, 1, 1 2, 1 1, 1 2, 1 1,
1, 1, 1 1, 1 2, 1 1, 1, 1 2, 2, 1 1,
1,
0,1981( 1,4058 0,0381) 0,3891 2,0919
( ) 0,1981 0,2785 0,0075 0,3891 0,3891 2,0919 2,0919
(1 0,3891) 0,0075 ( 0
t t t t t t
t t t t t t t t t
t
Y Y Y Y Y




− − − −
− − − − −
 = − − + +  +  +
− = − + − + − + − +
− = − + − 1, 1 2, 2, 1 1,
1, 1, 1 2, 2, 1 1,
,1981 1 0,3891) 2,0919 (0,2785 2,0919)
0,6109 0,0075 0,4128 2,0919 1,8134
t t t t
t t t t t
Y Y Y





+ − + + − +
= − + + − +
 
1, 1, 1 2, 2, 1 1,0,0123+0,6757 3,4243 2,9684t t t t tY Y Y Y − −= − + − +  (4.12) 
a. Setiap 1% kenaikan tingkat inflasi pada satu bulan sebelumnya 
akan meningkatkan 0,68% tingkat inflasi pada bulan tertentu. 
b. Setiap 1% kenaikan suku bunga kebijakan pada bulan tertentu 
akan meningkatkan 3,42% tingkat inflasi pada bulan tersebut. 
c. Setiap 1% kenaikan suku bunga kebijakan pada satu bulan 
sebelumnya akan menurunkan 2,97% tingkat inflasi pada bulan 
tertentu. 
2) Model suku bunga kebijakan 
2 1, 1 2, 1 1 2 2,
2, 2, 1 1, 1 2, 1 1, 1, 1 2, 2, 1 2,
2,
0,0072( 1,4058 0,0381) 0,0473 0,5669
( ) 0,0072 0,0101 0,0003 0,0473 0,0473 0,5669 0,5669
(1 0,5669) 0,0003 (1 0,0101 0,5669
t t t
t t t t t t t t t
t
Y Y Y Y Y





− − − − −
 = − + +  +  +
− = − + + − + − +
− = + − − 2, 1 1, 1, 1 2,
2, 2, 1 1, 1, 1 2,
) 0,0473 ( 0,0072 0,0473)
0,4331 0,0003 0,4230 0,0473 0,0545
t t t t
t t t t t
Y Y Y





+ + − − +
= + + − +
 
2, 2, 1 1, 1, 1 2,0,0007 0,9767 0,1092 0,1258t t t t tY Y Y Y − −= + + − + (4.13) 
a. Setiap 1% kenaikan suku bunga kebijakan pada satu bulan 
sebelumnya akan meningkatkan 0,98% suku bunga kebijakan 
pada bulan tertentu. 
b. Setiap 1% kenaikan tingkat inflasi pada bulan tertentu akan 
meningkatkan 0,11% suku bunga kebijakan pada bulan tersebut. 
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c. Setiap 1% kenaikan tingkat inflasi pada satu bulan sebelumnya 
akan menurunkan 0,13% suku bunga kebijakan pada bulan 
tertentu. 
 
4.11.2. Analisis Pengaruh Jangka Panjang 
Pemodelan keseimbangan jangka panjang tingkat inflasi (Y1) 
dan suku bunga kebijakan (Y2) dibentuk dengan mengabaikan 
dinamika dan fluktuasi pada persamaan (4.12) dan (4.13), sehingga
1,t 1,t 1 1 *Y Y Y−= =
, 
2,t 2,t 1 2 *Y Y Y−= =
, 
1,t 2,t 0 = =  
1) Model tingkat inflasi 
1, 1, 1 2, 2, 1 1,




* 0,0123+0,6757 * 3,4243 * 2,9684 *
(1 0,6757) * 0,0123 (3,4243 2,9684) *
0,3243 * 0,0123 0,4559 *
t t t t tY Y Y Y
Y Y Y Y
Y Y
Y Y
− −= − + − +
= − + −
− = − + −
= − +
 
1 2* 0,0379 1,4058 *Y Y= − +              (4.14) 
Berdasarkan persamaan (4.14), setiap 1% kenaikan suku 
bunga kebijakan akan meningkatkan 1,41% tingkat inflasi secara 
jangka panjang. 
2) Model suku bunga kebijakan 
2, 2, 1 1, 1, 1 2,
2 2 1 1
2 1
2 1
0,0007 0,9767 0,1092 0,1258
* 0,0007 0,9767 * 0,1092 * 0,1258 *
(1 0,9767) * 0,0007 (0,1902 0,1258) *
0,0233 * 0,0007 0,0644 *
t t t t tY Y Y Y
Y Y Y Y
Y Y
Y Y
− −= + + − +
= + + −
− = + −
= +
 
2 1* 0,0300 2,7639 *Y Y= +                           (4.13) 
Berdasarkan persamaan (4.13), setiap 1% kenaikan tingkat 
inflasi akan meningkatkan 2,76% suku bunga kebijakan secara 
jangka panjang. 
4.11.3. Analisis Volatilitas 
Volatilitas data dapat dianalisis menggunakan plot sisaan 
model rata-rata tingkat inflasi (Y1) dan suku bunga kebijakan (Y2). Plot 
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sisaan model rata-rata tingkat inflasi (Y1) dan suku bunga kebijakan 








05 06 07 08 09 10 11 12 13 14 15 16
RESID01 RESID02  
Gambar 4.5. Plot Sisaan Model Rata-Rata Y1 dan Y2 pada VECM-CCC GARCH(1,1) 
Berdasarkan Gambar 5.1, dapat dilihat bahwa sisaan model rata-
rata tingkat inflasi (RESID01) lebih berfluktuatif dibandingkan 
dengan sisaan model rata-rata suku bunga kebijakan (RESID02) 
sehingga Bank Indonesia lebih sulit untuk mengantisipasi 
kemungkinan terburuk yang akan terjadi. Pada model tingkat inflasi 
sisaan berfluktuasi pada periode pertengahan 2006 sampai awal 2007. 
Hal ini sejalan dengan pemberitaan pada tahun 2006, penurunan 
berturut-turut BI rate terbesar sepanjang sejarah terjadi pada periode 











5.1. Kesimpulan  
Kesimpulan yang diperoleh dari penelitian ini adalah sebagai 
berikut. 
1)  Model VECM(1)-CCC GARCH(1,1) 
a. Laju perubahan tingkat inflasi bulan tertentu dipengaruhi oleh laju 
perubahan tingkat inflasi satu bulan sebelumnya dan laju 
perubahan suku bunga kebijakan satu bulan sebelumnya. 
b. Laju perubahan suku bunga kebijakan bulan tertentu dipengaruhi 
oleh laju perubahan suku bunga kebijakan satu bulan sebelumnya 
dan laju perubahan tingkat inflasi satu bulan sebelumnya. 
c. Ragam sisaan dari model rata-rata perubahan tingkat inflasi pada 
bulan tertentu dipengaruhi oleh sisaan kuadrat dan ragam sisaan 
itu sendiri pada satu bulan sebelumnya. 
d. Ragam sisaan dari model rata-rata perubahan suku bunga 
kebijakan pada bulan tertentu dipengaruhi oleh sisaan kuadrat dan 
ragam sisaan itu sendiri pada satu bulan sebelumnya. 
 
2) Model dinamis jangka pendek dan model keseimbangan jangka 
panjang. 
a. Tingkat inflasi pada  bulan tertentu dipengaruhi tingkat inflasi 
pada satu bulan sebelumnya, suku bunga kebijakan  pada bulan 
tersebut, dan suku bunga kebijakan pada satu bulan sebelumnya. 
b. Suku bunga kebijakan pada  bulan tertentu dipengaruhi suku 
bunga kebijakan pada satu bulan sebelumnya, tingkat inflasi  pada 
bulan tersebut, dan tingkat inflasi pada satu bulan sebelumnya. 
c. Secara jangka panjang tingkat inflasi dan suku bunga kebijakan 
saling mempengaruhi secara positif. 
 
3) Besar penyesuaian mengenai model untuk mengoreksi 
ketidakseimbangan dalam jangka pendeknya. 
a. Ketika terjadi ketidakseimbangan pada jangka pendek, tingkat 
inflasi akan cenderung turun untuk merespon ketidakseimbangan 
tersebut, dimana sekitar 19,81% ketidakseimbangan yang terjadi 
akan dikoreksi pada tiap bulannya sehingga dibutuhkan waktu 
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5,04 (100/19,81) atau sekitar 5 bulan sampai kondisi equilibrium 
tercapai. 
b. Ketika terjadi ketidakseimbangan pada jangka pendek, suku 
bunga kebijakan akan cenderung naik untuk merespon 
ketidakseimbangan tersebut, dimana sekitar 0,72% 
ketidakseimbangan yang terjadi akan dikoreksi pada tiap bulannya 
sehingga dibutuhkan waktu 138,88 (100/0,72) atau sekitar 11 – 12 
tahun sampai kondisi equilibrium tercapai.  
4) Tingkat inflasi lebih berfluktuatif dibandingkan dengan suku 
bunga kebijakan sehingga Bank Indonesia lebih sulit untuk 
mengantisipasi kemungkinan terburuk yang akan terjadi. Hal ini 
berarti bahwa salah satu kebijakan moneter Bank Indonesia untuk 
menjaga tingkat inflasi dengan pengendalian tingkat suku bunga 
sudah tepat. 
5.2. Saran 
Saran yang dapat diberikan untuk penelitian selanjutnya antara 
lain: 
1. Dalam penelitian ini terdapat pelanggaran asumsi normalitas 
multivariat pada sisaan model sehingga dapat dilakukan 
identifikasi outlier pada model yang tidak memenuhi asumsi 
normalitas sisaan dan dilanjutkan dengan pemodelan outlier. 
2. Dalam penelitian ini hanya bertujuan untuk menjelaskan 
hubungan jangka panjang dan jangka pendek sehingga model 
yang digunakan adalah model penuh (model yang terdiri atas 
parameter signifikan dan tidak signifikan), jika peneliti 
selanjutnya ingin melakukan peramalan maka diharapkan dapat 
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Lampiran 1. Data Tingkat Inflasi (Y1) dan Suku Bunga Kebijakan 
(Y2) bulan Juli 2005 sampai dengan Juli 2016 
Periode Y1 Y2 
Jul-05 7.84% 8.50% 
Aug-05 8.33% 8.75% 
Sep-05 9.06% 10.00% 
Oct-05 17.89% 11.00% 
Nov-05 18.38% 12.25% 
Dec-05 17.11% 12.75% 
Jan-06 17.03% 12.75% 
Feb-06 17.92% 12.75% 
Mar-06 15.74% 12.75% 
Apr-06 15.40% 12.75% 
May-06 15.60% 12.50% 
Jun-06 15.53% 12.50% 
Jul-06 15.15% 12.25% 
Aug-06 14.90% 11.75% 
Sep-06 14.55% 11.25% 
Oct-06 6.29% 10.75% 
Nov-06 5.27% 10.25% 
Dec-06 6.60% 9.75% 
Jan-07 6.26% 9.50% 
Feb-07 6.30% 9.25% 
Mar-07 6.52% 9.00% 
Apr-07 6.29% 9.00% 
May-07 6.01% 8.75% 
Jun-07 5.77% 8.50% 
… … … 
… … … 
… … … 
Oct-14 4.83% 7.50% 
Nov-14 6.23% 7.75% 
Dec-14 8.36% 7.75% 
Jan-15 6.96% 7.75% 
Feb-15 6.29% 7.50% 
Mar-15 6.38% 7.50% 
Apr-15 6.79% 7.50% 
May-15 7.15% 7.50% 
Jun-15 7.26% 7.50% 
Jul-15 7.26% 7.50% 
Aug-15 7.18% 7.50% 
Sep-15 6.83% 7.50% 
Oct-15 6.25% 7.50% 
Nov-15 4.89% 7.50% 
Dec-15 3.35% 7.50% 
Jan-16 4.14% 7.25% 
Feb-16 4.42% 7.00% 
Mar-16 4.45% 6.75% 
Apr-16 3.60% 6.75% 
May-16 3.33% 6.75% 
Jun-16 3.45% 6.50% 




Lampiran 2. Uji Stasioneritas Rata-rata Tingkat Inflasi 
Null Hypothesis: Y1 has a unit root  
Exogenous: Constant   
Lag Length: 12 (Automatic - based on SIC, maxlag=12) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -2.652197  0.0856 
Test critical values: 1% level  -3.485586  
 5% level  -2.885654  
 10% level  -2.579708  
     
     
*MacKinnon (1996) one-sided p-values.  
 
 
Null Hypothesis: D(Y1) has a unit root  
Exogenous: Constant   
Lag Length: 11 (Automatic - based on SIC, maxlag=12) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -6.797896  0.0000 
Test critical values: 1% level  -3.485586  
 5% level  -2.885654  
 10% level  -2.579708  
     
     





Lampiran 3. Uji Stasioneritas Rata-rata Suku Bunga Kebijakan 
Null Hypothesis: Y2 has a unit root  
Exogenous: Constant   
Lag Length: 1 (Automatic - based on SIC, maxlag=12) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -2.251526  0.1894 
Test critical values: 1% level  -3.480818  
 5% level  -2.883579  
 10% level  -2.578601  
     
     
*MacKinnon (1996) one-sided p-values.  
 
 
Null Hypothesis: D(Y2) has a unit root  
Exogenous: Constant   
Lag Length: 0 (Automatic - based on SIC, maxlag=12) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -4.408929  0.0005 
Test critical values: 1% level  -3.480818  
 5% level  -2.883579  
 10% level  -2.578601  
     
     





















































Lampiran 5. Syntax beserta Skema MACF dan MPACF 
*Import data; 
proc import out=work.varimax datafile=' C://SKRIPSI 







proc print data=varimax; 
run; 
 
*Identifikasi model VARIMA ; 
proc varmax data=varimax; 
model Y1 Y2/ lagmax=10 






















Lampiran 6. Uji Kausalitas Granger 
Pairwise Granger Causality Tests 
Date: 06/25/19   Time: 21:37 
Sample: 2005M07 2016M07 
Lags: 1   
    
     Null Hypothesis: Obs F-Statistic Prob.  
    
     DY2 does not Granger Cause DY1  131  20.2621 2.E-05 
 DY1 does not Granger Cause DY2  16.4501 9.E-05 
    





Lampiran 7. Uji Kointegrasi 
Date: 06/25/19   Time: 21:55   
Sample (adjusted): 2005M10 2016M07   
Included observations: 130 after adjustments  
Trend assumption: Linear deterministic trend  
Series: DY1 DY2     
Lags interval (in first differences): 1 to 1  
     
Unrestricted Cointegration Rank Test (Trace)  
     
     Hypothesized  Trace 0.05  
No. of CE(s) Eigenvalue Statistic Critical Value Prob.** 
     
     None *  0.564223  134.3295  15.49471  0.0001 
At most 1 *  0.183460  26.34831  3.841466  0.0000 
     
      Trace test indicates 2 cointegrating eqn(s) at the 0.05 level 
 * denotes rejection of the hypothesis at the 0.05 level 








Lampiran 8. Pendugaan dan Pengujian Signifikansi Parameter 
VECM(1) 
 
System: UNTITLED   
Estimation Method: Full Information Maximum Likelihood (Marquardt) 
Date: 06/25/19   Time: 22:21   
Sample: 2005M09 2016M07   
Included observations: 131   
Total system (balanced) observations 262  
Convergence achieved after 45 iterations  
     
      Coefficient Std. Error z-Statistic Prob.   
     
     C(1) -0.325245 0.068999 -4.713764 0.0000 
C(2) 0.148663 0.112085 1.326350 0.1847 
C(3) 2.777198 0.218888 12.68776 0.0000 
C(4) 8.28E-05 0.001124 0.073715 0.9412 
C(5) -0.005828 0.011123 -0.523987 0.6003 
C(6) 0.054058 0.014785 3.656360 0.0003 
C(7) 0.646685 0.090147 7.173674 0.0000 
C(8) -5.49E-05 0.000188 -0.292164 0.7702 
     
     Log likelihood 1069.066 Schwarz criterion -16.02389 
Avg. log likelihood 4.080404 Hannan-Quinn criter. -16.12813 
Akaike info criterion -16.19948    
Determinant residual covariance 2.80E-10   
     
          
Equation: D(Y1) = C(1)*( Y1(-1) - 1.40579690826*Y2(-1) + 0.038106512298 
        3 ) + C(2)*D(Y1(-1)) + C(3)*D(Y2(-1)) + C(4) 
Observations: 131   
R-squared 0.346135    Mean dependent var -0.000391 
Adjusted R-squared 0.330689    S.D. dependent var 0.012850 
S.E. of regression 0.010513    Sum squared resid 0.014035 
Durbin-Watson stat 1.872912    
     
Equation: D(Y2) = C(5)*( Y1(-1) - 1.40579690826*Y2(-1) + 0.038106512298 
        3 ) + C(6)*D(Y1(-1)) + C(7)*D(Y2(-1)) + C(8) 
Observations: 131   
R-squared 0.606805    Mean dependent var -0.000172 
Adjusted R-squared 0.597517    S.D. dependent var 0.002653 
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Lampiran 8. (lanjutan) 
 
S.E. of regression 0.001683    Sum squared resid 0.000360 
Durbin-Watson stat 1.818554    
     
     
 
 
Wald Test:   
System: Untitled  
    
    Test Statistic Value df Probability 
    
    Chi-square  160.9792  1  0.0000 
    
        
Null Hypothesis: C(3)=0  
 
 
Wald Test:   
System: Untitled  
    
    Test Statistic Value df Probability 
    
    Chi-square  13.36897  1  0.0003 
    
        







Lampiran 9. Uji Pormanteau Model VECM(1) 
> #Memanggil Sisaan 




> #Model VECM(1) 
> #Membuat Matriks Sisaan Model 
> e1=Data[,2] 
> e2=Data[,3] 
> Sisaan <- cbind(e1,e2) 
>  
>  
> #Uji Portmanteau 
> library(portes) 
> BoxPierce(Sisaan, lags=seq(10)) 
 lags statistic df   p-value 
    1  3.586026  4 0.4649191 
    2 11.444877  8 0.1777430 
    3 15.964114 12 0.1928852 
    4 20.049465 16 0.2180010 
    5 23.108544 20 0.2834963 
    6 24.750413 24 0.4194236 
    7 28.458209 28 0.4403764 
    8 32.981499 32 0.4189031 
    9 38.895570 36 0.3406600 





Lampiran 10. Q-Q Plot Sisaan Model VECM(1) 
> #Memanggil Mahalanobis 
> Mahala <- read.csv("C://SKRIPSI putri/SKRIPSI YU
K/mahalanobis1.csv",sep=",",header=F) 
>  
> #Membuat Vektor Mahalanobis 
> mahala = as.matrix(Mahala) 
> Mahalanobis=diag(mahala, names = TRUE) 
>   
> #Q-Q Plot 
> qqnorm(Mahalanobis, ylab="Mahalanobis", xlab="qi
", main="Q-Q Plot Sisaan Model")  
> qqline(Mahalanobis, ylab="Mahalanobis", xlab="qi
", main="Q-Q Plot Sisaan Model") 
 
> #Koefisien Korelasi QQ Plot 
> xt=Data[,4] 
> qt=Data[,5] 
> yt <- cbind(xt,qt) 
> cor(yt) 
           xt         qt 
xt  1.0000000 -0.3540949 




Lampiran 11. Uji Lagrange Multiplier Sisaan Model VECM(1) 
 
Heteroskedasticity Test: ARCH   
     
     F-statistic 0.605020    Prob. F(10,110) 0.8067 
Obs*R-squared 6.308254    Prob. Chi-Square(10) 0.7887 
     
     
 
 
Heteroskedasticity Test: ARCH   
     
     F-statistic 4.323461    Prob. F(10,110) 0.0000 
Obs*R-squared 34.13973    Prob. Chi-Square(10) 0.0002 
     






Lampiran 12. Pendugaan dan Pengujian Signifikansi Parameter 
VECM(1)-CCC GARCH(1,1)  
 
 
System: UNTITLED   
Estimation Method: ARCH Maximum Likelihood (Marquardt) 
Covariance specification: Constant Conditional Correlation 
Date: 06/26/19   Time: 11:33   
Sample: 2005M09 2016M07   
Included observations: 131   
Total system (balanced) observations 262  
Presample covariance: backcast (parameter =0.7)  
Convergence achieved after 46 iterations  
     
      Coefficient Std. Error z-Statistic Prob.   
     
     C(1) -0.198053 0.028527 -6.942580 0.0000 
C(2) 0.389069 0.099348 3.916213 0.0001 
C(3) 2.091944 0.258583 8.090023 0.0000 
C(4) 7.91E-05 0.000478 0.165280 0.8687 
C(5) 0.007164 0.005072 1.412576 0.1578 
C(6) 0.047292 0.010570 4.474192 0.0000 
C(7) 0.566932 0.065820 8.613322 0.0000 
C(8) -1.96E-05 7.80E-05 -0.251078 0.8018 
     
      Variance Equation Coefficients  
     
     C(9) 7.66E-06 3.65E-06 2.099228 0.0358 
C(10) 1.493757 0.340906 4.381724 0.0000 
C(11) 0.164288 0.040698 4.036723 0.0001 
C(12) 6.07E-07 1.41E-07 4.316293 0.0000 
C(13) 0.589915 0.248333 2.375500 0.0175 
C(14) 0.116350 0.137690 0.845014 0.3981 
C(15) 0.245514 0.115906 2.118229 0.0342 
     
     Log likelihood 1145.390 Schwarz criterion -16.92865 
Avg. log likelihood 4.371719 Hannan-Quinn criter. -17.12409 
Akaike info criterion -17.25787    
     
          
Equation: D(Y1) = C(1)*( Y1(-1) - 1.40579690826*Y2(-1) + 0.038106512298 
        3 ) + C(2)*D(Y1(-1)) + C(3)*D(Y2(-1)) + C(4) 
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Lampiran 12. (lanjutan)   
 
R-squared 0.248403    Mean dependent var -0.000391 
Adjusted R-squared 0.230649    S.D. dependent var 0.012850 
S.E. of regression 0.011271    Sum squared resid 0.016133 
Durbin-Watson stat 2.341441    
     
Equation: D(Y2) = C(5)*( Y1(-1) - 1.40579690826*Y2(-1) + 0.038106512298 
        3 ) + C(6)*D(Y1(-1)) + C(7)*D(Y2(-1)) + C(8) 
R-squared 0.597300    Mean dependent var -0.000172 
Adjusted R-squared 0.587788    S.D. dependent var 0.002653 
S.E. of regression 0.001703    Sum squared resid 0.000368 
Durbin-Watson stat 1.603818    
     
     
     Covariance specification: Constant Conditional Correlation 
GARCH(i) = M(i) + A1(i)*RESID(i)(-1)^2 + B1(i)*GARCH(i)(-1) 
COV(i,j) = R(i,j)*@SQRT(GARCH(i)*GARCH(j))  
     
      Transformed Variance Coefficients 
     
      Coefficient Std. Error z-Statistic Prob.   
     
     M(1) 7.66E-06 3.65E-06 2.099228 0.0358 
A1(1) 1.493757 0.340906 4.381724 0.0000 
B1(1) 0.164288 0.040698 4.036723 0.0001 
M(2) 6.07E-07 1.41E-07 4.316293 0.0000 
A1(2) 0.589915 0.248333 2.375500 0.0175 
B1(2) 0.116350 0.137690 0.845014 0.3981 
R(1,2) 0.245514 0.115906 2.118229 0.0342 
     








Lampiran 13. Estimasi Nilai U VECM(1)-CCC GARCH(1,1) 



















Periode e1 e2 sigma11 sigma22 u1 u2 
Sept-05 -0.00098 0.010664 0.001719 2.83E-05 -0.02353759 2.004595042 
Oct-05 0.048551 0.001508 0.00029 7.38E-05 2.850409509 0.175481875 
Nov-05 -0.0158 0.001678 0.004888 1.34E-05 -0.22595226 0.458515899 
Dec-05 -0.03207 -0.003 0.002979 5.09E-06 -0.58750550 -1.33150100 
Jan-06 -0.00314 -0.00232 0.001932 5.36E-06 -0.07135722 -1.00097945 
Feb-06 0.018422 0.000268 0.000325 4.71E-06 1.021311989 0.123537302 
Mar-06 -0.01082 -0.0002 0.000393 1.17E-06 -0.54592696 -0.18893024 
Apr-06 0.005048 0.001328 0.000546 1.01E-06 0.216103364 1.321487551 
May-06 0.006607 -0.00219 0.000198 1.24E-06 0.469151708 -1.96338174 
. . . . . . . 
. . . . . . . 
. . . . . . . 
. . . . . . . 
Nov-15 -0.01439 0.00034 3.85E-05 7.06E-07 -2.31937 0.404993 
Dec-15 -0.01946 0.000683 0.000243 7.53E-07 -1.24836 0.786706 
Jan-16 -0.0009 -0.00181 0.000334 1.07E-06 -0.04909 -1.74957 
Feb-16 0.001197 -0.00139 0.000138 2.08E-06 0.101853 -0.96101 
Mar-16 0.001508 -0.00107 3.06E-05 1.81E-06 0.272693 -0.79795 
Apr-16 -0.00568 0.001584 1.48E-05 1.51E-06 -1.47627 1.288908 
May-16 -0.00828 0.000393 6.21E-05 2.13E-06 -1.05069 0.269458 
Jun-16 -0.00612 -0.00244 3.71E-05 1.05E-06 -1.00477 -2.37728 





Lampiran 14. Uji Pormanteau VECM(1)-CCC GARCH(1,1) 
>#Memanggil Sisaan 
Data <- read.csv("C://SKRIPSI putri/SKRIPSI YUK/di
agnos.csv",sep=",",header=T) 
> 
> #Model VECM(1)-CCC GARCH(1,1) 
> #Membuat Matriks Estimasi Nilai U 
> u1=Data[,9] 
> u2=Data[,10] 
> Epsilon <- cbind(u1,u2) 
> 
> #Uji Portmanteau 
> library(portes) 
> BoxPierce(Epsilon, lags=seq(10)) 
 lags statistic df    p-value 
    1  12.86070  4 0.01197689 
    2  15.07987  8 0.05761086 
    3  16.25599 12 0.17979075 
    4  22.38799 16 0.13109977 
    5  22.97714 20 0.28991855 
    6  26.79704 24 0.31400228 
    7  33.92971 28 0.20319714 
    8  43.92596 32 0.07797888 
    9  51.83378 36 0.04247781 





Lampiran 15. Q-Q Plot Sisaan VECM(1)-CCC GARCH(1,1) 
> #Memanggil Mahalanobis 
> Mahala <- read.csv("C://SKRIPSI putri/SKRIPSI YU
K/mahalanobis2.csv",sep=",",header=F) 
> 
> #Membuat Vektor Mahalanobis 
> mahala = as.matrix(Mahala) 
> Mahalanobis=diag(mahala, names = TRUE) 
>  
> #Q-Q Plot 
> qqnorm(Mahalanobis, ylab="Mahalanobis", xlab="qi
", main="Q-Q Plot Sisaan Model") 
> qqline(Mahalanobis, ylab="Mahalanobis", xlab="qi
", main="Q-Q Plot Sisaan Model") 
 
> #Koefisien Korelasi QQ Plot 
> xt=Data[,11] 
> qt=Data[,5] 
> yt <- cbind(xt,qt) 
> cor(yt) 
        xt          qt 
xt  1.00000000 -0.03051611 
qt -0.03051611  1.00000000 
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