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PRESERVERS OF λ-ALUTHGE TRANSFORMS
AHLEM BEN ALI ESSALEH AND ANTONIO M. PERALTA
Abstract. LetM and N be arbitrary von Neumann algebras. For any
a inM or in N , let ∆λ(a) denote the λ-Aluthge transform of a. Suppose
that M has no abelian direct summand. We prove that every bijective
map Φ :M → N satisfying
Φ(∆λ(a ◦ b
∗)) = ∆λ(Φ(a) ◦ Φ(b)
∗), for all a, b ∈M,
(for a fixed λ ∈ [0, 1]), maps the hermitian part ofM onto the hermitian
part of N (i.e. Φ(Msa) = Nsa) and its restriction Φ|Msa :Msa → Nsa is
a Jordan isomorphism. If we also assume that Φ(x+ iy) = Φ(x)+Φ(iy)
for all x, y ∈ Msa, then there exists a central projection pc in M such
that Φ|pcM is a complex linear Jordan
∗-isomorphism and Φ|(1−pc)M is
a conjugate linear Jordan ∗-isomorphism.
Given two complex Hilbert spaces H and K with dim(H) ≥ 2, we
also establish that every bijection Φ : B(H)→ B(K) satisfying
Φ(∆λ(ab
∗)) = ∆λ(Φ(a)Φ(b)
∗), for all a, b ∈ B(H),
must be a complex linear or a conjugate linear ∗-isomorphism.
1. Introduction
Let a be an element in a von Neumann algebra M . Let a = u|a| be
the polar decomposition of a in M , where u is a partial isometry in M ,
|a| = (a∗a)
1
2 , and u∗u is the range projection of |a| (see [20, Theorem 1.12.1]).
Given λ ∈ [0, 1], the λ-Aluthge transform of a is defined by
∆λ(a) = |a|
λu|a|1−λ.
It should be be noted that the polar decomposition does not change when
computed with respect to any von Neumann subalgebra N of M containing
the element a, actually u is precisely the limit in the weak∗-topology of M
of the sequence
(
a( 1
n
+ |a|)−1
)
n
, and hence u ∈ N (compare [20, Theorem
1.12.1] or [19]). For λ = 0 we have ∆0(a) = a, while for λ =
1
2 we redis-
cover the original transform introduced by A. Aluthge in [3]. So, we can
understand ∆0 as the identity transform on every C
∗-algebra.
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It should be remarked here that any complex linear or conjugate linear
∗-isomorphism T between von Neumann algebras M and N preserves λ-
Aluthge transforms, that is,
(1) T (∆λ(a)) = ∆λ(T (a)) for every a ∈M.
Recently, in [5] F. Botelho, L. Molna´r and G. Nagy studied those linear
bijections between von Neumann factors preserving λ-Aluthge transforms.
The concrete result reads as follows: Let A and B be von Neumann factors,
λ a fixed real number in (0, 1], and Φ : A → B a linear bijection. Then the
following assertions hold:
(a) If A is not of type I2, then Φ preserves the λ-Aluthge transform (i.e.
Φ(∆λ(a)) = ∆λ(Φ(a)) for all a ∈ A) if and only if there is a
∗-isomorphism
Θ : A → B and a nonzero scalar c ∈ C such that Φ(a) = cΘ(a), for all
a ∈ A;
(b) If A is of type I2, then B is also of type I2 and, without loss of generality,
we can assume that they both coincide with the algebra of all 2 by 2
complex matrices. Then Φ preserves the λ-Aluthge transform if and
only if it is either of the form
Φ(a) = c vav∗, for all a ∈ A,
or of the form
Φ(a) = c
(
vatv∗ − (Tr(a))1
)
, for all a ∈ A,
where v is a unitary, c is a nonzero scalar, t stands for the transpose and
Tr stands for the usual trace functional on matrices.
Let H and K be complex Hilbert spaces. When preservers of the λ-
Aluthge transforms are particularized to bijections between von Neumann
factors of the form B(H) and B(K), F. Chabbabi relaxes the hypothesis
concerning the linearity of the mapping at the cost of assuming certain
commutativity of the mapping and the λ-Aluthge transform on products.
More concretely, for a given λ ∈ (0, 1) and dim(H) ≥ 2, a bijective mapping
Φ : B(H)→ B(K) satisfies
(2) Φ(∆λ(ab)) = ∆λ(Φ(a)Φ(b)), for all a, b ∈ B(H),
if and only if Φ is a complex linear or conjugate linear ∗-isomorphism (see
[8]).
If in (2) the usual product is replaced with the natural Jordan product,
a ◦ b := 12(ab+ ba), F. Chabbabi and M. Mbekhta establish in [10, Theorem
1.1] that, for a given λ ∈ (0, 1) and dim(H) ≥ 2, a bijective mapping Φ :
B(H)→ B(K) satisfies
(3) Φ(∆λ(a ◦ b)) = ∆λ(Φ(a) ◦Φ(b)), for all a, b ∈ B(H),
(respectively,
(4) Φ(∆λ(a ◦ b
∗)) = ∆λ(Φ(a) ◦ Φ(b)
∗), for all a, b ∈ B(H), )
if and only if Φ is a complex linear or conjugate linear ∗-isomorphism.
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For some reason which remains unknown to these authors, F. Chabbabi
and M. Mbekhta do not consider in [8, 9, 10] bijections commuting with the
λ-Aluthge on more natural C∗-products in the following sense: Let Φ :M →
N be a bijection between von Neumann algebras satisfying the following
property
(5) Φ(∆λ(ab
∗)) = ∆λ(Φ(a)Φ(b)
∗), for all a, b ∈M,
for some fixed λ ∈ [0, 1].
The study on maps preserving certain λ-Aluthge transforms can be con-
nected with another interesting line about preservers. Let M and N be von
Neumann algebras. In the case λ = 0 the bijections Φ : M → N satisfying
(2) or (3) and the property Φ(a∗) = Φ(a)∗, for all a in M, have been studied
and described by J. Hakeda [12, 13] and J. Hakeda and K. Saitoˆ [15]. Let
us revisit their main conclusions.
According to the usual notation (see [16]), a system of n×n matrix units
in a unital C∗-algebra A with unit 1 is a family of elements {uij : i, j =
1, . . . , n} ⊂ A satisfying the following properties:
(a) u∗ij = uji for all i, j;
(b) uijukl = δjkuil for all i, j, k, l;
(c)
n∑
i=1
uii = 1.
Theorem 1.1. [12, Theorem 3.6 and Corollary 3.7] Let M and N be C∗-
algebras and M has an n × n (n ≥ 2) matrix unit. Let Φ : M → N
be a bijection satisfying Φ(xy) = Φ(x)Φ(y) (equivalently, Φ(∆0(xy)) =
∆0(Φ(x)Φ(y)), that is, Φ satisfies (2) with λ = 0) and Φ(x
∗) = Φ(x)∗,
for all x, y ∈ M . Then Φ is an orthogonal sum of a linear and a conjugate
linear ∗-isomorphism. The same conclusion hold when M and N are von
Neumann algebras (or more generally, AW∗-algebras) and M has no abelian
summand. 
Theorem 1.2. [15, THEOREM and COROLLARY] Let M be a C∗-algebra,
N an associative ∗-algebra, and suppose that M has a system of n×n matrix
units with n ≥ 2. Let Φ : M → N be a bijection satisfying Φ(x ◦ y) =
Φ(x)◦Φ(y) (equivalently, Φ(∆0(x◦y)) = ∆0(Φ(x)◦Φ(y)), that is, Φ satisfies
(3) with λ = 0) and Φ(x∗) = Φ(x)∗, for all x, y ∈ M . Then Φ is a real
linear Jordan ∗-isomorphism. The same conclusion holds when M is a von
Neumann algebra (or more generally an AW∗-algebra) which has no abelian
direct summand, and N is a C∗-algebra. 
Let us fix a C∗-algebra M admitting a system of n×n matrix units with
n ≥ 2, and another (unital) C∗-algebra N . If a bijection Φ : M → N satisfies
(5) (respectively, (4)) with λ = 0, then
Φ(xy∗) = Φ(∆0(xy
∗)) = ∆0(Φ(x)Φ(y)
∗) = Φ(x)Φ(y)∗,
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(respectively,
Φ(x ◦ y∗) = Φ(∆0(x ◦ y
∗)) = ∆0(Φ(x) ◦ Φ(y)
∗) = Φ(x) ◦ Φ(y)∗),
for all x, y ∈ M . It can be easily deduced that, in this case we have
Φ(x) = Φ(x1∗) = Φ(x)Φ(1)∗ (respectively, Φ(x) = Φ(x◦1∗) = Φ(x)◦Φ(1)∗),
for all x ∈ M . This implies, in any case, that Φ(1) = 1, and a new appli-
cation of (5) (respectively, (4)) gives Φ(x∗) = Φ(1x∗) = Φ(1)Φ(x)∗ = Φ(x)∗
(respectively, Φ(x∗) = Φ(1◦x∗) = Φ(1)◦Φ(x)∗ = Φ(x)∗), for all x inM , and
consequently, Φ(xy) = Φ(x(y∗)∗) = Φ(x)Φ(y∗)∗ = Φ(x)Φ(y) (respectively,
Φ(x ◦ y) = Φ(x ◦ (y∗)∗) = Φ(x) ◦Φ(y∗)∗ = Φ(x) ◦Φ(y)). Therefore, the next
corollary is a straight consequence of the above Theorems 1.1 and 1.2.
Corollary 1.3. Let M and N be C∗-algebras, and suppose that M admits
a system of n × n matrix units with n ≥ 2. Let Φ : M → N be a bijection
satisfying (5) (respectively, (4)) with λ = 0. Then Φ is a real linear ∗-
isomorphism (respectively, a real linear Jordan ∗-isomorphism). The same
conclusion holds when M is a von Neumann algebra (or more generally an
AW∗-algebra) which has no abelian direct summand, and N is a C∗-algebra.
In this paper we are interested in the following problems.
Problem 1.4. Let M and N be von Neumann algebras such that M has no
abelian direct summand. Suppose Φ : M → N is a bijection satisfying one
of the next properties:
(h.1) Φ satisfies (2) for a fixed λ ∈ [0, 1], that is,
Φ(∆λ(ab)) = ∆λ(Φ(a)Φ(b)), for all a, b ∈M,
and Φ(a∗) = Φ(a)∗ for all a ∈M ;
(h.2) Φ satisfies (3) for a fixed λ ∈ [0, 1], that is,
Φ(∆λ(a ◦ b)) = ∆λ(Φ(a) ◦ Φ(b)), for all a, b ∈M,
and Φ(a∗) = Φ(a)∗ for all a ∈M ;
(h.3) Φ satisfies (5) for a fixed λ ∈ [0, 1], that is,
Φ(∆λ(ab
∗)) = ∆λ(Φ(a)Φ(b)
∗), for all a, b ∈M ;
(h.4) Φ satisfies (4) for a fixed λ ∈ [0, 1], that is,
Φ(∆λ(a ◦ b
∗)) = ∆λ(Φ(a) ◦ Φ(b)
∗), for all a, b ∈M.
Is Φ additive? We can, further, ask whether Φ is linear.
It should be noted that if a bijection Φ : M → N satisfies the hypothesis
(h.k) (k ∈ {1, 2, 3, 4}), then Φ−1 also satisfies the same hypothesis.
In the hypothesis of Problem 1.4 above. Suppose Φ :M → N is a bijection
satisfying (h.1) (respectively, (h.2)). In this case we have
∆λ(Φ(a)Φ(b)
∗) = ∆λ(Φ(a)Φ(b
∗)) = Φ(∆λ(ab
∗))
(respectively,
∆λ(Φ(a) ◦ Φ(b)
∗) = ∆λ(Φ(a) ◦ Φ(b
∗)) = Φ(∆λ(a ◦ b
∗))),
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which shows that Φ satisfies (h.3) (respectively, (h.4)). We can therefore
reduce to the cases in which hypothesis (h.3) or (h.4) holds.
If Φ : M → N is a bijection satisfying (h.3) (respectively, (h.4)) with
λ = 0, the arguments before Corollary 1.3 show that Φ is unital and satisfies
(h.1) (respectively, (h.2)). So, the problems with hypothesis (h.1) and (h.3)
(respectively, (h.2) and (h.4)) are equivalent for λ = 0. They have all been
solved in this case (compare Corollary 1.3).
We should remark that a complex linear or conjugate linear ∗-isomorphism
T :M → N clearly satisfies the following identities:
(6) ∆λ(Φ(a)Φ(b))=∆λ(Φ(ab))=Φ(∆λ(ab)),∆λ(Φ(a)Φ(b)
∗)=Φ(∆λ(ab
∗)),
∆λ(Φ(a) ◦ Φ(b)) = Φ(∆λ(a ◦ b)),∆λ(Φ(a) ◦ Φ(b)
∗) = Φ(∆λ(a ◦ b
∗)),
for all a, b ∈M (compare (1)).
Our main achievements can be organized in essentially two different blocks.
In section 3 we study bijections between general von Neumann algebras M
and N . We prove that ifM has no abelian direct summand, and Φ : M → N
is a bijective map satisfying hypothesis (h.4) in Problem 1.4, that is,
Φ(∆λ(a ◦ b
∗)) = ∆λ(Φ(a) ◦ Φ(b)
∗), for all a, b ∈M,
(for a fixed λ ∈ [0, 1]), then Φ(Msa) = Nsa and the restriction Φ|Msa : Msa →
Nsa is a Jordan isomorphism (see Theorem 3.9).
In order to understand the behavior of the mapping Φ on the whole von
Neumann algebra M , we appeal to an extra assumption, which was already
considered by J.F. Aarnes [1] and L.J. Bunce, J.D.M. Wright [7] in their
studies on quasi-states and quasi-linear maps. More concretely, if we also
assume that Φ(x + iy) = Φ(x) + Φ(iy) for all x, y ∈ Msa, then there exists
a central projection pc in M such that Φ|pcM is a complex linear Jordan
∗-
isomorphism and Φ|(1−pc)M is a conjugate linear Jordan
∗-isomorphism (see
Theorem 3.9).
The maps Φ : C→ C, Φ(z) = z−1 if z 6= 0, and Φ(0) = 0, and Ψ : C→ C,
Ψ(z) = z|z| are both bijective, both commute with the natural involution
and both preserve products. These examples show that the restriction con-
cerning M in the hypothesis of Theorem 3.9 can not be relaxed.
In section 4 we deal with the study of those bijections Φ : B(H)→ B(K)
satisfying (h.3) in Problem 1.4, that is, bijections for which there exists
λ ∈ [0, 1] such that
Φ(∆λ(ab
∗)) = ∆λ(Φ(a)Φ(b)
∗), for all a, b ∈ B(H),
where H and K are complex Hilbert spaces. The counterexamples given
in the previous paragraph justifies that we must assume that dim(H) ≥ 2.
Under this assumption we show that every bijection Φ : B(H) → B(K)
satisfying hypothesis (h.3) in Problem 1.4 (for a fixed λ in [0, 1]) must be a
complex linear or a conjugate linear ∗-isomorphism (see Theorem 4.5).
6 A. BEN ALI ESSALEH AND A.M. PERALTA
2. Generalities on λ-Aluthge transforms
This section is devoted to gather some of the basic facts and properties
of the λ-Aluthge transform.
An element a in a von Neumann algebra M is called quasi-normal if
a(a∗a) = (a∗a)a. It is known that a is quasi-normal if and only if |a| com-
mutes with the partial isometry appearing in the polar decomposition of a
(compare [6, Lemma 4.1]). Furthermore, by [17, Proposition 1.10] an ele-
ment a ∈ M is quasi-normal if and only if ∆ 1
2
(a) = a. Let us observe that
the result in [6] (respectively, [17]) is established in the case M = B(H)
(respectively, M = B(H) and λ = 12), however, every von Neumann algebra
M can be viewed as a weak∗-closed C∗-subalgebra of some B(H) (see [19,
§3.9]), and an element a ∈M is quasi-normal if and only if it is quasi-normal
in B(H). Actually, the arguments in the proof of [17, Proposition 1.10] are
valid to prove that for each λ ∈ (0, 1),
(7) a in M is quasi-normal if and only if ∆λ(a) = a.
The equivalence in (7) trivially holds for λ = 1. Namely, let a = u|a| be the
polar decomposition of a, then ∆1(a) = a if and only if |a|u = u|a| if and
only if |a| and u commute.
In [8, Lemma 2.3] F. Chabbabi proves that for every operator a ∈ B(H),
every projection p ∈ B(H), and 0 < λ < 1, we have
∆λ(ap) = a if and only if a = pa = ap and a is quasi-normal.
Since every von Neumann algebra M can be regarded as a weak∗-closed
subalgebra of some B(H), polar decompositions and λ-Aluthge transforms
do not change when they are computed in M or in B(H), and quasi-normal
elements in M are precisely the quasi-normal elements in B(H) belonging
to M , the statement of the next proposition for 0 < λ < 1 follows from [8,
Lemma 2.3].
Lemma 2.1. Let a be an arbitrary element in a von Neumann algebra M ,
let p be a projection in M and let λ be an element in (0, 1]. Then ∆λ(ap) = a
if and only if a = pa = ap and a is quasi-normal.
Proof. The comments preceding this lemma assure that for 0 < λ < 1 the
statement follows from [8, Lemma 2.3]. Let us assume that ∆1(ap) = a.
We may assume that ‖a‖ = 1. Let v|ap| = ap, be the polar decomposition
of ap. It follows from the hypothesis that |ap|v = a. Let us observe that
|ap|2 = pa∗ap ≤ ‖a‖2p = p. Since, by definition, v∗v is the range projection
of |ap| in M (which also coincides with the range projection of |ap|2), we
deduce that v∗v ≤ p. On the other hand, by the hypothesis, we get
a∗a = v∗|ap|2v ≤ v∗v ≤ p,
and
aa∗ = |ap|vv∗|ap| ≤ |ap|2 ≤ p.
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This is enough to conclude that ap = pa = a, and consequently, a =
∆1(ap) = ∆1(a), and thus a is quasi-normal (compare (7)). 
Given an operator a ∈ B(H) and 0 < λ ≤ 1, it is shown in [5, Lemma
2] that ∆λ(a) = 0 if and only if a
2. Since every von Neumann algebra M
can be regarded as a weak∗-closed subalgebra of some B(H), we can easily
deduce that for each a in M we have
(8) ∆λ(a) = 0⇐⇒ a
2 = 0.
Throughout the paper, for each C∗-algebra A, the symbols Proj(A), Asa
and A+ will stand for the lattice of all projections in A, the real subspace
of all hermitian elements in A, and the cone of positive elements in A,
respectively. The lattice Proj(A) is equipped with the natural partial order
given by p ≤ q if pq = p. Elements p, q in Proj(A) are called orthogonal
(written p ⊥ q) if pq = 0. it can be easily seen that p ≤ q if and only if q− p
is a projection with q − p ⊥ p.
A nonzero projection p in A is called minimal if pAp = Cp. When A is
a von Neumann algebra, a nono-zero projection p in A is minimal if and
only if p is minimal with respect to the partial order in Proj(A), that is,
0 6= q ≤ p implies p = q.
We begin our study by gathering the basic properties of the maps under
study.
Proposition 2.2. Let Φ : M → N be a bijective map between von Neu-
mann algebras satisfying hypothesis (h.3) (respectively, (h.4)) in Problem
1.4. Then the following statements hold:
(a) Φ(0) = 0;
(b) For each a ∈M, we have Φ(aa∗) = Φ(a)Φ(a)∗ (respectively, Φ(a ◦ a∗) =
Φ(a) ◦ Φ(a)∗ ). In particular, Φ(M+) = N+;
(c) Φ preserves projections and Φ(Proj(M)) = Proj(N);
(d) Φ|Proj(M) : Proj(M)→ Proj(N) is an order isomorphism;
(e) Φ(1) = 1;
(f) Φ|Proj(M) : Proj(M) → Proj(N) preserves orthogonality in both direc-
tions, that is,
p ⊥ q in M ⇐⇒ Φ(p) ⊥ Φ(q) in N ;
(g) Φ preserves minimal projections in both directions;
(h) If p1, . . . , pm are mutually orthogonal projections in M , then the identity
Φ
 m∑
j=1
pj
 = m∑
j=1
Φ(pj)
holds;
(i) If p and q are projections in M with p ≤ q then Φ(q− p) = Φ(q)−Φ(p).
In particular, Φ(1− p) = 1− Φ(p) for every projection p ∈M ;
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(j) Φ preserves λ-Aluthge transforms, that is, Φ(∆λ(a)) = ∆λ(Φ(a)), for
all a in M . In particular, Φ preserves the set of quasi-normal elements
in both directions;
(k) Φ(∆λ(a
∗)) = ∆λ(Φ(a)
∗), for all a ∈M.
Proof. Before dealing with the concrete arguments, we observe that for λ = 0
all the statements are straight consequences of Corollary 1.3. We assume
next that λ ∈ (0, 1].
(a) By hypothesis, Φ is surjective, then there exists b ∈ A satisfying
Φ(b) = 0. On the other hand, the hypothesis also imply that
Φ(0) = Φ(∆λ(0)) = Φ(∆λ(b 0
∗)) = ∆λ(Φ(b)Φ(0)
∗) = ∆λ(0) = 0.
(b) Let Φ : M → N be a bijection satisfying (h.3) (respectively, (h.4)).
Take a ∈ M, since aa∗ (respectively a ◦ a∗) is normal we get from the
hypothesis that
Φ(aa∗) = Φ(∆λ(aa
∗)) = ∆λ(Φ(a)Φ(a)
∗) = Φ(a)Φ(a)∗,
(respectively,
Φ(a ◦ a∗) = Φ(∆λ(a ◦ a
∗)) = ∆λ(Φ(a) ◦ Φ(a)
∗) = Φ(a) ◦Φ(a)∗).
In particular, Φ maps positive elements in M to positive elements in N .
Since Φ is bijective and its inverse satisfies the same hypothesis, Φ preserves
the set of positive elements in both directions.
(c) Let p ∈ M be a projection. By (b), Φ(p) is a positive element in N
with Φ(p) = Φ(p)Φ(p)∗ = Φ(p)2 (respectively, Φ(p) = Φ(p)◦Φ(p)∗ = Φ(p)2),
which proves that Φ(p) is a projection. The rest follows from the same
arguments.
(d) Let us take p, q ∈ Proj(M) with p ≤ q. We know from (c) that Φ(p)
and Φ(q) are projections in N . By hypothesis
(9) Φ(p) = Φ(∆λ(p)) = Φ(∆λ(pq)) = ∆λ(Φ(p)Φ(q)),
(respectively,
(10) Φ(p) = Φ(∆λ(p)) = Φ(∆λ(p ◦ q)) = ∆λ(Φ(p) ◦Φ(q)) = Φ(p) ◦ Φ(q)
)
.
Combining Lemma 2.1 and (9) we deduce that Φ(p)Φ(q) = Φ(q)Φ(p) = Φ(p)
or equivalently Φ(p) ≤ Φ(q).
When Φ satisfies (h.4), we deduce from (10) that Φ(p) = Φ(p) ◦ Φ(q),
which assures that Φ(p)Φ(q) = Φ(q)Φ(p) = Φ(p).
(e) By applying (c) and (d) we deduce that Φ(1) is a projection in N and
Φ(1) ≥ q for every projection q ∈ N . Therefore, Φ(1) = 1.
(f) Let us take p, q in Proj(M) with pq = 0. Then
0 = Φ(0) = Φ(∆λ(pq)) = ∆λ(Φ(p)Φ(q)),
(respectively,
0 = Φ(0) = Φ(∆λ(p ◦ q)) = ∆λ(Φ(p) ◦Φ(q)) = Φ(p) ◦ Φ(q)
)
.
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If ∆λ(Φ(p)Φ(q)) = 0 and λ = 0, we get Φ(p)Φ(q) = 0 as desired. If
0 < λ ≤ 1, we deduce from (8) that Φ(p)Φ(q)Φ(p)Φ(q) = 0. This implies
that (Φ(p)Φ(q)Φ(p))(Φ(p)Φ(q)Φ(p)) = 0, which assures, via the positivity
of Φ(p)Φ(q)Φ(p), that
0 = Φ(p)Φ(q)Φ(p) = Φ(p)Φ(q)Φ(q)Φ(p) = (Φ(p)Φ(q))(Φ(p)Φ(q))∗,
and hence Φ(p)Φ(q) = 0.
When Φ satisfies (h.4), we have seen above that 0 = Φ(p) ◦ Φ(q), and
consequently, Φ(p)Φ(q)+Φ(q)Φ(p) = 0, which gives Φ(p)Φ(q)Φ(p) = 0, and
thus Φ(p)Φ(q) = 0.
(g) is a clear consequence of (d).
(h) Let p1, . . . , pm be mutually orthogonal projections in M . We known
from previous statements that Φ(p1), . . . ,Φ(pm) and Φ
 m∑
j=1
pj
 are pro-
jections in N with Φ(pj) ⊥ Φ(pk) for all j 6= k, and Φ(pk) ≤ Φ
 m∑
j=1
pj

for all k. Therefore
m∑
j=1
Φ(pj) is a projection with
m∑
j=1
Φ(pj) ≤ Φ
 m∑
j=1
pj
.
Applying the same argument to Φ−1, and the projections Φ(p1), . . . ,Φ(pm),
we get
m∑
j=1
pj =
m∑
j=1
Φ−1(Φ(pj)) ≤ Φ
−1
 m∑
j=1
Φ(pj)
 ,
and by (d) we have Φ
 m∑
j=1
pj
 ≤ m∑
j=1
Φ(pj).
(i) Let p and q be projections in M with p ≤ q. We know from (h) that
Φ(q) = Φ((q − p) + p) = Φ(q − p) + Φ(p),
and hence Φ(q − p) = Φ(q)−Φ(p).
(j) Let a ∈ B(H). By hypothesis and (e) we have
∆λ(Φ(a)) = ∆λ(Φ(a)1
∗) = ∆λ(Φ(a)Φ(1)
∗) = Φ(∆λ(a1
∗)) = Φ(∆λ(a)),
(respectively, ∆λ(Φ(a)) = ∆λ(Φ(a) ◦Φ(1)
∗) = Φ(∆λ(a ◦1
∗)) = Φ(∆λ(a))).
(k) Let a ∈M. Applying the hypothesis and (e) we get
∆λ(Φ(a)
∗) = ∆λ(Φ(1)Φ(a)
∗) = Φ(∆λ(a
∗)),
(respectively, ∆λ(Φ(a)
∗) = ∆λ(Φ(1) ◦ Φ(a)
∗) = Φ(∆λ(a
∗))). 
The next lemma is probably known, however an explicit reference is not
available among our references.
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Lemma 2.3. Let a be an element in a von Neumann algebra M . Suppose
λ ∈ [0, 1]. Then ∆λ(a) = 1 if and only if a = 1;
Proof. We can clearly assume that λ > 0. The “If” implication is clear.
Suppose now that |a|λu|a|1−λ = ∆λ(a) = 1, where a = u|a| is the polar
decomposition of a. We shall first show that |a| is invertible. If λ = 12 , then
the identity |a|
1
2u|a|
1
2 = 1 implies that |a|
1
2 is left and right invertible, and
thus |a|
1
2 (and hence |a|) is invertible. If λ < 12 , we write |a|
λu|a|1−2λ|a|λ = 1,
which guarantees that |a|λ (and hence |a|) is invertible. We can similarly
show that |a|1−λ (and hence |a|) is invertible when λ > 12 .
Since |a| is invertible, multiplying the identity |a|λu|a|1−λ = 1 on the
left by |a|−λ, and on the right by |a|−1+λ we get u = |a|−λ|a|−1+λ = |a|−1.
Therefore a = u|a| = 1, which finishes the proof. 
In [10, Lemma 2.3] F. Chabbabi and M. Mbekhta establish that for a
quasi-normal operator S in B(H) and λ ∈ (0, 1) we have ∆λ(S
∗) = S ⇒
S∗ = S. By the arguments already applied in previous results we obtain:
Lemma 2.4. Let a be a quasi-normal element in a von Neumann algebra
M , and let λ ∈ [0, 1]. If ∆λ(a
∗) = a, then a∗ = a.
Proof. The statement for λ = 0 is clear. The statement for λ ∈ (0, 1) follows
from [10, Lemma 2.3]. Actually, the arguments in the proof of [10, Lemma
2.3] also cover the case for λ = 1. Indeed, let us assume that a = u|a| and
a∗ = u∗|a∗| are the polar decompositions of a and a∗, respectively. Clearly
u|a|u∗ = ua∗ = |a∗|.
By hypothesis we have |a∗|u∗ = ∆1(a
∗) = a = u|a|, and hence
|a| = u∗|a∗|u∗ = u∗(u|a|u∗)u∗ = |a|u∗u∗ = |a|∗ = uu|a|.
Since a is quasi-normal we know that |a|u = u|a| and u∗|a| = |a|u∗.
Therefore,
a = u|a| = |a|u = u∗u|a|u = u∗|a|u2 = u∗|a| = |a|u∗ = a∗.

Corollary 2.5. Let Φ :M → N be a bijective map between von Neumann al-
gebras satisfying hypothesis (h.3) (respectively, (h.4)) in Problem 1.4. Then
Φ(a)∗ = Φ(a) for all a ∈Msa. Consequently, Φ(Msa) = Nsa.
Proof. Let us take a ∈Msa. Applying Proposition 2.2(k) we get
∆λ(Φ(a)
∗) = Φ(∆λ(a
∗)) = Φ(∆λ(a)) = Φ(a).
Proposition 2.2(j) guarantees that Φ(a) is quasi-normal, and Lemma 2.4
proves that Φ(a)∗ = Φ(a). 
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3. Maps commuting with the Jordan ∗-product up to a
λ-Aluthge transform
We shall focus next on maps between general von Neumann algebras
satisfying hypothesis (h.4) in Problem 1.4.
Proposition 3.1. Let Φ : M → N be a bijective map between von Neumann
algebras satisfying hypothesis (h.4) in Problem 1.4. Let a, b ∈Msa such that
Φ(a),Φ(b) ∈ Nsa. Then the identity Φ(a ◦ b) = Φ(a) ◦ Φ(b) holds. The
same identity holds when a ∈ Msa, b ∈ iMsa, Φ(a) ∈ Nsa and Φ(b) ∈ iNsa,
and when a, b ∈ iMsa and Φ(a),Φ(b) ∈ iNsa. Consequently, the identity
Φ(a ◦ b) = Φ(a) ◦Φ(b) holds for all a, b ∈M+.
Proof. Take a, b ∈ Msa such that Φ(a),Φ(b) ∈ Nsa. The Jordan product
Φ(a) ◦ Φ(b) is a hermitian (and hence normal element in N). We therefore
have
Φ(a) ◦Φ(b) = ∆λ(Φ(a) ◦Φ(b)) = ∆λ(Φ(a) ◦Φ(b)
∗) = Φ∆λ(a ◦ b
∗) = Φ(a ◦ b).
If a ∈Msa, b ∈ iMsa, Φ(a) ∈ Nsa and Φ(b) ∈ iNsa, since Φ(a) ◦ Φ(b) is a
skew symmetric element (and hence normal), the second statement follows
from the same arguments above. The proof of the third statement is very
similar.
Finally, if a, b are positive elements in M , Proposition 2.2(b) proves that
Φ(a),Φ(b) are positive elements in N . Then the desired identity is a conse-
quence of the first statement. 
Corollary 3.2. Let Φ : M → N be a bijective map between von Neumann
algebras satisfying hypothesis (h.4) in Problem 1.4. Then the following state-
ments hold:
(a) Φ(a)∗ = Φ(a) for all a ∈Msa. Consequently, Φ(Msa) = Nsa;
(b) Φ(a ◦ b) = Φ(a) ◦Φ(b) for all a, b ∈Msa.
Proof. Statement (a) is proved in Corollary 2.5, while statement (b) is a
consequence of (a) and Proposition 3.1. 
Let A be a C∗-algebra. We recall that elements a and b in Asa are said to
operator commute in Asa if the Jordan multiplication operatorsMa(x) = a◦x
and Mb(x) = b ◦ x commute, that is, a and b operator commute if and only
if (a ◦ x) ◦ b = a ◦ (x ◦ b) for all x in Asa (or for all x ∈ A). It is known that
a and b operator commute if and only if they commute in the usual sense
(see [21, Proposition 1]).
Lemma 3.3. Let Φ : M → N be a bijective map between von Neumann
algebras satisfying hypothesis (h.4) in Problem 1.4. Suppose a and b in Msa
(operator) commute in M . Then Φ(a) and Φ(b) (operator) commute in Nsa.
Consequently, Φ maps the center of M to the center of N .
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Proof. a and b in Msa (operator) commute in M if and only if (a ◦ x) ◦ b =
a ◦ (x ◦ b) for all x in Msa. By Corollary 3.2 we have
(Φ(a) ◦ Φ(x)) ◦Φ(b) = Φ(a ◦ x) ◦ Φ(b) = Φ ((a ◦ x) ◦ b) = Φ ((b ◦ x) ◦ a)
= Φ(b ◦ x) ◦ Φ(a) = Φ(a) ◦ (Φ(x) ◦Φ(b)),
for all x ∈ Msa, which assures that Φ(a) and Φ(b) (operator) commute in
Nsa. 
Inspired by techniques developed by J. Hakeda and K. Saitoˆ in [12, 13, 15]
we establish our next result.
Proposition 3.4. Let Φ : M → N be a bijective map between von Neumann
algebras satisfying hypothesis (h.4) in Problem 1.4. Then the following state-
ments hold:
(a) Let p1, . . . , pm be mutually orthogonal projections inM , and let α1, . . . , αm
be elements in R. Then the identity
Φ
 m∑
j=1
αjpj
 = m∑
j=1
Φ(αjpj)
holds;
(b) Φ(−1) = −Φ(1) = −1;
(c) Φ(−x) = −Φ(x), for every hermitian (or skew symmetric) element x in
M ;
(d) Φ(a)∗ = −Φ(a) for all a ∈ iMsa;
(e) Φ(a ◦ b) = Φ(a) ◦Φ(b) for all a ∈Msa, b ∈ iMsa;
(f) Φ(a ◦ b) = Φ(a) ◦Φ(b) for all a, b ∈ iMsa;
(g) Φ(−x) = −Φ(x), for every skew symmetric element x in M ;
(h) For each projection p in M we have Φ(−p) = −Φ(p) and Φ(2p − 1) =
2Φ(p)− 1;
(i) The identity Φ(pbp) = Φ(p)Φ(b)Φ(p) holds for every b ∈Msa∪ iMsa and
every projection p in M ;
(j) Suppose M is a von Neumann algebra which has no abelian direct sum-
mand. Then Φ|R1 is additive;
Proof. As in the proof of Proposition 2.2, the statements in the case λ = 0
follow from Corollary 1.3.
(a) Applying Proposition 2.2(c), (f) and (h), we know that Φ(p1), . . . ,
Φ(pm) are mutually orthogonal projections in N, and
Φ
 m∑
j=1
pj
 = m∑
j=1
Φ(pj)
is another projection in N . Now, applying Corollary 3.2 twice we get
Φ
 m∑
j=1
αjpj
 = Φ
 m∑
j=1
αjpj
 ◦( m∑
k=1
pk
) = Φ
 m∑
j=1
αjpj
◦Φ( m∑
k=1
pk
)
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= Φ
 m∑
j=1
αjpj
 ◦( m∑
k=1
Φ(pk)
)
=
m∑
k=1
Φ
 m∑
j=1
αjpj
 ◦Φ(pk)
=
m∑
k=1
Φ
 m∑
j=1
αjpj
 ◦ pk
 = m∑
k=1
Φ(αkpk).
(b) Corollary 3.2 proves that Φ(−1) is a hermitian element and
Φ(−1) ◦Φ(−1) = Φ ((−1) ◦ (−1)) = Φ(1) = (Proposition 2.2(e)) = 1.
It is well known from spectral theory that in this case we have Φ(−1) =
q−(1−q) for a unique projection q inN . By applying Proposition 2.2(d), (f)
and (h) we find a projection e inM satisfying Φ(e) = 1−q and Φ(1−e) = q.
Now, Corollary 3.2 implies that
−Φ(e) = −(1−q) = (1−q)◦(q−(1−q)) = Φ(e)◦Φ(−1) = Φ(e◦(−1)) = Φ(−e).
Therefore, by (a),
Φ((1−e)−e) = Φ((1−e))+Φ(−e) = Φ((1−e))−Φ(e) = q−(1−q) = Φ(−1).
We deduce from the injectivity of Φ that −1 = (1− e)− e, and hence e = 1
and −1 = −Φ(1) = −Φ(e) = Φ(−e) = Φ(−1).
(c) Let x be a hermitian element in M . By Corollary 3.2 and (b) we get
−Φ(x) = Φ(x) ◦ (−1) = Φ(x) ◦ Φ(−1) = Φ(x ◦ (−1)) = Φ(−x).
(d) Suppose a ∈ iM . Proposition 2.2(k) and (c) assure that
∆λ(Φ(a)
∗) = Φ(∆λ(a
∗)) = Φ(∆λ(−a)) = Φ(−a) = −Φ(a).
Proposition 2.2(j) guarantees that Φ(a) is quasi-normal, and Lemma 2.4
proves that Φ(a)∗ = Φ(a).
Statements (e) and (f) are clear consequences of (d) and Proposition 3.1,
while (g) follows from (d) and (e).
(h) Let us take a projection p in M . By (a) and (c) we have
Φ(2p − 1) = Φ (p− (1− p)) = Φ(p) + Φ(−(1− p))
= Φ(p)− Φ(1− p) = (Proposition 2.2(i)) = 2Φ(p)− 1.
(i) Let us fix a projection p in M and b ∈ Msa ∪ iMsa. The elements
(2p− 1) and p are hermitian. By (h) we know that Φ(2p− 1) = 2Φ(p)− 1.
Corollary 3.2 and (e) assert that
Φ(pbp) = Φ(((2p − 1) ◦ b) ◦ p) = Φ(((2p − 1) ◦ b)) ◦ Φ(p)
= ((Φ(2p − 1) ◦ Φ(b)))◦Φ(p) = ((2Φ(p)− 1) ◦ Φ(b)))◦Φ(p) = Φ(p)Φ(b)Φ(p).
(j) Let M be a von Neumann algebra which has no abelian direct sum-
mand. Arguing as in [12, proof of Corollary 2.7] or in [15, proof of COROL-
LARY], we can find a family {pk : k ∈ I} of central orthogonal projections
in M such that
∑
k∈I
pk = 1, there exists k0 ∈ I such that Mpk0 has no finite
type I direct summand, and Mpk is homogeneous of type Ink (nk ≧ 2)
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for all k 6= k0. Proposition 2.2(c) and (f) and Lemma 3.3 imply that
{Φ(pk) : k ∈ I} is a family of central orthogonal projections in N . Clearly,∑
k∈I
Φ(pk) is a central projection inN , where the series converges with respect
to the weak∗ topology of N (cf. [20, Definition 1.13.4]). If
∑
k∈I
Φ(pk) 6= 1,
again by Proposition 2.2(c) and (f) and Corollary 3.2, we can find a central
projection p ∈ M such that Φ(p) = 1 −
∑
k∈I
Φ(pk). Since the product in N
is separately weak∗-continuous (see [20, Theorem 1.7.8]), we also get from
Corollary 3.2 that
0 = Φ(p)Φ(pk) = Φ(p) ◦ Φ(pk) = Φ(p ◦ pk) = Φ(ppk),
for all i ∈ I. The injectivity of Φ assures that ppk = 0 for all k ∈ I, and
hence p = 0 and 1 =
∑
k∈I
Φ(pk).
For each k ∈ I, let {ukij : i, j = 1, . . . , nk} be a system of n×n matrix units
inMpk, where nk is an integer greater than or equal to 2. Let us fix α, β ∈ R.
Taking i 6= j in {1, . . . , nk}, the elements p
k = 12(u
k
ii + (u
k
ij)
∗)(ukii + u
k
ij) and
qk = 12(u
k
ii − (u
k
ij)
∗)(ukii − u
k
ij) are orthogonal projections in M . Therefore,
by applying Corollary 3.2 we get
Φ ((α+ β)1) ◦ Φ(ukii) = Φ
(
(α+ β)1 ◦ ukii
)
= Φ
(
ukii((α + β)1)u
k
ii
)
= Φ
(
ukii(2αp
k + 2βqk))ukii
)
= (by (i)) = Φ(ukii)Φ
(
2αpk + 2βqk
)
Φ(ukii)
= (by (a) above) = Φ(ukii)
(
Φ
(
2αpk
)
+Φ
(
2βqk
))
Φ(ukii)
= Φ(ukii)Φ
(
2αpk
)
Φ(ukii) + Φ(u
k
ii)Φ
(
2βqk
)
Φ(ukii)
= (by (i)) = Φ(2αukiip
kukii) + Φ(2βu
k
iiq
kukii) = Φ(αu
k
ii) + Φ(βu
k
ii)
= Φ((α1) ◦ ukii) + Φ((β1) ◦ u
k
ii) = Φ(α1) ◦Φ(u
k
ii) + Φ(β1) ◦ Φ(u
k
ii),
which assures that
Φ ((α+ β)1) = Φ ((α+ β)1) Φ(1) = Φ ((α+ β)1)Φ (pk)
= Φ ((α+ β)1)
(∑
k∈I
Φ(pk)
)
=
∑
k∈I
Φ ((α+ β)1) Φ (pk)
=
∑
k∈I
Φ ((α+ β)1) ◦Φ
(
nk∑
i=1
ukii
)
= (by Proposition 2.2(f))
=
∑
k∈I
Φ ((α+ β)1) ◦
(
nk∑
i=1
Φ(ukii)
)
=
∑
k∈I
nk∑
i=1
Φ ((α+ β)1) ◦ Φ(ukii)
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=
∑
k∈I
nk∑
i=1
(
Φ(α1) ◦Φ(ukii) + Φ(β1) ◦ Φ(u
k
ii)
)
=
∑
k∈I
Φ(α1) ◦
(
nk∑
i=1
Φ(ukii)
)
+
∑
k∈I
Φ(β1) ◦
(
nk∑
i=1
Φ(ukii)
)
=
∑
k∈I
Φ(α1) ◦ Φ
(
nk∑
i=1
ukii
)
+
∑
k∈I
Φ(β1) ◦ Φ
(
nk∑
i=1
ukii
)
=
∑
k∈I
Φ(α1) ◦ Φ (pk) +
∑
k∈I
Φ(β1) ◦ Φ (pk)
= Φ(α1) ◦
(∑
k∈I
Φ (pk)
)
+Φ(β1) ◦
(∑
k∈I
Φ (pk)
)
= Φ(α1) + Φ(β1).

Our next result, which can be considered a consequence of Kantorovic’s
Theorem (see [2, Theorem 1.7]), will play a key role in our arguments.
Lemma 3.5. Let A and B be C∗-algebras. Suppose F : Asa → Bsa is a
mapping satisfying the following assumptions:
(1) F (0) = 0;
(2) F is additive;
(3) F is Jordan multiplicative, i.e, F (x◦y) = F (x)◦F (y) for all x, y ∈ Asa.
Then F is linear.
Proof. We shall first prove that F (−z) = −F (z), for all z ∈ Asa. Indeed, by
the additivity of F we get 0 = F (0) = F (z − z) = F (z) +F (−z), and hence
F (−z) = −F (z).
We shall next show that h(A+) ⊆ B+. Namely, if x ∈ A+ we can pick
y ∈ A+ satisfying y2 = x. Since F is Jordan multiplicative, we have F (x) =
F (y2) = F (y)2, which proves the desired statement.
Since F is additive and F (−z) = −F (z) for all z ∈ Asa, we deduce by
induction that F (rz) = rF (z) for all z ∈ Asa, and all r ∈ Q.
We shall next show that F (αx) = αF (x) for all x ∈ A+ and for all real
α. We apply an argument which is already in the proof of Kantorovic’s
Theorem (see [2, Theorem 1.7]). For each real α, we can find sequences (rn)
and (tn) in Q such that rn ≤ α ≤ tn, for every n, (rn) → α and (tn) → α.
Since F is positive, additive, and Q-linear we have
rnF (x) = F (rnx) ≤ F (αx) ≤ F (tnx) = tnF (x),
for all natural n. Taking limits in n we get F (αx) = αF (x). Now, given
α ∈ R and z ∈ Asa we write z = z
+ − z− with z+, z− in A+, and hence
F (αz) = F (αz+−αz−) = F (αz+)+F (−αz−) = αF (z+)−αF (z−) = αF (z).

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Corollary 3.6. Let Φ : M → N be a bijective map between von Neumann
algebras satisfying hypothesis (h.4) in Problem 1.4. Suppose M is a von
Neumann algebra which has no abelian direct summand. Then Φ(α1) = α1
for all α ∈ R.
Proof. Corollary 2.5 assures that Φ(Msa) = Nsa and hence Φ|R1 : R1→ Nsa.
Proposition 2.2(a) implies that Φ(0) = 0. Corollary 3.2 implies that Φ|R1 is
Jordan multiplicative, and Proposition 3.4(j) implies that Φ|R1 is additive.
We deduce from Lemma 3.5 that Φ|R1 is linear. Since Φ(1) = 1, it follows
that Φ(α1) = α1 for all α ∈ R. 
Our next result can be deduced via arguments developed by J. Hakeda
and K. Saitoˆ in [15, Lemmas 5 to 8]. We include here a complete proof for
completeness reasons.
Proposition 3.7. Let Φ : M → N be a bijective map between von Neumann
algebras satisfying hypothesis (h.4) in Problem 1.4. Suppose M is a von
Neumann algebra which has no abelian direct summand. Then Φ is additive
on hermitian elements.
Proof. Taking a closer look at the proof of Proposition 3.4(j) we deduce that
for each family {pk : k ∈ I} of mutually orthogonal projections in M such
that
∑
k∈I
pk = 1 we have 1 = Φ
(∑
k∈I
pk
)
=
∑
k∈I
Φ(pk). In particular for each
x in Msa we have
(11) Φ(x) =
∑
k∈I
Φ(pk)Φ(x)Φ(pk) +
∑
k 6=j∈I
Φ(pk)Φ(x)Φ(pj).
Let us pick a real α and a projection p ∈ M . Combining Corollary 3.6
and Corollary 3.2 we get
(12) Φ(αp) = Φ(αp ◦ 1) = Φ(p) ◦ Φ(α1) = αΦ(p), ∀p ∈ Proj(M).
Let us consider the triple product {., ., } defined by {a, b, c} = 12(ab
∗c +
cb∗a). Since for x ∈ Msa and p ∈ Proj(M) the identity (2p ◦ x) ◦ (1 − p) =
{p, x,1 − p} holds, we deduce, from Corollary 3.2, (12) and Proposition
2.2(i), that
(13) Φ{p, x,1− p} = {Φ(p),Φ(x),1 − Φ(p)},
and, Φ(pxp) = Φ(p)Φ(x)Φ(p),
for all x ∈Msa, and p ∈ Proj(M).
We claim that
(14) Φ(α1+βp+ γq) = Φ(α1)+Φ(βp)+Φ(γq) = αΦ(1)+βΦ(p)+ γΦ(q),
for all α, β, γ ∈ R, and all p, q ∈ Proj(M). Indeed, set x = α1+βp+ γq. By
(13) we have
Φ(p)Φ(x)Φ(p) = Φ(pxp) = Φ
(
p
(
(α+ β)1+ γq
)
p
)
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= Φ
(
p
(
(α+ β + γ)q + (α+ β)(1− q)
)
p
)
= Φ(p)Φ
(
(α+ β + γ)q + (α+ β)(1− q)
)
Φ(p) = (by Proposition 3.4(a))
= Φ(p)
(
Φ((α + β + γ)q) + Φ((α+ β)(1− q))
)
Φ(p) = (by (12))
= Φ(p)
(
(α+ β + γ)Φ(q) + (α + β)Φ(1− q)
)
Φ(p)
= Φ(p)
(
γΦ(q) + (α+ β)Φ(1)
)
Φ(p) = (by (12) and (13))
= Φ(p)
(
Φ(α1) + Φ(βp) + Φ(γq)
)
Φ(p),
Φ(1− p)Φ(x)Φ(1− p) = Φ((1− p)x(1− p)) = Φ((1− p)(α1 + γq)(1− p))
= Φ(1− p)Φ(α1+ γq)Φ(1− p) = Φ(1− p)Φ((α+ γ)q + α(1 − q))Φ(1− p)
= Φ(1− p) ((α+ γ)Φ(q) + αΦ(1− q))Φ(1− p)
= Φ(1−p) (α1+ γΦ(q))Φ(1−p) = Φ(1−p)
(
Φ(α1)+Φ(βp)+Φ(γq)
)
Φ(1−p),
and by (13) and Proposition 3.4(a) and (h)
{Φ(1− p),Φ(x),Φ(p)} = Φ{1− p, x, p} = Φ{1− p, γq, p}
= {Φ(1− p),Φ(γq),Φ(p)} = {1−Φ(p),Φ(γq),Φ(p)}
= {1− Φ(p), αΦ(1) + βΦ(p) + γΦ(q),Φ(p)}
= {Φ(1− p),Φ(α1) + Φ(βp) + Φ(γq),Φ(p)}.
The last three identities together prove that
Φ(x) = Φ(p)Φ(x)Φ(p) + Φ(1− p)Φ(x)Φ(1− p) + 2{Φ(1 − p),Φ(x),Φ(p)}
= Φ(p)
(
Φ(α1) + Φ(βp) + Φ(γq)
)
Φ(p)
+Φ(1− p)
(
Φ(α1) + Φ(βp) + Φ(γq)
)
Φ(1− p)
+2{Φ(1− p),Φ(α1) + Φ(βp) + Φ(γq),Φ(p)}
= Φ(α1) + Φ(βp) + Φ(γq) = αΦ(1) + βΦ(p) + γΦ(q),
which finishes the proof of (14).
We shall next show that
(15) Φ(αu+ βv) = Φ(αu) + Φ(βv) = αΦ(u) + βΦ(v),
for all α, β ∈ R, u, v symmetries in M (i.e. u, v ∈ Msa with u
2 = v2 = 1).
Namely, by spectral theory, the elements p = 12(1+ u) and q =
1
2(1+ v) are
projections in M and we can write
Φ(αu+ βv) = Φ(2αp+ 2βq − (α+ β)1) = (by (14))
= 2αΦ(p) + 2βΦ(q) − (α+ β)1 = α(2Φ(p) − 1) + β(2Φ(q)− 1)
= (by Proposition 3.4(h)) = αΦ(2p − 1) + βΦ(2q − 1) = αΦ(u) + βΦ(v)
= αΦ(p− (1− p)) + βΦ(q − (1− q)) = (by Proposition 3.4(a))
= Φ(αp − α(1− p)) + Φ(βq − β(1− q)) = Φ(αu) + Φ(βv).
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Finally, let us pick x, y ∈ Msa. Arguing as in the proof of Proposition
3.4(j), since M contains no abelian direct summand, we can find a family
{pk : k ∈ I} of central orthogonal projections in M such that
∑
k∈I
pk = 1,
there exists k0 ∈ I such that Mpk0 has no finite type I direct summand,
and Mpk is homogeneous of type Ink (N ∋ nk ≧ 2) for all k 6= k0. For each
k ∈ I, let {ukij : i, j = 1, . . . , nk} be a system of n× n matrix units in Mpk,
where nk is an integer greater than or equal to 2.
Let us set xk = pkx, y
k = ypk, x
k
1 = γ
−1
k
xk and yk1 = γ
−1
k
yk, where
γk = ‖x
k
1‖ + ‖y
k
1‖. It is explicitly shown in the proof of [15, Lemma 8] (see
also [14, Lemma 1] and [13, Lemma 3.5]) that there exist symmetries vki ,
wki , v
k
ij and w
k
ij in Mpk satisfying
(16) ukiix
k
1u
k
ii = u
k
iiv
k
i u
k
ii, {u
k
ii, x
k
1 , u
k
jj} = {u
k
ii, v
k
ij , u
k
jj},
ukiiy
k
1u
k
ii = u
k
iiw
k
i u
k
ii, and {u
k
ii, y
k
1 , u
k
jj} = {u
k
ii, w
k
ij , u
k
jj}, ∀i 6= j.
Applying the above properties we get
Φ(x+ y) =
∑
k∈I
Φ(x+ y)Φ(pk) =
∑
k∈I
Φ(pk)Φ(x+ y)Φ(pk)
=
∑
k∈I
nk∑
i,j=1
Φ(ukii)Φ(x+ y)Φ(u
k
jj)
=
∑
k∈I
 nk∑
i=1
Φ(ukii)Φ(x+ y)Φ(u
k
ii) + 2
nk∑
i<j
{Φ(ukii),Φ(x+ y),Φ(u
k
jj)}

= (by (13)) =
∑
k∈I
 nk∑
i=1
Φ(ukii(x
k + yk)ukii) + 2
nk∑
i<j
Φ({ukii, x
k + yk, ukjj})

=
∑
k∈I
Φ(γkpk)
 nk∑
i=1
Φ(ukii(x
k
1 + y
k
1)u
k
ii) + 2
nk∑
i<j
Φ({ukii, x
k
1 + y
k
1 , u
k
jj})

by (16)
=
∑
k∈I
Φ(γkpk)
 nk∑
i=1
Φ(ukii(v
k
i + w
k
i )u
k
ii) + 2
nk∑
i<j
Φ({ukii, v
k
ij + w
k
ij , u
k
jj})

=
∑
k∈I
Φ(γkpk)
(
nk∑
i=1
Φ(ukii)Φ(v
k
i + w
k
i )Φ(u
k
ii)
+2
nk∑
i<j
{Φ(ukii),Φ(v
k
ij + w
k
ij),Φ(u
k
jj)}
 = (by (15))
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=
∑
k∈I
Φ(γkpk)
(
nk∑
i=1
Φ(ukii)Φ(v
k
i )Φ(u
k
ii) +
nk∑
i=1
Φ(ukii)Φ(w
k
i )Φ(u
k
ii)
+2
nk∑
i<j
{Φ(ukii),Φ(v
k
ij),Φ(u
k
jj)}+ 2
nk∑
i<j
{Φ(ukii),Φ(w
k
ij),Φ(u
k
jj)}

=
∑
k∈I
Φ(γkpk)
 nk∑
i=1
Φ(ukiiv
k
i u
k
ii) + 2
nk∑
i<j
Φ({ukii, v
k
ij , u
k
jj})
+
nk∑
i=1
Φ(ukiiw
k
i u
k
ii) + 2
nk∑
i<j
Φ({ukii, w
k
ij , u
k
jj})

=
∑
k∈I
Φ(γkpk)
 nk∑
i=1
Φ(ukiix
k
1u
k
ii) + 2
nk∑
i<j
Φ({ukii, x
k
1 , u
k
jj})
+
nk∑
i=1
Φ(ukiiy
k
1u
k
ii) + 2
nk∑
i<j
Φ({ukii, y
k
1 , u
k
jj})

=
∑
k∈I
 nk∑
i=1
Φ(ukiixu
k
ii) + 2
nk∑
i<j
Φ({ukii, x, u
k
jj})
+
nk∑
i=1
Φ(ukiiyu
k
ii) + 2
nk∑
i<j
Φ({ukii, y, u
k
jj})

=
∑
k∈I
 nk∑
i=1
Φ(ukii)Φ(x)Φ(u
k
ii) + 2
nk∑
i<j
{Φ(ukii),Φ(x),Φ(u
k
jj)})
+
nk∑
i=1
Φ(ukii)Φ(y)Φ(u
k
ii) + 2
nk∑
i<j
{Φ(ukii),Φ(y),Φ(u
k
jj)})

=
∑
k∈I
 nk∑
i,j=1
Φ(ukii)Φ(x)Φ(u
k
jj) +
nk∑
i,j=1
Φ(ukii)Φ(y)Φ(u
k
jj)

=
∑
k∈I
Φ(pk)Φ(x)Φ(pk) +
∑
k∈I
Φ(pk)Φ(y)Φ(pk) = Φ(x) + Φ(y).

We consider next imaginary scalars.
Lemma 3.8. Let Φ : M → N be a bijective map between von Neumann
algebras satisfying hypothesis (h.4) in Problem 1.4. Then there exists a
central projection pc in M satisfying the following properties:
(a) Φ(ipc) = iΦ(pc);
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(b) Φ(ix) = iΦ(x) for all x ∈ pcMsa;
(c) Φ(i(1 − pc)) = −iΦ(1− pc);
(d) Φ(ix) = −iΦ(x) for all x ∈ (1− pc)Msa.
Proof. We begin with the case in which x = 1. By Proposition 3.4(d) we
know that Φ(i1) ∈ iNsa. Applying Proposition 2.2(b) we know that Φ(i1) ◦
Φ(i1)∗ = Φ(1) = 1. Standard arguments in spectral theory show that
Φ(i1) = iq − i(1− q), where q is a projection in N .
Let us take a projection pc in M satisfying Φ(pc) = q (see Proposition
2.2(c)). An application of Proposition 3.4(c), (e) and (h) gives
iq = Φ(pc)◦Φ(i1) = Φ(ipc), and −i(1−q) = Φ(1−pc)◦Φ(i1) = Φ(i(1−pc)).
Therefore
Φ(i1) = Φ(ipc + i(1 − pc)) = Φ(ipc + i(1− pc)) ◦ (Φ(pc) + Φ(1− pc))
= Φ(ipc + i(1− pc)) ◦ Φ(pc) + Φ(ipc + i(1− pc)) ◦ Φ(1− pc)
= Φ(ipc) + Φ(i(1− pc)) = iq − i(1− q) = i(2q − 1).
Lemma 3.3 assures that Φ(i1) = iq − i(1 − q) is a central element in N .
Clearly i1 = iq + i(1 − q) also is a central element in N . Therefore q is a
central projection in N . A new application of Lemma 3.3 to Φ proves that
pc is a central projection in M . We have already proved statements (a) and
(c).
(b) Let us take x ∈ pcMsa. By (a), Corollary 3.2, and Proposition 3.4(e)
we get
Φ(ix) = Φ(ipc ◦ x) = Φ(ipc) ◦Φ(x) = iΦ(pc) ◦ Φ(x) = iΦ(pc ◦ x) = iΦ(x).
Statement (d) can be similarly obtained via (b), Corollary 3.2, and Propo-
sition 3.4(e). 
We are in position now to establish our main conclusion about maps
satisfying hypothesis (h.4) in Problem 1.4.
Theorem 3.9. Let Φ : M → N be a bijective map between von Neumann
algebras satisfying hypothesis (h.4) in Problem 1.4. Suppose M is a von
Neumann algebra which has no abelian direct summand. Then the restriction
Φ|Msa :Msa → Nsa is a Jordan isomorphism.
If we also assume that Φ(x + iy) = Φ(x) + Φ(iy) for all x, y ∈ Msa,
then there exists a central projection pc in M such that Φ|pcM is a complex
linear Jordan ∗-isomorphism and Φ|(1−pc)M is a conjugate linear Jordan
∗-isomorphism.
Proof. Proposition 3.7 and Corollary 3.2 prove that Φ|Msa : Msa → Nsa
is an additive bijection and a Jordan multiplicative mapping. Lemma 3.5
assures that Φ|Msa is linear.
Let pc be the central projection in M given by Lemma 3.8. The just
quoted result shows that
Φ(ix) = iΦ(x) for all x ∈ pcMsa
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and
Φ(ix) = −iΦ(x) for all x ∈ (1− pc)Msa.
Elements in pcM (respectively, (1 − pc)M) can be written in the form
z = z1 + iz2 and y = y1 + iy2 with z1, z2, y1, y2 ∈ pcMsa (respectively, with
z1, z2, y1, y2 ∈ (1− pc)Msa). It follows from the hypothesis and the previous
statements that
Φ(z + y) = Φ(z1 + iz2 + y1 + iy2) = Φ(z1 + iz2 + y1 + iy2)
= Φ(z1+ y1)+Φ(iz2+ iy2) = Φ(z1)+Φ(y1)+ iΦ(z2)+ iΦ(y2) = Φ(z)+Φ(y)
(respectively,
Φ(z + y) = Φ(z1 + iz2 + y1 + iy2) = Φ(z1 + iz2 + y1 + iy2)
= Φ(z1+y1)+Φ(iz2+iy2) = Φ(z1)+Φ(y1)−iΦ(z2)−iΦ(y2) = Φ(z)
∗+Φ(y)∗).
Given α ∈ C, it follows from the above facts that
Φ(αz) = Φ(αz1 + αiz2) = Φ((ℜe(α) + iℑm(α))z1 + (iℜe(α) −ℑm(α))z2)
= Φ(ℜe(α)z1 −ℑm(α)z2) + Φ(iℑm(α)z1 + iℜe(α)z2)
= ℜe(α)Φ(z1)−ℑm(α)Φ(z2) + iℑm(α)Φ(z1) + iℜe(α)Φ(z2) = αΦ(z),
for all z ∈ pcM , and
Φ(αz) = Φ(αz1 + αiz2) = Φ((ℜe(α) + iℑm(α))z1 + (iℜe(α) −ℑm(α))z2)
= Φ(ℜe(α)z1 −ℑm(α)z2) + Φ(iℑm(α)z1 + iℜe(α)z2)
= ℜe(α)Φ(z1)−ℑm(α)Φ(z2)− iℑm(α)Φ(z1)− iℜe(α)Φ(z2) = αΦ(z),
for all z ∈ (1− pc)M , which concludes the proof. 
4. Maps commuting with the C∗-product up to a λ-Aluthge
transform
In this section we shall consider bijective maps satisfying hypothesis (h.3)
in Problem 1.4. Contrary to the case in previous section, we shall restrict
our study to bijections Φ : B(H)→ B(K) satisfying (h.3), that is, bijections
for which there exists λ ∈ [0, 1] such that
Φ(∆λ(ab
∗)) = ∆λ(Φ(a)Φ(b)
∗), for all a, b ∈ B(H),
where H and K are complex Hilbert spaces. As we commented at the
introduction, the case λ = 0 was solved by J. Hakeda in [12] (see Theorem
1.1).
We shall extend and adapt some of the arguments given by F. Chabbabi
in [8] and F. Chabbabi and M. Mbekhta in [10]. We begin by establishing
an analogous of [8, Proposition 2.2] and [10, Proposition 3.2] in our setting.
Proposition 4.1. Let Φ : B(H) → B(K) be a bijective map satisfying
hypothesis (h.3) in Problem 1.4 for a fixed λ in (0, 1]. Then there exists a
bijective mapping h : C→ C satisfying:
(a) h(0) = 0 and h(1) = 1;
(b) Φ(α1) = h(α)1, for all α ∈ C;
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(c) h(αβ) = h(α)h(β), for all α, β ∈ C. In particular, h(α) = h(α), for all
α ∈ C;
(d) h(−α) = −h(α), for all α ∈ C;
(e) Φ(αa) = h(α)Φ(a), for every hermitian operator a ∈ B(H) and every
α ∈ C.
Proof. Most of the arguments in [10, Proposition 3.2] remain valid for our
purposes, we include an sketch of the ideas for completeness reasons. By
Proposition 2.2(a) and (e), Φ(0) = 0 and φ(1) = 1. We can therefore set
h(0) = 0 and h(1) = 1. We consider now a nonzero scalar α ∈ C. Let us take
a minimal projection p in B(H). By hypothesis we have
∆λ(Φ(αp)Φ(p)) = ∆λ(Φ(αp)Φ(p)
∗) = Φ(αp).
Lemma 2.1 implies that Φ(αp)Φ(p) = Φ(p)Φ(αp) = Φ(p)Φ(αp)Φ(p) =
Φ(αp), and since Φ(p) is a minimal projection (compare Proposition 2.2(g)),
we deduce the existence of a unique hp(α) ∈ C\{0} such that Φ(αp) =
hp(α)Φ(p). We also set hp(0) = 0 and hp(1) = 1.
We have therefore proved that Φ(Cp) ⊆ CΦ(p), Φ|Cp : Cp → CΦ(p) is a
bijection (just apply the above conclusion to Φ−1), and Φ(αp) = hp(α)Φ(p)
for all α ∈ C. In particular hp : C → C is a bijection for every mini-
mal projection p in B(H). Furthermore, by the hypothesis and the above
properties
hp(α)hp(β)Φ(p) = ∆λ(Φ(αp)Φ(βp)
∗) = Φ(∆λ((αp)(βp)
∗))
= Φ(αβp) = hp(αβ)Φ(p).
We deduce that
(17) hp(α)hp(β) = hp(αβ),
for all α, β ∈ C.
Now for each α ∈ C\{0} and each minimal projection p ∈ B(H) we have
∆λ(Φ(α1)Φ(p)) = Φ(∆λ(αp)) = Φ(αp) = hp(α)Φ(p).
Having in mind Proposition 2.2(g), we conclude that
∆λ(Φ(α1)(ξ)⊗ ξ) = ∆λ(Φ(α1)q) = hΦ−1(q)(α)q,
for every minimal projection q = ξ ⊗ ξ in B(K) with ξ ∈ K and ‖ξ‖ = 1.
The element Φ(α1)(ξ) must be nonzero because q and hΦ−1(q)(α) both are
nonzero. Proposition 2.1 in [8] asserts that
∆λ(Φ(α1)(ξ)⊗ ξ) = 〈Φ(α1)(ξ)|ξ〉ξ ⊗ ξ = 〈Φ(α1)(ξ)|ξ〉q,
where 〈.|.〉 denotes the inner product in K. We deduce that
(18) 〈Φ(α1)(ξ)|ξ〉 = hΦ−1(q)(α),
for every α ∈ C\{0}.
On the other hand,
hp(α)ξ ⊗ ξ = ∆λ(Φ(α1)Φ(p)) = Φ(∆λ(αp)) = Φ(∆λ(p(α1)
∗)
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= ∆λ(Φ(p)Φ(α1)
∗) = ∆λ((ξ ⊗ ξ)Φ(α1)
∗) = ∆λ((ξ ⊗ Φ(α1)(ξ)))
= 〈ξ|Φ(α1)(ξ)〉 ‖Φ(α1)(ξ)‖−2Φ(α1)(ξ) ⊗Φ(α1)(ξ).
This proves that Φ(α1)(ξ) and ξ are linearly dependent, and thus, by (18),
we get Φ(α1)(ξ) = hΦ−1(ξ⊗ξ)(α)ξ and Φ(α1)(ξ) = hΦ−1(ξ⊗ξ)(α)ξ, for every
α ∈ C. We have established that
Φ(α1) = hp(α)1,
for every α ∈ C and for every minimal projection p in B(H).
If we set h : C → C, h(α) = hp(α), where p is any minimal projection
in B(H), then the mapping h is well defined and is a bijection satisfying
statements (a) and (b) above. Statement (c) is a consequence of (17).
(d) Since h(−1)1 = Φ(−1) ∈ B(K)sa (see Corollary 2.5), and by hypoth-
esis
h(−1)21 = ∆λ(Φ(−1)Φ(−1)
∗) = Φ((-1)2) = Φ(1) = 1,
we deduce that h(−1)2 = 1, this implies that h(−1) = 1 or h(−1) = −1.
However h bijective and h(1) = 1 imply h(−1) = −1.
Now, let α ∈ C. By the above properties we get h(−α) = h(α)h(−1) =
−h(α).
(e) Let us take a hermitian operator a ∈ B(H). The previous statements
and Corollary 2.5 guarantee that
h(α)Φ(a) = ∆λ(h(α)Φ(a)) = ∆λ(Φ(α1)Φ(a)
∗) = Φ(αa).

We insert next a technical exercise of linear algebra which will be required
for latter purposes. Henceforth the symbol M2(C) will stand for the C
∗-
algebra of 2× 2 matrices with complex entries.
Lemma 4.2. Let a be an element in M2(C), and let p̂ be a minimal projec-
tion in M2(C). Suppose that ∆λ(a(1− p̂)) = µ(1− p̂) and ∆λ((1− p̂)a
∗) =
µ(1 − p̂), where µ is a nonzero complex number. Then p̂a(1− p̂) = 0.
Proof. We may assume, without any loss of generality, that p̂ =
(
1 0
0 0
)
,
1− p̂ =
(
0 0
0 1
)
, and a =
(
α11 α12
α21 α22
)
. It will be enough to show that
α12 = 0. Arguing by contradiction we assume α12 6= 0.
In our setting we have
a(1− p̂) =
(
0 α12
0 α22
)
, |a(1− p̂)|2 = λ20(1− p̂),
with λ0 =
√
|α12|2 + |α22|2 > 0, the polar decomposition of a(1− p̂) is
a(1− p̂) = u1|a(1− p̂)|, with u1 = λ
−1
0
(
0 α12
0 α22
)
,
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and hence the condition ∆λ(a(1− p̂)) = µ(1− p̂) is equivalent to
α22(1− p̂) = λ
λ
0 (1− p̂) u1 λ
1−λ
0 (1− p̂) = ∆λ(a(1− p̂)) = µ(1− p̂),
which implies µ = α22 6= 0.
On the other hand
(1− p̂)a∗ =
(
0 0
α12 α22
)
, |(1− p̂)a∗| = λ0p0,
where p0 is the projection given by p0 = λ
−2
0
(
|α12|
2 α12α22
α12α22 |α22|
2
)
, and the
polar decomposition of (1− p̂)a∗ is given by (1− p̂)a∗ = u2|(1− p̂)a
∗| with
u2 = λ
−1
0
(
0 0
α12 α22
)
. According to this, the equation ∆λ((1 − p̂)a
∗) =
µ(1− p̂) rewrites in the form
λ−40
(
|α12|
2 α12α22
α12α22 |α22|
2
)(
0 0
α12(|α12|
2 + |α22|
2) α22(|α12|
2 + |α22|
2)
)
= λ−40
(
|α12|
2 α12α22
α12α22 |α22|
2
)(
0 0
α12 α22
)(
|α12|
2 α12α22
α12α22 |α22|
2
)
= λ0 p0u2p0 = λ
λ
0 p0 u2 λ
1−λ
0 p0 = ∆λ((1− p̂)a
∗) = µ(1− p̂) = µ
(
0 0
0 1
)
,
the equality among the elements in the (2, 1) entries gives λ−20 |α22|
2α12 = 0,
which is impossible. 
Our next result has been more or less explicitly established in [8, Lemma
2.5] for an arbitrary bijection Φ : B(H) → B(K) satisfying (2), that is,
Φ(∆λ(ab)) = ∆λ(Φ(a)Φ(b)), for all a, b ∈ B(H), and a fixed λ ∈ (0, 1).
Instead of the commented hypothesis, we consider a bijection Φ : B(H) →
B(K) satisfying hypothesis (h.3) in Problem 1.4 for a fixed λ in (0, 1], and
we offer an independent proof which is also valid for the just quoted result.
Lemma 4.3. Let Φ : B(H)→ B(K) a bijection satisfying hypothesis (h.3) in
Problem 1.4 for a fixed λ in (0, 1]. Suppose p and q are minimal projections
in B(H) with p ⊥ q. Then the identity
Φ(αp + βq) = Φ(αp) + Φ(βq) = h(α)Φ(p) + h(β)Φ(q),
holds for all α, β in C, where h is the function defined by Proposition 4.1.
Proof. Let us fix α, β in C\{0}, and set a = Φ(αp + βq). By Proposition
2.2(f), (g) and (h), we know that p̂ = Φ(p) and q̂ = Φ(q) are mutually
orthogonal minimal projections in B(K) with p̂+ q̂ = Φ(p)+Φ(q) = Φ(p+q).
By hypothesis
∆λ(a(p̂+ q̂)) = ∆λ(Φ(αp + βq)Φ(p+ q)
∗) = Φ(∆λ((αp + βq)(p + q)
∗))
= Φ(αp+ βq) = a.
Lemma 2.1 assures that a(p̂ + q̂) = (p̂ + q̂)a = (p̂ + q̂)a(p̂ + q̂) = a. We can
therefore regard a, p̂, q̂ and p̂+ q̂ inside (p̂+ q̂)B(K)(p̂+ q̂) = M2(C).
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We also know from the hypothesis and Proposition 4.1 that
(19) ∆λ(ap̂) = ∆λ(Φ(αp+ βq)Φ(p)
∗) = Φ(∆λ((αp + βq)p
∗))
= Φ(αp) = h(α)Φ(p) = h(α)p̂,
(20) ∆λ(p̂a
∗) = ∆λ(Φ(p)Φ(αp + βq)
∗) = Φ(∆λ(p(αp + βq)
∗))
= Φ(αp) = h(α)Φ(p) = h(α)p̂,
and similarly,
(21) ∆λ(aq̂) = Φ(βq) = h(β)q̂, and ∆λ(q̂a
∗) = Φ(βq) = h(β)q̂.
By applying Lemma 4.2 to the pairs (a, p̂) and (a, q̂) we deduce, via (19),
(20) and (21), that p̂aq̂ = q̂ap̂ = 0, and consequently
Φ(αp+ βq) = a = p̂ap̂+ q̂aq̂ = ap̂+ aq̂.
Finally, by the minimality of p̂ and q̂, we know that ap̂ = p̂ap̂ = αap̂,
and aq̂ = q̂aq̂ = βaq̂, for unique αa, βa in C. Combining this information
with (19) and (21) we get ap̂ = ∆λ(ap̂) = Φ(αp) = h(α)Φ(p) = h(α)p̂ and
aq̂ = ∆λ(aq̂) = Φ(βq) = h(β)Φ(q) = h(β)q̂, and thus
Φ(αp + βq) = a = ap̂+ aq̂ = Φ(αp) + Φ(βq) = h(α)Φ(p) + h(β)Φ(q).

We require at this stage the existence of at least two mutually orthogonal
minimal projections in B(H) to guarantee that the mapping h given by
Proposition 4.1 is additive. For each minimal projection p = ξ ⊗ ξ ∈ B(H)
(where ξ is a norm-one element in H), the symbol ϕp will denote the trace
class functional defined by ϕp(a) = 〈a(ξ)|ξ〉 (a ∈ B(H)). The functional ϕp is
the unique positive normal state in B(H)∗ satisfying ϕp(p) = 1. Pure states
in the predual of a von Neumann algebraM are in one-to-one correspondence
with minimal projections in M (see [19, Proposition 3.13.6]).
Lemma 4.4. Let H and K be complex Hilbert spaces with dim(H) ≥ 2.
Suppose Φ : B(H)→ B(K) a bijection satisfying hypothesis (h.3) in Problem
1.4 for a fixed λ in (0, 1]. Let h be the mapping defined by Proposition 4.1.
Then the following statements hold:
(a) For each minimal projection p in B(H) the identity
ϕΦ(p)(Φ(a))Φ(p) = Φ(p)Φ(a)Φ(p) = h(ϕp(a))Φ(p),
holds for all a ∈ B(H);
(b) The function h is additive;
(c) h is the identity or the conjugation on C.
Proof. (a) Every minimal projection p in B(H) writes in the form p = ξ⊗ ξ
with ξ in the unit sphere of H. We know from Proposition 2.2(g) that
Φ(p) = η⊗η for a unique η in the unit sphere of K. The pure states ϕp and
ϕΦ(p) are completely described by ξ and η, respectively.
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By hypothesis, for each a ∈ B(H), we have
∆λ(Φ(a)(η) ⊗ η) = ∆λ(Φ(a)(η ⊗ η)) = ∆λ(Φ(a)Φ(p))
= Φ(∆λ(a(ξ ⊗ ξ))) = Φ(∆λ(a(ξ)⊗ ξ)).
Now, by [8, Propostion 2.1] we have
∆λ(Φ(a)(η) ⊗ η) = 〈Φ(a)(η)|η〉(η ⊗ η), and ∆λ(a(ξ)⊗ ξ) = 〈a(ξ)|ξ〉(ξ ⊗ ξ)
and thus
ϕΦ(p)(Φ(a))Φ(p) = Φ(p)Φ(a)Φ(p) = 〈Φ(a)(η)|η〉(η ⊗ η) = Φ(〈a(ξ)|ξ〉(ξ ⊗ ξ))
= h(〈a(ξ)|ξ〉)Φ(ξ ⊗ ξ) = h(〈a(ξ)|ξ〉)(η ⊗ η) = h(ϕp(a))Φ(p).
(b) Let us pick two orthogonal minimal projections p, q ∈ B(H) (here
we require that dim(H) ≥ 2). We can find two minimal partial isometries
e12 = e
∗
21 satisfying e12e
∗
12 = p and e
∗
12e12 = q. Let us consider the minimal
projections v1 =
1
2(p+ e12 + e21 + q) and v2 =
1
2(p− e12 − e21 + q). Clearly,
v1 ⊥ v2. By (a) and Proposition 4.1 it follows that
Φ(p)Φ(αv1 + βv2)Φ(p) = h(ϕp(αv1 + βv2))Φ(p) = h
(
α+ β
2
)
Φ(p).
On the other hand, by Lemma 4.3 Φ(αv1 + βv2) = Φ(αv1) + Φ(βv2), and
consequently, by (a) and the proerties of h, we derive at
h
(
α+ β
2
)
Φ(p) = Φ(p)Φ(αv1 + βv2)Φ(p)
= Φ(p)Φ(αv1)Φ(p) + Φ(p)Φ(βv2)Φ(p) =
= h(ϕp(αv1))Φ(p) + h(ϕp(βv2))Φ(p) = h
(α
2
)
Φ(p) + h
(
β
2
)
Φ(p),
which assures that
h(α + β)h
(
1
2
)
= h
(
α+ β
2
)
= h
(α
2
)
+ h
(
β
2
)
= (h(α) + h(β))h
(
1
2
)
.
(c) We know from the above and Proposition 4.1 that h : C → C is an
additive bijection satisfying
(1) h(0) = 0, h(1) = 1;
(2) h(αβ) = h(α)h(β) for all α, β;
(3) h(α) = h(α) for all α.
We observe that h(αβ) = h(αβ) = h(α)h(β) = h(α)h(β) for all α, β, that
is, h is multiplicative.
We shall next prove that h(−z) = −h(z), for all z ∈ C. Indeed, by the
additivity of h we get 0 = h(0) = h(z − z) = h(z) + h(−z), and hence
h(−z) = −h(z).
Now, we shall show that h(R) ⊆ R and h(iR) ⊆ iR. Namely, if x ∈ R
then, by (4), we have
h(x) = h(x) = h(x),
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h(ix) = h(−ix) = −h(ix) = −h(ix),
which proves the desired statement.
Lemma 3.5 assures that h|R : R → R is a linear mapping, and thus,
h(x) = x, for all x ∈ R.
Finally, we conclude from (2) that |h(i)|2 = h(i)h(i) = h(i)h(i) = h(ii) =
h(1) = 1. Therefore, since iR ∋ h(i), it follows that h(i) ∈ {i,−i}. If
h(i) = i (respectively, h(i) = −i) we get from the above properties that
h(x+ iy) = h(x) + h(iy) = x+ h(i)h(y) = x+ iy,
(respectively, h(x + iy) = h(x) + h(iy) = x + h(i)h(y) = x − iy) for all
x, y ∈ R, which finishes the proof. 
We can now estate our main conclusion about bijections from B(H) onto
B(K) satisfying hypothesis (h.3) in Problem 1.4 for a fixed λ in (0, 1].
Theorem 4.5. Let H and K be complex Hilbert spaces with dim(H) ≥ 2.
Suppose Φ : B(H) → B(K) a bijection. Then the following statements are
equivalent:
(a) Satisfies hypothesis (h.3) in Problem 1.4 for a fixed λ in [0, 1];
(b) Φ is a complex linear or conjugate linear ∗-isomorphism, that is, Φ is
a complex linear or conjugate linear bijection, Φ(ab) = Φ(a)Φ(b), and
Φ(a∗) = Φ(a)∗, for all a, b ∈ B(H).
Proof. The implication (b) ⇒ (a) is an immediate consequence of what we
commented in (6).
(a)⇒ (b) The case λ = 0 is solved by J. Hakeda [12] (see Corollary 1.3).
We shall assume that λ ∈ (0, 1]. By Lemma 4.4, the mapping h : C → C
defined by Proposition 4.1 is the identity or the conjugation on C.
We shall next show that Φ is linear or anti-linear. Let us pick a couple of
norm-one elements ξ ∈ H and η ∈ K such that Φ(ξ ⊗ ξ) = η ⊗ η. Given a,
b ∈ B(H), Lemma 4.4(a) we have
ϕΦ(p)(Φ(a+ b))Φ(p) = Φ(p)Φ(a+ b)Φ(p) = h(ϕp(a+ b))Φ(p)
= h(ϕp(a))Φ(p) + h(ϕp(b))Φ(p) = ϕΦ(p)(Φ(a))Φ(p) + ϕΦ(p)(Φ(b))Φ(p),
which implies that ϕΦ(p)(Φ(a+ b)) = ϕΦ(p)(Φ(a) + Φ(b)), for every minimal
projection p in B(H). Since Φ maps the set of all minimal projections in
B(H) to the set of all minimal projections in B(K), and pure states on B(K)
separate points in the latter von Neumann algebra (see, for example, [11,
Lemma I.9.10 and Corollary I.9.11]), we conclude that Φ(a+b) = Φ(a)+Φ(b),
that is, Φ is additive.
Since, by Proposition 4.1(d), Φ(αa) = h(α)Φ(a), for every hermitian op-
erator a ∈ B(H) and every α ∈ C, we can easily deduce that Φ is complex
linear if h is the identity on C, or conjugate linear if h is the conjugation
on C. Furthermore, it follows from Corollary 2.5 that Φ is a symmetric
mapping, that is, Φ(a∗) = Φ(a)∗ for all a ∈ B(H). Furthermore, by Lemma
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4.4(a) and [11, Lemma I.9.10], we have ‖Φ(a)‖ ≤ 2‖a‖, for all a ∈ B(H),
which assures that Φ is continuous.
If Φ is conjugate linear, we can always find a conjugate linear ∗-automor-
phism · : B(K) → B(K) (we can actually find a conjugate linear bijection
satisfying ab = ab, a = a and (a)∗ = a∗ for all a, b ∈ B(K)). We consider
in this case the mapping Φ : B(H)→ B(K), Φ(a) = Φ(a), which is complex
linear and satisfies the hypothesis (h.3) in Problem 1.4 for a fixed λ in [0, 1].
If we show that Φ is a linear ∗-isomorphism then Φ will be a conjugate linear
∗-isomorphism.
We are in an optimal position to apply the results obtained by F. Botelho,
L. Molna´r and G. Nagy [5]. If Φ (respectively, Φ) is complex linear, Propo-
sition 2.2(j) guarantees that Φ preserves λ-Aluthge transforms, and thus,
by applying [5, Theorem 1] (see also the introduction), we deduce that one
of the next statements holds:
(a) If dim(H) > 2 there exists a complex linear ∗-isomorphism Θ : B(H)→
B(K) and a nonzero scalar c ∈ C such that Φ(a) = cΘ(a) (respectively,
Φ(a) = cΘ(a)), for all a ∈ B(H). Since Φ(1) = 1 (respectively, Φ(1) =
1), it follows that c = 1 and Φ = Θ (respectively, Φ = Θ) is a complex
linear ∗-isomorphism.
(b) If dim(H) = 2, then dim(K) = 2 and there exists a complex linear ∗-
isomorphism Θ : B(H)→ B(K) and a nonzero scalar c ∈ C such that Φ
(respectively, Φ) is either of the form
Φ(a) = c Θ(a) (respectively, Φ(a) = c Θ(a)), for all a ∈ B(H),
or of the form
Φ(a) = c
(
Θ(at)− Tr(a)1
)
, for all a ∈ B(H),
(respectively, Φ(a) = c
(
Θ(at)− Tr(a)1
)
for all a ∈ B(H)), where t
stands for the transpose and Tr stands for the normalized trace func-
tional on matrices.
In the first case, the condition Φ(1) = 1 (respectively, Φ(1) = 1), im-
plies that Φ = Θ (respectively, Φ = Θ) is a complex linear ∗-isomorphism.
In the second case we have 1 = Φ(1) = c
(
Θ(1t)−Tr(1)1
)
= 1, which
is impossible.

Let Φ :Mn(C)→Mn(C) be the mapping defined by Φ(a) = Φ((aij)ij) =
(aij)ij = a. It is easy to see that Φ is a conjugate linear
∗-automorphism
on Mn(C) and satisfies all hypothesis (h.1)-to-(h.3) in Problem 1.4, but we
cannot conclude that Φ is complex linear.
We shall conclude this note by presenting an additional connection with
another result due to L. Molna´r in [18]. We recall that elements a, b in a
C∗-algebra A are called orthogonal (written a ⊥ b) if ab∗ = b∗a = 0. This
definition is consistent with the notion applied before for projections. The
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set of all partial isometries in A (denoted by PI(A)) can be equipped with a
partial order “≤” defined by e ≤ v if v−e is a partial isometry orthogonal to
e (equivalently, ee∗ ≤ vv∗ and e∗e ≤ v∗v). We shall write PI(H) for the set
PI(B(H)). Theorem 1 in [18] proves that, for any complex Hilbert space H
with dim(H) ≥ 3, and every bijective transformation Ψ : PI(H) → PI(H)
which preserves the partial ordering and the orthogonality between partial
isometries in both directions, and is continuous (in the operator norm) at a
single element of PI(H) different from 0, then Ψ can be written in one of
the following forms:
(a) Ψ(e) = T1(e) for all e ∈ PI(H), where T1 is a
∗-automorphism on B(H);
(b) Ψ(e) = T2(e) for all e ∈ PI(H), where T2 is a
∗-anti-automorphism on
B(H);
(c) Ψ(e) = T1(e
∗) for all e ∈ PI(H), where T1 is a
∗-automorphism on
B(H);
(d) Ψ(e) = T2(e
∗) for all e ∈ PI(H), where T2 is a
∗-anti-automorphism on
B(H).
For bijective mappings on B(H) satisfying hypothesis (h.3) in Problem
1.4 the above result of Molna´r can be applied to replace [5, Theorem 1]
in the final part of the argument exhibited in the proof of Theorem 4.5.
Namely, suppose Φ : B(H)→ B(H) is a bijection satisfying hypothesis (h.3)
in Problem 1.4 for a fixed λ in [0, 1]. By applying the arguments in the
first part of the proof of Theorem 4.5 (a) ⇒ (b), we can conclude that Φ
is a continuous complex linear or a conjugate linear symmetric map (i.e.
Φ(a∗) = Φ(a∗) for all a ∈ B(H)).
Let us take a partial isometry e ∈ PI(H), by Proposition 2.2(b) and (f),
we deduce that
Φ(e)Φ(e)∗ = Φ(ee∗) ∈ Proj(B(H)),
and hence Φ(e) is a partial isometry. We have therefore proved that
(22) Φ (PI(H)) = PI(H), and Φ|PI(H) : PI(H)→ PI(H) is a bijection.
Suppose e and v are orthogonal partial isometries in B(H). Since ee∗ and
vv∗ are orthogonal projections, Proposition 2.2(f) assures that Φ(e)Φ(e)∗ =
Φ(ee∗) ⊥ Φ(vv∗) = Φ(v)Φ(v)∗). On the other hand, since e∗e and v∗v are
orthogonal projections too, by Corollary 2.5 and Proposition 2.2(b) and (f),
we know that
Φ(e)∗Φ(e) = Φ(e∗)Φ(e∗)∗ = Φ(e∗e) ⊥ Φ(v∗v) = Φ(v∗)Φ(v∗)∗ = Φ(v)∗Φ(v).
We have shown that
(23) e, v ∈ PI(H) with e ⊥ v ⇒ Φ(e) ⊥ Φ(v).
Finally if e, v ∈ PI(H) with e ≤ v, we deduce from the real linearity of Φ,
(22), and (23) that Φ(v) − Φ(e) = Φ(v − e) is a partial isometry which is
orthogonal to Φ(e), therefore, Φ(e) ≤ Φ(v). This proves that Φ preserves
the partial ordering in PI(H). The previously commented result of Molna´r
[18, Theorem 1] proves that Φ can be written in one of the forms in (a) to
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(d). If Φ is a complex linear or a conjugate linear ∗-anti-automorphism, the
mapping Φ∗(a) = Φ(a∗) (a ∈ B(H)) is a conjugate linear or complex linear
∗-automorphism, and hence
Φ(∆λ(a)
∗) = Φ∗∆λ(a) = ∆λ(Φ
∗(a)) = ∆λ(Φ(a
∗)) = ∆λ(Φ(a)
∗),
for all a ∈ B(H) (compare (1)). Applying Proposition 2.2(k) we derive at
∆λ(Φ(a)
∗) = Φ(∆λ(a
∗)),
for all a ∈ B(H). Combining the last two identities with the bijectivity of
Φ, we deduce that ∆λ(a
∗) = ∆λ(a)
∗, for all a ∈ B(H), which is impossible,
because for a = ξ⊗η, where ξ and η are norm-one linearly independent and
non-orthogonal vectors in H, [8, Proposition 2.1] implies that
∆λ(a)
∗ = 〈η|ξ〉(η ⊗ η) 6= ∆λ(a
∗) = 〈η|ξ〉(ξ ⊗ ξ).
We have therefore proved that Φ must be a complex linear or a conjugate
linear ∗-automorphism.
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