Abstract. In this paper we characterize the existence and uniqueness of periodic solutions of inhomogeneous abstract delay equations and establish maximal regularity results for strong solutions. The conditions are obtained in terms of R-boundedness of linear operators determined by the equations and L p -Fourier multipliers. Periodic mild solutions are also studied and characterized.
Introduction
The aim of this paper is the study of the equation ( is a typical choice with regards to certain applications (e.g. to control theory, or to numerical methods, see [12] ).
1.1) u (t) = Au(t) + F u t + f (t), t ∈ R, where (A, D(A)) is a (unbounded) linear operator on a Banach space X, u t (·) = u(t +
First studies on equation (1.1) goes back to J. Hale [10] and G. Webb [20] . Recent references on partial differential equations with delay can be found in [22] . The problem to find conditions for all solutions of (1.1) to be periodic arises naturally from recent studies on the existence of (almost) periodic solutions of evolution equations, see e.g. [17, 18] .
Recently, a significant progress has been made in finding sufficient conditions for operator valued functions to be L p -Fourier multipliers, see [3] , [21] , the monograph [8] and literature therein. In particular, in [4] the theory of operator-valued Fourier multipliers is applied to obtain results on the hyperbolicity of delay equations and in [16] to obtain stability of linear control systems in Banach spaces.
On the other hand, various connections of periodicity for differential equations and Fourier multipliers were recently noticed in the work by Arendt-Bu [3] and [13, 14] .
In this paper we are able to give necessary and sufficient conditions in order to obtain existence and uniqueness of periodic solutions for equation (1.1) in the space L p (T, X). In contrast with above papers on the subject, we do not assume that A generates a C 0 -semigroup. Instead, our results involves U M D-spaces and R-boundedness, which are not too restrictive conditions for applications concerning nonlinear problems (cf. [8] , [15] ). We remark that the Fourier multiplier approach used here allows to give a direct treatment of the equation, in contrast with the approach using the correspondence between (1.1) and the solutions of the abstract Cauchy problem
; see [5, 19] and references therein.
In the second part, we study mild solutions for equation (1.1). Our main result shows a characterization of periodic mild solutions in terms of L p -Fourier multipliers when the operator A involved is the generator of a strongly continuous semigroup.
Preliminaries
We denote by T the group defined as the quotient R/2πZ. There is an obvious identification between functions on T and 2π-periodic functions on R. We consider the interval [0, 2π) as a model for T.
where
A Banach space X is said to be U M D, if the Hilbert transform is bounded on L p (R, X) for some (and then all) p ∈ (1, ∞). Here the Hilbert transform H of a function f ∈ S(R, X), the Schwartz space of rapidly decreasing X-valued functions, is defined by
These spaces are also called HT spaces. It is a well known theorem that the set of Banach spaces of class HT coincides with the class of U M D spaces. This has been shown by Bourgain [6] and Burkholder [7] . Let X, Y be Banach spaces. We denote by B(X, Y ) be the space of all bounded linear operators from X to Y . When X = Y , we write simply B(X). 
We remark that large classes of classical operators are R-bounded (cf. [9] and references therein). Hence, this assumption is not too restrictive for the applications that we consider in this article. 
is R-bounded as well, and 
A very useful tool in connection with R-boundedness is the contraction principle of Kahane, which we state as a lemma. A proof can be founded in [8, Lemma 3.5] .
Lemma 2.3. Let X be a Banach space, n ∈ N, x j ∈ X, r j independent, symmetric, {−1, 1}-valued random variables on a probability space (Ω, M, µ), and
The constant 2 can be omitted in case where α j and β j are real.
The following theorem, due to Arendt and Bu [3, Theorem 1.3] , is the discrete analogue of the operator-valued version of Mikhlin's theorem due to Weis [21] and play an important role in our investigations.
A criterion for periodic solutions
We consider in this section the equation
where A :
Important cases of operators F are defined by
We denote
and u(0) = u(2π). We will identify u with this continuous representative.
Denote by e λ (t) := e iλt for all λ ∈ R, and define the operators
Defining the real spectrum of (3.1) by
we prove the following result.
Then the following assertions are equivalent.
Proof. By [3, Proposition 1.11] it follows that (i) implies (ii). Conversely, define
, where C k := ikI − B k . By Theorem 2.5 is sufficient to prove that the set {k(M k+1 − M k )} k∈Z is R-bounded. In fact, we claim first that the set
By Kahane's contraction principle (Lemma 2.3) we obtain
We conclude that
and the claim is proved. Next we note the following identities
Since products and sums of R-bounded sequences is R-bounded (cf. Remark 2.2), the proof is finished. 
Proof
Taking Fourier transform on both sides, we haveû(k) ∈ D(A) and, since F is linear and bounded, we obtain (cf. (3.2) )
Hence u ≡ 0 by the assumption of uniqueness, and thus x = 0.
(ii) By Proposition 3.2 is sufficient to show that the set 
This proves the claim.
Our main result in this section, establish that the converse of Proposition 3.3 is true, provided X is an U M D space. 
, it is equivalent to the fact that the family
We claim that the family
On the other hand, since {B k } k∈Z is R-bounded (cf. the proof of Proposition 3.2) the identity 
for all k ∈ Z. Then using that A is closed we conclude that u(t) ∈ D(A) (cf. [3, Lemma 3.1]) and, from the uniqueness theorem of Fourier coefficients, that (3.1) is valid for a.a. t ∈ T.
To show uniqueness, let
Since Z ∩ σ(∆) = ∅ this implies thatû(k) = 0 for all k ∈ Z and thus u = 0.
The solution u(·) given in Theorem 3.4 actually satisfies the following maximal regularity property.
Corollary 3.5. In the context of Theorem 3.4, if condition (ii) is fulfilled, we have
Proof. The first statement follows from the proof of theorem 3.4. We verify this for Au.
-multipliers, the claim follows. On the other hand,
The second statement is a consequence of the closed graph theorem.
From the inequality (3.6) we deduce that the operator L defined by:
is an isomorphism onto. Indeed, since A is closed, the space H We remark that such isomorphisms are crucial for the handling of nonlinear evolution equations (see [1] ).
In the case of a Hilbert space, Theorem 3.4 takes a particularly simple form. It is remarkable that it corresponds essentially to the case where X = C. 
Proof. This is a consequence of the validity of Plancherel's Theorem.
Example 3.8.
Let A be a closed linear operator defined on a Hilbert space H and suppose that iZ ⊂ ρ(A) and sup k ||A(ik − A)
Therefore, under the condition
we obtain that Z ∩ σ(∆) = ∅, and the identity (3.11)
It follows that
and hence condition (ii) in Corollary 3.7 is satisfied.
The above example can be adapted to obtain the following criterion in case of U M D spaces. 
Proof. Since R-boundedness implies uniform boundedness by Remark 2.2(a), we obtain sup k ||A(ik − A)
Also note that (3.12) implies (3.10). Then we obtain that ikI − A − B k is invertible for all k ∈ Z and the identity (3.11) is valid.
Using Remark 2.2, and induction we have
R p (ik(ik − A) −1 [B k (ik − A) −1 ] n ) ≤ R p (ik(ik − A) −1 )[R p (B k A −1 A(ik − A) −1 )] n ≤ R p (ik(ik − A) −1 )[R p (B k A −1 )] n [R p (A(ik − A) −1 )] n ≤ R p (ik(ik − A) −1 )||A −1 || n [R p (B k )] n [R p (A(ik − A) −1 )] n .
By (3.3) we obtain
Finally by (3.12), Remark 2.2, and taking into account that R-boundedness is preserved by convergence in the strong operator topology, one has
This proves that {(ikI −
} is R-bounded and the conclusion follows from Theorem 3.4.
To close this section, and as an application, we want to compare the periodic problem (3.14) 
Periodic Mild Solutions
In this section we consider mild solutions of equation (3.1) in the following sense 
Proof. Follows easily taking into account that for all θ ∈ [−r 2π , 0] we have (e kû (k))(θ) = 1 2π and Av(k) =ĝ(k) for all k ∈ Z, k = 0. But, for k = 0 we havê
Then by (4.3) 
In particular,ŵ(0) = 0 and thereforeĝ
. We have proved that u is a weak * mild solution. It follows from [2, Proposition B.10] that u is a mild solution of (3.1) and the proof is finished.
The following result is an immediate consequence. 
Proof. As in the proof of proposition 3.3 we obtain that Z ∩ σ(∆) = ∅. Let f ∈ L p (T, X) and u be the mild solution of (3.1). It follows from (4.2) that
for all k ∈ Z. The claim follows.
The main result in this section shows that if A generates a C 0 -semigroup then the converse of the above proposition is true. 
