Introduction {#Sec1}
============

In the context of investigating the effects of climate change and global warming on food production, a number of empirical studies provide empirical evidence on detrimental impacts of extreme heats on the U.S. crop yields^[@CR1]--[@CR4]^. While many of the previous empirical studies implicitly assume the time separability of temperature effects and use annual or growing-season aggregation, several recent studies highlight the importance of within-growing season weather variations^[@CR5]--[@CR8]^. Contributing to the recent empirical literature, the objective of our study is to emphasize the importance of utilizing within-growing season weather variations. We show that disaggregating temperature exposures within growing season by month leads to substantially different predictions of crop yields as responses to global warming. To achieve our objective, we estimate the relationship between temperature and precipitation variations and maize yields in the U.S. corn belt region with several different specifications and describe the role of the interaction between temperature and precipitation on maize yield response models. We also compare the out-of-sample prediction performances across different specifications and estimation methods.

As observed by the recent studies^[@CR5],[@CR6],[@CR8]^, timings of temperature exposures within the growing season play important roles explaining crop yield variations. For example, Butler and Huybers^[@CR5]^ find more negative effects of extreme heats on the U.S. maize yields during grain filling stage compared to vegetative or drydown stages. For the case of Kansas wheat, temperature effects on yields have substantial variations within the growing season^[@CR6]^. Water stress is also, of course, crucial for plant growth. Although several previous studies^[@CR1],[@CR9]^ find empirical evidence on smaller impacts of precipitation compared to temperature explaining the U.S. maize yields, a recent study^[@CR10]^ find that about 13% of yield variability is due to meteorological drought. Water availability also interacts with temperature and affects the yield sensitivity. Extreme heat has a smaller detrimental yield effect when there is more available water^[@CR11]^. In the case of Kansas wheat, the estimates of Tack *et al*.^[@CR6]^ indicate that the detrimental impact of warming would be reduced with greater rainfall in Spring. Also, recent empirical studies^[@CR12],[@CR13]^ find that irrigation would offset the detrimental heat impacts. The recent studies highlight the importance of interaction variables between temperature and precipitation. Therefore, we utilize monthly degree day and precipitation variables and interaction variables between degree days and precipitation to explain yield variability.

Introducing monthly weather variables and the interaction terms among these variables leads to a substantial number of explanatory variables. It is well-known that the ordinary least squares (OLS) estimates lead to poor estimation and prediction accuracy with a large number of explanatory variables^[@CR14]^, often referred to as the curse of dimensionality. As an alternative to the OLS estimation, penalized least squares (PLS) methods have been developed and employed in recent high-dimensional data analyses; for the recent discussion on PLS, see Wang^[@CR15]^. While PLS can reduce the high-dimensionality by inducing exact zero values of coefficient estimates for irrelevant predictors, the determination of tuning parameters, which control the degree of the sparsity, is still a difficult  challenge. Over the last several decades, many studies show that Bayesian approaches can provide effective ways for high-dimensional data analysis^[@CR16]--[@CR18]^. In a Bayesian framework, the tuning parameter selection problem can be resolved by integrating out the tuning parameter through Markov Chain Monte Carlo (MCMC) method. Therefore, we utilize two Bayesian methods, Bayesian variable selection (BVS) and Bayesian model averaging (BMA), to estimate our preferred specification with monthly degree day and precipitation variables and the interaction variables and show that the Bayesian methods perform better in terms of out-of-sample predictions than OLS estimations.

Results {#Sec2}
=======

We use county-level annual maize yields data from Illinois, Indiana, and Iowa that span 1981--2017 and monthly weather data for the same period. Details on data and methods are in the methods section. In this section, we first show how each specification and estimation method perform in terms of out-of-sample predictions and we report the predicted impacts of uniform warming scenarios. We also present the marginal effects of temperatures on maize yields from our preferred specification.

Comparing model performances {#Sec3}
----------------------------

Table [1](#Tab1){ref-type="table"} provides the descriptions of the candidate models with different sets of explanatory variables. We start with a model that uses aggregated temperature variables, Growing Degree Days (GDD) and Heating Degree Days (HDD), precipitation variables, and quadratic time trends M1^[@CR1]^. Aggregation is over the growing season, which is from April to October. We define the growing season based on the planting dates and the harvesting dates provided by National Agricultural Statistics Service^[@CR19]^. For the second model, M2, we add the interaction terms between GDD and precipitation, between GDD and precipitation squared, between HDD and precipitation, and between HDD and precipitation squared, to represent possible interplay among the weather variables. Note that the quadratic term for precipitation captures the nonlinearity of precipitation effects. Each model has state-specific quadratic time trends and county-level fixed effects (*v*~*i*~).Table 1Four alternative specifications.ModelsModel formsM1ln *yield*~*it*~ = *β*~1~*GDD*~*it*~ + *β*~2~*HDD*~*it*~ + *β*~3~*Prec*~*it*~ + $\documentclass[12pt]{minimal}
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We then extend our models to account for within-growing season variations. Our extension is somewhat similar to that of Tack *et al*.^[@CR6]^ except we utilize monthly variables instead of three seasons. The third model, M3, is the extension of M1 with monthly variables from April to October. Similarly, the last model, M4, is the extension of M2 and is our most preferred model. M4 has 56 weather-related variables, state-specific quadratic time trends and county-level fixed effects, which leads to the concerns on the reliability of OLS estimates.

Therefore, we utilize two Bayesian approaches: BVS and BMA. Both Bayesian approaches use the posterior model probabilities that quantify the importance of candidate models given the observed data. BVS identifies relevant weather variables in M4 by searching for the model with the highest posterior model probability among all possible reduced models. However, selecting a single model, as BVS does, may fail to account for the model uncertainty whereas averaging cross many candidate models with Bayesian weights, i.e. BMA, performs well even with the presence of the model uncertainty (We also estimate M4 with LASSO, which is one of the common PLS approaches, for the comparison, and report the results in the online [Supplementary Information](#MOESM1){ref-type="media"})^[@CR16]^. See the online [Supplementary Information](#MOESM1){ref-type="media"} for more technical details on our two Bayesian estimation methods, BVS and BMA.

We first discuss the out-of-sample performances of the six specifications. We perform the out-of-sample predictions for each specification by conducting k-fold cross-validation with $\documentclass[12pt]{minimal}
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                \begin{document}$$k=10$$\end{document}$. Details are in the methods section. Table [2](#Tab2){ref-type="table"} reports the Root Mean Squared Errors (RMSEs), the Mean Absolute Percentage Errors (MAPEs), Pearson's correlation coefficient (PCC) and the Skill Scores of the six candidate specifications. The formulas for the RMSEs, MAPEs, PCC, and Skill Scores are in the methods section.Table 2Out-of-sample prediction performances.SpecificationsRMSEMAPEPCCSkill ScoreM10.15270.02360.76950.0000M20.15550.02390.7708−0.0574M30.15010.02340.82040.0284M4-OLS0.14110.02200.83890.1218M4-BVS0.12620.01960.86560.2832M4-BMA0.12650.01960.86480.2772Note: Skill Scores are computed based on M1 as a benchmark.

As expected, we observe that our preferred model (M4) outperforms other three models regardless of the estimation methods. Based on the Skill Score measures, M4 specifications are performing about 12--28% better than M1. Among three estimation methods, the Skill Scores of Bayesian methods are more than double of that of OLS. Variable selection procedures via Bayesian approaches lead to better out-of-sample prediction performances by avoiding over-fitting. We do not find much difference between BVS and BMA, which suggests that, for the M4 specification and our dataset, BVS does not suffer much from the model uncertainty. Overall, we conclude that disaggregating weather data into finer time scales (i.e. monthly) adds information in terms of explaining the variations in maize yields.

Impacts of uniform warming {#Sec4}
--------------------------

To provide some insights on the importance of model selections in the context of predicting the warming effect on crop yields, we estimated the impact of uniform 1 °C and 2 °C warmings on maize yields for all six specifications. Figure [1](#Fig1){ref-type="fig"} reports the average impact of uniform 1 °C and 2 °C warming represented as changes in logs by specification.Figure 1Average impacts of uniform 1 °C warming on US maize yields by specification. Pink represents the average impacts of 1 °C warming and green represents the average impacts of 2 °C warming. Changes are represented in log-scale.

A notable observation from Fig. [1](#Fig1){ref-type="fig"} is that the negative warming effects are substantially smaller when the monthly weather variables are used (M3 and M4) compared to the models with growing season aggregated variables (M1 and M2). This is also lower than the previous estimates^[@CR20]^. This indicates that the time separability assumption of heat effects may not be appropriate and the aggregation of temperature variables across months leads to the estimates with more negative warming effects. Introducing interaction terms only makes significant difference when monthly variables are used and slightly reduces the detrimental warming effect. The difference between M4 specifications and the other specifications is greater for the 2 °C warming scenario.

Note that the specifications that use the growing-season aggregated weather variables implicitly impose a restriction that the marginal effects of these variables are same across the months. For example, those specifications do not distinguish a unit increase in HDD in April from a unit increase in HDD in July. While the aggregation may lead to the estimates that are approximately average of the monthly effects, the estimated impacts of uniform warming are likely to be significantly different if we have heterogenous marginal effects across months since uniform 1 °C warming would increase HDD for each month in a nonlinear way^[@CR21]^. Similarly, the interaction effects between temperature and precipitation can be very different across months and the aggregation would only capture the average of them.

We also observe the greater precisions of the estimated impacts from the Bayesian approaches. Compared to M4 - OLS, the confidence intervals are narrower for the estimates from M4 - BVS and M4 - BMA. In other words, the specifications M4 - BVS and M4 - BMA are providing more precise estimates of the impacts of uniform warming on maize yields. Combined with the better out-of-sample prediction performances we observe in Table [2](#Tab2){ref-type="table"}, we believe that the two Bayesian specifications provide reliable estimates of the warming impacts.

Finally, we check whether different specifications lead to warming impact estimates with different spatial distributions. Figure [2](#Fig2){ref-type="fig"} presents the county-level predicted yield changes as response to the uniform 1 °C warming by model. As expected, northern regions are less negatively affected by the uniform 1 °C warming. Consistent with Fig. [1](#Fig1){ref-type="fig"}, M3 and M4 show smaller negative warming impacts compared to M1 and M2. The ordinal spatial patterns are similar across different models indicating that the differences across models do not vary much across space.Figure 2Predicted impacts of uniform 1 °C warming by model (Changes in log-scale).

Marginal effects of monthly temperature variables {#Sec5}
-------------------------------------------------

While our main objectives are to show a) that specifications with monthly weather variables perform better in terms of out-of-sample predictions and b) that specifications with monthly weather variables predict different warming impacts on maize yields, we also provide the marginal effects of monthly temperature variables to understand what drives the main results.

Since M4 estimated outperforms the other specifications, we limit our focus to the estimates of M4. We report the marginal effects of monthly GDDs and HDDs, which are measured in log changes in yields as responses to a unit changes in GDD and HDD, that are computed based on the estimates from M4 - BMA. We show that the effects are heterogenous across different months, which is a potential source of the differences in warming impact predictions across different model specifications. With the interaction terms among temperature and precipitation variables, we estimate the conditional marginal effects of GDDs and HDDs at high and low precipitation levels, high measured at 75% percentile, and low measured at 25% percentile.

Figure [3](#Fig3){ref-type="fig"} presents the estimated conditional marginal effects of the HDDs for given precipitation levels. Throughout May to September, HDDs have significant and substantial negative effects on maize yields. The estimates are consistent with agronomy literature that finds the negative impact of heat during late-vegetative stage on maize development through delays in silking^[@CR22]^ and during grain filling on maize kernel dry weights^[@CR23]^. We do not observe significant impacts of precipitation on the impacts of HDDs except June and July (see Fig. [3](#Fig3){ref-type="fig"}). This can be explained by few previous findings such as smaller detrimental effects of high temperature exposures with greater amount of water availability^[@CR11]^ and no significant heat impacts on irrigated maize^[@CR13]^. Although further researches on the simultaneous impact of extreme heat and drought with better measures of water availability are needed (e.g. as in Ortiz-Bobea *et al*.^[@CR8]^), our findings indicate that extreme heat with low precipitation can lead to greater loss in maize yields during June and July, which cover late-vegetative and early grain-filling stages. Figure [4](#Fig4){ref-type="fig"} reports the estimated conditional marginal effects of the GDDs for given precipitation levels. The estimated marginal effects of GDDs are also heterogenous across months. As expected, we observe that the marginal effects of the GDDs throughout April to July are beneficial to maize yields. While it is outside of the scope of this study to closely examine each marginal effect, we acknowledge that the negative effect of GDD in August are not expected. This may be the result of multicollinearity or imposing same temperature thresholds for GDD and HDD calculation across different months. Future studies are needed to investigate additional models to examine this negative effect.Figure 3Conditional marginal effects of the HDDs by month estimated by M4 - BMA. Blue represents the conditional marginal effects at the high level of precipitation, 75% percentile, and red represents the conditional marginal effects at the low level of precipitation, 25% percentile.Figure 4Conditional marginal effects of the GDDs by month estimated by M4 - BMA. Blue represents the conditional marginal effects at the high level of precipitation, 75% percentile, and red represents the conditional marginal effects at the low level of precipitation, 25% percentile.

Discussion {#Sec6}
==========

The main findings of our study are a) the models utilizing disaggregated monthly weather variables outperform the models with aggregated weather variables, b) the Bayesian Modeling Averaging method produces more precise estimates when we have a relatively large number of predictors in the model, and c) the predicted warming impacts for the uniform warming scenarios on maize yields are less negative when we use within-growing season weather variations. Our results emphasize the importance of careful modeling and estimation strategies in the context of assessing the climate change impacts.

We find that disaggregating the weather variables into monthly variables substantially increases the model performances. This is consistent with the most recent study that utilize the within-season variations^[@CR8]^. Adding the interaction terms does not improve out-of-sample prediction performances when they are aggregated into the growing season total (comparing M2 with M1). Interaction terms only increase the model performances when we model weather variables with more finer timescales indicating that the within-growing season variation matters. Bayesian approaches in general provides more precise estimates.

We also observe that the conditional marginal effects of GDD and HDD differ across months within growing season. Combining such observation with the smaller predicted warming impacts from M4 compared to those from M1 and M2 suggests that the impacts of monthly temperature are not additive and growing-season aggregation may lead to overestimation of warming impacts.

Further researches on managing much larger numbers of weather variables to incorporate finer timescales within-season disaggregations or more flexible growing and heating degree days computations (e.g. different temperature thresholds across different time periods) would shed more light on the impacts of climate changes on crop production. Also, the current work can be extended to consider the role of improved technology^[@CR24]^. Such researches would require developing more sophisticated statistical methods and estimation strategies.

Methods {#Sec7}
=======

Data and variables {#Sec8}
------------------

Our dependent variable, corn yield, is obtained from the U.S. Department of Agriculture's National Agricultural Statistics Service^[@CR25]^. Corn yields data are available for almost all corn-producing counties, annually. We use the data from corn belt counties in Iowa, Illinois, and Indiana for the period of 1981--2017. The three states account for about 40% of the U.S. total maize production and face relatively similar production conditions. Total number of observations are 10,638.

We use the weather data from the Parameter-elevation Regressions on Independent Slopes Model (PRISM). PRISM is the widely-used interpolation procedure based on 2.5 × 2.5 mile grid system for the all contiguous states in the United States. Using the minimum and maximum temperatures from the PRISM data, we approximate a distribution of temperatures for each day based on a sinusoidal curve^[@CR1],[@CR21]^ and then calculate the growing degree days (GDDs) and the heating degree days (HDDs) for each month, for the corn belt counties in Iowa, Illinois, and Indiana and for the period of 1981--2017. For the GDD calculation, we use the base temperature of 10 °C and the upper limit of 29 °C and for the HDD, we use the degree days above 29 °C. Monthly precipitation is simply the sum of daily precipitation from the PRISM dataset. Finally, we use state-specific quadratic time trends in all four models.

Bayesian variable selection and model averaging {#Sec9}
-----------------------------------------------

Let *γ* be one of the candidate models. Bayesian variable selection (BVS) can be done by finding the highest posterior probability of *γ*, that is, $\documentclass[12pt]{minimal}
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In order to test for the out-of-sample prediction performances, which is reported in Table [2](#Tab2){ref-type="table"}, we conduct k-fold cross-validation with *k* = 10 for each specification. For this 10-fold cross-validation, we randomly split the sample into ten subsamples keeping the year blocks and end up having seven subsamples that consist of four years and three subsamples that consist of three years.

For specification *m*, our four measures of the out-of-sample prediction performances are defined as: $\documentclass[12pt]{minimal}
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                \begin{document}$$Skill\,Score=-\,\frac{MS{E}_{m}-MS{E}_{M1}}{MS{E}_{M1}}$$\end{document}$, where *N* is the number of observations, *y* is the actual values and $\documentclass[12pt]{minimal}
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                \begin{document}$${\hat{y}}_{m}$$\end{document}$ is the predicted values from specification *m* and *MSE*~*m*~ is the mean squared error of specification *m*. We report the average of these measures across all cross-validation iterations.

Supplementary information
=========================

 {#Sec11}

Supplementary Information

**Publisher's note** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

These authors contributed equally: Jisang Yu and Gyuhyeong Goh.

Supplementary information
=========================

is available for this paper at 10.1038/s41598-019-55037-6.

J.Y. and G.G. designed the research and analyzed the results. All authors wrote and reviewed the manuscript.

The authors declare no competing interests.
