Abstract: If the vibration problem M y + B y + Ky = 0,y(t 0 ) = y 0 , y(t 0 ) = y 0 , is cast into state-space form x = Ax,x(t 0 ) = x 0 , so far only two-sided bounds on x(t) could be derived, but not on the quantities y(t) and y(t) . By means of new methods, this gap is now filled by deriving two-sided bounds on y(t) and y(t) ; they have the same shape as those for x(t) . The best constants in the upper bounds are computed by the differential calculus of norms developed by the author in earlier work. As opposed to this, the lower bounds cannot be determined in the same way since y(t) 2 and y(t) 2 have kinks at their local minima (like | t | 1/2 at t = 0 ). The best lower bounds are therefore determined through their local minima. The obtained results cannot be obtained by the methods used so far.
INTRODUCTION
The vibration problem M y + B y + Ky = 0,y(t 0 ) = y 0 , y(t 0 ) = y 0 , can be solved by writing it in the state-space form x = Ax,x(t 0 ) = x 0 . For this initial value problem, in [1, 2] , so far we have derived two-sided bounds on x(t) of various forms to describe the asymptotic behavior of x (t) , from which it would be easy to obtain also upper bounds on the displacement vector y (t) and the velocity vector y (t) . But, lower bounds on these quantities would not be obtainable.
In this paper, as the main new point, we fill this gap and derive two-sided bounds on y (t) and y (t) of the same type as in [1, 2] for x (t) . The best constants in the upper bounds are computed by the differential calculus of norms developed by the author in earlier work, the lower bounds by their local minima.
The paper is structured as follows.
In Section 2, the initial value problem x = Ax,x(t 0 ) = x 0 , is formulated for a general square matrix A . In Section 3, the two-sided bounds on x(t) in [2] are derived in a new way that allows one to carry over the results from x(t) to y (t) and y (t) , in a simple manner. In Section 4, the statespace description x = Ax,x (t 0 and where y(t) IR n is the displacement vector. In Sections 5, 6, and 7, two-sided bounds of the same types as for x (t) are derived for y (t) , y (t) , and even for x S (t) , (where S {1, , m = 2n} is an index set), respectively. We mention that, in Sections 3 and 5 -7, first the case of a diagonalizable matrix A is studied and then the case of a general square matrix. In Section 8, applications follow. Here, the optimal constants in the upper bounds are computed by the differential calculus of norms. In Section 9, conclusions are drawn. In Section 10, we comment on the References, and in Section 11, an outlook on future research is given. We consider the initial value problem
THE INITIAL VALUE
first without any reference to a vibration problem. Later on, in Section 8, matrix A will be the system matrix of a specific vibration model.
TWO-SIDED BOUNDS ON x(t)
In this section, we derive in a new way two-sided bounds on the solution x(t) of x = Ax,x(t 0 ) = x 0 , obtained already in [1, 2] . The reason for this is that the new method allows us to carry over the results in a simple manner to the displacement vector y (t) and the velocity vector y(t) of the vibration problem M y + B y + Ky = 0,y(t 0 ) = y 0 , y(t 0 ) = y 0 , which is our actual goal. One even obtains, in this way, two-sided bounds on x S (t) , where S {1, , m = 2n} is an index set. First, the case of a diagonalizable matrix A is studied and then the case of a general square matrix. Remark: Let (H1) be fulfilled and let Ap = p . Then,
Diagonalizable Matrix
we have A p = p , where the bar denotes the complex conjugate. So, together with ( , p) , also ( , p) is a solution of the eigenvalue problem Ap = p . But, if and p would be real, then p and p would not be linearly independent. This situation cannot happen when hypothesis (HS) is supposed.
Remark: In the sequel, when the special hypothesis (HS) is chosen, we do this in order to be specific in the construction of a solution basis. Other cases such as the model from [3] , Fig. (1) with A IR 3 3 can be handled in a similar manner, however. Therefore, if (HS) is supposed, this is done without loss of generality. Another reason to assume (HS) is that it is adapted to the examples in Section 8.
b. Representation of the Basis x k (r) (t), x k (i) (t),k = 1, ,n
Under the hypotheses (H1), (H 2) , and (HS) , from [4] , we obtain the following real basis functions for the ODE x = Ax :
are the decompositions of k and p k into their real and imaginary parts. As in [4] , the indices are chosen such that n+k = k , p n+k = p k ,k = 1, , n .
c. New Derivation of the Two-Sided Bounds on x(t) by e o (t -t o )
First, we prove the following lemma.
Lemma 1:
Let the conditions (H1), (H 2) and (HS) be fulfilled and
Now, p 1 , , p n ; p 1 , , p n are linearly independent and therefore,
This delivers
Let, u k ,k = 1, , m = 2n be the eigenvectors of A corresponding to the eigenvalues k ,k = 1, , m = 2n . Under (H1), (H 2) , and (HS) , the solution x(t) of (1) has the form
with uniquely determined coefficients c 1k ,k = 1, , m = 2n . Using the relations
(see [4] , Section 3.1 for the last relation),then according to [2] , the spectral abscissa of A with respect to the initial vector x 0 IR n is given by
and
Starting Point: Appropriate Representation of x(t)
We have
). Thus, due to (2),
with
Estimate from above
From (7), (8) , one has immediately
where is any vector norm.
Estimate from below
From (7), one obtains
Now,
since p k (r ) , p k (i ) ,k = 1, , n are linearly independent according to the above Lemma 1. Further, the functions f k (t),t t 0 ,k = 1, , n are periodic with period
which remains valid also if k (i ) = 0 for some or all k J 0 .
With this,
for sufficiently large t 1 
From (10), (12), (13), we infer
for sufficiently large t 1 .
Two-sided bound on x(t) by e 0 (t -t 0 )
Summarizing, we obtain 
k = 1, , n as well as
Herewith, we get
Let the hypotheses (H1), (H 2) , and (HS) be fulfilled. Then, there exist constants 0 > 0 and 1 > 0 such that
Proof: This follows from [2] , Theorem 11 and the equivalence of norms in finite-dimensional spaces. We start with the representation
Using the initial condition x(t 0 ) = x 0 , we conclude
Then,
Since matrix P is regular, the solution c of matrix equation (24) is uniquely determined. For the solution of (24), we need not (H 4) . Any solution method can be applied, for example, Gaussian elimination. However, under the additional condition (H 4) , according to paper [5] , there is a biorthogonal system of eigenvectors {p 1 , , p m }, {u 1 , , u m } so that c k ,k = 1, , m = 2n can be calculated by c k = (x 0 , u k ),k = 1, , m , which is numerically very effective. Without hypothesis (H 4) , one can use the biorthogonalization method of the paper [6] to preserve the formulae c k = (x 0 , u k ),k = 1, , m .
General Square Matrix A a. Hypotheses on A
Again, first, we formulate some hypotheses on matrix A .
where [4] we obtain the following real basis functions for the ODE x = Ax :
is the decomposition of p k (l ) into its real and imaginary part.
c. New Derivation of the Two-Sided Bounds on x(t)
First, we state the following lemma. 
Proof: The proof is similar to that of Lemma 1 and therefore omitted. Now, let u k (l )* , k = 1, , m l be the principal vectors of stage k of A corresponding to the eigenvalue l ,l = 1,
, and (HS ' ) , the solution x(t) of (1) has the form
with uniquely determined coefficients c 1k
Using the relations
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(see [4] , Section 3.2 for the last relation), then the spectral abscissa of A with respect to the initial vector x 0 IR n is
Index Sets
For the sequel, we need the following index sets:
Starting Point: Appropriate Representation of x(t)
(cf. [4] ). Thus, due (25),
Estimate from above
From (30), (31), for every > 0 , one has immediately
(32)
Estimate from below
From (30), one obtains
which remains valid also if l (i ) = 0 for some or all l J 0 .
for sufficiently large t 1 t 0 since l
Two-sided bound on x(t) by e 0 (t -t 0 )
Summarizing, from (32), (33), (35), (36), we obtain Theorem 5: (Two-sided bound on x(t) by e 0 (t t 0 ) ) Let the hypotheses (H1 ' ), (H 2 ' ) , and (HS 1 ' ) be fulfilled.
Then, there exists a constant X 0 > 0 and for every > 0 a constant X 1 ( ) > 0 such that
for sufficiently large t 1 , where the upper bound holds for
Further, if the index of every eigenvalue = (A) with Re = 0 is equal to unity, then = 0 can be chosen.
Proof: (37) has been proven; the rest is left to the reader.
d. Two-sided Bound on x(t) by (t)
Let and
l = 1, , r = 2 and
Let the hypotheses (H1 ' ), (H 2 ' ) , and (HS 1 ' ) be fulfilled. Then, there exist constants 0 > 0 and 1 > 0 such that
Proof: This follows from [2] , Theorem 13 and the equivalence of norms in finite-dimensional spaces. i.e., without i j ,i j,i, j = 1, , r We start with the representation
Substituting t = t 0 and using x(t 0 ) = x 0 , we conclude
Since matrix P is regular, the solution c of matrix equation (47) 
where y(t) is the sought displacement and z(t) = y(t) the associated velocity.
State-Space Description
x is called state vector and A system matrix. Herewith, (48) is equivalent to
In the sequel, we need only the special form of x(t) .
TWO-SIDED BOUNDS ON y(t)
In this section, we derive bounds on y(t) corresponding to those on x(t) in Section 3. 
Diagonalizable Matrix
x k (r ) (t) := y k (r ) (t) y k (r ) (t) , x k (i ) (t) := y k (i ) (t) y k (i ) (t) , p k := q k r k , k = 1, , m = 2n . Then, from (2), y k (r ) (t) = e k (r ) (t t 0 ) cos k (i ) (t t 0 )q k (r ) sin k (i ) (t t 0 )q k (i ) , y k (i ) (t) = e k (r ) (t t 0 ) sin k (i ) (t t 0 )q k (r ) + cos k (i ) (t t 0 )q k (i ) ,(52)k = 1, , n .
c. Derivation of the Two-Sided Bounds on y(t) by e 0 (t -t 0 )
Starting point: Appropriate representation of y(t)
From (7), (8), we conclude
Estimate from above
From (49)and (16) , one has immediately
due to the equivalence of norms in finite-dimensional spaces, this entails
for a constant Y 1 > 0 .
Estimate from below
Here, we have to investigate two cases.
Case 1:
We mention that the corresponding inequality (11) for x(t) could be proven by use of Lemma 1. Now, from (56), it follows
Similarly as for x(t) , here
for sufficiently large t 1 . 
Sufficient algebraic condition for for at least one t t 0 : J 0 = {k 0 } and q k 0 (r ) , q k 0 (i ) are linearly dependent, e.g.,
Because then,
Since the factor in the bracket of g k 0 (t) takes on the value zero, we have proven that (61) is sufficient for (59).
Theorem 8: (Two-sided bound on y(t) by (t) )
Let the hypotheses (H1), (H 2) , and (HS) be fulfilled and additionally (56). Then, there exist constants 0 > 0 and 1 > 0 such that for sufficiently large t 1 
Proof:
From (16) and (60), it follows
From ( 
c. Two-sided Bound on y(t) by e
(t -t )
Starting Point: Appropriate Representation of y(t)
Estimate from above
From (49) and (37), for every > 0 , there exists a constant X 1,2 ( ) > 0 such that due to the equivalence of norms in finite-dimensional spaces, this entails (69) for a constant Y 1 ( ) > 0 .
Estimate from below
Case 1:
We mention that the corresponding inequality (34) for x(t) could be proven by Lemma 4. Now, from (70), it follows (71) Similarly as for x(t) , here
Case 2:
l J 0 k=1 m l g k (l ) (t) = 0, for at least one t t 0 .
In this case, (71) and therefore (72) remain valid only for Y 0 = 0 .
Two-sided bound on y(t) by e 0 (t -t 0 )
Summarizing, we obtain Abbreviations: Proof:
so that the assertion follows.
: Let t t 0 be fixed and let
This means Remark: The linear independence of the vectors for every t t 0 is much a stronger statement than the linear independence of the associated functions.
Corollary 11: (Sufficient condition for
Then, 
d. Two-Sided Bound on y(t) by (t)
Let (70) 
t t 1 t 0 . From (42), we infer
and 1 ( ) > 0 , and (75) is proven.
TWO-SIDED BOUNDS ON z(t) = y(t)
In this section, we state bounds on z(t) = y(t) corresponding to those on y(t) in Section 5. However, no proofs are given. 
b. Representation of y k (r) (t), y k (i) (t),k = 1, ,n
From (2),
Remark: Here, it is wise to take the form (77) or [4] , (57), and not the form [4] , (58) since with the form (77), it is easy to carry over the results of Section 5 from x(t) to y(t) .
c. Two-Sided Bound on z(t) = y(t) by e 0 (t -t 0 )
Starting Point: Appropriate Representation of z(t) = y(t)
One has
Case 1:
Case 2:
Here,
Theorem 13: (Two-sided bound on z(t) = y(t) by
Let the hypotheses (H1), (H 2) , and (HS) be fulfilled and additionally (80). Then, there exist constants Z 0 > 0 and Z 1 > 0 such that
Sufficient algebraic condition for are linearly dependent, e.g.,
d. Two-Sided Bound on z(t) = y(t) by (t)
One obtains
Let the hypotheses (H1) , (H 2) , and (HS) be fulfilled and additionally (80). Then, there exist constants 0 > 0 and 1 > 0 such that for sufficiently large t 1 
with (t) defined by (18) , where 
General
y k (l,r ) (t) = e l (r ) (t t 0 ) cos l (i ) (t t 0 ) r 1 (l,r ) (t t 0 ) k 1 (k 1)! + + r k 1 (l,r ) (t t 0 ) + r k (l,r ) sin l (i ) (t t 0 ) r 1 (l,i ) (t t 0 ) k 1 (k 1)! + + r k 1 (l,i ) (t t 0 ) + r k (l,i ) , y k (l,i ) (t) = e l (r ) (t t 0 ) sin l (i ) (t t 0 ) r 1 (l,r ) (t t 0 ) k 1 (k 1)! + + r k 1 (l,r ) (t t 0 ) + r k (l,r ) +cos l (i ) (t t 0 ) r 1 (l,i ) (t t 0 ) k 1 (k 1)! + + r k 1 (l,i ) (t t 0 ) + r k (l,i ) ,(85)k = 1, , m l ,l = 1, , .
c. Two-Sided Bound on z(t) = y(t)
Starting point: Appropriate Representation of z(t) = y(t)
We have Theorem 15: (Two-sided bound on z(t) = y(t) by e 0 (t t 0 ) ) Let the hypotheses (H1 ' ) , (H 2 ' ) , and (HS ) be fulfilled and additionally (88). Then, there exists a constant Z 0 > 0 and for every > 0 a constant Z 1 ( ) > 0 such that
for sufficiently large t 1 , where t 1 = t 0 if z(t) 0, t t 0 . If the index of every eigenvalue = (A) with Re = 0 is equal to unity, then = 0 can be chosen. If, instead of (88), condition (89) is fulfilled, then the lower bound is only valid with Z 0 = 0 . 
Sufficient algebraic condition for
l J 0 k=1 m l h k (l ) (t) 0, t t 0 : r k (l,r ) , r k (l,i ) ,k = 1, , m l ,l J
d. Two-Sided Bound on z(t) = y(t) by (t)
Theorem 16: (Two-sided bound on z(t) = y(t) by (t) )
Let the hypotheses (H1 ' ), (H 2 ' ) , and (HS ) be fulfilled and additionally (88). Then, for every > 0 there exist constants 0 ( ) > 0 and 1 ( ) > 0 such that
for sufficiently large t 1 , where
Here, (t) is defined by (41). If the index of every eigenvalue = (A) with Re = 0 is equal to unity, then = 0 can be chosen.
TWO-SIDED BOUNDS ON
In this subsection, we derive two-sided bounds on x S (t) similar to those on x(t) , where S {1, , m = 2n} is any subset.
Diagonalizable Matrix A
Important special cases of S are as follows:
where (q k ) j 0 means the j 0 th component of vector q k and so on.
We suppose that (H1), (H 2) , and (HS) ; instead of (H 3) , condition (97) below will be used here.
b. Representation of the Basis x S,k (r) (t), x S,k (i) (t),k = 1, ,n
with p S,k
c. Two-Sided Bound on x S (t) by e 0 (t -t 0 )
Starting point: Appropriate Representation of x S (t)
Here, 
Sufficient algebraic condition for
f S,k (t) = 0, for at least one t t 0 :
are linearly dependent, e.g.,
d. Two-Sided Bound on x S (t) by (t)
One obtains Theorem 18: (Two-sided bound on x S (t) by (t) )
Let the hypotheses (H1), (H 2) , and (HS) be fulfilled and additionally (97). Then, there exist constants S,0 > 0 and S,1 > 0 such that for sufficiently large t 1 t 0 , (101) with (t) defined by (18) , where t 1 = t 0 if x S (t) 0,t t 0 .
General Square Matrix A
Similarly as in 7.1, we have the following important special cases of S :
and so on.
a. Hypotheses on A
We suppose (H1 ' ), (H 2 ' ) , and (HS ' ) ; instead of (H 3 ' ) , condition (106) below is used here.
b. Representation of the Basis
From (25),
c. Two-Sided Bound on x S (t) by e
Enumerating the eigenvalues such that j (i ) > 0 and j
are increasing for j = 1, , 5 as well as j+5 = j , j = 1, , 5 , we obtain Thus, the constant Y 0 in Theorem 7 resp. the constant Z 0 in Theorem 13 is positive.
Two-Sided Bounds on y(t)
In Section 5. In Fig. (2) , the curve y = y(t) 2 and the upper bound y = Y 1,2 e 0 (t t 0 ) are drawn. 1.557559.
In Fig. (3) , the curve y = y(t) 2 and the upper bound y = 1,2 (t) 2 are plotted, and in Fig. (4) , the curve y = y(t) 2 along with the two-sided bounds y = 0,2 (t) 2 and y = 1,2 (t) 2 . The upper bound y = 1,2 (t) 2 depends on x 0 and adapts faster to the curve y = y(t) 2 than the upper bound y = Y 1,2 e 0 (t t 0 ) ; but, in the initial domain, y = 1,2 (t) 2 is worse than y = Y 1,2 e 0 (t t 0 ) . This can be remedied, however, by the method described in [7] .
Two-Sided Bounds on z(t) = y(t)
In Section 6.1, we have derived the bounds In Fig. (5) , the curve y = z (t) 1.632277.
In Fig. (6) , the curve y = z(t) 2 and the upper bound y = 1,2 (t) 2 are plotted, and in Fig. (7) , the curve y = z(t) 2 along with the two-sided bounds y = 0,2 (t) 2 and y = 1,2 (t) 2 . Similar remarks to those at the end of Section 8.2 hold.
Computational Aspects
In this subsection, we say something about the used computer equipment and the computation time. Fig. (3) . y = y(t) 2 and optimal upper bound y = 1,2 (t) 2 Fig. (4) . y = y(t) 2 and optimal two-sided bounds y = 0,2 (t) 2 and y = 1,2 (t) 2 Fig. (5) . y = z(t) 2 and optimal upper bound y = Z 1,2 e 0 (t t 0 ) Fig. (6) . y = z(t) 2 and optimal upper bound y = 1,2 (t) 2
Two-Sided Bounds on the Displacement
The Open Applied Mathematics Journal, 2011, Volume 5 17 (i) As to the computer equipment, the following hardware was available: a Pentium II CPU at 300 MHz, an 8 GB mass storage facility, two SDRAM 64 MB high-speed memories. As software package for the computations, we used 368-Matlab, Version 4.2.c, for the generation of the figures, Version 6.0, in order to be able to caption them.
(ii) The computation time t of an operation was determined by the command sequence t1=clock; operation; t=etime(clock,t1); it is put out in seconds rounded to two decimal places, by MATLAB. For example, to compute the points of contact and to generate the table of values t, y (t) , y u (t), y l (t),t = 0(0.1)25 for Figs. (4 and 7) , we obtained t 4 = 2.26s and t 7 = 1.93s .
CONCLUSION
In this paper, for the vibration problem M y + B y + Ky = 0,y(t 0 ) = y 0 , y(t 0 ) = y 0 , two-sided bounds on the displacement vector y(t) and the velocity vector y (t) are derived. These bounds have the same shapes as the twosided bounds on the solution x(t) of the corresponding statespace problem x = Ax,x(t 0 ) = x 0 . Even two-sided bounds on any quantity x S (t) where S {1, , m = 2n} are obtained. The differential calculus of norms is used to compute the optimal constants in the upper bounds, whereas the best lower bounds must be determined via the local minima since the curves have kinks there. Along with the papers [4] [5] [6] , one is now able to handle the solution of the above vibration problem in nearly the same way as for one-mass models. Therefore, the papers [4] [5] [6] and this paper make a major contribution to Computational Engineering, especially to Computational Mechanics. It could turn out to be of great value also in Computational Electrics. In retrospect, a mathematician might be tempted to derive the two-sided bounds on x S (t) first and to obtain the two-sided bounds on x(t) , y (t) , and z(t) = y(t) as special cases. We have not done this here since the results are mainly of interest to engineers and since we think the presented way will be more convenient and simpler to understand for them. The method described here is also applicable to models with system matrix A IR m m where m is an odd natural number such as A IR 3 3 from [3] , Fig. 3 .1, when the appropriate adaptations are made for the solution bases.
COMMENTS ON THE REFERENCES
The References [1, 2, [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] contain the most important contributions to the author's current research area. In [3, [17] [18] [19] [20] [21] [22] the reader finds dynamical problems of interest with respect to the present paper. In the References [23] [24] [25] [26] there is some material on Linear Algebra useful in the context of the paper. The references [27] and [28] are on functional analytical methods used in the author's work. Finally, [29] is a useful reference book on numerical solution methods of ordinary differential equations consulted by the author in his work.
OUTLOOK ON FUTURE WORK
The question naturally arises as to whether the method presented for the IVP x = Ax,x(t 0 ) = x 0 in this paper can be carried over to more general differential equations. In order to assess the chances to be able to do this, we want to look back to what was possible in the past work. What can be said is the following: In [12] , it was possible to treat problems with periodic system matrix, i.e. the IVP x = A(t)x,x(t 0 ) = x 0 with A(t) = A(t + t p ) in a similar way as for x = Ax,x(t 0 ) = x 0 , more precisely, it was possible to derive an upper bound on x(t) of the same form as for the case of a constant matrix. Further, in [7] , the same held for the quasilinear IVP x = Ax + h(t, x),x(t 0 ) = x 0 . Therefore, one can be optimistic to carry over the results of the present paper to the case of an IVP with periodic system matrix and to the case of a quasilinear IVP. These issues will be the subject of the author's pertinent future scientific work.
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