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Abstract: Some research on information visualization for knowledge bases has been done in 
recent years. Lots of visualization methods for hierarchical structure have been developed 
in this research. We developed several visualization methods for large scale knowledge 
bases in which a lot of nodes form hierarchical structures, and also link in complicated 
semantic relations. The prototype program based on the methods has been implemented 
and coded in Java and Java 3D APIs. This paper outlines the methods and the program 
with some display samples. 
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序論
昨今、電子化された情報は日を追って膨大になって
きている。一方、これらの資料をどのように見やす
く利用者に提示するか、またどれだけ検索しやすく
するかという問題も生じる。 
 10 年ほど前までは，コンピュータを使った情報検
索は「文字」を用いておこない、その検索結果も「文
字」で表示，印刷されるものがほとんどであった。
それが現在では，コンピュータ・グラフィックス技
術，ユーザ・インターフェイス技術，データ処理技
術などを組み合わせ，情報の性質（情報の時間的変
化，情報間の相互関係，膨大な情報量など）を考慮
した「視覚化」が数多く提案されている1)。 
 階層構造をもつデータの中には、それとは別に意
味関係を有するものも存在する。このような情報は
それぞれを 2 次元座標上に表示することは可能だが、
その場合各々のデータの階層構造を意識しながら意
味関係を視覚的に把握することは困難である。 
 本研究は、上述の問題を解決するために、意味関
係を有する階層構造を仮想 3 次元空間に表示するた
めの表示モデルの提案・実装・問題点について考え
る。なお、データとしてＥＤＲ電子化辞書中の EDR
概念辞書を使用する2)。 
 近年の CG 技術の発達には目を見張るものがあり、
映画やテレビでも見ることができるように、実在の
ものと見分けのつかない程、現実的な図が作りだせ
る。さらに CG の重要な点は、実在しないものをも
作り出すことができる点である。情報視覚化とはこ
うした CG 技術を駆使し、本来形も色もない情報に
形や色を与え、人間の情報に対する理解を促進する
研究である。研究そのものの歴史は 20 年ほどとそ
れほど長くはないが、現在では数値データやテキス
トなどの情報を視覚化する研究が各種機関において
行われている。従来の計算機のように膨大な情報を
無味乾燥な文字の羅列として表示するのではなく、
これを図として適度に抽象化しつつ分かりやすく表
示することができれば、計算機専門家はもちろん、
一般の利用者にとっても情報システムはさらに使い
やすいものとなるであろう。 
階層構造を表現する主なモデルとしては以下のも
のが挙げられる。 
１．入れ子図形モデル 
２．円形配置モデル 
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３．円錐形モデル 
 
 入れ子モデルは、データ全体が一定の範囲内に収
まるという利点を持つ3,4)。しかし、単純な上位-下位
関係しか表現できないため、この手法を本研究の
テーマに採用するのは非常に困難である。円形配置
モデルは、Web サイトのリンクなどネットワークの
構造を表現するのに適したモデルである5
∼13)。しかし、
構造全体をグラフとして捉えているために階層関係
の認識に支障をきたす恐れがある。円錐形モデルは、
高さ方向の配置位置で階層構造が表現されているの
で、他のモデルと比べ階層構造の把握が容易であ  
る14
∼19)。また、関連をノードとリンクで表現している
ため、単純な上位-下位関係以外の関係も表現可能で
ある。そのため、本研究においてはこのモデルを発
展させたものがふさわしいと判断した。 
 
結果 
意味関係の仮想 3 次元表示手法 
1. 実験用データ 
本題に入る前に、本研究で使用しているＥＤＲ電子
化辞書についての説明を簡単に述べる。ＥＤＲ電子
化辞書は、コンピュータによる先進的な言語処理の
ために開発され、単語辞書などのいくつかの大規模
な個別辞書から構成されている。 
 本実験では、概念体系を表示するために、EDR 概
念辞書を用いて実験を行う。EDR 概念辞書は、各概
念を言葉で説明する概念見出し辞書と、概念間の関
係を与える概念体系辞書、概念記述辞書の３辞書か
ら成る。概念体系辞書は概念間の上位-下位関係を規
定し、概念記述辞書はそれ以外の関係（意味関係）
を規定するものである。 
 EDR 電子化辞書の上位-下位関係は、3aa966 とい
う概念識別子を持つ概念をルートとし全部で 40 万
以上の概念を持つ巨大な用語木である。また、多重
継承を許しているため下位概念が複数の親を持つ場
合もある。EDR 概念体系辞書では直接の上位-下位
関係にある 2 概念のペアを一つのレコードとし、す
べてのペアを列挙することにより概念体系を表現す
る。 
 意味関係とは、二つの概念の間に上位-下位以外の
関係があることをいう。EDR 電子化辞書では、概念
辞書の中の概念記述辞書にそのデータが存在する。
一般にそのような関係には無数のものが考えられる
が、EDR 概念記述辞書では動詞的概念が名詞的概念
を支配する場合の格関係を中心に以下の 8 個の関係
子を選び、この関係子によって関係づけられる概念
のペアを列挙する。 
agent 有意志動作を引き起こす主体 
object 動作・変化の影響を受ける対象 
a-object 属性をもつ対象 
implement 有意志動作における道具・手段 
cause 事象の原因、理由 
goal 事象の主体または対象の最後の位置 
place 事象の成立する場所 
scene 事象の成立する場面 
 
 例えば、「りんごを食べる」という文に相当する意
味関係表現として、 
 
《食べる》  --object→ 《りんご》 
 
という表現が得られるが、概念記述辞書では、ここ
に現れるそれぞれの関係を 2 つの概念間に成り立つ
関係として取り上げ、記述する。 
 
 本研究では EDR 概念辞書に含まれる３辞書を、
データの操作を容易に行うために１ファイルに統合
した。概念体系辞書、概念記述辞書においてデータ
は関係のペアごとに保存されているが、本実験では
データをより扱いやすくするために、概念単位で
データを扱えるようにした。また、40 万もの概念を
すべて表示することは、視覚面においてもデータ読
み込みにおいても得策ではない。そのため、表示す
る概念数の上限をあらかじめ定めることにした。 
 
2. 表示モデル 
意味関係を仮想 3 次元空間上に表現する方法は色々
考えられるが、本研究では「意味関係を持つ用語同
士を、関係を示す色つきの線で結ぶ」という手法を
用いた。しかしながら線のみでは関係子の区別がで
きないため、関係子は用語木とは別に、線の色と同
じ 3D テキストを用いることで表現した。 
 しかし、表示される用語数を制限しているため、
表示されていない用語と関係を持つケースも存在す
る（厳密には正しい定義とはいえないが、以後、表
示されている用語間の関係を同一用語木内の意味関
係、表示されている用語と表示されていない用語と
の関係を異用語木間の意味関係とする）。したがって、
本研究で検討すべき表示モデルは以下の 2 種類であ
る。 
 
同一用語木内の意味関係の表示モデル 
異用語木間の意味関係の表示を行うモデル 
 
 下記では、これらの表示モデルについて述べる。 
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2.1 マルチコーンの表示 
意味関係の表示モデルの説明に先立ち、用語木その
ものの表示モデルについて簡単に説明する。 
 用語木は親の数だけコーンを表示するマルチコー
ン形式（Cone Trees とほぼ同じ形式）で表示するこ
ととした。その表示モデルを以下に示す(図 1)。図の
○や△などは用語木中の用語（概念）である。これ
を元にして、意味関係の表示モデルを考える。なお、
座標軸は特に断りがない限り、x 軸は左から右方向、
y 軸は下から上方向、z 軸は奥から手前方向である。 
 
2.2 同一用語木内の意味関係表示モデル 
まず、同一用語木内の意味関係の表示モデルは次の
ものを考えた(図 2)。以降、関係のある用語にあたる
場所は黒塗り表示にしてある。図中の太いリンク線
が用語間の関係を表す。リンク線は階層構造の線と
同一である必要はなく、複数の階層をまたがる場合
や、関係のある用語が別々のコーンにある場合や、
同一階層上に関係が存在するケースも存在する。 
 
2.3 異用語木間の意味関係表示モデル 
次に、異用語木間の意味関係の表示を行うモデルを
示す(図 3)。 
 この例では、3 階層目の用語の 1 つを指定してい
る。そして指定された用語と関係を持つが元の用語
木に存在しない用語を、この場合は用語木の右側に
描画し（指定用語が用語木の左方にある場合は左側
に描画する）、それらを色つきの線で結ぶ。描画され
た用語および線は横向きのコーンのような形状をな
している。 
 
3. 表示モデルの実装 
前節で構想した表示モデルを Java3D API を用いて
実装を行った。 
 
3.1 マルチコーン表示の実装 
意味関係表示モデルの実装を説明する前に、マルチ
コーン表示の実装について簡単に説明する。まず、
大まかな手順を以下に示す。 
１．用語木のデータをファイルから読み込む。 
２．それぞれの用語について座標計算を行う。 
３．用語およびリンクのオブジェクトを該当す
る座標に配置する。 
 こうして表示されたものを図 4 に示す。この用語
木は、概念識別子 359313 を根とした木を 2000 語
表示した図である。概念識別子 359313 は、「情報を
担う音や記号や文字」という概念説明である。EDR 
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図 1. 用語木の表示モデル. 
図 2. 同一用語木内の意味関係表示モデル. 
図 3. 意味関係表示モデル(2). 
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概念辞書ではあらゆる物事を記述しているため、こ
のような見出し語として表現できない概念が多数存
在する。本研究ではこのような概念を「--No name--」
として表示する。 
 親ノードごとにコーンを作るマルチコーン形式を
採用したことで、「どのコーンがどの親を持っている
か」の判断が容易である。また、葉と内部節を区別
しわかりやすくするため、葉を黄色に、内部節を赤
に色づけを行った。 
 用語木の操作は、マウスのドラッグによる回転、
移動、ズームが可能である。しかし、このうちの回
転操作は xy 両方の軸を中心に回転するため、やや
癖があり全ての利用者にとって使いやすいものとは
とてもいえない。そのため少しでも使いやすくする
ために、回転操作に関しては回転軸を固定して操作
する機能を付加した。図 4 下部の「orbit …」とい
うボタンをクリックするたびに、xy 軸回転 → x 軸
回転 → y 軸回転 → 回転操作禁止 → xy 軸回転 
→ ･･･というように回転軸を変化させることができ
る。 
 
3.2 同一用語木内の意味関係表示の実装 
まず、同一用語木内の意味関係の表示手順を以下に
示す。 
 
１．仮想 3 次元空間上に用語木を表示する。 
２．用語木を巡回して関係のある用語の組を探
し、関係を示す色つきのリンク線を描画す
る。 
３．色に対応する関係子名を表示する。 
 
 リンク線の描画には、関係を持つ用語の位置する
座標を知る必要があるが、これらは用語木表示に使
用されているものをそのまま使用できるので、改め
て計算する必要はない。こうして意味関係を表示し
たものが図 5 である。図中の細い線は階層構造を示
し、やや太目の色つきの線は意味関係を示す。また、
関係子は右上に関係ノードと同じ色で示されている。 
 
3.3 異用語木間の意味関係表示の実装 
次に、異用語木間の意味関係表示の手順を以下に示
す。なお、同一用語木内の意味関係は既に表示され
ているものとする。 
 
１．意味関係を表示したい用語を、用語木内の
用語を直接クリックして選択する。 
２．指定された用語が異用語木の用語と関係を
持つかを調べ、あれば関係を持つ用語の座
標を計算し、描画する。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
３．指定された用語との関係を示す色つきの線
を描画する。 
まず、意味関係を表示したい用語の指定方法につ
いて説明する。本研究では用語木中の用語を直接ク
リックして指定する方法を選択した。 
 Java3D API には、ピッキングというマウス操作
によって画面上のオブジェクトを操作・指定する機
能がある。この機能を用いることで用語の指定が可
能となるのだが、元々本研究で用語オブジェクトと
して使われている Text3D クラスのオブジェクトは、
ピッキング機能とあまり相性がよくない。同じ
Text3D オブジェクトでもピッキングが可能なもの
と不可能なものがあり、このままでは実用的とはい
えない。そのため、Text3D オブジェクトの背景と
して四角形のポリゴンを追加した（図 6）。四角形ポ
リゴンは Text3D オブジェクトとくらべピッキング
が容易であり、動作も安定している。また、ポリゴ 
図 4. 用語木表示. 
図 5. 同一用語木内の意味関係表示. 
水越，森本 他:  知識ベースに対する 3 次元表示方法の研究 77 
 
©Research Institute for Integrated Science, Kanagawa University 
 
 
 
 
 
 
ンの透明度を高く設定すれば、用語オブジェクトの
邪魔になることもない。ただし、Java3D API のポ
リゴンには片側の視点からは見えても、もう片方の
視点からは見えないという性質がある。そのため、
本研究ではポリゴンを両面に配置し、反対側から見
てもポリゴンが消えないようにした。こうすること
で視覚面での利便性も確保することができる。 
 用語を具体的に指定すると、その用語と関係する
異用語木の用語と関係を描画する。描画を行うには、
図 5 下部の「指定ノードの関係表示」ボタンをクリッ
クすればよい（指定された用語が関係を持たないと
きは何も起こらない）。以降、指定された用語が異用
語木の用語と何らかの関係を持つとして話を進める。 
 まず、異用語木の用語の座標計算を行う。ここで
は 2 段階にわけて座標の計算を行う。 
 最初に、基準となる座標を定める。これは、y お
よび z 座標は指定された用語と同じで、x 座標は同
じレベルで最も x 成分の値が大きい（指定された用
語が左寄りなら最も x 成分の値が小さい）座標とす
る(図 7)。 
 
 次に、それぞれの用語の座標を、先ほど求めた基
準座標をもとに計算する。 
 
基準座標： ( )γβα ,, ・・・・・・・・・・・（式 1） 
n 番目の関係する用語の座標： 
( )zyx ,, ・・・・・・・・・・（式 2） 
基本ベクトル )',','( zyxv =r ・・・・・（式 3） 
回転角 Ni
nπθ 2= ・・・・・・・・・・・（式 4） 
（Ni ：指定用語と関係する用語の数） 
( ) ( )
⎟⎟
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⎟
⎠
⎞
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⎜⎜
⎜
⎝
⎛
−=
1000
cossin0
sincos0
001
1,',','1,,, γθθ
βθθ
α
zyxzyx  
・・・・・（式 5） 
 
 指定された用語の n番目の関係する用語の座標を
式 2 とする。まず、円錐の母線にあたるリンク線に
ついての基本ベクトルνr （式 3）を定める（図 8）。
次にあらかじめ調べた関係を持つ用語数から基本ベ
クトルの回転角を求め（式 4）、基準座標だけ平行移
動した上で x軸に対しての回転を行う（式 5）。なお、 
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図 6. 四角形ポリゴンの追加. 
図 7. 基準座標の位置. 
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図 8. 座標計算の図. 
図 9. 異用語木間の意味関係表示. 
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図の基準座標から伸びている線はあくまでもベクト
ルであり、実際に描画される線とは違うことを明記
しておく。 
  座標の計算が終了したら、それをもとに用語およ
び関係リンク線の描画を行う。関係リンク線の描画
方法については同一用語木内の関係表示のときと同
じである。 
 すべての計算・描画が終了すると、図 9 のように
関係が表示される。この図では、概念識別子 318038
の「ない」という用語を指定し、それと関係する用
語をすべて表示し、色つきの線で関係を示したもの
である。 
 
討論 
表示形式の改良 
前章において表示したモデルは、意味関係と関係の
ない数多くのノードが利用者の邪魔になり、意味関
係および階層関係の把握に支障をきたす問題がある。
また、異用語木間の意味関係表示においては、用語
そのものの選択が困難なことや、大量のオブジェク
トが描画されると用語指定のピッキングの処理にか
かる時間が長くなる問題点がある。本節ではこのこ
とに関する改善策を述べる。 
 
不要ノードの削除 
まず、意味関係の把握を容易にする手法として、意
味関係を持たないノードをすべて取り除いて表示す
る手法を挙げる。具体的には、以下の条件を満さな
いノードをすべて取り除いて意味関係を表示する。
こうすることにより、階層関係を崩すことなく意味
関係をよりわかりやすく表示することができる。 
 
「用語木中または外に関係を持つ用語がある
か、それらの用語の親となる概念」 
 
 図 10 は、前章の例と同じ概念識別子 359313 を根
とし用語総数を 6000 に増やした木を、意味関係表
示後に不要なノードを除去し、用語数を 100 強まで
減らして表示したものである。 
前章の図 5, 図 9 と比べると、ノード数が減った
分関係を持つ用語がより目立つようになり、意味関
係がより理解しやすくなったといえる。また、オブ
ジェクト数の減少によりピッキングの処理に要する
時間も減少した。 
 このため、用語の指定も全体表示時よりも格段に
行いやすくなった。図 11 は、概念識別子 104126 の
「English」という用語を選択し、その用語と関係
する用語木外の用語および関係を表示したものであ
る。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
コーンの重なりの対処 
前節の手法により、用語木を全体表示させていたと
きと比べるとだいぶ見やすくはなったが、それでも
なお用語が見づらい個所がかなり見受けられる。そ
の理由は、コーン同士が複雑に重なり合い、階層構
造の視覚的な理解を妨げているからである。 
 これを解決する手法の１つは、コーンの半径を階
層ごとに変化させる(普通は、下位にいくにしたがっ
て半径を小さくする)ことである。しかし、この手法
は本研究ではまだ採用していない。というのも、こ
れを用いて下位階層より座標を計算して重なりを完
全になくすことは可能であるが、こうした場合用語 
図 10. 同一用語木の意味関係表示(不要ノード除去). 
図 11. 異用語木間の意味関係表示（不要ノード除去）． 
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木の大きさが過度に巨大化し、そのために画面上の
情報量が極端に減り、仮想 3 次元空間上にデータを
描画する意味がほとんどなくなってしまう可能性が
高いからである。しかしながら、過度に使用しなけ
れば有用な手法であることは事実である。この手法
を本研究に利用する方法は将来の課題とする。ここ
ではそれと全く別の観点で、コーンの重なりを減少
させる手法を提案する。 
ありがちなケースとして、同じコーンの中に内部節
が複数あり、それらが隣接しているためにコーンが
重なってしまうことがある。それを改善する方法と
して、図 12-14 の表示モデルを挙げる。 
 図 12 は、葉を内側のコーンに、内部節を外側の
コーンに配置する、いわば「二重コーン」の形にノー
ドを配置したものである。図 13 は、1 つのコーンの
中で内部節が最も離れるようにノードを配置したモ
デルである。図 14 は図 12 のような「二重コーン」
であるが、葉のコーンと内部節のコーンの高さを変
えたモデルである。以下、それぞれのモデルを(1)、
(2)、(3)とする。 
 これらのモデルの基本的な考え方は次の通りであ
る。もし内部節が同一コーン上において隣同士に配
置されていたとすれば、それらを親に持つコーン同
士の重なりは避けられない。そのため、内部節同士
を遠ざけるように配置すれば、コーンの重なりを減
少させることができるのではないかと考えた。 
 そうして最初に考えたのが(1)のモデルである。し
かし、この手法では新たな問題が生じる。図 12 を
見てわかるように、内側の葉と外側の内部節がほぼ
重なってしまうことがある。ノード数が少なければ
位置をずらすことで対応することは可能である。と
ころが、数が多くなるとそうはいかない。そこで、
図 12 を改良した(2)、(3)といったモデルを考えた。 
 (2)のモデルは、本来の目的を考えれば何も「二重
コーン」にする必要はない、内部節さえ離れればコー
ンの重なりは減少できるという考え方である。表示
そのものは従来のモデルと変わらないため、現在の
システムからの変更が容易であるという利点もある。 
 (3)のモデルは、高さをずらすことで(1)の問題点を
解消しようと考えたモデルである。葉と内部節の位
置関係を逆にすることも考えたが、内部節側のコー
ンの半径を大きくしたほうが下のレベルにおける
コーンの重なりを少なくすることができると考えた。 
 しかしながら、この節で挙げてきたモデルにはい
くつかの問題点がある。それを以下に挙げる。 
まず、共通する問題として挙げられるのは、コーン
中に順序関係がある場合、それが崩れてしまうこと
である。特に(2)のモデルについては、内部節が葉の 
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図 12. コーンの重なりを減少させるモデル(1). 
図 13. コーンの重なりを減少させる表示モデル(2). 
図 14. コーンの重なりを減少させる表示モデル(3). 
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間に割り込む形になるため、より深刻である。順序
を意識せずに関係を把握したい場合は特に問題はな
いが、順序関係が重要視される場合は問題である。
また、内部節の数そのものが多い場合はあまり効果
が期待できない。その場合はノード数、あるいは内
部節数そのものを制限しないと利用者にとって見や
すい表示形式にはならない。 
 また、(1)や(3)の「二重コーン」を採用しているモ
デルでは、実際は同じコーンなのに葉と内部節が
別々のコーンに属していると捉えられてしまう恐れ
がある。特に(3)はコーンの高さが違うために、別々
の階層であると見られてしまう可能性すらある。そ
れに加え、高さがずらしてあるとはいえ、葉が多け
れば内部節の上方の視界をさえぎり、確認をしづら
くなる原因にもなる。 
 以上の点を考えると、コーンの重なりを避けるモ
デルとしては、順序を意識することがなければ(2)
が最適といえる。しかしながら、これらのモデルは
実際に表示して検証したわけではなく、「二重コー
ン」のモデルにもコーンの重なり減少以外の利点が
存在する可能性もある。このあたりについては今後
の研究課題としたい。 
 
終わりに 
本研究では、Java3D を用いて EDR 概念辞書のデー
タをもとに概念の意味関係を階層関係と共に 3 次元
情報視覚化するという試みを行った。その結果、階
層関係上に意味関係を表示させることに成功したも
のの、それと関係する様々な問題点も浮かび上がっ
てきた。それらの多くは意味関係表示というよりは
階層関係表示に関するものであった。将来的により
利用しやすいモデルを目指すためには、ノード配置
方法の改良など階層関係表示に関するさらなる修正
を行っていかなければならないと考えている。 
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