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SHARP ASYMPTOTICS FOR SMALL DATA SOLUTIONS OF THE
VLASOV-NORDSTRO¨M SYSTEM IN THREE DIMENSIONS
DAVID FAJMAN, JE´RE´MIE JOUDIOUX, AND JACQUES SMULEVICI
Abstract. This paper proves almost-sharp asymptotics for small data solutions of
the Vlasov-Nordstro¨m system in dimension three. This system consists of a wave
equation coupled to a transport equation and describes an ensemble of relativistic,
self-gravitating particles. We derive sharp decay estimates using a variant of the vector-
field method introduced in previous work. More precisely, we construct modified vector
fields, depending on the solutions, to propagate L1-bounds for the distribution func-
tion and its derivatives. The modified vector fields are designed to have improved
commutation properties with the transport operator and yet to still provide sufficient
control on the solutions to allow for a sharp Klainerman-Sobolev type inequality. Our
method does not require any compact support assumption in the velocity variable nor
do we need strong interior decay for the solution to the wave equation.
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1. Introduction
This paper is concerned with the asymptotic behaviour of small data solutions to the
Vlasov-Nordstro¨m system in dimension three, i.e. the system
φ = m2
∫
v
f
dv√
m2 + |v|2 ≡ ρ(f),(1)
Tφ(f) ≡ T(f)−
(
T(φ)vi +m2∇iφ) ∂f
∂vi
= (n+ 1)f T(φ),(2)
wherem > 0 is the mass of particles, T ≡ vα∂xα , with v0 =
√
m2 + |v|2, is the relativistic
free transport operator,  ≡ −∂2t +
∑n
i=1 ∂
2
xi
is the standard wave operator of Minkowski
space, φ is a scalar function of (t, x) and f is a function of (t, x, vi) with x ∈ Rn, v ∈ Rn.
A detailed introduction to this system can be found in [Cal03]. See also the classical
works [Cal06; Pal06; CR04].
In [Fri04], a small data global existence in dimension three was obtained for this
system, deriving in particular decay estimates in time for the wave φ and the velocity
averages of f for data of compact support. The strategy of [Fri04], similar to the strategy
of [GS87] for the Vlasov-Maxwell system1, consists in using decay estimates for the
velocity averages of f based on the method of characteristics and the compact support
assumptions, together with representation formulae for the wave equation. In particular,
no decay estimates for the derivatives of the velocity averages of f or the higher order
derivatives of the wave were derived.
1.1. Vector-fields and modified-vector-fields approach. In [FJS15], we introduce
a novel approach to the study of coupled systems of wave and transport equations,
based on the vector-field method of Klainerman. In particular, this method allows for a
systematic study of systems such as the Vlasov-Nordstro¨m system and we obtain sharp
(or almost sharp) asymptotics for the solution and its derivatives in the case of either
massive particles (m > 0) in dimensions n ≥ 4 or massless particles up to dimension 3.
1See also [BD85] for the Vlasov-Poisson system.
3Our strategy is based on commuting the transport equation by the complete lift Ẑ of
the Killing fields Z of Minkowski space. By construction, the vector fields Ẑ are then
differential operators that commute exactly with the free transport operator T.
For the non-linear system, the commutation of Tφ and Ẑ introduces error terms
which then need to be integrable in space-time for the estimates to close. Contrary to,
for instance, a non-linear wave equation of the form φ = Q(∂φ, ∂φ), the transport
equation (2) enjoys poor commutation properties, in the sense that commuting with any
of the vector fields Ẑ generates error terms of the form (Z∂φ) · ∂vf . These error terms
are problematic because the vector fields ∂vj do not commute
2 with the free transport
operator, so that they generate an extra growth which is roughly proportional to t.
Because of this extra growth, the techniques introduced in [FJS15] could only handle
massive particles in high dimensions (n ≥ 4).
In fact, this difficulty is already present for the much simpler Vlasov-Poisson system.
In that case, the difficulty was resolved [Smu16] by modifying the commutation vector
fields, replacing the lifted vector fields Ẑ by some Y = Ẑ +Φi∂xi , where the coefficients
Φi are functions in the variable (t, x, v), depending on the solution and constructed to
cancel the worst error terms in the commutator formulae. See also [HRV11] for previous
results concerning sharp asymptotics for solutions of the Vlasov-Poisson system based
on the method of characteristics.
In this paper, we pursue a similar strategy and in particular, construct an ”algebra”
of modified vector fields, specifically designed to obey improved commutation properties
with Tφ, yet to still allow for an (almost) sharp Klainerman-Sobolev inequality. As in
[FJS15], we use the hyperboloidal foliation by the hypersurfaces Hρ of constant hyper-
boloidal time ρ :=
√
t2 − |x|2. In particular, all the energies and norms we consider are
constructed with respect to this foliation. Standard references concerning hyperboloidal
foliations for wave equations are [Fri92; Fri86; Kla93]. See also the recent results [LM14;
LM16; Wan16] concerning the stability of the Minkowski space for the Einstein-Klein-
Gordon system.
To deal with the wave equation, we therefore consider energy norms EN [φ](ρ) obtained
out of the standard energy momentum tensor integrated on Hρ. The only multiplier
that we consider here is ∂t and the only decay estimate required for φ is given by a
standard Klainerman-Sobolev inequality (associated to the hyperboloids). In particular,
we only use an interior (i.e. away from the light cone) decay estimate for φ of the type
t3/2|∂φ|+ t1/2|φ| . 1 which is much weaker than the interior decay used for instance in
[Fri04].
For the distribution function, our norm, denoted EN [f ](ρ), is constructed out of mod-
ified vector fields Y. Moreover, we actually consider weighted norms, where the extra
weights are of the form z = t v
i
v0
− xi. Note that these weights are actually propagated
by the linear flow, i.e. they solve T(z) = 0. The norm EN [f ](ρ) is thus constructed
out of L1-type norms on Hρ × R3v of zqYα(f). The z-weights appear naturally in the
commutator formula in conjunction with our choice of modified vector fields. We refer
to Sections 3 and 5 respectively for the precise definitions of the modified vector fields
and the norms used in this paper.
1.2. The main result. The main theorem of this paper establishes the stability of the
trivial solution to the Vlasov-Nordstro¨m system, and provides in particular an almost
sharp description of the asymptotic behaviour of the fields.
2In the case of massless particles m = 0, the exact vector field hitting f in these error terms would
be vi∂vi , which actually commutes with the free, massless, transport operator, which explains (partly)
why the massless case is much easier than the massive one. See [FJS15] for more on the massless
Vlasov-Nordstro¨m system.
4Theorem 1. Let N ≥ 10. There exists an ε0 > 0 so that, for any initial data (φ0, φ1, f0)
on the hyperboloid H1, satisfying
EN [φ0, φ1] + EN+3[f0] ≤ ε,
the unique maximal solution (φ, f) to the Cauchy problem (1) satisfying the initial con-
ditions
φH1 = φ0, ∂tφH1 = φ1, fH1×R3v = f0
is defined globally in the future of H1 and verifies, for all ρ ≥ 1,
EN [f ](ρ) . ερ
δ(ε).
EN [φ](ρ) . ερ
δ(ε).
EN−1[φ](ρ) . ε,
where 0 ≤ δ(ε)→ 0, as ε→ 0.
From the above statement and Klainerman-Sobolev inequalities, one then obtains
decay estimates for φ and velocity averages of f (and their derivatives), which are sharp
in the case of φ (since there is no loss apart from the top order energy estimate) and
almost sharp for f , in the sense that there is a ρδ(ε) loss compared to the linear estimate.
Moreover, if we allow stronger initial decay for φ, then, by standard techniques, we would
obtain improved interior decay that would allow us to also remove the small loss of decay
for the velocity averages of f . It is in that sense that we obtain sharp asymptotics for
this system.
1.3. Elements and difficulties of the proof.
1.3.1. Large velocities. An important aspect of Theorem 1 is that no compactness as-
sumptions on the v support of the solutions3 are required. The only v decay that we
need is that the initial norms, which are integrals in v (and x) with polynomial weights,
are bounded.
A strong advantage of compact support assumptions is that they allow for a clean
separation of the characteristics associated with the wave equation (the null geodesics)
and the characteristics of the distribution function (which are timelike). This means
that, in that situation, when estimating products of the form ∂Zα(φ)Yβ(f), because of
the support assumptions, one can always assume that one lies far from the light cone
t ≡ |x|, since otherwise one must be away from the support of f (for t sufficiently large).
In our case, no such separation occurs. Essentially, for large v,
√
m2 + |v|2 ∼ |v| holds,
so that the characteristics of the distribution function converge in some sense to that of
the wave. Using the hyperboloidal foliation, the present norms for f contain the weight
vρ := vαnα, where n is the future unit normal to the hyperboloid. Moreover, one can
prove an estimate of the form tρv0 . v
ρ. Since a weight t is stronger than a weight ρ,
this allows to extract more decay from the wave to estimate the above products, but at
a cost of losing in powers of v0, consistent with the fact that at large v our estimates
get worse. Thus, we need to carefully take into account powers of v in all the equations.
Looking at the structure of the transport operator on the left-hand side of (2), we
notice that two different terms arise, T(φ)vi∂vif and ∂xiφ · ∂vif , which have different
homogeneity in v, the second term being better in this regard. A basic application of
our estimates would in fact not allow to estimate the error terms coming from this first
term due to the high number of powers of v. Instead, the structure of this term plays
an important role. A heuristic picture of this structure is the following. As discussed
3We do not also assume any compact support in x, but we do start from some hyperboloid. To go
from an initial t = const slice to a future hyperboloid typically requires strong initial decay in x, see the
discussion in [FJS15, Appendix A].
5earlier, the difficulty originates in large v and, at large v, v0 ∼ |v| holds, meaning that it
becomes increasingly hard to distinguish massive from massless particles. However, the
vector field vi∂vi , which appears in the error terms coming from the product T(φ)v
i∂vif ,
actually commutes with the massless transport operator |v|∂t+ vi∂vi . This implies that,
even though vi∂vi does not commute with the massive transport operator, the error
terms generated have strong decay properties in v (they indeed contain negative powers
of v0).
1.3.2. Modified vector fields. It turns out that a first modification allows us to capture
the aforementioned mechanism concerning the vector field vi∂vi and provides already an
improved commutator. We replace each translation ∂xα by a generalized translation
(3) eα ≡ ∂xα − (∂xαφ) · vi∂vi .
We then replace, in each of the Killing fields and complete lifts of the Killing fields
the usual translations by their generalized versions. For instance, for a Lorentz boost
Ω0i = t∂xi + x
i∂t, we obtain the field te0 + x
iei. The use of the generalized translations
then implies (see Lemma 3.1) that the resulting commutators have improved properties
in terms of powers of v (though still bad in terms of space-time decay). In a second
step, we further modify the vector fields coming from the homogeneous vector fields
(rotations, boost and scaling). If Z denotes any of these fields, the modification takes
the form Y = Z+ ΦiXi, where Xi = ei + e0
vi
v0
. The reason for the introduction of the
fields Xi is that, when applied to φ, a decomposition of the form
(4) Xi(φ) =
Z(φ)
t
+
z
t
∂φ,
holds, where the right-hand side enjoys improved decay. This is due to the overall t−1
factor and, in the second term, the fact that the weight z is one of the weights discussed
above which are propagated by the linear flow. Together, this implies a strong improved
decay for velocity averages of products of type Xi(Z
β(φ))Yα(f). Finally, the coefficient
Φi appearing in the definition of the modified vector fields are designed to cancel the
worst terms in the original commutation formula, see Lemma 3.20.
1.3.3. The z weights. As explained above, our choice of modified vector fields naturally
introduces the additional z weights. However, in order to avoid having to estimate
L1 norms of zqYα(f) in terms of zq+1Yα(f), which would not allow us to close the
estimates, the number of weights q depends on the multi-index α. Essentially, generalized
translations have better commutation properties and allow for additional z weights.
1.3.4. Hierarchy. Due to the presence of weights z and because of the small loss for the
norm of f , it is important to exploit a certain hierarchy to close the estimates. For
instance, despite the growth of the norm of f , the energy estimates for φ can still close,
without any loss, up to order N − 1. However, this relies on a crucial integration by
parts which, at top order, can no longer be used due to a lack of regularity (cf. Section
4.3). This eventually results in the growth of the top order energy for the solution to the
wave equation. In the argument, it is essential that the problematic source terms in the
wave equation at top order always contain Yα(f) with |α| small (say less than N/2), or
otherwise the top order estimate would not close. This loss at higher order is reflected
in the hierarchy of norms present in the bootstrap assumptions, see Section 5.
1.3.5. L2-decay estimates and L1-estimates for high-low products. As in [FJS15], the
present approach relies on L2-decay estimates to control the velocity averages of Yα(f)
for α large. Moreover, in the analysis, we also need L1-estimates on products of type
Yα(Φ)Yβ(f) and |Yα(Φ)|2Yβ(f), in the situation when α is so large than one does not
have access to pointwise estimates on Yα(Φ).
61.4. Perspectives of the method and the Einstein-Vlasov system. One of the
main motivations for the present paper comes from the Einstein-Vlasov system. We refer
to the recent book4 [Rin13] for a thorough introduction to this system. The small data
theory around the Minkowski space is still incomplete for the Einstein-Vlasov system.
The spherically symmetric cases in dimension (3+1) have been treated in [RR92; RR96]
for the massive case and in [Daf06] for the massless case with compactly supported initial
data. A proof of stability for the massless case without spherical symmetry but with
compact support in both x and v has been given in [Tay17b]. As in [Daf06], the compact
support assumptions and the fact that the particles are massless are important as they
allow to reduce the proof to that of the vacuum case outside from a strip going to null
infinity. Let us also refer to stability results for the Einstein-Vlasov system without
symmetry assumptions in the cosmological case [Rin13], [Faj17].
We consider the present work as a first step towards a proof of stability of the
Minkowski space for the massive Einstein-Vlasov system. Indeed, due to the highly
non-linear structure of the Einstein equations, any precise global analysis of the solu-
tions relies on commuting the Einstein equations and by the coupling, one is forced to
estimate derivatives of velocity averages of the distribution function as well. Note that
our method only uses basic energy techniquess to estimate the solution to the wave equa-
tions and is therefore fully compatible with the relevant techniques used in the study
of the Einstein equations. An alternative approach to the study of the stability of the
Minkowski space for massive particles has been recently announced in [Tay17a].
Let us finally mention that the vector-field method introduced in [FJS15] has been
extended to prove decay of massless distribution functions on Kerr black holes [ABJ16],
as well as to derive decay estimates for other dispersive partial differential equations
[Won17].
1.5. Overview of the paper. In Section 2, we introduce the geometric frameworkr (the
hyperboloidal foliation), as well as the basic energy estimates for distribution functions.
At the beginning of Section 3, we define the vector fields used to build up our algebra
of modified commutators, and derive the necessary commutation relations for the next
sections. In particular, Section 3.7 contains the definition of the modified vector fields
(see Lemma 3.20), in relation to the first order commutator formula stated in Proposition
3.15. The higher order commutator formula is proven in Section 3.8; a concise version
of the formula is stated in Corollary 3.28. A similar formula for the wave equation is
stated in Section 4. The low order formula is in Lemma 4.1 of Section 4.1; its higher
order counterpart can be found in Lemma 4.4 of Section 4.2. Section 5 contains the
norms (Section 5.1), and the bootstrap assumptions (Section 5.2). Pointwise estimates
for the coefficients of the modified vector fields are established in Section 6, Lemmata
6.5 and 6.6. The bootstrap assumptions for the L1-norms of the distribution functions
are improved in Section 7, see Proposition 7.1. The estimates for the norms combining
the distribution function, and the coefficients of the modified vector fields are in Section
8, and stated in Proposition 8.2. The L2-estimates for the similar products containing
higher order derivatives of f are proven in Section 9 (Proposition 9.13). Section 10
contains the estimates for the wave equation, based on the L2-estimates for f . The
necessary Klainerman-Sobolev estimates with modified vector fields are proven in Section
11. Finally, the appendix contains an integral estimate (Appendix A) used in the sections
devoted to estimate the distribution function, and a remark regarding a rescaling by ρ
(Appendix B).
4Apart from a general introduction to the Einstein-Vlasov system, the main purpose of this book
is to present a proof of stability of exponentially expanding space-times for the Einstein-Vlasov system,
see [Rin13].
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2. Preliminaries
We start by recalling basic facts about the Hρ foliation and its geometry already
covered in [FJS15].
2.1. The hyperboloidal foliation. We introduce in that section the different sets of
coordinates which are used throughout the paper.
Cartesian Coordinates
Fix global Cartesian coordinates (t, xi), 1 ≤ i ≤ 3 on R3+1. For any ρ > 0, define Hρ by
Hρ =
{
(t, x)
∣∣ t ≥ |x| and t2 − |x|2 = ρ2} .
Note that
(5)
⋃
ρ≥1
Hρ =
{
(t, x) ∈ R3+1
∣∣ t ≥ (1 + |x|2)1/2} .
The above subset of R3+1 is referred to as the future of the unit hyperboloid and denoted
by J+(H1).
On this set, we use as an alternative the following two other sets of coordinates.
Spherical coordinates
We first consider spherical coordinates (r, ω) on R3x, where ω denotes spherical coordi-
nates on the 2-dimensional spheres and r = |x|. Then, (ρ ≡
√
t2 − |x|2, r, ω) defines
a coordinate system on the future of the unit hyperboloid. These new coordinates are
defined globally on the future of the unit hyperboloid apart from the usual degeneration
of spherical coordinates and at r = 0.
Pseudo-Cartesian coordinates
These are the coordinates (y0, yj) ≡ (ρ, xj), which are also defined globally on the future
of the unit hyperboloid.
For any function defined on (some part of) the future of the unit hyperboloid, we
move freely between these three sets of coordinates.
2.2. Geometry of hyperboloids. The Minkowski metric η is given in (ρ, r, ω) coordi-
nates by
η = −ρ
2
t2
(
dρ2 − dr2)− 2ρr
t2
dρdr + r2σS2 ,
where σSn−1 is the standard round metric on the 2 dimensional unit sphere, so that for
instance
σS2 = sin θ
2dθ2 + dφ2,
8in standard (θ, φ) spherical coordinates for the 2-sphere. The 4-dimensional volume form
is thus given by
ρ
t
r2dρdrdσS2 ,
where dσS2 is the standard volume form of the 2-dimensional unit sphere. The Minkowski
metric induces on each Hρ a Riemannian metric given by
ds2Hρ =
ρ2
t2
dr2 + r2σS2 .
A normal differential form to Hρ is given by tdt − rdr while t∂t + r∂r is a normal
vector field. Since
η (t∂t + r∂r, t∂t + r∂r) = −ρ2,
the future unit normal vector field to Hρ is given by the vector field
(6) νρ ≡ 1
ρ
(t∂t + r∂r) .
Finally, the induced volume form on Hρ, denoted dµHρ , is given by
dµHρ =
ρ
t
rn−1drdσS2 .
2.3. The massive Vlasov-Nordstro¨m system. We consider the Vlasov-Nordstro¨m
system (VNS) for particles of mass m = 1 given by
φ =
∫
v
f
dv
v0
≡ ρ(f),(7)
Tφ(f) ≡ T(f)−
(
T(φ)vi +∇iφ) ∂f
∂vi
= 4T(φ)f ,(8)
where v0 =
√
1 + |v|2 and T = vα∂xα denotes the free transport operator and the
unknowns are φ ≡ φ(t, x), a scalar field and f ≡ (t, x, v) a distribution function. We
refer to [Cal03; FJS15] for a derivation and discussion of the system. In the present
paper, the variables (t, x, v) take values in J+(H1)×R3. For data compactly supported
in space and given on a t = const slice, a standard domain of dependence argument
allows to reduce the problem only to this domain (see for instance [FJS15], Appendix
A). We complete the system (7), (8) by the initial conditions
φ|H1 = φ0, ∂tφ|H1 = φ1,(9)
f
∣∣
H1×Rnv = f0.(10)
2.4. The energy-momentum tensor for distribution functions. We recall here
some basic facts of the energy-momentum tensor of distribution functions. Let us first
define the volume form
(11) dµ(v) ≡ dv
1 ∧ . . . ∧ dvn
v0
=
dv√
1 + |v|2 .
We then define the energy-momentum tensor as
T µν ≡
∫
Rn
fvµvνdµ(v)
and recall that
∇µT µν =
∫
Rn
T(f)vνdµ(v).(12)
We are interested in particular in the energy density
(13) ρ(f) ≡ T (∂t, ∂t) =
∫
Rn
fv0dv
9as well as
(14) χ(f) ≡ T (∂t, νρ),
where νρ is the future unit normal to Hρ introduced in Section 2.2. We compute
χ(f) =
∫
v∈Rn
fv0
(
t
ρ
v0 +
r
ρ
vr
)
dµ(v),
=
∫
v∈Rn
f
(
t
ρ
v0 − x
i
ρ
vi
)
dv.
The following lemma was proved in [FJS15].
Lemma 2.1 (Coercivity of the energy density normal to the hyperboloids). Assuming
that t ≥ r, we have
χ(f) ≥ t
2ρ
∫
v∈Rn
f
[(
1− r
t
) (
(v0)2 + v2r
)
+ r2σABv
AvB + 1
] dv
v0
.(15)
From (12) and the divergence identity, we obtain
Lemma 2.2. Let h be a sufficiently regular distribution function. Let f be a sufficiently
regular solution to T(f) = v0h, defined on
⋃
ρ∈[1,P ]Hρ × Rnv for some P > 1. Then, for
all ρ ∈ [1, P ],
(16)
∫
Hρ
χ(f)(ρ, r, ω)dµHρ =
∫
H1
χ(f)(1, r, ω)dµH1 +
∫ ρ
1
∫
Hρ
ρ(h)(s, r, ω)dµHsds,
and
(17)
∫
Hρ
χ(|f |)(ρ, r, ω)dµHρ ≤
∫
H1
χ(|f |)(1, r, ω)dµH1 +
∫ ρ
1
∫
Hρ
ρ(|h|)(s, r, ω)dµHsds.
2.5. Notations.
• Our convention for indices is as follows.
– Greek letters stand for the natural numbers {0, 1, 2, 3};
– Latin letters, from the letter i stand for the natural numbers {1, 2, 3};
– Latin letters, from the letter a to the letter g stand for the natural numbers
{0, . . . , 10}. These typically label vector fields within our ordered algebra of
commutation vector fields.
• Einstein summation convention: We use the Einstein summation convention both
for coordinates indices and labels of the vectors.
2.6. Good symbols. It is convenient to work with the following notion of good symbols.
Definition 2.3. A function c on J+(H1)×R3v is a good symbol if c is a smooth bounded
function and for all (p, q, r) a triplet of nonnegative integers, there exists a constant C
such that for all (t, x, v) in J+(H1)×R3v,
|∂pt ∂qx∂rvc| ≤ Ct−p−q(v0)−r.
Remark 2.4. Examples of good symbols that appear in the text are
1
v0
,
1
t
,
ρ
t
,
z
tv0
where z ∈ Z is introduced in Section 3.3.
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2.7. Klainerman-Sobolev inequalities for the wave equation in the hyper-
boloidal foliation. We use the following estimates, obtained for instance in [FJS15],
Proposition 4.12. We denote by η the Minkowski metric on R4.
Proposition 2.5 (Klainerman-Sobolev inequality for the wave equation using the hy-
perboloidal foliation). For any sufficiently regular function ψ of (t, x) defined on
J+(Hρ), let E2[ψ](ρ) denote the energy
E2[ψ](ρ) =
∑
|α|≤2
∫
Hρ
T [Zα[ψ]](∂t, νρ)dµρ,
where the vector fields Z are the standard Killing fields of the Minkowski space, and T [ψ]
is the energy-momentum tensor for solutions to the wave equation:
T [ψ] = dψ ⊗ dψ − 1
2
η(∇ψ,∇ψ)η.
Then, for all (t, x) in the future of the unit hyperboloid,
(18) |∂ψ|(t, x) . 1
t(1 + t− |x|)1/2 E
1/2
2 [ψ](ρ(t, x)).
Moreover, we also have
Lemma 2.6. Let ψ be such that E2[ψ](ρ) is uniformly bounded on [1, P ], for some P > 1.
Assume moreover that ψ|ρ=1 vanishes at ∞. Then ψ satisfies, for all (t, x) in J+(H1),
|ψ(t, x)| . sup
[1,P ]
[
E
1/2
2 [ψ]
] (1 + u) 12
t
,
where u = t− |x|.
3. The commutation vector fields
The main norm we use for the distribution function f is constructed out of (weighted)
L1-type norms for Yα(f), where the Yα are differential operators of order |α| obtained
as a combinations of |α| vector fields in Y∪E (α denotes some multi-index, cf. definition
of Y and E below). These vector fields are divided into different sets corresponding to
their commutation properties with the transport operator and additional weights. We
introduce these vector fields in the following. We consider first the so-called generalized
translations,
(19) eµ ≡ ∂µ − (∂µφ)vi∂vi , µ ∈ {0, 1, 2, 3},
where φ denotes the solution of the wave equation in the VNS. We denote the set of
generalized translations by
(20) E = {e0, . . . , e3}.
As a second set we consider vertical auxiliary vector fields
(21) Vi ≡ ∂vi , i ∈ {1, 2, 3},
and
(22) W ≡ vi∂vi .
Interestingly, these two sets of vector fields appear mutually in the respective commu-
tator with the transport operator Tφ. In this notation, the transport operator reads
(23) Tφ = v
αeα − (∇iφ)Vi.
We state the commutators explicitly.
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Lemma 3.1.
(24)
[Tφ, eµ] f = ∂µ(∇iφ)Vif + (∂µφ)
[
− 1
v0
etf +Tφf + 2∇iφVif
]
[Tφ,Vi] f = − v
i
v0
etf − eif + (Tφ)Vif
[Tφ,W] f =
1
v0
etf −Tφf − 2(∇iφ)Vif
It is useful to have the following mutual commutators of the vector fields at hand.
Lemma 3.2.
(25)
[eα, eβ ] f = 0
[Vi,Vj ] f = 0
[Vi, eα] f = −∂α(φ)Vi
[W, eα] f = 0
[Vi,W] f = Vif
3.1. The Xi vector fields. We define a certain combination of the generalized trans-
lations by
(26) Xi ≡ ei + v
i
v0
et
and denote the set of these fields by
(27) X = {X1,X2,X3}.
Remark 3.3. Noticing that for a Lorentz boost Zi = Ω0i = t∂xi + x
i∂t and a weight
zi =
vit−xiv0
v0 ,
Zi
t
+
zi
t
∂t = ∂xi +
vi
v0
∂t
holds, we obtain that
Xi =
Zi
t
+
zi
t
e0,
where we denote by Zi the Zi with translations replaced by generalized translations (see
next section).
The corresponding commutator with the transport operator reads as follows.
Lemma 3.4.
[Tφ,Xi] = Xi(∇jφ)Vj +Xi(φ)
[
− 1
v0
et +Tφ + 2∇jφVj
]
+Tφ
(
vi
v0
)
et
= Xi(∇jφ)Vj +Xi(φ)
[
− 1
v0
et +Tφ + 2∇jφVj
]
− 1
v0
(
vi
v0
∂t + ∂xi
)
(φ)et
= Xi(∇jφ)Vj +Xi(φ)
[
− 1
v0
et +Tφ + 2∇jφVj
]
− 1
v0
Xi(φ)et
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3.2. Modified vector fields. Instead of commuting with the vector fields associated
to the free transport operator T = vα∂xα , we modify those vector fields to improve
the commutation relation with the perturbed transport operator Tφ. The generalized
translations eµ and the Xi are already modified vector fields, but with an explicit mod-
ification (in terms of φ). In the following we define the rest of the modified vector fields.
Let P be the Poincare´ algebra of Minkowski space
P = {∂α,Ωαβ}
and let K be the extended algebra obtained by adding the scaling vector field
(28) K = {∂α,Ωαβ, xα∂xα}.
We consider this set to be an ordered set labelled from 0 to 10. The scaling is labelled
by 0, the Lorentz boosts Ω0i with the label corresponding to i, the rotations from 5 to 7,
and the translations from 7 to 10. Given a vector field X, we denote by X̂ its complete
lift5 given in coordinates by
X̂ = Xi∂xi + v
α ∂X
i
∂xα
∂vi .
Let K̂ be the set containing the scaling vector field and the complete lifts of the
elements in P. We order K̂ accordingly to K. The set of vector fields which we further
modify is
◦
K =
{
Ω̂αβ, x
α∂xα
}
,
where it is important to note that the rotations and hyperbolic rotations are lifted and
then corrected, while the non-lifted scaling is directly corrected. First, we replace in each
of the above vector fields, the translations by generalized translations. Given Z ∈
◦
K, we
denote by Z the resulting vector field obtained after this transformation. For instance,
for the Lorentz boosts Ω0i = Zi,
Zi = tei + x
ie0.
For i ∈ {4, . . . , 10}, we define the i-th modified vector field by
(29) Yi ≡ Ẑi +ΦjiXj,
where Ẑi is the complete lift of the i − th field where in addition the translations are
replaced by the generalized translations as above and where the Φji := Φ
j
i (t, x, v) are
coefficients we determine below. In particular, for hyperbolic rotations and for rotations
(30)
Ya ≡ tei + xiet + v0∂vi +ΦkaXk,
Yb ≡ xiej − xjei + vi∂vj − vj∂vi +ΦkbXk,
respectively. Similarly, for the scaling we define
(31) Y0 ≡ xαeα +Φk0Xk.
The set of modified vector fields containing the extra Φ coefficients is denoted by
(32) Y ≡ {Y0, . . . ,Y7}.
Note that for any Yi ∈ Y
(33) Yi(f) = Ẑi(f) + Zi(φ)Wf +Φ
j
iXj(f).
5See for instance [FJS15] for a presentation of complete lifts.
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3.3. Weights. We consider the following set of weights
(34) Z ≡
{
tvi − xiv0
v0
,
xivj − xjvi
v0
}
1≤i<j≤3
.
One easily verifies that
Lemma 3.5 (Commutation between weights and the transport operator). Let z ∈ Z,
then
(35) [Tφ, z] = −T(φ)z− Zφ
v0
−
(
v0T(φ) + ∂tφ
)
v0
z.
Proof. The proof of this lemma is elementary. Recall
(36) ∂viv
0 =
vi
v0
, and Tφ(v
0) = v0T(φ)− ∂tφ;
hence, one has, for a Killing vector Z,
Tφ (Z
αvα) =− (∇iφ+T(φ)vi)∂vi(Zαvα)
=−∇iφ
(
−Z0 vi
v0
+ Zi
)
−T(φ)vi
(
−Z0 vi
v0
+ Zi
)
=− Z(φ) + Z0
(
∂x0φ+ ∂xiφ
vi
v0
)
−T(φ)
(
−Z0 (v
0)2 − 1
v0
+ viZi
)
=− Z(φ)−T(φ)z.

The above lemma also holds for the weights vα:
[Tφ, v
α] = −T(φ)vα − ∂xαφ.
Lemma 3.6 (Commutation between weights and modified vector fields). Let Y ∈ Y
and z ∈ Z, then
(37) Y (z) = c1 ·
[
Φ ·
(
1 + ∂φ · q1(x
µ)
(v0)2
)]
+ c2 · p1[Z] + c3 · Zφ
(v0)2
· q2(xµ).
Here, we denote by c1, c2, c3 good symbols and by p1, q1, q2 homogeneous polynomials of
first order.
Proof. The formula follows from a direct computation. 
Remark 3.7. Below, the formula is exploited in the form
∂φ ·Y (fz) = ∂φ · (Φ + p1[Z]) f + ∂φ · zYf +R,
up to multiplications by good symbols, and the remainder R contains terms that we
consider as cubic or higher order terms (cf. discussion below).
3.4. Cubic terms and lower order terms. In what follows, we systematically de-
compose all the error terms into terms that have a bad behaviour either from the point
of view of decay or from the point of view of regularity and terms, which, for the problem
at hand, have a better behaviour, in the sense that they decay faster and do not pose
any regularity problems. We refer to these terms as cubic terms and, typically, do not
write them down explicitly. Those contain elements of the forms
(∂φ)2f or (Zφ)2f or (Zφ)∂φf,
as well as the equivalent terms depending on the derivatives of f and φ. We emphasize
that these cubic terms are not only better with respect to decay, but also in terms of
regularity (so that they do not prevent from closing the estimates at top order).
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For simplicity, we also sometimes refer to lower order terms when an expression con-
tains several terms depending on φ and its derivatives to denote certain terms containing
few derivatives of φ (or none) and that do not have worse decay that the other terms.
For instance, for any Killing vector field Z, 11+uZ(φ) is lower order compared with ∂Z(φ)
because it has better regularity and the same decay. We often keep explicitly only the
less regular term in that case in order to have a presentation as a concise and relevant
as possible.
3.5. Action of vector fields on good symbols. We collect a number of auxiliary
formulae, which are relevant in computations below beginning with a formula for the
action of the elements of K (28) on the function u = t− |x|.
Lemma 3.8. Let Z ∈ K, then
(38) Zu−1 = cu−1, ∂xαu−1 = c′u−2.
where c and c′ are good symbols depending only on (t, x).
The action of a modified field on a good symbol is given in the following lemma.
Lemma 3.9. Let Y ∈ Y and let c be a good symbol, then
(39) Yc = c1 + c2 · Φ
t+ r
,
where c1 and c2 are good symbols.
3.6. Commutators of modified vector fields. We consider the commutator of the
modified algebra of vector fields, Y, and generalized translations, E. We first state a
preparatory lemma for the vector fields denoted by Z, where translations are replaced
by generalized translations.
Lemma 3.10. Let Z ∈ K. Then, there exist constant coefficients aµZβ such that
[Z, eβ] = a
µ
Zβeµ,
where Z = Z − Z(φ)W.
Proof. We do the proof for Z = t∂xi + x
i∂t and β = j, the other cases being similar.
Recall that
Z = tei + x
iet,
[eµ, eα] = 0.
Thus,
[Z, ej ] = [tei + x
iet, ej ]
= −ej(xj)et
= −δji et.

Next, we derive a preparatory lemma for the vector fields where in addition to the
previous case the complete lifts are considered.
Lemma 3.11. Let Z ∈ K. Let Ẑ be the complete lift of Z and Ẑ = Ẑ − Z(φ)vi∂vi .
Then, there exist constant coefficients aµZβ and b
µ,i
Zβ such that
[Ẑ, eβ] = a
µ
Zβeµ + b
µ,i
Zβ
∂µφ
v0
Vi.
Proof. This follows from [v0∂vj , v
i∂vi ] =
1
v0
∂vj . 
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For the commutators of elements in X and generalized translations we have the fol-
lowing lemma.
Lemma 3.12. For any i, β,
[Xi, eβ] = −∂β(φ) v
i
(v0)3
et,
where Xi ∈ X.
Proof.
(40)
[Xi, eβ ] = [ei +
vi
v0
et, eβ]
= −eβ
(
vi
v0
)
et
= −∂β(φ) v
i
(v0)3
et

Finally, we obtain a commutator lemma for the modified fields Y ∈ Y and the gener-
alized translations.
Lemma 3.13. Let Z ∈ K and denote by Yα = Ẑα +ΦıαXα, the corresponding modified
vector field. Then, [Y, e] can be written as a linear combination (with coefficients which
are good symbols) over the set of vector fields
(41)
{
eµ,
∂µφ
v0
Vi, e(Φ)e, Φ · ∂µφ 1
(v0)2
e
}
.
Remark 3.14. Note that in view of Lemma 6.6, it follows that the worst terms, e(Φ)e,
in the above commutator formula, only add a growth of the order
√
ε ln ρ. This implies
that the order in which one applies Y or e does not matter in the estimates to follow.
Note that in the sequel the energy for the distribution function contains all possible
permutations (at the order N) of Y and e, so that the issue of the commutation does
actually not occur.
3.7. First order commutator formula. The purpose of this section is to establish a
formula for the commutator of elements in Y or generalized translations with Tφ. The
following commutator formula holds.
Proposition 3.15. Let Y ∈ Y, then the commutator
(42) [Tφ,Y]f
can be written as a linear combination over elements of the set∑|α|≤1
Φα
v0
p(∂Zφ, (1 + u)−1∂φ)Yf,
∑
|α|≤1
Φα
v0
p(∂Zφ, (1 + u)−1∂φ)ef,
Φ · Φ
tv0
(1 + z) p(∂Zφ, ∂φ)ef, Φ
∂φ
v0
ef, p(∂Zφ, (1 + u)−1∂φ)zef
}
.
up to cubic or lower order terms; with coefficients which are all good symbols and where
the p are homogeneous first order polynomials of degree 1 (i.e. linear functions of their
arguments), Φ denotes a generic coefficient appearing in (29) and z denotes a generic
weight as introduced in (34). Moreover, if e ∈ E, then the commutator
(43) [Tφ, e]f
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can be written as a linear combination of elements in the set
(44)
{
∂2φ
v0
Yf,
t
v0
∂2φ ef,
Φ
v0
∂2φ ef,
∂φ
v0
ef
}
up to cubic or lower order terms with coefficients as in the above case .
Proof of Proposition 3.15. We start from the following commutation formula which can
be easily checked.
Lemma 3.16. The following identity holds, for all vectors Ẑa in K̂,
(45) [Tφ, Ẑa]f = (T(Zaφ))Wf + q
jβ
a (v/v
0)(∂xβφ)Vjf + p
jβb
a (v/v
0)(∂xβZbφ)Vjf,
where the qjβa and the p
jβb
a are homogeneous polynomials of degree at most one.
The first term in the previous commutator is a priori the worst, because it has stronger
v weights (included in both T and W). It can be removed if we replace in Ẑa the
standard translations with the generalized translations which leads to the following first
improvement.
Lemma 3.17. Let Zˆ be a vector field in Kˆ, and consider the field Z, where the translation
have been replaced by genereralized translations. The following commutator formula
holds:
[Tφ, Ẑa]f =q
jβ
a (v/v
0)(∂xβφ)Vjf + p
jβb
a (v/v
0)(∂xβZbφ)Vjf
− Za(φ)
(
1
v0
etf − 2(∇iφ)Vif
)
+ C
where the qjβa and the p
jβb
a are homogeneous polynomials of degree at most one and C
denotes cubic terms.
Remark 3.18. We use the formula of the lemma in the form
(46) [Tφ, Ẑa]f =
∑
|α|≤1
ba,α (∂Z
α(φ),Vf)− Za(φ) 1
v0
etf + C,
where the ba,α are bilinear forms with coefficients which are good symbols.
Proof. Recall first that
Ẑaf = Ẑaf − Za(φ)Wf.
Thus, we have
[Tφ, Ẑa − ZaφW]f = [Tφ, Ẑa]f − Zaφ[Tφ,W]f −T (Zaφ)Wf
= (T(Zaφ))Wf + p
jβb
a (v/v
0)(∂xβZbφ)Vjf + q
jβ
a (v/v
0)(∂xβφ)Vjf
−Zaφ
(
1
v0
etf −Tφf − 2(∇iφ)Vif
)
−T (Zaφ)Wf
= qjβa (v/v
0)(∂xβφ)Vjf + p
jβb
a (v/v
0)(∂xβZbφ)Vjf
−Zaφ
(
1
v0
etf − 2(∇iφ)Vif
)
+ C.

We now use that (1 + u)∂t =
t
t+rS − x
i
t+rΩ0i + ∂t =
∑
α=1 aαZ
α with the aα being
good symbols to replace the e0(f). One easily checks that in fact
(1 + u)e0 =
∑
α=1
aαZ
α
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so that we have
Lemma 3.19. Let Zˆ be a vector field in Kˆ, and consider the field Z, where the translation
have been replaced by genereralized translations. There exist good symbols aα such that
(47) [Tφ, Ẑa]f =
∑
|α|≤1
ba,α (∂Z
α(φ),Vf) +
Za(φ)
v0(1 + u)
∑
α=1
aαZ
α(f) + C,
We finally complete the vector field Zˆa using the Φ
i
as coefficients, and states the
equations satisfied by the laters.
Lemma 3.20. Assume that, for α = 0, 1, 2, 3,
(48) Tφ
(
Φiα
)
= − t
v0
∑
|α|≤1
bβia,α∂xβZ
α(φ) +
Zaφ
1 + u
· ai
 ,
where bβia,α, the coefficients of ba,α, and a
i are as in (47). Then, the following exact
commutator formula holds, for Y ∈ Y:
[Tφ,Ya]f =
∑
|α|≤1
sa,α∂Z
α(φ)
1
v0
(
Yjf − ΦkjXkf
)
+
Zaφ
v0(1 + u)
· (a0 (Y0f − Φi0Xi(f))+ a8ef)
+Φia
(
Xi(∇φ). 1
v0
(
Yjf − Zjf −ΦkjXkf
)
+
Xiφ
v0
e0f
)
+
∑
|α|≤1
sa,α∂xiZ
α(φ) +
Zaφ
1 + u
ai
( zie0
(v0)2
)
f + C.
Proof. Recall first that
Ya = Ẑa +Φ
iXi = Ẑa +Φ
i
a
(
ei +
vi
v0
e0
)
.
Hence, we obtain
[Tφ,Ya]f = [Tφ, Ẑa]f +
[
Tφ,Φ
i
aXi
]
f
= [Tφ, Ẑa]f +Φ
i
a [Tφ,Xi] f +Tφ
(
Φia
)
Xif.(49)
Recall that from Lemma 3.4, we have
[Tφ,Xi] = Xi(∇jφ)Vj +Xi(φ)
[
− 1
v0
et +Tφ + 2∇jφVj
]
− 1
v0
Xi(φ)et.
Together with the previous lemma, this gives
[Tφ,Ya]f =
∑
|α|≤1
bβia,α∂xβZ
α(φ)Vif − Za(φ)
(
1
v0
etf − 2(∇φ).Vf
)
+ C
+Φia
[
Xi(∇jφ)Vj +Xi(φ)
[
− 1
v0
et +Tφ + 2∇jφVj
]
− 1
v0
Xi(φ)et
]
+Tφ
(
Φia
)
Xif.(50)
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In (50), the Xi of in the last term is now expanded as follows:
Tφ
(
Φia
)
Xif = Tφ
(
Φia
)(Zi
t
+
zi
t
e0
)
f.
Finally, e0 is substituted as follows, up to lower order terms and good symbols:
Zaφe0 =
Zaφ
1 + u
S+
Zaφ
1 + u
Ω0i +
Zaφ
1 + u
e0(51)
=
a0Zaφ
1 + u
(
Y0 − Φi0Xif
)
+
aitZaφ
1 + u
· Zi
t
+
a8Zaφ
1 + u
e0.(52)
The last manipulation is the elimination of the term Vjf by
(53) Vjf =
1
v0
(
Yjf − Zjf − ΦkjXkf
)
.
We now substitute in Equation (50)
[Tφ,Ya]f =
∑
|α|≤1
bβia,α∂xβZ
α(φ)
1
v0
(
Yif − Zif − ΦkiXkf
)
+ C
+
Zaφ
v0(1 + u)
(
a0
(
Y0f − Φi0Xif
)
+ a8e0
)
f
+
Zaφ
v0(1 + u)
ai · tZif
t
+Φia
[
Xi(∇jφ)Vj +Xi(φ)
[
− 1
v0
et +Tφ + 2∇jφVj
]
− 1
v0
Xi(φ)e0
]
f
−Tφ
(
Φia
)(Zi
t
+
zi
t
e0
)
f.
Finally, using (48) on Φ, we are left with
[Tφ,Ya]f =
∑
|α|≤1
bβia,α∂xβZ
α(φ)
1
v0
(
Yif − ΦkiXkf
)
+ C
+
Zaφ
v0(1 + u)
(
a0
(
Y0f − Φi0Xif
)
+ a8e0f
)
+Φia
(
Xi(∇φ).Vf + Xiφ
v0
e0f + C
)
−Tφ
(
Φia
) ( zi
t
e0
)
f,
and substituting V by (53) ends the proof of the Lemma.

End of the proof of Proposition 3.15. We now need to sort the terms of the commutator
expression contained in Lemma 3.20. We need to analyse each of the terms listed below
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to understand the commutator with the vector Y:
∂Zα(φ)
v0
Yjf,
∂Zα(φ)
v0
ΦkjXkf(54)
Zaφ
v0(1 + u)
Y0f,
Zaφ
v0(1 + u)
Φi0Xi(f),
Zaφ
v0(1 + u)
ef(55)
ΦiaXi(∇φ)
v0
Yjf,
ΦiaXi(∇φ)
v0
Zjf,
ΦiaXi(∇φ)
v0
ΦkjXkf, Φ
i
a
Xiφ
v0
e0f(56)
∂xiZ
α(φ)
v0
zie0f,
Zaφ
v0(1 + u)
zie0f.(57)
The next step consists in inserting the expression for Xi in terms of the weight:
Xi =
Zi
t
+
zi
t
e0,
so that, removing the indices, the list of terms extends to,:
∂Z(φ)
v0
Yf, Φ
∂Zφ
v0
Zf
t
, Φ
∂Zφ
v0
z
t
ef,(58)
Zφ
v0(1 + u)
Yf, Φ
Zφ
v0(1 + u)
Zf
t
, Φ
Zφ
v0(1 + u)
z
t
ef,
Zφ
v0(1 + u)
ef,(59)
Φ∂Zφ
tv0
Yf,
zΦ∂φ
tv0
Yf,
Φ∂Zφ
tv0
Zf,
Φz∂φ
tv0
Zf,(60)
Φ · Φ∂Zφ
tv0
· Zf
t
, Φ · Φ∂Zφ
tv0
zef
t
, Φ · Φz∂φ
tv0
· Zf
t
, Φ · Φz∂φ
tv0
zef
t
,(61)
Φ
Zφ
tv0
ef, Φ
z∂φ
tv0
ef,
∂Zφ
v0
zef,
Zφ
(1 + u)
ze0f(62)
Estimating ∂φZf as t∂φef (up to lower order terms), one obtains
∂Z(φ)
v0
Yf, Φ
∂Zφ
v0
ef, Φ
∂Zφ
v0
z
t
ef,(63)
Zφ
v0(1 + u)
Yf, Φ
Zφ
v0(1 + u)
ef, Φ
Zφ
v0(1 + u)
z
t
ef,
Zφ
v0(1 + u)
ef,(64)
Φ∂Zφ
tv0
Yf,
zΦ∂φ
tv0
Yf,
Φ∂Zφ
v0
ef,
Φz∂φ
v0
ef,(65)
Φ · Φ∂Zφ
tv0
· ef, Φ · Φ∂Zφ
tv0
zef
t
, Φ · Φz∂φ
tv0
· ef, Φ · Φz∂φ
tv0
zef
t
,(66)
Φ
Zφ
tv0
ef, Φ
z∂φ
tv0
ef,
∂Zφ
v0
zef,
Zφ
v0(1 + u)
ze0f(67)
The terms
(68)
∂Z(φ)
v0
Yf,
Zφ
v0(1 + u)
Yf ,
Φ∂Zφ
tv0
Yf,
zΦ∂φ
tv0
Yf
can all be gathered (up to lower order terms, and multiplication by good symbols) in a
term of the form
(69)
∑
|α|≤1
Φα
v0
p(∂Zφ, (1 + u)−1∂φ)Yf.
The terms
(70) Φ
∂Zφ
v0
ef, Φ
∂Zφ
v0
z
t
ef, Φ
Zφ
v0(1 + u)
ef, Φ
Zφ
v0(1 + u)
z
t
ef,
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can all be gathered (up to lower order terms, and multiplication by good symbols) in a
term of the form
(71)
∑
|α|≤1
Φα
v0
p(∂Zφ, (1 + u)−1∂φ)ef.
The terms
(72) Φ · Φ∂Zφ
tv0
· ef, Φ · Φ∂Zφ
tv0
zef
t
, Φ · Φz∂φ
tv0
· ef, Φ · Φz∂φ
tv0
zef
t
,
can all be gathered (up to lower order terms, and multiplication by good symbols) in a
term of the form
(73)
Φ · Φ
tv0
(1 + z) p(∂Zφ, ∂φ)ef.
The two terms
(74) Φ
Zφ
tv0
ef, Φ
z∂φ
tv0
ef,
can all be gathered (up to lower order terms, and multiplication by good symbols) in a
term of the form
(75) Φ
∂φ
v0
ef.
The two remaining terms
(76) ∂Zφzef,
Zφ
(1 + u)
ze0f
are of the form:
(77) p(∂Zφ, (1 + u)−1∂φ)zef.
The last part of the proof consists in considering the commutator of Tφ with the
vectors e. Considering the formula stated in Lemma 3.1
[Tφ, eµ] f = ∂µ(∇iφ)Vif + (∂µφ)
[
− 1
v0
etf +Tφf + 2∇iφVif
]
,
we substitute in it the expression
Vjf =
1
v0
(
Yjf − Zjf − ΦkjXkf
)
,
to obtain
[Tφ, eµ] f =
∂µ(∇jφ)
v0
(
Yjf − Zjf − ΦkjXkf
)
+
∂µφ
v0
etf
+2∇jφ(∂µφ) 1
v0
(
Yjf − Zjf − ΦkjXkf
)
.
The term
2∇iφ(∂µφ) 1
v0
(
Yjf − Zjf − ΦkjXkf
)
is cubic in nature, and hence neglected. The term
(78)
∂µ(∇jφ)
v0
(Yjf)
contributes to the commutator. The term
(79) ∂µ(∇jφ) 1
v0
Zjf
can schematically be written as
(80)
t
v0
∂2φe(f)
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and contributes to the commutator. The term
(81) ∂µ(∇jφ) 1
v0
ΦkjXkf
can be schematically written
(82)
Φ
v0
∂2φe(f).
and contributes to the commutator such as the last term,
(83)
∂µφ
v0
etf,
which is schematically written as
(84)
∂φ
v0
etf.

3.8. Higher order commutators. We compute the higher order commutators based
on the first order formula in Proposition 3.15. We begin with some notations and
preliminaries. Let A = (A0, . . . , A7) and B = (B0, . . . , B3) denote multi-indices and
π = π|A|+|B| ∈ Π|A|+|B| an element in the set of permutations of an ordered set with
|A|+ |B| elements. Then define
(85) LπA,B ≡Wπ(1) ◦Wπ(2) ◦ . . . ◦Wπ(|A|+|B|),
where Wi is the i− th element of the ordered set
(86)
Y0,Y0, . . . ,Y0︸ ︷︷ ︸
A0
,Y1, . . . ,Y1︸ ︷︷ ︸
A1
, . . . , e3, . . . , e3︸ ︷︷ ︸
B3
 .
We suppress the explicit dependence on the permutation π, i.e. write LA,B, whenever an
equation holds for any permutation of the respective type. Moreover, we denote by
(87) zˆi ≡ 1 + zi√
ρ
.
And for a multi-index C = (C1, C2, C3) we denote
(88) |ˆz|C ≡ |ˆz1|C1 · |ˆz2|C2 · |ˆz3|C3
In addition, we use the notation
(89) qA,B,K(Φ) ≡
∑
K ′≤K
cK ′
∑
Ai,Bi,πi
cAi,Bi,πi
∏
i=1,...,K ′
LπiAi,Bi(Φ),
with the additional conditions
(90)
∑
|Ai| ≤ A,∑
|Bi| ≤ B
and cK ′ , cAi,Bi,πi are constants which may vary and are therefore not explicitly kept track
of. Note that here Ai and Bi denote multiindices (while above these were the components
of the multi-indices A and B). The sum is then considered over all 8-multiindices Ai,
and 4-multiindices Bi with corresponding permutation πi.
We state two preparatory lemmata.
Lemma 3.21. Up to good symbols and lower order terms the following formula holds
(91) Y1 ◦ . . . ◦Yℓ
(
Φ
t
z
)
=
qℓ,0,ℓ(Φ)
t
(1 + z) .
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Proof. The proof of the lemma relies on the formula stated on Lemma 3.6 and its practical
use stated in Remark 3.7. 
The second preparatory lemma is
Lemma 3.22. Let p be a polynomial of degree at most one in each of its variables.
Then, the following identity holds.
(92) Yp(∂Zφ, u−1Zφ) =
(
1 +
Φ
t
)
p(∂Z2φ, u−1Z2φ) +
Φ
t
zp
(
∂2Zφ, u−1∂Zφ, u−2Zφ
)
Remark 3.23. Note that the second argument in the first polynomial as well as the sec-
ond and third argument in the second polynomial are in fact lower order terms according
to our notation. Thus, for simplicity, we write
Yp(∂Zφ, u−1Zφ) =
(
1 +
Φ
t
)
p(∂Z2φ) +
Φ
t
zp
(
∂2Zφ
)
The final necessary lemma is the following identity extending the formula of Lemma
3.22 to higher order commutators. This is the most fundamental building block of the
main commutator formula. In the next lemma, we use the notation Yℓ, for a positive
integer ℓ. This notation means any combination of ℓ modified vector field ℓ.
Lemma 3.24. Let ℓ be a positive integer. The following identity holds:
(93) Yℓ (p (∂φ)) =
∑
(∗)
(
1 +
qα,0,β (Φ)
tβ
)
·
(
qγ,0,δ (Φ)
t
δ
2
)
p
(
∂δ+1Zβφ
)
·
(
z√
t
)µ
where p is always a generic first degree polynomial, and the sum is taken over the set of
variables α, γ, be, δ, µ non-negative integers such that:
(94) (∗)
{
α ≤ ℓ− 1, β ≤ ℓ, γ ≤ ℓ− 1, δ ≤ ℓ, µ ≤ δ,
α+ β + γ + δ ≤ ℓ
Proof. The proof of this lemma relies on Lemmata 3.21, 3.22 as well as the formula for
the vectors in X stated in Remark 3.3:
(95) Xi =
Zi
t
+
zi
t
e0.
We apply the following set of rules:
• the commutation of Z∂ into ∂Z generates terms which are of lower order in the
number of derivatives hitting the function φ and can consequently be suppressed
according to our notation.
• whenever the vector X hits the function φ, one exploits the form stated in Equa-
tion (95).
• The vector Z built from the generalized translation can be reduced to the vector
Z, since the terms arising are then be cubic.
• Finally, any Y hitting the potential Φ is kept in this form.
We first perform the proof by recursion on ℓ. The initialization of the recursion is
trivial. Let us assume that the formula stated in the lemma holds at the order ℓ. And
consider the ℓ+ 1-order. It is then sufficient to apply the vector Y to the generic term
of the sum
A =
(
1 +
qα,0,γ (Φ)
tβ
)
·
(
qβ,0,δ (Φ)
)
p
(
∂δ+1Zβφ
)
· zµt− 12 (δ+µ).
23
This is done as follows:
YA
=
(
qα+1,0,β (Φ)
tβ
)
·
(
qγ,0,δ (Φ)
)
p
(
∂δ+1Zβφ
)
· zµt− 12 (δ+µ)(96)
+
(
1 +
qα,0,β (Φ)
tβ
)
·
(
qγ+1,0,δ (Φ)
)
p
(
∂δ+1Zβφ
)
· zµt− 12 (δ+µ)(97)
+
(
1 +
qα,0,β (Φ)
tβ
)
·
(
qγ,0,δ (Φ)
)
Y
(
p
(
∂δ+1Zβφ
))
zµt−
1
2
(δ+µ)(98)
+
(
1 +
qα,0,β (Φ)
tβ
)
·
(
qγ,0,δ (Φ)
)
p
(
∂δ+1Zβφ
)
·Y
(
zµt−
1
2
(δ+µ)
)
(99)
The term
Y (p (∂φ))
is computed using Lemma 3.22 to
Y
(
p
(
∂δ+1Zβφ
))
=
(
1 +
Φ
t
)
p
(
∂δ+1Zβ+1φ
)
+
Φ
t
zp
(
∂δ+2Zβφ
)
.
Hence term (98) can be schematically written as(
1 +
qα+1,0,β (Φ)
tβ+1
)(
qγ,0,δ (Φ)
)
p
(
∂δ+1Zβ+1φ
)
zµt−
1
2
(δ+µ)(100)
+
(
1 +
qα,0,β (Φ)
tβ
)(
qγ,0,δ+1 (Φ)
)
p
(
∂δ+2Zβφ
)
zµt−
1
2
(δ+µ)+1.(101)
Finally, the term (99) can be rewritten by the mean of Remark 3.7:
(102) Y
(
zµt−
1
2
(δ+µ)
)
= zµt−
1
2
(δ+µ) + t−
1
2
(δ+µ)
(
Φ+
p1[z]
v0
)
zµ−1.
Hence, the term (99) can be rewritten as:(
1 +
qα,0,β (Φ)
tβ
)
·
(
qγ,0,δ+1 (Φ)
t
1
2
(δ+1)
)
p
(
∂δ+1Zβφ
)
·
(
z√
t
)µ−1
(103)
+
(
1 +
qα,0,β (Φ)
tβ
)
·
(
qγ,0,δ (Φ)
)
p
(
∂δ+1Zβφ
)
· zµt− 12 (δ+µ).(104)
The terms (96), (97), (101), (104) and (103) are correct extensions to the order ℓ+ 1 of
the formula stated in the lemma, with compatible indices since, per terms, only one is
incremented. This then proves the formula at order ℓ+1 and concludes the recursion. 
Lemma 3.25. Let A,B be two multi-indices. The following identity holds:
(105) LA,B (p (∂φ)) =
∑
(∗)
(
1 +
qα,P,β (Φ)
tβ
)
·
(
qγ,Q,δ (Φ)
t
δ
2
)
p
(
∂δ+R+1Zβφ
)
·
(
z√
t
)µ
,
where the sum is taken over α,P, γ,Q, β, δ,R, µ non-negative integers such that:
(106) (∗)
 α ≤ |A| − 1, β ≤ |A|, γ ≤ |A| − 1, δ ≤ |A|, µ ≤ δ,α+ β + γ + δ ≤ |A|
P +Q+R ≤ |B|
.
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Proof. The proof is a direct consequence of Lemma 3.24 and relies solely on the use of
the Leibniz rule applied to the term(
1 +
qα,0,β (Φ)
tβ
)
·
(
qγ,0,δ (Φ)
t
δ
2
)
p
(
∂δ+1Zβφ
)
·
(
z√
t
)µ
when the operator LA,B hits it. There exists three integers P,Q,R satisfying
P +Q+R ≤ B
such that
(107) LA,B (p (∂φ))
is the sum over P +Q+R ≤ B of terms of the forms
(108)
(
1 +
qα,P,β (Φ)
tβ
)
·
(
qγ,Q,δ (Φ)
t
δ
2
)
p
(
∂δ+R+1Zβφ
)
·
(
z√
t
)µ
since the term e
(
z√
t
)
is, up to lower order terms and good symbols, of the nature of
z√
t
. 
Before we state the higher order commutators, we recall the first order commutators
in a corollary of Proposition 3.15, which reduces them to their principal part and terms
which are negligible with respect to the principal terms.
Corollary 3.26. Let Y ∈ Y, then the commutator
(109) [Tφ,Y]f
can be written as a linear combination over elements of the set
(110)
{
Φ
v0
p(∂Zφ)LA,Bf,
Φ2
v0t
(1 + z)p(∂Zφ)ef, p(∂Zφ) · zef
}
,
where A,B are multi-indices satisfying |A|+ |B| = 1, and additional cubic or lower order
terms. Furthermore, let e ∈ E, then the commutator
(111) [Tφ, e]f
can be written as linear combination of elements in the set
(112)
{
∂2φ
v0
Yf,
t · ∂2φ
v0
ef,
Φ · ∂2φ
v0
ef
}
and additional cubic or lower order terms.
We state now the higher order commutators based on the previous corollary and
lemmata.
Proposition 3.27. Let A,B be two multi-indices such that |A| + |B| = N , then the
commutator
(113) [Tφ, LA,B] f
can be written as a linear combination of the following terms, with coefficients which are
good symbol and a remainder which consists only of cubic and lower order terms:
(1) This term arises if |A| ≥ 1.
(114)∑
(∗)
1
v0
{
LK,L(Φ) ·
(
1 +
qα,R,β(Φ)
tβ
)(
qγ,S,δ(Φ)
tδ/2
)(
z√
t
)δ
· p
(
∂δ+I(∂Zβφ)
)
· LU,V (f)
}
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where the sum is taken over K,L,U, V multi-indices, and α,R, γ, S, β, δ, I non-
negative integers such that
(115) (∗)

|L|+ |V |+R+ S + I ≤ |B|
|K|+ |U |+ α+ β + γ + δ ≤ |A|
β, δ ≤ |A| − |K| − |U |
α, γ ≤ |A| − 1− |K| − |U |
1 ≤ |U |+ |V |
(2) This term arises if |A| ≥ 1.
(116)∑
(∗)
1
v0t
{(
1 + qK,L,1(Φ) + z
) ·(1 + qα,R,β(Φ)
tβ
)(
qγ,S,δ(Φ)
tδ/2
)(
z√
t
)δ
· (LP,Q(Φ2))
· p
(
∂δ+I(∂Zβφ)
)
· LU,V+1(f)
}
where the sum is taken over U, V multi-indices, and K,L,α,R, γ, S, β, δ, I non-
negative integers such that
(117) (∗)

L+Q+ V +R+ S + I ≤ |B|
K + P + |U |+ α+ β + γ + δ ≤ |A| − 1
β, δ ≤ |A| − 1−K − P − |U |
α, γ ≤ |A| − 2−K − P − |U |
(3) This term arises if |A| ≥ 1.
(118)∑
(∗)
{(
1 + qK,L,1(Φ) + z
) ·(1 + qα,R,β(Φ)
tβ
)(
qγ,S,δ(Φ)
tδ/2
)(
z√
t
)δ
· p
(
∂δ+I(∂Zβφ)
)
· LU,V+1(f)
}
where the sum is taken over U, V multi-indices, and K,L,α,R, γ, S, β, δ, I non-
negative integers such that
(119) (∗)

L+ V +R+ S + I ≤ |B|
K + |U |+ α+ β + γ + δ ≤ |A| − 1
β, δ ≤ |A| − 1−K − |U |
α, γ ≤ |A| − 2−K − |U |
(4) This term arises if |B| ≥ 1.
(120)∑
(∗)
1
v0
{(
1 +
qα,R,β(Φ)
tβ
)(
qγ,S,δ(Φ)
tδ/2
)(
z√
t
)δ
· p
(
∂δ+I(∂2Zβφ)
)
· LU+1,V (f)
}
where the sum is taken over U, V multi-indices, and K,L,α,R, γ, S, β, δ, I non-
negative integers such that
(121) (∗)

|V |+R+ S + I ≤ |B| − 1
|U |+ α+ β + γ + δ ≤ |A|
β, δ ≤ |A| − |U |
α, γ ≤ |A| − 1− |U |
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(5) This term arises if |B| ≥ 1.
(122)∑
(∗)
t
v0
{(
1 +
qα,R,β(Φ)
tβ
)(
qγ,S,δ(Φ)
tδ/2
)(
z√
t
)δ
· p
(
∂δ+I(∂2Zβφ)
)
· LU,V+1(f)
}
where the sum is taken over U, V multi-indices, and α,R, γ, S, β, δ, I non-negative
integers such that
(123) (∗)

|V |+R+ S + I ≤ |B| − 1
|U |+ α+ β + γ + δ ≤ |A|
β, δ ≤ |A| − |U |
|α|, |γ| ≤ |A| − 1− |U |
(6) This term arises if |B| ≥ 1.
(124)∑
(∗)
1
v0
{
LK,L(Φ) ·
(
1 +
qα,R,β(Φ)
tβ
)(
qγ,S,δ(Φ)
tδ/2
)(
z√
t
)δ
· p
(
∂δ+I(∂2Zβφ)
)
· LU,V+1(f)
}
where the sum is taken over K,L,U, V multi-indices, and α,R, γ, S, β, δ, I non-
negative integers such that
(125) (∗)

|L|+ |V |+R+ S + I ≤ |B| − 1
|K|+ |U |+ α+ β + γ + δ ≤ |A|
β, δ ≤ |A| − |K| − |U |
α, γ ≤ |A| − 1− |K| − |U |
Proof. We consider an arbitrary combination of vector fields
(126) LA,B = X1 · · ·XN ,
of length N (for less fields it works identical) where Xi stands for an element in the set
Y ∪ E and X0 = 1 for convenience. Then the general commutator formula
(127) [Tφ, LA,B]f =
N∑
k=1
X1 . . . Xk−1[Tφ,Xk]Xk+1 . . . XNf
allows for a decomposition into summands, each of which contains precisely one first order
commutator. The six different types of terms in the proposition then occur according
to the presence of at least one modified field (|A| ≥ 1) or at least one generalized
translation (|B| ≥ 1). If a condition, |A| ≥ 1 or |B| ≥ 1, is satisfied, then a summand
of the sum (127) with Xk ∈ Y or Xk ∈ E occurs, respectively. Then, considering terms
in the decomposition (127), the fields Xk+1 . . . XN contribute to the LU,V f terms in
the expressions (114) - (124) while the fields X1 . . . Xk−1 either contribute to the latter
terms or act on the commutator term in the sense of the Leibniz rule. To evaluate the
case when these fields act on the commutator we consider the two types of terms in
(110) and the three types of terms in (112). The action of these fields on polynomials is
evaluated using Lemma 3.25 and the action on weights is evaluated using Remark 3.7.
This finishes the proof. 
We reduce the previous lemma to a representation of the commutator which only
consists of two types of terms. In particular, we suppress the dependence of the second
argument of the polynomial in φ, since it is of the same decay but better regularity. The
remark following the corollary explains how the latter should be read.
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Corollary 3.28. Let |A|+ |B| = N , then the commutator
(128) [Tφ, LA,B] f
consists of terms of the following type up to good symbols and bulk terms.
(129)
∑
(∗)
{(
qα,S,δ+β+µ+2γ(Φ)
t(δ+β+2σ)/2
)(
zδ+ν
√
t
δ
(v0)1−σ
)
· tκ
· p
(
∂δ+I+1+γ−σ+κ+λ(1−µ)Zβ−(γ−σ+κ+λ(1−µ))φ
)
· LU ′,V ′(f)
}
where the sum is taken on the variables U ′, V ′ multi-indices, and α, S, δ, β, µ, γ, σ, κ, I, λ
such that
(130) (∗)

|U ′| = U + λ, |V ′| = V − λ+ 1,
V + S + I ≤ B
U + α+ β + δ + ν ≤ A
α+ S + U + V + δ + I + β ≤ N
1 ≤ δ + I + β
µ+ ν ≤ 1
µ = γ = 1 ⇒ σ = 1
σ ≤ γ ≤ 1
κ = 1⇒ µ = γ = ν = λ = σ = 0, κ ≤ 1
λ = 1⇒ γ = ν = σ = 0, λ ≤ 1
λ = µ = 1⇒ U + λ+ α+ β + δ ≤ A
where we define Z−m = id for m ≥ 0 for convenience.
Proof. Formula (129) in combination with the conditions (130) includes all terms listed
in Proposition 3.27. We have suppressed some structure to reduce the complexity of the
formula. The corresponding terms are absorbed into the bulk terms, which are better in
regularity or in decay in comparison with the terms that are explicitly listed.
In particular, the indices µ, ν, σ, γ, λ and κ encode the different cases as we point out
in the following. We refer to them for convenience as switch indices. If κ = 1, this
encodes the case (122). Note that the condition on κ ensures that the extra t factor
does not occur in any other case. Case (114) is contained when µ = 1, λ ≤ 1 and all
other switch indices vanish. Case (116) occurs if either ν = 1, γ = 1, σ = 1 and µ = 0
or if ν = 0, µ = 1, γ = 1 and σ = 1. Case (118) occurs when either µ = 1 and all other
switch indices vanish or when µ = 0 and γ = σ = ν = 1. Note that we have used the fact
that the q expression contains constant terms in this case not to additionally complicate
the formula. Case (120) occurs when λ = 1. Finally, case (124) occurs when µ = 1 and
σ = 0, where we ignore that there are always at least two derivatives acting on φ, since
it simplifies the structure of the formula and this better behaviour is not required in the
estimates to follow. 
Remark 3.29. The application of the previous formulas require only certain aspects of
its structure. We point out how the index conditions can be interpreted to reveal these
aspects.
The first relevant structure of expression (129) is the fact that it reads as a sum of
products with three factors, which contain derivatives of Φ, φ and f , respectively. For
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the energy estimates it is relevant that when one of these terms contains a high number
of derivatives, the others are low. In particular, an upper bound for their sums has to
be provided. Note that the maximal number of derivatives acting on Φ is α + S, on ∂φ
is δ + I + β and on f is U + V + 1. The desired upper bound results from the third line
of (130) which yields
(131) α+ S︸ ︷︷ ︸
Φ
+U + V︸ ︷︷ ︸
f
+ δ + I + β︸ ︷︷ ︸
φ
≤ N.
The second important comment concerns the fact that the indices µ, ν, σ, γ and λ are
at most equal to one and are mutually exclusive in the sense of the conditions. They
ensure that different structural cases which nevertheless both lead to sufficient decay are
captured by the formula. We explain these cases below.
The condition µ + ν ≤ 1 ensures that either the weights in the second factor are
compensated by the
√
t in the denominator (ν = 0, µ = 1) or that in the complementary
case (ν = 1, µ = 0) the factor of Φ in the first term given by µ, which is not compensated
in the respective denominator, is not present.
A third important aspect concerns the absorption of weights z, which are renormalized
below by a factor ρ−1/2. As we discuss later in detail in our eventual energies, an
operator of the type LA,B is weighted by a power of the weights z of the order N−|A|+3.
We read from the commutator formula that the number of weights that appear are of
the order δ + ν. It is then important to assure that the conditions on the exponents and
indices assure that the weight coming from the original LA,B in the commutator (which
is N −A+3) and the additional factor of order δ+ ν can in fact be absorbed by the new
operator LU+λ,V+1−λ. This is the case if indeed
(132) N + 3− |A|+ δ + ν ≤ N + 3− (U + λ).
For λ = 0 this follows immediately from the second line of the conditions. If λ = 1 we
cannot absorb all weights into LU+λ,V+1−λ, but have to estimates one weight pointwise.
Finally, the indices γ and σ are relevant only when γ = 1, which provides two addi-
tional factors of Φ or its derivatives in the first term. Then, if also σ = 1, this factor is
compensated by the denominator of the first term. If however, σ = 0, then in the second
term there is a (v0)−1 and in the fourth term there is an additional ∂ acting on φ, which
is used in combination to compensate for the occurring Φ factors due to γ in the first
term.
Other details of the formula seem to be not relevant for the estimates in the remainder.
4. Commutation formula for the wave equation
We prove in this section several commutation formulae for the wave equation (7).
4.1. First order commutator formula. We first commute with a vector field Z ∈ K
which brings
Z(Φ) = cZΦ+
∫
v
Z(f)
dv
v0
,
where cZ is 0 unless Z is the scaling vector field. Replacing Z by its complete lift Ẑ,
except for the scaling where we keep it, and Φ by the equation, we then obtain
Z(Φ) = cZ
∫
v
f
dv
v0
+
∫
v
Ẑ(f)
dv
v0
.
We now rewrite Ẑ(f) using the modified vector fields
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Z(Φ) = cZ
∫
v
f
dv
v0
+
∫
v
(
Y − Z(φ)vk∂vk − ΦiXi
)
(f)
dv
v0
=
∑
|α|≤1
cα
∫
v
Yα(f)
dv
v0
− Z(φ)
∫
v
vk
v0
∂vkfdv −
∫
v
ΦiXi(f)
dv
v0
.
The second term can be integrated by parts in v, leaving
Z(Φ) =
∑
|α|≤1
cα
∫
v
Yα(f)
dv
v0
+ Z(φ)
∫
v
sZfdv −
∫
v
ΦiXi(f)
dv
v0
.(133)
where cα are constants and sZ := sZ(v) is a good symbol in v.
The first two terms are fine but, because of the growth of Φ, the last term is not good
enough as written. We rewrite it as
∫
v
ΦiXi(f)
dv
v0
=
∫
v
Φ
(
Z
t
+
z
t
et
)
(f)
dv
v0
=
∫
v
Φ
t
(Z +Φ ·X− Φ ·X) (f)dv
v0
+
∫
v
Φ
z
t
et(f)
dv
v0
=
∫
v
Φ
t
(Z +Φ ·X) (f)dv
v0
−
∫
v
Φ
t
Φ ·X(f)dv
v0
+
∫
v
Φ
z
t
et(f)
dv
v0
.
In the second term, the |Φ|2 gives a growth of ρ which is compensated by the 1/t. In the
third term, the Φ · z induces a growth of ρ, again compensated by the 1/t. On the other
hand, unless Z is a generalized translation or the scaling vector field, the first term is
still not good enough because we have not yet replaced Z by its complete lift.
Let us assume that Z is a Lorentz boost (the case of rotations can be treated similarly)
so that (dropping indices)
Y = Z + v0∂v +Φ ·X.
This gives∫
v
Φ
t
(Z +Φ ·X) (f)dv
v0
=
∫
v
Φ
t
(
Z + v0∂v +Φ ·X
)
(f)
dv
v0
−
∫
v
Φ
t
(
v0∂v
)
(f)
dv
v0
=
∫
v
Φ
t
Y(f)
dv
v0
+
∫
v
(
∂vΦ
t
)
(f)dv
Now, as we will see later, the decay properties of the first term are sufficient; the second
is also in fact fine, because ∂v has better properties when applied to Φ than f , since the
source term in the equation for Φ is essentially a function of (t, x) only (up to a pure
weight in v). We nonetheless rewrite the last term to replace ∂v by vector fields in our
algebra of commutators.
∫
v
(
∂vΦ
i
t
)
(f)dv =
1
t
∫
v
(Y − Z − Φ ·X) (Φ) · f dv
v0
=
1
t
∫
v
Y(Φ) · f dv
v0
− 1
t
∫
v
Φ ·X(Φ) · f dv
v0
−
∫
v
Z(Φ)
t
· f dv
v0
The first two terms on the right-hand side are clearly fine in terms of decay. For the
last term, we use that
Zi
t
= Xi − zi
t
e0,
leading to
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∫
v
Z(Φ)
t
· f dv
v0
=
∫
v
X(Φ) · f dv
v0
−
∫
v
zi
t
e0(Φ) · f dv
v0
.
The first term on the right-hand side is now fine thanks to the fact that X(Φ) has only
a log ρ growth (see Lemma 6.6), and the last term is also clearly fine in terms of decay.
We have thus obtained the following commutation formula:
Lemma 4.1. For any Z vector field, Z(Φ) solves a wave equation of the form
Z(Φ) =
∑
i
∫
v
Fi
dv
v0
,
where the Fi are, modulo multiplication by good symbols, of the form
• Yα(f), for |α| ≤ 1,
• Z(φ) · f,
• Φ · Φ1t · e(f),
• Φ zte(f),
• Y(Φ)t · f,
• ΦtY(f),
• 1tΦX(Φ)f,• X(Φ)f,
• zte(Φ) · f.
Many terms can be regrouped together so that the above lemma can be simplified6 as
Lemma 4.2. For any Z vector field, Z(Φ) solves a wave equation of the form
Z(Φ) =
∑
i
∫
v
Fi
dv
v0
where the Fi are, modulo a multiplication by good symbols, of the form
• 1
tj
q2j,γ(Φ)Yα(f), for 0 ≤ j ≤ 1, |γ|+ |α| ≤ 1,
• e(Φ)f ,
• Z(φ)f ,
• Φ ztef .
where the definitions of the q forms is given below.
In this section, we use the notation qd,k(Φ) to denote a product of at most d coefficients
Φ containing a total of k commutation vector fields, i.e.
qd,k(Φ) =
∏
j=1,..,d′≤d
Yρj(Φ),
where each ρj is therefore a multi-index of size |ρj | and such that
∑ |ρj| = k. Let us
define similarly Qd,k(φ) as
Qd,k(φ) =
∏
j=1,..,d′≤d
Zρj (φ)
where again
∑ |ρj | = k.
6Note that it is only important to distinguish e from a general Y when a z weight is involved.
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4.2. Higher order commutator formula. We now obtain the general higher order
form:
Lemma 4.3. For any N , ZN (φ) solves a wave equation of the form
(134) ZN(φ) =
∑
i
∫
v
Fi
dv
v0
where the Fi are, modulo a multiplication by good symbols, of the form(z
t
)r1
pd1,k1(e(Φ))
q2d2+r,k2(Φ)
td2+r2
Qd3+r3,k3 (φ) [Yα(f)]
where r1+r2+r3 = r , r+d1+d2+d3 ≤ N , |k|+|α|+d1 ≤ N , r+|α|−|α(e)|+|k|−|k(e)| ≤
N , k3(e) ≥ r3, with |k| := k1 + k2 + k3 and with k(e), k3(e), α(e) denoting the total
number of e in the corresponding terms.
Proof. For N = 1, we have the possible error terms are given by Fi, 1 ≤ i ≤ 4, with
• F1 = 1tj q2j,γ(Φ)Yα(f), for 0 ≤ j ≤ 1, |γ|+ |α| ≤ 1,• F2 = e(Φ)f ,
• F3 = Z(φ)f ,
• F4 = Φ ztef .
F1 is contained in the general formula, taking r = d1 = d3 = 0 = k1 = k3, j = d2,
k2 = γ.
F2 is contained in the general formula, taking r = d2 = d3 = k2 = k3 = α = 0, d1 = 1,
k1 = 0.
F3 is contained in the general formula, taking r = d1 = d2 = k1 = k2 = α = 0,
k3 = d3 = 1.
F4 is contained in the general formula, taking r1 = r = 1, r2 = r3 = d1 = d2 = d3 =
|k| = 0, |α| = |α(e)| = 1 (so that Yα = e).
Assume now that the general formula holds true for some N . In view of the previous
lemma and the formula at rank N , we must consider the terms
• G1 = 1tj q2j,γ(Φ)Yα(g), for 0 ≤ j ≤ 1, |γ|+ |α| ≤ 1• G2 = e(Φ)g
• G3 = Z(φ)g
• G4 = Φ zteg
with
g =
(z
t
)r1
pd1,k1(e(Φ))
q2d2+r,k2(Φ)
td2+r2
Qd3+r3,k3 (φ) [Yα(f)]
where r1+r2+r3 = r , r+d1+d2+d3 ≤ N , |k|+|α|+d1 ≤ N , r+|α|−|α(e)|+|k|−|k(e)| ≤
N , k3(e) ≥ r3.
We start with the G2 term, which can be written as
G2 =
(z
t
)r1
pd1+1,k1(e(Φ))
q2d2+r,k2(Φ)
td2+r2
Qd3+r3,k3 (φ) [Yα(f)]
and is therefore of the required form. Similarly, the G3 term is clearly of the required
form.
To evaluate the contribution of the G4 term, we must distribute e on each of the terms
in the formula.
First note that when e hits a good symbol s, we have
e(s) = ∂t,xs
′ + ∂φ · s′′,
where s′, s′′ are also good symbol. The resulting terms are then clearly of the correct
form.
32
When e hits Yα(f) or any any of the pd1,k1(e(Φ)) or q2d2+r,k2(Φ), the resulting terms
are also clearly of the required form. Since e = ∂ − ∂(φ)vk∂vk , we have
e(Zβ(φ)) = ∂Zβ(φ),
which implies that when e hits Qd3,k3 (φ), the resulting term is clearly of the required
form.
Finally, note that z
v0t
is a good symbol so that we have, for some good symbols s′ and
s′′,
e
( z
t
)r1
= r1
(z
t
)r1−1(s′
t
+ ∂φ · s′′
)
,
from which it follows that the contribution of this term and thus of G4 and G2 (since
we have checked all possibilities) are also of the required form.
In order to compute the contribution of the G1 term, we must distribute a Y on each
of the terms of g.
First note that when Y hits a good symbol s, we have
Y(s) = s′ + Z(φ)s′′
for some good symbols s′ and s′′ so that the resulting terms are of the required form.
When Y hits the z weight factor, we simply compute
Y
z
t
= −z
t
Y(t)
t
+
Y(z)
t
.
For the first term, we have
z
t
Y(t)
t
=
z
t
(
Z(t)
t
+Φ · X(t)
t
)
and the resulting terms are clearly of the required form.
The second term Y(z)t , can be written as a linear combination (with coefficients that
are good symbols) of terms of the form
z
t
, Z(φ),
Φ
t
, Φ · ∂φ
and the resulting terms are all of the required form.
When a Y hits the Yα or any of the pd1,k1(e(Φ)) or q2d2+r,k2(Φ), the resulting terms
are clearly of the required form.
Finally, when Y hits the Q(φ) form, we use that
Y(Zβ(φ)) =
(
Z − Z(φ)vk∂vk +Φ ·X
)
(Zβ(φ)),
= Zβ+1(φ) + Φ ·X
(
Zβ(φ)
)
= Zβ+1(φ) +
Φ
t
(Z + zet)
(
Zβ(φ)
)
= Zβ+1(φ) +
Φ
t
Zβ+1(φ) + Φ.
z
t
∂tZ
β(φ).
The resulting terms are then all the correct form. For instance, the middle term on the
right-hand side of the last equation, if we denote by ′ the new indices, we have d′2 = d2+1
and |k′| = |k| + 1, while r is kept unchanged. For the last term, we have r′1 = r1 + 1,
r′ = r2 and |k′| = |k|+1 (in that case |k(e)′| = |k(e)|+1, but we do not need this extra
information so we are not keeping track of it).
From this, it is easy to see that the resulting terms are all of the required form. 
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4.3. Top order commutator formula. According to the previous higher order com-
mutator formula, after N commutations, the source term in the wave equations contains
terms based on Yα(Φ)f , where |α| = N . Recall that the source term in the transport
equation satisfied by Φ contains a term proportional to ∂Z(φ), for some Z. Thus, con-
trolling the source term in the transport equation for Yα(Φ) with |α| = N would require
a bound on Zα
′
(φ), with |α′| = N + 1, which would therefore not close. Thus, at top
order, we need to decompose the source term in the wave equation differently. More
precisely, we go back to the derivation of the first order commutator formula, equation
(133)
Z(Φ) =
∑
|α|≤1
cα
∫
v
Yα(f)
dv
v0
+ Z(φ)
∫
v
sZfdv −
∫
v
ΦiXi(f)
dv
v0
.(135)
In terms of regularity, there is no loss at the moment, since we have commuted once and
all terms on the right-hand side are at the same level of regularity. The loss occurs in
the extra manipulation we make to improve the naive estimate∣∣∣∣∫
v
ΦX(f)
dv
v0
∣∣∣∣ ≤ ε1/2ρ1/2 ∫
v
|e(f)|dv
v0
,
which loses a ρ1/2. At top order, we are thus forced to use such a naive estimate.
Thus, the commutation formula that we apply is the following.
Lemma 4.4. For any N , ZN (φ) solves a wave equation of the form
(136) ZN(φ) =
∑
i
∫
v
Fi
dv
v0
where the Fi are, modulo a multiplication by good symbols, of the form
(1) (z
t
)r1
pd1,k1(e(Φ))
q2d2+r,k2(Φ)
td2+r2
Qd3+r3,k3 (φ) [Yα(Yf)],
where r1 + r2 + r3 = r , r + d1 + d2 + d3 ≤ N − 1, |k| + |α| + d1 ≤ N − 1,
r + |α| − |α(e)| + |k| − |k(e)| ≤ N − 1, k3(e) ≥ r3,
(2) ( z
t
)r1
pd1,k1(e(Φ))
q2d2+r,k2(Φ)
td2+r2
Qd3+r3+1,k3+1 (φ) [Yα(f)],
where r1 + r2 + r3 = r , r + d1 + d2 + d3 ≤ N − 1, |k| + |α| + d1 ≤ N − 1,
r + |α| − |α(e)| + |k| − |k(e)| ≤ N − 1, k3(e) ≥ r3,
(3) (z
t
)r1
pd1,k1(e(Φ))
q2d2+r+1,k2(Φ)
td2+r2
Qd3+r3,k3 (φ) [Yα(X(f))],
where r1 + r2 + r3 = r , r + d1 + d2 + d3 ≤ N − 1, |k| + |α| + d1 ≤ N − 1,
r + |α| − |α(e)| + |k| − |k(e)| ≤ N − 1, k3(e) ≥ r3, |α| ≤ N/2− 1.
Remark 4.5. In the proof that follows, we also discuss how each term behaves (in terms
of regularity and decay), so that the reader can get some heuristics/intuition, even though
we are not performing any estimates here.
Proof. We start from (133). Note that, applying the higher order commutator formula
at order N−1 (i.e. we commute N−1 equations (133)), we would obtain that the source
terms in the wave equation after N commutations is of the form(z
t
)r1
pd1,k1(e(Φ))
q2d2+r,k2(Φ)
td2+r2
Qd3+r3,k3 (φ) [Yα(g)]
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where r1 + r2 + r3 = r , r + d1 + d2 + d3 ≤ N − 1, |k| + |α| + d1 ≤ N − 1, r + |α| −
|α(e)| + |k| − |k(e)| ≤ N − 1, k3(e) ≥ r3, with g any of the three terms
Yf, Z(φ)f,ΦXf.
The first term contributes to the type of terms (1) of Lemma 4.4. For the second term,
we use that
ZN−1
∫
v
Z(φ)f
dv
v0
= Zα(φ)
∫
v
Zβ(f)
dv
v0
with |α|+ |β| ≤ N and |β| ≤ N − 1 to obtain the type of terms (2).
For the last term, we could simply distribute the Y on the products, this would give
terms of the form(z
t
)r1
pd1,k1(e(Φ))
q2d2+r+1,k2(Φ)
td2+r2
Qd3+r3,k3 (φ) [Yα(X(f))]
where r1 + r2 + r3 = r , r + d1 + d2 + d3 ≤ N − 1, |k| + |α| + d1 ≤ N − 1, r + |α| −
|α(e)| + |k| − |k(e)| ≤ N − 1, k3(e) ≥ r3. Note that due to the extra occurrence of a Φ
term in the q form, these terms would decay ρ1/2 less than the other two types. This
would lead to a borderline term (a term leading to a growth in the top order energy).
More precisely, it a priori contains term of the form
ΦYα(ef),
for α = N − 1. In that case, the number of derivative on f is high, so we would need
to estimate it by the EN [f ] energy. Since this energy also has growth (depending on
the top order energy for the wave) that would not close. On the other hand, for such
a term, the number of vector fields hitting Φ is low, so we can use the argument of the
”not top order” commutation formula to essentially replace Φ by e(Φ) and thus obtain
a term that decays as fast as the first two types. Instead, we are trying to get a source
term of the form
Yα(Φ)Yβf
where α is large (say α = N − 1) and β is not large (say less than N/2 ). Then, we can
use the low order energy norm of f to control Yβf .
More precisely, start again from formula (133) and consider the worst term
∫
v ΦXf
dv
v0
.
We commute by Z and follow the previous arguments. We write G for good terms (i.e.
terms which are good both from the point of view of decay and from the point of view
of regularity and are of the form (1) or (2)). We have
Z
∫
v
ΦXf
dv
v0
=
∫
v
(
Ẑ +Φ.X
)
(Φ ·Xf)dv
v0
−
∫
v
Φ.X(Φ ·Xf)dv
v0
+G
=
∫
v
Y(Φ ·Xf)dv
v0
−
∫
v
Φ.X(Φ ·Xf)(137)
Phi.Xfracdvv0 +G
=
∫
v
Y(Φ) ·Xf dv
v0
+
∫
v
Φ ·Y(Xf)dv
v0
−
∫
v
Φ.X(Φ ·Xf)dv
v0
+G
= T1 + T2 + T3 +G.(138)
Now the first term, T1 is fine because extra vector fields have not hit the f . More
preciseley, after an extra N − 2 commutations, a typical term resulting from T1 is of the
form
YN−1(Φ)Xf
integrated in v, and these are fine because they can be estimated using only the low
order energy of f .
For the second term T2, we have
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T2 =
∫
v
Φ.Y(Xf)
dv
v0
=
∫
v
Φ ·XY(f)dv
v0
+
∫
v
Φ[Y,X](f)
dv
v0
= T21 + T22.
Now,
T22 =
∫
v
Φ ·XY(f)dv
v0
=
∫
v
Φ
1
t
(Y + ze − v0∂vi − Φ ·X)Y(f)
dv
v0
(139)
=
∫
v
Φ
1
t
(Y + ze)Y(f)
dv
v0
+
∫
v
v0∂vi(Φ)
1
t
Y(f)
dv
v0
−
∫
v
Φ2
t
XYf
dv
v0
and only the term in the middle still have some potential growth since the others have
the same bahaviour as
∫
v s(t, x, v)(1+
z
t1/2
))Y2(f)dv
v0
for s uniformly bounded, using the
bounds on Φ.
For the middle one, we have
∫
v
1
t
v0∂vΦY(f)
dv
v0
=
∫
v
1
t
Y(Φ)Y(f)
dv
v0
+
∫
v
s(t, x)e(Φ)Y(f)
dv
v0
−
∫
v
1
t
ΦX(φ)Y(f)
dv
v0
,(140)
where the s(t, x)eΦ in the middle term comes from adding and subtracting Z(Φ)t ap-
propriately, so that s is just a good symbol. Now all terms are good, both in terms
of regularity and in terms of decay. For instance, for the middle one, one can use the
improved estimate for e(Φ) so that it does not lead to some growth like Φ and since
we have commuted twice and e(Φ) is at the level of ∂2Z(φ), we have not exceeded the
maximal regularity N .
For the commutator term T22, one can use Lemma 3.13 and check that all resulting
terms are of similar nature as the previous ones apart from the term∫
v
Φ
∂φ
v0
∂vif
dv
v0
.
Here, one can again integrate by parts in v and follow the same arguments as above.
With the extra decay coming from the extra ∂φ, this term is actually decaying faster.
Thus, we are left with the term T3 in (138). The arguments are similar to the above
T3 =
∫
v
Φ ·X(Φ ·Xf)dv
v0
=
∫
v
Φ · 1
t
(Y + ze − v0∂vi − Φ ·X)(Φ ·Xf)
dv
v0
=
∫
v
Φ · 1
t
Y(Φ ·Xf)dv
v0
+
∫
v
Φ · 1
t
ze(Φ ·Xf)dv
v0
−
∫
v
Φ · 1
t
Φ ·X(Φ ·Xf)dv
v0
+
∫
v
v0∂viΦ ·
1
t
(Φ ·Xf).(141)
The first term is now good enough. The last term can be dealt with as in (140). Com-
pared to (140), it has one more power of Φ, leading to a ρ1/2 growth, but again this is
fine because the number of derivatives hitting f for these terms is low (only one vector
field is hitting f while we have commuted twice).
The second and third term in (141) are not yet good enough. The way to deal with
them is similar, so we only do it for the third term. First, we distribute the X to get
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(142)
∫
v
Φ · 1
t
Φ ·X(Φ ·Xf)dv
v0
=
∫
v
Φ · 1
t
Φ ·X(Φ) ·Xf dv
v0
+
∫
v
Φ3 · 1
t
·X2f dv
v0
.
The last term in (142) is still not good enough, because it grows ( |Φ
3|
t . ε
3/2ρ1/2) and a
high number of derivatives actually hits f . One more application of the same argument
(replacing X by 1t (Y + ze − v0∂vi − Φ · X) as for instance in (139) is sufficient. For
instance, it generates terms such as Φ4 1
t2
X2f or e(Φ)Φ
2
t Xf which have no growth, as
well as a term with growth but with one lower vector field hitting f .
This essentially proves the lemma for N = 2. The general case follows by a straight-
forward, induction. 
5. Norms and Bootstrap assumptions
We base on the notations introduced in Section 3.8.
5.1. Norms.
5.1.1. L1-norms for f .
Definition 5.1. Let
(143) EN [f ] ≡
∑
(∗)
∫
Hρ
χ
(
|ˆz|C
∣∣∣LπA,Bf ∣∣∣) dµHρ ,
where
(144) (∗)

A,B,C multi-indices such that the following conditions hold:
If N2 < |A|+ |B| ≤ N, then |C| = N + 3− |A|
If |A|+ |B| ≤ N2 , then |C| = N − |A|+ 3 + (N + 3)
π any permutation of |A|+ |B| elements
.
Remark 5.2. The conditions above should be read in the following way. Each generalized
translation comes with a weight of order 1 and there is a global weight of 3. Then starting
from the top order, every lower order is weighted with a weight of order 1 more. Going
to very low orders (N/2) this scheme is kept but another global weight of order N + 3
is added. This is important to be able to have access to pointwise estimates when high
order weights occur, low order derivatives of f occur and high order derivatives of φ and
Φ. This becomes clear in the course of the estimates.
For convenience we define by
(145) E ◦N [f ] ≡
∑
(∗)
∫
Hρ
χ
(
v0|ˆz|C
∣∣∣LπA,Bf ∣∣∣) dµHρ ,
where
(146) (∗)

A,B,C multi-indices such that the following conditions hold:
|A|+ |B| ≤ N2 , and |C| = N + 3− |A|+ (N + 3)
π any permutation of |A|+ |B| elements
.
This low order energy contains only the low regularity terms of EN [f ].
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5.1.2. L2–norms for the wave. For the scalar field φ, we use the following standard
energy norms.
Definition 5.3. Let EN [φ] be defined as
(147) EN [φ](ρ) ≡
∑
|α|≤N,Zα∈P|α|
∫
Hρ
T [Zαφ](∂t, νρ)dµHρ ,
where, for any scalar function ψ, we denote by T [ψ] = dψ ⊗ dψ − 12η(∇ψ,∇ψ)η its
energy-momentum tensor.
5.1.3. L1-energies for products. We define a variation of the q notation. Let
(148) qA,B,K≥l (Φ) ≡
∑
K ′≤K
∑
Ai,Bi,πi
ρ−K
′/2
∏
i=1,...,K ′
|LπiAi,Bi(Φ)|
with the additional conditions
(149)
K ′∑
i=1
|Ai| ≤ A,
K ′∑
i=1
|Bi| ≤ B,
|Ai|+ |Bi| ≥ l,
πi ∈ SK ′
and the sum over Ai, Bi is to be understood over all possible vectors of multi-indices,
(Ai), (Bi), and in addition over all suitable permutations πi. Note that these conditions
imply that
Kl ≤ A+B.
We define this auxiliary energy for combination of Φ and f .
Definition 5.4. Let
(150) FN [Φ, f ] ≡
∑
(∗)
∫
Hρ
χ
(
|ˆz|C
∣∣∣qA,B,K≥2 (Φ)∣∣∣ · ∣∣∣LπU,V f ∣∣∣) dµHρ ,
where the sum is taken over the variables A,B,K non-negative integers, and C,U, V
multi-indices such that:
(151) (∗)

1 ≤ |U |+ |V | ≤ N
A+B + |U |+ |V | ≤ N
π any permutation of |U |+ |V | elements
|C| = N + 3− (|A|+ |U |).
Note that the definition of qA,B,K≥2 implies
(152) K ≤ N − 1
2
.
Note also that due to the lower bound on |U |+ |V |, |A| + |B| ≤ N − 1. In addition we
define a low order energy of similar structure with higher weights.
Definition 5.5. Let
(153) F◦N [Φ, f ] ≡
∑
(∗)
∫
Hρ
χ
(
v0|ˆz|C
∣∣∣qA,B,K≥2 (Φ)∣∣∣ · ∣∣∣LπU,V f ∣∣∣) dµHρ ,
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where the sum is taken over the variables A,B,K non-negative integers, and C,U, V
multi-indices such that:
(154) (∗)

1 ≤ |U |+ |V | ≤ N − 2
A+B + |U |+ |V | ≤ N − 2
π any permutation of |A|+ |B| elements
|C| = N + 3− (A+ |U |) + (N + 3).
These low order energies allow for an absorption of more weights since the wave can
be estimates pointwise in all related estimates as we discuss below.
We introduce two additional energies, which are eventually used to exploit the fact
that generalized translations acting on Φ do not require to be normalized by a ρ−1/2
factor. We only need this property for one generalized translation in the operators.
Definition 5.6. Based on the definition above we define
(155) FeN [Φ, f ] ≡
∑
(∗)
∫
Hρ
χ
(
|ˆz|Cρ1/2
∣∣∣qA,B,K≥2,e (Φ)∣∣∣ · ∣∣∣LπU,V f ∣∣∣) dµHρ ,
where conditions (151) hold with the additional restriction
(156) B ≥ 1
and qA,B,K≥2,e (Φ) is defined analogously to (148) with the additional condition:
(157) Each summand in (148) contains at least one factor LAi,BiΦ with |Bi| ≥ 1.
In particular, this energy contains at least one generalized translation acting on Φ while
it has one less ρ−1/2 factor. The corresponding low order energy Fe,◦N [Φ, f ] is defined
analogous with one additional v0 weight.
5.2. Set-up and bootstrap assumptions. Let (f0, φ0, φ1) be regular initial data as in
(9). By a standard local well-posedness argument, there exists a unique maximal solution
(f, φ) defined on an hyperboloidal time interval of the form [1, P ′), where 1 < P ′ = ∞
possibly. We assume that the initial data is small enough so that
(158) EN+3[f ](1), EN (φ)(1) ≤ ε.
By a standard continuity argument, there exists a largest 1 < P ≤ P ′ such that on
[1, P ), we have the following estimates
EN (f) ≤ 2ερ3Cε1/16 ,(159)
EN−1(f) ≤ 2ερ2Cε1/16 ,(160)
E ◦N (f) ≤ 2ερCε
1/16/2,(161)
EN (φ) ≤ 2ερCε1/16 ,(162)
EN−1(φ) ≤ 2ε,(163)
F◦N [Φ, f ](ρ) ≤ 2ερCε
1/16/2,(164)
FN−1[Φ, f ](ρ) ≤ 2ερ2Cε1/16 ,(165)
FN [Φ, f ](ρ) ≤ 2ερ5Cε1/16/2,(166)
FeN [Φ, f ] ≤ 2ερ5Cε
1/16/2,(167)
FeN−1[Φ, f ] ≤ 2ερ2Cε
1/16
,(168)
F
e,◦
N [Φ, f ] ≤ 2ερCε
1/16/2,(169)
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where C is some universal constant depending only on N which is specified below. The
choice of ε1/16 is convenient in that context; a value smaller than 1/4 would work as well
in what follows.
The remainder of the paper is devoted to improve the above bootstrap assumptions
and prove
Proposition 5.7. Let N ≥ 10. Then, under the assumptions (159), (160), (162) and
(163), the following estimates hold.
EN (f) ≤ 3
2
ερ3Cε
1/16
,(170)
EN−1(f) ≤ 3
2
ερ2Cε
1/16
,(171)
E ◦N (f) ≤
3
2
ερCε
1/16/2,(172)
EN (φ) ≤ 3
2
ερCε
1/16
,(173)
EN−1(φ) ≤ 3
2
ε,(174)
F◦N [Φ, f ](ρ) ≤
3
2
ερCε
1/16/2,(175)
FN−1[Φ, f ](ρ) ≤ 3
2
ερ2Cε
1/16
,(176)
FN [Φ, f ](ρ) ≤ 3
2
ερ5Cε
1/16/2,(177)
FeN [Φ, f ] ≤
3
2
ερ5Cε
1/16/2,(178)
FeN−1[Φ, f ] ≤
3
2
ερ2Cε
1/16
,(179)
F
e,◦
N [Φ, f ] ≤
3
2
ερCε
1/16/2.(180)
It follows that P = P ′ = +∞, which proves the main Theorem.
6. Estimates for the Φ coefficients
This section is devoted to establishing estimates for the Φ coefficients. First, we recall
Duhamel’s formula for the inhomogeneous transport equation.
Lemma 6.1. Let Uρ′(ρ, y, v) be the solution to the Cauchy problem
TφUρ′ = 0
with initial data prescribed at ρ := ρ′ by
Uρ′(ρ
′, y, v) =
h
vρ
(ρ′, y, v).
where
vρ =
v0t− vixi
ρ
and h is some (sufficiently regular) source term.
Then, the unique solution to the problem
Tφ (Ψ) = h with Ψ|H1 = 0
can be written as:
Ψ(ρ, y, v) =
∫ ρ
1
Uρ′(ρ, y, v)dρ
′.
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We need the following estimates on vρ.
Lemma 6.2. vρ =
tv0 − vixi
ρ
satisfies the following estimates in J+(H1)
vρ ≥ 1, vρ ≥ u
2ρ
v0, vρ ≥ t
2ρv0
.
Remark 6.3. In practice, in this section, we only use the inequality
vρ ≥ t
2ρv0
.
Proof. The first two inequalities can be found in [Lemma 2.11 and Remark 2.12] of
[FJS15]. The proof of the last inequality is as follows:
ρvρ ≥ (v0t− |x||v|)(v
0t+ |x||v|)
(v0t+ |x||v|)
≥ ((v0)2t2 − |x|2|v|2) 1
2v0t
since v0 ≥ |v| and t ≥ |x|
≥ ((1 + |v|2)t2 − |x|2|v|2) 1
2v0t
≥ (t2 + |v|2ρ2) 1
2v0t
≥ t
2v0
.

The last preparatory lemma deals with conservation of the L∞-norm for solutions of
the transport equation:
Lemma 6.4. Let Uρ′ be the solution of the Cauchy problem
TφUρ′ = 0 with Uρ′(ρ
′, y, v) =
h(ρ′, y, v)
vρ
on Hρ′ ,
then, if
sup
Hρ′
(
h(ρ′, y, v)
vρ
)
<∞,
Uρ′ satisfies, in the future of the hyperboloid Hρ′ :
|Uρ′ | ≤ sup
Hρ′
(
h(ρ′, y, v)
vρ
)
.
We can finally state the pointwise estimates for Φ based on the equation that Φ
satisfies, which we recall here
Tφ
(
Φia
)
= − t
v0
∑
|α|≤1
bβia,α∂xβZ
α(φ) +
Zaφ
(1 + u)
· ai
 .
We thus define
h = − t
v0
∑
|α|≤1
bβia,α∂xβZ
α(φ) +
Zaφ
(1 + u)
· ai
 .
From the bootstrap assumption (163), Proposition (2.5) and Lemma (2.6), we have the
following pointwise estimates on the source term for Φ
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|h| .
√
ε
(1 + u)1/2v0
.
The pointwise estimates for Φ are then as follows.
Lemma 6.5. Assume that h satisfies in J+(H1)
|h| .
√
ε
(1 + u)1/2v0
.
Then the solution to the inhomogeneous Cauchy problem
Tφ (Ψ) = h with Ψ|H1 = 0
satisfies in J+(H1)
|Ψ| . √ερ.
Proof. The proof of this fact is a direct consequence of the two previous Lemmata 6.1,
6.2 and 6.4: the solution Ψ can be represented as
Ψ(ρ, y, v) =
∫ ρ
1
Uρ′(ρ, y, v)dρ
′,
where Uρ′(ρ, y, v) satisfies the Cauchy problem with datum on the hyperboloid Hρ′ :
TφUρ′ = 0 with Uρ′(ρ
′, y, v) =
h(ρ′, v, y)
vρ
.
By Lemma 6.4, one needs to compute the supremum over a given hyperboloid Hρ′ of
h/vρ.
We need then to use the only compatible inequality of Lemma 6.2 to perform the
estimates
|h|
vρ
.
√
ερ√
1 + ut
.
√
ε
ρ
1
2
.
The estimates for Ψ can then be written, using Lemmata 6.1 and 6.4:
|Ψ| .
∫ ρ
1
sup
Hρ′
(
h
vρ
)
dρ′
.
∫ ρ
1
√
ε
ρ
1
2
dρ′
.
√
ερ.

Lemma 6.6. The terms YΦ and eΦ satisfy, in the future unit hyperboloid J+(H1):
|YΦ| . √ρε and |eΦ| . √ε ln(ρ).
Remark 6.7. In principle, higher order derivatives of Φ could be estimated pointwise,
since Φ satisfies a inhomogeneous equation whose source terms can be estimated point-
wise. Nonetheless, terms of the form Φz pile up in the source term, preventing similar
estimates to be established.
Proof. First, one easily check that the terms coming from the commutators [Tφ,Y] and
[Tφ, e] are compatible with the statement of the lemma. Then, the rest of the proof
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essentially relies on the following formula (see Lemma 3.22 for the first one; up to lower
order terms):
e
(
t
v0
p
(
∂Zφ,
Zφ
1 + u
))
=
t
v0
p
(
∂2Zφ,
∂Zφ
1 + u
,
Zφ
(1 + u)2
)(181)
Y
(
t
v0
p
(
∂Zφ,
Zφ
1 + u
))
=
t
v0
((
1 +
Φ
t
)
p(∂Z2φ, u−1Z2φ) +
Φ
t
zp
(
∂2Zφ, u−1(∂u)Zφ
))(182)
Using the bootstrap assumption (163), one immediately obtains for each of the source
terms ∣∣∣∣ 1vρ e
(
t
v0
p
(
∂Zφ,
Zφ
1 + u
))∣∣∣∣ . ρ · √ε
(1 + u)
1
2 ρ
√
t
(183)
.
√
ε
(1 + u)
1
2ρ
(184) ∣∣∣∣ 1vρY
(
t
v0
p
(
∂Zφ,
Zφ
1 + u
))∣∣∣∣ . ρ · √ερ√t + ρ ·
√
ερ
t
· t ·
√
ε
(1 + u)1/2+1t
(185)
.
√
ε√
ρ
(186)
where we have estimated v0vρ as in Lemma 6.2
v0vρ ≥ t
2ρ
,
as well as, accordingly to Lemma 6.5
|Φ| . √ερ.
The rest of the proof runs similarly as the proof of Lemma 6.5. 
7. L1-estimates for the distribution function
We prove (170), (171) and (172) in the following proposition.
Proposition 7.1. Assume that the bootstrap assumptions hold on [1, P ). Then
(187)
EN [f ](ρ)− EN [f ](1) . ε5/4ρ5Cε1/16/2
EN−1[f ](ρ)− EN−1[f ](1) . ε5/4ρ2Cε1/16
E◦N [f ](ρ)− E◦N [f ](1) . ε5/4ρCε
1/16/2
hold for ρ ∈ [1, P ).
Proof. From Lemma 2.2, we need to estimate all terms of the form
(188)
∫∫
Tφ
(
|ˆz|C
∣∣∣LπA,Bf ∣∣∣) dvdµHρ ,
where A, B, C take the required values. We begin by considering the case, when Tφ
hits the weight-term |ˆz|C . Using (35), these terms are of the form
(189)
∫∫ (
T(φ) · |ˆz|C + Zφ
v0
√
ρ
|ˆz|C′
) ∣∣∣LπA,Bf ∣∣∣dvdµHρ + . . . ,
where |C ′| = |C| − 1 and the symbol . . . denotes similar or lower order terms or those
with a negative sign, which arise from
√
ρ−1 in zˆ.
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Estimating the coefficients in ∂φ pointwise and using the second estimate in Lemma
6.2, these terms are bounded by
(190) . ρ−1
√
εEN (f).
The same estimate holds, if we consider the energy of order N − 1, with EN replaced by
EN−1 or lower orders. We turn now to those terms which arise when Tφ hits |LπA,Bf |.
These take the form
(191)
∫∫
|ˆz|C (∗∗) dµHρ ,
where (∗∗) stands for any of the different types of the forms (114) – (124) with the
respective conditions on the indices in these expressions such that |A|+ |B| = N , N − 1
or lower orders, depending on which energy we estimate.
High orders. We consider in this part the case
(192) |A|+ |B| > N/2.
We discuss term (129) explicitly in detail. We recall it below.
(193)
∑
(∗)
{(
qα,S,δ+β+µ+2γ(Φ)
t(δ+β+2σ)/2
)(
zδ+ν
√
t
δ
(v0)1−σ
)
· tκ
· p
(
∂δ+I+1+γ−σ+κ+λ(1−µ)Zβ−(γ−σ+κ+λ(1−µ))φ
)
· LU ′,V ′(f)
}
where the sum is taken over the variables U ′, V ′ multi-indices and α, S, δ, β, µ, γ, σ, ν, κ, λ
such that
(194) (∗)

|U ′| = U + λ, |V ′| = V + 1− λ V + S + I ≤ |B|
U + α+ β + δ + ν ≤ |A|
α+ S + U + V + δ + I + β ≤ N
1 ≤ δ + I + β
µ+ ν ≤ 1
µ = γ = 1 ⇒ σ = 1
σ ≤ γ ≤ 1
κ = 1⇒ µ = γ = ν = λ = σ = 0, κ ≤ 1
λ = 1⇒ γ = ν = σ = 0, λ ≤ 1
λ = µ = 1⇒ U + λ+ α+ β + δ ≤ |A|
Estimating the integral (191) we distinguish between different cases. The first case we
consider covers all terms, where the polynomial in ∂φ and its derivatives can be estimated
pointwise. This is the case when
(195) δ + I + β < N − 1,
since we need 2 commutations to apply the Klainerman-Sobolev inequality (18).
We then have access to pointwise estimates on the polynomial in derivatives of φ,
which yield∣∣∣p(∂δ+I+1+γ−σ+κ+λ(1−µ)Zβ−(γ−σ+κ+λ(1−µ))φ)∣∣∣(196)
≤
√
ερC/2ε
1/16
(1 + u)1/2+γ−σ+κ+λ(1−µ)(1 + t)
,
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where we used bootstrap assumption (162). Note that the factor ρCε
1/16/2 only appears
when estimating the top order norm. Using these preliminary estimates the total term
(191) which we wish to estimate under the current assumptions reduces to∫∫
|ˆz|C
∣∣∣qα,S,δ+β+µ+2γ(Φ)
t(δ+β+2σ)/2
∣∣∣ ∣∣∣∣∣ zδ+ν√tδ(v0)1−σ
∣∣∣∣∣ · tκ(197)
·
√
ερC/2ε
1/16
(1 + u)1/2+γ−σ+κ+λ(1−µ)(1 + t)
|LU ′,V ′(f)|dµHρ .
We then intend to estimate this by the combined energy of type FN [Φ, f ]. We distin-
guish now between the different cases for the switch indices (recall the conditions on
(µ, ν, γ, σ, κ, λ) (194)). Before addressing the individual cases, we discuss the issue of the
absorption of the zˆ-weight to the power C into the energy of f . Due to the condition
(195) we always estimate f in energy in this part. We remark that in the special case
ν = 1, which we discuss individually below, we have to divide and multiply by
√
ρ to
obtain a rescaled weight zˆ as encoded in the energy. Also, we see below another excep-
tional case (λ = 1, µ = 0), when one weight has to be estimated pointwise. For now,
we only discuss when the number of weights that appear can be absorbed. The term we
intend to estimate in energy then reads
(198) |ˆz|D |q
α,S,δ+β+µ+2γ(Φ)|
ρ(δ+β+µ+2γ)/2
|LU ′,V ′f |,
where |D| = |C|+δ+ν. Note that |C| = N+3−|A| as we are in the case |A|+|B| > N/2.
The term (198) can be estimated in energy precisely if
(199) N + 3− |A|+ δ + ν ≤ N + 3− (U + λ+ α)
holds (cf. definition of FN in (150)). In the case λ = 0 this follows immediately from the
second condition in (194) in the case λ = µ = 1 this follows from the last line in (194).
In the complementary case λ = 1, µ = 0 (which implies ν = 0) only D − 1 weights can
be absorbed into the energy and one weight zˆ has to be estimated pointwise.
We have so far shown that we can absorb the weights into the energy FN unless
λ = 1, µ = 0, when one weight is estimated pointwise. It remains to be shown that
in all possible configurations of switch indices, the decay of the low regularity terms is
sufficiently strong to conclude the estimate. We distinguish the different cases for the
switch indices in the following. We rewrite the term to estimate, (197), as
(200)
∫∫ ∣∣∣∣ 1(v0)1−σ
∣∣∣∣ · tκ−σ √ερCε1/16/2(1 + u)1/2+γ−σ+κ+λ(1−µ)(1 + t)ρ(ν+µ+2γ)/2
|ˆz|D |q
α,S,δ+β+µ+2γ(Φ)|
ρ(δ+β+µ+2γ)/2
|LU ′,V ′(f)|dvdµHρ ,
where |D| = |C| + δ + ν and the ρν/2 term appears since the additional weight in the
case ν = 1 does not have a ρ−1/2 factor. We do three more modifications to obtain the
final form of the previous term. First, we estimate any zero or first order derivative of Φ
with the corresponding ρ−1/2 factor pointwise using Lemma 6.6, which allows to replace
the q term by the analogous q absorbing the ρ terms in the denominator. As a second
modification we introduce a (t/ρ)1−σ factor which in combination with (v0)−1+σ can be
estimated by vρ (cf. Remark 6.3). For the third modification we estimate one factor zˆ
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pointwise when λ(1− µ) = 1 yielding (t/ρ)λ(1−µ). In total we arrive at
(201)
∫∫
ρ1−σ−λ(1−µ)/2+(ν+µ+2γ)/2
t1−κ−λ(1−µ)
√
ερCε
1/16/2
(1 + u)1/2+γ−σ+κ+λ(1−µ)v︸ ︷︷ ︸
(⋆)
|ˆz|D|qα,S,δ+β+µ+2γ≥2 (Φ)||LU+λ,V+1−λ(f)|(v
ρ)1−σdvdµHρ ,
where D = C + δ + ν − λ(1 − µ). A straightforward evaluation of the conditions (194)
yields that in each admissible combination of switch indices, which are κ = 1;λ = µ =
1; (λ = 1, µ = 0); (γ = 1, ν ≤ 1);µ = γ = σ = 1, the estimate
(202) |(⋆)| . √ερCε1/16/2−1
holds. In total, we can estimate the integral by
(203)
√
ερ−1+C/2ε
1/16
F|U |+|V |+α+S+1[Φ, f ](ρ),
where the factor ρCε
1/16/2 only occurs when the highest order energy is estimated and in
that case |U |+ |V |+ α+ S < N - so not both terms can be of highest order. Invoking
the bootstrap assumptions in both cases the term in top order can be estimated by
(204) ε3/2ρ−1+5C/2ε
1/16
.
If the order of the energy is at most N − 1, then the term can be estimated by
(205) ε3/2ρ−1+2Cε
1/16
.
Integrating both cases yields the estimates claimed in the proposition. This finishes the
case (195) and we consider in the remainder the complementary case
(206) δ + I + β ≥ N − 1.
By conditions (194) this implies
(207) U + V + α+ S ≤ 1.
This has the immediate consequence that only up to first order derivatives of Φ ap-
pear, which can be estimated using Lemma 6.6. Furthermore, only up to second order
derivatives of f appear, which implies that we require N ≥ 5 to estimate the v-integral
of those terms pointwise. However, we wish to estimate those terms by the low order
energy (|A| + |B| ≤ N/2) to avoid the growth of the top order norm of f . Therefore
we choose N ≥ 10. The pointwise estimates on Φ (cf. Lemma 6.6) and its first order
derivatives in combination with the fact α+ S ≤ 1 imply
(208)
|qα,S,δ+β+µ+2γ(Φ)|
ρ(δ+β+µ+2γ)/2
. 1,
which leaves from (193) the term to estimate in this case in the form
(209)
∫∫
ρ(µ+2γ+ν)/2tκ−σ
∣∣∣p(∂δ+I+1+γ−σ+κ+λ(1−µ)Zβ+1−(γ−σ+κ+λ(1−µ))φ)∣∣∣
(v0)σ−1 |ˆz|D|LU ′,V ′(f)|︸ ︷︷ ︸
(⋆)
dvdµHρ ,
where |D| = N+3−|A|+δ+ν. Before analysing the different cases for the switch indices
we clarify that we can estimate the momentum-integral over the term (⋆) pointwise by the
Klainerman-Sobolev embedding in terms of the low order energy E ◦N [f ]. Applying the
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inequality (287) we increase the weight by three and increase the number of derivatives
acting on f also by three. If these three derivatives are all not generalized translations
then the number of weights that can be absorbed by this term is maximally decreased,
so we assume this case, which is
(210) |ˆz|D′ |LU ′′,V ′′(f)|,
where U ′′, V ′′ are multi-indices such that |U ′′| = U + λ + 3, |V ′′| = V + 1 − λ and
with |D′| = |D| + 3 = N + 3 − |A| + δ + ν + 3. Estimating the corresponding integral
by the norm E ◦N [f ] we can absorb a number of weights according to (146) which is
N + 3− (U + λ+ 3) + (N + 3). Indeed, then the formula
(211)
|D′| = N + 3− |A|+ δ + ν + 3 ≤ N + 3− |A|+ |A|+ 3
≤ N + 3 + 3
≤ N + 3− (U + λ+ 3) +N + 3 + (U + λ+ 3−N)︸ ︷︷ ︸
<0, by |U |,λ≤1
holds. In particular, no pointwise estimate for a weight is necessary in this case. As a
conclusion of the above we can estimate
(212)
∫
|ˆz|D(v0)σ−1|LU ′,V ′(f)|dv . 1
t3
(
1 + ε1/2ρCε
1/16
)
·E ◦N [f ].
It is important to note that we obtain pointwise estimates in terms of the low order
energy E ◦N (f). Note that this energy has an additional v
0 to compensate in case σ = 1.
The latter is crucial to be able to improve the bootstrap assumption on EN [f ] and
EN−1[f ], which only works since estimating by E ◦N [f ] is possible here. For the low order
energy itself, this problem does not occur as in the corresponding estimates (see below)
only the wave terms are estimated pointwise. Using the considerations above, replacing
translations acting on φ by vector fields Z gaining u−1 terms and using the bootstrap
assumption on E◦N [f ] the term (209) reduces to
(213) ε
√
ρµ+2γ+νρ3Cε
1/16/2
∫
tκ−σ−3
(1 + u)γ−σ+κ+λ(1−µ)
∣∣∣p(∂δ+I+1Zβφ)∣∣∣ dµHρ .
Using Ho¨lder’s inequality and the definition of the volume forms this is bounded by
ε
√
ρµ+2γ+νρ3Cε
1/16/2(214)
×
(∫ ∣∣∣p(∂δ+I+1Zβφ)∣∣∣2 ρ
t
dµHρ
)1/2
·

∫
t2(κ−σ−3)r2
(1 + u)2(γ−σ+κ+λ(1−µ))
dr︸ ︷︷ ︸
(⋆)

1/2
.
The first bracket is the energy of the wave and the integral in the second bracket can be
evaluated using Lemma A.1 to
(215) |(⋆)| ≤ ρ
−3−δ+2(κ−σ)
3− 2(κ− σ)− δ such that δ < 2(γ−σ+κ+λ(1−µ)), δ+2(κ−σ) < 3.
In view of this, (214) reduces to
(216) ε
√
ρµ+2γ+νρ3Cε
1/16/2
Eδ+I+β [φ]
1/2
√
ρ−3−δ+2(κ−σ)√
3− 2(κ− σ)− δ .
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Distinguishing between the different cases for the switch indices in all cases except κ = 1
and (γ = 1, ν ≤ 1, σ = 0) this can be estimated by
(217) . ερ−1ρ3Cε
1/16/2
Eδ+I+β[φ]
1/2,
choosing δ = 0. In the case (γ = ν = 1, σ = 0) we choose δ = 2− Cε1/16/2 yielding
(218) . ερ−1ρ7Cε
1/16/4
Eδ+I+β[φ]
1/2.
Finally, the in the case κ = 1 we choose δ = 1− Cε1/16/2 yielding
(219) . ε1−1/32ρ−1ρ7Cε
1/16/4
Eδ+I+β [φ]
1/2.
The last term is the worst in terms of decay and smallness so using the bootstrap
assumption on the wave in total we can bound (214) by
(220) . ε3/2−1/32ρ−1ρ7Cε
1/16/4ρCε
1/16/2,
where the last factor is only present in the highest order case. So in the highest order
case we can estimate the previous term by
(221) . ε3/2−1/32ρ−1ρ9Cε
1/16/4
and in the lower order case by
(222) . ε3/2−1/32ρ−1ρ7Cε
1/16/4.
Integrating in both cases yields the claimed estimates in the proposition. This finishes
the discussion of the case (206) and the proof for the high order energy. As a summary,
using the energy estimates of Lemma 2.2, one obtains the following
EN [f ](ρ)− EN [f ](1) .
∫ ρ
1
s−1FN−1[Φ, f ](s)ds+
√
ε
∫ ρ
1
s−1+Cε
1/16/2FN [Φ, f ](s)ds
(223)
+ ε
∫ ρ
1
ρ−1+9Cε
1/16
E
1/2
N [φ](s)(224)
.ε5/4ρ5Cε
1/16/2,(225)
when inserting the bootstrap assumptions.
As a summary, using the energy estimates of Lemma 2.2, one obtains the following
EN [f ](ρ)− EN [f ](1) .
∫ ρ
1
s−1FN−1[Φ, f ](s)ds+
√
ε
∫ ρ
1
s−1+Cε
1/16/2FN [Φ, f ](s)ds
(226)
+ ε
∫ ρ
1
ρ−1+9Cε
1/16
E
1/2
N [φ](s)(227)
.ε5/4ρ5Cε
1/16/2,(228)
when inserting the bootstrap assumptions.
Low orders (|A|+ |B| ≤ N/2)
For low order terms, the weight in zˆ is high, but this does not change the way to estimate
the terms according to (189). In addition, as the order of derivatives is low, we always
estimate the terms containing the wave φ pointwise, where we proceed analogously to
the case of (195) which finishes the proof. 
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8. High order estimates for products
In this section we derive energy estimates for the norms FN [Φ, f ] and F
e
N [Φ, f ]. Recall
that we have the equation for Φ in the form
(229) TφΦ = h,
where
(230) h =
t
v0
p(∂Zφ) + C,
where C is of lower regularity and similar or better decay than the explicitly written
term. To derive the energy estimates for FN we compute the commutator to
(231)
Tφ
(
qA,B,K≥2 (Φ) · LU,V f
)
=( ∑
K ′≤K,1≤j≤K ′
∑
(Ai),(Bi)
ρ−K ′/2 ∏
i∈{1,...,K ′}\{j}
|LAi,Bi(Φ)|
 ·
· LAj ,Bj (Φ)|LAj ,Bj (Φ)|
([Tφ, LAj ,Bj ]Φ + LAj ,Bjh)
)
· LU,V f
+ qA,B,K≥2 (Φ) · [Tφ, LU,V ] f + 4q
A,B,K
≥2 (Φ) · LU,V (T(φ) · f) + . . .Tφρ
−K ′/2 . . . ,
where the last terms comes with an overall negative sign and hence we can ignore it in
the estimates. To evaluate the term containing LAj ,Bjh the following Lemma is used.
Lemma 8.1. Let A,B be two mult-indices such that |A| + |B| ≤ N . The following
identity holds:
LA,B(h) =
t
v0
∑
(∗)
(
1 +
qα,P,β (Φ)
tβ
)
·
(
qγ,Q,δ (Φ)
t
δ
2
)
p
(
∂δ+R+1Zβφ
)
·
(
z√
t
)µ
+C,
where the sum is taken over the non-negative integers α,P, β, γ,Q, δ,R, µ such that
(232) (∗)

α ≤ |A| − 1, β ≤ |A|, γ ≤ |A| − 1, µ ≤ δ,
α+ β + γ + δ ≤ |A|
P +Q+R ≤ B
1 ≤ |B| ⇒ 1 ≤ P +Q+R
and C denotes terms which are lower in regularity and similar or better in decay.
Proof. The formula follows immediately from Lemma 3.25. 
The energy estimate for the norm FN [Φ, f ] is given in the following proposition.
Proposition 8.2. Assume that the bootstrap assumptions hold on [1, P ), then
(233)
FN−1[Φ, f ](ρ) . ε5/4ρ2Cε
1/16
FN [Φ, f ](ρ) . ε
5/4ρ5Cε
1/16/2
F◦N [Φ, f ](ρ) . ε
5/4ρCε
1/16/2
FeN [Φ, f ] . ε
5/4ρ5Cε
1/16/2 · log(ρ)
FeN−1[Φ, f ] . ε
5/4ρ2Cε
1/16 · log(ρ)
F
e,◦
N [Φ, f ] . ε
5/4ρCε
1/16/2 · log(ρ)
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hold for ρ ∈ [1, ρ).
Proof. We begin with the proof for the first three estimates. According to (231) we need
to estimate the four following terms.
(234)
I =
∑
K ′≤K,1≤j≤K ′
∑
(Ai),(Bi)∫
Hρ
∫
|ˆz|Cρ−K ′/2
 ∏
i∈{1,...,K ′}\{j}
|LAi,Bi(Φ)|
 [Tφ, LAj ,Bj ]Φ
 · |LU,V f |dvdµρ
II =
∑
K ′≤K,1≤j≤K ′
∑
(Ai),(Bi)∫
Hρ
∫
|ˆz|Cρ−K ′/2
 ∏
i∈{1,...,K ′}\{j}
|LAi,Bi(Φ)|
LAj ,Bjh
 · |LU,V f |dvdµρ
III =
∫
Hρ
∫
|ˆz|CqA,B,K≥2 (Φ) · | [Tφ, LU,V ] f |dvdµρ
IV = 4
∫
Hρ
∫
|ˆz|CqA,B,K≥2 (Φ) · |LU,V (T(φ) · f)|dvdµρ
We treat the terms individually in the following starting with I. Using the commutator
formula (129) for the commutator acting on Φ, we obtain for I, suppressing the sums
and replacing some t−1 by ρ−1 terms,
(235)
∫
Hρ
∫
|ˆz|Cρ−K ′/2
 ∏
i∈{1,...,K ′}\{j}
|LAi,Bi(Φ)|

(∑
(∗)
ρµ/2+γ+ν/2tκ−σ
qα,S,δ+β+µ+2γ(Φ)
ρ(δ+β+µ+2γ)/2
zˆδ+ν
(v0)1−σ
· p(∂δ+I+1+γ−σ+κ+λ(1−µ)Zβ−(γ−σ+κ+λ(1−µ))φ)LP ′,Q′(Φ)
)
· |LU,V f |dvdµρ
where the sum is taken over the variables P ′, Q′, multi-indices, and µ, ν, α, S, δ, β, γ, σ, κ, λ, I
non-negative integers, such that
(236) (∗)

|P ′| = P + λ, |Q′| = Q+ 1− λ
Q+ S + I ≤ |Bj |
P + α+ β + δ + ν ≤ |Aj |
α+ S + P +Q+ δ + I + β ≤ |Aj |+ |Bj|
1 ≤ δ + I + β
µ+ ν ≤ 1, µ = γ = 1⇒ σ = 1
σ ≤ γ ≤ 1
κ = 1⇒ µ = γ = ν = λ = σ = 0, κ ≤ 1
λ = 1⇒ γ = ν = σ = 0, λ ≤ 1
λ = µ = 1⇒ P + λ+ α+ β + δ ≤ |Aj |.
We distinguish between two different cases. In the first case, the wave can be estimated
pointwise, while in the second case the wave is estimated in energy and all other terms
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are estimated pointwise. We begin with the first case, in which the condition
(237) δ + I + β ≤ N − 2
holds. This implies an estimate on the wave term in the form
(238)
|p(∂δ+I+1+γ−σ+κ+λ(1−µ)Zβ−(γ−σ+κ+λ(1−µ))φ)| .
√
ε
(1 + u)1/2+γ−σ+κ+λ(1−µ)(1 + t)
ρCε
1/2/2,
where the last ρ factor only occurs at highest order. This reduces (235) to
(239)
√
ερC/2ε
1/16
∫
Hρ
∫
|ˆz|Cρ−K ′/2
 ∏
i∈{1,...,K ′}\{j}
|LAi,Bi(Φ)|

·
(∑
(∗)
ρµ/2+γ+ν/2
(1 + u)1/2+γ−σ+κ+λ(1−µ)(1 + t)
tκ−σ
qα,S,δ+β+µ+2γ(Φ)
ρ(δ+β+µ+2γ)/2
zˆδ+ν
(v0)1−σ
LP ′,Q′(Φ)
)
· |LU,V f |dvdµρ.
Turning to the terms with Φ we estimate
(240) ρ−K
′/2
 ∏
i∈{1,...,K ′}\{j}
|LAi,Bi(Φ)|
 qα,S,δ+β+µ+2γ(Φ)
ρ(δ+β+µ+2γ)/2
|LP ′,Q′(Φ)| . qA′,B′,K˜≥2 (Φ)
for some suitable K˜. This is possible since each factor comes with a corresponding ρ−1/2
term and moreover if a term of zeroth or first order in Φ occurs we estimate it pointwise
by Lemma 6.6 in conjunction with ρ−1/2. It remains to show that the parameters A′
and B′ fulfil the necessary bound to estimate the corresponding energy. Invoking the
conditions (236) we can conclude directly
(241) A′ +B′ ≤ |A|+ |B|.
The condition on K˜ is again implicit and automatically fulfilled by the bound on the
total number of derivatives and the lower bound on the derivatives per factor. We can
therefore reduce the integral to
(242)
√
ερC/2ε
1/16
∑
(∗)
∫
Hρ
∫
|ˆz|C′
(
ρµ/2+γ+ν/2
(1 + u)1/2+γ−σ+κ+λ(1−µ)(1 + t)
tκ−σ
1
(v0)1−σ
)
qA
′,B′,K˜
≥2 (Φ) · |LU,V f |dvdµρ
with |C ′| = C + δ + ν and the conditions on A′ and B′ inherited from the discussion
above, which we evaluate at the appropriate places below again. Before addressing the
different cases for the switch indices we discuss how the weights can be absorbed into
the energy. By definition we can absorb the weights when
(243) C + δ + ν ≤ N + 3− (A′ + |U |).
We estimate
(244) C + δ + ν = N + 3− (A+ |U |) ≤ N + 3− (A′ + |U |)
if, and only if, |A|′ + δ + ν ≤ |A|. This holds since
(245) |A′|+ δ + ν = |A| − |Aj |+ P + α+ λ+ δ + ν ≤ |A|+ λ
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by (236), when λ = 0 or λ = µ = 1. When λ = 1 and µ = 0 we need to estimate one
weight pointwise, which yields an additional factor of the form (t/
√
ρ)λ(1−µ). This yields
the final form before estimating to
(246)
√
ερC/2ε
1/16
∑
(∗)
∫
Hρ
∫ (
ρµ/2+γ+ν/2−λ(1−µ)/2
(1 + u)1/2+γ−σ+κ+λ(1−µ)(1 + t)
tκ+λ(1−µ)−σ
(ρ
t
)1−σ )
·
(
t
ρ
1
v0
)1−σ
|ˆz|C′−λqA′,B′,K˜≥2 (Φ) · |LU,V f |dvdµρ,
where the last three factors in the integral are estimated jointly in energy. We estimate
then the first factor in the integral depending on the different cases of switch indices,
which are (λ = 1, µ ≤ 1), κ = 1, (µ = 1, λ = 0), (γ = 1, µ = 0) and ν = 1, by
(247)
ρµ/2+γ+ν/2−λ(1−µ)/2
(1 + u)1/2+γ−σ+κ+λ(1−µ)(1 + t)
tκ+λ(1−µ)−σ
(ρ
t
)1−σ
≤ ρ−1.
In turn, we estimate the respective integrals uniformly either by
(248)
√
ερ−1FN [Φ, f ](ρ),
when N − 3 or less derivatives act on ∂φ and the corresponding norm for the wave is
not highest order, so the additional growth is not present; or by
(249)
√
ερC/2ε
1/16−1FN−1[Φ, f ](ρ),
when indeed N −2 derivatives act on ∂φ and we require the highest order energy for the
wave. In that case however the combined norm cannot be of highest order. The small
ρ-growth disappears anyway when we estimate the corresponding norm of order N − 1
or lower. In each case, the proposition is deduced using the bootstrap assumptions and
the fact that the initial data for Φ is trivial.
We turn now the the case when we estimate the wave in energy, which is characterized
by
(250) I + δ + β ≥ N − 1.
Invoking conditions (236) this implies
(251) |Q|+ S + |P |+ α+
∑
i 6=j
(|Ai|+ |Bi|) + |U |+ |V | ≤ 1.
In particular this implies that all but one term containing Φ are at most first order in
derivatives and hence can be estimated by using the pointwise estimates on Φ. As these
terms come with the appropriate ρ−1/2-weight, we estimate them by a constant. In the
case |P | + |Q| = 1, the last Φ term can be of second order in derivatives. We therefore
reduce the term (235) to
(252)
∑
(∗)
∫
Hρ
(
ρµ/2+γ+ν/2tκ−σp(∂δ+I+1+γ−σ+κ+λ(1−µ)Zβ−(γ−σ+κ+λ(1−µ))φ)
)
∫ |ˆz|C′
(v0)1−σ
ρ−1/2|LP ′,Q′(Φ)| · |LU,V f |dv︸ ︷︷ ︸
(⋆)
dµρ,
where the conditions |P | + |Q + |U | + |V | ≤ 1 and |C ′| = C + δ + ν hold. The term
(⋆) is estimated pointwise by the low regularity norm F◦N [Φ, f ] using the estimate (287),
implying
(253) |(⋆)| . εt−3ρCε1/16ρCε1/16/2.
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Note that due to the high number of weights in the low norm, we can always absorb and
do not need to estimate a weight pointwise. Replacing in addition derivatives acting on
the wave by vector fields we can estimate the previous integral by
(254)
ερ3Cε
1/16/2ρµ/2+γ+ν/2
∫
Hρ
tκ−3−σ
(1 + u)γ−σ+κ+λ(1−µ)
p(∂δ+I+1Zβφ)dµρ
. ερ3Cε
1/16/2ρµ/2+γ+ν/2Eδ+I+β [φ]
1/2
(∫
1
(1 + u)2(γ−σ+κ+λ(1−µ))
r2
t6−2(κ−σ)
dr
)1/2
. ερ3Cε
1/16/2ρµ/2+γ+ν/2Eδ+I+β [φ]
1/2
(
ρ−3−δ+2(κ−σ)
3− 2(κ− σ)− δ
)1/2
,
where analogously to (215), δ < 2(γ−σ+κ+λ(1−µ)) and δ+2(κ−σ) < 3 hold. In all
cases except κ = 1 and (γ = 1, ν ≤ 1, σ = 0) setting δ = 0 the integral can be estimated
by
(255) ερ3Cε
1/16/2−1
Eδ+I+β[φ]
1/2.
In the case κ = 1 we choose δ = 1 − Cε1/16/2. Then we estimate the previous integral
by
(256) ε1−1/32ρ7Cε
1/16/4−1
Eδ+I+β [φ]
1/2,
which yields the claim in the case of maximal regularity and below. In the left case
(γ = 1, ν ≤ 1, σ = 0) we choose δ = 2− Cε1/16/2 and obtain
(257) ερ7Cε
1/16/4−1
Eδ+I+β[φ]
1/2.
In view of the bootstrap assumptions this yields the claim for the highest and lower
orders and finishes the estimates for term I. We proceed with the term II, where we use
Lemma 8.1 to evaluate the term containing h. We deduce that, suppressing the sums
again and estimating zeroth or first order terms in ρ−1/2Φ pointwise by a constant using
Lemma 6.6, |II| can be estimated, suppressing terms better in regularity and/or decay,
by
(258)
∑
(∗)
∫
Hρ
∫
|ˆz|Cρ−K ′/2
 ∏
i∈{1,...,K ′}\{j}
|LAi,Bi(Φ)|

·
(
t
v0
qα,P,β+δ≥2 (Φ)|pδ+R+1Zβ(φ)||ˆz|δ
)
· |LU,V f |dvdµρ,
with conditions
(259) (∗)
 α ≤ |Aj | − 1P +R ≤ |Bj |
α+ β + δ ≤ |Aj |.
Note first that due to the upper bound on the total number of derivatives acting on Φ
factors, which is N − 1, h is always at most hit by N − 1 derivatives, which corresponds
to N + 1 derivatives acting on φ. Comparing this with the first term (235) estimated
before we see that the current term corresponds to the case κ = 1 in (235) since we have
the factor t/v0 and all switch indices vanish. The only difference is the fact that the
additional partial derivative acting on φ is missing in the present case, but instead we
have an explicit ρ−1/2 coming from the ρ−K
′/2, which in (235) compensated the last Φ
term, which is here not present since it has been replaced by the right-hand side, h.
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When estimating the decay this amounts to having a ρ−1/2 instead of a (1 + u)−1.
Checking the places where the κ = 1 term has been estimated, which are (247) and
(256), we conclude that replacing (1 + u)−1 by ρ−1/2 therein yields identical or better
conclusions in terms of decay. This implies that the previous integral can be estimated
similar to term I and finishes the proof for the second term. The third term, III, yields
again the same structure by the higher order commutator structure and can be estimated
analogously. Finally, the fourth term is simpler and can be estimated straightforwardly
with either absorbing the v0 that occurs in the low order norm, when Φf is estimated
pointwise or by estimating it by t/ρ when Φ and f are estimated in energy.
In the remainder we discuss the proof for the estimates concerning the energy FeN
with at least one generalized translation based on the previous explicit estimates, which
do not have to be repeated in all detail as the strategy of proof is identical. However, it
is important to analyze how the presence of generalized translations is affected by the
commutator relations.
As above the energy estimate builds on four terms of the form (234) with one ρ1/2
weight and one generalized translation contained within the LAi,Bi operators. As before
the crucial terms to estimate are the first and the second one of (234) and what might
occur is that the e acting on Φ in the original energy by the commutation now acts on the
wave leaving possibly no generalized translation acting on Φ. In that case this could not
be estimated by the FeN -energy making an additional ρ
−1/2 factor necessary to estimate
by the standard energy FN . However, by equation (235) we deduce immediately that
there is always one e hitting Φ as long as λ = 0. So in these cases we are in a situation
when at least one Φ, present in the product, is hit by a generalized translation and in
turn can be either estimated by the corresponding pointwise estimate for eΦ, yielding
a log(ρ) (by the second estimate in Lemma 6.6) or it is absorbed into the energy. In
both cases the presence of ρ1/2 is consistent with the estimates as performed for term I
corresponding to FN and we do not have to repeat them in detail. It remains to consider
the case λ = 1. In that case the term corresponding to (246) takes the form
(260)
√
ερC/2ε
1/16
log(ρ)
∑
(∗)
∫
Hρ
∫ (
ρ1/2+µ/2−λ(1−µ)/2
(1 + u)3/2+λ(1−µ)(1 + t)
tλ(1−µ)
(ρ
t
))
︸ ︷︷ ︸
(⋆)(
t
ρ
1
v0
)
|ˆz|C′−λqA′,B′,K˜≥2 (Φ) · |LU,V f |dvdµρ,
where the additional ρ1/2 factor occurs as it cannot be absorbed by the q term and the
additional (1+u)−1 results from the e acting on φ. The log(ρ) term appears in the case
that eΦ is estimated pointwise. For both cases µ ≤ 1 the term (⋆) is bounded by ρ−1
and we can conclude as above.
The case when the wave is estimated in energy can be handled analogous to (254).
Then again, the generalized translation hits the wave, yielding another (1 + u)−1 factor
while the additional ρ1/2 cannot be absorbed into the Φ terms. The corresponding
estimate to (254) then yields a term of the form
(261) ερ3Cε
1/2/2ρµ/2+1/2Eδ+I+β[φ]
1/2
(
ρ−3−δ
3− δ
)1/2
,
where due to the additional (1 + u)−1, δ = 1 is allowed and we choose it such. In
particular the term above can be estimated by
(262) . εEδ+I+β [φ]
1/2ρ−1+3Cε
1/16/2,
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which allows to proceed as above. The last case we discuss explicitly concerns the
analogue to term II which arises from the source term. Here, one of the Φ terms is
replaced by the source term. If this term carried the e derivative we simply have no ρ1/2
to add as a factor and have an additional translation acting on the wave. Replacing this
term by a (1 + u)−1 as usual, the term t/v0 in (258) is replaced by t/v0(1 + u)−1. This
corresponding exactly to the case κ = 1 above and is handled accordingly. In the other
case when the generalized translation is in one of the Φ factors, we can use a ρ−1/2,
which is not required to normalize this Φ and get a term as in (258) with t/v0 replaced
by t/v0ρ−1/2, which can be dealt with in the same way. The analogues of III and IV are
handled as above and do not require further evaluation. This finishes the proof. 
9. L2-estimates for the transport equation
This section is devoted to the proof of L2-estimates for terms of the form qα,β,S(Φ)Yαf ,
when |α| ≥ N−2, that is to say when pointwise estimates cannot be performed on Yαf .
The strategy developed in this section is similar to the strategy developed in the the orig-
inal work [FJS15], the only difference is coming from the modification Φ of the vector
fields. It should be noticed that this section can be used to prove again the L1-estimates,
in the sense that the basic structure which is derived in that section is exactly the one
used to derive the L1 and combined L1-estimates.
In what follows, we are working symbolically with vectors and matrices. Up to com-
pletion with components with value 0, we assume that all matrices are square matrices
of the same order, and all the vectors have the same length, compatible with the mul-
tiplication with these matrices. |X| denotes the standard L∞-norm on matrices defined
as the supremum of all the components.
Finally, we emphasize that, in this section, we do need a decay of the form ρ−3+δ(ε),
where δ(ε) < 1/2. The actual value of δ(ε) does not actually matter, contrary to Section
7. Hence, we drop systematically in that section the constant in front of the
ε1/16, and write instead a generic C constant that differs from line to line.
9.1. The basic equations. We introduce the vector Gh containing the terms
zˆCqA,B,K≥0 (Φ) · LπU,V f
where U, V are multi-indices, and A,B,K are non-negative integers such that:
(263) (∗)

N − 2 ≤ |U |+ |V | ≤ N
A+B + |U |+ |V | ≤ N
π any permutation of A+B elements
|C| = N + 3− (A+ |U |).
By construction, and using the pointwise estimates for Φ (see Lemmata 6.5 and 6.6),
the norm of Gh satisfies
E0[|Gh|] . EN [f ] + FN [Φ, f ].
We also introduce the vector G˜h, containing the same terms, up to the order N − 1,
that is to say that G˜h contains the term
zˆCqA,B,K≥0 (Φ) · LπU,V f
where U, V are multi-indices, and A,B,K are non-negative integers such that:
(264) (∗)

N − 2 ≤ |U |+ |V | ≤ N − 1
A+B + |U |+ |V | ≤ N − 1
π any permutation of A+B elements
|C| = N + 2− (A+ |U |).
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By construction, and using the pointwise estimates for Φ (see Lemmata 6.5 and 6.6),
the norm of G˜h satisfies
E0[|G˜h|] . EN−1[f ] + FN−1[Φ, f ].
Using the commutator formula of Corollary 3.28, as well as the commutator formula
of Equation (231), one obtains
(265)
Tφ
(
qA,B,K≥2 (Φ) · LU,V f
)
=( ∑
K ′≤K,1≤j≤K ′
∑
(Ai),(Bi)
ρ−K ′/2 ∏
i∈{1,...,K ′}\{j}
|LAi,Bi(Φ)|
 ·
· LAj ,Bj (Φ)|LAj ,Bj (Φ)|
([Tφ, LAj ,Bj ]Φ + LAj ,Bjh)
)
· LU,V f
+ qA,B,K≥2 (Φ) · [Tφ, LU,V ] f + 4qA,B,K≥2 (Φ) · LU,V (T(φ) · f) + . . .Tφρ−K
′/2 . . . ,
with (see Lemma 8.1)
(266)
LA,B(h) =
t
v0
∑
(∗)
(
1 +
qα,P,β (Φ)
tβ
)
·
(
qγ,Q,δ (Φ)
t
δ
2
)
p
(
∂δ+R+1Zβφ
)
·
(
z√
t
)µ ,
where the sum is taken over the non-negative integers α,P, β, γ,Q, δ,R, µ such that
(267) (∗)
 α ≤ |A| − 1, β ≤ |A|, γ ≤ |A| − 1, µ ≤ δ,α+ β + γ + δ ≤ |A|
P +Q+R ≤ |B|
.
The strategy is the following: using the commutator formula of Lemma 3.28, and its
variation (265), when f is combined with Φ, we identify the components of an equation
satisfied by TφG
h and TφG˜
h. The analysis is based on a re-evaluation of Sections 7 and
8, where the dominant term of the commutator (identified by ∗ in Equation (265)) is
dealt with in detail. All the other terms appearing are either of the same nature, or of
lower order.
In the previous formula, we now distinguish between two cases: either the derivatives
of φ can be estimated pointwise (when δ + I + β < N − 1), or they cannot (when
δ + I + β ≥ N − 1), in the commutator formula.
Consider first δ + I + β < N − 1; this corresponds in the L1-estimates to Equations
(195)–(206), and in the combined L1- estimates to Equations (237)–(250). We observe
therein that all the terms in factor of the derivatives of φ are listed in Gh or G˜h. We
define by A the matrix containing the terms of the form (completed by component with
value 0 whenever necessary)(
ρµ/2+γ−σ+ν/2tκp(∂δ+I+1+γ−σ+κ+λZβ−(γ−σ+κ+λ)φ)
)
,
with δ + I + β < N − 2. Using the equations from (195)–(206), and from (237) to the
end of the corresponding proof, one obtains that
|A| . √ερ−1,
since A does not contain the highest order in φ for which the loss of decay occurs. The
components of the matrix A are in factor of the term Gh. We define by B2 the matrix
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containing the terms of the form (completed by 0 whenever necessary)(
ρµ/2+γ−σ+ν/2tκp(∂δ+I+1+γ−σ+κ+λZβ−(γ−σ+κ+λ)φ)
)
,
with δ + I + β < N − 1. By the same argument as previously, the components of B2
satisfy
|B2| .
√
ερ−1+Cε
1/16
.
Consider now the complementary case δ + I + β ≥ N − 1. This corresponds to the
situation when φ is estimated in energy. This situation is addressed in Equations (206)
to the end of the proof for the L1-estimates for f , and in Equations (250) to the end of
the proof for the combined L1- estimates. Equation (265) reduces to (this corresponds
to Equations (213) and (252)):
(ρ
t
)1−σ
p(∂δ+I+1+γ−σ+κ+λ(1−µ)Zβ−(γ−σ+κ+λ(1−µ))φ)ρµ/2+γ+ν/2tκ−σ
(
t√
ρ
)λ(1−µ)(268)
·
(√
ρ
t
)λ(1−µ) ( t
ρ
)1−σ qα,S,δ+β+µ+2γ(Φ)
ρ(δ+β+µ+2γ)/2
zˆδ+ν
(v0)1−σ
LAi,Bi(Φ)LP+λ,Q+1−λ(Φ) · |LU,V f |
Define B1 as the matrix containing the terms of Equation (268), for the given value of
δ and β, and where the other Greek letters stand for the switch symbols as described in
the parametrization of the commutator formula (236). The term
(
t√
ρ
)λ(1−µ)
is added
manually to compensate for the extra z-weight that needs to be absorbed when κ = 0, λ =
1, µ = 1 (see the discussion between Equations (197) and (198)).The term containing
the derivatives in φ can be bounded by
p(∂Z1+δ+Iφ) (1 + u)−γ+σ−κ−λ(1−µ)ρµ/2+γ+ν/2tκ−σ
(ρ
t
)1−σ ( t√
ρ
)λ(1−µ)
︸ ︷︷ ︸
(⋆)
.
We now need to discuss the value of the term (⋆) in factor of the derivative in φ; the
discussion is based on the system (236):
• for κ = 1, then all other coefficients vanish and remains
t
1 + u
ρ
t
.
t
ρ
;
• for κ = 0, λ = 1; in this situation, depending on the value of µ, it is necessary
to absorb one weight then all other coefficients vanish but µ (see the discussion
between Equations (197) and (198));
– in the case µ = 0:
ρ
t
· (1 + u)−1| t√
ρ
| . √ρ;
– in the case µ = 1:
ρ
t
· ρ1/2 . √ρ;
• for κ = 0, λ = 0, we have µ + ν ≤ 1, and we shall now discuss on the value of γ
and σ:
– if γ = σ = 0, then remains
ρµ/2+ν/2
ρ
t
≤ √ρ;
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– if 1 = γ > σ = 0, then remains
ρµ/2+ν/2
ρ
t
· ρ
(1 + u)
.
√
ρ;
– if γ = σ = 1, then remains
ρµ/2+ν/2
ρ
t
≤ √ρ.
Hence, using the bootstrap assumption (162), there exists a positive function ψ such
that
|B1| . max
(
t
ρ
,
√
ρ
)
ψ
where
E0[ψ](ρ) . ερ
Cε1/16
Finally, define Gl as the vector containing components of the form(
t
ρ
)1−σ
zˆC
′
(v0)1−σ
ρ−1/2LP ′,Q′(Φ) · LU,V f
where
|P ′| = P + λ, |Q′| = Q+ 1− λ, P +Q+ U + V ≤ 1 and |C ′| ≤ N + 5− |U | − P.
For this term, the Klainerman-Sobolev estimates (287), as argued in Section 8, guarantee
that pointwise estimates can be performed, that is to say that∫
v
|Gl|dµ(v) . ρ
Cε1/16
t3
ε
after inserting the result of Proposition (8.2).
Altogether, up to good symbols and lower order terms, we can conclude that Gh
satisfies a transport equation whose coefficients are controlled by the Klainerman-Sobolev
estimates and the bootstrap assumptions, and all other terms of Equation (265) fit in
this discussion. This is summarized in the following lemma.
Lemma 9.1. With the definition above, the commutator formula (265) for the combined
estimates can be rewritten as
TφG
h +AGh = B1G
l +B2G˜
h
where
• for A:
|A| . √ερ−1;
• for B1: there exists a positive function ψ such that
|B1| . max
(
t
ρ
,
√
ρ
)
ψ
where
E0[ψ](ρ) . ερ
Cε1/16 ;
• the pointwise estimates hold for Gl:∫
v
|Gl|dµ(u) . ρ
Cε1/16
t3
ε
• the matrix B2 satisfies
|B2| .
√
ερ−1+Cε
1/16
;
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Similarly, one notices that the only difference between Gh and G˜h is the fact that in
the commutation formula, ∂φ is, for G˜h, never at the highest order. Hence, the same
equation as for Gh holds, without the correction term B2 originating from the lack of
decay of the solution to the wave equation at higher order:
Lemma 9.2. With the definition above, the commutator formula (265), at order N − 1,
for the combined estimates can be rewritten as
TφG˜
h + A˜G˜h = B˜1G˜
l
where
• for A˜:
|A˜| . √ερ−1;
• for B˜1: there exists a positive function ψ such that
|B˜1| . max
(
t
ρ
,
√
ρ
)
ψ
where
E0[ψ](ρ) . ερ
Cε1/16 ;
• the pointwise estimates hold for Gl:∫
v
|G˜l|dµ(u) . ερ
Cε1/16
t3
An immediate by-product of the choice of the definition of Gl is the following remark:
Since Gl contains only terms which are of very low order, when applying Tφ to G
l,
the resulting commutator contains derivatives in φ which all can be estimated pointwise.
Hence, the estimates of these terms in the L1-estimates section (Section 7) from Equation
(206) to the end of the proof, and in the combined estimate section (Section 8) from
Equation (237) to the end of the proof are the only to be considered. As a consequence,
the following Lemma holds, for Gl as well as G˜l:
Lemma 9.3. There exists a matrix Aˆ satisfying
|Aˆ| . √ερ−1
such that
TφG
l = AˆGl.
In the same way, there exists a matrix ˆ˜A satisfying
| ˆ˜A| . √ερ−1
such that
TφG˜
l = ˆ˜AG˜l.
9.2. L2-estimates for low orders. We tackle in this section the L2 estimates for the
low order derivatives of f .
Our strategy to prove the L2-estimates is based on a careful decomposition of Gh, i.e.
we split the solution to the equation
TφG˜
h + A˜G˜h = B1G
l.
To explain the splitting, recall that the main obstruction to proving decay of Gh by
commuting lies in the right-hand side of the equation, where the regularity of the terms
appearing there is still too low to perform commutation estimates. This motivates a
splitting between the homogeneous part and the inhomogeneous part as follows:
G˜h = G˜hom + G˜inh,
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where
(269) TφG˜hom + A˜G˜hom = 0
with the corresponding initial datum on the initial hyperboloid H1, and
TφG˜inh + A˜G˜inh = B˜1G˜
l with G˜inh|H1 = 0.
To deal with G˜inh, one can use the strategy introduced in [FJS15]: Introduce K˜, the
solution to
(270) TφK˜+ A˜K˜+ K˜
ˆ˜
A = B˜1, with K|H1 = 0
and notice that G˜inh admits the representation
G˜inh = K˜G˜
l.
The same strategy and result as in [FJS15] then holds.
The homogeneous solution G˜hom. The strategy in that paragraph is exactly the
same as in [FJS15, p. 57]. Since we assume that we initially control N +3 derivatives of
f , we can still commute Equation (269) three times with the vectors Yα. For |α| ≤ 3,
we have
(271) Tφ(Y
αG˜hom + A˜Y
αG˜hom) = −Yα
(
A˜G˜hom
)
+
[
Tφ,Y
αA˜
]
G˜hom.
Since A˜ contains up to N − 5 derivatives of ∂φ, and since we control up to N − 2
derivatives of φ pointwise in energy, we obtain, by the Klainerman-Sobolev estimates for
the wave equation (18), as well as by the bootstrap assumption (162), for |ν| ≤ 3,
|YνA˜| .
√
ε
ρ3/2
.
Hence, one obtains immediately that, using the commutator estimates (287),
E0[|G˜hom|](ρ) . ερCε.
As a consequence, the following pointwise estimates for Ghom hold:
Lemma 9.4. G˜hom satisfies: ∫
v
|G˜hom|dµ(v) . ερ
Cε1/16
t3
.
As a consequence, the components G˜αhom of G˜hom satisfy(∫
Hρ
t
ρ
(∫
v
|G˜αhom|
dv
v0
)2
dµHρ
) 1
2
. ερ
Cε1/16−3
2
The inhomogeneous solution G˜inh. The strategy developed for G˜inh is strictly
the same as in [FJS15, p.57 and following]. Before performing the estimates on G˜inh, let
us remind that
• using the bootstrap assumption (159) and (287), the v integrals of |G˜l| can be
estimated pointwise, and, by Lemma 9.2,∫
v
|G˜l|dv . εtCε1/16−3
• the components of the source terms in the equation satisfied by K˜ can be esti-
mated in L2(Hρ) (cf. Lemma 9.2).
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Following the strategy described in [FJS15], we define
|K˜K˜G˜| =
∑
α,β,γ,κ,µ
|K˜βαK˜κγ G˜lµ|,
where K˜βα , K˜κγ are the components of the matrix K˜ and G˜
l
µ the components of the vector
G˜l, and where the sum is taken over all possible combinations of two elements of K˜ and
G˜l. One furthermore easily checks that each element of this sum satisfies the equation
Tφ
(
K˜βαK˜
κ
γ G˜
l
µ
)
=
(
A˜σαK˜
β
σ + K˜
σ
β Aˆ
α
σ
)
K˜κγ G˜
l
µ + K˜
β
α
(
A˜σγK˜
κ
σ + K˜
σ
γ Aˆ
κ
σ
)
G˜lµ
+K˜βαK˜
κ
γ
ˆ˜AσµG˜
l
σ(272)
−
(
B˜αβ K˜
κ
γ + K˜
α
β B˜
κ
γ
)
G˜lµ,(273)
where B˜αβ are the components of B˜1 A˜
α
β and
ˆ˜Aαβ the components of A˜, and
ˆ˜
A respectively.
As a consequence, |K˜K˜G˜| satisfies an estimate of the form:
Lemma 9.5. The function |K˜K˜G˜| satisfies
E0[|K˜K˜G˜|](ρ) . ε3/2−1/8ρCε1/16 .
Proof. The right-hand side of Equation (272) can easily be estimated, using the proper-
ties of the matrices A˜ and Aˆ stated in Lemmata 9.2 and 9.3, by∫
Hρ
chi
(∣∣∣(A˜σαK˜βσ + K˜σβ Aˆασ) K˜κγ G˜lµ + K˜βα (A˜σγK˜κσ + K˜σγ ˆ˜Aκσ) G˜lµ + K˜βαK˜κγ AˆσµG˜lσ∣∣∣) dµHρ
.
√
ε
ρ
E0[|K˜K˜G˜|](ρ).
Furthermore, by the Cauchy-Schwarz inequality, as well as the property of the matrix
B˜1 stated in Lemma 9.2, one gets, when estimating Equation (273) :∫
v
(∣∣∣(B˜αβ K˜κγ + K˜αβ B˜κγ) G˜lµ∣∣∣) dv . |B˜1|χ(|Gl|)1/2 χ(|K˜K˜G˜|)1/2
. |B˜1| ε
1/2
t3/2−2C
√
ε
χ
(
|K˜K˜G˜|
)1/2
.
Hence, integrating on Hρ,∫
Hρ
∫
v
(∣∣∣(B˜αβ K˜κγ + K˜αβ B˜κγ) G˜lµ∣∣∣) dvdµHρ . ε1/2ρCε1/16−1
∥∥∥∥∥
(
max
(
t
ρ
,
√
ρ
))−1
B˜1
∥∥∥∥∥
L2(Hρ)
×
(
E0[|K˜K˜G˜|](ρ)
) 1
2
. ερCε
1/16−1
(
E0[|K˜K˜G˜|](ρ)
) 1
2
,
where we have used that
max
(
t
ρ
,
√
ρ
)
t
3
2
≤ ρ−1.
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As a consequence |K˜K˜G˜| satisfies the integral inequality, for all ρ ∈ [1, P ],
E0[|K˜K˜G˜|](ρ) .
∫ ρ
1
√
ε
ρ′
E0[|K˜K˜G˜|](ρ′) + ε3/2ρ′Cε1/8−1
.
∫ ρ
1
√
ε
ρ′
E0[|K˜K˜G˜|](ρ′)dρ′
+
∫ ρ
1
ε3/4ρ′Cε
1/16−1/2 · ε1/4ρ′1/2 ·
(
E0[|K˜K˜G˜|](ρ′)
)1/2
dρ′
.
∫ ρ
1
√
ε
ρ′
E0[|K˜K˜G˜|](ρ′) + ε3/2ρ′Cε1/8−1dρ′
Then, the Gro¨nwall inequality implies immediately, for all ρ in [1, P ],
E0[|K˜K˜G˜|](ρ) . ε3/2−1/8ρCε1/16 .

One can now state the following L2-estimate for Ginh:
Lemma 9.6. G˜inh satisfies:∫
Hρ
t
ρ
(∫
v
|G˜inh|dv
v0
)2
dµHρ . ε
2+1/4ρCε
1/16
.
Proof. We perform a Cauchy-Schwarz estimate on the components of Ginh:(∫
Hρ
t
ρ
(∫
v
|G˜α|dv
v0
)2
dµHρ
) 1
2
.
(∫
Hρ
t
ρ
(∫
v
|K˜kαG˜lk|
dv
v0
)2
dµHρ
) 1
2
.
∑
k
∫
Hρ
t
ρ
(∫
v
|G˜lk|
dv
v0
)(∫
v
|(K˜kα)2G˜lk|
dv
v0
)
dµHρ ,(274)
where the last sum over k is taken of all the components of K˜1 and G˜
l and is consequently
finite. In combination with the pointwise decay for G˜l and the estimate in Lemma 9.5,
this implies ∫
Hρ
t
ρ
(∫
v
|G˜α|dv
v0
)2
dµHρ . ε
2+1/4ρCε
1/16−3
In combination with the bound on the homogeneous part above, this yields the claim. 
An immediate consequence of Lemmata 9.4 and 9.6 are the L2-estimates for the low
order:
Lemma 9.7. G˜l satisfies:∫
Hρ
t
ρ
(∫
v
|G˜l|dv
v0
)2
dµHρ . ε
2ρCε
1/16−3
Remark 9.8. Note the power in ε has decreased since there is no gain in ε for the
homogenous part in Lemma 9.4.
9.3. L2-estimates for higher order. We perform in this section the L2 estimates for
terms of the highest order. The only difference between is the source term B2G˜
h that
requires a specific treatment. Consider Gl the solution to
TφG
h +AGh = B1G
l +B2G˜
h.
By linearity, Gh can be written as a superposition between two vectors Ginh0 and Ginh
satisfying
TφGinh0 +AGinh0 = B1G
l
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with Ginh0 = G
h on H1 and
(275) TφGinh +AGinh = B2G˜
h.
Ginh0 satisfies exactly the same equation as G˜
h, and, consequently, satisfies the same
decay property as G˜h:
Lemma 9.9. Ginh0 satisfies:∫
Hρ
t
ρ
(∫
v
|Ginh0|dv
v0
)2
dµHρ . ε
2ρCε
1/16−3
Hence, we only need to consider here the problem
(276) TφGinh +AGinh = B2G˜
h,
with vanishing initial data.
Let K2 be the solution to the equation
(277) TφK2 +AK2 −K2A˜ = B2,
with vanishing initial data. We notice that
Tφ(Ginh −K2G˜h) +A(Ginh −K2G˜h) = −K2B˜1G˜l.
Hence, if one introduces the matrix K3 such that
TφK3 +AK3 +K3
ˆ˜
A = −K2B˜1,
by uniqueness of solutions to the Cauchy problem, the solution to the inhomogeneous
problem (275) satisfies the identity
Ginh = K2G˜
h +K3G˜
l.
To perform L2-estimates on these terms, we notice first that K2 has a small pointwise
growth. Hence, by Lemma 9.6, the product K2G˜
h satisfies the required L2-estimates.
To handle the second term, we follow the strategy as in Section 9.2.
We state first the pointwise estimates for K2:
Lemma 9.10. The solution K2 to the equation
TφK2 +AK2 − A˜K2 = B2
satisfies:
|K2| . ε1/2−1/16ρCε1/16 .
Proof. Consider the homogeneous problem with data on the hyperboloid Hρ′
TφGρ′ = 0 with Uρ′ |Hρ′ =
−AK2 +K2A˜+B2
vρ
The solution to the equation
TφK2 +AK2 −K2A˜ = B2
is then given by the standard representation formula. Hence, plugging in the decay for
A, A˜ and B2, one obtains:
K2 =
∫ ρ
1
Uρ′(ρ)dρ
′(278)
|K2| .
∫ ρ
1
√
ε
s
|K2|ds+
√
ερ−1+Cε
1/16
.(279)
The conclusion holds by an immediate application of Gro¨nwall’s lemma. 
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We now turn our attention to the second term K3G˜
l. As mentioned before, we follow
for this term the exact same strategy as in Section 9.2. We define
|KKG˜| =
∑
α,β,γ,κ,µ
|KβαKκγ G˜lµ|,
where Kβα , Kκγ are the components of the matrix K3 and G˜
l
µ the components of the
vector G˜l, and where the sum is taken over all possible combinations of two elements of
K3 and G˜
l. One furthermore easily checks that each element of this sum satisfies the
equation
Tφ
(
KβαK
κ
γ G˜
l
µ
)
=
(
AσαK
β
σ +K
σ
β
ˆ˜Aασ
)
Kκγ G˜
l
µ +K
β
α
(
AσγK
κ
σ +K
σ
γ
ˆ˜Aκσ
)
G˜lµ
+KβαK
κ
γ
ˆ˜AσµG˜
l
σ(280)
− (CαβKκγ +KαβCκγ ) G˜lµ,(281)
where C is the matrix K2B˜1, whose components are denoted by C
α
β . As a consequence,
|KKG˜| satisfies an estimate of the form:
Lemma 9.11. The function |KKG˜| satisfies
E0[|KKG˜|](ρ) . ε1−1/16ρCε1/16 .
Proof. The right-hand side of Equation (272) can easily be estimated, using the proper-
ties of the matrices A and ˆ˜A stated in Lemmata 9.2, 9.1 and 9.3, by∫
Hρ
χ
(∣∣∣(AσαKβσ +Kσβ ˆ˜Aασ)Kκγ G˜lµ +Kβα (AσγKκσ +Kσγ ˆ˜Aκσ) G˜lµ +KβαKκγ ˆ˜AσµG˜lσ∣∣∣) dµHρ
.
√
ε
ρ
E0[|KKG˜|](ρ).
Furthermore, by the Cauchy-Schwarz inequality, as well as the property of the matrix
B˜1 stated in Lemma 9.2, and the pointwise estimate on K2 stated in Lemma 9.10, one
gets, when estimating Equation (273) :∫
v
(∣∣∣(CαβKκγ +KαβCκγ ) G˜lµ∣∣∣) dv . |B|χ(|Gl|)1/2 χ(|KKG˜|)1/2
. |B˜1| ε
1/2
t3/2−Cε1/16
χ
(
|KKG˜|
)1/2
∫
Hρ
∫
v
(∣∣∣(CαβKκγ +KαβCκγ ) G˜lµ∣∣∣) dvdµHρ . √ερCε1/16−1‖(max( tρ ,√ρ
))−1
B˜1‖L2(Hρ)
×
(
E0[|KKG˜|](ρ)
) 1
2
. ερCε
1/16−1
(
E0[|KKG˜|](ρ)
) 1
2
,
where we have used that
max
(
t
ρ
,
√
ρ
)
t
3
2
≤ ρ−1,
and where we also have factored with the relevant powers of ε.
64
As a consequence |KKG˜| satisfies the integral inequality, for all ρ,
E0[|KKG˜|](ρ) .
∫ ρ
1
√
ε
ρ′
E0[|KKG˜|](ρ′) + ερ′Cε1/16−1
(
E0[|KKG˜|](ρ′)
)1/2
dρ′
.
∫ ρ
1
√
ε
ρ′
E0[|KKG˜|](ρ′) + ε3/2ρ′Cε1/8−1dρ′
Then, the Gro¨nwall inequality implies immediately, for all ρ,
E0[|KKG˜|](ρ) . ε3/2−1/8ρCε1/16 .

One can now state the following L2-estimate for Ginh:
Lemma 9.12. Ginh satisfies:∫
Hρ
t
ρ
(∫
v
|Ginh|dv
v0
)2
dµHρ . ε
2+1/4.ρCε
1/16−3
Proof. The proof of this lemma is a direct consequence of the L2 estimates for the low
order terms of Lemma 9.6, the pointwise estimates for K2 of Lemma 9.10, as well as, for
K3G˜
l the same argument as in the proof of Lemma 9.6, based, this time, on the energy
estimate of Lemma 9.11. 
9.4. Statement of the L2-estimates for the distribution function. Finally, gath-
ering Lemmata 9.9 and 9.12, one obtains the following estimates:
Proposition 9.13. The following estimate holds:∫
Hρ
t
ρ
(∫
v
∣∣∣ˆzCqA,B,K≥0 (Φ) · LπU,V f ∣∣∣ dµ(v))2 dµHρ . ε2ρCε1/16−3
where A,B,K are non-negative integers and C,U, V multi-indices such that
(282) (∗)

N − 2 ≤ |U |+ |V | ≤ N
A+B + |U |+ |V | ≤ N
π any permutation of A+B elements
|C| = N + 3− (A+ |U |).
10. Energy estimates for the wave equation on hyperboloids
We start by writing the energy identity for the wave equation.
Lemma 10.1. Let ψ be defined in hyperboloidal time for all ρ ∈ [1, P ] and assume that
ψ solves ψ = h. Let ρ ∈ [1, P ]. Then,∫
Hρ
T [ψ](∂t, νρ)dµHρ =
∫
H1
T [ψ](∂t, νρ)dµH1 +
∫ ρ
1
∫
Hρ′
(∂tψ) (ρ
′)h(ρ′)dµHρ′dρ
′.
To close the energy estimates for Zα(φ), we need the right-hand side of (134) to decay.
Since for |α| ≤ N−3, the required decay follows from our Klainerman-Sobolev inequality
(287) as well as the bootstrap assumptions (159)-(160), we have the following lemma
Lemma 10.2. The following inequality holds, for all ρ ∈ [1, P ]:
EN−3[φ](ρ) ≤ ε(1 + Cε1/2),
where C is a constant depending only on N . In particular, for ε small enough, for all
ρ ∈ [1, P ]:
EN−3[φ](ρ) ≤ 3
2
ε.
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Proof. We first apply Lemma 8.1 for ψ = Zα(φ) with |α| ≤ N−3. Writing Zα(φ) = hα,
we obtain
∫
Hρ
T [Zαφ](∂t, νρ)dµHρ
=
∫
H1
T [Zαφ](∂t, νρ)dµH1 +
∫ ρ
1
∫
Hρ′
(∂tZ
αφ) (ρ′)hα(ρ′)dµHρ′dρ
′
≤
∫
H1
T [Zαφ](∂t, νρ)dµH1 +
∫ ρ
1
E
1/2
N−3(ρ
′)
(∫
Hρ′
t
ρ′
(hα)2(ρ′)dµHρ′
)1/2
dρ′,
≤
∫
H1
T [Zαφ](∂t, νρ)dµH1 + ε
1/2
∫ ρ
1
(∫
Hρ′
t
ρ′
(hα)2(ρ′)dµHρ′
)1/2
dρ′,
using the Cauchy-Schwarz inequality and the bootstrap assumption.
Using that EN−3(ρ = 1) ≤ ε, we only need to show that∫ ρ
1
(∫
Hρ′
t
ρ′
(hα)2(ρ′)dµHρ′
)1/2
dρ′ ≤ Cε.
From the commutation formula (134), we have
hα =
∑
i
∫
v
Fi
dv
v0
,
where the Fi are, modulo a multiplication by good symbols, of the form
(z
t
)r1
pd1,k1(e(Φ))
q2d2+r,k2(Φ)
td2+r2
Qd3+r3,k3 (φ) [Yδ(f)]
where r1 + r2 + r3 = r , r + d1 + d2 + d3 ≤ N − 3, |k| + |δ| + d1 ≤ N − 3, r + |δ| −
|δ(e)| + |k| − |k(e)| ≤ N − 3, k3(e) ≥ r3, with |k| := k1 + k2 + k3 and with k(e), k3(e),
δ(e) denoting the total number of e in the corresponding terms.
First note that since |k| ≤ N − 2, we have pointwise estimates on the Q form
|Qd3+r3,k3 (φ) | . ε(d3+r3)/2 (1 + u)
d3/2
td3+r3(1 + u)r3/2
. ε(d3+r3)/2
1
r3
,
where we have dropped some extra decay in t and u since they are unnecessary for our
applications here.
Using the estimate, we have
|Fi| . ε(d3+r3)/2
( |z|
t1/2
)r1
pd1,k1(e(Φ))
q2d2+r,k2(Φ)
td2+r3+r2+r1/2
|Yδ(f)|
. ε(d3+r3)/2pd1,k1(e(Φ))
q2d2+r,k2(Φ)
ρd2+r/2
( |z|
t1/2
)r1
|Yδ(f)|.
Let us write p for pd1,k1(e(Φ)) and q for q2d2+r,k2(Φ).
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using the Cauchy-Schwarz inequality in the variable v, it follows that∣∣∣∣∫
v
Fi
dv
v0
∣∣∣∣
. ε(d3+r3)/2
(∫
v
p2q2
ρ2d2+r
( |z|
t1/2
)r1
|Yδ(f)|dv
v0
)1/2(∫
v
( |z|
t1/2
)r1
|Yδ(f)|dv
v0
)1/2
So that∫
H′ρ
t
ρ′
(hα)2dµρ′
. ε(d3+r3)/2 ×
∫
H′ρ
t
ρ′
(∫
v
p2q2
ρ2d2+r
( |z|
t1/2
)r1
|Yδ(f)|dv
v0
)(∫
v
( |z|
t1/2
)r1
Yδ(f)|dv
v0
)
dµρ′
. ε1+(d3+r3)/2(ρ′)Cε
1/2−3
∫
H′ρ
(∫
v
p2q2
ρ2d2+r
( |z|
t1/2
)r1
|Yδ(f)|dv
v0
)
dµρ′ ,
where we have used the Klainerman-Sobolev inequality to estimate the second v integral.
Now the second integral is bounded by ερCε
1/16
in view of the combined estimates.
Thus, all together, we obtain(∫
H′ρ
t
ρ′
(hα)2dµρ′
)1/2
. ερ−3/2+Cε
1/16
and since the decay rates is integrable in ρ, the result follows.
Since the decay is sufficient, the result follows if we can prove a bound on∫
H′ρ
(∫
v
( |z|
v0t1/2
)r1
|Yk′e(Φ)|2 |Yδ(f)|dv
v0
)
dµρ′
.
∫
H′ρ
χ
(( |z|
v0t1/2
)r1
|Yk′e(Φ)|2|Yδ(f)|
)
dµρ′
For this, we consider the transport equation satisfied by
(
z
v0t1/2
)r1
Yk
′
e(Φ)2Yδ(f)
Tφ
(( z
v0t1/2
)r1
Yk
′
e(Φ)2Yδ(f)
)
=Tφ
(( z
v0t1/2
)r1
Yδ(f)
) [
Yke(Φ)
]2
(283)
+Tφ
(
Yke(Φ)2
)(( z
v0t1/2
)r1
Yδ(f)
)
The first term on the RHS can be estimated using a Gro¨nwall argument. More precisely,
using the commutation formula (3.28), the first term can be estimated by
ε/ρ
∣∣∣ z
v0t1/2
∣∣∣r′1 Yδ′(f) [Yke(Φ)]2 ,
so that it can indeed be eventually absorbed using a Gro¨nwall argument.
The error coming from the second term in (283) is
2Yke(Φ)Tφ
(
Yke(Φ)
)(( z
v0t1/2
)r1
Yδ(f)
)
.
Using the commutation formula (3.28), we can either estimate the p form containing the
φ terms pointwise and obtain terms similar to the first, i.e. giving only a small growth,
or are facing terms such as
Yke(Φ)
t
v0
∂2Zk+1(φ)
(( z
v0t1/2
)r1
Yδ(f)
)
(284)
=Yke(Φ)
t
(1 + u)v0
∂Zk+2(φ)
(( z
v0t1/2
)r1
Yδ(f)
)
,
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which are integrated in v and in spacetime. To estimate them, we only have access to
L2 bounds on ∂Zk+2(φ), so we start by applying Cauchy-Schwarz,∫
Hρ
∫
v
Yke(Φ)
t
(1 + u)v0
∂Zk+2(φ)
(( z
v0t1/2
)r1
Yδ(f)
)
dµ(v)dµρ
.
(∫
Hρ
ρ
t
[
∂Zk+2(φ)
]2
dµρ
)1/2
·
(∫
Hρ
t
ρ
(∫
v
Yke(Φ)
t
(1 + u)v0
(( z
v0t1/2
)r1
Yδ(f)dµ(v)
)2))1/2
The first term can be estimated by EN giving only ρ
ε1/2 growth. For the second term,
we again apply Cauchy-Schwarz in v this times, to obtain(∫
Hρ
t
ρ
(∫
v
Yke(Φ)
t
(1 + u)(v0)
(( z
v0t1/2
)r1
Yδ(f)dµ(v)
)2)
dµρ
)1/2
.
[∫
Hρ
∫
v
t
ρv0
[
YkeΦ
]2 ( z
v0t1/2
)r1
Yδ(f)dv.
∫
v
t2
(1 + u)2
( z
v0t1/2
)r1
(Φ)Yδ(f)dvdµHρ
]1/2
. ρ−1
[∫
Hρ
∫
v
vρ
∣∣∣Yke(Φ)( z
v0t1/2
)r1
Yδ(f)
∣∣∣ dvdµHρ
]1/2
,
where we have used the Klainerman-Sobolev inequality to estimate the last term in the
last line. It follows that this term can be integrated in ρ which concludes the proof of
the lemma. 
Replacing the L∞ decay estimates on the distribution function by L2 decay estimates,
the above estimates still hold up to the order N − 1.
Lemma 10.3. Let 0 < γ < 1. Assume that for all multi-indices α such that N−3+1 ≤
|α| ≤ N − 1, the following L2x decay estimate holds
(285)
∫
Hρ
t
ρ
(∫
v
∣∣∣ z
t1/2
∣∣∣r1 |Yαf |dv
v0
)2
dµHρ . ε
2ργ−3,
for |α| − |α(e)| + r1 ≤ N − 1. Then, the following inequality holds, for all ρ ∈ [1, P ]:
EN−1[φ](ρ) ≤ ε(1 + Cε1/16),
where C is a constant depending only on N . In particular, for ε small enough, for all
ρ ∈ [1, P ]:
EN [φ](ρ) ≤ 3
2
ε.
Proof. We use again the commutation formula (134). Using the same notations as above,
we need to bound, ∫ ρ
1
(∫
Hρ′
t
ρ′
(hα)2(ρ′)dµHρ′
)1/2
dρ′ ≤ Cε.
where
hα =
∑
i
∫
v
Fi
dv
v0
,
where the Fi are, modulo a multiplication by good symbols, of the form(z
t
)r1
pd1,k1(e(Φ))
q2d2+r,k2(Φ)
td2+r2
Qd3+r3,k3 (φ) [Yδ(f)]
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where r1 + r2 + r3 = r , r + d1 + d2 + d3 ≤ N − 1, |k| + |δ| + d1 ≤ N − 1, r + |δ| −
|δ(e)| + |k| − |k(e)| ≤ N − 1, k3(e) ≥ r3, with |k| := k1 + k2 + k3 and with k(e), k3(e),
δ(e) denoting the total number of e in the corresponding terms.
If |δ| ≤ N − 3, then we have access to pointwise estimates as in the previous lemma
on
∫
v
( |z|
t1/2
)r1
Yδ(f)|dv
v0
, so we can just estimates everything as in the previous lemma.
If |δ| = N − 1 or |δ| = N − 2, then we can estimate the p and q form pointwise. Thus,
we have,
|Fi| .
( |z|
v0t
)r1
εd1/2ρd1Cε
1/2
εd2+r/2
ρd2+r/2
td2+r2
(1 + u)d3/2
td3+r3(1 + u)r3/2
|Yδ(f)|
. ρCε
1/2
εd1/2+d2+r/2
1
tr2/2+d3/2+r3/2(1 + u)r3/2
( |z|
v0t1/2
)r1
|Yδ(f)|
. ρCε
1/2
( |z|
t1/2
)r1
|Yδ(f)|.
The result then follows directly from the L2 decay estimates (285).

Finally, at top order, we repeat the previous proof, but in this case, we use the modified
commutator formula of Lemma 4.4. We obtain in this case,
Lemma 10.4. Assume that for all multi-indices α such that |α| = N , the following L2x
decay estimate holds
(286)
∫
Hρ
t
ρ
(∫
v
∣∣∣ z
t1/2
∣∣∣r1 |Yαf |dv
v0
)2
dµHρ . ε
2ρC˜ε
1/16−3,
for |α| − |α(e)| + r1 ≤ N , and C˜ is a constant.
Then, the following inequality holds, for all ρ ∈ [1, P ]:
EN [φ](ρ) ≤ ε(1 +Dε)ρCε1/16
where D is a constant depending only on N and the constant C is the constant from the
bootstrap estimates.
Remark 10.5. Note that the assumption on the L2-estimates is actually proven in
Section 9, see Proposition 9.13.
Proof. The proof is similar to the previous lemma. We consider the three type of terms
appearing in Lemma 4.4.
For type 1 and 2, the overall L2Hρ decay expected is 1/ρ
−3/2−Cε1/16 (in particular
integrable in ρ), since we recall that these terms do not have an extra power of Φ. In
fact, all these terms can be estimates as in the previous lemma, with the exception of
terms arising from product of the form (neglecting the extra t, z weights here)
Y2(Φ)Y N−2(f) and Y(eΦ)YN−2(f),
because we do not have access to pointwise estimates on Y2(Φ) or
∫
v |YN−2f |dv.
Consider thus the terms arising from Y2(Φ)YN−2(f), the other case being similar.
By Ho¨lder, we have
||YΦYN−2(f)||L2xL1v ≤ ||(Yφ)4YN−2f ||
1/4
L1xL
1
v
||YN−2f ||3/4
L3xL
1
v
Thus, the required decay follows from the Klainerman-Sobolev inequalitiy of Propo-
sition 11.3. In particular, these terms do not lead to any growth of EN [φ].
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For the third term, first note that when α = N−1 or α = N−2, then we can estimate
the p and q form pointwise. We can then conclude as above, with the difference that the
q form always has an extra Φ coefficient. Thus, these terms are of the form
ΦYN (f)
which cannot always be absorbed. More precisely, the worse terms are of the form∫
v
YN−1(Φ)e(f)
dv
v0
.
and can be estimated similarly as in the last case in the previous lemma, with an extra
loss of ρ1/2 (since we have a priori no e hitting Φ). Note that, here, it is important to
use Equation (161) to estimate the terms containing f in the worse case of the previous
expression, as otherwise the growth rate could increase.
This leads to
EN [φ](ρ) ≤ ε+
∫ ρ
1
ε3/2
(ρ′)1−C/2ε1/16
E
1/2
N (ρ
′)dρ′.
The lemma follows when using the boostrap assumption (162).

11. Klainerman-Sobolev inequality with modified vector fields
Proposition 11.1. Under the bootstrap assumptions, we have the Klainerman-Sobolev
inequality, for any sufficiently regular distribution function g,
(287)
∫
v
|g|(t, x, v)dµ(v) . 1
t3
(
1 + ε1/2 ln ρ
) ∑
|α|≤3
∫
Hρ
χ
(∣∣∣ z
v0t1/2
∣∣∣3 |Yαf |) dµρ.
Remark 11.2. In fact, a slightly better estimate holds, in the sense that we can replace∣∣ z
v0
∣∣3 |Yαf | by ∣∣ z
v0
∣∣β |Yαf |, where |β|+ |α| − e[α] ≤ 3, where e[α] denotes the number of
generalized translations contained in Y α.
Proof. As in the non-modified case, we use that∫
Hρ
χ(|f |)(t, x)dµρ ≥
∫
Hρ
m2
t
2ρ
∫
v∈Rn
|f |(t, x, v) dv|v0|dµρ.
Let (t, x) be fixed in J+(H1) and defined the function ψ in the (y
α) system of coordinates
as
ψ(y0, yi) ≡
∫
v
|f |(y0, xj + tyj)dµ(v).
We follow the non-modified case (see [FJS15]) and first apply a 1-d Sobolev inequality
in the variable y1:∫
v∈Rn
|f |(y0, xj)dµm = |ψ(y0, 0)| .
∫
y1
1
(8n)1/2
[∣∣∂y1ψ∣∣ (y0, y1, 0, .., 0) + |ψ|(y0, y1, 0, .., 0)] dy1.
As before, we can estimate ∂y1ψ uniformly in the region of integration by Ω01ψ, leading
to ∣∣∂y1ψ∣∣ (y0, y1, 0, .., 0) . ∣∣∣∣∫
v
Ω01|f |(y0, x1 + ty1, x2, .., xn, v)dµ(v)
∣∣∣∣ .
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Now, we have∫
v
Ω01|f |(y0, x1 + ty1, x2, .., xn, v)dµ(v)
=
∫
v
(
Ω01 + v
0∂v1 +Φ
j
1Xj +Ω0i(φ)v
i∂vi
)
|f |(y0, x1 + ty1, x2, .., xn, v)dµ(v)
−
∫
v
(
Φj1Xj +Ω0i(φ)v
i∂vi
)
|f |(y0, x1 + ty1, x2, .., xn, v)dµ(v)
=
∫
v
(
Y1 − Φj1Xj − Ω0ivi∂vi
)
|f |(y0, x1 + ty1, x2, .., xn, v)dµ(v)
The last term can easily be integrated by parts in v
∫
v
Ω0iv
i∂vi |f |(y0, x1 + ty1, x2, .., xn, v)dµ(v) =
∫
v
Ω0i(φ)s(v)|f |dµm,
where s(v) is a good symbol in v. This term then has a stronger decay and can be safely
ignored.
The first term on the right-hand side is easily estimated∣∣∣∣∫
v
Y1(f)dµ(v)
∣∣∣∣ . ∫
v
|Y1(f)| dµ(v)
and this is controlled by χ(|Y(f)|) after integration on Hρ. For the second term, we first
use again that Xi =
Zi
t +
zi
v0t
e0 and we then force again the introduction of our modified
vector fields∫
v
Φj1Xj |f |(y0, x1 + ty1, x2, x3, v)dµ(v)
=
∫
v
Φj1
(
Zj
t
+
zj
v0t
e0
)
|f |(y0, x1 + ty1, x2, x3, v)dµ(v)
=
∫
v
Φj1
1
t(y)
(
Zj + v
0∂vj +Φ
k
jXk
)
|f |(y0, x1 + ty1, x2, x3, v)dµ(v)
−
∫
v
Φj1
1
t(y)
(
v0∂vj +Φ
k
jXk
)
|f |(y0, x1 + ty1, x2, x3, v)dµ(v)
+
∫
v
Φj1
zj
v0t
e0|f |(y0, x1 + ty1, x2, .., xn, v),
=
∫
v
Φj1
1
t(y)
(Yj) |f |(y0, x1 + ty1, x2, x3, v)dµ(v)
−
∫
v
Φj1
1
t(y)
(
v0∂vj +Φ
k
jXk
)
|f |(y0, x1 + ty1, x2, x3, v)dµ(v)
+
∫
v
Φj1
zj
v0t
e0|f |(y0, x1 + ty1, x2, x3, v),
where the t(y) above are those of the points (xj + t(y)yj).
Now from the bootstrap assumptions, we have |Φ|t . ε
1/2 ρ1/2
t and thus the first term
can be easily estimated.
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For the last term, we have :∫
v
Φj1
zj
v0t
e0|f |(y0, x1 + ty1, x2, x3, v)dµ(v)
. ε1/2
ρ1/2
t1/2
∫
v
|z|
v0t1/2
|e0f |(y0, x1 + ty1, x2, x3, v)dµ(v)
. ε1/2
∫
v
|z|
v0t1/2
|e0f |(y0, x1 + ty1, x2, x3, v)dµ(v),
which can thus be controlled after integration on Hρ integrals by χ(| zv0t1/2 e0f |).
For the second term, we note first
|Φj1
1
t(y)
ΦkjXj(f)| .
ρ
t(y)
|e(f)| . |e(f)|,
which can therefore be estimated as above. We are left with the term containing deriva-
tives in v, which we integrate by parts
−
∫
v
Φj1
1
t(y)
v0∂vj |f |(y0, x1+ty1, x2, .., xn, v)dv =
∫
v
v0∂vjΦ
j
1
1
t(y)
|f |(y0, x1+ty1, x2, .., xn, v)dv.
Rewriting once more v0∂vjΦ
j
1 as
v0∂vjΦ
j
1 = YjΦ
j
1 − ZjΦj1 −ΦkjXkΦj1,
the contribution of the first and last term are easily seen to be of lower order. For the
second term, we only need to use that∣∣∣∣ZΦt
∣∣∣∣ . e(Φ) . ε1/2 ln ρ.
The rest of the proof of then follows by repeating the above steps for each variable. 
It is also useful to have the following L3-version of the (modified) Klainerman-Sobolev
inequality. The proof is similar to the previous one, so ommited.
Proposition 11.3. Under the bootstrap assumptions, we have the Klainerman-Sobolev
inequality, for any sufficiently regular distribution function g,
(288)∣∣∣∣∣∣∣∣∫
v
|g|(t, x, v)dµ(v)
∣∣∣∣∣∣∣∣
L3Hρ
.
1
ρ2
(
1 + ε1/2 ln(ρ)
) ∑
|α|≤2
∫
Hρ
χ
(∣∣∣ z
v0t1/2
∣∣∣2 |Yαf |) dµρ.
Appendix A. An integral estimate
This section explains how to perform integral estimates on hyperboloids. This has
already been used in the previous work [FJS15], but for the sake of completeness, we
precise here these estimates can be obtained.
Lemma A.1. Let n,m, p, r be non-negative integers such that
p− n+ r < −1, m > r
and ρ ≥ 1 be a real number. The following integral estimate holds: there exists a constant
C, depending on n, p, r such that∫ +∞
0
rp
(1 + t(ρ, r)− r)mt(ρ, r)n dr ≤
ρp+1−n−r
n− p− r − 1
where
t(ρ, r) =
√
ρ2 + r2
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Proof. The base of the proof is the change of variable
r = ρy.
The integral then becomes∫ +∞
0
rp
(1 + t(ρ, r)− r)mt(ρ, r)n dr =ρ
1+p−n
∫ +∞
0
yp
(1 + ρ ((t(1, y)− y))m t(1, y)n dy.
Noticing that
t(1, y) − y =
√
1 + y2 − y = 1√
1 + y2 + y
.
Hence, there is a constant C, depending on m,n, p such that∫ +∞
0
rp
(1 + t(ρ, r)− r)mt(ρ, r)n dr ≤ρ
p+1−n
∫ +∞
0
< y >p−n
< y >m
(ρ+ < y >)m
dy
≤ρp+1−n
∫ +∞
0
< y >p−n
< y >m
(ρ+ < y >)m−r (ρ+ < y >)r
dy
≤ρp+1−n
∫ +∞
0
< y >p−n
< y >m
< y >m−r ρr
dy
≤ρp+1−n−r
∫ +∞
0
< y >p−n+r dy
≤ρp+1−n−r
∫ +∞
1
yp−n+rdy
≤ ρ
p+1−n−r
n− p− r − 1

In the case of interest for us, p = 2. Consider the first integral, with m = r = 0, then,
if n > 3, ∫ +∞
0
r2
t(ρ, r)n
dr ≤ 1
n− 3ρ
3−n.
Consider now the case when n is arbitrary, m = 1, then, if n > 3+ r, r ≤ 1, the estimate
holds: ∫ +∞
0
r2
(1 + t(ρ, r)− r)t(ρ, r)n dr ≤
1
n− 3− rρ
3−n−r.
Appendix B. Estimates for a rescaling by ρ
We first make the following remark: if (t, x) is a point on the hyperboloid Hρ,
(289) Tρ =
tv0 − vixi
ρ
.
Hence, one notices that, by the reverse Cauchy-Schwarz inequality,
(290) Tρ ≥ m > 0.
Let f be a non-negative solution to the massive equation
(291) Tf = h.
Let s be any non-negative number, and consider the function ρ−sf which satisfies the
equation
(292) T
(
ρ−sf
)
= −sρ−s−1 (Tρ) ρf + ρ−sh.
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Hence, for ρ−sf , the energy estimates writes, by Lemma 2.2,
∫
Hρ
χ(ρ−sf)(ρ, r, ω)dµHρ −
∫
H1
χ(ρ−sf)(1, r, ω)dµH1 =
(293)
∫ ρ
1
∫
Hρ′
ρm
(
− s
v0ρ′s+1
(Tpρ) f+
h(ρ′, r, ω)
ρ′sv0
)
dµHρ′dρ
′(294)
∫
Hρ
χ(ρ−sf)(ρ, r, ω)dµHρ −
∫
H1
χ(ρ−sf)(1, r, ω)dµH1 ≤
∫ ρ
1
∫
Hρ′
ρm
(
h(ρ′, r, ω)
ρ′sv0
)
dµHρ′dρ
′,
(295)
since Tρ ≥ 0.
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