In this paper we derive general formulae suitable for Monte Carlo computation of conditional expectations of functions of a random vector given a sufficient statistic. The problem of direct sampling from the conditional distribution is considered in particular. It is shown that this can be done by a simple parameter adjustment of the original statistical model, provided the model has a certain pivotal structure. A connection with a classical problem regarding fiducial and posterior distributions is pointed out.
Introduction
Let (X, T ) be a pair of random vectors with joint distribution indexed by a parameter θ.
Suppose further that T is sufficient for θ compared to X, meaning that the conditional distribution of X given T does not depend on θ.
The concept of sufficiency is basic in statistical inference (Lehmann, 1986; Lehmann & Casella, 1998) . For example, suppose the parameter of a statistical model can be written in the form (θ, δ) where θ is a nuisance parameter and δ is the parameter of interest. Let X denote the data and suppose T = T (X) is a statistic such that T is sufficient for θ when the interest parameter δ is fixed. The conditional distribution of X given T = t will then be free of the nuisance parameter, and this may be used in inference about δ.
In practice, it may be difficult to derive the conditional distributions given T exactly, so there is a need for efficient approximations or Monte Carlo algorithms. An attractive previous proposal of Engen & Lillegård (1997) has been found not to be valid in general (Lindqvist et al., 2003) . This involves interesting measure-theoretic considerations, discussed in a technical report by the present authors from the Norwegian University of Science and Technology, available from http://www.math.ntnu.no/preprint/statistics/2001/S9-2001.ps. We show, however, in the present paper that under strong but not unusual conditions involving pivotal quantities the method is indeed valid. Incidentally, this problem is related to a classical problem concerning Bayesian and fiducial statistics.
The main purpose of this paper is to provide a generally valid method for computation of conditional expectations given a sufficient random vector. The most straightforward way of computing such conditional expectations would be to fix a parameter value θ 0 and then compute the conditional expectation under θ 0 . In this way the problem is a traditional one. Trotter & Tukey (1956) introduced the term 'conditional Monte Carlo'. Their idea was to replace conditional expectations by unconditional expectations with respect to the original distribution of (X, T ), using weighted samples. The general method presented in this paper is similar in spirit. The key is to use the fact that the conditional distribution of X given T = t is the same for all θ, and, instead of fixing the value of θ, to let it be a random variable with some suitable distribution. This idea is inherent in Engen & Lillegård (1997) .
Our main result is given by formula (7), where the conditional expectation is expressed by unconditional expectations which are computable by Monte Carlo simulation.
2 Notation, assumptions and motivation Following Engen & Lillegård (1997) we assume that there is given a random vector U with a known distribution such that (X, T ) for given θ can be simulated by means of U . To be more precise, we assume the existence of functions χ and τ such that, for each θ, the joint distribution of (χ(U, θ), τ (U, θ)) equals the joint distribution of (X, T ) under the parameter value θ.
The following example illustrates the notation and assumptions.
Example 1: Normal distribution. Let X = (X 1 , . . . , X n ) be a vector of independent
variables we can put
where θ = (µ, σ) andŪ and S U are defined in the obvious way similarly toX and S.
Now suppose that it is given that T = t, and that a sample from the conditional distribution of X given T = t is wanted. Since the conditional distribution does not depend on θ, it is reasonable to believe that it can be described in some simple way in terms of the distribution of U , thus enabling Monte Carlo simulation based on U . One approach is first to draw U , then to determine a parameter valueθ such that τ (U,θ) = t and then to use X t = χ(U,θ) as the desired sample. In this way one indeed obtain a sample of X with the corresponding T having the correct value t. The question remains, however, whether or not X t obtained in this way really is distributed like X given T = t.
Example 1 (continued). For given t = (x, s) and U there is a uniqueθ ≡θ(U, t) with
This leads to the sample
and it can be shown that the distribution of X t indeed coincides with the conditional distribution of X given T = t. Engen & Lillegård (1997) showed by examples that in general X t = χ(U,θ) may not have the correct distribution whenθ is not uniquely determined by t and u from the equation τ (u, θ) = t, even when X t is uniquely determined. They claimed, however, that X t will always be distributed like X given T = t whenθ is unique, as was the case for the normal example above. Unfortunately this claim does not hold in general, as shown by a counterexample in Lindqvist et al. (2003) ; see Example 2 below.
In order to see what may go wrong, assume that for each fixed u and t the equation τ (u, θ) = t has the unique solution θ =θ(u, t). As above let
and consider the conditional expectation of φ(X) given T = t for a given function φ. Then for all θ and t we can formally write
which if correct would imply that X t has the correct distribution, in the sense that X t is distributed like the conditional distribution of X given T = t.
In fact, the equality (1a) is trivial from the assumptions, equality (1c) follows by substitution in conditional expectations (Bahadaur & Bickel, 1968) , while equality (1d) follows from sufficiency since the conditional expectation on the left-hand side of this equality sign is constant in θ, and hence must equal the unconditional expectation when t is fixed.
Equality (1b) follows formally from equivalence of the events {τ (U, θ) = t} and {θ(U, t) = θ}. This is unproblematic if these events have positive probability, but the equality may otherwise be invalid, a fact which is known as the Borel paradox (Kolmogorov, 1933) . The key point in proving that X t has the correct distribution in a particular case is therefore to prove that equality (1b) holds. Equality (1b) cannot hold in general, however, because of the counterexample mentioned above. We show in § 4.3 that equality holds when the model has a certain pivotal structure. This condition is satisfied in particular in Example 1.
For the general case, where the pivotal condition may not be satisfied, and where there may not even be a uniqueθ, we shall treat θ as a random variable Θ. The distribution of Θ can in principle be arbitrarily given, and we shall see that it is convenient to allow it to be an improper probability distribution. The variable Θ is, however, always assumed to be independent of U .
The key result, see § 3, is that the conditional distribution of X given T = t equals the conditional distribution of χ(U, Θ) given τ (U, Θ) = t. This is intuitively obvious from the definition of sufficiency, which states that this holds when Θ is replaced by any fixed value θ. Note, however, that the independence of U and Θ is crucial when going from fixed to random θ.
The general case
Let notation and assumptions be as in § § 1 and 2. Our main purpose is to determine the conditional density of X given T = t, which we shall denote by ψ(x|t).
Recall that (X, T ) under θ is distributed as (χ(U, θ), τ (U, θ)). We shall be concerned with the pair (χ(U, Θ), τ (U, Θ)), where Θ is a random variable with values in the parameter space, and which is independent of U . Let the joint density of (χ(U, Θ), τ (U, Θ)) be denoted by f (x, t). In the following we shall for simplicity use f as a generic name for all densities and conditional densities involving the random variables χ(U, Θ), represented by the dummy variable x, τ (U, Θ) with dummy variable t, and finally U and Θ with dummy variables u and θ, respectively.
We start by showing the key result that the conditional density f (x|t) of χ(U, Θ) given τ (U, Θ) = t, is equal to the conditional density ψ(x|t) of X given T = t. This result, i.e.
is basic in our approach. A precise statement and proof is given in Theorem 1 in the authors' technical report.
To see why (2) holds, note first that
Here f (x|t, θ) is the conditional density of χ(U, Θ) given τ (U, Θ) = t and Θ = θ. By substitution this is the same as the conditional density of χ(U, θ) given τ (U, θ) = t and Θ = θ, which by independence of U and Θ is the same as the conditional density of χ(U, θ)
given τ (U, θ) = t. However, this is ψ(x|t) by our assumptions, and (2) therefore follows from (3).
Thus, computation of the target density ψ(x|t) is the same as computation of f (x|t).
Our main formula for computation of f (x|t) is obtained by replacing the conditioning on θ in (3) by conditioning on u. We then obtain
where we have used Bayes' formula.
The interpretation of the terms on the right-hand side of (4) are as follows
is the density of U , which is known and is the basis of our simulation algorithms. Next, f (t|u) is the conditional density of τ (U, Θ) given U = u. By independence of U and Θ this is simply the density of τ (u, Θ) for fixed u, which is known since the distribution of Θ is known. We denote it by W t (u) since it acts as a weight function in our formulae. Thus
Finally, f (x|t, u) in (4) is the conditional density of χ(U, Θ) given τ (U, Θ) = t, U = u.
By independence of U and Θ, this equals the conditional density of χ(u, Θ) given τ (u, Θ) = t for fixed u. We denote it by z t (x, u). Note that this is a density as a function of x for fixed u and t, possibly degenerate, as we shall see in § 4.1.
Thus (4) and (2) imply that
where here and in the following we keep the notation f (u) for the density of U . From (6) the conditional expectation of a function φ(X) given T = t in the original model can be computed as
where
Formula (7) essentially amounts to changing computations of conditional expectations of φ{χ(U, θ)} given τ (U, θ) = t for fixed θ into the possibly simpler problem of computing conditional expectations of φ{χ(u, Θ)} given τ (u, Θ) = t for fixed u. Note the freedom to choose a suitable distribution for Θ. A more general result is given in Theorem 2 in the authors' technical report.
The basic point for practical application of (7) is that W t and Z t , given by (5) and (8), respectively, are functions of U which can be simulated. To be more specific, the conditional expectation in (7) can be approximated for a fixed t by simulating a pseudosample u 1 , . . . , u m from the distribution of U , and then computing the estimate
.
4 Unique solution of τ (u, θ) = t
A general formula for conditional expectations under uniqueness
The general method of the previous section simplifies when the equation τ (u, θ) = t has a single solution θ =θ(u, t) for each pair u, t. This is the case which was discussed in § 2, and where the variable X t = χ{U,θ(U, t)} played a central role as a candidate sample from the conditional distribution of X given T = t.
For uniqueθ(u, t) the condtional distribution of Θ given τ (u, Θ) = t is a one-point mass atθ(u, t), so we have Z t (u) = φ[χ{u,θ(u, t)}] = φ{X t (u)}. In this case (7) can be written
where W t as before is given by (5).
An interpretation of (9) is that samples from the conditional distribution of X given T = t can be obtained as χ{V,θ(V, t)} where V is drawn from the distribution with density proportional to the function W t (u)f (u), i.e. a weighted version of the original distribution of U . Such a procedure is in fact very similar to the approach of Trotter & Tukey (1956) .
The regular case
The following special case is common in applications. Suppose our data vector X has a distribution depending on a k-dimensional parameter θ, and suppose T (X) is a k-dimensional sufficient statistic. Choose a density π(θ) for Θ and recall that W t (u) is the density of τ (u, Θ). Since τ (u, θ) = t if and only if θ =θ(u, t) it follows under standard assumptions that
Thus, by (9),
which can be computed by simulation using a pseudo-sample from the distribution of U .
The choice of the density π(θ) may clearly influence the efficiency of the resulting algorithm. A possible strategy is to try to minimise the variation in u of the 'weights'
W t (u) given by (10). Note that π may well depend on t. We shall see in § 4.4 that under certain conditions we are able to find a π such that W t (u) is constant in u. For example, when X is a sample from N (µ, σ) we shall see that such a density π is given by 1/σ. This is the standard noninformative, improper, prior for this case and may suggest that vague prior distributions from Bayesian theory should be used for π also in the general case.
Further investigations in this direction are, however, beyond the scope of this paper.
Example 2 (Lindqvist et al., 2003) . Let X = (X 1 , . . . , X n ) be a vector of independent and identically distributed random variables on [0, 1] with distribution depending on a parameter θ ∈ R and with distribution function
X i is sufficient compared to X. Suppose we want to compute conditional expectations of functions of X given T = t. Note that, since θ = 0 corresponds to the X i being Un[0, 1], the relevant conditional distribution is that of n independent Un[0, 1] random variables given their sum, for which there seems to be no simple expression.
Let U = (U 1 , U 2 , . . . , U n ) be independent and Un[0, 1]. Inversion based on the distribution function (12) gives (X, T ) ∼ (χ(U, θ), τ (U, θ)), where χ(u, θ) = (η (u 1 , θ) , . . . , η(u n , θ)),
The function η(v, θ) is analytic and strictly increasing in θ. This follows from the equation F {η(v, θ), θ} = v, which determined η together with the observation that the distribution function F (x, θ) is strictly decreasing in θ. Consequently the solutionθ(u, t) of τ (u, θ) = t is unique. Lindqvist et al. (2003) demonstrate for the case n = 2 that X t does not have the correct distribution.
Consider now a general n and suppose we want to compute E{φ(X)|T = t} for a given function φ. By (11) we need to compute | det ∂ θ τ (u, θ)| θ=θ(u,t) for which we obtain
In principle we can use (11) with any choice of π for which the integrals exist. The simple choice of π(θ) = 1/|θ| turns out to work well in this example.
The pivotal case
Assume again a unique solutionθ(u, t) of the equation τ (u, θ) = t and again let X t = χ{U,θ(U, t)}. Recall that X t is said to have the correct distribution if it is distributed like X given T = t. From § 2 this is the case if equality (1b) can be verified. We shall see that this can be done under a certain condition which we shall call the pivotal condition.
Assume that τ (u, θ) depends on u only through a function r(u), where the value of r(u)
can be uniquely recovered from the equation τ (u, θ) = t for given θ and t. This means that there is a functionτ such that τ (u, θ) =τ {r(u), θ} for all (u, θ), and a functionṽ such thatτ {r(u), θ} = t implies r(u) =ṽ(θ, t). In this caseṽ(θ, T ) is a pivotal quantity in the classical meaning.
The pivotal condition implies, moreover, thatθ(u, t) depends on u only through r(u).
Thus we can define a functionθ such thatθ(u, t) =θ{r(u), t} and such that r(u) can be uniquely recovered fromθ{r(u), t}.
It is easy to see that the pivotal condition is satisfied in Example 1 with r(U ) = (Ū , S U ).
The validity of equality (1b) can be proven under the pivotal condition. The basic idea is that both of the functions u → τ (u, θ) and u →θ(u, t) are in one-to-one correspondence with the function r(u). We then need the general fact that E(Y |Z = z) = E{Y |h(Z) = h(z)} whenever the function h is one-to-one (Schervish, 1995) . We also need a result of Bahadur & Bickel (1968) which states that under existence of regular conditional distributions of Y given Z = z we can write
This result was earlier used to verify equality (1c).
Here is an outline of the proof of equality (1b) under the pivotal condition. We assume the existence of a regular conditional distribution of U given r(U ) = r. Then we obtain, for fixed θ, as a function of t,
Next, for fixed t, as a function of θ,
where we have used the fact thatθ{ṽ(θ, t), t} = θ. Assuming sufficient regularity of the involved functions of θ and t we conclude from (13) and (14) that equality (1b) holds. For precise conditions, statement and proof we refer to Theorem 3 of the authors' technical report.
We next give an example in which the result for the univariate normal distribution in Example 1 is generalised to the multinormal case. As we shall see, the pivotal condition can be verified under a parameterisation via Cholesky decompositions. This leads to a simple recipe for simulation from the conditional distribution.
Example 3: Multinormal distribution. Let X = (X 1 , . . . , X n ) be n independent random vectors with distribution N p (µ, Σ), in which Σ is assumed positive definite. Then T = (X, S) is sufficient compared to X, whereX = n −1 n i=1 X i and S = (n − 1) Letting U = (U 1 , . . . , U n ) be independent N p (0, I) vectors, where I is the identity matrix, we can define
whereŪ and S U are defined in the same way asX and S. 
is the unique solution of τ (U, θ) = t.
To see that the pivotal condition holds, observe first that τ (U, θ) depends on U only through r(U ) = (Ū , S U ). Thus we need to show that the equation (µ+AŪ , AS U A ) = (x, s) can be uniquely solved for (Ū , S U ) for all µ and A. This is easily seen to be the case since A is nonsingular.
It follows that we can sample from the conditional distribution of X given T = t by simulating U and computing
It is interesting to note that the above argument would not go through if we replaced the Cholesky decompositions by square-root matrices, i.e. putting A = Σ 1/2 and so on.
Connection between the regular and pivotal cases
Equation (9) implies in particular that X t = χ{U,θ(U, t)} has the correct distribution if X t and W t are stochastically independent. This is trivially the case if W t (u) does not depend on u, and this happens if there are functions J(θ) and a(t) so that
for all u and t. Indeed, with π(θ) = J(θ) we obtain W t (u) = a(t) −1 , so (9) implies that E{φ(X)|T = t} = E{φ(X t )} for all φ, showing that X t has the correct distribution.
A more general condition than (16) is
for some function J(θ, t). If under this condition we fix t 0 and define π(θ) = J(θ, t 0 ) we obtain a function W t (u) with W t 0 (u) = 1 for all u. It follows that X t 0 has the correct distribution, and since t 0 is arbitrary it follows that X t has the correct distribution for all t.
It is interesting to note that condition (17) is satisfied under the pivotal condition given in the previous subsection. First, with notation as given there, it follows that r(u) = v{θ(u, t), t} for all u and t. Hence τ (u, θ) =τ [ṽ{θ(u, t), t}, θ], so that det∂ θ τ (u, θ) = det∂ θτ [ṽ{θ(u, t), t}, θ]. By substitutingθ(u, t) for θ we see that (17) holds, with
Example 1 (continued). Here we obtain,
holds with a(t) = s, and J{θ(u, t)} = 1/σ(u, t). This proves the assertion that X t has the correct distribution. Moreover, it follows that π(θ) = J(θ) = 1/σ defines a distribution π for which W t (u) does not depend on u.
The discrete case
Suppose both X and T have discrete distributions, while the parameter space is a subset of the k-dimensional Euclidean space. In this case τ (u, Θ) has a discrete distribution, so from (5) we conclude that W t (u) = pr{τ (u, Θ) = t}. Moreover, using notation from the general set-up in § 3, we have
Thus, it follows from (6) that
This can in fact be deduced directly from (2), which in the discrete case becomes
By introducing a density π(θ) of Θ it follows from (18) that conditional expectations of functions of X are computed as
Here I A (·) denotes the indicator function of a set A.
The sets {θ : τ (u, θ) = t} are usually sets with positive Lebesgue measure. These may in many cases be found explicitly, so that W t in (20) may be computed directly. In some instances, however, the set of θ solving τ (u, θ) = t is difficult to find. For such cases Engen & Lillegård (1997) suggest replacing π by a discrete measure, such as the counting measure on a grid of points in the parameter space with centre at the maximum likelihood estimate for θ when T = t.
In some cases, see Example 4 below, χ(u, θ) is the same for all θ satisfying τ (u, θ) = t.
If we denote this common value of χ(u, θ) byX t (u), then the Y t of (21) factorises as Y t = φ(X t )W t so that (19) gives a formula similar to (9). Engen & Lillegård (1997) demonstrated by simulation thatX t may not have the correct distribution. It follows, however, that one may in this case sample from the conditional distribution of X given T = t by usingX t (u) weighted by W t (u). This may be done by acceptingX t (u) with probability W t (u) if π is chosen as a probability density.
Note that, ifX t and W t are independent, thenX t has the correct distribution; see
Example 4, where this happens in a special case.
Example 4: Logistic regression. Let X = (X 1 , . . . , X n ) be independent Bernoullidistributed random variables with
where z 1 , . . . , z n are given real covariates and δ, θ ∈ R are parameters. Suppose δ is the parameter of interest. Since T = n i=1 X i is sufficient for θ for fixed δ, we can eliminate θ by conditioning on T .
Thus, consider the value of δ as fixed at δ 0 in the following. We shall see how (19) can be used to compute conditional expectations of functions of X given T = t. This is of interest for example when testing the null hypothesis H 0 : δ = δ 0 or when constructing confidence intervals for δ.
Let U = (U 1 , . . . , U n ) be independently Un[0, 1]. Then X under θ can be simulated as
, where
where logit(u) = log{u/(1 − u)}. If we order the
it follows that τ (u, θ) = t if and only if ψ (t) (u) < θ < ψ (t+1) (u). Thus the set of θ satisfying τ (u, θ) = t is an interval and therefore
where π is a properly chosen density for Θ. Note that we may as well choose a discrete measure for Θ in this case.
Since each η i (u i , θ) is constant, either 0 or 1, on the interval (ψ (t) (u), ψ (t+1) (u)), it follows that the Y t of (21) factorises as φ(X t )W t , whereX t (u) = (η 1 (u 1 ,θ) , . . . , η n (u n ,θ)) for anyθ ∈ (ψ (t) (u), ψ (t+1) (u)). Now (19) can be used to compute conditional expectations by simulation. Moreover, samples from the conditional distribution can be obtained using
The algorithm resulting from this also solves the following problem. Suppose that X = (X 1 , . . . , X n ) are independent and Bernoulli-distributed with pr(X i = 1) = p i , i = 1, . . . , n, and that the conditional distribution of X given T = n i=1 X i is wanted. Then, with z i = logit(p i ) for i = 1, . . . , n and δ 0 = 1, it is seen that this corresponds to θ = 0 in the above statistical set-up. An algorithm for sampling from the conditional distribution of X given T = t in this case has been presented by Broström & Nilsson (2000) . This algorithm turns out to be a special case of our algorithm, obtained by letting the distribution of Θ be a unit mass at the θ which maximises, in our notation, pr{τ (U, θ) = t}.
As a final comment regarding this example, for the special case δ 0 = 0 we have that X 1 , . . . , X n are independent and identically distributed Bernoulli-variables, and it is of course well known how to do the conditioning on T = t. It is interesting to see that our algorithm simplifies in this case, sinceX t and W t are independent. Indeed, now
which is stochastically independent of the ordered vector (U (1) , . . . , U (n) ) and hence of W t .
Thus samples from the desired conditional distribution are given byX t .
6 Relationship to Bayesian and fiducial statistics.
The idea behind the suggested method for computation of conditional expectations under sufficiency may also be used in a Bayesian setting.
Suppose there is given a, possibly improper, prior density π for the parameter θ. If T = T (X) is a function of X, then by sufficiency the posterior distribution of Θ given X = x is the same as the posterior given T = t, and in our notation equals the conditional distribution of Θ given τ (U, Θ) = t. The posterior density of Θ can now be computed if in (6) we replace x by θ and z t (x, u) by the conditional density of Θ given τ (u, Θ) = t.
As a result, the posterior expectation of a function h(Θ) can be computed by replacing (7) by the conditional expectation of h(Θ) given τ (u, Θ) = t, while leaving W t (u) unchanged. In particular, under the conditions leading to (11), the posterior expectation equals E{h(Θ)|τ (U, Θ) = t} = h{θ(u, t)}|
The right-hand side of (23) is recognised as the posterior expectation computed by importance sampling, drawing θ from the distribution ofθ(U, t). For example, in the special case of normal distributions as given in Example 1 we haveθ(U, t) = (x −Ū S U s,
We note that the distribution ofθ(U, t) in this case corresponds to Fisher's fiducial distribution for the univariate normal model (Welsh, 1996, p. 92 ).
More generally, in the multinormal case of Example 3 we can use formula (23) to compute posterior expectations by usingθ(U, t) given by (15) and using
which is a consequence of Giri (1977, Corollary 2.4 .1, p. 26).
As we have already indicated, the distribution ofθ(U, t) is connected to fiducial distributions in the sense of Fisher. Suppose for simplicity that θ is one-dimensional and τ (u, θ) is strictly monotone in θ for fixed u; see for instance Example 2. Then τ (U, θ) and equivalently T are stochastically monotone in θ. The construction of fiducial distributions from such monotone distributions is well known (Wilks, 1962, p. 370) , and it is easy to see that the distribution ofθ(U, t) is indeed fiducial.
On the other hand, it follows from (23) that under condition (17), and therefore also under the pivotal condition, there exists a prior density π, possibly improper and possibly depending on t, under which the posterior distribution of Θ given T = t is distributed likeθ(U, t). Thus we may identify conditions under which a fiducial distribution is also a posterior distribution. Note, however, that the distribution ofθ(U, t) may be a fiducial distribution for θ even if (17) does not hold. This is the case in Example 2.
The above observations correspond well to known results on fiducial statistics. In particular, they indicate the connection between the pivotal condition and the property thatθ(U, t) has a distribution which is a posterior distribution. Lindley (1958) considered the case when θ is one-dimensional. In our notation he showed that, in order that the distribution ofθ(U, t) be a posterior distribution for some possibly improper prior distribution for θ, it is necessary and sufficient that T , or a transformation of it, have a location distribution, with the parameter being a transformation of θ. are also found in Stein (1965) and Hora & Buehler (1966 ,1967 .
Concluding remarks
In their technical report, the authors present examples which are not of the special types treated in § § 4 and 5. In particular they give an example where the sets {θ : τ (u, θ) = t} are finite sets with cardinality varying according to the values of u and t. They also consider an example where the dimension of the sufficient statistic T is different from that of θ. All such cases are, however, covered by the general framework leading to formula (7).
As indicated in Example 4, the results of the paper may also be used for computation of conditional expectations E{φ(X)|T = t} in probabilistic settings not involving parameters.
In principle such computations may be done by first constructing artificial statistical models for which the conditioning variable T is sufficient. If for example T ≡ T (X) is a function of X, then we can use exponential models like f (x, θ) = c(θ)h(x)e θT (x) , where h(x) is the original density of X. Broström & Nilsson (2000) used an idea similar to this for simulating from discrete variables conditioned on their sum. A major problem in the general case will be to find a suitable simulation algorithm for the resulting statistical model. This problem was discussed by Bølviken & Skovlund (1996) for the case of one-parameter exponential models.
