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Abstract
In this paper a quasi-linear elliptic equation in the whole Euclidean space is considered. The nonlinearity
of the equation is assumed to have exponential growth or have critical growth in view of Trudinger–Moser
type inequality. Under some assumptions on the potential and the nonlinearity, it is proved that there is
a nontrivial positive weak solution to this equation. Also it is shown that there are two distinct positive weak
solutions to a perturbation of the equation. The method of proving these results is combining Trudinger–
Moser type inequality, Mountain-pass theorem and Ekeland’s variational principle.
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction
Let Ω ⊂ RN be a bounded smooth domain. There are fruitful results on the following problem
{−pu = f (x,u) in Ω,
u ∈ W 1,p0 (Ω),
(1.1)
E-mail address: yunyanyang@ruc.edu.cn.0022-1236/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jfa.2011.11.018
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2N/(N − 2), N  3. Among pioneer works we mention Brézis [9], Brézis and Nirenberg [11],
Bartsch and Willem [8] and Capozzi, Fortunato and Palmieri [13]. For p  N and p2  N ,
Garcia and Alonso [23] generalized Brézis–Nirenberg’s existence and nonexistence results to
p-Laplace equation. When Ω = RN and p = 2, one may consider the semilinear Schrödinger
equation instead of (1.1): {
−u + V (x)u = f (x,u) in RN,
u ∈ W 1,N (RN ), (1.2)
where again |f (x,u)|  c(|u| + |u|q−1), 1 < q  2∗ = 2N/(N − 2). Many papers are devoted
to (1.2), we refer the reader to Kryszewski and Szulkin [25], Alama and Li [6], Ding and Ni [17]
and Jeanjean [24]. Sobolev embedding theorems and critical point theory, in particular the moun-
tain-pass theorem would play an important role in studying problems (1.1) and (1.2) since both of
them have variational structure. When p = N and f (x,u) behaves like eα|u|N/(N−1) as |u| → ∞,
problem (1.1) was studied by Adimurthi [2], Adimurthi and Yadava [4], Ruf et al. [15,16],
J.M. do Ó [18], Panda [31] and the references therein. To the author’s knowledge, all theses
results are based on Trudinger–Moser inequality [29,32,35] and critical point theory.
In this paper we consider the existence of positive solutions of the quasi-linear equation
−Nu + V (x)|u|N−2u = f (x,u)|x|β , x ∈ R
N (N  2), (1.3)
where Nu = div(|∇u|N−2∇u), V : RN → R is a continuous function, f (x, s) is continuous in
R
N ×R and behaves like eαsN/(N−1) as s → +∞, and 0 β < N . Problem (1.3) can be compared
with (1.2) in this way: Sobolev embedding theorem can be applied to (1.2), while Trudinger–
Moser type embedding theorem can be applied to (1.3). When β = 0, problem (1.3) was studied
by D. Cao [12] in the case N = 2, by Panda [30], J.M. do Ó [19] and Alves and Figueiredo [7] in
general dimensional case. Denote αN = Nω1/(N−1)N−1 , where ωN−1 is the measure of unit sphere
in RN . When 0 < β < N , problem (1.3) is closely related to a singular Trudinger–Moser type
inequality, namely
Theorem A. (See [5].) For all α > 0, 0 β < N , and u ∈ W 1,N (RN) (N  2), there holds
∫
RN
eα|u|N/(N−1) −∑N−2k=0 αk |u|kN/(N−1)k!
|x|β dx < ∞. (1.4)
Furthermore, we have for all α  (1 − β
N
)αN and τ > 0,
sup∫
RN
(|∇u|N+τ |u|N )dx1
∫
RN
eα|u|N/(N−1) −∑N−2k=0 αk |u|kN/(N−1)k!
|x|β dx < ∞. (1.5)
This inequality is sharp: for any α > (1 − β )αN , the supremum is infinity.N
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When β = 0 and τ = 1, (1.5) was proved by B. Ruf [34] in the case N = 2 via symmetrization
method and by Li and Ruf [26] in general dimensional case via the method of blow-up analysis.
When β = 0 and α < αN , (1.5) was first proved by Cao [12] in the case N = 2, and then by
Panda [30], J.M. do Ó [19] in general dimensional case. A similar but different type inequality
was obtained by Adachi and Tanaka [1].
We assume the following two conditions on the potential V (x):
(V1) V (x) V0 > 0 in RN for some V0 > 0;
(V2) The function 1V (x) belongs to L
1
N−1 (RN).
As for the nonlinearity f (x, s) we suppose the following:
(H1) There exist constants α0, b1, b2 > 0 such that for all (x, s) ∈ RN × R+,
∣∣f (x, s)∣∣ b1sN−1 + b2
{
eα0|s|N/(N−1) −
N−2∑
k=0
αk0s
Nk/(N−1)
k!
}
;
(H2) There exists μ > N such that for all x ∈ RN and s > 0,
0 < μF(x, s) ≡ μ
s∫
0
f (x, t) dt  sf (x, s);
(H3) There exist constants R0, M0 > 0 such that for all x ∈ RN and s R0,
F(x, s)M0f (x, s).
Define a function space
E =
{
u ∈ W 1,N (RN ): ∫
RN
V (x)|u|N dx < ∞
}
. (1.6)
We say that u ∈ E is a weak solution of problem (1.3) if for all ϕ ∈ E we have∫
RN
(|∇u|N−2∇u∇ϕ + V (x)|u|N−2uϕ)dx = ∫
RN
f (x,u)
|x|β ϕ dx.
The assumption (V1) implies that E is a reflexive Banach space when equipped with the norm
‖u‖E ≡
{ ∫
RN
(|∇u|N + V (x)|u|N )dx} 1N (1.7)
and for any q N , the embedding
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is continuous. However (V2) together with (V1) implies that E ↪→ Lq(RN) is compact for all
q  1 (see Lemma 2.4 below). Surprisingly the assumption (V2) is much better than
(V ′2) V (x) → +∞ as |x| → +∞,
since (V1) together with (V ′2) only leads to the compact embedding E ↪→ Lq(RN) for all q N
(see for example Costa [14] for details). This is the case in [5,21]. However in this paper our ar-
gument of proving the main results depends crucially on the compact embedding E ↪→ Lq(RN)
for all q  1.
For any β: 0 β < N , we define a singular eigenvalue for the N -Laplace operator by
λβ = inf
u∈E,u ≡0
‖u‖NE∫
RN
|u|N
|x|β dx
. (1.8)
It is easy to see that λβ > 0. Write m(r) = sup|x|r V (x) and
M = inf
r>0
(N − β)N
αN−10 rN−β
e
(N−β)m(r) (N−2)!
NN
rN
, (1.9)
where α0 is given by (H1). If V (x) is continuous and (V1) is satisfied, then m(r) is a positive
continuous function and M can be attained by some r > 0.
One of our main results can be stated as follows:
Theorem 1.1. Assume that V (x) is a continuous function satisfying (V1) and (V2). f : RN ×
R → R is a continuous function and the hypotheses (H1), (H2) and (H3) hold. Furthermore we
assume
(H4) lim sups→0+
N |F(x,s)|
sN
< λβ uniformly with respect to x ∈ RN ;
(H5) lim infs→+∞ sf (x, s)e−α0s
N
N−1 = β0 > M uniformly with respect to x ∈ RN .
Then Eq. (1.3) has a nontrivial positive mountain-pass type weak solution.
Here and throughout this paper, we say that a weak solution u is positive if u(x)  0 for
almost every x ∈ RN . It should be pointed out that M is not the best constant in (H5). It would
be interesting if one can find an explicit smaller number replacing M.
In [5], Theorem A has been employed to study a perturbation of Eq. (1.3), namely
−Nu + V (x)|u|N−2u = f (x,u)|x|β + h, x ∈ R
N (N  2), (1.10)
where  > 0 is a constant and h : RN → R is a function belonging to E∗, the dual space of E.
If V (x) satisfies (V1), (V ′2), and f (x, s) satisfies (H1)–(H4), then it was shown in [5] that when
 > 0 is sufficiently small and h ≡ 0, the problem (1.10) has two weak solutions: one is of
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lutions are distinct. In this paper, replacing (V ′2) by (V2) and imposing additional condition (H5),
we can prove that the above two solutions are distinct, namely
Theorem 1.2. Suppose that f (x, s) is continuous in RN × R and (H1)–(H5) hold. V (x) is
continuous in RN satisfying (V1) and (V2), h belongs to E∗, the dual space of E, with h 0 and
h ≡ 0. Then there exists 0 > 0 such that if 0 <  < 0, then the problem (1.10) has two distinct
positive weak solutions.
The proof of Theorem 1.1 and Theorem 1.2 is based on Theorem A, the mountain-pass theo-
rem without the Palais–Smale condition [33] and the Ekeland’s variational principle [36], which
were also used in [5,21]. Let us make some reduction on problems (1.3) and (1.10). Set
f˜ (x, s) =
{0, f (x, s) < 0,
f (x, s), f (x, s) 0.
Assume u ∈ E is a weak solution of
−Nu+ V (x)|u|N−2u = f˜ (x, u)|x|β + h, (1.11)
where h 0 and  > 0, then the negative part of u, namely
u−(x) =
{0, u(x) > 0,
u(x), u(x) 0
belongs to the function space E and satisfies∫
RN
(|∇u−|N + V (x)|u−|N )dx = ∫
RN
f˜ (x,u)
|x|β u− dx + 
∫
RN
hu− dx
= 
∫
RN
hu− dx  0.
Hence u−(x) = 0 for almost every x ∈ RN and thus u is a positive weak solution of (1.11). This
together with (H2) implies f (x,u)  0. It follows that f˜ (x, u) = f (x,u). Therefore u is also
a positive weak solution of (1.10). When h = 0, (1.10) becomes (1.3). Based on this, to prove
Theorems 1.1 and 1.2, it suffices to find weak solutions of (1.3) and (1.10) with f replaced by f˜
respectively. So throughout this paper, we can assume without loss of generality
f (x, s) ≡ 0, ∀s < 0. (1.12)
Before ending this introduction, we would like to mention that results similar to Theorem 1.2
in two-dimensional case, i.e. N = 2, were obtained by J.M. do Ó [21]. Similar problems for bi-
Laplace equation in R4 was considered by the author in [37]. For compact Riemannian manifold
case, we refer the reader to [22,38]. Also it should be remarked that results obtained in [5]
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α < (1 − β/N)αN and τ > 0,
sup∫
RN
(|∇u|N+τ |u|N )dx1
∫
RN
eα|u|N/(N−1) −∑N−2k=0 αk |u|kN/(N−1)k!
|x|β dx < ∞.
In fact, in [7,12,19,30], all the contributors only used the above subcritical inequality.
The remaining part of this paper is organized as follows: In Section 2, we display several
key estimates in later compactness analysis. In Section 3, we consider the functionals related to
problems (1.3) and (1.10). Finally Theorem 1.1 is proved in Section 4 and Theorem 1.2 is proved
in Section 5.
2. Key estimates for the subsequent compactness analysis
In this section we will derive several technical lemmas for our use later. For any integer N  2
and real number s, we define a function ζ : N × R → R by
ζ(N, s) = es −
N−2∑
k=0
sk
k! =
∞∑
k=N−1
sk
k! . (2.1)
Lemma 2.1. Let s  0, p  1 be real numbers and N  2 be an integer. Then there holds
(
ζ(N, s)
)p  ζ(N,ps). (2.2)
Proof. We prove (2.2) by induction with respect to N . Define a function
φ(s) = (es − 1)p − (eps − 1).
It is easy to see that for s  0 and p  1,
φ′(s) = p(es − 1)p−1 − peps  0.
Hence φ(s) φ(0) = 0 and thus (2.2) holds for N = 2. Suppose (2.2) holds for N  2, we only
need to prove that
(
ζ(N + 1, s))p  ζ(N + 1,ps). (2.3)
For this purpose we set
ψ(s) =
(
es −
N−1∑
k=0
sk
k!
)p
−
(
eps −
N−1∑
k=0
(ps)k
k!
)
.
A straightforward calculation shows
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(
es −
N−1∑
k=0
sk
k!
)p−1(
es −
N−1∑
k=1
sk−1
(k − 1)!
)
−
(
peps − p
N−1∑
k=1
(ps)k−1
(k − 1)!
)
 p
{(
es −
N−1∑
k=1
sk−1
(k − 1)!
)p
−
(
eps −
N−1∑
k=1
(ps)k−1
(k − 1)!
)}
= p
{(
es −
N−2∑
k=0
sk
k!
)p
−
(
eps −
N−2∑
k=0
(ps)k
k!
)}
 0.
Here we have used the induction assumption (ζ(N, s))p  ζ(N,ps). Thus ψ(s)ψ(0) = 0 for
s  0, and whence (2.3) holds. Therefore (2.2) holds for any integer N  2. 
Lemma 2.2. For all N  2, s  0, t  0, μ > 1 and ν > 1 with 1/μ + 1/ν = 1, there holds
ζ(N, s + t) 1
μ
ζ(N,μs) + 1
ν
ζ(N,νt).
Proof. Observing that
∂2
∂s2
ζ(2, s) = es  0, ∂
2
∂s2
ζ(3, s) = es  0
and when N  4,
∂2
∂s2
ζ(N, s) = es −
N−2∑
k=2
sk−2
(k − 2)! = e
s −
N−4∑
k=0
sk
k!  0,
we conclude that ζ(N, s) is convex with respect to s for all N  2. Hence
ζ(N, s + t) = ζ
(
N,
1
μ
μs + 1
ν
νt
)
 1
μ
ζ(N,μs) + 1
ν
ζ(N,νt).
This concludes the lemma. 
Lemma 2.3. Let (wn) be a sequence in E. Suppose ‖wn‖E = 1, wn ⇀ w0 weakly in E,
wn(x) → w0(x) and ∇wn(x) → ∇w0(x) for almost every x ∈ RN . Then for any p: 0 < p <
1
(1−‖w0‖NE )1/(N−1)
sup
n
∫
RN
ζ(N,αN(1 − β/N)p|wn| NN−1 )
|x|β dx < ∞. (2.4)
Proof. We follow the lines of Lions [28]. Noticing that
|wn| NN−1 = |wn −w0 + w0| NN−1  (1 + )|wn − w0| NN−1 + c()|w0| NN−1 ,
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ζ
(
N,αN(1 − β/N)p|wn| NN−1
)
 1
μ
ζ
(
N,μ(1 + )αN(1 − β/N)p|wn − w0| NN−1
)+ 1
ν
ζ
(
N,νc()αN(1 − β/N)p|w0| NN−1
)
 ζ
(
N,μ(1 + )αN(1 − β/N)p‖wn −w0‖
N
N−1
E
( |wn − w0|
‖wn − w0‖E
) N
N−1)
+ ζ (N,νc()αN(1 − β/N)p|w0| NN−1 ),
where μ > 1, ν > 1 and 1/μ + 1/ν = 1. By Brézis–Lieb’s lemma [10],
‖wn −w0‖NE = 1 − ‖w0‖NE + on(1),
where on(1) → 0 as n → ∞. Hence for any p: 0 < p < 1
(1−‖w0‖NE )1/(N−1)
, one can choose  > 0
sufficiently small and μ > 1 sufficiently close to 1 such that
μ(1 + )αN(1 − β/N)p‖wn −w0‖
N
N−1
E < αN(1 − β/N).
Now (2.4) follows from Theorem A immediately. 
Lemma 2.4. Assume V : RN × R → R is continuous and (V1), (V2) hold. Then E is compactly
embedded in Lq(RN) for all q  1.
Proof. By (V1), the standard Sobolev embedding theorem implies that the following embedding
is continuous
E ↪→ W 1,N (RN ) ↪→ Lq(RN ) for all N  q < ∞.
It follows from the Hölder inequality and (V2) that∫
RN
|u|dx 
( ∫
RN
1
V
1
N−1
dx
)1−1/N( ∫
RN
V |u|N dx
)1/N

( ∫
RN
1
V
1
N−1
dx
)1−1/N
‖u‖E.
For any γ : 1 < γ < N , there holds
∫
RN
|u|γ dx 
∫
RN
(|u| + |u|N )dx  ( ∫
RN
1
V
1
N−1
dx
)1−1/N
‖u‖E + 1
V0
‖u‖NE ,
where V0 is given by (V1). Thus we get continuous embedding E ↪→ Lq(RN) for all q  1.
To prove that the above embedding is also compact, take a sequence of functions (uk) ⊂ E
such that ‖uk‖E  C for all k, we must prove that up to a subsequence there exists some u ∈ E
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assume ⎧⎪⎨⎪⎩
uk ⇀ u weakly in E,
uk → u strongly in Lqloc
(
R
N
)
, ∀q  1,
uk → u almost everywhere in RN.
(2.5)
In view of (V2), for any  > 0, there exists R > 0 such that( ∫
|x|>R
1
V
1
N−1
dx
)1−1/N
< .
Hence ∫
|x|>R
|uk − u|dx 
( ∫
RN
1
V
1
N−1
dx
)1−1/N( ∫
RN
V |u|N dx
)1/N
 ‖uk − u‖E  C. (2.6)
Here and in the sequel we often denote various constants by the same C. On the other hand, it
follows from (2.5) that uk → u strongly in L1(BR(0)), where BR(0) ⊂ RN is the ball centered
at 0 with radius R. This together with (2.6) leads to
lim sup
k→∞
∫
RN
|uk − u|dx  C.
Since  is arbitrary, we obtain
lim
k→∞
∫
RN
|uk − u|dx = 0.
For q > 1, it follows from the continuous embedding E ↪→ Ls(RN) (s  1) that∫
RN
|uk − u|q dx =
∫
RN
|uk − u| 12 |uk − u|(q− 12 ) dx

( ∫
RN
|uk − u|dx
)1/2( ∫
RN
|uk − u|2q−1 dx
)1/2
 C
( ∫
RN
|uk − u|dx
)1/2
→ 0
as k → ∞. This concludes the lemma. 
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3.1. The functionals and their profiles
As we mentioned in the introduction, problems (1.3) and (1.10) have variational structure. To
apply the critical point theory, we define the functional Jβ, : E → R by
Jβ,(u) = 1
N
‖u‖NE −
∫
RN
F (x,u)
|x|β dx − 
∫
RN
hudx,
where   0, 0 β < N , ‖u‖E is the norm of u ∈ E defined by (1.7) and F(x, s) =
∫ s
0 f (x, t) dt
is the primitive of f (x, s). Assume f satisfies the hypothesis (H1). Then there exist some positive
constants α1 > α0 and b3 such that for all (x, s) ∈ RN × R, F(x, s)  b3ζ(N,α1|s|N/(N−1)).
Thus Jβ, is well defined thanks to Theorem A. In the case  = 0, we denote Jβ,0 for simplicity
by
J (u) = 1
N
‖u‖NE −
∫
RN
F (x,u)
|x|β dx.
The profiles of the functionals Jβ, and J (u) are well described in the following lemma.
Lemma 3.1. Assume (V1), (H1), (H2), (H3) and (H4) are satisfied. Then (i) for any nonnegative,
compactly supported function u ∈ W 1,N (RN) \ {0}, there holds Jβ,(tu) → −∞ as t → +∞;
(ii) there exists 1 > 0 such that when 0 <  < 1, one can find r , ϑ > 0 such that Jβ,(u) ϑ
for all u with ‖u‖E = r , where r can be further chosen such that r → 0 as  → 0. When  = 0,
there exist δ > 0 and r > 0 such that J (u) δ for all ‖u‖E = r ; (iii) assume  > 0 and h ≡ 0,
there exists a constant τ > 0 such that if 0 < t < τ , then inf‖u‖Et Jβ,(u) < 0.
Proof. We refer the reader to [5, Lemmas 4.1, 4.2 and 4.3] for details. It is remarkable that we
can also apply Lemma 2.1 and Lemma 2.4 instead of decreasing rearrangement argument in the
proof of [5, Lemma 4.2] and thus simplify it. 
To use the critical point theory, we need some regularity of the functionals Jβ, and J . In fact,
by Proposition 1 in [21] and standard arguments (see for example [33]), one can see that both
Jβ, and J belong to C1(E,R). A straightforward calculation shows
〈
J ′(u),φ
〉= ∫
RN
(|∇u|N−2∇u∇φ + V |u|N−2uφ)dx − ∫
RN
f (x,u)
|x|β φ dx, (3.1)
〈
J ′β,(u),φ
〉= ∫
RN
(|∇u|N−2∇u∇φ + V |u|N−2uφ)dx
−
∫
N
f (x,u)
|x|β φ dx − 
∫
N
hφ dx (3.2)
R R
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tively.
3.2. Min–max value
In this subsection, we prepare for estimating the min–max value of the functionals J and Jβ, .
The idea is to construct a sequence of functions Mn ∈ E and estimate maxt0 J (tMn) and
maxt0 Jβ,(tMn). Recall Moser’s function sequence
M˜n(x, r) = 1
ω
1/N
N−1
⎧⎪⎨⎪⎩
(logn)1−1/N , |x| r/n,
log r|x|
(logn)1/N , r/n < |x| r,
0, |x| > r.
Let Mn(x, r) = 1‖M˜n‖E M˜n(x, r). Then Mn belongs to E with its support in Br (0) and‖Mn‖E = 1.
Lemma 3.2. Assume V (x) is continuous and (V1) is satisfied. Then there holds
‖M˜n‖NE  1 +
m(r)
logn
(
(N − 1)!
NN
rN + on(1)
)
, (3.3)
where m(r) = max|x|r V (x) and on(1) → 0 as n → ∞.
Proof. It is easy to calculate∫
RN
|∇M˜n|N dx = 1
ωN−1
∫
r
n
|x|r
1
|x|N logn dx = 1.
Integration by parts gives
∫
r
n
|x|r
(
log
r
|x|
)N
dx
= ωN−1
r∫
r
n
sN−1
(
log
r
s
)N
ds
= −ωN−1
N
(
r
n
)N
(logn)N +ωN−1
r∫
r
n
sN−1
(
log
r
s
)N−1
ds
= −ωN−1
(
r
)N{ 1
(logn)N + 1 (logn)N−1 + N − 12 (logn)N−2n N N N
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NN−2
(logn)2
}
+ ωN−1 (N − 1)!
NN−2
r∫
r
n
sN−1 log r
s
ds
= ωN−1 (N − 1)!
NN
rN + on(1).
Hence
∫
RN
|M˜n|N dx = 1
ωN−1
∫
|x|r/n
(logn)N−1 dx + 1
ωN−1
∫
r
n
|x|r
(log r|x| )
N
logn
dx
=
(
r
n
)N
(logn)N−1
N
+ 1
ωN−1 logn
∫
r
n
|x|r
(
log
r
|x|
)N
dx
= 1
logn
(
(N − 1)!
NN
rN + on(1)
)
,
and thus
‖M˜n‖NE =
∫
RN
|∇M˜n|N dx +
∫
RN
V (x)|M˜n|N dx
 1 + m(r)
∫
RN
|M˜n|N dx
= 1 + m(r)
logn
(
(N − 1)!
NN
rN + on(1)
)
.
This is exactly (3.3). 
Lemma 3.3. Assume (V1), (H1), (H2), (H3) and (H5). There exists some n ∈ N such that
max
t0
J (tMn) <
1
N
(
N − β
N
αN
α0
)N−1
. (3.4)
Furthermore for the above n there exist some ∗ > 0 and δ∗ > 0 such that if 0  < ∗, then
max
t0
Jβ,(tMn) <
1
N
(
N − β
N
αN
α0
)N−1
− δ∗. (3.5)
Proof. We first prove (3.4). By (H5) and (1.9) (the definition of M), there exists some r > 0
such that
β0 >
(N − β)N
αN−1rN−β
e
(N−β)m(r) (N−2)!
NN
rN
. (3.6)
0
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max
t0
J (tMn)
1
N
(
N − β
N
αN
α0
)N−1
. (3.7)
By (i) of Lemma 3.1, ∀n ∈ N, there exists tn > 0 such that
J (tnMn) = max
t0
J (tMn).
Thus (3.7) gives
J (tnMn) = t
N
n
N
−
∫
RN
F (x, tnMn)
|x|β dx 
1
N
(
N − β
N
αN
α0
)N−1
.
Noticing that F(x, ·) 0, we have
tNn 
(
N − β
N
αN
α0
)N−1
. (3.8)
It is easy to see that at t = tn,
d
dt
(
tN
N
−
∫
RN
F (x, tMn)
|x|β dx
)
= 0,
or equivalently
tNn =
∫
RN
tnMnf (x, tnMn)
|x|β dx. (3.9)
By (H5), ∀η > 0, ∃Rη > 0 such that for all x ∈ RN and uRη
uf (x,u) (β0 − η)eα0|u|
N
N−1
. (3.10)
By Lemma 3.2, when |x| r
n
, we have
M
N
N−1
n (x, r)
1
ω
1
N−1
N−1
logn
1 + 1
N−1
m(r)
logn (
(N−1)!
NN
rN + on(1))
= ω−
1
N−1
N−1 logn − ω
− 1
N−1
N−1 m(r)
(N − 2)!
NN
rN + on(1). (3.11)
Hence we have by combining (3.9) and (3.10) that
1692 Y. Yang / Journal of Functional Analysis 262 (2012) 1679–1704tNn  (β0 − η)
∫
|x| r
n
eα0|tnMn|
N
N−1
|x|β dx
= (β0 − η)
∫
|x| r
n
e
α0ω
− 1
N−1
N−1 t
N
N−1
n (logn−m(r) (N−2)!
NN
rN+on(1))
|x|β dx
= (β0 − η) ωN−1
N − β
(
r
n
)N−β
e
α0ω
− 1
N−1
N−1 t
N
N−1
n (logn−m(r) (N−2)!
NN
rN+on(1))
. (3.12)
This yields that tn is a bounded sequence. In view of (3.8), we can also see from (3.12) that
lim
n→∞ t
N
n =
(
N − β
N
αN
α0
)N−1
. (3.13)
For otherwise there exists some δ > 0 such that for sufficiently large n
tNn 
(
δ + N − β
N
αN
α0
)N−1
.
Thus
α0ω
− 1
N−1
N−1 t
N
N−1
n N − β + α0ω−
1
N−1
N−1 δ
and whence the right hand of (3.12) tends to infinity which contradicts the bounded-ness of tn.
Now we estimate β0 from above. It follows from (3.9) and (3.10) that
tNn  (β0 − η)
∫
|x|r
eα0|tnMn|
N
N−1
|x|β dx +
∫
tnMn<Rη
tnMnf (x, tnMn)
|x|β dx
− (β0 − η)
∫
tnMn<Rη
eα0|tnMn|
N
N−1
|x|β dx. (3.14)
Since Mn → 0 almost everywhere in RN , we have by using the Lebesgue’s dominated conver-
gence theorem
lim
n→∞
∫
tnMn<Rη
tnMnf (x, tnMn)
|x|β dx = 0, (3.15)
lim
n→∞
∫
t M <R
eα0|tnMn|
N
N−1
|x|β dx =
∫ 1
|x|β dx =
ωN−1rN−β
N − β . (3.16)
n n η |x|r
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∫
|x|r
eα0|tnMn|
N
N−1
|x|β dx 
∫
|x| r
n
eαN (1−β/N)M
N
N−1
n
|x|β dx
+
∫
r
n
|x|r
eαN (1−β/N)M
N
N−1
n
|x|β dx. (3.17)
On one hand we have by (3.11)
∫
|x| r
n
eαN (1−β/N)M
N
N−1
n
|x|β dx  e
αN (1−β/N)ω
− 1
N−1
N−1 logn−ω
− 1
N−1
N−1 m(r)
(N−2)!
NN
rN+on(1)
∫
|x| r
n
1
|x|β dx
= ωN−1
N − β
(
r
n
)N−β
e
(N−β) logn−(N−β)m(r) (N−2)!
NN
rN+on(1)
= ωN−1r
N−β
N − β e
−(N−β)m(r) (N−2)!
NN
rN+on(1)
.
On the other hand, by definition of Mn,
∫
r
n
|x|r
eαN (1−β/N)M
N
N−1
n
|x|β dx
=
∫
r
n
|x|r
e
(N−β)((logn)−1/N‖M˜n‖−1E log r|x| )
N
N−1
|x|β dx
= ωN−1
r∫
r
n
tN−β−1e(N−β)((logn)−1/N‖M˜n‖
−1
E log
r
t
)
N
N−1
dt
= ωN−1rN−β
(logn)1−1/N‖M˜n‖−1E∫
0
(logn)1/N‖M˜n‖Ee(N−β)s
N
N−1 −(N−β)‖M˜n‖E(logn)1/N s ds
 ωN−1rN−β
(logn)1−1/N‖M˜n‖−1E∫
0
(logn)1/N‖M˜n‖Ee−(N−β)‖M˜n‖E(logn)1/N s ds
= ωN−1r
N−β (
1 − e−(N−β) logn).
N − β
1694 Y. Yang / Journal of Functional Analysis 262 (2012) 1679–1704Here we have used the change of variable t = re−‖M˜n‖E(logn)1/N s in the third equality. Hence we
obtain by passing to the limit n → ∞ in (3.17)
lim inf
n→∞
∫
|x|r
eα0|tnMn|
N
N−1
|x|β dx 
ωN−1rN−β
N − β
(
1 + e−(N−β)m(r) (N−2)!NN rN ).
This together with (3.13)–(3.16) implies(
N − β
N
αN
α0
)N−1
 (β0 − η)ωN−1r
N−β
N − β e
−(N−β)m(r) (N−2)!
NN
rN
.
Since η > 0 is arbitrary, we have
β0 
(N − β)N
αN−10 rN−β
e
(N−β)m(r) (N−2)!
NN
rN
.
This contradicts (3.6) and ends the proof of (3.4).
Secondly it follows from (3.4) and the definition of Jβ, that (3.5) holds. 
3.3. Palais–Smale sequence
In this subsection, we will show that the weak limit of a Palais–Smale sequence for Jβ, is the
weak solution of (1.10). (Respectively the weak limit of a Palais–Smale sequence for J is also
the weak solution of (1.3).)
Lemma 3.4. Assume that (V1), (V2), (H1), (H2) and (H3) are satisfied. Let (un) ⊂ E be an
arbitrary Palais–Smale sequence of Jβ, , i.e.,
Jβ,(un) → c, J ′β,(un) → 0 in E∗ as n → ∞, (3.18)
where E∗ denotes the dual space of E. Then there exist a subsequence of (un) (still denoted by
(un)) and u ∈ E such that un ⇀ u weakly in E, un → u strongly in Lq(RN) for all q  1, and⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∇un(x) → ∇u(x) a.e. in RN,
f (x,un)
|x|β →
f (x,u)
|x|β strongly in L
1(
R
N
)
,
F (x,un)
|x|β →
F(x,u)
|x|β strongly in L
1(
R
N
)
.
Furthermore u is a weak solution of (1.10). The same conclusion holds when  = 0.
Proof. Assume (un) is a Palais–Smale sequence of Jβ, . By (3.18), we have
1
N
‖un‖NE −
∫
N
F (x,un)
|x|β dx − 
∫
N
hun dx → c as n → ∞, (3.19)
R R
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RN
(|∇un|N−2∇un∇ψ + V |un|N−2unψ)dx − ∫
RN
f (x,un)
|x|β ψ dx − 
∫
RN
hψ dx
∣∣∣∣
 τn‖ψ‖E (3.20)
for all ψ ∈ E, where τn → 0 as n → ∞. Noticing that (1.12), we have by (H2) that 0 
μF(x,un) unf (x,un) for some μ > N . Taking ψ = un in (3.20) and multiplying (3.19) by μ,
we have (
μ
N
− 1
)
‖un‖NE 
(
μ
N
− 1
)
‖un‖NE −
∫
RN
μF(x,un) − f (x,un)un
|x|β dx
 μ|c| + τn‖un‖E + (μ + 1)‖h‖E∗‖un‖E.
Therefore ‖un‖E is bounded. It then follows from (3.19), (3.20) that∫
RN
f (x,un)un
|x|β dx  C,
∫
RN
F (x,un)
|x|β dx  C (3.21)
for some constant C depending only on μ, N and ‖h‖E∗ . By Lemma 2.4, up to a subsequence,
un → u strongly in Lq(RN) for some u ∈ E, ∀q  1. This immediately leads to un → u almost
everywhere in RN . Now we claim that up to a subsequence
lim
n→∞
∫
RN
|f (x,un) − f (x,u)|
|x|β dx = 0. (3.22)
In fact, since f (x, ·) 0, it suffices to prove that up to a subsequence
lim
n→∞
∫
RN
f (x,un)
|x|β dx = limn→∞
∫
RN
f (x,u)
|x|β dx. (3.23)
Since u, f (x,u)|x|β ∈ L1(RN), we have
lim
η→+∞
∫
|u|η
f (x,u)
|x|β dx = 0.
Let C be the constant in (3.21). Given any δ > 0, one can select some M > C/δ such that
∫
|u|M
f (x,u)
|x|β dx < δ. (3.24)
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|un|M
f (x,un)
|x|β dx 
1
M
∫
|un|M
f (x,un)un
|x|β dx < δ. (3.25)
For all x ∈ {x ∈ RN : |un| < M}, by our assumption (H1), there exists a constant C1 depending
only on M such that |f (x,un(x))|  C1|un(x)|N−1. Notice that |x|−β |un|N−1 → |x|−β |u|N−1
strongly in L1(RN) and un → u almost everywhere in RN . By the generalized Lebesgue’s dom-
inated convergence theorem, we obtain
lim
n→∞
∫
|un|<M
f (x,un)
|x|β dx =
∫
|u|<M
f (x,u)
|x|β dx. (3.26)
Combining (3.24), (3.25) and (3.26), we can find some K > 0 such that when n > K ,∣∣∣∣ ∫
RN
f (x,un)
|x|β dx −
∫
RN
f (x,u)
|x|β dx
∣∣∣∣< 3δ.
Hence (3.23) holds and thus our claim (3.22) holds. By (H1) and (H3), there exist constants
c1, c2 > 0 such that
F(x,un) c1|un|N + c2f (x,un).
In view of (3.22) and Lemma 2.4, it follows from the generalized Lebesgue’s dominated conver-
gence theorem
lim
n→∞
∫
RN
|F(x,un) − F(x,u)|
|x|β dx = 0.
Using the argument of proving (4.26) in [5], we have ∇un(x) → ∇u(x) a.e. in RN and
|∇un|N−2∇un ⇀ |∇u|N−2∇u weakly in
(
L
N
N−1
(
R
N
))N
.
Finally passing to the limit n → ∞ in (3.20), we have∫
RN
(|∇u|N−2∇u∇ψ + V |u|N−2uψ)dx − ∫
RN
f (x,u)
|x|β ψ dx − 
∫
R4
hψ dx = 0
for all ψ ∈ C∞0 (RN), which is dense in E. Hence u is a weak solution of (1.10). After checking
the above argument,  need not to be nonzero, i.e. the same conclusion holds for J . 
Remark 3.5. Similar results of Lemma 3.4 was also established by J.M. do Ó in two-dimensional
case [20] and by the author for bi-Laplace equation in four-dimensional Euclidean space [37].
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In this section, we will prove Theorem 1.1. It suffices to look for nontrivial critical points of
the functional J in the function space E.
Proof of Theorem 1.1. By (i) and (ii) of Lemma 3.1, J satisfies all the hypothesis of the
mountain-pass theorem except for the Palais–Smale condition: J ∈ C1(E,R); J (0) = 0; J (u)
δ > 0 when ‖u‖E = r ; J (e) < 0 for some e ∈ E with ‖e‖E > r . Then using the mountain-pass
theorem without the Palais–Smale condition [33], we can find a sequence (un) in E such that
J (un) → c > 0, J ′(un) → 0 in E∗,
where
c = min
γ∈Γ maxu∈γ J (u) δ
is the min–max value of J , where Γ = {γ ∈ C([0,1],E): γ (0) = 0, γ (1) = e}. By (3.1), this is
equivalent to saying
1
N
‖un‖NE −
∫
RN
F (x,un)
|x|β dx → c as n → ∞, (4.1)∣∣∣∣ ∫
RN
(|∇un|N−2∇un∇ψ + V |un|N−2unψ)dx − ∫
RN
f (x,un)
|x|β ψ dx
∣∣∣∣ τn‖ψ‖E (4.2)
for all ψ ∈ E, where τn → 0 as n → ∞. By Lemma 3.4, up to a subsequence, there holds⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
un ⇀ u weakly in E,
un → u strongly in Lq
(
R
N
)
, ∀q  1,
lim
n→∞
∫
RN
F (x,un)
|x|β dx =
∫
RN
F (x,u)
|x|β dx,
u is a weak solution of (1.3).
(4.3)
Now suppose by contradiction u ≡ 0. Since F(x,0) = 0 for all x ∈ RN , it follows from (4.1) and
(4.3) that
lim
n→∞‖un‖
N
E = Nc > 0. (4.4)
Thanks to the hypothesis (H5), we have 0 < c < 1N (
N−β
N
αN
α0
)N−1 by applying Lemma 3.3. Thus
there exist some η0 > 0 and K > 0 such that ‖un‖NE  (N−βN αNα0 − η0)N−1 for all n > K . Choose
q > 1 sufficiently close to 1 such that qα0‖un‖
N
N−1
E  (1 − β/N)αN − α0η0/2 for all n > N .
By (H1),
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where the function ζ(·,·) is defined by (2.1). It follows from the Hölder inequality, Lemma 2.1
and Theorem A that∫
RN
|f (x,un)un|
|x|β dx
 b1
∫
RN
|un|N
|x|β dx + b2
∫
RN
|un|ζ(N,α0|un| NN−1 )
|x|β dx
 b1
∫
RN
|un|N
|x|β dx + b2
( ∫
RN
|un|q ′
|x|β dx
)1/q ′( ∫
RN
ζ(N,qα0|un| NN−1 )
|x|β dx
)1/q
 b1
∫
RN
|un|N
|x|β dx +C
( ∫
RN
|un|q ′
|x|β dx
)1/q ′
→ 0 as n → ∞.
Here we used (4.3) again (precisely un → u in Ls(RN) for all s  1) in the last step of the above
estimates. Inserting this into (4.2) with ψ = un, we have
‖un‖E → 0 as n → ∞,
which contradicts (4.4). Therefore u ≡ 0 and we obtain a nontrivial weak solution of (1.3). 
5. Multiplicity results
In this section we will prove Theorem 1.2. The proof is divided into three steps, namely
Step 1. Let 1 be given by (ii) of Lemma 3.1, and ∗, δ∗ be given by Lemma 3.3. Then when
0 <  < 1, there exists a sequence (vn) ⊂ E such that
Jβ,(vn) → cM, J ′β,(vn) → 0, (5.1)
where cM is a min–max value of Jβ, . Let 2 = min{1, ∗}. Then when 0 <  < 2, we can take
cM such that
0 < cM <
1
N
(
N − β
N
αN
α0
)N−1
− δ∗. (5.2)
In addition, up to a subsequence, there holds vn ⇀ uM weakly in E, and uM is a weak solution
of (1.10).
Proof. By (i) and (ii) of Lemma 3.1, when 0 <  < 1, Jβ, satisfies the following condition:
Jβ, ∈ C1(E,R); Jβ,(0) = 0; Jβ,(u)  ϑ > 0 when ‖u‖E = r ; Jβ,(e) < 0 for some e ∈ E
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tion [33], we can find a sequence (vn) in E such that
Jβ,(vn) → cM > 0, J ′β,(vn) → 0 in E∗,
where
cM = min
γ∈Γ maxu∈γ Jβ,(u) ϑ
is a min–max value of Jβ, , where Γ = {γ ∈ C([0,1],E): γ (0) = 0, γ (1) = e}. Clearly (5.2)
follows from Lemma 3.3. The last assertion follows from Lemma 3.4 immediately. 
Step 2. Let r be given by (ii) of Lemma 3.1 such that r → 0 as  → 0. There exists 3: 0 <
3 < 2 such that if 0 <  < 3, then there exists a sequence (un) ⊂ E such that
Jβ,(un) → c := inf‖u‖Er Jβ,(u) (5.3)
and
J ′β,(un) → 0 in E∗ as n → ∞, (5.4)
where c < 0 and c → 0 as  → 0. In addition, up to a subsequence, there holds un → u0
strongly in E, and u0 is a weak solution of (1.10) with Jβ,(u0) = c .
Proof. Let r be given by (ii) of Lemma 3.1, i.e. Jβ,(u) > ϑ > 0 for all u with ‖u‖E = r .
Since r → 0 as  → 0, one can choose 3: 0 < 3 < 2 such that when 0 <  < 3,
r <
(
N − β
N
αN
α0
)N−1
N
. (5.5)
By (H1) and (H2), we have
F(x,u) b1|u|N + b2|u|ζ
(
N,α0‖u‖N/(N−1)E (|u|/‖u‖E)N/(N−1)
)
. (5.6)
Here again ζ(·,·) is defined by (2.1). When ‖u‖E  r , we have α0‖u‖N/(N−1)E < (1 − β/N)αN .
It then follows from Lemma 2.1 and Theorem A that F(x,u)/|x|β is bounded in Lp(RN) ∩
L1(RN) for some p > 1 when ‖u‖E  r . Hence Jβ, has lower bound on the ball Br =
{u ∈ E: ‖u‖E  r}.
The closure of Br , Br ⊂ E is a complete metric space with the metric given by the norm
of E, convex and Jβ, is of class C1 and has lower bound on Br . By the Ekeland’s variational
principle [36], there exists a sequence (un) ⊂ Br such that (5.3) and (5.4) hold.
By (iii) of Lemma 3.1, c < 0. Since r → 0 as  → 0, noticing (5.6), we have by using the
Hölder inequality and Lemma 2.4
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‖u‖Er
∫
RN
F (x,u)
|x|β dx → 0, sup‖u‖Er
∫
RN
hudx → 0
as  → 0. This implies c → 0 as  → 0.
Now we are proving the last assertion. Assume un ⇀ u0 weakly in E. (5.4) is equivalent to∣∣〈J ′β,(un),φ〉∣∣ τn‖φ‖E, ∀φ ∈ E, (5.7)
where τn → 0 as n → ∞. Recalling (3.2) and choosing φ = un − u0 in (5.7), we have∫
RN
(|∇un|N−2∇un∇(un − u0) + V (x)|un|N−2un(un − u0))dx
−
∫
RN
f (x,un)
|x|β (un − u0) dx − 
∫
RN
h(un − u0) dx = on(1),
where on(1) → 0 as n → ∞. Hölder inequality together with (5.5), Theorem A and Lemma 2.4
implies that ∫
RN
f (x,un)
|x|β (un − u0) dx = on(1), 
∫
RN
h(un − u0) dx = on(1).
Hence ∫
RN
(|∇un|N−2∇un∇(un − u0) + V (x)|un|N−2un(un − u0))dx = on(1). (5.8)
On the other hand, since un ⇀ u0 weakly in E, we obtain∫
RN
(|∇u0|N−2∇u0∇(un − u0) + V (x)|u0|N−2u0(un − u0))dx = on(1). (5.9)
Subtracting (5.9) from (5.8), using a well-known inequality (see for example Chapter 10 of [27])
22−N |b − a|N  〈|b|N−2b − |a|N−2a, b − a〉, ∀a, b ∈ RN, (5.10)
we obtain ‖un − u0‖NE → 0 and thus un → u0 strongly in E as n → ∞. Since Jβ, ∈ C1(E,R),
there hold Jβ,(u0) = c and J ′β,(u0) = 0, i.e. u0 is a weak solution of (1.10). 
Step 3. There exists 0: 0 < 0 < 3 such that if 0 <  < 0, then uM ≡ u0.
Proof. Suppose by contradiction that uM ≡ u0. Then vn ⇀ u0 weakly in E. By (5.1),
Jβ,(vn) → cM > 0,
∣∣〈J ′ (vn),φ〉∣∣ γn‖φ‖E (5.11)β,
Y. Yang / Journal of Functional Analysis 262 (2012) 1679–1704 1701with γn → 0 as n → ∞. On one hand, by Lemma 3.4, we have∫
RN
F (x, vn)
|x|β dx →
∫
RN
F (x,u0)
|x|β dx as n → ∞. (5.12)
Here and in the sequel, we do not distinguish sequence and subsequence. On the other hand,
since vn ⇀ u0 weakly in E, it follows from the Hölder inequality and Lemma 2.4 that∫
RN
hvn dx →
∫
RN
hu0 dx as n → ∞. (5.13)
Inserting (5.12) and (5.13) into (5.11), we obtain
1
N
‖vn‖NE = cM +
∫
RN
F (x,u0)
|x|β dx + 
∫
RN
hu0 dx + on(1). (5.14)
In the same way, one can derive
1
N
‖un‖NE = c +
∫
RN
F (x,u0)
|x|β dx + 
∫
RN
hu0 dx + on(1). (5.15)
Combining (5.14) and (5.15), we have
‖vn‖NE − ‖u0‖NE = N
(
cM − c + on(1)
)
. (5.16)
From Step 2, we know that c → 0 as  → 0. This together with (5.2) leads to the existence of
0: 0 < 0 < 3 such that if 0 <  < 0, then
0 < cM − c < 1
N
(
N − β
N
αN
α0
)N−1
. (5.17)
Write
wn = vn‖vn‖E , w0 =
u0
(‖u0‖NE + N(cM − c))1/N
.
It follows from (5.16) and vn ⇀ u0 weakly in E that wn ⇀w0 weakly in E. Notice that∫
RN
ζ(N,α0|vn|N/(N−1))
|x|β dx =
∫
RN
ζ(N,α0‖vn‖N/(N−1)E |wn|N/(N−1))
|x|β dx.
By (5.16) and (5.17), a straightforward calculation shows
lim
n→∞α0‖vn‖
N
N−1
E
(
1 − ‖w0‖NE
) 1
N−1 <
(
1 − β
)
αN.N
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in Lq(RN) for some q > 1. By (H1),∣∣f (x, vn)∣∣ b1|vn|N−1 + b2ζ (N,α0|vn| NN−1 ).
Then it follows from the continuous embedding E ↪→ Lp(RN) for all p  1 that f (x, vn)/|x|β
is bounded in Lq1(RN) for some q1: 1 < q1 < q . This together with Lemma 2.4 and the Hölder
inequality gives∣∣∣∣ ∫
RN
f (x, vn)(vn − u0)
|x|β dx
∣∣∣∣ ∥∥∥∥f (x, vn)|x|β
∥∥∥∥
Lq1 (RN)
‖vn − u0‖
L
q′1 (RN)
→ 0, (5.18)
where 1/q1 + 1/q ′1 = 1.
Taking φ = vn − u0 in (5.11), we have by using (5.13) and (5.18) that∫
RN
(|∇vn|N−2∇vn∇(vn − u0) + V (x)|vn|N−2vn(vn − u0))dx → 0. (5.19)
However the fact vn ⇀ u0 weakly in E leads to∫
RN
(|∇u0|N−2∇u0∇(vn − u0) + V (x)|u0|N−2u0(vn − u0))dx → 0. (5.20)
Subtracting (5.20) from (5.19), using the inequality (5.10), we have
‖vn − u0‖NE → 0.
This together with (5.16) implies that
cM = c,
which is absurd since cM > 0 and c < 0. Therefore we end Step 3 and complete the proof of
Theorem 1.2. 
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