In this paper, we examined and compared the forecast performances of the dynamic Nelson-Siegel (DNS), dynamic Nelson-Siegel-Svensson (DNSS), and arbitrage-free Nelson-Siegel (AFNS) models after the financial crisis period. The best model for the forecast performance is the DNSS model in the middle and long periods. The AFNS is inferior to the DNS model for long-period forecasting. In U.S. bond markets, AFNS is shown to be superior to DNS in the U.S. However, for Japanese data, there is no evidence that the AFNS is superior to the DNS model in the long forecast horizon.
Introduction
After the financial crisis, the Japanese economy faced an economic environment unlike it had ever experienced before. In January 2013, under the new governor of the central bank, the Bank of Japan began carrying out a new monetary policy framework. In general, this is called the "unconventional monetary policy".
In this paper, we examine and compare forecast performances for Japanese Government Bonds (JGB) from the financial crisis onwards. To analyze the dynamics of JGB yield, we adopt the Dynamic Nelson-Siegel (DNS), Dynamic Nelson-Siegel-Svensson (DNSS) , and Arbitrage-free Nelson-Siegel (AFNS) models. The former two models are curve-fitting models, which do not impose theoretical fundamentals such as arbitrage pricing theory. On the other hand, the last model imposes the arbitrage pricing theory and, thus, it is theoretically more rigorous than the former two models.
To forecast the future dynamics of the yield curves is a key concern of economists, policymakers, and those in the private sector, as the dynamics of the yields are considered to include the expectations of the market. If we can forecast the dynamics of the yield curve or term structure of interest rates, we may capture future fluctuations of the economic fundamentals. Therefore, forecasting the term structure of interest rates is a major step towards discerning the economic activity of a country.
This study provides one main result: The DNSS model is the best, among the three models, to forecast future yields; it outperforms the random walk model (a benchmark model) for 6-and 12-month forecasts. Moreover, the AFNS model is inferior to the DNS model for long forecast horizons, with evidence suggesting that the arbitrage-free assumption is not appropriate for long-period forecasting; although, Christensen et al. (2011) showed that the AFNS model is superior to the DNS in terms of forecasting performance.
The next sub-section reviews the literature. The organization of the paper is at end of the section.
Literature Review
The literature of the curve-fitting model started with the pioneering work of Nelson and Siegel (1987) . Diebold and Li (2006) extended the cross-sectional Nelson-Siegel model to the time series. We
The Framework of the DNS and the DNSS Model
In the continuous-time model, the bond price P(t, T) of the maturity (T − t) and the yield y(t, T) at time t are represented as: P(t, T) = e −(T−t)y(t,T) .
The instantaneous forward rate is represented as:
Then, the yield is written as: Nelson and Siegel (1987) proposed the following forward rate:
f (t, T) = β 1 + β 2 e −λ(T−t) + β 3 (T − t)λe −λ(T−t) ,
where β and λ are parameters. This model is a three-factor model. Substituting Equation (4) into Equation (3), we obtain the Nelson-Siegel yield function:
y(t, T) = β 1 + 1 − e −λ(T−t) λ(T − t) β 2 + 1 − e −λ(T−t) λ(T − t) − e −λ(T−t) β 3 . Svensson (1994) extended the three-factor Nelson-Siegel model to a four-factor model. In general, the extended version of the Nelson-Siegel model, which was proposed by Svensson (1994) , is called the generalized Nelson-Siegel model. Its forward rate is written as: f (t, T) = β 1 + β 2 e −λ 1 (T−t) + β 3 (T − t)λ 1 e −λ 1 (T−t) + β 4 (T − t)λ 2 e −λ 2 (T−t) .
Substituting Equation (6) into Equation (3), we obtain the Nelson-Siegel-Svensson yield:
y(t, T) = β 1 + 1−e −λ 1 (T−t) λ 1 (T−t) β 2 + 1−e −λ 1 (T−t) λ 1 (T−t)
− e −λ 1 (T−t) β 3 + 1−e −λ 2 (T−t) λ 2 (T−t)
− e −λ 2 (T−t) β 4 .
(7) Diebold and Li (2006) proposed the dynamic Nelson-Siegel model by allowing time-varying parameters. For convenience, we denote y(t, T) by y t (τ) with τ = T − t. The DNS model is written as:
1 − e −λ t τ λ t τ + β 3t 1 − e −λ t τ λ t τ − e −λ t τ ,
where t denotes time. Similarly, the DNSS is described as:
y t (τ) = β 1t + β 2t 1 − e −λ 1t τ λ 1t τ + β 3t 1 − e −λ 1t τ λ 1t τ − e −λ 1t τ + β 4t 1 − e −λ 2t τ λ 2t τ − e −λ 2t τ .
In the next section, we show the empirical models of Equations (8) and (9).
Affine Term Structure Model
In this sub-section, following Duffie and Kan (1996) , we show the properties of the affine term structure model. Suppose that N state variables follow a vector autoregression(VAR)(1) process under the physical measure denoted by P. The continuous representation of the VAR (1) process is:
where κ P is an N × N matrix, θ P is an N × 1 matrix, Σ is an N × N matrix, and W P t is a Brownian motion under the physical measure P. This form is called the Ornstein-Uhlenbeck process, as used in Vasicek (1977) .
Suppose that the risk premium Γ t is defined in the essentially affine form, as proposed by Duffee (2002) ,
where the scalar Γ 0 is a constant term, and Γ 1 is an N × 1 matrix. Under the risk-neutral measure Q, the process dW Q t is defined 4 as:
Substituting Equation (12) into Equation (10), the risk-neutral measure process of dX t is derived as:
where κ Q is an N × N matrix, θ Q is an N × 1 matrix, and W Q is a Brownian motion under the risk-neutral measure Q.
Suppose that the instantaneous risk-free rate (r) is also an affine function:
where ρ 0 is a scalar and ρ 1 is a row vector. The zero-coupon bond prices are an exponential affine function:
P(t, T) = exp B(t, T) X t + C(t, T) ,
where B(t, T) and C(t, T) are the solutions of the ordinary differential equations: dB(t, T) dt = ρ 1 + κ Q B(t, T), and (16) dC(t, T) dt
(Σ B(t, T)B(t, T)Σ),
4
In real world, investors and market participations behave with risk-aversion, so that we need to consider the risk premium to ensure the model is risk-neutral.
where n denote the number of the factor. When B(T, T) = 0 and C(T, T) = 0, the zero-coupon bond price P(t, T) is equal to one. This implies that the bond price corresponds with the par value at maturity, so that the boundary conditions are B(T, T) = 0 and C(T, T) = 0. From the price function of the zero-coupon bond prices, the yield function is written as:
This function is also the affine function. The details of the derivation are in Appendix A.
Continuous-Time AFNS Framework
In the previous two sub-sections, we have shown the derivations of DNS models and the affine term structure model. In this sub-section, following Christensen et al. (2011) , we derived the AFNS model by combining the DNS model with the affine term structure model. In the three-factor model, the j-th elements of B(t, T) in Equation (18), denoted by B j , are as follows:
Then, Equation (18) is written as
This equation matches DNS model, except for the last term-which is often called the yield adjustment term or Jensen's inequality term. This term arises from the convexity of the function and plays a role describing the non-linearity of the yield curve.
When we suppose the three-factor model, Equations (16) and (17) are rewritten as:
From Equation (23) and the relationship
we obtain
Integrating Equation (26), we get:
From the boundary condition B(T, T) = 0, the solution is:
When we impose the following structure 5 ,
and
From the structures (30) and (31),
Substituting above results into the ordinary differential equation system (29), we obtain:
and the solution is:
Each element of Equation (33) corresponds to , respectively, such that we can set the DNS model into the affine term structure model, except for the term C(t, T).
Next, we consider the yield adjustment term −C(t, T)/(T − t). From Equation (24), we can analytically derive the yield adjustment term. In the risk-neutral measure Q, θ Q is zero. Therefore, the yield adjustment term is:
As for the dynamics of the state transition equations, there are two patterns in the yield adjustment term, depending on whether the factor dynamics are independent or correlated. If the state factor has independent factor dynamics, the volatility matrix Σ is represented as:
5
The derivation of the restriction is in the Appendix A of Christensen et al. (2011) . Then, the yield adjustment term is written as: On the other hand, if the factor dynamics are correlated, the volatility matrix Σ is represented as 6 :
Then, the yield adjustment term is:
where: D = σ 11 σ 21 + σ 12 σ 22 + σ 13 σ 23 , E = σ 11 σ 31 + σ 12 σ 32 + σ 13 σ 33 ,
The details of the derivation of Equations (36) and (38) are in Appendix A. The yield adjustment term depends only on the time of maturity τ (= T − t). Therefore, it is a constant value with time t. Moreover, as the maturity becomes larger, the value of the yield adjustment term is larger.
Discrete-Time AFNS
As it is easier to match data with a discrete AFNS model, rather than with the continuous version, we derive the discrete-time AFNS model, following Niu (2012) . Under the physical measure P, the dynamics of the state variables are written as:
There are the nine volatility parameters, but they are not separately identified. Only the six terms A, B, C, D, E, and F can be identified. Following Christensen et al. (2011) , we specify the matrix as the triangular volatility matrix,
. Krippner (2015) suggested using the Cholesky decomposition representation. where η P t P ∼ N(0, Q). Under the risk-neutral measure Q, the dynamics of the state variables are written as:
where η Q t ∼ N(0, Q). The discrete versions 7 of Equations (23) and (24) are represented as:
where:
and:
From Equations (41) and (44), we obtain:
We have that Equation (45) is the discrete version of Equation (33). Moreover, in the risk-neutral measure Q, θ Q = 0. Therefore, the yield adjustment term of the discrete version is written as:
Substituting Equations (43) and (44) into Equation (19), we obtain the discrete-time AFNS model as:
where C(t, T) is given by Equation (46). Until now, we have shown theoretical models of DNS, DNSS, and AFNS (continuous-and discrete-time versions). In the next section, we show empirical models of Equations (8), (9), and (45). Moreover, we compare the forecast performances of the yields.
Empirical Models
For the purpose of evaluating forecasting performance of the three yield curve models, it is convenient to represent the empirical counterparts of the theoretical models explicitly.
7
The elements of the column vector ρ 1 are a difference between the continuous version and the discrete version. However, it
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As we cannot observe the state variables, we must estimate them first. As Piazzesi (2010) used, the most frequently used way of estimating state variables is to use the principal component method. As Litterman and Scheinkman (1991) first showed, it is usually considered that the yield curve is explained almost by the first principal components. Moreover, the first, second, and third components are usually identified as the level, slope, and curvature of the yield curve, respectively.
In this paper, we supposed that the transition equation of the state variables followed a VAR (1) process, and that the state variables were uncorrelated or correlated with each other. The uncorrelated transition equation of the state variables is represented as:
where µ is a vector of means. The variance-covariance matrix of the stochastic shocks is represented as:
From Equation (8), the empirical model of DNS is represented as:
where ε t (τ i ) is the measurement error and i.i.d. white noise and τ N denotes a maturity N. Similarly, we consider the uncorrelated state dynamics for the DNSS,
where the variance-covariance matrix of the stochastic shocks is represented as:
From Equation (9), the empirical model of DNSS is represented as:
From Equation (39), suppose that the state transition equation of AFNS also follows a VAR (1) process, as in DNS:
where the stochastic shock variance-covariance matrix is represented as:
From Equation (45), the empirical model of AFNS is represented as:
There is a yield adjustment term C(t, T)/(T − t) in this equation, which generates a different forecast than the DNS model. Simply stated, the arbitrage-free condition imposes this term, which is a feature of the AFNS and affine term structure models that distinguishes them from curve-fitting models. The derivation of the AFNS model, in detail, is in Appendix A.
Next, we considered the correlated transition equation of the state variables. The representations of the state transition equation of the correlated state variables are as follows:
The variance-covariance matrixes of η t are written as:
Even though each state variable is correlated, the empirical DNS, DNSS, and AFNS models have the same representation.
In summary, we can write the above equation simply, in matrix representation. Each state transition equation of the DNS, DNSS, and AFNS models, in matrix form, is represented as:
where X t is a 3 × 1 matrix (DNS and AFNS) or 4× 1 matrix (DNSS), A is a state transition matrix of 3 × 3 (DNS and AFNS) or 4 × 4 (DNSS), H t is a N × 1 matrix such that H t ∼ N(0, Q), and Q is a variance-covariance matrix of 3 × 3 (DNS and AFNS) or 4 × 4 (DNSS).
In matrix representation, the empirical DNS and DNSS models are represented as:
where Y t is a N × 1 matrix, B t is a matrix of 3 × N (DNS) or 4 × N (DNSS), and t is a N × 1 matrix such that t ∼ N(0, I).
On the other hand, the empirical model of AFNS is represented as:
where C is the yield adjustment term, which is a N × 1 matrix corresponding to the term −C(t, T)/(T − t) in Equation (23) or (45).
Estimation
In this section, we explained the details of the data used in the empirical analysis and report the estimated parameters and the state variables of the DNS, DNSS, and AFNS models. We employed monthly JGB zero-coupon yield from September 2009 to June 2015. The zero-yields were calculated 8 using the treasury discount bill and the prevailing interest rates, published by the Ministry of Finance. The maturities are 3, 6, 12, 24, 36, 48, 60, 72, 84, 96, 108, 120, 180, 240, 300, 360 , and 480 months. Figure 1 is the JGB zero-yield curve (September 2009 to June 2015 .
In the first step, we estimated the scale parameters λ, λ 1 , and λ 2 for the DNS and DNSS models using non-linear least-squares. In the second step, we estimated the state variables for the DNS and DNSS models using the estimated parameters λ, λ 1 , and λ 2 , and OLS. Moreover, we estimated the transition matrix A and the variance-covariance matrix Q for each independent and correlated state variable. The estimated state variables for DNS are invalid for using for the AFNS, since the constant term includes a bias. Using the estimated variance-covariance matrix, we could obtain the values of −C(t, T)/(T − t) from Equation (42). Subtracting the yield adjustment term −C(t, T)/(T − t) from the yields, we excluded the constant term bias, so that we could estimate the state variable for the AFNS model.
In this sub-section, we estimated the scale parameters , , and of the DNS and DNSS models (Equations (5) and (7)). The estimation method was non-linear least-squares. As this model is a numerical approximation method, we needed to determine the initial values of the parameters. We set the initial values as = = = = 0 , = = 0.0327 9 , and = 0.01635 10 . The Levenberg-Marquardt algorithm was used to approximate the values numerically. Figure 1 plotted the Japanese government bond Zero-Yield curve. We used the yields of maturities of 3, 6, 12, 24, 36, 48, 60, 72, 84, 96, 108, 120, 180, 240, 300, 360 , and 480 months, and the term was from September 2009 to June 2015 monthly data. To calculate the zero-yield of the Japanese government bond, the treasury bill and the prevailing interest rates, which are published by the Japanese Ministry of Finance were used. To interpolate of the missing maturities, the cubic spline was used.
As the DNS and DNSS are time-series models, we approximated each parameter, using nonlinear least-squares, at each time point. The estimated DNS and DNSS models are written as:
respectively. In the DNS and DNSS models, the parameters , , and changed over time. However, in previous studies (Diebold and Li (2006) ; Christensen et al. (2011) , and Diebold and Rudebusch (2013) ), the parameters were defined to be constant throughout time, as the fluctuation of the values is small in each time point and to ensure the stability of the estimation results. Therefore, we adopted the averages of , , , and , as the parameters , , and , respectively. From the estimation, we obtained the estimated parameters 11 = 0.004, = 0.016, and = 0.012. Moreover, suppose Figure 1 plotted the Japanese government bond zero-coupon yield curve. We used the yields of maturities of 3, 6, 12, 24, 36, 48, 60, 72, 84, 96, 108, 120, 180, 240, 300, 360 , and 480 months, and the term was from September 2009 to June 2015 monthly data. To calculate the zero-yield of the Japanese government bond, the treasury bill and the prevailing interest rates, which are published by the Japanese Ministry of Finance were used. To interpolate of the missing maturities, the cubic spline was used.
Estimation of the Values of λ
In this sub-section, we estimated the scale parameters λ, λ 1 , and λ 2 of the DNS and DNSS models (Equations (5) and (7)). The estimation method was non-linear least-squares. As this model is a numerical approximation method, we needed to determine the initial values of the parameters. We set the initial values as X 1 = X 2 = X 3 = X 4 = 0, λ = λ 1 = 0.0327 9 , and λ 2 = 0.01635 10 . The Levenberg-Marquardt algorithm was used to approximate the values numerically.
As the DNS and DNSS are time-series models, we approximated each parameter, using non-linear least-squares, at each time point. The estimated DNS and DNSS models are written as:
and:ŷ
respectively. In the DNS and DNSS models, the parametersλ,λ 1 , andλ 2 changed over time. However, in previous studies (Diebold and Li (2006) ; Christensen et al. (2011) , and Diebold and Rudebusch (2013) ), the parameters were defined to be constant throughout time, as the fluctuation of the values is small in each time point and to ensure the stability of the estimation results. Therefore, we adopted the averages ofλ t ,λ 1,t , andλ 2,t as the parameters λ, λ 1 , and λ 2 , respectively. From the estimation, we obtained the estimated parameters 11 λ = 0.004, λ 1 = 0.016, and λ 2 = 0.012. Moreover, suppose that the value λ of the DNS model was identical to λ in the AFNS model 12 . From the estimated λ, λ 1 , and λ 2 , the factor loadings on β 1 , β 2 , β 3 , and β 4 of the DNS and DNSS models were calculated. Then, X 1 , X 2 , X 3 , and X 4 was simply a rewriting of each β.
9 Fujii and Takaoka (2007) reported the estimated parameter λ = 0.0327. 10 Bjork and Christensen (1999) imposed the restriction that λ 1 = 2λ 2 . 11 For U.S. data, Diebold and Rudebusch (2013) adopted λ 1 = 0.0609 and λ 2 = 0.0295. 12 Christensen et al. (2011) estimated each λ of the DNS and the AFNS model separately; however, the values were almost the same.
The dynamics of the factor loadings through the maturity τ are described in Figure 2 . Figure 2A shows the dynamics of the factor loadings of the DNS model and Figure 2B shows the dynamics of those of the DNSS model. The first factor loading is a constant through the maturity. The second factor loading starts at 1 and goes to 0 gradually, so that it affects short-term yields. The third factor loading starts at 0 and rises in the medium-term, after which it goes to 0 again. The fourth factor loading also starts 0. Its dynamics are initially the same as the third factor. However, the fourth factor loading affects longer-term yields than the third factor loading. As we can see from the above results, the second factor loading was a short-term factor, the third was a medium-term factor, and the fourth was a medium-to long-term factor. Int. J. Financial Stud. 2019, 7, x FOR PEER REVIEW 12 of 34 that the value of the DNS model was identical to in the AFNS model 12 . From the estimated , , and , the factor loadings on , , , and of the DNS and DNSS models were calculated. Then, , , , and was simply a rewriting of each . The dynamics of the factor loadings through the maturity are described in Figure 2 . Figure  2A shows the dynamics of the factor loadings of the DNS model and Figure 2B shows the dynamics of those of the DNSS model. The first factor loading is a constant through the maturity. The second factor loading starts at 1 and goes to 0 gradually, so that it affects short-term yields. The third factor loading starts at 0 and rises in the medium-term, after which it goes to 0 again. The fourth factor loading also starts 0. Its dynamics are initially the same as the third factor. However, the fourth factor loading affects longer-term yields than the third factor loading. As we can see from the above results, the second factor loading was a short-term factor, the third was a medium-term factor, and the fourth was a medium-to long-term factor.
(A) (B) 
Estimation of Latent State Variables
In the previous sub-section, we specified the values of λ, λ 1 , and λ 2 . In this sub-section, we estimated the unobservable state variables of the DNS, DNSS, and AFNS models. However, the AFNS model includes a constant term. Hence, we cannot use the state variables of the DNS model 13 for the AFNS model, due to the constant term bias. The estimation method for the AFNS model was described later. Here, we carried on the estimation of the second step. If we estimated the parameters without separating between the first step and the second step (i.e., using one-step estimation), we needed to use a state space estimation, such as a Kalman filter. This method imposes a large burden numerically and it is possible that the estimation result is only locally convergent. On the other hand, if we used the multiple regression method, once the value of λ was determined, we could estimate the state variables easily using OLS and, so, we separated the estimation: The first step 14 estimated the scale parameter λ, and the second step estimated the state variables using the value obtained in the first step.
First, we considered the estimation of the state variables in the DNS and DNSS models. Taking the values of λ, λ 1 , and λ 2 as above and substituting them into Equations (66) and (67), the parameterŝ β 1,t ,β 2,t ,β 3,t , andβ 4,t were estimated using ordinary least-squares at any one point. Moreover, since the estimatedβ i,t corresponds to the unobservable variables at each time-point, the time-series of each estimated parameter was regarded as the time series of the state variables. Therefore, we redefined the parameters, (β DNS ). Next, we explained how we estimated the state variables in AFNS. Although the number of the state variables was the same as the DNS model, the AFNS includes the constant term C, as shown in Equation (63). Therefore, we could not directly apply the estimated state variables in the DNS to the AFNS, as such a method causes the constant term bias. To correct the bias, we needed to estimate the state variables after subtracting the constant term from the yield.
DefiningẐ t (τ) ≡ŷ t (τ) −Ĉ, we have:
from Equation (47). We obtained the estimateĈ from Equation (46), assuming that the variance-covariance matrix Q of the AFNS model was the same as that of the DNS model. As we assumed that the parameter λ of the AFNS model should be the same as that of the DNS model, we could apply the OLS method to Equation (68). Table 1 reports the mean, standard deviation, and the 1-and 12-month lag autocorrelations of the estimated state variables for the DNS, DNSS, and AFNS models. In the state variables for the DNS and DNSS models, there was no difference between the independent or correlated cases, since the state variables were identical.
We saw two remarkable features in the AFNS model. First, regardless of whether the yield adjustment term was independent or correlated, the state variable had a strong auto-correlation with the 1-month lag. Second, the auto-correlation decayed with the 12-month lag. The sign of the mean was the same between the first and second state variables of the DNS and AFNS models.
Estimation of the Transition Matrix
Now, we proceeded to the estimation of the transition matrix A in Equations (48), (51), and (54). In this estimation, the data set was the estimated state variables of the previous sub-section. When estimating Equation (48), the covariance matrix Q was estimated as the sample covariance matrix of the error terms. Table 2 reports the estimation results for the transition matrix and Table 3 reports the variance-covariance matrix. Note: The variance-covariance matrix Q of AFNS is identical to that of DNS.
As Table 2 indicates, almost all of the diagonal elements of the transition matrix were statistically significant in all models. Note that, by assumption, the transition matrix of each DNS model was identical to that of the AFNS model, and that the covariance matrix Q of the AFNS model was identical to that of the DNS model.
As already explained in Section 4.2, we could calculate the yield adjustment term C of the AFNS model from the estimated variance-covariance matrix Q. However, due to large volatility, the yield adjustment term of the AFNS model with independent error term became too huge. Each element of the variance-covariance matrix was from two to ten times larger than what Christensen et al. (2011) 15 obtained using U.S. data. For example, our estimated Q results in a yield adjustment term of about 20,000 bps for a 480-month maturity. As this is extremely unrealistic, in what follows, we omitted the results of the AFNS model with independent error terms.
Results: Forecasting Performances of the Three Models
In this section, we estimated the root mean square forecast error (RMSFE) of the 1-month, 3-month, 6-month, and 12-month forecasts for each of the three models.
Out-of-Sample Forecasting: Comparison of Forecasting Performances
We defined the h period forecast of the yield with maturity tau at time t as y t+h,t (τ). As in Christensen et al. (2011) , the forecasting measurement equations of the three models are written, respectively, as:
15 Christensen et al. (2011) reported that the variance-covariance matrix was y AFNS t+h,t
where −Ĉ (τ) τ is the yield adjustment term. As the transition dynamics are first-order, we can write the expectation of the state variables at t + h as:
where X t denotes the column vector of the state variables. In this paper, we employed the random walk model (without a drift term) as a benchmark model. This paper investigated the 1-, 3-, 6-, and 12-month ahead forecast (h = 1,3,6,12). In out-of-sample forecast, these models were estimated only one time over the full sample periods (September 2009 to June 2015 16 ) and then used for forecasting h-month ahead horizon (h = 1,3,6,12). Tables 4-7 report the root mean square forecast error (RMSFE) 17 of the 1-, 3-, 6-, and 12-month forecasts, respectively. In the tables, the smallest RMSFE is boxed for each maturity and horizon. As these tables show, DNSS was clearly the best forecasting model among the three models for 6-and 12-month forecast horizons. Between two types of the DNSS models, the DNSS model based on the transition equation of the independent (uncorrelated) state variable was superior to the correlated model. It is clear to see that all of the off-diagonal elements of the transition matrix were statistically highly significant in the DNSS model. This superiority is plausible, because the DNSS model is theoretically the generalized model of the DNS model. We can say that the generality of the DNSS model was confirmed by our result. On the other hand, the random walk model was superior to the Nelson-Siegel class of models in the short-period forecast horizons. Table 8 shows the Diebold and Mariano test (Diebold and Mariano (1995) ) for testing forecast accuracy. We compared the forecast accuracy of the DNSS model with the random walk model for the 6-and 12-month forecast horizons. The positive bold value shows that the DNSS model outperformed the random walk model at a 5% statistically significant level. 17 The RMSFE is the forecast error using the estimated value from Equation (72). We calculate the RMSFE as Next, we compared the forecasting performance of the DNS model with the AFNS model 18 . Theoretically, an arbitrage opportunity should be exploited by the market force. If there remains an arbitrage opportunity in the real world, the market is considered inefficient.
From the results for the 1-, 3-, and 6-month forecast horizons, the correlated AFNS was superior to each DNS model in almost all of the maturities. However, as Table 7 shows, the 12-month forecast performance of the AFNS model was inferior to that of the DNS model. The results suggest that the imposition of an arbitrage-free condition does not improve long forecast performance.
Our results provide evidence against those in Christensen et al. (2011) and Diebold and Rudebusch (2013) . They argued that the AFNS model improved the out-of-sample forecast for almost all maturities and horizons for the U.S. bond market. Our results indicated that the imposition of an arbitrage-free condition restricts the long-forecasting performance of the AFNS model for JGB yields.
The first plot in Figure 3 depicts the 3-month forecast yields of each model. Each model captured the actual yield well, as shown by the first and second plots for the 3-and 6-month forecast yields of each model. The forecast performance became poorer as the forecasting horizon becomes longer 19 .
The correlated AFNS captured the convexity due to the yield adjustment term, while the DNS model and the DNSS model did not capture that effect. We could see a large difference between the two curve-fitting models and the affine term structure model. Moreover, the plot of the DNS model was U-shaped and that of the DNSS model was S-shaped; such a difference in shape between models arose from the fourth term of the DNSS model. The figures suggest that the DNSS model captured the dynamics of the yield more flexibly than the DNS model.
In addition to the above analysis of the forecast accuracy, this paper investigated the cumulative of the squared forecast errors to compare the forecast accuracy of the models with the benchmark model. Figure 4 shows the cumulative of the squared forecast errors of the JGB yields of the 3-month, 1-, 5-, and 10-year maturity. The cumulative of the squared forecast errors imply that the upward (downward) trend in the plot suggest that the models are inferior (superior) to the benchmark model (the random walk model). In the forecasting the JGB yields of 3-month maturity and 1-year maturity, the cumulative of the squared errors of the DNS model shows the downward trend for long-forecast horizon. On the other hand, the cumulative of the squared errors of the DNSS model shows the downward trend for the long forecast horizon. These results provide the evidence that the DNS and the DNSS model is more useful for forecasting the long-term horizon than the random walk model from the perspective of the cumulative of the squared forecast errors. (downward) trend in the plot suggest that the models are inferior (superior) to the benchmark model (the random walk model). In the forecasting the JGB yields of 3-month maturity and 1-year maturity, the cumulative of the squared errors of the DNS model shows the downward trend for long-forecast horizon. On the other hand, the cumulative of the squared errors of the DNSS model shows the downward trend for the long forecast horizon. These results provide the evidence that the DNS and the DNSS model is more useful for forecasting the long-term horizon than the random walk model from the perspective of the cumulative of the squared forecast errors.
(A) 3-month maturity 19 Bank of Japan employed the unconventional monetary policy and the negative interest rate policy after 2000s, so the term structure of interest rates is very sensitive to the changes of the policy stance. Especially, the longterm forecast is affected by the changes of the policy stance. Figure 5 shows the cumulative of the squared errors of the forecasting of the JGB yields of the 3-month, 1-, 5-, and 10-year maturity. The cumulative of the squared forecast errors imply that the upward (downward) trend in the plot suggest that the models are inferior (superior) to the benchmark model (the random walk model).
cumulative of squared forecast errors
Cumulative squared forecast errors
Cumulative of squared forecast errors Figure 4 . Cumulative of the squared forecast errors. Note: Figure 5 shows the cumulative of the squared errors of the forecasting of the JGB yields of the 3-month, 1-, 5-, and 10-year maturity. The cumulative of the squared forecast errors imply that the upward (downward) trend in the plot suggest that the models are inferior (superior) to the benchmark model (the random walk model).
confirm that the magnitude of the volatility effect grew larger with longer maturities, in agreement with Diebold and Rudebusch (2013) . The magnitude of the volatility effect was 9.8 bp for a 120-month maturity and 126 bp for a 300-month maturity. Hence, we might be able to ignore the effect for maturities from 3-to 120-months, which were practically well used. However, when we are interested in longer-term maturities, such as 300-and 480-month maturities, the volatility effect should be taken into account in the analysis. 
Conclusions
This study investigated the forecasting performances for yields by the DNS, DNSS, and AFNS models. The DNS and DNSS models are curve-fitting models, which do not impose an arbitrage-free condition. On the other hand, the AFNS model is an affine term structure model based on the arbitrage-free theory.
Following Christensen et al. (2011) and Diebold and Rudebusch (2013) , we first introduced the theoretical and empirical framework of the three models. The AFNS was different from the other two models, in that includes a yield adjustment term in the yield curve equation.
Second, our study provided evidence that the DNSS model was the best model, in terms of forecast performance for yields in JGB markets. The forecast performance of the AFNS model was inferior to the DNS model for the 12-month forecast horizon. Our results were in contrast with those 20 The volatility effect is identical to the yield adjustment term. 
Volatility Effect
As the yield adjustment term depends on the volatility matrix, it is often called the volatility effect. In this sub-section, we refer to the yield adjustment term as the volatility effect and discuss it for JGB markets. Diebold and Rudebusch (2013) argued that the volatility effect can be negligible in most periods, but may become larger in some periods. They also argued that the effect becomes larger with longer maturities.
The volatility effect generated a large difference between the DNS, DNSS, and AFNS models, since it affects the value of the state variables. As discussed in Section 4.1, it caused the constant term bias. The volatility effect arose from the non-linearity of the yield curve. It can be paraphrased mathematically as the Jensen's inequality term. In the economic literature, it has often been ignored, as a negligible quantity. However, with the exception of in finance research, this concept is typically not discussed at length. Figure 4 shows the volatility effect, which was calculated 20 from the yield adjustment terms of the AFNS model. The volatility effect depended only on maturity, independent of the time. We can confirm that the magnitude of the volatility effect grew larger with longer maturities, in agreement with Diebold and Rudebusch (2013) . The magnitude of the volatility effect was 9.8 bp for a 120-month maturity and 126 bp for a 300-month maturity. Hence, we might be able to ignore the effect for maturities from 3-to 120-months, which were practically well used. However, when we are interested in longer-term maturities, such as 300-and 480-month maturities, the volatility effect should be taken into account in the analysis.
Conclusions
Following Christensen et al. (2011) and Diebold and Rudebusch (2013) , we first introduced the theoretical and empirical framework of the three models. The AFNS was different from the other two models, in that includes a yield adjustment term in the yield curve equation. Second, our study provided evidence that the DNSS model was the best model, in terms of forecast performance for yields in JGB markets. The forecast performance of the AFNS model was inferior to the DNS model for the 12-month forecast horizon. Our results were in contrast with those of Christensen et al. (2011) and Diebold and Rudebusch (2013) , which showed that the AFNS model was superior to the DNS model for U.S. bond data. For JGB markets, the imposition of the arbitrage-free condition did not improve the forecast performance for relatively long forecasting horizons.
The volatility effect was negligibly small for the short maturities. On the other hand, the longer the maturity was, the bigger the volatility effect became. Therefore, when we consider yields at long maturities, we need to pay attention to the existence of the volatility effect.
Finally, we shortly discussed the remaining issues and the directions of future researches. This study adopted the period from August 2009 to June 2015. However, in February 2016, the Bank of Japan carried out the "minus" interest rate policy, which should have created a large, unpredictable shock in the JGB markets. As a large shock generates arbitrage opportunities, the analyses may be biased without taking this into account. Therefore, we need to replicate the analysis over another period.
In this paper, although we used only the three-factor AFNS model, it is also worth using the generalized model of the AFNS model. If so, we may compare the DNSS model with the arbitrage-free Nelson-Siegel model appropriately.
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Appendix A. Derivation of the Theoretical Models
Appendix A.
Yield of the Nelson-Siegel Model
The forward yield function of the Nelson-Siegel model,
can be described as:
Proof.
λτ − e −λτ .
Appendix A.2. Yield of the Nelson-Siegel-Svensson Model
The forward yield function of the Nelson-Siegel-Svensson model,
e −λ 1 s ds
1−e −λ 1 τ λ 1
1−e −λ 2 τ λ 2 τ − e −λ 2 τ .
Appendix A.3. Affine Term Structure Model of Duffie and Kan
We considered the Duffie-Kan framework (Duffie and Kan (1996) ) for defining the arbitrage-free Nelson-Siegel model. By substituting the Nelson-Siegel factors into the state variable of the Duffie-Kan framework, we can make the Nelson-Siegel model arbitrage-free.
In Duffie and Kan, the filtered probability space is (Ω, F t , Q), where the filtration is:
and the state variables are X t on a set M ⊂ R n , which is a Markov process and the solution of the stochastic differential equation,
where W Q is the standard Brownian motion in R n . In Duffie and Kan (1996) , the definition of D(X t , t) is:
which is a diagonal matrix where δ i (t) denotes the ith row of the matrix:
The instantaneous risk-free rate is represented by an affine function; that is,
where each parameter is bounded and continuous, respectively; that is,
Proposition A1. The zero-coupon price is represented as
under the above assumptions, where B(t, T) and C(t, T) are the solutions of following ordinary differential equation systems under the boundary conditions B(T, T) = 0 and C(T, T) = 0,
Then, the yield is given by:
Proof.
Here, we consider three factors (or three state variables). The bond price is described as:
From the Feynman-Kac formula, we can describe the bond price as:
where F(x t , τ) solves the partial differential equation:
and we can write it as:
From this equation, the first differential of X i and τ, and the second differential of X i are given by:
∂F(X(t), τ)
Substituting these equations into the Equation (A16), we obtain:
From the definition of the matrix D(X(t), t),
From the definition of r t = ρ 0 (t) + ρ 1 (t) X t , we obtain:
Arranging the equations, we get:
where boundary condition is:
Then, the solutions of the ordinary differential equations are B(t, T), C(t, T), and the yield functions: 
where: Proof.
C(t,T)
T−t = We define each term of Equation (A34) as:
1 (s, T)B 3 (s, T)ds, and (A39)
respectively. From the previous section, B 1 (t, T) = −(T − t), B 2 (t, T) = − 1 − e −λ(T−t) λ , and B 3 (t, T) = (T − t)e −λ(T−t) − 1 − e −λ(T−t) λ .
Substituting these into Equations (A35)-(A40), we can derive the analytical forms: 
