Abstract --We present a set of architectural concepts which address the needs for integrating high-level planning activities with lower-level reactive or participatory behaviors. Based on lessons learned from our experience with a hierarchical architecture for autonomous crosscountry navigation, we have come to recognize various pitfalls that may arise from the misuse of abstraction. Consequently, we have adopted a new approach which emphasizes the minimization of information loss both within and between system layers. This change in perspective has allowed us to greatly enhance the overall capabilities and performance of our system.
abstraction both within and between system modules. Although abstraction serves as a useful tool to help designers conceptualize and understand the interactions between system components, we find that it can also severely limit critical information pathways. In this paper, we highlight some experiments which illustrate how the information barriers created by abstraction can lead to undesirable action. We then show how the elimination of these barriers can yield more flexible and opportunistic system performance. Finally, we illustrate how these concepts can be embodied within a system architecture for cross-country navigation.
II. LESSONS LEARNED
Experience with the ALV has led to some valuable insights into the limitations of our control architecture. In particular, difficulties both with the interpretation of high-level map plans, and the implementation of low-level behaviors have vividly shown the consequences of inappropriate use of abstraction. In the case of low-level behaviors, we find that the abstraction which results from the modularization of behaviors and the arbitration of behavior commands causes difficulty in making certain types of decisions. In the case of map-based plans, we find that abstracting the results of search into a specific path description leads to the loss of information which otherwise could be quite useful as a resource for action.
A. Command Arbitration Problems
Our technique for combining road-following with obstacle avoidance provides a good illustration of how coherent vehicle action may be produced from the fusion of commands from multiple concurrent behaviors. In this particular instance, however, we found that the appropriate choices could not always be made. We first describe our road-following technique, and then explain how the addition of obstacle avoidance behaviors occasionally resulted in undesirable actions.
Our work on road-following relied on a set of perceptual algorithms developed by Turk et al. [25] . These algorithms processed video imagery and extracted a labeled set of points defining the left and right road edges. These sets of points, called scene models, were updated once every two seconds. Figure 1 illustrates a typical scene model. proportional to the scene quality and a heading error measure. These behaviors re-evaluated their speed and turn-rate outputs once every half second so that changes in the vehicle's position relative to the current scene model were constantly taken into account. Updates of the scene models could thus be provided in a completely asynchronous manner with the new data simply replacing the old data whenever it became available. If no new data was provided, the vehicle would naturally slow to a halt since it would be getting close to the end of the available scene model. Many successful road-following tests were performed in simulation using this approach.
The next step was to integrate obstacle avoidance with road-following. General obstacle avoidance may be implemented with two simple behaviors. One behavior can slow the vehicle when an obstacle gets close, and the other can cause the vehicle to turn away from obstacles when they get close. Like the road-following behaviors, these behaviors could receive obstacle data and issue control commands in a completely asynchronous manner. In addition, obstacle data could be completely independent of the road data. By designing these behaviors to remain silent when no obstacles were near, and by giving their output commands higher priority than the road-following behaviors, it was fairly straightforward to combine road-following with obstacle avoidance. Although the architecture used allowed for a variety of different modes of command arbitration [18] , the priority-based arbitration used in this example may be best illustrated in the equivalent subsumption architecture shown in Figure 2 . Figure 2 . Behaviors for road-following and obstacle avoidance.
The interaction of this collection of behaviors was usually effective in producing desirable actions. As the vehicle, traveling down a road, approached an obstruction, the obstacle avoidance behaviors would begin to slow the vehicle and turn it away from the obstacle. As turning altered the vehicle's path enough to clear the obstacle, the obstacle avoidance behaviors would stop issuing commands, and the vehicle would resume following the road.
Difficulty arose with this approach, however, when the obstacle avoidance behaviors made turn decisions that were not compatible with the needs of road-following. As shown in Figure 3, for example, an obstacle avoidance behavior may choose to go either left or right around the obstacle, but it is necessary to go left if the vehicle is to stay on the road. The only way to resolve this problem within the architecture shown is to incorporate more road-following knowledge into the obstacle avoidance behaviors. This, however, would violate the goal of maintaining modularity between behaviors. The difficulty found in combining road-following behaviors with obstacle avoidance behaviors is indicative of a more general problem with priority-based command arbitration. In many cases, the process of selecting an appropriate command requires that several alternatives be weighed. When multiple behaviors are each independently evaluating their alternatives on the basis of different criteria, it may be impossible to arrive at an appropriate compromise. As in the example, the very specific turn command required for road-following was entirely subsumed by a higher priority obstacle avoidance turn command. At the obstacle avoidance level, however, the alternatives for left and right turns were weighted nearly equally, and yet the commands from the road-following behavior could not influence the decision. This inability to compromise stems from the fact that a great deal of relevant information contained within each individual behavior is not allowed to contribute to the final decision. This results as much from the modularity of behaviors as from the nature of the command arbitration scheme. Modularity typically hides internal state within behaviors. Thus, while some behaviors may weigh several alternatives in order to make an appropriate choice, they cannot express their relative preference for these alternatives. Similarly, when the commands from several behaviors are combined through arbitration, only a single command will survive. Information is invariably lost when it is hidden within behavior modules or contained in commands which are subsumed or inhibited. The consequences of this information loss are readily apparent.
B.

Plan Abstraction Problems
In one of the cross-country experiments performed with the ALV, we witnessed a more dramatic example of how abstraction can interfere with the realization of high-level objectives. In this experiment, a very simple abstraction of a map-based plan was used to provide guidance to sensor-based obstacle avoidance behaviors. As shown in Figure 4 , the basic mission objective was for the vehicle to get from one location to another while maintaining radio contact at all times. The map-based planner generated an appropriate route plan and abstracted a sequence of intermediate sub-goals to represent the critical points along this path. A portion of this sequence is illustrated in Figure 4 as Goals 1, 2, and 3. Note that the route had to veer specifically around one side of a rock outcrop in order to avoid loss of radio contact. To accomplish the mission, the sensor-based behaviors had primary control of the vehicle so that all obstacles could properly be avoided. The behavior decisions, however, were always biased in favor of selecting a direction toward the current map sub-goal whenever possible. As soon as the vehicle got within a specified radius of its current sub-goal, that goal would be discarded and the next sub-goal would be selected. On paper and in simulation, it seemed that this approach would be effective. When we attempted to perform this mission with the ALV, the deficiencies of our method became strikingly clear. During the execution of this route, the vehicle achieved Goal 1 but then, because of local obstacles, was unable to turn appropriately to reach Goal 2. Figure 5 depicts the difference between the desired and actual routes. While this error is clearly apparent from the map data, the control behaviors had only the abstract route description as their guide, and this gave no indication that there was any problem with their action. Fortunately, contrary to our expectations, radio contact was not lost behind the obstacle. The mission could still be completed successfully if the vehicle were to move onward to Goal 3. Despite this new opportunity, however, the vehicle continued to persist toward Goal 2 because the abstract route description failed to give any indication that the original goal sequence was inappropriate. This example highlights the system's inability to take opportunistic advantage of unexpected situations when such situations are not properly accounted for in the abstract plan. We know from our understanding of the mission constraints that Goal 2 was merely an intermediate waypoint intended to keep the vehicle away from the RF shadow. Looking at the abstract plan in isolation, however, there is no way of knowing why a particular sub-goal has been established.
The Goal 2 location could just as easily have been a critical choke point along the only path to Goal 3. It is only through our understanding of the underlying mission constraints that we can both identify the vehicle's failure to turn right and see the opportunity that arose as a result.
The deficiencies of the abstract route plan may at first appear to be due solely to the simplicity of the representation. Certainly a more sophisticated approach could be employed in which further path constraints are added to help prevent the vehicle from straying from the desired route. Should any significant deviation from the plan be detected, the route might then be reevaluated. This strategy, however, focuses on preventing the violation of constraints which may in fact have very little bearing on the successful completion of overall mission objectives.
Consider, for example, a case in which the vehicle can get near Goal 2, but cannot get close enough to satisfy the criterion of the abstract plan. The system may expend a great deal of time and energy attempting to reach this arbitrary sub-goal when it might otherwise have no difficulty proceeding onward. The problem stems from the fact that the sequence of subgoals is both an overspecification and an underspecification of mission objectives. If the true constraints on vehicle motion relative to a given mission are properly represented, then subgoal locations become immaterial. Therefore, the real deficiency of the abstract route plan lies in the fact that in specifying a pre-determined course of action, it fails to supply the information needed for intelligent decision-making.
Although dealing with entirely different aspects of system control, both the map planning example and the command arbitration example exhibit the problems that can arise with the inappropriate use of abstraction. In both cases, abstraction causes the loss of information which could otherwise contribute to the decision-making process. The abstract route description indicates a desirable path, but it discards a great deal of relevant information that is readily available in the map. Similarly, the priority-based arbitration of behavior commands causes useful information from some behaviors to be ignored when their commands are subsumed by other behaviors. In addition, the output of each individual behavior represents only a small fragment of the available information contained within, thereby hindering the incremental addition of new levels of competence. While abstraction is often useful and necessary, there is a risk that it may be misused, unnecessarily causing obstructions in a system's critical information pathways. In order to determine when the use of abstraction is appropriate and when it creates unwarranted abstraction barriers, we begin by eliminating abstraction wherever possible and studying the implications for a robot control system.
III. ARCHITECTURAL SOLUTIONS
In addressing the problems described above, we have devised a new architecture which attempts to eliminate all abstraction barriers. Previously, we found that internal communication barriers within the lowest level of the system led to difficulties in fusing commands from multiple behaviors. We show how these obstructions can be removed by making behaviors as finegrained as possible so as to minimize their internal state. We also found that the generation of an abstract route plan for communication between system levels caused the loss of a great deal of meaningful information and did not allow for opportunistic action. This is resolved by creating an architecture in which plans serve as resources for advice within a single system level rather than as constraints imposed upon one level by another. Although these problems are presented within a specific context, we believe they are indicative of difficulties inherent within existing architectures. The architectural solutions presented here attempt to address the underlying causes of those difficulties and thus should provide some insight into how these problems might be solved elsewhere.
A.
Fine-grained Behaviors
Our new architecture for robot control removes the communication barriers that existed between behaviors by making them as fine-grained as possible [22] . Instead of modules with internal states and instance variables, behaviors are comprised of atomic functional elements which have no inaccessible internal state. These simple decision-making units and their interconnections collectively define a behavior. As shown in Figure 6 , each unit receives multiple weighted inputs from other units and from external data sources, computes an activation level, and issues a single output [11] [21] . The activation and output functions for each unit can be any mapping from real numbers to a single real number value. The only constraint is that these functions be defined for inputs between -1 and 1, inclusive, and that the outputs be within this same range. The network is highly structured: in particular there is no attempt to create a network of homogeneous units or to interconnect units so as to form a distributed knowledge representation. Each unit represents a specific concept which the designer establishes through carefully chosen connections, and the functions for each unit are designated based on the desired output characteristics for that unit. 
1) Distributed Command Arbitration:
Unlike a priority-based arbitration scheme where the first choice of a single behavior is used for controlling the robot, a fine-grained connectionist architecture allows commands to be expressed and arbitrated in a distributed fashion. Command alternatives are represented by the appropriate place-coding of the component units, so that a behavior can explicitly indicate its bias in regards to each of the available choices and each alternative can be evaluated independently.
To illustrate, let us consider how a compromise can now be reached in the situation described earlier where the vehicle was following a road and encountered an obstacle, as in Figure 3 . With the subsumption style architecture shown in Figure 2 , the Turn For Obstacle behavior had to override the output of the Track Road Edges behavior; the result was a poor decision which would have unnecessarily forced the vehicle to go off the road.
An illustration of how these behaviors and their command arbitration might now be implemented is shown in Figure 7 Each behavior is distributed among several units so that the desirability for each choice can be expressed by the output value of the corresponding unit. In addition, since outputs may be negative, a behavior can directly indicate which choices it finds to be undesirable. The desirability of each turn command can now be evaluated by fusing the outputs of the two behaviors. The activation of each turn rate command unit is determined by applying a function such as addition to its inputs. The thicker arrows originating from the Turn For Obstacle behavior indicate that those links have a larger weight than the links emanating from the units of the Track Road Edges behavior, so that obstacle avoidance has a higher priority than roadfollowing. In this case, the unit representing a hard left turn is the most activated since it fulfills the needs of both behaviors. A winner-take-all network can then select the most activated unit, and the choice that unit represents is then used in sending turn commands to the vehicle.
Additional behaviors could also be incrementally added and would influence the decision-making simply by inputting their preferences to the command units. Thus, a connectionist architecture makes it possible to simultaneously satisfy the constraints of multiple independent behaviors.
2) Additional Levels of Competence:
Because behaviors are independently capable of producing meaningful action, they can be composed to form levels of competence [4] , each of which endows the robot control system with a particular capability. As we build up levels of competence, the connections between a new behavior and existing behaviors provide a rich means for expressing alternative actions. New behaviors do not completely subsume the function of existing behaviors, but merely bias decisions in favor of different alternatives. Thus, established levels of competence remain intact and continue to participate in the decisionmaking process when higher levels of competence become active.
In keeping with our philosophy of reducing the grain-size of decision-making units, the function computed by each unit in the network may have no internal variables. Although the behaviors in the above example consisted only of one unit per command option, in general a behavior will consist of several layers of units which together form the behavior's decisionmaking process. Therefore, any intermediate computations or states which a behavior enters are easily accessible to any other behavior and there is no need to define an interface which might need subsequent revision. This greatly simplifies the task of designing new layers for an existing robot control system.
B.
Internalized Plans
In providing our fine-grained behaviors with guidance from plans, we must be careful to avoid throwing away information which might otherwise influence local decisions. To minimize the amount of information lost in forming a plan for action, it is best if all relevant knowledge is organized with respect to a given problem and then, without any further abstraction, provided in full for use in real-time decision-making. For this to be possible, the plan must no longer be viewed as a program for action, but rather, as a resource to help guide the decision-making process [2] . As a resource, plans must serve as sources of information and advice to agents that are already fairly competent at dealing with the immediate concerns of their environment [24] . In this sense, plans are used optionally, and serve only to enhance system performance. This is a significant departure from the conventional view of plans which puts them in the role of specifying a distinct course of action to systems which are often incapable of doing anything without them.
When this viewpoint is adopted, there is no longer a need to represent a plan as a predetermined course of action. Instead, the original state-space in which the plan is formulated can be retained, enabling the plan to provide advice to decision-making processes whenever the current state of the system can be identified within that state-space. We refer to plans formulated and used in this manner as internalized plans, since they embody the complete search and lookahead performed in planning, without providing an abstracted account of an explicit course of action [19] .
1) Avoiding Unnecessary Abstraction:
The difference between the use of internalized plans and conventional plans is best illustrated in the context of the earlier example of a deficient route plan. In contrast to the abstract route plan, consider a gradient description of a plan to achieve the same objectives. As illustrated in Figure 8 , there is no explicit plan shown, yet one can always find the best way to reach the goal simply by following the arrows. Such a representation would not ordinarily be thought to be a plan because it provides no specific course of action. As a resource for guiding action, however, Closer examination of Figure 8 reveals not only how the mistake of entering the RF shadow could be avoided, but also how the vehicle could opportunistically continue onward should it happen to enter the shadow. First, upon reaching the bottom of the rock outcrop, the vehicle would find the gradient field strongly biasing it's turn decisions in favor of going to the right.
Should it be unable to make this turn, the vehicle will then find itself heading directly against the gradient arrows, indicating that it should attempt to turn around. If circumstances should continue to force the vehicle into the RF shadow area, it would still proceed appropriately. At first, the gradient field data would be unavailable, forcing the vehicle to rely on its robust sensorbased navigation competence to get out of the RF shadow area. Once out of this area, the vehicle would again be directed toward the final goal despite the radical deviation from its expected path.
Free of constraints to reach unnecessary pre-established sub-goals, the vehicle's actions are opportunistic and directed exclusively toward achievement of mission objectives.
A more dramatic illustration of the difference between a conventional route plan and an internalized plan can be seen in problems requiring the attainment of any of several possible goals. This type of problem is often referred to as the "Post Office Problem" [10] because it can be likened to the task of finding the shortest route to the nearest of several post offices in a neighborhood. In the example shown in Figure 9 , the mission requires that the vehicle reach either of two distinct goal locations. The resultant gradient field is computed by propagating a search wavefront simultaneously from each of the two goals. As the wavefronts meet at a Voronoi edge, a ridge is created in the gradient field which will cause the vehicle to be guided toward one goal or the other depending on which side of the ridge it happens to be located.
Clearly, it would be difficult for an abstract route plan to capture the essence of choice contained in the gradient field representation. If we were to produce a route plan, we would invariably have to select a route to the closest goal, as shown in Figure 9 . Once such a choice is made, however, we have discarded all that is known about the alternate goal even though that goal was nearly as close as the one selected. In contrast, by using the gradient field directly as an internalized plan, a goal is reached without ever being explicitly selected. Without making an a priori selection of goals, the best choice is pursued at every instant in time, regardless of how the vehicle might stray while avoiding obstacles. The gradient field is an ideal example of an internalized plan because the map-grid state-space in which the original problem is formulated is the same state-space in which the plan is represented. The gradient field, in fact, is a natural by-product of existing route planning algorithms [16] . These algorithms begin by assigning a cost to each grid cell of a digital terrain map. These costs are usually selected according to mission criteria, with the highest costs associated with untraversable or high threat areas. A search algorithm such as A * [17] , or Dijkstra [9] is then applied to obtain a score for each grid cell, indicating the minimum cost remaining to get from that cell to the goal. The best incremental step to get to the goal from any given cell is obtained by finding the neighboring cell with the lowest score. Ordinarily, to compute a route plan, one begins at the starting point and locally chooses the lowest-score adjacent cell until reaching the goal. The record of steps along the way provides the minimum cost path to the goal. Looking at the scores from a slightly different perspective, it is easy to see that knowing the best incremental step to the goal from any location is far more valuable than merely knowing a pre-determined path. Thus, without any further abstraction, search in the map-grid can provide a useful resource for action.
2) Using Plans as Resources:
The method of use of a gradient field is an important factor in establishing it as an internalized plan representation. Since a digital terrain map generally cannot provide adequate resolution to support detailed maneuvering around small obstacles, there is inevitably a need to incorporate the advice provided by the gradient field into real-time decision-making processes which are attending to immediate sensory data. While, ordinarily, a single abstract route plan is generated, some approaches have taken advantage of a gradient field in order to quickly generate new route plans should the constraints of an initial plan be violated [15] [7] . Problems with establishing and monitoring these constraints, however, are still unavoidable. In contrast, use of the gradient field as an internalized plan requires that the real-time decision-making processes continuously attempt to locate the system within the state-space of the plan and bias each decision in favor of the recommended course of action. The absence of an explicit course of action means that no arbitrary plan constraints need be established or monitored. At most, only fairly large discrepancies between the map and the real world will cause a gradient field to be unusable, and such discrepancies should be relatively easy to detect. Consequently, because internalized plans provide only suggestions for preferred action without defining an explicit course of action, they eliminate the need for traditional forms of plan execution monitoring.
Another vector field type of representation, the artificial potential field, appears superficially very similar to the gradient field and it also is used for robot navigation and obstacle avoidance [14] [13] [3] . The basic differences, though, between how these two types of representations are constructed and used sheds further light on what it means for a plan to serve as a resource for action. The computation of potential fields is generally based on a superposition model in which charges are distributed such that repulsive forces are generated near obstacles and attractive forces are generated near goals. Superposition allows the potential field vector at any point to be computed quickly by adding up the contributions from each charge. The resultant field, however, does not represent an optimal path, and may easily contain local minima and traps. In contrast, the gradient field is computed from a more time consuming graph search process. As a result of this search, the gradient field has no local minima and will always yield the set of all optimal paths to the goal.
The most significant distinction between internalized plans and potential field approaches, however, is in how control is achieved. Often, when potential field methods are employed for navigation, the potential field is used for direct control of action. All sensory information is compiled into a single representation which is suitable for modeling an appropriate distribution of charges. The local potential field forces are then continuously computed at the location of the vehicle, and these forces are used directly to compute the desired motion. On the other hand, as internalized plans, gradient fields are never used to provide direct control of the vehicle. Instead, they are merely an additional source of information provided to a set of real-time decision-making processes. Since these processes can make use of many disjointed representations of the world in order to control the vehicle, there is never a need for all features of the environment to be abstracted into a single representational framework.
While applications of the gradient field representation are primarily limited to the route planning domain, the broader notion of internalized plans need not be limited to this domain. In his concept of "universal plans," Schoppers has developed an approach to computing symbolic plans which permits opportunistic reaction to a dynamic world [23] . Like a gradient field, these plans are represented in such a way that appropriate actions may be obtained for all possible system states. Consequently, they constitute a significant departure from traditional plan representations. However, universal plans differ from internalized plans in that they are designed to serve as complete programs for action, requiring that all action be determined from knowledge of discrete states and explicitly labeled objects. Universal plans therefore cannot serve as a resource for action, as they do not allow symbolic world knowledge to be used as advice. Nevertheless, universal plans may provide some insights into how to build internalized plans for symbolic domains.
In general, internalized plans should be conceived as representations that allow the raw results of search in an abstract state space to be made available as advice to continuous real-time decision-making processes. In the route planning domain, state is defined in terms of position and orientation, and advice is expressed in terms of an influence to achieve a desired heading.
To produce internalized plans for other domains, it must be possible to identify recognizable states, and to determine influences which can guide the system between these states. Search then can be performed, with accessibility between states defined in terms of the likelihood that the system will get from one state to another given the appropriate influences. The result must then serve as advice, identifying the influences to be applied at each recognizable state in order to increase the likelihood of reaching states that are closer to the goal.
To better understand the advisory role of internalized plans, it is helpful to view them as sources of supplementary sensory input data. From this perspective, it is clear that action is not controlled by plans any more than it is by sensory input. Instead, the system must be viewed as an entity which interacts with its environment, responding to both internal and external information sources. The gradient field plan, for example, can be thought of as a phantom compass that always gives a general idea of the right way to go. Just like other sensors, data from this internal sensor influences action but is never used to the exclusion of other sensory data. At any given time, however, a single information source can have significant influence over system behavior if need be. Just as an external sensor can be used to ensure that the vehicle never runs into obstacles, an internalized plan can be used to ensure that mission constraints are not violated. Thus, despite the fact that there is no top-down control, the system can adhere to high level mission requirements.
3) Multiple Internalized Plans:
A significant advantage of using internalized plans as resources for action is that it is possible to use multiple internalized plans simultaneously. Each plan can contribute an additional piece of advice which can enhance the overall performance of the system. In this way, different plans may be formulated in incompatible state-spaces without the need to merge these state-spaces through abstraction.
We can consider as an example, the combined use of map-based plans with plans based on symbolic mission constraint data. In the case of the RF shadow problem, a constraint to maintain radio contact may be derived from mission knowledge. If this knowledge is used in conjunction with a signal strength sensor, then whenever the vehicle enters an RF shadow, it can immediately back up in order to regain contact. In the absence of such problems, the gradient field produced from map data can constantly provide advice on which way to go. An unexpected loss of radio contact would then be treated much like an encounter with an obstacle. The vehicle would have to make special maneuvers in order to regain contact and ensure that the same mistake would not be repeated. After this, the map-based plan would regain primary influence.
A great diversity of behavior may also be gained by dynamically combining information from multiple gradient fields. Consider, for example, two independent gradient fields, one which can guide a vehicle along a safe, well hidden route, and another which can lead the vehicle to nearby observation points. We can imagine that the vehicle is guided by the safe gradient field until the time comes for it to make an observation. Then, the gradient field for getting to observation points would become the primary guiding factor. Such a gradient field, formed similar to the field in Figure 9 , would lead the vehicle to the nearest of several possible observation points.
Once an observation point had been reached and observation data collected, the safe gradient field would again be used for guidance. Using such a combination of internalized plans allows the performance of tasks that would be difficult to accomplish with a symbolic plan. Without an explicit plan for action, it is the interplay between the vehicle and its environment that determines how the mission will ultimately be carried out.
Although internalized plans can only be used within a system which is already fairly competent at performing most fundamental tasks in its environment, internalized plans do not require a great deal of reasoning power to be interpreted. A properly represented internalized plan gives straightforward advice for a specific set of situations. The breadth of the representation provides an efficiency of interpretation as opposed to an efficiency of space. At the current state of autonomous system technology, this trade-off is necessary to produce efficacious real-time action.
IV. AN OPERATIONAL SYSTEM
Having addressed two distinct aspects of eliminating information loss within a system, we can now examine how these approaches may be combined to yield a robust system for mobile robot control. To illustrate how a complete system may be constructed through the incremental addition of fine-grained distributed behaviors, we recreate the process of developing an operational planning system which has been used in simulation to navigate a vehicle through cross-country terrain. The system is presented in terms of two distinct levels of competence, the first consisting of the fundamental behaviors required for obstacle avoidance and the second consisting of behaviors which interpret internalized route plans for long-range cross-country navigation.
A. First Level of Competence -Obstacle Avoidance
The first level of competence allows the robot to avoid obstacles while wandering aimlessly in cross-country terrain. This is accomplished by behaviors which react to processed data from sensors on-board the vehicle.
1) Sensory Input:
One type of processed sensory data available to the planner is the Vehicle Model Trajectory (VMT) [8] . A VMT indicates how far the vehicle may safely travel along a linear trajectory in each of several headings, and whether an obstacle is known to exist in that direction. In Figure   10a , the distance known to be safe at each azimuth is proportional to the length of the line drawn.
While some trajectories terminate at obstacles, designated by the dark squares at -x° and -y°, other trajectories terminate where there is insufficient information about the terrain to determine navigability. 
2) Input Units:
To make the data available for use by those behaviors which base their decisions on VMTs, the first step is to create input units which represent incoming VMT data. To this end, two groups of units are created, one to represent the trajectory lengths and one to represent trajectory obstacles. These groups of units are labeled LENGTH and OBSTACLE, respectively as shown in Figure 10b . Each group contains one unit for each trajectory in a VMT, and the direction that unit represents is indicated by its position within the group. Thus, if the directions of the trajectories were as in Figure 10 , the first unit in each group would represent data concerning the trajectory at -y°, the second unit would correspond to the trajectory at -x°, the third would be 0°s traight ahead, and so on. The activation of a LENGTH unit is proportional to the length of the corresponding trajectory, and the activation of an OBSTACLE unit is 1 if the corresponding trajectory terminates at a known obstacle or 0 if it terminates at an unobserved area.
3) Trajectory Selection Behavior:
The next step is to use the LENGTH and OBSTACLE input units described above to determine which trajectories pose hazards and which can be followed safely. This is accomplished by the SAFE TRAJECTORY group shown in Figure 11 . Each unit in this group combines these inputs to produce an output value which reflects how safe it is to proceed in each direction. Only links for the center unit in a group are shown for clarity; the links for the other units are equivalent. A plus (+) or minus (-) sign next to a link indicates the sign of that link's weight. Thus, the activation of a SAFE TRAJECTORY unit increases with the activation of the corresponding LENGTH unit and decreases with the activation of the corresponding OBSTACLE unit. The SAFE TRAJECTORY group indicates the relative safety of traveling in each direction when considered in isolation, but it is also desirable to avoid traveling adjacent to an unsafe trajectory.
Therefore an intermediate set of units is introduced which represents the presence of undesirable neighbors. The UNSAFE LEFT NEIGHBOR and UNSAFE RIGHT NEIGHBOR groups, shown in Figure 12 , provide negative activation whenever a neighbor is more hazardous than the trajectory being evaluated. The SAFE PATH group can then combine these to indicate how safe each trajectory is when its neighbors are taken into consideration as well. Thus, since the trajectory at 0° is relatively short, the UNSAFE LEFT NEIGHBOR unit for x° is activated. The result is that the SAFE PATH unit for y° is more activated than the one for x°, even though the opposite is true for the SAFE TRAJECTORY units. The units in Figure 12 constitute a behavior which expresses preferences for the turn commands based on VMT input. Figure 13 . A winner-take-all network selects the most activated choice.
4) Trajectory Speed Behavior:
Once a choice of heading change has been made, it is necessary to determine an appropriate speed for travel in that direction. In our previous non-connectionist implementation of behaviors, the length of the trajectory in the chosen direction was used in computing a speed. In this approach, however, the speed controlling behavior could not take advantage of the relevant information computed by other behaviors. As a result, the vehicle speed was not well suited to the safety of the chosen path.
In our new approach, much more information is now accessible from units within other behaviors; computations which previously were performed within a single module are now executed by several groups of units. The activation of a SAFE PATH unit within the TRAJECTORY SELECTION behavior reflects not only the length of the corresponding trajectory, but also the presence or absence of an obstacle and the traversability of the adjacent trajectories. Since all these factors influence the safety of travel along a particular trajectory, the value of the chosen SAFE PATH unit is a better measure for determining an appropriate speed. This value can be extracted by the subnetwork shown in Figure 14 . Figure 14 . The output of the selected SAFE PATH unit is used in determining vehicle speed.
5) Adjust Speed Behavior:
As the vehicle approaches the limit of terrain known to be safe within the current VMT, its speed must decrease until a new VMT is received. This can be accomplished very simply by making use of the existing units and adding in a single unit which represents the distance the vehicle has traveled since receiving the last VMT input. This MOVEMENT unit has a negatively weighted link to the SAFE TRAJECTORY units so that it decreases their activation, as shown in Figure 15 . This leads to a decrease in the activation of the SAFE PATH units, so that they now represent the safety of travel at all times, rather than just at the time the VMT input is received.
Thus, the functionality of existing behaviors can be extended by providing them with additional information, without a need to subsume existing data. 
B. Second Level of Competence -Cross-Country Navigation
While the above behaviors constitute a basic level of competence which endows the robot with the ability to avoid any obstacles indicated in the VMT input, an additional level of competence is needed for cross-country navigation. In order for the vehicle to be capable of reaching distant locations in cross-country terrain, something more than local obstacle avoidance is required. Map knowledge must be used so that the vehicle may pursue a path which will ultimately lead to a specified goal location while traversing that terrain which presents the least amount of difficulty to the obstacle avoidance behaviors. As we have seen, internalized route plans such as the one shown in Figure 8 
1) Pursue Goal Behavior:
The units which receive the gradient field input are shown in Figure 16 . In this example, the gradient field indicates that -x° is currently the preferred heading change, so the corresponding unit is the most highly activated. The activation for units representing each of the other directions is a function of the angle between that direction and the preferred direction. Note that a heading change of y° significantly diverges from -x°, so that input unit has a negative activation. The FOLLOW GRADIENT units constitute a behavior which uses the GRADIENT FIELD units as input.
The choice of activation function for these units is designed so that the sensitivity to the divergence angle is initially small and increases as the divergence increases. 
2) Command Fusion:
The PURSUE GOAL behavior endows the robot control system with a higher level of competence by allowing the robot to achieve specified goals. In our earlier architecture, one behavior had to be constructed which combined the gradient field input with VMT input, internally fusing commands in order to reach a decision. In the connectionist architecture, the command fusion can be achieved though the network itself, via the TURN CHOICES units as shown in Figure 17 . Therefore, the TRAJECTORY SELECTION behavior can operate as always, utterly unaffected by the addition of the PURSUE GOAL behavior. The TURN CHOICES unit for x°i s now the most activated, so that would be chosen instead of y° if both behaviors are used. Note that because the TURN CHOICES units have been defined to only update their activation based on new Length or Obstacle input, a change in the gradient field input will not have an effect on the chosen turn direction while a trajectory is being followed, but will have an effect once a new VMT input arrives. Thus, the selective unit update mechanism once again provides a way to combine behaviors while maintaining the integrity of their decisions. 
3) Gradient Speed Behavior:
The FOLLOW GRADIENT units also influence the vehicle speed in the same manner as the SAFE PATH units do; i.e., a CHOSEN FOLLOW GRADIENT VALUE unit is created which has a link to the SPEED unit so that the vehicle speed will vary according to whether the robot is traveling with or against the gradient field. This configuration is shown in Figure 18 . With the additional level of competence provided by the gradient field behaviors, the vehicle is now capable of traveling to a specific goal rather than wandering aimlessly. In simulation, the vehicle winds its way around a variety of obstacles, always avoiding any path indicated as unsafe by a VMT; but the decisions of the robot control system are also influenced by the gradient field input so that it completely avoids mapped areas which are known to be difficult to traverse, and the vehicle ultimately reaches the goal point.
While the above examples of behaviors for autonomous vehicle control are specific to a given application, many of the sub-networks described can be used, at least conceptually, as the building blocks for other behaviors. The basic techniques for fusing commands as in the SAFE TRAJECTORY layer, comparing neighboring choices as in the UNSAFE NEIGHBOR layers, selecting a chosen action as in the CHOSEN TURN layer, and extracting the magnitude of a choice regardless of which choice is made as in the TRAJECTORY SPEED layer, can all be used in a variety of ways to achieve meaningful action. While our fine-grained approach does not eliminate the need to design behaviors which are tailored to suit the autonomous agent's specific task requirements, it does make the job of adding new incremental layers of competence easier by allowing the designer access to the internal state of all existing layers.
V. CONCLUSION
In our efforts to address the problem of real-time autonomous vehicle control, we have found that many existing architectures may suffer from a loss of critical information between component modules due to the inappropriate use of abstraction. We have seen through experiments on an actual vehicle that serious consequences may result from such a loss. In addressing this problem, we have pursued an architectural approach which attempts to minimize the use of abstraction. While abstraction is sometimes necessary and desirable for the sake of representing available knowledge, our approach has provided a means to clarify the issues surrounding the inappropriate use of abstraction. Two distinct problems were found to capture the essence of these issues.
In the case of the subsumption style behaviors used in our experiments, we observed that the organizational structure of a system can lead to the inaccessibility of important information between its modules. To resolve this problem, we developed a methodology for constructing very fine-grained control behaviors in which the internal states within each module are accessible to all other modules. With the abstraction barriers between behaviors eliminated, we were able to develop a natural and effective way to fuse commands from multiple behaviors in order to obtain coherent action. In the process, we found the ability to represent and combine choices to be an essential aspect of our control approach. Because this architecture truly performs fusion of information, the arbitrary conceptual boundary between sensor fusion and command fusion may be eliminated, recognizing instead that information may be assimilated at a number of stages along multiple pathways from sensing to action.
In the case of plans, we have found that when search results are improperly abstracted, this can often obscure their meaning to the point where serious interpretation failures may occur. In particular, when plans are used only to identify a required course of action, it becomes difficult to take advantage of the valuable information that contributed to the plans' construction. Instead, by viewing plans as resources for action, it is possible to make use of all information derived throughout the planning process. When employing map-based plans for navigation, this change in perspective results in the use of internalized plans as if they were additional sources of sensory input to the real-time behaviors. As an example, we have shown how the use of an unabstracted gradient field provides for decision-making which is far more flexible and opportunistic than would be possible with an abstract route plan
Having gained a better understanding of why some forms of abstraction may be inappropriate for a robot control system, it should be possible to develop new sets of abstractions that are better suited to the construction of intelligent autonomous agents. By recognizing the need for representing alternatives in command fusion and for allowing plans to serve as advice to lowlevel decision-making processes, we should be able to develop systems which exhibit greater robustness and versatility than existing systems.
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