In this article, we analyze the folding dynamics of an all-atom model of a polyphenylacetylene ͑pPA͒ 12-mer in explicit solvent for four common organic and aqueous solvents: acetonitrile, chloroform, methanol, and water. The solvent quality has a dramatic effect on the time scales in which pPA 12-mers fold. Acetonitrile was found to manifest ideal folding conditions as suggested by optimal folding times on the order of ϳ100-200 ns, depending on temperature. In contrast, chloroform and water were observed to hinder the folding of the pPA 12-mer due to extreme solvation conditions relative to acetonitrile; chloroform denatures the oligomer, whereas water promotes aggregation and traps. The pPA 12-mer in a pure methanol solution folded in ϳ400 ns at 300 K, compared relative to the experimental 12-mer folding time of ϳ160 ns measured in a 1:1 v/v THF/methanol solution. Requisite in drawing the aforementioned conclusions, analysis techniques based on Markov state models are applied to multiple short independent trajectories to extrapolate the long-time scale dynamics of the 12-mer in each respective solvent. We review the theory of Markov chains and derive a method to impose detailed balance on a transition-probability matrix computed from simulation data.
I. INTRODUCTION
It may be argued that the most important substance to living organisms is water. 1 Water's ability to solvate proteins, nucleic acids, and saccharides, in addition to small polar and ionic organic molecules and inorganic ions, allows biological components to be present in a fluid, dynamic medium. Some chemical properties, in particular, which promote the solvation of this broad spectrum of compounds include the ability for water to be both a hydrogen bonding donor and acceptor, its highly polar and high dielectric bulk electrostatic properties, as well as acid-base properties which allow for a very broad range of pH environments.
Just as the aqueous environment in biological systems plays a fundamental role in biological function, similarly the solvent medium is a central component to be considered in the design of novel self-assembling nanodevices and functional nanomaterials. In the past few years, polyphenylacetylene [2] [3] [4] ͑pPA͒, also known as phenylene ethynylene oligomers, [5] [6] [7] [8] has gained significant attention in the field of foldamer polymer chemistry. While there already exist demonstrations of biomimetic functionality, [9] [10] [11] [12] [13] [14] [15] [16] the potential exists for even more significant and complex applications. 17 In an effort to establish a foundation for understanding the role of the solvent in nonbiological selfassembly processes, Hill and Moore 18 have studied the experimental folding propensities of a pPA 12-mer in a wide variety of organic solvents. They observed that most solvents promote self-assembly to the helical folded state, suggesting that pPA oligomers are inherently biased toward folding.
Our objective for the present study is to build upon the experimental work of Hill et al. by using computational methods to gain a greater understanding of the role of the solvent in the folding process of pPA oligomers. We address fundamental questions regarding the optimal solvation environment necessary to design and engineer functional biomimetic nanomaterials without being limited to aqueous solutions. For instance, which solvents promote optimal conditions for rapid self-assembly? Furthermore, how does temperature affect the folding kinetics of the pPA 12-mer? In order to address these issues, we model and characterize the folding dynamics of the pPA 12-mer in explicit solvent. We choose four of the more common solvents reported by Hill and Moore for which explicit solvation models are readily available: water, chloroform, acetonitrile, and methanol.
Each of these four solvents has unique experimental properties that we would like to investigate in silico. For instance, chloroform is the solvent of choice to unfold or denature pPA oligomers; on the other hand, acetonitrile has been predominantly used to promote folding. 6 Solvent mixtures of chloroform and acetonitrile have been used to detect the cooperative folding behavior of various lengths of pPA oligomer chains, 6 in addition to monitoring the foldinginduced twist-sense biasing of the helix toward a desired chirality when chiral side chains are incorporated into the oligomer backbone. 12 Consequently, chloroform is used to characterize the polymer dynamics in the good solvent regime, while acetonitrile is assumed to be close to the theta solvent regime expressed by optimal folding conditions. Water and methanol, on the other hand, are much more polar solvents; 18, 19 in general, pPA oligomers are not soluble in pure water, and only marginally soluble in pure methanol.
Very polar side chains may be designed into the pPA backbone to increase the solubility in aqueous solutions, but even then, pPA oligomers aggregate at relatively high water concentrations. 11, 19, 20 Fortunately, solubility issues are not a concern in silico ͑since we are only simulating a single chain and therefore aggregation is not an issue͒. Consequently, the water and methanol explicit solvation models are used to characterize the polymer dynamics in the poor solvent regime.
The primary force driving pPA oligomers to fold is solvophobicity. 5 In a poor solvent environment, the oligomer interacts weakly with the solvent ͑hence the term solvophobicity͒; therefore, the oligomer strongly attracts itself causing the extended chain to collapse into compact states. The fully helical folded state is one of many such compact states. It is stabilized over other compact states by two important structural contributions. First, the backbone has a rigid, shapepersistent structure 21 due to electronic conjugation over the extended system of the molecule ͑see Fig. 1͒ which preferentially induces the chain to adopt coplanar configurations. Secondly, the -aromatic stacking interactions between monomers separated along the sequence by six monomer units ͑i , i +6͒ provide energetic stabilization to adopt and remain in a helical topology with regularly repeating structural features, in contrast with random compact states typical of organic polymers.
Lee and Saven have developed a computational model of pPA oligomers in order to study the dynamics of the helical folded state of a pPA 18-mer in TIP3P water. 7 They observed large fluctuations in the radius of the helix in the folded state that were highly correlated with the evacuation of water from the cavity of the helix. In addition, the helical structure was very tolerant to large fluctuations in the dihedral angles along the backbone without disrupting the global folded helical structure. A suggestion was proffered that these highly flexible features of the folded state of pPA oligomers could be exploited to host a wide variety of guest molecules in biomimetic molecular recognition applications. We have previously characterized the folding kinetics of both pPA 12-mer 2,3 and 20-mer 4 chains in implicit solvent via molecular-dynamics computer simulations. We used a very simple, generic short-range implicit solvent model in which the solvophobic attraction driving the chain to fold is modeled as a Lennard-Jones ͑LJ͒ 6-12 potential between distant monomers in the chain: V LJ ͑r͒ =4͓͑ / r͒ 12 − ͑ / r͒ 6 ͔. Modulating the well depth was the primary means to modify the solvent quality. From this simplified model, we were able to reproduce the nonexponential cumulative folding time distribution observed experimentally for the 12-mers. 8 Moreover, the folding time extracted from the 12-mer simulations 3 was in quantitative agreement with the experimental folding rate measured from a fit to a two-state model using laser T-jump fluorescence spectroscopy. 8 It is clear that a great deal of research has already been performed, both experimentally and computationally, on pPA structure, dynamics, and potential function. This current work is intended to apply state-of-the-art computational methods to further our understanding of pPA oligomers: to model the dynamics ͑e.g., folding mechanism͒ and kinetics ͑e.g., folding rate͒ in a range of explicit solvents spanning the extremes of solvent quality.
An essential element of our work concerns the methods used to analyze the simulation data. As more and more research groups gain access to more powerful computational resources, improved methodologies are being developed to analyze the dynamics of molecular trajectories at the ensemble level; meaning that hundreds or even thousands of independent trajectories are generated in order to obtain a representative statistical sample of conformation space. The folding process is a diffusive stochastic process, which requires adequate sampling to characterize the folding process. On the order of hundreds of trajectories are needed to obtain good estimates for the statistical distribution of states and the relative weights of folding pathways. 22 Therefore, the methods used to analyze the simulation data sets must be capable of dealing with multiple trajectories.
Markov state models ͑MSMs͒ allow one to easily incorporate multiple trajectories into a simple description of the folding dynamics. Essentially, each molecular trajectory is treated as a Markov chain from which a stochastic transitionprobability matrix may be computed between the states defined in the system; the state space decomposition itself is such a crucial component of Markov state models that we wrote a separate companion paper 23 dedicated primarily to this topic. The transition matrix offers an effective way to combine the dynamics of each of the individual trajectories into one mathematical object representing an approximation to the exact dynamics of the molecular system. The longer FIG. 1. Chemical structure of a pPA 12-mer. The hydrogen atoms are omitted in this representation, but are present in the all-atom computational model. The side chains are carboxymethyl groups. The methyl group is added to help reduce the charges in the system by capping the carboxylate side chains. The folded state of pPA oligomers consists of a compact helical topology as the oligomer adopts all cisoid dihedral angles between adjacent phenyl rings. The dihedral mapping relationship shown for dihedral angle 1 ijkl → i is a general relationship for all dihedral angles.
the simulation times and the more trajectories that are incorporated into the transition matrix, the better the sampling of conformation space, and the closer the computed transition matrix approaches the exact dynamics of the molecular system defined by a particular state space decomposition.
We present an overview of the theory of Markov chains in Sec. III and apply these Markov state model techniques to the simulation data sets in Sec. IV. Also in Sec. IV, we discuss how the pPA 12-mer folding dynamics are dominated by the solvent quality and check the validity of the Markov state models in predicting the polymer dynamics from multiple short independent trajectories.
II. SIMULATION DETAILS
The simulation strategy which we adopt in this study is to use simple models to generate starting structures for more complex models. Multiple short independent trajectories using a complex model are initiated from these starting structures obtained from the simple model. The transitionprobability matrix describing the dynamics of the complex model system is subsequently computed from these multiple short independent trajectories.
Starting structures were taken from a previous study of pPA 12-mers using a generic short-range implicit solvent model under optimal folding conditions ͑the well depth was tuned to minimize the mean first passage time͒. 2 Using the K-mean clustering algorithm, the conformations from an ensemble of over 2000 folding trajectories had been classified into eight distinct clusters. 3 The molecular structure closest to the mean conformation in a given cluster represents the structure of that cluster as a whole; therefore, the eight structures representing the eight clusters in the simplified model were subsequently used as a set of initial coordinates in the current study. These eight structures spanned conformation space fairly evenly, ranging from an unfolded structure, to several helical intermediates with frayed ends, to the helical folded structure; also, a nonhelical conformation analogous to a ␤ turn in proteins and a knotted structure were included ͑see Fig. 2͒ . The implicit solvent model is fast yet less accurate than the more complex explicit solvent models. Therefore, the implicit solvent models sample conformation space quickly and give rough insights into the more relevant states in the system. Multiple trajectories in explicit solvent are initiated from a single initial state, each with different initial velocities. These trajectories quickly diverge from each other and from the initial state to sample conformation space, making transitions between the states defined by the state space decomposition.
A. pPA model
The molecular mechanics model of an all-atom pPA 12-mer ͑see Fig. 1͒ was created using the AMBER8 moleculardynamics suite and subsequently ported into the GROMACS ͑http://www.gromacs.org͒ molecular-dynamics suite, version 3.1.4 modified for use with Folding@Home, to calculate the dynamics trajectories. We used the generalized amber force field ͑GAFF99͒ parameter set to define bonded interactions and nonbonded van der Waals terms. The GAFF99 force field was developed primarily to model small organic molecules in a generic, uniform way. The partial atomic charges were calculated using the semiempirical ANTECHAMBER pro- FIG. 2 . Illustration of the approach taken to efficiently sample conformation space using multiple short independent trajectories. The starting structures ͑represented as stick figures, each vertex representing a phenyl ring with the side-chains removed͒ were taken from the clustering results of a simple implicit solvent model. From these starting structures, multiple trajectories using a more complex explicit solvent model were calculated using the Folding@Home distributed computing network. Central to this paper is the application of Markov state models, analysis methods based on the Markov chains, which provide a method to extrapolate the long time-scale dynamics of these short independent trajectories. gram within AMBER8 using the AM1-BCC option for point charge fitting. We also added proper dihedral interactions of the form
across the acetylene bond between two adjacent phenyl rings to bias the chain toward coplanar conformations with energetic minima at 0°͑cisoid͒ and 180°͑transoid͒. The barrier height to isomerization k / 2 = 0.6 kcal/ mol was taken from experimental spectroscopic data.
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B. Solvent models
The explicit solvent models for water, chloroform, methanol, and acetonitrile, the four solvents used in this study, are well known, standard models. A rigid TIP3P water model with the bond lengths and bond angle constrained using the SETTLE algorithm within GROMACS was used to study the dynamics of pPA 12-mers in aqueous solution. Explicit solvent models for the other three solvents ͑acetoni-trile, methanol, and chloroform͒ come prepackaged with the AMBER8 distribution and were also ported into GROMACS. These explicit solvent models were developed based on the AMBER99 parameter set, which is compatible with the GAFF99 parameter set used to model the pPA oligomer. Only the bonds were constrained using the LINCS algorithm in GROMACS; thus, these organic solvent models were not completely rigid, as the angles were allowed to fluctuate in all three models.
C. Simulation parameters
The simulations for each explicit solvent were run at two temperatures, 300 and 330 K, to investigate the temperature effects as well as the effects of solvent quality on the dynamics of pPA 12-mer chains. The boiling point for chloroform is 334.85 K, 25 the lowest of the boiling points for the four solvents; hence 330 K is a reasonable choice for the highertemperature simulations. Eight sets of initial structures were prepared; one set for each solvent at a given temperature. For a particular set of initial structures, each of the eight initial structures was solvated separately, energy minimized, and equilibrated for 200 ps at the appropriate temperature, keeping the oligomer restrained in its initial conformation. These equilibrated structures were the starting points for production dynamics runs at the appropriate temperature.
The world-wide distributed computing platform Folding@Home ͑http://folding.stanford.edu͒ was designed as a resource to distribute dynamics calculations over a very heterogeneous supply of processors all donated voluntarily by users from all over the world. We used Folding@Home to compute many independent trajectories for each of the eight separate data sets. A single data set contained 1600 trajectories; for each of the eight initial structures in the data set, 200 trajectories of varying length were computed ͑time distributions shown in Fig. 3͒ , each differing in random number seed. The aggregate simulation time for all eight data sets amounts to ϳ300 s.
Additional simulation parameters are as follows. A 2-fs time step was used, constraining all bonds using LINCS.
The particle mesh Ewald ͑PME͒ summation algorithm was used to calculate the electrostatic potential energy with a grid spacing of 0.12 nm and a tolerance of 10 −5 . The van der Waals cutoff distance and the Ewald long-range cutoff separating the direct space from the inverse space were both the same for a given solvent system, although the pair of cutoffs was set to different values for different solvents. The size of the solvent molecule determines the necessary cutoff distances; larger solvent molecules result in larger first and second solvent coordination shells, so the larger solvent molecules require larger cutoffs. The cutoffs were 0.8 nm for water, 0.9 nm for methanol, and 1.0 nm for both acetonitrile and chloroform, respectively, reflecting the ordering of the relative sizes of the solvent molecules: waterϽ methanol Ͻ acetonitrileϷ chloroform. The nonbonded van der Waals interactions used a switching function with the switch turned on 0.2 nm closer than the long-range cutoff distance. The neighbor list cutoff was set to be 0.2 nm further away than the cutoff distance. Different size boxes were used for each solvent system; the box size for the acetonitrile simulations was 5 nm, the box size for the chloroform simulations 7 nm, and both water and methanol simulations were run in boxes 6 nm on a side. The simulations were run at constant temperature and pressure using Berendsen temperature and pressure controls.
III. THEORY OF MARKOV CHAINS
The Markov assumption states that the future state of a stochastic system only depends on the current state, or in other words, a Markovian system is senile and has no memory of its history. Stochastic systems which are Markovian are much easier to characterize than systems which strongly depend on their histories. This is because the math- FIG. 3 . Simulation time distributions for the eight data sets analyzed in this paper, pPA 12-mers in four solvent systems; acetonitrile, chloroform, methanol, and water; at two temperatures each, 300 and 330 K. The average simulation times taken from these distributions are as follows: at 300 K, the average simulation times for acetonitrile, chloroform, methanol, and water are 26.1, 19.0, 18.9, and 25.6 ns, respectively; at 330 K, the average times are 24.7, 18.9, 19.0, and 23.6 ns, respectively. Contrast these average simulation times with the folding times computed from the Markov models ͑see 
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Elmer, Park, and Pande J. Chem. Phys. 123, 114902 ͑2005͒ ematics of Markov processes has been developed thoroughly and is described succinctly by relatively simple principles of linear algebra. 26, 27 Several research groups have developed methodologies for analyzing molecular simulation data using techniques based on Markov chains. [28] [29] [30] [31] We build upon the method developed by Swope, Pitera, and Suits to characterize the folding properties of pPA 12-mers in explicit solvent. Markov chains are ideally suited to describe the dynamics of molecular systems due to their mathematical properties encapsulated in the stochastic transition matrix P ij ͑͒ over a set of discrete states p i . We use the row-dominant representation of the transition matrix P ij ͑͒, meaning that the rows of the matrix sum to one. The elements of the transition matrix are defined to be the probability that the system is in state p j at time t + , given that the system was initially in state p i at time t, i.e., P͑p j , t + ͉ p i , t͒ϵ P ij ͑͒. The given stochastic process is Markovian when it obeys the following discrete time equation:
for a probability distribution X i ͑t͒ at a given point in time.
A. Investigating Markov properties
The transition matrix P ij ͑͒ may be diagonalized in order to decompose the problem into an eigenspace description of the dynamics. 31 Under the row-dominant convention the first right eigenvector corresponding to the Perron root 1 =1 is e = ͓1¯1͔
T and the first left eigenvector is the normalized stationary distribution = ͓ i¯N ͔ T satisfying T e = 1. Assuming the transition matrix satisfies detailed balance i P ij = j P ji , the eigenvalues i are real and bounded in the range ͓−1,1͔, i.e., ͉ i ͉ ഛ 1. In addition, the right eigenvectors x i form an orthonormal basis set with respect to the weighted inner product ͗x i , 
We emphasize that when the transition matrix P͑͒ satisfies detailed balance, i P ij = j P ji , the eigenvalues i are real and ͉ i ͉ ഛ 1. Furthermore, exploiting the definition of a Markov process ͑the future state of the system only depends on the current state͒ this equation may also be written in terms of longer time scale resolutions or lag times:
where S͑n͒ = ͓P͔͑͒ n . The eigenvalues i ͑n͒ and eigenvectors of S͑n͒ are related to those of P͑͒: the eigenvectors ͑both right x i and left y i ͒ are the same whereas the eigenvalues are related by i ͑n͒ = i n . From this relationship, a plot of −n /ln i ͑n͒ is constant over all lag times for a Markovian system, 28 the constant value being the characteristic time i * of the exponential decay of the ith eigenmode:
This relationship provides a means to assess whether or not a system is Markovian ͑or the time scales on which it is Markovian͒ by computing the transition matrices from the simulation data at increasing lag times and noting the range of lag times where the curves for −n /ln i ͑n͒ are ͑approxi-mately͒ constant. 32 The transition matrices in this Markovian regime may subsequently be used to iterate forward in time in order to characterize the long-time scale dynamics of the system, even when the longest simulation trajectory is shorter than the characteristic time scale on which molecular events occur.
B. Computing transition matrices from simulation data
The state space decomposition S for the pPA 12-mers studied in this project is described in detail in our companion paper; 23 however, we summarize for the benefit of the reader. For a pPA oligomer of length L monomers, we define the state decomposition in terms of 2 L−2 helical states s j . Each state is represented as an L − 2 bit binary number ␦͑s j ͒ according to the sequence of discretized dihedral angles along the backbone of the chain. For a pPA L-mer, there are L −3 dihedral angles i ; these continuous dihedral angles are discretized according to the dihedral potential ͓see Eq. ͑1͔͒ between adjacent phenyl rings along the backbone:
ͮ
The chirality, whether the helical nucleus is left or right handed, is specified by the ␦ L−2 bit. Knotted states s j,k * are derived from compact helical states s j according to the position k along the sequence where the chain crosses the ideal helix path, perturbing the helical structure.
A 23 ͒, which represent the final-state space decomposition S = ͕p i , p i,k * ͖ of the pPA 12-mer. From the simulation trajectories, the process of assigning a given molecular conformation to a state s j ideally consists of discretizing the dihedral angle sequence i into the L − 2 bit binary number ␦͑͒ ͑accounting for chiral symmetry in the ␦ L−2 bit͒. However, including knotted states in the state space decomposition prevents the use of this simple approach due to the fact that the knotted states have the same sequence of discretized dihedral angles as the helical states from which they are derived. In order to distinguish the knotted states from the helical states when assigning a conformation to a state s j or s j,k * , a more sophisticated process is required.
A heuristic approach to assigning conformations to states is adopted to overcome this challenge of distinguishing helical states s j from knotted states s j,k * . We create reference structures rЈ͑s j ͒ for each of the 1076 states, 33 then assign the conformation to the closest state according to a predefined metric. The root-mean-square deviation ͑RMSD͒ is the metric of choice, since it is capable of distinguishing chiral symmetry, as well as distinguishing knots from helices:
RMSD is a pairwise structural parameter which measures the distance between two molecular conformations, now parametrized in terms of monomer coordinates r rather than dihedral angles , after an optimal alignment. The monomer coordinates are defined to be the mass-weighted center of mass of the phenyl ring atomic coordinates ͑see Fig. 1͒ ; a pPA L-mer conformation r is a 3L-component vector. Therefore, given a reference structure rЈ͑s j ͒ for each of the 1076 helical and knotted states, a given molecular conformation may be assigned to the state which it is closest to in terms of RMSD:
where in this case the states s j include the knotted states s j,k * to simplify the expression. The procedure for constructing the transition matrices from the simulation trajectories is described by Swope et al. 29 We summarize the process which consists of computing an indicator function ⍀ ͑p i ͒ and a correlation function C ij ͑͒ which are used to compute the transition matrix P ij ͑͒ for Ͼ 0. A single data set consists of a set of M-independent simulation trajectories r ͑m͒ ͑t͒ for m =1, ... , M in which the molecular conformations are parametrized in terms of monomer coordinates r and each trajectory runs for a period of time from t =0 to t = T m ͑see Fig. 3 for the time distributions͒. The indicator function
represents a succinct approach to group the microstates of molecular conformations r͑t͒ from the simulation data into macrostates p i . The process of assigning the conformation r͑t͒ to the state s j or s j,k * through A RMSD ͑r͒ is a crucial step that may be easily overlooked in the equation for the indicator function ͓Eq. ͑9͔͒; once the assignment has been made to state s j = A RMSD ͑r͒, the symmetry function O͑s j ͒ ͑see companion paper͒ is applied to assign conformation s j to its par- 
͑10͒
The ͑unnormalized͒ stationary distribution i ͑͒ may also be computed from the M trajectories ͓see Eqs. ͑5͒ and ͑6͒ of Ref. 29͔:
The transition function P ij ͑͒ is finally calculated using the following Bayes' relationship:
When computing a transition-probability matrix P = P ij ͑͒ directly from the data, invariably detailed balance will not be satisfied due to random noise in the simulation data, which leads to imaginary components in the eigenvalues and associated eigenvectors. We propose a procedure, outlined below, to impose detailed balance on the transition matrix P through a symmetrization. This procedure uses a relationship between P and P sym which is easily invertible, i.e., P ij sym = i P ij ⇔ P ij = ͑P ij sym / i ͒, where i is the normalized stationary distribution. The stationary distribution ͑prop-erly normalized͒ may be computed from either P or P sym , as shown in steps 1 and 3, respectively, of the following procedure:
͑1͒ Diagonalize P to obtain ͑first left eigenvector͒; then, P ij sym = i P ij .
͑2͒ Impose symmetry to obtain P sym using the equation:
Calculate the updated stationary distribution from the symmetrized matrix: i = ͚ l P il sym ; then use the updated stationary distribution to invert from the symmetrized matrix P sym to the stochastic transition matrix P which now satisfies detailed balance:
Performing the prescribed transformation in step 1 should in theory produce a symmetric matrix P sym when P satisfies detailed balance. However, since P does not satisfy detailed balance due to random noise, P sym will not be ex-actly symmetric. If, on the off-chance P does already satisfy detailed balance before this symmetrization procedure, of course, this procedure may be skipped. Also of note in step 1, the eigenvalues and eigenvectors from the diagonalization of P will have imaginary components since P does not satisfy detailed balance. This should not be a major concern since the stationary distribution obtained from the first left eigenvector is always real, and the other imaginary eigenvectors are not needed to perform the symmetrization. Therefore, P sym will be a real matrix as well. In step 3 it is necessary to use the updated normalized stationary distribution computed from the symmetrized matrix P sym in order to obtain a proper stochastic matrix P with rows that sum to one. Using the original stationary distribution will not give back a stochastic matrix satisfying detailed balance due to the symmetrization in step 2.
IV. RESULTS AND DISCUSSION
The dynamic properties of the pPA 12-mer are characterized at both 300 and 330 K for each of the four solvents; thus, eight data sets are simultaneously analyzed and characterized using the Markov state models described in Sec. III. Each data set consists of M = 1600 independent trajectories initiated evenly between eight starting structures ͑200 trajectories per starting structure, differing only in initial velocities͒. From these multiple independent trajectories, the transition matrix 34 P ij ͑n samp ͒ over the set of 285 parent states p i and p i,k * constructed from the state space decomposition S = ͕p i , p i,k * ͖, was computed for the range of lag times n samp = 0.5-20.0 ns in increments of samp = 0.5 ns. We enforce detailed balance on each transition matrix P ij ͑n samp ͒ using the symmetrization procedure described in Eq. ͑13͒ to address the noise in the data as a precursor to the subsequent kinetic analysis, which highlights the primary role that the solvent quality plays in the folding kinetics of the pPA 12-mer.
A. Demonstration of Markovian behavior
Now that the transition matrices P ij ͑n samp ͒ satisfy detailed balance, we diagonalize P ij ͑n samp ͒ to express the dynamics in terms of eigenmodes which are orthonormal with respect to the weighted inner product ͗x i , x j ͘ , as outlined in Sec. III. Figure 4 illustrates the nearly exponential decay of the first 20 eigenvalues i ͑n͒ of P ij ͑n samp ͒ as a function of the lag time n samp for each of the four solvent systems: ͑i͒ acetonitrile, ͑ii͒ chloroform, ͑iii͒ methanol, and ͑iv͒ water; at both temperatures: ͑a͒ 300 K and ͑b͒ 330 K. The first eigenvalue 1 ͑n͒ϵ1 is identically equal to 1 over all lag times as it corresponds to the Perron root. We observe that the second eigenvalue 2 ͑n͒ has only decayed a minimal amount after 20 ns in all eight data sets ͑nonaqueous solvents at the higher temperature of 330 K have the highest levels of decay͒. This suggests that the slowest time scales in the pPA 12-mer folding mechanism are much longer than the average trajectory which is ϳ20 ns in all eight data sets ͑see Fig. 3͒ .
In order to determine the time scales at which a system exhibits Markovian behavior, the curves for the characteristic decay time i * =−n samp /ln i ͑n͒ of the same 20 eigenvalues of P ij ͑n samp ͒ are plotted in Fig. 5 as a function of the lag time n samp . For a given system to have Markovian properties, the curves for these characteristic times must be constant over an extended range of lag times, which will hereafter be referred to as the Markovian regime of lag times. This is a necessary but not sufficient condition for Markovian behavior.
Inspection of the characteristic time curves in Fig. 5 suggests that acetonitrile ͑i͒ exhibits Markovian behavior over a broad range of lag times ranging from ϳ5 to 15 ns at both temperatures of 300 and 330 K. This observed Markovian behavior is a key component for further investigations of the folding dynamics of the pPA 12-mer in acetonitrile at 300 K, to be given shortly hereafter in Sec. IV C. Moreover, both chloroform ͑ii͒ and methanol ͑iii͒ appear to be Markovian at the higher temperature of 330 K over the range of lag times from ϳ8 to 20 ns. On the other hand, it is difficult to discern whether or not chloroform and methanol are Markovian at the lower temperature of 300 K. The characteristic time curves nearly level off in the range ϳ10-15 ns, which may or may not be a sufficient demonstration of Markovian behavior within that time range. It is easy to conclude that water ͑iv͒ is not Markovian at either temperature, as the characteristic decay time curves for the eigenmodes continue to increase nearly linearly over all lag times between 0 and 20 ns, rather than level off to any near constant value. In general, the dynamics of pPA 12-mers are more likely to be Markovian at higher temperatures suggesting that sampling of conformation space is more efficient at higher temperatures. An increase in the amount of thermal energy assists the pPA 12-mer in making transitions between macrostates.
Two features are common to each of the characteristic decay time curves in Fig. 5 . First, the curves increase rapidly at short lag times n samp =0-5 ns before they level off. Second, at long lag times n samp Ͼ 15 ns, the curves increase once again. Swope et al. 29 suggest that the lack of Markovian behavior at short lag times may be attributed to the system retaining a memory of its location in conformation space at short times. The system needs adequate time to decorrelate after entering a free-energy basin. The time scales on which the system exhibits Markovian behavior are very dependent upon this decorrelation time. The gentle rise in the characteristic time curves at higher lag times ͑n samp Ͼ 15 ns͒ has also been noted by Swope et al. 29 ; due to the limited lengths of the trajectories, inadequate sampling at these long time scales purportedly leads to non-Markovian behavior.
The characteristic time curves of pPA 12-mers in explicit water have very interesting non-Markovian features ͑see Fig.  5͒ . Why does not the pPA 12-mer exhibit Markovian behavior in water? There are several possibilities. First of all, the solvent water may be directly involved in the pPA dynamics. Since we do not account for the water degrees of freedom in the state space decomposition of the oligomer, we may have removed information needed to observe Markovian behavior. Another possibility may be that the oligomer has not adequately sampled conformation space or the transitions between macrostates. Closely related to this sampling issue, the dynamics may be greatly hindered due to the very strong aggregation potential in aqueous solutions, and hence may be Markovian only at lag times greater than 20 ns.
B. Comparison of folding times in organic solvents
How does the solvent quality inherent to a given solvent affect the pPA 12-mer folding kinetics? Moreover, how does the temperature affect the kinetics? These are important questions that will be addressed in this section by computing the folding time, expressed by the mean first passage time ͑MFPT͒, directly from the transition matrices P ij ͑n samp ͒. The mean first passage time 30 for state p i is a kinetic measure of the average time taken to reach the folded state from state p i before unfolding. From the transition matrix at a given lag time P ij ͑n samp ͒, the MFPT may be computed selfconsistently from the following system of equations:
A single boundary condition is defined so that the mean first passage time from the folded state p 0 to itself is zero, i.e., MFPT͑p 0 ͒ = 0. Initially, the MFPTs for all states are set to infinity, MFPT͑p i ͒ = ϱ, except for the folded state p 0 which again is initially set to zero. This system of equations is solved iteratively until a self-consistent solution is obtained for each of the 285 parent states p i , at a prespecified tolerance.
The mean first passage time may also be used as an indicator of Markovian behavior. Just as the characteristic decay times i * must be constant in the Markovian regime, the mean first passage times must also be constant in the Markovian regime of lag times. Again, this is a necessary but not sufficient condition for Markovian behavior.
The majority of the states p i are unstructured. D͑p i ͒ is a structural parameter which describes the size of the helical nucleus or the number of consecutive helical monomers in state p i . Since it is explained in greater detail in the companion paper, 23 let it suffice to declare that any state p i with ensemble U, i.e., U = ͕p i ͉ D͑p i ͒ ഛ 3͖. To determine the typical time to fold from the unfolded state, the average of all mean first passage times for the set of unfolded states U is computed:
where N U is the number of states in U. This technique is used to compute the mean first passage time from the unfolded state U to the folded state p 0 for the transition matrices P ij ͑n samp ͒ over the range of lag times n samp = 0.5-20.0 ns. This measure of the folding time, along with the standard deviation among the unfolded states, is shown in Fig. 6͑a͒ for each of the eight solvent/temperature simulation data sets. A complementary view of the temperature dependence and the solvent quality dependence on the folding time scales for pPA 12-mers is illustrated in Fig. 6͑b͒ . This bar chart is taken from a time slice at a lag time of 10 ns from the data shown in Fig. 6͑a͒ . The solvent system which promotes the fastest folding at a lag time of 10 ns ͑which was in the Markovian regime for most data sets͒ was acetonitrile at 330 K in which the characteristic folding time for the pPA 12-mer was ϳ100 ns. Several interesting solvent properties may be noted from the folding data shown in Fig. 6 . Most importantly, the solvent quality is the primary determinant of the folding kinetics of pPA 12-mers. At a lag time of 10 ns, the range of folding times differ by an order of magnitude, purely due to solvent quality. Temperature also affects the kinetics, particularly for methanol, although not as strongly as the solvent quality. The pPA 12-mers take longer to fold in both the extreme solvent quality regimes, as may be seen from the folding times in chloroform and water, which represent the good and poor solvent regimes, respectively. However, in the theta solvent regime which is characterized by optimal fold- 
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Foldamer dynamics expressed via Markov state models J. Chem. Phys. 123, 114902 ͑2005͒ ing conditions, the folding times are minimized for both acetonitrile and methanol ͑especially at higher temperatures of 330 K͒. Chloroform has a very high folding time as expected because it is a denaturing solvent, therefore pPA oligomers take a long time to fold if they fold at all in chloroform. The folding time curves for chloroform at both temperatures appear close to leveling off around 10-15-ns lag times. Just as it is difficult to discern the Markovian behavior of pPA 12-mers in chloroform at the lower temperature of 300 K from the characteristic time curves ͓see Fig. 5͑aii͔͒ , it is also difficult to discern the Markovian behavior in chloroform using MFPT. Since Markovian behavior is not readily obvious in chloroform, the estimates for the folding times in chloroform shown in Fig. 6 may be inaccurate. However, the trend in the folding times relative to the other solvents is preserved despite any inaccuracies in the estimates, and it is clear that chloroform is a denaturing solvent due to the increased folding time relative to acetonitrile.
Water, on the other hand, has an increased folding time due to the strong aggregation potential as a consequence of the strong attraction of the chain with itself. Therefore, it gets trapped in intermediate states and takes longer to reach the folded state on average relative to a theta solvent such as acetonitrile. Water has already been shown according to the characteristic time curves in Fig. 5 not to be Markovian at any lag time between 0 and 20 ns. Therefore, it is not surprising that the standard deviations for the MFPT͑U , n samp ͒ in water are relatively large. In addition, the mean first passage times for water ͑shown in Fig. 6͒ are at best rough estimates of the correct folding times in aqueous solutions, but are nonetheless helpful to observe the general trend in the folding times.
Both acetonitrile and methanol have constant curves for the folding times over a broad range of lag times as measured by MFPT ͓see Fig. 6͑a͔͒ . This further supports the evidence gained from the curves for the characteristic decay times shown in Fig. 5 that acetonitrile and methanol have Markovian properties over a broad range of lag times. Not only are the dynamics Markovian, but the folding times appear to be minimized in these solvents ͓see Fig. 6͑b͔͒ , especially at the higher temperature of 330 K, supporting the initial assumption that these solvents are in the theta solvent regime, particulary acetonitrile which has low MFPT at both temperatures. Methanol appears to be in the theta solvent regime at the higher temperature; however, the solvent quality for methanol decreases as the temperature decreases as evidenced by the significantly higher mean first passage time at 300 K.
It is interesting to note that more than one measure is needed to draw a convincing argument for Markovian behavior, a natural consequence of the level curves for the characteristic decay times and the MFPT being necessary but not sufficient conditions for the Markovian behavior. This is indeed the case with chloroform at 330 K. The curves for the characteristic decay times appear to exhibit Markovian behavior ͓see Fig. 5͑bii͔͒ , while the MFPT curves shown in Fig. 6͑a͒ only provide a tenuous argument for Markovian behavior.
How do the characteristic decay time curves in Fig. 5 compare physically to the folding times measured by the MFPT in Fig. 6 ? The fundamental difference between the characteristic decay times i * and the MFPT depends on the final state of the dynamic system. For instance, by definition, the MFPT measures the average time to reach the folded state from state p i before unfolding. The final state of the system is clearly defined to be the folded state and is the same in all cases. However, the characteristic decay times i * measure the relaxation times for the individual eigenmodes to reach the stationary distribution, which varies from one solvent system to the next. As an example, the stationary distribution of pPA 12-mer states in acetonitrile is dominated by the folded state and other highly compact states. Chloroform being a denaturing solvent, on the other hand, has a stationary distribution of oligomer states consisting primarily of unstructured, unfolded states. Therefore, the final state of the system is different from one system to another when measuring the characteristic times from the eigenmodes, and one needs to be very careful when making a direct physical comparison to the computed MFPT.
In the case of acetonitrile and methanol, the comparison between the MFPT and the characteristic times i * of the eigenmodes is valid, since they both essentially measure the same process of folding to the folded state. This may be verified in the case of acetonitrile by looking at the folding time measured by MFPT in Fig. 6 ͑ϳ100 ns at 330 K͒ and comparing directly with the sum of the characteristic times of the eigenmodes shown in Fig. 5 ͑slowest eigenmode ϳ60 ns at 330 K͒. It is clear, however, that the characteristic decay times in chloroform do not measure the folding process. The MFPT of the pPA 12-mer in chloroform at both temperatures is well over 1000 ns, while the characteristic decay times essentially measure the unfolding time in chloroform, the slowest eigenmode of which is ϳ50 ns at 330 K. It is desirable to be able to quantitatively compare the solvent quality of the four solvents currently being studied. Unfortunately, the abscissa in Fig. 6͑b͒ does not have a distance associated with it. Rather, it is strictly the expected ordering of solvent quality gained from experimental results 18 that drives the ordering of the solvent systems displayed in the chart. Ideally, the solvation free energy 35, 36 or the Flory-parameter 37 would give a quantitative measure of solvent quality sufficient to generate a distance along the x-axis for each of the eight solvent/temperature systems. However, it is very difficult, if not impossible, to extract solvation free energies from the simulation data according to the methods used in this study.
The best measure of solvent quality we are able to calculate from the simulation data is the interaction enthalpy between the oligomer chain and the given solvent: ⌬H = ͗H͘ MS − ͗H͘ MM . The total interaction enthalpy is defined to be the sum of the van der Waals and Coulomb nonbonded enthalpies H = H vdw + H coul . The first term ͗H͘ MS is the absolute enthalpy of the monomer ͑M͒-solvent ͑S͒ interactions; whereas, the second term ͗H͘ MM is due to the absolute enthalpy of the intramolecular monomer ͑M͒-monomer ͑M͒ interactions. The relative interaction enthalpy ⌬H measures the strength of attraction between the oligomer and a given solvent. Therefore, a quantitative comparison between the relative interaction enthalpy ⌬H of the pPA 12-mer in several solvent systems serves as a direct measure of solvent quality.
The relative interaction enthalpy ⌬H for each solvent/ temperature system is tabulated in Table I . Chloroform has the strongest interaction enthalpy at both temperatures as expected; the stronger the interaction, the stronger the oligomer attracts the solvent which then screens the oligomer from distant portions of the chain. Thus, the weak intrachain interactions in a good solvent environment cause the oligomer to remain unstructured and extended. Methanol and water both have the expected ordering with respect to solvent quality relative to chloroform and to each other. In this case, the interaction enthalpy between the oligomer ͑M͒ and the solvent ͑S͒ is weaker than in chloroform; therefore, the oligomer attracts itself more strongly in the poor solvents, water and methanol, causing the chain to collapse.
Unfortunately, the interaction enthalpy ⌬H ACE ͑T͒ between the pPA oligomer and acetonitrile is calculated to be even less than that of water ⌬H H 2 O ͑T͒ ͑see Table I͒, which would suggest that acetonitrile is a very poor solvent, inconsistent with the folding times shown in Fig. 6 . The most glaring deficiency of the interaction enthalpy ⌬H as a measure of solvent quality is the failure to obtain the expected ordering of acetonitrile relative to the other three solvents. Nevertheless, this unfortunate result is not surprising given that the primary force driving pPA oligomers to fold is solvophobicity, which is purely an entropic effect. Therefore, the interaction enthalpies may be expected to fail to give the correct ordering, and are therefore a poor quantitative measure of solvent quality. More sophisticated free-energy methods are needed in order to quantitatively compare the solvent quality of these solvents with respect to pPA oligomers.
As a consequence of this failure to obtain quantitative measurements of solvent quality, we chose to order the solvents in Fig. 6͑b͒ in a qualitative sense according to the expected ordering from experimental data. Despite being limited to a qualitative assessment of the solvent quality, we are still able to draw some very important and interesting conclusions from the folding kinetics measured by MFPT. In particular, acetonitrile is the solvent which offers the greatest potential for rapid self-assembly into functional nanostructures ͑within the set of solvents and temperatures considered in this study͒. Accordingly, we further investigate the folding dynamics of the pPA 12-mer in acetonitrile in Sec. IV C.
C. pPA 12-mer folding kinetics in acetonitrile at 300 K As a consequence of running multiple short independent trajectories to sample conformation space, not a single folding event is observed in which the oligomer is initially extended and ultimately folds in the same trajectory. In light of this fact, it is reasonable to question the validity of the folding times ͑MFPT͒ computed from the transition matrices. In other words, how well do the Markov state models for the dynamics of pPA 12-mers reproduce the exact dynamics of the all-atom computational model? In order to address this question, we compute an additional data set of folding trajectories which are initiated from an extended conformation and allowed to diffuse unbiased toward the folded state, running as long as necessary to observe molecular folding events. From these folding trajectories, an estimate for the short-time dynamics of the computational model of the pPA 12-mers may be obtained. Then, a direct comparison between the dynamics of these folding trajectories and the dynamics computed from the Markov state models derived from the multiple independent trajectories will serve as a means to quantitatively validate the predictive capabilities of the Markov state models. For this additional folding data set, we used the same procedure and parameters outlined in Sec. II to solvate and equilibrate an extended conformation of a pPA 12-mer in each of the four solvents at 300 K ͑we did not compute folding trajectories at 330 K͒. These folding trajectories were run on a local LINUX cluster of dual Xeon processor machines using a parallel version of the GROMACS3.1.4 molecular-dynamics program running on two processors on a single node to decrease the wall clock time. For each solvent system 25 trajectories were generated, differing only in random number seed used to compute the initial velocities. The longest trajectory ran for 90 ns; however, not all trajectories ran for the same length of simulation time.
We did not observe any folding events in chloroform, which is not surprising since it is a denaturing solvent, therefore the folding rate is very slow. Also, we did not observe any folding events in water, which is also not surprising. Due to the strong intramolecular attraction of the chain to itself in water, it gets trapped in intermediate conformations and ultimately cannot fold within the time scales accessible to these simulations. We did, however, observe one folding event in methanol. While this is a fantastic observation, one data point does not provide enough information to extract any meaningful conclusions relating to the folding kinetics of pPA oligomers in methanol. Acetonitrile, on the other hand, produced eight folding events! This is a sufficient amount of information to make a direct comparison against the folding dynamics predicted from the Markov state models of the pPA 12-mer in acetonitrile at 300 K.
The fraction of the trajectories which have folded as a function of time is shown in Fig. 7 . Utilizing the fact that folding is a diffusive process with exponential folding time distributions, we expect to observe some fast folding events at very short-time periods. In the case of a two-state system, we would expect a linear increase in the fraction folded at very short-time periods, a fit to a straight line providing an estimate for the folding rate of this two-state folding system. 38 The dashed line in Fig. 7 shows the fraction of the folding trajectories initiated from an extended state which reach the folded state by time t.
We see that the pPA 12-mers do not follow the kinetics of a two-state folder since there is an observable curvature corresponding to a quadratic rise of the fraction folded at short times ͑t Ͻ 100 ns͒. This is, however, consistent with the experimental kinetic measurements which show significant nonexponential folding time distributions at 300 K, 8 and is also consistent with previous computer simulations using a simple generic implicit solvent model in which a Taylorseries expansion around t = 0 also revealed a quadratic rise in the fraction folded at very short times. 2, 3 The observable curvature in the dashed curve for the fraction folded in Fig. 7 is also consistent with the eigenvalue spectra and the characteristic decay time curves shown in Figs. 4 and 5, respectively, for acetonitrile at 300 K. If the folding kinetics were strictly two state, the second eigenvalue 2 ͑n͒ would dominate the eigenvalues from the lower portion of the eigenvalue spectrum and there would be a single curve for the characteristic decay time associated with the two-state process. However, there are several eigenvalues which contribute significantly to the overall folding dynamics, lending support to the idea that the pPA 12-mer folding in acetonitrile is more complex than a simple two-state mechanism.
The solid curves shown in Fig. 7 are the predicted curves for the fraction folded computed from the Markov state models. From the transition-probability matrices computed from the simulation data at a given lag time P ij ͑n samp ͒, we iterate forward in time ͓see Eqs. ͑3͒ and ͑4͔͒ from an initial probability distribution consisting purely of unfolded states 39 and monitor the concentration of the folded state as a function of time t. We note from Fig. 7͑a͒ that the predicted curves are not consistent over the full range of lag times, 0 -20 ns in 0.5-ns increments. This is expected since the dynamics are not Markovian over this whole range of lag times. However, restricting the lag times to a narrower range corresponding to the Markovian regime, i.e., 7.5-15.0 ns, reveals that the short-time dynamics predicted by the Markov state models are very consistent, both amongst themselves and also in comparison with the full dynamics for the computational model computed from the folding trajectories. The divergence between the Markov state models and the full dynamics of the computational model above 70 ns may be attrib- uted to fewer folding trajectories reaching 70 ns; therefore, less data above 70 ns cause significant noise in the dashed curve for the full dynamics. Now that the Markov state models have been shown to adequately reproduce the dynamics of the computational model for the folding of pPA 12-mers in acetonitrile at 300 K, we can use the transition-probability matrices in the Markovian regime to characterize the kinetic properties of this model system with more confidence. From the Markov model validation process illustrated in Fig. 7͑b͒ , and given the satisfactory agreement between the Markov models and the folding data, we conclude that the folding time for the computational model of pPA 12-mers in acetonitrile at 300 K is ϳ200 ns in terms of MFPT, as computed previously ͑see Fig. 6͒ .
We are not aware of any reports in the literature of a folding time measured for pPA 12-mers in acetonitrile. However, Yang et al. 8 have studied the folding kinetics of a pPA 12-mer in a 1:1 ͑v/v͒ tetrahydrofuran ͑THF͒/methanol solution. Since it was not a pure methanol solution, we are not capable of making a direct quantitative comparison to our simulations, as desired. However, a qualitative comparison between the folding time of the computational model of the pPA 12-mer in pure methanol and the experimentally measured folding time in the 1:1 THF/methanol solution is possible. How the THF affects the folding times, whether it speeds up or slows down the dynamics, is unknown. Assuming THF speeds up the pPA dynamics, the results of our simulations in pure methanol will be in good agreement with the experimental folding time measured in the THF/methanol solution, as we now demonstrate.
The experimental folding time of pPA 12-mers in 1:1 THF/methanol solution at 300 K was measured to be ϳ160 ns, assuming a fit to a two-state model. 8 The folding time, represented as the MFPT, of the computational model for pPA 12-mers in pure methanol at 300 K was calculated to be ϳ400 ns. Given the experimental uncertainties introduced by fitting the data to a two-state model when the kinetics are multistate and assuming that adding THF to the computational model of the pPA 12-mer in pure methanol would speed up the dynamics, the calculated folding time for the pPA 12-mers in pure methanol, ϳ400 ns, is in reasonably good agreement with the experimentally measured folding time of ϳ160 ns in the 1:1 ͑v/v͒ THF/methanol solution. Even more encouraging is the fact that the folding times agree reasonably well without having to scale the times, as was needed when comparing the experimental folding time with the folding time for the implicit solvent model to correct for a low friction coefficient in the implicit solvent simulations. 
V. SUMMARY
The solvent environment plays a fundamental role in the folding kinetics of self-assembling molecular systems. A major challenge in the field of molecular design entails understanding the properties of the solvent environment which would promote optimal conditions for dynamic processes to occur in a functional, designed system. Toward this goal, we have studied the solvation contributions to the folding properties of a potential selfassembling functional nanomaterial, polyphenylacetylene ͑pPA͒ 12-mer. An ensemble of short, independent moleculardynamics trajectories in full atomistic detail for this pPA 12-mer in explicit solvent were calculated in each of the solvents, acetonitrile, chloroform, methanol, and water, at two temperatures, 300 and 330 K. Of the four solvents investigated, acetonitrile was found to promote optimal folding conditions at both temperatures, demonstrated by a minimal folding time, measured by the mean first passage time ͑MFPT͒. Based on the information gained from the current study, future biomimetic applications of pPA oligomers will ideally be mediated in acetonitrile solutions.
