Abstract. Given n disjoint intervals I j , on R together with n functions ψ j ∈ L 2 (I j ), j = 1, . . . n, and an n × n matrix Θ, the problem is to find an L 2 solution ϕ = Col(ϕ 1 , . . . , ϕn), ϕ j ∈ L 2 (I j ) to the linear system χΘH ϕ = ψ, where H = diag(H 1 , . . . , Hn) is a matrix of finite Hilbert transforms and χ = diag(χ 1 , . . . , χn) is a matrix of the corresponding characteristic functions on I j , and ψ = Col(ψ 1 , . . . , ψn). Since we can interpret χΘH ϕ as a generalized vector multi-interval finite Hilbert transform, we call the formula for the solution as "the inversion formula" and the necessary and sufficient conditions for the existence of a solution as the "range conditions". In this paper we derive the explicit inversion formula and the range conditions in two specific cases: a) the matrix Θ is symmetric and positive definite, and; b) all the entries of Θ are equal to one. We also prove the uniqueness of solution, that is, that our transform is injective. When the matrix Θ is positive definite, the inversion formula is given in terms of the solution of the associated matrix Riemann-Hilbert Problem. We also discuss other cases of the matrix Θ.
Introduction
We start by reminding the reader of the well known inversion formula and range condition for a finite Hilbert transform H in L 2 , see, for example, [10] . Here and everywhere below, whenever z belongs to the interval of integration, the integral is understood in the Cauchy Principal Value sense. In all other cases, this is just an ordinary integral.
The following facts about H are known: (1) The operator H : L 2 (I) → L 2 (I) is injective and its range is a proper dense subspace of L 2 (I) so that H is not a Fredholm operator; (2) Let f ∈ L 2 (I). Then f is in the range of H if and only if there exists a unique constant κ ∈ C such that
where R(z) = (z − β)(z − α) and R(z) ∼ z as z → ∞; (3) If f is is in the range of H then (1.3)
where the constant κ is the same as in (1.2).
These results can be generalized in several directions: for example, one can consider functional spaces L p (I), p > 1, see [10] , or more general singular integral transforms, like, for example, the cosh-transform ( [1] ). In the current paper, we extend the inversion formula (1.3) and the range condition (1.2) to the case of the vector multi-interval finite Hilbert transform H. Here is the general setting of the problem. Given:
• n ∈ N disjoint intervals I j = [α j , β j ] on R, −∞ < α 1 < β 1 < α 2 < . . . α n < β n < ∞;
• n real-valued functions ψ j ∈ L 2 (I j ), which we represent as ψ = Col(ψ 1 , . . . , ψ n ); • an n × n real matrix Θ = (θ jk ), find the range conditions, the inversion formula and study the uniqueness of solution for the following system of singular integral equations (1.4) χΘH ϕ = ψ on I = ∪ n j=1 I j , where ϕ = Col(ϕ 1 , . . . , ϕ n ), ϕ j ∈ L 2 (I j ), and (1.5) H = diag(H 1 , . . . , H n ), χ = diag(χ 1 , . . . , χ n ).
Here H j : L 2 (I j ) → L 2 (I) denotes the finite Hilbert transform (FHT), which integrates on I j and evaluates on I. Also, χ j denotes the characteristic function of I j , j = 1, 2, . . . , n. Whenever appropriate, χ j can also be viewed as restriction operators. To the best of our knowledge, this is the first paper that analyzes the equation (1.4) .
The problem mentioned above appears naturally in some applications most notably in the study of discrete β-ensembles, see, for example, [3] , where Θ is considered as the "interaction" matrix, and also in the study of lozenge tilings of polygonal regions. Solution of these problems depends significantly on the particular matrix Θ in (1.4) . Most of the results obtained in this paper results apply to the case where Θ is a positive definite symmetric matrix, but we will also consider some other situations, for example, the case of all θ jk = 1 (uniform interactions), where θ jk is the j, kth entry of Θ. The analysis of the uniform interaction matrix case can be found in Section 6.
The main case of a positive definite symmetric matrix Θ in (1.4) is considered in Sections 2-4. The main steps of our approach are as follows: we first reduce the operator χΘH from (1.4) to Id − K, where K is a Hilbert-Schmidt operator, and then use the approach of [4] to find the resolvent of Id − K λ in terms of the solution Γ(z) of the corresponding matrix Riemann-Hilbert Problem (RHP). This problem is determined by the intervals I (geometry) and by the matrix Θ. Of course, along the way, we have to prove the invertibility of Id − K.
The plan of the paper is the following. In Section 2 we obtain the L 2 solution of (1.4) (the inversion formula) provided that such a solution exists, see Theorem 2.14. This solution is expressed in terms of the matrix Γ(z) and the inverse Hilbert transform ν(z) of the "modified" right hand side ψ(z) of (1.4). We also state necessary conditions for solvability of (1.4), see Lemmas 2.3, 2.4. The condition in Lemma 2.3 is expressed in terms of the right-hand side of (1.4), but the condition in Lemma 2.4 is expressed in terms of the solution ϕ of (1.4). In Section 3 we prove that conditions of Lemmas 2.3, 2.4 are also sufficient, see Theorem 3.1, i.e., they form the range condtions for (1.4). We also express the condition in Lemma 2.4 in terms of Γ(z) and ν(z), see (3.11) and discuss its dependence on the geometry of the intervals, that is, on the points α j , β j . The invertibility of the operator Id − K and the uniqueness of the solution of (1.4) are proven in Section 4.
In Section 5 we gradually relax the requirements of positive definiteness and symmetry of Θ. Replacing positive definiteness with a much weaker requirement that Θ d = diagΘ is invertible, we keep all the above mentioned main results provided that the operator Id − K is invertible.
Next, removing the symmetry requirement of Θ, we end up with a more complicated expression for the second range condition in Theorem 3.1. Finally, we briefly discuss relaxing the requirement that Θ d is invertible, which leads to certain analyticity requirements on some components of ψ. Moreover, some components ϕ j can be found as jumps over the corresponding intervals I j of the analytic continuations of the corresponding ψ k and their finite Hilbert transforms.
The inversion formula and the range condition for (1.4) with the uniform interaction matrix (i.e., θ jk = 1 for all j, k) can be found in Section 6, see Theorem 6.2. The method in this section involves diagonalization of a multi interval FHT, which is based on a special change of variables followed by the application of the Fourier transform. This result is closely related to the classical work done in the 50-s and 60-s, most notably [14] . See also [7, 8, 15, 9, 11, 12] for related earlier work. In these papers the authors use complex-analytic methods to diagonalize and study spectral properties of certain singular operators related to the Hilbert transform. Our approach, while less general, allows to obtain a simple inversion formula and the range condition for the multi interval FHT very quickly and using completely elementary means. These two results, the inversion formula and the range condition, appear to be new.
The authors are grateful to Percy Deift for mentioning the problem and useful discussions.
2. Solution to (1.4) for positive definite symmetric Θ
In this section, we will use the following result of [10] for a finite interval I = [α, β].
2) can be written as follows
If f is in the range, the inversion formula (1.3) can be replaced by
Using (2.2), we immediately obtain that (2.3)
where by H −1 [1] (z), z ∈ I, we understand the expression (2.2) evaluated at z. Let us split
For the time being we assume that Θ d is invertible. Assume that a solution ϕ ∈ L 2 (I) to (1.4) exists. Then, according to Theorem 4.3, proven below, the solution ϕ is unique and equation (1.4) can be written as (2.6)
can be uniquely identified with a vector-function ϕ = Col(ϕ 1 , . . . , ϕ n ), where ϕ j (z) = χ j (z)ϕ(z). With a mild abuse of notations, we will consider ϕ(z) and ϕ as the same object in this paper, and use these notations intermittently, as is convenient in a given context. Let R ⊂ L 2 (I) denote the range of the operator χH. Note that ψ ∈ R if and only if χΘ o H ϕ ∈ R given that the first term in (2.6) is automatically in the range. However, since the m-th row of Θ o H ϕ is analytic on I m , there exists, according to the range condition (2.1), a constant vector c ∈ R n , such that
Therefore, there must be a constant vector c ∈ R n , such that ψ − c ∈ R. The uniqueness of such c follows from the fact that any nonzero constant vector c cannot belong to the range, c ∈ R. Thus, we have proved the following statement. Given ψ ∈ L 2 (I), we denote by c[ ψ] the vector c from Lemma 2.3. The existence of c[ ψ] is the first necessary condition for the solvability of (1.4) in L 2 (I). The second necessary condition, given in Lemma 2.4 below, follows from the above mentioned arguments.
Rewriting equation (1.4) as follows (2.9)
we obtain (2.10) 
We need the following statements.
Lemma 2.6. For any φ ∈ L 2 (I k ) and j = k we have
where z ∈ I j , and H Proof. According to (2.2), (2.14)
.
Using the identity
According to Lemma 2.6, the operator K can be written as (2.16)
where the kernel K of the integral operator K :
Here the prime notation in the summation symbol in (2.17) means that j, k = 1, . . . , n, k = j. It is clear that K is a Hilbert-Schmidt operator since I×I |K(z, x)| 2 dzdx < ∞. The following lemma requires that Θ is a positive-definiteness symmetric matrix.
Lemma 2.7. If Θ is positive definite then λ = 1 is not in the spectrum of K.
Proof. If λ = 1 is in the spectrum of K then λ = 1 must be an eigenvalue of K, so that there is a nontrivial f ∈ L 2 (I) satisfying Kf = f . Applying the operator Θ d H to both parts of Kf = f , we obtain equation χΘH f = c with c = c[ ψ] satisfying (2.8). However, according to Theorem 4.3, the latter equation has only trivial solution in L 2 (I). The argument is completed.
The solution to the equation (2.12) is given by
where R(λ) denotes the resolvent operator for K. The resolvent R is defined by the equation
According to Lemma 2.7, R(λ) is analytic at λ = 1. In order to construct the resolvent kernel R(z, x, λ) of R we use the approach of [4] , see also [2] . First observe that 
Consider the following matrix Riemann-Hilbert Problem (RHP). 
For convenience, we will frequently omit the dependence on λ in the notations.
Remark 2.9. Using standard arguments, one can show that the solution to the RHP 2.8, if it exists, is unique.
In more explicit terms, we note that the jump matrix in (2.24) is given by:
The first equation of (2.26) together with the requirement c) from the RHP 2.8 imply that Γ j is analytic inC \ ∪ m =j I m for any j = 1, . . . , n. The second equation of (2.26) yields
which implies that Γ j± (z) are analytic in the interior of I k and are bounded at its endpoints α k , β k . Thus, we showed that Γ ± (z) are bounded at all the endpoints and analytic in the interior of each
The utility of the RHP 2.8 is demonstrated by the following lemma. 
The proof of this lemma can be found, for example, in [2] , Lemma 3.16. 
on I. Similarly, we can show that Γ(z) f (z) has no jump on I.
As we have seen, the existence of Γ(z; λ), λ ∈ C \ {0}, implies that λ is a regular (non-spectral) point of K. In fact, the converse is also true, as is shown by the following lemma. 
and define the matrix
From (2.31) and the Plemelj-Sokhotski theorem,
Thus, Γ(z; λ) f (z) has no jump across I. We used (2.20) in (2.33). On the other hand, from (2.20), (2.30), and the definition (2.31), we also have
so we recover the jump condition (2.24) for Γ(z; λ). The remaining requirements of the RHP 2.8 follow from the definitions (2.30) and (2.31).
We are now ready to formulate the inversion formula.
Theorem 2.14. If Θ is a positive definite symmetric matrix and if the solution ϕ ∈ L 2 (I) to (1.4) exists, then
where Γ(z) = Γ(z; 1) solves the RHP 2.8, and ν and f , g are defined by (2.10) and (2.21), respectively.
Proof. According to Lemma 2.7, λ = 1 is a regular point of the operator K. Therefore, according to Lemmas 2.11 and 2.13, Γ(z) exists, and the resolvent kernel is given by (2.28). Thus, the solution of (2.11) is given by (2.36). 
Remark 2.15. The equation (2.36) can be written component-wise as
or, component-wise,
where c m [ ψ] denotes the m-th component of c [ ψ] . Changing the order of integration and using the second equation in (2.3), we rewrite (3.2) as follows
Substitution of (2.36) into (3.3) yields
where J j , j = 1, 2, denote the corresponding terms in (3.4) . Recall that for y ∈ I k , according to (2.21), we have Γ(y) f (y) = −2Γ k (y)R k+ (y), where Γ k denotes the k-th column of the matrix Γ. Then, changing the order of integration in J 2 (cf. Remark 2.12), we obtain
Letγ be a large negatively oriented circle containing I. Pick a point x ∈ I. Then, using Remark 2.10,
Using the symmetry of Θ, we obtain
Substituting (3.7) into (3.5) we obtain (3.8)
where, according to Remark 2.12, g t (x)Γ −1 (x) does not have a jump on I. Note that Γ −1 (x)Γ m (x) = e m , where e m is the m-th standard basis vector and, according to (2.21), (2.22),
Thus, according to (2.22) and (3.9),
where [·] km denotes the k, m-th entry of the matrix. Substituting (3.10) into (3.4), we obtain the second necessary condition (3.11) in the form
where, according to Remark 2.12 and (3.10), the right hand side of (3.11) is independent of the choice of Γ 
The solution ϕ ∈ L 2 (I), if exists, is unique and is given by (2.36).
Proof. The necessary part follows from Lemmas 2.3, 2.4. Now assume that the vector c[ ψ] exists. To prove the sufficient part, notice that equations (2.9) and (2.11) are equivalent if and only the condition (2.8) holds. Then, if the condition (2.8) holds, it is sufficient to show that (2.11) has a solution ϕ ∈ L 2 (I). Existence of such solution follows from the fact that λ = 1 is not an eigenvalue of K. That completes our argument.
In the particular case n = 2 we have
Corollary 3.2. In the particular case when ψ ∈ R the equations (3.11) from Theorem 3.1 become (3.14)
for all m = 1, . . . , n.
Remark 3.3. In the case R −1 ψ ∈ L 1 (I), according to (2.2) and (2.3), the equations (3.11) from Theorem 3.1 become
The range condition (3.11) can be viewed as a null-space of some unbounded linear functional in L 2 (I) with an everywhere dense domain. It contains three main components: the linear map ψ → c m [ ψ], n linear maps ψ j → ν j , j = 1, . . . , n, and the sum of integrals with the weights [·] km . The first map is clearly unbounded. As we show in Lemma 3.5, the weights [·] km in (3.11) are functions analytic in x at least continuous in all α j , β j when x ∈ I k . This means that the n-dimensional part does not create any additional complications, and the dependence of the range condition on the endpoints becomes essentially the same as in the one-interval case. The latter is outside the scope of this paper. Proof. To show that Γ(z) depends analytically on the endpoints, we define "local solutions" near the intervals. For each of the interval I ℓ , define
θ11R1(w) , . . . , 0, . . .
where the 0 in the integrand is in the ℓ-th position. By the Plemelj-Sokhotski formula if follows that
where V is defined by (2.25). Indeed, (3.18)
Of course P ℓ fails to solve the jump condition (2.24) on the remaining intervals I k , k = ℓ. Note also that det P ℓ (z) ≡ 1 and hence local solutions are analytically invertible. Let now D ℓ , ℓ = 1, . . . , n be mututally disjoint open disks (or regions) such that I ℓ ⊂ D ℓ . We also observe that the local solution P ℓ (z) depends analytically on the endpoints α j , β j , j = 1, . . . , n, for any z ∈ D ℓ , except at the endpoints z = α ℓ and z = β ℓ of I ℓ , where it may have the square root √ z − α type singularities. Define
This new matrix Q(z) has only jumps on the boundaries ∂D ℓ and it satisfies the RHP (3.20)
where the orientation of the boundary is clockwise. If we now move slightly the endpoints (while keeping the disks D ℓ fixed), the jump-matrices of the RHP (3.20) change analytically; by the analytic Fredholm theorem, so does the solution Q(z). This, in turn implies the statement of the lemma for Γ(z). Since det Γ(z) ≡ 1, the same statement is true for Γ −1 (z). Alternatively, we can prove the analyticity of Q(z) by differentiating both sides of (3.20) in ∂ = ∂ ∂α , where α denotes one of the endpoints. Then the differentiated RHP (3.20) becomes (3.21)
which is satisfied by
where C γ denotes the Cauchy operator over the oriented contour γ and we used the fact that P −1
is smooth (analytic) on ∂D ℓ for any ℓ). Thus, Q(z) is analytic in the endpoints for all z ∈C. 
,
Proof. Let f j (z), j = 1, 2 . . . , n, denote the entries of f (z). According to (4.1), χΘ o H f − c must be in the range of χH. So, we can write the j-th component
. . , n. We now use (2.3) and Lemma 2.6 to get
where z ∈ I j and R j (z) is taken on the positive side (the upper shore) of I j . It follows from (4.4) that g j is analytic inC \ (∪ k =j I k ).
Pick any s, 1/2 < s < 1, and consider the Hilbert space norm
wheref is the Fourier transform of f : Here and in what follows, given a function f ∈Ḣ s (I), f j denotes the restriction of f onto the interval I j and extended by zero outside I j . Likewise, a collection of f j (with the appropriate properties) determines a function f ∈Ḣ s (I). Note two facts. (i) Any function f , whose pieces f j satisfy (4.4), belongs toḢ s (I). This follows from the fact that due to the √ x + -type singularity, the Fourier transform of f satisfies
Consider the system of equations (4.1), which we write as 
In view of (4.9), we define the following bilinear form:
(4.10)
Recall that f j 's are the pieces that make up f (and the same for g). With some abuse of notation, we write J(f ) :
. Also, it is easy to see that J is continuous, positive definite, and strictly convex onḢ s (I). Indeed, extending f k and g j by zero outside I k and I j , respectively, and using that the Fourier transform preserves dot products, we get from (4.10)
Since s > 1/2, from (4.5) and (4.7) we have
for some c > 0. Thus, J is continuous and extends to all ofḢ s (I) ×Ḣ s (I). Consideringf as a vector,f (ξ) = (f 1 (ξ), . . . ,f n (ξ)), we have
Here (·, ·) denotes the usual dot product in C n . The remaining assertions, convexity and positive definiteness, are now obvious because Θ is positive-definite. In particular, (4.13) proves that J(f + tg) is a parabola with respect to t for any g ∈Ḣ s (I), g ≡ 0.
Consider the variation J(f + tφ), f, φ ∈Ḣ s (I). We have (cf. (4.10)):
Suppose now that f satisfies (4.8) and, consequently, f satisfies (4.9) for all φ ∈ C ∞ 0 (I). Then the right-hand side of (4.14) equals zero, and f is a critical point of J(f ). By convexity, the only critical point is f ≡ 0. Hence, all c j are zero, and any solution f ∈Ḣ s (I) of (4.8) is necessarily trivial.
Other cases for the matrix Θ
We first observe that in the previous sections the positive-definiteness of matrix Θ was used only in two places: (i) to show that Θ d is invertible, and (ii) to show that λ = 1 is not an eigenvalue of the operator K. Thus, we obtain the following corollary. (3.4) , where f , g are defined by (2.21).
Next we consider the remaining case of a non-invertible matrix Θ d . We start with an example of n = 2. In this example we assume θ 11 = 0, but exclude the trivial case of Θ = 0. The first equation of (1.4) (on I 1 ) becomes H 2 ϕ 2 = ψ1 θ12 , provided that θ 12 = 0. Since H 2 ϕ 2 is analytic in C \ I 2 , we conclude that ψ 1 can be analytically continued inC \ I 2 , ψ 1 (∞) = 0, and the jump ∆ 2 ψ 1 of ψ 1 over I 2 must be in L 2 (I 2 ). These are the range conditions for ψ 1 . Moreover, according to the Plemelj-Sokhotski formula, ϕ 2 = ∆2ψ1 2iθ12 .
The second equation (on I 2 ) now has the form (5.1)
Assuming θ 21 = 0, we can use the previous argument to obtain the range condition for the adjusted right-hand sideψ 2 : the functionψ 2 can be analytically continued inC\I 1 , it attains zero at infinity and also has an L 2 (I 1 ) jump on I 1 . In this case ϕ 1 = Consider the remaining case of θ 12 = 0. Now the first equation (on I 1 ) becomes trivial. Then ψ 1 ≡ 0 is the range condition for ψ 1 . The second equation (on I 2 ) becomes
If θ 22 = 0, then θ 21 = 0, and we can repeat our previous arguments to obtain ϕ 1 = ∆1ψ2 2iθ21 , which leads to the range conditions for ψ 2 : it can be analytically continued inC \ I 1 , ψ 2 (∞) = 0 and the jump ∆ 1 ψ 2 of ψ 2 over I 1 must be in L 2 (I 2 ). Otherwise, if θ 22 = 0, the right hand side of (5.2) must be in the range of H 2 restricted to I 2 . So, the range conditions for ψ 2 are: (i) there exists c ∈ R such that ψ 2 − c is in the range of the finite Hilbert transform χ 2 H 2 :
The latter condition can always be satisfied since we are free to choose any ϕ 1 ∈ L 2 (I 1 ); thus the range condition for ψ 2 consists only of the condition (i). If it is satisfied, then we solve (5.2) for ϕ 2 and, thus, obtain ϕ. Of course, this solution is not unique, as the condition (ii) does not determine ϕ 1 uniquely. That concludes the case of a 2 × 2 matrix Θ with a non-invertible diagonal.
Based on the example of a 2 × 2 matrix Θ with a non-invertible diagonal we can briefly outline the general n × n case. We say that a row k is connected with a row j if there is a set of distinct indices j, m 1 , . . . , m p , k such that θ jm1 θ m1m2 · · · θ mpk = 0. A row k is called degenerate if either θ kk = 0 or if row k is connected with some row j such that θ jj = 0. A matrix Θ with non-invertible Θ d is called irreducible if all the rows 1, . . . , n are degenerate; otherwise, Θ is called reducible. In particular, in the above 2 × 2 example with θ 11 = 0, the matrix Θ is irreducible if either θ 12 = 0 or θ 22 = 0; otherwise Θ is reducible.
In the case of an irreducible matrix Θ, all the components ϕ j of the solution vector ϕ can be found as jumps over I j of the analytic continuations of the corresponding adjusted right hand sides, see the example of a 2 × 2 matrix Θ described above. The functionψ 2 in (5.1) is an example of an adjusted right-hand side. The range conditions over I j in this case consist of: (i) certain analytic properties of the adjustedψ j , and (ii) if some ϕ j can be represented as a jump of different analytic continuations, then all such analytic continuations should have the same jumps over I j .
In the case when the matrix Θ is reducible, we can bring it to a block-triangular form by interchanging rows and interchanging columns. Such moves do not change the degeneracy of any particular row. Let us move all the degenerate rows and the corresponding columns of Θ to the positions 1, · · · , m, where m < n. Then we obtain a lower triangular block matrix
where the m × m matrix A is irreducible, and the (n − m) × (n − m) matrix C has an invertible diagC. Indeed, consider a column Θ j of Θ with j > m. If any θ kj = 0 with k ≤ m, then the row j is degenerate, which contradicts the assumption. Finding ϕ 1 , . . . , ϕ m by solving the first m equations with the corresponding irreducible matrix A, we reduce the size of the original problem from n × n to (n − m) × (n − m). As it was mentioned above, the matrix C of the reduced system has invertible diagC, so it satisfies the requirements of Corollary 5.2. Note that the right hand side of the reduced system depends on the already obtained ϕ 1 , . . . , ϕ m .
6. The case of uniform interaction matrix Θ In the particular case when all entries θ jk = 1, the matrix Θ = (θ jk ) is not positive definite, so that the invertibility of the operator Id − K, given by (2.12), cannot be guaranteed using the methods of the previous sections. However, this problem can be reduced to the inversion of the multi-interval finite Hilbert transform:
Remark 6.1. In this section the operator H is defined by (6.2) instead of (1.5), as is the case in the rest of the paper. We also use here the notations f and g instead of ϕ and ψ, respectively.
Note that
Using (6.4), we get from (6.3):
It is known that Q(x) is positive and bounded away from zero on I (cf. [6] ) and, therefore, φ(x) is monotonic and, thus, invertible on each interval I j . Moreover, it is straightforward to see that the range of φ(x) on each interval I j is R. Now we calculate using (6.4) again:
, (6.6) where B := B(β ev , β od ) = (B ij ) is the Bézout matrix of the polynomials β ev (z), β od (z). Note that n j=1 (x − α j )(x − β j )(z − α j )(z − β j ) > 0 for any z, x in the interior of I, and the square root in (6.6) is computed according to the rule (6.7) n j=1 (x − α j )(x − β j )(z − α j )(z − β j ) = −sgnβ od (x)sgnβ od (z) n j=1 |(x−α j )(x−β j )(z−α j )(z−β j )| Since B is symmetric, Combining (6.11), (6.5), (6.6), and (6.9) we find (6.12) sgn(β od (x k )β od (z m ))
Define the matrix function M : = {M jk (t)}, M jk (t) := P j (x k ) ρ j Q(x k ) , x k := φ −1 k (2t). (6.13) It is shown in [6] that {M jk (t)} is an orthogonal matrix for all t ∈ R. Substituting (6.12) and (6.13) into (6.11) gives
In compact form, (6.14) can be written as follows (6.15) T
where K is the operator of component-wise convolution with (π sinh(t)) where λ is the spectral (Fourier) variable. Therefore, (6.14) gives (6.18) Hf = (F MT ) −1 (i tanh(πλ/2)Id)(F MT )f.
Recalling that the operators F , M, and T are all isometries, we immediately obtain n conditions for the right-hand side of (6.1) to be in the range of the multi-interval finite Hilbert transform and the inversion formula. Id (F MT )g.
