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Abstract
In this work, we consider a generalization of the nonlinear Langevin equation of fractional
orders with boundary value conditions. The existence and uniqueness of solutions are studied
by using results of the fixed point theory. Moreover, the previous results of fractional Langevin
equations are a special case of our problem.
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1 Introduction
The Langevin equation has been applied to describe phenomena that have stochastic properties.
First, Langevin equation [9] used for a particle submerged in a fluid with Brownian motion. Langevin
equation has the various versions which proposed in different fields. For instance, Pineda and
Stamatakis [15] investigated the stochastic modelling of surface reactions by using reflected chemical
Langevin equations. In [10], based on Langevin equation, molecular dynamics simulation was used
in the study of structural, thermal properties of matter in different phases. Moreover, the modified
Langevin equation was applied as a macroscopic stochastic nonlinear model of many geophysical
processes in [5]. Mendoza-Me´ndez et al. [13] proposed a dynamic equivalence between the longtime
dynamic properties of atomic and colloidal liquids by a more formal fundamental derivation of the
generalized Langevin equation for a tracer particle in an atomic liquid.
Study of existence results of equations with applications in engineering industries and modeling
different processes is gaining much importance and attention. Recently, Fallah and Mehrdoust
∗Corresponding author. m.yadollahzadeh@yahoo.com
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studied [6] the existence and uniqueness of the solution to the stochastic differential equation of the
double Heston model which is defined by two independent variance processes with non-Lipschitz
diffusion. The existence of global mild solutions was obtained for the incompressible nematic liquid
crystal flow in the whole space in [19]. Marasi et al. [12] studied the existence and uniqueness of
positive solutions for nonlinear fractional differential equation boundary value problems by using
new fixed point results. For some recent works on existence results, see [3, 4, 11, 14, 17, 18]
According to the applications of Langevin equation, on the existence theory of solutions for this
class of equations is an important subject. Ahmad and Nieto [1] discussed the existence of solutions
of nonlinear Langevin equation involving two fractional orders with Dirichlet boundary conditions
as follows:
cD
β
0+
(
cDα0+ + λ
)
x (t) = f (t, x(t)) , t ∈ (0, 1) ,
x (0) = γ1, x (1) = γ2, 0 < α, β 6 1,
where cDα is the Caputo fractional derivative of order α, f : [0, 1]×X→ X is a continuous function,
X is a Banach space, λ is a real number and γ1, γ2 ∈ X. Also, they introduce a q-fractional variant of
nonlinear Langevin equation of different orders with q-fractional antiperiodic boundary conditions
in [2].
Fazli and J. Nieto [7] investigated the existence and uniqueness of solutions for nonlinear
Langevin equation of fractional orders with anti-periodic boundary conditions as:
cD
β
0+
(
cDα0+ + λ
)
x (t) = f (t, x(t)) , t ∈ (0, 1) , 0 < α 6 1, 1 < β 6 2,
x (0) + x (1) = 0, cDα0+x (0) +
cDα0+x (1) = 0, D
2α
0+x (0) +D
2α
0+x (1) = 0,
where the function f : [0, 1]×R→ R is continuous and λ is a real number and D2α0+ is the sequential
fractional derivative.
This manuscript is concerned to study the existence and uniqueness of solutions a generalization
of the nonlinear Langevin equation of different fractional orders with four-point boundary conditions
provided as:
cD
β
0+
(
cDα0+ + γ
)
x (t) = f (t, x(t), x′ (t)) , t ∈ (0, 1) , (1.1)
x (0) = x(1) = x′ (0) = x′ (1) = 0, 0 < α 6 1, 2 < β 6 3, (1.2)
where cDα is the Caputo fractional derivative of order α, f : [0, 1] × R× R → R is a continuous
function and γ is a real number. Under suitable assumptions on part of nonlinear function and by
application of the fixed point theory, we obtain the existence results of the considered problem.
The paper is scheduled as follows: In Section 2 are recalled some necessary preliminaries from
fractional calculus. Next, we obtain the Green functions corresponding to the problem. In section 3
is devoted to the existence and uniqueness of solutions for boundary value problem (1.1) and (1.2).
Also, an example to illustrate our results is given. Finally, we propose some conclusions.
2 Preliminaries
In this section, we present some definitions and lemmas which are needed for our results.
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Definition 2.1 [8, 16] The Riemann-Liouville fractional integral of order ρ > 0 of a function
g : (0,∞)→ R is defined by
I
ρ
0+g(ω) =
1
Γ(ρ)
∫ ω
0
(ω − s)ρ−1g(s)ds,
provided the right-hand side is pointwise defined on (0,∞).
Definition 2.2 [8, 16] The Riemann-Liouville fractional derivative of order ρ > 0 of a continuous
function g : (0,∞)→ R is defined by
D
ρ
0+g(ω) =
1
Γ(m− ρ)
(
d
dω
)m ∫ ω
0
(ω − s)m−ρ−1g(s)ds,
where m = [ρ] + 1, provided that right-hand side is pointwise defined on (0,∞).
Definition 2.3 [8, 16] For a function g given on the interval [0,∞), the Caputo fractional deriva-
tive of order ρ > 0 of g is defined by
cD
ρ
0+g(ω) =
1
Γ(m− ρ)
∫ ω
0
(ω − s)m−α−1g(n)(s)ds,
where m = [ρ] + 1.
Lemma 2.4 [8, 16] Let α, β > 0 and n ∈ N, then the following relations hold:
1. Dαa+I
α
a+f(t) = f(t),
2. Dβa+I
α
a+f(t) = D
β−α
a+ f(t), (if β > α),
3. Dβa+I
α
a+f(t) = I
α−β
a+ f(t), (if α > β),
4. Iαa+ (t− a)
β = Γ(β+1)
Γ(α+β+1)
(t− a)α+β ,
5. Dαa+ (t− a)
β = Γ(β+1)
Γ(β−α+1)
(t− a)β−α.
Lemma 2.5 [8] Let ρ > 0. Then, the fractional differential equation cDρu(t) = 0, has a general
solution as
u(t) = a0 + a1t+ a2t
2 + · · ·+ am−1t
m−1,
for some ak ∈ R, k = 1, . . . , m− 1, and m = [ρ] + 1.
Lemma 2.6 [8] Let ρ > 0. Then, we have
I
ρ
0+
cD
ρ
0+u(t) = u(t) + a0 + a1t+ · · ·+ am−1t
m−1,
where ak ∈ R, k = 1, . . . , m− 1, and m = [ρ] + 1.
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Lemma 2.7 Let y ∈ C[0, 1], a unique solution of boundary value problem for following fractional
Langevin equation
cD
β
0+
(
cDα0+ + γ
)
x (t) = y (t) , t ∈ (0, 1) ,
x (0) = x(1) = x′ (0) = x′ (1) = 0, 0 < α 6 1, 2 < β 6 3,
is given by
x(t) =
∫ 1
0
G (t, s) y(s)ds+
∫ 1
0
H (t, s) x(s)ds,
where
G (t, s) =
1
Γ (α + β)


(t− s)α+β−1 + [(α + 1) tα+2 − (α+ 2) tα+1] (1− s)α+β−1
+ (α+ β − 1) (tα+1 − tα+2) (1− s)α+β−2 ,
s 6 t,
[(α + 1) tα+2 − (α + 2) tα+1] (1− s)α+β−1
+ (α+ β − 1) (tα+1 − tα+2) (1− s)α+β−2 ,
t 6 s,
and
H (t, s) =
1
Γ (α)


−γ (t− s)α+β−1 + γ [(α+ 2) tα+1 − (α + 1) tα+2] (1− s)α−1
+γ (α− 1) (tα+2 − tα+1) (1− s)α−2 ,
s 6 t,
γ [(α + 2) tα+1 − (α+ 1) tα+2] (1− s)α−1
+γ (α− 1) (tα+2 − tα+1) (1− s)α−2 ,
t 6 s.
Proof. For 2 < β 6 3, Lemma 2.6 yields
cDαx (t) = Iβ0+y(t)− γx (t) + c0 + c1t+ c2t
2,
where c0, c1, c2 ∈ R. Also, for 0 < α 6 1, we have
x (t) = Iα+β0+ y(t)− γI
α
0+x (t) + c0
tα
Γ (α + 1)
+ c1
tα+1
Γ (α + 2)
+ c2
2tα+2
Γ (α + 3)
+ c3. (2.1)
By the condition x (0) = 0, we give c3 = 0. Differentiation of (2.1) with respect to t produces
x′ (t) = Iα+β−10+ y(t)− γI
α−1
0+ x (t) + c0
tα−1
Γ (α)
+ c1
tα
Γ (α+ 1)
+ c2
2tα+1
Γ (α + 2)
. (2.2)
The condition x′ (0) = 0, for (2.2), implies that c0 = 0. Now, by conditions x (1) = 0 and x
′ (1) = 0,
we give
1
Γ (α+ β)
∫ 1
0
(1− s)α+β−1 y(s)ds−
γ
Γ (α)
∫ 1
0
(1− s)α−1 x(s)ds+ c1
1
Γ (α + 2)
+ c2
2
Γ (α + 3)
= 0,
(2.3)
4
and
1
Γ (α + β − 1)
∫ 1
0
(1− s)α+β−2 y(s)ds−
γ
Γ (α− 1)
∫ 1
0
(1− s)α−2 x(s)ds+c1
1
Γ (α + 1)
+c2
2
Γ (α+ 2)
= 0,
(2.4)
respectively. By solving the system of (2.3) and (2.4), we obtain
c1 =
Γ (α + 2)
Γ (α + β − 1)
∫ 1
0
(1− s)α+β−2 y(s)ds−
Γ (α + 3)
Γ (α + β)
∫ 1
0
(1− s)α+β−1 y(s)ds
+
γΓ (α + 3)
Γ (α)
∫ 1
0
(1− s)α−1 x(s)ds−
γΓ (α + 2)
Γ (α− 1)
∫ 1
0
(1− s)α−2 x(s)ds,
and
c2 =
(α + 1)Γ (α + 3)
2Γ (α + β)
∫ 1
0
(1− s)α+β−1 y(s)ds−
Γ (α + 3)
2Γ (α + β − 1)
∫ 1
0
(1− s)α+β−2 y(s)ds
+
γΓ (α + 3)
2Γ (α− 1)
∫ 1
0
(1− s)α−2 x(s)ds−
γ (α + 1)Γ (α + 3)
2Γ (α)
∫ 1
0
(1− s)α−1 x(s)ds.
By substituting the values of c0, c1, c2, c2 in (2.1), then we give
x(t) =
1
Γ (α + β)
∫ t
0
(t− s)α+β−1 y(s)ds−
γ
Γ (α)
∫ t
0
(t− s)α−1 x(s)ds
+
[
(α + 2) tα+1 − (α + 1) tα+2
] γ
Γ (α)
∫ 1
0
(1− s)α−1 x(s)ds+
γ (tα+2 − tα+1)
Γ (α− 1)
∫ 1
0
(1− s)α−2 x(s)ds
+
tα+1 − tα+2
Γ (α + β − 1)
∫ 1
0
(1− s)α+β−2 y(s)ds+
(α+ 1) tα+2 − (α + 2) tα+1
Γ (α+ β)
∫ 1
0
(1− s)α+β−1 y(s)ds
=
∫ t
0
(
(t− s)α+β−1 + [(α + 1) tα+2 − (α+ 2) tα+1] (1− s)α+β−1
Γ (α + β)
+
(α + β − 1) (tα+1 − tα+2) (1− s)α+β−2
Γ (α + β)
)
y(s)ds
+
∫ 1
t
[(α + 1) tα+2 − (α + 2) tα+1] (1− s)α+β−1 + (α+ β − 1) (tα+1 − tα+2) (1− s)α+β−2
Γ (α+ β)
y(s)ds
+
∫ t
0
(
−γ (t− s)α+β−1 + γ [(α + 2) tα+1 − (α + 1) tα+2] (1− s)α−1
Γ (α)
+
γ (α− 1) (tα+2 − tα+1) (1− s)α−2
Γ (α)
)
x(s)ds
+
∫ 1
t
γ [(α + 2) tα+1 − (α+ 1) tα+2] (1− s)α−1 + γ (α− 1) (tα+2 − tα+1) (1− s)α−2
Γ (α)
x(s)ds
=
∫ 1
0
G (t, s) y(s)ds+
∫ 1
0
H (t, s)x(s)ds. 
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3 Main results
In this section, we propose the existence results of Langevin differential equation of fractional orders
(1.1)-(1.2). Let the Banach space B = C1[0, 1] be equipped with the norm:
‖x‖ = max
t∈[0,1]
|x(t)|+ max
t∈[0,1]
|x′(t)|. (3.1)
To prove the main results, we need the following assumptions:
A1) f : [0, 1]× R× R→ R is continuous function.
A2) There exists a constant w > 0 such that
|f(t, x, y)− f(t, u, v)| ≤ w (|x− u|+ |y − v|) ,
for all t ∈ [0, 1], x, y, u, v ∈ R.
A3) There exists a nonnegative function σ ∈ L[0, 1] such that
|f(t, x, y)| ≤ σ(t) + a1|x|
τ1 + a2|y|
τ2,
where a1, a2 ∈ R+ and 0 < τ1, τ2 < 1.
For the sake of convenience, we define the following constants:
K1 =
{
4(α+1)+2β
Γ(α+β+1)
}
,K2 =
{
2α+4
Γ(α+β)
+ 2(α+1)(α+2)
Γ(α+β+1)
}
,K = K1 +K2,
L1 =
{
|γ|4(α+1)
Γ(α+1)
}
,L2 =
{
|γ|(2α+4)
Γ(α)
+ 2|γ|(α+1)(α+2)
Γ(α+1)
}
,L = L1 + L2.
Theorem 3.1 Under the hypotheses (A1) and (A3), the fractional Langevin equation (1.1)-(1.2)
has a solution.
Proof. We define the operator Z : B → B as follow:
(Zx) (t) =
∫ 1
0
G (t, s) f (s, x(s), x′ (s)) ds+
∫ 1
0
H (t, s)x(s)ds.
Lemma 2.7 implies that the fixed points of the operator Z are the same solutions of the boundary
value problem (1.1)-(1.2). We consider a ball Ur = {x ∈ B, ‖x‖ ≤ r} so that
max
{
4K‖σ‖, (4a1K)
1/1−τ1 , (4a2K)
1/1−τ2 , 4rL
}
≤ r. For any x ∈ Ur and by (A3), we show that
ZUr ⊂ Ur, then
|(Zx) (t)| ≤
1
Γ (α + β)
∫ t
0
(t− s)α+β−1 |f (s, x(s), x′ (s))| ds
+
tα+1 + tα+2
Γ (α + β − 1)
∫ 1
0
(1− s)α+β−2 |f (s, x(s), x′ (s))| ds
+
(α + 1) tα+2 + (α + 2) tα+1
Γ (α + β)
∫ 1
0
(1− s)α+β−1 |f (s, x(s), x′ (s))| ds+
|γ|
Γ (α)
∫ t
0
(t− s)α−1 |x(s)| ds
6
+
[
(α + 2) tα+1 + (α + 1) tα+2
] |γ|
Γ (α)
∫ 1
0
(1− s)α−1 |x(s)| ds+
|γ| (tα+2 + tα+1)
Γ (α− 1)
∫ 1
0
(1− s)α−2 |x(s)| ds
≤
1
Γ (α+ β)
∫ t
0
(t− s)α+β−1 (σ(s) + a1|x(s)|
τ1 + a2|x
′ (s) |τ2) ds
+
2
Γ (α + β − 1)
∫ 1
0
(1− s)α+β−2 (σ(s) + a1|x(s)|
τ1 + a2|x
′ (s) |τ2) ds
+
2α + 3
Γ (α + β)
∫ 1
0
(1− s)α+β−1 (σ(s) + a1|x(s)|
τ1 + a2|x
′ (s) |τ2) ds
+
|γ| ‖x‖
Γ (α)
∫ t
0
(t− s)α−1 ds+
(2α + 3) |γ| ‖x‖
Γ (α)
∫ 1
0
(1− s)α−1 ds+
2 |γ| ‖x‖
Γ (α− 1)
∫ 1
0
(1− s)α−2 ds
≤ (‖σ‖+ a1r
τ1 + a2r
τ2)
{
tα+β
Γ (α+ β + 1)
+
2
Γ (α + β)
+
2α+ 3
Γ (α + β + 1)
}
+ ‖x‖
{
|γ| tα
Γ (α + 1)
+
(2α + 3) |γ|
Γ (α + 1)
+
2 |γ|
Γ (α)
}
≤ (‖σ‖+ a1r
τ1 + a2r
τ2)
{
4 (α + 1) + 2β
Γ (α + β + 1)
}
+ r
{
|γ| 4 (α+ 1)
Γ (α+ 1)
}
= (‖σ‖+ a1r
τ1 + a2r
τ2)K1 + rL1
and
∣∣(Zx)′ (t)∣∣ ≤ 1
Γ (α + β − 1)
∫ t
0
(t− s)α+β−2 |f (s, x(s), x′ (s))| ds
+
(α+ 1) tα + (α+ 2) tα+1
Γ (α + β − 1)
∫ 1
0
(1− s)α+β−2 |f (s, x(s), x′ (s))| ds
+
(α+ 1) (α + 2) (tα+1 + tα)
Γ (α+ β)
∫ 1
0
(1− s)α+β−1 |f (s, x(s), x′ (s))| ds
+
|γ|
Γ (α− 1)
∫ t
0
(t− s)α−2 |x(s)| ds+
|γ| (α + 1) (α + 2) (tα + tα+1)
Γ (α)
∫ 1
0
(1− s)α−1 |x(s)| ds
+
|γ| [(α+ 2) tα+1 + (α + 1) tα]
Γ (α− 1)
∫ 1
0
(1− s)α−2 |x(s)| ds
≤ (‖σ‖+ a1r
τ1 + a2r
τ2)
{
tα+β
Γ (α + β)
+
2α + 3
Γ (α + β)
+
2 (α + 1) (α + 2)
Γ (α + β + 1)
}
+ ‖x‖
{
|γ| tα−1
Γ (α)
+
2 |γ| (α + 1) (α + 2)
Γ (α + 1)
+
|γ| (2α + 3)
Γ (α)
}
≤ (‖σ‖+ a1r
τ1 + a2r
τ2)
{
2α + 4
Γ (α + β)
+
2 (α + 1) (α + 2)
Γ (α + β + 1)
}
+r
{
|γ| (2α+ 4)
Γ (α)
+
2 |γ| (α + 1) (α + 2)
Γ (α + 1)
}
= (‖σ‖+ a1r
τ1 + a2r
τ2)K2 + rL2.
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So
‖Zx‖ = max |(Zx) (t)|+max
∣∣(Zx)′ (t)∣∣
≤ (‖σ‖+ a1r
τ1 + a2r
τ2) (K1 +K2) + r (L1 + L2)
= (‖σ‖+ a1r
τ1 + a2r
τ2)K + rL
≤
r
4
+
r
4
+
r
4
+
r
4
= r.
Next, we prove that the operator Z is completely continuous. The functions f , G (t, s) and H (t, s)
are continuous, hence the operator Z is continuous. Let M = max
t∈[0,1],x∈Ur
|f (t, x(t), x′ (t)) | + 1, for
any x ∈ Ur and t1, t2 ∈ [0, 1] such that t1 < t2, we have
|(Zx) (t2)− (Zx) (t1)| ≤
∣∣∣∣ 1Γ (α+ β)
∫ t2
0
(t2 − s)
α+β−1
f (s, x(s), x′ (s)) ds
−
1
Γ (α + β)
∫ t1
0
(t1 − s)
α+β−1
f (s, x(s), x′ (s)) ds
∣∣∣∣
+
∣∣∣∣∣
(
tα+12 − t
α+1
1
)
+
(
tα+22 − t
α+2
1
)
Γ (α + β − 1)
∫ 1
0
(1− s)α+β−2 f (s, x(s), x′ (s)) ds
∣∣∣∣∣
+
∣∣∣∣∣(α + 1)
(
tα+22 − t
α+2
1
)
+ (α + 2)
(
tα+12 − t
α+1
1
)
Γ (α+ β)
∫ 1
0
(1− s)α+β−1 f (s, x(s), x′ (s)) ds
∣∣∣∣∣
+
∣∣∣∣ γΓ (α)
∫ t2
0
(t2 − s)
α−1
x(s)ds−
γ
Γ (α)
∫ t1
0
(t1 − s)
α−1
x(s)ds
∣∣∣∣
+
∣∣∣∣[(α + 2) (tα+12 − tα+11 )+ (α + 1) (tα+22 − tα+21 )] γΓ (α)
∫ 1
0
(1− s)α−1 x(s)ds
∣∣∣∣
+
∣∣∣∣∣γ
(
tα+12 − t
α+1
1
)
+
(
tα+22 − t
α+2
1
)
Γ (α− 1)
∫ 1
0
(1− s)α−2 x(s)ds
∣∣∣∣∣
≤
2M
Γ (α + β + 1)
(t2 − t1)
α+β +
M
Γ (α + β + 1)
(
t
α+β
2 − t
α+β
1
)
+M
(
tα+12 − t
α+1
1
)
+
(
tα+22 − t
α+2
1
)
Γ (α + β)
+M
(α + 1)
(
tα+22 − t
α+2
1
)
+ (α + 2)
(
tα+12 − t
α+1
1
)
Γ (α + β + 1)
+
2r |γ|
Γ (α + 1)
(t2 − t1)
α +
r |γ|
Γ (α + 1)
(tα2 − t
α
1 ) +
r |γ|
Γ (α)
[(
tα+12 − t
α+1
1
)
+
(
tα+22 − t
α+2
1
)]
+
r |γ|
Γ (α + 1)
[
(α + 2)
(
tα+12 − t
α+1
1
)
+ (α + 1)
(
tα+22 − t
α+2
1
)]
. (3.2)
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Also,
∣∣(Zx)′ (t2)− (Zx)′ (t1)∣∣ ≤
∣∣∣∣ 1Γ (α + β − 1)
∫ t2
0
(t2 − s)
α+β−2
f (s, x(s), x′ (s)) ds
−
1
Γ (α + β − 1)
∫ t1
0
(t1 − s)
α+β−2
f (s, x(s), x′ (s)) ds
∣∣∣∣
+
∣∣∣∣∣(α + 1) (t
α
2 − t
α
1 ) + (α + 2)
(
tα+12 − t
α+1
1
)
Γ (α + β − 1)
∫ 1
0
(1− s)α+β−2 f (s, x(s), x′ (s)) ds
∣∣∣∣∣
+
∣∣∣∣∣(α + 1) (α + 2)
[(
tα+12 − t
α+1
1
)
+ (tα2 − t
α
1 )
]
Γ (α + β)
∫ 1
0
(1− s)α+β−1 f (s, x(s), x′ (s)) ds
∣∣∣∣∣
+
∣∣∣∣ γΓ (α− 1)
∫ t2
0
(t2 − s)
α−2
x(s)ds−
γ
Γ (α− 1)
∫ t1
0
(t1 − s)
α−2
x(s)ds
∣∣∣∣
+
∣∣∣∣∣γ (α+ 1) (α + 2)
[(
tα+12 − t
α+1
1
)
+ (tα2 − t
α
1 )
]
Γ (α)
∫ 1
0
(1− s)α−1 x(s)ds
∣∣∣∣∣
+
∣∣∣∣∣γ
[
(α + 2)
(
tα+12 − t
α+1
1
)
+ (α + 1) (tα2 − t
α
1 )
]
Γ (α− 1)
∫ 1
0
(1− s)α−2 x(s)ds
∣∣∣∣∣
≤
2M
Γ (α + β)
(t2 − t1)
α+β−1 +
M
Γ (α + β)
(
t
α+β−1
2 − t
α+β−1
1
)
+
M
Γ (α + β)
[
(α + 1) (tα2 − t
α
1 ) + (α + 2)
(
tα+12 − t
α+1
1
)]
+
M
Γ (α + β + 1)
(α+ 1) (α+ 2)
[(
tα+12 − t
α+1
1
)
+ (tα2 − t
α
1 )
]
+
2r |γ|
Γ (α)
(t2 − t1)
α−1 +
r |γ|
Γ (α)
(
tα−12 − t
α−1
1
)
+
r |γ| (α + 1) (α + 2)
Γ (α + 1)
[(
tα+12 − t
α+1
1
)
+ (tα2 − t
α
1 )
]
+
r |γ|
Γ (α)
[
(α + 2)
(
tα+12 − t
α+1
1
)
+ (α + 1) (tα2 − t
α
1 )
]
. (3.3)
By (3.2) and (3.3), clearly that the functions (t2 − t1)
α+β−i
, t
α+β−i
2 − t
α+β−i
1 , (t2 − t1)
α−i (i = 0, 1)
and tα+j2 − t
α+j
1 (j = 0, 1, 2) are uniformly continuous on [0, 1]. Then, Z (Ur) is equicontinuous
and the Arzela–Ascoli theorem implies that Z (Ur) is compact, hence the operator Z : Ur → Ur
is completely continuous. Therefore, by the Schauder fixed-point theorem, we conclude that the
problem (1.1) and (1.2) has a solution. 
By applying Banach fixed point theorem, we prove the uniqueness of solution of the problem
(1.1) and (1.2).
Theorem 3.2 Let the assumptions (H1-H3) are satisfied, then the boundary value problem (1.1)
and (1.2) has a uniqueness solution provided that ψ = ψ1 + ψ2 < 1, where
ψ1 =
{
14w
Γ (α + β + 1)
+
8 |γ|
Γ (α + 1)
}
, ψ2 =
{
36w
Γ (α + β + 1)
+
18 |γ|
Γ (α + 1)
}
.
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Proof. For any x, y ∈ B, t ∈ [0, 1] and by condition (H2), we give
|(Zx) (t)− (Zy) (t)| ≤
1
Γ (α + β)
∫ t
0
(t− s)α+β−1 |f (s, x(s), x′(s))− f (s, y(s), y′(s))| ds
+
(α+ 1) tα+2 + (α+ 2) tα+1
Γ (α+ β)
∫ 1
0
(1− s)α+β−1 |f (s, x(s), x′(s))− f (s, y(s), y′(s))| ds
+
tα+1 + tα+2
Γ (α + β − 1)
∫ 1
0
(1− s)α+β−2 |f (s, x(s), x′(s))− f (s, y(s), y′(s))| ds
+
|γ|
Γ (α)
∫ t
0
(t− s)α−1 |x(s)− y(s)| ds
+
|γ| [(α+ 2) tα+1 + (α+ 1) tα+2]
Γ (α)
∫ 1
0
(1− s)α−1 |x(s)− y(s)| ds
+
|γ| [tα+2 + tα+1]
Γ (α− 1)
∫ 1
0
(1− s)α−2 |x(s)− y(s)| ds
≤
w ‖x− y‖
Γ (α + β)
∫ t
0
(t− s)α+β−1 ds+
5w ‖x− y‖
Γ (α + β)
∫ 1
0
(1− s)α+β−1 ds
+
2w ‖x− y‖
Γ (α + β − 1)
∫ 1
0
(1− s)α+β−2 ds+
|γ| ‖x− y‖
Γ (α)
∫ t
0
(t− s)α−1 ds
+
5 |γ| ‖x− y‖
Γ (α)
∫ 1
0
(1− s)α−1 ds+
2 |γ| ‖x− y‖
Γ (α− 1)
∫ 1
0
(1− s)α−2 ds
≤ w ‖x− y‖
{
tα+β
Γ (α+ β + 1)
+
5
Γ (α+ β + 1)
+
2
Γ (α + β)
}
+ ‖x− y‖
{
|γ| tα
Γ (α + 1)
+
5 |γ|
Γ (α + 1)
+
2 |γ|
Γ (α)
}
≤ ‖x− y‖
{
14w
Γ (α+ β + 1)
+
8 |γ|
Γ (α + 1)
}
= ψ1 ‖x− y‖ , (3.4)
and ∣∣(Zx)′ (t)− (T y)′ (t)∣∣ ≤ 1
Γ (α + β − 1)
∫ t
0
(t− s)α+β−2 |f (s, x(s), x′(s))− f (s, y(s), y′(s))| ds
+
(α+ 1) (α + 2) (tα+1 + tα)
Γ (α + β)
∫ 1
0
(1− s)α+β−1 |f (s, x(s), x′(s))− f (s, y(s), y′(s))| ds
+
(α+ 1) tα + (α+ 2) tα+1
Γ (α + β − 1)
∫ 1
0
(1− s)α+β−2 |f (s, x(s), x′(s))− f (s, y(s), y′(s))| ds
+
|γ|
Γ (α− 1)
∫ t
0
(t− s)α−2 |x(s)− y(s)| ds
+
|γ| (α+ 1) (α + 2) (tα + tα+1)
Γ (α)
∫ 1
0
(1− s)α−1 |x(s)− y(s)| ds
+
|γ| [(α + 2) tα+1 + (α + 1) tα]
Γ (α− 1)
∫ 1
0
(1− s)α−2 |x(s)− y(s)| ds
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≤
w ‖x− y‖
Γ (α + β − 1)
∫ t
0
(t− s)α+β−2 ds+
12w ‖x− y‖
Γ (α + β)
∫ 1
0
(1− s)α+β−1 ds
+
5w ‖x− y‖
Γ (α + β − 1)
∫ 1
0
(1− s)α+β−2 ds+
|γ| ‖x− y‖
Γ (α− 1)
∫ t
0
(t− s)α−2 ds
+
12 |γ| ‖x− y‖
Γ (α)
∫ 1
0
(1− s)α−1 ds+
5 |γ| ‖x− y‖
Γ (α− 1)
∫ 1
0
(1− s)α−2 ds
≤ w ‖x− y‖
{
tα+β−1
Γ (α+ β)
+
12
Γ (α+ β + 1)
+
5
Γ (α + β)
}
+ ‖x− y‖
{
|γ| tα−1
Γ (α)
+
12 |γ|
Γ (α + 1)
+
5 |γ|
Γ (α)
}
≤ ‖x− y‖
{
36w
Γ (α+ β + 1)
+
18 |γ|
Γ (α + 1)
}
= ψ2 ‖x− y‖ . (3.5)
Using (3.4) and (3.5), we obtain
‖Zx− Zy‖ ≤ ψ ‖x− y‖ ,
where ψ < 1. Hence the operator Z is a contraction operator and the contraction mapping principle
implies that the problem (1.1) and (1.2) has a unique solution. 
Here, we investigate the existence of solutions to a special of fractional Langevin equation in
following example.
Example 3.3 Consider the following nonlinear Langevin equation of fractional orders{
cD
5
2
0+
(
cD
1
2
0+ +
1
5
)
u (t) = f(t, u(t), u′ (t)), t ∈ (0, 1) ,
u (0) = u (1) = 0, u′ (0) = u′ (1) = 0,
(3.6)
where f(t, u(t), u′(t)) = tan−1 t +
(
t− 1
3
)2
(u(t))τ1 + t
e
(u′(t))τ2, 0 < τ1, τ2 < 1. Observe that the
function f is continuous, also
|f(t, u(t), u′ (t))| ≤ t+ (t−
1
3
)2|u(t)|τ1 +
t
e
|u′(t)|τ2
≤ 1 +
4
9
|u(t)|τ1 +
1
e
|u′(t)|τ2 .
Thus, the assumptions (H1) and (H2) are satisfied and Theorem 3.1 implies that the problem (3.6)
has a solution.
4 Conclusions
We have provided a generalization of the nonlinear Langevin equation of fractional orders with
boundary conditions. By considering the Banach space C1[0, 1] be equipped with the norm ‖x‖ =
maxt∈[0,1] |x(t)|+maxt∈[0,1] |x
′(t)|, under the assumptions (H1) and (H3), we have shown the existence
of solution for BVP (1.1) and (1.2). Then, the uniqueness of solution of the problem is proved by
Banach fixed point theorem. Also, we have proposed an example to illustrate the results.
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