The notion of an irreducible semigroup has been fundamental to the Krohn-Rhodes decomposition. In this paper we study a similar concept and point out its equivalence with the Krohn-Rhodes irreducibility.
Introduction
There are two different approaches in the structural theory of finite automata. When no sharp distinction is made between transformations induced by input letters and those induced by input words, semigroup theoretical methods come into effect.
The celebrated Prime Decomposition Theorem of Krohn and Rhodes is a beautiful result in the semigroup theoretical approach. In the opposite case, when one accepts the distinction as that between operations and derived operations, methods of universal algebra become applicable. Even though the semigroup theoretical methods have been much more successful in the field. In the recent papers [5, 121, we looked for conditions that together with those implied by the Krohn-Rhodes decomposition ensure completeness with respect to the cascade composition also when letters have to be assigned to letters. We developed a construction using
hsik
counters and definite automata to attain the group-like automaton corresponding to a subgroup G of the semigroup of an automaton, provided that the transformations belonging to G are induced by words of some constant length. On the basis of this construction we gave a definition of "divisibility in equal lengths" between a semigroup and the semigroup of an automaton in [4] . The aim of the present paper is to explore this new notion of divisibility. The Krohn-Rhodes decomposition readily implies that only irreducible semigroups can be irreducible with respect to divisibility in equal lengths. So the best that can be hoped for is that the converse is also true, which is one of the results here. The new aspect of irreducible semigroups is then used to obtain (relative) completeness criteria for some classes of automata that arise in connection with the Krohn-Rhodes decomposition.
The results have been announced in [6, 111 . For some consequences not treated here see [7, 81.
Basic notions and notation
Given a finite nonempty set X, let X* denote the free monoid of all words over X, including the empty word A. We set X+ = X" -{A} and X" = X u {A}. The length of a word u is denoted 1~1. An automaton A = (A, X, 6) consists of the finite nonempty sets A (states), X (input letters) and transition S : A x X + A that extends to words as usual. Given a word u E X" we define the transformation uA: A+ A by auA= ~?(a, u), for all a E A. Set S,(A) = {u*: u E X*} and S(A) = {u": u E X'}. S,(A) is called the characteristic monoid of A, while S(A) is the characteristic semigroup of A.
Our fundamental notion is the cl"-product (cascade composition) of automata, see [ 1, 15, 161 . Let A, = (A,, X,, 6,), t = 1, . . . , n, n 2 0, be automata. For each t, let be a (feedback) function, where X is a new finite nonempty set. The cY,*-product A=A,x.
* . x A,(X, cp) is defined to be the automaton (A, X, S), where A = for the class of all first quasi-direct powers of automata from YL. The main object of study in this paper is the combination HSPaO(YL). It is known that HSP,,(LZJ is the cy,-variety generated by Yl, i.e., the smallest class that contains .7t and is closed under the operators H, S and P,(). Similar facts are true for the rest of our product notions. Any class closed under H, S and Pi, for z E {*, +, A} will be referred to an ai-variety. Every cu,*-variety is both an al-variety and an at-variety.
Every cY:-variety or a,"-variety is an a,-variety. As defined here, the cY,-product is obtained as a special case of each of the following:
cu,*-product, cul-product and a;-product. It is however important to observe that the converse also holds. For an automaton A = (A, X, 8) define A* = (A, S,(A), 6*) with 6*(a, u") = ~?(a, u), for all a EA and u EX*. Similarly, let A+= (A, S(A), 6+) and A" = (A, {xA: XE X^}, 6"), where a'(~, u") = 8(a, U) and ~?^(a, xA) = c~(u, x), for all a E A, u E Xt and x E XA. Notice that $(A*) = S,(A") = S(A*) = S(A") = S,(A) and that S(A+) = S(A), $(A+) = S,(A). If YC is a class of automata and z is any modifier *, + or A, then we have P&(Z) = P,+(YC), so that the ai-product can be defined in terms of the a,-product. The automaton A* corresponds to the transformation monoid of the automaton A and A' is just the transformation semigroup of A. The operators P& and Px, thus correspond to the wreath product of transformation semigroups and/or monoids, see [l, 9, 191 . To be more explicit, there is a l-l correspondence between al-varieties (a,*-varieties) and closed classes of transformation semigroups (transformation monoids) as defined in [9] . In the sequel we will use some elementary concepts of semigroup and group theory as well as universal algebra. For the latter we refer to [17] . Except for free semigroups, a semigroup is always assumed to be finite. If S is a semigroup then S' is the smallest monoid containing S as a subsemigroup, i.e., S' = S if S is a monoid and S' is obtained from S by adjoining an identity element if S is not a monoid. By Aut(S) we denote the automaton (S', S, 6) with 6(s, t) = st for all s E S'
and t E T. We set Aut(Y) = {Aut(S): SE Y} for a class Y of semigroups (or groups).
The Krohn-Rhodes decomposition
The Krohn-Rhodes Decomposition Theorem, that we recall below, provides the basis for studying the a,-product. The theorem itself has a number of equivalent formalizations in terms of automata, transformation semigroups and even semigroups, see [l, 9, It is immediately seen that we can replace P,, by the operator Pz, in the above definition.
Replacing P,, by P:,, or P$, we still get the same class of irreducible semigroups if we use characteristic monoids instead of characteristic semigroups, although now somewhat more argument is needed. Nevertheless we will make use of these observations. Following [l] , we denote by U, a monoid consisting of the identity and two right zero elements. The divisors of U, are the trivial semigroup U,, the two-element right zero semigroup U, and the two element monoid with a right zero U,. The semigroups Ui, i = 0, 1, 2, 3, are called units. For later use we define U, = Aut( Ui). We note that in each of our considerations, the automata U3 and U, , that have three states, can be replaced by two-state automata:
the identity reset automaton and the reset automaton. The second part of the Krohn-Rhodes Decomposition Theorem is a strong kind of completeness result. Recall that a permutation automaton is an automaton A = (A, X, 6) such that each transformation x*, x E X, is a permutation of the state set. An equivalent condition is that S,(A) is a group. A discrete automaton is an automaton as above with x* the identical mapping A + A, for all x E X. Theorem 2.4 (Krohn-Rhodes Decomposition Theorem, Part II). Let A be an automaton and 93 a set of simple groups containing an isomorphic copy of each simple group G with G < S(A). Then AE HSP,,(Aut( 9) u {U,}). If A is a permutation automaton which is not discrete then AE HSPaO(Aut( 9)).
Let 57 be a nonempty class of simple groups. We define YC,( 9) = HSP,,(Aut( 9) u {Ui}) for i = 0, 1, 2, 3. Furthermore,, we define YC,,,( 9) = HSP,O(Aut(%)u{U,, U,}). Further combinations need not be treated for they coincide with one of the classes Yt,( %) of Yt1,2( 3). The classes Y&( %), Yt,( 9) and YG ( 9) are ff,*-varieties, for instance Y&( 9?) = HSP,,(Aut( 9) u {U,}) = HSP,,((Aut( 9) u {U,})*) = HSP&(Aut( 9) u {U,}). Similarly the classes x1( 9) and Yt,,,( 9) are cri-varieties.
Each class X, ( 9) Note that in (ii) above we could have written just G < S(A) even for a,*-completeness. In Section 5 we give necessary and sufficient conditions regarding Lu,-completeness for some of the classes YCi(%) and YC,,,(%).
Divisibility in equal lengths
Recall from Section 2 that S < S(A) for a semigroup S and an automaton Below we define two slightly different notions of "divisibility in equal lengths" between a semigroup and an automaton that only take into account the lengths of the words. One of these notions already appears in [4] and can be traced back to [lo] , or in more preliminary form to [3, 5, 121 . Both divisibility relations will be used for providing cascade decompositions of automata by making use of counters and definite automata in a situation when a strict letter-to-letter replacement is essential. If one is intended to use also other primitive automata, such as reverse definite automata or commutative permutation automata, then certainly different divisibility concepts are needed. The references [4, lo] contain some indications. (
ii) S ) S(A) if and only if S I(n) S(A) for some n. (iii) S ]I(") S(A) for an integer n 2 1 if and only if there is a subsemigroup
T of S(A) which can be mapped homomorphically onto S and which satisfies
Tc_ {u": u E X+, IuI = n},
i.e., each member of T is induced by some word of length n.
(iv) S I] S(A) if and only if S I\(") S(A)
for some n > 1.
Remark 3.2. If S is a monoid (group), then in (iii) above we can require that T be a submonoid (subgroup) of S. It is obvious that S I((") S(A) implies S I(") S(A), which in turn yields S < S(A). Consequently, if S ]I S(A) then also S I S(A), and if S 1 S(A) then S < S(A). None of the converse implications
holds, see the examples below. Although the two relations 1 and I] are different, they coincide in the important special case that S* = S, see Lemma 3.3. Note that a semigroup S satisfies the condition S2 = S if and only if S = SES with E denoting the set of idempotent elements. It is proved in [7] that for any semigroup S with ISI = k we have Sk = SES, a subsemigroup T of S satisfying T2 = T. We think that each of I(") and I](") has some advantage on the other. E.g., ]I (n) has better irreducibility properties with respect to the a,-product, while I(") gives stronger decomposition results (see 
I(') S(A). If T is a subsemigroup
of S(A) contained in the set {w": w E {x, y}', 1 WJ = n} for an integer n 2 1, then T is trivial. Therefore S 1) S(A) does not hold.
Lemma 3.3. Let A= (A, X, 6) be an automaton and S a semigroup with S2 = S. If S I(") S(A) then S (ICm) S(A)for a multiple rn ofn. Thus S I S(A) ifand only ifs 1) S(A).
Proof. Since S I (n) S(A) there are a subsemigroup T of S(A) and a homomorphism + of T onto S such thai 
(i) IfS I(") S(A) then S JCm) S(A). (ii) 1fS ]I(") S(A) then S II S(A).
The semigroups S under consideration here will be mainly monoids or groups, anyway they will satisfy S2 = S. If this is the case, on the basis of Lemma 3.3, we feel free to write S I] S(A) even if only S 1 S(A) has been established. It would be interesting to characterize those semigroups S (with S2 = S) for which 
S < S(A) always implies S ]I S(A)
.
(i) If S< S(A) for an automaton A then S' (( S(A).
(ii) The following two conditions are equivalent:
(1) for every automaton A, S < S(A) implies St/ S(A). 
then S < S(A) implies S 1) S(A). (ii) A group G satisfies G = G' if and only if for every automaton A, G < S(A) implies G I( S(A).
We note that the converse of (i) of Corollary 3.6 does not hold, though G # G', S may not have nontrivial abelian group quotients.
(See [l] for the description of the maximal group homomorphic image of a simple semigroup). Besides (ii) above, other examples when G = G' for the maximal subgroup of a simple semigroup S is necessary and sufficient for having S 11 S(A) whenever S < S(A) include right groups, or any direct product of a group with a rectangular band.
It is worthwhile to express the previous results in different terms. Let S be a semigroup and X E S a set of generators. Theorem. It should be also mentioned that the equivalence of (ii) and (iii) of Corollary 3.7 also derives from facts proved in [18] .
Proposition 3.8. Suppose that S is generated by idempotents. Then, for every automaton A, S< S(A) implies S 1) S(A).
We omit the easy proof but note that if S is a homomorphic image of a subsemigroup T of S(A), then T contains a subsemigroup T' that can be mapped homomorphically onto S and such that each member of T' is induced by some word of constant length n. In addition to the semigroups appearing in Propositions 3.5 and 3.8, there are other interesting cases when S < S(A) implies S )( S(A). E.g., any union of simple semigroups (henceforth also union of groups) is a good example, provided that each simple semigroup itself has this property. Further examples are obtained by taking direct products.
We end this section by providing a pure automata theoretic characterization of the relations Icn), I](") and < between a semigroup and the characteristic semigroup of an automaton. The results also reflect the difference between these relations.
Proposition 3.9. S I(') S(A) if and only if Aut(S) E HSP({B}) for mme BE P,,({A}).
Proof. If Yt is a finite class of automata with the same input set, then HSP(YC) is the class of all finite automata in the equational class generated by YC. This observation allows us to use some elementary facts about equational classes in our proof, see [15] .
Let A= (A, X, 8) and suppose S I (I) S(A). Let T be a subsemigroup of S(A)
and (lr a homomorphism of T onto S such that each s E S has an inverse image xt in the set {x": x E X}. Define B = (A, S, 6') with 6'(a, s) = s(a, x,), for all Q E A and s E S, i.e., sB = xa. For a word u E S*, let U denote the corresponding product in S', so that h = 1, the identity in S'. A straightforward inductive argument yields USE T and I,!J( u") = ii, for all u E S+. Since Aut(S) is generated by the identity in S', in order to show that Aut(S) EHSP({B}), it suffices to prove that every nontrivial equation in a single variable that holds in B also holds in Aut(S). In other words this means that if u, ~1 E S*, u # V, induce equal transformations in B, then they induce equal transformations in Aut(S), i.e., uB = u* implies u*"~(~) = u~"~(~). Notice that the latter equality can be rephrased as U = V. Supposing u, v E St we obtain U = (cI( u") = (cI( v") = 8. Assume now that u # A and v = A. Then T is a monoid and uB is the identity in T. Therefore U = $(uB) = 1 = U.
Conversely, suppose that Aut(S) E HSP({B}) for an automaton B = (A, S, 8') E P,,({A}). Let F(B) = (S,(B), S, 8") with S"(u*, s) = (us)*, for all u E S" and s E S.
The definition is unique. The automaton F(B) is just the free automaton on one generator (namely lA, the identity mapping A + A) in the equational class generated by B. Since Aut(S) E HSP({B}), it follows that Aut(S) is the homomorphic image of F(B) under the unique homomorphism $ : S,(B) + S' satisfying +!J( lA) = 1. Define $J': S(B) + S by $'( u") = (cI( uB), for all u E S+. The definition is correct, for $(u") = 1, UES+, implies 1 E S. The mapping $' is also onto, because s=S(l,s)=~(S"(l,,s))=~(sB)=~'(sB), forallsES, where s denotes the transition in Aut(S). It is easy to check that $ is a semigroup homomorphism.
Since $(s") = s for all s E S, we see that S I(') S(B).
The proof is now easily completed.
Since S I(') S(B) and also S(B) l(l) S(A), we have S I(') S(A).
q induced by words of length n, i.e.,
S(")(A) = {u": u E X+, IuI = n}.
We define an automaton A (n) = (A, S'"'(A), 6'"') by 6'"'(a, u") = auA, for all a E A and u E Xt with It.41 = n. Let S be any subsemigroup of S(A) contained in S'"'(A).
We obtain an automaton B = (A, S, 8')
by defining S'( a, s) = as, for all a E A and s E S. We let .X'"'(A) denote the set of all these automata B. Note that X'"'(A) is possibly empty.
Fact 3.11. Let A be an automaton, n 2 1 an integer and let S be a semigroup.
(i) S I(") S(A) ifand only ifs I(') S(A'"').
(
ii) S Il(n) S(A) if and only ifs I(') S(B) for some BE X'"'(A). (iii) S< S(A) ifand only ifs l(l) S(A').
Combining Proposition 3.9 with the above fact we get the following statement.
Proposition 3.12. Let A be an automaton and S a semigroup.
(i) S I("' S(A) ifand only if Aut(S) E HSP({B}) for some BE P,,({A'"'}).
ii) S I[(") S(A) if and only if Aut(S)E HSP({B}) for an automaton BE P&K'"'(A)). (iii) S < S(A) if and onZy if Aut(S) E HSP({B}) for an automaton BE P,,({A+}).
The above proposition, in particular (iii), should be thought of as an analogon of known results.
Irreducibility
The Krohn-Rhodes Decomposition Theorem determines the irreducible semigroups with respect to the relation <. Our principal aim in this section is to show that exactly the same semigroups are irreducible with respect to the relations 1 and 11.
Definition 4.1. A semigroup S is called I-irreducible ([I-irreducible) if and only if for every nonempty class YC and automaton AE HSP,,(X), the condition S I S(A) (S II S(A)) implies that S I S(B) (S II S(B)) for some BE .7c
Given a semigroup S, let X consist of the automaton U3 and the automata Aut( G)
for each simple group G with G < S. Since the characteristic semigroup of Aut (S) is isomorphic to S, we have Aut(S) E HSP,,(Yl) by the second part of the KrohnRhodes Decomposition Theorem. If S is not a unit or a simple group, then S II(') S(Aut(S)) and henceforth also S l(l) S(Aut(S)), but for no automaton AE YC do we have S < S(A). Since for any automaton B, S II S(B) implies S 1 S(B) which in turn yields S < S(B), we see that S is neither J-irreducible nor [l-irreducible. Thus the best we can hope is that the irreducible semigroups are both I-irreducible and II-irreducible. 
Theorem 4.2. The following conditions are equivalent for a semigroup S:
(i) S is irreducible, (ii) S is 1 -irreducible, (iii) S is [l-
Proposition 4.3. Let A = B x C(X, cp) be an cYO-product. If G is a simple group with G II(") S(A) then either G II(") S(B) or G II(") S(C).
Proof. Although the argument below follows the proof of the analogous result for < divisibility as appearing e.g. in [16] , it contains some simplifications. 
B x C(X, cp), then U, II(") S(B) or U, II(") S(C).
Proof. The proof makes use of the known fact, see [l, 9, 161 , that if Ui is a homomorphic image of a semigroup S, then S contains an isomorphic copy of Ui.
Thus if Ui Il(n) S(A), then there is a subsemigroup T of S(A) isomorphic
to Ui and such that T G { uA: u E X+, IuI = n}. The case i = 0 is trivial (and is also handled by Proposition 4.3). So we assume i # 0. Let uA and vA be two distinct elements of T such that none of them is the identity in T if i = 3. There is a pair ( bO, c,,) in the state set of A with (b,, c,) = (b,, cO)uA# (b,, cO) Ifb,=b,=bthenT2={r$:u~Xt, uA E T} is isomorphicto U, and U, II(") S(C). q
Neither Proposition 4.3 nor Proposition 4.4 holds if I](") is replaced by I(").
Nevertheless the following corollary is true by Lemma 3.3. 
or S I(*) S(C).
Next we turn to subautomata and homomorphic images. is further equivalent to the condition that for some distinct states a,, . . . , up-, and a nonempty input word u we have aiuA = a,+, modp. We end this section by pointing out a similar fact for the relation 11. 
Completeness
In this section we present relative completeness results with respect to the CQproduct and some of the classes defined in Section 2. If S < S(A) for a semigroup S and an automaton A, then Aut(S)E HSPc({A}) =HSP,({A+}) by Proposition
A similar fact is not true if Pz is replaced by P,, even Aut(S) E HSP,,({A})
may not hold. Our basic tool, Theorem 5.1 below, provides a way of constructing Aut(S) from A itself and certain primitive automata, provided that S I(") S(A) holds. The present form of this result is drawn from [4] , see however [3, 10, 121 . A counter of length n 2 1 is an automaton C, = (C, {x}, 6) with C = {c,, . . . , c,_~} and S(c,, x) = ci+, modn, so that x induces a cyclic permutation of the state set. (ii) There is an auromaton AE YC with U, < S(A) (resp. U, < S(A)).
The proof of Theorem 5.2 uses the fact that Ui < S(A) implies U, 1 S(A) for the unit semigroups and the fact, seen in [5] , that if K is cY,-complete for the class of counters, then (i) is equivalent to requiring that U, EHSP,,(X) or Aut(Ch,)E HSP,,(X) for some m > 1. It is then shown that U1 E HSP,,({Ck, C,, A}) if A is an automaton with U, < S(A). For U3, one applies also Theorem 5.1. We are now ready to state our completeness results. Proof. We note that, in view of the results of Section 3, the relation < can be replaced by )I or I in (i-l) and (ii). We only prove the first statement. The necessity of (iii) is obvious and the necessity of the rest of the conditions derives either from the first part of the Krohn-Rhodes Decomposition Theorem or from Theorem 4.2.
Conversely, we must show that if each of the conditions (i-l), (i-2), (ii) and (iii) holds then Ui E HSP,,(X) and Aut( 9) E HSP,,(X), for all GE % As regards Ui E HSP,,(X), it is already done by Theorem 5.2. Let Ce be a simple group in 9. From our assumptions and Corollary 3.6 we obtain G II S(A) for an automaton AE YC, so that also G I (n) S(A) for an integer n 5 1. Since C, E HSP,,(X) by assumption and U1 E HSP,,(X) (even if i = 3), Theorem 5.1 gives Aut( G) E HSP,,(X). (ii) There is an automaton AE X with U, < S(A).
(iii) HSP,,(X) contains the counters and at least one strongly connected ambiguous automaton.
X is a,-complete for X,,,( %) if and only if the above conditions hold with (ii) both for i=l and i=2.
By letting 9 to be the class of all simple groups, Yt,( 9) becomes the class of all automata.
We obtained a new proof of the following corollary, which is the main result of [S]. It should be noted that DiimGsi [3] proves similar result for automata with 3 input letters. One thing that could be asked at this point is whether Theorem 5.4 and Corollary 5.5 are in a sense the best possible results. As regards Corollary 5.5, it has been shown in [5] . We slightly extend the ideas in [5] to show that the same holds for Theorem 5.4. 
There is an a,-variety Xq with the following properties:
(i) X, satisjies both (i) and (ii) of Corollary 5.5;  (ii) For every a,-variety X we have (e4 Z HSP,,(YCu Yt,) unless Vq E Yt.
We now turn back to Theorem 5.4. It is clear that none of the conditions (i-l), (i-2) and (ii) can be removed. (We can however discard (i-2) if for every abelian G, E +? there is a nonabelian G2 E 3 with G, < G,, in which case G, is embedded in GJ. Below we point out that not only (iii) cannot be removed either, but it is exactly the condition that describes critical classes for Yt,( Ce), or YC,,,( 9). [14] ). We obtain that each critical a,-variety includes a minimal critical cY,-variety and each critical cY,-variety is of the form HSP,,( %'u {U,}) or HSP,,( %? u {Ct}), where p is any prime. We now turn to the at-product. Notice that a class Yt is cY;-complete for Y{,(9) if and only if it is a,"-complete for YC,(%). The same holds if x1(%) is replaced by X,.,(s). This is the reason why we shall only treat the classes Yt,(%).
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