Dividing the acoustic repertoires of animals into biologically relevant categories presents a widespread problem in the study of animal sound communication, essential to any comparison of repertoires between contexts, individuals, populations, or species. Automated procedures allow rapid, repeatable, and objective categorization, but often perform poorly at detecting biologically meaningful sound classes. Arguably this is because many automated methods fail to address the nonlinearities of animal sound perception. We present a new method of categorization that incorporates dynamic time-warping and an adaptive resonance theory ͑ART͒ neural network. This method was tested on 104 randomly chosen whistle contours from four captive bottlenose dolphins ͑Tursiops truncatus͒, as well as 50 frequency contours extracted from calls of transient killer whales ͑Orcinus orca͒. The dolphin data included known biologically meaningful categories in the form of 42 stereotyped whistles produced when each individual was isolated from its group. The automated procedure correctly grouped all but two stereotyped whistles into separate categories, thus performing as well as human observers. The categorization of killer whale calls largely corresponded to visual and aural categorizations by other researchers. These results suggest that this methodology provides a repeatable and objective means of dividing bioacoustic signals into biologically meaningful categories.
I. INTRODUCTION

A. Categorization of sound patterns by humans and computers
A widespread problem in the study of animal sound communication lies in dividing the patterns that make up the acoustic repertoire of an individual or group into biologically relevant categories. We refer to this process as categorization to distinguish it from classification, the process of assigning sound patterns to predefined categories. Biologically meaningful categorization is fundamental to any study attempting to compare repertoires between contexts, individuals, populations, or species. Historically, such categorization was usually carried out by human observers who sorted the sound patterns into categories according to their perceived similarity. Categorization by human observers requires the subjects to decide which features are important in defining categories and how these features should be weighted. Humans use their natural pattern recognition skills to solve such tasks. However, the judgments and decisions made on weighting different features in a pattern can differ between individuals ͑Jones et al., 2001͒ and can be difficult to quantify since humans are not usually aware of the threshold values they use ͑e.g., Rendell and Whitehead, 2003͒ . This makes it difficult to compare acoustic repertoires between studies conducted by different people. One way of solving this problem is to use several observers. One can then use categories that observers agreed on and measure threshold values that distinguish these categories. However, this is a time-consuming process that limits the amount of data included in any comparison. Thus, an automated method that categorizes sound patterns in a biologically meaningful way would be an extremely valuable analytical tool.
Categorization of animal sounds has usually been based on the patterns of frequency modulation over time. Approaches to achieve automated classification have included clustering schemes based on various measures of similarity ͑e.g., Symmes et al., 1979; Chabot, 1988͒ , principal components analyses ͑e.g., Clark, 1982; Cerchio and Dahlheim, 2001͒ , or combinations of these procedures ͑e.g., Nowicki and Nelson, 1990; Elowson and Hailman, 1991͒ . However, such standard methods often fall far short of observer ratings in accuracy and frequently fail to detect biologically meaningful categories ͑see Janik, 1999͒. We argue here that this poor performance of current methods is largely due to failure to consider two fundamentals of acoustic perception when measuring the similarity of sound patterns: flexibility in the time domain and the exponential perception of sound frequency.
B. Time and frequency resolution in the auditory perception of birds and mammals
Any categorization scheme of sound patterns requires a measure of the similarity of sounds. Traditional similarity measures have included spectrogram cross correlation ͑e.g., Clark et al., 1987͒ , hidden Markov models ͑e.g., Clemins et al., 2005͒, or measures of the distance between frequency contours ͑e.g., Buck and Tyack, 1993͒ . The first shortcoming of any study using spectrograms or frequency contours ͑plots of the fundamental frequency of a vocalization over time͒ is that, in order to compare two entire sound patterns using most traditional distance measures, they need to be standardized for time. This can have the effect of rating two sound patterns as very similar even though their lengths might differ by an order of magnitude. In addition, for signals with strong frequency modulation, temporal standardization can have the effect of generating artificially low similarity values for signals that are in fact very similar in shape, but instead differ only slightly in the length of different components so that equivalent sections of the signals do not overlap ͑see Fig. 1͒ . Animals are relatively insensitive to such slight differences in the duration of sound patterns. Dooling ͑1982͒ suggests that birds are ten times more sensitive to changes in the frequency of sounds than they are to changes in their duration. Small differences in the duration of certain acoustic features are therefore often insignificant to the animal and any analysis of sound patterns must allow for this.
The other main feature of vertebrate auditory perception that needs to be considered when developing automated methods of acoustic categorization is that tonal frequency is not perceived on a linear but on an logarithmic scale. Humans perceive the difference between two tones with frequencies that differ by a factor of 2 ͑an octave͒ as being the same regardless of whether the two tones have frequencies of 110 and 220 Hz or 880 and 1760 Hz. This logarithmic perception of frequency is reflected by the distribution of hair cells sensitive to different frequencies in the inner ear and appears to be common to all terrestrial vertebrates ͑e.g., Müller, 1991; Smolders et al., 1995; Vater and Siefer, 1995; Manley et al., 1999͒ . This means that acoustic features with higher fundamental frequencies can exhibit greater absolute frequency variation before they are perceived as different compared to features with low fundamental frequencies. Frequency measurements should therefore be log-transformed before comparison, or differences in frequencies should be expressed as relative rather than absolute values. Any scheme that fails to account for the logarithmic perception of frequency runs the risk of biasing categorization towards an inflated number of categories of high-frequency sound patterns.
C. Unsupervised learning in artificial neural networks
In this paper we introduce and test a novel method of call categorization that allows for flexibility in the time domain and accounts for the logarithmic perception of sound frequency. It uses an adaptive resonance theory ͑ART͒ neural network that is unsupervised in its learning phase. Supervised and unsupervised learning describe two different applications of self-organizing artificial neural networks. Supervised learning is a method of automated classification, where an artificial neural network learns to classify unknown patterns using information extracted from a training set of identified patterns. For example, artificial neural networks can be trained in this way to distinguish between the vocal patterns of different identified individuals ͑e.g., Reby et al., 1997; Campbell et al., 2002; Terry and McGregor, 2002͒ , social groups ͑e.g., Deecke et al., 1999͒, or species ͑e.g., Phelps and Ryan, 1998; Parsons and Jones, 2000͒, or between vocal patterns given in response to clearly identifiable stimuli ͓e.g., predator-specific calls ͑Placer and Slobodchikoff, 2000͔͒. In contrast, unsupervised learning describes a series of artificial neural network algorithms that can be used to categorize patterns without prior training-they are the self-organizing analogs of traditional clustering schemes. The main advantage of unsupervised learning is that, for a new pattern to be assigned to a category, it must only be compared to a small subset of reference patterns ͑or neighboring patterns in the case of self-organizing maps͒ rather than all other patterns in the data set. Unsupervised learning algorithms therefore lend themselves to the analysis of large data sets where computing time is limiting, or to situations where categorization must happen in real time.
The most common algorithms for unsupervised learning are self-organizing maps ͓SOM, e.g., Kohonen ͑1988͔͒, competitive learning ͑e.g., , and adaptive resonance theory ͑ART͒ neural networks ͑e.g., Carpenter and Grossberg, 1987͒ . The categorization algorithm used in this study is based on an ART2 neural network ͑Carpenter and Grossberg, 1987͒. ART2 is an unsupervised learning algorithm in which a given pattern is compared to a set of refer-FIG. 1. Matching a frequency contour ͑pulse-repetition rate as a function of time͒ of a pulsed call of transient killer whales ͑solid line͒ to a reference contour ͑dotted line͒ using standardization of call length ͓panel ͑a͔͒ and dynamic time warping ͓local extension and compression of the time axis of the frequency contour to maximize frequency overlap-panel ͑b͔͒. The match ͑given as the average similarity in frequency in percent for all points of the two contours͒ is 69.9% using standardization, but 86.9% using dynamic time warping. ence patterns. If the input pattern resembles one of the reference patterns with a certain degree of similarity ͑called the vigilance͒, the input is assigned to the category represented by this reference pattern and the reference pattern itself is updated and made even more similar to the current input pattern. If the input pattern does not resemble any reference pattern sufficiently, it becomes the reference pattern for a new category. ART2 neural networks have the advantage that they do not require assumptions about the frequencies of patterns in different categories. In contrast, competitive learning algorithms and self-organizing maps assume that input patterns are evenly distributed between categories and therefore tend to split frequent input patterns into finer categories. For this reason, ART neural networks lend themselves to the categorization of behavior patterns where equal distribution can rarely be assumed.
D. Objectives
Our objective for this study is to develop and test an automated method for categorizing stereotyped vocal patterns of animals using test data sets of vocalizations of bottlenose dolphins and killer whales. Both of these species produce a variety of structurally distinct stereotyped sound patterns and dividing these into meaningful sound categories is an important first step before vocal repertoires, or the structure of given sound types, can be compared between individuals and populations, behavior contexts, or over time. While the methodology is developed using data sets from two species of toothed whales, our hope is that it can be applied to the vocalizations of a wide variety of species.
In order to allow for variation in the lengths of different components of the sounds, similarities between input and reference patterns were calculated using dynamic timewarping ͑e.g., Sakoe and Chiba, 1978; Buck and Tyack, 1993͒ . Dynamic time-warping is an algorithm developed for the automated recognition of human speech that allows limited compression and expansion of the time axis of a signal to maximize frequency overlap with a reference signal ͑see Fig. 1 for an illustration of dynamic time-warping͒. To account for exponential perception of frequency in this analysis, we expressed similarity of contours as their relative similarity in frequency.
We test the performance of this method on two categorization problems. The first is a set of frequency contours of bottlenose dolphin whistles described in detail by Janik ͑1999͒. Bottlenose dolphins produce a variety of whistles, including stereotyped signature whistles which are individually distinctive. Since signature whistles represent biologically defined categories and their structure has been shown to convey important information ͑i.e., identity of the caller͒ to the animals ͑Janik and Slater, 1998; Sayigh et al., 1999͒, we aim to use this data set to test whether the categories determined by our analysis are congruent with categories known to be perceived as meaningful by bottlenose dolphins.
The second data set consists of frequency contours of killer whale calls. The pulsed calls of killer whales are highly stereotyped and can be divided easily and consistently into categories by human observers ͑e.g., Ford, 1989 . We present the categorization performance and investigate the vigilance parameter that controls the fineness of categorization and therefore the number of categories established. We also show how optimality of categorization can be achieved without prior knowledge of the underlying categories by selecting a vigilance parameter for the neural network that minimizes variation within categories while maximizing differences between categories.
II. METHODS
A. Data sets, acoustic analysis, and contour extraction
Both the dolphin whistle and killer whale call data sets consist of frequency contours extracted from spectrograms of calls or whistles. Dolphin whistles are tonal signals and frequency contours therefore give the fundamental frequency of a whistle as a function of time. The recordings for our study were collected in 1996 from a social group consisting of two female and two male bottlenose dolphins held at Zoo Duisburg in Germany. We recorded whistles with two Dowty SSQ 904 hydrophones connected to a Marantz CP430 tape recorder ͑system frequency response: 1 -20 kHz± 3 dB͒. Time resolution of the extracted frequency contours was 10 ms. For details on the recording and selection of bottlenose dolphin whistles and on the extraction of frequency contours see Janik et al. ͑1994͒; Janik and Slater ͑1998͒, and Janik ͑1999͒.
The frequency contours of killer whale calls were generated from a sample of calls digitized from field recordings of transient killer whales. Recordings were made with a variety of hydrophones on Type II audio cassette tapes, digital audio tape, or reel-to-reel tape. Frequency responses of the recording systems were 1 -16 kHz± 3 dB or better. We rated the quality of each call from the spectrogram on a scale from one to five, taking into account signal-to-noise ratio, echoes, and reverberation, as well as background noise. In order to avoid categorization due to noise artifacts ͑e.g., faint call elements that were missed͒, calls of the three lowest quality categories were excluded from this analysis. Since killer whale calls are pulsed signals ͑Schevill and Watkins, 1966͒, frequency contours give the pulse-repetition rate rather than fundamental frequency. We used the sidewinder algorithm ͑Deecke et al., 1999͒ to extract frequency contours from spectrograms of killer whale calls, with the difference that for the current analysis the contours were not standardized for time. Time resolution for these frequency contours was also 10 ms.
B. ARTwarp-Combining dynamic time-warping and adaptive resonance theory
The neural network used in this analysis was an ART2 neural network for the categorization of analog input patterns. The computer script was a simulation of the ART2 algorithm of Carpenter and Grossberg ͑1987͒. However, this algorithm was modified in two ways. First, the similarity between frequency contours and the set of reference contours was calculated using dynamic time-warping to ensure maximum overlap in the frequency domain. Second, if a fre-quency contour matched a reference contour better than the critical similarity ͑vigilance͒, this reference contour was then modified in three ways to be more similar to the input pattern. ͑1͒ The frequency content of the reference contour was made more similar to the time-warped frequency contour by adding a proportion ͑10%͒ of the difference between reference contour and time-warped input contour. ͑2͒ The relative lengths of different components of the reference contour were modified to be more similar to the current frequency contour by applying a warping function that stretched or compressed the time axis by a proportion ͑10%͒ of the inverse of the original warping function generated when input and reference contour were compared. ͑3͒ The length of the reference contour was made more similar to the current input contour. The extent of the change in length ͑number of points͒ was given by the learning rate ͑10% of the difference in our case͒. To increase or decrease the number of frequency points, the frequency measurements in the contour were interpolated at a number of equally spaced points corresponding to the new length of the contour. If the current input pattern did not match any of the reference patterns better than the critical similarity, it became the reference contour for a new category. All frequency contours were repeatedly presented to the neural network until they consistently matched the same reference contour ͑i.e., no reclassifications occurred between iterations͒.
The dynamic time-warping algorithm used in this study was that applied by Sakoe and Chiba ͑1978͒ and Buck and Tyack ͑1993͒ with the difference that the algorithm allowed horizontal and vertical jumps of three frequency points in the contour ͓rather than two points as in Sakoe and Chiba ͑1978͒ and Buck and Tyack ͑1993͔͒. A frequency contour can therefore be "sped up" or "slowed down" in parts by a factor of 3 to fit the reference contour. In addition, the algorithm calculated the relative frequency similarity ͑S͒ in percent between both frequency contours rather than the total square difference of Sakoe and Chiba ͑1978͒ or the average square difference of Buck and Tyack ͑1993͒. This was done by dividing the smaller frequency value by the larger value at each point and multiplying by 100:
where M is the reference pattern and N the input pattern. Like Buck and Tyack ͑1993͒, we also divided the total difference by the length of the reference contour. The measure of similarity therefore gives the average relative similarity in frequency for the reference and input contour after time warping.
C. Experiment I: Categorization of bottlenose dolphin whistles
The level of critical similarity ͑vigilance͒ for the analysis of dolphin whistles was obtained by categorizing only the signature whistles of one individual ͓individual A of Janik ͑1999͔͒ and increasing the vigilance in steps of 1% until the analysis split these signature whistles into two categories. The critical vigilance ͑96%͒ is the highest value that still recognizes the whistles as a single category. The entire data set was then categorized using this vigilance parameter and the resulting categories were analyzed to test whether the signature whistle categories were recognized.
D. Experiment II: The appropriate fineness of categorization
In this experiment, we categorized a sample of 50 frequency contours randomly chosen from all calls with the two highest quality scores in the transient killer whale data set. These calls came from 25 recordings of different groups. Unlike the bottlenose dolphin whistles, this data set does not contain any sound categories known a priori to be biologically meaningful. Therefore the method to determine the appropriate fineness of categorization used for the dolphin whistles could not be applied. In the absence of identifiable categories, we wanted to find the categorization that would explain a maximum of the variation in call structure with a minimum number of call categories. To do this, we initially set the vigilance to zero. At this level, call categories are assigned only by call length ͓since any two contours whose length differs by more than a factor of 3 are automatically assigned a similarity of zero; see Buck and Tyack ͑1993͔͒. The vigilance was then increased to 100% in 50 logarithmic steps and the sample of contours was categorized. At a vigilance of 100%, each frequency contour is assigned to its own category. For each categorization, we determined the number of categories generated. In order to investigate patterns of within-category and between-category variation, we calculated the similarity matrix for all frequency contours in the data. This matrix contained similarity values of all possible pairwise comparisons of contours using dynamic timewarping. Using this matrix, we could determine the average similarity of contours in the same category ͑within-category variation͒, as well as the average similarity of contours in different categories ͑between-category variation͒ for each categorization. The categorization where a minimum number of distinct categories explain a maximum amount of difference in the frequency contours can then be identified by plotting the ratio of within-category and between-category variation and determining the number of categories where this ratio levels off ͑i.e., adding additional categories does little to explain additional variation͒. This is analogous to the variance ratio criterion ͑e.g., Calinski and Harabasz, 1974; Everitt et al., 2001; Schreer et al., 1998; Rendell and Whitehead, 2003͒ to determine the optimal number of groups in cluster analysis.
E. Visualization of neural network performance
In order to illustrate how the ARTwarp algorithm categorizes the discrete calls of killer whales from frequency contours, we used the neural network to categorize a sample of 20 frequency contours, small enough so that it could be graphed on a single page. These were randomly chosen from the two highest quality categories in the data set of transient killer whale calls. The vigilance parameter used in this analysis was the optimum value determined in experiment II.
III. RESULTS
A. Experiment I: Categorization of bottlenose dolphin whistles
The categorization of the data set of bottlenose dolphin whistles is shown in Fig. 2 . Using a vigilance of 96%, the analysis divided the 104 whistle contours into 46 categories each containing between 1 and 14 contours ͑mean: 2.26, standard deviation: 2.62 contours͒. With regard to the behaviorally defined categories of signature whistles recorded from each of the five dolphins in isolation, the analysis correctly clustered two whistle types ͑A and D2͒ into individual categories but made three errors while categorizing the other three whistle types: It added an additional whistle ͑no. 75͒ to the category containing the contours of whistle type C. In the case of whistle types B and D 1 , a single contour was not assigned to the category containing the whistle types, but was put in a category of its own.
B. Experiment II: The appropriate fineness of categorization
The effects of increasing the vigilance parameter on the categorization of transient killer whale calls are illustrated in Fig. 3 . With higher vigilance the analysis generated an increasing number of categories. Both the average similarity of frequency contours within a category and the average similarity of contours in different categories increased as more and more categories were added. However, they did so at different rates. Initially the rate of increase in the betweencategory similarity was relatively low and the rate of increase in the within category variation was high. At a critical point, however, the rate of increase in the within-category similarity slowed ͑since new categories explain little additional variation͒ and the rate of increase in the betweencategory similarity increased ͑since more and more natural clusters in the data set were divided between categories͒. Adding further categories after this critical point does little to improve the categorization. The plot of the ratio of within and between-category variation ͓Fig. 3͑b͔͒ therefore leveled off abruptly at a vigilance of 81.24%. At this point the analysis generated ten categories.
C. Visualization of neural network performance
The frequency contours used in this experiment, as well as the resulting call categories, are shown in Fig. 4 . The analysis divided the 20 contours into six categories each containing between two and seven calls. The categories were largely consistent with the call types established by Ford ͑1984͒ and Ford and Morton ͑1991͒: Category 1 contained calls classified as T08i, category 2 represents the T04 call type of Ford ͑1984͒ and the T03ii call type of Ford and Morton ͑1991͒, category 3 is equivalent to the T01 call type, and category 4 represents the T07 call type of Ford and Morton ͑1991͒. Category 5 contained calls classified as subtype T07ii by Ford and Morton ͑1991͒ and category 6 is equivalent to their T02 call type.
IV. DISCUSSION
A. Categorization of bottlenose dolphin whistles
The automated categorization combining dynamic timewarping with an ART2 neural network was able to recognize biologically meaningful categories in our data set of bottlenose dolphin whistles. While the analysis was not designed to detect individual signature whistles and identify them as such ͑a problem of classification, not categorization͒ it did recognize the stereotyped signature whistles as uniform signal categories to a high degree. By doing so, our method performed much better than any of the statistical procedures tested by Janik ͑1999͒, none of which proved satisfactory at detecting these biologically significant signal categories. Our automated categorization even performed marginally better at detecting the signature whistle categories in the data set of bottlenose dolphin whistles than did the human observers of Janik ͑1999͒ who made on average 3.4 mistakes. Interestingly, the neural network did not agree with the human observers in the categorization of nonsignature whistles. In general, the automated analysis created finer categories containing fewer contours for this subset. Janik ͑1999͒ identified four combinations of nonsignature whistles common to the categorization of all five observers and none of these combinations occur in the neural network categorization. Since we have no external validation for appropriate classification of nonsignature whistles, it is impossible to say which catego- rization scheme is of greater biological relevance here.
The two signature whistles that were assigned to separate categories from the rest of their whistle types are both shorter than the other whistles of the same type and may represent truncated versions of the individuals' signature whistles. If this is the case, relaxing the endpoint constraint during dynamic time-warping ͓i.e., permitting the timewarped contour to be shorter in duration than the reference contour and calculating frequency similarity only for the section of overlap with the reference contour; see Parsons ͑1987͔͒ would improve classification for these contours.
B. Choosing the vigilance parameter
Most automated analytic procedures require the investigator to choose some parameters that control their performance. In the automated categorization described here, the performance depends to a large degree on the vigilance of the neural network. This parameter controls the fineness of categorization, that is, the size and number of categories that are generated. It has no influence on which patterns are rated as similar in the analysis. Note that the problem of deciding on the appropriate fineness of categorization is shared by categorization of behavior using human observers: we refer to observers as "joiners" or "splitters" depending on how fine their behavior categories tend to be. As an example, Saulitis ͑1993͒ divides the surface behavior of killer whales into 14 categories, whereas Ford ͑1989͒ distinguishes between only five behavior categories. We have no information on the extent to which this difference is due to differences in the behavior of killer whale populations studied by the two researchers, or differences in the fineness of categorization considered appropriate to describe the observed behavioral variation by the authors. The advantage of the automated procedure is obviously that the fineness of categorization can be quantified for each analysis.
The categorization of bottlenose dolphin whistles demonstrates that where biologically relevant sound categories can be identified a priori, these can be used to determine the vigilance parameter appropriate for categorization. Such biologically defined categories may be sound patterns specific to certain individuals or populations or to clearly defined contexts, such as isolation from group members ͑Symmes et al ., 1979; Janik, 1999͒ or the presence of a food source ͑Judd and Sherman, 1996; Roush and Snowdon, 2000͒ or a predator ͑e.g., Placer and Slobodchikoff, 2000͒ . Human observers frequently use such information from predefined categories to determine the appropriate resolution for behavioral categorization.
In many categorization problems, it is desirable to ex- plain a maximum amount of the observed acoustic variation using a minimum number of sound categories. In situations where acoustic variation is difficult to quantify, this can be hard to achieve. However, wherever measures of acoustic similarity are readily available, simple algorithms can help to determine the appropriate number of categories for analysis. In situations where no external validation of categories is available, calculating the ratio of variation within to variation between categories for a large number of vigilance values provides a useful approach to determining the appropriate fineness of categorization. This is time consuming for large samples of sound patterns but, as demonstrated in experiment II, categorization of a randomly selected subset will generally allow identification of the appropriate vigilance parameter. Applying alternative goodness of fit measures, such as the Bayesian information criterion or Aikake's information criterion ͑e.g., Kuha, 2004͒ , to categorizations with increasing vigilance setting may similarly help to identify the appropriate fineness of categorization in future studies.
C. Applicability to other categorization problems in the study of behavior
While this method has so far only been tested on the vocalizations of toothed whales, these results should also encourage its application to analyses of vocal behavior in other species. Unsupervised learning algorithms have been applied successfully to the categorization and classification of a variety of bioacoustic signals ͑e.g. Leinonen et al., 1993; Terry and McGregor, 2002͒ and allowing for differences in the length of acoustic signals and their components by incorporating dynamic time-warping may prove useful in these and other situations as well. As described here, our analysis is currently limited to vocalizations that can be described adequately by frequency contours. This includes the sound signals of many species of amphibians, birds, and mammals. However, in species with vocalizations that are broadband ͑e.g., Campbell et al., 2002͒, or where relevant information is encoded in the harmonic content ͑e.g., Weiss and Hauser, 2002͒, frequency contours alone are inadequate to describe vocal patterns. Fortunately, dynamic time-warping can also be used to compare spectrograms ͓it was in fact first developed to classify human speech patterns from spectrograms ͑see Sakoe and Chiba, 1978͔͒ and the neural network component of the analysis could easily be adapted to deal with the two-dimensional format of spectrograms rather than onedimensional frequency contours, making the analysis applicable to the categorization of vocal behavior in a wide variety of species.
Since it was developed to address peculiarities of acoustic perception, the methodology as described in this study is probably of limited value to categorize behaviors other than those that are acoustic. Nonetheless, elements applied in the current analysis may prove useful elsewhere: the ART2 neural network can be used with similarity measures other than dynamic time-warping in a wide variety of categorization problems. Conversely, dynamic time-warping and its extension of hidden Markov models will be useful in any situation where the trajectory of change in a behavioral parameter is more important than the precise timing of the change. The categorization of dive profiles from aquatic birds and mammals ͑e.g., Schreer et al., 1998; Lesage et al., 1999; Malcolm and Duffus, 2000͒ may prove to be a valuable example. In addition, much if not most of sensory perception is nonlinear in scale ͑usually exponential or logarithmic͒, and this is important to bear in mind when quantifying the strength and quality of behavioral stimuli for categorization. This study therefore serves to illustrate the importance of obtaining and applying relevant information about the sensory perception of study animals when designing categorization schemes for the study of their behavior.
V. CONCLUSIONS
Our results suggest that automated categorization of bioacoustic signals can present a powerful alternative to categorization by human observers, as long as the importance of the time domain and the frequency domain in the auditory perception of the study species is understood and any peculiarities in the way time and frequency parameters are perceived are considered. Automated methods such as the one used in our study are particularly useful in situations were large data sets need to be analyzed and where the size of acoustic repertoires must be compared between individuals, social groups or species, or over time.
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