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Locally repairable 符号 (LRC 符号) は，このような要求を満たすために考案された符号のクラ
スである．局所性(r,δ) を持つ符号は，任意の δ − 1 個の消失シンボルをパンクチャ符号の消失訂
正により高々 r 個の他のシンボルから局所的に復元することができる．この符号のパラメータの
トレードオフ関係は Singleton 限界の一般化の形で与えられている． q > n のときこの上界を達
成する様々な符号の構成法があるが，実装の容易さやバイナリデータを扱う分散ストレージシス
テムへの対応などを考えれば， q < n に対して限界式とそれを達成する符号の構成法を考えるこ
とも重要である． 
本論文では，既知の符号の上界を利用する手法により，局所性 (r,δ) を持つ符号の上界を，位数 
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符号長 n，情報記号数 k，最小Hamming距離 dの符号は，Singleton限界を等号で達成












第 1 章 まえがき 3
Pyramid符号のように特定の消失パターンに対して，高々 r個のシンボルから消失シ
ンボルを復元できる符号を局所性 rを持つ符号と呼ぶ．MDS符号が局所性 r = kを持つ
符号であることは明らかである．特に rが kより小さい時，局所性を持つ符号は locally
















局所性 (r; )を持つ符号は局所性 rの拡張の一つであり，Kamath et al. [4]によって
提案された．局所性 (r; )を持つ符号は，任意の    1個の消失シンボルをパンクチャ符
号の消失訂正により高々 r個の他のシンボルから局所的に復元することができる．つま









の構成法を考えることも重要である．符号長より小さい位数 q < nに対してSingleton限界
より良い上界があることが知られているように，局所性 rを持つ符号に対して，Singleton-
like限界よりも良い上界が Cadambe and Mazumdar [5]によって与えられている．この





る最小距離 d = 4の 2元符号のパリティ検査行列が与えられている．文献 [8]では，2元






多くない．Agarawal et al. [9]は，局所性 (r; )を持つ符号の次元の上界を位数 qの関数
として与えている．この上界は，任意の LRC符号のパンクチャ符号の次元を，既知の
符号の上界の凸性を利用して評価している．既知の符号の上界として Hamming限界や
Plotkin限界を用いることで q < nに対して文献 [4]で与えられた上界より良い上界が得
られることもあるが，一般のパラメータに対しての比較は詳細に行われておらず，任意
のパラメータに対して上界を等号で達成する最適な符号の構成法も知られていない．局



















 整数 x(6= 0)と yに対して，dy=xeは y=x 以上の最小の整数．by=xcは y=x 以下の最
小の整数．
 整数 x(6= 0)と yに対して，y mod xは yの xによる剰余．
 自然数 xに対して，[x]は整数の集合 f1; : : : ; xg．
 集合 Sに対して，jSjは集合の濃度．
 素数冪 qに対して，Fqは位数 qの有限体．
 ベクトル c = (c1; c2; : : : ; cn) 2 Fnq と集合 S = fj1; j2; : : : ; jjSjg  [n]に対して，
cS , (cj1 ; cj2 ; : : : ; cjjSj) 2 FjSjq ．
 符号長 nの符号 Cと部分集合 S  [n]に対して，CS , fcS j c 2 Cg．
by=xc = d(y + 1)=xe   1が成立する．
定義 1. x = (x1; x2; : : : ; xn)，y = (y1; y2; : : : ; yn)に対して dH(x;y) , jfi j ai 6= bigjを
Hamming距離と呼ぶ．さらに d(C) = minfdH(a; b) j a; b 2 C;a 6= bgを符号 Cの最小
Hamming距離と呼ぶ．
以下これを単に最小距離と書く．有限体 Fq 上で定義される符号 C が符号長 n，次元
k = logq jCj，最小距離 dであるとき [n; k; d]q符号と呼ぶ．最小距離が dの符号は任意の
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2.2 Locally Repairable符号
符号語の第 i 2 [n]シンボルが高々 r個の他のシンボルにアクセスすることで復元可能
である時，第 iシンボルは局所性 rを持つという．本論文では全てのシンボルが局所性を
持つ符号を扱う．
定義 2. [n; k; d]q符号をCとする．任意の i 2 [n]に対して，iを要素に持つ部分集合Si  [n],
jSij  r + 1が存在して符号語の第 iシンボル ciが ci =
P
j2Sinfig ijcj (ij 6= 0)を満たす
とき，符号 Cは局所性 rを持つという．
定理 1. 局所性 r 持つ [n; k; d]q符号の最小距離は次式を満たす．






この上界が Singleton限界の一般化の形で与えられていることは r = kとすれば確かめ
られる．局所的に復元可能なシンボル数を一般化した定義がKamath et al. [4]によって
与えられている．正の整数 rと に対して，局所性 (r; )を持つ符号は次のように定義さ
れる．
定義 3 (Kamath et al. [4]). [n; k; d]q符号を Cとする．任意の i 2 [n]に対して次の条件を
満たす部分集合 Si  [n]が存在するとき，符号 Cは局所性 (r; )を持つという．
i. i 2 Si; jSij  r +    1;
ii. 符号 CSiの最小距離が 以上．
局所性 (r; )を持つ符号を (r; )-LRC符号と呼ぶ．任意の    1個の消失シンボルは，
その位置に対応するパンクチャ符号 CSi の消失訂正により局所的に復元することができ
る． = 2のとき局所性 (r; )の定義は定義 2と一致する．また，定義より直ちに d  
であることが分かる．(r; )-LRC符号の最小距離の上界が次のように与えられている．
定理 2 (Kamath et al. [4]). [n; k; d]q (r; )-LRC符号の最小距離は次式を満たす．







(   1): (2.2)
式 (2.2)が  = 2に対して式 (1.1)と一致することが確かめられる．さらに，r = kとす
れば Singleton限界と一致する．式 (2.2)は符号が定義される有限体の位数 qの関数とし
て与えられていないが，位数 qを考慮した上界も与えられている．符号長 n最小距離 dの
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符号の達成可能な次元の最大値を与える関数を k(q)opt(n; d)とする．ただし，n < dに対し
て k(q)opt(n; d) , 0．N , r+   1と定義する．(r; 2)-LRC符号の次元の上界は次で与えら
れる．










この上界は一般にC-M限界と呼ばれる．この式は q < nのとき任意のパラメータに対
して式 (1.1)より良い上界を与えることも同様に示されている． > 2に対してパンクチャ
符号の次元の上界として，既知の符号の上界を用いることで与えられた限界式がAgarwal
et al. [9]によって与えられた．B(q; n; )を符号長 n，最小距離 の q元符号の符号語数
の上界を与え nに対して対数凸である関数とする．B(q; 0; ) , 1とする．
定理 4 (Agarwal et al. [9]). [n; k; d]q (r; )-LRC符号の次元は次式を満たす．









(e.g. [9, Sect. 2])．したがって次の系が得られる．
系 1 (Agarawal et al. [9]). [n; k; d]q (r; )-LRC符号のパラメータは次式を満たす．
k  r; (2.6)

































符号長 n，次元 kの符号の達成可能な最小距離の最大値を与える関数を d(q)opt(n; k)とす
る．ただし n < kに対して d(q)opt(n; d) , 0．同様に，次元 k，最小距離 dの符号の達成可能
な符号長の最小値を与える関数をn(q)opt(k; d)とする．ただしk < dに対してn
(q)
opt(k; d) , d．
k(a; d)を符号長 a，最小距離 dの符号の次元の上界を与え，符号長 aに対する凸関数と
する．k(a; d)は次の不等式を満たす．
k(a; d) + k(b; d)  k(a  1; d) + k(b+ 1; d): (3.1)
ただし，0  a  b．また，a < dに対して k(a; d) , 0とする．logq B(q;N; )は kの条
件を満たしている．主定理を以下に与える．
定理 5. k(n; d)を上の性質を満たす関数とする．[n; k; d]q (r; )-LRC符号に対して，次
8






k(N; ) + k(x mod N; ): (3.2)




























opt(n  s; k   (s))
o
: (3.5)
ただし，lは正の整数であり，sは (l   1)N +   s  lN を満たす整数．
関数 (x)は (l   1)N  s  lN に対して




補題 1. Cを [n; k; d]q (r; )-LRC符号，lを任意の整数とする．整数 sが (l   1)N +  
s < lN + を満たすとき，符号長 n  sの Cの短縮符号 Cが存在して logq jCj  k (s)
を満たす．
以下の証明では s  nのときは便宜的に符号長 0，次元 logq jCj = 0，最小距離 d = n
の短縮符号を考える．
証明. 符号語 z 2 CS に対して，C(z)を符号語 c 2 Cの集合 S  [n]上への射影が zと一
致する符号 Cの符号語全体の集合とする．つまり，
C(z) , fc 2 C j cS = zg : (3.7)
与えられたLRC符号Cと整数 l > 0に対して，部分符号 ~Cを構成するAlgorithm 1を示す．
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Algorithm 1 Construction of ~C
Input: C, l.
Output:  , I, ~C.
1: I0  ;, ~C(0)  C, j  0.
2: while jIjj < (l   1)N +  and jIjj < n do
3: j  j + 1.
4: choose i 2 [n]nIj 1 and Si s.t. j ~C(j 1)Si j is the smallest.
5: Ij  Ij 1 [ Ti.
6: Ti  SinIj 1. . Ti 6= ;.
7: choose z 2 ~C(j 1)Si s.t. j ~C(j 1)(z)j is the largest.
8: ~C(j)  ~C(j 1)(z).
9: end while
10:   j, I  Ij, ~C  ~C(j).
一般性を失うことなく Algorithm 1のステップ 4で i = j が選ばれたと仮定する．ス
テップ 7において，~C(j 1)(z)の濃度が最大になるようにz = zを選んでいるから，任意の




 ~C(j 1)(z) =  ~C(j 1) : (3.8)
したがって，任意の j  1において次の漸化式が書ける．
 ~C(j) =  ~C(j 1)(z) 
 ~C(j 1) ~C(j 1)Sj  : (3.9)






 ~C  k   X
j=1
logq
 ~C(j 1)Sj  : (3.11)
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次に logq j ~C(j 1)Tj jの上界を考える．j ~C
(j 1)
Sj j > 1のとき． ~C
(j 1)
Sj の任意の異なる 2つの符
号語を選ぶ．いま， ~C(j 1)の Ij 1に対応するシンボルは固定されているから，Sjの Ij 1
との共通部分のシンボルも固定されている．つまり，~C(j 1)Sj の任意の異なる 2つの符号語
は，インデックス集合 Tiに対応するシンボルが異なり，SjnTj に対応するシンボルは固




Tj ) = d(
~C(j 1)Sj )である．1  j  
に対して ~C(j 1)  Cだから ~C(j 1)Sj  CSj である．部分符号の最小距離は元の符号より小さ
くなることはないので，
d( ~C(j 1)Tj ) = d( ~C
(j 1)
Sj )  d(CSj)  : (3.12)




 ~C(j 1)Sj  = logq  ~C(j 1)Tj   k(q)opt(jTjj; ): (3.13)
j ~C(j 1)Sj j = 1のとき．logq j ~C
(j 1)
Sj j = logq j ~C
(j 1)
Tj j = 0である．k
(q)
opt(jTjj; )は定義より非負
であるためこれを上から抑える．したがって j ~C(j 1)Sj jの大きさによらず任意の j <  に対
して次式が成立する．
logq





 ~C(j 1)Tj   X
j=1
k(jTjj ; ): (3.15)






i=1 jTij = jIjは変化しないから次の不等式が得られる．
X
j=1




k(N; ) + k(jIj mod N; ): (3.16)
式 (3.11), (3.15), (3.16)より
logq







k(N; )  k(jIj mod N; ): (3.17)
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部分符号 ~Cの Iに対応するシンボルを取り除いて得られる符号長 n  jIjのパンクチャ符
号 Cを考える．jCj > 1のとき，部分符号 ~Cの Iに対応するシンボルは固定されている
から Cは Cの短縮符号であり，j ~Cj = jCjである．
Algorithm 1から出力される部分集合 I の濃度は，(l   1)N +   jIj < lN + また
は jIj = nである．(i) (l   1)N +   jIj < lN + のとき．jIj = sと置き換えれば
logq jCj  k (s)が成立．(ii) jIj = nのとき．jIj = n < (l  1)N +   sとなるが，式
(3.17)の右辺は，k (jIj)と一致しており，(x)は xに関して単調増加だから x = s > n
を代入すれば
logq jCj  k   (n)
 k   (s): (3.18)
補題 2. Cを [n; k; d]q符号，Cを Cの [n0; k0; d0]q短縮符号とする．n0 = n  s，k0  k   t
のとき
n  s+ n(q)opt(k   t; d); (3.19)
k  t+ k(q)opt(n  s; d); (3.20)
d  d(q)opt(n  s; k   t): (3.21)
証明. 短縮符号の最小距離について，d  d0であるから
d  d0  d(q)opt(n  s; k0)  d(q)opt(n  s; k   t): (3.22)
同様に，
n = n0 + s  n(q)opt(k0; d0)  n(q)opt(k   t; d): (3.23)
k  t+ k0より，
k  t+ k0  t+ k(q)opt(n  s; d0)  t+ k(q)opt(n  s; d): (3.24)
補題 1より任意の l > 0について短縮符号が存在し，各 lに対して補題 2も成立する．
ただし sは lによって定まる範囲内を動くことに注意する．(s)は sに関して単調増加で
あり，その第二項は sに関して周期関数でありその周期内で s  (l   1)N + ならば単
調増加，lN < s < lN + ならば 0である．したがって，k   (s)の最小値を与える sは














与えた上界 (3.4)は任意の   2に対して成立する． = 2 (N = r + 1)としてC-M限
界と比較する．kに Singleton限界を選べば次の系が得られる．






s  l + k(q)opt(n  s; d)
o
: (4.1)
ただし，lは正の整数であり sは (l   1)N + 2  s  lN を満たす整数．
r = 1のとき s = lNとなり右辺はC-M限界 (2.3)と一致する．r > 1のとき右辺はC-M
限界と同じかそれより大きくなる．次に示すのは本論文で与えた上界がC-M限界と一致
するパラメータの例である．
例 1. 符号長 n = 8，最小距離 d = 3の局所性 (r; ) = (2; 2)を持つ 2元 LRC符号を考え




opt(5; 3) = 4 (for l = 1);
4 + k
(q)
opt(2; 3) = 4 (for l = 2);
2l + k
(q)
opt(8  3l; 3)  6 (for all l  3):
13
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したがって，k  4．一方で式 (4.1)は，l = 1のとき 2  s  3より
1 + k
(q)
opt(6; 3) = 4 (for s = 2);
2 + k
(q)
opt(5; 3) = 4 (for s = 3):
式 (4.1)は，C-M限界より小さい値を与えることはないので，l  2については計算する
必要はなく k  4でありC-M限界と一致する．
一般のパラメータに対しては例 1のような真の値を用いた比較は困難であるため，計算
可能な形に置き換えることで比較を行う．r > 1のとき式 (4.1)の k(q)optに対して凸関数を
適用すると，sに関する最大化項は単調増加だから s = lN で最大値を取る．したがって
k  min
l
flr + k(n  lN; d)g : (4.2)
つまり，凸関数を用いて計算可能な形に書き直した場合式 (4.1)と C-M限界は同じ上界
を与える．次に式 (3.5)が局所性 (r; )を持つ符号に対する Singleton-like限界より良い上
界を与えることを示す．
定理 6. 式 (3.5)はKamath et al. [4]上界式 (2.2)と同じかそれより良い上界を与える.
証明. l = dk=re+ 1に固定して (s)中の kに Singleton限界を選ぶことで k   (s)を具
体的に計算する．s  (l  1)N + だから k(s  (l  1)N; ) 6= 0である．l = dk=re+ 1，



















(   1): (4.3)
したがって




































0  d  1
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(   1)  s

: (4.6)








opt(n  s; k   (s))
o











き，右辺の sに関する最大化項もまた s ((l  1)N +   s  lN)に対して凸であるから，
最大値は端点 (l   1)N + または lN で取る．








として l = に固定すると
k  max
s
f(  1)k(N; ) + k(s  (  1)N; ) + k(n  s; d)g: (4.9)
s = N のとき右辺は k(N; )で上から抑えられる．s = (  1)N + のとき n  s < d
より右辺は
(  1)k(N; ) + k(; )  k(N; ): (4.10)
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にはOptimumとして表記する．k(q)optに適用する限界は，Singleton限界，Hamming限界，
Plotkin限界，Elias限界，Johnson限界，Griesmer限界の中から選んだ．q = 2のとき，
最小距離が奇数の [n; k; 2d  1]2符号に対して，情報記号数が等しい拡大 [n+ 1; k; 2d]2符
号が存在するから両者のパラメータに対して値を計算をして良い方を上界として用いる．
また，Plotkin限界は通常 d  n(1  1=q)に対して定義されないが，補題 2の式 (3.20)に
倣って短縮符号を考えることで上界を計算した．既存の上界は全て破線でプロットした．
























図 4.1: 上界の比較 (n = 100, (r; ) = (5; 3), q = 2)
図 4.1は符号長を n = 100，局所性を (r; ) = (5; 3)として q = 2の場合に，横軸に最小
距離 d，縦軸に情報記号数 kを取りプロットしたものである．この場合，式 (2.4)におい





第 4 章 定理から得られる結果 17
























図 4.2: 上界の比較 (n = 100, (r; ) = (5; 3), q = 8)
図 4.2では符号長と局所性を変えずに q = 8 > Nとした．Singleton限界，Singleton-like
限界は qの関数でないために図 4.1と同じ値である．この場合も既存の上界より良い上界
を与えていることが確かめられるが，最小距離が小さいときに (特に d  N のとき) 既
存の上界と一致している点がある．これは，q > N のとき最小距離 d  N を持つような
Singleton-like限界 (2.2)を達成する最適な LRC符号の構成が可能であることを示唆して
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図 4.3: 上界の比較 (n = 100, (r; ) = (10; 5), q = 2)
4.3 上界を達成する符号の例
文献 [6]では，[2u   1; 2u   u  1; 3]2 Hamming符号 (u  3) が局所性 r = 2m 1   1を
持つ最適な LRC符号であることが示されているが，定義 3から局所性 (r; ) = (2u  3; 3)
持つ LRC符号でもあり，Hamming限界を達成する最適な情報記号数を持つ符号である．
したがって，Hamming符号の直積による符号も局所性 (r; ) = (2u   3; 3)を持ち，その
情報記号数も最適となるが実際に上界と一致することを確かめる．
式 (3.4)の右辺を等号で達成する最適な 2元符号を構成する．[2u   1; 2u   u   1; 3]2










定理 8. パリティ検査行列H1で与えられる符号は，符号長 n = t(2u   1)，情報記号数
k = t(2u   u  1)，最小距離 d = 3の局所性 (r; ) = (2u   3; 3)持つ符号であり，式 (3.4)
を等号で達成する．
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証明. Hamming符号は，局所性 (r; ) = (2u  3; 3)を持つから，Hで与えられる符号も局
所性 (r; ) = (2u   3; 3)を持つことは自明である．このとき符号長は n = t(2u   1)，情報










である．定理 7より式 (3.4)が k  k(N; )を与えることが分かるが，実際に k =
k(N; )である．














定理 9. u = 3とする．パリティ検査行列H2で与えられる符号は，符号長 n = t(2u  1)，




数重みと奇数重みの符号語を半数ずつ持つため情報記号数は t(2u u  1)  1である．ま
た，d  4であるが一次従属な 4列の組が存在するため d = 4．式 (3.3)において l = t  1










を適用したときに，式 (3.3)の右辺 s + n0(k0; d)を最小化する sを考える．以下 kには
Hamming限界を用いる．(s)は sに関して単調増加だから s = lN を代入すれば
k0  k   ((t  1)N)
= t(2u   u  1)  1  lk(N; )
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= t(2u   u  1)  1  (t  1)(2u   u  1)
= (2u   u  1)  1: (4.15)
u > 2に対して k0 > 2．一方 k0 > 2のとき，Griesmer限界に d = 4を代入すれば
n0(k0; 4)  4 + 2 + (k0   2) (4.16)
と書くことができるため，k0 > 2に対してGriesmer限界が与える値は k0に関して線形的
に増加することが分かる．ところで k0は (s)が凸関数であるから，sに対して線形的ま
たはそれ以上の速度で減少する．したがって，Griesmer限界が与える値も sに対して線
形的またはそれ以上の速度で減少する．以上より，s + n0(k0; d)は s = lN のときに最小
値を取る．l = t  1より右辺を計算すれば
(t  1)N + n0((2u   u  1)  1; 4)
= (t  1)(2u   1) + 4 + 2 + 2u   u  1  3
= t(2u   1)  u+ 3: (4.17)
u = 3を代入すれば最適性が示される．




1 1 1 0 1 0 0 0 0 0 0 0 0 0
0 1 1 1 0 1 0 0 0 0 0 0 0 0
1 1 0 1 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 1 1 0 1 0 0
0 0 0 0 0 0 0 0 1 1 1 0 1 0
0 0 0 0 0 0 0 1 1 0 1 0 0 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1
1CCCCCCCCCCCA
: (4.18)
























[1] C. Huang and M. Chen and J. Li, \Pyramid codes: Flexible schemes to trade space
for access eciency in reliable data storage systems," in Proc. Sixth IEEE Interna-
tional Symposium on Network Computing and Applications (NCA 2007), pp. 79{86,
Cambridge, MA, USA, Jul. 2007.
[2] P. Gopalan, C. Huang, H. Simitci, and S. Yekhanin, \On the locality of codeword
symbols," IEEE Trans. Inf. Theory, vol. 58, no. 11, pp. 6925{6934, Nov. 2012.
[3] D. S. Papailiopoulos and A. G. Dimakis, \Locally repairable codes," IEEE Trans. Inf.
Theory, vol. 60, no. 10, pp. 5843{5855, Oct. 2014.
[4] G. M. Kamath, N. Prakash, V. Lalitha, and P. V. Kumar, \Codes with local regener-
ation and erasure correction," IEEE Trans. Inf. Theory, vol. 60, no. 8, pp. 4637{4660,
Aug. 2014.
[5] V. R. Cadambe and A. Mazumdar, \Bounds on the size of locally recoverable codes,"
IEEE Trans. Inf. Theory, vol. 61, no. 11, pp. 5787{5794, Feb. 2015.
[6] P. Huang and E. Yaakobi and H. Uchikawa and P. H. Siegel, \Binary linear locally
repairable codes," IEEE Trans. Inf. Theory, vol. 62, no. 11, pp. 6268{6283, Nov. 2016.
[7] J. Hao and S.-T. Xia and B. Chen, \Some results on optimal locally repairable codes,"
in Proc. 2016 IEEE Int. Symp. Inf. Theory (ISIT), Barcelona, Spain, pp. 440{444,
Jul. 2016.
[8] A. Wang and Z. Zhang and D. Lin, \Bounds and constructions for linear locally re-
pairable codes over binary elds," in Proc. 2017 IEEE Int. Symp. Inf. Theory (ISIT),
Aachen, Germany, pp. 2033{2037, Jun. 2017.
[9] A. Agarwal, A. Barg, S. Hu, A. Mazumdar, and I. Tamo, \Combinatorial alphabet-
dependent bounds for locally recoverable codes," IEEE Trans. Inf. Theory, vol. 64,
no. 5, pp. 3481{3492, May 2018.
23
24
[10] I. Tamo and A. Barg, \A family of optimal locally recoverable codes," IEEE Trans.
Inf. Theory, vol. 60, no. 8, pp. 4661{4676, Aug. 2014.
[11] N. Silberstein and A. S. Rawat and O. O. Koyluoglu and S. Vishwanath, \Optimal
locally repairable codes via rank-metric codes," in Proc. 2015 IEEE Int. Symp. Inf.
Theory (ISIT), pp. 1819{1823, Hong Kong, China, Jul. 2013.
[12] A. Wang and Z. Zhang, \Repair locality with multiple erasure tolerance" IEEE
Trans. Inf. Theory, vol. 60, no. 11, pp. 6979{6987, Nov. 2014.
[13] A. S. Rawat, A. Mazumdar, and S. Vishwanath, \On cooperative local Repair in
Distributed Storage," EURASIP Journal on Advances in Signal Processing, pp. 1{
17, 2015.
[14] S. Kruglik and A. Frolov, \Bounds and constructions of codes with all-symbol lo-
cality and availability," in Proc. 2017 IEEE Int. Symp. Inf. Theory (ISIT), Aachen,
Germany, pp. 1023{1027, Jun. 2017.
[15] M. Grassl, \Code Tables: Bounds on the parameters of various types of codes."
[Online]. Available at http://www.codetables.de/
発表実績
i. 濱田 寛也，八木 秀樹 \符号化多項式を用いた多重局所性を持つ Locally Repairable
符号の構成法," 信学技報, vol. 117, no. 120, pp. 27{32, Jul. 2017. (優秀発表賞受賞)
ii. T. Hamada and H. Yagi, \Construction of locally repairable codes with multiple
localities based on encoding polynomial," in Proc. 2018 RISP Int. Workshop on
Nonlinear Circuits, Communication and Signal Processing (NCSP2018), pp. 627{
630, Honolulu, USA, Mar. 2018. (Best Student Paper Award受賞)
iii. T. Hamada and H. Yagi, \Construction of locally repairable codes with multiple
localities based on encoding polynomial," IEICE Trans. Fundamentals, vol. E101-A,
no. 12, pp. 2047{2054, Dec. 2018.
iv. 濱田 寛也, 八木秀樹, \Locally Repairable符号の次元に関する上界式の改善," 信学
技報, vol. 118, no. 205, pp. 1{6, Aug. 2018.
v.濱田 寛也, 八木秀樹, \(r; )-Locally Repairable符号の次元の上界式の改善," 第 41
回情報理論とその応用シンポジウム予稿集, pp. 76{81, いわき, 福島, Dec. 2018.
25
