Reti neurali dinamiche per la stima dell'equilibrio posturale by PEDRELLI, LUCA
Università di Pisa
Facoltà di Scienze Matematiche Fisiche e Naturali
Corso di Laurea in Informatica
Tesi di Laurea
Reti Neurali Dinamiche per la stima
dell’Equilibrio Posturale
Luca Pedrelli
Relatori Controrelatore
Prof. Alessio Micheli Prof. Giuseppe Attardi
Dott. Claudio Gallicchio
Anno Accademico 2014/2015

Indice
1 Introduzione 1
2 Background 5
2.1 Berg Balance Scale . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Studio dell’equilibrio posturale . . . . . . . . . . . . . . . . . . . . . 7
2.3 Modelli per Human Activity Recognition . . . . . . . . . . . . . . . 9
2.4 Reti Neurali e Multi Layer Perceptron . . . . . . . . . . . . . . . . 10
2.5 Input Delay Neural Network . . . . . . . . . . . . . . . . . . . . . . 11
2.6 Simple Recurrent Network (Elman network) . . . . . . . . . . . . . 13
2.7 Reservoir Computing e Echo State Network . . . . . . . . . . . . . 14
3 Sistema 19
3.1 Progetto FP7 DOREMI . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2 Raccolta dati . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.3 Wii Balance Board . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.4 Esempio di raccolta dei dati da bilancia nell’esercizio 10 . . . . . . . 22
3.5 Procedura di Raccolta . . . . . . . . . . . . . . . . . . . . . . . . . 23
4 Metodo 29
4.1 Interfaccia utente per la raccolta dati (GUI) . . . . . . . . . . . . . 29
4.2 Validazione: Processo . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.3 Configurazione: Dati . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.4 Configurazione: Modelli ESN . . . . . . . . . . . . . . . . . . . . . 36
4.5 Configurazione: Modelli IDNN . . . . . . . . . . . . . . . . . . . . . 38
4.6 Validazione: Iperparametri . . . . . . . . . . . . . . . . . . . . . . . 40
4.7 Predittore . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
5 Risultati 43
5.1 Notazioni dei processi di validazione . . . . . . . . . . . . . . . . . . 43
iii
iv INDICE
5.2 Valutazione dei risultati ottenuti sugli esercizi 6, 7 e 10 del test BBS 45
5.3 Valutazione dei risultati ottenuti sugli esercizi 6, 7 e 10 del test BBS
con stima del punteggio BBS locale . . . . . . . . . . . . . . . . . . 46
5.4 Valutazione dei risultati ottenuti con normalizzazione sequenza per
sequenza . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.5 Valutazione dei risultati sui dati campionati a 100 Hz e 5 Hz . . . . 49
5.6 Valutazione dei risultati con l’uso della tecnica di Weight Sharing . 50
5.7 Valutazione dei risultati con l’uso dei dati clinici altezza, peso, età e
sesso . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.8 Confronto dei risultati ottenuti con i modelli dinamici LI-ESN, rete
Elman e IDNN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.9 Selezione del modello migliore confrontando LI-ESN, rete Elman e
IDNN con Weight Sharing e peso dei pazienti in input . . . . . . . . 55
5.10 Valutazione sul numero di sequenze per paziente. . . . . . . . . . . 60
5.11 Valutazione dell’uso della tecnica Weight Sharing e peso dei pazienti
in input . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.12 Valutazione dell’ensambling delle stime sulle sequenze del paziente . 64
5.13 Adattamento del modello . . . . . . . . . . . . . . . . . . . . . . . . 65
6 Conclusioni 69
A Appendice 75
A.1 Il test Berg Balance Scale . . . . . . . . . . . . . . . . . . . . . . . 75
Elenco delle figure
2.1 La probabilità di caduta in 6 mesi associata al punteggio BBS
calcolata nell’articolo [37]. . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Accelerazione del centro di pressione durante un’oscillazione laterale
misurata nel lavoro [28]. . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Architettura MLP con uno strato di input con 3 unità, uno strato
nascosto intermedo con 6 unità ed uno strato di output con una unità. 11
2.4 Architettura IDNN con grandezza finestra Du, dimensione di input
e output 1 e con 6 unità nascoste. . . . . . . . . . . . . . . . . . . . 12
2.5 Architettura Elman con input e output di dimensione 1 e 4 unità di
contesto. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.6 Architettura ESN con NU = 3 unità di input, NR = 9 unità dello
strato reservoir e NY = 2 unità del readout. . . . . . . . . . . . . . 15
3.1 Numero di pazienti per BBS. . . . . . . . . . . . . . . . . . . . . . . 20
3.2 La Wii Balance Board vista dall’alto. . . . . . . . . . . . . . . . . . 22
3.3 Le tre fasi dell’esecizione dell’esercizio 10. . . . . . . . . . . . . . . . 23
3.4 Sequenza 1 campionata a 5 Hz, esercizio 10, paziente con BBS 44. . 25
3.5 Sequenza 2 campionata a 5 Hz, esercizio 10, paziente con BBS 44. . 26
3.6 Sequenza 3 campionata a 5 Hz, esercizio 10, paziente con BBS 44. . 26
3.7 Sequenza 4 campionata a 5 Hz, esercizio 10, paziente con BBS 44. . 26
3.8 Sequenza 5 campionata a 5 Hz, esercizio 10, paziente con BBS 44. . 27
4.1 Interfaccia grafica utente per la raccolta dei dati. . . . . . . . . . . 30
4.2 Metodo complessivo per la validazione e selezione del modello finale. 32
4.3 Sequenza 1 del segnale da bilancia di un paziente che pesa 77 kg. . 34
4.4 Sequenza 2 del segnale da bilancia di un paziente che pesa 105 kg. . 35
4.5 Sequenza 1 normalizzata del segnale da bilancia di un paziente che
pesa 77 kg. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
v
vi ELENCO DELLE FIGURE
4.6 Sequenza 2 normalizzata del segnale da bilancia di un paziente che
pesa 105 kg. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.7 Funzione di mappatura di stato Root State Mapping. . . . . . . . . 36
4.8 Funzione di mappatura di stato Mean State Mapping. . . . . . . . . 37
4.9 Funzione di mappatura di output Mean Output Mapping. . . . . . 38
4.10 Architettura IDNN con finestra di dimensione Du, dimensione di
input e output 1 e con 6 unità nascoste e calcolo media in output. . 39
4.11 Architettura IDNN con grandezza finestra Du, dimensione di input
e output 1 e con 6 unità nascoste e finestra fissa nel secondo strato. 40
5.1 Confronti degli errori di MAE e deviazioni standard sui guess otte-
nuti dai modelli dinamici LI-ESN con funzioni MSM e RSM, Elman,
IDNN e IDNN2 in fase di validazione sul task corrispondente all’e-
sercizio 10 del test BBS con dati campionati a 5Hz normalizzati
sequenza per sequenza. . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.2 Confronti degli erroriMAE e deviazioni standard ottenute dai modelli
dinamici LI-ESN con funzioneMSM e RSM, Elman, IDNN e IDNN2
in fase di test sul task corrispondente all’esercizio 10 del test BBS
con dati campionati a 5Hz normalizzati sequenza per sequenza. . . 55
5.3 Confronti degli errori di MAE e deviazioni standard sui guess otte-
nuti dai modelli dinamici LI-ESN con funzioni MSM e RSM, Elman,
IDNN e IDNN2 in fase di validazione sul task corrispondente all’e-
sercizio 10 del test BBS con dati campionati a 5Hz normalizzati
sequenza per sequenza, con utilizzo del peso dei pazienti in input e
uso della tecnica Weight Sharing. . . . . . . . . . . . . . . . . . . . 57
5.4 Confronti degli erroriMAE e deviazioni standard ottenute dai modelli
dinamici LI-ESN con funzioneMSM e RSM, Elman, IDNN e IDNN2
in fase di test sul task corrispondente all’esercizio 10 del test BBS
con dati campionati a 5Hz normalizzati sequenza per sequenza, con
utilizzo del peso dei pazienti in input e uso della tecnica Weight
Sharing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.5 Andamento dell’errore di validazione BBS al diminuire del numero di
sequenze per paziente in training del modello LI-ESN con funzione
di mappatura di stato MSM usando un numero di 100 unità del
reservoir con parametro di regolarizzazione 2.7  r 0.1, con leaky
integrator 0.1 e un raggio spettrale ⇢ 2.14 della matrice dei pesi
ricorrenti del reservoir 0.99 . . . . . . . . . . . . . . . . . . . . . . 60
5.6 Confronto valore reale BBS dei pazienti con la stima del modello
LI-ESN con funzione di mappatura RSM sul task corrispondente
all’esercizio 10 del test BBS con dati campionati a 5Hz normalizzati
sequenza per sequenza. . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.7 Confronto valore reale BBS dei pazienti con la stima del modello
LI-ESN con funzione di mappatura RSM sul task corrispondente
all’esercizio 10 del test BBS con dati campionati a 5Hz normalizzati
sequenza per sequenza, con utilizzo del peso dei pazienti in input e
uso della tecnica Weight Sharing. . . . . . . . . . . . . . . . . . . . 63
5.8 Adattamento del modello LI-ESN con funzione di mappatura RSM
sul task corrispondente all’esercizio 10 del test BBS con dati campio-
nati a 5Hz normalizzati sequenza per sequenza, con utilizzo del peso
dei pazienti in input e uso della tecnica Weight Sharing al variare
del numero di unità. . . . . . . . . . . . . . . . . . . . . . . . . . . 66
Elenco delle tabelle
5.1 In questa tabella sono riportate le notazioni per rappresentare le
varianti ESN, IDNN e rete Elman. . . . . . . . . . . . . . . . . . . 44
5.2 Risultati di MAE e deviazioni standard sui guess in training, valida-
zione e test, con coeﬃciente di correlazione R, ottenuti da LI-ESN
che utilizza RSM come funzione di mappatura di stato sui task
corrispondenti agli esercizi 6, 7 e 10 del test BBS. . . . . . . . . . . 45
vii
viii ELENCO DELLE TABELLE
5.3 Risultati di MAE e deviazioni standard sui guess in training, valida-
zione e test, con coeﬃciente di correlazione R, ottenuti da LI-ESN
che utilizza MSM come funzione di mappatura di stato sui task
corrispondenti agli esercizi 6, 7 e 10 del test BBS. . . . . . . . . . . 45
5.4 Risultati di MAE e deviazioni standard sui guess in training, valida-
zione e test, con coeﬃciente di correlazione R, ottenuti da LI-ESN
che utilizza RSM come funzione di mappatura di stato sui task
corrispondenti agli esercizi 6, 7 e 10 del test BBS nella stima del
punteggio locale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.5 Percentuali degli errori in rapporto agli intervalli dei valori da stimare
ottenute in training, validazione e test da LI-ESN che utilizza RSM
come funzione di mappatura di stato sui task corrispondenti agli
esercizi 6, 7 e 10 del test BBS nella stima del punteggio locale. . . . 48
5.6 Risultati di MAE e deviazioni standard sui guess in training, valida-
zione e test, con coeﬃciente di correlazione R, ottenuti da LI-ESN
che utilizza RSM e MSM come funzioni di mappatura di stato sul ta-
sk corrispondente all’esercizio 10 del test BBS con dati normalizzati
sequenza per sequenza. . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.7 Risultati di MAE e deviazioni standard sui guess in training, valida-
zione e test, con coeﬃciente di correlazione R, ottenuti da LI-ESN
che utilizza RSM e MSM come funzioni di mappatura di stato sul
task corrispondente all’esercizio 10 del test BBS con dati campionati
a 100Hz e 5Hz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.8 Risultati di MAE e deviazioni standard sui guess in training, valida-
zione e test, con coeﬃciente di correlazione R, ottenuti da LI-ESN
che utilizza RSM e MSM come funzioni di mappatura di stato sul
task corrispondente all’esercizio 10 del test BBS usando la tecnica
Weight Sharing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.9 Risultati di MAE e deviazioni standard sui guess in training, valida-
zione e test, con coeﬃciente di correlazione R, ottenuti da LI-ESN
che utilizza RSM come funzione di mappatura di stato sul task
corrispondente all’esercizio 10 del test BBS con l’uso dei dati clinici
altezza, peso, età e sesso. . . . . . . . . . . . . . . . . . . . . . . . . 52
ELENCO DELLE TABELLE ix
5.10 Risultati di MAE e deviazioni standard sui guess in training, valida-
zione e test, con coeﬃciente di correlazione R, ottenuti da LI-ESN
che utilizza MSM come funzione di mappatura di stato sul task
corrispondente all’esercizio 10 del test BBS con l’uso dei dati clinici
altezza, peso, età e sesso. . . . . . . . . . . . . . . . . . . . . . . . . 52
5.11 Confronti degli errori MAE e deviazioni standard, con coeﬃciente di
correlazione R, ottenuti dai modelli dinamici LI-ESN con funzioni
MSM e RSM, rete Elman, IDNN e IDNN2 in fase di training,
validazione e test sul task corrispondente all’esercizio 10 del test BBS
con dati campionati a 5Hz, normalizzati sequenza per sequenza. . . 53
5.12 Confronti degli errori MAE, deviazioni standard, con coeﬃciente di
correlazione R, ottenuti dai modelli dinamici LI-ESN con funzione
MSM e RSM, Elman, IDNN e IDNN2 in fase di training, validazione
e test sul task corrispondente all’esercizio 10 del test BBS con dati
campionati a 5Hz normalizzati sequenza per sequenza, con utilizzo
del peso dei pazienti in input e uso della tecnica Weight Sharing. . . 56
5.13 Risultati MAE sul numero di sequenze per paziente del modello
LI-ESN con funzione di mappatura di stato MSM usando un numero
di 100 unità del reservoir con parametro di regolarizzazione 2.7  r
0.1, con leaky integrator 0.1 e un raggio spettrale ⇢ 2.14 della matrice
dei pesi ricorrenti del reservoir 0.99. . . . . . . . . . . . . . . . . . 61
5.14 Risultati in validation e test ottenuti da modello LI-ESN con funzione
di mappatura RSM sul task corrispondente all’esercizio 10 del test
BBS con dati campionati a 5Hz normalizzati sequenza per sequenza,
con utilizzo del peso dei pazienti in input e uso della tecnica Weight
Sharing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.15 Risultati in test ottenuti con ensambling delle stime sulle sequenze
del paziente da modello LI-ESN con funzione di mappatura RSM sul
task corrispondente all’esercizio 10 del test BBS con dati campionati
a 5Hz normalizzati sequenza per sequenza, con utilizzo del peso dei
pazienti in input e uso della tecnica Weight Sharing. . . . . . . . . . 65
5.16 Adattamento del modello LI-ESN con funzione MSM e RSM, Elman,
IDNN e IDNN2 in fase di test sul task corrispondente all’esercizio
10 del test BBS con dati campionati a 5Hz normalizzati sequenza
per sequenza, con utilizzo del peso dei pazienti in input e uso della
tecnica Weight Sharing al variare delle unità del reservoir. . . . . . 67
x ELENCO DELLE TABELLE
Abstract
Lo studio della stabilità posturale nelle persone anziane è di grande importanza
nell’ambito del monitoraggio sanitario. Recentemente l’uso della Wii Balance Board
è stato proposto come valida alternativa ai test clinici sulla postura, come nel
caso dell’utilizzo del test Berg Balance Scale (BBS), consentendo di misurare ed
analizzare caratteristiche come la durata e la velocità del processo di stabilizzazione
attorno al centro di pressione. Questa ricerca si colloca nel contesto dei compiti di
Human Activity Recognition del progetto europeo FP7 DOREMI.
In modo innovativo questa tesi si propone di prendere in considerazione l’intero
segnale temporale multidimensionale generato da quattro sensori della bilancia
elettronica tramite l’utilizzo di reti neurali dinamiche. In particolare si propone di
stimare il punteggio ottenuto dal test BBS tramite tre modelli per serie temporali:
un raﬃnamento del modello Echo State Network (ESN), Simple Recurrent Networks
(Elman) e Input Delay Neural Networks (IDNN). Per raccogliere ed etichettare i
dati è stata sviluppata un’interfaccia grafica in grado di annotare le misurazioni,
rappresentare il segnale in tempo reale, monitorare la raccolta e fornire le analisi
grafiche iniziali. Sono stati raccolti dati provenienti da 21 pazienti anziani, relativi
a tre esercizi del test BBS. Sono state implementate varie tecniche per ESN come
Weight Sharing,Mean State Mapping, Root State Mapping ed adottate varie soluzioni
sulla natura dei dati come la normalizzazione sequenza per sequenza e l’aggiunta
al dataset di campi quali altezza, peso, sesso ed età. Tutte le varianti sono state
validate tramite un processo rigoroso di Double Cross Validation. Si è potuto così
migliorare le prestazioni e l’eﬃcenza dell’approccio proposto, ottenendo valutazioni
sperimentali molto buone rispetto allo stato dell’arte, utilizzando un solo esercizio
del test BBS su 14 e creando un sistema automatizzato con la possibilità di utilizzo
giornaliero autonomo. Infine sono state confrontate le tre reti neurali prese in
considerazione. ESN risulta essere il modello più performante nei casi esaminati.
xi

Capitolo 1
Introduzione
Lo studio dell’equilibrio posturale è cruciale per valutare le funzionalità mo-
torie delle persone. L’invecchiamento fisiologico è una delle cause più frequenti
della diminuzione della capacità e delle funzionalità globali, compreso l’equilibrio
[39]. Il controllo dell’equilibrio è complesso e necessita di una forte interazione
e coordinazione tra più parti del corpo come il sistema visivo, uditivo e motorio
[20]. La valutazione clinica dell’equilibrio è importante sia per motivi diagnostici
sia per motivi terapeutici [43]. Il test Berg Balance Scale (BBS) [3] è considerato
uno standard di riferimento per la valutazione dell’equilibrio. Nell’articolo [5] si
studia la validità del test BBS confrontando i punteggi ottenuti con valutazioni
cliniche, misurazioni di oscillazioni posturali ed altri criteri che riflettono la capacità
di equilibrio. Inoltre il punteggio del test aiuta a prevedere cadute negli anziani e
dare indicazioni sulle funzionalità motorie in pazienti aﬀetti da alcune patologie
[37] [4]. Il test si basa sul monitoraggio e la valutazione dell’equilibrio del paziente
durante lo svolgimento di diverse attività. Il paziente esegue 14 esercizi, ad ogni
esercizio il medico assegna un punteggio da 0 a 4 fino ad arrivare ad un massimo di
56 punti.
Questo lavoro rientra nell’ambito del progetto europeo FP7 DOREMI, che si
occupa dello sviluppo di una piattaforma tecnologica per supportare e motivare le
persone anziane a svolgere attività fisiche, con l’obbiettivo di ridurre la sedentarietà,
il declino cognitivo e la malnutrizione, promuovendo e migliorando la qualità
della vita e l’integrazione sociale. Fra gli scopi del progetto c’è la creazione di
un tappeto intelligente che permetta di valutare in modo automatico lo stato
dell’equilibrio posturale dei pazienti attraverso ripetizioni giornaliere di semplici
esercizi. La Wii Balance Board (WBB), una bilancia elettronica in grado di
registrare la distribuzione del peso ai quattro angoli, viene utilizzata come parte
1
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integrante del tappeto intelligente. Questo strumento viene utilizzato perché è poco
costoso, facilmente trasportabile e recentemente ha riscontrato successo in varie
applicazioni quali correzione della postura [36], riabilitazione e prevenzione nei
pazienti anziani [47], [32] e riabilitazione in pazienti post ictus [30]. Le misurazioni,
che vengono trattate in strutture mediche o nelle abitazioni dei pazienti, possono
essere processate ed analizzate da modelli dinamici di apprendimento e fornire ai
medici informazioni utili per la valutazione dell’equilibrio posturale dei pazienti e
controllarne l’evoluzione. Inoltre questa bilancia è stata confrontata con la force
platform, che rappresenta lo standard di riferimento, e si è dimostrata eﬃcace
nell’analisi di parametri come la determinazione del centro di pressione, il percorso
e la velocità di assestamento intorno ad esso [10].
Si ipotizza che l’intera serie temporale generata dai sensori della WBB contenga
molta più informazione rispetto ai parametri statici, perciò in questa tesi si propone
di analizzare i dati generati da bilancia, tramite reti neurali dinamiche e ricorrenti.
Questi modelli di apprendimento sono particolarmente adatti a catturare e trattare
informazioni dinamiche su dati temporali. In particolare si studia il problema della
stima automatica del punteggio del test BBS usando l’informazione generata dalla
bilancia, durante l’esecuzione di tre esercizi. Questo approccio presenta diversi
vantaggi: evita di dover ripetere i 14 esercizi con assistenza medica, consente un
utilizzo automatico, autonomo e giornaliero da parte del paziente, si avvale di
uno strumento economico e non richiede l’utilizzo di sensori indossabili per poter
eﬀettuare le misurazioni.
Per la creazione e la valutazione di modelli di apprendimento è necessaria una
quantità di dati che rappresenti l’informazione del problema che si sta studiando. A
questo scopo, attraverso il coordinamento dei medici dell’istituto IFC-CNR di Pisa,
sono state organizzate diverse campagne di raccolta dati svoltesi nell’arco di vari
mesi. In una prima fase i medici eseguono il test BBS su 21 pazienti anziani fornendo
la valutazione per ogni esercizio del test. Nella seconda fase vengono raccolti i
dati provenienti dai sensori della bilancia durante l’esecuzione di alcuni esercizi del
test. Per supportare la raccolta dati da bilancia si sviluppa un’interfaccia grafica
(GUI ), scritta in Python, che permetta di associare i dati clinici alle misurazioni
eﬀettuate su bilancia. Essa deve consentire di salvare, annotare e osservare il segnale
multidimensionale proveniente dalla bilancia in tempo reale, in modo da monitorare
il corretto svolgimento dei test e fornire un’analisi grafica preliminare.
Tra le reti dinamiche utilizzate si vuole sfruttare ESN per la maggior parte delle
analisi, data la buona eﬃcienza in tempo rispetto agli altri modelli. Si vogliono
3implementare alcune varianti di questo modello per studiarne la rilevanza per il
compito predittivo in esame. Inoltre si intende osservare come le prestazioni del
modello vengano influenzate dalla natura dei dati e dall’aggiunta di dati clinici quali
altezza, peso, sesso ed età. Al fine di valutare possibili alternative di modellazione
si vogliono implementare altri modelli dinamici come IDNN ed Elman Networks
e confrontarne i risultati con quelli ottenuti da ESN. L’obbiettivo è quello di
studiare le performance dei modelli attraverso un processo rigoroso di Double Cross
Validation(DCV) in modo tale da selezionare il migliore per la costruzione di un
sistema predittivo che andrà ad implementare la piattaforma intelligente.
L’approccio si propone come il primo studio del problema della stima automa-
tica del punteggio BBS, utilizzando l’intero segnale temporale multidimensionale
generato da bilancia, durante lo svolgimento di un solo esercizio, senza l’ausilio di
mezzi intrusivi, attraverso un dispositivo esterno.

Capitolo 2
Background
2.1 Berg Balance Scale
La valutazione clinica dell’equilibrio è importante sia per motivi diagnostici sia
per motivi terapeutici [43]. Uno standard di riferimento usato per misurare il grado
di equilibrio posturale è il test Berg Balance Scale (BBS) [3]: esso consiste nell’ese-
cuzione di 14 esercizi nell’arco di 20 minuti, il medico valuta l’abilità d’esecuzione di
ogni esercizio svolto dal paziente con un punteggio da 1 a 4 per un punteggio totale
di 56 punti. Nel lavoro [5] si studia la validità del test BBS tramite il confronto con
valutazioni cliniche, misurazioni di oscillazioni posturali ed altri criteri relativi alla
capacità di equilibrio. Inoltre il punteggio del test aiuta a prevedere cadute negli
anziani e dare indicazioni sulle funzionalità motorie in pazienti aﬀetti da alcune
patologie [4] [37] [29] [32]. Nell’articolo [11] si vuole studiare l’aﬃdabilità del test
BBS applicato a pazienti anziani che vivono in contesti abitativi. Per ogni paziente
viene ripetuta giornalmente la valutazione del test dallo stesso medico e alla stessa
ora. La media delle diﬀerenze assolute tra i test è di 2.8 +  2.7 (con diﬀerenze che
vanno da 0 a 11) con una correlazione dei punteggi di 0.97. Nonostante la correla-
zione alta, nell’articolo si stima che vi sia un cambiamento eﬀettivo delle capacità
di equilibrio posturale con una diﬀerenza di almeno 8 punti tra due valutazioni del
test BBS.
La descrizione dettagliata di ciascun esercizio del test BBS e della valutazione
associata si trova nell’Appendice A.1. La durata approssimativa del test è di 20
minuti, durante i quali al paziente sono richiesti sia compiti statici che dinamici.
Nella prima categoria rientrano ad esempio stazionare in piedi, ad occhi chiusi o su
un piede solo, rimanere seduto su una sedia senza appoggiarsi allo schienale. Tra
le azioni dinamiche è richiesto di alzarsi e sedersi su sedie con e senza braccioli,
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compiere un giro completo su se stessi, raccogliere un oggetto da terra, salire e
scendere ripetutamente da un gradino. Per fornire un’idea più precisa della modalità
di valutazione del test è descritto nel dettaglio l’esercizio 10, che si vedrà in seguito
essere particolarmente adatto ad una stima automatica dell’equilibrio posturale.
Esercizio 10 : stando in piedi il paziente deve eseguire una torsione a sinistra
volgendo all’indietro lo sguardo sopra la spalla e ripetere l’operazione a destra.
- punti 4: guarda indietro verso entrambe le direzioni eﬀettuando una buona
torsione.
- punti 3: eﬀettua una buona torsione da una parte ma non dall’altra.
- punti 2: eﬀettua la torsione senza riuscire a guardare indietro ma mantiene
l’equilibrio.
- punti 1: ha bisogno di supervisione durante la torsione.
- punti 0: ha bisogno di aiuto per non perdere l’equilibrio.
Come è intuibile, il test è abbastanza articolato, richiede diversi strumenti, tra i
quali due sedie diverse, un gradino, un cronometro e soprattutto la supervisione e
la valutazione del punteggio da parte di un medico. Il risultato totale rappresenta
una valutazione della capacità di equilibrio posturale. Nell’articolo [37] si mette in
relazione il test BBS con la probabilità di caduta in 6 mesi. Tra i punteggi 56-54
ogni punto in meno rappresenta un incremento del 3  4% del rischio di caduta, tra
54-46 ogni punto è associato ad un incremento del 6  8% del rischio, sotto a 36 il
rischio di caduta è intorno al 100% . In generale i pazienti sotto i 45 punti sono
considerati ad alto rischio caduta [5] e necessitano di assistenza adeguata per la
deambulazione.
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Figura 2.1: La probabilità di caduta in 6 mesi associata al punteggio BBS calcolata
nell’articolo [37].
2.2 Studio dell’equilibrio posturale
Ci sono vari articoli che si occupano dello studio dell’equilibrio posturale. Nel-
l’articolo [28] vengono fatti studi comparativi su diﬀerenti misure provenienti da
force platform in pazienti anziani. Vengono misurate le oscillazioni posturali tramite
i movimenti del centro di pressione durante l’induzione di movimenti casuali sulla
piattaforma di appoggio. Come possiamo vedere in figura 2.2 alcune misure prese
in considerazione sono time to peak (il tempo che ci mette il centro di pressione
per raggiungere la massima oscillazione), peak response (il valore della massima
oscillazione) e overshoot (il valore della minima oscillazione in risposta della massi-
ma). Elaborando queste misure tramite metodi di regressione, viene costruito un
modello che stima la probabilità di caduta dei pazienti. Tuttavia in questa tesi non
si vogliono considerare solo alcune proprietà del segnale, bensì costruire dei modelli
predittivi che si basino sull’intero segnale multidimensionale generato dalla bilancia
durante l’esecuzione degli esercizi.
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Figura 2.2: Accelerazione del centro di pressione durante un’oscillazione laterale misurata
nel lavoro [28].
In [34] è presentato un sistema che usa sensori di pressione indossati su scarpe
per il riconoscimento di attività riguardanti l’equilibrio. Nel lavoro [7] sensori
indossati su scarpe servono per misurare il livello di oscillazione del piede e della
caviglia, interagendo con un gioco educativo che si basa su BBS.
L’articolo [38], a nostra conoscenza, è il primo lavoro che studia il problema della
stima del punteggio BBS in modo automatico con uso di sensori. I dati vengono
raccolti da accelerometri con segnali a tre dimensioni da 8 bit con frequenza di
campionamento a 75Hz, posizionati in vita, vicino al centro di massa. I dati dello
studio complessivo si basano su 54 pazienti tra cui giovani, anziani ed aﬀetti da
patologie neurologiche. Le misurazioni delle accelerazioni sono eﬀettuate in due
modi, il primo consiste nell’esecuzione di alcuni esercizi del test BBS e il secondo in
una camminata di 10 secondi. Per quanto riguarda la stima del punteggio del test
su pazienti anziani, vengono utilizzati dati provenienti da 20 pazienti con punteggi
che variano da 33 a 55. Le sequenze vengono costruite facendo la norma delle
accelerazioni nei tre assi e la loro lunghezza viene uniformata sulla base della durata
media in modo da renderle facilmente confrontabili, le sequenze finali vengono
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elaborate prendendo la media ogni 5 punti di campionamento. Il confronto avviene
tramite funzioni di similarità come la distanza euclidea, l’indice di correlazione
e il coeﬃciente di Tanimoto. Usando una finestra scorrevole di un secondo si
calcola la similarità prendendo la distanza minima tra il paziente in questione e
gli altri. La validazione usa leave one out cross validation sui pazienti tramite
l’algoritmo k Nearest Neighbor con k = 3. Il punteggio stimato è la media del
punteggio dei tre pazienti più simili nell’esercizio preso in considerazione. Vengono
quindi stimati i punteggi e considerate tutte le combinazioni di 3 esercizi: per ogni
combinazione si associa la media del punteggio di tali esercizi. Nell’articolo [38],
per la stima dell’equilibrio dei pazienti anziani, il risultato migliore è ottenuto dalla
combinazione degli esercizi 4, 8 e 9 del test BBS con un errore medio assoluto di 4.63
+  3.89. In questo articolo vengono utilizzati sensori che devono essere indossati per
l’esecuzione del test, vengono analizzate solo alcune proprietà dei segnali e devono
essere eseguiti 3 esercizi per ottenere la stima migliore. Nel nostro lavoro invece non
si vogliono utilizzare sensori indossati, si vuole prendere in considerazione l’intero
segnale multidimensionale e basare il test sull’esecuzione di un singolo esercizio.
2.3 Modelli per Human Activity Recognition
Il problema della valutazione dell’equilibrio posturale rientra nell’ambito del Hu-
man activity recognition (HAR). HAR consiste nell’inferire il tipo di attività umane
svolte, utilizzando dati grezzi provenienti da sensori indossabili o non indossabili
[12] [13][18] [31] [2]. Lo scopo è quello di classificare o valutare sezioni del flusso di
dati continui riguardanti specifiche attività umane, eventi o condizioni di salute.
Recentemente la necessità di elaborare in modo adattivo dati temporali eterogenei
e rumorosi ha portato ad un uso sempre maggiore di modelli di apprendimento
automatico; in un survey recente viene descritto l’utilizzo del Machine Learning
per l’elaborazione di dati temporali nel contesto di HAR [25]. Questi modelli sono
largamente utilizzati per la costruzione di sistemi HAR grazie alla loro robustezza
e flessibilità. Nel nostro caso ci concentriamo su modelli utili per processare dati
temporali, nello specifico utilizziamo reti neurali a finestre scorrevoli Time Delay
Neural Networks (TDNN) [44] e reti neurali ricorrenti Recurrent Neural Networks
(RNN) [24] come Simple Recurrent Networks (Elman network) [14] e Echo State Net-
work (ESN) [21] [22], quest’ultimo modello con il paradigma Reservoir Computing
(RC) [27] [42]. Le reti neurali ricorrenti sono utilizzate per processare e catturare
informazioni dinamiche all’interno di sequenze di dati che permettano di fornire
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predizioni dipendenti dalla storia del segnale ricevuto, riuscendo a gestire anche
segnali rumorosi ed imprecisi. In corrispondenza di ogni passo può essere prodotto
dalla rete un valore che dipende dai passi precedenti. Tra le varianti di RNN vi
sono paradigmi come RC [27] [42] e più nello specifico ESN [21] [22]. Questa rete
rappresenta un modello eﬃciente per l’apprendimento sul dominio delle sequenze
temporali da sorgenti rumorose di dati eterogenei ed è supportata da risultati
teorici riguardanti le capacità di approssimazione universale di modelli a memoria
finita [40] [16]. Recentemente i modelli RC si sono mostrati utili per l’elaborazione
di dati grezzi provenienti da reti di sensori, risultando un buon approccio per le
applicazioni del mondo reale in HAR [2] [9] [6] [31] e dando buoni risultati anche
sulla previsione dei movimenti di persone tramite segnali wireless [18].
La stima dell’equilibrio posturale umano rientra nei compiti di HAR, i dati raccolti
dalla bilancia sono rumorosi, le misurazioni sono eﬀettuate su persone che svolgono
attività quotidiane, in particolare esercizi di equilibrio. Per questi motivi, i modelli
RNN sono adeguati a svolgere i task principali di questa tesi.
2.4 Reti Neurali e Multi Layer Perceptron
Nel Machine Learning una rete neurale artificiale è una famiglia di modelli
di apprendimento ispirati alle reti neurali biologiche [19]. Le reti neurali possono
essere definite da un grafo diretto dove i vertici rappresentano i neuroni e gli archi
le connessioni fra essi. Ad ogni neurone è associata una funzione di attivazione e ad
ogni connessione un peso. Dato un neurone con funzione di attivazione f  collegato
con NU archi entranti, sia RNU lo spazio di input e dati u 2 RNU il vettore di input
e w 2 RNU il vettore dei pesi degli archi entranti, il valore di output y 2 R del
neurone si calcola:
y = f (
nX
i=1
w iui). (2.1)
Le reti neurali possono essere statiche o dinamiche, le prime elaborano vettori
mentre le seconde possono elaborare insiemi di dati strutturati, come per esempio
sequenze di vettori. Tipicamente le reti statiche hanno solo collegamenti feedforward,
cioè le connessioni seguono un’unica direzione, dall’input all’output. Una delle
architetture più semplici di questo tipo è la Multy Layer Perceptron (MLP); questa
rete è formata da uno strato di neuroni di input, una serie di strati nascosti ed uno
strato finale di output. Gli strati sono collegati tramite collegamenti feedforward.
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Nella figura 2.3 è mostrato un esempio di MLP con uno strato di input, uno strato
nascosto ed uno strato di output.
Multi Layer Perceptron
Figura 2.3: Architettura MLP con uno strato di input con 3 unità, uno strato nascosto
intermedo con 6 unità ed uno strato di output con una unità.
Nella rete della figura 2.3 il calcolo dell’output viene fatto in questo modo:
y =
6X
i=1
w2if 
✓ 3X
j=1
w1jui
◆
. (2.2)
Le reti neurali sono adattive e vengono allenate a partire dai dati iniziali (insieme
di training) che rappresentano l’informazione su cui creare il modello. Nel caso
dell’apprendimento supervisionato vengono applicati algoritmi di ottimizzazione
che minimizzano l’errore della rete neurale sulle stime dell’insieme di training
modificando il vettore dei pesi delle connessioni w. MLP utilizza comunemente
una tecnica di apprendimento supervisionato chiamata Back Propagation (BP)
[33] attraverso discesa del gradiente. Nella prossima sezione 2.5 viene presentato
un modello di rete neurale che combina la rete MLP con una finestra temporale
scorrevole.
2.5 Input Delay Neural Network
Le reti neurali dinamiche possono elaborare sequenze di vettori. Tipicamente le
sequenze di vettori vengono utilizzate per rappresentare serie temporali, ad ogni
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passo temporale è associato un vettore. Per avere un comportamento dinamico la
rete deve implementare un contesto o stato, questo può essere fatto con l’aggiunta di
connessioni ricorrenti, o di finestre temporali scorrevoli. Uno dei modi più semplici
per rappresentare un contesto temporale è quello di usare un’architettura per reti
neurali statiche in combinazione con una finestra di input scorrevole chiamata input
time delay line (TDL) che contiene un certo numero di input. Una rete che fa uso
della finestre scorrevoli si chiama Time Delay Neural Networks (TDNN) [44]. Un
caso particolare di questo modello si chiama Input Delay Neural Network (IDNN)
ed ha la TDL solo nello strato di input. La lunghezza della finestra rappresenta la
quantità di memoria del modello.
Il processo di input-output di una IDNN può essere descritto dall’equazione
y(t) = f(u(t Du), ...,u(t  1),u(t)), (2.3)
dove f è una funzione non lineare implementata da unMLP, y(t) è l’output prodotto
dalla rete al tempo t, u(t) è l’input della sequenza al passo t e Du la lunghezza
della finestra. La struttura base di una IDNN è mostrata dalla figura 2.4.
Input TDL di 
grandezza 
.
.
.
Multi Layer Perceptron
Figura 2.4: Architettura IDNN con grandezza finestra Du, dimensione di input e output
1 e con 6 unità nascoste.
Le TDNN sono allenate tramite l’algoritmo Back-propagation con tecniche
di discesa del gradiente [24] [19]. L’utilizzo delle finestre implica una serie di
problemi. Innanzitutto la lunghezza della finestra è un parametro fisso e deve essere
scelto a priori sulla base della quantità di memoria necessaria per rappresentare
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il contesto temporale in funzione della lunghezza delle sequenze e del problema
in analisi. Inoltre la quantità di memoria è linearmente dipendente dal numero
di unità di input nell’architettura della rete; pertanto aumentandone la quantità
aumenta il numero di parametri allenabili e quindi la complessità del modello, con
dispendio di tempo computazionale nell’allenamento e potenziale diminuzione della
generalizzazione e dell’accuratezza delle predizioni.
2.6 Simple Recurrent Network (Elman network)
Un approccio alternativo è rappresentato dalle reti neurali che hanno connessioni
ricorrenti. Tali connessioni permettono di rappresentare un contesto temporale come
stato dell’informazione che costituisce una memoria all’interno dei neuroni. Questo
metodo permette di avere un sistema che potenzialmente può mantenere l’intera
informazione di un periodo di tempo arbitrario invece di avere una finestra con una
lunghezza di tempo fissata. Attraverso l’allenamento delle connessioni ricorrenti si
permette l’adattamento della dinamica della rete nel modo in cui elabora la storia
dell’input [24]. Inoltre si ha una capacità di memoria che non dipende linearmente
dal numero delle unità della rete come in TDNN. Nel calcolo dell’output di un
neurone ricorrente quindi viene considerato anche il contesto temporale o stato della
rete, cioè il calcolo dell’output ad un certo passo temporale dipende dal passato:
y(t) = f 
✓ nX
i=1
w iui(t) +
mX
j=1
wˆjuj(t  1)
◆
. (2.4)
In questa formula wˆ è il vettore dei pesi ricorrenti del neurone.
Una delle reti ricorrenti più usate in questo contesto è chiamata Elman network
[1] conosciuta anche come Simple Recurrent Network (SRN) [15] [14]. In questa
rete l’informazione di contesto è rappresentata dall’attivazione dello strato di unità
ricorrenti, il processo di calcolo può essere descritto dalle seguenti equazioni
y(t) = fY (x(t)) (2.5)
x(t) = fH(u(t), c(t)) (2.6)
c(t) = x(t  1) (2.7)
dove c(t) è il contesto al tempo t, fH è una funzione non lineare di attivazione dello
strato nascosto e fY è una funzione lineare di attivazione dello strato di output. La
struttura base della rete Elman è rappresentata dalla figura 2.5.
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Figura 2.5: Architettura Elman con input e output di dimensione 1 e 4 unità di contesto.
L’allenamento della rete viene fatto utilizzando algoritmi standard nell’ambito
delle reti ricorrenti [41] [19], come per esempio Back Propagation Through Time
(BPTT) [45].
2.7 Reservoir Computing e Echo State Network
RC [27] [42] è un paradigma eﬃciente per la progettazione (design) e implemen-
tazione delle reti RNN [24], costituito da due componenti, uno strato dinamico con
connessioni ricorrenti chiamato reservoir e uno strato di output semplice feedforward
chiamato readout. Tipicamente il reservoir contiene un grande numero di unità
ricorrenti, collegate in modo sparso, viene inizializzato secondo alcuni criteri [21] e
rimane non allenato. Il readout è composto da unità lineari ed è allenato tramite
semplici ed eﬃcienti algoritmi per le reti feed forward [42] [27]. Le reti con reservoir
implementano un sistema di trasduzione causale (il calcolo dipende solo dal passato)
e stazionario (il sistema non cambia nel tempo).
Tra le possibili varianti del paradigma RC vi è Echo State Network (ESN) [21]
[22] [23], la figura 2.6 mostra un esempio della struttura di questa rete.
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Figura 2.6: Architettura ESN con NU = 3 unità di input, NR = 9 unità dello strato
reservoir e NY = 2 unità del readout.
La rete ESN è una rete RNN composta da NU unità dello strato input, NR unità
dello strato reservoir e NY unità dello strato readout. Lo strato reservoir ha un
grande numero di unità (tipicamente nell’ordine delle centinaia [21]), è scarsamente
collegato, non lineare, ricorrente, ed è usato per eseguire una codifica contrattiva
della storia del segnale di input [21]. Tipicamente la funzione di attivazione adottata
per il reservoir è la tangente iperbolica. Il readout è uno strato di unità lineari
ed è usato per calcolare i valori di uscita della ESN tramite una combinazione
lineare delle attivazioni delle unità del reservoir. Una variante della rete ESN
consiste nell’utilizzare un leaky integrator, LI-ESN [27] [23]. In questo modello le
unità del reservoir sono sostituite con delle unità leaky che applicano una media
mobile esponenziale allo stato della rete. Questo approccio si adatta bene alla
gestione delle sequenze di input che cambiano lentamente rispetto alla frequenza di
campionamento tagliando le frequenze più alte.
Siano RNU , RNR , RNY lo spazio di input, lo spazio degli stati del reservoir e lo
spazio di output. Sia u(t) 2 RNU l’input al tempo t e s = [u(1), ...,u(n)] la sequenza
di input di lunghezza n. Sia x(t) 2 RNR lo stato della rete e y(t) 2 RNY l’output
della rete. Ad ogni tempo t viene calcolata la seguente funzione di transizione:
x(t) = ⌧(u(t),x(t  1)) = (1  a)x(t  1) + af(W inu(t) + Wˆx(t  1)), (2.8)
dove W in 2 RNR⇥NU è la matrice dei pesi che vanno dall’input al reservoir, Wˆ 2
RNR⇥NR è la matrice dei pesi ricorrenti del reservoir, f è la funzione di attivazione
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delle unità del reservoir, nel caso in questione si usa la tangente iperbolica e a è il
leaking rate che controlla la velocità della dinamica del reservoir. Nell’equazione
il parametro a rappresenta il grado di finitura superficiale di un filtro passa basso
applicato alle attivazioni delle unità del reservoir, un valore grande implica una
dinamica di stato veloce. Se a = 1 ci si ritrova nel caso standard della ESN [21]. Il
calcolo dell’output della rete in un generico passo temporale t è dato da:
y(t) =W outx(t). (2.9)
Data la funzione di transizione di stato ⌧ (2.8) si può definire una funzione
ricorsiva ⌧ˆ a partire da ⌧ :
⌧ˆ(s(u),x(0)) =
8<:x(0), se s(u) = [ ]⌧(u(n), ⌧ˆ([u(1), ...,u(n  1)],x(0))) se s(u) = [u(1), ...,u(n)]
(2.10)
Una rete ESN deve soddisfare la proprietà Echo State Property (ESP)[21]. La
ESP determina delle proprietà asintotiche nella dinamica dello stato del reservoir
durante la lettura delle sequenze in input. Asintoticamente la dinamica dello stato
perde le informazioni relative agli stati iniziali. La ESP si definisce nel seguente
modo
8sn(u) = [u(1), ...,u(n)] 2 (RNU )n, 8x,x0 2 RNR :
k⌧ˆ(sn(u),x)  ⌧ˆ(sn(u),x0)k ! 0 con n!1
(2.11)
e significa che al crescere della lunghezza della sequenza, partendo da stati del
reservoir diﬀerenti, con n che tende all’infinito la diﬀerenza degli stati calcolati
dal reservoir tramite la funzione di transizione ⌧ˆ tende a 0. La ESP è collegata
alla contrattività della dinamica dello stato e garantisce alla ESN la proprietà di
approssimatore universale di modelli a memoria finita [40][16]. La contrattività
limita la dinamica della ESN dentro una regione di spazio con caratteristica
Markoviana che permette di discriminare le sequenze di input in base al suﬃsso.
Nel lavoro [21] vengono fornite una condizione necessaria ed una suﬃciente per
ESP. La condizione necessaria è che il raggio spettrale (il più grande autovalore in
modulo) della matrice dei pesi ricorrenti del reservoir Wˆ sia minore di 1
⇢(Wˆ ) < 1; (2.12)
la condizione suﬃciente è che il più grande valore singolare di Wˆ sia minore di 1
 (Wˆ ) < 1. (2.13)
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La norma euclidea di Wˆ è uguale al suo più grande valore singolare, quindi possiamo
considerare la condizione suﬃciente kWˆ k2 < 1. Nelle applicazioni pratiche viene
utilizzata solo la condizione necessaria, perché quella suﬃciente è considerata troppo
restrittiva [21]. Le condizioni di inizializzazione della ESN e gli eﬀetti sulla dinamica
sono oggetto di ricerca [8] [16].
Per costruire la ESN i valori di W in vengono inizializzati prendendo valori
in modo uniforme dall’intervallo [ scalein,+scalein] dove scalein è il parametro
chiamato input scaling. Wˆ viene inizializzata con valori casuali scelti da una
distribuzione uniforme e simmetrica rispetto a 0 e viene riscalata in base al raggio
spettrale che si vuole ottenere, in modo da rispettare la condizione necessaria ESP
Wˆ =
⇢
⇢(Wˆ random)
Wˆ random, (2.14)
dove ⇢ è il raggio spettrale desiderato di Wˆ e Wˆ random è una matrice inizializzata
casualmente su un intervallo uniforme e simmetrico rispetto a 0.
L’unica parte adattiva della ESN è costituita dal readout che tipicamente è
allenato tramite un algoritmo di apprendimento oﬀ-line. Nel caso della trasduzione
di stato sequence-to-sequence, e cioè eseguendo il calcolo dell’output (2.9) per ogni
input della sequenza, l’insieme su cui fare apprendimento (training set) è definito
da Ttrain = {(u(t), y target(t)) |u(t) 2 RNU , y target(t) 2 RNy 8t = 1, ..., Ntrain}, dove
y target(t) è il valore del target al tempo t e Ntrain la lunghezza della sequenza. Lo
stato del reservoir relativo ad ogni input è calcolato come x(1), ...,x(Ntrain). Se
il reservoir soddisfa la ESP, dopo un numero suﬃciente di passi della sequenza
(chaimato transient o washout), lo stato calcolato è in funzione solo della sequenza
di input ed ogni dipendenza dalle condizioni iniziali viene perduta. Dato Ntransient
il transiente, siano x(Ntransient + 1), ...,x(Ntrain) le colonne della matrice X e
y target(Ntransient + 1), ..., y target(Ntrain) le colonne di Y target, l’allenamento dei pesi
consiste nel trovare i valori W out per cui la norma
kW outX   Y targetk22 è minimizzata,
il che equivale a risolvere il sistema lineare
W outX = Y target . (2.15)
Perciò come algoritmo di allenamento si possono usare pseudo inversa
W out = Y targetX
+ (2.16)
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e ridge regression
W out = Y targetX
T (XX T +  rI )
 1 (2.17)
con  r parametro di regolarizzazione [42] [27].
Capitolo 3
Sistema
In questo capitolo viene mostrato il sistema usato per la raccolta dei dati.
Nella sezione iniziale 3.1 viene introdotto il progetto FP7 DOREMI che si occupa
dello sviluppo di una piattaforma tecnologica per supportare e motivare le persone
anziane a svolgere attività fisiche, fra gli scopi del progetto c’è la creazione di
un tappeto intelligente che permetta di valutare in modo automatico lo stato
dell’equilibrio posturale dei pazienti. Nella sezione 3.2 viene descritta la raccolta
dati svolta tramite il coordinamento dell’istituto IFC-CNR di Pisa. Nella sezione
3.3 si mostra la bilancia elettronica utilizzata per misurare la distribuzione della
pressione durante l’esecuzione di esercizi di equilibrio. Nella sezione finale 3.5 viene
descritta la procedura di raccolta dei dati provenienti dalla bilancia.
3.1 Progetto FP7 DOREMI
Lo scopo principale del progetto FP7 DOREMI http://www.doremi-fp7.eu/
è di sviluppare un sistema per supportare e motivare le persone anziane a svolgere
attività fisiche, con l’obbiettivo di ridurre la sedentarietà, il declino cognitivo e
la malnutrizione, promuovendo e migliorando la qualità della vita e l’integrazione
sociale. L’idea fondante è quella di fare prevenzione nella popolazione anziana
attraverso lo svolgimento di esercizi quotidiani che permettono di valutare lo stato
di salute e migliorare la condizione psicofisica del paziente. Per realizzare questo
obbiettivo, un gruppo di volontari seguirà una serie di allenamenti cognitivi ed un
programma personalizzato di alimentazione e controllo metabolico. Fra gli scopi di
FP7 DOREMI c’è la creazione di un tappeto intelligente che permetta di valutare in
modo automatico lo stato dell’equilibrio posturale dei pazienti attraverso ripetizioni
giornaliere di semplici esercizi. La WBB (descritta in 3.3) viene utilizzata come
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parte integrante del tappeto intelligente. Questo strumento viene utilizzato perché
è poco costoso, facilmente trasportabile e recentemente ha riscontrato successo in
varie applicazioni quali correzione della postura [36] e riabilitazione nei pazienti
anziani [47]. Le misurazioni, che vengono raccolte in strutture mediche o nelle
abitazioni dei pazienti, possono essere elaborate ed analizzate fornendo ai medici
informazioni utili per la valutazione dell’equilibrio posturale dei pazienti. Rispetto
al test BBS, che dura mediamente 20 minuti, questo approccio consente di eseguire
la stima dell’equilibrio in meno di un minuto, in modo automatico e senza bisogno
di supporto e monitoraggio medico.
3.2 Raccolta dati
Attraverso il coordinamento dell’istituto IFC-CNR di Pisa si è realizzata una
campagna di raccolta dati svoltasi nell’arco di diversi mesi. I medici hanno eseguito
il test BBS su 21 pazienti anziani. L’età dei pazienti varia da 65 a 80 anni con
una media di 73.85 anni, l’altezza da 1.52m a 1.85m con una media di 1.67m,
il peso da 56.99 kg a 105.0 kg con media 79.71 kg, con una percentuale di uomini
del 52% e una percentuale del 48% di donne. Il punteggio BBS ottenuto dalla
valutazione medica dei pazienti varia da 24 a 56 punti con una media di 45.57. La
figura 3.1 mostra il numero di pazienti per ogni punteggio della scala BBS, si nota
che i punteggi sono sbilanciati verso i valori alti, inoltre non ci sono pazienti che
hanno punteggi tra 25 e 33 compresi.
Figura 3.1: Numero di pazienti per BBS.
Tuttavia il progetto DOREMI non si occupa della classe di pazienti con forti
problemi di equilibrio. Perciò si eﬀettua la stima dell’equilibrio sui pazienti tra i
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punteggi BBS che vanno da 34 a 56 ma utilizzando comunque i dati relativi al
paziente con BBS 24 in fase di training. Questa composizione del dataset, per
la stima dell’equilibrio in pazienti anziani, è conforme alla letteratura. Infatti
nell’articolo [38], nel caso dei pazienti anziani, i dati comprendono 20 persone con
punteggi che variano da 33 a 55 e per ogni paziente è stata misurata una sola
sequenza per esercizio.
L’obbiettivo finale della raccolta dati è di fornire i dati per i modelli di appren-
dimento. I dati finali sono raccolti tramite la registrazione dei valori provenienti
dai sensori della bilancia durante l’esecuzione di esercizi. Gli esercizi che i pazienti
devono svolgere sulla bilancia sono selezionati a partire da quelli del test BBS
sulla base di alcune caratteristiche: essi devono essere sicuri e praticabili in modo
autonomo da parte di pazienti anziani. A questo scopo sono stati scelti gli esercizi 6,
7 e 10 perché hanno una variabilità intra gruppo abbastanza elevata (in particolare
l’esercizio 10), non hanno bisogno di oggetti per essere eseguiti (gli es. 1, 3, 4, 5,
9 e 12 hanno bisogno di oggetti), non presentano problemi tecnici di esecuzione
sulla bilancia (gli es. 11, 12, 13 e 14 non possono essere eseguiti sulla bilancia). Si
è quindi proceduto alla fase di raccolta da bilancia elettronica nell’esecuzione dei 3
esercizi da parte dei 21 pazienti anziani.
3.3 Wii Balance Board
Per eﬀettuare le misurazioni e raccogliere i dati che servono per la costruzione del
modello di apprendimento, si è utilizzata la Wii Balance Board (WBB) (Nintendo,
Kyoto, Japan), una bilancia elettronica prodotta inizialmente come componente del
popolare videogioco WiiFit.
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Figura 3.2: La Wii Balance Board vista dall’alto.
Questa bilancia è stata scelta perché è uno strumento economico, facilmente
trasportabile e vari studi ne hanno dimostrato la validità. Nello studio [10] si
confronta la WBB con Force Platform (FP), standard di riferimento per la valuta-
zione dell’equilibrio [46] [35], mostrando risultati comparabili fra i due sistemi, in
particolare per quanto riguarda la misurazione della distribuzione della pressione.
Inoltre recentemente l’uso di WBB ha riscontrato successo in varie applicazioni
quali correzione della postura [36], riabilitazione e prevenzione nei pazienti anziani
[47], [32] e riabilitazione in pazienti post ictus [30].
LaWBB ha 4 sensori nei 4 angoli della bilancia con risoluzione 16 bit e frequenza
di campionamento variabile con valore ottimale di 90 Hz. Usa la tecnologia Bluetooth
per collegarsi alla console e a seconda dello stato della connessione la frequenza
può variare al di sotto dei 90 Hz. Può caricare un peso di massimo 150 kg ed è
alimentata da quattro batterie AA che consentono una durata media di 60 ore.
3.4 Esempio di raccolta dei dati da bilancia nell’e-
sercizio 10
La figura 3.3 mostra il grafico generato dalla GUI 4.1, relativo ai dati raccolti
provenienti dalla bilancia durante l’esecuzione dell’esercizio 10.
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FASE DI TORSIONEFASE DI SALITA FASE DI DISCESA
Figura 3.3: Le tre fasi dell’esecizione dell’esercizio 10.
L’esercizio si compone di tre fasi, nella prima il paziente sale sulla bilancia,
usando un piede per volta, senza alcun tipo di supporto, nella seconda fase deve
eseguire una torsione del corpo, guardare indietro volgendo lo sguardo sopra la
spalla sinistra, ripetere la stessa azione a destra e tornare in posizione statica
volgendo lo sguardo in avanti. Infine deve scendere dalla bilancia, muovendosi
all’indietro, portando a terra un piede alla volta. Questo esercizio coinvolge più
funzionalità motorie, nella fase di salita sulla bilancia il paziente può guardare la
bilancia per aiutarsi nei movimenti, mentre questo non accade nella fase di discesa
dove procede all’indietro, inoltre la fase di torsione aumenta la complessità delle
funzionalità chiamate in causa. Infine va notato che per eseguire l’esercizio bisogna
salire e scendere dalla bilancia, questo equivale a salire e scendere da un gradino,
quindi l’esecuzione dell’esercizio 10 sulla bilancia si può considerare come una
sorta di combinazione fra gli esercizi 10 e 12 del test BBS. Queste considerazioni
mostrano che l’esecuzione dell’es. 10 sulla bilancia fornisce molte informazioni sulle
funzionalità motorie e la capacità di equilibrio del paziente.
3.5 Procedura di Raccolta
Per etichettare e monitorare i dati provenienti dalla bilancia in tempo reale,
è stata progettata una interfaccia grafica (GUI) di nome Labels (descritta nella
sezione 4.1) che si collega al database di raccolta dei dati e fornisce un’analisi grafica
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dell’esecuzione dell’esercizio. La sequenza registrata può essere etichettata con
l’ausilio di vari campi che andranno a completare il dataset. I campi comprendono:
nome, età, peso, altezza, sesso, tipologia di esercizio, punteggio totale BBS e
punteggio del singolo esercizio. La procedura di raccolta si svolge in questo modo:
1. l’operatore riempie i campi della GUI ;
2. il paziente si posiziona in piedi di fronte alla bilancia;
3. l’operatore preme il tasto start e dà il segnale di inizio esercizio;
4. il paziente sale sulla bilancia;
5. il paziente esegue l’esercizio concordato;
6. il paziente scende dalla bilancia;
7. l’operatore preme il tasto end ;
8. l’operatore può aggiungere informazioni riempiendo il campo delle note;
9. in caso di errore nell’esecuzione della procedura, l’operatore può segnare la
sequenza premendo sul tasto error e ripetere la procedura dal punto 2 al
punto 9.
I dataset creati contengono un insieme di sequenze per ognuno dei 3 esercizi per
un totale di 21 pazienti. Ogni sequenza contiene i dati relativi alla pressione nei
quattro angoli della bilancia per ogni passo di campionamento. Il punteggio totale
costituisce il target nei compiti di regressione nella stima dell’equilibrio. Sono stati
creati inizialmente 3 dataset con le misurazioni degli esercizi 6, 7 e 10 del test, con
segnali ad una frequenza di campionamento di 100Hz. Ogni dataset è composto da
un insieme di sequenze, ad ogni sequenza è associato un insieme di passi temporali.
Il numero dei passi varia a seconda della durata della misurazione, ad ogni passo è
associato un vettore di 4 campi che rappresenta la pressione registrata, nei 4 angoli
della bilancia, dai sensori (in alto a sinistra, in alto a destra, in basso a sinistra e in
basso a destra). Per ogni sequenza misurata ed etichettata dalla GUI sono stati
rimossi i passi temporali per cui la somma dei 4 valori è inferiore a 2kg, presenti
soltanto nelle fasi estremali dell’esercizio e quindi non significativi. Inoltre a partire
dai dataset campionati a 100Hz si sono costruiti altri 3 dataset campionati a 5Hz
contenenti 16 campi per ogni passo temporale. I 16 valori del passo temporale delle
sequenze a 5Hz vengono ottenuti calcolando media, deviazione standard, skewness
3.5. PROCEDURA DI RACCOLTA 25
e kurtosis di ognuno dei 4 sensori delle sequenze a 100Hz. Il numero di dataset varia
a seconda dell’esercizio e dalla disponibilità dei pazienti. Il dataset dell’esercizio
10 è composto da 172 sequenze, il 7 da 159 sequenze e il 6 da 139 sequenze. Le
figure 3.4, 3.5, 3.6, 3.7 e 3.8 generate dalla GUI 4.1 dopo le esecuzioni dell’esercizio
10, mostrano 5 sequenze di segnali provenienti dalla bilancia misurati sullo stesso
paziente. Come si può vedere questi segnali sono molto rumorosi, hanno durata
diﬀerente fra loro e caratteristiche diverse anche se provenienti da ripetizioni dello
stesso esercizio con lo stesso paziente. Si noti per esempio la diﬀerenza dei segnali
relativi alle figure 3.6 e 3.7 In fase di torsione, mentre nella prima durante la fase
di torsione i valori dei pesi delle oscillazioni posturali sono molto alti, nella seconda
l’andamento del segnale è più regolare, con oscillazioni dei pesi più basse. Da queste
considerazioni si capisce che il modello di apprendimento, per eﬀettuare una stima
dell’equilibrio aﬃdabile, deve essere in grado di estrapolare dalle sequenze temporali
le informazione relative alla postura del paziente indipendentemente da parametri
come l’ampiezza delle oscillazioni o la durata dell’esercizio.
Figura 3.4: Sequenza 1 campionata a 5 Hz, esercizio 10, paziente con BBS 44.
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Figura 3.5: Sequenza 2 campionata a 5 Hz, esercizio 10, paziente con BBS 44.
Figura 3.6: Sequenza 3 campionata a 5 Hz, esercizio 10, paziente con BBS 44.
Figura 3.7: Sequenza 4 campionata a 5 Hz, esercizio 10, paziente con BBS 44.
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Figura 3.8: Sequenza 5 campionata a 5 Hz, esercizio 10, paziente con BBS 44.

Capitolo 4
Metodo
In questo capitolo viene descritto il metodo seguito per implementare, il processo
di validazione e il modello finale che verrà installato nella piattaforma per la stima
automatica dell’equilibrio posturale. Nella sezione 4.1 viene mostrata l’interfaccia
grafica implementata come supporto per la raccolta dati che serve per etichettare e
fornire dati per la creazione dei dataset. Nella sezione 4.2 si descrive il processo
validazione, in 4.3 si descrivono i tipi di dataset presi in considerazione. Nelle
sezioni 4.4 e 4.5 si introducono le varianti dei modelli implementati di ESN e IDNN,
infine in 4.6 si mostrano le configurazioni degli iperparametri usate in ogni processo
di validazione. Nella sezione finale 4.7 si descrive il software che implementa il
modello finale per la valutazione dell’equilibrio.
4.1 Interfaccia utente per la raccolta dati (GUI)
A supporto della raccolta dati è stata sviluppata una GUI in Python che
permette di etichettare e monitorare i dati in tempo reale. L’interfaccia è stata
strutturata in modo tale da essere customizzabile a seconda del compito di raccolta
dati in questione. I campi di inserimento sono configurabili tramite file, con la
possibilità di impostare tipi e vincoli dei valori, dopodiché è possibile creare una base
di dati ad hoc per l’etichettatura, a seconda delle impostazioni. Per la campagna
di raccolta dati in questione l’interfaccia è stata personalizzata come in figura 4.1.
29
30 CAPITOLO 4. METODO
Figura 4.1: Interfaccia grafica utente per la raccolta dei dati.
I campi relativi ad una misurazione sono stati configurati in questo modo:
• Name: Stringa. Non può essere vuoto.
• Age: Intero da 65 a 80.
• Gender: Stringa con due possibili valori "M" o "F".
• Weight: intero da 1 a 400.
• Height: Intero da 1 a 400.
• Exercise_Type: intero con default 0, denota il tipo di esercizio del test BBS.
• Berg Scale: Intero con valori da 0 a 56, denota il punteggio totale osservato
del test.
• Class: Intero da 1 a 4, denota il punteggio dell’esercizio "Exercise_Type"
osservato del test.
• Description: Stringa (anche vuota).
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• Ad ogni misurazione è associata automaticamente una data di inizio e, quando
terminata, una data di fine.
La figura 4.1 mostra composizione della GUI :
• In alto a sinistra vi sono i campi dove è possibile inserire i dati della misu-
razione. In alto è presente un elenco a tendina "servers" dove è possibile
selezionare il server di raccolta al quale connettersi, alla sua destra è presente
il bottone "Connect DB" con cui è possibile eﬀettuare la connessione al
database selezionato.
• Nella listbox (riquadro bianco sotto al bottone "Connect DB") vi è l’elenco
delle misurazioni eﬀettuate, start_date è la data di inizio della misurazione,
end_date è la data di fine misurazione, se quest’ultima è impostata a "None"
significa che la misurazione non è ancora terminata.
• Il bottone "Start" avvia una misurazione, i campi della misurazione sono
inizializzati sulla base dei valori inseriti nei campi di input in alto a sinistra.
Se i valori dei campi rispettano le logiche di validazione allora la misurazione
viene inizializzata altrimenti compaiono gli eventuali errori sui valori inseriti.
• Il bottone "End" termina la misurazione precedentemente avviata.
• Il bottone "Error" segnala in rosso la misurazione relativa alla riga selezionata
nella listbox.- Il bottone "Delete" cancella la misurazione relativa alla riga
selezionata nella listbox.
• Il campo "comment" si attiva quando viene selezionata una riga nella listbox.
Questo campo serve per inserire un commento dopo che la misurazione è stata
avviata.
Per inserire il commento relativo ad una misurazione:
• Si seleziona una misurazione nella listbox.
• Si seleziona il campo "comment" e si digita il commento.
• Si preme il bottone sulla sinistra rappresentante una matita per salvare il
commento.
• Dal menu a tendina in basso "plot servers" è possibile selezionare il server
per la stampa, una volta selezionato premendo il bottone "Update Plot" si
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esegue la stampa del grafico che viene mostrato nel quadrante in basso. È
possibile utilizzare questo bottone per aggiornare il grafico in tempo reale,
durante la misurazione.
4.2 Validazione: Processo
Il processo di validazione preso in considerazione è Double Cross Validation
(DCV) e si basa sulla procedura three persons-out che consiste nell’avere 3 pazienti
per fold. A rotazione ogni fold viene viene lasciata fuori dai dati di apprendimento
del modello e validata utilizzando il modello allenato sulle altre fold. Questo
consente di fare una valutazione su dati non visti dalla rete neurale ma al contempo
di valutarli tutti a rotazione. La doppia validazione incrociata (DCV ) è formata
da 7 fold esterne e 6 fold interne. In tutto sono state eseguite un totale di 33 DCV
tra architetture, modelli e configurazioni. Per sviluppare il processo di validazione
è stato implementato un metodo con il quale si sono comparati e validati i modelli
per i task di regressione nella stima del punteggio BBS. La figura 4.2 mostra il
procedimento usato per la valutazioni e le selezioni di tutti i modelli e del modello
finale.
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.
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.
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Validazione e selezione su 
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modello finale.
STIME BBS
.
.
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Figura 4.2: Metodo complessivo per la validazione e selezione del modello finale.
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Il processo di validazione si compone di due fasi, nella prima viene utilizzata la
rete ESN per fare la selezione tra varianti architetturali, tipi di dataset con diversi
campionamenti e contenenti dati clinici diﬀerenti. Nella seconda fase vengono
confrontati i modelli dinamici presi in considerazione. Dato l’alto numero di
configurazioni utilizzate nella prima fase, per motivi di eﬃcienza in tempo, i test
sono stati eseguiti con la rete ESN. A questo scopo sono state implementate in
ESN varianti architetturali come Mean State Mapping [17], Root State Mapping e
Weight Sharing, usate per elaborare dati dai dataset relativi all’esercizio 6, 7 e 10,
campionati a 100Hz e a 5Hz, inserendo dati clinici come altezza, peso, età e sesso
e normalizzando i dati dei sensori sequenza per sequenza (definita in 4.3). Nella
seconda fase di validazione si sono confrontati i modelli dinamici ESN, IDNN e rete
Elman. Per IDNN sono state implementate due varianti, una con finestra scorrevole
in input e calcolo della media in output e l’altra con doppia finestra. Infine si sono
confrontate le prestazioni di tutti i modelli dinamici presi in considerazione. Come
misura di valutazione delle performance si sono utilizzate Mean Absolute Error
(MAE), deviazione standard STD e coeﬃciente di correlazione R, definiti nel modo
seguente: sia N il numero di sequenze su cui fare la stima dell’errore, y target(i) e
y(i) il target e l’output relativi alla sequenza di indice i 2 {1, ..., N} si definiscono:
MAE =
NP
i=1
|y(i)  y target(i)|
N
, (4.1)
STD =
vuut 1
N
NX
i=1
|y(i)  ymedio|2, (4.2)
R =
vuuuuut1 
NP
i=1
(y target(i)  y(i))2
NP
i=1
(y target(i)  ymedio)2
, (4.3)
dove ymedio è la media dei valori del vettore y target.
Le performance dei modelli e delle configurazioni utilizzate sono misurate sulla
base del MAE di validazione della DCV. Ad ogni confronto si selezionano i modelli
e le configurazioni con errore minimo.
4.3 Configurazione: Dati
Per prima cosa si sono comparati i dataset degli esercizi 6, 7 e 10 per selezionare
quello più utile ai fini dell’apprendimento del modello nella stima del punteggio
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totale BBS. Infatti l’obbiettivo è quello di selezionare un solo esercizio che sarà
usato per allenare il modello finale. Successivamente si sono paragonati i dati
campionati a 5Hz con 16 input, i dati a 5Hz prendendo solo i 4 valori dei sensori e
i dati campionati a 100Hz. Inoltre sono stati anche utilizzati dataset con aggiunta
di dati clinici come altezza, peso, età e sesso, con il fine di valutare l’influenza di
essi sul modello di apprendimento. Un’altra configurazione presa in considerazione
è la procedura di normalizzazione sequenza per sequenza, calcolata in questo modo:
sia u la sequenza, u(t) il valore della sequenza al tempo t, µ(u) la media dei valori
della sequenza e ✓(u) la deviazione standard, per ogni tempo t si calcola la nuova
sequenza eu:
eu(t) := u(t)  µ(u)
✓(u)
. (4.4)
L’altezza dei pesi misurati dalla bilancia dipende dal peso assoluto del paziente,
questo fa sì che due pazienti, che hanno una capacità di equilibrio simile, ma che
pesano in modo diﬀerente, producano due sequenze con altezze diverse. Facendo la
normalizzazione delle sequenze invece i valori si distribuiscono intorno allo 0 con
una deviazione standard di 1. L’altezza dei pesi delle sequenze normalizzate non è
più legata al peso assoluto del paziente. Se si guardano le figure 4.3 e 4.4 relative
ai pazienti che pesano rispettivamente 77 kg e 105 kg si osserva che i valori dei pesi
del primo sono più bassi rispetto a quelli del secondo. Se invece si osservano le
figure 4.5 e 4.6 relative alle stesse sequenze normalizzate si può notare che i valori
si distribuiscono intorno allo zero e rispetto alle sequenze precedenti non c’è più la
diﬀerenza di altezze che dipendeva dal peso assoluto.
Figura 4.3: Sequenza 1 del segnale da bilancia di un paziente che pesa 77 kg.
4.3. CONFIGURAZIONE: DATI 35
Figura 4.4: Sequenza 2 del segnale da bilancia di un paziente che pesa 105 kg.
Figura 4.5: Sequenza 1 normalizzata del segnale da bilancia di un paziente che pesa 77
kg.
Figura 4.6: Sequenza 2 normalizzata del segnale da bilancia di un paziente che pesa 105
kg.
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4.4 Configurazione: Modelli ESN
Sono state implementate alcune varianti sequence-to-element per l’architettura
ESN. Siano s = [u(1), ...,u(n)] una sequenza di lunghezza n e W out 2 RNY ⇥NR la
matrice dei pesi reservoir-redout. Lo stato al tempo t si calcola nel seguente modo:
x(t) = (1  a)x(t  1) + af(W inu(t) + Wˆx(t  1)) (4.5)
e l’output della sequenza al tempo t si calcola
y(t) =W outx(t). (4.6)
Sono state implementate le funzioni di mappatura Mean Output Mapping, Root
State Mapping e Mean State Mapping [17]. Nel caso sequence-to-sequence la rete
calcola un output per ogni passo temporale delle sequenza, quindi per ogni t calcola
l’output y(t). Nel caso sequence-to-element la rete calcola per ogni sequenza un
solo output in base al tipo di funzione di mappatura che implementa. La funzione
può mappare un insieme di stati in un valore (state mapping function) o mappare
un insieme di output in un valore (output mapping function). Nella figura 4.7 viene
mostrata la funzione di mappatura di stato Root State Mapping (RSM), questa
funzione associa alla sequenza l’ultimo stato del reservoir :
 (s) = x(n). (4.7)
Output Element
Readout
.
.
.
Reservoir States
Figura 4.7: Funzione di mappatura di stato Root State Mapping.
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Nella figura 4.8 viene mostrata la funzione di mappatura di stato Mean State
Mapping (MSM), in questo caso la funzione associa alla sequenza media degli stati
del reservoir.
 (s) =
Pn
t=1x(t)
n
. (4.8)
Output Element
Readout
.
.
.
Reservoir States
Figura 4.8: Funzione di mappatura di stato Mean State Mapping.
L’output della rete calcolato con state mapping function è
y(s) = Wout (s). (4.9)
Nella figura 4.9 viene mostrata la funzione di mappatura di output Mean Output
Mapping, che calcola l’output ad ogni tempo t, ne fa la media ed associa tale valore
all’output della sequenza:
y(s) =
Pn
t=1W outx(t)
n
. (4.10)
38 CAPITOLO 4. METODO
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Output Stream
Figura 4.9: Funzione di mappatura di output Mean Output Mapping.
Un’altra tecnica presa in considerazione è il Weight Sharing, qui applicato
alle connessioni input-reservoir, che consiste nell’utilizzare dei pesi condivisi nella
matrice Win. Si usano gli stessi pesi per alcuni input facendo sì che la rete neurale
non riesca a distinguere tali input. Durante una misurazione ogni paziente ad ogni
ripetizione dell’esercizio può salire o scendere dalla bilancia in maniera diﬀerente.
Per esempio può salire col piede destro e scendere col piede sinistro. Si vuole
quindi usare Weight Sharing in modo che la rete apprenda indipendentemente dalla
combinazione di salita e discesa dei pazienti. Per fare questo vengono presi gli stessi
pesi relativi agli input dei sensori "alto a sinistra" e "alto a destra" e gli stessi pesi
relativi a "basso a sinistra" e "basso a destra".
4.5 Configurazione: Modelli IDNN
Per l’architettura IDNN sono state implementate 2 varianti, nella prima vi è
una finestra scorrevole di lunghezza Du:
y(t) = f(u(t Du), ...,u(t  1),u(t)), (4.11)
dove f è una funzione non lineare, implementata da una MLP con uno strato
nascosto, y(t) è l’output prodotto dalla rete al tempo t, u(t) è input della sequenza
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s al passo t. L’insieme degli output calcolati a partire da una sequenza lunga n è
{y(Du), y(Du+1), ..., y(n)}. L’output finale relativo alla sequenza s viene calcolato
facendo la media
y(s) =
Pn
t=Du
y(t)
n
. (4.12)
Input TDL di 
grandezza 
.
.
.
Multi Layer Perceptron
.
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Media
Figura 4.10: Architettura IDNN con finestra di dimensione Du, dimensione di input e
output 1 e con 6 unità nascoste e calcolo media in output.
La seconda architettura fa uso di una finestra scorrevole al primo strato della
MLP f1 dove l’output al tempo t del primo strato è y1(t) = f1(u(t Du), ...,u(t 
1),u(t)). L’output finale relativo alla sequenza s viene calcolato dal secondo strato
f2 prendendo una finestra grande n Du + 1:
y(s) = f2(y1(Du), y1(Du + 1), ..., y1(n)). (4.13)
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Figura 4.11: Architettura IDNN con grandezza finestraDu, dimensione di input e output
1 e con 6 unità nascoste e finestra fissa nel secondo strato.
4.6 Validazione: Iperparametri
A seconda del modello sono stati utilizzati diversi iperparamentri per il processo
DCV. Per l’architettura ESN 2.7 si sono usati: 5 guess allenati con algoritmo
ridge regression, con coeﬃciente di regolarizzazione in {0.001, 0.01, 0.1, 1, 10}, leaky
{0.1, 0.3, 0.5, 0.7, 1.0}, input scale {0.1, 0.5, 1}, dimensione reservoir {10, 20, 50, 100, 200}
e raggio spettrale della matrice Wˆ fissato a 0.99. Il raggio spettrale è stato fissato
a 0.99 per evitare un’ulteriore aumento delle combinazioni di configurazioni da
eseguire nella DCV. Inoltre come viene mostrato in [21], un raggio spettrale vicino
a 1 porta spesso a buone prestazioni.
Per i modelli IDNN 2.5 si sono usati 5 guess allenati tramite algoritmo di Back
propagation (BP) con discesa del gradiente con learning rate 0.001, numero massimo
di epoche 200, momento 0.5, regolarizzazione {0.1, 0.5, 1}, numero di unità dello
strato nascosto {10, 20, 30} e finestra scorrevole di input di grandezza {5, 25, 50, 96}.
Per uniformare il comportamento della finestra scorrevole su sequenze di diversa
durata si è inserito il numero opportuno di valori nulli all’inizio delle sequenze fino
ad arrivare alla lunghezza massima 96. È da notare che la IDNN con finestra lunga
96 equivale ad una MLP, che utilizza in input, come caso estremo con finestra fissa,
l’intero segnale disponibile per ogni esercizio.
Per il modello Elman 2.6 si sono usati 5 guess allenati tramite BP con discesa
del gradiente con learning rate 0.001, numero massimo di epoche 200, momento 0.5,
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regolarizzazione {0.1, 0.5, 1}, numero di unità dello strato nascosto {10, 20, 30}.
4.7 Predittore
Lo scopo del processo di validazione è quello di fornire una stima di errore sui
modelli presi in considerazione e di selezionarne il migliore. Ad ogni fase di processo
di validazione viene selezionato il modello che ottiene i migliori risultati. Il modello
che ottiene gli errori di validazione più bassi nell’ultima viene selezionato per
implementare il predittore che si vuole realizzare. La costruzione del modello finale
avviene tramite una cross validation al termine della quale vengono selezionati i
migliori iperparametri di tale modello. Infine il modello viene allenato tu tutti i dati
a disposizione sugli iperparametri selezionati. Per implementare il modello finale è
stato sviluppato un sofware di predizione. Questo software, a partire dal modello
allenato e da un insieme di sequenze relative ad una tipologia di esercizio, fornisce la
stima del punteggio BBS. Come si può vedere dalla figura 4.2 la fase finale consiste
nell’installare il modello finale nel predittore che verrà utilizzato per eseguire la
stima dell’equilibrio sulle sequenze registrate dai test eseguiti autonomamente da
parte dei pazienti.

Capitolo 5
Risultati
In questo capitolo si presentano i risultati ottenuti dai processi di validazione
dei modelli dinamici presi in considerazione. Nella sezione 5.1 vengono fissate le
notazioni usate nelle tabelle dei risultati; nella sezione 5.2 si mettono a confronto le
prestazioni ottenute con l’utilizzo dei dataset degli esercizi 6, 7 e 10 del test BBS.
Nelle sezioni 5.4, 5.5 e 5.6 vengono presentati i risultati al variare delle configurazioni
di normalizzazione sequenza per sequenza, delle frequenze di campionamento dei
segnali e di Weight Sharing. Nella sezione 5.7 si considerano le influenze sulle
performance del modello al variare dei dati clinici. Nelle sezioni 5.8, 5.9 e 5.11 si
comparano i modelli dinamici utilizzati, si seleziona il modello migliore e si mostrano
le analisi della stima nel compito di regressione. Nella sezione finale 5.13 si mostra
l’adattamento del modello all’aumentare delle unità della rete neurale.
5.1 Notazioni dei processi di validazione
Nella tabella 5.1 sono fissate le notazioni di tutte le configurazioni messe a
confronto utilizzando le varianti ESN, IDNN e rete Elman; ogni riga della tabella
corrisponde ad un processo di Double Cross Validation (DCV) di un modello. Nelle
successive tabelle, saranno riportati gli errori MAE (4.1), con le percentuali sul
totale BBS (da 0 a 56), le deviazioni standard (4.2) sui guess sugli insiemi di
training (indicati con TR), validazione (indicati con VL) e test (indicati con TS) del
compito di regressione supervisionato; nell’ultima colonna si troverà il coeﬃciente di
correlazione (indicato con R (4.3)) ottenuto in test. Dove non specificato il processo
viene eseguito sulla stima del punteggio totale BBS sul dataset dell’esercizio 10, i
dati in input sono campionati a 5Hz, con i valori dei sensori normalizzati sequenza
per sequenza.
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Modello Descrizione
root es10 LI-ESN con funzione RSM, dataset esercizio 10.
root es7 LI-ESN RSM, dataset esercizio 7.
root es6 LI-ESN RSM, dataset esercizio 6.
root h LI-ESN RSM, campo altezza in input.
root w LI-ESN RSM, peso in input.
root g LI-ESN RSM, sesso in input.
root a LI-ESN RSM, campo età in input.
root ws LI-ESN RSM, Weight Sharing.
root wws LI-ESN RSM, Weight Sharing, campo peso in input.
root nonorm LI-ESN RSM, senza normalizzazione.
root 100Hz LI-ESN RSM, campionamento 100 Hz.
root in16 LI-ESN RSM, campionamento 5 Hz con 16 input.
root es10 bbs locale LI-ESN RSM, dataset esercizio 10, BBS del singolo esercizio.
root es7 bbs locale LI-ESN RSM, dataset esercizio 7, BBS del singolo esercizio.
root es6 bbs locale LI-ESN RSM, dataset esercizio 6, BBS del singolo esercizio.
mean es10 LI-ESN con funzione MSM, dataset esercizio 10.
mean es7 LI-ESN MSM, dataset esercizio 7.
mean es6 LI-ESN MSM, dataset esercizio 6.
mean h LI-ESN MSM, altezza in input.
mean w LI-ESN MSM, campo peso in input.
mean g LI-ESN MSM, sesso in input.
mean a LI-ESN MSM, campo età in input.
mean ws LI-ESN MSM, Weight Sharing.
mean wws LI-ESN MSM, Weight Sharing, campo peso in input.
mean nonorm LI-ESN MSM, senza normalizzazione.
mean 100Hz LI-ESN MSM, campionamento 100 Hz.
mean in16 LI-ESN MSM, campionamento 5 Hz con 16 input.
Elman es10 rete Elman, dataset esercizio 10.
IDNN es10 IDNN con 1 finstra, dataset esercizio 10.
IDNN2 es10 IDNN con 2 finstra, dataset esercizio 10.
Elman wws rete Elman, Weight Sharing, campo peso in input.
IDNN wws IDNN con 1 finstra, Weight Sharing, campo peso in input.
IDNN2 wws IDNN con 2 finstra, Weight Sharing, campo peso in input.
Tabella 5.1: In questa tabella sono riportate le notazioni per rappresentare le varianti
ESN, IDNN e rete Elman.
5.2. RISULTATI ESERCIZI 6, 7 E 10 45
5.2 Valutazione dei risultati ottenuti sugli esercizi
6, 7 e 10 del test BBS
È stata condotta un’analisi sperimentale volta a confrontare i risultati ottenuti
sui compiti di regressione per la stima del punteggio totale BBS utilizzando i dataset
degli esercizi 6, 7 e 10 del test. L’ obbiettivo è quello di selezionare l’esercizio
che permetta di stimare con precisione il punteggio BBS e di valutare quindi in
modo automatico l’equilibrio posturale del paziente. L’esercizio selezionato sarà
quello che il paziente dovrà eseguire sulla bilancia per eﬀettuare il test che si vuole
implementare. Per fare il confronto tra i 3 dataset si utilizza LI-ESN considerando
RSM e MSM come funzioni di mappatura di stato. Nelle seguenti tabelle 5.2 e 5.3
sono mostrati gli errori MAE e le deviazioni standard sui guess ottenuti utilizzando
i 3 dataset degli esercizi presi in considerazione, campionati a 5Hz e normalizzati
sequenza per sequenza.
Modello TR VL TS R
root es10 3.56 ± 0.12 (6.36%) 4.21 ± 0.14 (7.52%) 4.80 ± 0.40 (8.57%) 0.6794
root es7 3.74 ± 0.11 (6.68%) 4.74 ± 0.17 (8.47%) 5.05 ± 0.32 (9.01%) 0.5092
root es6 4.43 ± 0.13 (7.91%) 5.04 ± 0.19 (8.99%) 5.53 ± 0.43 (9.88%) 0.5287
Tabella 5.2: Risultati di MAE e deviazioni standard sui guess in training, validazione
e test, con coeﬃciente di correlazione R, ottenuti da LI-ESN che utilizza
RSM come funzione di mappatura di stato sui task corrispondenti agli
esercizi 6, 7 e 10 del test BBS.
Modello TR VL TS R
mean es10 3.65 ± 0.06 (6.52%) 4.26 ± 0.11 (7.61%) 4.44 ± 0.25 (7.93%) 0.6694
mean es7 3.40 ± 0.11 (6.07%) 4.98 ± 0.16 (8.89%) 5.71 ± 0.41 (10.20%) 0.4025
mean es6 3.52 ± 0.08 (6.28%) 5.09 ± 0.15 (9.08%) 5.67 ± 0.27 (10.13%) 0.4033
Tabella 5.3: Risultati di MAE e deviazioni standard sui guess in training, validazione
e test, con coeﬃciente di correlazione R, ottenuti da LI-ESN che utilizza
MSM come funzione di mappatura di stato sui task corrispondenti agli
esercizi 6, 7 e 10 del test BBS.
Osservando i risultati si nota che l’errore di validazione più basso (4.21 +  0.14
punti) si ottiene utilizzando il dataset dell’esercizio 10 del test BBS e la funzione
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di mappatura RSM. Con gli esercizi 7 e 6 si ottengono rispettivamente un errore di
4.74 +  0.17 e 5.04 +  0.19 punti. Si può notare che tra il caso dell’esercizio 10 e il
caso dell’esercizio 7 c’è una diﬀerenza notevole di ben 0.53 punti. Utilizzando la
funzione di mappatura MSM invece si ottengono errori leggermente più alti ma
il caso dell’esercizio 10 continua ad ottenere il migliore risultato rispetto al 7 e
al 6. Questo è un risultato che ci si aspettava dato che nelle valutazioni cliniche
dell’esercizio 10 del test BBS sui pazienti presi in considerazione si evidenzia una
maggiore varietà dei punteggi BBS, ottenendo una deviazione standard di 1.03,
con valori che vanno da 1 a 4 e una media di 2.85 punti. I punteggi BBS nelle
valutazioni cliniche dell’esercizio 7 del test BBS hanno una deviazione standard di
0.72, con valori che vanno da 1 a 4 e una media di 3.61 punti. Nel caso dell’esercizio
6 i punteggi BBS hanno una deviazione standard di 0.45, con valori che vanno da 3
a 4 una media di 3.71 punti. Si può osservare che nel caso 7 e 6 rispetto al caso
10 si hanno deviazioni standard più basse e le medie sono più alte: questo sta a
significare che i dataset relativi agli esercizi 6 e 7 hanno dati più sbilanciati dal
punto di vista del punteggio BBS nel singolo esercizio. Un’altra considerazione che
si può fare è che nell’esercizio 10 oltre a doversi stabilizzare sulla bilancia il paziente
deve svolgere un’attività dinamica che consiste nell’eseguire due torsioni del corpo,
la prima a sinistra e la seconda a destra, mentre negli altri due esercizi, a parte la
salita e la discesa dalla bilancia, deve stazionare in posizione eretta e quindi eseguire
un’attività statica. In conclusione i risultati ottenuti sono una chiara evidenza
sperimentale che l’esercizio 10 è quello che permette di identificare con maggiore
precisione il punteggio totale BBS e di valutare l’equilibrio posturale del paziente.
Perciò il dataset di questo esercizio è stato selezionato e utilizzato come riferimento
per tutti gli altri processi di validazione.
5.3 Valutazione dei risultati ottenuti sugli esercizi
6, 7 e 10 del test BBS con stima del punteggio
BBS locale
Nella sezione precedente si è aﬀrontato il problema della stima del punteggio BBS
totale, in questa sezione si vuole aﬀrontare il compito di regressione sul punteggio
BBS locale e cioè il punteggio ottenuto dalle valutazioni del singolo esercizio. I
punteggi BBS nelle valutazioni cliniche dell’esercizio 10 hanno una media di 2.85 + 
1.03 punti con valori che vanno da 1 a 4. I punteggi BBS nelle valutazioni cliniche
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dell’esercizio 7 del test BBS hanno una media di 3.61 +  0.72 punti con valori che
vanno da 1 a 4. Nel caso dell’esercizio 6 i punteggi BBS hanno una media di 3.71
+  0.45 punti, con valori che vanno da 3 a 4 punti. Per ogni esercizio si è scelto un
intervallo diverso di punteggi presi in considerazione su cui eﬀettuare la stima a
seconda dei valori a disposizione per ogni dataset, per l’esercizio 10 l’intervallo dei
valori da stimare va dal punteggio BBS 1 al punteggio BBS 4, per gli esercizi 6
e 7 i valori vanno da 3 a 4. Per comparare i tre casi si sono considerati gli errori
MAE in rapporto agli intervalli di stima dei singoli esercizi. Per eﬀettuare i processi
di validazione si è usato il modello LI-ESN con funzione di mappatura di stato
RSM. Nella tabella 5.4 sono mostrati gli errori ottenuti nei 3 task e nella tabella 5.5
sono state calcolate le percentuali degli errori sui rispettivi intervalli dei valori di
target (i punteggi BBS da stimare). La percentuale di errore migliore in rapporto
all’intervallo dei valori da stimare si ottiene con l’esercizio 10 con un errore del
23.97% mentre con gli esercizi 7 e 6 si ottiene rispettivamente un errore del 31.21%
e del 36.11%. Con l’esercizio 10 si ottengono risultati abbastanza buoni, mentre
con il 7 e il 6 i risultati sono mediocri. Questi risultati sperimentali mostrano che il
problema della stima dei punteggi BBS locali è un compito diﬃcile e che dipende
molto dai singoli esercizi. Inoltre gli esercizi BBS hanno caratteristiche molto
diﬀerenti tra loro ed è piuttosto complicato avere dati bilanciati sui punteggi locali
di tutti gli esercizi. Per via delle diﬃcoltà riscontrate in questo tipo di task si è
deciso di proseguire nella direzione dello studio problema della stima del punteggio
BBS totale.
Modello TR VL TS R
root es10 bbs locale 0.57 ± 0.01 0.72 ± 0.02 0.80 ± 0.04 0.4783
root es7 bbs locale 0.24 ± 0.01 0.31 ± 0.01 0.34 ± 0.02 0.3753
root es6 bbs locale 0.29 ± 0.01 0.36 ± 0.02 0.39 ± 0.03 0.3476
Tabella 5.4: Risultati di MAE e deviazioni standard sui guess in training, validazione
e test, con coeﬃciente di correlazione R, ottenuti da LI-ESN che utilizza
RSM come funzione di mappatura di stato sui task corrispondenti agli
esercizi 6, 7 e 10 del test BBS nella stima del punteggio locale.
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Modello TR VL TS
root es10 bbs locale 18.83% 23.97% 26.60%
root ed7 bbs locale 23.70% 31.21% 33.96%
root es6 bbs locale 29.16% 36.11% 39.09%
Tabella 5.5: Percentuali degli errori in rapporto agli intervalli dei valori da stimare
ottenute in training, validazione e test da LI-ESN che utilizza RSM come
funzione di mappatura di stato sui task corrispondenti agli esercizi 6, 7 e
10 del test BBS nella stima del punteggio locale.
5.4 Valutazione dei risultati ottenuti con normaliz-
zazione sequenza per sequenza
In questa sezione si vogliono mostrare i vantaggi ottenuti dalla normalizzazione
sequenza per sequenza. Il peso assoluto dei pazienti sulla bilancia può influenzare
notevolmente l’ampiezza delle oscillazioni dei segnali dei 4 sensori. Applicando la
normalizzazione si producono sequenze che hanno ampiezze con valori dello stesso
ordine di grandezza, di conseguenza le oscillazioni dell’andamento dell’equilibrio
posturale non dipendono più dal peso assoluto. Nella tabella 5.6 sono mostrati gli
errori di training, validazione con l’utilizzo di ESN con funzioni di mappatura di
stato RSM e MSM (notazioni fissate nella sezione 5.1).
Modello TR VL TS R
root es10 3.56 ± 0.12 (6.36%) 4.21 ± 0.14 (7.52%) 4.80 ± 0.40 (8.57%) 0.6794
mean es10 3.65 ± 0.06 (6.52%) 4.26 ± 0.11 (7.61%) 4.44 ± 0.25 (7.93%) 0.6694
root nonorm 2.94 ± 0.14 (5.24%) 4.59 ± 0.27 (8.20%) 5.39 ± 0.49 (9.62%) 0.5580
mean nonorm 2.88 ± 0.15 (5.14%) 4.84 ± 0.27 (8.64%) 5.68 ± 0.63 (10.13%) 0.5356
Tabella 5.6: Risultati di MAE e deviazioni standard sui guess in training, validazione
e test, con coeﬃciente di correlazione R, ottenuti da LI-ESN che utilizza
RSM e MSM come funzioni di mappatura di stato sul task corrispondente
all’esercizio 10 del test BBS con dati normalizzati sequenza per sequenza.
Come si può vedere applicando la normalizzazione si ottengono risultati netta-
mente migliori, riducendo inoltre l’eﬀetto di eccessivo adattamento. Con l’utilizzo
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della funzione di mappatura RSM si verifica un miglioramento di 0.38 punti sull’er-
rore di validazione rispetto al caso in cui si usano dati non normalizzati in input.
Quindi la normalizzazione sequenza per sequenza è stata scelta come metodo di
riferimento per confrontare i modelli.
5.5 Valutazione dei risultati sui dati campionati a
100 Hz e 5 Hz
Un altro aspetto della configurazione dei dati riguarda la frequenza di campio-
namento dell’input. Tra le configurazioni considerate vi sono il dataset campionato
100Hz, il dataset calcolato tramite la trasformazione in frequenza di campiona-
mento a 5Hz utilizzando dati statistici fino ad un numero di 16 input ed il dataset
campionato a 5Hz con semplice utilizzo dei 4 segnali della bilancia. La possibilità
di utilizzare dati a 5Hz può presentare alcuni vantaggi: innanzitutto il numero di
dati da processare diminuisce drasticamente migliorando notevolmente l’eﬃcienza
temporale in fase di apprendimento dei modelli ed inoltre i dati diventano più
semplici e meno rumorosi. Tuttavia la ESN presa in considerazione implementa il
leaky integrator che permette di applicare filtri nella dinamica dei valori degli stati
del reservoir; quindi facendo la validazione incrociata del parametro leaky integrator
la rete può ottenere comunque buoni risultati in entrambe le frequenze di campiona-
mento e non ci si aspetta una grande diﬀerenza di prestazioni. Nella tabella 5.7 vi
sono gli errori ottenuti in training, validazione e test, con dati campionati a 100Hz,
5Hz e 5Hz con 16 input statistici (notazioni fissate nella sezione 5.1).
Modello TR VL TS R
root es10 3.56 ± 0.12 (6.36%) 4.21 ± 0.14 (7.52%) 4.80 ± 0.40 (8.57%) 0.6794
mean es10 3.65 ± 0.06 (6.52%) 4.26 ± 0.11 (7.61%) 4.44 ± 0.25 (7.93%) 0.6694
root 100Hz 3.61 ± 0.17 (6.44%) 4.33 ± 0.21 (7.73%) 4.32 ± 0.43 (7.72%) 0.6101
mean 100Hz 3.73 ± 0.09 (6.66%) 4.39 ± 0.15 (7.83%) 4.45 ± 0.23 (7.95%) 0.6662
root in16 3.54 ± 0.10 (6.33%) 4.48 ± 0.13 (8.00%) 4.84 ± 0.35 (8.64%) 0.6979
mean in16 2.85 ± 0.09 (5.10%) 4.50 ± 0.16 (8.03%) 5.01 ± 0.42 (8.94%) 0.6416
Tabella 5.7: Risultati di MAE e deviazioni standard sui guess in training, validazione
e test, con coeﬃciente di correlazione R, ottenuti da LI-ESN che utilizza
RSM e MSM come funzioni di mappatura di stato sul task corrispondente
all’esercizio 10 del test BBS con dati campionati a 100Hz e 5Hz.
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Con i dati campionati a 5Hz si ottiene un leggero miglioramento nelle prestazioni
ed una notevole diminuzione del tempo di computazione. Inoltre è interessante
notare che le performance ottenute con i 4 segnali dei sensori della bilancia siano
migliori rispetto a quelle ottenute con i 16 dati statistici calcolati nella trasformazione
a 5Hz ottenendo rispettivamente un errore di 4.21 +  0.14 e 4.48 +  0.13 punti: nel
caso specifico si evidenzia quindi l’eﬃciacia della ESN nell’elaborazione dell’intero
segnale multidimensionale senza estrapolazioni statistiche. Perciò seguendo queste
considerazioni sono stati scelti come riferimento per i confronti fra i modelli i
dati campionati a 5Hz, utilizzando semplicemente il segnale multidimensionale
proveniente da bilancia durante l’esecuzione dell’esercizio 10 del test BBS e senza
ulteriore calcolo di feature.
5.6 Valutazione dei risultati con l’uso della tecnica
di Weight Sharing
Una delle varianti architetturali prese in considerazione è l’utilizzo del Weight
Sharing. Questa tecnica è stata applicata per i seguenti motivi: durante l’esecuzione
degli esercizi i pazienti possono salire e scendere dalla bilancia con il piede destro
o sinistro in modo arbitrario; questa informazione dipende solo dalla raccolta dei
dati e non è importante ai fini della stima dell’equilibrio posturale. Nel segnale tale
caratteristica può influenzare negativamente la rete neurale in fase di apprendimento.
Per togliere questa informazione si è applicato Weight Sharing tra gli input dei
sensori di destra e quelli di sinistra, così facendo la rete non riesce a distinguere
quali input sono di destra e quali di sinistra durante l’apprendimento. Nella tabella
5.8 vi è il confronto con gli errori ottenuti utilizzando Weight Sharing (notazioni
fissate nella sezione 5.1).
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Modello TR VL TS R
root ws 3.43 ± 0.04 (6.12%) 4.09 ± 0.08 (7.31%) 4.03 ± 0.13 (7.20%) 0.7142
root es10 3.56 ± 0.12 (6.36%) 4.21 ± 0.14 (7.52%) 4.80 ± 0.40 (8.57%) 0.6794
mean ws 3.66 ± 0.06 (6.54%) 4.22 ± 0.08 (7.54%) 4.26 ± 0.27 (7.61%) 0.6184
mean es10 3.65 ± 0.06 (6.52%) 4.26 ± 0.11 (7.61%) 4.44 ± 0.25 (7.93%) 0.6694
Tabella 5.8: Risultati di MAE e deviazioni standard sui guess in training, validazione
e test, con coeﬃciente di correlazione R, ottenuti da LI-ESN che utilizza
RSM e MSM come funzioni di mappatura di stato sul task corrispondente
all’esercizio 10 del test BBS usando la tecnica Weight Sharing.
I risultati mostrano il miglioramento ottenuto da Weight Sharing e la scomparsa
del fenomeno di eccessivo adattamento sul test. Con l’utilizzo di questa tecnica si
è ottenuto un miglioramento di 0.11 punti con un abbassamento della deviazione
standard di 0.06. L’architettura LI-ESN che utilizza come funzione di mappatura
RSM mostra in validazione un errore MAE di 4.09 +  0.08. La deviazione standard
sui guess ottenuta è la più bassa fra tutti i processi di validazione fatti in questo
lavoro per il task di regressione sul punteggio BBS totale. Per via del miglioramento
ottenuto si è implementata la tecnica di Weight Sharing su tutti i modelli dinamici
presi in considerazione per eseguire il processo di validazione finale per la selezione
del modello migliore.
5.7 Valutazione dei risultati con l’uso dei dati cli-
nici altezza, peso, età e sesso
Si vuole prendere in considerazione l’influenza di dati clinici quali altezza, peso,
età e sesso sulle prestazioni della rete neurale. Come unità di misura si sono usate:
per l’altezza i metri, per il peso le decine di kilogrammo, per l’età i centesimi di
anno e per il sesso +1 uomo e -1 donna. Le unità di misura sono state scelte in
modo tale da ottenere valori vicino a zero per avere grandezze simili ai dati di input
dei segnali normalizzati. Nelle tabelle 5.9 e 5.10 vi sono gli errori MAE ottenuti in
training, validazione e test (notazioni fissate nella sezione 5.1).
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Modello TR VL TS R
root es10 3.56 ± 0.12 (6.36%) 4.21 ± 0.14 (7.52%) 4.80 ± 0.40 (8.57%) 0.6794
root h 2.55 ± 0.04 (4.55%) 3.47 ± 0.09 (6.19%) 3.84 ± 0.18 (6.86%) 0.7842
root g 2.91 ± 0.09 (5.20%) 3.86 ± 0.13 (6.90%) 4.66 ± 0.33 (8.33%) 0.7512
root w 3.50 ± 0.08 (6.26%) 4.08 ± 0.09 (7.28%) 4.62 ± 0.30 (8.24%) 0.6870
root a 3.67 ± 0.12 (6.56%) 4.23 ± 0.13 (7.56%) 4.52 ± 0.27 (8.07%) 0.6458
Tabella 5.9: Risultati di MAE e deviazioni standard sui guess in training, validazione e
test, con coeﬃciente di correlazione R, ottenuti da LI-ESN che utilizza RSM
come funzione di mappatura di stato sul task corrispondente all’esercizio
10 del test BBS con l’uso dei dati clinici altezza, peso, età e sesso.
Modello TR VL TS R
mean es10 3.65 ± 0.06 (6.52%) 4.26 ± 0.11 (7.61%) 4.44 ± 0.25 (7.93%) 0.6694
mean h 2.88 ± 0.06 (5.14%) 3.53 ± 0.08 (6.30%) 4.03 ± 0.20 (7.19%) 0.7302
mean g 3.05 ± 0.10 (5.45%) 4.07 ± 0.15 (7.26%) 5.10 ± 0.30 (9.11%) 0.6135
mean w 3.15 ± 0.07 (5.63%) 4.24 ± 0.13 (7.58%) 4.23 ± 0.37 (7.56%) 0.6935
mean a 3.54 ± 0.08 (6.32%) 4.31 ± 0.10 (7.70%) 4.50 ± 0.34 (8.03%) 0.6313
Tabella 5.10: Risultati di MAE e deviazioni standard sui guess in training, validazione
e test, con coeﬃciente di correlazione R, ottenuti da LI-ESN che utilizza
MSM come funzione di mappatura di stato sul task corrispondente al-
l’esercizio 10 del test BBS con l’uso dei dati clinici altezza, peso, età e
sesso.
Guardando gli errori di validazione si può notare che l’uso dell’altezza abbassa
di ben 0.74 punti l’errore in validazione. Tuttavia per evitare l’introduzione di
artefatti nei dati si sono calcolati gli indici di correlazione tra i dati clinici ed il
punteggio BBS. L’altezza ed il sesso hanno riscontrato un indice di correlazione
elevato con il punteggio BBS totale, rispettivamente un valore R di 0.67 e 0.59,
questo è dovuto allo sbilanciamento dei dati clinici raccolti, mentre il peso mostra
una correlazione molto bassa con il punteggio BBS, un valore R di 0.22. Si è deciso
quindi di considerare il risultato migliore con una correlazione bassa, che in questo
caso avviene con l’utilizzo del peso del paziente in input con un errore di 4.08 + 
0.09 punti in validazione.
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5.8 Confronto dei risultati ottenuti con i modelli
dinamici LI-ESN, rete Elman e IDNN
Si vogliono confrontare i modelli dinamici presi in considerazione su alcune
configurazioni che hanno ottenuto i migliori risultati, in particolare utilizzando il
dataset dell’esercizio 10 con dati campionati a 5Hz provenienti dai 4 segnali dei
sensori, normalizzati sequenza per sequenza. Si vuole analizzare come si comporta
un modello a finestra fissa IDNN in questo task, nel quale le sequenze hanno
lunghezze variabili, rispetto ai modelli ricorrenti presi in considerazione. Inoltre si
vuole osservare la capacità del modello Elman che, rispetto alle reti ESN, eﬀettua
l’apprendimento dei pesi ricorrenti.
Nella tabella 5.11 si mostrano gli errori di validazione MAE ottenuti dai modelli
LI-ESN con funzioni di mappatura RSM e MSM, IDNN (versione IDNN con
finestra temporale scorrevole 2.4), IDNN2 (versione IDNN con 2 finestre temporali
4.11) e rete Elman 2.5, nei rispettivi processi DCV. Guardando i risultati della
tabella 5.11 IDNN2 ha ottenuto l’errore più basso in validazione con un punteggio
di 3.72 +  0.34,
Modello TR VL TS R
IDNN2 es10 2.79 ± 0.16 (4.98%) 3.72 ± 0.34 (6.64%) 4.69 ± 0.70 (8.37%) 0.5438
IDNN es10 2.21 ± 0.21 (3.96%) 3.96 ± 0.28 (7.07%) 4.96 ± 0.49 (8.85%) 0.5653
Elman es10 3.85 ± 0.34 (6.87%) 4.02 ± 0.42 (7.17%) 4.86 ± 0.56 (8.68%) 0.5730
root es10 3.56 ± 0.12 (6.36%) 4.21 ± 0.14 (7.52%) 4.80 ± 0.40 (8.57%) 0.6794
mean es10 3.65 ± 0.06 (6.52%) 4.26 ± 0.11 (7.61%) 4.44 ± 0.25 (7.93%) 0.6694
Tabella 5.11: Confronti degli errori MAE e deviazioni standard, con coeﬃciente di
correlazione R, ottenuti dai modelli dinamici LI-ESN con funzioni MSM
e RSM, rete Elman, IDNN e IDNN2 in fase di training, validazione e test
sul task corrispondente all’esercizio 10 del test BBS con dati campionati
a 5Hz, normalizzati sequenza per sequenza.
mentre gli altri modelli IDNN, la rete Elman, ESN con RSM eMSM hanno ottenuto
rispettivamente 3.96 +  0.28, 4.02 +  0.42, 4.21 +  0.14, 4.26 +  0.11. Nella figura 5.1
sono rappresentati gli errori e le deviazioni standard, rappresentate dagli intervalli
verticali, dei modelli messi a confronto.
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Figura 5.1: Confronti degli errori di MAE e deviazioni standard sui guess ottenuti dai
modelli dinamici LI-ESN con funzioni MSM e RSM, Elman, IDNN e IDNN2
in fase di validazione sul task corrispondente all’esercizio 10 del test BBS
con dati campionati a 5Hz normalizzati sequenza per sequenza.
Si osserva che l’intervallo di variabilità dell’errore di IDNN2 non interseca l’interval-
lo di variabilità dell’errore delle reti ESN, infatti l’estremo superiore dell’errore di
IDNN2 più la deviazione standard risuta essere 4.0616 che è strettamente minore
dell’estremo inferiore dell’intervallo di variabilità dell’errore 4.0688 totalizzato da
LI-ESN con funzione MSM. Perciò IDNN2 risulta essere migliore delle reti ESN
in validazione. Se invece si confrontano le reti ESN con la rete Elman si osserva
che hanno performance nell’intervallo di variabilità di quelle ottenute con la rete
Elman. Tuttavia si può osservare che le reti ESN hanno una deviazione standard
sui guess molto più bassa della rete Elman. Si può quindi seguire il seguente ordine
di preferenza di selezione del modello: IDNN2, IDNN, LI-ESN con funzione RSM,
LI-ESN con funzione MSM e rete Elman.
I modelli IDNN e IDNN2 però soﬀrono di eccessivo adattamento ottenendo rispet-
tivamente gli errori in test di 4.96 +  0.49 e 4.69 +  0.70 punti. Le due versioni
dell’architettura IDNN prese in considerazioni utilizzano molte unità per implemen-
tare le finestre temporali e l’aumento della complessità architetturale può causare
l’eccessivo adattamento. Da notare che le due versioni ESN rispetto agli altri
modelli hanno una deviazione standard sui guess molto bassa e ciò rappresenta un
fattore positivo a livello prestazionale. Dalla figura 5.2
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Figura 5.2: Confronti degli errori MAE e deviazioni standard ottenute dai modelli
dinamici LI-ESN con funzione MSM e RSM, Elman, IDNN e IDNN2 in
fase di test sul task corrispondente all’esercizio 10 del test BBS con dati
campionati a 5Hz normalizzati sequenza per sequenza.
si possono osservare gli errori di test MAE e le deviazioni standard sui guess, le
varianti ESN hanno deviazioni standard più basse, in particolare in questo caso
LI-ESN con funzione MSM ottiene il valore più basso in test con un errore di
4.44 +  0.25 punti. Da questo confronto si può concludere che nel task preso in
considerazione le varianti ESN hanno errori leggermente più alti ma con deviazioni
standard molto più basse, mentre la rete Elman ha una deviazione standard molto
elevata, infine le varianti IDNN prese in questione hanno problemi di eccessivo
adattamento.
5.9 Selezione del modello migliore confrontando LI-
ESN, rete Elman e IDNN con Weight Sharing
e peso dei pazienti in input
Si vuole selezionare il modello migliore tra quelli presi in considerazione prenden-
do le configurazioni che hanno ottenuto i migliori risultati nei processi di validazione
precedenti, in particolare utilizzando il dataset dell’esercizio 10 con dati campionati
a 5Hz, normalizzati sequenza per sequenza, usando la tecnica Weight Sharing e
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utilizzando il peso dei pazienti come dato di input in aggiunta ai 4 segnali dei
sensori della bilancia.
Nella tabella 5.11 si mostrano gli errori di validazione MAE ottenuti dai modelli
LI-ESN con funzioni di mappatura RSM e MSM, IDNN (versione IDNN con
finestra temporale scorrevole 2.4), IDNN2 (versione IDNN con 2 finestre temporali
4.11) e rete Elman 2.5 nei rispettivi processi DCV. Tutti i modelli implementano la
tecnica Weight Sharing e quindi condividono i pesi delle reti relativi agli input dei
sensori di destra con quelli relativi ai sensori di sinistra.
Modello TR VL TS R
Elman wws 3.72 ± 0.38 (6.64%) 3.69 ± 0.45 (6.58%) 4.34 ± 0.69 (7.76%) 0.6811
root wws 3.11 ± 0.05 (5.56%) 3.85 ± 0.08 (6.87%) 3.80 ± 0.17 (6.78%) 0.7575
IDNN2 wws 2.99 ± 0.26 (5.33%) 3.89 ± 0.69 (6.95%) 5.19 ± 0.91 (9.27%) 0.5734
mean wws 3.19 ± 0.06 (5.69%) 3.97 ± 0.10 (7.09%) 4.11 ± 0.23 (7.33%) 0.7303
IDNN wws 3.36 ± 0.16 (6.01%) 4.62 ± 0.48 (8.24%) 5.76 ± 0.66 (10.26%) 0.564
Tabella 5.12: Confronti degli errori MAE, deviazioni standard, con coeﬃciente di cor-
relazione R, ottenuti dai modelli dinamici LI-ESN con funzione MSM e
RSM, Elman, IDNN e IDNN2 in fase di training, validazione e test sul
task corrispondente all’esercizio 10 del test BBS con dati campionati a
5Hz normalizzati sequenza per sequenza, con utilizzo del peso dei pazienti
in input e uso della tecnica Weight Sharing.
Si osserva che la rete Elman ha ottenuto l’errore di validazione più basso 3.69 +  0.45
seguita dai modelli LI-ESN con funzione RSM, IDNN2, LI-ESN con funzione MSM
e IDNN che hanno ottenuto rispettivamente un errore di validazione di 3.85 +  0.08,
3.89 +  0.69, 3.97 +  0.10 e 4.62 +  0.48 punti. Nella figura 5.3 sono rappresentati gli
errori e le deviazioni standard sui guess, rappresentate dagli intervalli verticali, dei
modelli messi a confronto. Se si osservano le deviazioni standard, gli errori ottenuti
da LI-ESN con funzione RSM e RSM rientrano nell’intervallo di valiabilità degli
errori ottenuti da Elman e IDNN2.
Il modello preferibile in questo caso è quello che ha una deviazione standard molto
bassa. LI-ESN con funzioni RSM e MSM hanno deviazioni standard molto più
basse rispetto agli altri modelli e con la funzione RSM si ottiene un errore di 3.85
+  0.08 punti rispetto ad un errore di 3.97 +  0.10 ottenuto con la funzione MSM.
Perciò LI-ESN con funzione di mappatura di stato RSM e variante Weight Sharing
è stato scelto come modello finale per essere allenato sul dataset dell’esercizio 10
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Figura 5.3: Confronti degli errori di MAE e deviazioni standard sui guess ottenuti dai
modelli dinamici LI-ESN con funzioni MSM e RSM, Elman, IDNN e IDNN2
in fase di validazione sul task corrispondente all’esercizio 10 del test BBS
con dati campionati a 5Hz normalizzati sequenza per sequenza, con utilizzo
del peso dei pazienti in input e uso della tecnica Weight Sharing.
campionato a 5Hz, con sequenze normalizzate e con il peso dei pazienti in input.
LI-ESN con funzione di mappatura RSM ottiene in test un errore di 3.80 +  0.17.
Dalla figura 5.4 si osserva che rispetto agli altri modelli ottiene un errore più basso
e con una deviazione standard più bassa. Da notare che le architetture IDNN
con l’aggiunta del peso dei pazienti in input e l’uso di Weight Sharing peggiorano
le capacità di generalizzazione della predizione, l’architettura IDNN2 ottiene un
errore di 5.19 +  0.91 punti rispetto a 4.69 +  0.70 punti. La rete Elman ottiene un
errore in test di 4.34 +  0.69 punti con una diﬀerenza di 0.54 punti dalla migliore
variante ESN. Si può notare che nei task presi in considerazione la rete Elman ha
sempre una deviazione standard maggiore delle reti ESN.
Quindi il modello migliore è LI-ESN con funzione di mappatura RSM sul task
corrispondente all’esercizio 10 del test BBS con dati campionati a 5Hz normalizzati
sequenza per sequenza, con utilizzo del peso dei pazienti in input e uso della tecnica
Weight Sharing ed ha ottenuto un errore in test di 3.80 punti BBS (6.78% sul totale
BBS ) ed una deviazione standard di 2.92 tra le sequenze (5.21% sul totale BBS ) e
una deviazione standard tra sequenze dello stesso paziente di 2.01(3.58%) (tabella
riassuntiva 5.14). Questo risultato rappresenta una buona soluzione nel problema
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Figura 5.4: Confronti degli errori MAE e deviazioni standard ottenute dai modelli
dinamici LI-ESN con funzione MSM e RSM, Elman, IDNN e IDNN2 in
fase di test sul task corrispondente all’esercizio 10 del test BBS con dati
campionati a 5Hz normalizzati sequenza per sequenza, con utilizzo del peso
dei pazienti in input e uso della tecnica Weight Sharing.
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della stima automatica del punteggio BBS.
L’articolo [38], a nostra conoscenza, è il primo lavoro che studia il problema della
stima del punteggio BBS in modo automatico con uso di sensori. A diﬀerenza
del nostro lavoro dove abbiamo solo dati da pazienti anziani, in questo articolo si
considerano dati che si basano su 54 pazienti tra cui giovani, anziani ed aﬀetti da
patologie neurologiche. Per ogni paziente vengono registrate le sequenze provenienti
dagli accelerometri durante l’esecuzione di 8 esercizi del test BBS. Inoltre viene
considerato anche un esercizio non presente nel test BBS che consiste nel camminare
lungo un corridoio di 10 metri. Per quanto riguarda la stima del punteggio del test
su pazienti anziani, nell’articolo vengono utilizzati dati provenienti da 20 pazienti
con punteggi che variano da 33 a 55.
Per eﬀettuare la stima del punteggio BBS il sistema si basa su funzioni di similarità
come la distanza euclidea, l’indice di correlazione e il coeﬃciente di Tanimoto.
Usando una finestra scorrevole di un secondo calcola la similarità prendendo la
distanza minima tra il paziente in questione e gli altri. La validazione usa leave one
out cross validation sui pazienti tramite l’algoritmo k Nearest Neighbor con k = 3.
Il punteggio stimato è la media del punteggio dei tre pazienti più simili nell’esercizio
preso in considerazione. Il migliore risultato presentato in [38] viene determinato
utilizzando la media delle stime ottenute dai task relativi all’esercizio 4, 8 e 9 del
test BBS. Si può notare che nel caso dei pazienti anziani i dati considerati sono
simili a quelli usati in questa tesi. La stima invece viene fatta utilizzando i dati di
tre esercizi che non sono stati considerati in questa relazione, perché non compatibili
con l’esecuzione sulla bilancia. Nel caso della stima BBS su pazienti anziani in [38]
si ottiene un errore di 4.63 punti (8.27%) con una deviazione standard tra sequenze
di 3.89 punti (6.95%). Quindi rispetto allo stato dell’arte il miglioramento ottenuto
in questa tesi nella stima automatica dell’equilibrio posturale con pazienti anziani è
di 0.83 punti BBS, ottenendo con il modello LI-ESN con funzione di mappatura
RSM sul task corrispondente all’esercizio 10 del test BBS un errore di 3.80 punti
BBS (6.78% sul totale BBS ) ed una deviazione standard di 2.92 tra le sequenze
(5.21% sul totale BBS )(tabella riassuntiva 5.14).
Inoltre uno studio recente sull’aﬃdabilità del test BBS su pazienti anziani [11] ha
stimato che tra due valutazioni dello stesso medico sullo stesso paziente è necessaria
una diﬀerenza di almeno 8 punti per determinare un cambiamento eﬀettivo delle
capacità di equilibrio posturale. Quindi la deviazione standard tra pazienti ottenuta
dal nostro modello di 2.01 punti è da considerarsi ampiamente entro la fascia di
tolleranza a livello di interpretazione medica.
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5.10 Valutazione sul numero di sequenze per pa-
ziente.
Un problema riscontrato durante la raccolta dei dati è stata la diﬃcoltà da parte
di alcuni pazienti di eﬀettuare più volte la ripetizione dello stesso esercizio sulla
bilancia. Si vuole quindi studiare l’influenza sul modello al variare del numero di
sequenze per paziente in training. A questo scopo sono stati eﬀettuati 10 processi
di cross validation three persons-out, con un numero di sequenze per paziente in
training che varia da 10 a 1. I processi di validazione sono stati fatti sul dataset
dell’esercizio 10 campionato a 5Hz, normalizzati sequenza per sequenza, con il
modello LI-ESN con funzione di mappatura di stato MSM usando un numero di 100
unità del reservoir con parametro di regolarizzazione 2.7  r 0.1, con leaky integrator
0.1 e un raggio spettrale ⇢ 2.14 della matrice dei pesi ricorrenti del reservoir 0.99.
Nella figura 5.5
Figura 5.5: Andamento dell’errore di validazione BBS al diminuire del numero di sequen-
ze per paziente in training del modello LI-ESN con funzione di mappatura
di stato MSM usando un numero di 100 unità del reservoir con parametro
di regolarizzazione 2.7  r 0.1, con leaky integrator 0.1 e un raggio spettrale
⇢ 2.14 della matrice dei pesi ricorrenti del reservoir 0.99
si mostra l’andamento dell’errore di validazione al diminuire del numero di sequenze
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per paziente. Si può notare che fino ad un numero di 3 sequenze per paziente
in training si ottiene un buon risultato. Guardando la tabella 5.13 si nota che il
migliore risultato è ottenuto con 7 sequenze per paziente in training con un errore
in validazione di 4.40 punti. Tuttavia con un numero di 3 sequenze per paziente in
training si ottiene un risultato di 4.47.
Numero di sequenze per paziente in training TR VL
10 3.61 (6.45%) 4.41 (7.87%)
9 3.59 (6.40%) 4.44 (7.94%)
8 3.66 (6.53%) 4.50 (8.03%)
7 3.58 (6.39%) 4.40 (7.85%)
6 3.69 (6.58%) 4.47 (7.98%)
5 3.78 (6.74%) 4.40 (7.86%)
4 3.81 (6.81%) 4.42 (7.90%)
3 3.88 (6.94%) 4.47 (7.97%)
2 4.05 (7.23%) 4.61 (8.24%)
1 4.29 (7.65%) 4.93 (8.81%)
Tabella 5.13: Risultati MAE sul numero di sequenze per paziente del modello LI-ESN
con funzione di mappatura di stato MSM usando un numero di 100
unità del reservoir con parametro di regolarizzazione 2.7  r 0.1, con leaky
integrator 0.1 e un raggio spettrale ⇢ 2.14 della matrice dei pesi ricorrenti
del reservoir 0.99.
5.11 Valutazione dell’uso della tecnica Weight Sha-
ring e peso dei pazienti in input
Nella figura 5.6 viene mostrato il confronto del punteggio BBS reale del paziente
con la stima del punteggio BBS sul modello LI-ESN con funzione di mappatura
RSM sul task corrispondente all’esercizio 10 del test BBS con dati campionati a
5Hz normalizzati sequenza per sequenza.
Ogni punto si riferisce ad un paziente, sull’ordinata vi è il suo punteggio reale BBS,
sull’ascissa il valore stimato dal modello, l’errore della stima è rappresentato dalla
distanza del punto dalla bisettrice, la deviazione standard è rappresentata dagli
intervalli. Più i punti si avvicinano alla bisettrice e più la correlazione della stima
62 CAPITOLO 5. RISULTATI
Figura 5.6: Confronto valore reale BBS dei pazienti con la stima del modello LI-ESN
con funzione di mappatura RSM sul task corrispondente all’esercizio 10 del
test BBS con dati campionati a 5Hz normalizzati sequenza per sequenza.
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con il valore reale è alta. Guardando la figura si può osservare che i pazienti che
ottengono un errore più alto nella stima sono quelli che hanno i punteggi BBS bassi.
La correlazione R tra punteggio reale BBS e stima di questo modello è di 0.6794.
Nella figura 5.7 viene mostrato il confronto della stima del punteggio BBS con il
punteggio BBS reale del paziente con l’uso del Weight Sharing e l’aggiunta del
peso dei pazienti in input. Si può vedere a occhio come, rispetto al caso precedente
i punti si avvicinano alla bisettrici, creando un allineamento migliore rispetto a
prima; infatti la correlazione in questo caso è migliore con un valore R di 0.7575.
Figura 5.7: Confronto valore reale BBS dei pazienti con la stima del modello LI-ESN
con funzione di mappatura RSM sul task corrispondente all’esercizio 10 del
test BBS con dati campionati a 5Hz normalizzati sequenza per sequenza,
con utilizzo del peso dei pazienti in input e uso della tecnica Weight Sharing.
Nella tabella 5.14 si mostrano i risultati nei due modelli, i campi sono relativi
all’errore MAE di validazione, l’errore MAE di test, la deviazione standard tra
i guess, la deviazione standard tra sequenze, la deviazione standard tra fold, la
deviazione strandard fra sequenze dello stesso paziente e l’indice di correlazione R.
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Modello VL Test MAE +  guess +  sequenza +  fold +  paziente R
root wws 3.85 (6.87%) 3.80 (6.78%) 0.17 (0.31%) 2.92 (5.21%) 1.64 (2.93%) 2.01 (3.58%) 0.7575
root es10 4.21 (7.52%) 4.80 (8.57%) 0.40 (0.71%) 2.87 (5.12%) 1.38 (2.46%) 1.79 (3.19%) 0.6794
Tabella 5.14: Risultati in validation e test ottenuti da modello LI-ESN con funzione di
mappatura RSM sul task corrispondente all’esercizio 10 del test BBS con
dati campionati a 5Hz normalizzati sequenza per sequenza, con utilizzo
del peso dei pazienti in input e uso della tecnica Weight Sharing.
Si può vedere che implementando il Weight Sharing nel modello LI-ESN con
funzione RSM e il peso dei pazienti in input si ottiene un miglioramento di 0.37
punti BBS sull’errore di validizione e di ben 1 punto BBS nella predizione in test
del modello.
5.12 Valutazione dell’ensambling delle stime sulle
sequenze del paziente
Si vuole valutare il sistema predittivo facendo un ensambling delle stime sulle
sequenze del paziente con il modello LI-ESN con funzione di mappatura RSM
sul task corrispondente all’esercizio 10 del test BBS con dati campionati a 5Hz
normalizzati sequenza per sequenza, con utilizzo del peso dei pazienti in input e
uso della tecnica Weight Sharing. Per ogni sequenza del paziente si calcola la media
delle stime dei 5 guess del modello allenato. Infine si ottiene la stima del punteggio
BBS del paziente facendo la media dei punteggi ottenuti dalle sue sequenze. Nella
tabella 5.15 sono mostrati i risultati utilizzando questo approccio, i campi sono
relativi all’errore MAE in test, la deviazione standard tra sequenze e la correlazione
R ottenuta con l’ensambling. Si ottiene un errore in test di 3.36 con una deviazione
standard tra sequenze di 2.34. e si nota che si ha un miglioramento delle prestazioni,
con una correlazione del compito di regressione che arriva a 0.8257.
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Modello MAE +  interpaziente R
root wws 3.36 (6.00%) 2.34 (4.18%) 0.8257
Tabella 5.15: Risultati in test ottenuti con ensambling delle stime sulle sequenze del
paziente da modello LI-ESN con funzione di mappatura RSM sul task
corrispondente all’esercizio 10 del test BBS con dati campionati a 5Hz
normalizzati sequenza per sequenza, con utilizzo del peso dei pazienti in
input e uso della tecnica Weight Sharing.
5.13 Adattamento del modello
Si vuole analizzare l’adattamento del modello LI-ESN con funzione di mappatu-
ra RSM sul task corrispondente all’esercizio 10 del test BBS con dati campionati a
5Hz normalizzati sequenza per sequenza, con utilizzo del peso dei pazienti in input
e uso della tecnica Weight Sharing al variare del numero di unità del reservoir. Un
adattamento eccessivo o insuﬃciente del modello nel compito di regressione può
portare ad una scarsa performance di generalizzazione dovuta rispettivamente ad
overfitting e underfitting. Queste situazioni possono portare ad un peggioramento
del sistema predittivo che si vuole implementare. Per garantire un adattamento ade-
guato bisogna verificare che gli iperparametri presi in considerazione all’aumentare
della complessità non contribuiscano ad accrescere l’errore di validazione.
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Figura 5.8: Adattamento del modello LI-ESN con funzione di mappatura RSM sul task
corrispondente all’esercizio 10 del test BBS con dati campionati a 5Hz
normalizzati sequenza per sequenza, con utilizzo del peso dei pazienti in
input e uso della tecnica Weight Sharing al variare del numero di unità.
La figura 5.8 mostra l’andamento degli errori di training, validazione e test
al variare del numero delle unità del reservoir del modello selezionato. Come si
può vedere nella tabella 5.16, l’errore di training diminuisce con l’aumentare delle
unità andando da un punteggio di 3.62 con 10 unità fino ad un punteggio di 3.05
con 10 unità. Questo vuol dire che l’adattamento del modello ai dati di traning
aumenta via via che aumentano le unità del reservoir. L’errore di validazione va da
4.09 punti con 10 unità fino ad arrivare a 3.86 punti con 100 unità, dopodichè a
200 si abbassa solo di 0.0019 punti. Anche se l’errore in test continua a diminuire,
per avere un adattamento corretto bisogna considerare solo l’errore di validazione,
in questo caso non si ottengono miglioramenti significativi da 100 a 200. Quindi
per non aumentare eccessivamente la complessità del modello, l’intervallo di unità
considerato si ritiene suﬃciente per garantire un buon adattamento e per evitare di
avere una notevole perdita di eﬃcienza di tempo nei processi di validazione. Infine si
può osservare che gli intervalli delle deviazioni standard diminuiscono sempre di più
e questo rappresenta un ulteriore miglioramento delle performance all’aumentare
delle unità. Si può quindi concludere che il modello non va in overfitting.
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Unità reservoir TR VL TS
10 3.62 (6.46%) 4.09 (7.30%) 4.40 (7.86%)
20 3.25 (5.81%) 4.01 (7.16%) 4.33 (7.73%)
50 3.25 (5.81%) 3.94 (7.03%) 4.06 (7.25%)
100 3.12 (5.57%) 3.86 (6.89%) 3.87 (6.92%)
200 3.05 (5.44%) 3.85 (6.81%) 3.82 (6.82%)
Tabella 5.16: Adattamento del modello LI-ESN con funzione MSM e RSM, Elman,
IDNN e IDNN2 in fase di test sul task corrispondente all’esercizio 10 del
test BBS con dati campionati a 5Hz normalizzati sequenza per sequenza,
con utilizzo del peso dei pazienti in input e uso della tecnica Weight
Sharing al variare delle unità del reservoir.

Capitolo 6
Conclusioni
Per la realizzazione di questa tesi è stato esplorato con ampiezza il problema del
progetto di stima automatica dell’equilibrio posturale tramite reti neurali dinamiche.
Questo compito si inserisce in un contesto più ampio di supporto tecnologico per il
miglioramento delle condizioni di vita delle persone anziane, ed è incluso nel progetto
europeo FP7 DOREMI. In una prima fase è stata implementata l’interfaccia GUI
per la registrazione e l’annotazione degli esperimenti; essa è stata utilizzata durante
lo svolgimento della campagna di raccolta dati, coordinata dall’istituto medico IFC-
CNR di Pisa, per monitorare ed etichettare le misurazioni dei segnali provenienti
da bilancia durante l’esecuzione degli esercizi da parte dei pazienti. Tramite i
dati raccolti si sono costruiti i dataset utilizzati per il problema di regressione
supervisionato del punteggio Berg Balance Scale (BBS). In tutto si sono raccolti
dati da 21 pazienti e si sono costruiti 3 dataset relativi agli esercizi 6, 7 e 10 del test.
I tre esercizi presi in considerazione sono stati scelti sulla base della sicurezza e
della fattibilità dell’esecuzione da parte di pazienti anziani sulla bilancia elettronica.
La campagna di raccolta dati ha richiesto un tempo di svolgimento nell’arco di
mesi ed è stata necessaria la coordinazione di una struttura medica per eseguire i
test BBS sui pazienti. E’ stato quindi diﬃcile avere un grande numero di pazienti
a disposizione, nonché trovare pazienti che avessero un punteggio BBS distribuito
in modo uniforme lungo la scala di valori che interessa per allenare i modelli
di apprendimento nel compito di regressione della stima dell’equilibrio posturale.
Inoltre per alcuni pazienti l’esecuzione di tutte le ripetizioni necessarie degli esercizi
è stata diﬃcoltosa, perciò il numero di ripetizioni tra pazienti non è uniforme.
Un altro problema importante riguarda le caratteristiche dei segnali raccolti dalla
bilancia elettronica durante l’esecuzione degli esercizi. Si può osservare che questi
segnali sono molto rumorosi, in quanto cambiano molto da paziente a paziente,
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all’interno dello stesso paziente e all’interno dello stesso esercizio. Si è dovuto
aﬀrontare un problema di regressione con pochi dati a disposizione, non uniformi sul
punteggio dei pazienti da stimare, non uniformi nel numero di sequenze tra pazienti
e con segnali che risultano molto rumorosi. A tale scopo si sono implementati
dei raﬃnamenti di Echo State Network(ESN), IDNN e rete Elman, configurati
per eﬀettuare i processi di validazione sui dati raccolti. In particolare sono state
implementate alcune varianti di ESN insieme ad un sistema di configurazione che
permette di impostare l’architettura della rete e gli iperparametri per il processo di
Double Cross Validation(DCV).
Per ogni configurazione di dati e variante dei modelli presi in considerazione si
è eﬀettuato un processo di doppia validazione incrociata DCV three-person out che
consente la valutazione del modello sui segnali di 3 pazienti esclusi dall’allenamento
del modello. Il procedimento a rotazione eﬀettua la valutazione di tutti i segnali dei
pazienti. Tra le varianti messe a confronto vi sonoMean State Mapping (MSM), Root
State Mapping (RSM) e Weight Sharing ; inoltre sono state comparate anche varie
configurazioni sui dati come normalizzazione sequenza per sequenza, campionamento
dei segnali a 100Hz e 5Hz e l’aggiunta in input di dati clinici quali altezza, peso,
età e sesso ai dati provenienti dagli esercizi 6, 7 e 10 del test BBS. Per comparare
i modelli e le varianti si sono utilizzati gli errori MAE e le deviazioni standard
sulle ripetizioni dei guess. Nella prima fase del processo di validazione sono stati
confrontati i modelli sui dataset relativi agli esercizi 6, 7 e 10 del test BBS. I risultati
ottenuti in questo processo di validazione mostrano chiaramente che l’esercizio 10 è
quello che permette di identificare con maggiore precisione il punteggio totale BBS
e di valutare l’equilibrio posturale del paziente. Un altro miglioramento è stato
apportato dall’utilizzo del dataset campionato a 5Hz che ha ottenuto un errore
leggermente più basso rispetto a quello campionato a 100Hz. Inoltre l’utilizzo
del campionamento a 5Hz ha permesso di guadagnare notevolmente eﬃcienza in
termini di tempo durante le validazioni e gli allenamenti dei modelli. L’utilizzo della
normalizzazione sequenza per sequenza ha permesso di rendere le altezze dei pesi
delle sequenze indipendenti dal peso assoluto dei pazienti. Con questa tecnica sui
dati relativi all’esercizio 10 si è verificata una diminuzione dell’errore di validazione.
Un ulteriore miglioramento è stato ottenuto dall’aggiunta del peso dei pazienti come
input alle reti neurali insieme ai 4 sensori della bilancia. Utilizzando la tecnica del
Weight Sharing, che ci ha permesso di rimuovere le informazioni superflue dovute
al modo in cui il paziente esegue l’esercizio, si è ottenuto un altro miglioramento.
Tenendo conto di questi risultati si sono selezionate le configurazioni migliori per la
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successiva validazione dei modelli dinamici.
Il confronto fra i modelli dinamici è avvenuto in due fasi, nella prima sono
stati comparati utilizzando il dataset dell’esercizio 10 con dati campionati a 5Hz
facendo la normalizzazione sequenza per sequenza, nella seconda si è selezionato
il modello migliore aggiungendo in input il peso del paziente e implementando
la tecnica Weight Sharing per tutti i modelli. Nel primo caso le due varianti
IDNN hanno ottenuto i migliori risultati in validazione, questi due modelli però
soﬀrono di eccessivo adattamento ottenendo dei valori in test più alti. Le due
versioni dell’architettura IDNN prese in considerazioni utilizzano molte unità per
implementare le finestre temporali e l’aumento della complessità architetturale può
causare l’eccessivo adattamento. Le due versioni ESN rispetto agli altri modelli
hanno una deviazione standard sui guess molto bassa e ciò rappresenta un fattore
positivo a livello prestazionale. Successivamente si sono comparati i modelli dinamici
implementando la tecnica Weight Sharing e utilizzando il peso del paziente in input
insieme ai dati dei 4 sensori, in questo modo si è selezionato il modello migliore. Con
queste impostazioni la rete Elman ha ottenuto l’errore più basso, tuttavia LI-ESN
con funzione di mappatura di stato RSM ottiene un errore che rientra nell’intervallo
di variabilità dell’errore ottenuto dalla rete Elman. Il modello preferibile in questo
caso è quello che ha una deviazione standard molto bassa. Perciò LI-ESN con
funzione di mappatura di stato RSM e variante Weight Sharing è stato scelto come
modello finale per essere allenato sul dataset dell’esercizio 10 campionato a 5Hz,
con sequenze normalizzate. Ed è questo il modello che verrà installato sul predittore
e che sarà parte integrante del tappeto intelligente nel progetto DOREMI.
Il nostro approccio sulla stima automatica dell’equilibrio posturale presenta
numerosi vantaggi. Rispetto alla valutazione BBS, che consiste nell’esecuzione di
14 esercizi della durata totale di circa 20 minuti, il test realizzato in questa tesi
consiste nell’esecuzione di un solo esercizio che dura qualche secondo. Infatti per il
nostro sistema è suﬃciente avere i dati da bilancia del solo esercizio 10 per stimare
l’intero punteggio BBS. Tale esercizio si può inoltre svolgere senza il supporto
e l’osservazione medica. I pazienti possono eﬀettuare il test in modo autonomo,
automatico e giornaliero, in un semplice contesto abitativo. Rispetto ad altri
lavori sull’equilibrio posturale [28] [7], il modello utilizzato elabora l’intero segnale
temporale multidimensionale generato da bilancia. Infatti le reti neurali dinamiche
implementate possono sfruttare tutta l’informazione della serie temporale. Questo
permette di evitare il problema di dover creare feature in modo arbitrario per i
nostri modelli. Inoltre le serie temporali possono essere delle curve complesse e
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contenere dei pattern importanti per l’analisi dei dati che non sono rappresentabili
con l’utilizzo di parametri statici senza la perdita di informazioni. In particolare
il modello utilizzato ha mostrato la capacità di estrarre e sfruttare, in modo
automatico, le informazioni dinamiche contenute nelle sequenze temporali rilevanti
per il compito di regressione della stima del punteggio BBS totale. Inoltre rispetto
all’articolo [38] il nostro sistema è progettato senza l’ausilio di mezzi intrusivi o
sensori da indossare, ma attraverso l’uso di un dispositivo esterno poco costoso e
facilmente trasportabile. Dal punto di vista dei risultati questo approccio porta dei
miglioramenti rispetto allo stato dell’arte, l’errore MAE in test ottenuto è di 3.80
punti che è il 6.78% dell’errore in rapporto all’intervallo dei valori della scala BBS
(da 0 a 56 punti) e il 17.25% se si considera l’intervallo utilizzato da noi per la stima
(da 34 a 56 punti), con una deviazione standard di 0.17 sui guess, una deviazione
standard tra sequenze di 2.92 e una deviazione standard tra sequenze dello stesso
paziente di 2.01, mentre in [38] si ottiene un errore di 4.63 punti e una deviazione
standard sulle sequenze di 3.89. Inoltre, considerato che con il sistema proposto è
possibile eﬀettuare le stime del punteggio in modo automatico e giornalmente, è
interessante osservare la capacità di predizione del modello sullo stesso paziente
usando più ripetizioni dell’esercizio. Il risultato ottenuto con questo procedimento
è un errore di 3.36 punti che è il 6.00% nell’intervallo da 0 a 56 punti e il 15.22%
nell’intervallo da 34 a 56 punti, e una deviazione standard tra un paziente e l’altro
di 2.34. In base a recenti studi [11] sull’aﬃdabilità del test BBS su pazienti anziani
è stato stimato che tra due valutazioni dello stesso medico sullo stesso paziente è
necessaria una diﬀerenza di almeno 8 punti che è il 14.28% nell’intervallo da 0 a 56
punti e il 36.36% nell’intervallo da 34 a 56 punti per determinare un cambiamento
eﬀettivo delle capacità di equilibrio posturale, quindi le deviazioni standard tra lo
stesso paziente ottenute nel nostro lavoro sono da considerarsi ampiamente entro la
fascia di tolleranza a livello di interpretazione medica. I risultati ottenuti sono stati
inoltre validati a livello medico grazie alla collaborazione di clinici partecipanti al
progetto DOREMI.
Tra gli sviluppi futuri si provvederà all’installazione del modello di apprendi-
mento sul predittore e verrà implementato il tappeto intelligente. Il tappeto sarà
montato nelle abitazioni dei pazienti anziani o in strutture dedicate. I pazienti
potranno eseguire quotidianamente in modo autonomo l’esercizio 10 sulla bilancia
elettronica. L’obbiettivo è quello di monitorare lo stato dell’equilibrio posturale
durante un periodo di tempo nel quale verranno svolte varie attività.
Un possibile miglioramento da apportare al modello può consistere nella raccolta
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di nuovi dati da pazienti che hanno un punteggio BBS basso, in modo tale da
rendere i dataset più uniformi e poter aumentare la quantità di dati su cui fare
apprendimento. Un altro aspetto riguarda la possibilità di creare nuovi modelli a
partire dalla IDNN ; in particolare la rete con finestra scorrevole con medie in output
ha un adattamento che non è in grado di discriminare le diverse parti di una sequenza
temporale. La seconda IDNN presa in considerazione ha una finestra scorrevole nello
strato di input ed una finestra fissa nello strato intermedio. Rispetto alla versione
precedente questa rete è in grado di discriminare le diverse parti di una sequenza
temporale. Tuttavia l’utilizzo della finestra fissa provoca una moltiplicazione delle
unità nello strato intermedio facendo aumentare la complessità della struttura e
causando una possibile diminuzione della generalizzazione e dell’accuratezza delle
predizioni. Una possibile soluzione è quella di creare più strati con finestre scorrevoli
e con calcolo di medie tra uno strato e l’altro in modo di aggregare i dati ed evitare il
fenomeno di moltiplicazione delle unità, come per evempio avviene nell’architettura
Convolutional Neural Network (CNN) [26] [19]. Un’alternativa più innovativa è
quella di combinare questo approccio multistrato utilizzando reti ricorrenti. Questa
struttura consentirebbe di avere un’elaborazione ricorrente dei dati all’interno di
ogni strato. Una problematica potrebbe essere rappresentata dall’eﬃcienza, infatti
l’allenamento di un modello molto stratificato comporta un notevole dispendio di
tempo. Perciò un altro aspetto innovativo sarebbe quello di utilizzare, in questo
contesto, modelli eﬃcienti come ESN. Infine si potrebbe confrontare questa nuova
architettura con CNN nell’ambito dell’elaborazione di segnali da bilancia elettronica
per la stima automatica dell’equilibrio posturale. Concludendo si osserva che le
soluzioni proposte da questa tesi possono essere utilizzate anche in altri ambiti
applicativi dove vi sia la necessità di elaborare segnali multidimensionali rumorosi
di natura temporale o in generale di natura dinamica.

Appendice A
Appendice
A.1 Il test Berg Balance Scale
In questa sezione dell’appendice si descrivono dettagliatamente gli esercizi e le
modalità di valutazione che compongono il test BBS. I pazienti svolgono 14 esercizi,
per ciascuno dei quali il medico assegna un punteggio da 0 a 4 fino ad arrivare ad
un totale di 56 punti. Lo svolgimento del test richiede: un righello, due sedie (una
con i braccioli e una senza), un gradino, un cronometro e una passerella di 4.5m
per una durata totale è di 20 minuti. Il test si svolge nel seguente modo.
1. passare da posizione seduta a posizione eretta, il medico chiede al paziente di
cercare di alzarsi senza l’uso delle mani.
(a) punti 4: capace di stare in piedi senza usare le mani e si stabilizza
autonomamente.
(b) punti 3: si stabilizza autonomamente con l’aiuto delle mani.
(c) punti 2: si stabilizza autonomamente con l’aiuto delle mani dopo più
tentativi.
(d) punti 1: ha bisogno di un piccolo aiuto per alzarsi o stabilizzarsi.
(e) punti 0: ha bisogno di aiuto moderato o grande per alzarsi.
2. stare in piedi senza appoggio, il medico chiede di stare in piedi per due minuti
senza aiuti.
(a) punti 4: stà in piedi in sicurezza per 2 minuti.
(b) punti 3: stà in piedi per 2 minuti con supervisione.
(c) punti 2: stà in piedi 30 secondi senza aiuto.
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(d) punti 1: ha bisogno di più tentativi per stare in piedi 30 secondi senza
aiuto.
(e) punti 0: non riesce a stare in piedi 30 secondi senza aiuto.
3. stare seduti senza appoggio allo schienale, il medico chiede di sedersi e di
disporre le braccia conserte.
(a) punti 4: stà seduto in sicurezza per 2 minuti.
(b) punti 3: stà seduto per 2 minuti con supervisione.
(c) punti 2: stà seduto per 30 secondi senza aiuto.
(d) punti 1: stà seduto per 10 secondi senza aiuto.
(e) punti 0: non riesce a stare seduto senza supporto per 10 secondi.
4. passare da posizione eretta a posizione seduta, il medico chiede al paziente di
sedere sulla sedia.
(a) punti 4: si siede con il minimo utilizzo delle mani.
(b) punti 3: controlla la discesa con l’uso delle mani.
(c) punti 2: utilizza le gambe contro la sedia per controllare la discesa.
(d) punti 1: si siede in modo indipendente ma senza controllo della discesa.
(e) punti 0: ha bisogno di aiuto per sedersi.
5. trasferirsi da una sedia ad un’altra, il medico domanda al paziente di trasferirsi
su una sedia con braccioli e poi di trasferirsi su una sedia senza braccioli.
(a) punti 4: è capace di trasferirsi in sicurezza con minimo uso delle mani.
(b) punti 3: è capace di trasferirsi in sicurezza con utilizzo deciso delle mani.
(c) punti 2: è capace di trasferirsi con aiuto verbale e/o supervisione.
(d) punti 1: ha bisogno di una persona che lo assista.
(e) punti 0: ha bisogno di due persone che lo assistano.
6. stazionare eretti a occhi chiusi, il medico chiede di stazionare eretti a occhi
chiusi per 10 secondi.
(a) punti 4: è capace di stare in piedi in sicurezza per 10 secondi.
(b) punti 3: è capace di stare in piedi per 10 secondi con supervisione.
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(c) punti 2: è capace di stare in piedi per 3 secondi.
(d) punti 1: è capace di stare a occhi chiusi per meno di 3 secondi ma stà in
piedi con sicurezza.
(e) punti 0: ha bisogno di aiuto per evitare di cadere.
7. stazionare eretti a piedi uniti, il medico chiede al paziente di stazionare eretti
a piedi uniti.
(a) punti 4: è capace di posizionare i piedi uniti autonomamente e di rimanere
stabile per 1 minuto in sicurezza.
(b) punti 3: è capace di posizionare i piedi uniti autonomamente e di rimanere
stabile per 1 minuto con supervisione.
(c) punti 2: è capace di posizionare i piedi uniti autonomamente e di rimanere
stabile per 30 secondi.
(d) punti 1: ha bisogno di aiuto per unire i piedi ed è capace di rimanere a
piedi uniti per 15 secondi.
(e) punti 0: ha bisogno di aiuto per unire i piedi e non è in grado di rimanere
a piedi uniti per 15 secondi.
8. inclinarsi con braccio teso a 90 : il medico chiede di posizionarsi in piedi con
braccio teso in avandi e di inclinarsi in avanti il più lontano possibile.
(a) punti 4: riesce ad allungarsi per 25 cm.
(b) punti 3: riesce ad allungarsi per 12 cm.
(c) punti 2: riesce ad allungarsi per 5 cm.
(d) punti 1: riesce ad inclinarsi in avanti ma con supervisione.
(e) punti 0: perde l’equilibrio o richiede aiuto.
9. raccogliere un oggetto da terra, chiede al paziente di raccogliere l’oggetto per
terra di fronte a lui.
(a) punti 4: lo raccoglie facilmente in sicurezza.
(b) punti 3: lo raccoglie con supervisione.
(c) punti 2: non riesce a raccoglierlo ma non lo raggiunge per 2-5 cm e tiene
l’equilibrio autonomamente.
(d) punti 1: non riesce a raccoglierlo ed ha bisogno di supervisione.
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(e) punti 0: ha bisogno di aiuto o cade nel cercare di raccoglierlo.
10. stando in piedi il paziente deve eseguire una torsione a sinistra volgendo
all’indietro lo sguardo sopra la spalla e ripetere l’operazione a destra.
(a) punti 4: guarda indietro attraverso entrambe le direzioni eﬀettuando
una buona torsione.
(b) punti 3: eﬀettua una buona torsione da una parte ma non dall’altra.
(c) punti 2: eﬀettua la torsione senza riuscire a guardare indietro ma
mantiene l’equilibrio.
(d) punti 1: ha bisogno di supervisione durante la torsione.
(e) punti 0: ha bisogno di aiuto per non perdere l’equilibrio.
11. ruotare di 360 , eﬀettuare una rotazione di 360 e poi eﬀettuare la rotazione
nell’altra direzione.
(a) punti 4: esegue ogni rotazione in sicurezza in meno di 4 secondi.
(b) punti 3: esegue una sola rotazione in sicurezza in meno di 4 secondi.
(c) punti 2: esegue ogni rotazione in sicurezza ma lentamente.
(d) punti 1: ha bisogno di supervisione o aiuto verbale.
(e) punti 0: ha bisogno di assistenza mentre ruota.
12. appoggiare alternativamente i piedi su un gradino senza supporto fino a che
ogni piede non ha toccato il gradino 4 volte.
(a) punti 4: capace di completare 8 step in sicurezza in meno di 20 secondi.
(b) punti 3: capace di completare 8 step in sicurezza in più di 20 secondi.
(c) punti 2: capace di completare 4 step senza bisogno di supervisione.
(d) punti 1: capace di completare più di 2 step con un minimo di aiuto.
(e) punti 0: ha bisogno di aiuto per non cadere.
13. stazionare eretti con piedi in tandem.
(a) punti 4: resta con i piedi in tandem autonomamente per 30 secondi.
(b) punti 3: posiziona i piedi uno aﬃanco all’altro con un piede in avanti
ed uno indietro, il tallone del piede davanti deve superare la lunghezza
dell’altro piede e resta stabile autonomamente per 30 secondi.
A.1. IL TEST BERG BALANCE SCALE 79
(c) punti 2: esegue un piccolo passo davanti, il tallone non supera la
lunghezza dell’altro piede e rimane stabile autonomamente per 30 secondi.
(d) punti 1: ha bisogno di aiuto per fare il passo ma rimande stabile per 15
secondi.
(e) punti 0: perde l’equilibrio nel fare il passo o nel cercare di rimanere
stabile.
14. stazionare su un piede solo senza supporto.
(a) punti 4: riesce a rimanere stabile per più di 10 secondi.
(b) punti 3: riesce a rimanere stabile dai 5 ai 10 secondi.
(c) punti 2: riesce a rimanere stabile dai 3 secondi in su.
(d) punti 1: alza il piede e lo riposa prima dei 3 secondi ma rimane
autonomamente stabile.
(e) punti 0: ha bisogno di aiuto per evitare la caduta.
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