Swiping is a technique used for text entry on touchscreen devices which involves sliding a finger between each successive letter in a word. The word is then probabilistically reconstructed from this ambiguous input. This method of text input is ergonomically suited for the form factor of touchscreen devices and results in a much faster input method than tapping each letter individually. Unfortunately, there are many cases where different words have extremely similar swipe patterns which results in a high frequency of errors. In this paper, we describe a method to determine a keyboard layout that minimizes swipe errors in order to further increase the speed of text input on a touchscreen device. Finally, we present the results of running this analysis on an English language corpus and standard keyboard geometry leading to a reduction in the frequency of swipe errors by over 50% relative to the standard QWERTY keyboard.
Introduction
The advent of smartphones and tablets has made the use of touchscreen keyboards pervasive in modern society. However, the ubiquitous QWERTY keyboard was not designed with the needs of a touchscreen keyboard in mind, namely accuracy and speed. The introduction of the swipe input method significantly increased the speed that text could be entered on touchscreens [1] . Unfortunately, this method often leads to a swipe pattern being incorrectly interpreted resulting in a swipe error. These occur when the swipe pattern for a given word is almost indiscernible from that of another, as illustrated in Figure 1 . With the fast and inherently imprecise nature of swipe input the prevalence of errors is unavoidable and the need to correct these errors significantly slows down text entry rate. The QWERTY keyboard in particular is poorly suited as a medium for swipe input. Characteristics such as the "u", "i", and "o" keys being adjacent lead to numerous swipe ambiguities and potential input errors. It is clearly not the optimal layout for swipe input.
A few modern keyboards have been designed to improve text input for certain situations: optimizing for the speed of two-thumb text entry on tablets [2] ; simultaneously optimizing single-finger text entry for speed, reduced tap-typing ambiguity, and familiarity with the QWERTY keyboard [3] ; and optimizing the autocorrect feature itself to simultaneously increase the accuracy of word correction and completion [4] . However, none of these address the speed limiting factor for swipe input: the number of swipe errors that a user has to go back and correct. It doesn't matter how fast you can enter a word if it's interpreted incorrectly, this is true regardless of whether you use a swipe or tap typing method. Addressing this issue specifically for a swipe input method will lead to more accurate, and therefore faster, text input on touchscreen devices.
For this reason, we sought to find a keyboard layout that A swipe collision between the words "while" and "whole". The swipe pattern, represented by the series of green markers, was intended to represent the word "whole" but instead was incorrectly matched with the word "while". is optimized to reduce swipe interpretation errors caused by ambiguous inputs. In order to retain some level of familiarity for most users we limited the analysis to permutations of the standard QWERTY keyboard layout, which still leaves 26! (~10 26 ) possible keyboards to consider. Finding an optimal keyboard requires accurately modeling user input for a given layout, interpreting the input, and quantifying how frequently typical inputs would be misinterpreted. We employ several different models for swipe input and a dictionary of the most common words in the English language to simulate realistic usage and take into account variations between users. We also attempt to develop a highly accurate algorithm for interpreting swipe inputs that is not limited to a specific keyboard layout.
In order to address the problem we designed and built an open source software framework for exploring different input methods. This framework is well suited for examining a wide range of possible keyboard designs and input models. It was built with optimization in mind and has a focus on efficient implementations and extensibility. The library is freely available on GitHub [5] and was used to perform the analysis and generate all keyboard related graphics presented here.
Modeling Swipe Input
An extremely large dataset of swipe inputs is needed in order to accurately evaluate the error rate of a given keyboard layout. The only way we could obtain such a dataset on a reasonable time-scale was to generate our own swipe input data based on models of user input. To accomplish this we developed several models which can take a word and produce what we refer to as a swipe input vector, a sequential series of (x, y, t) points that represent discrete samples along a swipe pattern. We then used words that were randomly generated based on their frequency of use in the English language to feed into these models and generate realistic sets of input.
Input Vectors and Interpolations
In general, our input model can produce either a "random vector" or a "perfect vector". The former is used for realistic, inexact swipe input while the latter represents the ideal input pattern that is free from variation. To construct random vectors we begin by drawing control points for each letter in a given word from a two dimensional Gaussian distribution that's centered around each corresponding key on the keyboard. The x and y widths of the Gaussian, in addition to the correlation in the offsets between subsequent control points, can be changed as parameters of the input model. We then interpolate between these control points for each letter to produce a continuous swipe input as a function of time. This is then sampled at evenly spaced intervals along the interpolation in order to produce an input vector with a set number of points. Perfect vectors are constructed in the same way but use the centers of the keys as control points.
We chose to implement a variety of different interpolations to account for the variations in individual swiping style. We settled on five different interpolation techniques: a straight-line spatial interpolation, a natural cubic spline, a cubic Hermite spline, a monotonic cubic Hermite spline, and a modified natural cubic spline where the first and last segments are required to be straight lines. The details of each interpolation method can be found in the software repository [5] .
Using randomly generated control points with various interpolation techniques allows us to capture a large range of input possibilities. This is demonstrated in Figure 2 , which shows five different possible swipe patterns corresponding to the word "cream". Each pattern was constructed with a different interpolation and random variations of the control points.
Word Corpus
We used the Google Web Trillion Word Corpus as compiled by Peter Norvig to provide the dictionary for our input model [6] . This dictionary contains approximately 300,000 of the most commonly used words in the English language and their frequencies. However, more than half of the entries are misspelled words and abbreviations. Our final dictionary only contained words from the Google Web Trillion Word Corpus that also occurred in the Official Scrabble Dictionary, the Most Common Boys/Girls Names, or WinEdt's US Dictionary [7, 8] . The result was a dictionary containing 95,881 English words and their frequencies. The individual word frequencies (magenta) and the associated cumulative distribution (green) are shown in Figure 3 . In order to reduce the computational needs associated with using a dictionary this large we elected to only use the top 20, 000 words in the optimization procedures described later. Even though this is only 20.9% of the words contained in the dictionary it accounts for 97.2% of the total word occurrences. Furthermore, the average vocabulary size of a college educated adult in the U.S. is 17, 200 words with a range extending from about 13, 200 to 20, 700 words, consistent with the size of the dictionary used in this analysis [9] . 
Analysis Methods
To find a more optimal keyboard layout we developed a methodology for calculating the frequency of swipe errors on a given keyboard. The details of the whole procedure are described in the subsections below but a general explanation of the process can be understood as follows.
First, a random word is chosen, with a probability proportional to its frequency in the word corpus, and a random input vector for the word is generated with a specific interpolation to model the user's swipe input. Next, we compare the random input vector to the perfect vector of the word in the dictionary that could potentially be a match. We then choose the word with the perfect vector that is closest to the input vector according to some distance measure and pick the more common word in the event of a tie. Since we know the original input word we know if this procedure successfully returns the same word. We repeat this process a large number of times to estimate the error rate of the keyboard layout. This is done for each of the interpolations discussed in the previous section and the average error rate is taken in order to reduce correlations and side-effects arising from a specific input model.
With the methodology in place to evaluate the error rate of a given keyboard, we are then able to vary the keyboard layout and optimize for lower error rates.
Distance Measure
The ultimate goal of a swipe based keyboard is to interpret a user's swipe input as a particular word. This is a difficult problem to solve because as a user swipes over the keyboard they typically pass over many more characters than those required to spell the desired word. This means that we must be able to pick out a particular word from an ambiguous input. If you look at the example swipe pattern for the word "whole" in Figure 1 , it is easy to see how even differentiating between two words can be a challenge.
Euclidean Distance
Our first approach to this problem was to simply take the Euclidean distance between two input vectors. This requires each input vector to be normalized, ensuring that they each have the same number of equally spaced points along the interpolation. Implementing the Euclidean distance approach is then straightforward and given by the equation,
where n ip is the total number of interpolation points in the swipe input vector. Although this method can correctly identify when two swipes match exactly, it could also return a large distance between two input vectors that are qualitatively very similar. For example, a user may start near the bottom of the key for the first letter of the word and end up shifting the entire swipe pattern below the centers of the subsequent keys. This swipe pattern could pass over all of the correct keys but still result in a large Euclidean distance when compared to the perfect vector for the word. The shortcomings of this approach made it clear that we were not utilizing all of the useful information contained in the input vectors. If a poor distance measure were to cause misidentifications that would not happen in practice then this could introduce significant biases during the optimization procedure. In order to reduce the impact of these systematic effects, we needed to identify additional features that would improve our swipe identification.
Feature Set
Our first step was to uncouple the x and y coordinates and treat them individually. Given the anisotropic nature of the keyboard, the relative importance of biases between the two spatial dimensions is not clear a priori. Therefore, we decided that the first two features should be the square of the Euclidean distance (Eq. 1) between two input vectors for the x and y components individually,
In order to address the issue with offset swipe input, translational symmetry needed to be taken into account. To do this we decided to look at the time derivatives of the input vectors with respect to their x and y coordinates. Since the input vectors are sets of sequential, discrete points we can easily estimate the derivative at each point. We can then construct a distance measure by taking the Euclidian distance between the time derivatives of two swipe patterns at each point. The equation for the derivative distance in the x-dimension is given by:
where x 1 and x 2 are the x-components of the two input vectors being compared. We assume a constant swipe velocity for the models considered here so we've implicitly rescaled the time coordinated such that t i+1 − t i = 1 to simplify the equations.
We also wanted a distance measure that would be more sensitive to the positions of sharp turns in a swipe pattern. This led us to include the distance between the second derivatives of the swipe patterns in a similar fashion to the first derivatives (Eq. 3). The quantity D 2 ∂ 2 x + D 2 ∂ 2 y is rotationally invariant as well so we can see how these might help allow for more leniency in situations where there might be some variation in the orientation of a touchscreen device relative to a users hand.
The utility of these features in regards to correctly identifying swipe input is apparent when you take a closer look at the differences between a random input vector and a perfect vector for a given word. The x and y values as a function of time for a random input vector and a perfect vector for the word "cream", as well as their first and second derivatives, are shown in Figure 4 . This example illustrates how the first and second derivatives can be useful for finding the correct match even when the swipe pattern is shifted significantly from the center of the appropriate keys. Two additional distinguishing features of each swipe pattern are the start and end positions. These points carry information about the overall position of an input vector while being less sensitive to the shape than D x and D y . This led us to include the distance between the x and y components of the first and last points of the input vectors in the feature set. This gives us four additional features to add to the six previously discussed.
Finally, we realized that the length of each swipe pattern can be a very distinguishing characteristic. This led us to include the difference in the length of each swipe pattern as the final addition to our feature set, giving us a total of eleven features which are related to the difference between two swipe patterns. However, in order avoid repeatedly calculating square roots we decided to put the squared value of each distance in the feature set. To summarize, the set contains: the squared Euclidean distance between the x and y components, the distance between the x and y components of the first derivatives, the distance between the x and y compo-nents of the second derivatives, the squared distance between the x and y components of the first point, the squared distance between the x and y components of the last point, and the difference in the squared length of the two swipe patterns being compared.
Artificial Neural Network Classifier
The last step in creating our desired distance measure was figuring out a way to combine the eleven elements in our feature set to a single output representing the "distance" between two swipe input vectors. Despite the intuitive basis of our feature set, the relationship of each element to the overall performance of a classifier is highly non-trivial given the complexity of the swipe input vectors. Fortunately, this is a problem that is well suited for a neural network based solution.
To build a classifier using our feature set, we created a deep, fully-connected artificial neural network with eleven input nodes; one for each of the variables in the previously discussed feature set. The network architecture consists of three hidden layers with 11 nodes each and a fourth hidden layer with only two nodes. The activation function for each hidden node and the output node is an Elliot function,
where s is the steepness and is set to 0.5 for each layer. This is a computationally efficient sigmoid function that asymptotes more slowly than a standard sigmoid. This was necessary since we employed the RPROP algorithm [10] to train the network, which is susceptible to the flat-spot problem when using steep sigmoid activation functions. The artificial neural network used in the analysis was implemented using the Fast Artificial Neural Network software library (FANN) [11] .
The neural network was trained on a dataset of 500, 000 pairs of random input vectors and perfect vectors. The random input vectors were constructed with each of the different interpolation models used (~100,000 for each model) but the perfect vectors were restricted to be linear interpolations. This was done to make the algorithm as realistic as possible since a practical swipe algorithm would not be able to make any assumptions about a user's swiping style. The training set was divided up so that 30% of the input pairs corresponded to the same word, 20% corresponded to completely random words, and the remaining 50% corresponded to different but similar words. The exact definition of "similar words" is given in the next section. The validation of the neural network was done with a different dataset of two million input vector pairs, with the same makeup of matching and non-matching pairs as the training set.
The performance of the final neural network used in the analysis is show in Figure 5 . The distribution of matched (pink) and unmatched (magenta) pairs in the validation set are shown as a function of the neural network output or "distance". The probability for correctly identifying matching input pairs as a function of the distance is shown in green and demonstrates precisely the type of behavior we hoped to get out of our distance measure. Namely, that the probability monotonically approaches one as you approach the minimum of the distance measure. However, it is important to note that the exact probability distribution is dependent on the ratio of matched to unmatched pairs in the validation set. If we only tested it on matched pairs then the probability of success would be uniformly equal to one. Overall, when compared to the Euclidean distance measure the neural network approach resulted in an improvement of our swipe algorithm by almost 20%. This is a sizable reduction in the error rate that helps to eliminate biases that a more simplistic algorithm would introduce during optimization.
Error Rate Evaluation
With a distance measure in place we have the ability to choose the word which is the best match for a given swipe pattern and, in turn, determine whether or not the pattern would be correctly matched. Using this information we can evaluate a given keyboard's total propensity for swipe errors. Specifically, we can measure the frequency of swipe errors occurring, which we will refer to as the error rate, for a given keyboard layout and dictionary.
The general approach is to use a Monte Carlo based algorithm to determine the error rate. This technique can be described as follows: a random word is chosen from the dictionary with a probability proportional to its frequency of occurrence. A random swipe input vector is then generated for this word based on a given input model. The distance between the input vector and the perfect vector for every word in the dictionary is then calculated. The word corresponding to the perfect vector with the shortest distance from the observed random vector is then selected as the match. If the selected word matches the original word then the match is considered a success. This process is repeated N times so that the error rate is given by the ratio of successful matches to the total number of attempts. Due to the statistical nature of this technique there will be an uncertainty in each measurement. As with most efficiency calculations, the uncertainty is given by the variance of a binomial distribution scaled by 1 / √ N.
Although effective, this method is very computationally intensive. A reasonable optimization procedure will require around 5, 000 matching attempts in each efficiency calculation to reduce the effects of statistical fluctuations. Each matching attempt requires a comparison for every word in the dictionary, which contains 20, 000 words, so every efficiency determination will require 100, 000, 000 distance measure calculations. Since the goal is to use the error rate calculation in an optimization procedure, increasing the total time by several orders of magnitude, another approach was needed.
Consider the case where a user is trying to input the word "pot" on a standard QWERTY keyboard. Clearly words such as "cash" and "rules" are not going to be calculated as the best match by the distance measure because they have dramatically different swipe patterns. Therefore, there is no need to spend time comparing the perfect vectors of these words as part of the error rate calculation. The error rate calculation can be made much faster without sacrificing much accuracy by comparing only to the perfect vectors of more plausible candidate words such as "pit", "put", "lit", etc. The difficulty lies only in determining which words are plausible candidates. To determine what words should be included in the candidate list we created what we call the "string form" for each swipe input vector. The string form is just the sequential list of letters that the swipe pattern traversed. For example, if a user swiped the word "pot" the corresponding string form might be "poiuyt". If we were implementing an algorithm for determining candidates given a fixed keyboard layout we could first generate a large number of random input vectors for every word in the dictionary. We could then build a lookup table where each observed string form corresponds to a list of all words that had been observed to ever produce that string form.
That approach is unfortunately not possible when optimizing the keyboard layout because the lookup table would need to be rebuilt for every new keyboard. Instead, we generate a large number of random vectors for the word that would be the correct match and find the string form for each of those. We then allow any words that are contained within any of these string forms to be potential candidates. This would not be possible if we didn't know the intended word but it results in a superset of the candidates we would find using the precomputed lookup table given that a sufficient number of random vectors are used. The words that are consistent with each string form are determined by recursively searching a radix tree representation of all of the words in the dictionary as shown in Figure  6 . In this example we would start by looking at the radix tree that begins with the letter "p". Then we would look to see if this tree has a child node corresponding to the letter "p"; repeated letters are not always distinguishable in a swipe pattern so we have to always explicitly check for the possibility. Since there is no word that begins with "pp" we then move on to the next letter in the string form, "o", and look for a child node corresponding to this letter. The search is then done recursively for the sub-tree beginning on the child node corresponding to "o" with the string form "oiuyt". The search continues in this recursive manner, traversing all of the branches of the subtree that are consistent with the string form and returning any leaf that is found as a candidate word. This will effectively find all candidate words beginning with "po" that could potentially be contained in the string form. Once this subtree is exhausted we move on to the next letter of the original string form, "i", and recursively search the subtree corresponding to this letter with the string form "iuyt" for candidate words beginning with "pi". This process continues until the final subtree corresponding to the letter "t" is searched, thus finding all candidate words contained in the string form.
This approach, which we call the radix tree based Monte Carlo method, reduces the number of comparisons to make for each input vector and subsequently speeds up the calculation significantly. The time required scales roughly linearly with the number of random vectors which are used to find candidates so some balance between efficiency and accuracy is required. We found 20 random vectors to be sufficient for finding a broad enough set of candidate words to avoid biasing the error rate and used this value in our analysis. When used in the error rate calculation this algorithm outperforms the standard Monte Carlo approach by two orders of magnitude when the full dictionary is used, as seen in Figure 7 . It is also obvious that the radix tree based Monte Carlo algorithm scales much more favorably with the size of the dictionary.
Keyboard Optimization
The ultimate goal of the analysis was to find a keyboard layout that minimized the number of potential swipe collisions. Using the error rate evaluation for a given keyboard layout as a fitness measure we can employ various optimization techniques to find our desired keyboard. Since there are 26! (∼ 10 26 ) possible keyboard arrangements within the standard QWERTY geometry, finding the optimal solution is clearly an intractable problem.
Despite the daunting scope of the problem we can still attempt to find a better solution by searching for local minima in the state space of all possible keyboard layouts. To do this we used a simulated annealing based technique where we explored nearby regions of the state space by randomly swapping pairs of keys in a keyboard layout. The number of swapped keys in each iteration was then systematically reduced as the optimization progressed, analogous to lowering the temperature in a physical annealing process. The specific optimization algorithm we employed starts March 24, 2015 by generating a random keyboard layout and calculating it's error rate. At each successive iteration a new keyboard is created by swapping n pairs of keys in the previous keyboard. The error rate of the new keyboard is calculated for each interpolation method and averaged. The average error rate is then compared to the previous keyboard. If the error rate has decreased then the new keyboard is kept and the previous one is discarded, otherwise the new keyboard gets discarded. This process is repeated N times where the number of key swaps, n, is repeatedly decreased by one at set intervals. This results in successive keyboards differing by only one swap at the end of the optimization procedure. For our final analysis we ran 256 separate optimizations, each running through 200 iterations, and starting with n = 6. The average error rate for every interpolation is shown at each optimization step in Figure 8 .
Due to the statistical uncertainty in each error rate measurement, discussed previously, fluctuations are unavoidable. For this reason the better keyboard is not always guaranteed to progress to the next optimization iteration. Therefore, the most optimal keyboard is not necessarily the one left at the end. One way to minimize the chance of this happening is to increase the number of comparisons in the error rate calculation which will reduce the uncertainty of the measurement. There is, however, a practical limit to this due to the time required to run each calculation. We chose to use 5, 000 iterations in the error rate calculation as a reasonable balance between reducing noise and running in a timely manner. We then recalculated the error rate of the 256 final keyboards with 20, 000 iterations to ensure that the final keyboard is the most optimal and to determine its error rate to a higher precision.
Results
We begin by noting that the values of the error rates computed by our method depend heavily on the parameters of the input model. Thus, the error rates themselves hold little general meaning. Instead, it is more meaningful to speak of the relative change in error rate compared to the standard QWERTY keyboard. We have found the ratios of the error rates produced from different keyboards to be largely independent of the input model parameters. This permits us to state, in general, whether the keyboard layout resulting from the above procedure is more efficient than the QWERTY keyboard for swipe input and quantify the relative improvement.
The average error rate of every input model at each step in the optimization procedure is shown in Figure 9 . The minimum and maximum error rate at each step and the error rate of the QWERTY keyboard are also shown in the figure. Interestingly, we see that the QWERTY keyboard error rate of 15.3% is less efficient for swipe input than the average randomly generated keyboard layout (error rate:~13%). However, the procedure we outline in the previous section quickly finds keyboard layouts with even lower error rates. After two hundred iterations the average error rate found in each trial is approximately 8.1%. This represents an improvement in the error rate of 47% over the QWERTY keyboard. Figure 9 . The average error rate (dark green) as a function of optimization step resulting from the procedure outlined in the methods section. Also shown are the minimum (pink) and maximum (light green) error rates calculated at each optimization step. For comparison, the error rate for the QWERTY keyboard (as determined by our model) is shown by the dashed magenta line.
The optimal keyboard for swipe input as found by the procedure we outlined in this paper is shown in Figure 10 . The keys are colored to represent their relative frequency in the word corpus. This keyboard is found to have an error rate of 7.67%, which is a 50.1% improvement compared to the QW-ERTY keyboard. This is higher than the minimum shown in Figure 9 because of the limited resolution of the error rate measurement used in the optimization procedure. The quoted error rate of the optimal keyboard was determined by the final high precision measurement. Figure 10 . The most optimal keyboard found by optimizing keyboard layouts to minimize the error rate for swipe input. The shade of magenta on each key indicates how frequently that key is used in our word corpus. Dark magenta corresponds to the most frequent usage and white/light magenta the least frequent.
One major feature of this swipe optimized keyboard is the appearance of the most frequently used keys along the edges. The QWERTY keyboard has many of the most frequently used keys near its center, which results in large number of swipe errors. In this swipe optimized keyboard the keys at the center of the layout are less frequently used. This makes sense because having the most frequently used keys at the edges will decrease the probability that the user swipes over them without intending to. By removing the most common letters from appearing arbitrarily in swipe patterns we natu-rally reduce the number of swipe errors. However, there are more subtle characteristics of the keyboard that arise due to the way words are structured in the English language. For example, the letters "i", "o", and "u" are no longer clustered together, which eliminates the ambiguity between words like "pout", "pit", and "put". In addition, another notable feature is the separation of the letters "s", "f", and "t". This helps to distinguish between the words "is", "if", and "it", which are very common in the English language. It's interesting to try and understand some of the reasons why the keyboard has such a low error rate but, in reality, it is a finely tuned balance that depends on the structure and frequency of every word used in the analysis.
Out of curiosity we also decided to see what would happen if we optimized a keyboard to maximize swipe errors. We ran five similar optimization procedures through 100 iterations to find the least optimal keyboard layout for swipe input. The worst keyboard we could find is shown in Figure. 11 and has an error rate of 27.2%, which is about 78% worse than the QWERTY keyboard. In this keyboard the most frequently used keys are all clustered together, making swipe patterns more ambiguous and resulting in more swipe errors. Figure 11 . The least optimal keyboard for minimizing the error rate of swipe input. The shade of green on each key indicates how frequently that key is used in our word corpus. Dark green corresponds to the most frequent usage and white/light green the least frequent.
Conclusions
We have described a procedure to evaluate the error rate of any touchscreen keyboard layout. Using this method we have shown that the QWERTY keyboard is far from optimal when using a swipe input mechanism. We have also described an optimization procedure for finding a more optimal keyboard. We presented the keyboard that was found in our analysis to be most optimal and showed that it decreased the error rate for swipe input by 50.1% when compared to the QWERTY keyboard.
