We present a two-stage group testing model for the detection of viruses in blood samples in the presence of random window periods. As usual, if a tested group is found to be positive, all its members are treated individually. The groups that were tested negative return for a second round after a certain time, new blood samples are taken and tested after pooling. The given system parameters are the size of the population to be screened, the incidence rates of the infections, the probability distributions of the lengths of the window periods, and the costs of group tests. The objective is to minimize the expected cost of running the system, which is composed of the cost of the conducted group tests and penalties on delayed test results and on misclassifications (noninfected persons declared to be positive and, more importantly, persons whose infections have not been identified). By an appropriate choice of the group size and the waiting time for the second round of testings one wants to optimize the various trade-offs involved. We derive in closed form all the probabilistic quantities occurring in the objective function and
the constraints. Several numerical examples are given. The model is also extended to the case of several types of viruses with different window periods.
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Introduction
In this paper we consider a two-stage group testing model for the detection of viruses in blood samples in the presence of window periods.
Due to the high cost of advanced techniques like Nuclear Acid Testing (NAT), pooling methods have been frequently adopted when a large number of blood samples has to be screened for hepatitis B (HBV), hepatitis C (HCV), human immunodeficiency virus (HIV), or syphilis, for example in blood banks or in mass screenings.
A serious problem of testing for viral diseases is the presence of window periods, defined as the period elapsing from the time a person is infected by some virus until antibodies can be detected. Examples of average window periods for some viruses are: 22 days for HIV, 60 for HBV and 70 for HCV, but in individual cases window periods can be substantially longer.
In this paper we suggest and study the following model. Blood samples of a large number of individuals have to be tested for one or several viral diseases. Blood samples are taken, pooled in groups of equal size (which is a decision variable) and then tested. If a tested group is found to be positive, all persons in it are treated individually. In order to take into account the window periods, the other groups return for a second round of testing after a certain time (a second decision variable), new blood samples are taken and tested after pooling, using the same groups as in the first stage. The given system parameters are the size of the population to be tested, the incidence rates of the infections, the probability distributions of the (random) lengths of the window periods, and the costs of group tests. The objective is to minimize the expected cost of running the system, which is composed of the cost of the conducted group tests and penalties on delayed test results and on misclassifications (noninfected persons declared to be positive and, more importantly, persons whose infections have not been identified). By an appropriate choice of the group size and the waiting time for the second round of testings one wants to optimize the various trade-offs involved.
As a classical cost-efficient method to classify items from some finite population into different categories, group testing has been applied in various areas, first of all for blood testing to detect syphilis, HIV or other diseases (Gastwirth and Johnson 1994; Hammick and Gastwirth 1994; Litvak et al. 1994; Monzon et al. 1991; Tu et al. 1995; Wein and Zenios 1996) , but also in genetics (Macula 1999a, b; Uhl et al. 2001) , quality control for industrial production systems (Bar-Lev et al. 1990; Sobel and Groll 1959) , drug discovery (Zhu et al. 2001) , and communication networks (Wolf 1985) . A key reference is the monograph (Du and Hwang 2000) . In Bar-Lev et al. (2004) a more detailed discussion of the literature and a classification of group testing models according to various dichotomies are given. Several studies deal with false results within a grouping framework, e.g. Bar-Lev et al. (2006) , Hammick
