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Abstract
We study a stationary Gibbs particle process with deterministically bounded particles on
Euclidean space defined in terms of an activity parameter and non-negative interaction
potentials of finite range. Using disagreement percolation we prove exponential decay of
the correlation functions, provided a dominating Boolean model is subcritical. We also
prove this property for the weighted moments of a U -statistic of the process. Under the
assumption of a suitable lower bound on the variance, this implies a central limit theorem
for such U -statistics of the Gibbs particle process. A byproduct of our approach is a new
uniqueness result for Gibbs particle processes.
Keywords: Gibbs process, particle process, pair potential, disagreement percolation, corre-
lation functions, central limit theorem, U -statistics
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1 Introduction
Starting with the seminal paper [26], the limit theory for functionals of Gibbs point processes
on Euclidean space has recently attracted a lot of attention [1, 27, 30]. In the present paper
we derive asymptotic moment properties of certain Gibbs processes of geometrical objects.
There are different background frames to deal with this problem in the literature. The first
one is to extend asymptotic results to Gibbs marked point processes [19]. In applications
marks describe the geometric properties of particles or they can be particles themselves. The
generalization of results from point processes to marked point processes is sometimes claimed
as obvious in the literature (cf. [6, Remark 3.7]). However, depending on the circumstances
the details of such an extension require additional effort. Another approach is to parametrize
some particle attributes and to deal with the point processes on the parameter space. See [28]
for an application of the method of moments to a specific Gibbs model of this type. In
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the present paper we have chosen a third approach dealing directly with particle processes,
defined as point processes on the space of compact sets equipped with the Hausdorff distance
as in [25].
We study a stationary Gibbs particle process Ξ on Rd defined in terms of a family of
higher-order potentials with finite interaction range and an activity parameter, assuming
that the size of the particles is deterministically bounded. Some first limit results for Gibbs
particle processes with pair potentials have been derived in [9], using Stein’s method as
in [27]. Let Wn denote a centered cube of volume n ∈ N. We are interested in the asymptotic
behavior of U -statistics of the form
Fn :=
1
k!
∫
h(K1, . . . ,Kk) Ξ
(k)
n (d(K1, . . . ,Kk)), n ∈ N,
where h is a symmetric and measurable function of k ∈ N particles and Ξ
(k)
n is the restriction
of the kth factorial measure of Ξ to (Wn)
k. For small activity parameter (and under some
additional technical assumptions) we prove exponential decay of correlations for weighted
moments of U -statistics. Under an additional assumption on the asymptotic variance this
implies a central limit theorem (CLT) for the standardized sequence (Fn)n∈N. Our main
technical tools are some methods from [1] and a disagreement coupling [13] of two Gibbs
processes with a dominating Poisson particle process. The exponential decay of the pair
correlation function via disagreement percolation property has been proved previously in [13]
in a comparable setting.
The paper is organized as follows. In Section 2, we define our Gibbs model and provide
some of its basic properties. Lemma 2.5 provides the Papangelou intensity of the Palm distri-
bution with respect to the conditional Gibbs distribution for Gibbs processes with arbitrary
Papangelou intensity and is new in this generality. Likewise, Lemma 2.6 on the stochas-
tic domination of reduced Palm distribution by a Poisson process might also be of some
independent interest.
In Section 3, first the existence of disagreement percolation in our setting is proved in
Theorem 3.2. Then we prove the fast decay of correlations provided that the activity is below
the percolation threshold of the associated Boolean model in Theorem 3.4. This result not
only strengthens and generalizes the results in [26], but also holds for a wider range of the
activity parameter. As a byproduct we obtain with Corollary 3.3 a new uniqueness result.
In Section 4 we study a U -statistics of order k of the Gibbs particle process in the above
subcritical regime. We prove exponential decay of correlations for weighted moments (The-
orem 4.9) and derive mean and variance asymptotics (Theorem 4.10). Under an additional
assumption on the variance asymptotics this implies a central limit theorem (Theorem 4.11).
2 Preliminaries
2.1 Particle processes
Let Rd be Euclidean d-dimensional space with Borel σ-field Bd, and let Bdb denote the system
of bounded Borel sets. Let Cd be the space of compact subsets (particles) of Rd. Let C(d) :=
Cd \ {∅} be equipped with the Hausdorff metric dH (see [18, 25]) and the associated Borel
σ-field B(C(d)). As usual for metric spaces, we define for non-empty sets Ψ,Γ ⊂ C(d)
d(Ψ,Γ) := inf
A∈Ψ, B∈Γ
dH(A,B). (2.1)
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To avoid confusion, our notation d(Ψ,Γ) does not reflect the underlying metric dH . Let N
denote the space of all measures ξ on C(d) with values in N0∪{∞} such that ξ(B(K, r)) <∞,
for each K ∈ C(d) and each r ≥ 0, where B(K, r) := {L ∈ C(d) | dH(K,L) ≤ r} is the ball
with radius r centred at K. As usual (see e.g. [18]), we equip this space with the smallest
σ-field N such that the mappings ξ 7→ ξ(Ψ) are measurable for each Ψ ∈ B(C(d)).
Definition 2.1. A particle process Ξ in Rd is a random element of N, defined over some
fixed probability space (Ω,A,P). Such a particle process is said to be stationary if θxΞ
d
= Ξ,
for each x ∈ Rd, where, for each measure ξ on C(d), we set θxξ :=
∫
1{K + x ∈ ·} ξ(dK) with
K + x := {y + x | y ∈ K}.
Let z(K) denote the centre of the circumscribed ball of K ∈ C(d) and note that z(K +
x) = z(K) + x for all (K,x) ∈ C(d) × Rd. We say that a particle process is simple if
Ξ(z−1(x)) ∈ {0, 1}, x ∈ Rd, holds almost surely. In the following, we consider only simple
stationary particle processes. We also assume that P(Ξ(C(d)) 6= 0) = 1. The intensity γ of
such a particle process Ξ is defined by
γ := E
[ ∫
1{z(K) ∈ [0, 1]d}Ξ(dK)
]
.
The intensity measure E[Ξ] of Ξ is the measure A 7→ E[Ξ(A)], A ∈ B(C(d)).
An important example of a particle process is a Poisson process Πµ on C
(d), whose intensity
measure µ is defined by
µ :=
∫∫
1{K + x ∈ ·}Q(dK) dx, (2.2)
where dx refers to integration with respect to the Lebesgue measure Ld on R
d and Q is
some fixed probability measure on C(d). We refer to [18, Chapter 3] for the definition and
fundamental properties of general Poisson processes. More generally, we consider the Poisson
processes Πλµ with intensity measure λµ, where λ > 0. Under some integrability assumptions
on Q, the Poisson process Πλµ exists as a stationary particle process [25]. The number λ is
the intensity of Πλµ while Q is called the particle distribution of Πλµ. It is no restriction of
generality to assume that
Q(C
(d)
0
) = 1, (2.3)
where C
(d)
0
:= {K ∈ C(d) | z(K) = 0}, and 0 denotes the origin in Rd. However, we make the
crucial assumption that there exists R > 0 such that
Q({K ∈ C(d) | K ⊆ B(0, R)}) = 1, (2.4)
where B(x,R) is the closed Euclidean ball with radius R centered at x ∈ Rd. This is the
deterministic bound on the particle size.
Given m ∈ N and ξ ∈ N, the mth factorial measure ξ(m) of ξ is the measure on (C(d))m
defined by
ξ(m)(·) :=
∫
1{(K1, . . . ,Km) ∈ ·}1{Ki 6= Kj for i 6= j} ξ
m(d(K1, . . . ,Km)).
For us this is only of relevance if ξ({K}) ≤ 1, for each K ∈ C(d). Then ξ is called simple. In
this case, ξ(m) coincides with the standard definition of the factorial measure [18, Chapter
4]. The mth factorial moment measure α(m) of a simple particle process Ξ is defined by
α(m) := E[Ξ(m)].
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Definition 2.2. Let p ∈ N. The pth Palm distributions of a particle process Ξ is a family
PK1,...,Kp, K1, . . . ,Kp ∈ C
(d), of probability measures on N satisfying
E
[ ∫
f(K1, . . . ,Kp,Ξ)Ξ
(p)(d(K1, . . . ,Kp))
]
=
∫∫
f(K1, . . . ,Kp, ξ)PK1,...,Kp(dξ)α
(p)(d(K1, . . . ,Kp)), (2.5)
for each non-negative measurable function f on (C(d))p ×N.
Palm distributions are well-defined whenever the pth factorial moment measure α(p) of
Ξ is σ-finite. They can be chosen such that (K1, . . . ,Kp) 7→ PK1,...,Kp(A) is a measurable
function on (C(d))p, for each A ∈ N . The reduced Palm distribution P!K1,...,Kp of Ξ is defined
by means of the equality∫
f(K1, . . . ,Kp, ξ)P
!
K1,...,Kp(dξ) =
∫
f(K1, . . . ,Kp, ξ − δK1 − . . .− δKp)PK1,...,Kp(dξ),
(2.6)
valid for every non-negative measurable function f on (C(d))p ×N. We abuse our notation
by writing, for each measurable g : N→ R,
EK1,...,Kp [g(Ξ)] :=
∫
g(ξ)PK1,...,Kp(dξ) and E
!
K1,...,Kp [g(Ξ)] :=
∫
g(ξ)P!K1,...,Kp(dξ).
Given Ψ ∈ B(C(d)), we define NΨ := {ξ ∈ N | ξ(Ψ
c) = 0} and let NΨ denote the σ-field
on this set of measures. Given ξ ∈ N, B ∈ Bd and Ψ ∈ B(C(d)), we denote by ξB and ξΨ the
restrictions of ξ to z−1(B) and Ψ, respectively. Finally, we set Bb(C
(d)) := {z−1(B) | B ∈ Bdb}.
2.2 Gibbs particle processes
In this subsection we present some fundamental facts on Gibbs processes in a general setting.
We base our definition of a Gibbs process on the following GNZ-equation, referring e.g. to [14]
for a discussion of the literature.
Definition 2.3. Let κ : C(d) ×N → [0,∞) be a measurable function and λ > 0. A particle
process Ξ is called a Gibbs process with Papangelou conditional intensity κ and activity
parameter λ > 0, if
E
[ ∫
f(K,Ξ− δK) Ξ(dK)
]
= λE
[ ∫
f(K,Ξ)κ(K,Ξ)µ(dK)
]
(2.7)
holds for all measurable f : C(d) ×N → [0,∞), where δK is the Dirac measure located at K
and µ is given by (2.2).
In the following, we fix a Gibbs process with Papangelou intensity κ and activity λ as in
Definition 2.3. For p ∈ N, define a measurable function κp : (C
(d))p ×N→ [0,∞) by
κp(K1, . . . ,Kp, ξ) := κ(K1, ξ)κ(K2, ξ + δK1) · · · κ(Kp, ξ + δK1 + · · ·+ δKp−1). (2.8)
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Equation (2.7) can be iterated so as to yield
E
[ ∫
f(K1, . . . ,Kp,Ξ− δK1 − · · · − δKp) Ξ
(p)(d(K1, . . . ,Kp))
]
= λp E
[ ∫
f(K1, . . . ,Kp,Ξ)κp(K1, . . . ,Kp,Ξ)µ
p(d(K1, . . . ,Kp))
]
, (2.9)
for each measurable f : (C(d))p×N→ [0,∞). Therefore, κp is called the conditional intensity
of pth order. By [20, Satz 1.5], κp is a symmetric function of the p particles.
Definition 2.4. Let p ∈ N. The pth correlation function of a Gibbs process Ξ with Papan-
gelou intensity κ and activity λ is the function ρp : (C
(d))p → [0,∞] defined by
ρp(K1, . . . ,Kp) := λ
pE[κp(K1, . . . ,Kp,Ξ)]. (2.10)
Putting
f(K1, . . . ,Kp, ξ) = 1{K1 ∈ B1, . . . ,Kp ∈ Bp}, B1, . . . , Bp ∈ B(C
(d)),
in (2.9), we obtain that the pth factorial moment measure of Ξ is given by
α(p)(·) =
∫
1{(K1, . . . ,Kp) ∈ ·}ρp(K1, . . . ,Kp)µ
p(d(K1, . . . ,Kp)), (2.11)
justifying our terminology.
We define a measurable function H : N×N→ (−∞,∞], the Hamiltonian, by
H(ξ, χ) :=


0, if ξ(C(d)) = 0,
− log κm(K1, . . . ,Km, χ), if ξ = δK1 + · · ·+ δKm with K1, . . . ,Km ∈ C
(d),
∞, if ξ(C(d)) =∞.
For Ψ ∈ B(C(d)), denote by ΠΨ,λµ := (Πλµ)Ψ the restriction of the Poisson process Πλµ to Ψ.
The partition function ZΨ : N→ (0,∞] of Ξ (on Ψ) is defined by
ZΨ(χ) := E
[
e−H(ΠΨ,λµ,χ)
]
, (2.12)
For Ψ ∈ Bb(C
(d)) we have that µ(Ψ) < ∞ and hence ZΨ > 0. It was shown in [20] that
ZΨ(ΞΨc) <∞ P–a.s. and that the following DLR-equations [24, 16, 19] hold:
E[f(ΞΨ) | ΞΨc = χ] = ZΨ(χ)
−1E
[
f(ΠΨ,λµ)e
−H(ΠΨ,λµ,χ)
]
, Ψ ∈ Bb(C
(d)), (2.13)
for P(ΞΨc ∈ ·)–a.s. χ ∈ NΨc and each measurable f : N→ [0,∞).
Given p ∈ N, Ψ ∈ B(C(d)) and χ ∈ NΨc , we write P
!
Ψ,χ,K1,...,Kp
, K1, . . . ,Kp ∈ Ψ, for the
reduced Palm distribution of ΞΨ with boundary condition χ ∈ NΨc. Formally, this is the
Palm distribution of the conditional distribution P(ΞΨ ∈ · | ΞΨc = χ). The corresponding
Papangelou intensity is denoted as κΨ,χ,K1,...,Kp .
Lemma 2.5. Let p ∈ N, Ψ ∈ Bb(C
(d)) and χ ∈ NΨc. A version of κΨ,χ,K1,...,Kp is given by
κΨ,χ,K1,...,Kp(K, ξ) = κ(K, ξ + χ+ δK1 + . . . + δKp), K1, . . . ,Kp ∈ Ψ, ξ ∈N.
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Proof. The proof is straightforward and given here for completeness [4, page 17]. Without
restricting generality we assume that λ = 1.
Let g : C(d) ×N→ [0,∞) be measurable. By the DLR-equation and the Mecke equation
for Π := Πµ (see [18, Theorem 4.1]),∫∫
g(K, ξ) ξ(dK) P(ΞΨ ∈ dξ | ΞΨc = χ)
= ZΨ(χ)
−1E
[ ∫
Ψ
g(K,ΠΨ + δK)e
−H(ΠΨ+δK ,χ) µ(dK)
]
.
Since H(ΠΨ+ δK , χ) = H(ΠΨ, χ)− log κ(K,ΠΨ+χ) the above right-hand side equals (again
by the DLR-equation)∫ ∫
Ψ
g(K, ξ + δK)κ(K, ξ + χ)µ(dK)P(ΞΨ ∈ dξ | ΞΨc = χ).
Hence P(ΞΨ ∈ · | ΞΨc = χ) is a Gibbs distribution whose Papangelou kernel κΨ,χ is given by
κΨ,χ(K, ξ) = 1{K ∈ Ψ}κ(K, ξ + χ).
By the first step of the proof it suffices to determine the reduced Palm distributions of a
Gibbs process Ξ. It is convenient to write Kp := (K1, . . . ,Kp) and δKp := δK1+ · · ·+ δKp , for
K1, . . . ,Kp ∈ C
(d). We proceed by induction over p. Let g : (C(d))p → [0,∞) and f : C(d)×N→
[0,∞) be measurable. By (2.6) and (2.5),∫∫∫
g(Kp)f(K, ξ − δK) ξ(dK)P
!
Kp
(dξ) ρp(Kp)µ
p(dKp)
= E
[∫∫
g(Kp)f(Kp+1,Ξ− δKp+1) (Ξ − δKp)(dKp+1) Ξ
(p)(dKp)
]
.
Since (Ξ − δKp)(dKp+1)Ξ
(p)(dKp) = Ξ
(p+1)(dKp+1), we obtain from (2.9) that the above
right-hand side equals
E
[ ∫
g(Kp)f(Kp+1,Ξ)κp+1(Kp+1,Ξ)µ
p+1(dKp+1)
]
= E
[ ∫∫
g(Kp)f(Kp+1,Ξ)κ(Kp+1,Ξ + δKp)κp(Kp,Ξ)µ
p(dKp)µ(dKp+1)
]
, (2.14)
where the identity comes from the definition of κp+1. It follows directly from (2.5) and (2.9)
that P !
Kp
is for α(p)–a.e. Kp absolutely continuous with respect to the distribution of Ξ with
density κp(Kp, ·)/ρp(Kp), where a/0 := 0 for all a ≥ 0. Therefore, expression (2.14) equals∫∫∫
g(Kp)f(Kp+1, ξ)κ(Kp+1, ξ + δKp)P
!
Kp
(dξ)µ(dKp+1) ρp(Kp)µ
p(dKp).
This shows that the Papangelou intensity of P !
Kp
is for α(p)–a.e. Kp given by the function
(K, ξ) 7→ κ(K, ξ + δKp), as required.
2.3 Stochastic domination
For ξ, ξ′ ∈ N, we write ξ ≤ ξ′ if ξ(Ψ) ≤ ξ′(Ψ) for all Ψ ∈ B(C(d)). An event E ∈ N is
increasing, if, for all ξ, ξ′ ∈ NΨ, E ∋ ξ ≤ ξ
′ implies that ξ′ ∈ E. Another viewpoint is that E
is closed under the addition of point measures.
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A particle process Ξ is stochastically dominated by another particle process Ξ′ if P(Ξ ∈
E) ≤ P(Ξ′ ∈ E), for each increasing E ∈ N . In this case we write Ξ
d
≤ Ξ′ and also
P (Ξ ∈ ·)
d
≤ P(Ξ′ ∈ ·). By the famous Strassen theorem this implies the existence of a
coupling (Ξ˜, Ξ˜′) of (Ξ,Ξ′) such that Ξ˜ ≤ Ξ˜′ almost surely. In this context we call Ξ˜ a thinning
of Ξ˜′. It then follows that Ef(Ξ) ≤ Ef(Ξ′) for all increasing measurable f : N → [0,∞],
where f is called increasing if f(ξ) ≤ f(ξ′) whenever ξ ≤ ξ′.
A classical example is the stochastic domination of Παµ by Πβµ for α ≤ β. Later we use
the following deeper fact.
Lemma 2.6. Suppose that Ξ is a Gibbs particle process with Papangelou intensity κ ≤ 1
and activity λ. Then P(Ξ ∈ ·)
d
≤ P(Πλµ ∈ ·). Furthermore we have for each p ∈ N that
P !K1,...,Kp
d
≤ P(Πλµ ∈ ·), for α
(p)–a.e. (K1, . . . ,Kp), where α
(p) is the pth factorial moment
measure of Ξ.
Proof. We only prove the second assertion. The proof of the first assertion is simpler (and in
fact a special case). Let p ∈ N. We use the notation of the proof of Lemma 2.5. By this lemma
and [10, Theorem 1.1] used for finite Gibbs processes, we have that P !Ψ,χ,Kp
d
≤ P(ΠΨ,λµ ∈ ·),
for each Ψ ∈ Bb(C
(d)) for P(ΞΨc ∈ ·)–a.e. χ and α
(p)–a.e. Kp ∈ Ψ
p. Hence, the definition of
Palm distributions implies for each measurable increasing f : N→ [0,∞) and each measurable
g : C(d) ×N→ [0,∞) P–a.s., that∫∫
f(ξ − δKp)g(Kp) ξ
(p)(dKp)P(ΞΨ ∈ dξ | ΞΨc)
≤
∫∫
f(ξ)g(Kp)P(ΠΨ,λµ ∈ dξ)E[(ΞΨ)
(p) ∈ dKp | ΞΨc].
Taking expectations yields
E
[ ∫
Ψp
f((Ξ− δKp)Ψ)g(Kp) Ξ
(p)(dKp)
]
≤
∫
Ψp
E[f(ΠΨ,λµ)]g(Kp)α
(p)(dKp),
so that P !
Kp
({ξ ∈ N | ξΨ ∈ ·})
d
≤ P(ΠΨ,λµ ∈ ·) for α
(p)–a.e. Kp ∈ Ψ
′, for each measurable
Ψ′ ⊂ Ψ. Exactly as in the proof of [11, Corollary 3.4], we let Ψ ↑ C(d) to obtain that
P !
Kp
d
≤ P(Πλµ ∈ ·) for α
(p)–a.e. Kp ∈ Ψ
′ and hence the assertion.
Remark 2.7. The definitions and results of Subsections 2.1 and 2.2 apply to Gibbs processes
on a general complete separable metric space equipped with a locally finite measure µ.
2.4 Admissible Gibbs particle processes
A family ϕ := (ϕn)n≥2 of higher-order interaction potentials consists of measurable, sym-
metric and translation-invariant functions ϕn : (C
d)n → (−∞,∞]. The potentials have finite
interaction range Rϕ, if ϕn(K1, . . . ,Kn) = 0, for every n ≥ 2 and all K1 . . . ,Kn ∈ C
d with
max{dH(Ki,Kj) | 1 ≤ i < j ≤ n} > Rϕ.
Define the Papangelou intensity κ : C(d)×N→ [0,∞) by κ(K, ξ) := 0, if K ∈ supp ξ, and
otherwise
κ(K, ξ) := exp
[
−
∞∑
n=2
1
(n − 1)!
∫
ϕn(K,L1, . . . , Ln−1) ξ
(n−1)(d(L1, . . . , Ln−1))
]
. (2.15)
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The function κ is measurable and translation-invariant. Here and later we make the following
convention regarding the series in the exponent of (2.15). If the sum over the negative terms
diverges, then the whole series is set to zero. We assume that this is not the case for all ξ ∈N
and µ–a.e. K. We also assume that κ ≤ 1. While individual potentials might be attractive
(i.e., negative), their cumulative effect must be repulsive (i.e., non-negative).
Proving the existence of a Gibbs process with a given Papangelou intensity is a non-
trivial task. The literature contains many existence results under varying assumptions of
generality [6, 9, 19, 24, 26], none of which seems to cover our current setting. For our main
findings (for instance Theorems 3.4 and 4.11) we need to restrict the range of the activity
parameter to a finite interval, the subcritical percolation regime of the associated Poisson
particle process, c.f. Section 3.1. In that case, the Gibbs distribution is not only uniquely
determined (see Corollary 3.3) but can be expected to exist. In the case of a non-negative
pair potential we have the following result.
Remark 2.8. Assume that the Papangelou intensity κ is given by a non-negative pair po-
tential, i.e., assume that κ is given by (2.15) with n = 2. Assume also that ϕ2 has a finite
interaction range, or, more generally that
∫ (
1 − e−ϕ2(K,L)
)
µ(dK) < ∞ for µ–a.e. L. (By
assumption (2.4) we have that µ(Ψ) <∞ for any ball Ψ ⊂ C(d).) Under these assumptions it
has been shown in [14] that a Gibbs process exists.
We do not further address the existence problem in this paper and proceed under the
assumption that the Gibbs process exists.
For all ξ, χ ∈ N with disjoint supports, the Hamiltonian H takes the form
H(ξ, χ) :=
∞∑
n=2
n∑
k=1
1
k!(n− k)!
∫∫
ϕn(K1, . . . ,Kk, L1, . . . , Ln−k)
× ξ(k)(d(K1, . . . ,Kk))χ
(n−k)(d(L1, . . . , Ln−k)),
provided that ξ is finite. The assumption κ ≤ 1 implies that H ≥ 0. If assumptions (2.3)
and (2.4) hold, then (2.13) shows that the Gibbs process Ξ has bounded particles, that is∫
1{K 6⊆ B(z(K), R)}Ξ(dK) = 0, P–a.s..
For clarity and to avoid lengthy formulations we make the following definition.
Definition 2.9. Assume that ϕ is a family of higher-order potentials with finite interaction
range Rϕ. Define κ by (2.15) and assume that κ ≤ 1. Assume also that Q is a probability
measure on C(d) satisfying (2.3) and (2.4). Let λ > 0 be given. Assume that Ξ is a Gibbs
particle process as in Definition 2.3, where µ is defined by (2.2). Then, we call Ξ an admissible
Gibbs process.
For an admissible Gibbs particle process it follows from (2.15), (2.8) and (2.9) that
ρp(K1, . . . ,Kp) ≤ λ
p, K1, . . . ,Kp ∈ C
(d).
A classic setup of a repulsive intersection-based pair potential arises from a measurable
translation invariant function U : Cd → [0,∞] with U(∅) = 0 and setting ϕ2(K,L) := U(K∩L)
and ϕn := 0, for n ≥ 3. Assumption (2.4) implies an interaction range of at most 4R.
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Example 2.10. For d ≥ 2, let Gd be the space of (d− 1)-dimensional linear subspaces of R
d.
Let R > 0 and let the measure Q be concentrated on
V := {A ∩B(0, R) | A ∈ Gd},
Then (2.4) holds. The particles are called facets and Q can be interpreted as the distribution
of their normal directions. The space of facets is
V˜ := {B + x | B ∈ V, x ∈ Rd}. (2.16)
Let Hm be the Hausdorff measure of order m ∈ {1, . . . , d} on Rd. For j ∈ {1, . . . , d} and
K1, . . . ,Kj ∈ V˜ define, setting 0 · ∞ = 0,
Qj(K1, . . . ,Kj) := H
d−j
(
j⋂
i=1
Ki
)
1
{
Hd−j
(
j⋂
i=1
Ki
)
<∞
}
. (2.17)
A family ϕ := (ϕj)j≥2 of higher-order potentials is defined by
ϕj(K1, . . . ,Kj) := ajQj(K1, . . . ,Kj), K1, . . . ,Kj ∈ V˜ ,
for j ∈ {2, . . . , d}, and ϕj := 0 otherwise, where a2, . . . , ad ≥ 0 are given parameters. All
these potentials have the finite range Rϕ = 2R. The corresponding Gibbs particle process Ξ
is called the Gibbs facet process. It is admissible and its existence follows from [6, Remarks
3.7 and 3.1]. For j ∈ {2, . . . , d}, the jth submodel is the special case of only the jth potential
being active, i.e., only aj > 0, and we denote it by
jΞ.
3 Disagreement percolation and moment decorrelation
In the first subsection of this section we discuss some percolation properties of a Poisson
particle process. In the remaining two subsections we fix an admissable Gibbs process and
discuss disagreement percolation and prove decorrelation of moments in a subcritical regime.
3.1 Percolation
Define a symmetric relation on C(d) by setting K ∼ L, if and only if, K ∩ L 6= ∅. For ξ ∈ N,
this defines a graph (supp ξ,∼). For K,L ∈ C(d), we say that ξ connects K and L, if there
exists a finite path between K and L in the graph on ξ+ δK+ δL. For disjoint Ψ,Γ ∈ B(C
(d)),
we say that ξ connects Ψ and Γ, if there exist K ∈ Ψ and L ∈ Γ such that ξ connects K and
L. We write Ψ
ξ
←→ Γ for this.
We say that ξ percolates, if its graph contains an infinite connected component. Because
connectedness is an increasing event in N, there is a critical percolation intensity
λc(d) ≡ λc(d,Q) ∈ [0,∞]
for percolation of Πλµ; see [21]. The following consequence of a result in [31] is of crucial
importance for our main results.
Lemma 3.1. For λ < λc(d) and Ψ,Γ ∈ Bb(C
(d)) with Ψ ⊆ Γ, there exist a monotone
decreasing C1 : [0,∞)→ [0,∞) and C2 ∈ (0,∞) such that
P
(
Ψ
Πλµ
←−→ Γc
)
≤ C1(diam(Ψ)) exp(−C2d(Ψ,Γ
c)). (3.1)
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Proof. Let C
(d,R)
0
:= {K ∈ C
(d)
0
| K ⊆ B(0, R)}. By (2.4) we have that Q(C
(d,R)
0
) = 1. A
slightly weakened form of the bound [31, Equation (3.7)] in our notation is as follows. For
λ < λc(d), there exists a constant C ∈ (0,∞), such that, for all r ≥ 0,∫
C
(d)
0
P
(
K
Πλµ+δK
←−−−−→ B(0, r)c × C
(d,R)
0
)
Q(dK) ≤ e−C(r−2R). (3.2)
The weakening is a result of a switch from the notion of connecting two sets in Rd used in [31]
to the one connecting two sets in Rd × C
(d,R)
0
used above. Thus, we correct twice by R in
the exponent on the right-hand side of (3.2) to account for the maximum size of K and of
particles in B(0, r)c × C
(d,R)
0
respectively.
If Ψ = ∅, then the probability is zero anyway. Proceed by assuming that Ψ 6= ∅.
Let D := diam(Ψ). Let s := d(Ψ,Γc) − D − 10R. If s ≤ 0, then choosing C1(D) ≥
eC(D+10R) finishes the proof. From here on, assume that s > 0 and that all particles are
deterministically bounded by R.
Choose and fix KΨ ∈ Ψ and let x := z(KΨ). Let Υ := A × C
(d,R)
0
be the particles with
centers of circumscribed balls within the annulus A := B(x,D + 6R) \B(x,D + 4R).
For K ∈ B(x,D + 4R) × C
(d,R)
0
=: Υ− and L ∈ B(x,D + 6R)c × C
(d,R)
0
=: Υ+, we have
|z(K)− z(L)| ≥ 2R, whence K ∩L = ∅. For ξ ∈ N, let P (ξ) be the particles of ξΥ connected
in ξΓ\Υ− to Γ
c. Then Ψ
ξ
←→ Γc implies that P (ξ) 6= ∅, because particles in Υ− do not intersect
particles in Υ+ and ξ needs to contain at least one particle in Υ. Together with a first
moment bound, this yields
P
(
Ψ
Πλµ
←−→ Γc
)
≤ P(P (Πλµ) 6= ∅) ≤ E|P (Πλµ)|.
We apply the Mecke equation to rewrite
E|P (Πλµ)| = E
∫
1{K ∈ P (Πλµ)}Πλµ(dK) =
∫
Υ
P
(
K ∈ P (Πλµ + δK)
)
λµ(dK).
For K ∈ Υ and L ∈ Γc we have that
dH(K,L) ≥ dH(KΨ, L)− dH(KΨ,K) ≥ d(Ψ,Γ
c)− (D + 6R+ 2R) = s+ 2R.
In particular, we have dH(K,L) ≥ 2R, so that K∩L = ∅. Moreover, for each ξ ∈ N satisfying
K
ξ
←→ Γc, we obtain that K
ξ
←→ B(z(K), s)c × C
(d,R)
0
. This implies that
P
(
K ∈ P (Πλµ + δK)
)
≤ P
(
K
Πλµ+δK
←−−−−→ Γc
)
≤ P
(
K
Πλµ+δK
←−−−−→ B(z(K), s)c × C
(d,R)
0
)
.
Combining these upper bounds and using the definition (2.2) of µ we see that
P
(
Ψ
Πλµ
←−→ Γc
)
≤
∫
Υ
P
(
K
Πλµ+δK
←−−−−→ B(z(K), s)c × C
(d,R)
0
)
µ(dK)
=
∫
C
(d)
0
∫
A
P
(
K + x
Πλµ+δK+x
←−−−−−→ B(x, s)c × C
(d,R)
0
)
dxQ(dK).
By stationarity of Πλµ this equals
λLd(A)
∫
C
(d)
0
P
(
K
Πλµ+δK
←−−−−→ B(0, s)c × C
(d,R)
0
)
Q(dK) ≤ λLd(A)e
−C(s−2R),
where the inequality comes from (3.2). Choosing C1(D) ≥ λLd(A)e
C(D+12R) concludes the
argument.
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Monotonicity in the particle shapes allows to control the percolation threshold. In the spe-
cial case of Q = δB(0,R), the measure µ becomes µR :=
∫
1{B(x,R) ∈ ·}dx. Assumption (2.4)
implies for each λ > 0 that Πλµ–a.e. ξ fulfils⋃
K∈ξ
K ⊆
⋃
K∈ξ
B(z(K), R).
Hence, we can couple Πλµ and ΠλµR such that
P
( ⋃
K∈Πλµ
K ⊆
⋃
B∈ΠλµR
B
)
= 1.
A well known lower bound (see [22] and [21, Section 3.9]) is
λc(d,Q) ≥ λc(d, δB(0,R)) ≥
1
vd2dRd
, (3.3)
where vd is the volume of the d-dimensional unit ball.
3.2 Disagreement percolation
For ξ, ξ′ ∈ N, we write ξ △ ξ′ for the absolute difference measure max{ξ, ξ′} − min{ξ, ξ′},
equivalent to |ξ − ξ′|. In the relevant case of ξ and ξ′ both being simple, there is a simpler
geometric interpretation of the also simple ξ△ ξ′. Switching to the support of a simple point
measure, we see that supp(ξ△ ξ′) = (supp ξ)△ (supp ξ′), which motivates this overloading of
the set difference operator △ to point measures.
The space (C(d), dH) is a complete and separable metric space. By [7, Theorem 13.1.1], the
spaces (C(d),B(C(d))) and R equipped with the Borel σ-algebra are Borel isomorphic. That
is, there exists a measurable bijection from C(d) to R with measurable inverse. We use this
bijection to pull back the total order from R to C(d) and denote it by ≺. Hence, intervals
with respect to ≺ are in B(C(d)).
For the remainder of the section we fix an admissible Gibbs process Ξ as in Definition 2.9.
Theorem 3.2. For all Ψ ∈ Bb(C
(d)) and χ1, χ2 ∈ NΨc, there exists a simultaneous thinning
from ΠΨ,λµ to two particle processes Θ
Ψ,χ1 and ΘΨ,χ2 such that ΘΨ,χi has the distribution
P(ΞΨ ∈ · | ΞΨc = χi), for i ∈ {1, 2}, and, P–a.s.,
∀K ∈ supp
(
ΘΨ,χ1 △ΘΨ,χ2
)
: {K}
ΘΨ,χ1△ΘΨ,χ2
←−−−−−−−→ χ1△ χ2. (3.4)
Proof. Using ≺ restricted to Ψ in place of the measurable ordering of a bounded Borel subset
in [13, Section 4.1], and the DLR-equations as formulated in (2.13), this theorem becomes a
literal copy of the construction leading to [13, Theorem 3.3].
The term disagreement percolation comes from the fact that in the subcritical percolation
regime of Πλµ, there is control of a disagreement cluster by a percolation cluster. The
finiteness of the percolation clusters guarantees uniqueness of the Gibbs process.
Corollary 3.3. If λ < λc(d), then the distribution of Ξ is uniquely determined.
Proof. The proof generalises in a straightforward way the proof of [13, Theorem 3.2] and
Theorem 3.2, with the only change being that the interaction range and particle size are here
two separate parameters. Because of the deterministic bound R from (2.4) on the particle
size and the finiteness of the interaction range, the arguments remain the same.
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3.3 Decorrelation of moments
With the following theorem we establish the particle counterpart of fast decay of correlations
in [1, Definition 1.1] in the subcritical regime.
Theorem 3.4. Assume that λ < λc(d). There exist c1, c2 ∈ (0,∞) such that Gibbs process
Ξ satisfies, for all p, q ∈ N and α(p+q)–a.e. (K1, . . . ,Kp+q),
|ρp+q(K1, . . . ,Kp+q)− ρp(K1, . . . ,Kp)ρq(Kp+1, . . . ,Kp+q)|
≤ λp+qmin(p, q) c1 exp(−c2d({K1, . . . ,Kp}, {Kp+1, . . . ,Kp+q})). (3.5)
Combining Theorem 3.4 with the bound (3.3) on the percolation threshold gives the
following constraint on the activity as sufficient condition for the exponential decay of corre-
lations (3.5):
λ <
1
vd2dRd
. (3.6)
Remark 3.5. To compare our results with Proposition 2.1 in [26] we consider hard spheres
in equilibrium, that is we assume that Q = δB(0,R), ϕ2(K,L) =∞·1{K ∩L 6= ∅} and ϕn ≡ 0
for n ≥ 3. Then Ξ can be identified with a point process on Rd. In the language from [26]
we have that rΨ = 2R and mΨ0 = 0. Proposition 2.1 in [26] then shows exponential decay of
correlations whenever
λ <
1
vd(1 + 2R)d
. (3.7)
This is comparable with (3.6).
Our Theorem 3.4 shows exponential decay of correlations for a broader range of activities.
In fact, it is known from simulations that in low dimensions λc(d) is considerably larger than
the right-hand side of (3.6). (As d→∞ we have λc(d)vd2
dRd → 1; see [22].) We do not see
how the methods from [26] can be used to prove Theorem 3.4.
Remark 3.6. In the recent paper [14] uniqueness of the distribution of a Gibbs process on Rd
has been proved with very different methods, based on a fixed point argument for correlation
functions. It is an interesting problem to explore the relationship between this method and
disagreement percolation. Some first answers are given in [14].
The proof of Theorem 3.4 is based on the following lemmas. For these lemmas and the
proof of Theorem 3.4, fix λ < λc(d) and let C1 and C2 as in Lemma 3.1.
Lemma 3.7. Let p ∈ N and let Ψ1, . . . ,Ψp ∈ Bb(C
(d)) be disjoint. Let Γ ∈ Bb(C
(d)) with⋃p
i=1Ψi =: Ψ ⊆ Γ. For χ ∈ NΓc and increasing E ∈ N ,∣∣∣P(ΞΨ ∈ E | ΞΓc = χ)− P(ΞΨ ∈ E)∣∣∣
≤ P(ΠΨ,λµ ∈ E)
p∑
i=1
C1(diam(Ψi)) exp(−C2d(Ψ,Γ
c)). (3.8)
Proof. First, we show that, for χ1, χ2 ∈ NΓc ,∣∣∣P(ΞΨ ∈ E | ΞΓc = χ1)− P(ΞΨ ∈ E | ΞΓc = χ2)∣∣∣
≤ P(ΠΨ,λµ ∈ E)
p∑
i=1
C1(diam(Ψi)) exp(−C2d(Ψ,Γ
c)). (3.9)
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By Theorem 3.2,∣∣∣P(ΞΨ ∈ E | ΞΓc = χ1)− P(ΞΨ ∈ E | ΞΓc = χ2)∣∣∣
=
∣∣∣P(ΘΓ,χ1Ψ ∈ E)− P(ΘΓ,χ2Ψ ∈ E)∣∣∣
=
∣∣∣P(ΘΓ,χ1Ψ ∈ E,ΘΓ,χ2Ψ 6∈ E)− P(ΘΓ,χ1Ψ 6∈ E,ΘΓ,χ2Ψ ∈ E)∣∣∣
≤ max{P(ΘΓ,χ1Ψ ∈ E,Θ
Γ,χ2
Ψ 6∈ E),P(Θ
Γ,χ1
Ψ 6∈ E,Θ
Γ,χ2
Ψ ∈ E)}.
By symmetry we only need to bound the first term in the above maximum. It follows
from (3.4) that
P(ΘΓ,χ1Ψ ∈ E,Θ
Γ,χ2
Ψ 6∈ E)
= P(ΘΓ,χ1Ψ ∈ E,Θ
Γ,χ2
Ψ 6∈ E, ∅ 6= Θ
Γ,χ1
Ψ △Θ
Γ,χ2
Ψ )
= P(ΘΓ,χ1Ψ ∈ E,Θ
Γ,χ2
Ψ 6∈ E, ∅ 6= Θ
Γ,χ1
Ψ △Θ
Γ,χ2
Ψ
ΘΓ,χ1△ΘΓ,χ2
←−−−−−−−→ χ1 △ χ2).
Since{
ΘΓ,χ1Ψ △Θ
Γ,χ2
Ψ
ΘΓ,χ1△ΘΓ,χ2
←−−−−−−−→ χ1△ χ2
}
⊆
{
Ψ
ΘΓ,χ1△ΘΓ,χ2
←−−−−−−−→ χ1 △ χ2
}
⊆
{
Ψ
Πλµ
←−→ Γc
}
,
we obtain that
P(ΘΓ,χ1Ψ ∈ E,Θ
Γ,χ2
Ψ 6∈ E) ≤ P(ΠΨ,λµ ∈ E,Ψ
Πλµ
←−→ Γc)
= P(ΠΨ,λµ ∈ E)P(Ψ
Πλµ
←−→ Γc)
≤ P(ΠΨ,λµ ∈ E)
p∑
i=1
P(Ψi
Πλµ
←−→ Γc)
≤ P(ΠΨ,λµ ∈ E)
p∑
i=1
C1(diam(Ψi)) exp(−C2d(Ψ,Γ
c)),
where the equality results from the complete independence of a Poisson process, the second
inequality is a Boolean bound and the final equality uses (3.1) and the fact that d(Ψ,Γc) ≤
d(Ψi,Γ
c). This proves (3.9).
To prove (3.8), we use the DLR-equation (2.13) to obtain that∣∣∣P(ΞΨ ∈ E | ΞΓc = χ)− P(ΞΨ ∈ E)∣∣∣
≤
∫ ∣∣∣P(ΞΨ ∈ E | ΞΓc = χ)− P(ΞΨ ∈ E | ΞΓc = χ′)∣∣∣P(ΞΓc ∈ dχ′).
An application of (3.9) to the integrand shows (3.8).
For Ψ ∈ Bb(C
(d)) and n ∈ N, let EΨ,n := {ξ ∈ N | ξ(Ψ) ≥ n}. The event EΨ,n is
increasing. Fix p ∈ N and disjoint Ψ1, . . . ,Ψp ∈ Bb(C
(d)). Let Φ be a particle process. Then
E
( p∏
i=1
Φ(Ψi)
)
=
∑
~n∈Nd
P
(
∀1 ≤ i ≤ p : ΦΨi ∈ EΨi,ni
)
, (3.10)
where we use the notation ~n =: (n1, . . . , nd).
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Lemma 3.8. For p ∈ N and disjoint Ψ1, . . . ,Ψp ∈ Bb(C
(d)),
E
( p∏
i=1
Ξ(Ψi)
)
≤ λp
p∏
i=1
µ(Ψi). (3.11)
Proof. Applying (3.10), then stochastic domination from Lemma 2.6, applying (3.10) again
and writing out the moment of the Poisson particle process yields the bound.
Lemma 3.9. Let p ∈ N and let Ψ1, . . . ,Ψp ∈ Bb(C
(d)) be disjoint. Suppose that Γ ∈ Bb(C
(d))
satisfies Γ ⊇ Ψ :=
⋃p
i=1Ψi and let χ ∈ NΓc. Then∣∣∣E( p∏
i=1
Ξ(Ψi)
)
− E
( p∏
i=1
Ξ(Ψi)
∣∣∣ ΞΓc = χ)∣∣∣ ≤ λp( p∏
i=1
µ(Ψi)
)
CΨ exp(−C2d(Ψ,Γ
c)), (3.12)
where CΨ :=
∑q
i=1 C1(diam(Ψi)).
Proof. Applying (3.10) and then (3.8) gives
∣∣∣E( p∏
i=1
Ξ(Ψi)
)
− E
( p∏
i=1
Ξ(Ψi)
∣∣∣ ΞΓc = χ)∣∣∣
=
∑
~n∈Nd
∣∣∣P(∀1 ≤ i ≤ p : ΞΨi ∈ EΨi,ni)− P(∀1 ≤ i ≤ p : ΞΨi ∈ EΨi,ni | ΞΓc = χ)∣∣∣
≤
∑
~n∈Nd
P
(
∀1 ≤ i ≤ p : Πλµ ∈ EΨi,ni
) p∑
i=1
C1(diam(Ψi)) exp(−C2d(Ψ,Γ
c)).
Conclude by another application of (3.10) and writing out the Poisson moment.
Lemma 3.10. For p, q ∈ N and disjoint Ψ1, . . . ,Ψp,Υ1, . . . ,Υq ∈ Bb,
∣∣∣∣∣E
( p∏
i=1
Ξ(Ψi)
)( q∏
j=1
Ξ(Υj)
)
− E
( p∏
i=1
Ξ(Ψi)
)
E
( q∏
i=1
Ξ(Υi)
)∣∣∣∣∣
≤ λp+q
( p∏
i=1
µ(Ψi)
)( q∏
i=1
µ(Υi)
)
min(CΨ, CΥ) exp(−C2d(Ψ,Υ)), (3.13)
where Ψ :=
⋃p
i=1Ψi, CΨ :=
∑p
i=1C1(diam(Ψi)), Υ :=
⋃q
i=1Υi and
CΥ :=
∑q
i=1 C1(diam(Υi)).
Proof. Let Γ be a large sphere such that d(Ψ ∪Υ,Γc) > d(Ψ,Γc). Hence,
d(Ψ,Υ ∪ Γc) = d(Ψ,Υ). (3.14)
By the DLR-equation (2.13),∣∣∣∣∣E
( p∏
i=1
Ξ(Ψi)
)( q∏
j=1
Ξ(Υj)
)
− E
( p∏
i=1
Ξ(Ψi)
)
E
( q∏
i=1
Ξ(Υi)
)∣∣∣∣∣
≤
∫ ∣∣∣∣∣E
( p∏
i=1
Ξ(Ψi)
∣∣∣ΞΥ∪Γc = χ)− E( p∏
i=1
Ξ(Ψi)
)∣∣∣∣∣
( q∏
j=1
χ(Υj)
)
P(ΞΥ∪Γc ∈ dχ).
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Applying (3.12) with Γ replaced by Γ \Υ and noting that (Γ \Υ)c = Υ ∪ Γc, we bound
≤ λp
( p∏
i=1
µ(Ψi)
)
CΨ exp(−C2d(Ψ,Υ ∪ Γ
c))
∫ ( q∏
j=1
χ(Υj)
)
P(ΞΥ∪Γc ∈ dχ)
= λp
( p∏
i=1
µ(Ψi)
)
CΨ exp(−C2d(Ψ,Υ ∪ Γ
c))E
( q∏
j=1
Ξ(Υj)
)
≤ λp+q
( p∏
i=1
µ(Ψi)
)( q∏
j=1
µ(Υj)
)
CΨ exp(−C2d(Ψ,Υ)),
where we use (3.14) and (3.11) to obtain the final inequality. The improved bound
min(CΨ, CΥ) follows from the symmetry in Ψ and Υ.
Proof of Theorem 3.4. Let Ψnj, n, j ∈ N, be a dissection system in N [16, p. 20]. Let k ∈
N and let αk(·) := EΞ
k(·) denote the kth moment measure of Ξ. Let αk = α
′
k + α
′′
k be
the Lebesgue decomposition ([16, Corollary 1.29]) of αk with respect to µ
k, that is, α′k is
absolutely continuous with respect to µk while α′′k and µ
k are mutually singular. Define
gk(K1, . . . ,Kk) := lim sup
n→∞
∑
j1,...,jk∈N
µk(Ψn~j)
−1αk(Ψn~j)1{(K1, . . . ,Kk) ∈ Ψn~j},
where we write ~j := (j1, . . . , jk) and Ψn,~j := Ψnj1 × · · · ×Ψnjk and where we set a/0 := 0 for
all a ∈ R. Outside the generalised diagonal
Dk := {(K1, . . . ,Kk) ∈ (C
(d))k | there exist {i, j} ⊆ {1, . . . , n} with Ki = Kj}
the function gk coincides with
g 6=k (K1, . . . ,Kk) := lim sup
n→∞
∑6=
j1,...,jk∈N
µk(Ψn~j)
−1αk(Ψn~j)1{(K1, . . . ,Kk) ∈ Ψn~j},
where the superscript 6= indicates summation over k-tuples with distinct entries. Since Ξ is
simple, the measure α(k) is the restriction of αk to the complement of Dk, see [18, Exercise
6.9] and the proof of [18, Theorem 6.13]. Moreover, Lemma 3.8 shows that α(k) is absolutely
continuous with respect to µk. Therefore we obtain from the proof of [16, Theorem 1.28]
and (2.11) that the above superior limits are actually limits for µk–a.e. (K1, . . . ,Kk) and,
moreover, that
ρk(K1, . . . ,Kk) = gk(K1, . . . ,Kk), α
(k)–a.e. (K1, . . . ,Kk) ∈ (C
(d))k. (3.15)
Let p, q ∈ N. Using (3.15) for k ∈ {p + q, p, q} and combining this with Lemma 3.10, we
obtain for α(p+q)–a.e. (K1, . . . ,Kp+q) ∈ (C
(d))p+q that
|ρp+q(K1, . . . ,Kp+q)− ρp(K1, . . . ,Kp)ρq(Kp+1, . . . ,Kp+q)|
≤ λp+q lim sup
n→∞
∑ 6=
j1,...,jp+q∈N
min(p, q)C1(1) exp(−C2d(∪
p
i=1Ψnji ,∪
p+q
i=p+1Ψnji))1{(Ki)
p+q
i=1 ∈ Ψn~j}
= λp+qmin(p, q)C1(1) exp(−C2d({K1, . . . ,Kp}, {Kp+1, . . . ,Kp+q})). (3.16)
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Here the inequality can be obtained from Lemma 3.10 as follows. Fix (K1, . . . ,Kp+q) ∈
(C(d))p+q such that Ki 6= Kj for i 6= j. Then, for all sufficiently large n ∈ N, there exists a
unique ~j ∈ Np+q with distinct entries such that (K1, . . . ,Kp+q) ∈ Ψn~j =: Ψn(K1, . . . ,Kp+q).
As n → ∞ we have Ψn(K1, . . . ,Kp+q) ↓ {K1, . . . ,Kp+q}. Moreover the diameter of
Ψn(K1, . . . ,Kp+q) (with respect to the product of the Hausdorff metric) tends to 0. These
facts do also imply the identity (3.16). Indeed, we just need combine them with definition (2.1)
of d(·, ·) and the triangle inequality.
4 Asymptotic properties of U-statistics
In this section we fix an admissible Gibbs process Ξ as in Definition 2.9.
For n ∈ N, let Wn :=
[
−12n
1/d, 12n
1/d
]d
be the centered cube of volume n, Cdn := z
−1(Wn)
and ξn := ξWn , for ξ ∈ N. Let Ξn := ΞWn and Ξ
c
n := ΞW cn be the restriction of the Gibbs
process to Cdn and (C
d
n)
c respectively. For a given mapping F : N → R, we are interested in
the asymptotic properties of F (Ξn) as n→∞. We focus on special mappings F introduced
next.
4.1 Admissible U-statistics
A function h : (C(d))k → R is called symmetric if h(K1, . . . ,Kk) = h(Kπ(1), . . . ,Kπ(k)), for
all K1, . . . ,Kk ∈ C
(d) and every permutation π of k elements. It is translation invariant,
if h(K1, . . . ,Kk) = h(θxK1, . . . , θxKk), for all K1, . . . ,Kk ∈ C
(d) and x ∈ Rd. Given a
measurable symmetric and translation invariant function h we can define
Fh(ξ) :=
1
k!
∫
h(K1, . . . ,Kk) ξ
(k)(d(K1, . . . ,Kk)), ξ ∈ N. (4.1)
In fact Fh(Ξ) or Fh(Ξn) are U -statistics of order k, cf. [23] and [18, Chapter 12]. Define
T (K, ξ) :=
1
k!
∫
h(K,K2, . . . ,Kk) ξ
(k−1)(d(K2, . . . ,Kk)), (K, ξ) ∈ C
(d) ×N, (4.2)
where the case k = 1 has to be read as T (K) := h(K). Then
Fh(ξ) :=
∫
T (K, ξ) ξ(dK), ξ ∈ N.
The authors of [1] call T a score function.
Definition 4.1. Let k ∈ N and let h : (C(d))k → R be measurable, symmetric and translation
invariant. Then Fh in (4.1) is called an admissible function (of order k) if h(K1, . . . ,Kk) = 0,
whenever either
max
2≤i≤k
dH(Ki,K1) > r, (4.3)
for some given r > 0, or when Ki = K1, for some i ∈ {2, . . . , k}. If, moreover,
‖h‖∞ := sup
K1,...,Kk∈C(d)
|h(K1, . . . ,Kk)| <∞, (4.4)
then Fh(Ξn), n ∈ N, is called an admissible U -statistic of order k (of the Gibbs process Ξn).
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Example 4.2. Consider Example 2.10 and recall that NV˜ := {ξ ∈ N | ξ(V˜
c) = 0}. For
ξ ∈ NV˜ and j ∈ {1, . . . , d}, define using Qj from (2.17)
Gj(ξ) :=
1
j!
∫
V˜ j
Qj(K1, . . . ,Kj) ξ
(j)(d(K1, . . . ,Kj)). (4.5)
Then Gj is an admissible function with r = 2R, cf. (2.4). In the special case of d = 2, facets
are segments in the plane and G2(ξ) is the total number of intersections between segments
in supp ξ having different orientation. For d = 3, facets are thin circular plates and G2(ξ) is
the total length of intersections of pairs of facets in supp ξ.
Admissible functions satisfy a moment condition introduced in [1, Definition 1.8].
Proposition 4.3. If Fh is an admissible function of order k and p ∈ N, then
sup
n∈N
sup
1≤q≤p
sup
K1,...,Kq∈Cdn
EK1,...,Kq [max{|T (K1,Ξn)|, 1}
p] <∞, (4.6)
where T is from (4.2) and the inner supremum is an essential supremum with respect to the
qth factorial moment measure of Ξ.
Proof. Let q ∈ {1, . . . , p}. Since h is admissible, property (4.4) implies that
max{|T (K, ξ)|, 1}p ≤ g2(K, ξ), (K, ξ) ∈ C
(d) ×N,
where
g2(K, ξ) := cmax
{
1,
(
ξ(B(K, r))k−1
)p}
with c := max{1, ‖h‖∞/k!}. In the following we argue for µ
q–a.e. (K1, . . . ,Kq) ∈ (C
(d))q.
Since κ ≤ 1, Lemma 2.6 shows that P !K1,...,Kq is stochastically dominated by the distribution
of Πλµ. Therefore,
EK1,...,Kq [max{|T (K1,Ξn)|, 1}
p] ≤ E[g2(K1,Πλµ + δK1 + · · ·+ δKq)]
≤ cE[(q +Πλµ(B(K1, r)))
p(k−1)].
Using the inequality (a+ b)p(k−1) ≤ 2p(k−1)−1(ap(k−1) + bp(k−1)), for a, b > 0, we obtain that
EK1,...,Kq [max{|T (K1,Ξn)|, 1}
p] ≤ c2p(k−1)−1 (qp(k−1)−1 + E[Πλµ(B(K1, r))
p(k−1)]).
The random variable Πλµ(B(K1, r)) has a Poisson distribution with parameter
E[Πλµ(B(K1, r))] = λ
∫
1{dH(K,K1) ≤ r}µ(dK)
= λ
∫∫
1{dH(K + x,K1) ≤ r}Q(dK) dx.
By (2.3) and (2.4) we may assume that K1 ⊂ B(z(K1), R). Assume that K ∈ C
(d) satisfies
K ⊂ B(0, R) and that ‖x− z(K1)‖ > R. It follows from the definition of the Hausdorff dis-
tance that dH(K+x,K1) ≥ ‖x−z(K1)‖−R. Hence, uniformly in K1 under our assumptions,
we obtain the finite bound
E[Πλµ(B(K1, r))] ≤ λ
∫
1{‖x− z(K1)‖ ≤ R}dx+ λ
∫
1{R < ‖x− z(K1)‖ ≤ r +R}dx
= λ
∫
1{‖x‖ ≤ r +R}dx.
Thus, the assertion follows from the moment properties of a Poisson random variable.
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4.2 Factorization of weighted mixed moments
In this subsection we study an admissible pair (Ξ, T ) defined as follows.
Definition 4.4. We call (Ξ, T ) an admissible pair if Ξ is an admissible Gibbs process with
λ < λc(d) and the score function T corresponds to an admissible function Fh, cf. Definition 2.9
and Definition 4.1.
Example 4.5. The Gibbs facet process from Example 2.10 together with the admissible
function Gj from Example 4.2 forms an admissible pair, for each j ∈ {1, . . . , d}.
Given n, p, k1, . . . , kp ∈ N we define the weighted mixed moment
m(k1,...,kp)(K1, . . . ,Kp;n) (4.7)
:= ρp(K1, . . . ,Kp)
∫
N
(
T (K1, ξn)
k1 · · ·T (Kp, ξn)
kp
)
PK1,...,Kp(dξ), K1, . . . ,Kp ∈ C
(d).
In the following all equations and inequalities involving Palm distributions and correlation
functions are to be understood in the a.e.-sense with respect to the appropriate factorial
moment measures of Ξ.
Definition 4.6. We adapt the terminology of [1] and say that weighted mixed moments have
fast decay of correlations, if there exist constants at, bt > 0, t ∈ N, such that∣∣∣m(k1,...,kp+q)(K1, . . . ,Kp+q;n)−m(k1,...,kp)(K1, . . . ,Kp;n)m(kp+1,...,kp+q)(Kp+1, . . . ,Kp+q;n)∣∣∣
≤ bt exp(−atd({K1, . . . ,Kp}, {Kp+1, . . . ,Kp+q})), (4.8)
for all n, p, q, k1, . . . , kp+q ∈ N and for all K1, . . . ,Kp+q ∈ z
−1(Wn), where t :=
∑p+q
i=1 ki.
We intend to use Theorem 3.4 to show that (4.8) holds in our context. The method from [1]
is used and transformed step by step from point processes on Rd to particle processes. Recall
that ≺ is the total order of C(d) introduced in Section 3.2 and that intervals with respect to
≺ are in B(C(d)). In particular, for K ∈ C(d), (−∞,K) = {L ∈ C(d) | L ≺ K}.
Let o be the zero-measure, i.e., o(Ψ) = 0, for all Ψ ∈ B(C(d)). Abbreviate [l] := {1, . . . , l},
for l ∈ N. We define a difference operator for a measurable function ψ : N→ R, l ∈ N ∪ {0}
and K1, . . . ,Kl ∈ C
(d) by
DlK1,...,Klψ(ξ) :=
{∑
J⊆[l](−1)
l−|J |ψ(ξ(−∞,K∗) +
∑
j∈J δKj ) if l > 0,
ψ(o) if l = 0,
(4.9)
where K∗ := min{K1, . . . ,Kl} with respect to ≺. We say that ψ is ≺-continuous at ∞, if
limK↑Rd ψ(ξ(−∞,K)) = ψ(ξ), for all ξ ∈ N.
We use the following factorial moment expansion (FME) proved in [2, Theorem 3.1] on a
general Polish space. For stronger results in the special case of a Poisson particle process we
refer to [17] and [18, Chapter 19].
Theorem 4.7. Let ψ : N→ R be ≺-continuous at ∞. Assume that, for all l ∈ N,∫
(C(d))l
E!K1,...,Kl[|D
l
K1,...,Kl
ψ(Ξ)|]ρl(K1, . . . ,Kl)µ
l(d(K1, . . . ,Kl)) <∞ (4.10)
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and
lim
l→∞
1
l!
∫
(C(d))l
E!K1,...,Kl[D
l
K1,...,Kl
ψ(Ξ)]ρl(K1, . . . ,Kl)µ
l(d(K1, . . . ,Kl)) = 0. (4.11)
Then, E[ψ(Ξ)] has the FME
E[ψ(Ξ)] = ψ(o) +
∞∑
l=1
1
l!
∫
(C(d))l
DlK1,...,Klψ(o)ρl(K1, . . . ,Kl)µ
l(d(K1, . . . ,Kl)). (4.12)
For an admissible pair (T,Ξ), K1, . . . ,Kp ∈ C
(d) and ξ ∈ N, set
ψk1,...,kp(K1, . . . ,Kp; ξ) :=
p∏
i=1
T (Ki, ξ)
ki , (4.13)
ψ!k1,...,kp(K1, . . . ,Kp; ξ) :=
p∏
i=1
T
(
Ki, ξ +
p∑
j=1
δKj
)ki
, (4.14)
with k1, . . . , kp ≥ 1. It holds that EK1,...,Kp[ψ(Ξn)] = E
!
K1,...,Kp
[ψ!(Ξn)]. Given p ∈ N and
K1, . . . ,Kp ∈ C
(d) we denote by ρ
(K1,...,Kp)
l the l
th correlation function of P!K1,...,Kp . Further
we let (P!K1,...,Kp)
!
L1,...,Ll
, L1, . . . , Ll ∈ C
(d) denote the reduced Palm distributions of P!K1,...,Kp.
It is easy to show that
ρp(K1, . . . ,Kp)ρ
(K1,...,Kp)
l (L1, . . . , Ll) = ρp+l(K1, . . . ,Kp, L1, . . . , Ll) , (4.15)
and
(P!K1,...,Kp)
!
L1,...,Ll
= P!K1,...,Kp,L1,...,Ll . (4.16)
Lemma 4.8. For distinct K1, . . . ,Kp ∈ C
(d), k1, . . . , kp, n ∈ N, tp :=
∑p
i=1 ki and k the order
of the U -statistic, the functional ψ! admits the FME
E!K1,...,Kp[ψ
!
k1,...,kp(K1, . . . ,Kp; Ξn)] = ψ
!
k1,...,kp(K1, . . . ,Kp; o)
+
tp(k−1)∑
l=1
1
l!
∫
(C(d))l
DlL1,...,Llψ
!
k1,...,kp(K1, . . . ,Kp; o)ρ
(K1,...,Kp)
l (L1, . . . , Ll)µ
l(d(L1, . . . , Ll)).
Proof. We abbreviate ψk1,...,kp(K1, . . . ,Kp; Ξ) by ψ(K1, . . . ,Kp; Ξ). The radius bound r
from (4.3) for the function h implies that ψ! is ≺-continuous at ∞. In [1, Lemma 5.1] it
is shown that ψ! is the sum of U -statistics of orders not larger than tp(k − 1). Thus, for
l ∈ (tp(k − 1),∞) and all L1, . . . , Ll ∈ C
(d), we have
DlL1,...,Llψ
!(K1, . . . ,Kp; ξ) = 0. (4.17)
This implies that (4.10), for l ∈ (tp(k−1),∞), and (4.11) are satisfied for ψ
! from (4.14). We
need to verify (4.10), for l ∈ [1, tp(k − 1)]. For L1, . . . , Ll ∈ C
(d), ξ ∈ N and J ⊆ [l], set
ξJ := ξ(−∞,L∗) +
∑
j∈J
δLj ,
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where L∗ := min{L1, . . . , Ll} and (−∞, L∗) are with respect to the order ≺.
The difference operator DlL1,...,Ll vanishes like in (4.17) as soon as Lm /∈
⋃p
i=1B(Ki, 2r),
for some m ∈ [l]. To prove this, expand (4.9) to obtain
DlL1,...,Llψ
!(K1, . . . ,Kp; ξ) =
∑
J⊆[l],m/∈J
(−1)l−|J |ψ!(K1, . . . ,Kp; ξJ)
+
∑
J⊆[l],m/∈J
(−1)l−|J |−1ψ!(K1, . . . ,Kp; ξJ∪{m}) = 0 ,
since, for fixed J ⊆ [l] and m /∈ J , ψ!(K1, . . . ,Kp; ξJ ) = ψ
!(K1, . . . ,Kp; ξJ∪{m}). Then, we
have
ψ!(K1, . . . ,Kp; ξJ) ≤
p∏
i=1
‖h‖ki∞
(
ξ
(
p⋃
i=1
B(Ki, 2r)
)
+ |J |+ p
)ki(k−1)
≤ ‖h‖
tp
∞
(
ξ
(
p⋃
i=1
B(Ki, 2r)
)
+ |J |+ p
)tp(k−1)
.
Using this for difference operator we get
|DlL1,...,Llψ
!(K1, . . . ,Kp; ξ)| ≤ ‖h‖
tp
∞
∑
J⊆[l]
(
ξ
(
p⋃
i=1
B(Ki, 2r)
)
+ |J |+ p
)tp(k−1)
≤ ‖h‖
tp
∞2
l
(
ξ
(
p⋃
i=1
B(Ki, 2r)
)
+ l + p
)tp(k−1)
. (4.18)
Using (4.16), the defining equation (2.5) and (4.18) results in
1
l!
∫
(C(d))l
(E!K1,...,Kp)
!
L1,...,Ll
[|DlL1,...,Llψ
!(K1, . . . ,Kp; Ξn)|]
× ρ
(K1,...,Kp)
l (L1, . . . , Ll)µ
l(d(L1, . . . , Ll))
=
1
l!
∫
(C(d))l
E!K1,...,Kp,L1,...,Ll [|D
l
L1,...,Ll
ψ!(K1, . . . ,Kp; Ξn)|]
× ρ
(K1,...,Kp)
l (L1, . . . , Ll)µ
l(d(L1, . . . , Ll))
≤‖h‖
tp
∞2
lEK1,...,Kp

Ξ
(
p⋃
i=1
B(Ki, r)
)l(
Ξ
(
p⋃
i=1
B(Ki, r)
)
+ l + p
)tp(k−1) .
Since Ξ has all moments under the Palm distribution the finiteness of the last term and hence
the validity of the condition for l ∈ [1, tp(k−1)] follows. This justifies the FME expansion.
Theorem 4.9. Let (T,Ξ) be an admissible pair. Then the weighted moments have fast decay
of correlations.
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Proof. Let p, q, k1, . . . , kp+q ∈ N be fixed. Let u := max(4R+Rϕ, r), with Rϕ being the finite
interaction range of the admissible particle process as outlined in Definition 2.9 and taking into
account the particle size from (2.4), as well as (4.3). Given n ∈ N, K1, . . . ,Kp+q ∈ z
−1(Wn),
we set
s := d({K1, . . . ,Kp}, {Kp+1, . . . ,Kp+q}).
Without loss of generality we assume that s ∈ (8u,∞). Put t as in Definition 4.6 and tp as
in Lemma 4.8 respectively and let tq :=
∑p+q
i=p+1 ki.
Then, using Lemma 4.8, (4.17) and (4.15) we obtain
m(k1,...,kp+q)(K1, . . . ,Kp+q;n) = E
!
K1,...,Kp+q [ψ
!(K1, . . . ,Kp+q; Ξn)]ρp+q(K1, . . . ,Kp+q)
=
t(k−1)∑
l=0
1
l!
∫
(Cdn)
l
DlL1,...,Llψ
!(o)ρl+p+q(K1, . . . ,Kp+q, L1, . . . , Ll)µ
l(d(L1, . . . , Ll))
=
t(k−1)∑
l=0
1
l!
∫
(
⋃p+q
i=1 B(Ki,2u))
l
DlL1,...,Llψ
!(o)ρl+p+q(K1, . . . ,Kp+q, L1, . . . , Ll)µ
l(d(L1, . . . , Ll)) .
Let Ψj,l :=
(⋃p
i=1B(Ki, 2u)
)j
×
(⋃q
i=1B(Kp+i, 2u)
)l
. Then, using the FME from Lemma 4.8,
m(k1,...,kp+q)(K1, . . . ,Kp+q;n)
=
t(k−1)∑
l=0
1
l!
l∑
j=0
l!
j!(l − j)!
∫
Ψj,l−j
DlL1,...,Llψ
!(K1, . . . ,Kp+q; o)
× ρl+p+q(K1, . . . ,Kp+q, L1, . . . , Ll)µ
l(d(L1, . . . , Ll))
=
t(k−1)∑
l=0
l∑
j=0
1
j!(l − j)!
∫
Ψj,l−j
∑
J⊆[l]
(−1)l−|J |ψ!
(
K1, . . . ,Kp+q;
∑
j∈J
δLj
)
× ρl+p+q(K1, . . . ,Kp+q, L1, . . . , Ll)µ
l(d(L1, . . . , Ll)) .
To compare the (p + q)th mixed moment with the product of the p-th and qth mixed mo-
ments we use a factorization that holds for L1, . . . , Lj ∈
⋃p
i=1B(Ki, 2u) and Lj+1, . . . , Ll ∈⋃q
i=1B(Kp+i, 2u). If
K ∈
p⋃
i=1
B(Ki, 2u), L ∈
q⋃
i=1
B(Kp+i, 2u),
then K ∩ L = ∅. Hence,
ψ!(K1, . . . ,Kp+q;
l∑
i=1
δLi) = ψ
!
(
K1, . . . ,Kp;
j∑
i=1
δLi
)
ψ!
(
Kp+1, . . . ,Kp+q;
l∑
i=j+1
δLi
)
. (4.19)
Using (4.19) and similar steps as in the case of the (p + q)th mixed moment we work with
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the product of pth and qth mixed moments.
m(k1,...,kp)(K1, . . . ,Kp;n)m
(kp+1,...,kp+q)(Kp+1, . . . ,Kp+q;n)
= E!K1,...,Kp[ψ
!(K1, . . . ,Kp,Ξn)]E
!
Kp+1,...,Kp+q [ψ
!(Kp+1, . . . ,Kp+q,Ξn)]
× ρp(K1, . . . ,Kp)ρq(Kp+1, . . . ,Kp+q)
=
∞∑
l1,l2=0
∫
Ψl1,l2
Dl1L1,...,Ll1
ψ!(K1, . . . ,Kp; o)D
l2
N1,...,Nl2
ψ!(Kp+1, . . . ,Kp+q; o)
× ρl1+p(K1, . . . ,Kp, L1, . . . , Ll1)ρl2+q(Kp+1, . . . ,Kp+q, N1, . . . , Nl2)
× µl1(d(L1, . . . , Ll1))µ
l2(d(N1, . . . , Nl2))
=
∞∑
l1,l2=0
1
l1!l2!
∫
Ψl1,l2
∑
J1⊆[l1],J2⊆[l2]
(−1)l1+l2−|J1|−|J2|
× ψ!
(
K1, . . . ,Kp;
∑
i∈J1
δLi
)
ψ!
(
Kp+1, . . . ,Kp+q;
∑
i∈J2
δNi
)
× ρl1+p(K1, . . . ,Kp, L1, . . . , Ll1)ρl2+q(Kp+1, . . . ,Kp+q, N1, . . . , Nl2)
× µl1(d(L1, . . . , Ll1))µ
l2(d(N1, . . . , Nl2))
=
t(k−1)∑
l=0
l∑
j=0
1
j!(l − j)!
∫
Ψj,l−j
∑
J1⊆[j],J2⊆[l]\[j]
(−1)l−|J1|−|J2|
× ψ!(K1, . . . ,Kp;
∑
i∈J1
δLi)ψ
!
(
Kp+1, . . . ,Kp+q;
∑
i∈J2
δLi
)
× ρj+p(K1, . . . ,Kp, L1, . . . , Lj)ρl−j+q(Kp+1, . . . ,Kp+q, Lj+1, . . . , Ll)
× µl(d(L1, . . . , Ll))
=
t(k−1)∑
l=0
l∑
j=0
1
j!(l − j)!
∫
Ψj,l−j
∑
J⊆[l]
(−1)l−|J |
× ψ!
(
K1, . . . ,Kp+q;
∑
i∈J
δLi
)
ρj+p(K1, . . . ,Kp, L1, . . . , Lj)
× ρl−j+q(Kp+1, . . . ,Kp+q, Lj+1, . . . , Ll)µ
l(d(L1, . . . , Ll)) .
Altogether we have, using c1, c2 from (3.5), that∣∣∣m(k1,...,kp+q)(K1, . . . ,Kp+q;n)−m(k1,...,kp)(K1, . . . ,Kp;n)m(kp+1,...,kp+q)(Kp+1, . . . ,Kp+q;n)∣∣∣
≤
t(k−1)∑
l=0
l∑
j=0
∑
J⊆[l]
(−1)l−|J |
j!(l − j)!
∫
Ψj,l−j
ψ!
(
K1, . . . ,Kp+q;
∑
i∈J
δLi
)
×
∣∣∣ρj+p(K1, . . . ,Kp, L1, . . . , Lj)ρl−j+q(Kp+1, . . . ,Kp+q, Lj+1, . . . , Ll)
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− ρl+p+q(K1, . . . ,Kp+q, L1, . . . , Ll)
∣∣∣µl(d(L1, . . . , Ll))
≤
t(k−1)∑
l=0
l∑
j=0
∑
J⊆[l]
(−1)l−|J |
j!(l − j)!
∫
Ψj,l−j
ψ!
(
K1, . . . ,Kp+q;
∑
i∈J
δLi
)
× λl+p+qmin(j + p, l − j + q)c1
× exp(−c2d({K1, . . . ,Kp, L1, . . . , Lj}, {Kp+1, . . . ,Kp+q, Lj+1, . . . , Ll})
× µl(d(L1, . . . , Ll)) .
Using
T (K, ξ)1[ξ(C(d)) = n] ≤
nk−1
k
‖h‖∞ ,
we have ∑
J⊆[l]
∣∣∣ψ!(K1, . . . ,Kp+q;∑
i∈J
δLi
)∣∣∣ ≤ 2l (‖h‖∞ |p+ q + l|k−1
k
)t
.
The difference of weighted mixed moments is finally bounded by∣∣∣m(k1,...,kp+q)(K1, . . . ,Kp+q;n)−m(k1,...,kp)(K1, . . . ,Kp;n)m(kp+1,...,kp+q)(Kp+1, . . . ,Kp+q;n)∣∣∣
≤
t(k−1)∑
l=0
l∑
j=0
(
‖h‖∞
|p+ q + l|k−1
k
)t
exp(−8u)2l(−1)l−|J |
j!(l − j)!
µ(B({0}, 3u))l
× λl+p+qmin(j + p, l − j + q)c1 exp(−c2d({K1, . . . ,Kp}, {Kp+1, . . . ,Kp+q}) .
As min(j + p, l − j + q) ≤ l + p + q ≤ kt, we obtain the desired constants for exponential
decay depending only on t and the attributes of the admissible pair.
4.3 Limit theorems
In this subsection we prove mean and variance asymptotics of admissible U -statistics Fn :=
Fh(Ξn), n ∈ N, as well as a central limit theorem. The approaches to the proofs come
from [1] and they can be generalized from point processes in Rd to particle processes. In
Theorem 4.10 this generalization is possible thanks to our version of the p-moment condition
in Proposition 4.3. The method of the proof of Theorem 4.11 is standard and its step by step
generalization to particle processes is omitted.
To proceed we need good versions of the correlation functions ρ1 and ρ2 and the first and
second order Palm distributions. The measure E[
∫
1{(K,Ξ) ∈ ·}Ξ(dK)] is invariant under
(joint) translations. By [16, Theorem 7.6] there exists an translation invariant version of the
correlation function ρ1. Moreover, the first order Palm distributions can be chosen in an
invariant way, that is
PK−x(θxΞ ∈ ·) = PK(Ξ ∈ ·), (K,x) ∈ C
(d) × Rd. (4.20)
By the same argument we can assume that ρ2 is translation invariant and
PK−x,L−x(θxΞ ∈ ·) = PK,L(Ξ ∈ ·), (K,L, x) ∈ C
(d) × C(d) ×Rd. (4.21)
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For the weighted mixed moments in (4.7) we denote some special cases as follows. For
K,L ∈ C(d) we set
m(1)(K) := EK [T (K,Ξ)]ρ1(K),
m(2)(K,L) := EK,L[T (K,Ξ)T (L,Ξ)]ρ2(K,L),
m(1,2)(K) := EK [T
2(K,Ξ)]ρ1(K).
Further for n ∈ N, x ∈ Rd we abbreviate
m(1)(K;n, x) := EK [T (K,Ξ
x
n)]ρ1(K),
m(2)(K,L;n, x) := EK,L[T (K,Ξ
x
n)T (L,Ξ
x
n)]ρ2(K,L),
where Ξxn := Ξ ∩ (Wn − n
1
dx).
Theorem 4.10. Let (T,Ξ) be an admissible pair. Then it holds that
lim
n→∞
1
n
EFn =
∫
Cd0
m(1)(K)Q(dK), (4.22)
lim
n→∞
1
n
varFn =
∫
Cd0
m(1,2)(K)Q(dK)
+
∫
(Cd0 )
2
∫
Rd
(m(2)(K,L+ x)−m(1)(K)m(1)(L)) dxQ(dK)Q(dL) <∞. (4.23)
Proof. From (2.5), (2.11) and (2.2), we have
EFn =
∫
Cdn
EKT (K,Ξn)ρ1(K)µ(dK) =
∫
C
(d)
0
∫
Wn
EK+x[T (K + x,Ξn)]ρ1(K + x) dxQ(dK).
By equation (4.20) and translation invariance of T ,
EK+x[T (K + x,Ξ)] = EK [T (K,Ξ)].
Together with the translation invariance of ρ1 this gives∫
C
(d)
0
∫
Wn
EK+x[T (K + x,Ξ)]ρ1(K + x) dxQ(dK) = n
∫
C(d)
m(1)(K)Q(dK).
To prove (4.22) it remains to show that
1
n
∫
C
(d)
0
∫
Wn
|EK+x[T (K + x,Ξn)]− EK+x[T (K + x,Ξ)]|dx ρ1(K)Q(dK)
tends to zero as n → ∞. The function ρ1 is bounded. For K ∈ C
d
0 , K ⊆ B(0, R) fixed and
x ∈ Wn, we use (4.3) to obtain T (K + x,Ξn) = T (K + x,Ξ) whenever d(x, ∂Wn) ≥ 2R for
the distance from x to the boundary of Wn holds. The 1-moment condition (4.6) implies the
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existence of some 0 < a <∞ such that EK+x[|T (K+x,Ξn)|] ≤ a and EK+x[|T (K+x,Ξ)|] ≤ a,
uniformly in n ∈ N and K + x ∈ Cdn. Since
lim
n→∞
1
n
Ld{x ∈Wn | d(x, ∂Wn) ≤ 2R} = 0,
the first assertion of the theorem is proven.
By a standard point process calculation we obtain for the second moment
EF 2n = J1 + J2 :=
∫
C
(d)
0
∫
Wn
EK+uT
2(K + u,Ξn)ρ1(K + u) duQ(dK)
+
∫
(C
(d)
0
)2
∫
(Wn)2
EK+u,L+v[T (K + u,Ξn)T (L+ v,Ξn)]ρ2(K + u,L+ v) dudvQ(dK)Q(dL).
Then
lim
n→∞
J1
n
=
∫
C(d)
m(1,2)(K)Q(dK)
is obtained analogously to the mean value asymptotics above using the 2-moment condi-
tion (4.6).
In the second term J2 we use the substitutions x = n
− 1
du and z = v − u, obtaining
J2
n
=
∫
(C
(d)
0
)2
∫
W1
∫
Wn−n
1
d x
E
K+n
1
d x,L+z+n
1
d x
[T (K + n
1
dx,Ξn)T (L+ z + n
1
dx,Ξn)]
× ρ2(K + n
1
dx,L+ z + n
1
dx) dz dxQ(dK)Q(dL)
=
∫
(C
(d)
0
)2
∫
W1
∫
Wn−n
1
d x
EK,L+z[T (K,Ξ
x
n)T (L+ z,Ξ
x
n)]ρ2(K,L+ z) dz dxQ(dK)Q(dL),
where we have used invariance of ρ2, (4.21), invariance of T and (Ξ + n
1
dx)n − n
1
dx = Ξxn.
Since varFn = EF
2
n−(EFn)
2, we investigate the expression 1n(J2−(EFn)
2). It takes the form∫
(Cd0 )
2
∫
W1
∫
Wn−n
1
d x
(m(2)(K,L+z;n, x)−m(1)(K;n, x)m(1)(L+z;n, x)) dz dxQ(dK)Q(dL).
(4.24)
Splitting the innermost integral in (4.24) into the two terms∫
Wn−n
1
d x
(. . . ) dz =
∫
Wn−n
1
d x
(. . . )1{|z| ≤M}dz +
∫
Wn−n
1
d x
(. . . )1{|z| > M}dz, (4.25)
for an arbitrary M > 0, we observe that the part of (4.24) corresponding to the first term
of (4.25), i.e.∫
(Cd0 )
2
∫
W1
∫
Wn−n
1
d x
(m(2)(K,L+ z;n, x)−m(1)(K;n, x)m(1)(L+ z;n, x))
×1{|z| ≤M}dz dxQ(dK)Q(dL),
converges to ∫
(Cd0 )
2
∫
Rd
(m(2)(K,L + x)−m(1)(K)m(1)(L)) dxQ(dK)Q(dL),
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when first n → ∞ and then M → ∞. Using (4.8), the absolute value of the second term
in (4.25) can be bounded uniformly in n by
b2
∫
|z|>M
exp(−a2dH(K,L+ z))dz,
which tends to zero whenM →∞. Thus the part of (4.24) corresponding to the second term
of (4.25), i.e.∫
(Cd0 )
2
∫
W1
∫
Wn−n
1
d x
(m(2)(K,L+ z;n, x)−m(1)(K;n, x)m(1)(L+ z;n, x))
×1{|z| > M}dz dxQ(dK)Q(dL),
converges to zero. We can justify these limits analogously to Lemma 4.1 in [1]. The bound-
edness in (4.23) follows from the 2-moment condition (4.6) for the first term and from (4.8)
for the second term.
Theorem 4.11. Let (T,Ξ) be an admissible pair. If, for some β ∈ (0,∞),
lim inf
n→∞
var Fn
nβ
> 0, (4.26)
then we have the CLT
Fn − EFn
(varFn)1/2
d
−−−→
n→∞
N(0, 1) . (4.27)
Proof. Denote F¯n := Fn − EFn. The idea is to prove that the k
th order cumulants of
(varFn)
−1/2F¯n vanish as n → ∞ and k large. This follows by showing that (4.6) and (4.8)
imply volume order growth (i.e., of order O(n)) for the kth order cumulant of F¯n, k ≥ 2, and
using the assumption (4.26). Then (4.27) holds. The details are analogous to [1, p. 881-886],
with the difference that deal with measures defined on Cdn.
Remark 4.12. Checking assumption (4.26) is a problem in its own right. In view of [30,
Theorem 1.1] it can be expected that (4.26) holds, whenever the activity λ is smaller than
some critical branching intensity. In particular this should apply to the facet processes from
Examples 2.10 and 4.2. Remark 3.5 shows that this critical branching intensity can be smaller
than the critical intensity of our dominating Boolean model.
Remark 4.13. It might be conjectured that (4.26) holds for any admissable pair (Ξ, T ) (see
Definition 4.4), provided that T is non-degenerate in a suitable sense. A proof should be
based on the specific properties of disagreement percolation. We leave this as an interesting
open problem, which is beyond the scope of our paper.
5 Concluding remarks
The results of this paper have the potential for several extensions. The disagreement coupling
and its consequences, for instance, can probably be derived for other potentials (without a
deterministic range) and other spaces. A similar comment applies to our results for admissible
U -statistics. Moreover, it can be expected that these results can be extended to stabilizing
functionals, as studied in [1]. Again we would then obtain an improvement in the range of
possible activities; cf. (3.6) and (3.7).
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