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1.1. ANTECEDENTES Y OBJETIVO DEL PROYECTO 
 
La toma de decisión es un proceso intelectual al que debe enfrentarse todo 
individuo en el día a día. Es habitual encontrarse con la disyuntiva de optar por una 
sola de las diferentes soluciones que plantea un problema determinado, escoger una 
alternativa entre todas las planteadas. Este proceso es totalmente subjetivo, ya que es 
el decisor, reuniendo todo su conocimiento y experiencia, quien se decantará por una 
alternativa u otra. Este considerará que ha tomado una buena decisión si la solución 
adoptada satisface las necesidades del problema planteado. 
 
En el ámbito laboral, y sobre todo en el contexto empresarial y de la ingeniería, la 
capacidad para tomar decisiones correctas puede marcar la diferencia entre el éxito o 
el fracaso profesional. Es en grandes proyectos cuando la toma de decisión se hace 
más determinante. Pero a menudo se da el caso en que la cantidad de variables y 
alternativas que involucra un problema concreto sobrepasa a la capacidad humana de 
procesar información. O incluso, que no queden claras cuales serán las consecuencias 
de tomar una alternativa u otra. Es por esto, que entre finales del siglo XIX y principios 
del XX se empezaron a desarrollar herramientas de ayuda a la toma de decisiones, que 
tratan de estructurar y sistematizar el problema para facilitar al decisor una elección 
correcta (que siempre será subjetiva). Es lo que se conoce como Análisis de Decisión 
Multicriterio (en inglés, Multicritera Decision Analysis o MCDA). 
 
Por otra parte, el crecimiento exponencial de la potencia de computación de los 
ordenadores ha permitido desarrollar extensos sistemas de información que trabajen 
con millones de datos empleando tiempos de cálculo admisibles. Aprovechando las 
capacidades del hardware moderno, en la década de los 80 aparecieron las primeras 
plataformas de software especializadas en Sistemas de Información Geográfica (en 
inglés, Geographical Information Systems o GIS) con el fin de resolver problemas 
complejos de planificación y gestión geográfica. En la actualidad, los GIS suponen una 
herramienta de extraordinaria potencia y se utilizan para múltiples aplicaciones, como: 
gestión de recursos, planificación urbana, logística, gestión medioambiental, etc. 
 
Conociendo la existencia de estas herramientas, es lógico y factible pensar en 
combinarlas y comprobar los resultados finales. Esto se llevó a cabo en la Tesis 
Doctoral por la Universidad Politécnica de Cartagena (UPCT) de D. Juan Miguel Sánchez 
Lozano (2013) [13], donde se proponía aplicar los métodos de decisión en su versión 
de lógica difusa para encontrar emplazamientos óptimos de instalaciones de energías 
renovables en la costa de la Región de Murcia apoyándose en el software GIS de libre 
distribución gvSIG 1.12.  Debido a que las conclusiones fueron favorables, se planteó la 
conveniencia de desarrollar un Sistema de Ayuda la Decisión (SAD) integrado que 
combinara las herramientas expuestas. Es decir, la creación de un software que se 
sirviera de los modelos matemáticos que se emplean en la decisión y de la tecnología 
SIG como base de datos. 
 
Este Proyecto Fin de Carrera (PFC) surge de ese planteamiento y de la propuesta de 
una Beca de Colaboración concedida para tal fin por el Ministerio de Educación, 
Cultura y Deporte en el Departamento de Electrónica, Tecnología de Computadoras y 
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Proyectos de la UPCT. Por tanto, el objeto principal de este PFC es el desarrollo de un 
Sistema de Ayuda a la Decisión (software) que integre los Sistemas de Información 
Geográfica (SIG) y el Soft Computing (SC) para resolver problemas de ubicación óptima 
de instalaciones de energías renovables. 
 
 
1.2. SISTEMAS DE AYUDA A LA DECISIÓN (SAD) 
 
Dado que el objetivo principal de este proyecto es la creación de un Sistema de 
Ayuda a la Decisión, cabe explicar en este capítulo qué son y cómo están constituidos 
los SAD. 
 
Ya se ha hecho hincapié en la importancia que cobra la toma de decisión en ciertos 
contextos. Tradicionalmente, esta ha sido llevaba a cabo mediante la experiencia y la 
intuición, o en el caso de utilizar herramientas matemáticas para tal fin, el proceso se 
resolvía de forma manual. En este último caso, el trabajo resultaba tedioso y 
complicado, lo que fácilmente podía llevar a soluciones erróneas [9].  
 
Los SAD [14] surgen a comienzos de la década de los 70 como soluciones informáticas 
de ayuda a la toma de decisiones de forma estructurada. Están especialmente 
indicados para resolver varias veces el mismo problema complejo, de manera que 
siempre se asegure una misma solución correcta. Debido a su carácter ordenado, ha 
sido el avance de las tecnologías de la información lo que ha propiciado la evolución de 
los SAD, que han ido incorporando en su diseño muchos elementos nuevos, como 
técnicas online, tecnologías web, etc. 
 
Partiendo del planteamiento de una plataforma informática, los SAD se componen 
generalmente de varios subsistemas [18]: 
 
 Subsistema de manejo de datos: Constituido por una base de datos, 
información y conocimiento sobre la situación. En el caso de este proyecto, 
este papel es desempeñado por un Sistema de Información Geográfica. 
 
 Subsistema de manejo de modelos: Se trata de los modelos matemáticos, ya 
sean analíticos o numéricos, a través de los cuales se realiza la resolución del 
problema. En este proyecto se utilizarán modelos de decisión en su versión de 
lógica difusa. 
 
 Subsistema de manejo de conocimiento: Está presente en los SAD más 
avanzados y proporciona funciones inteligentes que complementan la 
inteligencia propia del decisor. 
 
 Subsistema de interfaz del usuario: Es el entorno que permite que el usuario 
se comunique y controle el SAD, o en última instancia, al ordenador. Para este 
proyecto se ha desarrollado una interfaz en forma de aplicación software de 
escritorio, que ha recibido el nombre de Ubicaciones Óptimas v1.0. 
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Los Sistemas de Ayuda a la Decisión están enfocados a ser usados en situaciones de 
tipo estratégico o táctico, por lo que para situaciones operativas pueden no ser la 
herramienta más adecuada, ya que persiguen la efectividad por encima de todo, 
dejando en un segundo plano el aspecto de eficiencia en términos de tiempo. 
 
Las aplicaciones de un SAD pueden ser muy variadas, y su uso está especialmente 
indicado en aquellas áreas que necesiten de planificación y gestión, como son los 
proyectos de ingeniería. 
 
 
1.3. HERRAMIENTAS UTILIZADAS 
 
Como la creación de un Sistema de Ayuda a la Decisión pasa por la 
programación de un software informático, se hace necesario emplear una serie de 
herramientas de tipo hardware y software, las cuales son listadas a continuación: 
 
 Ordenador portátil ASUS X52J con procesador Intel i3 M350 a 2.27 GHz y 4 GB 
de memoria RAM. 
 Sistema Operativo Microsoft Windows 7 Home Premium de 64 bits. 
 Entorno de desarrollo integrado NetBeans IDE 7.2 de Oracle. 
 Java Development Kit 1.6 (JDK 1.6) 32 bits de Oracle. 
 Otras librerías de programación: GeoTools 8.4, iText 5.3.4, JFreeChart 1.0.6 y 
Apache POI 3.9. 
 
Por tanto, el lenguaje de programación empleado para el desarrollo de la aplicación 
software objeto de este proyecto es Java.  
 
Hay que destacar que se ha seguido la línea iniciada en la Tesis Doctoral de D. Juan 
Miguel Sánchez Lozano (2013) [13] en pro del uso de software de libre distribución, 
por lo que todas las herramientas relacionadas con la Interfaz de Programación de 
Aplicaciones (API, en inglés) que han sido empleadas son software libre. Estas pueden 
descargarse fácilmente con una conexión a Internet sin coste alguno. 
 
 
Marcas registradas 
 
ASUS es una marca registrada de ASUSTek Computer Inc. 
 
Java y todas las marcas basadas en Java son marcas registradas de Sun Microsystems, 
Inc. 
 
Microsoft y todos los nombres de sus Sistemas Operativos son marcas registradas de 
Microsoft Corporation. 
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1.4. CONTENIDO Y ESTRUCTURA DEL PROYECTO 
 
Este proyecto, y tras un primer capítulo de introducción, queda estructurado de 
la siguiente forma: 
 
En primer lugar, en el capítulo 2 se explica brevemente qué son los Sistemas de 
Información Geográfica (SIG) y cómo trabajan, ya que estos cumplirán el papel de base 
de datos del Sistema de Ayuda a la Decisión. 
 
En el capítulo 3, se explican los fundamentos de la Lógica Difusa y de los métodos de 
decisión que constituirán la base de modelos del SAD: el Proceso Analítico Jerárquico 
(AHP) y el método TOPSIS. Los conceptos tratados en los capítulos 2 y 3 serán 
necesarios para comprender el funcionamiento de la aplicación desarrollada en este 
proyecto, al igual que para la interpretación de los resultados arrojados por la misma. 
 
El capítulo 4 está dedicado en exclusiva a entrar en los detalles de Ubicaciones 
Óptimas v1.0, nombre con el que se ha bautizado la herramienta software creada para 
satisfacer el objetivo principal del proyecto. En este capítulo se explica con 
detenimiento aspectos como las características del programa. Incluye además un 
manual para el usuario en el que se detallan cada una de sus funcionalidades. 
 
El capítulo 5 pone en práctica las características de Ubicaciones Óptimas v1.0 
resolviendo un ejemplo de problema de aplicación real. 
 
El capítulo 6 se reserva para recoger las conclusiones derivadas de este proyecto y las 
futuras líneas de trabajo que se proponen. 
 
En el capítulo 7 se numeran las referencias bibliográficas que se han consultado para la 
realización del proyecto. A lo largo de esta memoria se hace alusión a ellas con el 
número de la referencia encerrado entre corchetes (Ejemplo: [0]). 
 
Finalmente, cabe destacar que el código de Ubicaciones Óptimas v1.0 no se ha incluido 
a este texto debido a su gran extensión. No obstante, se puede encontrar en el CD 
adjunto a este documento. 
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2.1. EL SOFTWARE GVSIG COMO BASE DE DATOS DEL SAD 
 
Como ya se ha explicado en el capítulo 1, uno de los elementos a integrar en el 
Sistema de Ayuda a la Decisión objeto de este PFC son los Sistemas de Información 
Geográfica, que en concreto actuarán como una base de datos con la que alimentar al 
SAD. 
 
Como este proyecto parte de la base de la Tesis Doctoral de D. Juan Miguel Sánchez 
Lozano (2013) [13], se ha trabajado con el software gvSIG como Sistema de 
Información Geográfica. Este software es el empleado en dicho trabajo y nació en 2004 
como parte del proyecto de migración a software libre de la Conselleria de 
Infraestructuras y Transporte (CIT) de la Comunidad Valenciana. 
 
La principal ventaja de esta plataforma frente a otras de funciones similares es que fue 
concebida bajo los valores del software libre, por lo que ya de inicio se eliminan las 
desventajas del coste de adquisición de licencias y de la dependencia en tecnologías 
cerradas. Además, se beneficia de las siguientes ventajas: 
 
 Portabilidad: Al haber sido desarrollado íntegramente en lenguaje Java, puede 
ejecutarse en un gran número de Sistemas Operativos. 
 
 Código abierto: La libre distribución del código permite que cualquier 
desarrollador pueda colaborar en el proyecto, aportando nuevas 
funcionalidades, corrigiendo errores, etc. Desde la versión 2.0 se están 
realizando esfuerzos para que su desarrollo vaya por la línea de la modularidad. 
 
 Interoperabilidad: La aplicación puede importar y exportar información en 
formatos propietarios. 
 
 
Desde el inicio del proyecto se ha conseguido que detrás de gvSIG haya toda una 
comunidad de expertos desarrolladores y la aparición de un pequeño tejido 
empresarial que basa sus servicios en esta herramienta. Por ello gvSIG sufre un 
desarrollo continuo, que hace que cada vez vaya adquiriendo mayor consistencia y 
eficacia. 
 
Este software en sus distintas versiones y toda la documentación relacionada con él es 
accesible, sin coste alguno, a través de su propio portal: 
 
http://www.gvsig.org/web/ 
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2.2. FUNCIONAMIENTO DE UN SIG 
 
Los Sistemas de Información Geográfica (SIG) [1] son una integración de 
hardware, software y datos geográficos enfocados al análisis, consulta, desarrollo, 
manipulación y almacenamiento de información geográfica. Permiten al usuario 
analizar información espacial, editar datos, mapas y representar de forma gráfica todas 
estas operaciones. Por ello son utilizados en multitud de aplicaciones: cartografía, 
arqueología, navegación, logística, planeamiento urbanístico, etc. 
 
Lo destacable de los SIG es que permiten trabajar con información espacial 
georeferenciada. Es decir, pueden presentar un mapa digital en el que todos los 
objetos tengan un identificador común, y a su vez sus propios atributos. Esto permite 
que la información pueda separarse y almacenarse independientemente por capas 
temáticas, que con su superposición (siempre bajo un mismo sistema de referencia) 
conformen el mapa digital. Con ello se consigue trabajar con la información de forma 
muy versátil, de sencillo acceso y facilitando al usuario el generar nueva información 
relacionada con la ya existente. 
 
 
 
 
Figura 2.1: Superposición de capas en un SIG 
 
 
En conclusión, los SIG posibilitan la consulta de información bidireccional, ya se sea 
desde el mapa o desde la base de datos asociado a él. 
 
Queda añadir, que gracias a la actual potencia de los sistemas informáticos actuales, 
los SIG suponen una excelente herramienta para el análisis a nivel geográfico, ya que 
es posible trabajar con grandes cantidades de información. 
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2.3. REPRESENTACIÓN DE DATOS 
 
La información geográfica con la que trabajan los SIG debe ser previamente 
digitalizada para que pueda ser procesada a nivel computacional. Este proceso se 
realiza con software CAD. 
 
La información digitalizada puede representarse gráficamente. Se trata de ofrecer los 
datos al usuario de una forma muy visual para facilitar en la medida de lo posible el 
análisis. En los SIG existen dos tipos de representación: mediante datos raster o datos 
vectoriales. A continuación se explican los fundamentos de los dos tipos. 
 
2.3.1. Datos raster 
 
Un tipo de datos raster es una imagen representada en una matriz de bits. Cada 
bit corresponderá a un pixel, que es la unidad de menor información en una imagen. 
Una combinación de estos píxeles creará una imagen.   
 
Cabe aquí introducir el concepto de resolución, que es el número de píxeles o bits que 
componen la imagen en cada dimensión. El mayor inconveniente de los datos raster es 
que la precisión de la información depende en gran medida de la resolución con la que 
se muestrea o digitaliza, pues resoluciones bajas resultarán en mapas “pixelados”, con 
poca definición de información por unidad de superficie. No obstante, los datos raster 
son extensamente utilizados en los SIG para representar ortofotos, sobre las que 
realizar las labores de digitalización de carreteras, caminos, parcelas, etc. 
 
 
 
Figura 2.2: Modelo raster 
 
Los datos raster se almacenan en diferentes formatos como TIFF (Tagged Image File 
Format), JPEG (Joint Photographic Experts Group) o BLOB (Binary Large Objects). 
 
 
2.3.2. Datos vectoriales. El formato ESRI Shapefile (SHP) 
 
Para mantener las características geométricas de los elementos de un mapa 
digital, sus límites se definen mediante vectores. Con esto se consigue procesar 
información geográfica con una alta precisión espacial. 
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Figura 2.3: Modelo vectorial 
 
 
Los elementos geométricos vectoriales utilizados son: puntos, líneas, polígonos y 
multipolígonos. 
 
 
 Puntos 
 
Los puntos son utilizados para indicar referencias simples, como por ejemplo, 
una localización particular, un punto de interés, pozos, etc. Estos constituyen el tipo de 
elemento vectorial más simple, por lo que poseen la menor cantidad de información 
posible. 
 
 
 Líneas o polilíneas 
 
Las líneas son entidades unidimensionales que se emplean para representar 
elementos de tipo longitudinal, como ríos, carreteras, caminos, etc. También pueden 
utilizarse para aplicaciones similares a la definición de curvas de nivel, isobaras o medir 
distancias. Las polilíneas no son más que la unión de diferentes líneas simples para 
crear formas lineales más complejas. 
 
 
 Polígonos o multipolígonos 
 
Se trata de elementos bidimensionales construidos a partir de una unión 
cerrada de polilíneas, definiendo la forma geométrica de un polígono. Se utilizan para 
representar elementos en los que el área proyectada es importante, como parcelas, 
lagos, zonas protegidas, etc. Los multipolígonos son polígonos en los que se ha 
definido a su vez otro polígono dentro de ellos, consiguiendo así elementos con huecos 
vacíos por dentro. 
 
 
Con los elementos vectoriales detallados pueden crearse capas de elementos 
que representen un mismo tipo de información: elevación, temperatura media, 
carreteras nacionales… Si esto se combina con datos rasters, se obtiene una 
representación muy intuitiva y sencilla de cara al tratamiento de información por parte 
del usuario. 
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Figura 2.4: Digitalización de mapa con datos raster y vectoriales 
 
 
Esta capacidad para definir elementos espaciales referenciados es lo que otorga a los 
SIG una gran potencialidad y flexibilidad. 
 
 
El formato ESRI Shapefile (SHP): 
 
El Shapefile [20] es un formato de archivo informático de datos vectoriales de 
gran interés para este proyecto. Fue desarrollado por la compañía ESRI (Enviromental 
Systems Research Institute), creadora y comercializadora del famoso Sistema de 
Información Geográfica ArcGIS. 
 
Gracias a la extensa documentación ofrecida por ESRI y al extenso uso de su producto 
ArcView GIS, el Shapefile se ha convertido en un estándar para el intercambio de 
información geográfica para el que prácticamente todos los GIS dan soporte. 
 
Así, el Shapefile es un formato vectorial de almacenamiento digital donde se guarda la 
localización de los elementos geográficos y los atributos asociados a ellos. Se trata de 
un formato multiarchivo, por lo que queda definido a partir de varios archivos 
informáticos. Se requieren 3 ficheros como mínimo para definir un Shapefile, cuyas 
extensiones son: 
 
 .shp: Archivo que almacena las entidades geométricas de los objetos. 
 
 .shx: Archivo que almacena el índice de las entidades geométricas. 
 
 .dbf: Archivo en formato dBASE que almacena la información de los atributos 
de las entidades geométricas. 
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Para mejorar las capacidades de la base de datos, el Shapefile puede estar constituido 
por más ficheros, aunque no son imprescindibles. Sus extensiones son: 
 
 .sbn y .sbx: Almacena el índice espacial de las entidades. 
 
 .fbn y .fbx: Almacena el índice espacial de las entidades para los Shapefiles que 
son de solo lectura. 
 
 .ain y .aih: Almacena el índice de atributo de los campos activos en una tabla o 
el tema de la tabla de atributos. 
 
 .prj: Es el archivo que guarda la información referida al sistema de coordenadas. 
 
 .shp.xml: Almacena los metadatos del Shapefile. 
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3.1. INTRODUCCIÓN A LA TOMA DE DECISIÓN 
 
 Como ya se ha indicado en el capítulo 1, el Análisis de Decisión Multicriterio 
(MCDA) ofrece una inestimable ayuda al decisor en un proceso de toma de decisión y 
de esta área parten los métodos de decisión que se usarán en el SAD objeto de este 
PFC. A continuación, se expone la evolución que los MCDA han sufrido a lo largo de los 
años, así como sus conceptos más simples y estructura básica. 
 
3.1.1. Evolución histórica 
 
Las bases sobre la decisión multicriterio se asientan entre finales del siglo XIX y 
principios del XX debido a estudios de economistas que buscaban conocer el 
comportamiento de los consumidores en el mercado. Los métodos de decisión 
primitivos se formulaban de tal manera, que cuando varios agentes económicos 
tomaban distintas decisiones contrapuestas, no podían obtener su satisfacción máxima 
al mismo tiempo. Y así quedó demostrado por Pareto en 1896 con sus óptimos de 
Pareto y los primeros métodos de decisión continuaron con su evolución. 
 
A mediados del siglo XX y más concretamente en 1944, se publica ‘Theory of games 
and economic behaviour’ [7]. Sus autores son John Von Neumann, fundador del 
proyecto Manhattan y padre de la física cuántica, y Oscar Morgenstern, economista 
austriaco. Estos proponen una aproximación metodológica para plantear los 
problemas de decisión de forma racional. 
 
Por otro lado, en 1968 el matemático francés Bernad Roy crea la denominada Ciencia 
de Ayuda a la Decisión Multicriterio (Multicriteria Decision Aid, MCDA). Esta se 
desmarca de enfoques clásicos y se basa en comparar entre si las diferentes 
alternativas respecto a cada criterio para obtener la bondad de cada una de ellas en 
base al objetivo final. De estas bases beben los métodos llamados de sobreclasificación, 
como los conocidos ELECTRE y PROMETHEE. 
 
A lo largo de los años 70, se estudió sobre la posibilidad de incluir a estos métodos una 
función que tuviera en cuenta las preferencias del decisor sobre cada criterio. Esta idea 
toma los fundamentos teóricos de la Teoría de la Utilidad Multiatributo (MAUT, en 
inglés), de la que destacan los trabajos de Keeney y Raiffa [6]. 
 
Durante la década de los 80, se van proponiendo diferentes métodos. Es en 1980 
cuando Saaty propone el Método de Jerarquías Analíticas o Proceso Analítico 
Jerárquico (AHP) [11].  El AHP se diferencia del MAUT en la forma de obtener los juicios 
del decisor y en los principios básicos para establecer las preferencias de este. 
Recientemente, Saaty ha propuesto una evolución del AHP: el Proceso Analítico en Red 
(ANP) [12], que permite afrontar problemas más complejos. 
 
El método AHP ha adquirido gran importancia en los últimos años y este ha sido 
puesto en práctica en el desarrollo de este proyecto. Más adelante, se recogen los 
detalles de este método. 
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3.1.2. Conceptos básicos sobre decisión 
 
 A continuación, se describen conceptos básicos necesarios para comprender en 
su totalidad los apartados posteriores: 
 
 Decisor o unidad decisora 
 
Se trata del individuo o conjunto de individuos encargado/s de escoger de entre 
las alternativas planteadas en el problema de toma de decisión. 
 
 
 Analista 
 
Es una figura que, de forma objetiva, asesora en la medida de lo posible al 
decisor, ayudándole a plantear correctamente el problema y dándole 
recomendaciones sobre la decisión final. 
 
 
 Ambiente o contexto del problema 
 
Constituye el entorno sobre el que se plantea el problema de toma de decisión. 
 
 
 Criterios de selección 
 
Son las variables bajo las que se comparan las distintas alternativas del 
problema. Estas engloban los objetivos, atributos y metas necesarias para una toma de 
decisión correcta. Por tanto, es imprescindible una buena definición de los mismos. En 
adelante se definirán matemáticamente como: 
 
 1 2, ,..., nC C C C   donde:  1,2,...,jC j n  
 
Siendo Cj los distintos criterios de selección y n el número de criterios. 
 
 
 Pesos 
 
Los pesos son la ponderación en tanto por uno que el decisor hace sobre los 
criterios. Es decir, establecen la importancia relativa que cada criterio tiene para el 
resultado final, pues por regla general, no todos serán igual de determinantes. Se 
expresan mediante el vector: 
 
 1 2, ,..., nw w w w   donde:  1,2,...,jw j n  
 
Siendo wj los distintos pesos y n el número de criterios. 
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 Alternativas o decisiones posibles 
 
Es el conjunto de opciones finitas sobre las que el decisor puede escoger para 
resolver el problema de toma de decisión. Todas las alternativas deben ser diferentes 
entre sí, excluyentes y exhaustivas, imposibilitando que el decisor tome una solución 
intermedia entre una y otra decisión. Se definen mediante el conjunto A: 
 
 1 2, ,..., nA A A A   donde:  1,2,...,iA i m  
 
Siendo Ai las distintas alternativas y m el número de alternativas. 
 
 
 Matriz de valoración 
 
Una vez establecidos los criterios con sus pesos y las alternativas posibles, el 
decisor debe asignar un valor de juicio a cada alternativa respecto a cada criterio. Esta 
valoración (xij) puede ser numérica o lingüística. Se representa entonces la matriz de 
valoración: 
 
 
1 2 nw w w  
 
1 2 nC C C  
1
2
n
A
A
A
 
11 12 1
21 22 2
1 2
n
n
m m mn
x x x
x x x
x x x
 
 
Tabla 3.1: Matriz de valoración 
 
Donde las 2 primeras filas representan los criterios con sus pesos y la 1ª columna, las 
alternativas posibles. 
 
Con la matriz de valoración queda definido el problema de toma de decisión. 
 
 
 Solución eficiente 
 
La solución eficiente, también denominada solución Pareto, es aquella solución 
al problema que es factible y que constituye la mejor de las soluciones. No hay 
alternativa que responda mejor al conjunto de los criterios establecidos. Hay que 
destacar que esta será la solución más eficiente dentro de los parámetros definidos, y 
que una buena inicialización de la matriz de decisión es clave para asegurar que esta 
solución es realmente la más eficiente dentro del entorno del problema. 
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3.1.3. Fases del proceso de toma de decisión multicriterio 
 
Los métodos de toma de decisión multicriterio establecen un proceso 
estructurado y esquemático que buscan facilitar al decisor la definición del problema 
inicial para encontrar la posterior solución de forma coherente. Se tienen entonces las 
fases representadas en el siguiente esquema: 
 
 
 
 
Figura 3.1: Fases del proceso de decisión multicriterio 
 
 
Estos pasos se detallan a continuación: 
 
 
 
                                                                                                 CAPÍTULO 3. BASE DE MODELOS DEL SAD 
- 21 - 
 
1. Definición del problema 
 
Consiste en definir claramente el objetivo perseguido al implementar el 
método: de dónde se parte y adonde se quiere llegar. 
 
 
2. Identificación de alternativas 
 
En ella el decisor debe detectar las alternativas posibles para solucionar el 
problema que ha planteado en el paso anterior. 
 
 
3. Determinación de criterios 
 
Se trata de que el decisor establezca las características que son definibles para 
todas las alternativas identificadas pero que hacen que las opciones sean diferentes 
entre sí. Hay que tener en cuenta también que estos pueden ser cuantitativos o 
cualitativos. 
 
 
4. Evaluación de alternativas 
 
La evaluación de alternativas se realizará según el método elegido. Es 
importante utilizar un método acorde con la complejidad del problema planteado. 
 
 
5. Elección de una opción o ranking de alternativas 
 
El resultado al que se llegue al finalizar la evaluación de alternativas puede ser 
una sola solución o un conjunto de ellas. En ese caso, se obtiene un ranking o una 
clasificación de soluciones. La primera solución del ranking será la más óptima según la 
matriz de alternativas definida. Es recomendable analizar el resto de soluciones, ya 
que los métodos de decisión multicriterio son una ayuda objetiva a la elección, pero su 
solución no tiene porqué constituir una verdad absoluta. 
 
 
6. Implementación de la decisión 
 
En este paso se pondrá en práctica la decisión adoptada. 
 
7. Evaluación de resultados 
 
Se evaluarán las consecuencias como resultado de la puesta en práctica de la 
solución finalmente adoptada. En este punto se comprobará la mayor o menor 
idoneidad de la matriz de alternativas planteada y del método de decisión multicriterio 
escogido para solucionar la evaluación de las alternativas. 
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3.2. LÓGICA DIFUSA (FUZZY LOGIC) 
 
3.2.1. Fundamentos de la lógica difusa 
 
Una de las funciones del SAD desarrollado en este proyecto es el trabajar con 
métodos de decisión en lógica difusa, por lo que cabe dedicarle un apartado 
explicativo. 
 
La lógica difusa, propuesta por Zadeh en 1965 [19], es una extensión de la lógica 
booleana (todo o nada) en la que se permite manejar el concepto de verdades 
parciales o razonamiento aproximado. En ella no solo se contemplan estados como 
“verdadero” o “falso”, si no que va más allá, siendo posible situarse en estados 
intermedios. De esta manera, se pueden definir conjuntos de números que 
representen información más cercana a la realidad y a la lógica humana.  
 
Matemáticamente, se puede expresar un conjunto clásico A en el universo de discurso 
U con su función característica o de pertenencia: 
 
 
1 si 
0 si 
u A
A u
u A

 

 (3.1) 
 
Un conjunto difuso será entonces una generalización del concepto de conjunto, en el 
que la función de pertenencia puede tomar otros valores, entre 0 y 1. Esto puede 
comprenderse de forma más sencilla si se representa gráficamente: 
 
 
 
Figura 3.2: Ejemplo de función de pertenencia de un conjunto difuso 
 
En el siguiente apartado se ven algunos tipos de funciones de pertenencia a modo de 
ejemplo. 
 
 
3.2.2. Tipos de funciones de pertenencia 
 
Las gráficas de las funciones de pertenencia pueden tener diferentes formas y 
propiedades específicas, que las harán más o menos idóneas para cada tipo de 
contextualización. 
                                                                                                 CAPÍTULO 3. BASE DE MODELOS DEL SAD 
- 23 - 
 
Se suelen utilizar funciones paramétricos, siendo las siguientes las más comunes: 
 
FUNCIÓN TRIANGULAR 
 
 
 
 
0 si 
si ,
si ,
0 si 
A
u a
u a
u a b
b a
u
c u
u b c
c b
u c


 
 
 
 
 
 
 
 
 
(3.2) 
 
FUNCIÓN TRAPEZOIDAL 
 
 
 
 
 
0 si 
si ,
1 si ,
si ,
0 si 
A
u a
u a
u a b
b a
u u b d
c u
u d c
c b
u c


 
 


 
 
 

 
 
 
(3.3) 
 
FUNCIÓN GAUSSIANA 
 
 
 
   
2
donde 0
k u m
A u e
k
 


 
 
 
 
(3.4) 
 
Tabla 3.2: Funciones de pertenencia más comunes 
 
 
Se observa en todas ellas un punto o intervalo modal, en el que la función alcanza el 
máximo nivel de pertenencia (1), mientras queda definida en sus extremos por la 
pertenencia al conjunto nula (0). 
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3.2.3. Números difusos. Operaciones básicas. 
 
Un número difuso es un subconjunto difuso de la recta real   por medio de 
una función de pertenencia Af  que tiene las siguientes propiedades (a, b, c y d son 
números reales): 
 
1.  Af x  es una aplicación continua de   en el intervalo cerrado [0,1], 0 1w   
2.   0Af x  , para todo  ,x a   
3.  Af x  es estrictamente creciente en [a,b] 
4.   1Af x  , para todo  ,x b c  
5.  Af x  es estrictamente decreciente en [c,d] 
6.   0Af x  , para todo  ,x d   
 
Con ello, es posible representar un número difuso con un conjunto de valores que 
representen los puntos de la función de pertenencia. Por ejemplo, un número difuso 
triangular A  podría quedar representado: 
 
 
 
Figura 3.3: Ejemplo de un número difuso triangular 
 
Y a efectos de cálculo, el número difuso se escribiría: 
 
   , , 0.3,  0.5,  0.9A a b c   
 
Donde 0.3 y 0.9 representarían los extremos del número y 0.5 el valor central o moda. 
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Expresar los números difusos de esta manera permite realizar cálculos con operadores 
básicos. A continuación, se exponen las operaciones básicas con números difusos. 
Sean A  y B  dos números triangulares difusos parametrizados por las tripletas 
 1 1 1, ,a b c  y  2 2 2, ,a b c  respectivamente, entonces: 
 
 Suma de números difusos: 
 
 1 2 1 2 1 2, ,A B a a b b c c      (3.5) 
 
 Sustracción de números difusos: 
 
 1 2 1 2 1 2, ,A B a c b b c a      (3.6) 
 
 Multiplicación de números difusos: 
 
 1 2 1 2 1 2, ,A B a a b b c c      (3.7) 
 
 División de números difusos: 
 
     1 1 1 2 2 2 2 2 2, , 1 ,1 ,1 siendo: , , 0A B a b c c b a a b c     (3.8) 
 
 Multiplicación por un número escalar: 
 
 1 1 1, ,k A k a k b k c      (3.9) 
 
 Máximo y mínimo: 
 
       
       
1 2 1 2 1 2
1 2 1 2 1 2
, , , , , ,
, , , , , ,
Max A B Max a a Max b b Max c c
Min A B Min a a Min b b Min c c
   
   
 (3.10) 
 
 Raíz cuadrada: 
 
1 2 1 2 1 2 1 2
1 1 1 1, ,T a b c     (3.11) 
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3.3. EL PROCESO ANALÍTICO JERÁRQUICO (AHP) 
 
3.3.1. Características principales del AHP 
 
El AHP (de Analytic Hierarchy Process), propuesto por Saaty en 1980 [11], es 
una técnica de que permite la resolución de problemas de toma de decisión 
multicriterio, multientorno y multiactores.  
 
La característica principal del AHP es que el problema de decisión se modeliza 
mediante una jerarquía en la que objetivo principal del problema se sitúa en el lugar 
más alto, mientras que las alternativas se sitúan en la base. Los criterios entonces 
quedan situados en el escalón intermedio de la jerarquía. Es en el diseño de la 
jerarquía en el que se requiere todo el conocimiento y la experiencia previa del decisor. 
 
Además, el método incluye la realización de comparaciones entre pares de elementos 
del mismo nivel jerárquico en función de la importancia relativa que tiene cada uno de 
ellos respecto al elemento inmediatamente superior. Para realizar dichas 
comparaciones se utiliza una escala numérica propuesta por el propio autor del 
método. La evaluación de las comparaciones resulta en unos pesos o prioridades 
relativas de cada criterio. Estos pesos sumarán la unidad. 
 
Una de las desventajas del método AHP es que la información necesaria para su 
ejecución es generalmente redundante. Es decir, se requiere más información de la 
necesaria, lo que en la mayoría de las ocasiones produce juicios contradictorios que 
provocan inconsistencias matemáticas en el método. Esto obligará a comprobar la 
consistencia de los resultados mientras se realizan los cálculos pertinentes, y a 
desechar resultados que no satisfagan las condiciones de consistencia. 
 
Finalmente, una vez evaluado el peso con el que contribuye cada criterio en el 
problema, se calcula la contribución global de cada alternativa al objetivo principal 
mediante una agregación de tipo aditivo. 
 
 
3.3.2. Metodología del proceso analítico jerárquico 
 
El AHP propone los siguientes pasos en su formulación: 
 
1. Estructurar el problema como una jerarquía 
 
El primer paso del método AHP consiste en modelar el problema de decisión 
que se pretende resolver como una jerarquía. Como se ha indicado en la introducción 
de este apartado, esta es la característica principal del método y consiste en situar en 
el vértice superior la meta global del problema; en el nivel inmediatamente inferior, los 
criterios; y por debajo de estos últimos, las alternativas. 
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Hay que destacar en este paso, que los niveles que cuelguen del nivel superior o nivel 0, 
pueden tener a su vez varios elementos cada uno. Es decir, pueden existir criterios que 
contengan a otros criterios (subcriterios), pero estos deben ser siempre 
independientes entre sí. 
 
La jerarquía tendrá, de forma genérica, el siguiente aspecto: 
 
 
 
 
Figura 3.4: Jerarquía AHP genérica 
 
 
2. Establecimiento de las prioridades entre los criterios 
 
En este paso se busca construir un vector de pesos que establezca la 
importancia relativa que se le dará a cada criterio con respecto al objetivo principal del 
problema. 
 
En este punto se pueden utilizar 2 estrategias distintas para asignar un valor numérico 
a cada criterio: la asignación directa y la asignación indirecta. 
 
 
Asignación directa: 
 
En la asignación directa el decisor realiza la valoración de los criterios de forma 
cualitativa. Cada valoración corresponderá con un valor numérico, según la escala 
definida previamente. 
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Valoración 
cualitativa 
Valoración cuantitativa 
Escala simple Escala de Saaty 
Muy débil 1 1 
Débil 2 3 
Moderada 3 5 
Fuerte 4 7 
Muy fuerte 5 9 
 
Tabla 3.3: Ejemplo de escala para asignación directa 
 
 
Asignación indirecta: 
 
Esta técnica es más compleja que la asignación directa. Consiste en realizar 
comparaciones entre pares de criterios y se basa en los conceptos matemáticos del 
autovalor o vector propio.   
 
Si se quiere encontrar un vector de prioridades w  a partir de la comparación de 
criterio, se parte de la siguiente ecuación: 
 
1 1 1 2 1 1 1
2 1 2 2 2 2 2
1 2
n
n
n n n n n n
w w w w w w w w
w w w w w w w w
w w w w w w w w

     
     
       
     
     
     
 (3.12) 
 
Ecuación que puede escribirse también: 
 
W w w    (3.13) 
    
De donde se puede demostrar que: 
 
 wj es el peso de los criterios. 
 Los elementos de la matriz W son números positivos. 
 El rango de W es 1. Por tanto, esta matriz tiene un único autovalor distinto de 0. 
 El autovalor de W es entonces la dimensión n de la matriz y w  es el  vector 
propio asociado. 
 Si se normaliza la suma de columnas se obtiene el vector w . 
 W es consistente porque satisface la condición ik kj ijw w w   para todo i, j, k. 
 
 
Por otro lado, con la comparación entre pares se construye una matriz R, de elementos 
rij, que son valores numéricos positivos que indican la importancia entre un criterio Ci y 
otro criterio Cj respecto al elemento del nivel inmediatamente superior de la jerarquía 
del problema (en este caso, el objetivo principal). El método AHP toma pares de 
elementos del mismo nivel jerárquico y los compara entre sí de forma independiente. 
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Para ello, se utilizan escalas previamente establecidas, en la que cada valor numérico 
represente la proporción en la que uno de los elementos que se consideran en la 
comparación pareada domina al otro respecto a una propiedad o criterio que tienen 
en común. Saaty propone la escala fundamental: 
 
ESCALA FUNDAMENTAL DE COMPARACIÓN PAREADA 
Escala numérica Escala verbal Explicación 
1 
Igual importancia 
Dos actividades contribuyen por 
igual al objetivo 
3 Importancia moderada de un 
elemento sobre otro 
La experiencia y el juicio están a 
favor de un elemento sobre otro 
5 Importancia fuerte de un 
elemento sobre otro 
Un elemento es fuertemente 
favorecido 
7 Importancia muy fuerte de un 
elemento sobre otro 
Un elemento es muy dominante 
9 
Extrema importancia de un 
elemento sobre otro 
Un elemento es favorecido por 
al menos un orden de magnitud 
de diferencia 
2, 4, 6, 8 Valores intermedios entre dos 
juicios adyacentes 
Se usan como compromiso 
entre dos juicios 
Incrementos 0,1 Valores intermedios en 
incrementos 
Utilización para graduación más 
fina de juicios 
 
Tabla 3.4: Escala fundamental de comparación pareada 
 
 
Por tanto, haciendo uso de dicha escala, se obtiene una matriz R de la forma: 
 
12 1
21 2
1 2
1
1
1
n
n
n n
r r
r r
R
r r
 
 
 
 
 
 
 (3.14) 
    
Donde 
ik kj ijr r r   y 1ij ijr r  . Esta última propiedad indica que la matriz es recíproca, 
por lo que su autovalor máximo ( max ) es un número real positivo. Asociado a este 
existirá un vector propio ( Z ) de componentes positivas, que puede ser normalizado 
para que sume la unidad. 
 
El interés de Z  es que es una aproximación al vector de prioridades w , por lo que 
pueden conocerse los pesos de los criterios con solo calcular el autovector asociado al 
autovalor máximo de la matriz R. Esto puede realizarse, de forma aproximada, 
mediante la suma normalizada de las filas de la matriz R: 
 
ij
j
ij
i j
r
r


 (3.15) 
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O también mediante el cálculo de la media geométrica normalizada, que será el 
método utilizado en el caso de trabajar con números difusos: 
 
1
1
n
ij
j
n
ij
i j
r
r
 
 
 
 
 
 

 
 (3.16) 
  
 
Como ya se ha indicado, cuando el decisor realiza el proceso de comparación por pares 
pueden darse incoherencias que generen un autovalor poco representativo. Para 
detectar la inconsistencia de la matriz después de construir la matriz R, puede 
resolverse la siguiente ecuación: 
 
maxR w w    (3.17) 
 
Cuanto más próximo sea el valor de max  a la dimensión de la matriz (n), mayor será la 
consistencia de los juicios emitidos. Cuando no se tiene un valor exacto a n, puede 
medirse la consistencia mediante el índice de consistencia (IC): 
 
max
1
n
IC
n
 


 (3.18) 
 
El IC debe compararse con el índice de consistencia aleatorio (RI), que se define como 
el índice de consistencia aleatorio medio obtenido mediante la simulación de 100.000 
matrices recíprocas generadas aleatoriamente utilizando la escala de Saaty. Como 
resultado de estas simulaciones, se obtiene la siguiente tabla, que contempla los 
valores de RI en función de n (hasta dimensión n = 16): 
 
n 1 2 3 4 5 6 7 8 
RI 0 0 0.525 0.882 1.115 1.252 1.341 1.404 
n 9 10 11 12 13 14 15 16 
RI 1.452 1.484 1.513 1.535 1.555 1.570 1.583 1.595 
 
Tabla 3.5: Índice de consistencia aleatorio (RI) en función de la dimensión de la matriz (n) 
 
 
Conocidos IC e IR, se obtiene entonces el ratio de consistencia (RC): 
 
IC
RC
IR
  (3.19) 
 
Finalmente, se consideran aptos los resultados del autovector si RC no supera los 
siguientes valores umbrales: 
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Dimensión de la matriz (n) Valor umbral 
3 0.05 
4 0.08 
≥ 5 0.10 
 
Tabla 3.6: Umbrales del ratio de consistencia en función de la dimensión de la matriz (n) 
 
 
3. Establecimiento de las prioridades locales y globales entre los subcriterios 
 
Si en la jerarquía definida existen niveles intermedios entre los criterios y las 
alternativas, debe calcularse el vector de pesos global asociado a dichos subcriterios. 
Esto se realiza de la misma manera que en el paso anterior. 
 
Hay que tener en cuenta que las prioridades de los subcriterios deben ponderarse 
sobre el peso del elemento inmediatamente superior en la jerarquía. Es decir, con el 
peso del criterio del cual dependen sus subcriterios. 
 
 
4. Establecimiento de las prioridades locales entre las alternativas 
 
Habiendo calculado la ponderación de criterios y subcriterios, se procede a 
valorar las alternativas para poder calcular las prioridades locales correspondientes. El 
proceso es igual que en el paso 2, pero en este caso la matriz R de juicios es una 
comparación pareada entre alternativas, que se plantea con cada elemento del último 
nivel (criterio o subcriterio). Si el índice de consistencia es aceptable para esta matriz R 
de alternativas, se obtendrá el vector de pesos locales de estas. 
 
Con todo lo anterior se construye la matriz de valoración: 
 
 
 
1 2 j nw w w w  
 
1 2 j nC C C C  
1
2
i
m
A
A
A
A
 
11 12 1 1
21 22 2 2
1 2
1 2
j n
j n
i i ij in
m m mj mn
x x x x
x x x x
x x x x
x x x x
 
 
Tabla 3.7: Matriz de valoración 
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5. Establecimiento de las prioridades totales asociadas a cada alternativa 
 
A partir de la matriz de valoración pueden calcularse las prioridades totales 
asociadas a cada alternativa, que son la importancia relativa de las alternativas con 
respecto a la meta. Para ello, Saaty propone el método de la suma ponderada, pero 
podrían utilizarse otros, como el ELECTRE o el PROMETHEE. 
 
El método de la suma ponderada consiste en construir un vector de prioridades p  
ordenado, el cual determinará la mejor alternativa de entre las posibles, que será la 
suma ponderada mayor. Los elementos de este vector pueden obtenerse como: 
 
 
1
n
i j ij
j
p w r

       con: 1,2,...,i m  (3.20) 
 
 
6. Análisis de sensibilidad 
 
Por último, es posible realizar un análisis de sensibilidad que confirme la solidez 
de los datos. Este consiste en realizar pequeñas variaciones en el valor de un peso y 
comprobar cómo evoluciona la solución. 
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3.4. EL MÉTODO TOPSIS 
 
3.4.1. Fundamentos del método TOPSIS 
 
El método TOPSIS (del inglés, Technique for Order Preference by Similarity to 
Ideal Solution) fue desarrollado originalmente por Hwang y Yoon en 1981 [5], aunque 
ha sido mejorado con el tiempo. Este método se basa en el concepto del ideal y el anti-
ideal. 
 
Supóngase un problema de toma de decisión con 2 criterios de igual peso (C1 y C2) con 
5 alternativas (A, B, C, D y E). Se podrían obtener gráficamente las distancias al punto 
ideal (se satisface al máximo C1 y C2) y anti-ideal (no se satisface C1 y C2). 
 
 
 
Figura 3.5: Distancias al ideal y al anti-ideal 
 
 
TOPSIS permite resolver este planteamiento calculando estas distancias para cada 
alternativa (  Mp id A  para la ideal y  
m
p id A  para la anti-ideal) con las siguientes 
ecuaciones: 
 
 
1 p
M p M p
p i j j ij
j
d A w A x
 
  
 
  (3.21) 
 
 
1 p
m p m p
p i j j ij
j
d A w A x
 
  
 
  (3.22) 
 
 
Con las ecuaciones (2.10) y (2.11), se obtendrá el ratio de similaridad al ideal (  p iD  ), 
que varía desde 0 (anti-ideal) a 1 (ideal): 
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 
 
   
m
p i
p i M m
p i p i
d A
D A
D A d A


 (3.23) 
 
Finalmente,  p iD   puede utilizarse para crear un ranking de alternativas, haciendo 
una ordenación final de estas. 
 
 
3.4.2. Metodología del TOPSIS 
 
El método TOPSIS propone los siguientes pasos en su formulación, en los que 
hay que tener en cuenta las propiedades que afectan a los números difusos en el caso 
de que el método se resuelva con ellos: 
 
1. Establecimiento de la matriz de decisión 
 
En primer lugar, se debe construir la matriz de decisión: 
 
 
1 2 j nw w w w  
 
1 2 j nC C C C  
1
2
m
A
A
A
 
11 12 1 1
21 22 2 2
1 2
j n
j n
m m mj mn
x x x x
x x x x
x x x x
 
 
Tabla 3.8: Matriz de decisión 
 
Con m alternativas Ai ( 1,2,...,i m ) y n criterios Cj ( 1,2,...,j n ). Xij denota la 
valoración i-ésima alternativa en términos del j-ésimo criterio.  1 2, ,..., nW w w w  es el 
vector de pesos asociado con Cj. 
 
 
2. Normalización de la matriz de decisión 
 
La normalización consiste en convertir las dimensiones de los distintos criterios 
en valores no dimensionales. De manera que cada elemento Xij se transforma en ijn : 
 
 
2
1
ij
ij
m
ij
j
x
n
x



 
(3.24) 
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3. Construir la matriz de decisión normalizada ponderada 
 
Una vez obtenida la matriz normalizada, esta se pondera con el peso de cada 
criterio, transformando los valores ijn  en ijv : 
 
ij j ijv w n   (3.25) 
 
Donde 
jw  es el peso del j-ésimo criterio. La suma de todos los pesos de los criterios 
debe ser 1. El valor de estos puede determinarse por múltiples procedimientos, como 
por ejemplo, el método AHP expuesto en el apartado 3.3. 
 
 
4. Determinar la solución ideal positiva (PIS) y la solución ideal negativa (NIS) 
 
Se calcula el conjunto de soluciones ideal positivo ( A ) y el ideal negativo ( A ) 
con las siguientes ecuaciones: 
 
     1 ,..., max , min , 'n ij ij
ii
A v v v j J v j J       (3.26) 
 
     1 ,..., min , max , 'n ij ij
i i
A v v v j J v j J       (3.27) 
 
En ellas, J está asociado con los criterios de beneficio (o de maximización) y J’ está 
asociado con los criterios de coste (o de minimización). 
 
 
5. Cálculo de las medidas de distancia 
 
Se obtiene la separación euclidea de cada alternativa con la solución positiva 
( A ) y negativa ( A ) como: 
 
 
1
22
1
n
i ij j
j
d v v 

 
  
 
  (3.28) 
 
 
1
22
1
n
i ij j
j
d v v 

 
  
 
  (3.29) 
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6. Cálculo de la proximidad relativa a la solución ideal 
 
La proximidad relativa iR  a la solución ideal se calcula como: 
 
i
i
i i
d
R
d d

 


 (3.30) 
 
iR  será un conjunto de valores comprendidos entre 0 y 1. 
 
 
7. Ordenación de preferencias 
 
Finalmente, se ordenan de forma descendente los valores de iR . Como cada valor 
corresponde a una alternativa, queda entonces definido un ranking de estas, en el que 
los valores que tiendan a la unidad serán los más cercanos a la solución ideal (las 
alternativas más deseables), mientras que los que tiendan a 0, estarán más cercanos a 
la solución anti-ideal. Hay que tener en cuenta que para el caso en que iR  contenga 
números difusos, hay que establecer un proceso de deffuzificación, como los 
propuestos por García-Cascales y Lamata (2007) [3]. 
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4.1. FUNCIONAMIENTO DE UBICACIONES ÓPTIMAS V1.0 
 
4.1.1. Introducción a Ubicaciones Óptimas v1.0 
 
Ubicaciones Óptimas v1.0 (u Optimal Locations v1.0 en su versión en inglés) es 
un programa informático desarrollado para satisfacer el objetivo principal de este 
Proyecto Fin de Carrera. Este objetivo ya se explicó en el capítulo 1 y consiste en 
combinar Sistemas de Información geográfica (SIG) y Soft Computing (SC) en un solo 
software para resolver problemas de toma de decisión que radican en encontrar el 
emplazamiento geográfico adecuado de instalaciones de cualquier tipo. 
 
         
 
Figura 4.1: Splash de Ubicaciones Óptimas v1.0 en su versión en castellano e inglesa 
 
 
Hay que destacar, que inicialmente el proyecto se centraba en la localización óptima 
de instalaciones de energías renovables (en concreto, de parques eólicos y huertos 
solares) en la Región de Murcia, como se ha explicado en el capítulo 1, pero desde los 
primeros planteamientos se observó que era factible crear una herramienta genérica, 
que fuera capaz de resolver problemas de localización de cualquier tipo y en cualquier 
lugar. 
 
Así, se ha conseguido crear una aplicación de una gran flexibilidad y potencia, que 
puede usarse en aplicaciones tan variadas como: localización de empresas, antenas de 
telefonía móvil, centrales de generación eléctrica, servicios públicos, etc. 
 
Por otra parte, cabe señalar que se escogió el lenguaje Java para crear Ubicaciones 
Óptimas v1.0 debido a que respondía adecuadamente a las exigencias de la aplicación. 
Las principales ventajas del lenguaje Java que han resultado beneficiosas durante el 
desarrollo del programa son: 
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 Compatibilidad del lenguaje con todos los Sistemas Operativos 
 
No solo es importante para que el programa pueda funcionar en diferentes 
sistemas una vez terminado. Resulta también una ventaja para la consulta de 
información y dudas a otros desarrolladores, algo muy común en las extensas 
comunidades que pueblan Internet. El código es el mismo en la mayoría de los casos 
para un desarrollador que trabaje bajo Linux, MAC o Windows. 
 
 Kit de desarrollo (JDK) libre de licencias 
 
Esto es fundamental para un proyecto de este tipo, ya que permite un 
desarrollo sin ningún tipo de coste. 
 
 Programación orientada a objetos (POO) 
 
Son múltiples las características de la POO, pero la flexibilidad del uso de 
objetos y buenas prácticas en la programación, permite sintetizar el código al máximo. 
Además, favorece en gran medida la reescalabilidad del programa en futuras 
ampliaciones. 
 
 Facilidad de acceso a documentación de interés 
 
Resulta muy sencillo encontrar documentación Java gratuita con ejemplos 
prácticos y resolución de problemas en Internet. Esta ayuda es inestimable en el 
desarrollo de un proyecto como el que nos ocupa. 
 
 Lenguaje fuertemente tipado 
 
Aunque para ciertas aplicaciones puede ser una desventaja, es importante 
destacar que el fuerte tipado favorece en gran medida la robustez y solidez en el 
tratamiento de la información, evitando errores informáticos causantes de 
inestabilidades en el programa durante el tiempo de ejecución. 
 
 Gran cantidad de librerías gratuitas 
 
Debido a la buena aceptación del lenguaje Java, existe un gran número de 
librerías de libre distribución en Internet con las que cubrir necesidades sin tener que 
escribir códigos complejos. Si ya hay códigos escritos fácilmente accesibles, el 
desarrollador puede centrarse en tareas más importantes y específicas de su proyecto. 
 
 El lenguaje Java posee otras ventajas que no han sido necesarias explotar para 
la realización de este PFC. No obstante, tiene una serie de inconvenientes como la 
velocidad, que no es la más rápida de los lenguajes informáticos. También sería 
destacable que la curva de dificultad en el aprendizaje es bastante acusada, sobre todo 
para un desarrollador que no sea un programador, como en el caso de este proyecto. 
Sin embargo, para los requisitos de Ubicaciones Óptimas v1.0 estos inconvenientes son 
salvables, por lo que se considera que Java es adecuado para la aplicación buscada. 
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A continuación se explican las bases del funcionamiento de Ubicaciones 
Óptimas v1.0 haciendo un repaso por las funciones del programa y tratando de 
responder a las siguientes preguntas sobre el programa: Qué necesita; cómo procesa 
la información y qué resultados arroja. 
 
 
4.1.2. Entrada de datos 
 
Ubicaciones Óptimas v1.0 parte de un Shapefile (.Shp) para realizar todas sus 
funciones. Este fichero debe haber sido preparado previamente en un software SIG 
profesional, pues Ubicaciones Óptimas v1.0 no cuenta con la potencia y capacidades 
para elaborar información SIG, como crear capas nuevas, calcular distancias, áreas... 
Estas tareas deben realizarse en aplicaciones como ArcGIS, gvSIG, Grass, etc. 
 
Aunque esto pueda parecer una debilidad del programa, en realidad puede entenderse 
como una fortaleza, ya que es lo que le permite ser flexible con el tipo de problema a 
plantear. El usuario puede crear un mapa digital de cualquier zona del mundo y 
construir las capas temáticas que quiera que intervengan en su problema de toma de 
decisión. 
 
La idea de partir desde un Shapefile preparado se puede simplificar a los siguientes 
pasos: 
 
1. El usuario vectoriza la geografía de un espacio, aquella que albergue todas las 
alternativas que contemple su problema de toma de decisión de una ubicación. 
De aquí se obtendrá una capa con la representación de las ubicaciones que son 
objeto de decisión (por ejemplo, las parcelas de un municipio). 
 
2. Posteriormente, en la base de datos de la capa se deben evaluar, como mínimo, 
tantos atributos como criterios intervengan en el problema. Los atributos 
cuantificables representarán a los criterios en el problema de toma de decisión. 
Por ejemplo, pueden crearse atributos que contemplen las distancias de cada 
punto a carreteras o núcleos de población, zonas de normativa medioambiental, 
parámetros meteorológicos… En definitiva, variables que afecten al cálculo de 
la toma de decisión. 
 
3. Con ello, ya se tiene un Shapefile listo para utilizar en Ubicaciones Óptimas v1.0. 
 
 
 
Figura 4.2: Composición de un Shapefile para usar en Ubicaciones Óptimas v1.0 
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Cabe destacar la importancia de una buena configuración del Shapefile, ya que de ella 
depende totalmente el éxito de los resultados arrojados por Ubicaciones Óptimas v1.0. 
Esta tarea no es sencilla, y de hecho puede ser la parte más complicada del proceso, 
porque los atributos deben construirse a partir de capas temáticas que pueden ser de 
difícil acceso para el usuario. Además, hay que añadir el mayor de los inconvenientes a 
la hora de elaborar información SIG: los constantes cambios del mundo real, implican 
un alto coste al procurar que la información siempre esté actualizada. 
 
Por otro lado, en esta parte cabría hablar de la introducción de los datos de 
configuración al programa. Sin embargo, esto se explicará con detenimiento en el 
apartado destinado al manual de Ubicaciones Óptimas v1.0, el 4.2 de este proyecto. Sí 
que es importante resaltar que para los cálculos de optimización es necesario 
configurar la asignación de pesos de los criterios. Hay otros detalles destacables que 
son desgranados más adelante. 
 
Ubicaciones Óptimas v1.0 se basa en Sistemas de Ayuda a la Decisión para resolver 
problemas de toma de decisión, por lo que permite distintas configuración a la hora de 
asignar el peso que tendrán los diferentes criterios. Estos pueden asignarse: 
 
 Todos iguales 
 Asignando valores manualmente 
 Configurando perspectivas de expertos 
 
Las 2 primeras opciones resultan obvias. La tercera de ellas responde a la metodología 
empleada en los estudios de la Doctora Ingeniera Industrial y directora de este 
proyecto Mª Socorro García Cascales para llevar a cabo el método AHP. Se trata de 
establecer las comparaciones por pares que requiere este método realizando 
encuestas a diferentes expertos en el campo sobre el que verse el problema de toma 
de decisión. Es una técnica pseudo-Delphi, en la que diferentes miembros 
independientes entre sí y sin interactuación mutua realizan los juicios de valor para la 
comparación por pares. De esta manera se busca obtener un vector de pesos de los 
criterios según cada experto, para después obtener un único vector de importancia 
realizando una media aritmética entre todos ellos. 
 
 
 
Figura 4.3: Entrada de datos para realizar la asignación de pesos por perspectivas 
 
No en vano el cálculo de la asignación de pesos se realiza utilizando  el método AHP, 
por lo que el usuario deberá introducir al programa la configuración de la jerarquía 
AHP de su problema. Esto se explica con más detenimiento en el manual del mismo. 
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4.1.3. Algoritmos de cálculo 
 
Ubicaciones Óptimas v1.0 se basa en el cálculo del método TOPSIS para 
resolver los problemas de toma de decisión. A su vez, cuando se requiere calcular las 
importancias relativas de los pesos de los criterios se pone en práctica el método AHP. 
Además, estos cálculos pueden realizarse utilizando lógica clásica (crisp) o lógica difusa. 
Veamos cuales serían los pasos en general a seguir por el usuario para resolver su 
problema con la aplicación: 
 
 
 
Figura 4.4: Pasos generales para resolver un problema con Ubicaciones Óptimas v1.0 
 
 
Se explican a continuación los cálculos más relevantes del programa, aquellos que en 
el esquema se han resaltado con un cuadro rojo difuminado (        ). 
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 Método AHP 
 
Los fundamentos teóricos del método AHP se explican con detenimiento en el 
apartado 3.3. El programa calcula el AHP para obtener un vector de pesos de los 
criterios. El cálculo solo se requerirá cuando este vector no sea formado manualmente: 
casos en el que todos los pesos son iguales o se introduzcan por teclado uno a uno. 
 
El caso por perspectivas (o por expertos), no es más que una generalización de la 
asignación por pares del AHP, en el que se permite que esta asignación reciba juicios 
de evaluación por diferentes decisores, obteniendo de forma paralela vectores de 
pesos distintos por cada experto. Por tanto, el método AHP se ejecutará tantas veces 
como perspectivas o expertos se tengan. 
 
El programa soporta 2 formas distintas de calcular el AHP, lo que se ha llamado AHP 
completo y AHP acotado. 
 
 
 
Figura 4.5: Asignación de pesos en los métodos AHP completo y AHP acotado 
 
Anteriormente se ha indicado que la idea es seguir el camino de estudio sobre SAD 
seguida por la directora de este proyecto Dña. Mª Socorro García Cascales, en la que 
pregunta a distintos expertos, mediante encuestas, por los juicios de valor para 
resolver los problemas de toma de decisión de la forma más acertada posible. Las 
preguntas que se realizan en dichas encuestas corresponden a los juicios clásicos del 
AHP. Se trata de ejecutar el procedimiento del AHP de forma clásica (Top - Bottom). 
Esto es lo que se ha denominado método AHP completo. 
 
Por otra parte, el método AHP acotado es fruto de la propuesta del Doctor Ingeniero 
Industrial D. Juan Miguel Sánchez Lozano en su Tesis Doctoral ‘Búsqueda y evaluación 
de emplazamientos óptimos para albergar instalaciones de Energías Renovables (EERR) 
en la costa de la Región de Murcia: combinación de Sistemas de Información 
Geográfica (SIG) y Soft Computing (SC)’. Este propone establecer los juicios de valor 
siguiendo un orden Bottom – Top en la jerarquía AHP. De esta forma se obtienen 2 
ventajas: La primera es que simplifica al máximo el número de preguntas realizadas al 
decisor o en las encuestas; Y en segundo lugar y a consecuencia de la primera, se 
minimizan las inconsistencias en los cálculos debido a contradicciones en la asignación 
de los juicios, por lo que no es necesario comprobar la fiabilidad de los resultados. 
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Sea cual sea la metodología seguida, Ubicaciones Óptimas v1.0 obtendrá tantos 
vectores de pesos como perspectivas configuradas. Estos vectores se calculan de 
forma aproximada obteniendo el autovector mediante la media geométrica 
normalizada de las filas de la matriz R. Esto se explica con más detalle en el apartado 
3.3.2 de este proyecto. 
 
Se halla entonces un vector de pesos compromiso entre todos los expertos. Este no es 
más que la media aritmética de los vectores de los expertos. 
 
 
 
Figura 4.6: Cálculo del vector de pesos 
 
 
En cuanto al tipo de lógica configurada, esta afectará al resultado final del problema, 
que será más cercano a la realidad en el caso de la lógica difusa o fuzzy. El usuario del 
programa no debe de preocuparse de ello en el momento de la asignación de juicios 
de valor, pues esta se realiza mediante etiquetas lingüísticas que “camuflan” los 
valores numéricos.  
 
Hay que destacar también que Ubicaciones Óptimas v1.0 solo soporta números 
triangulares difusos cuando la opción de lógica difusa está activada. Los valores 
correspondientes a cada etiqueta se representan en la siguiente escala, que es la 
misma en todos los casos: 
 
ESCALA DE ASIGNACIÓN AHP 
Etiqueta 
lingüística 
Significado Lógica crisp 
Lógica difusa 
(triangular) 
II Igualmente importante 1 (1, 1, 1) 
II , M+I 
Entre igualmente importante y 
moderadamente más importante 
2 (1, 2, 3) 
M+I Moderadamente más importante 3 (2, 3, 4) 
M+I , +I 
Entre moderadamente más 
importante y más importante 
4 (3, 4, 5) 
+I Más importante 5 (4, 5, 6) 
+I , Mu+I 
Entre más importante y mucho más 
importante 
6 (4, 6, 7) 
Mu+I Mucho más importante 7 (6, 7, 8) 
Mu+I , Ex+I 
Entre mucho más importante y 
extremadamente más importante 
8 (7, 8, 9) 
Ex+I Extremadamente más importante 9 (8, 9, 9) 
 
Tabla 4.1: Escala de comparación pareada utilizada por Ubicaciones Óptimas v1.0 
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 Filtrado de alternativas 
 
Cabe la posibilidad de que se plantee un problema de toma de decisión en el 
que las alternativas deban de cumplir unos requisitos de aptitud. Se trata de casos en 
los que el decisor sabe de antemano qué alternativas no son aptas como solución, y 
por tanto, no deben de incluirse en los cálculos. 
 
En un problema clásico no es necesario hacer una distinción entre alternativas aptas y 
no aptas antes de aplicar un método, porque las no aptas directamente no se 
consideran a la hora de definir el problema. Ubicaciones Óptimas v1.0 toma todas las 
ubicaciones que incluye el Shapefile preparado, pero puede ser de interés que algunas 
de ellas no se consideren. Por ejemplo, si se tiene un problema de localización de una 
central de ciclo combinado, existirán ubicaciones restringidas por normativa 
medioambiental, tamaño de parcela, inclinación del terreno… 
 
 
 
 
Figura 4.7: Filtrado de alternativas 
 
 
Por tanto el filtrado de alternativas no aptas se realiza antes de aplicar los algoritmos 
del método TOPSIS para aligerar el tiempo de cálculo. Podría realizarse también 
después de aplicar este método, pero el coste de computación sería más elevado. 
 
Obviamente las condiciones de aptitud configuradas no deben de ser excesivamente 
restrictivas, pues puede darse el caso de que el problema se quede sin alternativas 
posibles. No obstante el programa tiene en cuenta estos casos y da un aviso de error 
en el momento oportuno. 
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 Método TOPSIS 
 
Una vez que el programa ya conoce los criterios de selección, las alternativas 
aptas y el vector de pesos, construye la matriz de decisión del problema y procede a 
ejecutar los pasos descritos en el apartado 3.4.2, en el que se explica la aplicación del 
método TOPSIS: 
 
 
 
Figura 4.8: Pasos para aplicar el método TOPSIS 
 
 
Tanto si la lógica de cálculo es crisp como fuzzy, el resultado final será un vector de 
valores iR , que constituye el ranking de alternativas o ubicaciones aptas de mayor a 
menor idoneidad. Siempre según la configuración del problema, que nunca hay que 
olvidar que es un proceso subjetivo. 
 
Ubicaciones Óptimas v1.0 no pone un límite al usuario en el número máximo de 
alternativas, aunque este debe de considerar que un número muy elevado de las 
mismas puede ralentizar en exceso la ejecución del programa. En situaciones muy 
extremas pueden darse errores por falta de memoria, pero con la potencia de los 
ordenadores actuales este hecho es harto improbable. 
 
Sí que existe un límite de hasta 16 elementos por matriz R, pero esto es debido a que 
las comprobaciones de inconsistencia durante la ejecución del método AHP, necesitan 
trabajar con los índices de consistencia aleatorios (RI), que son valores tabulados 
insertados en el código del programa. Como estos dependen directamente del número 
de criterios, debe existir un límite de estos. Durante el desarrollo de la aplicación se 
consideró que 16 elementos era un límite adecuado. 
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4.1.4. Salida de resultados 
 
Para mostrar los resultados de sus cálculos, Ubicaciones Óptimas v1.0 se apoya 
en 2 formas de representación distintas: mediante informes, en formato .Pdf y .Xls; y 
mediante un visor de mapas. 
 
 Informes PDF 
 
Durante el desarrollo de la aplicación se tuvo en cuenta que el usuario debía 
tener acceso a los resultados obtenidos con la implementación de los resultados 
intermedios arrojados por los métodos AHP y TOPSIS. Con esto se buscaba que el 
usuario pudiera analizar y comparar resultados intermedios o corregir inconsistencias 
en los cálculos. 
 
Se escogió la opción de presentar los resultados en PDF porque es un formato muy 
extendido, totalmente estandarizado y libre de licencias. No en vano ofrece la 
posibilidad del transporte de información en ficheros de peso contenido. 
 
La información suministrada en cada informe PDF es la siguiente: 
 
CONTENIDO DE INFORMES PDF 
Informes AHP Informes TOPSIS 
 
- Información general del proyecto 
- Resultados numéricos de pesos 
agrupados por categorías 
- Gráfico de pesos agrupados por 
categorías por experto y resultado 
final 
-  Resultados numéricos de pesos de 
los criterios por experto y 
resultado final 
- Gráfico de pesos de los criterios 
por experto y resultado final 
- Desglose de pesos por niveles de 
jerarquía AHP por experto (caso de 
AHP completo) 
- Ratios de inconsistencia (solo en el 
caso AHP completo + Lógica crisp) 
 
 
- Información general del proyecto 
- Configuración de filtro de 
alternativas 
- Configuración de idealidad de 
criterios (si son a maximizar o 
minimizar) 
- Nº de alternativas aptas y no aptas 
- Gráfico representativo del filtrado 
- Valores estadísticos 
representativos de la proximidad 
relativa (R) como: valor medio, 
desviación típica, varianza… 
- Histograma de valores de R 
 
Tabla 4.2: Información suministrada en los informes PDF 
 
 
Es destacable que la presentación de resultados es distinta según las opciones que el 
usuario haya configurado para resolver su problema. Por ejemplo, los gráficos con los 
pesos de los criterios se presentan con barras para la lógica crisp, mientras que para la 
lógica fuzzy se emplean series que dan forma a números triangulares difusos: 
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Figura 4.9: Gráficos de los informes PDF para el caso de lógica crisp (izq.) y difusa (der.) 
 
 
 Informes XLS 
 
Además de los resultados de pesos, gráficos más representativos, proximidad 
relativa… puede darse el caso de que el usuario necesite acceder y exportar los 
cálculos intermedios que se realizan en cada paso de los métodos implementados. 
Esto puede ser interesante para comprobar la veracidad de los resultados, realizar 
análisis mucho más exhaustivos u obtener índices y gráficos que Ubicaciones Óptimas 
v1.0 no realice a priori. 
 
Para ello la aplicación ofrece la posibilidad de generar ficheros en formatos de hoja de 
cálculo, en concreto con la extensión .Xls, utilizada de forma nativa por Microsoft Excel 
hasta su versión 2003. Es el formato más extendido para hoja de cálculo y actualmente 
casi todos los programas destinados a trabajar con este tipo de información permiten 
leer esta extensión. Existe software de distribución gratuita capaz de leer y editar estos 
ficheros, como Apache OpenOffice, por lo que este formato cumple con la idea inicial 
de este proyecto de desarrollar un software libre de costes. 
 
Se permite exportar ficheros .Xls con los cálculos intermedios fruto de la aplicación de 
los métodos AHP y TOPSIS. 
 
 
 Visor de mapas 
 
El visor de mapas se utiliza para mostrar al usuario de forma gráfica los 
resultados del ranking de alternativas, después de haber sido obtenido por el método 
TOPSIS. Esta es posiblemente la funcionalidad más importante de Ubicaciones Óptimas 
v1.0, ya que concluye la resolución del problema de toma de decisión aprovechando la 
potente herramienta de representación de mapas que tienen todos los Sistemas de 
Información Geográfica. Se trata por tanto de la culminación de la combinación de 
Sistemas de Ayuda a la Decisión (SAD) + Sistemas de Información Geográfica (SIG). 
 
Para representar los resultados como un SIG, el programa crea por defecto 5 capas 
temáticas: 
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- Capa de ubicaciones (alternativas): Es la representación del mapa vectorizado 
que se incluyó en el Shapefile, dato del problema. Corresponde a las 
alternativas, que son ubicaciones geográficas, del problema de toma de 
decisión. 
 
- 4 capas que clasifican las ubicaciones según su capacidad de acogida: En 
función de los resultados del TOPSIS, se establecerán 4 grupos de capas que se 
clasifican por intervalos de proximidad relativa, según el ranking de alternativas 
obtenido. Los límites de los intervalos se pueden configurar manualmente, 
tanto en valores numéricos como en colores. 
 
Las capas clasificadas por intervalos constituirán la solución del problema. Estas se 
mostrarán con colores y superpuestas al mapa de alternativas. Las ubicaciones sin 
color (cuando todas las capas están visibles) corresponden a ubicaciones no aptas, que 
han sido filtradas antes de realizar todos los cálculos. 
 
Finalmente, se tendrá una representación similar a esta: 
 
 
 
Figura 4.10: Ejemplo de visor de resultados TOPSIS 
 
 
Igualmente, resulta útil que el usuario pueda conocer toda la información referente a 
una ubicación del mapa. Para ello el visor dispone del botón info, con el que se habilita 
un puntero de selección que mostrará todos los datos de una ubicación referentes a 
los atributos del Shapefile dato y a los resultados relacionados con el TOPSIS. 
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4.1.5. API empleada 
 
El API (del inglés, Application Programming Interface) conforma todas las 
librerías que, en el caso de lenguaje Java (que es POO), contienen el código de clases y 
objetos ya programados. Estos a su vez contienen métodos que permiten extenderse o 
combinarse para implementar funcionalidades más o menos complejas. 
 
En este proyecto se ha optado por elegir API libre de licencias para evitar costes 
económicos innecesarios. A continuación, se exponen las librerías de terceros 
utilizadas para desarrollar Ubicaciones Óptimas v1.0: 
 
 Java Development Kit 1.6 (SE) 32 bits 
 
Es el software base que Oracle Corporation provee como herramienta de 
desarrollo para la creación de programas en Java. Contiene una colección de objetos 
primarios e indispensables, como compilación, entrada y salida de datos, etc. 
 
Disponible en: http://www.oracle.com/technetwork/java/javase/overview/index.html 
 
 JFreeChart 1.0.6 
 
Estas librerías resultan indispensables para representar gráficos si se quiere una 
estética más o menos cuidada. Permite una gran flexibilidad configurando las gráficas. 
 
Disponible en: http://www.jfree.org/jfreechart/ 
 
 iText 5.3.4 
 
Ubicaciones Óptimas v1.0 utiliza esta API, junto con JFreeChart 1.0.6, para 
generar los informes PDF. 
 
Disponible en: http://www.itextpdf.com/ 
 
 Apache POI 3.9 
 
Se han utilizado para generar los informes en .Xls. Son algo más toscas y básicas 
que las anteriores, pero cumplen con su función en este proyecto. 
 
Disponible en: http://www.poi.apache.org/ 
 
 GeoTools 8.4 
 
Son las librerías más complejas que utiliza Ubicaciones Óptimas v1.0. Se han 
empleado para programar todo lo referente a la temática SIG que maneja el programa, 
como la lectura del Shapefile o la construcción del visor de mapas. 
 
Disponible en: http://www.geotools.org/ 
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4.2. MANUAL DE USUARIO DE UBICACIONES ÓPTIMAS V1.0 
 
4.2.1. Funcionalidades del programa 
 
La función principal de Ubicaciones Óptimas v1.0 es la de resolver problemas 
de ubicación óptima. Para ello combina las siguientes características: 
 
- Programa disponible en 2 idiomas: castellano e inglés. 
- Introducción de datos del problema en formato Shapefile. 
- Implementación del método AHP resuelto de forma clásica o acotada. 
- Implementación del método TOPSIS. 
- Implementación de funciones SIG. 
- 3 opciones distintas para asignar el peso de los criterios del problema: todos los 
pesos iguales, asignados manualmente uno a uno o estimación por expertos. 
- 2 tipos de lógica: clásica o difusa (solo para números difusos triangulares). 
- Posibilidad de exportar todos los cálculos en formato Excel. 
- Generación de informes de resultados en formato PDF. 
- Posibilidad de filtrar las alternativas del problema. 
- Construcción de ranking de soluciones por optimalidad. 
- Uso de visor de mapas para la representación de resultados finales. 
Personalización de la representación. 
- Posibilidad de consultar información SIG desde el visor de mapas. 
 
 
4.2.2. Requisitos de instalación y ejecución del programa 
 
Los requisitos mínimos de instalación se corresponden con los necesarios para 
ejecutar Java Runtime Environment 6 32 bits, embebido en Ubicaciones Óptimas v1.0: 
 
- Sistemas Operativos Compatibles: Microsoft Windows XP, Windows Server 
2008, Windows Vista, Windows 7 y Windows 8. 
- Memoria RAM: 128mb (64mb en Windows XP). 
 
No se asegura el correcto funcionamiento de la aplicación para otras configuraciones. 
 
Para la instalación del programa solo es necesario copiar toda la carpeta que se 
suministra en el CD de este proyecto al disco duro. La ejecución del programa se 
consigue haciendo doble-click sobre el fichero: Ubicaciones_Optimas_v1.0.exe. 
 
 
 
Figura 4.11: Instalación de Ubicaciones Óptimas v1.0 
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Figura 4.12: Contenido de la carpeta del programa y fichero de ejecución 
 
 
4.2.3. Empezando con Ubicaciones Óptimas v1.0 
 
Ubicaciones Óptimas v1.0 plantea cada problema como un proyecto de toma 
de decisión de ubicación óptima al que se le asocia un Shapefile. El programa permite 
crear nuevos proyectos o cargar los que hayan sido creados y guardados en el disco 
duro con anterioridad. 
 
El programa se inicia con una ventana en la que pregunta al usuario si desea crear un 
nuevo proyecto o cargar uno existente.  
 
 
 
 
Figura 4.13: Ventana de inicio de Ubicaciones Óptimas v1.0 
 
 
*.1 
*.2 
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Nuevo proyecto 
 
Clickando en el botón ‘NUEVO PROYECTO’ (*.1) se presenta una nueva ventana, 
en la que se piden los datos básicos del proyecto: 
 
 Nombre del proyecto: Es el nombre que tomará el proyecto. 
 
 Capa (.shp): El usuario debe indicar la ruta en el disco del fichero *.shp, que es 
el archivo del Shapefile que almacena la vectorización del mapa de ubicaciones. 
Puede ayudarse del botón anexo al campo de texto ‘Buscar…’ (*.3) para 
localizar el fichero por el disco. 
 
 Tabla de atributos (.dbf): Debe indicarse igualmente la ruta en el disco del 
fichero *.dbf. Este es el archivo que contiene la base de datos con los atributos 
del Shapefile o mapa digital. Puede ayudarse del botón anexo al campo de 
texto ‘Buscar…’ (*.4) para localizar el fichero por el disco. 
 
 
 
Figura 4.14: Ventana de nuevo proyecto de Ubicaciones Óptimas v1.0 
 
 
Los ficheros con extensión .shp y .dbf deben pertenecer al mismo Shapefile, por lo que 
tendrán el mismo nombre. 
 
El botón ‘Volver al inicio’ (*.5) devuelve al usuario a la ventana de inicio, mientras que 
el botón ‘Salir’ (*.7) cierra totalmente el programa. Para continuar, debe hacerse click 
en ‘Guardar y continuar…’ (*.6), donde se le pedirá al usuario que especifique una ruta 
para almacenar el proyecto.  
 
*.4 
*.7 *.6 
*.5 
*.3 
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El proyecto se almacena en la ruta especificada creando 2 archivos inseparables con el 
siguiente formato: 
 
- “nombre del proyecto”.jaj 
- \“nombre del proyecto” configuración\ 
 
 
 
Figura 4.15: Almacenamiento de los proyectos ‘Eólica’ y ‘Fotovoltaica’ creados por el programa 
 
 
Se presentará entonces la ventana Espacio de Proyecto. 
 
 
Cargar proyecto ya existente… 
 
Clickando en el botón ‘CARGAR PROYECTO YA EXISTENTE…’ (*.2) aparecerá el 
diálogo de apertura de ficheros. El usuario debe indicar qué proyecto desea cargar 
indicando su fichero “nombre del proyecto”.jaj. 
 
 
 
Figura 4.16: Diálogo de carga de proyecto existente 
 
 
Se presentará entonces la ventana Espacio de Proyecto. 
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4.2.4. El Espacio de Proyecto 
 
 La ventana Espacio de Proyecto es el escritorio de trabajo desde el que se 
manejan todas las funciones de Ubicaciones Óptimas v1.0. El aspecto general cuando 
se inicia un nuevo proyecto, es el siguiente: 
 
 
 
Figura 4.17: Espacio de Proyecto de Ubicaciones Óptimas v1.0 
 
 
El funcionamiento de esta ventana está ideado para que el usuario vaya 
desbloqueando las zonas de inserción y configuración de datos, de manera que el 
problema se vaya definiendo de forma guiada. No obstante, una vez desbloqueadas 
todas las zonas, estas seguirán siendo accesibles y modificables en cualquier momento. 
 
 
Zona de atributos de la capa (*.8) 
 
El primer paso para definir el problema de toma de decisión es de filtrar 
manualmente aquellos atributos que hayan sido configurados en el Shapefile (proceso 
realizado en un software SIG, antes de ser cargado en Ubicaciones Óptimas v1.0). 
 
Se listan todos los atributos encontrados en la base de datos del mapa. El usuario 
deberá seleccionar los atributos que no sean un criterio de selección en su problema y 
utilizar el botón ‘Eliminar’ (*.11) para hacerlos desaparecer de la lista. 
*.10 
*.9 *.8 
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Figura 4.18: Selección de criterios del problema 
 
 
El botón ‘Renovar lista’ (*.12) carga de nuevo todos los atributos de la carga, 
perdiéndose todos los cambios realizados con anterioridad. 
 
Hay que tener en cuenta que los criterios deben referirse a valores numéricos de la 
base de datos del Shapefile. Por ejemplo, atributos como nombres o textos 
descriptivos no podrán ser procesados por el programa. 
 
La lista de criterios debe validarse pulsando el botón ‘Validar criterios’ (*.13), que 
desbloqueará el siguiente paso. 
 
 
Zona de jerarquía AHP (*.9) 
 
El siguiente paso es definir la jerarquía del método AHP.  Esta debe definirse 
siguiendo la siguiente estructura: 
 
 
 
 
Figura 4.19: Jerarquía AHP admitida por Ubicaciones Óptimas v1.0 
 
 
 
*.13 
*.12 
*.11 
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Hay que destacar que el programa cuenta con las siguientes restricciones en este parte: 
 
- Debe haber al menos 2 categorías en el árbol. 
- El límite máximo de categorías es de 16. 
- No pueden quedar categorías vacías de criterios. 
- Debe haber al menos un criterio por categoría. 
- El número máximo de criterios por categoría es de 16. 
- Todos los criterios del problema deben quedar asignados a una categoría 
 
El programa trata la jerarquía como un árbol desplegable de directorios, en el que las 
categorías agrupan a los criterios que posean una temática en común. 
 
 
 
Figura 4.20: Controles para construir la jerarquía AHP 
 
Para agregar categorías, el usuario debe escribir el nombre de las mismas en el campo 
de texto habilitado para ello. Pulsando en ‘Agregar’ (*.14) se añade la categoría a la 
lista de la jerarquía AHP. 
 
En el combo box situado en la parte central de la imagen se listan los criterios válidos. 
Se trata de una lista desplegable en el que el usuario puede seleccionar el criterio 
deseado. Seleccionando una de las categorías previamente insertadas en el árbol y 
pulsando en el botón ‘Agregar criterio’ (*.15), se asignará el criterio que esté 
seleccionado en ese momento a dicha categoría. Los criterios asignados al árbol van 
eliminándose de la lista, de manera que esta quedará vacía cuando todos ellos hayan 
sido asignados a una categoría. 
 
El botón ‘Eliminar’ (*.16) permite la eliminación de criterios y categorías del árbol AHP. 
Cuando un criterio es eliminado, este vuelve a aparecer en el combo box de criterios. 
 
‘Reiniciar árbol’ (*.17) elimina todos los elementos (categorías y criterios) del árbol 
AHP, perdiéndose todos los cambios realizados con anterioridad. 
 
La jerarquía AHP quedará validada pulsando el botón ‘Validar jerarquía’ (*.18), que 
desbloqueará el siguiente paso. 
*.18 *.17 
*.16 
*.15 
*.14 
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Zona de evaluación del peso de los criterios (*.10) 
 
 Esta es la última zona activable durante la definición del problema. Lo primero 
que el usuario debe configurar es la modalidad de asignación de pesos: 
 
 Utilizar el mismo peso para todos los criterios: Todos los criterios tienen el 
mismo peso. El valor del peso se calcula como el 100%/Nº criterios. 
 Introducir los pesos manualmente: Al seleccionar esta opción, el botón 
‘Introducir pesos’ (*.19) se habilita para que el usuario introduzca los pesos de 
los criterios por teclado uno a uno. 
 Utilizar diferentes perspectivas de expertos para calcular los pesos: Se trata 
de la modalidad en la que el usuario utiliza a diferentes expertos para obtener 
una solución compromiso en el peso de los criterios. Los datos se introducen 
pulsando el botón ‘Configurar perspectivas’ (*.20). 
 
 
 
Figura 4.21: Zona de evaluación del peso de los criterios 
 
 
En el siguiente apartado (4.2.6) se explica con detalle cómo configurar y calcular los 
pesos. 
 
 
Por otro lado, se tienen una serie de botones en la parte inferior: 
 
 
 
Figura 4.22: Botones inferiores del Espacio de Proyecto 
 
 Botón ‘Calcular pesos’ (*.22): Este botón se activa cuando el usuario utiliza la 
modalidad de utilizar perspectivas de expertos y ha configurado dichas 
perspectivas. Al pulsarlo se ejecutan las líneas de código que efectúan el cálculo 
y guardado de los pesos de los criterios. En las otras modalidades queda 
inhabilitado, pues no es necesario que Ubicaciones Óptimas v1.0 ejecute 
ningún algoritmo de cálculo para obtener los pesos. 
 
*.21 
*.20 
*.19 
*.22 *.24 *.23 
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 Botón ‘Informe de cálculos’ (*.23): Activable solo en la modalidad de utilizar 
perspectivas de expertos y después de que los pesos hayan sido calculados.  
Exporta un fichero Excel con todos los cálculos realizados en el directorio que 
indique el usuario. 
 Botón ‘Informe de pesos’ (*.24): Este botón quedará activo cuando el 
programa conozca los pesos de los criterios, sea cual sea la modalidad de 
asignación. Genera un informe en formato PDF con toda la información que sea 
de interés sobre la asignación de pesos. 
 
 
Finalmente, cuando se tienen todos los pesos asignados bien sea todos iguales, 
manualmente o calculados por perspectivas, se habilita el botón ‘OBTENER ÓPTIMO’ 
(*.21). Al pulsarlo se abrirá una nueva ventana de configuración para calcular la 
solución del problema. La función de esta ventana se detalla con detenimiento en el 
apartado 4.2.7. 
 
 
 
Figura 4.23: Botón ‘OBTENER ÓPTIMO’ 
 
 
4.2.5. Menú de barras principal 
 
La ventana Espacio de Proyecto dispone de un menú de barras desde el que se 
puede acceder a distintas funcionalidades del programa clasificadas por categorías: 
 
Menú Archivo 
 
 
 
Figura 4.24: Menú Archivo desplegado 
 
 
El menú Archivo cuenta con las siguientes funciones: 
 
 Guardar proyecto: Guarda los cambios realizados en el fichero de proyecto. 
Ubicaciones Óptimas v1.0 suele realizar esta tarea de forma automática 
durante la configuración del problema. 
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 Guardar proyecto como…: Abre un diálogo de guardado de fichero que le 
permite al usuario almacenar el proyecto en la ruta y con el nombre que desee. 
El fichero de proyecto original no es eliminado, por lo que es útil para realizar 
copias del proyecto en otras ubicaciones del disco. 
 Cerrar proyecto: Guarda todos los cambios, cierra el proyecto actual y devuelve 
al usuario a la ventana de inicio. 
 Salir: Guarda todos los cambios y cierra la aplicación por completo. 
 
 
Menú Configuración 
 
 El menú Configuración solo cuenta con un elemento en su lista: Opciones. Este 
ítem abre la ventana de opciones del programa, en la que se pueden configurar 
algunas preferencias por parte del usuario. 
 
 
 
Figura 4.25: Menú Configuración desplegado 
 
La ventana de opciones dispone de 2 pestañas: General y AHP. 
 
La pestaña General (*.25) muestra información sobre el nombre del proyecto y la ruta 
donde se encuentran el fichero del mapa vectorizado (.shp) y su base de datos 
asociada (.dbf). Los 2 ficheros son parte del Shapefile dato del problema. El usuario 
puede cambiar el nombre del proyecto tecleando el nuevo nombre en el campo de 
texto habilitado para tal efecto. 
 
 
 
Figura 4.26: Pestaña General de la ventana de opciones 
*.25 
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Por otra parte, la pestaña AHP (*.26) permite establecer las opciones del método AHP: 
aplicar el método AHP de forma acotada o completa (método clásico); y elegir si el tipo 
de lógica a utilizar en los cálculos es crisp (clásica) o difusa (números difusos 
triangulares). 
 
 
 
Figura 4.27: Pestaña AHP de la ventana de opciones 
 
 
Por último, el botón ‘Aplicar y cerrar’ (*.27) guardará las opciones configuradas y 
cerrará la ventana de opciones, mientras que el botón ‘Cancelar’ (*.28) la cierra sin 
guardar los cambios efectuados. 
 
 
Menú Ayuda 
 
El menú Ayuda supone un apoyo para que el usuario consiga hacerse con el 
programa de forma rápida y efectiva. Alberga 2 elementos en su lista: Ayuda del 
programa y Acerca de… 
 
 
 
Figura 4.28: Menú Ayuda desplegado 
 
 
 Ayuda del programa: Abre una ayuda HTML con documentación útil para el 
uso del programa. Contiene principalmente este manual de usuario. 
*.28 *.27 
*.26 
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 Acerca de…: Muestra un diálogo en el que se indica de forma muy básica qué 
es Ubicaciones Óptimas v1.0. También se muestra información de contacto con 
el autor del programa. 
 
 
 
Figura 4.29: Ventana Acerca de… de Ubicaciones Óptimas v1.0 
 
 
4.2.6. Cálculo del peso de los criterios 
 
Ubicaciones Óptimas v1.0 permite asignar los pesos en 3 modalidades distintas, 
aunque en realidad se puede distinguir una cuarta si se tiene en cuenta que el método 
AHP puede resolverse de forma acotada o completa: 
 
 
 
Figura 4.30: Modalidades para asignar los pesos de los criterios 
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Utilizar el mismo peso para todos los criterios 
 
 Esta asignación es la más sencilla. El peso se distribuye de forma equitativa 
entre todos los criterios solo con pulsar dicha opción en la zona de asignación de pesos 
del Espacio de Proyecto. 
 
Al lado de la opción aparecerá el valor tomado por cada criterio, resultado de dividir el 
100% entre el número de criterios. 
 
 
 
Figura 4.31: Opción para que todos los criterios tengan el mismo peso 
 
 
Introducir los pesos manualmente 
 
 
 
Figura 4.32: Opción para introducir los pesos uno a uno manualmente 
 
 Una vez marcada esta opción, debe pulsarse al botón ‘Introducir pesos’ para 
abrir la ventana que permite asignar los pesos uno a uno: 
 
 
 
Figura 4.33: Ventana para la introducción de pesos manualmente 
*.33 *.32 
*.31 
*.30 
*.29 
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El funcionamiento de esta ventana es sencillo. Se listan los criterios y el peso actual 
asignado (*.29), que por defecto será el mismo para todos. Estos pueden modificarse 
pinchando en el valor que se desea cambiar y establezca el valor por teclado (en %) o 
pinchando en las flechas de recorrido de valores que aparecerán junto al valor. En la 
parte inferior de la lista (*.30) se indica la suma total de los pesos asignados en cada 
momento. 
 
A la derecha de la ventana se representa una barra que se llena con el valor de la suma 
de los pesos (*.31). Si este es inferior al 100%, el programa indica al usuario que debe 
aumentar el valor de los pesos, mientras que si es superior al 100%, se indica que se 
reduzcan los valores. Se trata de una ayuda visual para que el usuario pueda ajustar los 
pesos al 100% de forma cómoda. 
 
Finalmente, el botón ‘Aplicar y cerrar’ (*.32) guardará los pesos configurados y cerrará 
la ventana. Hay que destacar que el programa solo permite guardar los pesos si estos 
suman el 100%. El botón ‘Cancelar’ (*.33) cierra la ventana sin guardar los cambios 
efectuados. 
 
 
Utilizar diferentes perspectivas de expertos para calcular los pesos 
 
Esta modalidad requiere realizar 2 pasos: primero configurar las perspectivas 
de los expertos y después ejecutar el cálculo de los pesos. 
 
 
 
Figura 4.34: Opción para el cálculo de pesos de los criterios por perspectivas 
 
Para configurar las perspectivas debe pincharse en el botón ‘Configurar perspectivas’ 
después de haber marcado la opción de esta modalidad. Se abre entonces la siguiente 
ventana: 
 
 
 
Figura 4.35: Ventana de configuración de perspectivas 
*.38 
*.37 
*.36 *.35 
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Esta ventana presenta las opciones configuradas (*.35) y una lista en el centro con las 
perspectivas introducidas (*.36). En la Figura 4.35 está vacía porque no hay ninguna 
perspectiva configurada por el momento. 
 
Para introducir una perspectiva, hay que introducir el nombre de la misma en el 
espacio en blanco habilitado para ello y pulsar el botón ‘Agregar’ (*.34). Aparecerá una 
ventana destinada a configurar la asignación por pares de la perspectiva o experto, ya 
que en realidad se está inicializando el método AHP. 
 
Al agregar un nuevo experto o perspectiva pueden aparecer 2 interfaces distintas, 
según si la modalidad configurada en la ventana de opciones del programa haya sido 
AHP acotado o completo. 
 
 
 
Figura 4.36: Ventana de configuración de perspectiva para AHP acotado 
 
*.44 *.43 
*.42 
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En el caso del AHP acotado se presenta una ventana en la que deben configurarse 2 
pasos: 
 
- 1º Paso: Se realiza en la lista vertical de la ventana (*.39). Se debe indicar el 
orden de mayor a menor importancia que, según el experto, tendrán los 
criterios. Para ordenar los criterios se utilizan los 2 botones flecha anexos a la 
lista (*.40), que permiten subir o bajar la posición de los criterios a lo largo de 
la lista. La lista se valida pulsando en el botón ‘Aplicar orden’ (*.41). 
 
 
 
Figura 4.37: Controles para establecer el orden de importancia de los criterios 
 
 
- 2º Paso: Se realiza en la lista horizontal inferior de la ventana (*.42). Se trata de 
establecer la comparación por pares indicando, de izquierda a derecha, cuánto 
de importante es el primer criterio de la lista de importancia (el colocado como 
más importante) con respecto al resto de criterios. Para evitar inconsistencias, 
es lógico que el primer criterio vaya siendo más importante con respecto al 
resto a medida que el usuario se desplaza horizontalmente hacia la derecha. 
 
 
 
Figura 4.38: Controles para indicar la importancia del criterio más importante respecto al resto 
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Una vez establecida la configuración deseada, el botón ‘Aplicar y cerrar’ (*.43) 
guardará los cambios y cerrará la ventana. El botón ‘Cancelar’ (*.44) cierra la ventana 
sin guardar los cambios efectuados. 
 
 
Por otra parte, si el programa está configurado como AHP completo, la interfaz que se 
muestra al introducir una nueva perspectiva es la siguiente: 
 
 
 
Figura 4.39: Ventana de configuración de perspectiva para AHP completo 
 
En este caso hay que configurar el AHP del experto de la forma clásica, comparando 
por pares entre elementos que pertenezcan a un mismo nivel de la jerarquía AHP. Así, 
el botón ‘Entre categorías’ (*.45) permite hacer estos juicios de valor para el nivel de 
las categorías que previamente haya definido el usuario, mientras que el botón ‘Entre 
criterios de la categoría’ (*.46) tiene la misma función entre los criterios de la 
categoría seleccionada en la lista de la izquierda. Ya sean categorías o criterios, la 
mecánica de configuración es la misma. 
 
Para cada nivel de la jerarquía se presenta la matriz de juicios (*.47), la cual debe 
completar el usuario pinchando en los espacios en blanco e indicando la importancia 
relativa entre elementos mediante un intuitivo deslizador (*.48), colocado en la parte 
inferior de la ventana. Solo es necesario rellenar la mitad de la matriz, pues el 
programa aprovecha la característica de reciprocidad de las matrices. 
 
Esta forma de resolución del método AHP (completa o clásica) es más tediosa para el 
usuario y presentará más problemas de inconsistencia. 
 
 
*.46 
*.45 
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Figura 4.40: Controles para realizar la comparación entre categorías (AHP completo) 
 
 
Cabe destacar que tanto para el método AHP acotado como el completo, la 
comparación entre elementos se hace mediante una escala lingüística que es siempre 
la misma: 
 
ESCALA DE ASIGNACIÓN AHP 
Etiqueta 
lingüística 
Significado Lógica crisp 
Lógica difusa 
(triangular) 
II Igualmente importante 1 (1, 1, 1) 
II , M+I 
Entre igualmente importante y 
moderadamente más importante 
2 (1, 2, 3) 
M+I Moderadamente más importante 3 (2, 3, 4) 
M+I , +I 
Entre moderadamente más 
importante y más importante 
4 (3, 4, 5) 
+I Más importante 5 (4, 5, 6) 
+I , Mu+I 
Entre más importante y mucho más 
importante 
6 (4, 6, 7) 
Mu+I Mucho más importante 7 (6, 7, 8) 
Mu+I , Ex+I 
Entre mucho más importante y 
extremadamente más importante 
8 (7, 8, 9) 
Ex+I Extremadamente más importante 9 (8, 9, 9) 
 
Tabla 4.3: Escala de comparación pareada utilizada por Ubicaciones Óptimas v1.0 
*.48 
*.47 
                                                                                               CAPÍTULO 4. UBICACIONES ÓPTIMAS V1.0 
- 69 - 
 
Por último, una vez configurados las distintas perspectivas (no existe un límite de 
perspectivas), estas pueden ser editadas o eliminadas seleccionándolas en la ventana 
de configuración de perspectivas y pulsando los botones ‘Editar’ (*.37) o ‘Eliminar’ 
(*.38), respectivamente.  
 
 
 
Figura 4.41: Perspectivas configuradas 
 
 
4.2.7. Cálculo de la ubicación óptima 
 
Cuando Ubicaciones Óptimas v1.0 conozca los pesos de los criterios (sea cual 
sea el método empleado), habilitará el botón ‘OBTENER ÓPTIMO’ (*.21) del Espacio de 
Proyecto. Al pulsarlo se hace visible la siguiente ventana: 
 
 
 
Figura 4.42: Ventana para calcular la ubicación óptima 
 
En esta ventana se representa una tabla central que contiene la configuración 
necesaria para aplicar el método TOPSIS y el filtro de alternativas aptas. 
*.49 *.50 *.51 
*.54 
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Clasificación de criterios de coste y beneficio 
 
Para una correcta optimización, el usuario debe especificar qué criterios son de 
coste y de beneficio (*.49). Es decir, cuáles de ellos deben ser a minimizar y cuáles a 
maximizar. Por ejemplo, en un problema de instalación de una central de generación 
eléctrica, interesa que la distancia a los consumidores sea la menor posible, por lo que 
este criterio sería a minimizar. 
 
 
 
Figura 4.43: Clasificación de criterios de coste y beneficio 
 
 
Filtro de aptitud 
 
El filtro de aptitud (*.50) permite hacer un filtrado de las alternativas que no 
sean aptas para el problema planteado, siempre según criterios. Por defecto, para 
todos los criterios el filtro es “TODO APTO”. Es decir, que todos los valores para todos 
los criterios son válidos, por lo que el filtro estaría inactivo. El usuario puede cambiar la 
condición de aptitud de cada criterio y establecer un valor límite a partir del cual se 
aplique el filtro. No hay restricción en el número de criterios al que aplicar el filtro. Por 
ejemplo, puede tenerse un problema en el que interese que solo se consideren las 
parcelas que tengan un área mayor o igual a 10.000 m2 y una pendiente menor del 4%: 
 
 
 
Figura 4.44: Ejemplo de aplicación del filtro de alternativas 
 
 
La aplicación soporta hasta 15 opciones de filtrado, detalladas en la siguiente tabla: 
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OPCIONES DE FILTRADO DE ALTERNATIVAS SOPORTADAS 
Etiqueta de aptitud Significado Valores aptos 
TODO APTO 
(Opción por defecto) Todos los 
valores del criterio son aptos. No 
elimina alternativas del problema.   
APTO SI CRITERIO > 
Las alternativas solo son aptas si el 
criterio tiene un valor mayor que el 
indicado (a). 
 
APTO SI CRITERIO < 
Las alternativas solo son aptas si el 
criterio tiene un valor menor que el 
indicado (a). 
 
APTO SI CRITERIO == 
Las alternativas solo son aptas si el 
criterio tiene un valor igual al 
indicado (a).  
APTO SI CRITERIO != 
Las alternativas solo son aptas si el 
criterio tiene un valor distinto al 
indicado (a). 
 
APTO SI CRITERIO >= 
Las alternativas solo son aptas si el 
criterio tiene un valor mayor o igual 
que el indicado (a). 
 
APTO SI CRITERIO <= 
Las alternativas solo son aptas si el 
criterio tiene un valor menor o igual 
que el indicado (a). 
 
APTO SI CRITERIO (;) 
Las alternativas solo son aptas si el 
criterio tiene un valor entre a y b. 
Ambos valores excluidos.  
APTO SI CRITERIO [;] 
Las alternativas solo son aptas si el 
criterio tiene un valor entre a y b. 
Ambos valores incluidos.  
APTO SI CRITERIO );( 
Las alternativas solo son aptas si el 
criterio tiene un valor menor que a o 
mayor que b. 
 
APTO SI CRITERIO ];[ 
Las alternativas solo son aptas si el 
criterio tiene un valor menor o igual 
que a o mayor o igual que b. 
 
APTO SI CRITERIO [;) 
Las alternativas solo son aptas si el 
criterio tiene un valor entre a y b. a 
incluido y b excluido.  
APTO SI CRITERIO (;] 
Las alternativas solo son aptas si el 
criterio tiene un valor entre a y b. a 
excluido y b incluido.  
APTO SI CRITERIO ];( 
Las alternativas solo son aptas si el 
criterio tiene un valor menor o igual 
que a o mayor que b. 
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APTO SI CRITERIO );[ 
Las alternativas solo son aptas si el 
criterio tiene un valor menor que a o 
mayor o igual que b. 
 
OBSERVACIÓN: Los límites de aplicación del filtro se indican en el campo “VALOR 
FILTRO” de la tabla de la ventana. En el caso de límites de bandas, se requieren 2 valores. 
En este caso, la sintaxis reconocible por el programa es “VALOR;VALOR” (sin comillas). 
 
Ejemplo: 
 
 
Tabla 4.4: Opciones de filtrado de alternativas soportadas por Ubicaciones Óptimas v1.0 
 
 
Cálculo de la solución óptima 
 
Cuando se completen los pasos anteriores, de obligada configuració, el usuario 
debe pulsar el botón ‘Calcular Óptimo’ (*.51) para ejecutar el código de optimización, 
que no es ni más ni menos que el método TOPSIS. Cuando el proceso de cálculo haya 
finalizado, se harán accesibles los botones de muestra de resultados. 
 
 
Informe de cálculos 
 
El botón ‘Informe de cálculos’ (*.52) exportará un fichero Excel al directorio 
seleccionado por el usuario que contendrá todos los cálculos intermedios realizados 
durante la aplicación del método TOPSIS. 
 
 
 
Figura 4.45: Hoja Excel generada al exportar los resultados del método TOPSIS 
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Informe TOPSIS 
 
‘Informe TOPSIS’ (*.53) creará un informe PDF con todos los datos de 
optimización para el análisis del resultado del problema. En este informe destaca una 
gráfica que muestra el número de alternativas aptas y un histograma con los valores 
de proximidad relativa (R), que dará una idea al usuario de cómo se distribuye el 
ranking de soluciones. 
 
 
 
Figura 4.46: Ejemplo de gráfica de alternativas filtradas del informe TOPSIS 
 
 
 
 
Figura 4.47: Ejemplo de histograma del ranking de soluciones del informe TOPSIS 
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Mostrar Mapa 
 
El botón ‘Mostrar mapa’ (*.54) muestra al usuario la representación del mapa 
digitalizado sobre el cual se basa su problema. Previamente a dicha representación, se 
le pide al usuario que introduzca los límites de visualización del código de colores en el 
cual se clasifica la solución: 
 
 
 
Figura 4.48: Configuración de los intervalos de capacidad de acogida 
 
El programa clasifica el ranking de soluciones según la capacidad de acogida de las 
ubicaciones en 4 intervalos, que dan una idea de la bondad de cada alternativa en: 
regular, buena, muy buena y excelente. 
 
 
 
Figura 4.49: Clasificación de la solución en intervalos 
*.55 *.56 
*.57 *.58 
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El ranking de soluciones se basa en el valor de proximidad relativa (R) obtenido por el 
método TOPSIS para cada alternativa. Las alternativas con una R más cercana a 1 serán 
más ideales que las más próximas a 0, que no serán deseables. El usuario puede 
establecer por teclado los límites de R de los 4 intervalos (*.55). No puede haber 
solapamientos, valores menores de 0 o valores mayores de 1. 
 
Igualmente, los colores con los que se representa cada intervalo sobre el mapa pueden 
ser modificados pinchando en el control correspondiente a cada uno de ellos (*.56). 
 
 
 
Figura 4.50: Ventana de elección de color para cada intervalo 
 
También pueden utilizarse valores y colores por defecto para los intervalos pulsando 
en el botón ‘Valores por defecto’ (*.57). En este caso, cada intervalo supone el 25% 
entre el valor mayor y menor del ranking. No obstante, se recomienda que el usuario 
configure estos intervalos de acuerdo al histograma de proximidad relativa que se 
representa en el informe del método TOPSIS en formato PDF. 
 
 
Una vez finalizada la configuración de los intervalos de representación, debe hacerse 
click sobre el botón ‘Aceptar’ (*.58) para obtener la representación definitiva de los 
resultados en el visor de mapas. Esto puede demorarse desde unos pocos segundos 
hasta una gran cantidad de minutos en función del tamaño del mapa y del número de 
alternativas contempladas en él. 
 
Se obtiene entonces una ventana que combina la solución con la información SIG: 
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Figura 4.51: Ventana de presentación de resultados del problema 
 
 
El objetivo de esta ventana es representar gráficamente el ranking de posiciones de las 
alternativas del problema clasificando las ubicaciones aptas en colores que 
representan grupos de capacidad de acogida. 
 
Dicha ventana se compone de: 
 
- El espacio de representación del mapa y resultados (*.61). 
- Una botonera para manejar el mapa de resultados (*.59). 
- Una lista para el control de las capas temáticas del visor (*.60). 
- Una barra de tareas en la que se puede visualizar coordenadas y el sistema de 
referencia empleado (*.62). 
 
 
 
 
 
*.59 
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La botonera del mapa (*.59) es un conjunto de botones que permite controlar la vista 
del mapa: 
 
 
 
 
 
 
 
Figura 4.52: Botonera del visor de mapas de Ubicaciones Óptimas v1.0 
 
 
 (*.63).- Devuelve el puntero del sistema al cursor. 
 (*.64).- Cursor de aumento de zoom. Disminuye el escalado del mapa. 
 (*.65).- Cursor de disminución de zoom. Aumenta el escalado del mapa. 
 (*.66).- Cursor de desplazamiento del mapa. Permite desplazar el mapa en 
dirección horizontal y vertical. 
 (*.67).- Ajusta una escala que permita visualizar todo el mapa. 
 (*.68).- Botón de información. Habilita un cursor que permite hacer click sobre 
una ubicación determinada y mostrar toda la información geográfica y de 
resultados relacionada con dicho punto. 
 
 
 
Figura 4.53: Ventana con la información de la ubicación señalada 
 
 
 (*.69).- Habilita un cursor que permite hacer click sobre una ubicación 
determinada para que esta destaque sobre el resto adoptando un color rojo. 
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Figura 4.54: Ubicación seleccionada en el espacio de representación del mapa 
 
 
 (*.70).- Muestra la leyenda del código de colores. 
 
 
 
Figura 4.55: Leyenda con el código de colores del mapa 
 
Los botones que cambian el tipo de cursor del puntero del ratón están destinados a 
operaciones sobre el espacio de representación del mapa, que se llevan a cabo 
haciendo click en la zona del mapa de interés. 
 
El conjunto de capas temáticas del visor (*.60) está formado por los intervalos de 
capacidad de acogida y por el mapa con todas las ubicaciones o alternativas. Esta parte 
de la ventana contiene diferentes opciones de configuración, activables cuando se 
hace click sobre ellos: 
 
 
 
 
 
Figura 4.56: Listado de capa temáticas del mapa 
*.71 
*.72 *.73 *.74 
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 (*.71).- Hace o no visible la capa temática. 
 (*.72).- Selecciona o deselecciona la capa temática. 
 (*.73).- Abre un diálogo para modificar el aspecto de la capa temática. 
 
 
 
Figura 4.57: Diálogo para modificar la apariencia de la capa temática 
 
 
 (*.74).- Elimina la capa temática. 
 (*.75).- Muestra el nombre de la capa temática y los intervalos del código de 
colores (R). El usuario puede cambiarle el nombre a las capas haciendo doble 
click sobre ellas. 
 (*.76).- Hace visible todas las capas temáticas. 
 (*.77).- Hace invisible todas las capas temáticas. 
 (*.78).- Selecciona todas las capas temáticas. 
 (*.79).- Deselecciona todas las capas temáticas. 
 
 
Finalmente, el visor puede cerrarse pulsando sobre el aspa superior derecha de la 
ventana. 
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4.3. PROBLEMAS CONOCIDOS 
 
A continuación, se listan algunos problemas conocidos que pueden afectar a la 
resolución de un problema con Ubicaciones Óptimas v1.0. 
 
4.3.1. Errores después de ejecutar algoritmos de cálculos 
 
La filosofía de funcionamiento de Ubicaciones Óptimas v1.0 se basa en que 
cada problema sea planteado como un proyecto que pueda ser editado en cualquier 
momento y cargado con posterioridad. Esto implica un uso frecuente de la memoria 
del disco duro para guardar y cargar información, como resultados, configuración del 
proyecto, etc. 
 
Si en el momento de guardar un fichero hay un problema en el Sistema Operativo, 
puede que el programa no cree correctamente dicho archivo. Esto afectará a las 
funciones que dependan de esa información. 
 
 
 
Figura 4.58: Error al cargar un fichero que está dañado 
 
No es un error común y puede decirse que no se da debido a un mal funcionamiento 
del programa, pero en el caso de que suceda, se recomienda al usuario que vuelva a 
ejecutar los algoritmos de cálculo o reconfigure las opciones que afecten a la parte del 
código en cuestión. 
 
En cualquier caso, Ubicaciones Óptimas v1.0 dará aviso de estos errores en el 
momento adecuado. 
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4.3.2. Error al generar informes PDF o XLS 
 
Es posible que a la hora de generar los informes PDF o XLS se le presente al 
usuario el siguiente diálogo: 
 
 
 
Figura 4.59: Error al cargar un fichero que está dañado 
 
Ocurre cuando algo ha salido mal durante la ejecución del código de generación de 
informes. Este problema puede ser debido a 2 razones:  
 
- Que haya un problema de lectura de ficheros, como los casos explicados en el 
apartado anterior. 
- Que se esté generando un informe sobreescribiendo sobre otro que haya sido 
generado con anterioridad y además esté en uso. Esta situación es la más 
vulgar y solo es necesario cerrar el archivo que esté ocasionando el conflicto. 
 
 
4.3.3. Limitaciones en el formato XLS 
 
Los informes en formato hoja de cálculo que exporta Ubicaciones Óptimas v1.0 
están lastrados por la limitación de la extensión .XLS. Esta tiene un límite de 65.536 
líneas por hoja. Por este motivo, cuando se tienen números muy elevados de 
alternativas no pueden listarse todas, y solo se exportará la información que quepa en 
el fichero. 
 
 
 
Figura 4.60: Limitación en el tamaño de los informes XLS 
 
Esta no es una función relevante del programa y la única solución es que el usuario no 
trabaje con mapas de excesivo tamaño. No obstante, la aplicación avisará de cuando 
se aplique la limitación en la información. 
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4.3.4. Valores negativos o erróneos en la tabla de atributos 
 
Ubicaciones Óptimas v1.0 detectará campos erróneos (como nombres) en la 
tabla de decisión construida a partir de la tabla de atributos del Shapefile. Sin embargo, 
puede ser que el usuario no se percate de que en este existan valores anómalos, como 
cifras de un orden muy superior al que debería de haber o números negativos donde 
solo debería haber positivos. 
 
Esta situación hará que el programa calcule resultados no válidos y sin ningún valor de 
análisis. No obstante, no se trata de un problema como tal si no de un detalle que el 
usuario debe tener en cuenta antes de calcular una solución y de evaluar la solución. 
 
 
4.3.5. Desbordamientos de memoria 
 
Trabajar con grandes mapas permite considerar un gran número de alternativas 
o ubicaciones en el problema de toma de decisión. Por el contrario, el coste 
computacional se dispara al tratar con grandes cantidades de información. 
 
Esta es una limitación que afecta a todos los sistemas software y cuya única solución es 
hacer correr las aplicaciones en equipos con un hardware potente. 
 
Las partes más críticas en Ubicaciones Óptimas v1.0 son la generación del informe XLS 
de los cálculos TOPSIS y la representación del visor de mapas con las soluciones. En 
esos momentos el consumo de recursos del sistema es máximo. 
 
Por defecto, Ubicaciones Óptimas v1.0 reserva un máximo de 1Gb de memoria RAM 
para ejecutar sus funciones, pero puede darse el caso de que esta cantidad resulte 
insuficiente para mapas muy grandes.  
 
Si llega a darse esta situación, el comportamiento del programa es impredecible y no 
se muestra error alguno por pantalla, pues no se garantiza que el código pueda seguir 
ejecutándose debido a la falta de memoria. 
 
Además, la Java Runtime Machine (JVM) va acumulando información inservible 
durante la ejecución en espacios de memoria que no siempre son liberados. Por ello, 
se recomienda al usuario que si trabaja con problemas de gran extensión, reinicie la 
aplicación cada vez que resuelva por completo dicho problema. 
 
Si se requiere más memoria, el usuario debe de aumentar el espacio de intercambio 
que JVM reserva por defecto, siempre teniendo en cuenta las limitaciones de la 
computadora y los requerimientos del propio Sistema Operativo. 
 
Aumento de la memoria de intercambio de la JVM para Windows 7: 
 
Ir a ‘Panel de Control/Java Control Panel’ y pinchar en el botón ‘Ver…’ de la 
pestaña ‘Java’. 
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En el espacio ‘Parámetros del entorno’ introducir alguno de los siguientes argumentos 
(sin las comillas): 
 
“-Xmx1500m”: Reserva un máximo de 1500 Mb. 
“-Xmx2g”: Reserva un máximo de 2 Gb. 
“-Xmx3g”: Reserva un máximo de 3 Gb. 
… Y así sucesivamente. 
 
 
 
 
Figura 4.61: Aumento de la memoria de intercambio de la JVM 
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5.1. PLANTEAMIENTO DEL PROBLEMA DE UBICACIÓN DE 
INSTALACIONES DE EERR 
 
Se propone resolver uno de los problemas estudiados en la Tesis Doctoral 
‘Búsqueda y evaluación de emplazamientos óptimos para albergar instalaciones de 
Energías Renovables (EERR) en la costa de la Región de Murcia: combinación de 
Sistemas de Información Geográfica (SIG) y Soft Computing (SC)’ del Doctor Ingeniero 
Industrial D. Juan Miguel Sánchez Lozano [13].  
 
El problema consiste en la búsqueda de ubicaciones óptimas para instalaciones de 
plantas solares fotovoltaicas en el litoral de la Región de Murcia. Para ello, se 
evaluarán los factores que influyen en la capacidad de acogida de instalaciones de este 
tipo en dicha zona geográfica. 
 
D. Juan Miguel Sánchez Lozano plantea en su Tesis Doctoral un problema de toma de 
decisión resuelto combinando el método AHP acotado para obtener el peso de los 
criterios y el método TOPSIS para calcular un ranking de soluciones. Ubicaciones 
Óptimas v1.0 está inspirado en esta metodología, por lo que el planteamiento se 
adapta perfectamente al software objeto de este proyecto. 
 
Se parte, por tanto, de un mapa en formato ESRI Shapefile, compuesto a partir de 
diferentes capas temáticas obtenidas de diferentes fuentes oficiales. En dicho mapa 
solo se consideran las parcelas catastrales en las que sería posible física y legalmente 
ubicar instalaciones de energías renovables. 
 
 
 
Figura 5.1: Composición del mapa con las parcelas catastrales aptas para instalar fotovoltaica 
 
 
Para la obtención de la superficie apta del mapa se han utilizado los siguientes criterios 
restrictivos en forma de capas temáticas: 
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CRITERIOS RESTRICTIVOS PARA INSTALACIONES DE FOTOVOLTAICA 
Categoría Criterio 
Tipología del suelo 
- Suelo Urbano 
- Áreas de Alto Valor Paisajístico 
- Suelo No Urbano de Protección Especial 
Comunicaciones 
- Red viaria 
- Red ferroviaria 
Infraestructuras 
- Equipamientos 
- Sistemas Generales Hidráulicos 
Orografía - Montes 
Hidrología - Cauces y Ramblas 
Patrimonio 
- Arqueológico 
- Paleontológico 
- Cultural 
Áreas protegidas 
- LIC 
- ZEPA 
- Protección Costera 
- Vías Pecuarias 
 
Tabla 5.1: Criterios restrictivos empleados en la realización del mapa 
 
 
El Shapefile se ha construido con el software de libre distribución gvSIG 1.12. Dicho 
fichero contiene la base de datos o tabla de atributos construida a partir de las capas 
temáticas de los criterios de selección. 
 
 
 
Figura 5.2: Ficheros .shp y .dbf creados en gvSIG 1.12 
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Igualmente, agrupando los criterios por categorías, se construye la jerarquía AHP del 
problema: 
 
 
 
Figura 5.3: Jerarquía AHP del problema de ubicación de instalaciones solares de fotovoltaica 
 
 
Además, para establecer el peso de los criterios y resolver el problema, se preguntó a 3 
expertos en la materia independientes mediante encuestas, arrojando los siguientes 
juicios de valor: 
 
VALORACIONES DE LOS EXPERTOS 
EXPERTO 1 EXPERTO 2 EXPERTO 3 
Orden de importancia de los criterios 
C8 C7 C9 
C6 C2 C6 
C4 C3 C4 
C10 C5 C2 
C2 C10 C8 
C3 C6 C5 
C9 C8 C10 
C5 C1 C3 
C7 C4 C7 
C1 C9 C1 
Valoraciones por pares de cada criterio respecto al de mayor importancia 
1º -> 2º M + I Mu + I II 
EVALUAR UBICACIONES 
ÓPTIMAS PARA PLANTAS 
SOLARES FOTOVOLTAICAS 
CRITERIOS 
MEDIOAMBIENTALES 
C1. Capacidad agrológica 
CRITERIOS OROGRÁFICOS 
C2. Pendiente 
C3. Orientación 
C4. Área 
CRITERIOS DE 
LOCALIZACIÓN 
C5. Distancia a principales 
carreteras 
C6. Distancia a redes 
eléctricas 
C7. Distancia a núcleos de 
población 
C8. Distancia a 
subestaciones de 
transformación 
CRITERIOS 
CLIMATOLÓGICOS 
C9. Potencial de radiación 
C10. Temperatura media 
NIVEL 1 
NIVEL 0 
NIVEL 2 
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1º -> 3º + I Mu + I II 
1º -> 4º + I Ex + I + I 
1º -> 5º Mu + I Ex + I + I 
1º -> 6º Mu + I Ex + I + I 
1º -> 7º Mu + I Ex + I Ex + I 
1º -> 8º Ex + I Ex + I Ex + I 
1º -> 9º Ex + I Ex + I Ex + I 
1º -> 10º Ex + I Ex + I Ex + I 
ETIQUETAS LINGÜÍSTICAS: 
- II: Igualmente importante 
- M + I: Moderadamente más importante 
- + I: Más importante 
- Mu  + I: Mucho más importante 
- Ex + I: Extremadamente más importante 
 
Tabla 5.2: Resultados recogidos en las encuestas a expertos 
 
 
Por tanto, el problema se formula teniendo en cuenta que: 
 
 Se buscan las mejores ubicaciones para instalaciones de plantas solares 
fotovoltaicas. 
 Se resolverá por el método AHP acotado. 
 Se utilizará lógica difusa. 
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5.2. RESOLUCIÓN CON UBICACIONES ÓPTIMAS V1.0 
 
 Para resolver este problema, se propone seguir los siguientes pasos, aunque 
existen otros caminos de resolución y algunos de ellos pueden realizarse en diferente 
orden: 
 
1. Ejecutar el programa haciendo click en Ubicaciones_Óptimas_v1.0.exe. 
 
 
 
Figura 5.4. Icono de Ubicaciones Optimas v1.0 
 
 
2. Crear un proyecto nuevo haciendo click en el botón ‘NUEVO PROYECTO’. 
Introducir el nombre del proyecto y la ruta de los ficheros .shp y .dbf del 
Shapefile dato. Pulsar ‘Guardar y continuar…’. 
 
 
 
Figura 5.5: Paso 2. Creación del nuevo proyecto 
 
 
3. Acceder a la ventana de opciones desde el menú de barras haciendo click en 
‘Configuración/Opciones’ y configurar el proyecto como: método AHP acotado 
en la pestaña ‘AHP’ y lógica Fuzzy en la pestaña ‘Lógica’. Pulsar ‘Aplicar y cerrar’ 
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Figura 5.6: Paso 3. Indicación de las opciones del proyecto 
 
 
4. Establecer los criterios de optimización. Para ello hay que eliminar los atributos 
listados que no sean un criterio para el problema seleccionándolos y pulsando 
el botón ‘Eliminar’ uno a uno. En este caso se tienen los siguientes atributos 
que son criterios de selección: 
 
CRITERIOS DE SELECCIÓN DEL PROBLEMA 
Criterio Nombre de atributo 
C1. Capacidad agrológica CLA_avg 
C2. Pendiente MED_Slope 
C3. Orientación MAX_Field 
C4. Área Area 
C5. Distancia a principales carreteras 
DIST_ROAD y 
DIST_ROAD_ 
C6. Distancia a redes eléctrica DIST_P_LIN 
C7. Distancia a núcleos de población DIST_NP 
C8. Distancia a subestaciones de transformación DIST_E_SUB 
C9. Potencial de radiación solar Solar_Radi 
C10. Temperatura media Average_Te 
 
Tabla 5.3: Paso 3. Atributos del mapa y criterios de selección del problema 
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Figura 5.7: Paso 4. Filtrado de los criterios de selección 
 
 El resto de atributos debe eliminarse de la lista. Pulsar ‘Validar criterios’. 
 
 
5. Construir la jerarquía AHP introduciendo primero el nombre de cada categoría 
y pulsando el botón ‘Agregar’. Luego seleccionar cada categoría y asignar cada 
uno de sus criterios seleccionándolo en la lista desplegable y pulsando ‘Agregar 
criterio’. Pulsar ‘Validar jerarquía’. 
 
 
 
Figura 5.8: Paso 5. Construcción de la jerarquía AHP 
 
 
6. Marcar la opción “Utilizar diferentes perspectivas de expertos para calcular los 
pesos” y pulsar ‘Configurar perspectivas’. 
 
 
 
Figura 5.9: Paso 6. Iniciar la asignación de pesos por perspectivas 
                                           CAPÍTULO 5. EJEMPLO DE APLICACIÓN DE UBICACIONES ÓPTIMAS V1.0 
- 92 - 
 
7. Configurar los datos de los 3 expertos introduciendo su nombre y pulsando 
‘Agregar’. Para ello, primero se establece el orden de importancia de los 
criterios según el experto seleccionando cada uno de ellos y haciéndolo subir o 
bajar por la lista con las flechas anexas a la lista. Pulsar ‘Aplicar orden’. 
 
 
 
Figura 5.10 Paso 7. Asignación del orden de importancia de los criterios según experto 
 
 
8. Introducir de izquierda a derecha la importancia relativa de todos los criterios 
con respecto al de mayor importancia. Pulsar ‘Aplicar y cerrar’.  
 
 
 
Figura 5.11: Paso 8. Asignación de la importancia relativa de los criterios según experto 
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9. Repetir los pasos 7 y 8 para los 3 expertos y pulsar ‘Aceptar’. 
 
 
 
Figura 5.12: Paso 9. Configuración de los 3 expertos del problema 
 
 
10. Pulsar ‘Calcular pesos’ para ejecutar el algoritmo del método AHP acotado. 
 
 
 
Figura 5.13: Paso 10. Pulsar botón ‘Calcular pesos’ después de configurar las perspectivas 
 
 
11. Pulsar ‘OBTENER ÓPTIMO’ para abrir la ventana de configuración del método 
TOPSIS. 
 
 
 
Figura 5.14: Paso 11. Pulsar botón ‘OBTENER ÓPTIMO’ 
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12. Indicar qué criterios son a maximizar y cuales a minimizar. Se sigue la siguiente 
tabla de configuración: 
 
CRITERIOS DE COSTE Y BENEFICIO 
Nombre de atributo Maximizar/Minimizar 
CLA_avg Maximizar 
MED_Slope Minimizar 
MAX_Field Minimizar 
Area Maximizar 
DIST_ROAD Minimizar 
DIST_ROAD_ Minimizar 
DIST_P_LIN Minimizar 
DIST_NP Minimizar 
DIST_E_SUB Minimizar 
Solar_Radi Maximizar 
Average_Te Maximizar 
 
Tabla 5.4: Paso 12. Criterios a maximizar y a minimizar 
 
 
13. Configurar el filtro de aptitud. Se consideran aptas todas las alternativas. 
 
 
 
Figura 5.15: Paso 13. Configuración del método TOPSIS 
 
 
14. Pulsar ‘Calcular óptimo’ para ejecutar el algoritmo del método TOPSIS. 
 
      
 
Figura 5.16: Paso 14. Calcular Óptimo 
 
Con estos pasos, el programa dejaría resuelto todo el problema. Veamos en el 
siguiente apartado qué resultados ha arrojado. 
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5.3. RESULTADOS OBTENIDOS 
 
La solución al problema puede ser consultada mediante los informes PDF, XLS y 
el visor de mapas. 
 
El informe PDF del cálculo de los pesos arroja el siguiente resultado: 
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Igualmente, el informe XLS detalla los pasos realizados para el cálculo de los pesos: 
 
 
 
 
 
 
Figura 5.17: Capturas del informe XLS de pesos 
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En cuanto al método TOPSIS, en formato PDF se obtiene la siguiente información: 
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Mientras que con un fichero XLS, se comprueba que los cálculos son correctos, así 
como el ranking de soluciones del método TOPSIS: 
 
 
 
Figura 5.18: Capturas del informe XLS del método TOPSIS 
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Por último, el código de colores del visor de mapas se configura como se muestra en la 
figura siguiente, y se obtiene un resultado como el indicado: 
 
 
 
Figura 5.19: Configuración del código de colores 
 
 
 
 
Figura 5.20: Resultados sobre el mapa. Zona de Lorca 
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Pueden localizarse entonces cuáles son las mejores soluciones: 
 
 
 
Figura 5.21: Resultados con capacidad de acogida excelente. Zona de Lorca 
 
 
 
 
Figura 5.22: Información de la mejor alternativa del problema 
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6.1. CONCLUSIONES 
 
Llegados a este punto, tiene cabida discutir sobre las conclusiones que pueden 
derivarse de este proyecto. 
 
En esta memoria han quedado patentes las grandes posibilidades que los Sistemas de 
Ayuda a la Decisión, los Sistemas de Información Geográfica y el Soft Computing 
pueden ofrecer como herramientas de trabajo independientes. No en vano, se puede 
afirmar que la combinación de estas disciplinas permite el desarrollo de ideas que 
aporten un enfoque nuevo a aplicaciones ya clásicas, como las que se han expuesto en 
este Proyecto Fin de Carrera. 
 
Por otro lado, se ha comprobado que es posible y totalmente viable el fusionar estas 3 
materias en una sola plataforma software con un exitoso resultado, consiguiendo así el 
objetivo que se planteó al inicio de este proyecto. El resultado final es un programa 
informático de aspecto sólido, bien estructurado y que cubre las necesidades del tipo 
de usuario al que va destinado. Hay que resaltar, que no solo se ha logrado una 
aplicación capaz de ubicar de forma óptima instalaciones de energías renovables, que 
era el objetivo bajo el cual nació la propuesta de este PFC, si no que la filosofía del 
programa deja la puerta abierta a otro tipo de aprovechamientos. Por tanto, se le ha 
sacado un buen rendimiento al concepto de flexibilidad, sin complicar en exceso el 
desarrollo del programa y la utilización del mismo a nivel usuario. 
 
Por último, hay que destacar la fuerte componente de subjetividad que afecta a la 
resolución de cualquier problema con Ubicaciones Óptimas v1.0 y que surge como 
motivo de la implementación de Sistemas de Ayuda a la Decisión. Ya desde el primer 
paso, en el que se eligen los criterios de selección para la toma de decisión, se está 
introduciendo una parcialidad que afectará al resultado final. Para compensar la 
posible falta de objetividad del usuario, se permite la introducción de diferentes 
puntos de vista de expertos. Ahora bien, ¿quién confiere el título de “experto/a” a un 
individuo/a? ¿Dicho “experto/a” ha contextualizado correctamente el problema? Son 
preguntas que el usuario del programa deberá siempre tener presentes. 
 
Así mismo, la evaluación de los resultados es un proceso imparcial. Por tanto y para 
finalizar, Ubicaciones Óptimas v1.0 debe ser entendida como una potente herramienta 
de ayuda a la decisión, pero nunca como un sustituto del decisor, ya que será su 
experiencia y buen hacer los que consigan llevar a buen puerto un problema de toma 
de decisión de acuerdo al entorno bajo el que se plantea. 
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6.2. FUTURAS LÍNEAS DE TRABAJO PROPUESTAS 
 
Todos los proyectos son susceptibles de ser mejorados, ya sea corrigiendo 
errores, incorporando mejoras en el funcionamiento o ampliando el campo de 
actuación. Seguidamente, se proponen una serie líneas de trabajo que se cree que se 
deben seguir para la evolución natural de Ubicaciones Óptimas v1.0:  
 
 Corrección de errores de programación y optimización del código 
  
Ubicaciones Óptimas v1.0 se ha desarrollado desde cero y sin contar con 
grandes conocimientos de programación en lenguaje Java. Es por eso, que con el uso 
del programa a lo largo del tiempo, aparecerán errores de programación casi con total 
seguridad.  
 
A pesar de los esfuerzos que se han realizado en depuración de errores y código, es 
muy probable que surjan fallos de diseño que afecten al buen funcionamiento y 
rendimiento de la aplicación, por lo que es totalmente recomendable que en un futuro 
se subsanen dichos fallos que pueden estar presentes pero que durante la etapa de 
desarrollo no se han detectado. 
 
Además, el consumo de recursos hardware depende directamente de las buenas 
prácticas llevadas a cabo durante la programación. Revisar los algoritmos menos 
eficientes puede ser un punto a considerar, pues mejorar la velocidad de 
procesamiento de la información permite trabajar con mapas más pesados, y por tanto, 
con problemas más complejos. 
 
 
 Mejora de la interfaz 
 
La interfaz es el puente que existe entre el usuario y la máquina, por lo que un 
buen diseño de la misma resulta relevante para conseguir buenos resultados en su 
manejo. Se propone por tanto, que se mejoren aquellos aspectos que no resulten 
intuitivos para el usuario o que puedan llevarlo a confusión y a un mal uso del 
programa. 
 
 
 Implementar más métodos de ayuda a la decisión 
 
La aplicación objeto de este Proyecto Fin de Carrera solo contempla los 
métodos AHP y TOPSIS, pero hay multitud de métodos en la bibliografía que valdría la 
pena implementar. 
 
La evaluación y análisis de resultados es una buena práctica en el ámbito de la 
ingeniería, por lo que se considera que sería muy enriquecedor para la aplicación 
ofrecer una selección de métodos de resolución más amplia. 
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 Añadir más funcionalidades SIG 
 
Las funcionalidades para gestionar información SIG con las que cuenta 
Ubicaciones Óptimas v1.0 pueden resultar básicas para ciertos usuarios. Se proponen 
una serie de funcionalidades que dotarían a la plataforma de mayor potencia y 
usabilidad: 
 
- Soporte para diferentes formatos de mapas, así como ortofotos. 
- Posibilidad de editar mapas digitales desde Ubicaciones Óptimas v1.0, 
incluyendo ficheros rasters, vectoriales y tablas de atributos. 
- Mayores herramientas de consulta de la información, como la consulta en 
dirección “ranking de posiciones – mapa”. 
 
 
 Creación de un abanico de números difusos 
 
Ubicaciones Óptimas v1.0 solo utiliza números triangulares cuando trabaja con 
lógica difusa. Por eso, no estaría de más que la aplicación contara con mayores 
posibilidades de resolución. 
 
 
En definitiva, con estas posibles mejoras se pretende evolucionar las bases 
asentadas en este proyecto para conseguir llegar a una aplicación más solvente, 
flexible y de fácil manejo. 
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