Abstract: Many algorithms for globally solving sum of affine ratios problem (SAR) are based on equivalent problem and branch-and-bound framework. Since the exhaustiveness of branching rule leads to a significant increase in the computational burden for solving the equivalent problem. In this study, a new range reduction method for outcome space of the denominator is presented for globally solving the sum of affine ratios problem (SAR). The proposed range reduction method offers a possibility to delete a large part of the outcome space region of the denominators in which the global optimal solution of the equivalent problem does not exist, and which can be seen as an accelerating device for global optimization of the (SAR). Several numerical examples are presented to demonstrate the advantages of the proposed algorithm using new range reduction method in terms of both computational efficiency and solution quality.
Introduction
In this article, we shall investigate the following sum of affine ratios problem:
(SAR) W where A is an m n matrix; b is an m dimension vector; f i .x/ and g i .x/ are all affine functions; ƒ is a nonempty compact set; and the denominator g i .x/ ¤ 0: Sum of affine ratios problem (SAR) has attracted the interest of researchers and practitioners for many years. This is because, from a practical point of view, the problem (SAR) has a broad wide of applications, such as transportation design [1, 2] , production planning [3] , finance investment [4, 5] , etc. In these applications, p is usually less than four or five. From a research point of view, the problem (SAR) poses significant theoretical and computational challenges. This is mainly due to the fact that the problem is global optimization problem, i.e., it is well known to generally possess multiple local optimal solutions that are not globally optimal. So, it has evoked interest of many researchers and practitioners.
During the past several decades, with the assumption f i .x/ 0; and g i .x/ > 0 for any x 2 ƒ; several algorithms have been proposed for solving sum of affine ratios problem (SAR). For example, simplex and parametric simplex methods [6, 7] , image space approach [8] , branch-and-bound methods [9] [10] [11] [12] [13] [14] [15] , trapezoidal branch-andbound algorithm [16] , monotonic optimization method [17] , and so on. Recently, by utilizing three-level linear relaxation method, Jiao et al. [18] presented a global optimization algorithm for sum of generalized polynomial ratios problem; based on simplicial branch-and-bound framework, Pei et al. [19] proposed a global optimization algorithm for solving the sum of D.C. ratios problem; using new accelerating technique, Jiao and Liu [20, 21] proposed two branch-and-bound algorithms for sum affine ratios and sum of quadratic ratios problems, respectively; Jiao et al. [22] constructed a new linearizing technique for globally solving generalized linear multiplicative problem. Although these methods can all be used to solve special case of the sum of affine ratios problem (SAR), less work has been still done for globally solving the general sum of affine ratios problem investigated in this article.
The main purpose of this paper is to present a new range reduction method for outcome space branch-and-bound algorithm for sum of affine ratios problem (SAR). By making full use of the objective function of the equivalent problem and the currently known lower bound, a new outcome space range reduction method is constructed, which provides a theoretical possibility to delete a large part of the investigated outcome space region of the denominators in which there does not exist the global optimal solution of equivalent problem, and which can be used as an accelerating technique for the proposed outcome space algorithm for sum of affine ratios problem (SAR) to enhance the computational speed. Numerical experimental results are given to demonstrate that the computational efficiency of the proposed outcome space algorithm can be obviously enhanced by using this new range reduction method.
This paper is organized as follows. In Section 2, a new range reduction method based on outcome space region of the denominators is introduced. In Section 3, by combining the outcome space range reduction method with branch-and-bound technique, a new global optimization algorithm is expounded and its convergence is established. Section 4 presents some common test examples and their numerical results obtained. Finally, the concluding remarks of this paper are elaborated.
Outcome space range reduction method
In the following, we pay more attention to generate a range reduction method for reducing the investigated outcome space region of the denominators in which there does not contain the global optimal solution for the problem (SAR), and to use this method as an accelerating tool for accelerating the computational speed of the proposed outcome space algorithm for the problem (SAR).
By the assumption that the denominator g i .x/ ¤ 0 for 8 x 2 ƒ; and the continuity of fractional function
, we can get that g i .x/ > 0 or g i .x/ < 0. Therefore, without loss of generality, we can always assume that g i .x/ > 0; i D 1; 2; : : : ; T I g i .x/ < 0; i D T C 1; T C 2; : : : ; p: Besides, if f i .x/ < 0 for some i 2 f1; 2; : : : ; pg, by using the technique proposed in [20] , f i .x/ 0 always can be satisfied. Thus, without loss of generality, we can always suppose that f i .x/ 0, and set The key equivalence results for the problem (SAR) and the Q.Y 0 / are discussed in the following theorem. 
.x/; i D 0; 1; 2; : : : ; p:
Proof. The proof can be easily given, here it is omitted. 
In the following, we suppose without loss of generality that LB is a currently known lower bound of the global optimal value for the Q.Y 0 / at the iteration k, and that v.Y k / is the maximum value of the H 0 .x; y/ in Y k and ƒ, and set
; i D 1; 2; : : : ; T;
; i D T C 1; T C 2; : : : ; p:
we have the following conclusions:
(ii) If UB k LB, then, for each s 2 f1; 2; : : : ; pg, there exists no global optimal solution of the 
therefore, there exists no global optimal solution of the problem
(ii) If UB k LB, then we can get the following results. For any s 2 f1; 2; : : : ; T g, for 8 x 2 ƒ and y 2 Y k ; since 0 Ä l
Therefore, there exists no any global optimization solution of the
Using the same proving method, for any s 2 fT C 1; T C 2; : : : ; pg, and for 8 x 2 ƒ and y 2 Y k ; since
Therefore, there exists no any global optimization solution of the Q(Y 0 ) over Y k :
By the Theorem 2.3, we can construct the new range reduction method to cut away a part of outcome space region of the denominators in which the global optimal solution of the Q(Y 0 ) does not exist. Assume that a sub-rectangle
will be reduced or deleted, then according to the Theorem 2.3, the checked rectangle Y k should be replaced by the
; i 2 f1; 2; : : : ; pg:
Algorithm and its global convergence
In the following, first we shall describe a branching operation. Next, a new outcome space branch-and-bound algorithm using new range reduction method is proposed for solving the problem (SAR).
Branching operation
In the following algorithm, the branching process take place in outcome space R p of the denominators. Suppose that Y D fy 2 R p jL Ä y Ä U g is a sub-rectangle of Y 0 , which will be partitioned, the proposed branching operation is described as follows. Denote q D arg maxfU i L i ji D 1; 2; : : : ; pg; using the rectangle bisection method, we can divide the Y into two sub-rectangles
: : : ; p; i ¤ qg: Obviously, by [23] we can follow easily that the proposed branching technique is exhaustive, it is to say, if fY k g is a nested rectangle subsequence, which be generated by the proposed branching operation, then when k ! 1, there must exist a limitation point y 2
Outcome space branch-and-bound algorithm
Based on the former linear relaxation program problem, the new outcome space range reduction operation and branching operation, an outcome space branch-and-bound algorithm for solving the (SAR) is described as follows. 
and update the upper bound UB k D max
, then the proposed algorithm terminates, and .x k ; y k / and x k are the global optimum solutions for the Q.Y 0 / and the (SAR), respectively. Else, let k D k C 1 and go back to the dividing step.
Global convergence of the proposed algorithm
The global convergence of the above algorithm is described in the following.
Theorem 3.1. The proposed outcome space branch and bound algorithm using new range reduction method either terminates finitely to obtain the global optimal solution for the (SAR), or produces an infinite solution sequence fx k g whose limitation point x is a global optimal solution of the (SAR).
Proof. If the former algorithm terminates finitely at iteration k, k 0. Then when the algorithm is terminated, by solving the LRP(Y k ), we can obtain the feasible solutions x k and .x k ; y k / for the (SAR) and the (Q), where 
Combining the above inequalities and equality together, we can follow that
Therefore, if the algorithm terminates finitely at iteration k, then x k is the global optimal solution of the (SAR).
If the proposed algorithm produces an infinite solution sequence fx k g by computing the linear relaxation program LRP.Y k /, and letting 
.i D 1; : : : ; p/; and the exhaustiveness of the branching operation, we have the following conclusions, for any i 2 f1; 2; : : : ; pg,
Thus, .x ; y / is a feasible point for the Q(Y 0 ), also since fUB.Y k /g is a decreasing bounding sequence, which satisfies fUB.Y k /g v, we can get that
Therefore, from computational method of the lower bound and the continuity of '.x/, we have the following conclusions:
Hence, x is a global optimum solution for the (SAR), the proof is completed.
Comparing with the algorithms in [9] and [15]
Based on the linearizing technique, Ji et al. [9] present a rectangle branch-and-bound algorithm for solving sum of linear ratios problem with assumption that all numerators of ratios are larger than or equal to 0, in the technique of [9] , the branching process takes place in R n , where n is the number of decision variables.
Use the same logic of the algorithm, by utilizing two-level linear approximation technique, Wang et al. [15] also present a rectangle branch-and-bound algorithm for solving sum of linear ratios problem with assumption that all numerators and denominators of ratios are positive, in the algorithm of [15] , the branching process also takes place in R n , where n also denotes the number of decision variables.
But in this paper, based on the new linear relaxation bounding technique and the new outcome space range reduction method, we present an accelerating outcome space branch-and-bound algorithm for globally solving the sum of affine ratios problem, which only requires that the numerators of ratios are not equal to 0. The proposed algorithm in this paper involves partitioning an p dimension outcome space rectangle of the denominators, which is obtained by computing the minimum value and maximum value of denominator of each ratio over the feasible region, where p is the number of ratios.
Compared with the known algorithms in [9] and [15] , the proposed algorithm economizes the required computations by conducting the branch-and-bound search in R p rather than in R n or R 2p , where p is number of ratios in the (SAR) and n is number of decision variables in the (SAR), this is because, in many practical problems, p is usually less than four or five, it is to say, p is much smaller than n in general. The numerical comparisons of computational performances for these algorithms show that the proposed algorithm in this paper has the more computational efficiency than the algorithm of [15] .
Numerical experiments
To test the performance of the proposed new outcome space range reduction method, several test examples are implemented on Intel(R) Core(TM)2 i5-4590s CPU @3.0GHz microcomputer. Although these examples have a relative few variable, they are very challenging. The proposed outcome space branch-and-bound algorithm using the new range reduction method is coded in C++ procedure, and each linear relaxation program problem is solved by using simplex approach. Numerical results are listed in the following Tables 1-2 .
In the following Table 1 , two notations have been also used for column headers: Iter.: the number of iteration; Time(s): the running time of algorithm in seconds. s:t: 2x 1 C x 2 C 5x 3 Ä 10; x 1 C 6x 2 C 3x 3 Ä 10; 5x 1 C 9x 2 C 2x 3 Ä 10; 9x 1 C 7x 2 C 3x 3 Ä 10; x 1 ; x 2 ; x 3 0: s:t: 
Example 4.8 ( [11, 16] In Table 2 , the following notations have been also used for column headers: Ave. Iter.: represents the average number of iterations of the algorithm; Ave. L.: represents the average number of the necessary maximum nodes of the algorithm; Ave. Time(s): stands for the running time of algorithm in seconds. From Tables 1-2 , numerical experimental results show that our algorithm can globally solve the problem (SAR).
Conclusion
In this paper, a new range reduction method for outcome space region of the denominator is presented for globally solving the sum of affine ratios problem (SAR). The proposed range reduction method can be used to discard a part of the investigated outcome space region of the denominators in which the global optimal solution of the equivalent problem (Q) does not exist, and this method can be seen as an accelerating tool to improve the computational efficiency of the proposed outcome space branch-and-bound algorithm for solving the problem (SAR). Several numerical examples are used to verify the superiority of the proposed outcome space branch-and-bound algorithm using the new range reduction method.
