Artificial Neural Networks (ANNs) are commonly used in place of expensive models to reduce the computational burden required for uncertainty quantification, reliability and sensitivity analysis. ANN with selected architecture is trained with the back-propagation algorithm from few data representatives of the input/output relationship of the underlying model of interest. However, different performing ANNs might be obtained with the same training data as a result of the random initialization of the weight parameters in each of the network, leading to an uncertainty in selecting the best performing ANN. On the other hand, using cross-validation to select the best performing ANN based on the ANN with the highest R 2 value can lead to biassing in the prediction. This is as a result of the fact that the use of by coupling the Bayesian framework and model averaging. Additionally, the uncertainties of the robust prediction derived from the approach are quantified in terms of confidence intervals. To demonstrate the applicability of the proposed approach, two synthetic numerical examples are presented. Finally, the proposed approach is used to perform a reliability and sensitivity analysis on a process simulation model of a UK nuclear effluent treatment plant developed by National Nuclear Laboratory (NNL) and treated in this study as a black-box employing a set of training data as a test case. This model has been extensively validated against plant and experimental data and used to support the UK effluent discharge strategy.
Introduction
Complex critical systems, such as bridges, buildings, nuclear plants, and air-crafts, are designed to fulfil specific performance requirements despite the unavoidable uncertainty. Therefore, their respective designs should be able to deal with changing conditions driven by nature. Due to the infeasibility (i.e. huge cost, time) in testing the performance of these systems for varying levels of uncertainties, mathematical models and virtual prototypes are used in simulating the behaviour of these systems. This advance in computational development has allowed engineering practitioners to reduce the number of expensive test required to qualify a new system/product. On the other hand, a quantifiable mathematical model simulating the performance of a system is viewed to be composed of three main elements such as: 1) an input vector that represents the state variables of the system, 2) a mathematical model defining the system of interest, which is usually seen as a black-box, and finally 3) an output vector that represents the performance of the system. Two types of uncertainties that affects the state variables of the mathematical model are usually considered: 1) randomness due to inherent variability in the system behaviour (aleatory uncertainty) and, 2) imprecision due to lack of knowledge and information on the system (epistemic uncertainty). Usually, the design of complex critical systems requires the explicit consideration of the different levels of uncertainties affecting the state variables of the system for an adequate performance assessment [1, 2] .
Reliability and Sensitivity Analysis for Complex System Performance Evaluation
To quantify the performance of complex critical systems in the presense of uncertainties, reliability analysis is usally carried out. In mathematical terms, the state variables of a system is defined by a vector collection X = (X 1 , X 2 , ..., X p ) of state variables. The performance criteria of the system (i.e. limit state) g(X) divides the system state into two regions (i.e. safe domain S = X : g(X) > 0 and a failure domain F = X : g(X) ≤ 0). The probability that the system would not meet an expected performance using Monte Carlo method can be expressed asp F = 1/N N i I(g(X i )), where the indicator function I(g(X i )) is 1 if g(X i ) is negative or 0 otherwise. It should be noted that among the numerical methods proposed in several literature to estimatep F , simulation methods [3] have attracted significant attention due to their flexibility and accuracy. Simulation methods are generally applicable to varying systems, but require a balance between computational efficiency and accuracy. These simulation methods includes: Monte Carlo (MC) [4] , Importance Sampling [5] , Directional Sampling [6] , Line Sampling [7, 8] , Subset Simulation [9, 10] etc. Each of these simulation methods have special features to target different classes of problems. For instance, in a scenario when the target failure probabilityp F is less than 10 −4 , direct Monte Carlo method [4] is not suited for this problem. Hence, a simulation approach that is suitable for the problem can be adopted (i.e. Subset simulation, Line sampling). Similarly, a system performance can only be improved if the state variables that affect the performance significantly are identified and focused on. Sensitivity analysis is used to achieve this by identifying and ranking the contributions of each state variable of the system to the variability in the performance. Most often, the variance based method to sensitivity analysis [11] is adopted when assessing the contributions of the state variables. This method is a class of simulation approaches that is used to decomposes the output variance into parts that can be attributed to the inputs and interactions between them. The sensitivity indices (i.e. state variable ranking) using this approach are estimated by S i = V i /V ar(Y ) and
, where S i is the contribution of a single state variable and T i is the contribution due to interactions among the state variables.
Need for Surrogate Models
Unfortunately, reliability and sensitivity analysis using the simulation approach are computationally demanding tasks, requiring a huge number of model runs. To be specific, when performing reliability analysis on a high reliable system with a low failure probability (i.e. p F < 10 −4 ), a huge number of samples N is required to accurately compute the failure probability (i.e.N > 1/p F ). Similarly, when performing sensitivity analysis on a model with p number of state variables using the variance based method [12] , the total number of model evaluations E M follows the relationship [15] found out that the sensitivity indices convergence was reached using N = 1024 samples for a model of p = 5 uncertain parameters. Generally speaking, the computational cost required for performing the aforementioned analysis can vary amongst different set of models. This is as a result of the time required for a single run of the model. Therefore, to tackle these huge computation restrictions, alternative methods that significantly reduces this computational burden must be sourced out.
Artificial Neural Networks for Reliability and Sensitivity Analysis
Artificial Neural Network (ANN) is a computing device inspired by the neurology of the brain [16] . Over the past few decades, ANN has proven to be an extremely valuable tool for reducing the computational burden required for performing reliability and sensitivity analysis. For instance, in refs [13, [17] [18] [19] [20] . However, a key limitation of using R 2 to judge the performance of ANN is that it cannot determine whether the weight parameters and predictions of the ANN are biased, as it is possible to have a low R 2 value for a good ANN, and a high R 2 value for an ANN that does not fit the data. Moreover, if the validation data is partially corrupted with noise, the evaluation of the R 2 will be biased. Hence, we make a claim (see Section 3.2 for verification of claim) that the use of R 2 value to select the best performing ANN in a set of different performing ANNs will introduce biassing in the quantity predicted by the selected ANN. Therefore, in this paper, we aim to address this issue by proposing a simple novel approach used to reduce the biasing and improve the robustness of the prediction made by an ANN. The structure of this paper is organized as follows: In Section 2, the proposed approach is discussed. Next, two synthetic numerical examples are presented in Section 3 to demonstrate the applicability of the proposed approach. This is followed by applying the approach to a real case study involving a radioactive waste treatment plant. Finally, conclusions are provided in Section 5.
Proposed Approach
The proposed approach in this paper is aimed towards improving the robustness of the prediction made by an ANN when used to perform reliability and sensitivity analysis. The underlying principle behind the proposed approach is to construct a set of ANNs (i.e. same architecture) based on the same training data D train (x, y). By doing so, a distribution of similar ANNs whose error functions are trapped in different local minima is created. The major highlight of this approach is that the solution space of the error function is exploited as many times as possible with the possibility of locating a global minima on the error surface. Further, Bayes' theorem is used to evaluate the posterior probability of each of the trained ANN based on their likelihood to predict the training data. This is followed by the use of a model averaging technique (adjustment factor approach see [22] ) to combine the total prediction made by all the ANNs in the set to yield a robust prediction that converges to the true value. Finally, the model uncertainty propagated to the predicted quantity is quantified in terms of confidence intervals. Conversely, the aim of this paper is different. The optimal network architecture of the ANN is assumed to be known (e.g. determined by heuristic approach and trained by the back-propagation algorithm). Then, the optimal ANN is trained multiple times and a set of different performing networks is obtained. BMS have been used to select and rank the identical trained networks. By so doing, the posterior probability of a network in the identical set can be defined as the degree of belief that its given prediction is true,
given that one of the identical trained network in the set has its error function located in the global minima. However, from a practical point of view all the networks in the set are just approximations of a high fidelity model. For this reason, it is more appropriate to interpret the posterior probability as the degree of belief that a particular ANN within the set is the best approximation of the underlying model of interest. Therefore, given a set of M identical competing ANNs (N 1 , N 2 , ..., N M ) trained with same data D train (x, y), the posterior probability of the k th ANN, i.e. the N k in the set, is defined by Eq.(1):
where P (D train (x, y)|N k ) is the likelihood of training data D train (x, y) for the N k ANN, and P (N k ) is the prior probability of N k , which is the ANN probability evaluated before observing training data D train (x, y). The prior ANN probability P (N k ) can be specified depending on the existing prior knowledge about the credibility of ANN N k , or it can be given as a uniform probability, P (N k ) = 1/M , if no additional information is provided. The advantage of assigning uniform prior probability to P (N k ) is that the difficulty of estimating the prior probability numerically is avoided. The likelihood The noise is usually assumed to be independent and identically distributed normal random variable with a mean of zero [25] . Various authors [26] [27] [28] have used the Bayesian statistical methodology to quantify the uncertainty in the bias function modelled as a Gaussian process. In their works, a mathematical formulation that combines bias function associated with the ANN and noise from training data is utilized to describe the probabilistic relationship between the training data D train (x, y) and ANN predictionsŷ. The mathematical formulation of this probabilistic relationship is given by the following equation:
where ε is a random variable that covers both bias associated with the ANN predictionŷ and the noise in the response training data D train (y). ε is as- 
where D train (y i ) is the i th training response output data,ŷ i the prediction of the training data made by N k , σ 2 k is the variance of prediction error ε ki , and N the number of samples in the training data. The prediction error ε ki measured is considered to be a random sample from a normal distribution with a mean (µ) of zero and variance σ 2 k . Using the principle of maximum likelihood estimation (MLE) (see [29] ), the variance σ 2 k for N k can be estimated as:
Secondly, the predictive distribution P (ŷ|N k ) of responseŷ under model N k is created by including the prediction error obtained in the previous step into the prediction ofŷ made by N k . This predictive distribution is defined by the following equation:
Lastly, assuming that the residuals between the training data D train (x, y) and N k outputŷ are normally and independently distributed with a mean of zero and constant variance σ 2 k , the likelihood function P (D train (x, y)|N k ) is approximated by:
Robust Artificial Neural Network Prediction
To obtain a robust prediction from an ANN, the estimates made by all the subsequent trained ANNs are combined using model averaging technique.
Specifically, the adjustment factor approach (see [22] ) which is a model averaging technique is combined with Bayes' theorem. With this approach, the ANN having the highest posterior probability is used in conjunction with other respective ANNs trained to correct the bias estimate predicted by a single ANN. The adjustment factor is evaluated by assuming the error between the prediction of all the subsequent trained ANNs and the training data are normally distributed. For the quantification of the robust value, the posterior probability computed for each ANN is used as a weighting. A distribution from the response predicted by the ANNs is created by introducing the adjustment factor A f which is characterized by a normal distribution.
The robust ANN prediction can be obtained from the following equation:
whereŷ * represents the point estimate of the best ANN in the set with the highest probability, A f represents the adjustment factor, and y robust represent the robust prediction which also incorporates the model uncertainty. Since the adjustment factor A f is assumed to be a normal distribution, the expected value and variance of the adjustment factor A f is given by the following relationships:
Similarly, the expected value and variance of the robust prediction y robust can be estimated from the following relationships:
where E(A f ) and V ar(A f ) represents the expected value and variance of the adjustment factor, and E(y robust )and V ar(y robust )represents the expected value and variance of the robust estimate.
Confidence Interval for Robust Estimate
To quantify the uncertainty in the robust prediction y robust due to model uncertainty, confidence intervals are established. In particular, 5 th and 95 th percentiles derived from the robust prediction are used quantify the model uncertainty. In theory, this interval is likely to contain the true estimated value. As the model uncertainty is assumed to follow normal distribution, the confidence intervals (see [30] ) are calculated from the following equations:
where CI and CI represents the upper and lower confidence intervals of the robust estimate.
Numerical Examples
To demonstrate the applicability of the approach presented, two synthetic numerical examples are used for illustrative purpose.
Example 1
The first example presents a 2-D non-linear function. The output of the function Y is represented by the equation:
where the model state variables X1 and X2 are uniformly and independently Given that the proposed will be tested, the objectives of this example will involve training multiple ANNs based on the same architecture, compute the failure probabilityp F from each of the each of the ANNs based on the failure criteria (F = g(X) ≤ 0) defined, compute the robust estimate of(p F ), and finally quantify the uncertainty in the the robust estimate of(p F ) due to model uncertainty. has been quantified in terms of confidence intervals estimated from Eq. (12) and Eq.(13). From the results shown in Fig.4 , it is evident that as the number of ANNs trained increases, the robust prediction obtained from the approach converges to the true value. The reason for this outcome is that as more identical ANNs are being trained, the error function solution space is explored many times as possible, hence, the global minimum of the error function is more likely to be reached during this exploration. Thus, the value estimated from the proposed approach is likely to approach the true value. On the other hand, although the computational cost required to achieve the best solution of the predicted quantity using the approach is computationally expensive, parallelization strategies could be adopted and incorporated into the analysis to improve the computational efficiency of the approach.
Analysis
AN N P (N k |D)(Z 1 ) R 2 (Z 2 )p F (Z 1 ) σ 2 k (Z 1 ) 1 9.8E-1
Example 2
The second example used to test the proposed approach adopts the well known the Ishigami function. This function is often used as a benchmark model to test different sensitivity analysis methods. The function is represented by the following equation: The overall objective of this example is to adopt the proposed approach to increase the robustness of the sensitivity indices predicted by ANN and quantify the ANN model uncertainties.
Analysis
Here, training samples D train of size N = 100 have been generated via Latin hypercube algorithm [31] . Once again, two sets error. Using Bayes' formula given in Eq. (1) the posterior probability of each ANN in Z 1 have been estimated by assuming a uniform prior probability Tables.2 and 3 shows the summary of the results obtained.
Again, comparing the posterior probability and the R 2 validation error shows that there is no correlation between them. For instance, the 9 th and 10 th ANN have the highest R 2 values, however, their respective posterior probability are relatively low compared to other ANNs. Hence, selecting them based on their R 2 validation error can result to biased values, when used for prediction.
Henceforth, the ANNs in Z 1 have been selected to implement the proposed approach. To compute the robust predicted quantity, Saltelli's algorithm [32] has been used to estimate S i and T i for all the ANNs adopting N = 10 
Verification of Proposed Approach for Sensitivity Analysis
To verify the robust sensitivity indices obtained from the approach converges to the true value, a comparison has been made with the predicted value estimated from the real model. Adopting N = 10 5 Monte Carlo samples, the real sensitivity indices have been computed directly from the real model with Saltelli's algorithm [32] (see Table. 6) The results show that the robust values obtained from the approach is close to the real value estimated from the real model. Hence, we conclude that our approach is sufficient enough to increase the robustness of the prediction made by ANN. 
Case Study
Once again, the applicability of the proposed approach is demostrated by performing reliability and sensitivity analysis on a real case study. This case study focuses on a complex and expensive mathematical model of the Site Ion eXchange Effluent Plant (SIXEP)(see [33] ) situated on the nuclear fuel reprocessing and decommissioning site at Sellafield, U.K. Sellafield site is one of the largest nuclear installations in the world and is arguably the most complex nuclear site in the world due to the fact there is a lot of engineering and history present in a fairly small area. SIXEP plant is one of two effluent treatment plants that manage discharges of radioactivity across the whole site. This is a highly complex engineered system The feeds into the SIXEP contain particulate materials, and a number of soluble radioactive isotopes predominantly, Caesium-137 and Strontium-90. These soluble radioactive species are removed from the liquid effluent using an ion exchange media loaded in 2 ion exchange beds which operates in series (one lead bed and one lag bed). The lead bed is replaced with fresh media when it is exhausted, and the bed that previously operated in the lag position is promoted to the lead position. The filtration and carbonation steps are present to protect the exchange beds and have a secondary benefit of removing actinides. In order to ensure the continued removal of these two key radioactive isotopes, the plant is routinely operated on the basis of feeds meeting a set of Conditions for Acceptance (CfA). These CfA define the feed envelope in terms of the acceptable concentrations of inactive species which affect the efficiency of the process. A model of the SIXEP plant have been constructed by the National Nuclear Laboratory, UK (see [33] ) in the gPROMS modelling sofware developed by Process Systems Enterprise Ltd [34] . The model uses an equation-oriented architecture to represent equipment, chemistry, physics, operating procedures and other relationships, to whatever degree of accuracy is required. Whilst the SIXEP model is robust and accurate, it does not predict discharges precisely down to several significant figures. This makes this a really challenging test-case. However, the model is being used to test new feed compositions to provide assurance that the plant can continue to operate effectively, i.e. ensuring the discharges of Caesium-137 and Strontium-90 are kept within the required limits. Predictions made by this model are used in real-world application to underpin discharges for site data that is publicly available from the UK environmental agency [33] .
Uncertainties Affecting the SIXEP
There is uncertainty of the future feeds composition arising from the Sellafield site, leading to variability in the activity levels of Caesium-137 and Strontium-90 and other soluble species that affect the removal of these isotopes. This variability can cause undesirable consequences to the environment (i.e. the discharges of the two afore-mentioned radionuclides exceeds their desired levels). Therefore, it is nessessary to include this uncertainty into studies when using the SIXEP model to assess the risk associated with the SIXEP model, and identify thoes model parameters that contribute significantly to this variability. It should be noted that the uncertainty considered to affect the plant feeds are aleatory (i.e. random) in nature [1] . The consideration of this type of uncertainty leads to defining of a state vector x of 18 state variables of the SIXEP model x = x n : n = 1, 2, .., 18, which are assumed to be described by the probability distributions given in Table. 7.
The schematic of the SIXEP model is shown in Fig.7 . Fig.8 shows a deterministic simulation from the model using the set of mean values specified in Table. 7. The results from the deterministic evaluation of the model shown in Fig.8 illustrates the activity levels of Caesium-137
and Strontium-90 with respect to time. It is to be noted that the simulation result shown in Fig.8 , the SIXEP model has been started from a saved state representing steady state operation with the mean parameter values. From the figure (i.e. Fig.8 ), it can be see that there is a rise and drop in the activity levels of the Caesium-137 and Strontium-90 caused by the ion exchange bed change cycle. In this simulation, an ion exchange bed change occurs every 77 days (i.e. every 11 weeks). Hence, when a new ion exchange bed comes online, the activity discharges are low, and as the ion exchange media becomes saturated, activity breaks through the bed and thus produces a rising discharge profile which drops again following the next bed change (shown as the peaks in Fig.8 ). It should be noted that the scalar quantities of interest (i.e. performance variables) shown in Fig.8 is the maximum activity of both radionuclides on the final day (616 th day) of an ion exchange bed life, i.e.the number of days required to reach a new steady state. Further, the reliability and sensitivity analysis technique discussed in this paper is been adopted to quantify the failure probability, and identify the contributions of the state variables to the variation in the performance variable. Tables 8-11 . The same tables also show the R 2 validation error for a robust comparison. 
Construction of ANN for Reliability and Sensitivity Analysis
AN N σ 2 k (Z 1 )) P (D train |N k )(Z 1 ) R 2 (Z 2 ) 1 0.18E-6AN N σ 2 k (Z 1 ) P (D train |N k )(Z 1 ) R 2 (Z 2 ) 1 1.62E-2AN N σ 2 k (Z 1 ) P (D train |N k )(Z 1 ) R 2 (Z 2 )AN N σ 2 k (Z 1 ) P (D train |N k )(Z 1 ) R 2 (Z 2 ) 1 1.20E-2
Robust Estimate of Failure Probability
In this section, the ANNs in Z 1 have been adopted to implement the proposed approach in order to compute a robust estimate of the failure probability. Specifically, 10 4 samples have been used to compute the failure probabilityp F in each ANN. To reduce the computational time for this stage, parallelization strategy have been adopted to speed up the analysis (i.e. 20 parallel workers used). Then, the proposed approach has been used to compute the robust estimate ofp F . Finally, confidence intervals of robust estimate quantifying the model uncertainties has been estimated based on Eqs. (12) and (13), and the result is shown in Fig.11 . Although the confidence interval shown in Fig.11 is fairly wide, the most probable estimate of the true failure probability is represented by the mean of the interval(i.e. shown in red).
Robust Estimate of Sensitivity Indices
In this section, the ANNs in Z 1 have been adopted to implement the shown in red) is the most likely estimate that is to be taken as the true value when adopting the proposed approach.
Conclusions
Reliability and sensitivity analysis of complex models are computationally 
