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Resumen: La teor´ıa de Control Robusto se enfoca en el ana´lisis y s´ıntesis de sis-
temas de control que mantengan las caracter´ısticas del sistema ante incertidumbres
que se presenten. La presente tesis, muestra un nuevo enfoque basado en Descom-
posicio´n de Signo para encontrar las ganancias de un conjunto de controladores
PID que permiten que la familia de sistemas que se generan por la incertidumbre
en sus para´metros sea robustamente estable. Se considera el caso ma´s complejo, en
donde la familia de polinomios caracter´ısticos con incertidumbre parame´trica de la
planta y el controlador son funciones multivariables polino´micas.
Se propone un marco para la sintonizacio´n de un controlador con n grados, en
la tesis es desarrollado hasta grado tres, es decir, para uno, dos o tres parame´tros
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del controlador, con incertidumbre tambie´n en la planta. El resultado es apoyado en
el criterio de estabilidad de Elizondo que tiene la ventaja de no requerir divisio´n,
y un teorema de estabilidad relativa que permite que la parte real de las ra´ıces del
polinomio caracter´ıstico del sistema retroalimentado se encuentren en una regio´n
predeterminada dando de manera muy sencillo un cierto desempeno.
Finalmente se muestran ejemplos ilustrativos para la aplicacio´n de estas herra-
mientas en casos generales.
Firma del asesor:
Dr. Ce´sar Elizondo Gonza´lez
Cap´ıtulo 1
Introduccio´n
El disen˜o de los sistemas de control ha jugado un papel importante para el
desarrollo de la ingenier´ıa en sus diversos campos de estudio.
El control robusto consiste en definir una estructura de control que tenga un
desempen˜o acorde a las especificaciones del sistema, asumiendo desde el comienzo
que existe una incertidumbre en los parame´tros del sistema.
Por lo tanto el control robusto parame´trico es de vital importancia en los
procesos industriales debido a que las te´cnicas cla´sicas de control funcionan bien
en simulacio´n pero fallan en la pra´ctica ya que no es tomada la incertidumbre pa-
rame´trica.
Este trabajo de tesis desarrolla una metodolog´ıa que permite el disen˜o de con-
troladores robustos para sistemas LTI con incertidumbre parame´trica y cuya aplica-
cio´n puede darse en diferentes a´reas como son: control de aeronaves, robo´tica, a´reas
de control de procesos qu´ımicos, etc.
1.1 Planteamiento del Problema
En este cap´ıtulo se describe de forma general la importancia de la teor´ıa de
control robusto; ya que e´sta es la clave para obtener mejores disen˜os. Este razona-
1
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miento actu´a como un est´ımulo para las ideas y aportaciones tanto abstractas como
avanzadas que se presentan a lo largo de la tesis.
La teor´ıa de control robusto para sistemas lineales invariantes en el tiempo
(LTI), ha crecido notablemente en an˜os recientes. Su popularidad se ha extendido
en el a´mbito industrial en donde es necesario de su conocimiento para el buen disen˜o
de controladores robustos en diversos campos de la ingenier´ıa comos son: sistemas
ele´ctricos, neuma´ticos, meca´nicos, qu´ımicos, etc. Su ra´pida aceptacio´n es debido a:
La sencillez de aplicacio´n y relevancia a problemas pra´cticos en la ingenier´ıa
de control.
La contribucio´n a la sistematizacio´n del proceso de s´ıntesis de un controlador.
Anteriormente los procesos a ser controlados eran representados por funcio-
nes de transferencia simples o bien en representaciones en espacio de estado. Dichas
dina´micas eran analizadas y los controladores eran disen˜ados de tal manera que el
sistema en lazo cerrado fuera por lo menos estable y cumpliera con cierto desem-
pen˜o deseado. El control cla´sico se enfoca en las propiedades de los sistemas de
control en el dominio de la frecuencia y ha desarrollado me´todos de diseno basa-
dos en herramientas gra´ficas simples pero muy poderosas como diagramas de Ny-
quist, diagramas de Bode y cartas de Nichols. Sin embargo e´stas te´cnicas fueron
disen˜adas para sistemas nominales fijos, en general, son de aplicacio´n complicada
cuando esta´n presentes varios para´metros con incertidumbre. La dificultad radi-
ca en que, por ejemplo, para un ana´lisis de estabilidad, es necesario aplicar las
te´cnicas gra´ficas a todo el nu´mero infinito de elementos que componen la fami-
lia del sistema LTI con incertidumbre parame´trica q = [q1 q2 . . . qℓ]
T , el conjunto
de todos los vectores q que existen forman una caja de incertidumbre parame´trica
Q = {q = [q1 q2 . . . qℓ]
T |q−i ≤ qi ≤ q
+
i ∀i = 1, 2, . . . , ℓ} y el aplicar estas te´cnicas a
cada elemento que forma la caja de incertidumbre resulta totalmente impra´ctico.
El te´rmino robusto en el desarrollo de e´ste trabajo se refiere al hecho que el
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disen˜o de los sistemas de control que persigue operen en un entorno de incertidumbre
con respecto a la dina´mica del sistema.
Para el estudio sobre control robusto, es necesario mencionar los siguientes
puntos: el tipo de incertidumbre que se enfrenta, desempeno del sistema de control
bajo dichas incertidumbres y si se trata de un problema de ana´lisis o s´ıntesis del
controlador.
En el desarrollo de esta investigacio´n se enfrentan dos tipos de problemas:
Problema de Ana´lisis: Dado un controlador, determinar si las sen˜ales contro-
ladas (incluidos errores de seguimiento, las sen˜ales de control, etc.) cumplen con las
propiedades y comportamiento deseado para todos los ruidos admisibles, perturba-
ciones e incertidumbres en el modelo.
Problema de S´ıntesis: El disen˜o de un sistema de control de tal manera que
las sen˜ales controladas cumplan con las propiedades y comportamiento deseado para
todos los ruidos admisibles, perturbaciones e incertidumbres en el modelo.
En la realidad industrial no existe un sistema en particular a analizar, lo que
hay que analizar es una familia de sistemas. Es por eso que surge una pregunta
ba´sica que tiene que ver con la robustez: La familia de polinomios caracter´ısticos
que describen el comportamiento del sistema P (s,Q) es estable
Los criterios cla´sicos de estabilidad se aplican a un polinomio espec´ıfico con
para´metros fijos p(s, q). Y uno podr´ıa pensar en repetir el criterio o prueba de es-
tabilidad muchas veces para distintos valores de dichos para´metros qi elemento de
Q, lo cual es totalmente impra´ctico y nos motiva al desarrollo de e´ste trabajo de
investigacio´n.
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1.2 Objetivos
1.2.1 Objetivo General
Desarrollar una metodolog´ıa de disen˜o de un conjunto controladores capaces
de dar estabilidad robusta relativa a la familia de sistemas continuos LTI con in-
certidumbre parame´trica, entendie´ndose por estabilidad relativa que la parte real
de las ra´ıces del polinomio caracter´ıstico del lazo cerrado se encuentre dentro de un
intervalo preestablecido.
1.2.2 Objetivos Particulares
El desarrollo de algoritmos que permitan el ca´lculo de la ganancia de las cotas
de los para´metros del controlador que satisfagan estabilidad robusta relativa.
Realizacio´n de un estudio comparativo entre las te´cnicas y algoritmos propues-
tos anteriormente por diversos autores, en cuanto al disen˜o de controladores
robustos y los resultados obtenidos.
Desarrollo de ejemplos de aplicaciones reales que permitan la implementacio´n
del algoritmo y demuestren de manera ma´s clara los resultados obtenidos.
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1.3 Antecedentes
1.3.1 Introduccio´n a Controladores PID
La gran capacidad de los controladores de tipo proporcional integral (PI) y
proporcional integral derivativo (PID) para el control de la mayor´ıa de los procesos
industriales ha dado lugar a su amplia aceptacio´n en diversas aplicaciones industria-
les.
Se sabe que so´lo del 5 al 10 % de los lazos de control no pueden ser controla-
dos por controladores PI o PID para una sola entrada una sola salida (SISO) [38];
en particular, estos controladores funcionan bien para los procesos con dina´micas
benignos y requerimientos de desempen˜o modestos [4].
Por otra parte, el 98% de los lazos de control en las industrias para la fabri-
cacio´n de papel con pulpa de celulosa son controlados por controladores PI en SISO
[12] y que, en aplicaciones de control de procesos, ma´s del 95% de los controladores
son de tipo PID [4].
La implementacio´n de los controladores PI o PID se recomienda para el control
de los procesos de baja a mediano fin con retardos de tiempo pequen˜os, tambie´n se
recomienda hacer uso de las reglas de sintonizacio´n conocidas para los para´metros
del controlador. Aunque, en pruebas hechas a miles de lazos de control en cientos de
plantas, se encontro´ que ma´s del 30% de los controladores instalados esta´n operando
en el modo manual, es decir son sintonizados de manera emp´ırica o por cierta expe-
riencia en determinado proceso y el 65% de los lazos operan en modo automa´tico. Lo
que es ma´s preocupante, es que teniendo en cuenta la gran cantidad de informacio´n
disponible en la literatura para determinar los para´metros del controlador de forma
automa´tica gran cantidad se hace de manera manual [23].
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1.3.2 Arquitectura de los controladores PID
El controlador PI ideal para un proceso de una sola entrada−una sola salida
(SISO) es como sigue:
U(s) = Gc(s)E(s) (1.1)
con
Gc(s) = Kc(1 +
1
Tis
) (1.2)
El controlador PID ideal para un proceso de una sola entrada−una sola salida (SISO)
se expresa en el dominio de Laplace como sigue:
Gc(s) = Kc(1 +
1
Tis
+ Tds) (1.3)
y conKc = ganancia proporcional, Ti = constante de tiempo integral, Td = constante
de tiempo derivativa.
La introduccio´n de la accio´n integral facilita el logro de la igualdad entre el
valor medido y el valor deseado, el error es integrado, lo cual tiene la funcio´n de
promediarlo o sumarlo por un per´ıodo determinado; luego es multiplicado por una
constante I. Posteriormente, la respuesta integral es adicionada al modo proporcional
para formar el control P + I con el propo´sito de obtener una respuesta estable del
sistema sin error estacionario.
La introduccio´n de la accio´n derivativa significa que los cambios en el valor
deseado pueden ser anticipados, y por lo tanto una correccio´n adecuada se puede
an˜adir antes del cambio real. As´ı, en te´rminos simples, el controlador PID permite
contribuciones de entradas presentes, pasadas y futuras del controlador.
1.3.3 Desventajas de un controlador PID
Mientras que los controladores PID son aplicables a la mayor´ıa de los problemas
de control, pueden ser pobres en otras aplicaciones. Los controladores PID, cuando
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se usan solos, pueden dar un desempen˜o pobre cuando la ganancia del lazo del PID
debe ser reducida para que no se dispare u oscile sobre el valor del ”setpoint”. El
desempen˜o del sistema de control puede ser mejorado combinando el lazo cerrado de
un control PID con un lazo abierto. Conociendo el sistema se puede tener un control
prealimentado combinado con la salida del PID para aumentar el desempen˜o final del
sistema. Solamente el valor del control prealimentado puede proveer la mayor porcio´n
de la salida del controlador. El controlador PID puede ser usado principalmente para
responder a cualquier diferencia o ”error”que quede entre el setpoint y el valor actual
del proceso. Como la salida del lazo del control no se ve afectada a la realimentacio´n
del proceso, nunca puede causar que el sistema oscile, aumentando el desempen˜o
del sistema, su respuesta y estabilidad. Por ejemplo, en la mayor´ıa de los sistemas
de control con movimiento, para acelerar una carga meca´nica, se necesita de ma´s
fuerza (o torque) para el motor. Si se usa un lazo PID para controlar la velocidad
de la carga y manejar la fuerza o torque necesaria para el motor, puede ser u´til
tomar el valor de aceleracio´n instanta´nea deseada para la carga, y agregarla a la
salida del controlador PID. Esto significa que sin importar si la carga esta´ siendo
acelerada o desacelerada, una cantidad proporcional de fuerza esta´ siendo manejada
por el motor adema´s del valor de realimentacio´n del PID. El lazo del PID en esta
situacio´n usa la informacio´n de la realimentacio´n para incrementar o decrementar la
diferencia entre el setpoint y el valor del primero. Trabajando juntos, la combinacio´n
control-realimentacio´n provee un sistema ma´s confiable y estable. Otro problema que
posee el PID es que es lineal. Principalmente el desempen˜o de los controladores PID
en sistemas no lineales es variable. Tambie´n otro problema comu´n que posee el PID
es, que en la parte derivativa, el ruido puede afectar al sistema, haciendo que esas
pequen˜as variaciones, hagan que el cambio a la salida sea muy grande. Generalmente
un Filtro pasa bajo (FPB) ayuda, ya que elimina las componentes de alta frecuencia
del ruido. Sin embargo, un FPB y un control derivativo pueden hacer que se anulen
entre ellos.
Alternativamente, el control derivativo puede ser sacado en algunos sistemas
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sin mucha pe´rdida de control. Esto es equivalente a usar solamente un PI.
1.4 Estructura de la tesis
La estructura de la tesis es como sigue:
Cap´ıtulo dos. Conceptos Preliminares. Se expone un breve contenido acerca
de conceptos importantes en el desarrollo de este trabajo, la importancia de la re-
troalimentacio´n as´ı como la incertidumbre que puede existir en diversos procesos o
sistemas. Adema´s algunos criterios de estabilidad, el primero es un criterio de es-
tabilidad de C. Elizondo que traslada el problema de estabilidad robusta a uno de
positividad robusta de una funcio´n multivariable polino´mica. El segundo un criterio
de estabilidad relativa con fines de desempen˜o.
Cap´ıtulo tres. Positividad Robusta de funciones multivariables. En este cap´ıtu-
lo se analizan las distintas herramientas capaces de resolver el problema de positi-
vidad robusta de funciones multivariables polino´micas, sus ventajas y desventajas y
se plantea como la solucio´n a este problema puede aplicarse tambie´n a la solucio´n
de una amplia gama de problemas de control y optimizacio´n.
Cap´ıtulo cuatro. Resultados Principales
Se presenta una solucio´n a la problema´tica mediante dos algoritmos, ambos ca-
paces de determinar un conjunto de controladores que satisfacen estabilidad robusta
relativa, es decir, que la parte real de las ra´ıces de un sistema con incertidumbre
parame´trica se encuentren en una regio´n preestablecida.
Cap´ıtulo cinco. Aplicaciones. En este cap´ıtulo se presenta el resultado de
este trabajo para distintas aplicaciones. Se determina un conjunto de controladores
que satisfacen estabilidad robusta relativa para distintos casos reales.
Cap´ıtulo seis. Conclusiones, recomendaciones y trabajo futuro. En este cap´ıtu-
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lo se presentan las contribuciones de esta tesis, las recomendaciones observadas a lo
largo del desarrollo de este trabajo as´ı como diversas l´ıneas de futuro trabajo.
Cap´ıtulo 2
Conceptos Preliminares
2.1 Introduccio´n
En este cap´ıtulo se muestran algunos conceptos que permiten ubicar el tra-
bajo realizado. Tales conceptos son importantes para el desarrollo de este trabajo,
adema´s se presentan algunos preliminares matema´ticos utilizados para la solucio´n al
problema descrito anteriormente.
Un sistema de control es un dispositivo o conjunto de dispositivos, que gestiona,
comanda, dirige o regula el comportamiento de otro dispositivos o sistemas. Los
sistemas de control en la industria se utilizan para la produccio´n industrial, que es
una importante fuente de riqueza de un pa´ıs, ya que se logra impulsar la economı´a
a trave´s del fortalecimiento y crecimiento de empresas manufactureras de manera
que e´stas sean capaces de exportar productos competitivos, reinvertir en su propia
expansio´n y generar empleos.
La incertidumbre parame´trica en los sistemas de control es un tema estudiado
recientemente debido a la importancia que tiene dentro de la industria. Los sistemas
con incertidumbre son una clase amplia que comprende sistemas de diversa naturale-
za (continuo − discreto, lineal − no lineal, etc.) que se caracterizan por la presencia
10
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de para´metros parcialmente desconocidos, ya que se desconoce su valor exacto pero
se conoce el intervalo al que pertenece. Para sistemas con incertidumbre es necesario
implementar estrategias de disen˜o de control robusto parame´trico con el objetivo de
llevar a cabo el ana´lisis y s´ıntesis de controladores que permitan la estabilidad en
presencia de estos valores inciertos del sistema.
2.2 Retroalimentacio´n e Incertidumbre
Los dos problemas fundamentales en el disen˜o de un sistema de control son la
estabilidad y el desempen˜o del sistema en lazo cerrado.
Un control debe de estar disen˜ado de tal manera que se garantice estabilidad
en el lazo cerrado del sistema al que se aplica. Estabilidad en el lazo cerrado es el
requerimiento mı´nimo para cualquier control y si el sistema es lineal significa que a
estado cero el origen es asinto´ticamente estable.
El te´rmino retroalimentacio´n es usado para referirse a una situacio´n en la
que dos (o ma´s) sistemas dina´micos esta´n conectados entre s´ı de tal manera que
cada sistema influye en el otro y su dina´mica esta´ fuertemente acoplada. Por sistema
dina´mico, nos referimos a un sistema cuyo comportamiento cambia con el tiempo, a
menudo en respuesta a una estimulacio´n o fuerza externa [5].
El objetivo principal de establecer un control en retroalimentacio´n es minimizar
los efectos sobre condiciones iniciales desconocidas o influencias externas sobre el
comportamiento del sistema, sujeto a la restriccio´n de no tener una representacio´n
completa del sistema. Este es entonces el principal reto; ya que el comportamiento
deseado se espera de un sistema controlado. Las estrategias utilizadas para lograr
esto se hacen a trave´s de un modelo de sistema inexacto o con incertidumbre en sus
para´metros.
El desempen˜o de un sistema en lazo cerrado se refiere a la habilidad de seguir
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una sen˜al de referencia lo ma´s cercano posible as´ı como la capacidad para el rechazo
de perturbaciones. El controlador tiene que ser disen˜ado de tal manera que las salidas
controladas sigan los valores preestablecidos a pesar de la presencia de perturbaciones
o dina´micas no modeladas.
Incertidumbre. La incertidumbre es la estimacio´n cuantitativa de los errores
presentes en los datos medidos, todas las mediciones contienen alguna incertidumbre
generada a trave´s de muchos tipos de errores. Una idea muy simple y natural, para
derrotar a la incertidumbre, es la de rodear los valores de medicio´n de incertidumbre
en intervalos reales cerrados, es decir acotar los parm´etros inciertos y entonces utilizar
te´cnicas para el buen manejo de la incertidumbre.
Incertidumbre Parame´trica. En un sentido estricto, la incertidumbre pa-
rame´trica surge cuando algu´n aspecto del modelo del sistema no es totalmente co-
nocido en el momento de ana´lisis y s´ıntesis del disen˜o de control. El ejemplo t´ıpico
aqu´ı es el valor desconocido de un para´metro del que solamente se conocen sus l´ımites
inferior y superior.
Los modelos son una aproximacio´n de la realidad, por lo que modelos de sis-
temas dina´micos pudieran no cubrir algunos feno´menos f´ısicos tales como desajuste
de componentes que pueda modificar el valor de algunos parame´tros del sistema.
Como consecuencia se puede afectar el desempen˜o para el cual fue disen˜ado el lazo
de control.
E´sta tesis se centra en el tipo de incertidumbres para cada para´metro del
sistema y controlador conocida como incertidumbre parame´trica real a diferencia
de otras te´cnicas como H∞ las cuales enfrentan el problema de incertidumbre de
manera general conocida como incertidumbre no estructurada.
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2.3 Preliminares Matema´ticos
2.3.1 Criterio de estabilidad de C. Elizondo
Este criterio de estabilidad presenta una tabla a partir de la cual se determina el
nu´mero de ra´ıces de un polinomio real que se encuentran en el semiplano derecho del
plano complejo. Dicha tabla se fundamenta en El Principio del Argumento, I´ndices
de Cauchy, Cadenas de Sturm y Cadenas de Sturm modificadas. La tabla presenta
algunas ventajas: las operaciones nume´ricas se reducen con respecto a otros criterios
y los coeficientes son funciones multivariables polino´micas cuya positividad robusta
se obtiene en condiciones necesarias y suficientes utilizando descomposicio´n de signo
[19, 20, 21], determinando entonces la estabilidad robusta para sistemas LTI con
incertidumbre parame´trica.
Teorema 2.3.1. [21] Dado un polinomio p(s) = C0+C1s+C2s
2+···Cn−1s
n−1+Cns
n
con coeficientes reales, el nu´mero de ra´ıces a la derecha del plano de los complejos
es igual al nu´mero de variaciones de signo en la columna σ en el siguiente arreglo.
σ1 Cn Cn−2 Cn−4 · · ·
σ2 Cn−1 Cn−3 Cn−5 · · ·
σ3 e3,1 e3,2 · · ·
σ4 e4,1 e(4,2) · · ·
...
...
...
σ(n−1) e(n−1),1 e(n−1),2
σn e(n,1)
σn+1 e(n+1),1
ei,j = (ei−1,1ei−2,j+1 − ei−2,1ei−1,j+1), ∀3 ≤ i ≤ n+ 1
ei,j = Cn+1−i−2(j−1)∀i ≤ 2
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σi = Sign(ei,1)∀i ≤ 2
σi = Sign(ei,1)
(i+1−m)/2∏
j=1
Sign(e(m+2(j−1)),(1)∀i ≥ 3)
m = 3 para i par, m = 2 para i non.
La metodolog´ıa de ca´lculo del signo σi de un renglo´n es mucho ma´s sen-
cilla que lo que aparenta la expresio´n matema´tica que lo determina: el signo σi
de un renglo´n se determina multiplicando el signo de e(i),1 por el signo del ele-
mento inmediato superior a e´ste, es decir el de e(i−1),1 y por los signos de los
elementos superiores de la columna e ”brincando” de dos en dos. Por ejemplo:
σ7 = sign(e(7),1)sign(e(6),1)sign(e(4),1)sign(e(2),1).
En el caso de que un elemento ei,1 sea cero, entonces se substituye el cero por
un ∈> 0 y se continu´a el ca´lculo de la tabla. En caso de todos los elementos ei,j
de un renglo´n sean de valor cero, entonces se substituye el renglo´n completo por la
derivada del renglo´n superior.
Debe de notarse que cada uno de los elementos ei,j fueron elaborados sin utilizar
la divisio´n empleada en el criterio de Routh, por lo tanto los elementos ei,j en el caso
de incertidumbre parame´trica son funciones multivariables polino´micas.
2.3.2 Estabilidad Relativa
En la aplicacio´n industrial de la teor´ıa de control, normalmente es necesario que
el sistema adema´s de ser estable tenga un cierto desempen˜o, para esto es necesario
que las ra´ıces de su polinomio caracter´ıstico guarden cierta posicio´n en el plano de
los complejos. Con esta finalidad se muestra el siguiente teorema que determina si la
parte real de la ra´ıces se encuentra contenida en una regio´n espec´ıfica de los reales.
Teorema 2.3.2. [22] Sea p(s) = c0 + c1s+ c2s
2 + · · ·+ sn el polinomio caracter´ısti-
co con coeficientes reales positivos correspondiente un sistema LTI, sean a y b dos
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nu´meros reales positivos. Entonces las ra´ıces de p(s) esta´n localizadas, en el plano
de los complejos, a la izquierda de −a y a la derecha de −b si y solo si los polinomios
p(s− a) y p(−s− b) son asinto´ticamente estables.
Cap´ıtulo 3
Positividad Robusta de
Funciones Multivariables
La Positividad Robusta es una potente caracter´ıstica que juega un papel im-
portante en varios campos de la meca´nica, las matema´ticas, la estad´ıstica y la in-
vestigacio´n en general. Muchas condiciones de estabilidad complejas que surgen en
el ana´lisis y s´ıntesis de sistemas de control pueden reducirse a condiciones de positi-
vidad de polinomios multivariables.
La teor´ıa de positividad de funciones multivariables polino´micas aporta nuevos
conocimientos teo´ricos en una amplia gama de problemas de control y optimizacio´n.
La positividad de polinomios se puede utilizar para formular un gran nu´mero de pro-
blemas en el control robusto, de control no lineal as´ı como dar solucio´n a problemas
que afectan a la convexidad [31].
Existen tres herramientas importantes para la solucio´n de problemas con po-
sitividad robusta, las cuales se describen brevemente a continuacio´n:
1. Aritme´tica de Intervalos
2. Polinomios de Bernstein
16
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3. Descomposicio´n de Signo
3.1 Aritme´tica de Intervalos
3.1.1 Historia
Aritme´tica de intervalos no es un feno´meno nuevo en las matema´ticas, en reali-
dad ha aparecido varias veces a lo largo de la historia solo que con diferentes nombres.
Por ejemplo Arqu´ımedes calculo´ l´ımites inferior y superior para el numero ”pic¸omo
223/71 ≤ Π ≤ 22/7 tres siglos a.C.
La Aritme´tica de intervalos es un me´todo desarrollado por Ramon Moore en
1957, surge como un acercamiento a errores de redondeo ligados en el ca´lculo ma-
tema´tico. La teor´ıa de ana´lisis del intervalo surgio´ considerando una solucio´n exacta
y el te´rmino error como uno solo [28]
3.1.2 Introduccio´n
Aritme´tica de intervalo puede ser especialmente u´til cuando se trabaja con
datos que esta´n sujetos a errores de medicio´n o incertidumbres y es utilizada entonces
como un me´todo para poner l´ımites a los errores de redondeo o errores de medicio´n
en el ca´lculo matema´tico.
Las operaciones ba´sicas de aritme´tica de intervalos, para dos intervalos [a, b] y
[c, d], que son subconjuntos de la l´ınea real [−∞,∞] son:
[a, b] + [c, d] = [a+ c, b+ d]
[a, b]− [c, d] = [a− d, b− c]
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[a, b]× [c, d] = [min(a× c, a× d, b× c, b× d), max(a× c, a× d, b× c, b× d)]
[a, b]÷ [c, d] = [min(a÷ c, a÷ d, b÷ c, b÷ d),max(a÷ c, a÷ d, b÷ c, b÷ d)
El enfoque principal en la aritme´tica de intervalos esta´ en la forma ma´s sencilla
para calcular puntos extremos superior e inferior para el rango de valores de una
funcio´n en una o ma´s variables. Estas cotas no son necesariamente el supremo o
ı´nfimo, ya que el ca´lculo preciso de esos valores puede ser dif´ıcil o imposible. El
me´todo se limita normalmente a intervalos reales, de la forma:
[a, b] = {x ∈ R|a ≤ x ≤ b},
donde:
a > −∞ y b <∞
De la misma manera que se realizan los ca´lculos para los nu´meros reales se realizan
para Aritme´tica de intervalos, es decir operaciones aritme´ticas sencillas. Para fun-
ciones sencillas se deben definir estas operaciones y para funciones ma´s complicadas
se calculan a partir de estas definiciones.
3.1.3 Aritme´tica de Intervalos para nu´meros complejos
Un intervalo tambie´n se puede definir como un lugar geome´trico de puntos a
una distancia dada desde el centro, y e´sta definicio´n se extiende para los nu´meros
reales y para los nu´meros complejos. Es posible realizar ca´lculos y operaciones de
nu´meros reales como para nu´meros complejos con incertidumbre en sus para´metros.
Por lo tanto, dado el hecho que un intervalo de un nu´mero es un intervalo
real cerrado y un nu´mero complejo es un par ordenado de nu´meros reales, no hay
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razo´n para limitar la aplicacio´n de aritme´tica de intervalos como medida de incer-
tidumbre en unicamente operaciones con nu´meros reales. Aritme´tica de Intervalos
puede extenderse a intervalos de nu´meros complejos, para determinar regiones de
incertidumbre en el ca´lculo con nu´meros complejos.
Las operaciones algebraicas ba´sicas para los nu´meros de intervalos reales (in-
tervalos cerrados reales) se pueden extender a los nu´meros complejos. Aritme´tica de
intervalos compleja es similar a la aritme´tica de nu´meros complejos ordinaria, pero
con algunas diferencias [27]. Se puede demostrar que al igual que en la aritme´tica de
intervalos reales, no existe la propiedad distributiva entre la suma y la multiplica-
cio´n para intervalos de nu´meros complejos a excepcio´n de algunos casos especiales
y los elementos inversos no siempre existen para intervalos de nu´meros complejos
[27]. Otras dos propiedades u´tiles de la aritme´tica ordinaria de nu´meros complejos
que no se mantienen en la aritme´tica de intervalos de complejos son: las propiedades
aditivas y las propiedades multiplicativas.
3.1.4 Problema de Dependencia
El llamado problema de la dependencia es un gran obsta´culo para la aplicacio´n
de la aritme´tica de intervalos. Aunque los me´todos de intervalo pueden determinar el
rango de operaciones aritme´ticas elementales para funciones de forma muy precisa,
esto no siempre es cierto con funciones ma´s complicadas. Si un intervalo ocurre
varias veces en el ca´lculo de los para´metros, y cada una de estas veces es tomada de
manera independiente, entonces esto puede conducir a una expansio´n no deseada de
los intervalos resultantes.
Un ejemplo de este problema se describe a continuacio´n: Si tomamos la funcio´n
f definida por f(x) = x2 + x. Los valores de esta´ funcio´n en el intervalo [−1, 1] son
realmente [−1
4
, 2]. El intervalo natural de esta´ funcio´n es calculado como [−1, 1]2 +
[−1, 1] = [0, 1] + [−1, 1] = [−1, 2], la cual es ligeramente ma´s grande, en lugar de
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esto se tiene que calcular el ı´nfimo y supremo de la funcio´n h(x, y) = x2+ y tal que,
x, y ∈ [−1, 1]. Entonces tendremos una mejor expresio´n para f en el que la variable
x solo aparecera´ una vez, es decir re-escribiendo f(x) = x2 + x como una suma y
elevando al cuadrado tenemos que f(x) = (x+ 1
2
)2 − 1
4
. As´ı que el ca´lculo adecuado
de este intervalo es:
([−1, 1] + 1
2
)2 − 1
4
= [−1
2
, 3
2
]2 − 1
4
= [0, 9
4
]− 1
4
= [−1
4
, 2]
dando los valores correctos. En general, se observa que el rango de valores
pueden ser calculados, si cada variable aparece si y so´lo si f es continua dentro de
la caja. Aunque, no siempre la funcio´n podra´ re-escribirse de esta manera.
El problema de dependencia causa una sobre estimacio´n o estimacio´n erro´nea
de los valores de los intervalos, generando conclusiones equivocadas.
3.2 Polinomios de Bernstein
3.2.1 Historia
La teor´ıa de Polinomios de Bernstein se introdujo originalmente por Sergei
Natanovich Bernstein para facilitar una prueba constructiva sobre el teorema de
aproximacio´n de Weierstrass cuyo resultado afirma que las funciones reales continuas
definidas en un intervalo cerrado y acotado pueden ser aproximadas tanto como se
quiera por un polinomio. Es decir, los polinomios de coeficientes reales son densos
en el conjunto de las funciones continuas sobre un intervalo cerrado.
La demostracio´n sobre esta´ prueba constructiva se hizo en 1912 y y ha tenido
un profundo impacto en muchas a´reas. Los polinomios de Bernstein han estimulado
el desarrollo de la teor´ıa ba´sica, sencilla y eficiente de algoritmos recursivos, teor´ıa
de probabilidad, teor´ıa de sumas de series divergentes y una diversificacio´n cada vez
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mayor de aplicaciones [8].
3.2.2 Introduccio´n
Los polinomios son herramientas matema´ticas muy u´tiles, ya que son sencillos
de definir, pueden calcularse ra´pidamente por computadoras y representan una gran
variedad de funciones. Pueden derivarse o integrarse fa´cilmente, pueden combinarse
entre s´ı para formar curvas diferenciables definidas en porciones las llamadas (spline
curves) las cuales aproximan cualquier funcio´n con la precisio´n deseada.
Los polinomios de Bernstein o polinomios en la base de Bernstein son una clase
particular de polinomios en el campo de los nu´meros reales, que son utilizados dentro
del a´mbito del ana´lisis nume´rico.
Un polinomio de Bernstein p(x) de orden n aproxima una funcio´n f(x), en un
intervalo mejor cuanto mayor sea n, a partir de esta fo´rmula:
p(x) =
n∑
i=0
ciB
n
i (x)
donde los Bni (x) son elementos de la distribucio´n binomial respecto de la va-
riable x, y los ci, son valores de la funcio´n que queremos aproximar. Para aproximar
la funcio´n en el intervalo [0, 1], estos elementos toman los siguientes valores:
ci = f(
i
n
) Bni (x) = (
n
i
)xi(1− x)n−i
y ma´s en general transformando las ecuaciones para un intervalo [a, b], los
Bni (x)[a,b] se convierten en polinomios de la base de Bernstein:
ci = f(i
b−a
n
+ a) y Bni (x)[a,b] =
(x−a)i(b−x)n−i
(b−a)n
As´ı, la fo´rmula general desarrollada es:
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Figura 3.1: Polinomios de Bernstein de grado 1
p(x) =
n∑
i=0
f(i b−a
n
+ a) n!
i!(n−i)!
(x−a)i(b−x)n−i
(b−a)n
Para casos simples tenemos entonces los siguientes polinomios:
3.2.3 Polinomios de Bernstein de grado 1
Los polinomios de Bernstein de grado 1 son:
B0,1(x) = 1− x
B1,1(x) = x
y se grafica de 0 ≤ t ≤ 1 de la siguiente manera:
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Figura 3.2: Polinomios de Bernstein de grado 2
3.2.4 Polinomios de Bernstein de grado 2
Los polinomios de Bernstein de grado 2 son:
B0,2(x) = (1− x)
2
B1,2(x) = 2x(1− x)
B2,2(x) = x
2
y se grafica de 0 ≤ x ≤ 1 de la siguiente manera:
3.2.5 Polinomios de Bernstein de grado 3
Los polinomios de Bernstein de grado 3 son:
B0,3(x) = (1− x)
3
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B1,3(x) = 3x(1− x)
2
B2,2(x) = 3x
2(1− x)
B3,3(x) = t
3
y se grafica de 0 ≤ x ≤ 1 de la siguiente manera:
Figura 3.3: Polinomios de Bernstein de grado 3
3.3 Descripcio´n de Descomposicio´n de Signo
3.3.1 Historia
La herramienta matema´tica descomposicio´n de signo o como algunos autores
la mencionan “descomposicio´n de signo definida” comenzo´ basada en distintas ideas
desarrolladas por Ce´sar Elizondo Gonza´lez durante su investigacio´n de tesis doctoral
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en 1999. Descomposicio´n de signo fue desarrollada como un trabajo basado en orto-
gonalidad sin seguir las l´ıneas de investigacio´n contempora´nea en donde las ideas o
trabajos ortogonales normalmente no estaban bien vistos.
Haciendo uso de e´sta herramienta se han desarrollado diversos trabajos de
investigacio´n por su creador y otros investigadores mostrando la facilidad de aplica-
cio´n, el potencial de la herramienta y las ventajas que se tienen sobre algunas otras
en distintos campos de la teor´ıa de control como son: [19, 20, 24, 32, 33, 34, 35, 36]
3.3.2 Introduccio´n
En el a´rea de control robusto parame´trico se manejan propiedades como: estabi-
lidad robusta, controlabilidad robusta y observabilidad robusta. El cumplimiento de
cualquiera de estas propiedades en un sistema LTI con incertidumbre parame´trica
puede ser mapeado a un problema de positividad robusta de una funcio´n multi-
variable polino´mica dependiente en un vector de para´metros q = [q1q2 · · · qℓ]
T , de
cada para´metro se conocen solamente las cotas inferior y superior qiǫ[q
−
i , q
+
i ] y el
conjunto de todos los vectores q forman una caja de incertidumbre parame´trica
Q = {q = [q1q2 · · · qℓ]
T |qiǫ[q
−
i , q
+
i ]∀i}. Para resolver el problema de positividad ro-
busta de funciones multivariable polino´micas dependientes de un vector con incerti-
dumbre parame´trica q, fue desarrollado en [19] la siguiente herramienta matema´tica.
Descomposicio´n de signo [19], [20] es una herramienta matema´tica que median-
te el ana´lisis de puntos extremos es capaz de determinar en condiciones necesarias y
suficientes la positividad robusta de una funcio´n multivariable polino´mica.
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3.3.3 Definicio´n de la Operacio´n
Al analizar una funcio´n es comu´n la necesidad de descomponer e´sta en sus
partes que la constituyen de acuerdo al caso, por ejemplo si se esta´ haciendo un
ana´lisis de un polinomio p(s), puede ser u´til descomponerlo en sus partes par e im-
par; si se esta´ haciendo el ana´lisis de un polinomio en el dominio de la frecuencia
p(jω), normalmente es u´til descomponerlo en sus partes real e imaginaria, pero si
se esta´ haciendo el ana´lisis de la positividad de una funcio´n, podemos pensar en
descomponerla en sus partes positiva y negativa. La determinacio´n de la positivi-
dad de una funcio´n real polino´mica multivariable es un problema dif´ıcil de resolver,
normalmente se le ve a la funcio´n real como un todo completo y posiblemente eso
aumenta la dificultad del problema, en vez de ver la funcio´n descompuesta en sus
posibles partes que la constituyen. En este caso se propone descomponer una funcio´n
multivariable f : Rℓ → R en sus partes positiva y negativa fp(·), fn(·), para poder
definir esta descomposicio´n, es necesario primeramente recordar el concepto de cono
convexo positivo P = {x ∈ Rℓ|xi ≥ 0} [19], as´ı como las siguientes definiciones:
Definicio´n 1. [29] Sea P un cono convexo positivo en un espacio vectorial Rℓ, para
x, y ∈ Rℓ se dice que x ≥ y (x > y) con respecto a P si x− y ∈ P (x− y ∈ P ◦, el
interior de P ).
Definicio´n 2. [19, 20] Sea f : Rℓ → R una funcio´n continua y Q ⊂ P ⊂ Rℓ un
subconjunto convexo, se dice que f(·) es una funcio´n no-decreciente en Q si x ≥ y
implica f(x) ≥ f(y), ∀ x, y ∈ Q .
Las funciones no-decrecientes presentan algunas propiedades interesantes res-
pecto a las operaciones de suma y multiplicacio´n como se muestran mas adelante.
Definicio´n 3. [19, 20] Sea f : Rℓ → R una funcio´n continua y sea Q ⊂ P ⊂ Rℓ
un subconjunto convexo, se dice que f(·) tiene descomposicio´n de signo en Q si
existen dos funciones acotadas no-decrecientes fn(·) ≥ 0, fp(·) ≥ 0, tales que f(q) =
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fp(q)− fn(q) para toda q ∈ Q. Dichas funciones se llamara´n: la parte positiva de la
funcio´n fp(·) y la parte negativa de la funcio´n fn(·).
f(q) = fp(q)− fn(q) ∀q ∈ Q
fp(·)
△
= Parte Positiva de f(·)
fn(·)
△
= Parte Negativa de f(·)
Nota 3.3.1. Los nombres “parte positiva” y “parte negativa”, son so´lo por facilidad
de expresio´n, realmente deben ser interpretados como: parte no negativa y parte no
positiva respectivamente.
Debe notarse que si una funcio´n esta´ definida en Q
′
⊂ Rℓ que no esta´ conte-
nida en un cono convexo positivo, entonces se puede hacer una transformacio´n de
coordenadas para que la funcio´n quede definida en Q ⊂ P ⊂ Rℓ como se muestra en
el siguiente hecho.
Hecho 3.3.1. [19, 20] Sea f : Rℓ → R una funcio´n continua definida en Qˆ ⊂ Rℓ
que no esta´ contenida en un cono convexo positivo, entonces siempre se puede hacer
una transformacio´n de coordenadas qˆi = qˆ
−
i + (qi − q
−
i )(qˆ
+
i − qˆ
−
i )/(q
+
i − q
−
i ) tal que
q+i > q
−
i ≥ 0 para que la funcio´n quede definida en Q ⊂ P ⊂ R
ℓ.
3.3.4 Representacio´n (fn , fp)
Cuando una funcio´n continua f : Rℓ → R se descompone en Q ⊂ P ⊂ Rℓ en
sus partes positiva y negativa fp(·) y fn(·), realmente se esta´ haciendo una trans-
formacio´n de Rℓ a R2, la representacio´n gra´fica de la funcio´n en un plano (fn, fp)
es de utilidad para entender ma´s fa´cilmente las propiedades que poseen las partes
positiva y negativa de la funcio´n, para lo cual se establece la siguiente proposicio´n.
Proposicio´n 3.3.1. [19, 20] Toda funcio´n continua f : Rℓ → R con descomposi-
cio´n de signo en el conjunto convexo Q ⊂ P ⊂ Rℓ, se puede expresar como una
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transformacio´n de Rℓ a R2 mediante sus partes positiva y negativa fp(·) y fn(·) con
representacio´n gra´fica en el plano (fn, fp).
R
ℓ (fn(·), fp(·))−→ R2
Cuando una funcio´n con descomposicio´n de signo en Q es igual a cero para todo
q elemento de Q, implica que fp(q) = fn(q) ∀q ∈ Q y su representacio´n gra´fica en el
plano (fn, fp) es una l´ınea recta a 45
o que contiene al origen, a la cual nos referiremos
como la recta a 45o, los puntos arriba de ella corresponden a la representacio´n gra´fica
de funciones con valor positivo y obviamente los de abajo a negativo.
3.3.5 Propiedades en la Representacio´n (fn , fp)
Las funciones que poseen descomposicio´n de signo presentan la propiedad de
conservar la descomposicio´n de signo en las operaciones de suma, resta y multipli-
cacio´n como se muestra en el siguiente teorema.
Teorema 3.3.1. [19, 20] Sean f, g : Rℓ → R dos funciones con descomposicio´n de
signo en Q; entonces: f(q) + g(q), f(q) − g(q) y f(q)g(q) son funciones que tienen
descomposicio´n de signo en Q :
f(q) + g(q) = (f(q) + g(q))p − (f(q) + g(q))n
(f(q) + g(q))n = (fn(q) + gn(q)), (f(q) + g(q))p = (fp(q) + gp(q))
f(q)− g(q) = (f(q)− g(q))p − (f(q)− g(q))n
(f(q)− g(q))n = (fn(q) + gp(q)), (f(q)− g(q))p = (fp(q) + gn(q))
f(q)g(q) = (f(q)g(q))p − (f(q)g(q))n
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(f(q)g(q))n = (fp(q)gn(q) + fn(q)gp(q)), (f(q)g(q))p = (fp(q)gp(q) + fn(q)gn(q))
La forma como se obtiene la resta de cualquier par de funciones en el teorema
3.3.1 asegura que las expresiones de la parte positiva y negativa sean funciones no
negativas y no-decrecientes, pero existe el caso particular donde se pueden obtener
expresiones ma´s simples.
Otras propiedades de las funciones que tienen descomposicio´n de signo, son las
referentes a las cotas de la funcio´n, para lo cual es necesario definir algunos conceptos
antes de analizar dichas propiedades.
Definicio´n 4. [19, 20] Se le llamara´ ve´rtice mı´nimo y ma´ximo Euclidiano vmı´n, vma´x
a los vectores elementos de Q ⊂ P ⊂ Rℓ con mı´nima y ma´xima norma Euclidiana
respectivamente.
∥∥vmı´n∥∥
2
= mı´n
q∈Q
‖q‖2 ,
∥∥vma´x∥∥
2
= ma´x
q∈Q
‖q‖2
Lema 3.3.1. [19, 20] Sea f : Rℓ → R una funcio´n continua no-decreciente y sea Q ⊂
P ⊂ Rℓ una caja con ve´rtices mı´nimo y ma´ximo Euclidianos vmı´n, vma´x, entonces:
mı´n
q∈Q
f(q) = f(vmı´n), ma´x
q∈Q
f(q) = f(vma´x)
La aplicacio´n del lema anterior 3.3.1 a las partes positiva y negativa de una
funcio´n permite obtener una propiedad del acotamiento de cada una de estas partes
como se muestra en el siguiente teorema.
Teorema 3.3.2. [19, 20] Sea f : Rℓ → R una funcio´n con descomposicio´n de
signo en Q, sea Q ⊂ P ⊂ Rℓ una caja con ve´rtices mı´nimo y ma´ximo Euclidianos
vmı´n, vma´x, entonces las partes positiva y negativa de la funcio´n esta´n acotadas como
se muestra:
fp(v
mı´n) ≤ fp(q) ≤ fp(v
ma´x) ∀q ∈ Q, fn(v
mı´n) ≤ fn(q) ≤ fn(v
ma´x) ∀q ∈ Q
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El hecho de que las partes positiva y negativa de una funcio´n este´n limitadas
por sus valores mı´nimo y ma´ximo da lugar a poder obtener cotas de la funcio´n
analizando solo sus partes positiva y negativa en los ve´rtices mı´nimo y ma´ximo
Euclidianos como aparece en el siguiente teorema.
Teorema 3.3.3. [19, 20] (Teorema del Recta´ngulo) Sea f : Rℓ → R una funcio´n con-
tinua con descomposicio´n de signo en Q tal que Q ⊂ P ⊂ Rℓ es una caja con ve´rtices
mı´nimo y ma´ximo Euclidianos vmı´n, vma´x, entonces: a) f(q) esta´ acotada inferior y
superiormente por fp(v
mı´n)−fn(v
ma´x) y fp(v
ma´x)−fn(v
mı´n) respectivamente, b) la re-
presentacio´n gra´fica de la funcio´n f(q), ∀q ∈ Q en el plano (fn, fp) esta´ contenida en
el recta´ngulo con ve´rtices (fn(v
mı´n), fp(v
mı´n)), (fn(v
ma´x), fp(v
ma´x)), (fn(v
mı´n), fp(v
ma´x))
y (fn(v
ma´x), fp(v
mı´n)), c) si el ve´rtice inferior derecho (fn(v
ma´x), fp(v
mı´n)) esta´ arri-
ba de la recta de 45o entonces la funcio´n f(q) > 0 ∀q ∈ Q, d) si el ve´rtice supe-
rior izquierdo (fn(v
mı´n), fp(v
ma´x)) esta´ abajo de la recta de 45o entonces la funcio´n
f(q) < 0 ∀q ∈ Q.
Figura 3.4: Recta´ngulo que contiene a la funcio´n en el plano (fp, fn)
La positividad de la cota inferior del teorema anterior 3.3.3, es una condi-
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cio´n suficiente de positividad de la funcio´n. As´ı cuando la cota fp(v
mı´n) − fn(v
ma´x)
es negativa no implica que existan vectores q en Q para los cuales la funcio´n sea
negativa, en este caso es necesario hacer una divisio´n de la caja Q ⊂ P ⊂ Rℓ
y definirla como Q = [q−1 , q
+
1 ] × [q
−
2 , q
+
2 ] × · · · × [q
−
ℓ , q
+
ℓ ], podemos dividir el
intervalo de cada variable [q−i , q
+
i ] en k partes, generando k nuevos intervalos:
[q−i , q
1
i ], [q
1
i , q
2
i ], · · · , [q
j
i , q
j+1
i ], · · · [q
k−1
i , q
+
i ], podemos llamarle [γ
−
i , γ
+
i ] a uno de
los k nuevos intervalos de una de los ℓ para´metros, dando lugar as´ı a la generacio´n
de kℓ nuevas cajas Γ, siendo una de ellas: Γi = [γ−1 , γ
+
1 ]× [γ
−
2 , γ
+
2 ]× · · · × [γ
−
ℓ , γ
+
ℓ ].
Con lo anterior la caja original queda expresada como Q =
⋃
i
Γi y tomando µmı´n,
µma´x ∈ Γi como los ve´rtices mı´nimo y ma´ximo Euclidianos de Γi se puede establecer
el siguiente teorema.
Lema 3.3.2. [19, 20].Sea f : Rℓ → R una funcio´n continua con descomposicio´n
de signo en Q tal que Q ⊂ P ⊂ Rℓ es una caja con ve´rtices mı´nimo y ma´ximo
Euclidianos vmı´n, vma´x. Entonces la funcio´n f(q) es positiva (negativa) en Q si y
so´lo si existe un conjunto de cajas Γ tal que Q =
⋃
i
Γi y Cota ı´nf ≥ c > 0 para cada
caja Γi (Cota sup ≤ c < 0 para cada caja Γi).
El determinar la positividad o negatividad de una funcio´n en todo su dominio,
no es un problema fa´cil, de tal forma que no es raro que de las cotas obtenidas de
la caja original no se pueda determinar el signo de la funcio´n en todo su dominio,
necesita´ndose as´ı hacer uso de la divisio´n de cada variable qi en k partes, que puede
tomarse como k = 2 y dividir en dos partes iguales. De esta manera se generan 2ℓ
nuevas cajas Γ, si en cada una de las nuevas cajas no existe algu´n valor de f(µmı´n)
o f(µma´x) que demuestre la pe´rdida de condicio´n de signo que se esta´ determinando,
entonces a la caja Γi que no cumpla la condicio´n de positividad fp(µ
mı´n)−fn(µ
ma´x) >
0 o de negatividad fp(µ
ma´x)−fn(µ
mı´n) < 0 si es lo que se esta´ analizando se le vuelve
a aplicar el proceso de dividir cada variable qi en dos partes iguales y verificar la
condicio´n de signo que se desea determinar en cada una de las 2ℓ nuevas cajas de Γi.
Para una funcio´n con descomposicio´n de signo en Q, se puede determinar el signo en
todo su dominio aplicando el lema anterior 3.3.2, inicialmente con k = 2, dividiendo
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cada variable en dos partes iguales, generando 2ℓ cajas Γ. Mediante aplicaciones
sucesivas del proceso de divisio´n en dos partes iguales a cada variable qi so´lo en la
caja que as´ı lo requiera se genera el conjunto de cajas Γ, “cerra´ndose” los puntos
de ana´lisis so´lo donde se necesita y hasta donde se necesita, ya que la divisio´n de
variables se aplica so´lo en las nuevas cajas que lo requieran.
3.3.6 Representacio´n (α , β)
La facilidad para resolver un problema depende de las coordenadas en que se
este analizando, existe por lo menos un sistema de coordenadas adema´s de (fn, fp),
que llamaremos (α, β) y esta´n giradas 45o con respecto a las (fn, fp), por esa razo´n
el recta´ngulo que contiene a la funcio´n aparece como se observa en la figura ??. Estas
coordenadas presentan ventajas tanto en algunas operaciones matema´ticas como en
la interpretacio´n gra´fica.
Definicio´n 5. [19, 20] Sean fn(q) y fp(q) las componentes de una funcio´n f(q)
con descomposicio´n de signo en Q. lineal descrita tal que existe T −1, entonces se
le llamara´ una representacio´n de la funcio´n f(q) en coordenadas (α, β) a la trans-
formacio´n lineal (α(q), β(q)) = T (fn(q), fp(q)) y la transformacio´n lineal inversa de
una representacio´n (α(q), β(q)) sera´ una representacio´n (fn(q), fp(q)) de la funcio´n.
T =

 1 1
−1 1

 , T−1 = 1
2

 1 −1
1 1



 α(q)
β(q)

 = T

 fn(q)
fp(q)

 ,

 fn(q)
fp(q)

 = T−1

 α(q)
β(q)


α(q) = fp(q) + fn(q), fp(q) =
1
2
(α(q) + β(q))
β(q) = fp(q)− fn(q), fn(q) =
1
2
(α(q)− β(q))
Debe notarse que como α(q) es una suma de funciones no-decrecientes y no
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negativas entonces α(q) es no-decreciente; β(q) = f(q), y α(q) ≥ β(q) para toda
funcio´n f(q) y para todo vector q ∈ Q.
3.3.7 Propiedades en la Representacio´n (α , β)
Las operaciones de suma, resta y el producto de funciones que tienen des-
composicio´n de signo, se puede efectuar en la representacio´n (α , β) y el producto
se efectua con mayor facilidad que en (fp, fn), para obtener estas propiedades son
necesarios los siguientes lemas y coroloario:
Lema 3.3.3. [19, 20] Sean f1, f2 : R
ℓ → R dos funciones con descomposicio´n de
signo en Q, entonces la suma, resta y multiplicacio´n de las funciones f1(q), f2(q)
queda expresada en la representacio´n (α , β) por:
Suma f1(q) + f2(q) α(q) = α1(q) + α2(q), β(q) = β1(q) + β2(q)
Resta f1(q)− f2(q) α(q) = α1(q) + α2(q), β(q) = β1(q)− β2(q)
Producto f1(q)f2(q) α(q) = α1(q)α2(q), β(q) = β1(q)β2(q)
Las transformaciones de la definicio´n 5 permiten trasladar los resultados del
teorema del recta´ngulo 3.3.3 de (fn(q), fp(q)) a (α(q), β(q)) como se expresa en el
corolario siguiente, de acuerdo a la figura ??.
Corolario 3.3.1. [19, 20] (Corolario del Recta´ngulo) Sea f : Rℓ → R una funcio´n
continua con descomposicio´n de signo en Q tal que Q ⊂ P ⊂ Rℓ es una caja con
ve´rtices mı´nimo y ma´ximo Euclidianos vmı´n, vma´x, entonces: a) f(q) esta´ acotada
inferior y superiormente por 1
2
(α(vmı´n)+β(vmı´n)−α(vma´x)+β(vma´x)) y 1
2
(α(vma´x)+
β(vma´x)−α(vmı´n)+β(vmı´n)) respectivamente, b) la representacio´n gra´fica de la fun-
cio´n f(q), ∀q ∈ Q en el plano (α, β) esta´ contenida en el recta´ngulo con ve´rtices:
αizq = α(vmı´n), βizq = β(vmı´n); αder = α(vma´x), βder = β(vma´x); αı´nf = 1
2
(α(vmı´n) +
α(vma´x))− 1
2
(β(vma´x)−β(vmı´n)), β ı´nf = 1
2
(β(vmı´n)+β(vma´x))− 1
2
(α(vma´x)−α(vmı´n));
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Figura 3.5: Recta´ngulo en el plano (α, β)
αsup = 1
2
(α(vmı´n) + α(vma´x)) + 1
2
(β(vma´x)− β(vmı´n)), βsup = 1
2
(β(vmı´n) + β(vma´x)) +
1
2
(α(vma´x) − α(vmı´n)); c) si el ve´rtice inferior (αı´nf , β ı´nf) esta´ arriba del eje α
en el plano (α, β) entonces la funcio´n f(q) > 0 ∀q ∈ Q, d) si el ve´rtice su-
perior (αsup, βsup) esta´ abajo del eje α en el plano (α, β) entonces la funcio´n
f(q) < 0 ∀q ∈ Q.
3.3.8 Partes Lineal, No-lineal e Independiente
Al analizar la positividad de una funcio´n f(q) con descomposicio´n de signo en
Q con qj ∈ [q
−
j , q
+
j ] para todo q ∈ Q, es muy comu´n la necesidad de hacer dicho
ana´lisis en un conjunto de cajas Γ tal que Q =
⋃
j
Γj. En cada una de las cajas
Γj con ve´rtices mı´nimo y ma´ximo Euclidianos µmı´n, µma´x, cada componente de q
se puede expresar como qi = µ
mı´n
i + δi donde δi ∈ [0, δ
ma´x
i ] | δ
ma´x
i = µ
ma´x
i − µ
mı´n
i ,
entonces se puede considerar la existencia de una caja ∆ con ve´rtices mı´nimo y
ma´ximo Euclidianos: 0 y δma´x donde e´ste u´ltimo es δma´x = µma´x − µmı´n y ∆ = {δ |
δi ∈ [0, δ
ma´x
i ], δ
ma´x
i = µ
ma´x
i − µ
mı´n
i } ⊂ P ⊂ R
ℓ; de esta manera se puede expresar
q = µmı´n + δ ∀δ ∈ ∆, ∀q ∈ Γ.
Es muy conocido que una funcio´n puede tener una parte lineal y otra no-lineal,
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entonces la funcio´n f(q)|q∈Γ = f(µ
mı´n + δ) debe contener estas partes que deben
ser funcio´n de δ ya que µmı´n es una constante en la caja Γj. Una manera fa´cil de
encontrar la parte lineal y otra no-lineal es considerando que ellas no contienen
te´rminos independientes de δ, y por lo tanto son nulas al evaluarlas en δ = 0, de tal
forma que si se evalu´a la funcio´n en δ = 0 se obtiene f(µmı´n + 0) = f(µmı´n), siendo
tambie´n esta u´ltima una parte de la funcio´n f(q) que es la parte independiente de
δ. Esto concuerda con la serie de Taylor de f(q) donde q = µmı´n + δ :
f(q) = f(µmı´n) +
ℓ∑
i=1
∂f(q)
∂qi
∣∣∣∣
µi
δi + Φ(δ)
Se puede ver que la funcio´n esta´ compuesta de tres partes: un te´rmino inde-
pendiente de δ que es f(µmı´n), otra parte lineal que es el gradiente de la funcio´n f(q)
evaluado en µmı´n y multiplicado por el vector δ y la funcio´n Φ(δ) que representa los
te´rminos de orden superior en δ. La parte no-lineal Φ(δ) puede ser dif´ıcil de obtener
y se puede despejar restando de f(q)|q∈Γ = f(µ
mı´n + δ) la parte f(µmı´n) y la parte
lineal, dando lugar as´ı a la siguiente proposicio´n.
Proposicio´n 3.3.2. [19, 20] Sea f : Rℓ → R una funcio´n continua en Q ⊂ P ⊂ Rℓ,
sea Γ una caja contenida en Q con un conjunto de ve´rticesµmı´n, µma´x, sea ∆ = {δ |
δi ∈ [0, δ
ma´x
i ], δ
ma´x
i = µ
ma´x
i − µ
mı´n
i } ⊂ P ⊂ R
ℓ con un conjunto de ve´rtices {δi} con
ve´rtices mı´nimo y ma´ximo Euclidianos 0 y δma´x = µma´x − µmı´n, y sea q ∈ Γ tal que
q = µmı´n + δ donde δ ∈ ∆, entonces la funcio´n f(q) se puede expresar mediante sus
partes lineal, no-lineal e independiente en su mı´nima expresio´n, para toda q ∈ Γ.
f(q) = fmı´n + fL(δ) + fN(δ) | δ ∈ ∆ ∀q ∈ Γ
fmı´n ≡ Parte Independiente = f(µmı´n)
fL(δ) ≡ Parte Lineal = ∇f(q)|µmı´n · δ ∀δ ∈ ∆
fN(δ) ≡ Parte No− lineal = f(µ
mı´n + δ)− fmı´n − fL(δ) ∀δ ∈ ∆
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Figura 3.6: Cajas Γ
La expresio´n de la parte no lineal se puede lograr desarrollando f(µmı´n + δ),
obteniendo as´ı una expresio´n algebraica de fN(δ), si esto resulta muy complicado
para alguna funcio´n en particular entonces la aplicacio´n es so´lo nume´rica obteniendo
as´ı so´lo el valor de la parte no-lineal en el punto deseado. Como un ejemplo mucho
muy simple de esta descomposicio´n, podemos tomar la funcio´n f(q) = 3 + 2q1 −
4q2 + q
2
1, entonces f
mı´n = 3 + 2µmı´n1 − 4µ
mı´n
2 + µ
mı´n 2
1 , fL(δ) = 2δ1 − 4δ2 + 2µ
mı´n
1 δ1 y
fN(δ) = δ
2
1.
3.3.9 Propiedades Ba´sicas de las Partes Lineal y
No-lineal
De acuerdo a la proposicio´n 3.3.2, las partes: negativa, positiva, alfa y beta de
una funcio´n se pueden descomponer en sus partes lineal, no-lineal e independiente,
as´ı tambie´n las partes lineal, no-lineal e independiente de una funcio´n, se pueden
descomponer en sus partes negativa, positiva, alfa y beta.
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Al hacer un ana´lisis de positividad de una funcio´n que es resultado de la ope-
racio´n matema´tica de otras funciones, entonces se presenta la necesidad de obtener
las partes lineal, no-lineal e independiente de la suma, resta o producto de funciones,
que se pueden obtener mediante el siguiente hecho.
Hecho 3.3.2. [19] Sean f1(q) y f2(q) dos funciones con descomposicio´n de signo
en Q, sea Γ ⊆ Q una caja para el cual f1(q) = f
mı´n
1 + f1L(δ) + f1N(δ) y f2(q) =
fmı´n2 + f2L(δ) + f2N(δ) ∀q ∈ Γ, entonces la representacio´n alfa, beta de la suma
f1(q) + f2(q), resta f1(q) − f2(q) y producto f1(q)f2(q) ∀q ∈ Γ de las funciones
esta´ dado por α = αmı´n + αL(δ) + αN(δ), β = β
mı´n + βL(δ) + βN(δ) de acuerdo a lo
siguiente:
SUMA
αmı´n = αmı´n1 + α
mı´n
2 , β
mı´n = βmı´n1 + β
mı´n
2 .
αL(δ) = α1L(δ) + α2L(δ), βL(δ) = β1L(δ) + β2L(δ),
αN(δ) = α1N(δ) + α2N(δ), βN(δ) = β1N(δ) + β2N(δ),
RESTA
αmı´n = αmı´n1 + α
mı´n
2 , β
mı´n = βmı´n1 − β
mı´n
2 .
αL(δ) = α1L(δ) + α2L(δ), βL(δ) = β1L(δ)− β2L(δ),
αN(δ) = α1N(δ) + α2N(δ), βN(δ) = β1N(δ)− β2N(δ), .
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PRODUCTO
αmı´n = αmı´n1 α
mı´n
2
αL(δ) = α
mı´n
1 α2L(δ) + α
mı´n
2 α1L(δ)
αN(δ) = α
mı´n
1 α2N(δ)+α1L(δ)(α2L(δ)+α2N(δ))+α1N(δ)(α
mı´n
2 +α2L(δ)+α2N(δ))
βmı´n = βmı´n1 β
mı´n
2
βL(δ) = β
mı´n
1 β2L(δ) + β
mı´n
2 β1L(δ)
βN(δ) = β
mı´n
1 β2N(δ)+β1L(δ)(β2L(δ)+β2N(δ))+β1N(δ)(β
mı´n
2 +β2L(δ)+β2N(δ))
Prueba. Descomponiendo αi(q), βi(q) en sus partes lineal, no-lineal e inde-
pendiente en el lema 3.3.3 y agrupando cada te´rmino con su semejante, se obtienen
los resultados de cada una de las operaciones.
3.3.10 L´ımites de la Funcio´n
En la proposicio´n 3.3.2, la funcio´n se expresa como f(q) = fmı´n+fL(δ)+fN(δ)
para toda q ∈ Γ y para toda δ ∈ ∆, donde fmı´n es el valor constante de la funcio´n
evaluada en el ve´rtice mı´nimo de Γ, fL(δ) es la parte lineal de la funcio´n f(q) que
tiene su ma´ximo y mı´nimo en los puntos extremos de ∆ y fN(δ) es la parte no-
lineal de la funcio´n, dado que ∆ ⊂ P ⊂ Rℓ, se le puede aplicar descomposicio´n de
signo obteniendo sus cotas de valor ma´ximo y mı´nimo, dando lugar as´ı al siguiente
resultado.
Teorema 3.3.4. [19, 20] (Teorema del Pol´ıgono) Sea f : Rℓ → R una funcio´n con
descomposicio´n de signo en Q, sean: q, δ, Γ y ∆ de acuerdo a la proposicio´n 3.3.2.
Entonces, a) la funcio´n f(q) esta´ acotada inferior y superiormente por: Cota ı´nf =
fmı´n + fLmı´n − fNn(δ
ma´x) y Cota sup = fmı´n + fLma´x + fNp(δ
ma´x) ∀q ∈ Q, b) las
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Figura 3.7: Teorema del pol´ıgono
cotas del inciso “a” esta´n contenidas en el intervalo que definen las cotas del teorema
del recta´ngulo 3.3.3 fp(µ
mı´n) − fn(µ
ma´x) ≤ Cota ı´nf ≤ Cota sup ≤ fp(µ
ma´x) −
fn(µ
mı´n), c) la representacio´n gra´fica de la funcio´n f(q), ∀q ∈ Γ en el plano (fn, fp),
esta´ dentro del pol´ıgono que se define intersectando el recta´ngulo del teorema 3.3.3
con el espacio entre las rectas a 45o separadas del origen la cota mı´nima fmı´n +
fLmı´n − fNn(δ
ma´x), y la cota ma´xima fmı´n + fLma´x + fNp(δ
ma´x).
La serie de Taylor de f(q) donde q = µmı´n + δ, que fundamenta a la pro-
posicio´n 3.3.2 es la suma de: una parte independiente de δ que es f(µmı´n), otra
lineal ∇f(q)|µmı´n · δ y la funcio´n Φ(δ) que contiene los te´rminos de orden supe-
rior en δ. Es fa´cil ver que si δ tiende a cero, entonces Φ(δ) tiende a cero, y la
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parte lineal ∇f(q)|µmı´n · δ. es mucho mayor que Φ(δ). Por otra parte, cuando se
aplica la divisio´n de variables en k partes iguales, cada componente del vector δ
se obtiene mediante δi ∈ [0,
q+
i
−q−
i
k
], de tal manera que l´ım
k→∞
δi = 0, implican-
do, as´ı que l´ım
k→∞
f(q) = fmı´n + fL(δ). Descomponiendo f(q), f
mı´n y fL(δ) en sus
partes negativa y positiva, y reagrupando cada una con su semejante se concluye:
l´ım
k→∞
fn(q) = f
mı´n
n + fLn(δ) y l´ım
k→∞
fp(q) = f
mı´n
p + fLp(δ) ∀q ∈ Γ, ∀Γ ⊂ Q quedando
demostrado el siguiente hecho.
Hecho 3.3.3. [19] Sea f : Rℓ → R una funcio´n con descomposicio´n de signo en Q.
Sean: q, δ, Γ de acuerdo a la proposicio´n 3.3.2, donde Γ es generado por divisio´n de
cada variable en k partes iguales. Entonces: l´ım
k→∞
f(q) = fmı´n + fL(δ), l´ım
k→∞
fn(q) =
fmı´nn + fLn(δ) y l´ım
k→∞
fp(q) = f
mı´n
p + fLp(δ), ∀q ∈ Γ, ∀Γ ⊂ Q.
El resultado del lema 3.3.2 es mejorado si se emplean las cotas inferior y supe-
rior del teorema del pol´ıgono 3.3.4 como se muestra en la siguiente seccio´n.
3.4 Teorema de Determinacio´n de Signo
mediante Particio´n de Cajas.
Teorema 3.4.1. [19, 20] Sea f : Rℓ → R una funcio´n continua con descomposicio´n
de signo en Q tal que Q ⊂ P ⊂ Rℓ es una caja con ve´rtices mı´nimo y ma´ximo
Euclidianos vmı´n, vma´x. Entonces la funcio´n f(q) es positiva (negativa) en Q si y
so´lo si existe un conjunto de cajas Γ tal que Q =
⋃
i
Γi y Cota ı´nf ≥ c > 0 para cada
caja Γi (Cota sup ≤ c < 0 para cada caja Γi).
La tendencia de la funcio´n f(q) a una funcio´n lineal al aumentar k como se
muestra en el hecho 3.3.3, explica por que´ el teorema de determinacio´n de signo
mediante particio´n de Cajas 3.4.1, tiene ventaja sobre el lema 3.3.2 en la determina-
cio´n de signo de una funcio´n; ya que las cotas del teorema 3.4.1 esta´n ma´s cercanas
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del mı´nimo y ma´ximo de la funcio´n, permitiendo as´ı obtener un resultado con un
nu´mero menor de cajas Γ que el necesario en el lema 3.3.2.
Dada la conveniencia de trabajar en la representacio´n en (α, β), entonces es
de utilidad expresar las cotas mı´nima y ma´xima del teorema del pol´ıgono 3.3.4 y
del teorema de determinacio´n de signo mediante particio´n de cajas 3.4.1 en esta
representacio´n como se muestra en el siguiente hecho.
Hecho 3.4.1. [19, 20] La representacio´n en (α, β) de las cotas mı´nima y ma´xima
del teorema del pol´ıgono 3.3.4 esta´n dadas por:
αcota mı´n = α
mı´n + αLmı´n +
1
2
(αN(δ
ma´x)− βN(δ
ma´x))
βcota mı´n = β
mı´n + βLmı´n −
1
2
(αN(δ
ma´x)− βN(δ
ma´x))
αcota ma´x = α
mı´n + αLma´x +
1
2
(αN(δ
ma´x) + βN(δ
ma´x))
βcota ma´x = β
mı´n + βLma´x +
1
2
(αN(δ
ma´x) + βN(δ
ma´x))
Figura 3.8: Positividad Robusta en cajas Γ1 y Γ3.
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Figura 3.9: Particio´n de cajas Γ donde la funcio´n no cumple positividad robusta.
3.5 Ventajas de descomposicio´n de signo
El problema de positividad robusta de funciones multivariables polino´micas
es considerado un problema NP-hard (non-deterministic polynomial-time hard) en
la teor´ıa de complejidad computacional. Debido a la incertidumbre parame´trica el
nu´mero de operaciones que se deben de realizar aumenta considerablemente para
obtener un resultado adecuado.
La solucio´n a problemas NP-hard es complicada y tardada, este tipo de pro-
blemas pueden ser de cualquier tipo, no solo en el a´rea de control: problemas de
decisio´n, problemas de bu´squeda, o problemas de optimizacio´n. La importancia de
contar con una herramienta capaz de dar solucio´n a este tipo de problemas es de
gran ayuda para distintos enfoques. A continuacio´n se presentan algunas ventajas
Cap´ıtulo 3. Positividad Robusta de Funciones Multivariables 43
y desventajas sobre las herramientas antes mencionadas: Aritme´tica de Intervalo.
Es lo suficientemente potente como para proporcionar demostraciones matema´ticas
rigurosas, pero el rigor tiene un precio. En particular, aritme´tica de intervalos puede
ser lenta, y a menudo da resultados demasiado pesimistas para ca´lculos en el mundo
real. [17, 26]
Polinomios de Bernstein es una herramienta que puede ser utilizada para en-
contrar cotas en funciones multivariables polino´micas sin embargo cuando los coe-
ficientes del polinomio tienen un mayor nu´mero de para´metros o de complejidad
mayor presenta ciertas desventajas sobre descomposicio´n de signo [24]. La tasa o´pti-
ma de convergencia para aproximar una funcio´n haciendo uso de polinomios de
Bernstein es muy lenta, lo cual hace menos atractiva esta herramienta [47]. Des-
composicio´n de signo se puede aplicar a varias disciplinas; en el caso de sistemas
LTI con incertidumbre parame´trica, esta herramienta matema´tica se puede aplicar
a la controlabilidad robusta, observabilidad robusta o bien al ana´lisis de estabilidad
robusta. La transformacio´n de coordenadas a partir de los para´metros f´ısicos a un
conjunto de para´metros matema´ticos de manera que todos los vectores de los nue-
vos para´metros este´n contenidos en un cono convexo positivo es una de las ventajas
principales de esta herramienta y una mejora de resultados.
Descomposicio´n de signo o ”sign-definite decomposition” es utilizado por di-
versos autores en nuevas aplicaciones mapeando el problema original a un problema
de postividad robusta de funciones multivariables polino´micas.
Cap´ıtulo 4
Resultados principales
4.1 Incertidumbre en sistemas y procesos
El estudio de la incertidumbre da lugar a nuevos paradigmas para el disen˜o
de sistemas de control en diversos sistemas y procesos. Se han establecido diver-
sos me´todos de ana´lisis como: Aritme´tica de Intervalos, Polinomios de Bernstein y
Descomposicio´n de Signo, as´ı como nuevas ideas y el disen˜o eficiente de algoritmos
capaces de cumplir con requerimientos espec´ıficos.
El considerar la presencia de la incertidumbre en el disen˜o de controladores
robustos sin sacrificar el desempen˜o del sistema es todo un reto, sin embargo es una
tarea que debe realizarse para reducir el riesgo y el costo de proyectos en diferentes
aplicaciones de la ingenier´ıa. Es necesario comprender el impacto de la incertidumbre
parame´trica en el disen˜o del control y de ese modo dar la robustez necesaria en los
procesos de la industria en general.
Un sistema (o su polinomio caracter´ıstico) es llamado caracter gamma-estable,
si todos los eigenvalores se encuentran en una regio´n espec´ıfica Γ del plano complejo.
La pregunta ba´sica sobre ana´lisis de robustez es la siguiente: ¿Es la familia de
polinomios P (s,Q) estable (o Γ − estable) ? Las pruebas de estabilidad cla´sicas se
44
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enfocan principalmente en un polinomio espec´ıfico p(s, q1) es decir q = q1. Uno puede
pensar en repetir la prueba muchas veces para un vector de puntos qiεQ. Pero de
esta forma nunca se estara´ realmente seguro que no existe un punto inestable dentro
de Q. El ana´lisis de robustez es relativamente sencillo para coeficientes intervalo y
para el caso af´ın. Es mucho ma´s complicado para el caso multilineal y polino´mico.
4.1.1 Tipos de Incertidumbre
La incertidumbre se puede clasificar en dos grupos:
1. Incertidumbre dina´mica (depende de la frecuencia)
2. Incertidumbre parame´trica (real)
La incertidumbre dina´mica toma en cuenta errores que pueden existir en el
modelo o bien dina´micas no modeladas. Usualmente estas dina´micas se encuentran
en altas frecuencias. Las perturbaciones dina´micas que pueden ocurrir en diferentes
partes del sistema o esos errores en los parame´tros en el modelo se pueden englobar
en un solo bloque de perturbacio´n o de incertidumbre △. Esta´ representacio´n o tipo
de incertidumbre tambie´n es conocida como incertidumbre no estructurada.
Para sistemas LTI el bloque △ puede ser representado por una matriz de fun-
cio´n de transferencia desconocida. La incertidumbre no estructurada en un sistema
de control puede describirse de diferentes formas, que se enumeran a continuacio´n,
donde Gp denota el sistema actual tomando en cuenta las perturbaciones y Go es la
descripcio´n del modelo nominal del sistema f´ısico.
Perturbacio´n aditiva.
Perturbacio´n inversa aditiva.
Perturbacio´n multiplicativa a la entrada.
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Perturbacio´n multiplicativa a la salida.
Perturbacio´n inversa multiplicativa a la entrada.
Perturbacio´n inversa multiplicativa a la salida.
Factorizaciones coprimas
Figura 4.1: Configuracio´n de perturbacio´n aditiva
Gp(s) = Go(s) +△
Figura 4.2: Configuracio´n de perturbacio´n inversa aditiva
((Gp(s))
−1 = ((Go(s))
−1(s) +△
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El estudio de este trabajo de tesis es enfocado en la incertidumbre parame´trica
es por eso que solo se muestran dos tipos de configuraciones para la incertidumbre
no estructurada.
En la incertidumbre parame´trica el orden y la estructura del modelo son
conocidos, pero los valores de cada parame´tro son inciertos.
En la incertidumbre parame´trica cada para´metro es acotado en alguna regio´n
q1 ∈ (q1min, q1max). La incertidumbre parame´trica es tambie´n llamada incertidumbre
estructurada.
En la realidad industrial, e´ste es el tipo de incertidumbre que se presenta ya que
no hay un sistema en particular a analizar, sino una familia de sistemas que deben
ser analizados debido a que los valores de para´metros f´ısicos no son conocidos, so´lo
conocemos los l´ımites inferior y superior de cada para´metro que intervienen en cada
proceso [1, 6, 9]. El conjunto de para´metros que intervienen en un sistema hace un
vector parame´trico, el conjunto de todos los vectores que pueden existe en una forma
tal que cada para´metro se mantiene dentro de sus l´ımites inferior y superior se llama
una caja de incertidumbre parame´trica. El sistema que estamos estudiando ahora se
compone de un nu´mero infinito de sistemas, cada sistema corresponde a un vector
de para´metros que figuran en el cuadro de incertidumbre parame´trica. Con el fin de
probar la estabilidad del sistema LTI con la incertidumbre parame´trica tenemos que
demostrar que toda la infinidad de sistemas son estables, esto se llama Estabilidad
Robusta Parame´trico.
4.2 Ana´lisis y S´ıntesis de Controladores
Robustos
En an˜os recientes se han desarrollado distintas te´cnicas para el ana´lisis y disen˜o
de controladores que mantengan robustez a pesar de la incertidumbre parame´trica
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que pueda existir en los para´metros del sistema. El reto es grande, ya que el pro-
cedimiento de s´ıntesis del controlador es complejo y es necesario que e´ste pueda ser
aplicado con e´xito a un gran nu´mero de problemas de ingenier´ıa. La presencia de
la incertidumbre parame´trica en cada uno de estos problemas complica las cosas
considerablemente, y las te´cnicas de s´ıntesis esta´ndar dejan de ser adecuadas.
Una de las propiedades ma´s importantes de un sistema de control bien disen˜ado
con retroalimentacio´n es su capacidad para llevar a cabo un desempen˜o satisfactorio
a pesar de la incertidumbre en el modelo de la planta o perturbaciones. Esta seccio´n
presenta los conceptos fundamentales de la teor´ıa de control robusto y su aplicacio´n
en el ana´lisis y s´ıntesis de controladores para sistemas lineales invariantes en el
tiempo (LTI) con incertidumbre parame´trica.
Siempre hay que comprobar la robustez despue´s de un disen˜o!
4.3 Algoritmo con un para´metro del
controlador
Este algoritmo determina las cotas inferior y superior de la ganancia del con-
trolador capaz de dar estabilidad relativa robusta al sistema, es decir que la parte
real de las ra´ıces del polinomio caracter´ıstico del lazo cerrado se encuentren ubicadas
en una regio´n determinada. Se toma en cuenta solo un para´metro del controlador
en donde el sistema presente incertidumbre parame´trica y que pueda aplicarse a
diversas aplicaciones. Dos ejemplos meca´nicos cla´sicos son la va´lvula flotador de la
cisterna del aseo y el regulador centr´ıfugo. El sistema de control proporcional es ma´s
complejo que un sistema de control encendido-apagado como por ejemplo un termos-
tato interno bi-meta´lico, pero ma´s sencillo que un sistema de control proporcional-
integral-derivativo (PID) que se puede utilizar para controlar la velocidad de un
automo´vil. El sistema de control tipo encendido-apagado es adecuado en situaciones
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donde el sistema en general tiene un tiempo de respuesta relativamente largo, pero
dara´ lugar a un comportamiento inestable si el sistema que esta´ siendo controlado
tiene un tiempo de respuesta breve. El control proporcional resuelve este problema
de comportamiento mediante la modulacio´n de la salida del dispositivo de control,
como por ejemplo con una va´lvula cuyo paso se varia en forma continua.
La descripcio´n del algoritmo es como sigue: Primeramente se requiere deter-
minar un valor inicial de ganancia K∗, definir un valor n > 1, n es un valor que
sera´ un multiplo del valor inicial y establecera´ los intervalos a analizar a lo largo del
algoritmo. Enseguida hay que definir una tolerancia ε. La ganancia K∗ debe ser tal
que el sistema sea robustamente estable y el valor de tolerancia ε que es con la cual
el algoritmo detiene su proceso de bu´squeda de los intervalos de ganancia con los
que se alcanzara´n las cotas mı´nima o ma´xima estimadas.
El algoritmo se compone de dos partes:
I. Se obtiene el intervalo [K∗, KMe].
II. Se obtiene el intervalo [Kme, K
∗].
La parte I donde se obtiene la cota ma´xima estimada tiene dos etapas, la primera
Ia es una bu´squeda creciente de intervalo de ganancia y la parte Ib es una bu´squeda
decreciente de intervalo de ganancia. En la parte creciente Ia, el primer segmento
de ganancia para analizar estabilidad relativa robusta es [K∗, nK∗], en caso que
este primer segmento satisfaga la estabilidad relativa robusta del sistema, la cota
momenta´nea ma´xima Ki sera´ K1 = nK
∗ ya que i es igual a uno por ser la primera
iteracio´n. El siguiente segmento sera´ [nK∗, n2K∗] y as´ı sucesivamente hasta llegar a
un segmento [npK∗, np+1K∗] en donde no satisface estabilidad relativa robusta, debe
de notarse que el valor de cota momenta´nea ma´xima en este punto es el u´ltimo valor
logrado que sera´ Ki = n
pK∗. Entonces, el siguiente segmento de ganancia a analizar
es [npK∗,
np + np+1
2
K∗] que realmente es la mitad inferior del segmento de donde fue
obtenido, si e´ste satisface estabilidad relativa robusta entonces el siguiente segmento
a analizar es [
np + np+1
2
K∗, np+1K∗]. De lo contrario el segmento inferior es dividido
de la misma manera en un segmento inferior y un segmento superior aplica´ndoles el
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mismo criterio. Este procedimiento se sigue aplicando en forma sucesiva hasta llegar
a el punto donde el segmento de ganancia a analizar es menor que la tolerancia
preestablecida, en este punto el algoritmo detiene la bu´squeda de la cota ma´xima
estimada tomando e´sta el valor ma´s alto de la cota momenta´nea ma´xima logrado.
El procedimiento anterior puede ser ejemplificado de la siguiente manera: Su-
pongamos que la tolerancia estipulada es ε = 0. 25 y el valor de n = 2, se tiene un
valor inicial de ganancia K∗ = 2 para el cual el sistema es robustamente estable
en cierta regio´n predeterminada, es decir, que la parte real de las ra´ıces se encuen-
tren entre −a y −b. Se inicia la bu´squeda de la cota ma´xima estimada KMe en el
intervalo [2, 4] supongamos que se satisface estabilidad relativa robusta, por lo que
Ki = K1 = 4 el siguiente intervalo a analizar es [4, 8], supongamos que no satisface
estabilidad; entonces el siguiente intervalo a analizar es de [4, 6], suponiendo que
satisface estabilidad robusta la Ki = 6 y ahora el siguiente intervalo a analizar es
[6, 7]. Cuando el segmento a analizar es ma´s pequen˜o que el ε dado, ya no tiene caso
continuar con la bu´squeda de la cota ma´xima estimada.
La parte II donde se obtiene la cota mı´nima estimada es una bu´squeda de-
creciente de intervalo de ganancia, en la cual se emplea un valor de n = 0. 5, el
primer segmento de ganancia para analizar estabilidad relativa robusta es [0, K∗], si
se satisface estabilidad relativa robusta el algoritmo termina y Kme = 0, de lo con-
trario el siguiente segmento a analizar es [n(0+K∗), K∗], por simplicidad n(0+K∗)
se anotara´ como nK∗, supongamos que si se satisface estabilidad relativa robusta
entonces la cota momenta´nea mı´nima Ki = K2 = nK
∗ donde i = 2 ya que es la
segunda iteracio´n y el siguiente segmento a analizar es [n2K∗, nK∗], si se satisface
estabilidad relativa robusta entonces la cota momenta´nea mı´nima Ki = K3 = n
2K∗
donde i = 3 ya que es la tercera iteracio´n y el siguiente segmento a analizar es
[n3K∗, n2K∗], supongamos que no se satisface estabilidad relativa robusta entonces
el siguiente segmento a analizar es [
n3 + n2
2
K∗, n2K∗] y as´ı sucesivamente hasta lle-
gar a un segmento a analizar menor a una tolerancia preestablecida, tomando como
cota mı´nima estimada Kme la u´ltima cota momenta´nea mı´nima Ki.
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Para ejemplificar lo explicado arriba es conveniente continuar con el ejemplo
anterior: Se inicia la bu´squeda de la cota mı´nima estimada Kme en el intervalo
[0, 2] supongamos que no se satisface estabilidad robusta, por lo que el siguiente
segmento a analizar es [1, 2], ahora supongamos que si se satisface estabilidad relativa
robusta, entonces la cota momenta´nea mı´nima es Ki = K1 = 1 y el nuevo intervalo
a analizar es [0. 5, 1], suponiendo que no se satisface estabilidad relativa robusta, el
nuevo intervalo a analizar es [0. 75, 1] y as´ı sucesivamente hasta que el segmento a
analizar sea ma´s pequeno que el ε dado y la cota mı´nima estimada sera´ igual a la
u´ltima cota momenta´nea mı´nima calculada. Por falta de espacio no es posible incluir
el diagrama de flujo del algoritmo.
4.3.1 Ejemplo Ilustrativo
Planteamiento del problema. Para ilustrar la implementacio´n del algoritmo
anterior que determina las cotas de los para´metros del controlador que satisfacen
estabilidad relativa robusta, es presentado un ejemplo de servomecanismo tomado
de [39]. El ejemplo original trata de un servomecanismo posicional que incluye un
amplificador con ganancia de 10 que recibe el error entre posicio´n deseada y posicio´n
real y entrega el voltaje de campo del motor. En el ejemplo propuesto la ganancia del
amplificador es la ganancia del controlador del cual se encontrara´n sus cotas superior
e inferior, el resto de los para´metros son tomados ahora con una incertidumbre de
± 5 %. El diagrama de bloques del sistema se muestra a continuacio´n:
La ganancia en lazo cerrado del sistema queda de la siguiente manera:
G(s) =
KpK1Kmn
TfTms3 + (Tf + Tm) s2 + s+K1KmKpn
Donde:
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Figura 4.3: Diagrama de bloques del servomecanismo de posicio´n.
Kp es la ganancia del controlador (proporcional)
Km es la constante de ganancia del motor.
K1 es la ganancia del potencio´metro detector de error.
Tm es la constante de tiempo del motor.
Tf es la constante de tiempo del generador.
Los para´metros del sistema con incertidumbre son como sigue: Km ∈ [1.1875,
1.3125]rad/volt · seg, K1 ∈ [7.257465405, 8.021409131] volts/rad, Tf ∈ [0.0475,
0.0525] seg, Tm ∈ [0.19, 0.21] seg. adema´s la relacio´n de engranes esta´ dada por
n = 0. 1.
En este ejemplo se trata de encontrar las cotas estimadas con una tolerancia
de 0. 01 de la ganancia del controlador Kp de tal manera que la parte real de las
ra´ıces del polinomio caracter´ıstico de lazo cerrado se encuentren dentro de una regio´n
determinada por el segmento [−25,−1].
Solucio´n del problema
En general el problema se resolvera´ de la siguiente manera:
1. El algoritmo requiere revisar la estabilidad robusta relativa en un segmento de
ganancia del controlador.
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2. El teorema 3. 3. 2 mapea el problema de estabilidad robusta relativa a un pro-
blema de estabilidad robusta de dos polinomios
3. El teorema 3. 3. 1 mapea el problema de estabilidad robusta de cada uno de
los polinomios mencionados a un problema de positividad robusta de funciones
multivariables polino´micas dependientes de los para´metros con incertidumbre
4. La herramienta descomposicio´n de signo resuelve en condiciones necesarias y
suficientes el problema de positividad robusta mencionado y de esa manera
queda resuelta dicha etapa del algoritmo.
En la nomenclatura de control robusto parame´trico se acostumbra identificar
los para´metros f´ısicos por qˆi asi que: q̂1 = Km, q̂2 = K1, q̂3 = Tf , q̂4 = Tm y q̂5 = Kp.
De tal forma que el polinomio caracter´ıstico en lazo cerrado del caso a resolver queda
de la siguiente manera:
p(s, qˆ) = C3(qˆ)s
3 + C2(qˆ)s
2 + C1(qˆ)s+ C0(qˆ), donde:
C3(q̂) = q̂3q̂4
C2(q̂) = q̂3 + q̂4
C1(q̂) = 1
C0(q̂) = 0. 1q̂1q̂2q̂5
Dado que el problema se resolvera´ mediante teorema de estabilidad relativa
2. 3. 2 en donde tiene que analizarse la estabilidad robusta de los polinomios p(s−a)
y p(−s− b) donde a = 1 y b = 25, esto significa que la parte real de las ra´ıces se en-
cuentre en el segmento [−25,−1]. Entonces la estabilidad robusta de cada polinomio
p(s − a) y p(−s − b) sera´ analizado mediante el teorema 3. 3. 1 aplicando descom-
posicio´n de signo para probar la positividad robusta de los elementos ei,1 ya que si
cada uno de los elementos ei,1 es robustamente positivo, entonces toda la columna
σ sera´ positiva y el sistema del polinomio analizado sera´ robustamente estable.
En la aplicacio´n de descomposicio´n de signo es necesario normalizar los para´me-
tros q̂i de tal manera que toda qi sea no negativa y es mucho ma´s co´modo si se
Cap´ıtulo 4. Resultados principales 54
Figura 4.4: Regio´n de estabilidad preestablecida
convierte en un nuevo para´metro qi ∈ [0, 1]. Tomando en cuenta que Km ∈ [K
−
m, K
+
m]
rad/volt · seg, K1 ∈ [K
−
1 , K
+
1 ] volts/rad, Tf ∈ [T
−
f , T
+
f ] seg, Tm ∈ [T
−
m , T
+
m ] seg.
Donde el super´ındice ”menos” indica el l´ımite inferior del para´metro f´ısico y
el super´ındice ”ma´s” indica el l´ımite superior del para´metro f´ısico.
Entonces la conversio´n de q̂ a q se realiza de la siguiente manera:
q̂1 = K
−
m + q1(K
+
m −K
−
m), q̂2 = K
−
1 + q2(K
+
1 −K
−
1 ), q̂3 = T
−
f + q3(T
+
f − T
−
f ),
q̂4 = T
−
m + q4(T
+
m − T
−
m), obtenie´ndose as´ı:
p(s− a, q) = C3(q)s
3 + C2(q)s
2 + C1(q)s+ C0(q), donde:
C3 = 0. 00095q3 + 0. 00095q4 + 0. 0001q3q4 + 9. 025× 10
−3
C2 = 0. 00215q3 + 0. 01715q4 − 0. 0003q3q4 + 0. 21043
C1 = 0. 0003q3q4 − 0. 03715q4 − 0. 00715q3 + 0. 55208
C0 = 0. 00405q3 + 0. 01905q4 + 0. 86182q5 − 0. 0001q3q4
+ 9. 071 8× 10−2q1q5 + 9. 0718× 10
−2q2q5
+ 9. 5493× 10−3q1q2q5 − 0. 77153
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p(−s− b, q) = C3(q)s
3 + C2(q)s
2 + C1(q)s+ C0(q) donde:
C3 = 0. 00095q3 + 0. 00095q4 + 0. 0001q3q4 + 9. 02510
−3
C2 = 0. 06625q3 + 0. 05125q4 + 0. 0075q3q4 + 0. 43938
C1 = 1. 5313q3 + 0. 78125q4 + 0. 1875q3q4 + 6. 0469
C0 = 11. 719q3 + 2. 3438q4 − 0. 86182q5 + 1. 5625q3q4
− 9. 071810−2q1q5 − 9. 071810
−2q2q5
− 9. 549310−3q1q2q5 + 17. 578
Para aplicar el algoritmo propuesto, primeramente se encuentra un valor de
q5, la ganancia K
∗ del controlador, que hace robustamente estables a los polinomios
p(s− a, q) y p(−s− b, q), que en este caso q5 = 3 satisface esta necesidad. Posterior-
mente se define la tolerancia explicada en la seccio´n III, en este caso se tomara´ una
tolerancia de 0.01 y n = 2 se obtienen los resultados mostrados en la tablas I y II.
Para la obtencio´n de la cota ma´xima estimada de p(s−a) el intervalo inicial es
[3, 6] ya que el el valor de n = 2, como la prueba de estabilidad robusta se satisface el
siguiente intervalo se toma de [6, 12] para este caso la prueba de estabilidad robusta
es negativa y como el intervalo [3, 6] si cumplio´ con la prueba no tiene sentido el
tomar un nuevo intervalo que inicie con un valor 3 por lo que el nuevo intervalo
inicia en 6 hasta el promedio del intervalo que no paso la prueba de estabilidad
robusta es decir [6, 9] e´ste nuevo intervalo si satisface estabilidad robusta por lo
que el siguiente intervalo a analizar sera´ iniciando con un valor de 9 y tomando el
promedio entre 9 y 12 es decir [9, 10.5] y as´ı sucesivamente hasta encontrar la cota
ma´xima estimada, de igual forma se calcula la cota ma´xima estimada de p(−s− b).
Para la obtencio´n de la cota mı´nima estimada de p(s − a) el intervalo inicial
es [0, 3], como la prueba de estabilidad robusta no se satisface el valor inicial del
siguiente intervalo sera´ el promedio del intervalo anterior es decir [1.5, 3] para este
caso la prueba de estabilidad robusta si se satisface por lo que no tiene sentido que
el valor final del intervalo sea 3 se sustituye por 1.5 y el valor inicial del intervalo
es el promedio entre 0 y 1.5 es decir [0.75, 1.5] este procedimiento continu´a hasta
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encontrar la cota mı´nima estimada, de igual forma se calcula la cota mı´nima estimada
de p(−s− b)
Donde la columna E.R. significa Estabilidad Relativa, el s´ımbolo ”X” significa
que el signo en todos los renglones de la columna σ son positivos, y el sistema tiene
estabilidad relativa robusta en el intervalo de q5 analizado y el s´ımbolo ”x” indica
que para ese intervalo de ganancia no se satisface estabilidad relativa robusta.
Cap´ıtulo 4. Resultados principales 57
p(s-a) p(s-a)
Cota ma´xima es-
timada q+5
Cota mı´nima es-
timada q−5
No. q5 E.R. No. q5 E.R.
1 3-6 X 1 0-3 x
2 6-12 x 2 1.5-3 X
3 6-9 X 3 0.75-1.5 x
4 9-10.5 X 4 1.125-1.5 X
6 10.5-
10.875
x 6 0.8438-0.9375 x
7 10.5-
10.687
X 7 0.8906-0.9375 x
8 10.68-
10.78
x 8 0.9141-0.9375 X
9 10.68-
10.73
X 9 0.9023-0.9141 X
10 10.734-10.757 x 10 0.8965-0.9023 X
11 10.734-10.746 X 11 0.8936-0.8965 X
12 10.746-10.752 X
13 10.752-10.754 x
Tabla 4.1: Ca´lculo de cota mı´nima y ma´xima estimada de la ganancia del controlador
para p(s-a) de un servomecanismo posicional.
Dado que el segmento de q5 analizado en la iteracio´n 13 de la cota ma´xima
y 11 de la cota mı´nima para el polinomio p(s − a) son menores que la tolerancia
ε espec´ıficada, el algoritmo finaliza y el rango de q5 que estabiliza el sistema para
p(s− a) es: 0. 8965 ≤ q5 ≤ 10. 7520
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p(-s-b) p(-s-b)
Cota ma´xima es-
timada del con-
trolador q+5
Cota mı´nima
estimada del
controlador
q−5
No. q5 E.R. No. q5 E.R.
1 3-6 X 1 0-3 X
2 6-12 X
3 12-24 X
4 24-48 x
5 24-36 x
6 24-30 x
7 24-27 x
8 24-25.5 x
9 24-24.75 x
10 24-24.375 x
11 24-
24.1875
x
12 24-
24.0938
x
13 24-
24.0496
x
14 24-
24.0234
x
15 24-
24.0117
x
16 24-
24.0059
x
Tabla 4.2: Ca´lculo de cota mı´nima y ma´xima estimada de la ganancia del controlador
para p(-s-b) de un servomecanismo posicional
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Dado que el segmento de q5 analizado en la iteracio´n 16 de la cota ma´xima
y 1 de la cota mı´nima para el polinomio p(−s − b) son menores que la tolerancia
ε espec´ıficada, el algoritmo finaliza y el rango de q5 que estabiliza el sistema para
p(−s− b) es: 0 ≤ q5 ≤ 24.
Las cotas del para´metro q5 que hacen que el sistema en lazo cerrado sea robus-
tamente estable manteniendo las ra´ıces en el segmento [−25,−1] esta´n contenidas
en q5 ∈ [0.8965 , 10.7520]
4.4 Algoritmo con dos para´metros del
controlador
A continuacio´n se presenta una extensio´n del algoritmo presentado en la seccio´n
4.3. La descripcio´n del algoritmo es como sigue: Se parte un punto espec´ıfico de dos
para´metros del controlador K∗(k∗1, k
∗
2) que satisfaga estabilidad robusta relativa, que
llamaremos Punto de Partida de Ana´lisis. El algoritmo hace la bu´squeda de la regio´n
en la cual se satisface estabilidad robusta relativa en dos partes (hacia la derecha
y hacia la izquierda de K∗). La descripcio´n solo se hara´ hacia la derecha en los
siguientes pasos: (ya que se utiliza la misma lo´gica para ambos sentidos)
1. Se propone una medida inicial de ret´ıcula a analizar ε y se define la tolerancia
α con la finaliza el algoritmo.
2. Partiendo de un K∗(k∗1, k
∗
2) que le da estabilidad robusta relativa al sistema,
mediante el algoritmo [36] se hace la bu´squeda de la primer cota lateral derecha
k1LD1 , para la cual el sistema es robustamente estable en el segmento [k
∗
1, k1LD1 ]
manteniendo k2 = k
∗
2.
3. Con el intervalo [k∗1, k1LD1 ] y el valor propuesto de ε se obtiene el nu´mero inicial
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ν1 de intervalos a analizar, ν1 es el entero inmediato mayor a
(k1LD1
−k∗1)
ε
4. Calcular el ancho de ret´ıcula a analizar ε1 =
(k1LD1
−k∗1)
ν1
5. Analizar la satisfaccio´n de tolerancia. Si ε1 ≤ αε ir al paso 9 de lo contrario
continuar con el paso 6.
6. Calcular los ν1 nuevos “puntos de partida de ana´lisis” (k
∗
1 + nε1, k
∗
2) ∀n =
0, 1, 2, ..., ν1. Obteniendo as´ı {K
∗
1(k
∗
11, k
∗
12), K
∗
2(k
∗
21, k
∗
22), · · · , K
∗
ν1
(k∗ν11, k
∗
ν12
)}
7. Para cada nuevo punto de partida de ana´lisis, manteniendo constante k∗i1 se
obtienen las cotas mı´nima y ma´xima estimadas para el para´metro k∗i2: ki2me y
ki2Me respectivamente. Dichas cotas se obtienen mediante el algoritmo descrito
en la seccio´n 4.3, (Ver figura 2).
8. Regresar al paso 2 calculando el punto de partida de ana´lisis K∗(k∗1, k
∗
2) de la
siguiente manera. k∗1 = k
∗
ν11
, k∗2 =
kν12me+kν12Me
2
, (Ver figura 3)
9. Analizar la estabilidad robusta relativa en el conjunto de cajas rectangulares
con lados paralelos a los ejes K1 y K2 con vertices Ai, Bi, Ci, Di definidos de
la siguiente manera. kAi1 = k
∗
i1, kAi2 = max{ki2me , k(i+1)2me}; kBi1 = k
∗
(i+1)1,
kBi2 = kAi2; kCi1 = kBi1, kCi2 = min{ki2Me , k(i+1)2Me}; kDi1 = kAi1, kDi2 = kCi2,
(Ver figura 4).
10. Aplicar “particio´n de cajas” a cada caja del paso anterior que no satisfaga las
condiciones de estabilidad. Cada una de estas cajas se particiona equidistan-
temente en cuatro subcajas, a cada una se le aplica el ana´lisis de estabilidad
robusta relativa. El procedimiento de particio´n se aplica iterativamente en ca-
da subcaja que no satisfaga las condiciones de estabilidad. El procedimiento
termina cuando el ancho o alto de la subcaja a analizar es menor o igual a α, ε
(Ver figura 5).
Nota: La figura 6 muestra que para mayor precisio´n de la regio´n de estabilidad es
necesario mayor nu´mero de particiones y por lo tanto mayor nu´mero de subcajas a
analizar; ya que nos enfrentamos a un problema no convexo.
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(a) Fig. 1 (b) Fig. 2
(c) Fig. 3 (d) Fig.4
(e) Fig. 5 (f) Fig. 6
Figura 4.5: Descripcio´n gra´fica del algoritmo de dos para´metros
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4.4.1 Ejemplo Ilustrativo
Considere el siguiente sistema con incertidumbre parame´trica, en cascada con
un controlador PI y retroalimentacio´n unitaria:
Figura 4.6: Diagrama de bloques del sistema con incertidumbre y controlador con
retroalimentacio´n unitaria
Donde:
K(s) = (Kp +
Ki
s
) = (q̂4 +
q̂5
s
)
El polinomio caracter´ıstico en lazo cerrado queda de la siguiente forma:
p(s, q̂) = s4 + q̂1q̂2s
3 + q̂3s
2 + (q̂1 + q̂1q̂4) s+ q1q̂5 (4.1)
Los para´metros del sistema con incertidumbre son como sigue: q1 ∈ [1.9, 2.1] q2
∈ [2.37, 2.62] q3 ∈ [4.75, 5.25]. Se desea encontrar las cotas estimadas de la ganancia
del controlador K* de tal manera que la parte real de las ra´ıces del polinomio ca-
racter´ıstico en lazo cerrado se encuentren dentro de [-5, -.1]. Para conseguir esto, se
hace uso del teorema de estabilidad relativa [22] en donde se analiza la positividad
robusta de dos polinomios p(s−a, q) y p(−s−b, q), donde a = 0.1 y b = 5. Mediante
el criterio de estabilidad [21] se obtienen dos tablas correspondientes a cada polino-
mio y mediante “descomposicio´n de signo” se analiza la positividad robusta de los
elementos ei de cada tabla, si y solo si todos los elementos son positivos entonces
el sistema del polinomio analizado sera´ robustamente estable. Para poder hacer uso
de la herramienta descomposicio´n de signo es necesario normalizar los para´metros
q̂i de tal manera que toda qi sea no negativa y es mucho ma´s co´modo si se convierte
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en un nuevo para´metro qi ∈ [0, 1]. Los coeficientes de la tabla con los para´metros
normalizados quedan de la siguiente forma:
p(s− a, q) = C4(q)s
4 + C3(q)s
3 + C2(q)s
2 + C1(q)s+ C0
C4(q) = 1
C3(q) = 0.475q1 + 0.475q2 + 0.05q1q2 + 4.1125
C2(q) = 0.5q3 − 0.1425q2 − 0.1425q1 − 0.015q1q2 + 3.4563
C1(q) = 0.21425q1 + 0.01425q2 − 0.1q3 + 1.9q4 + 0.2q1q4 + 0.0015q1q2 + 1.0814
C0(q) = 0.005q3 − 0.0004754q2 − 0.020475q1 − 0.19q4 + 1.9q5 − 0.00005q1q2 − 0.02q1q4
+ 0.2q1q5 − 0.14691
e3,1(q) = 0.841 46q1 + 1. 041 5q2 + 2. 156 3q3 − 1. 9q4 − 1. 377 5× 10
−2q1q
2
2 − 1. 377 5× 10
−2q21q2
− 6. 768 8× 10−2q21 − 6. 768 8× 10
−2q22 − 0. 000 7q
2
1q
2
2 − 2. 163 5× 10
−2q1q2+
0. 237 5q1q3 − 0. 2q1q4 + 0. 237 5q2q3 + 0. 025 q1q2q3 + 13. 133
(4.2)
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e3,2(q) = 2. 056 3× 10
−2q3 − 7. 173 7× 10
−2q2 − 0. 153 99q1 − 0. 781 38q4 + 7. 813 8q5−
4. 752× 10−5q1q
2
2 − 1. 047 5× 10
−3q21q2 − 0.009 5q
2
1q4 + 0.095 q
2
1q5 − 9. 725 6× 10
−3q21−
2. 258 2× 10−4q22 − 2. 5× 10
−6q21q
2
2 − 1. 750 3× 10
−2q1q2 + 2. 375× 10
−3q1q3−
0.172 5q1q4 + 2. 375× 10
−3q2q3 + 1. 725q1q5 − 0.090 25q2q4 + 0.902 5q2q5 − 0.001 q
2
1q2q4+
0.01q21q2q5 + 0.000 25q1q2q3 − 0.019 q1q2q4 + 0.19q1q2q5 − 0.604 17
e4,1(q) = 4. 644 0q1 + 1. 895 4q2 + 0.933 96q3 + 26. 111q4 − 32. 134q5 − 1. 594 1× 10
−2q1q
2
2+
5. 707 0× 10−3q21q2 − 2. 639 6× 10
−4q1q
3
2 − 0.023 75q1q
2
3 + 5. 652 5× 10
−2q21q3−
2. 069 0× 10−3q31q2 − 0.76q1q
2
4 − 0.023 75q2q
2
3 + 0.117 84q
2
1q4 + 9. 025 1× 10
−3q22q3−
1. 210 1q21q5 − 9. 025 1× 10
−3q31q4 − 8. 573 8× 10
−2q22q4 − 4. 512 5× 10
−2q31q5−
0.428 69q22q5 + 0.220 23q
2
1 − 9. 882 5× 10
−3q31 − 2. 335 3× 10
−2q22 − 8. 572 9× 10
−4q32−
0.215 63q23 − 3. 61q
2
4 − 2. 531 5× 10
−3q21q
2
2 − 2. 707 4× 10
−5q21q
3
2 − 1. 170 8× 10
−4q31q
2
2−
0.04q21q
2
4 − 9. 25× 10
−7q31q
3
2 + 0.440 85q1q2 + 0.615 14q1q3 + 4. 682 6q1q4 + 0.163 88q2q3−
10. 806q1q5 + 2. 694 1q2q4 − 7. 423 1q2q5 + 4. 287 0q3q4 − 0.002 5q1q2q
2
3+
1. 852 5× 10−3q1q
2
2q3 + 6. 852 5× 10
−3q21q2q3 − 2. 617 3× 10
−2q1q
2
2q4−
4. 524 5× 10−3q21q2q4 − 0.135 38q1q
2
2q5 − 0.262 75q
2
1q2q5 + 0.047 5q
2
1q3q4−
1. 805× 10−3q31q2q4 − 0.009 5q
3
1q2q5 + 9. 5× 10
−5q21q
2
2q3 − 0.002 66q
2
1q
2
2q4−
0.014 25q21q
2
2q5 − 0.000 09q
3
1q
2
2q4 − 0.000 5q
3
1q
2
2q5 + 8. 238 9× 10
−2q1q2q3+
0.403 51q1q2q4 − 2. 420 1q1q2q5 + 156 3q3 − 1. 9q4 − 0.014 25q1q
2
2 − 0.014 25q
2
1q2−
6. 768 8× 10−2q21 − 6. 768 8× 10
−2q22 − 0.000 75q
2
1q
2
2 − 2. 574 8× 10
−2q1q2+
0.237 5q1q3 − 0.2q1q4 + 0.237 5q2q3 + 0.025 q1q2q3 + 13. 133
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p(−s− b, q) = C4(q)s
4 + C3(q)s
3 + C2(q)s
2 + C1(q)s+ C0(q)
No es necesario analizar la positividad robusta del coeficiente e5,1, basta con
que sean robustamente positivos los coeficientes e3,2 y e4,1; ya que e5,1 se obtiene
de la multiplicacio´n de ambos. Es aplicado el algoritmo presentado partiendo de un
K∗ = [0.6, 2] y ν = 20. A continuacio´n se presenta la regio´n que es robustamente
estable para cada polinomio p(s− a, q) y p(−s− b, q).
Figura 4.7: Regio´n de estabilidad del sistema para el polinomio p(s− a, q)
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Figura 4.8: Regio´n de estabilidad del sistema para el polinomio p(−s− b, q)
La regio´n de estabilidad es la interseccio´n de ambas regiones. Dicha interseccio´n
indica los valores de k1 y k2 que hacen que el sistema en lazo cerrado sea robustamente
estable manteniendo la parte real de las ra´ıces en el segmento [−5,−0.1]
4.5 Algoritmo con tres para´metros del
controlador
Enseguida se presenta el funcionamiento de un algoritmo capaz de establecer
los valores adecuados para tres para´metros del controlador que satisface estabili-
dad robusta a sistemas LTI con incertidumbre parame´trica. La aplicacio´n de este
algoritmo es de gran utilidad para controladores del tipo PID teniendo respuesta
ra´pida, menos oscilaciones y sencilla sintonizacio´n de los para´metros a pesar de la
incertidumbre parame´trica que se presente.
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Los pasos que describen el algoritmo de tres parame´tros del controlador inician
de manera sistema´tica como el algoritmo de dos parame´tros agregando algunos pasos
antes de finalizar que permiten el calculo de la regio´n del conjunto de controladores
que estabilizan el sistema, dichos pasos se mencionan a continuacio´n:
1. Se inicia con una medida de ret´ıcula a analizar ε adema´s una tolerancia α con
la que el algoritmo finaliza.
2. Se parte de un K∗(k∗1, k
∗
2) en la que el sistema muestra estabilidad robusta
relativa, haciendo uso de el algoritmo [36] se inicia la bu´squeda de la primer
cota lateral derecha k1LD1 , para la cual el sistema es robustamente estable en
el segmento [k∗1, k1LD1 ] manteniendo k2 = k
∗
2 y k3 = k
∗
3.
3. Con el intervalo [k∗1, k1LD1 ] y el valor propuesto de ε se obtiene el nu´mero inicial
ν1 de intervalos a analizar, ν1 es el entero inmediato mayor a
(k1LD1
−k∗1)
ε
4. Calcular el ancho de ret´ıcula a analizar ε1 =
(k1LD1
−k∗1)
ν1
5. Analizar si la tolerancia satisface los requerimientos del paso 1. Si ε1 ≤ αε ir
al paso 9 de lo contrario continuar con el paso 6.
6. Calcular los ν1 nuevos “puntos de partida de ana´lisis” (k
∗
1 + nε1, k
∗
2) ∀n =
0, 1, 2, ..., ν1. Obteniendo as´ı {K
∗
1(k
∗
11, k
∗
12), K
∗
2(k
∗
21, k
∗
22), · · · , K
∗
ν1
(k∗ν11, k
∗
ν12
)}
7. Para cada nuevo punto de partida de ana´lisis, manteniendo constante k∗i1 se
obtienen las cotas mı´nima y ma´xima estimadas para el para´metro k∗i2: ki2me y
ki2Me respectivamente. Dichas cotas se obtienen mediante el algoritmo descrito
en la seccio´n 4.3.
8. Regresar al paso 2 calculando el punto de partida de ana´lisis K∗(k∗1, k
∗
2) de la
siguiente manera. k∗1 = k
∗
ν11
, k∗2 =
kν12me+kν12Me
2
.
9. Analizar la estabilidad robusta relativa en el conjunto de cajas rectangulares
con lados paralelos a los ejes K1 y K2 con vertices Ai, Bi, Ci, Di definidos de
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la siguiente manera. kAi1 = k
∗
i1, kAi2 = max{ki2me , k(i+1)2me}; kBi1 = k
∗
(i+1)1,
kBi2 = kAi2; kCi1 = kBi1, kCi2 = min{ki2Me , k(i+1)2Me}; kDi1 = kAi1, kDi2 = kCi2.
10. Aplicar “particio´n de cajas” a cada caja a analizar en donde no se satisfaga
las condiciones de estabilidad robusta. Cada una de estas cajas se particiona
equidistantemente en cuatro subcajas, a cada una se le aplica el ana´lisis de es-
tabilidad robusta relativa. El procedimiento de particio´n se aplica nuevamente
en cada subcaja que no satisfaga las condiciones de estabilidad. El procedi-
miento termina cuando el ancho o alto de la subcaja a analizar es menor o
igual a α, ε.
11. Despue´s de haber analizado la estabilidad robusta de todas las cajas, se realiza
un barrido en k∗3 desplazandose una tolerancia ε y repitiendo el algoritmo desde
el paso 2 de manera iterativa, hasta encontrar una la regio´n del conjunto de
controladores que satisfacen estabilidad robusta.
4.6 Ejemplos Ilustrativos
En este ejemplo, se determinan las ganancias de un controlador PID de un
sistema LTI con incertidumbre parame´trica. Se desea que la parte real del polinomio
caracter´ıstico en lazo cerrado este dentro de una regio´n definida por el segmento
[−0. 4,−0. 1]
Usando el teorema de estabilidad relativa, se analizan la estabilidad robusta
de los polinomios p(s− a) y p(−s− b) donde a = 0. 1, b = 0. 4. Entonces, la estabi-
lidad robusta de cada polinomio p(s− a) y p(−s− b) sera´n analizados utilizando el
criterio de estabilidad de C. Elizondo [21], y aplicando “descomposicio´n de signo” se
probrara´ la positividad robusta de los elementos ei,1. Si cada elemento ei,1 es robus-
tamente positivo entonces, la columna entera sera´ positiva y el polinomio del sistema
analizado sera´ robustamente estable. Los coeficientes de cada polinomio a analizar
son:
Cap´ıtulo 4. Resultados principales 69
p(s− a, q) = C3(q)s
3 + C2(q)s
2 + C1(q)s+ C0(q)
C3(q) =10. 45q5 + 1. 1q1q5,
C2(q) =0. 3q2q5 − 0. 33q1q5 − 0. 285 q5 + q4q5q6
C1(q) =1. 643 5q5 + 0. 033 q1q5 − 0. 06q2q5 + 0. 2q3q5 + q4q5 − 0. 2q4q5q6,
C0(q) =q4 − 0. 171 95q5 − 0. 001 1q1q5 + 0. 003 q2q5 − 0. 02q3q5 − 0. 1q4q5 + 0. 01q4q5q6,
e3,1(q) =0. 478 8q2q
2
5 − 0. 351 12q1q
2
5 + 0. 152 q3q
2
5 + 0. 76q4q
2
5 + 1. 328 5q
2
5 − 0. 009 68q
2
1q
2
5−
0. 018 q22q
2
5 − 10. 45q4q5 − 0. 2q
2
4q
2
5q
2
6 + 0. 026 4q1q2q
2
5 − 0. 044 q1q3q
2
5 − 0. 22q1q4q
2
5+
0. 06q2q3q
2
5 + 0. 3q2q4q
2
5 + 1. 596q4q
2
5q6 + q
2
4q
2
5q6 − 1. 1q1q4q5 + 0. 088 q1q4q
2
5q6−
0. 12q2q4q
2
5q6 + 0. 2q3q4q
2
5q6.
e4,1(q) =1. 064 8× 10
−5q31q
3
5 − 5. 808× 10
−5q21q2q
3
5 + 2. 42× 10
−4q21q3q
3
5−
1. 936× 10−4q21q4q
3
5q6 + 0. 001 21q
2
1q4q
3
5 − 0. 008 47q
2
1q4q
2
5 + 2. 050 7× 10
−3q21q
3
5+
9. 9× 10−5q1q
2
2q
3
5 − 7. 26× 10
−4q1q2q3q
3
5 + 0. 000 66q1q2q4q
3
5q6 − 0. 003 63q1q2q4q
3
5+
0. 023 1q1q2q4q
2
5 − 6. 119 5× 10
−3q1q2q
3
5 + 0. 000 88q1q
2
3q
3
5 − 0. 002 42q1q3q4q
3
5q6+
0. 008 8q1q3q4q
3
5 − 0. 022 q1q3q4q
2
5 + 1. 442 1× 10
−2q1q3q
3
5 + 0. 001 1q1q
2
4q
3
5q
2
6−
0. 012 1q1q
2
4q
3
5q6 + 0. 022 q1q
2
4q
3
5 + 0. 077 q1q
2
4q
2
5q6 − 0. 11q1q
2
4q
2
5 − 1. 1q1q
2
4q5−
2. 039 8× 10−2q1q4q
3
5q6 + 7. 210 5× 10
−2q1q4q
3
5 − 0. 150 48q1q4q
2
5+
5. 891 4× 10−2q1q
3
5 − 5. 4× 10
−5q32q
3
5 + 0. 000 54q
2
2q3q
3
5 − 0. 000 54q
2
2q4q
3
5q6+
0. 002 7q22q4q
3
5 − 0. 018 q
2
2q4q
2
5 + 4. 531 5× 10
−3q22q
3
5 − 0. 001 2q2q
2
3q
3
5 + 0. 003 6q2q3q4
q35q6 − 0. 012 q2q3q4q
3
5 + 0. 06q2q3q4q
2
5 − 1. 943 7× 10
−2q2q3q
3
5 − 0. 001 8q2q
2
4q
3
5q
2
6+
0. 018 q2q
2
4q
3
5q6 − 0. 03q2q
2
4q
3
5 − 0. 12q2q
2
4q
2
5q6 + 0. 3q2q
2
4q
2
5 + 0. 030 21q2q4q
3
5q6−
9. 718 5× 10−2q2q4q
3
5 + 0. 447 45q2q4q
2
5 − 7. 834 4× 10
−2q2q
3
5 − 0. 004 q
2
3q4q
3
5q6−
0. 003 04q23q
3
5 + 0. 006 q3q
2
4q
3
5q
2
6 − 0. 04q3q
2
4q
3
5q6 + 0. 2q3q
2
4q
2
5q6 − 0. 064 79q3q4q
3
5q6−
0. 030 4q3q4q
3
5 + 0. 361 q3q4q
2
5 − 5. 270 6× 10
−2q3q
3
5 − 0. 002 q
3
4q
3
5q
3
6 + 0. 03q
3
4q
3
5q
2
6−
0. 1q34q
3
5q6 − 0. 2q
3
4q
2
5q
2
6 + q
3
4q
2
5q6 + 0. 050 35q
2
4q
3
5q
2
6 − 0. 323 95q
2
4q
3
5q6 − 0. 076 q
2
4q
3
5+
1. 491 5q24q
2
5q6 + 1. 805q
2
4q
2
5 − 10. 45q
2
4q5 − 0. 261 15q4q
3
5q6 − 0. 263 53q4q
3
5+
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3. 125 4q4q
2
5 − 0. 228 44q
3
5.
p(−s− b, q) = C3(q)s
3 + C2(q)s
2 + C1(q)s+ C0(q)
C3(q) =− 10. 45q5 − 1. 1q1q5,
C2(q) =0. 3q2q5 − 1. 32q1q5 − 9. 69q5 + q4q5q6,
C1(q) =0. 24q2q5 − 0. 528 q1q5 − 4. 636q5 − 0. 2q3q5 − q4q5 + 0. 8q4q5q6,
C0(q) =q4 − 0. 972 8q5 − 0. 070 4q1q5 + 0. 048 q2q5 − 0. 08q3q5 − 0. 4q4q5 + 0. 16q4q5q6,
e3,1(q) =9. 430 1q1q
2
5 − 3. 214 8q2q
2
5 + 1. 102q3q
2
5 + 5. 51q4q
2
5 + 34. 757q
2
5 + 0. 619 52q
2
1q
2
5+
0. 072 q22q
2
5 + 10. 45q4q5 + 0. 8q
2
4q
2
5q
2
6 − 0. 422 4q1q2q
2
5 + 0. 176 q1q3q
2
5 + 0. 88q1q4q
2
5−
0. 06q2q3q
2
5 − 0. 3q2q4q
2
5 − 10. 716q4q
2
5q6 − q
2
4q
2
5q6 + 1. 1q1q4q5 − 1. 408q1q4q
2
5q6+
0. 48q2q4q
2
5q6 − 0. 2q3q4q
2
5q6
e4,1(q) = −4. 361 4× 10
−2q31q
3
5 + 5. 947 4× 10
−2q21q2q
3
5 − 6. 195 2× 10
−2q21q3q
3
5+
0. 198 25q21q4q
3
5q6 − 0. 309 76q
2
1q4q
3
5 + 0. 542 08q
2
1q4q
2
5 − 1. 266 5q
2
1q
3
5−
2. 534 4× 10−2q1q
2
2q
3
5 + 4. 646 4× 10
−2q1q2q3q
3
5 − 0. 168 96q1q2q4q
3
5q6+
0. 232 32q1q2q4q
3
5 − 0. 369 6q1q2q4q
2
5 + 1. 089 9q1q2q
3
5 − 0. 014 08q1q
2
3q
3
5+
0. 154 88q1q3q4q
3
5q6 − 0. 140 8q1q3q4q
3
5 + 0. 088 q1q3q4q
2
5 − 1. 003 2q1q3q
3
5−
0. 281 6q1q
2
4q
3
5q
2
6 + 0. 774 4q1q
2
4q
3
5q6 − 0. 352 q1q
2
4q
3
5 − 1. 232q1q
2
4q
2
5q6 + 0. 44q1q
2
4q
2
5+
1. 1q1q
2
4q5 + 3. 632 9q1q4q
3
5q6 − 5. 016q1q4q
3
5 + 7. 624 3q1q4q
2
5 − 11. 62q1q
3
5+
3. 456× 10−3q32q
3
5 − 0. 008 64q
2
2q3q
3
5 + 0. 034 56q
2
2q4q
3
5q6 − 0. 043 2q
2
2q4q
3
5+
0. 072 q22q4q
2
5 − 0. 224 35q
2
2q
3
5 + 0. 004 8q2q
2
3q
3
5 − 0. 057 6q2q3q4q
3
5q6 + 0. 048 q2q3q4q
3
5−
0. 06q2q3q4q
2
5 + 0. 368 45q2q3q
3
5 + 0. 115 2q2q
2
4q
3
5q
2
6 − 0. 288 q2q
2
4q
3
5q6 + 0. 12q2q
2
4q
3
5+
0. 48q2q
2
4q
2
5q6 − 0. 3q2q
2
4q
2
5 − 1. 495 7q2q4q
3
5q6 + 1. 842 2q2q4q
3
5 − 2. 713 2q2q4q
2
5+
4. 795 7q2q
3
5 + 0. 016 q
2
3q4q
3
5q6 − 0. 088 16q
2
3q
3
5 − 0. 096 q3q
2
4q
3
5q
2
6 + 0. 16q3q
2
4q
3
5q6−
0. 2q3q
2
4q
2
5q6 + 1. 228 2q3q4q
3
5q6 − 0. 881 6q3q4q
3
5 + 0. 266 q3q4q
2
5 − 3. 852 6q3q
3
5+
0. 128 q34q
3
5q
3
6 − 0. 48q
3
4q
3
5q
2
6 + 0. 4q
3
4q
3
5q6 + 0. 8q
3
4q
2
5q
2
6 − q
3
4q
2
5q6 − 2. 492 8q
2
4q
3
5q
2
6+
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6. 140 8q24q
3
5q6 − 2. 204q
2
4q
3
5 − 9. 044q
2
4q
2
5q6 + 1. 33q
2
4q
2
5 + 10. 45q
2
4q5 + 15. 986q4q
3
5q6−
19. 263q4q
3
5 + 24. 591q4q
2
5 − 33. 812q
3
5.
Para el ca´lculo del conjunto de controladores PID que satisfagan la estabilidad
robusta dentro de un segmento de los reales preestablecido, se fija un valor para uno
de los para´metros del controlador PID (en este caso q4) y es aplicado la metodolog´ıa
mostrada en [36] , donde se obtienen la estabilidad robusta de sistemas LTI con
incertidumbre parame´trica para dos parame´tros del controlador. En la figura 4. 9 el
valor fijo es q4 = 1. 4 y se obtiene una regio´n para los dos parame´tros restantes q5, q6
donde se satisface estabilidad robusta.
Figura 4.9: Valores de ganancia q5, q6 para q4 = 1. 4.
La figura 4. 10 muestra los distintas ganancias que pueden tomar q5, q6 para
diferentes valores de q4 fijos y que adema´s satisfacen las especificaciones de este
ejemplo.
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Figura 4.10: Valores de ganancia q5, q6 para distintos q4.
Despue´s de aplicar sucesivamente el proceso de divisio´n de cajas (ver figura
3. 9), finalmente se obtiene un conjunto de controladores que estabilizan robusta-
mente el sistema en el intervalo deseado. Entonces para los polinomios p(s − a) y
p(−s− b), se fija el valor de q4 y despue´s de un barrido de q4 se obtiene la regio´n de
estabilidad mostrada en la figura 4. 11 y 4. 12 respectivamente.
La regio´n de estabilidad robusta para el sistema LTI con incertidumbre pa-
rame´trica de este ejemplo es la interseccio´n de las dos regiones anteriores. E´sta in-
terseccio´n indica los valores de q3, q4 y q5 del controlador PID que hacen que la parte
real del polinomio caracter´ıstico esten dentro de la regio´n definida por el segmento
[−0. 4,−0. 1]
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Figura 4.11: Conjunto de controladores PID para p(s− a, q).
Figura 4.12: Conjunto de controladores PID para p(−s− b, q).
Cap´ıtulo 5
Aplicaciones
5.1 Control de velocidad de un motor de
induccio´n.
Un motor de corriente alterna que no requiere de la corriente de campo dc para
operar, es llamado motor de induccio´n. Estos tipos de motores realizan tareas con-
siderables en diversos campos como fa´bricas textiles, de polvora, molinos de granos,
aserraderos, etc. Casi todas las ma´quinas herramientas de un taller o fa´brica son
movidas por motores de induccio´n. Incluso en un hogar, los motores ma´s grandes
son motores monofa´sicos de induccio´n. En una fa´brica t´ıpica casi todas las ma´quinas
herramientas son manejadas de manera individual por diversos taman˜os y clases de
motores trifa´sicos de induccio´n. Tambie´n puede tener un motor s´ıncrono o ma´s para
mover las cargas grandes, como el sistema de ventilacio´n o el sistema de aire del
taller. Estos se usan por la mejor´ıa en cuanto a factor de potencia, en su caso. Por
u´ltimo, las ma´quinas ba´sicas; prensas, taladros, esmeriladoras, etc., tienen cada una
un motor de induccio´n o ma´s. El motor de induccio´n se elige por su sencillez, con-
fiabilidad y bajo costo. Estas caracter´ısticas se combinan con una buena eficiencia,
aceptable capacidad para sobrecarga y un requerimiento mı´nimo o nulo de mante-
nimiento. Un motor de induccio´n tiene una sola fuente de energ´ıa que alimenta las
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Figura 5.1: Sistema con retroalimentacio´n unitaria en cascada con un controlador PI
bobinas fijas del estator. La excitacio´n para el rotor se consigue por induccio´n o
accio´n de transformador.
5.1.1 Planteamiento del Problema
El modelo dina´mico lineal de un motor de induccio´n se puede expresar y sim-
plificar de acuerdo a [16] , y se representa mediante el diagrama de bloques mostrado
en la figura 5. 1 De acuerdo a la nomenclatura para la teor´ıa de control robusto, se
tienen las funciones de transferencias con los siguientes parame´tros de la planta y el
controlador:
G(s) =
P
fc + Js
=
q1
q2 + q3s
C(s) = kp +
ki
s
= q4 +
q5
s
Donde: J : Momento de inercia.
fc : Frecuencia nominal.
P : Nu´mero de polos.
kp : Ganancia proporcional.
ki : Constante de tiempo integral.
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El polinomio caracter´ıstico en lazo cerrado es:
P (s, q) =q1s
2 + (q2 + q3q4) s+ q3q5
Los parame´tros del sistema con 5% de incertidumbre son como sigue:
q1 ∈(2. 1, 1. 9)
q2 ∈(0. 001083, 0. 001197)
q3 ∈(0. 02945, 0. 03255)
En aplicaciones industriales, normalmente es necesario que el sistema tenga un
cierto desempen˜o, para esto es necesario que las ra´ıces de su polinomio caracter´ıstico
guarden cierta posicio´n en el plano de los complejos. Con la finalidad de mostrar lo
anterior en este ejemplo se requiere la construccio´n del conjunto de para´metros de
los diversos controladores PI que satisfagan estabilidad robusta parame´trica en una
regio´n predeterminada. Las ra´ıces reales del polinomio caracter´ıstico en lazo cerrado
tienen que permanecer dentro del segmento [−5,−2] en el plano complejo, con una
tolerancia de 0. 01.
5.1.2 Solucio´n del Problema
Se hace uso del teorema de estabilidad relativa [22] para obtener dos polinomios
caracter´ısticos p(s− a, q) y p(−s− b, q) donde a = 2 y b = 5, asi las ra´ıces reales del
polinomio caracter´ıstico se encuentran en la regio´n predeterminada.
Mediante el criterio de estabilidad de C. Elizondo [21] se obtienen dos tablas
correspondientes a cada polinomio (p(s−a, q), p(−s− b, q)) y aplicando el algoritmo
descrito anteriormente con base en Descomposicio´n de Signo, se analiza la positividad
robusta de cada elemento ei de cada tabla. El algoritmo propuesto determina si el
sistema es robustamente estable en la regio´n predeterminada si y solo si todos los
elementos ei son positivos.
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Los coeficientes de las tablas son de la siguiente manera:
p(s− a, q) = C2(q)s
2 + C1(q)s+ C0(q)
C2(q) = q1,
C1(q) = (q2 − 4q1 + q3q4) ,
C0(q) = (4q1 − 2q2 − 2q3q4 + q3q5) ,
e31(q) = −16q
2
1 + 12q1q2 + 12q1q3q4 − 4q5q1q3 − 2q
2
2 − 4q2q3q4 + q5q2q3 − 2q
2
3q
2
4 + q5q
2
3q4.
p(−s− b, q) = C2(q)s
2 + C1(q)s+ C0(q).
C2(q) = q1,
C1(q) = (10q1 − q2 − q3q4) ,
C0(q) = (25q1 − 5q2 − 5q3q4 + q3q5) ,
e31(q) = 250q
2
1 − 75q1q2 − 75q1q3q4 + 10q5q1q3 + 5q
2
2 + 10q2q3q4 − q5q2q3 + 5q
2
3q
2
4 − q5q
2
3q4.
Aplicando el algoritmo descrito anteriormente se parte de K∗(5, 6), el conjunto de
controladores que satisfacen estabilidad robusta para cada polinomio es presentado
en las figuras 5. 2 y 5. 3.
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Figura 5.2: Regio´n de Estabilidad Robusta dada por los parame´tros del controlador
para p(s− a).
Figura 5.3: Regio´n de Estabilidad Robusta dada por los parame´tros del controlador
para p(−s− b).
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Figura 5.4: Respuesta del sistema para una entrada escalo´n en la regio´n de estabilidad
robusta.
5.2 Control de un misil
Los misiles son utilizados como arma principal en la guerra moderna de alta
tecnolog´ıa, un misil es cada vez ma´s inteligente y preciso. Esto requiere que su
sistema de control sea ma´s ra´pido, preciso y robusto. Entre los diversos sistemas de
control, el sistema de control PID es el ma´s ampliamente utilizado sin embargo, la
incertidumbre parame´trica rara vez se tiene en cuenta en el disen˜o de sistemas de
control robusto.
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5.2.1 Planteamiento del Problema
La funcio´n de transferencia del motor de direccio´n del misil se puede simplificar
como una funcio´n t´ıpica de segundo orden de acuerdo a [45]:
G(s, q) =
1
q21s
2 + q1q2s+ 1
.
Donde,
q1, es la constante de tiempo del motor de direccio´n.
q2, se define como el coeficiente de amortiguacio´n.
Si consideramos un controlador PID:
C(s, q) = q3 +
q4
s
+ q5s
Donde,
q3, es la ganancia proporcional.
q4, determina la constante de tiempo integral.
q5, es la constante de tiempo derivativa.
El sistema de control del misil en cascada con un controlador PID se muestra
en la figura 5. 5: El polinomio caracter´ıstico en lazo cerrado es:
Figura 5.5: Diagrama de bloques del sistema completo.
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p(s) = (q21 + q5) s
2 + (q3 + 2q1q2) s+ (q4 + 1) .
Para este ejemplo de aplicacio´n, la incertidumbre en cada parame´tro es del 5%
y esta representada por los siguientes parame´tros:
q1 ∈(0. 0095, 0. 0105)
q2 ∈(0. 665, 0. 735)
Se requiere que las ra´ıces reales del polinomio caracter´ıstico en lazo cerrado se
encuentren dentro del segmento [−5,−1] del plano de los complejos.
5.2.2 Solucio´n del Problema
Obtenemos dos polinomios caracter´ısticos p(s−a, q) y p(−s−b, q) donde a = 1
y b = 5 mediante el teorema de estabilidad relativa 2.3.2 descrito tambie´n en [22].
Con esto se asegura que la parte real de las ra´ıces del polinomio caracter´ıstico se
encuentran en [−5,−1].
Haciendo uso del criterio de estabilidad de C. Elizondo [21] se obtienen nue-
vamente dos tablas correspondientes a cada polinomio (p(s − a, q), p(−s − b, q)) y
finalmente aplicamos el algoritmo capaz de determinar la positividad robusta de
cada elemento ei de cada tabla.
Los coeficientes de las tablas son como se muestra a continuacio´n:
p(s− a, q) = C2(q)s
2 + C1(q)s+ C0(q).
C2(q) =
(
q21 + q5
)
,
C1(q) =
(
2q2q1 − 4q
2
1 + q3 − 4q5
)
,
C0(q) =
(
4q21 − 4q2q1 − 2q3 + q4 + 4q5 + 1
)
,
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e3,1(q) = q3 − 4q5 + 12q
2
1q3 + 24q
3
1q2 − 4q
2
1q4 − 32q
2
1q5 − 4q
2
1 − 16q
4
1−
2q23 − 16q
2
5 − 8q
2
1q
2
2 + 2q1q2 + q3q4 + 12q3q5 − 4q4q5 − 8q1q2q3+
2q1q2q4 + 24q1q2q5.
p(−s− b, q) = C2(q)s
2 + C1(q)s+ C0(q).
C2(q) =
(
q21 + q5
)
,
C1(q) =
(
10q21 − 2q2q1 − q3 + 10q5
)
,
C0(q) =
(
25q21 − 10q2q1 − 5q3 + q4 + 25q5 + 1
)
,
e3,1(q) = 10q5 − q3 − 75q
2
1q3 − 150q
3
1q2 + 10q
2
1q4 + 500q
2
1q5 + 10q
2
1 + 250q
4
1+
5q23 + 250q
2
5 + 20q
2
1q
2
2 − 2q1q2 − q3q4 − 75q3q5 + 10q4q5 + 20q1q2q3−
2q1q2q4 − 150q1q2q5.
Figura 5.6: Regio´n de Estabilidad Robusta dada por los parame´tros del controlador
para p(s− a)
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Figura 5.7: Regio´n de Estabilidad Robusta dada por los parame´tros del controlador
para p(−s− b)
El conjunto de controladores PID que satisfacen estabilidad robusta para el segmento
[−5,−1] es la interseccio´n de ambas regiones.
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Figura 5.8: Respuesta a un escalo´n unitario mostrando un equilibrio en el sistema
Cap´ıtulo 6
Conclusiones y recomendaciones
para trabajo a futuro
Este trabajo considera el problema abierto de ana´lisis y s´ıntesis de un conjunto
de controladores para sistemas LTI con incertidumbre parame´trica, donde los coefi-
cientes del polinomio caracter´ıstico en lazo cerrado contienen los parame´tros tanto
de la planta como del controlador. Los coeficientes de la familia de polinomios carac-
ter´ısticos generados por la incertidumbre parame´trica son funciones multivariables
polino´micas, es decir el caso ma´s complejo.
En esta tesis se ha propuesto un nuevo enfoque (algoritmo) para la construccio´n
del conjunto de controladores PID que permitan la estabilidad robusta para sistemas
LTI con incertidumbre parame´trica. El problema es, ba´sicamente mapeado a un
problema de positividad robusta de funciones multivariables polino´micas y resuelto
con la herramienta matema´tica “ descomposicio´n de signo” o “ Descomposicio´n de
signo definida ”.
El problema de positividad robusta de funciones multivariables polino´micas es
considerado un problema NP-hard (non-deterministic polynomial-time hard) en la
teor´ıa de complejidad computacional. La solucio´n a problemas NP-hard es compli-
cada y tardada, la importancia de contar con una herramienta capaz de dar solucio´n
a este tipo de problemas es de gran ayuda para distintos enfoques. “ Descomposi-
cio´n de signo” es la base matema´tica del algoritmo que permite el desarrollo de este
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trabajo debido a las ventajas sobre otras herramientas.
Es ampliamente reconocido que un modelo preciso de la planta puede no estar
disponible al momento del disen˜o del controlador. Una caracter´ıstica novedosa del
algoritmo es precisamente, el tomar un modelo emp´ırico de la planta sabiendo que
existe incertidumbre en cada uno de sus parame´tros que generan una familia de
plantas y permite encontrar un conjunto de controladores que satisfacen estabilidad
robusta a cada una de e´stas plantas.
Es inevitable que el nu´mero de particiones y cajas a ser analizados se incre-
mente si se incrementa el nu´mero de parame´tros o si se requiere mayor precisio´n del
conjunto de controladores que satisfagan estabilidad robusta. En general, el coste
computacional depende del sistema y el taman˜o de la cuadr´ıcula de analizar.
Este trabajo se enfoca en la estabilidad robusta parame´trica de sistemas LTI
en donde la parte real de las ra´ıces del polinomio caracter´ıstico se encuentran con-
tenidas en una regio´n en espec´ıfico dentro del plano de los complejos y deja abierto
la posibilidad de aplicarse un procedimiento o algoritmo combinado que permita
el acotamiento frecuencial en el mismo plano-s, esto es, el acotamiento de la parte
imaginaria y as´ı todas las ra´ıces (reales e imaginarias) del polinomio caracter´ıstico
estara´n contenidas en una regio´n que satisface un mejor y ma´s detallado desempen˜o
para distintas aplicaciones industriales.
El problema considerado en esta tesis es fundamental, ya que es de vital im-
portancia el buen disen˜o de controladores robustos para diversas aplicaciones en la
industria, en donde no es tomada en cuenta la incertidumbre parame´trica. El proce-
dimiento sistema´tico desarrollado en esta tesis podr´ıa facilitar el desarrollo de nuevas
aplicaciones y algoritmos de control en diversas a´reas del conocimiento. Los resulta-
dos obtenidos en este trabajo son para sistemas de tiempo continuo, pero se pueden
ampliar para los sistemas de tiempo discreto en un trabajo a futuro.
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