Abstract-2D complex Gabor filtering has found numerous applications in the fields of computer vision and image processing. Especially, in some applications, it is often needed to compute 2D complex Gabor filter bank consisting of filtering outputs at multiple orientations and frequencies. Although several approaches for fast Gabor filtering have been proposed, they focus primarily on reducing the runtime for performing filtering once at specific orientation and frequency. To obtain the Gabor filter bank, the existing methods are repeatedly applied with respect to multiple orientations and frequencies. In this paper, we propose a novel approach that efficiently computes the 2D complex Gabor filter bank by reducing the computational redundancy that arises when performing filtering at multiple orientations and frequencies. The proposed method first decomposes the Gabor kernel to allow a fast convolution with the Gaussian kernel in a separable manner. This enables reducing the runtime of the Gabor filter bank by reusing intermediate results computed at a specific orientation. By extending this idea, we also propose a fast approach for 2D localized sliding discrete Fourier transform that uses the Gaussian kernel in order to lend spatial localization ability as in the Gabor filter. Experimental results demonstrate that the proposed method runs faster than the state-of-the-art methods, while maintaining similar filtering quality.
on the Gabor filter conceptually imitate the human visual system (HVS). The Gabor basis function defined for each pixel offers good spatial-frequency localization capability [14] . The 2-D complex Gabor filter is particularly useful for extracting a set of features at multiple orientations and frequencies from an image [15] .
Performing 2-D complex Gabor filtering for all pixels over an entire image, however, often provokes a heavy computational cost. With the Gabor kernel defined at specific orientation and frequency, filtering is performed by moving a reference pixel one pixel at a time. The complex Gabor kernel hinders fast filtering in the context similar to edge-aware filters [16] [17] [18] widely used in computer vision applications.
To expedite 2-D complex Gabor filtering, several efforts have been made, for instance, by making use of fast Fourier transform (FFT), infinite impulse response (IIR) filters, or finite impulse response (FIR) filters [19] [20] [21] [22] . It was shown in [19] that Gabor filtering for a 1-D signal of N samples can be performed with the same complexity as the FFT, O(Nlog N). In [20] , separable FIR filters are applied to perform fast 2-D complex Gabor filtering by exploiting particular relationships between the Gabor parameters in a multiresolution pyramid. This method, however, works only for the particular setting of the Gabor parameters, e.g., scale of 2 i with an integer i . Young et al. [21] decomposed the Gabor filter with multiple IIR filters through z-transform, and then performed the recursive filtering in a manner similar to recursive Gaussian filtering [23] . To the best of our knowledge, the fastest algorithm is the work of Bernardino and Santos-Victor [22] that decomposes Gabor filtering into more efficient Gaussian filtering and sinusoidal modulations. It reduces the number of arithmetic operations by 39% compared to [21] . In [24] , the 2-D Gabor filter is decomposed into three 1-D filters, and each filter is implemented on graphics processing units (GPUs). In [25] , the Gabor filter with an anisotropic Gaussian kernel is accelerated by approximating the Gabor kernel into two separable 1-D convolutions, which can be efficiently implemented on GPUs. Note that the method employs an elongated Gaussian kernel and thus approximates it through more complicate operation such as singular value decomposition (SVD) [25] .
These approaches aim to reduce the runtime required when performing 2-D complex Gabor filtering once at specific orientation and frequency. However, some computer vision applications require computing the 2-D complex Gabor filter bank consisting of filtering outputs at multiple orientations and frequencies in order to cope with geometric variation [3] [4] [5] , 
.., 7) and σ = 2π 2 /ω [4] . [7] , [8] , [15] , [26] . For instance, face recognition approaches relying on the Gabor feature usually perform filtering at 8 orientations and 5 frequencies (totally, 40 Gabor feature maps) [4] , [5] , [7] , [8] , [26] . Fig. 1 shows the example of the Gabor filter kernels. To compute the Gabor filter bank, existing approaches [21] , [22] repeatedly perform filtering for a given set of frequencies and orientations, disregarding the computational redundancy that exists in such repeated calculations.
In this paper, we propose a novel approach that efficiently computes the 2-D complex Gabor filter bank. The Gabor kernel is first decomposed using the trigonometric identities in order to perform a fast Gaussian convolution in a separable manner. This leads to a substantial reduction of the computational complexity when performing Gabor filtering at a set of orientations and frequencies. Specifically, intermediate results of Gabor filtering computed at a specific orientation are reused when performing filtering at its symmetric orientation. We will show that the proposed method runs faster when compared to state-of-the-art methods [21] , [22] , while maintaining similar filtering quality.
It is generally known that good spatial localization of the Gabor filter stems mainly from the use of the Gaussian kernel that determines an weight based on a spatial distance. We demonstrate that the fast computation of the 2-D localized sliding discrete Fourier transform (SDFT) using the Gaussian kernel is also possible using our kernel decomposition strategy. This lends spatial localization ability as in the Gabor filter to DFT results. Although numerous methods for fast 2-D SDFT have been proposed [27] [28] [29] , they should use the box kernel within a sliding transform window. For instance, the relation between two successive 2-D DFT outputs is first derived using a circular shift property, and the 2-D DFT output at the current window is efficiently updated by linearly combining the 2-D DFT output at the previous window and one 1-D DFT result [29] . Note that the circular shift property holds only when the box kernel is used. Therefore, it is infeasible to use the existing 2-D SDFT methods [27] [28] [29] for calculating the 2-D localized DFT outputs using the Gaussian kernel. It should be noted that existing fast 2-D complex Gabor filters [21] , [22] can be readily used to compute the 2-D localized SDFT, but our method still runs much faster due to the similar reason to the Gabor filter bank.
To sum up, our contributions can be summarized as follows.
• A new method is presented for efficiently computing the 2-D complex Gabor filter bank.
• The proposed method is extended into the 2-D localized SDFT.
• Extensive comparison with state-of-the-arts approaches is given in both analytic and experimental manners. The rest of this paper is organized as follows. In Section II, we present the novel approach that efficiently computes the 2-D complex Gabor filter bank. In Section III, the proposed approach is extended to accelerate the 2-D localized SDFT. Section IV presents experimental results including runtime and filtering quality comparison with state-of-the-arts methods. Section V concludes this paper with some remarks.
II. FAST 2-D COMPLEX GABOR FILTER BANK
This section presents a new method that efficiently computes the 2-D complex Gabor filter bank consisting of filtering outputs at multiple orientations and frequencies. We introduce the Gabor kernel decomposition method and then show how it can be used for fast computation of the Gabor filter bank. Note that similar 1-D separable implementation was also used in [21] for fast Gabor filtering, but they do not consider the computational redundancy that exists in computing the Gabor filter bank.
For orientation θ and frequency ω = 2π/λ with wavelength λ, a 2-D complex Gabor filtering output F ω,θ,σ of a 2-D image f is written as
where G σ (x, y) is 2-D Gaussian function with zero mean and the standard deviation of σ . Here, an isotropic Gaussian kernel with the same standard deviation for both x and y dimensions is used as in existing methods [21] , [22] 
, where H ω,θ (x) = e iωx cos θ and V ω,θ (y) = e iωy sin θ .
A. Kernel Decomposition
Since G σ (x, y) and C ω,θ (x, y) are separable for x and y dimensions, (1) can be rewritten as
J ω,θ,σ is first computed by performing 1-D horizontal Gabor filtering, and this is then used in 1-D vertical filtering for obtaining the final Gabor output F ω,θ,σ .
1) 1-D Horizontal Gabor Filtering:
We first present the efficient computation of J σ,ω,θ in (2) based on the kernel decomposition. We also omit y in J σ,ω,θ and f as the 1-D operation is repeated for y = 1, ..., H . Using the trigonometric identity, we can simply decompose (2) into two terms as
where
. R(J ) and I(J ) represent the real and imagery parts of J , respectively. (4) and (5) can be simply computed by applying the 1-D Gaussian smoothing to two modulated signals f c and f s . Here, we adopted the recursive Gaussian filtering proposed in [30] , where the computational complexity per pixel is independent of the smoothing parameter σ .
2) 1-D Vertical Gabor Filtering: After J (x, y) is computed using (4) and (5) for all y = 1, .., H , we perform 1-D Gabor filtering on the vertical direction using (3). Using the trigonometric identity, we decompose the real and imagery parts of F in (3) as follows:
where ω s θ = ω sin θ . Here, f cr , f sr , f ci , and f si are filtering results convolved with 1-D Gaussian kernel S σ as follows:
where the modulated signals f cr , f sr , f ci , and f si are defined as
Like the horizontal filtering, two 1-D Gaussian convolutions are required in (6) and (7), i.e., f cr (
In short, decomposing the complex exponential basis function C ω,θ enables us to apply the fast Gaussian filtering [30] .
B. Fast Computation of 2-D Complex Gabor Filter Bank
Here, we show the kernel decomposition can be used to reduce the computational complexity when computing the 2-D complex Gabor filter bank (see Fig. 1 ). For a specific frequency ω, we aim at computing the Gabor filter bank at N orientations { πk N |k = 0, ..., N − 1}, and this is repeated for all frequencies. Fig. 2 (a) visualizes the log polar grid used in the Gabor filter bank with 5 frequencies and 8 orientations. For the simplicity of notation, we omit ω and σ in all equations. We assume that F θ in (1) 
, where * denotes complex conjugation, we obtain
The 1-D horizontal Gabor filtering result J π−θ is complex conjugate to J θ . Similarly, using
F π−θ is obtained by applying the 1-D vertical Gabor filtering to the complex conjugate signal J * θ . Similar to (6) and (7), the following equations are derived:
The vertical filtering also requires two 1-D Gaussian convolutions. Algorithm 1 summarizes the proposed method for computing the 2-D complex Gabor filter bank. When a set of frequencies and orientations are given, we compute the Gabor filtering results at θ k (k = 0, ..., N − 1) with the frequency ω i being fixed. Different from existing approaches [21] , [22] repeatedly applying the Gabor filter at all orientations, we consider the computational redundancy that exists on such repeated calculations. We will demonstrate Algorithm 1 Pseudo Code of the 2-D Complex Gabor Filter Bank through both experimental and analytic comparisons that our method runs faster than existing methods [21] , [22] , when computing the Gabor filter bank.
III. 2-D LOCALIZED SLIDING DFT
It is known that the Gabor filter offers good spatial localization ability thanks to the Gaussian kernel that determines an weight based on a spatial distance. Inspired by this, we present a new method that efficiently computes the 2-D localized SDFT using the proposed kernel decomposition technique. Note that different from the existing 2-D SDFT approaches [27] [28] [29] using the box kernel, the Gaussian kernel is used for computing the DFT at the sliding window. It is infeasible to apply the existing 2-D SDFT approaches [27] [28] [29] for calculating DFT outputs with the Gaussian kernel.
A. Kernel Decomposition in 2-D Localized SDFT
When the sliding window of M × M is used, we set the standard deviation σ of the Gaussian kernel by considering a cut-off range, e.g., M/2 = 3σ . We denote F u,v (x, y) by the at (x, y) . The 2-D localized SDFT using the Gaussian kernel can be written as (14) where (14), slightly different notations from the conventional SDFT methods [27] [28] [29] are used to keep them consistent with the Gabor filter of (1). When G σ (x, y) = 1, (14) becomes identical to the conventional 2-D SDFT methods [27] [28] [29] . The Gaussian window of M × M is used here for simplicity of notations, but the 2-D localized SDFT using M y × M x window (M y = M x ) is also easily derived.
Using the separable property of G σ (x, y) and C u,v (x, y), (14) can be written as
Using the kernel decomposition, the 1-D horizontal localized SDFT is performed as follows:
The 1-D vertical localized SDFT is performed similar to the Gabor filter: Fig. 4 . Objective comparison using the imagery parts of 2-D complex Gabor filtering outputs with the varying frequency ω when θ = π/3. We compared the average SER values of three methods, the recursive Gabor filter [21] , IIR Gabor filter [22] , and our method, for four datasets: (a) aerial, (b) miscellaneous, (c) sequences, and (d) textures. where f cr + f si and f sr − f ci are defined in a manner similar to (8) . J u and F u,v are computed by applying 1-D Gaussian smoothing twice, respectively. 
B. Exploring Computational Redundancy on (u, v)
The 1-D vertical SDFT result F M−u,v is then obtained as
As in the Gabor filter bank, (22) can be computed by performing 1-D Gaussian filtering twice. Algorithm 2 shows the overall process of computing the 2-D localized SDFT. Here, we explain the method with a nonsquare window of M y × M x (M y ≥ M x ) for a generalized description. When M y ≥ M x , 1-D horizontal and vertical filters are performed at lines 4 − 9 and 13 − 18, respectively, and vice versa in order to reduce the runtime. This is because the filtering order affects the 1-D SDFT complexity at lines 4 − 9, while having no effect on the complexity of lines 13 − 18 when M y = M x . Algorithm 2 can be simply modified when M y < M x , i.e., by performing 1-D vertical and horizontal filtering at lines 4 − 9 and 13 − 18, respectively. The number of arithmetic operations is also reported in Table IV .
To obtain M y × M x (M y ≥ M x ) DFT outputs in Algorithm 2, we first obtain J u (x, y) for u = 0, ..., M x /2 using (17) and (18) 
IV. EXPERIMENTAL RESULTS
We compared the proposed method with state-of-the-arts methods [21] , [22] for fast Gabor filtering in terms of both computational efficiency and filtering quality. For a fair comparison, we implemented the two methods [21] , [22] with a similar degree of code optimization. All the codes including ours will be publicly available later for both the 2-D complex Gabor filter bank and the 2-D localized SDFT.
A. Computational Complexity Comparison
We first compared the runtime when computing the 2-D complex Gabor filter bank. As our method focuses on reducing the computational redundancy on the repeated application of the Gabor filter at multiple orientations, we compared only the runtime of the Gabor filter bank. Additionally, the runtime was analyzed by counting the number of arithmetic operations such as addition and multiplication. The runtime of the 2-D localized SDFT was also measured in both experimental and analytic manners. The existing fast Gabor filters [21] , [22] were applied to compute the DFT outputs for all frequency bins of the 2-D localized SDFT. Note that conventional 2-D SDFT approaches using the box kernel [27] [28] [29] were not compared, since they are not capable of computing the 2-D localized DFT outputs. Table I compares the runtime of the 2-D complex Gabor filter bank. As summarized in Algorithm 1, our method can be applied to each frequency. Thus, we measured the runtime for N orientations when a specific frequency ω is given. The set of orientations is defined as
In the existing fast Gabor filters [21] , [22] , there is no consideration of the computational redundancy that occurs when computing the Gabor filtering outputs at multiple orientations. The fast Gabor filter using IIR approximation [22] is computationally lighter than the recursive Gabor filter [21] , but our method runs faster than the two methods. In Table II , we compared the number of arithmetic operations at N orientations and a single frequency ω, in the manner similar to Table I . We count the number of multiplications R M and additions R A per pixel, respectively. Considering R M and R A of the three approaches, the runtime results in Table I are in agreement.  Table III It is clearly shown that our method runs much faster than the two methods. Interestingly, our runtime gain against the IIR Gabor filter [22] becomes higher, when compared to the Gabor filter bank in Table I . This is because the 1-D horizontal DFT output J can be reused for v = 0, ...M − 1 in the rectangular grid of Fig. 2 and it is also shared for both M − u and u (see Algorithm 2) Namely, the ratio of shared computations increases in the 2-D localized SDFT, compared to the Gabor filter bank.
In Table III , we also found that the IIR Gabor filter [22] becomes slower than the recursive Gabor filter [21] when computing the 2-D localized SDFT, while the former runs faster than the latter in the Gabor filter bank (compare Table I and Table III ). The IIR Gabor filter [22] decomposes the Gabor kernel into the complex sinusoidal modulation and the Gaussian kernel, and then performs Gaussian smoothing with 2-D modulated signals. Contrarily, the recursive Gabor filter [21] performs filtering in a separable manner, and thus we implement the 2-D localized SDFT using [21] such that it can reuse 1-D intermediate results, resulting in the faster runtime than [22] . In Table IV , we count the number of multiplications R M and additions R A , which is consistent with the runtime results in Table III . Here, we also count R M and R A when the non-square window of M y × M x (M y = M x ) is used. 
B. Filtering Quality Comparison
All the fast Gabor filtering methods including ours produce approximated results, as they count on the recursive Gaussian filter using IIR approximation [23] , [30] . The IIR Gaussian filter runs fast at the cost of a filtering quality loss. It was reported in [23] , [30] that the quality loss is negligible when using the standard deviation within an appropriate range. We compared the filtering quality with two fast Gabor filtering approaches [21] , [22] . The filtering quality was measured for the 2-D complex Gabor filter bank only, as the 2-D localized SDFT tends to show similar filtering behaviors.
We used input images from the USC-SIPI database [31] which consists of four different classes of images: aerial images, miscellaneous images, sequence images, and texture images. Fig. 3 shows some of the sample images. The Gabor filtering result does not range from 0 to 255, different from an image. Thus, instead of the peak signal-to-noise ratio (PSNR) widely used in an image quality assessment, we computed the signal-to-error ratio (SER), following [22] :
where F and F t are the results obtained using the fast method and the lossless FIR Gabor filter in (1), respectively. R(F) represents the real part of F. The SER can also be measured with the imagery part I(F). We computed the approximation error for the frequency ω ∈ {3.5, 3.9, ..., 9.8, 13} and the orientation θ ∈ {18 • , 36 • , ..., 162 • }. Fig. 4 and 5 compare the objective quality of the Gabor filtering results. We measured the average SER values of the imagery parts with respect to the varying frequency ω and orientation θ for four datasets: aerial, miscellaneous, sequences, and textures images. The average SER values are all similar to for the three methods: the recursive Gabor filter [21] , IIR Gabor filter [22] , and ours. Four different classes of images did not show significantly different tendency in terms of the filtering quality. Fig. 6 and 7 shows the SER values measured using the real parts. Interestingly, the average SER values of the real parts at some frequencies and orientations become lower. It was explained in [22] that the difference between DC values of the lossless FIR and fast filters happens to become larger at these ranges. In Fig. 8 , we plotted 1-D profiles using the real parts of Gabor filtering results for two cases with low and high SER values. The horizontal and vertical axes represent the pixel location and the real part value of the Gabor filter, respectively. In the case with the low SER value, we found that an overall tendency is somehow preserved with some offsets. Fig. 9 shows the Gabor filter bank results of our method and FFT based method for 'Face', 'Texture', and 'Lena' images. Note that the filtering results of the FFT based method are identical to those of the lossless FIR Gabor filter in (1) . The absolute magnitude of the complex result was used for visualization. The first and second rows of each image represent our results and FFT based results, respectively. We found the subjective quality of two methods to be very similar. Exceptionally, our results seem to be a bit blurred at the highly textured regions of Fig. 9 (i) and (j). This may be due to the IIR approximation used in the Gaussian filtering. Similar filtering results were also observed in the existing fast Gabor filters [21] , [22] .
V. CONCLUSION
We have presented a new method for fast computation of the 2-D complex Gabor filter bank at multiple orientations and frequencies. The proposed method achieved a substantial runtime gain by reducing the computational redundancy that arises when computing the Gabor filter bank. Additionally, this method was extended into the 2-D localized SDFT that uses the Gaussian kernel. The runtime gain was verified in both analytic and experimental manners. We showed that the proposed method maintains a similar level of filtering quality when compared to state-of-the-arts approaches for fast Gabor filtering, but it runs much faster. We believe that the proposed method for the fast Gabor filter bank is crucial to various computer vision tasks that require a low complexity.
The 2-D localized SDFT is expected to provide more useful information than the conventional 2-D SDFT approaches using the simple box kernel. We will continue to study the effectiveness of the 2-D localized SDFT in several computer vision applications as future work. Another interesting topic is the fast implementation of the log-Gabor filter [32] that resolves the non-zero DC value problem of the original Gabor filter. Note that our method is applicable only when the kernel is separable in x and y dimensions. Thus, it is not feasible to directly apply the proposed method to the logGabor filter using non-separable kernels. Nevertheless, its fast implementation would be interesting, e.g., using separable approximation of the log-Gabor filter kernel.
