We = ∈ derive simple, explicit error bounds for the uniform asymptotic expansion of the incomplete gamma function (a; z) valid for complex values of a and z as |a| → ∞. Their evaluation depends on numerically pre-computed bounds for the coe cients c k (Á) in the expansion of (a; z) taken along rays in the complex Á plane, where Á is a variable related to z=a. The bounds are compared with numerical computations of the remainder in the truncated expansion.
Introduction
The normalised incomplete gamma function, deÿned by Q(a; z) ≡ (a; z) (a) = 1 (a)
has the asymptotic expansion as |a| → ∞ [6] Q(a; z) = and T N denotes the remainder in the expansion truncated after N terms. This expansion was shown in [6] to hold uniformly in |z| ∈ [0; ∞) in the domains |arg a| 6 − 1 and |arg(z=a)| 6 2 − 2 , . For the coe cients c k (Á) to be holomorphic functions of the complex variable Á, it is necessary to introduce cuts which emanate from branch points situated at Á = 2 √ e ±3 i=4 (corresponding to = e ±2 i ) and pass to −∞ along paths on which arg = ±2 , respectively. A detailed discussion of the behaviour of c k (Á) has been given in [2] . There it was established that c k (Á) decays algebraically like 1= as Á → ∞ in Re(Á) ¿ 0, while in Re(Á) ¡ 0 there exist two symmetrical lobes L ± centred on the branch points in which c k (Á) becomes large when k1; see Fig. 1 (a).
An integral representation for T N can be obtained by straightforward di erentiation of (1.1) with respect to Á (using d z=d = Áz= ) to ÿnd
Substitution of expansion (1.2) into the left-hand side of this identity, together with use of (1.4) and (1.5), then shows that T N satisÿes the ÿrst-order inhomogeneous di erential equation [6] 
From (1.1) and (1.2), it follows that T N → 0 as Á → ∞ in the sector |arg(
. Accordingly, we integrate (1.6) along a path C in the cut plane that starts from the point Á and passes to inÿnity in the direction − , where 2 = arg a, to obtain e −(1=2)aÁ
(1.7)
Use of (1.3) to express e −(1=2)az 2 as e a−z (z=a) a , and similarly for e −(1=2)ax 2 , shows that the second integral in (1.7) can be evaluated simply as (2 =a) 1=2 * (a)Q(a; z). If we now introduce the quantity A N (a) by
the expansion for Q(a; z) may be written in the modiÿed form
where the remainder term R N is now given by
and the contour of integration C is as described in (1.7). We note that with this form of the expansion the quantity H N +1 (a) (which results from the expansion of 1= (a)) has e ectively been removed from the deÿnition of the remainder R N . In [6] , Temme obtained error bounds for the remainder T N when a ¿ 0 and z ¿ 0 which have the inconvenience of involving bounds on the quantity H N +1 (a). In this paper, we extend this procedure to derive simple, explicit bounds on the remainder R N deÿned in (1.10) for complex values of a and z satisfying |arg a| ¡ and |arg z| 6 . A summary of the results is given in Section 5 together with a comparison of the bounds with the numerically computed values of the remainder R N . A recent discussion of the error bounds for the uniform asymptotic expansion of the generalised exponential integral E p (z) = z p−1 (1 − p; z) for complex values of p and z has also been given in [1] using a di erential-equation approach based on general theorems of Olver [3, Chapter 6 ]. Although we do not carry out a numerical comparison with the bounds in [1] , it is probable that they are sharper than those obtained here but at the cost of greater complication. An application of the bounds developed in this paper has been made in [5] in an attempt to estimate the order of magnitude of the remainder term in a new asymptotic formula for the Riemann zeta function that involves the incomplete gamma function. Another important application of the incomplete gamma function is in the theory of exponentially improved asymptotic expansions and the associated new interpretation of the Stokes phenomenon, where (a; z) is used as the so-called "terminant function" [4] .
Preliminaries
Let us deÿne the quantities = e i ; = and the domains in the Á plane
see Fig. 1(b) . The connection between the variables Á and (or ) is speciÿed by (1.3) and represented in Fig. 2 . This shows points in the Á plane corresponding to given = e i : the curves indicate the paths in the Á plane for ÿxed and . The ÿgure for −2 6 6 2 is symmetrical with respect to the real Á-axis. The branch cuts from the branch points Á = 2 √ e ±3 i=4 are chosen to correspond to the curves = ±2 , respectively; cf. also Fig. 1(a) . From the analytic continuation formula [3, p. 45] Q(a; ze
it follows that it is su cient to consider | | 6 . and 1 6 k 6 10. In all tables the number in parentheses denotes a multiplicative power of 10 To bound the remainder R N in (1.10) we require estimates for the absolute values of the coe cients c k (Á). Following [6] , we deÿne the bounds, for k = 0; 1; 2; : : : ; 
The boundĈ k (Â) will be employed only in the half-plane (R) to capture the 1= decay of the coe cients as Á → ∞ in this sector, while C k (Â) will be used in (R) ∪ (L) . The bounds were obtained numerically by using standard representations for c k (Á) given in [2, 6] and their values are presented in Tables 1 and 2 for di erent values of Â when 1 6 k 6 10. It is found that C k (Â) is monotone increasing with increasing |Â| for k = 0; 1, while for 2 6 k 6 10, C k (Â) attains a maximum in a neighbourhood of |Â| = 3 4 in the lobes L ± ; the typical variation of C k (Â) for k ¿ 2 is illustrated in Fig. 3 .
In addition, we shall also require certain monotonicity properties of the quantity f(Á) deÿned by
along di erent paths in (R) . A plot of this function over part of the upper half of (R) is shown in Fig. 4(a) . The three types of paths we consider in Sections 3 and 4 are: (i) circular arcs |Á|=constant, (ii) paths inclined at an acute angle ÿ to the imaginary Á axis, and (iii) hyperbolic paths of steepest Table 2 Values of C k (Â) for 1 2 ¡ |Â| 6 (Á ∈ (L) ) and 1 6 k 6 10. The supremum of descent. For paths of the ÿrst type, we have
where and J = ( 2 − 2 cos + 1)= is the Jacobian of the mapping ( ; ) → (|Á|; Â). When ¿ 1, it is readily established that H ( ; ) ¿ 0 for 0 6 6 and H ( ; ) 6 0 for − 6 6 0. This follows from the fact that H ( ; ) is a monotone increasing function of (at ÿxed ) when ¿ 1 and 0 6 6 , since
Hence H ( ; ) ¿ H (1; ) = 2 sin − sin 2 ¿ 0; a similar argument applies when − 6 6 0. We conclude that for paths consisting of circular arcs 1 in (R) , f(Á) decreases monotonically with decreasing |Â|.
The second type of path (which we denote by P) in (R) is a straight line inclined at an acute angle ÿ to the imaginary Á axis. The derivative of f along P in the upper half of (R) is given by
where n(ÿ) = {sin ÿ; cos ÿ} denotes the unit vector along P and ∇ = {@=@X; @=@Y }, with X , Y being the real and imaginary parts of Á; a similar result applies to paths in the lower half of (R) by symmetry. When ÿ = 0-that is, when P is parallel to the imaginary Á-axis-it is found that n(0) · ∇f = @f=@Y ¡ 0 in the domain (R) 0 deÿned by
where 0 is the domain 2 near the origin where −1 sin( + Â) + sin( − Â) ¡ 0; see Fig. 4(b) . The upper or lower half of (R) 0 (including part of the positive real Á-axis) will be denoted by (R±) 0 , respectively. For Á ∈ (R) we obtain, upon rearrangement of (2.6) when ÿ = 1 2 ,
since in (R) we have ¿ 1, | | ¡ and | − Â| 6 =2, with the result that n(ÿ) · ∇f 6 n(0) · ∇f. Thus, if f(Á) is monotone decreasing along a path with ÿ = 0, it is a fortiori monotone decreasing along a path P inclined at an angle ÿ = 0. When dealing with paths of this type in Section 4, the value of ÿ will be at our disposal to minimise the resulting bounds on R N .
Finally, the third type of path corresponds to a path of steepest descent for integral (1.10) and is given by Im(w) = 0, where w = . Thus, when a ¿ 0, we can assert that along paths of the second type, f(Á) is monotone decreasing in (at least) the sector |Â| 6 (that is, the sector of angular width 1 2 in the Á plane centred on the ray Â = − ), while when 1 2 ¡ |arg a| ¡ this is no longer the case. To avoid dealing with -dependent domains of monotonicity in Section 4, we shall only use the fact that along a path of steepest descent f(Á) is monotone decreasing in the sector | | 6 
Bounds for the remainder R N when a ¿ 0
We ÿrst consider the case a ¿ 0, so that = 0. From (1.10), the remainder R N takes the form
where we recall that is deÿned in (2.1). When Á ∈ (R) we employ the boundĈ k (Â) in (2.4). The procedure then is to select a path of integration in the above integral on which bothĈ k (arg x) and f(x) = |2 + (x)| −1 in (2.5) are monotone decreasing, so that these quantities attain their maximum values on the path at the endpoint x = Á. We put 1 2 ax 2 = + w, where w ∈ [0; ∞); in the Á plane this corresponds to the hyperbolic path of steepest descent connecting the point Á to +∞ on which |arg x| 6 |Â|; see Fig. 6(a) . It was established in Section 2 that on such paths (when a ¿ 0) bothĈ N (arg x) and f(x) are monotone decreasing in |Â| 6 1 4 . Hence, when |Â| 6 1 4 , 2 We remark that for paths P with ÿ = 0 the domain of nonmonotonicity (corresponding to 0 in the case ÿ = 0) is found numerically to shrink with increasing ÿ, so that f(Á) is monotone decreasing for all Á ∈ (R) whenever ÿ ¿ ÿ0, where ÿ0 0:0349139 . we have
It therefore follows from (3.1) that
We remark that when Á ¿ 0, the path of steepest descent is the interval [Á; ∞) of the real axis and the boundĈ N (Â) can then be replaced byĈ N (0). In the sector 1 4 ¡ Â 6 1 2 , we take the path in (3.1) to consist of the circular arc of radius |Á| to the ray Â= 1 4 and thence the path of steepest descent to +∞; see Fig. 6(b) . A similar path is chosen in the lower half-plane when − f(x) along such paths, we then obtain the bound Provided | | is not too large, it is possible to evaluate J ('; ) by straightforward numerical quadrature. Alternatively, use of a simple tangent approximation for the exponent in the exponential factor in the integrand yields the bound (
Finally, when Á ∈ (L) , we can no longer employ the boundĈ N (Â) on account of the nonmonotonic nature of the associated f(x) in (2.5). We now take the path of integration in (3.1) to consist of the ray joining the point Á to the origin followed by the positive real axis to +∞; see Fig. 6(c) . Use of the bound C N (Â) in (2.4) then yields
We observe that in the portion of the domain (L) corresponding to 1 2 ¡ |Â| ¡ 3 4 , the exponential terms in (3.6) (when a ¿ 0) are small for su ciently large | |, whereas in the remaining portion 3 4 ¡ |Â| 6 the exponential terms are large. In this latter case, it is more convenient to write the bound in the form
For Á on the negative real axis (that is, when = 2 ) this agrees with the form obtained in [6] .
Bounds for the remainder R N when a is complex
We deÿne the sub-sectors j ( ) (j = 1; 2; 3) of (R) by 1 ( ) = {Á: | | 6 ). For Á ∈ 1 ( ) we use the path of steepest descent in (3.1), while for Á ∈ 2 ( ) we use the circular arc of radius |Á| to one of the rays | | = 1 2 followed by the steepest descent path passing to inÿnity in the direction speciÿed by = 0 (that is, Â = − ). In the domain 3 ( ) ∪ (L) we take the path to be the ray joining Á to the origin followed by the ray = 0 to inÿnity; see Fig. 7(a) . Hence, from the monotonicity properties ofĈ N (arg x) and f(x) discussed in Section 2, we obtain the bounds
) + e | |cos } (Á ∈ 2 ( )); ) we no longer choose 4 the path of steepest descent when Á ∈ 1 ( ), since f(x) is not monotone decreasing on such paths throughout this sector. In this case we consider the domains 0 and (R) 0 separately. When Á ∈ 0 ∩ { 1 ( ) ∪ 2 ( )}, we use the less precise bound 5 C N (Â) in (2.4) and choose the steepest decent path through Á to obtain
) with ¡ 0 (resp. ¿ 0), we take the path in (3.1) to be the straight line P + (resp. P − ), where P ± are inclined at an acute angle ÿ to the positive or negative imaginary Á axis, respectively, and given by
The angle ÿ must be chosen in the range [0; 3 4 − | |) to ensure that P ± pass to inÿnity in the sector | | ¡ 1 2 . Then, from the monotonicity of f(x) along such paths in (R) 0 , we 4 If the factor |2 + (Á)| −1 is not required, then, of course, it is possible to use the bound CN (Â) and the steepest descent path in the sector 1( ) ∪ 2( ). 5 We remark that the factor |2 + (Á)| −1 , which would result if the more precise boundĈN (Â) were employed, would not be of special signiÿcance here, since Á, and hence |2 + (Á)| −1 , are both O(1) in 0.
obtain
where
and ÿ is chosen to minimise the bound for K(Â). Bounds for K(Â) are discussed in the appendix.
) with ¿ 0 (resp. ¡ 0), we take the circular arc of radius |Á| from the point Á to the positive real axis (where = 2 ) and then along the rectilinear path P − (resp. P + ) with ÿ = 0. In this manner we ÿnd
And ÿnally, in Á ∈ 3 ( ) ∪ (L) , the path in (3.1) is chosen as in Section 3 and we therefore obtain the bound given in (3.6), with C N (0) replaced by C N (| |). The various domains considered above cover (R) ∪ (L) in the case 1 2 ¡ |arg a| ¡ .
Numerical illustrations and discussion
In this section we present examples of the bounds for the remainder |R N | in the asymptotic expansion (1.9) and compare them with their exact numerical values. For ease of reference, we collect together below the main results of Sections 3 and 4. When 0 6 |arg a| 6 1 2 , we have
) + e | |cos } (Á ∈ 2 ( ));
and, when 1 2 ¡ |arg a| ¡ ,
; 7 0); Tables 1 and 2 combined with their monotonicity properties. For Table 4 Exact values of |RN | (ÿrst entry) and its bound (second entry) for di erent values of and when a = 20i and N = 3. An asterisk denotes the value of |exp(− example, when |Â| 6 1 2 , we have C k (Â) 6 C k ( 1 2 ), so that the value C k ( 1 2 ) can, if so desired, be employed throughout (R) ; similar considerations apply toĈ k (Â). In 1 2 ¡ |Â| 6 , the value of C k (Â) is determined by the appropriate range of Â values in Table 2 ; if no distinction between Table 5 Exact values of |RN | (ÿrst entry) and the bound (5.2b) (second entry) for di erent values of |Á| and Â when a = 10e 
