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A CHARACTERIZATION BASED ON PRODUCTS OF
ORDER STATISTICS
G. ARSLAN
IZMIR UNIVERSITY OF ECONOMICS, TURKEY
Abstract. A new characterization for power function distribu-
tions is obtained which is based on products of order statistics.
This result may be considered as a generalization of some recent
results for contractions. We note that in this result the product
consists of order statistics from independent samples. The new
result is also related to some scheme of ranked set sampling.
1. Introduction
In this paper, a new characterization, involving a distributional re-
lation of products of independent order statistics is given. This result
may be considered as an extension of a particular type of characteri-
zation with contraction, where the contraction is obtained via a power
distribution. Such type of characterizations have been studied, recently
by Weso lowski and Ahsanullah (2004), Oncel et al. (2005), and Beut-
ner and Kamps (2008), among others. As will be seen later, this new
characterization also will provide a relational property of the power dis-
tribution. Another useful property of the new characterization is that
it can be actually related to a special scheme of ranked set samples.
Consider three independent random variables X , Y , and U , where
U has some known distribution. There are several recent results for
relations of the type
(1) X
d
= Y U
In its most basic form U can be assumed to have a uniform distri-
bution concentrated on (0,1). In this case, relation (1) is an example
of a contraction. These type of relations have some applications like
in economic modelling and reliability, for example. Some of the first
results of this type were obtained, among others, by Alamatsaz (1985),
Kotz and Steutel (1988), and Alzaid and Al-Osh (1991).
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There are many interesting distributional relations and characteri-
zation results based on this type of relation. In this paper, we will
consider relations where X and Y will be some order statistic.
We will write X ∼ Pow(α) if FX(x) = x
α, α > 0, x ∈ (0, 1), and
Y ∼ Par(α), if FY (y) = 1− y
−α, α > 0, y ∈ (1,∞).
As will be seen later, it will be convenient to describe the new results
in terms of some special type of a ranked set sample scheme. Actually
the result in this paper may be interpreted in different ways. Since
we will use ordinary order statistics and generalized order statistics we
just give the definition of generalized order statistics.
Let F be an absolutely continuous distribution function (df) with
density function f . Let n ∈ N, m˜ = (m1, . . . , mn−1) ∈ R
n−1, k > 0,
and for all 1 ≤ i ≤ n− 1,
γi = k + n− 1 +Mi > 0,
where Mi =
∑n−1
j=i mj . The random variable X (r, n, m˜, k), 1 ≤ r ≤
n, is called the r-th generalized order statistics from an absolutely
continuous df F if their joint density function is
fX(1,n,m˜,k), ..., X(n,n,m˜,k) (x1, . . . , xn)
= k
(
n−1∏
j=1
γj
)(
n−1∏
i=1
(1− F (xi))
mif(xi)
)
(1− F (xn))
k−1f(xn)
Let X1:n, X2:n, . . . , Xn:n denote the order statistics for random vari-
ables X1, X2, . . . , Xn. Similarly, let X
∗
1:n, X
∗
2:n, . . . , X
∗
n:n denote the
generalized (or m-generalized) order statistics for an underlying distri-
bution function F , when mi = m for all 1 ≤ i ≤ n − 1. For more de-
tails about generalized order statistics, the reader is referred to Kamps
(1995).
2. Some Contraction Type Characterizations
Beutner and Kamps (2008) considered characteriaztions of type (1),
where U ∼ Pow(α) or U ∼ Par(α), and X, Y are neighboring gener-
alized order statistics. In particular, for U ∼ Pow(α), they obtained
characterizations based on the following relations:
X∗r:n
d
= X∗r+1:n · U,
(2) X∗r:n
d
= X∗r:n−1 · U,
X∗r:n−1
d
= X∗r+1:n · U.
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The results in Beutner and Kamps (2008) generalize some other char-
acterizations, given, for example, in Oncel et al. (2005), or Weso lowski
and Ahsanullah (2004). The main result of this paper is a characteri-
zation of type (1), which is similar to the relation given in the following
result of Beutner and Kamps (2008).
Theorem 1. Let X∗1:n−1, . . . , X
∗
n−1:n−1 and X
∗
1:n, . . . , X
∗
n:n be m-
generalized order statistics, m 6= 1, based on F , let V be independent
of X∗1:n−1, . . . , X
∗
n−1:n−1 and let α > 0 and r ∈ {1, . . . , n− 1} be
fixed. Then any two of the following three conditions imply the third:
(1) V ∼ Pow(α),
(2) X∗r:n
d
= X∗r:n−1V ,
(3)
F (x) =

Gm,λ,β(x), x ∈
(
0, [(m+ 1)λ]−
1
β
)
, if m > −1
1−
(
1 + λ(−x)β
)
−
1
m+1 , if m < −1
In the next section we will present the main result, which in contrast
to the above characterization, includes a product of two order statistics.
3. Results
As a preparation for the main result, we introduce a preliminary dis-
tributional result, which involves products of maximal order statistics
from a uniform distribution.
Let X1, X2, . . . , Xn be iid random variables with continuos distribu-
tion function F (x). If Xi ∼ Pow(1), that is, uniformly distributed on
(0, 1), then it can be shown that the following relation is true:
U1:n
d
= U
(1)
1:1U
(2)
2:2 · · ·U
(n)
n:n
Here the U
(i)
i:i , 1 ≤ i ≤ n, denote the maximum order statistics from
independent samples of size i from a uniform distribution on (0, 1). It
should be noted that the Ui:i in this product are all independent. In
fact, the following result is true as well, which is given here without
proof.
Theorem 2. Let X1, X2, ..., Xn, ... be iid absolutely continuous
random variables with cdf F (x), x ∈ (0, 1). If {U
(i)
i:i }, i ∈ {1, 2, ..., n}
are independent samples of size i from a uniform distribution on (0, 1),
and
X1:n
d
= U
(1)
1:1U
(2)
2:2 · · ·U
(n)
n:n,
then F (x) = x, x ∈ (0, 1).
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Remark 3. The proof of Theorem 2 can be shown directly with multiple
integration but this result will also follow from the next theorem.
Before stating the main results, it will be convenient to introduce
ranked set samples (RSS). Ranked set sampling is an alternative sam-
pling design to simple random sampling when actual measurement is
either difficult or expensive, but ranking a few units in a small set is rel-
atively easy and inexpensive. This sampling design was first introduced
by McIntyre (1952, 2005) .
An RSS can be simply described as follows. LetX1, X2, . . . , Xn, . . .
be independent and identically distributed random variables with cdf
F .
X1:n X2:n ... Xn:n → X[1,n] ∼ F1:n(x)
X1:n X2:n ... Xn:n → X[2,n] ∼ F2:n(x)
... ... ... ... → ...
X1:n X2:n ... Xn:n → X[n,n] ∼ Fn:n(x)
The following results can be interpreted as special cases of the above
setup. In particular, we will start by considering the following sets of
independent random variables
X1:n · · · Xk:n · · · Xn−1:n Xn:n → X[k,n] ∼ Fk:n(x)
Y1:n−1 · · · Yk:n−1 · · · Yn−1:n−1 → X[k,n−1] ∼ Fk:n−1(x)
Z1:n · · · Zk:n · · · Zn−1:n Zn:n → X[n,n] ∼ Fn:n(x)
Theorem 4. Let {X1, . . . , Xn}, {Y1, . . . , Yn−1}, and {Z1, . . . , Zn} be
independent sets of random variables with common distribution func-
tion F (x) = xα, that is Xi ∼ Pow(α). Then, for any 1 ≤ k ≤ n− 1
(3) Xk:n
d
= Yk:n−1Zn:n.
Proof. Let Y = Yk:n−1Zn:n. Then
P (Y ≤ y) =
∫ 1
0
Fn:n
(y
u
)
fk:n−1 (u) du
= Fk:n−1 (y) +
∫ 1
y
Fn:n
(y
u
)
fk:n−1 (u) du
(4)
Hence, Xk:n
d
= Yk:n−1Zn:n implies that
(5) Fk:n(x) = Fk:n−1(x) +
∫ 1
x
Fn:n
(x
u
)
fk:n−1 (u) du.
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Since for any 1 ≤ k ≤ n − 1, n [Fk:n − Fk:n−1] f = Ffk:n, (see, for
example, Weso lowski and Ahsanullah (2004)), it follows that
(6)
F (x)fk:n(x)
nf(x)
=
∫ 1
x
Fn:n
(x
u
)
fk:n−1 (u) du.
Evaluating the integral, using Xi ∼ Pow(α),
∫ 1
x
Fn:n
(x
u
)
fk:n−1 (u) du = k
(
n− 1
k
)∫ 1
x
(
xα
uα
)n
(uα)k−1(1− uα)n−k−1αuα−1du
= k
(
n− 1
k
)
xαn
∫ 1
x
(uα)−n+k−1 (1− uα)n−k−1uα−1du
= k
(
n− 1
k
)
xαn
∫ 1
xα
t−n+k−1(1− t)n−k−1dt, (t = uα)
= k
(
n− 1
k
)
x−αn
∫ 1
xα
(v − 1)n−k−1dv
= k
(
n− 1
k
)
xαn(x−α − 1)(n−k)
On the other hand, it follows that
F (x)fk:n(x)
nf(x)
= k
(
n− 1
k
)
[F (x)]k [1− F (x)]n−k
= k
(
n− 1
k
)
(xα)k(1− xα)n−k
Hence, the proof is complete.

As an immediate consequence of this theorem, any order statistic
Xk:n from a power distribution can be expressed in terms of maximum
order statistics:
Corollary 5. Let X1, . . . , Xn be iid with cdf F (x) = x
α, x ∈ (0, 1),
that is Xi ∼ Pow(α). Then for any 1 ≤ k ≤ n− 1
Xk:n
d
= X[k:k]X[k+1:k+1] · · ·X[n:n].
Remark 6. Note that for k = 1 and α = 1, we obtain
U1:n
d
= U[1:1]U[2:2] · · ·U[n:n].
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This corollary can be interpreted in light of ranked set samples when
it is considered as a special case of a ranked set sample as follows. Let
X1, X2, . . . , Xn, . . . be iid random variables with cdf F . Consider
the following maxima scheme.
X1:1 → X[1,1] ∼ F1:1(x)
X1:1 X2:2 → X[2,2] ∼ F2:2(x)
... ... ... → ...
X1:n X2:n ... Xn:n → X[n,n] ∼ Fn:n(x)
If F (x) = xα, x ∈ (0, 1), that is Xi ∼ Pow(α), then
Xk:n
d
= X[k:k]X[k+1:k+1] · · ·X[n:n].
To prove the main result, we will use the following lemma. We note
that this lemma can be considered as another special variant of the
Choquet-Deny Theorem. The proof of this lemma is almost the same
as the proof of Theorem 1 in Fosam and Shanbhag (1997) .
Lemma 7. Let H be a nonnegative function that is not identically
equal to zero on A = (0, 1). Also, let {µx : x ∈ A} be a family of finite
measures such that for each x ∈ A, µ(Bx) > 0, where Bx = (x, 1).
Then a continuous real-valued function H on A such that H(x) has a
limit as x tends to 1−, satisfies
(7)
∫ 1
x
[
H(x)−H
(x
u
)]
µx(du) = 0, x ∈ (0, 1),
if and only if it is identically equal to a constant.
Remark 8. We note that in this lemma {µx : x ∈ A} is a family of
finite measures. If these finite measures are probability measures, then
equation (7) can be written as
H(x) =
∫ 1
x
H
(x
u
)
µx(du), x ∈ (0, 1).
Theorem 9. Let {X1, . . . , Xn}, {Y1, . . . , Yn−1}, and {Z1, . . . , Zn} be
independent sets of random variables with common distribution func-
tion F such that the left and right extremities of F equal to 0 and 1,
respectively. In addition, assume that f exists and is continuous on
(0, 1). If for a fixed 1 ≤ k ≤ n− 1,
Xk:n
d
= Yk:n−1Zn:n,
then Xi ∼ Pow(α).
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Proof. Xk:n
d
= Yk:n−1Zn:n implies that
(8) Fk:n(x) = Fk:n−1(x) +
∫ 1
x
Fn:n
(x
u
)
fk:n−1(u)du
Since n [Fk:n(x)− Fk:n−1(x)]F (x) = nf(x), we have
(9) F (x)fk:n(x) = nf(x)
∫ 1
x
Fn:n
(x
u
)
fk:n−1(u)du
By differentiating (8) with respect to x, it follows that
(10) fk:n(x) =
∫ 1
x
fn:n
(x
u
) 1
u
fk:n−1(u)du
From (9) and (10), we obtain
nf(x)
∫ 1
x
Fn:n
(x
u
)
fk:n−1(u)du = F (x)
∫ 1
x
fn:n
(x
u
) 1
u
fk:n−1(u)du
or
∫ 1
x
[
nf(x)Fn:n
(x
u
)
− F (x)fn:n
(x
u
) 1
u
]
fk:n−1(u)du = 0, x ∈ (0, 1)
This last equation can be written as
(11)
∫ 1
x
F n
(x
u
)[xf(x)
F (x)
−
x
u
f
(
x
u
)
F
(
x
u
)
]
fk:n−1(u)du = 0, x ∈ (0, 1),
or, defining H(x) = xf(x)
F (x)
,
(12)
∫ 1
x
F n
(x
u
) [
H(x)−H
(x
u
)]
fk:n−1(u)du = 0, x ∈ (0, 1).
Now, using Lemma 7 with µx(B) =
∫
B∩Bx
F n
(
x
u
)
fk:n−1(u)du, Bx =
(x, 1), it follows that H is constant on (0, 1);
(13) H(x) =
xf(x)
F (x)
= k, x ∈ (0, 1),
for some k ∈ R. The solution of this separable differential equation
with boundary conditions F (0) = 0 and F (1) = 1 implies that F (x) =
xα, x ∈ (0, 1).
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
4. Summary
A new characterization result based on products of order statistics
from independent samples has been obtained. This characterization
result is interesting because in some sense it is an extension of con-
traction type results studied in the literature. In addition, it may be
related to some special scheme of ranked set sampling. Another inter-
esting point of the main result is that as a by-product a representation
theorem for order statistics is obtained. Actually, the k-th order statis-
tic from a power function distribution can be expressed as a product
of independent maximum order statistics as shown in Corollary 5.
We also note that the proof of the main result is obtained by apply-
ing a new variant (Lemma 7) of the Choquet-Deny Theorem (see, for
example, Fosam and Shanbhag (1997) ).
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