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Abstract: One of fundamental issues for security robots is to detect and track people 
in the surroundings. The main problems of this task are real-time constraints, a 
changing background, varying illumination conditions and a non-rigid shape of the 
person to be tracked. In this paper, we propose a solution for tracking with a pan-tilt 
camera and a passive infrared range (PIR) sensor to detect the moving object based on 
consecutive frame difference. The proposed method is excellent in real-time 
performance because it requires only a little memory and computation. Experiment 
results show that this method can detect the moving object such as human efficiently 
and accurately in non-stationary and complex indoor environment. 
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I. INTRODUCTION   
In recent years, there are many works of the so-called human centered robotics 
and human–robot interaction and it is one of the most interesting research fields in 
mobile robotics. In general, a service robot has to focus its attention on humans and be 
aware of their presence. It is necessary, therefore, to have a tracking system that 
returns the current position, with respect to the robot, of the adjacent persons. This is a 
very challenging task, as people’s behaviors are often completely unpredictable. 
Researchers have been using different methods to deal with this problem, in many 
cases, with solutions subjected to strong limitations, such as tracking in rather simple 
situations with a static robot or using some additional distributed sensors in the 
environment. 
The necessity of fast and reliable systems for tracking people with mobile robots 
is evidenced in the literature by the growing number of real-world applications. 
Human tracking can help security robots plan that adapt their movements according to 
the motion of the adjacent people or follow an instructor across different areas of a 
building.[15,16,17] 
For example, the tour-guide robot of Burgard et al. [2] adopts laser-based people 
tracking both for interacting with users and for mapping the environment, discarding 
human occlusions. Another example is the system implemented by Liu et al. [3], 
where a mobile robot tracks possible intruders in a restricted area and signals their 
presence to the security personnel.  
Early, much work in the field of person detection and tracking is based on vision 
systems using only stationary cameras [4]. During the past decades, researchers in 
vision technique have already proposed various algorithms for detecting moving 
objects, such as, consecutive temporal difference (consecutive frames subtraction) 
[5,6,7,14], optical flow approach [8,9], and background subtraction [10,11], etc. 
Among these methods, background subtraction algorithms are most popular, because 
they are relatively simple in computing in a static scene.  
However, the background is assumed to be static in this method. Thus, shaking 
cameras, waving trees, lighting changes are quite probable to cause serious problems 
to a background subtraction model . In addition, a successful background subtraction 
method needs to model the background as accurate as possible, and to adapt quickly 
to the changes in the background. These requirements add extra complexity to the 
computation of the model and make a real-time detection difficult to achieve.  
Optical flow approach is quite excellent because it can detect the moving objects 
independently and it works very well in changing environments, even in the absence 
of any previous information of the background. However, the computational cost of 
the approach is very expensive, which makes it very difficult to be applied in a 
real-time system. Temporal difference is the simplest method to extract moving 
objects and robust to dynamic environments. However, it easy to cause small holes 
and cannot detect the entire shape of a moving object with uniform intensity. Also, 
any changing elements in the background can be easily classified as the foreground by 
temporal difference.  
Most of them originate from virtual reality applications where one person moves 
in front of a stationary background. Moving objects are detected by subtracting two 
frames. These approaches often require that the tracked person is never occluded by 
other objects. Therefore they are typically not suitable for person following on a 
mobile robot since at the same time the robot tracks the person, it has to move into the 
person’s direction to stay close enough.[16,19] 
The most suitable devices used for people tracking are laser sensors and cameras. 
For instance, Lindström and Eklundh [12] propose a laser-based approach to track a 
walking person with a mobile robot. The system detects only moving objects, keeping 
track of them with a heuristic algorithm, and needs the robot to be static or move very 
slowly. Zajdel et al. [13] illustrate a vision based tracking and identification system 
which makes use of a dynamic Bayesian network for handling multiple targets. Even 
in this case, targets can be detected only when moving. Moreover, the working range 
is limited by the camera’s angle of view; hence, it is difficult to track more than two 
subjects at the same time.  
The solution presented in this paper adopts multi-sensor data fusion techniques for 
tracking people from a mobile robot combining a pan-tilt camera and a passive 
infrared range sensor. A new detection algorithm has been implemented to find 
human body by using 3 PIR sensors and then rotate the pan-tilt camera for tracking 
people accurately. 
This paper is organized as follows. Section II explains, in detail, the algorithm for 
human detection and also introduces the multi-sensor data fusion. Then, Section III 
presents several experiments and analyzes the results. Finally, conclusions and future 
work are illustrated in Section IV. 
. Ⅱ MOVING OBJECT DETECTION 
The moving object detection algorithm adopts multi-sensor data fusion techniques 
to integrate the following two different sources of information: the first one is body 
detection, based on the PIR sensors, and the other one is moving object detection, 
which uses a pan-tilt camera. 
A. Detection based on PIR sensors 
In order to detect the moving object such as human, we propose a global 
monitoring approach by using 3 PIR sensors that the angle of detection are degree of 
120, where PIR’s instruction shows the following table and figure. 
 
Sensor Type Passive Infrared Range, SK-11 
Power 9 ~ 12V DC  
Minimum moving object 
speed 0.1m/s 
Maximum moving object 
speed 4m/s 
Possible detection space 12m, 120° 
Table 1. PIR’s specification 
Figure 1. possible detection range 
The PIR’s detection range can be devided by 3 zones, where A zone is possible of 
detecion for object with less than 12 m in distance and 1.5 m high, and C zone is one 
with less than 2.5 m high and 3 m in distance . 
The moving object detection based on PIR sensor can be expressed by LED color, 
and if the moving object detect, LED color is red and if no object, LED color is blue. 
The presence information of moving object transmit the PC computer by A/D 
converter.  
B. Detection based on frame difference 
The camera motion of the input frame is compensated and consecutive temporal 
difference is performed to extract moving areas from the image. The moving areas 
include the target areas (moving objects we are interested in) and some uninteresting 
motion areas (the moving background).  
Since shadows won’t have large change between two consecutive frames and little 
change of shadows to be detected can be removed by the post treatments, shadows 
have little effect on the accuracy of detection. Thus, they are not handled here to 
improve the efficiency of this method.  
To perform this method in real-time and with high accuracy, we design every 
block carefully.  
Since the consecutive temporal difference approach requires no background model 
and little memory, this approach is quite efficient and accurate in that it has a low 
computational cost and it adapts quickly to the changes of the background.  
The improved consecutive temporal difference approach is used to quickly obtain 
moving areas of the input frame. This approach makes use of three consecutive 
frames. The three frames are divided into two groups. The first group includes the two 
previous frames (the two consecutive frames that go before the input frame), while the 
second group includes the input frame and the frame before it. By subtracting the two 
groups separately, we get two results of different areas from the two subtractions. 
Since the intersection of the two results is just the very part of the moving area in the 
frame previous to the input frame, we can obtain the moving areas by subtracting the 
second results by the intersection of the two difference frames.  
The implementation of the method is described in the following. 
Let )2( −kFI , )1( −kFI  and )(kFI  represent three consecutive frames, with 
)2( −kFI  comes earliest and )(kFI (representing the kth input frame) comes latest.  
First, we divide the three frames into two groups, with )2( −kFI  and )1( −kFI  
a group, )1( −kFI  and )(kFI  another group. Second, we perform subtractions of 
the two groups separately to get two difference frames.  
Suppose a frame has m rows and n columns, and the value of the pixel at position 
( i, j) in the kth input frame is ),,( jikf , and )(kF can be represented as: 
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Then we obtain two difference frames by subtracting the two groups 
separately:
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Then we define the value of every pixel in the difference frames as: 
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By performing the subtraction above, we get two difference frames, with the 
pixels with value 0 the background pixels and the pixels with value 1 belonging to 
moving areas. 
Here, )(kD  record the moving areas in both )(kFI  and )1( −kFI , while 
)1( −kD  record the moving areas in both )1( −kFI  and )2( −kFI . 
Second, we intersect the two diffrence frames obtained in the first step to get the 
intersection of the pixels with value 1. Since the moving areas in )1( −kFI  are 
recorded in both of the two difference frames, by intersecting )(kD  and )1( −kD , 
we can easily get the moving areas in )1( −kFI .  
The moving area in )1( −kFI , that is )1( −kM , is calculated like this: 
)1()()1( −∩=− kDkDkM  
Third, we obtain the moving areas in )(kFI  by subtracting )(kD  from 
)1( −kM . 
As we have said before, )(kD  contains both the moving areas in )(kFI  and 
)1( −kFI , and )1( −kM  is the moving areas in )1( −kFI , by subtracting )(kD  
from )1( −kM , we get the very moving areas in )(kFI . 
)1()()( −−= kMkDkM  
C. Thresolding 
In order to implement the thresolding algorithm on a basis of the concept of 
similarity between gray levels, we make the following assumptions: 
i) there exists a significant contrast between the objects and background: 
ii) the gray level is the universe of discourse, a one-dimensional set: 
Our purpose is to threshold the gray-level histogram by splitting the image 
histogram into two crisp subsets, object subset and background subset , using the 
measure of fuzziness previously defined. Now, based on the assumption i), let us 
define two linguistic variables {object, background} modeled by two fuzzy subsets, 
denoted by B and W, respectively. The fuzzy subsets are associated with the 
histogram intervals ],[ min jxx  and ],[ maxxxr , respectively, where jx  and rx  
are the final and initial gray-level limits for these subsets, and minx  and maxx  are the 
lowest and highest gray levels of the image, respectively. 
We define a fuzzy region placed between B and W, as depicted in Fig. 2. Then, to 
obtain the segmented version of the gray-level image, we have to classify each gray 
level of the fuzzy region as being object or background. 
 
Fig. 2. Multimodal image histogram and the characteristic functions for the seed subsets. 
Let us now consider the fuzzy Subsets W And B with membership functions 
WB μμ ,  modeled as follows. 
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Let us take the parameters of the membership functions as follows: 
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, where )( ixh  denotes the image histogram and px  and qx  are the limits of 
the subset being considered. 
The proposed algorithm to get the thresold can be summarized in the following 
Steps: 
[Thresolding Algorithm] 
Step 1: For histogram level )( maxmin xixi ≤≤ , the distance calculate as follows: 
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Step 2: compute the normalization factor α . 
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Step 3: The thresold level for image segmentation is determined by the 
intersection of the normalized curves of the indices of fuzziness. 
 Fig. 3. Fuzziness and determination of the threshold value. 
D. Sensor fusion 
The mobile robot with multi-sensors arise the important problem how to combine 
the sensor’s information. As the PIR’s angle of detection is large than the pan-tilt 
camera’s one, we propose the rules combining sensors as follows. 
[Rule for Sensor fusion] 
Rule 1: if “Camera found” Then “Camera Tracking” 
Rule 2: if “Infer1 found”  Then  
           If 45−≤α  Then “Camera Turn to Rght” 
           If 45≥α   Then “Camera Turn to Left” 
           Else “Camera Tracking” 
Rule 3: if “Infer2 found” Then  
If 120−≤α  Then “Camera Turn to Rght” 
If 60−≥α   Then “Camera Turn to Left” 
Else “Camera Tracking” 
Rule 4: if “Infer3 found” Then  
If 60≤α   Then “Camera Turn to Rght” 
If 120≥α  Then “Camera Turn to Left” 
Else “Camera Tracking” 
Rule 5: if “Infer1 found” and “Infer2 found” Then  
If 90−<α   Then “Camera Turn to Rght” 
If  0>α     Then “Camera Turn to Left” 
Else “Camera Tracking” 
Rule 6: if “Infer1 found” and “Infer3 found” Then  
If 0<α    Then “Camera Turn to Rght” 
If 120>α  Then “Camera Turn to Left” 
Else “Camera Tracking” 
Rule 7: if “Camera not found”and “Infer1 not found”and “Infer2 not found” and 
“Infer3 not found” Then “Camera Turn to Zero position” 
Above rules, Infer1,Infer2,Infer3 means the PIR sensors, and α  is a pan-tilt 
camera’s angle of rotation. “Camera Turn to Rght” or “Camera Turn to Left” means 
that a pan-tilt camera turns to right or left with a defined speed of stepping motor, and  
“Camera Turn to Zero position” means that the camera turns to the initial position so 
that the camera captures object in front of the mobile robot. Also, “Camera Tracking” 
means that the camera turns so that the center of target(human detected) coincedent 
with the center of image coordinates.  
. Ⅲ EXPERIMENTAL RESULTS 
To test the performance and the portability of the proposed solution, the system 
has been implemented on mobile robot “RYONG NAM SAN-No 1” shown in Fig. 1, 
which is provided with a PIR sensor and a Pan-Tilt camera. This is mounted on a 
special support at approximately 0.8 m from the floor in order to facilitate the face 
detection. The onboard computer is a Core Duo 1.66 GHz with 1 GB of RAM. A 
touch screen is also available for interaction.  
The proposed mobile security robot runs on a windows operating system, and the 
whole software has been written in Microsoft VC++ and runs in real time on the robot 
PCs, although it is possible to use an external client, connected via wireless, for 
remote control and debug. The camera provide images with a resolution of 320 × 
240 pixels at 33 Hz.  
 
Fig 4. RYONG NAM SAN-No1 
The proposed mobile robot consists of mobile robot, 3 infrared range sensors, a 
pan-tilt camera, and laptop as the following figure. 
The walking speed constraints of human detection have been empirically 
determined after analyzing many recorded data of different people walking in typical 
indoor environments. The best results have been obtained setting the minimum speed 
to 0.1m/s, the maximum speed to 4m/s, and the width of body is 48cm.  The 
experiments have been conducted in our laboratory, a robot arena, and adjacent 
offices, as shown in Fig. 5, moving between different rooms and, often, crossing 
doorways or narrow corridors.  
 
Fig 5. Experimental results of moving objects detection 
During the experiments, the robots were controlled remotely to follow the persons 
being tracked, often moving faster than 0.5 m/s and with a turn rate of up to 45◦/s.  
 
IV. CONCLUSIONS 
Based on consecutive temporal difference and the fuzzy clustering algorithm, we 
propose a method for motion detection in complex background in traffic monitoring 
systems, which is proved to be efficient, accurate and robust. Compared with other 
similar motion detection algorithms, the main improvement of the proposed method is 
that it requires only a little time and memory, thus suitable for use in real-time 
applications. In addition, no prior knowledge of the background is needed for the 
implementation of this method, and it is quite robust to background changes, not 
accumulating previous mistakes. Tests on the standard data sets also demonstrate that 
it has an outstanding performance. 
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