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We present a general framework of examining the validity of weak measurement – the standard
procedure to acquire Aharonov’s weak value – which has been used intensively in recent years
for precision measurement, taking advantage of the amplification mechanism available for the weak
value. Our framework allows one to deal systematically with various causes of uncertainties intrinsic
to the actual measurement process as well as those found in the theoretical analysis employed to
describe the system. Using our framework, we examine in detail the two seminal experiments,
Hosten’s detection measurement of the spin Hall effect of light [1] and Dixon’s ultra sensitive beam
deflection measurement [2]. Our analysis shows that their results are well within the range of
amplification (actually in the vicinity of the optimal point) where the weak measurements are valid.
This suggests that our framework is both practical and sound, and may be useful to determine
beforehand the possible extent of amplification in the future weak measurement experiments.
I. INTRODUCTION
In pursuing a time-symmetric description of measure-
ment process, Aharonov et al. proposed in 1964 a for-
malism in which one specifies the process not only by the
initial state |φ〉 but also by the final state |ψ〉, thereby
rendering the whole description free from a particular di-
rection of time [3]. If a physical quantity A is observed
in the process ‘weakly’ so that the final state is kept in-
tact, the value obtained is expected to be characteristic
to the process. This may sound a bit odd but it is per-
fectly consistent with the standard quantum mechanics,
since all it amounts to is simply to look at the amended
process of measurement in which we measure A for the
initial state |φ〉 as usual but we keep the obtained data
only when the state is confirmed to be |ψ〉 at the end
of the process. Because of our freedom in choosing both
the initial and final states (which is not necessarily the
time-evolved state from the initial state) in advance, the
two states, |φ〉 and |ψ〉, are called preselected state and
postselected state, respectively.
Apart from providing a time-symmetric viewpoint in
quantum mechanics, this description acquired a notable
significance later in 1988 when Aharonov, Albert and
Vaidman [4] arrived at a novel physical quantity called
weak value,
Aw :=
〈ψ|A|φ〉
〈ψ|φ〉 . (1)
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This is the value of the physical quantity A obtained in
the weak limit of the measurement interaction, dubbed
weak measurement, and is characteristic to the process
specified in the time-symmetric description. The signif-
icance of the ‘discovery’ of the weak value is twofold.
First, it furnishes a useful tool in considering the foun-
dations of quantum mechanics, shedding a new light
on quantum paradoxes many of which are concerned
with the reality (ontological aspect) of the observable A.
These include trajectories in the double slit experiment
[5, 6], the three box paradox [7], Hardy’s paradox [8] and
the Cheshire cat effect [9], all of which have been demon-
strated experimentally as well [10–12]. More recently, the
weak value allows one to take backward evolving states
into consideration in an attempt to resolve a paradox
involving the existence of photons in certain paths in a
nested interferometer [13]. Active discussions are still
ongoing in these respects (see, for instance, [14] and the
references therein), while new proposals on the use of the
weak value are also being made for different issues such
as neoclassical realism [15], nonlocality [16] and comple-
mentarity [17].
Secondly, and perhaps more importantly in practical
viewpoints, the weak value offers a novel method of pre-
cision measurement by means of its ability of amplifica-
tion. Indeed, on account of the freedom in choosing the
two (preselected and postselected) states |φ〉 and |ψ〉, we
may amplify the weak value Aw in (1) at will – even
exceeding the range of spectrum of the observable A –
by rendering the denominator 〈ψ|φ〉 (vanishingly) small
while maintaining the numerator finite. This was orig-
inally pointed out in [4] for the case of spin A = σx
for which the value (σx)w = 100 was argued to be re-
alized, but the first decisive demonstration of amplifica-
2tion appeared two decades later when Hosten and Kwiat
showed that the spin Hall effect of light (SHEL) which is
extremely tiny can be detected via the weak value am-
plification [1]. This was soon followed by another skillful
experiment by Dixon et al. which detected ultra sensi-
tive beam deflection (USBD) using the same technique
[2]. These two experimental demonstrations on the use
of weak value amplification for precision measurement
stood as a landmark and paved the way to its applica-
tion to precision measurement of a variety of other phys-
ical properties, such as phase, frequency or temperature
(for a review, see e.g. [18]). In recent years, the range
of application has broadened considerably to the extent
that one deals with massive particles like trapped ions
[19] and may even envisage observation of gravitational
waves [20] or measurement of gravitational constant with
unprecedented accuracy [21].
These, however, do not come for free. In fact, the price
we pay for amplifying the weak value is that the rate of
passing the screening at postselection (given by |〈ψ|φ〉|2
in the weak limit) is diminished, which implies that we
obtain only scanty data if we amplify too much, causing
unwanted noise to invalidate what we have measured.
More precisely, one can show under certain assumptions
that the signal to noise ratio of the weak measurement
for detecting the weak coupling (the strength of the weak
interaction) remains constant [22], and that the scale of
amplification is limited due to the nonlinear effect in the
weak measurement [23]. However, all these analyses are
based on some models of noise and/or disturbance de-
spite that these elements are intrinsically difficult to pin
down in practice. This is a serious problem, because it
indicates that, strictly speaking, we do not know for sure
if the results of our weak measurements, including those
already performed which employ the technique of weak
value amplification, are reliable or not. We have, there-
fore, led to the situation where some, definite and desir-
ably general, point of reference is needed to examine the
issue. In other words, given a set of parameters charac-
terizing the measurement and the theoretical procedure
to be used for analysis, we wish to know how much we can
amplify the weak value without destroying the validity of
measurement.
Motivated by this demand, in our earlier work [24] we
proposed a general framework to deal with measurement
uncertainty in the weak measurement in which the trade-
off relation between the amplification factor and the level
of uncertainty can be discussed explicitly. In the present
paper, we extend it so that the nature of the uncertainties
becomes more transparent when it is decomposed into
elements of different theoretical/experimental origins en-
countered in the actual measurement process. Armed
with this, we analyze the validity of the two aforemen-
tioned seminal experiments, the SHEL measurement [1]
and the USBD measurement [2] in detail. The outcome
is assuring, that is, these two measurements are indeed
valid and hence their measured values are reliable. Cu-
riously enough, we also find that the amplification scale
used in their experiments are almost optimal in the light
of our analyses in which the significance of the observed
results is examined with respect to the possible uncer-
tainties in each of the experiments. In the absence of a
definite framework which specifies completely the uncer-
tainties which are evasive in nature, we believe that, at
least, our results suggest the soundness and consistency
of our framework along with the validity of the two ex-
periments examined with it.
The present paper is organized as follows. We first
provide in Sect.2 a concise review on both the standard
von Neumann measurement and the weak measurement.
This is to make our paper self-contained so that anyone
who is interested in the possible application of weak mea-
surement but unfamiliar with the subject can go through
our subsequent arguments without feeling much diffi-
culty. We then present in Sect.3 our basic theoretical
framework of analysis on the weak measurement in which
a classification of errors/uncertainties and our criterion
on the validity of measurement are given. In Sect.4, the
two experiments are then put into our framework, one
by one, to see if each of them is actually meaningful as a
precision measurement. Sect.5 is devoted to our conclu-
sion and discussions. Several appendices are included to
supplement our arguments in the main text.
II. THEORETICAL FRAMEWORK
A. Standard (von Neumann) measurement
We start by recapping the standard indirect measure-
ment briefly. Let |ψ〉 be the state of the system for which
we want to measure the physical observable A. All the
states of the system form a Hilbert space H and the ob-
servable A is a self-adjoint operator acting inH. The aim
of the measurement is to obtain some sort of information
about the system and/or the observable when they are
not precisely known, as one typically encounters in the
search of novel phenomena for which no definite Hamil-
tonian is given. The most fundamental object of our
concern for this is to find the expectation value 〈ψ|A|ψ〉
of the observable A from which the desired information
may be retrieved.
The standard quantum measurement, often referred to
as the von Neumann measurement, is an indirect mea-
surement procedure in which we consider an auxiliary
meter system K in addition to the target system H.
For the meter system K, it is enough for our purposes
to take the simple one dimensional quantum mechanical
system given by the space of square-integrable functions
K = L2(R), where a pair of observables xˆ and pˆ satis-
fying the canonical commutation relation [xˆ, pˆ] = i~ are
equipped.
Now, for the measurement we need to transfer the in-
formation of the observable contained in the target sys-
tem to the meter system by creating a proper entangle-
ment between the two systems. The interaction of the
3von Neumann measurement to fulfill this mission is fur-
nished by the unitary operator acting in the total system
H⊗K,
U(θ) := e−i
θ
~
A⊗Y , (2)
where θ is a real parameter representing the coupling of
the target system and the meter system, and Y is an
observable operator of the meter system chosen to be
either Y = xˆ or Y = pˆ. For brevity, throughout this
paper we omit the symbol of hat on operators denoted
by capital letters such as A and Y .
To see that this scheme achieves our mission, let |χ〉 be
the meter state prepared initially along with the system
state |ψ〉. Then, under the measurement interaction (2),
the state |Ψ〉 := |ψ〉|χ〉 of the total system undergoes the
change,
|Ψ〉 → |Φ〉 := U(θ) |ψ〉|χ〉 . (3)
We may choose an observable X of the meter system
satisfying [X,Y ] = i~ and regard it as the position of the
meter. We then observe that during the change (3) the
expected position shifts by (see Appendix A)
∆(θ) := 〈Φ|I ⊗X |Φ〉 − 〈Ψ|I ⊗X |Ψ〉
= θ 〈ψ|A|ψ〉 , (4)
where I is the identity operator in the target system
H. We now can retrieve the expectation value of the
observable A directly from the shift of the meter as
∆(θ)/θ = 〈ψ|A|ψ〉.
B. Weak Measurement
The basic idea of weak measurement is that, in ad-
dition to the conventional process called preselection in
which we prepare the initial state |ψ〉 for the system, we
also implement the process called postselection before we
observe the meter system in the weak coupling regime
where θ is small.
The postselection is the conditioning of the state of
the system after the interaction. Given a state |φ〉 of the
system chosen for the postselection, we examine if the
state of the system is |φ〉 or not after the measurement
interaction (2). Observation of the meter system K is
carried out only when the result of the examination is
affirmative, in which case the (normalized) state of the
meter system becomes
|ξ〉 = 〈φ|U(θ) |ψ〉 |χ〉|| 〈φ|U(θ) |ψ〉 |χ〉 || . (5)
If we further allow a possible time development of the
meter system described by the unitary operator V1 before
its observation, we may write the final state of the meter
as
|ζ〉 = V1 |ξ〉 . (6)
In this procedure, the shift of the expectation value of
the meter observable X , now chosen arbitrarily,
∆w(θ) := 〈ζ|X |ζ〉 − 〈χ|X |χ〉 (7)
is given by the formula (for the derivation, see Appendix
B),
∆w(θ) = 〈χ|V †1 XV1|χ〉 − 〈χ|X |χ〉
+ θ · 2
~
Im [AwCt] +O(θ
2), (8)
where Aw is the weak value given in (1), and we have
defined a modified covariance by
Ct := 〈χ|
(
V †1XV1 − 〈χ|V †1XV1|χ〉
)
(Y − 〈χ|Y |χ〉) |χ〉 .
(9)
Now, for simplicity we restrict ourselves to the case
where the time development described by V1 does not
alter the expectation value of the meter observable X ,
i.e.,
〈χ|V †1XV1|χ〉 = 〈χ|X |χ〉 , (10)
under the state |χ〉 prepared for the meter. We then find
that in the linear approximation the shift becomes
∆(1)w (θ) := θ ·
2
~
Im [AwCt]
= θ · 1
~
{
Re [Aw]
1
i
〈χ|[V †1 XV1, Y ]|χ〉
+ Im [Aw]
( 〈χ|{V †1XV1, Y }|χ〉 − 2 〈χ|X |χ〉 〈χ|Y |χ〉 )}.
(11)
In the actual measurement, as in the standard mea-
surement, we usually consider the meter system K =
L2(R) with the observable X = xˆ representing the po-
sition of the pointer of the meter. We may also have,
for some experiments including those we analyze later,
the time development described by the effective unitary
operator of the form,
V1 = e
i
~
pˆ2
2m
t, (12)
with real constants m and t which may not represent the
mass and time associated with the state, yielding
V †1 XV1 = xˆ−
1
m
pˆt. (13)
In addition, it is customary to prepare the Gaussian beam
for the measurement so that the centeral position of the
beam acts as the pointer of the meter. One possible case
of this is that, at time −t0 < 0, we provide the meter
state |χ0〉 prior to the measurement by 〈x|χ0〉 = G(x)
where G(x) is the Gaussian profile function,
G(x) :=
1
(2πa2)
1
4
e−
x2
4a2 , (14)
4which evolves into the state |χ〉 at the time of the mea-
surement t = 0, that is, one may write
|χ〉 = V0 |χ0〉 , (15)
with some unitary operator V0. Another case may be that
the Gaussian profile (14) is realized at t = 0 by the state
|χ〉 with properly chosen |χ0〉 and V0. In any case, when
the condition (10) is fulfilled for |χ〉, we still maintain the
formula of shift (11). The form of the unitary operator V0
varies, analogously to the operator V1, depending on the
measurement we perform, and it may well be the case
that the direct computation of the shift ∆w(θ) is done
most efficiently by using (8) with those unitary factors.
The salient feature of the weak measurement is that the
shift ∆w(θ) in the linear order can, in principle, be made
as large as we want by choosing appropriately the com-
bination of the preselection and the postselection. This
is so because, as seen in (11), the linear shift ∆w(θ) is
proportional to the weak value Aw which can be made
large by rendering its denominator small while keeping
the numerator finite in (1). A more detailed argument as
to how this can be achieved will be found in Appendix C.
This is the reason why the weak measurement may be
useful for precision measurement, as mentioned in the
Introduction1.
III. MEASUREMENT UNCERTAINTY
To analyze the validity of experiments, and also to find
the characteristics of the weak measurement, we need
to discuss the measurement uncertainty with respect to
the amplification available there. In the measurement,
suppose that we acquire n outputs from the detector by
measuring the observable X under the meter state |ζ〉
in (6) obtained after the postselection, and let x˜i, i =
1, . . . , n, be the values of the outputs. We then have the
experimental average,
X˜n =
1
n
n∑
i=1
x˜i, (16)
which is to be compared to the expectation value
〈ζ|X |ζ〉app evaluated by using some approximation
method in a given theoretical model of the total system.
A. Experimental and Theoretical Errors
Now, let us consider the difference between the exper-
imentally obtained average value and the theoretically
1 However, we also point out that the na¨ıve speculation that the
shift ∆w(θ) can be made arbitrarily large is generally not true
in the full order, since the higher-order terms of the expansion
cannot be ignored due to the fact that they may hamper the
enlargement for finite θ [25].
FIG. 1. The experimental result X˜n, as well as the theoreti-
cal value 〈ζ|X|ζ〉
app
estimated with some approximation, may
differ from the ideal value X∞ which would be obtained had
we gained infinitely many outputs with perfect accuracy. The
‘distance’ between X˜n and 〈ζ|X|ζ〉app, which forms the opera-
tional difference ǫop, is bounded from above by the sum of the
theoretical error ǫth and the experimental error ǫexp. Further,
the theoretical error ǫth is decomposed into the approximation
error ǫapp and the model error ǫmod, while the experimental
error ǫexp is decomposed into the intractable error ǫint and the
statistical error ǫst. Among them, ǫapp and ǫint reside within
their own ranges of uncertainties determined from the intrin-
sic property of our theoretical analysis and our procedure of
measurement which are illustrated by ‘balls’ with 〈ζ|X|ζ〉
app
and X˜n in their respective centers.
obtained approximated expectation value,
ǫop(n) :=
∣∣∣X˜n − 〈ζ|X |ζ〉app∣∣∣ . (17)
The point is that, besides the fact that this is obtained
directly from our experiment and the theory we use and
hence it is an operationally meaningful quantity, it can
be decomposed into a number of errors of distinctive na-
tures intrinsic to the measurement and the theoretical
procedure we follow.
To see this, let us consider the ‘true’ value xi, i =
1, . . . , n, which we would obtain when the experiment
was carried out ideally, that is, with perfect accuracy.
These values give us the average,
Xn =
1
n
n∑
i=1
xi, (18)
which, when the experiment is repeated infinite times,
tends to the limit,
X∞ = lim
n→∞
Xn. (19)
This limiting value is expected to coincide with the theo-
retical expectation value 〈ζ|X |ζ〉 when a perfectly accu-
rate theoretical model is available.
We then classify the difference (17) in two components
5of errors according to the inequality,
ǫop(n) =
∣∣∣X˜n −X∞ +X∞ − 〈ζ|X |ζ〉app∣∣∣
≤ ǫexp(n) + ǫth, (20)
where we have defined the experimental error,
ǫexp(n) := |X˜n −X∞|, (21)
whose meaning is obvious, and the theoretical error,
ǫth :=
∣∣∣〈ζ|X |ζ〉app −X∞∣∣∣ , (22)
which is understood on the grounds that we have X∞ =
〈ζ|X |ζ〉 when the theoretical model is perfect and that
〈ζ|X |ζ〉 = 〈ζ|X |ζ〉app when the approximation is accu-
rate or unnecessary. Each of the two errors is further
analyzed as follows.
First, the experimental error may be decomposed into
two distinct components according to the inequality,
ǫexp(n) ≤ ǫint(n) + ǫst(n), (23)
with the intractable error,
ǫint(n) := |X˜n −Xn|, (24)
which originates from the so-called systematic error of
the measurement device but also from unknown sources
inherent to the environment, and the statistical error,
ǫst(n) := |Xn −X∞|. (25)
These two components are to be dealt with in more detail
when the experimental setups are specified explicitly.
Second, the theoretical error (22) can also be decom-
posed into two distinct components,
ǫth ≤ ǫmod + ǫapp, (26)
with the model error,
ǫmod := |〈ζ|X |ζ〉 −X∞| , (27)
and the approximation error,
ǫapp :=
∣∣∣〈ζ|X |ζ〉app − 〈ζ|X |ζ〉∣∣∣ . (28)
When the theoretical model of description over the mea-
surement interaction, time development, and the states
used for both the preselection and postselection, is exact,
the model error vanishes due to the law of large numbers.
To sum up, these four types of errors provide the upper
bound for the operational difference (see Fig.1),
ǫop(n) ≤ ǫint(n) + ǫst(n) + ǫmod + ǫapp. (29)
B. Errors under the Fluctuation of the Output
Number
At this point, we need to take account of the actual
experimental situation of weak measurement where we
cannot specify the number n of outputs on account of
the fact that the positive results of postselection are not
guaranteed for which we retrieve the meter variable X .
One may cope with this situation by resorting to the
procedure where one performs a fixed number N of trials
of postselection and considers the probability distribution
P (n) of the number n of getting positive results out of
N , where
∑N
n=0 P (n) = 1. This yields the average of the
measured meter position,
X˜N :=
N∑
n=1
P (n) X˜n. (30)
With this, we may define the operational difference av-
eraged over the fluctuation,
ǫ¯op :=
∣∣∣X˜N − 〈ζ|X |ζ〉app∣∣∣ . (31)
Obviously, if we repeat our same argument given above,
we end up with the inequality,
ǫ¯op ≤ ǫ¯int + ǫ¯st + ǫmod + ǫapp, (32)
where now we have
ǫ¯int := |X˜N −XN |, (33)
with
XN :=
N∑
n=1
P (n)Xn, (34)
and
ǫ¯st := |XN −X∞|. (35)
In the present case of weak measurement, the probabil-
ity distribution P (n) is furnished in the following man-
ner. Let q be the success rate of getting positive output
in the postselection,
q := || 〈φ|U(θ) |ψ〉 |χ〉 ||2. (36)
Then, the probability distribution of the success number
n is described by the binomial distribution,
P (n) = Bi(n;N, q) :=
(
N
n
)
qn(1− q)N−n, (37)
where (
N
n
)
:=
N !
n!(N − n)! , (38)
with n = 0, . . . , N .
6C. Uncertainty Analysis
In order to evaluate the four types of errors introduced
above, each of the errors needs to have an upper bound,
which we call uncertainty, pertinent to the actual set-
tings of the experiment and the theoretical procedures we
employ. We here provide those uncertainties with some
generality to the extent that they suit the two, USBD
and SHEL, experiments we analyze later.
1. Intractable Uncertainty
The intractable error mentioned above derives from
the systematic error, finiteness of resolution and possibly
any other factors that may arise due to the environmen-
tal fluctuations. In the present discussion, however, we
assume for simplicity that after careful calibration the
systematic error has been eliminated or can be ignored
safely when compared to other errors. In fact, in the two
experiments which we analyze later, the systematic un-
certainty appears to be suppressed considerably well so
that no particular attention to it is necessary in the final
analysis.
We are thus left with the error that may arise from
other causes for which we have virtually no control. To
take account of this intractable factor, we employ a sim-
ple approach, in which we consider a uniform level of
doubt associated with each output x˜i of measurement
due to the possible imperfection. This situation may be
described by introducing a real number δint ≥ 0 repre-
senting the degree of uncertainty around the measured
outcome x˜i, with the idea that the true value should lie
somewhere in the interval,
xi ∈ x˜i + [−δint, δint]. (39)
In this model, the uncertainty of the average of the out-
puts fulfills the relation,
ǫint(n) =
∣∣∣X˜n −Xn∣∣∣ =
∣∣∣∣∣
n∑
i=1
x˜i − xi
n
∣∣∣∣∣ ≤ δint, (40)
for any number n, that is, the uncertainty in the average
is also bounded by the parameter δint.
When the fluctuation of the output n needs to be taken
into account, we need to treat ǫ¯int instead of ǫint(n). For-
tunately, the averaged quantity continues to fulfill the
same inequality as (40) as can be confirmed immediately,
ǫ¯int = |X˜N −XN | =
∣∣∣∣∣
N∑
n=1
P (n) (X˜n −Xn)
∣∣∣∣∣
≤
N∑
n=1
P (n)
∣∣∣X˜n −Xn∣∣∣ ≤ N∑
n=0
P (n) δint = δint. (41)
2. Statistical Uncertainty
The statistical error derives from the finiteness of the
outputs obtained in the experiment, which may be speci-
fied by the assurance level we wish to grant for the result
of the measurement.
To this end, we invoke Chebychev’s inequality which
provides a convenient evaluation by means of the vari-
ance of the random variable under consideration. In the
present case, it asserts that the cumulative distribution
function
Pr [ǫst(n) ≤ δst] ≥ T (δst;n) (42)
of the deviation to be less than a bound δst > 0 can be
evaluated from below by the lower-bound function
T (δst;n) := max
[
1− (△x)
2
nδ2st
, 0
]
, (43)
with
(△x)2 := lim
n→∞
n∑
i
1
n
(xi −X∞)2 (44)
being the variance of the distribution of the true values.
Now, let η ∈ [0, 1] be our assurance level of measure-
ment, namely, the statistical uncertainty is assured to be
smaller than a certain bound δst with probability η. From
Chebychev’s inequality (42), we can put η = T (δst;n),
which may be used to determine the bound δst by solv-
ing the condition
η = 1− (△x)
2
nδ2st
, (45)
unless n is too small or (△x)2 is too large for which
T (δst;n) vanishes. We are thus left with the bound for
the statistical uncertainty,
ǫst = |Xn −X∞| ≤
√
(△x)2
n(1− η) . (46)
Although we cannot know the variance (△x)2 given in
(44) without performing the observations infinite times,
we may instead use the theoretical variance evaluated for
the meter state |ζ〉, namely,
(△x)2 = 〈ζ|X2|ζ〉 − 〈ζ|X |ζ〉2 , (47)
which holds true when our theoretical model is exact (see
the discussion of the model uncertainty below together
with (27)).
Now, to accommodate the case of fluctuation of output
number n, we first introduce the function,
r(δst;N) :=
N∑
n=1
T (δst;n)P (n), (48)
7after multiplying the both sides of Chebychev inequality
(42) by the probability P (n), and summing over n from
0 to N , we obtain
Pr [ǫ¯st ≤ δst] ≥ r(δst;N). (49)
At this point, we observe that, for our case of the prob-
ability distribution being given by the binomial distribu-
tion (37), the previous evaluation (42) is a special case of
(49) for q = 1. It is intuitively clear that the lower-bound
function (48) is a monotonically increasing function with
respect to all of its parameters δst, N and q. For a rigor-
ous proof of the monotonicity, see Appendix D.
Employing a similar argument used for solving η in
favor of δst in (45), thanks to the monotonicity of the
function r(δst;N) we can solve η = r(δst;N) to obtain
its solution δst(η;N, q) which is then used to transform
(49) into
ǫ¯st ≤ δst(η;N, q). (50)
This shows that on average the statistical error is guar-
anteed to be bounded from above with probability not
less than η. Due to the monotonicity of the lower-bound
function (48), it is straightforward to see by definition
that δst(η;N, q) increases monotonically with respect to
η, while it decreases monotonically with respect to N and
q.
3. Model Uncertainty
We now turn to the theoretical error given by (22).
First, for the component of the model error ǫmod in (27),
as we mentioned earlier we regard our model to be ex-
act enough so that the model error can be ignored safely,
ǫmod = 0. In fact, the two experiments which we analyze
later require fairly simple settings for which the theo-
retical modeling is reasonably easy, and this allows us to
assume that the upper bound of the model error ǫmod can
be neglected, that is, the model uncertainty δmod is vir-
tually zero δmod = 0 compared to the other uncertainties
in our analysis.
4. Approximation Uncertainty
As for the component of the approximation error ǫapp
in (28), we just consider the error that arises from our ap-
proximation of using only the first order of the coupling
parameter θ for the evaluation of the meter shift. This is
expected to provide a dominant factor for the error, given
that the amplification of the weak value is expected to
ruin the linear approximation when it is taken to be too
large. On account of this, and also combined with the
fact that the full result can be obtained under the use
of the Gaussian mode for the initial meter state in the
analysis, in the present paper we assume that our approx-
imation error just consists of the difference between the
linear approximation (11) and the full result. In short,
we regard the uncertainty associated with the approxi-
mation to be given by the error itself,
δapp = ǫapp =
∣∣∣∆(1)w (θ)−∆w(θ)∣∣∣ . (51)
D. Relative Uncertainty
Collecting all the uncertainties mentioned above, we
find that the total operational difference is bounded by
ǫ¯op ≤ Γ, (52)
with the total uncertainty,
Γ := δint + δst(η;N, q) + δapp. (53)
We then introduce the relative uncertainty by the ratio
of the shift in the actual experiment to the bound of
operational difference:
R :=
Γ
∆w(θ)
. (54)
With this R, one may conclude that the measurement
is valid if R < 1 and invalid otherwise. A point to be
noted is that for arguing the validity of measurement the
ratio R is more appropriate than the direct output values
which are dependent on the scale of the measurement
device.
IV. EXAMINATION OF TWO PRECEDING
EXPERIMENTS
We now examine, based on our theoretical framework,
the two preceding experiments mentioned in the Intro-
duction, that is, the USBD experiment by Dixon et al. [2]
and the SHEL experiment by Hosten and Kwiat [1].
A. The USBD Experiment
Dixon and his collaborators have shown that tiny beam
deflections and their corresponding angular deflections of
a mirror can be detected using weak values [2]. We first
analyze this experiment to examine its validity as preci-
sion measurement based on our theoretical framework.
1. Setup and Goal of the Experiment
The setup of the experiment consists of a laser, a lens,
a Sagnac interferometer and a position (quadrant) de-
tector, where one of the mirrors in the interferometer is
tiltable (Fig.2). The experimental group estimated the
tiny angular deflection of the tiltable mirror from the
beam deflection in the transverse direction obtained at
8FIG. 2. The setup of the USBD experiment, with a slight
modification for the convenience of our argument. After the
photon passes the beam splitter, it goes either clockwise or
counterclockwise along the path before entering the beam
splitter again.
the detector placed at the end of the path. The benefit
of the weak measurement is that by means of ‘amplifi-
cation’ the deflection of the transverse position on the
detector can be much larger than the deflection dk ex-
pected from geometrical optics (which is shown by the
incoming points of the dotted lines at the detector in
Fig.2).
The beam used in the experiment has the total wave
number k0, and when the tiltable mirror changes its an-
gle, the path of the photon is slightly altered in the in-
terferometer acquiring a small amount of transverse mo-
mentum ~k in the clockwise case or −~k in the coun-
terclockwise case. In addition, a 50/50 beam splitter is
inserted together with a phase shifter, which consists of
a half wave plate and a Soleil-Babinet compensator, in
order to prepare both the preselected state and the post-
selected state in the experiment. The amplification of
the angle deflection of the mirror will then be examined
by looking at the average position of photons arriving at
the detector.
To describe the system, we may use the single photon
model as follows. We separate the degrees of freedom of
a photon into two parts, one associated with the freedom
as to which path the photon takes after it exits the beam
splitter, and another associated with the freedom in the
transverse position of the photon along the path it takes.
The former degrees of freedom are considered to be the
target system H whereas the latter corresponds to the
auxiliary meter system K = L2(R) where we choose X =
xˆ for the observable of the measurement. Denoting the
basis states in the former space H by |l〉 when it takes
the counterclockwise path and similarly by |r〉 when it
takes the clockwise path, we have
H = span{|l〉 , |r〉}. (55)
FIG. 3. Input/output relations of the beam splitter.
In this experiment, the meter state |χ0〉 ∈ K is prepared
by the Gaussian state 〈x|χ0〉 = G(x) given by (14). To
find the time development of the meter state, we employ
the paraxial approximation with the effect of the lens be-
ing taken into account, in which the unitary operator V0
needed to obtain the meter state |χ〉 reads (see Appendix
E)
V0 = e
i
llm
2k0
kˆ2xe
i
k0
2si
xˆ2
, (56)
where llm is the distance between the lens and the tiltable
mirror along the beam path, si is the image distance of
the lens [23] (see Fig.4), and kˆx := pˆx/~ is the wave
number operator along the x direction (here we have used
pˆx for the momentum operator conjugate to xˆ which we
denoted by pˆ earlier). The initial meter state, given by
(15), now reads
〈x|χ〉 =
(
α
2π(α2 + β2)
) 1
4
exp
(
− α− iβ
4(α2 + β2)
x2
)
(57)
where
α =
s2i a
2
s2i + 4k
2
0a
4
, β =
llm
2k0
+
2sik0a
4
s2i + 4k
2
0a
4
, (58)
for which the average of the meter position vanishes
〈χ|X |χ〉 = 0.
To describe the process of the beam splitter, we con-
sider a matrix MBS corresponding to the process
MBS =
1√
2
I +
i√
2
(|l〉 〈r| + |r〉 〈l|) (59)
In the experiment, incoming photons come from below
in Fig.3, namely as the state |b〉 (= |r〉) and outgoing
photons are written as
MBS |b〉 =MBS |r〉 = 1√
2
(|r〉 + i |l〉). (60)
2. Measurement Operator and State Preparation
In order to characterize the choice of the path of the
photons, we may introduce the observable operator
A = |r〉 〈r| − |l〉 〈l| , (61)
9which has the eigenvalue +1 for the counterclockwise
path and −1 for the clockwise path. The unitary evo-
lution operator describing the reflection of the beam at
the tiltable mirror is
U(k) = e−ikA⊗xˆ. (62)
This unitary operator is the one we encountered as (2) in
section II, where the parameter θ now corresponds to ~k,
the target system operator A is given by (61), and Y is
given by the position operator xˆ. Clearly, our theoretical
model fits into the framework presented in the previous
sections.
The preselected state in the present experiment is the
state just before the reflection at the tiltable mirror. Note
that, the photons which take the counterclockwise path
pass through the phase shifter before the reflection, while
those which take the clockwise path do not (see Fig.2).
Consequently, the phase shift operation on the photon
which take the counterclockwise path reads
Or = e
iϕ
2 |r〉 〈r|+ |l〉 〈l| . (63)
where the phase ϕ/2 is provided by the phase shifter.
The preselected state is given by
|ψ〉 = OrMBS |b〉 (64)
=
1√
2
(
iei
ϕ
2 |r〉+ |l〉
)
. (65)
On the other hand, the postselected state |φ〉 corresponds
to the state just after the reflection on the tiltable mirror
is given by
|φ〉 = OrMBS |d〉 (66)
=
1√
2
(
|r〉 + ie−iϕ2 |l〉
)
, (67)
where the phase shift operation to the photon which goes
clockwise reads
Ol = |r〉 〈r|+ ei
ϕ
2 |l〉 〈l| . (68)
We mention that, although our expressions of the pres-
elected state and the postselected state are slightly dif-
ferent from the original ones given in [2], the outcome
of the measurement remains the same as shown in the
Appendix.
The weak value, which is defined in (1), then reads
Aw = i cot
ϕ
2
, (69)
which is purely imaginary. Note that, for small ϕ, the
transition amplitude |〈φ|ψ〉 |2 becomes small as well, im-
plying that the beam coming out of the Sagnac interfer-
ometer toward the detector will be dark. In other words,
we employ this ‘dark port’ in our weak measurement by
choosing the dark beam for the postselected state.
FIG. 4. Extension of the width of the Gaussian state of the
meter by the lens and propagation. The original width a at
the laser is extended to σ at the tiltable mirror and further
extended to σd at the detector. Here we have made the entire
path of the photons into a straight line so that the extension
of the width along the passage from the laser to the detector
is readily seen.
After the postselection, we obtain the meter state |ξ〉
in (5), i.e.,
|ξ〉 = 〈φ| e
−ikA⊗xˆ |ψ〉 |χ〉
|| 〈φ| e−ikA⊗xˆ |ψ〉 |χ〉 || . (70)
Here we need the unitary operator V1 that represents the
time development of the meter state |ξ〉 under the beam
propagation from z = 0 to z = lmd before the photon
reaches the detector. In our paraxial approximation (see
Appendix E), we have
V1 = e
−i
kˆ2x
2k0
lmd , (71)
which yields the meter state on the detector |ζ〉 = V1 |ξ〉
in (6). Adopting the procedure given in [23], one can
obtain the expectation value of the meter observable |x〉
as
〈ζ|xˆ|ζ〉 = 2k Im[Aw]σdσ exp[−2k
2σ2]
1 + 12 (Im[Aw]
2 − 1)(1− exp[−2k2σ2]) , (72)
where
σ =
lmda+ llmσd
llm + lmd
, (73)
which is defined from the path length llm between the
lens and the mirror and also from the path length lmd
between the mirror and the detector. In the above, a =
640µm is the beam width at the lens provided by the laser
beam source (see Fig.4) and σd is the beam width at the
detector tuned by the lens. In the linear approximation
in the coupling k, the result (72) reduces to
〈ζ|xˆ|ζ〉 = 2k Im[Aw]σdσ +O(k2). (74)
We note that with the unitary operator V1 in (71) we
have
〈χ|V †1 XV1|χ〉 = 0 (75)
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FIG. 5. Shift/uncertainties (left) and relative uncertainties (right) as functions of Im[Aw] obtained at σd = 750µm. The zones
colored in cyan cover the actual values of Im[Aw] used in the experiment.
so that the condition (10) is fulfilled. From this, we learn
that the full shift ∆w(k) corresponding to (7) (where we
have set θ = ~k as mentioned before) is given by ∆w(k) =
〈ζ|xˆ|ζ〉 in (72), while that of the linear approximation
(11) is given by
∆(1)w (k) = 2k Im[Aw]σdσ. (76)
The approximation error ǫapp, which is equal to the ap-
proximation uncertainty δapp in our approach, can be
obtained from the difference between these shifts.
3. Parameter Setting for Simulation and Results
To estimate the uncertainties δint, δst(η;N, q), δapp ex-
plicitly, we need to know the parameters used in the ac-
tual experiment. First, to determine the value of δint, we
recall that in the experiment the measurement outcome
is shown with ‘random error’, which presumably refers to
the statistical deviation with respect to different bunches
of photons injected in every 1/200 second. This allows
us to choose the value
δint = 30 µm, (77)
which is the maximal size of error bar in the experiment
data.
Next, the beam used has the total wave number k0 =
2π/λ = 8.06µm−1, which corresponds to the wave length
λ = 780 nm. The angle of the tilted mirror is fixed in such
a way that the unamplified deflection at the detector is
dk = 2.95µm (see Fig.2), which translates into the value
k = 2.08× 10−5µm−1. Then, the trial number N , which
is the number of photons injected in the interferometer,
may be estimated from the laser power P = 3.2 mW
and the wave length λ. From these values, the photon
number per second is estimated as
Pλ
hc
= 1.3× 1016 sec−1, (78)
where h is the Planck constant and c is the speed of
light. Since the sampling rate of the detector is 200 Hz,
the photon number N is found to be
N =
Pλ
hc
· 1
200
= 6.5× 1013. (79)
In our numerical analysis, however, we adopt the number
108 for N for computational convenience. This is allowed
because one can show that a smaller N gives a larger
statistical uncertainty (see Appendix D) and hence our
examination provides a stricter condition than the actual
one. Another point that should be noted in this regard
is that, in the actual experiment, an extra 50/50 beam
splitter is inserted to observe the beam structure with a
CCD camera (which are not shown in Fig.2). Although
this beam splitter will halve the number of photons that
reach the detecter, this change is negligible since it is
much smaller than the ratio of reduction from 1013 to
108 mentioned above.
In order to find out the value of δst(η;N, q), we need
to choose our assurance level η of measurement. We do
this by setting η = 0.95 as a reasonable level of statistical
confidence. Another ingredient needed is the quadratic
moment of the meter state |ζ〉,
〈ζ|xˆ2|ζ〉
=
σ2d
(
1 + Im[Aw]
2 + (1− Im[Aw]2)(1− 4k2σ2)e−2k2σ2
)
1 + Im[Aw]2 + (1 − Im[Aw]2)e−2k2σ2
(80)
which is used to evaluate the lower-bound function
T (δst;n) in (43) by estimating the variance (△x)2 in (44)
based on the relation (47) for X = xˆ. With the value of
N in (79) and the postselection rate q in (36), the value
of δst(η;N, q) can be determined numerically.
These two upper bounds obtained above, δint,
δst(η;N, q), are shown in Fig.5 (left) as functions of
Im[Aw], together with ∆w(k), ǫapp, for the width σd =
750 µm which we choose as a representative point. The
the total upper bound Γ = δint+δst(η;N, q)+δapp in (53)
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FIG. 6. Shift and various uncertainties (left), the relative uncertainty R = Γ/∆w and its components (right) as functions of σd
obtained at Im[Aw] = 10. The zones colored in cyan cover the actual values of σd used in the experiment.
is also indicated. The curves shown in Fig.5 (right) are
relative ratios for each of the uncertainties with respect
to the shift and their total ratio which is the relative
uncertainty R in (54).
By looking at the shift formula (72) and (75), we ob-
serve that the amplification is implemented in the exper-
iment by two means: one through the choice of the rela-
tive phase ϕ which leads to the amplification of the weak
value Aw (or more precisely its imaginary part Im[Aw])
itself, and the other through the choice of the width σd of
the Gaussian mode of the meter state. In what follows,
the validity of the measurement under each of these two
means is examined separately.
a. Weak Value Dependence. In the experiment, the
phase ϕ was chosen so that the imaginary part of the
weak value Im[Aw] in (69) becomes 6.57, 9.93, 15.9. In
Fig.5, the zone colored in cyan covers the three values of
Im[Aw] used in the experiment. Viewed from the shift
∆w(k) and the relative uncertanty R, we immediately
observe that, according to our criterion mentioned when
we defined R before, the three values Im[Aw] used in the
experiment are in the safe region where the measurement
is valid. In fact, it is amusing to observe that the ratio
R has its minima at around Im[Aw] ≈ 15 and that the
largest value Im[Aw] = 15.9 used in the experiment is
found to be close to this optimal point.
b. Beam Width Dependence. In the experiment, in
addition to the value σd = 750 µm, various other values
in the region 300 < σd < 1300 are also adopted for the
beam width. We analyze the variation of the shift ∆w(k)
and the relative uncertainty R when we vary the width
σd at the fixed value of the weak value Im[Aw] = 10
(see Fig.6). As before, for both the shift ∆w(k) and the
relative uncertainty R, the operational difference is de-
termined primarily by the intractable uncertainty. Our
analysis shows that using larger beam widths can im-
prove the ratio R, if the technical problems which have
prevented us from going there in the actual experiment
can be removed.
B. The SHEL Experiment
Hosten and Kwiat observed the spin Hall effect using
weak measurement [1] by detecting an extremely tiny
spin-dependent shift perpendicular to the refractive in-
dex gradient for photons. We next analyze this measure-
ment to examine if it is valid as precision measurement
according to our criterion.
1. Setup and Goal of the Experiment
The setup consists of a laser, two polarizers, two lenses,
a variable angle prism, a half wave plate, and a position
detector (Fig.7). When the laser beam passes through
the prism, spin-dependent shift perpendicular to the in-
cident direction occurs on the variable angle prism. This
spin Hall effect predicts position shifts of photons, which
are too tiny to detect with a simple use of the photon
detector. With weak measurement, Hosten and Kwiat
has succeeded to detect it by amplifying the shift consid-
erably.
Analogously to the previous case, the experiment is
modeled by separating the degrees of freedom of a pho-
ton into two parts, one associated with the spin freedom,
and another associated with the freedom in the trans-
verse position of the photon along the path it takes. The
former degrees of freedom are considered to be the target
system H whereas the latter corresponds to the auxiliary
meter system K. Denoting the basis states in H by |+〉
when the spin is along the direction of the propagation
while by |−〉 when it is along the opposite direction, we
have
H = span{|+〉 , |−〉}, (81)
again with K = L2(R).
The initial state χ(x) of the meter system is obtained
by taking account of the propagation effect and the lens
effect during the passage from Lens 1, where we prepare
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FIG. 7. Schematic diagram of the SHEL experiment. Here,
zeff = z1 + z2 is the effective focal length of Lens 2.
the Gaussian state 〈x|χ0〉 = G(x) in (14), to the prism.
This is done, as in the previous case (56), by applying
the unitary operator,
V0 = e
i
zlp
2k0
kˆ2xe
−i
k0
2zlp
xˆ2
, (82)
on the state |χ0〉, where zlp is the distance between Lens
1 and the prism (see Fig.7).
The initial meter state, given by (15), takes again the
form (57) but with
α =
z2lpa
2
z2lp + 4k
2
0a
4
, β =
−zlp
2k0
+
2zlpk0a
4
z2lp + 4k
2
0a
4
. (83)
In this case, we can easily check z2lp ≪ k20a4 with parame-
ters given later (see the part of parameter setting below)
so that β can be ignored compared to α. This allows us
to simplify (57) into the Gaussian function G(x) with a
replaced by α, that is,
〈x|χ〉 =
(
1
2πα
) 1
4
exp
(
− x
2
4α
)
. (84)
2. Measurement Operator and State Preparation
In order to characterize the spin, we may introduce the
operator
A = |+〉 〈+| − |−〉 〈−| , (85)
which has the eigenvalue +1 for the |+〉 state and −1 for
the |−〉 state. When the beam goes through the prism,
the beam is slightly shifted in the direction perpendicular
to the direction of beam propagation with the sign ±
depending on the spin |±〉 of the photon, which is the
spin Hall effect. Introducing the coordinate in which the
beam propagates along the z-direction and the shift takes
place in the x-direction, the unitary evolution operator
describing this is found to be
Ug = e
−igA⊗kˆx . (86)
FIG. 8. Preselection by Polarizer 1 and postselection by Po-
larizer 2 tilted by angle ϕ.
Here, the parameter θ in (2) in section II now corresponds
to g which is determined by the shift, and the operator
A is given by (85). The operator Y corresponds to the
momentum operator kˆx perpendicular to the direction of
propagation.
The preselected state |ψ〉 of the target system in the
present experiment is
|ψ〉 = 1√
2
(|+〉+ |−〉), (87)
which is prepared by adjusting the polarizer 1 properly.
We then choose the postselected state
|φ〉 = 1√
2i
(
eiϕ |+〉 − e−iϕ |−〉) , (88)
which can be realized by adjusting the angle parameter
ϕ of the polarizer 2 (see Fig.8). The weak value, which
is defined in (1), then reads
Aw = i cotϕ. (89)
After the postselection, we obtain the meter state |ξ〉 in
(5), i.e.,
|ξ〉 = 〈φ| e
−igA⊗kˆx |ψ〉 |χ〉
|| 〈φ| e−igA⊗kˆx |ψ〉 |χ〉 || . (90)
To describe the meter state |ζ〉, we adopt the paraxial
approximation which we used in analyzing the USBD ex-
periment. The change of the meter state after the beam
enters the variable angle prism occurs in two steps. The
first is the change caused by the spin Hall effect imple-
mented by the unitary operator (86) we have already
mentioned. Now we consider the meter state just after
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FIG. 9. Shift and various uncertainties (left), the relative uncertainty R = Γ/∆w and its components (right) as functions of
Im[Aw], obtained at g = 27nm for which the angle of the prism smaller than 56
◦. In this case, the actual value used in the
experiment is Im[Aw] = 57.3 ± 0.7 shown by the narrow strips colored in cyan.
Lens 2 at zeff = z1 + z2 ≈ 125mm (see Fig.7). As in the
previous case of the experiment, we have
V1 = e
−i
kˆ2x
2k0
zeff , (91)
which yields the meter state on the detector |ζ〉 = V1 |ξ〉
in (6).
To calculate the position expectation value of this me-
ter state, which corresponds to the shift of the center of
arriving photons yielding the signal, one can use (13) to
obtain
〈ζ|xˆ|ζ〉 = gF cotϕ+O(g2), (92)
where F := zeff/(2k0α) is the geometrical amplification
factor. In fact, in the present case where the meter state
|χ〉 is given by the Gaussian state, the expectation value
can be evaluated fully without approximation [24, 26],
which yields the shift of the meter variable as
〈ζ|xˆ|ζ〉 = gF Im[Aw] exp[−
g2
2α ]
1 + 12 ((Im[Aw])
2 − 1)
(
1− exp[− g22α ]
) , (93)
where now we have Im[Aw] = cotϕ. Obviously, for small
g ≪ √α, the expectation value reduces to (92).
As in the previous case, the shift of the meter variable
is then given by the expectation value ∆w(g) = 〈ζ|xˆ|ζ〉 in
(93), while that of the linear approximation (11) is given
by
∆(1)w (g) = gF cotϕ. (94)
The approximation uncertainty δapp = ǫapp can be ob-
tained from the difference between these shifts.
3. Parameter Setting for Simulation and Results
As before, to estimate the uncertainties
δint, δst(η;N, q), δapp explicitly, we need to figure
out the parameters used in the actual experiment.
First, to determine the value of δint, we refer to Ref.[1].
It is stated that the unwanted shifts caused by rotating
the polarizer are about the order of 10µm, which appears
to provide a dominant factor to determine the intractable
uncertainty in our discussion. From this we choose our
parameter,
δint = 10 µm. (95)
As for the number of photons used in the experiment,
we may estimate it as 3.2 × 1016 per second from the
laser power 10 mW and the wave length 633 nm stated
in [1]. However, in our numerical simulation, for the trial
number N we adopt the value 109 for computational con-
venience, since the difference between them is insignifi-
cant statisitically and does not affect the results of our
simulation.
In order to find out the value of δst(η;N, q), we again
choose our assurance level η by η = 0.95. Another ingre-
dient needed is the quadratic moment,
〈ζ|xˆ2|ζ〉
= α+
g2
(
1 + 12 (Im[Aw]
2 − 1))
1 + 12 (Im[Aw]
2 − 1)(1− exp[− g22α ])
+
z2eff
4αk20
(
1 +
g2
α
1
2 (Im[Aw]
2 − 1) exp[− g22α ]
1 + 12 (Im[Aw]
2 − 1)(1− exp[− g22α ])
)
,
(96)
which is used to evaluate the lower-bound function
T (δst;n) in (43) by estimating the variance (△x)2 in (44)
based on the relation (47) for X = xˆ. Again, with the
value of N and the postselection rate q in (36), the value
of δst(η;N, q) can be determined numerically.
In this experiment, the coupling g depends on the set-
ting of the variable angle prism, namely, the incident an-
gle of the beam. The main result of the paper [1] is the
confirmation of the dependence predicted theoretically
when the spin Hall effect exists. We check the validity
of this experiment in view of two points, the choice of
the weak value (or postselection) and the range of the
coupling employed.
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FIG. 10. Shift and various uncertainties (left), the relative uncertainty R = Γ/∆w and its components (right) as functions of
the coupling constant g, obtained at Im[Aw] = 57. The zones colored in cyan indicate the range of g used in the experiment.
The relative uncertainty R attains the minimum at around the value g = 40.
a. The Choice of the Weak Value. In the experi-
ment, the postselection is made so that Im[Aw] is fixed
to the value 57.3± 0.7 for the angle of the prism smaller
than 56◦, or to the value 31.8 ± 0.2 for the angle of
the prism larger than 56◦. In both cases, the ratio R
is found well below 1, indicating that the measurement
is valid (see Fig.9). It is noteworthy that the value
Im[Aw] = 57.3 ± 0.7 is close to the optimal point 64.2
of the ratio R.
b. Coupling Dependence. In the experiment, the
coupling constant is varied in the region 2 < g < 65.
We analyze the variation of the shift and uncertainties
(Fig.10; left) and the relative uncertainties (Fig.10; right)
in this region for g at the fixed value of the weak value
Im[Aw] = 57. From this, it is observed that the entire
region of g is in the safe zone of R of less than 1, and
that it covers the optimal value of g around 40. We thus
find that the measurement as a whole is not just valid
as prevision measurement but is almost an optimal one,
even though the measurements with values near g = 2
are almost at the lower limit according to our criterion.
V. CONCLUSION AND DISCUSSIONS
In this paper, we have presented a general framework
of evaluating the validity of a weak measurement based
on the analysis of uncertainty estimation associated with
the measurement as well as the theoretical evaluation we
use. The difference between the experimentally obtained
value (the average shift of the meter) and the theoreti-
cally evaluated value is caused from the error in experi-
ment and also from the error inherent to theory. The ex-
perimental error arises from the statistical and the other
intractable errors including the systematic ones, whereas
the theoretical error originates from the modeling inac-
curacy of the system and the error in approximation.
These four types of errors are then bounded from above
by their respective uncertainties determined from the ex-
perimental settings and the theoretical procedures. All
these uncertainties are combined to furnish the total un-
certainty associated with the weak measurement, and the
ratio of the total uncertainty and the shift of the meter
forms the relative uncertainty R in (54). Finally, the
value of R is used to determine the validity of the weak
measurement: if R < 1, then the measurement is valid,
while if R ≥ 1, the measurement is invalid.
In order to evaluate the four uncertainties explicitly,
we need to look into the detail of the actual procedures
of the measurement and the theoretical calculation. We
may also be required to supplement this with a set of rea-
sonable assumptions when no definite procedure to deter-
mine the uncertainties is available. In the present paper,
with the purpose of applying our framework to exam-
ine the two preceding experiments of weak measurement
used for precision measurement, the SHEL experiment
[1] and the USBD experiment [2], we have adopted the
following assumptions:
1. The intractable uncertainty has a definite upper
bound.
2. The statistical uncertainty stems solely from the
probability distribution of the success rate of the
postselection in the weak measurement.
3. The model we are using is accurate enough so that
the model uncertainty can be ignored.
4. The Gaussian state (14) prepared for the meter is
exact. This implies that our approximation uncer-
tainty is just the difference between the results ob-
tained by the linear approximation in the coupling
constant and that of the full computation available
for the Gaussian state.
Based on our scheme and the above supplemental as-
sumptions, we have analyzed the aforementioned two ex-
periments. Our results show that both of the experiments
are indeed valid as weak measurement, on the ground
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FIG. 11. Relative uncertainty R = Γ/∆w and its components based on the full result of the meter shift for which ǫapp = 0: the
USBD experimente (left) and the SHEL experiment (right).
that all the scales of amplification of the weak value uti-
lized for the precision measurement are well within the
valid range of R < 1. Moreover, it is observed that the
scales of amplification used in the two experiments lay
in the vicinity of the optimal point where R takes its
minimum.
In our analysis, we have assumed that our approxi-
mation uncertainty is given by the linear approximation.
The reason for this is that, in general, the amplified me-
ter shift is expected to be proportional to the weak value
in the linear approximation, which has been the prime
motivation for the application of weak measurement for
precision measurement. However, if the full result of the
meter shift can be obtained without such approximation,
we no longer need to fall back on the evaluation of the ap-
proximation uncertainty with the linear approximation.
In fact, the preparation of the Gaussian state for the me-
ter system considered in our argument offers such a case
where the full result is available.
If we take this particularity into account, we are al-
lowed to set simply ǫapp = 0. Then, the outcome of
the analysis, performed by eliminating the approxima-
tion uncertainty, is shown in Fig.11. This shows that, in
principle, much stronger amplification of the weak value
can be utilized than those used in the actual experiments
attaining higher precision. It should be noted, however,
that in these experiments there might be causes which
hampered the amplification to the extent of the desired
level, due possibly to the ambiguity of the prepared meter
state which could have different profiles from the the pre-
sumed Gaussian state, not to mention that there could
be some technical noise that inevitably arises in the mea-
surement to stifle the amplification. For instance, the
stray light incident mentioned in [2] may be one of such
technical sources of noise.
We should also note that the result of our analysis may
turn out to be quite different if a distinct assumption
for the nature of the intractable uncertainty is adopted.
The ambiguity in the choice of probability distribution
for the meter position provides another factor for obtain-
ing different outcomes. Besides, although we have chosen
our intractable uncertainty to be independent of the trial
number N , when the measurement outcome suffers from
an external noise dictated by some probability distribu-
tion like those analyzed in [27], the intractable uncer-
tainty becomes dependent on the trial number N , which
could alter our result of analysis as well. In any case, the
determination of the intractable uncertainty seems to be
an important element for improving our framework to ob-
tain a more solid criteria for the validity of measurement
in general.
Despite all these technical details and ambiguities asso-
ciated with the actual procedures of experiment and the-
oretical analysis, we hope that the scheme we presented
in this paper serves as a basis to examine the validity of
weak measurement in general, as such a method is very
much in need in view of the future extension of the appli-
cation of weak measurement, irrespective of whether it is
for precision measurement or not. Our analysis on the
two previous experiments given here may be regarded as
a first test for the soundness of our scheme, and although
the results seem to suggest that it is affirmative, we wish
to see more examples to confirm it further.
ACKNOWLEDGMENTS
The authors would like to thank N. Morisawa for his
contribution in the early stage of this work concerning the
analysis of the SHEL experiment, and also S. Hanashiro,
K. Matsuhisa for valuable discussions and comments.
This work was supported in part by the Grant-in-Aid
for Scientific Research (KAKENHI), No. 18H03466 and
No. 18K13468.
Appendix A: Position Shifts in the Standard
Measurement
We first derive the formula (4) of the pointer shifts in
the standard von Neumann measurement.
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Prior to the interaction, the combined system is as-
sumed to be in the product state |Ψ〉 = |ψ〉|χ〉, where
|ψ〉 ∈ H is the state of the system and |χ〉 ∈ K is the
state of the meter. The final state of the combined sys-
tem is
|Φ〉 = e−i θ~A⊗Y |ψ〉|χ〉. (A1)
The expectation value of the pointer after the interac-
tion then reads
〈Φ|I ⊗X |Φ〉 = 〈Ψ|ei θ~A⊗Y (I ⊗X)e−i θ~A⊗Y |Ψ〉 (A2)
Using the Baker-Campbell-Hausdorff formula,
ePQe−P = eadPQ := Q + [P, Q] +
1
2!
[P, [P, Q]] + · · ·
(A3)
we obtain
ei
θ
~
A⊗Y (I ⊗X)e−i θ~A⊗Y
= I ⊗X + i θ
~
[A⊗ Y, I ⊗X ]
= I ⊗X + θA⊗ I (A4)
on account of [Y, X ] = −i~. This implies
〈Φ|I ⊗X |Φ〉 = 〈Ψ|I ⊗X |Ψ〉+ θ〈Ψ|A⊗ I|Ψ〉
= 〈Ψ|I ⊗X |Ψ〉+ θ〈ψ|A|ψ〉 (A5)
from which we obtain
∆(θ) := 〈Φ|I ⊗X |Φ〉 − 〈Ψ|I ⊗X |Ψ〉
= θ〈ψ|A|ψ〉 (A6)
which is (4). Note that this result holds for all orders of
the coupling θ.
Appendix B: Position Shifts in the Weak
Measurement
We next provide the formula of the position shift in
the weak measurement mentioned in (8).
Recall first that |ξ〉 is the state of the meter after the
postselection,
|ξ〉 = 〈φ|U(θ) |ψ〉 |χ〉|| 〈φ|U(θ) |ψ〉 |χ〉 || . (B1)
With the possible time development |ζ〉 = V1 |ξ〉 with a
unitary operator V1, we obtain the expectation value of
the time developed state,
〈ζ|X |ζ〉 = 〈χ| 〈ψ|U |φ〉V
†
1XV1 〈φ|U |ψ〉
|| 〈φ|U |ψ〉 |χ〉 ||2 |χ〉 , (B2)
where U describes the measurement interaction given by
(2).
Considering terms up to the linear order in θ,
U = e−i
θ
~
A⊗Y ≃ 1− i θ
~
A⊗ Y, (B3)
the expectation value becomes
〈ζ|X |ζ〉
≃ 〈χ| 〈ψ|(1 + i
θ
~
A⊗ Y )|φ〉V †1XV1 〈φ|(1 − i θ~A⊗ Y )|ψ〉
|| 〈φ|(1 − i θ
~
A⊗ Y )|ψ〉 |χ〉 ||2 |χ〉
≃ 〈χ| (V
†
1XV1 + i
θ
~
A∗wY V
†
1 XV1 − i θ~AwV †1 XV1Y )
〈χ|(1 + i θ
~
A∗wY − i θ~AwY )|χ〉
|χ〉
≃
(
〈χ|V †1XV1|χ〉+ 2
θ
~
Im[Aw 〈χ|V †1 XV1Y |χ〉]
)
·
(
1− 2 θ
~
Im[Aw 〈χ|Y |χ〉]
)
≃ 〈χ|V †1 XV1|χ〉
+ 2
θ
~
Im
[
Aw(〈χ|V †1 XV1Y |χ〉 − 〈χ|V †1 XV1|χ〉 〈χ|Y |χ〉)
]
= 〈χ|V †1 XV1|χ〉+ θ ·
2
~
Im[AwCt], (B4)
up to the linear order ignoring O(θ2), where Aw is the
weak value in (1) and Ct is the modified covariance de-
fined in (9).
From this, we learn that the shift of the meter variable
X in the weak measurement is given by
∆w(θ) := 〈ζ|X |ζ〉 − 〈χ|X |χ〉
= 〈χ|V †1 XV1|χ〉 − 〈χ|X |χ〉+ θ ·
2
~
Im [AwCt] +O(θ
2),
(B5)
which is the formula (8).
Appendix C: Limitless Amplification of Weak Value
Let A be a quantum observable on H with dimH ≥ 2.
One then may choose two states |ψ〉, |ψ⊥〉 ∈ H fulfilling
〈ψ|ψ⊥〉 = 0, 〈ψ|A|ψ⊥〉 6= 0. (C1)
Given any z ∈ C, if we choose
|φ(z)〉 := |ψ〉+ z
∗ · |ψ⊥〉√
‖ψ‖2 + |z|2‖ψ⊥‖2 , (C2)
for our postselected state |φ〉 = |φ(z)〉, we find that the
weak value becomes
Aw(z) =
〈φ(z)|A|ψ〉
〈φ(z)|ψ〉 = 〈ψ|A|ψ〉 + z ·
〈ψ⊥|A|ψ〉
‖ψ‖2 . (C3)
Since z can be chosen arbitrarily, the weak value may take
an arbitrary value, implying that it can be amplified as
much as we like.
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Appendix D: Monotonicity of the Lower-bound
Function
We prove here that the lower-bound function r(δst;N)
given in (48) is a monotonically increasing function 2 with
respect to all of its parameters δst, N and q.
With the binomial distribution (37), we first observe
that, as a finite weighted average of monotonically in-
creasing functions (43), monotonicity with respect to δst
is trivial. To see the monotonicity with respect to N , for
convenience we extend formally the range of n in (38)
from non-negative integers to integers n ∈ Z by defining(
N
n
)
= 0 for negative n and thereby confirm the validity
of the formula,
Bi(n;N + 1, q)− Bi(n;N, q)
= q
(
Bi(n− 1;N, q)− Bi(n;N, q)
)
, (D1)
for N ∈ N, which can be directly obtained by a simple
application of the recursive formula,(
N + 1
n
)
=
(
N
n
)
+
(
N
n− 1
)
(D2)
valid for N > 0. This allows us to rewrite
r(δst;N + 1, q)− r(δst;N, q)
=
N+1∑
n=1
T (δst;n)
(
Bi(n;N + 1, q)− Bi(n;N, q)
)
= q
N+1∑
n=1
T (δst;n)
(
Bi(n− 1;N, q)− Bi(n;N, q)
)
= q
N∑
n=1
(
T (δst;n+ 1)− T (δst;n)
)
Bi(n;N, q)
+ qT (δst; 1)Bi(0;N, q), (D3)
which is always non-negative due to the monotonicity
of the function (43) with respect to n. Finally, as for q,
first note that the monotonicity trivially holds for N = 0,
since r(δst; 0, q) = 0 is a constant function. For N > 0,
we may utilize the formula,
∂Bi(n;N, q)
∂q
= N
(
Bi(n− 1;N − 1, q)
− Bi(n;N − 1, q)
)
(D4)
valid forN > 0, which can be readily obtained by a direct
application of the formula,
n
(
N
n
)
= N
(
N − 1
n− 1
)
(D5)
2 A function f is said to be monotonically increasing if a < b im-
plies f(a) ≤ f(b). Specifically, f is called strictly monotonically
increasing if a < b implies f(a) < f(b).
valid for N > 0. This allows us to rewrite
∂r(δst;N, p)
∂q
=
N∑
n=1
T (δst;n)
∂Bi(n;N, q)
∂q
= N
N∑
n=1
T (δst;n)
(
Bi(n− 1;N − 1, q)
− Bi(n;N − 1, q)
)
= N
N∑
n=1
(
T (δst;n+ 1)− T (δst;n)
)
× Bi(n;N − 1, q)
+NT (δst; 1)× Bi(0;N − 1, q)
(D6)
which is always non-negative due to the monotonicity of
the function (43) with respect to n: this completes the
proof of the desired statement.
Appendix E: Paraxial Approximation
In the text we have used the unitary operators V0 and
V1 to describe the effect of beam propagation and its re-
fraction at the lens. These operators are constructed with
the help of the Fourier optics [28] within the so-called
paraxial approximation as explained below. Since the
Fourier optics is classical, we first discuss the quantum-
classical correspondence of the electromagnetic field.
1. Quantum-Classical Correspondence
Let |k〉 be the momentum eigenstate with the eigen-
value k = (kx, ky, kz) of a single photon. An arbitrary
single photon state |γ(t)〉, which serves as a meter state
considered in our measurement, may then be written as
|γ(t)〉 =
∫
dk γ(k, t)aˆ†
k
|0〉 , (E1)
in the framework of quantum electrodynamics where the
eigenstate is realized by the creation operator aˆ†
k
acted
on the vacuum state |0〉 as |k〉 = aˆ†
k
|0〉.
Recall that in quantum electrodynamics a field opera-
tor such as the scalar potential admits the expansion,
φˆ(x, t) =
∫
dk φ(k)e−ik·x+iωtaˆk + φ
∗(k)eik·x−iωtaˆ†
k
,
(E2)
where ω = c|k| with c being the speed of light. Note
that the operators corresponding to the electric field, the
magnetic field, and the vector potential, also admit an
expansion analogous to (E2). To each of these, it is cus-
tomary to associate the classical field as
φ(x, t) := 〈0|φˆ(x, t)|γ〉 =
∫
dk φ(k)e−ik·x+iωtγ(k, t).
(E3)
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We also note that, for this case, the coefficient function
φ(k) depends on k only through |k|. Moreover, if we fix
the overall momentum |k| = k0 (as in the case of the
experiments analyzed in the paper), we find that φ(k) is
virtually constant φ(k) = φ0, which implies
φ(x, t) = φ0
∫
dk e−ik·x+iωtγ(k, t) = φ0 γ(x, t). (E4)
It follows that, since φ(x, t) in (E3) satisfies the field
equation (which is fulfilled by φˆ(x, t)), so does the wave
function γ(x, t).
2. Propagation Effect
We introduce the coordinate in which the beam propa-
gates along the z direction and the shift obtained by the
interaction (2) takes place in the x direction. The beam
is approximated by the plane wave in the z direction with
momentum pz with a tiny spread of the px component in
the x direction, which are related to the respective wave
numbers by pz = ~kz and px = ~kx. Assuming that the
angular frequency ω of the beam is fixed, the profile of
the electromagnetic field can be written as
φ(x, t) = g(x)ei(k0z−ωt). (E5)
In this form, the wave equation reads
0 =
(
1
c2
∂2
∂t2
−∇2
)
φ(x, t) (E6)
= ei(k0z−ωt)
(
−∇2 − 2ik0 ∂
∂z
)
g(x). (E7)
The paraxial approximation is valid when the condi-
tions∣∣∣∣∂2g(x)∂z2
∣∣∣∣≪
∣∣∣∣∂2g(x)∂x2
∣∣∣∣ ,
∣∣∣∣∂2g(x)∂y2
∣∣∣∣ ,
∣∣∣∣k0 ∂g(x)∂z
∣∣∣∣ , (E8)
are fulfilled. To check the validity of these, we consider
the Fourier expansion of φ(x, t),
φ(x, t) =
∫
d3k φ˜(k)ei(k·x−ωt). (E9)
Plugging (E9) into (E6), we obtain
k2x + k
2
y + k
2
z = k
2
0 , (E10)
for each mode k. Combining (E5) with (E9), one finds
g(x) =
∫
d3k φ˜(k)ei(kxx+kyy+(kz−k0)z). (E11)
Then the conditions (E8) are satisfied if
|kz − k0| ≪ |kx|, |ky|,
√
|k0(kz − k0)|, (E12)
which are assured if we just have
kx, ky ≪ k0 (E13)
on account of (E10). The beam used in the experiments
which we analyzed in the paper indeed fulfills these con-
ditions (E13).
Within the paraxial approximation (E8), we therefore
obtain from the wave equation (E7),(
∂2
∂x2
+
∂2
∂y2
+ 2ik0
∂
∂z
)
g(x) = 0. (E14)
If we use (E11), we find that the equation (E14) can be
solved as
g(x) =
∫
d3k φ˜(k)e
i
(
kxx+kyy−
1
2k0
(k2x+k
2
y)z
)
, (E15)
which implies
φ(x, t) =
∫
d3k φ˜(k)e
i
(
kxx+kyy−
1
2k0
(k2x+k
2
y)z
)
ei(k0z−ωt).
(E16)
Now, in view of (E4), one may introduce the unitary
operator representing the propagation effect,
VP = e
−i
kˆ2x+kˆ
2
y
2k0
l
, (E17)
and thereby express the relation between φ(x, y, 0, t) to
φ(x, y, l, t) in terms of the wave function γ(x, t) as
γ(x, y, l, t) = 〈x, y, l|γ〉 = 〈x, y, 0|VP |γ〉 . (E18)
The unitary operator (71,91) used in the text arises when
we have the shift only in the x direction. The state ap-
pearing above corresponds to the meter state |ξ〉 there.
3. Lens Effect
In addition to the propagation effect, we also need to
take into account the effect of lens used in the experiment.
Since the the profile function (E16) of the laser beam is
a superposition of various plane waves with fixed k, it
is enough for us to consider the effect only on the plane
wave.
For this, we first observe that, during the passage of
the plane wave from the point P in the lens to the focal
point F (see Fig.E 3), it acquires the extra phase,
ϑ(x) = k0
(√
z2f + x
2 − zf
)
, (E19)
compared to the passage in the center fromO to F , where
zf is the focal length of the lens which are assumed to be
thin enough so that the thickness effect can be ignored in
our calculation of the extra phase. For zf ≫ x, we then
have
ϑ(x) ≃ k0 x
2
2zf
, (E20)
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which yields the phase change e
−ik0
x2
2zf for each of the
plane waves. As a result, the effect of the lens can be
incorporated if we modify the profile function (E16), or
equivalently the wave function γ(x, t), by inserting the
unitary operator representing the lens effect,
VL = e
−i
k0
2zf
xˆ2
, (E21)
at an appropriate position as we have done in the formula
(E18) in the case of the propagation effect.
FIG. 12. Lens effect in the paraxial approximation.
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