Robots have transformed many industries, most notably manufacturing 1 , and have the power to deliver tremendous benefits to society, such as in search and rescue 2 , disaster response 3 , health care 4 and transportation 5 . They are also invaluable tools for scientific exploration in environments inaccessible to humans, from distant planets 6 to deep oceans 7 . A major obstacle to their widespread adoption in more complex environments outside factories is their fragility 6, 8 . Whereas animals can quickly adapt to injuries, current robots cannot 'think outside the box' to find a compensatory behaviour when they are damaged: they are limited to their prespecified self-sensing abilities, can diagnose only anticipated failure modes 9 , and require a pre-programmed contingency plan for every type of potential damage, an impracticality for complex robots 6, 8 . A promising approach to reducing robot fragility involves having robots learn appropriate behaviours in response to damage 10,11 , but current techniques are slow even with small, constrained search spaces 12 . Here we introduce an intelligent trialand-error algorithm that allows robots to adapt to damage in less than two minutes in large search spaces without requiring selfdiagnosis or pre-specified contingency plans. Before the robot is deployed, it uses a novel technique to create a detailed map of the space of high-performing behaviours. This map represents the robot's prior knowledge about what behaviours it can perform and their value. When the robot is damaged, it uses this prior knowledge to guide a trial-and-error learning algorithm that conducts intelligent experiments to rapidly discover a behaviour that compensates for the damage. Experiments reveal successful adaptations for a legged robot injured in five different ways, including damaged, broken, and missing legs, and for a robotic arm with joints broken in 14 different ways. This new algorithm will enable more robust, effective, autonomous robots, and may shed light on the principles that animals use to adapt to injury.
adapted as creatively and quickly as animals do (for example, in less than 2 min) in larger search spaces and without expensive, self-diagnosing sensors.
Here we show that rapid adaptation can be achieved by guiding an intelligent trial-and-error learning algorithm with an automatically generated, pre-computed behaviour-performance map that predicts the performance of thousands of different behaviours (Supplementary Video 1). Current learning algorithms either start with no knowledge of the search space 12 or with minimal knowledge from a few human demonstrations 12, 18 . Our hypothesis is that animals understand the space of possible behaviours and their value from previous experience 19 , and that animals adapt by intelligently selecting tests that validate or invalidate whole families of promising compensatory behaviours. The key insight here is that robots could do the same.
Our robots store knowledge from previous experience in the form of a map of the behaviour-performance space. Guided by this map, a damaged robot tries different types of behaviours that are predicted to perform well and, as tests are conducted, updates its estimates of the performance of those types of behaviours. The process ends when the robot predicts that the most effective behaviour has already been discovered. A key assumption is that information about many different behaviours of the undamaged robot will still be useful after damage, because some of these behaviours will still be functional despite the damage. The results of our experiments support this assumption for all the types of damage we tested, revealing that a robot can quickly discover a way to compensate for damage (for example, see Fig. 1c ) without a detailed mechanistic understanding of its cause, as occurs with animals. We call this approach 'Intelligent Trial and Error' (IT&E) (see Fig. 1d ).
The behaviour-performance map is created using a novel algorithm and a simulation of the robot, which can be either a standard physics simulator or automatically discovered 14 . The robot's designers need only describe the dimensions of the space of possible behaviours and a performance measure. For instance, walking gaits could be described by how much each leg touches the ground (a behavioural measure) and speed (a performance measure). An alternative gait behavioural measure could be the percentage of time a robot's torso has positive pitch, roll, and yaw angles. For grasping, performance could be measured by the amount of surface contact, and it has been demonstrated that 90% of effective poses for the 21-degree-of-freedom human hand can be captured by a three-dimensional behavioural space describing the principal components of ways in which hand-poses commonly vary 20 . To fill in the behaviour-performance map, an optimization algorithm simultaneously searches for a high-performing solution at each point in the behavioural space ( Fig. 2a, b and Extended Data Fig. 1 ). This step requires simulating millions of behaviours, but needs to be performed only once per robot design before deployment (Supplementary Methods).
A low confidence is assigned to the predicted performance of behaviours stored in this behaviour-performance map because they have not been tried in reality ( Fig. 2b and Extended Data Fig. 1 ). During the robot's mission, if performance drops below a user-defined threshold (owing either to damage or to a different environment), the robot selects the most promising behaviour from the behaviour-performance map, tests it, and measures its performance. The robot subsequently updates its prediction for that behaviour and nearby behaviours, assigns high confidence to these predictions ( Fig. 2c, d and Extended Data Fig. 1 ), and continues the select-test-update process until it finds a satisfactory compensatory behaviour ( Fig. 2e and Extended Data Fig. 1 ).
All of these ideas are technically captured via a Gaussian process model 21 , which approximates the performance function with already acquired data, and a Bayesian optimization procedure 22, 23 , which exploits this model to search for the maximum of the performance function (see Supplementary Methods). The robot selects which behaviours to test by maximizing an information acquisition function that balances exploration (selecting points whose performance is uncertain) and exploitation (selecting points whose performance is expected to be high) (see Supplementary Methods) . The selected behaviour is tested on the physical robot and the actual performance is recorded. The algorithm updates the expected performance of the tested behaviour and lowers its uncertainty. These updates are propagated to neighbouring solutions in the behavioural space by updating the Gaussian process (Supplementary Methods). These updated performance and confidence distributions affect which behaviour is tested next. This select-test-update loop repeats until the robot finds a behaviour whose measured performance is greater than some user-defined percentage (here, 90%) of the best performance predicted for any behaviour in the behaviour-performance map (Supplementary Methods).
We first tested our algorithm on a hexapod robot that needs to walk as fast as possible ( Fig. 1b, d) . The robot has 18 motors, an onboard computer, and a depth camera that allows the robot to estimate its walking speed (Supplementary Methods). The gait is parameterized by 36 real-valued parameters (Supplementary Methods) that describe, for each joint, the amplitude of oscillation, phase shift, and duty cycle (the fraction of the period that the joint angle is on one side of the midline).
The behaviour space is six-dimensional, where each dimension is the proportion of time the ith leg spends in contact with the ground (that is, the duty factor) 1 (Supplementary Methods).
The behaviour-performance map created contains approximately 13,000 different gaits ( Supplementary Video 2 shows examples). We tested our robot under six different conditions: undamaged (C1 in Fig. 3a ), four different structural failures (C2-C5 in Fig. 3a ), and a temporary leg repair (C6 in Fig. 3a ). We compare the walking speed of resultant gaits with a widely used, classic, hand-designed tripod gait 1 (Supplementary Methods). For each of the six damage conditions, we ran our adaptation step five times for each of eight independently generated behaviour-performance maps (with the default 'duty factor' behavioural description), leading to 6 3 5 3 8 5 240 experiments in total. We also ran our adaptation step five times on eight independently generated behaviour-performance maps defined by an alternative behavioural description ('body orientation', see Supplementary Methods) on two damage conditions (Fig. 3b , c), leading to 2 3 5 3 8 5 80 additional experiments.
When the robot is undamaged (C1 in Fig. 3a ), our approach yields dynamic gaits that are 30% faster than the classic reference gait ( Fig. 3b , median 0.32 m s 21 , 5th and 95th percentiles [0.26 m s 21 ; 0.36 m s 21 ] versus 0.24 m s 21 ), suggesting that IT&E is a good search algorithm for automatically producing successful robot behaviours, putting aside damage recovery. In all the damage scenarios, the reference gait is no longer effective (around 0.04 m s 21 for the four damage conditions, C2-C5 in Fig. 3b ). After IT&E, the compensatory gaits achieve a reasonably fast speed (.0.15 m s 21 ) and are between three and seven times more efficient than the reference gait for that damage condition (gaits given in metres per second: 0. 24 These experiments demonstrate that IT&E allows the robot both to initially learn fast gaits and to recover reliably after physical damage. like animals, can quickly adapt to recover from damage. a, Most animals can find a compensatory behaviour after an injury. Without relying on predefined compensatory behaviours, they learn how to avoid behaviours that are painful or no longer effective. Photo credit: Michael Lloyd/The Oregonian (2012). b, An undamaged, hexapod robot. RGB-D stands for red, green, blue, depth. c, One type of damage the hexapod may have to cope with (broken leg). d, After damage occurs, in this case making the robot unable to walk fast and in a straight line, damage recovery via IT&E begins. The robot tests different types of behaviours from an automatically generated map of the behaviour-performance space. After each test, the robot updates its predictions of which behaviours will perform well despite the damage. In this way, the robot rapidly discovers an effective compensatory behaviour.
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Additional experiments reveal that these capabilities are substantially faster than state-of-the-art algorithms (Bayesian optimization and policy gradient, Extended Data Fig. 2 ), and that IT&E can help with another major challenge in robotics: adapting to new environments (such as differently sloped terrain, Extended Data Fig. 3 ). On the undamaged or repaired robot (C6 in Fig. 3a ), IT&E learns a walking gait in less than 30 s ( Fig. 3c . It is possible that for certain types of damage the prior information from the undamaged robot does not help, and could even hurt, in learning a compensatory behaviour (for example, if the map does not contain a compensatory behaviour). We did not find such a case in our experiments with the hexapod robot, but we did find a case on another robot in which the prior information provided little benefit (experiment 1 in the Supplementary Information).
Our results are qualitatively unchanged when using different behavioural characterizations, including randomly choosing six descriptors among 63 possibilities (Fig. 3b , c and Extended Data Fig. 4 ). Additional experiments show that reducing the high-dimensional parameter space to a low-dimensional behaviour space via the behaviour-performance map is the key component for IT&E: standard Bayesian optimization in the original parameter space does not find working controllers (gaits) (Extended Data Fig. 2 ). We investigated how the behaviour-performance map is updated when the robot loses a leg (C4 in Fig. 3a) . Initially, the map predicts large areas of high performance.
During adaptation, these areas disappear because the behaviours do not work well on the damaged robot. IT&E quickly identifies one of the few remaining high-performance behaviours ( Fig. 4 and Extended Data Figs 5 and 6).
The same damage recovery approach can be applied to any robot, such as a robotic arm. We tested 14 different damage conditions with a planar, eight-jointed robotic arm ( Fig. 3d-f and Extended Data Fig. 7 ). The behaviour-performance map's behavioural dimensions are the x, y position of the hand at the end of the arm. To show that the mapgenerating performance measure can be different from the ultimate performance measure, and to encourage smooth arm movements, the performance measure during map-generation is minimizing the variance of the eight specified motor angles (Supplementary Methods). During adaptation, performance is measured as distance to the target. As with the hexapod robot, our approach discovers a compensatory behaviour in less than 2 min, usually in less than 30 s, and with fewer than ten trials ( Fig. 3f and Extended Data Fig. 7) .
Although animals do not use the specific algorithm we present, there are parallels between IT&E and animal learning. Damage recovery in animals may occur without learning-for instance, due to the built-in robustness of evolved control loops 24 -but if such preprogrammed robustness fails, many animals turn to learning 19 . As in our robot, such learning probably exploits an animal's intuitions about how its intact body works to experiment with different behaviours to find what works best. Also like animals 25 , IT&E allows the quick identification of working behaviours with a few, diverse tests instead of trying behaviours at random or trying small modifications to the best behaviour found so far. Additionally, the Bayesian optimization procedure followed by our robot appears similar to the technique employed by humans when they optimize an unknown function 23 , and there is strong evidence that animal brains learn probability In simulation, the high-dimensional space is then automatically searched to find a high-performing behaviour at each point in the low-dimensional behaviour space, creating a behaviour-performance map of the performance potential of each location in the low-dimensional space. In our hexapod robot experiments, the behaviour space is six-dimensional, with each dimension representing the portion of time that one leg is in contact with the ground. The confidence regarding the accuracy of the predicted performance for each behaviour in the behaviour-performance map is initially low because no tests on the physical robot have been conducted. c-e, Adaptation step: after damage, the robot selects a promising behaviour, tests it, updates the predicted performance of that behaviour in the behaviour-performance map, and allocates a high confidence to this performance prediction. The predicted performances of nearby behaviours-and confidence in those predictions-are likely to be similar to the tested behaviour and are thus updated accordingly. This selecttest-update loop is repeated until a tested behaviour on the physical robot performs better than 90% of the best predicted performance in the behaviourperformance map, a value that can decrease with each test (Extended Data Fig. 1 ). The algorithm that selects which behaviour to test next balances between choosing the behaviour with the highest predicted performance and behaviours that are different from those tested so far. Overall, the IT&E approach presented here rapidly locates which types of behaviours are least affected by the damage to find an effective, compensatory behaviour.
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distributions, combine them with prior knowledge, and act as Bayesian optimizers 26, 27 .
An additional parallel is that IT&E primes the robot for creativity during a motionless period, after which the generated ideas are tested.
This process is reminiscent of the finding that some animals start the day with new ideas that they may quickly disregard after experimenting with them 28 , and more generally, that sleep improves creativity on cognitive tasks 29 . A final parallel is that the simulator and Gaussian a, Conditions tested on the physical hexapod robot. C1, The undamaged robot. C2, One leg is shortened by half. C3, One leg is unpowered. C4, One leg is missing. C5, Two legs are missing. C6, An imperfect, makeshift repair to the tip of one leg (by a human operator). b, Performance after adaptation. Box plots represent IT&E. The central circle is the median, the edges of the box are the 25th and 75th percentiles, the whiskers extend to the most extreme data points that are not considered outliers, and outliers are plotted individually. Yellow stars represent the performance of the handmade reference tripod gait (Supplementary Methods). Conditions C1-C6 are tested five times each for eight independently created behaviour-performance maps with the 'duty factor' behaviour description (that is, 40 experiments per damage condition, Supplementary Methods). Damage conditions C1 and C3 are also tested five times each for eight independently created behaviour-performance maps with the 'body orientation' behaviour description (Supplementary Methods). c, Time and number of trials required to adapt. Box plots represent IT&E. d, Robotic arm experiment. The eight-jointed, planar robot arm has to drop a ball into a bin. e, Example conditions tested on the physical robotic arm. C1, One joint is stuck at 45 degrees. C2, One joint has a permanent 45u offset. C3, One broken and one offset joint. Each of these damage conditions was replicated with 15 independent maps. A total of 14 conditions were tested (Extended Data Fig. 7) . f, Time and number of trials required to reach within 5 cm of the bin centre. Each condition is tested with 15 independently created behaviour-performance maps. Figure 4 | An example behaviour-performance map. This map stores highperforming behaviours at each point in a six-dimensional behaviour space. Each dimension is the portion of time that each leg is in contact with the ground. The behavioural space is discretized at five values for each dimension (0; 0.25; 0.5; 0.75 and 1). Each coloured pixel represents the highest-performing behaviour discovered during map creation at that point in the behaviour space. The matrices visualize the six-dimensional behavioural space in two dimensions according to the legend at the top left. The behaviour-performance map is created with a simulated robot (bottom left) in the Open Dynamics Engine physics simulator (http://www.ode.org). The left matrix is a pre-adaptation map produced by the map creation algorithm. During adaptation, the map is updated as tests are conducted (in this case, for the damage condition where the robot is missing one leg: C4 in Fig. 3a ). The right matrix shows the state of the map after a compensatory behaviour is discovered. The arrows and white circles represent the order in which behaviours were tested on the physical robot. The red circle is the final, discovered, compensatory behaviour. Among other areas, high-performing behaviours can be found for the damaged robot in the first two columns of the third dimension. These columns represent behaviours that use the central-left leg least, which is the leg that is missing.
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process components of IT&E are two forms of predictive models, which are known to exist in animals 14, 30 . Overall, we have shown that IT&E has parallels in biology and makes robots behave more like animals by endowing them with the ability to adapt rapidly to unforeseen circumstances.
Extended Data Figure 1 | An overview of the IT&E algorithm. a, Behaviourperformance map creation. After being initialized with random controllers, the behavioural map (a2), which stores the highest-performing controller found so far of each behaviour type, is improved by repeating the process depicted in a1 until newly generated controllers are rarely good enough to be added to the map (here, after 40 million evaluations). This step, which occurs in simulation (and required roughly two weeks on one multi-core computer; see Supplementary Methods, section 'Running time'), is computationally expensive, but only needs to be performed once per robot (or robot design) before the robot is deployed. b, Adaptation. In b1, each behaviour from the behaviour-performance map has an expected performance based on its performance in simulation (dark green line) and an estimate of uncertainty regarding this predicted performance (light green band). The actual performance on the now-damaged robot (black dashed line) is unknown to the algorithm. A behaviour is selected for the damaged robot to try. This selection is made by balancing exploitation-trying behaviours expected to perform well-and exploration-trying behaviours whose performance is uncertain (Supplementary Methods, section 'Acquisition function'). Because all points initially have equal, maximal uncertainty, the first point chosen is that with the highest expected performance. Once this behaviour is tested on the physical robot (b4), the performance predicted for that behaviour is set to its actual performance, the uncertainty regarding that prediction is lowered, and the predictions for, and uncertainties about, nearby controllers are also updated (according to a Gaussian process model, see Supplementary Methods, section 'Kernel function'), the results of which can be seen in b2. The process is then repeated until performance on the damaged robot is 90% or greater of the maximum expected performance for any behaviour (b3). This performance threshold (orange dashed line) lowers as the maximum expected performance (the highest point on the dark green line) is lowered, which occurs when physical tests on the robot underperform expectations, as occurred in b2.
Extended Data Figure 2 | The contribution of each subcomponent of the IT&E algorithm. a, Adaptation progress versus the number of robot trials. The walking speed achieved with IT&E and several 'knockout' variants that are missing one of the algorithm's key components (defined in the table below the plots). Some variants (4 and 5) correspond to state-of-the-art learning algorithms (policy gradient 31 and Bayesian optimization 32,33,34 ). MAP-Elites (written by J.-B.M. and J.C.; ref. 35) is the algorithm that IT&E uses to create the behaviour-performance map (see Supplementary Methods) . The bold lines represent the medians and the coloured areas extend to the 25th and 75th percentiles. b, c, Adaptation performance after 17 and 150 trials. Shown is the speed of the compensatory behaviour discovered by each algorithm after 17 and 150 evaluations on the simulated robot, respectively. For all panels, data are pooled across six damage conditions (the removal of each of the six legs in turn) for eight independently generated maps and replicated ten times (for a total of 480 replicates). P values are computed via a Wilcoxon ranksum test. The central circle is the median, the edges of the box show the 25th and 75th percentiles, the whiskers extend to the most extreme data points that are not considered outliers, and outliers are plotted individually. See experiment 2 in the Supplementary Information for methods and analysis. 
Extended Data Figure 3 | The IT&E algorithm is robust to environmental changes. Each plot shows both the performance and required adaptation time for IT&E when the robot must adapt to walk on terrains of different slopes. a, Adaptation performance on an undamaged, simulated robot. On all slope angles, with very few trials, the IT&E algorithm (pink shaded region) finds fast gaits that outperform the reference gait (black dashed line). We performed ten replicates for each of the eight maps and each one-degree increment between 220u and 120u degrees (a total of 3,280 experiments). b, Adaptation performance on a damaged, simulated robot. The robot is damaged by having each of its six legs removed in six different damage scenarios. Data are pooled from all six of these damage conditions. For each damage condition, we performed ten replicates for each of the eight maps and each two-degree increment between 220u and 120u degrees (a total of 10,080 experiments). The median compensatory behaviour found via IT&E outperforms the median reference controller on all slope angles. The middle, black lines represent medians, while the colored areas extend to the 25th and 75th percentiles. In a, the black dashed line is the performance of a classic tripod gait for reference. In b, the reference gait is tried in all six damage conditions and its median (black line) and 25th and 75th percentiles (black coloured area) are shown. See experiment 3 in the Supplementary Information for methods and analysis.
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Extended Data Figure 4 | The IT&E algorithm is largely robust to alternative choices of behaviour descriptors. a, b, The speed of the compensatory behaviour discovered by IT&E for various choices of behaviour descriptors. Performance is plotted after 17 and 150 evaluations in a and b, respectively. Experiments were performed on a simulated, damaged hexapod. The damaged robot has each of its six legs removed in six different damage scenarios. Data are pooled across all six damage conditions. As described in experiment 5 of the Supplementary Information, the evaluated behaviour descriptors characterize the following: (1) time each leg is in contact with the ground ('Duty factor'); (2) orientation of the robot frame ('Orientation'); (3) instantaneous velocity of the robot ('Displacement'); (4) energy expended by the robot in walking ('Energy (Total)', 'Energy (Relative)'); (5) deviation from a straight line ('Deviation'); (6) ground reaction force on each leg ('GRF (Total)', 'GRF (Relative)'); (7) the angle of each leg when it touches the ground ('Lower-leg angle (Pitch)', 'Lower-leg angle (Roll)', 'Lowerleg angle (Yaw)'); and (8) a random selection without replacement from subcomponents of all the available behaviour descriptors (1)-(7) ('Random').
We created eight independently generated maps for each of 11 intentionally chosen behavioral descriptors (88 in total). We created one independently generated map for each of 20 randomly chosen behavioural descriptors (20 in total). For each of these 108 maps, we performed ten replicates of IT&E for each of the six damage conditions. In total, there were thus 8 3 11 3 10 3 6 5 5,280 experiments for the intentionally chosen behavioural descriptors and 1 3 20 3 10 3 6 5 1,200 experiments for the randomly chosen behavioural descriptors. For the hand-designed reference gait (yellow) and the compensatory gaits found by the default duty factor behaviour descriptor (green), the bold lines represent the medians and the coloured areas extend to the 25th and 75th percentiles of the data. For the other treatments, including the duty factor treatment, black circles represent the median, the edges of the boxes show the 25th and 75th percentiles, the whiskers extend to the most extreme data points that are not considered outliers, and outliers are plotted individually. See experiment 5 in the Supplementary Information for methods and analysis.
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Extended Data Figure 5 | How the behaviour performance map (data normalized) is explored to discover a compensatory behaviour. Data are normalized each iteration to highlight the range of remaining performance predictions. The robot is adapting to damage condition C4 (see Fig. 3a ). Colours represent the performance prediction for each point in the map relative to the highest performing prediction in the map at that step of the process. A black circle indicates the next behaviour to be tested on the physical robot. A red circle indicates the behaviour that was just tested (note that the performance predictions surrounding it have changed versus the previous panel). Arrows reveal the order that points have been explored. The red circle in the last map is the final, selected, compensatory behaviour. In this scenario, the robot loses leg number 3. The six-dimensional space is visualized according to the inset legend.
LETTER RESEARCH
Extended Data Figure 6 | How the behaviour performance map (data not normalized) is explored to discover a compensatory behaviour. The data are not normalized in order to highlight that performance predictions decrease as it is discovered that predictions from the simulated, undamaged robot do not work well on the damaged robot. The robot is adapting to damage condition C4 (see Fig. 3a ). Colours represent the performance prediction for each point in the map relative to the highest performing prediction in the first map. A black circle indicates the next behaviour to be tested on the physical robot. A red circle indicates the behaviour that was just tested (note that the performance predictions surrounding it have changed versus the previous panel). Arrows reveal the order that points have been explored. The red circle in the last map in the sequence is the final, selected, compensatory behaviour. In this scenario, the robot loses leg number 3. The six-dimensional space is visualized according to the inset legend. The data visualized in this figure are identical to those in the previous figure: the difference is simply whether the data are renormalized for each new map in the sequence.
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Extended Data Figure 7 | IT&E works on a completely different type of robot (the robotic arm experiment). a, The robotic arm experimental setup. b, Tested damage conditions. c, Example of behaviour performance maps (colour maps) and behaviours (overlaid arm configurations) obtained with MAP-Elites. Left: A typical behaviour-performance map produced by MAP-Elites with five example behaviours, where a behaviour is described by the angle of each of the eight joints. The colour of each point is a function of its performance (in radians squared), which is defined as having low variance in the joint angles (that is, a zigzag arm has lower performance than a straighter arm that reaches the same point). Right: Neighbouring points in the map tend to have similar behaviours, thanks to the performance function, which would penalize more jagged ways of reaching those points. That neighbours have similar behaviours justifies updating predictions about the performance of nearby behaviours after testing a single behaviour on the real (damaged) robot. d, Accuracy (in metres) versus trial number for IT&E and traditional Bayesian optimization. The experiment was conducted on the physical robot, with 15 independent replications for each of the 14 damage conditions. Accuracy is pooled from all of these 14 3 15 5 210 experiments for each algorithm. The middle lines represent medians, while the coloured areas extend to the 25th and 75th percentiles. e, Success for each damage condition. Shown is the success rate for the 15 replications for each damage condition, defined as the percentage of replicates in which the robot reaches within 5 cm of the bin centre. f, Trials required to adapt. Shown is the number of iterations required to reach within 5 cm of the bin centre. g, Accuracy after 30 physical trials for each damage condition (with the stopping criterion disabled). For f and g, the central circle is the median, the edges of the box show the 25th and 75th percentiles, the whiskers extend to the most extreme data points that are not considered outliers, and outliers are plotted individually. See experiment 1 in the Supplementary Information for methods and analysis.
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