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OPTIMAL ENERGY DECAY IN A ONE-DIMENSIONAL
WAVE-HEAT-WAVE SYSTEM
ABRAHAM C.S. NG
Abstract. Harnessing the abstract power of the celebrated result due
to Borichev and Tomilov (Math. Ann. 347:455–478, 2010, no. 2), we
study the energy decay in a one-dimensional coupled wave-heat-wave
system. We obtain a sharp estimate for the rate of energy decay of
classical solutions by first proving a growth bound for the resolvent of
the semigroup generator and then applying the asymptotic theory of
C0-semigroups. The present article can be naturally thought of as an
extension of a recent paper by Batty, Paunonen, and Seifert (J. Evol.
Equ. 16:649–664, 2016) which studied a similar wave-heat system via
the same theoretical framework.
1. Introduction
In this article, we apply the theorem of Borichev-Tomilov [6, Theorem
4.1] to a one-dimensional system with coupled wave and heat parts. This
application is modelled upon the 2016 paper of Batty, Paunonen, and Seifert
[4] where the ‘optimal energy decay in a one-dimensional coupled wave-heat
system’ with finite Neumann wave and Dirichlet heat parts was studied by
analysing the following system:
(1.1)


utt(ξ, t) = uξξ(ξ, t), ξ ∈ (−1, 0), t > 0,
wt(ξ, t) = wξξ(ξ, t), ξ ∈ (0, 1), t > 0,
ut(0, t) = w(0, t), uξ(0, t) = wξ(0, t), t > 0,
uξ(−1, t) = 0, w(1, t) = 0, t > 0,
u(ξ, 0) = u(ξ), ut(ξ, 0) = v(ξ) ξ ∈ (−1, 0),
w(ξ, 0) = w(ξ), ξ ∈ (0, 1),
where the initial data u, v, and w lived in H1(−1, 0), L2(−1, 0) and L2(0, 1)
respectively. The energy was then defined, given a vector of initial data
x = (u, v, w), as
Ex(t) =
1
2
∫ 1
−1
|uξ(ξ, t)|2 + |ut(ξ, t)|2 + |w(ξ, t)|2 dξ, t ≥ 0,
with all the functions being understood to have been extended by zero in
ξ to the interval (−1, 1). If the solution is sufficiently regular, a routine
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calculation via integration by parts shows that
E′x(t) = −
∫ 1
0
|wξ(ξ, t)|2 dξ, t ≥ 0,
and, in particular, that the energy of any such solution is non-increasing with
respect to time. The main goal of analysing such a model is to quantitatively
estimate the rate of energy decay of a given solution.
The system (1.1) was first studied (with Dirichlet boundary at ξ = −1
and a slightly different coupling condition) in [12], yielding the sharp decay
rate Ex(t) = O(t
−4), t → ∞ (see below for the meaning of ‘big O’ nota-
tion). The approach in [12] relied on a rather complicated spectral analysis
used in conjunction with the theory of Riesz spectral operators. In contrast
to [12], however, the approach in [4] was based on the semigroup methods
of non-uniform stability pioneered by Batty and Duyckaerts in [3], widely
popularised by Borichev and Tomilov in [6], and largely completed by Rozen-
daal, Seifert, and Stahn in [9], greatly simplifying the analysis necessary to
obtain the rate of decay.
The motivation of studying models like this and, in particular, the one in
this article presented below, stems mainly from the study of fluid-structure
models where, often in higher-dimensional settings, the Navier-Stokes equa-
tions (the fluid half) are coupled with the nonlinear elasticity equation (the
structure half). We refer to [4, Section 1] and [2] for surveys of similar
problems (see also [5] where the same approach with suitable adjustments
is applied to study a wave-heat system on a rectangular domain).
In this article, we add an extra wave component to the system (1.1) and
take Dirichlet boundary conditions on both ends, analysing the following
wave-heat-wave system:
(1.2)


utt(ξ, t) = uξξ(ξ, t), ξ ∈ (0, 1), t > 0,
wt(ξ, t) = wξξ(ξ, t), ξ ∈ (1, 2), t > 0,
u˜tt(ξ, t) = u˜ξξ(ξ, t), ξ ∈ (2, 3), t > 0,
u(0, t) = u˜(3, t) = 0, t > 0,
ut(1, t) = w(1, t), uξ(1, t) = wξ(1, t), t > 0,
u˜t(2, t) = w(2, t), u˜ξ(2, t) = wξ(2, t), t > 0,
u(ξ, 0) = u(ξ), ut(ξ, 0) = v(ξ), ξ ∈ (0, 1),
w(ξ, 0) = w(ξ), ξ ∈ (1, 2),
u˜(ξ, 0) = u˜(ξ), u˜t(ξ, 0) = v˜(ξ), ξ ∈ (2, 3).
The initial data is required to satisfy u = u(ξ, 0) ∈ H1(0, 1), v = ut(ξ, 0) ∈
L2(0, 1), w = w(ξ, 0) ∈ L2(1, 2), u˜ = u˜(ξ, 0) ∈ H1(2, 3), and v˜ = u˜t(ξ, 0) ∈
L2(2, 3).
As in [4], the aim here is to find a quantitative estimate for the rate
of energy decay of a given solution. Given a vector of initial data x =
(u, v, w, u˜, v˜) satisfying the conditions above, we similarly define the energy
of the corresponding solution as
Ex(t) =
1
2
∫ 3
0
|uξ(ξ, t)|2+|ut(ξ, t)|2+|w(ξ, t)|2+|u˜ξ(ξ, t)|2+|u˜t(ξ, t)|2 dξ, t ≥ 0.
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Again, all functions have been extended by zero in ξ to the interval (0, 3).
Provided we have sufficient regularity of the solution, a simple calculation
via integration by parts shows that
E′x(t) = Re
{
u˜ξ(3, t)u˜t(3, t) − uξ(0, t)ut(0, t)
}
−
∫ 2
1
|wξ(ξ, t)|2 dξ, t ≥ 0.
Since ut(0, t) =
∂
∂tu(0, t) = u˜t(3, t) =
∂
∂t u˜(3, t) = 0 for t > 0, the energy
of any such solution is non-increasing with respect to time. The remaining
sections are devoted to obtaining a sharp quantitative estimate for the rate
of this decay for classical solutions of (1.2), but first, we detail below, the
mostly standard notation used in this article.
Closely following the notation of [4], the domain, kernel, range, spec-
trum, and range of a closed operator A acting on a Hilbert space (always
complex by assumption) will be denoted by D(A),KerA,RanA, σ(A) and
ρ(A) respectively. For λ ∈ ρ(A), we write R(λ,A) to signify the resolvent
operator (λ−A)−1. For λ ∈ C, we define the square root √λ by taking the
branch cut along the negative real axis, that is, for λ = reiθ where r ≥ 0
and θ ∈ (−pi, pi], we let √λ = r1/2eiθ/2. We also denote the closed complex
left half-plane by C− := {z ∈ C : Re z < 0}. Finally, given two functions
f, g : (0,∞)→ [0,∞] and a ∈ [0,∞] fixed, we write f(t) = O(g(t)), t→∞,
to indicate that there exists some constant C > 0 such that f(t) ≤ Cg(t) for
all t sufficiently large, the so-called ‘big O notation’. If g is strictly positive
for all sufficiently large t > 0, we write f(t) = o(g(t)), t → ∞, to mean
that f(t)/g(t)→ 0 as t→∞, the so-called ‘little o notation’. If p and q are
non-negative real-valued quantities, the notation p . q denotes that p ≤ Cq
for some constant C > 0 that is independent of any varying parameters in
a given context.
Acknowledgements. The author thanks David Seifert and Charles Batty
for helpful discussions on the topic of this article and is especially indebted
to David for his careful reading and feedback of several drafts of this article.
The author is also grateful to the University of Sydney for funding this work
through the Barker Graduate Scholarship.
2. Well-posedness – the Semigroup and its Generator
In this section, we first prove that (1.2) is well posed and has solution given
by the orbits of a C0-semigroup of contractions (T (t))t≥0, before turning to
analyse the spectrum of the generator A of (T (t))t≥0.
2.1. Existence of the Semigroup. We start by recasting (1.2) into an
abstract Cauchy problem in order to later apply the methods of non-uniform
stability. Consider the Hilbert space
X0 = H
1(0, 1) × L2(0, 1) × L2(1, 2) ×H1(2, 3) × L2(2, 3)
and define
X = {(u, v, w, u˜, v˜) ∈ X0 : u(0) = u˜(3) = 0}
endowed with the norm (and corresponding inner product) given by
‖(u, v, w, u˜, v˜)‖2X = ‖u′‖2L2 + ‖v‖2L2 + ‖w‖2L2 + ‖u˜′‖2L2 + ‖v˜‖2L2
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which is non-degenerate because the fundamental theorem of calculus ap-
plied in conjunction with the boundary conditions u(0) = u˜(3) = 0 implies
that ‖u‖L2 . ‖u‖L2 and ‖u˜‖L2 . ‖u˜′‖L2 . Here and in the rest of the ar-
ticle, the intervals for function spaces appearing as subscripts will often be
omitted if they are clear from the context. Let
X1 = X ∩ [H2(0, 1) ×H1(0, 1) ×H2(1, 2) ×H2(2, 3) ×H1(2, 3)]
and define the operatorA onX by Ax = (v, u′′, w′′, v˜, u˜′′) for x = (u, v, w, u˜, v˜)
in the domain
D(A) = {(u, v, w, u˜, v˜) ∈ X1 : v(0) = v˜(3) = 0, u′(1) = w′(1),
v(1) = w(1), u˜′(2) = w′(2), v˜(2) = w(2)}.
Lemma 2.1. The following hold:
(i) A is closed;
(ii) A is densely defined;
(iii) A is dissipative;
(iv) 1−A is surjective.
Proof. (i) Let xn = (un, vn, wn, u˜n, v˜n) ∈ D(A) be such that
xn → x = (u, v, w, u˜, v˜), Axn = (vn, u′′n, w′′n, v˜n, u˜′′n)→ y = (f, g, h, f˜ , g˜)
in X. Then un converges to u in H
1(0, 1) and u′′n converges to g in L2(0, 1).
Hence
(2.1)
∫
uϕ′′ = lim
n→∞
∫
unϕ
′′ = lim
n→∞
∫
u′′nϕ =
∫
gϕ, ϕ ∈ C∞c (0, 1),
where the integral is taken over ((0, 1), dξ) so that u ∈ H2(0, 1) and u′′ = g.
As vn converges to both v and f in L
2(0, 1), v = f . In particular, v ∈
H1(0, 1). The same argument shows that u˜ ∈ H2(2, 3) with u˜′′ = g˜ and
v˜ = f˜ ∈ H1(2, 3).
Next, wn converges to w and w
′′
n to h in L
2(1, 2). Standard Sobolev theory
(see for example [7, Page 217]) ensures the existence of a constant C such
that
‖ψ′‖L2(1,2) ≤ ‖ψ′′‖L2(1,2) + C‖ψ‖L2(1,2) ψ ∈ H2(1, 2).
Hence, the sequence w′n is Cauchy and converges to some H in L2(1, 2).
Using similar reasoning to that in (2.1), we see that w ∈ H2(1, 2) with
w′ = H and w′′ = h.
To check that the coupling conditions for x to be in the domain D(A) are
satisfied, it is enough to pass to a subsequence xnk that converges pointwise
a.e. and note the continuity of u′, v, w′, w, u˜′, v˜. It follows that Ax = y.
(ii) Consider the subspace X1 equipped with the X norm, which is dense
in X. The linear functional φ1 : x = (u, v, w, u˜, v˜) 7→ v(0) is unbounded on
X1, and hence
X2 = Kerφ1 = {(u, v, w, u˜, v˜) ∈ X1 : v(0) = 0}
is dense in X1. Similarly,
X3 = Kerφ2 = {(u, v, w, u˜, v˜) ∈ X2 : v(1) = w(1)}
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is dense in X2 where φ2 is the unbounded linear functional on X2 defined
by x 7→ v(1)−w(1). Again, by considering the unbounded linear functional
φ3 : x 7→ u′(1)− w′(1) on X3, we see that
X4 = Kerφ3 = {(u, v, w, u˜, v˜) ∈ X3 : u′(1) = w′(1)}
is dense in X3. The same argument can be repeated for the coupling and
boundary conditions for w, u˜, and v˜ to produce a decreasing finite chain of
subspaces
X ⊃ X1 ⊃ X2 ⊃ ... ⊃ D(A),
where each subspace is dense in the preceding one under the X norm. Hence
A is densely defined.
(iii) Let x ∈ D(A). Assuming the appropriate intervals over which to
take the L2 inner products, we have, through integration by parts and the
coupling and boundary conditions,
〈Ax, x〉 = 〈v′, u′〉L2 + 〈u′′, v〉L2 + 〈w′′, w〉L2 + 〈v˜′, u˜′〉L2 + 〈u˜′′, v˜〉L2
= −〈u′′, v〉L2 + 〈u′′, v〉L2 − 〈w′, w′〉L2 − 〈u˜′′, v˜〉L2 + 〈u˜′′, v˜〉L2 .
Hence
Re 〈Ax, x〉 = −‖w′‖2L2 ≤ 0,
showing that A is dissipative.
(iv) Though in the setting of this lemma, we only need to work with 1−A,
we perform a procedure here with λ−A for general λ 6= 0 in order to avoid
repetition that otherwise would be inevitable in later sections. Note that we
are closely following the proof of [4, Theorem 3.1].
Let x = (u, v, w, u˜, v˜) and y = (f, g, h, f˜ , g˜) be in X. Then the equation
(λ − A)x = y can be rewritten as the following system of boundary value
problems:
u′′ = λ2u− λf − g, ξ ∈ (0, 1),(2.2a)
v = λu− f, ξ ∈ (0, 1),(2.2b)
w′′ = λw − h, ξ ∈ (1, 2),(2.2c)
u˜′′ = λ2u˜− λf˜ − g˜, ξ ∈ (2, 3),(2.2d)
v˜ = λu˜− f˜ , ξ ∈ (2, 3),(2.2e)
u(0) = v(0) = 0, v(1) = w(1), u′(1) = w′(1),(2.2f)
u˜(3) = v˜(3) = 0, v˜(2) = w(2), u˜′(2) = w′(2).(2.2g)
Let
Uλ(ξ) =
1
λ
∫ ξ
0
sinh(λ(ξ − r))(λf(r) + g(r)) dr, ξ ∈ [0, 1],
which has derivative
U ′λ(ξ) =
∫ ξ
0
cosh(λ(ξ − r))(λf(r) + g(r)) dr, ξ ∈ [0, 1].
The differential equation (2.2a) with the boundary condition u(0) = 0 has
the general solution
(2.3) u(ξ) = a(λ) sinh(λξ)− Uλ(ξ), ξ ∈ [0, 1],
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where a(λ) ∈ C is a parameter free to be varied. In particular,
(2.4) u′(ξ) = λa(λ) cosh(λξ)− U ′λ(ξ), ξ ∈ [0, 1].
. Clearly u ∈ H2(0, 1) and hence v ∈ H1(0, 1) with v(0) = λu(0)− f(0) = 0.
Similarly, the general solution of (2.2d) with boundary condition u˜(3) = 0
can be written as
(2.5) u˜(ξ) = a˜(λ) sinh(λ(3− ξ)) + U˜λ(ξ), ξ ∈ [2, 3],
where a˜(λ) ∈ C can be varied freely and
U˜λ(ξ) =
1
λ
∫ 3
ξ
sinh(λ(r − ξ))(λf˜(r) + g˜(r)) dr, ξ ∈ [2, 3].
Thus
(2.6) u˜′(ξ) = −λa˜(λ) cosh(λ(3− ξ)) + U˜ ′λ(ξ), ξ ∈ [2, 3],
where
U˜ ′λ(ξ) = −
∫ 3
ξ
cosh(λ(r − ξ))(λf˜(r) + g˜(r)) dr, ξ ∈ [2, 3].
Again, it follows that u˜ ∈ H2(2, 3) and v˜ ∈ H1(2, 3) with v˜(3) = 0.
In the same spirit, let
Wλ(ξ) =
1√
λ
∫ ξ
1
sinh(
√
λ(ξ − r))h(r) dr, ξ ∈ [1, 2],
which has derivative
W ′λ(ξ) =
∫ ξ
1
cosh(
√
λ(ξ − r))h(r) dr, ξ ∈ [1, 2].
The general solution of (2.2c) can then be written as
(2.7) w(ξ) = b(λ) cosh(
√
λ(ξ−1))+c(λ) sinh(
√
λ(ξ−1))−Wλ(ξ), ξ ∈ [1, 2],
where b(λ), c(λ) ∈ C are free parameters and in particular,
(2.8)
w′(ξ) =
√
λb(λ) sinh(
√
λ(ξ−1))+
√
λc(λ) cosh(
√
λ(ξ−1))−W ′λ(ξ), ξ ∈ [1, 2].
It remains to choose specific constants a(λ), b(λ), c(λ) and a˜(λ) in order
to satisfy the coupling conditions. Using (2.3) and (2.7), the requirement
λu(1)− f(1) = v(1) = w(1) holds if and only if
λa(λ) sinh(λ)− b(λ) = λUλ(1) + f(1).
Likewise, the conditions u′(1) = w′(1), λu˜(2) − f˜(2) = w(2), and u˜′(2) =
w′(2) are equivalent to
λa(λ) cosh(λ)−
√
λc(λ) = U ′λ(1),
λa˜(λ) sinh(λ)− b(λ) cosh(
√
λ)− c(λ) sinh(
√
λ) = −λU˜λ(2) + f˜(2)−Wλ(2),
and
−λa˜(λ) cosh(λ)−
√
λb(λ) sinh(
√
λ)−
√
λc(λ) cosh(
√
λ) = −U˜ ′λ(2)−W ′λ(2)
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respectively. These four equations can be written in matrix form as
(2.9) Mλ ·


a(λ)
b(λ)
c(λ)
a˜(λ)

 = b,
where
(2.10) Mλ =


λ sinh(λ) −1 0 0
λ cosh(λ) 0 −√λ 0
0 − cosh(√λ) − sinh(√λ) λ sinh(λ)
0
√
λ sinh(
√
λ)
√
λ cosh(
√
λ) λ cosh(λ)


and
(2.11) b =


λUλ(1) + f(1)
U ′λ(1)
−λU˜λ(2) + f˜(2)−Wλ(2)
U˜ ′λ(2) +W
′
λ(2)

 .
Thus, (2.9) has a solution for any given y = (f, g, h, f˜ , g˜) in X if and only if
detMλ = −λ2[2
√
λ cosh(
√
λ) cosh(λ) sinh(λ)+sinh(
√
λ)(λ sinh2(λ)+cosh2(λ))]
is non-zero. For λ = 1,
detM1 = − sinh(1)[4 cosh2(1) − 1] 6= 0,
proving (4). 
All the dirty work has now been done (ahead of time). The following the-
orem follows immediately from Lemma 2.1 and the Lumer-Phillips theorem.
Theorem 2.2. A generates a contractive C0-semigroup T (t) on X.
2.2. Spectrum of the Generator. From Theorem 2.2 and the Hille-Yosida
theorem, we know that σ(A) is contained in the closed left half-plane. How-
ever, we can say more about the spectrum.
Theorem 2.3. The spectrum of A consists of isolated eigenvalues and is
given by
σ(A) = {λ ∈ C− : detMλ = 0}.
In particular, σ(A) ∩ iR = ∅.
We will need the following lemma in order to prove the theorem above.
Lemma 2.4. If λ ∈ ρ(A), then R(λ,A) is a compact operator.
Proof. Let λ ∈ ρ(A). Then λ−A is a bijective bounded (and in particular,
closed) linear map from D(A) endowed with the graph norm onto X. Hence
the inverse map R(λ,A) maps X isomorphically onto (D(A), ‖·‖D(A)). Since
‖(u, v, w, u˜, v˜)‖D(A) = ‖(u, v, w, u˜, v˜)‖X + ‖(v, u′′, w′′, v˜, u˜′′)‖X
. ‖u′‖L2 + ‖v‖L2 + ‖w‖L2 + ‖u˜′‖L2 + ‖v˜‖L2
+ ‖v′‖L2 + ‖u′′‖L2 + ‖w′′‖L2 + ‖v˜′‖L2 + ‖u˜′′‖L2 ,
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it follows that (D(A), ‖ · ‖D(A)) embeds continuously into
H2(0, 1) ×H1(0, 1) ×H2(1, 2) ×H2(2, 3) ×H1(2, 3)
endowed with its natural norm (see [7, Page 217]). This space in turn
embeds compactly into X by the Rellich-Kondrachov theorem of Sobolev
theory. Stringing together these embeddings, R(λ,A) is a compact operator
on X. 
Proof of Theorem 2.3. We first show that not only is λ − A surjective as
shown in Lemma 2.1 whenever detMλ 6= 0, it is also injective. Indeed,
suppose (λ−A)x = 0. Then, x is obtained in the same way as in the proof
of Lemma 2.1(4) with b = 0 in (2.9). As detMλ 6= 0, we get that x = 0.
Hence λ − A is closed and bijective, so has bounded inverse by the closed
graph theorem. In particular, 1 ∈ ρ(A) and so the resolvent is non-empty.
The spectral theorem for compact operators used in conjunction with
Lemma 2.4 implies that the spectrum of R(1, A) consists only of eigenvalues
of finite multiplicity with the only possible accumulation point being the
origin. By the spectral mapping theorem for the resolvent,
σ(A) = {1− ν−1 : ν ∈ σ(R(1, A)) \ {0}}
and furthermore, a simple calculation shows that if ν is an eigenvalue of
R(1, A), then 1 − ν−1 is an eigenvalue of A. Hence σ(A) consists only of
eigenvalues of finite multiplicity with the only possible accumulation point
being at infinity. Thus, λ ∈ σ(A) if and only if detMλ = 0.
To show the final statement, suppose that s ∈ R with s 6= 0 and that
x = (u, v, w, u˜, v˜) ∈ Ker(is−A). From the proof of Lemma 2.1(3), we have
(2.12) 0 = Re 〈(is−A)x, x〉 = −Re 〈Ax, x〉 = ‖w′‖L2 .
Thus w = (is)−1(w′)′ = 0. As in the proof for Lemma 2.1(4), we have
u(ξ) = a(is) sinh(isξ), v(ξ) = is u(ξ), ξ ∈ [0, 1].
The coupling conditions imply that u′(1) = v(1) = 0. Thus,
is a(is) cosh(is) = is a(is) sinh(is) = 0,
implying that a(is) = 0. Similarly, a˜(is) = 0 so that x = 0.
Consider now the case s = 0. Rewriting Ax = 0 into component differen-
tial equations, we get that u′′ = 0 and v = 0 as well as w = 0′ as in (2.12).
As u′(1) = w′(1) and u′ is constant, u′ = 0 and hence u(0) = 0 implies that
u = 0. Similarly, v(1) = 0 implies that w = 0. The same is true for u˜ and
v˜. It follows that σ(A) ∩ iR = ∅. 
3. Resolvent Estimates
We turn now to obtaining an upper bound on the growth of ‖R(is,A)‖ as
|s| → ∞ which will allow us to deduce a quantitative estimate on the rate
of energy decay in the next section.
Theorem 3.1. We have ‖R(is,A)‖ = O(|s|1/2) as |s| → ∞.
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To prove this theorem, we will need explicit forms for the a(λ), b(λ), c(λ), a˜(λ)
found in the proof of Lemma 2.1(4) for the case where λ = is and to this
end, we invert Mλ to get that
(3.1) (detMλ)
−1CTb =


a(λ)
b(λ)
c(λ)
a˜(λ)

 ,
where C is the cofactor matrix of Mλ. First, we rewrite detMλ and define
two terms which are ubiquitous in this section:
detMλ = −λ2[2
√
λ cosh(
√
λ) cosh(λ) sinh(λ) + sinh(
√
λ)(λ sinh2(λ) + cosh2(λ)]
=
λ2
2
[−e
√
λ(λ sinh2(λ) + 2
√
λ cosh(λ) sinh(λ) + cosh2(λ))
+ e−
√
λ(λ sinh2(λ)− 2
√
λ cosh(λ) sinh(λ) + cosh2(λ))]
= λ2[−e
√
λT 2+(λ) + e
−√λT 2−(λ)],
where
T+(λ) =
1
2
[cosh(λ) +
√
λ sinh(λ)], T−(λ) =
1
2
[cosh(λ)−
√
λ sinh(λ)].
The functions T+ and T− are useful because they obey convenient lower
bounds on the one hand, and appear many times in the entries of C = {cij}i,j
on the other hand. As an example of this, c11 is explicitly computed and
stated here:
c11 = −λ3/2[cosh(
√
λ) cosh(λ) +
√
λ sinh(
√
λ) sinh(λ)]
= −λ3/2[e
√
λT+(λ) + e
−√λT−(λ)].
The expressions for the other entries can be found in the appendix.
We will also need the following two lemmas, the first of which is proved
in [4, Lemma 3.3] (over the interval [−1, 0] rather than [0, 1] or [2, 3] as we
have here).
Lemma 3.2. There exists a constant C ≥ 0 such that, for all f ∈ H1(0, 1), g ∈
L2(0, 1), f˜ ∈ H1(2, 3), g˜ ∈ L2(2, 3), and λ ∈ iR,∣∣∣∣
∫ ξ
0
sinh(λ(ξ − r))(λf(r) + g(r))dr
∣∣∣∣ ≤ C‖f‖H1 + ‖g‖L2 , ξ ∈ [0, 1],∣∣∣∣
∫ ξ
0
cosh(λ(ξ − r))(λf(r) + g(r))dr
∣∣∣∣ ≤ C‖f‖H1 + ‖g‖L2 , ξ ∈ [0, 1],∣∣∣∣
∫ 3
ξ
sinh(λ(r − ξ))(λf˜(r) + g˜(r))dr
∣∣∣∣ ≤ C‖f˜‖H1 + ‖g˜‖L2 , ξ ∈ [2, 3],∣∣∣∣
∫ 3
ξ
cosh(λ(r − ξ))(λf˜(r) + g˜(r))dr
∣∣∣∣ ≤ C‖f˜‖H1 + ‖g˜‖L2 , ξ ∈ [2, 3].
Lemma 3.3. For λ ∈ iR with |λ| ≥
(
1√
2
+ 1
)2
, we have
|T+(λ)|, | T−(λ)| ≥ 1/4.
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Proof. We prove this for T+(λ) where λ = is with s ∈ R and note that
2T+(is) = cos(s) + i
√
is sin(s). Explicit calculation yields
4|T+(λ)|2 =
∣∣∣∣ 1√is(
√
is cos(s)− s sin(s))
∣∣∣∣
2
=
1
|s|

 |s|
2
cos2(s) +
(√
|s|
2
cos(s)− s sin(s)
)2 ,
as Re
√
λ ≥ 0 for all λ ∈ C since we have taken the branch cut of the square
root along the negative real axis. In the case where cos2(s) ≥ 1/2, it follows
that 4|T+(λ)|2 ≥ 1/4. However, if cos2(s) < 1/2, then | sin(s)|2 ≥ 1/2, so
that
2|T+(λ)| ≥ |i
√
is sin(s)| − | cos(s)| ≥
√
|s|
2
− 1√
2
≥ 1
2
whenever |λ| = |s| ≥
(
1√
2
+ 1
)2
. The case for T−(λ) is similar. 
Proof of Theorem 3.1. Let λ = is for s ∈ R and let y = (f, g, h, f˜ , g˜) ∈ Z,
further defining x = (u, v, w, u˜, v˜) ∈ D(A) by x = R(λ,A)y. As v = λu − f
and v˜ = λu˜, we have that
‖x‖ . ‖λu‖L2 + ‖f‖L2 + ‖u′‖L2 + ‖w‖L2 + ‖λu˜‖L2 + ‖f˜‖L2 + ‖u˜′‖L2 .
Thus the result will follow once we have established that each of the sum-
mands in the above equation are bounded by C
√|λ|‖y‖ for |s| ≥ N , where
C,N > 0 are constants independent of y.
Consider u given by (2.3). By Lemma 3.2, it is enough to consider |λa(λ)|
in order to estimate ‖λu‖L2 and ‖u′‖L2 . Now
(3.2) λa(λ) =
λ
detMλ
(c11b1 + c21b2 + c31b3 + c41b4)
where bi are the components of the vector b in (2.9). We consider each of
these terms. Note that by lemma 3.2, the only terms in the components of
b that are not automatically bounded by some constant multiple of ‖y‖ are
Wλ(2) and W
′
λ(2). Looking at the first term in (3.2),
∣∣∣∣ λdetMλ c11
∣∣∣∣ =√|λ|
∣∣∣∣∣ e
√
λT+(λ) + e
−
√
λT−(λ)
−e
√
λT+(λ)2 + e−
√
λT−(λ)2
∣∣∣∣∣ .
√
|λ||T+(λ)|−1 .
√
|λ|,
since Re
√
λ > 0 for λ =∈ iR \ {0} as before, so that e
√
λ dominates e−
√
λ.
Thus, ∣∣∣∣ λdetMλ c11b1
∣∣∣∣ .√|λ|‖y‖,
where the implicit constant is independent of λ and y.
Likewise, ∣∣∣∣ λdetMλ c21
∣∣∣∣ =
∣∣∣∣∣ e
√
λT+(λ)− e−
√
λT−(λ)
−e
√
λT+(λ)2 + e−
√
λT−(λ)2
∣∣∣∣∣ . 1,
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so that ∣∣∣∣ λdetMλ c21b2
∣∣∣∣ . ‖y‖.
Noting that | cosh(λ)|, | sinh(λ)| ≤ 1, a similar argument shows that the
remaining terms in (3.2) that do not includeWλ(2) andWλ(2)
′ are bounded
by a constant times
√|λ|‖y‖. Consider now∣∣∣∣ λdetMλ c31Wλ(2)
∣∣∣∣ ≤
∫ 2
1
∣∣∣∣∣ sinh(
√
λ(2− r))h(r)
−e
√
λT+(λ)2 + e−
√
λT−(λ)2
∣∣∣∣∣ dr
≤ 1
2
∫ 2
1
∣∣∣∣∣ e
√
λ(2−r) − e−
√
λ(2−r)
−e
√
λT+(λ)2 + e−
√
λT−(λ)2
∣∣∣∣∣ |h(r)|dr
. |T+(λ)|−2‖h‖L2 . ‖h‖L2
where the inequality in the final line is justified as before noting that 2−r ∈
[0, 1]. Similarly, ∣∣∣∣ λdetMλ c41W ′λ(2)
∣∣∣∣ .√|λ|‖h‖L2 .
These inequalities combined with (3.2) imply that
|λa(λ)| .
√
|λ|‖y‖ (|λ| ≥ N)
for some constant N > 0 independent of y and in particular,
‖λu‖L2 , ‖u′‖L2 . ‖y‖ (|λ| ≥ N).
The same arguments show that this also holds for ‖λu˜‖L2 and ‖u˜′‖L2 .
We must now estimate w given by (2.7), noting that
b(λ) =
1
detMλ
(c12b1 + c22b2 + c32b2 + c42b4)
and
c(λ) =
1
detMλ
(c13b1 + c23b2 + c33b2 + c43b4).
The trick to estimating w is to group the terms together in a specific way.
As before, the only terms in the components of b which are not bounded by
‖y‖ are Wλ(2) and W ′λ(2). Hence it is enough to estimate the moduli of
w1(ξ) =
1
detMλ
[c12 cosh(
√
λ(ξ − 1)) + c13 sinh(
√
λ(ξ − 1))],
w2(ξ) =
1
detMλ
[c22 cosh(
√
λ(ξ − 1)) + c23 sinh(
√
λ(ξ − 1))],
w3(ξ) =
1
detMλ
[c32 cosh(
√
λ(ξ − 1)) + c33 sinh(
√
λ(ξ − 1))],
ω4(ξ) =
1
detMλ
[c42 cosh(
√
λ(ξ − 1)) + c43 sinh(
√
λ(ξ − 1))],
and
w5(ξ) =
1
detMλ
[(− c32Wλ(2) + c42W ′λ(2)) cosh(√λ(ξ − 1))
+
(− c33Wλ(2) + c43W ′λ(2)) sinh(√λ(ξ − 1))− detMλWλ(ξ)],
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where ξ ∈ [1, 2], since the sum of the wi is equal to the w after removing the
terms of b that do not include Wλ(2) and W
′
λ(2). These removed terms can
be shown to obey the desired estimates using the previous method.
Plugging in the appropriate values gives
w1 =
λ2 cosh(λ)
detMλ
[
e
√
λT+(λ)
(
cosh(
√
λ(ξ − 1))− sinh(
√
λ(ξ − 1)))
− e−
√
λT−(λ)
(
cosh(
√
λ(ξ − 1)) + sinh(
√
λ(ξ − 1)))]
=
λ2 cosh(λ)
detMλ
(
e
√
λT+(λ)e
−
√
λ(ξ−1) − e−
√
λT−(λ)e
√
λ(ξ−1)
)
= cosh(λ)
e
√
λ(2−ξ)T+(λ)− e−
√
λ(2−ξ)T−(λ)
−e
√
λT+(λ)2 + e−
√
λT−(λ)2
.
Since 2− ξ ∈ [0, 1], as in the case for u,
|w1(ξ)| . |T±(λ)|−1 . 1,
where the sign of ± is determined by that of s and the growth bound is
independent of ξ. Likewise, |w2(ξ)| . 1 with the bound independent of ξ.
Next we have that
w3 = coshλ
√
λ sinh(λ) cosh(
√
λ(ξ − 1)) + cosh(λ) sinh(√λ(ξ − 1))
−e
√
λT+(λ)2 + e−
√
λT−(λ)2
= cosh(λ)
e
√
λ(ξ−1)T+(λ)− e−
√
λ(ξ−1)T−(λ)
−e
√
λT+(λ)2 + e−
√
λT−(λ)2
.
Since ξ−1 ∈ [0, 1], the previous argument again shows that |w3(ξ)| . 1 with
the bound independent of ξ. The same holds for w4. Thus, it remains to
estimate w5 and after some simple manipulation, we can rewrite this as
(3.3)
w5 =
λ2
detMλ
[
cosh2(λ)√
λ
Ω1(ξ) +
√
λ sinh2(λ)Ω2(ξ) + cosh(λ) sinh(λ)Ω3(ξ)
]
,
where
Ω1(ξ) = −
∫ 2
1
sinh(
√
λ(2− r)) sinh(
√
λ(ξ − 1))h(r) dr
+
∫ ξ
1
sinh(
√
λ(ξ − 1)) sinh(
√
λ)h(r) dr
=
1
2
[
−
∫ 2
ξ
cosh(
√
λ(1 + ξ − r))h(r) dr
+
∫ 2
1
cosh(
√
λ(3− ξ − r))h(r) dr
−
∫ ξ
1
cosh(
√
λ(ξ − r − 1))h(r) dr
]
,
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with the second equality following from the use of identities such as
2 sinh(
√
λ(2− r)) sinh(
√
λ(ξ − 1))
= cosh(
√
λ(2− r) +
√
λ(ξ − 1))
− cosh(
√
λ(2− r)−
√
λ(ξ − 1)),
Ω2(ξ) = −
∫ 2
1
cosh(
√
λ(2− r)) cosh(
√
λ(ξ − 1))h(r) dr
+
∫ ξ
1
sinh(
√
λ(ξ − r)) sinh(
√
λ)h(r) dr
= −1
2
[ ∫ 2
ξ
cosh(
√
λ(1 + ξ − r))h(r) dr
+
∫ 2
1
cosh(
√
λ(3− ξ − r))h(r) dr
+
∫ ξ
1
cosh(
√
λ(ξ − r − 1))h(r) dr
]
,
and
Ω3(ξ) = 2
∫ ξ
1
sinh(
√
λ(ξ − r)) cosh(
√
λ)h(r) dr
−
∫ 2
1
sinh(
√
λ(2− r)) cosh(
√
λ(ξ − 1))h(r) dr
−
∫ 2
1
cosh(
√
λ(2− r)) sinh(
√
λ(ξ − 1))h(r) dr
= −
∫ ξ
1
sinh(
√
λ(1− ξ + r))h(r) dr −
∫ 2
ξ
sinh(
√
λ(1 + ξ − r))h(r) dr.
Note that for ξ ∈ [1, 2], |1+ξ−r| ≤ 1 whenever r ∈ [ξ, 2], and |3−ξ−r| ≤ 1
whenever r ∈ [1, 2], and |ξ − r − 1| ≤ 1 whenever r ∈ [1, ξ]. Thus by pulling
the factor of
( − e√λT+(λ)2 + e−√λT−(λ)2)−1 into the integrand of Ω1, we
see that ∣∣∣∣ λ2detMλ
cosh2(λ)√
λ
Ω1(ξ)
∣∣∣∣ . 1√λ‖h‖L2 .
Arguing similarly for Ω2 and Ω3, we get from (3.3) that
|w5| .
(
1√|λ| +
√
|λ|+ 1
)
‖h‖L2 .
√
|λ|‖h‖L2 ,
with the implicit constant independent of ξ. It follows that
‖w‖L2 . ‖y‖, |λ| ≥ N,
for some constant N > 0 independent of y and, in particular,
‖x‖ . |λ|1/2‖y‖,
with the implicit constant independent of the specific y and x. 
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4. Optimal Energy Decay for Classical Solutions
For the reader’s convenience, we state below the version of the Borichev-
Tomilov theorem used in [4].
Theorem 4.1 ([4, Theorem 4.1]). Let (T (t))t≥0 be a bounded C0-semigroup
on a Hilbert space X with generator A such that σ(A) ∩ iR = ∅. Then for
any α > 0, the following are equivalent:
(i) ‖R(is,A)‖ = O(|s|α) as |s| → ∞;
(ii) ‖T (t)A−1‖ = O(t−1/α) as t→∞;
(iii) ‖T (t)x‖ = o(t−1/α) as t→∞ for all x ∈ D(A).
Using the abstract but powerful tool above, we can convert the resolvent
estimate in Theorem 3.1 into a rate of energy decay of classical solutions of
(1.2), deriving the main result of the article. The rate itself will follow easily
from Theorem 4.1 as we shall soon see, but optimality will require a little
more work.
Theorem 4.2. If x ∈ D(A), then Ex(t) = o(t−4) as t → ∞. Moreover,
this rate is optimal in the sense that, given any positive function r satisfying
r(t) = o(t−4) as t→∞, there exists x ∈ D(A) such that Ex(t) 6= o(r(t)) as
t→∞.
Before we begin the proof, we state the following summary proposition
needed to show optimality. What is stated below is more or less a collection
of results from [4].
Proposition 4.3. Let B be the generator of the C0-semigroup S(t) on the
Hilbert space
Z∗ = {(u, v, w) ∈ H1(0, 1) × L2(0, 1) × L2(1, 3/2) : u(0) = 0}
that solves the following well-posed problem:
(4.1)


utt(ξ, t) = uξξ(ξ, t), ξ ∈ (0, 1), t > 0,
wt(ξ, t) = wξξ(ξ, t), ξ ∈ (1, 3/2), t > 0,
u(0, t) = w(3/2, t) = 0, t > 0,
ut(1, t) = w(1, t), uξ(1, t) = wξ(1, t), t > 0,
u(ξ, 0) = u(ξ), ut(ξ, 0) = v(ξ), ξ ∈ (0, 1),
w(ξ, 0) = w(ξ), ξ ∈ (1, 3/2).
Then
(4.2) lim sup
|s|→∞
|s|−1/2‖R(is,B)‖ > 0.
In particular, for any positive function r satisfying r = o(t−4) as t → ∞,
there exists
x∗ ∈ D(B) = {(u, v, w) ∈ H2(0, 1) ×H1(0, 1) ×H2(1, 3/2)
: u(0) = v(0) = w(3/2) = 0,
v(1) = w(1), u′(1) = w′(1)}
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such that
Ex∗(t) =
∫ 1
0
|u′(ξ, t)|2 + |v(ξ, t)|2 dξ +
∫ 3/2
1
|w(ξ, t)|2 dξ 6= o(r(t))
as t→∞.
Proof. After a rescaling of the heat component by a factor of 2, this is the
same problem as what is studied in [4, Section 5], namely the coupled wave-
heat equation that leads to the optimal resolvent bound in [4, Theorem 3.1],
but with Dirichlet wave condition. The problem is well-posed, therefore,
and the same resolvent estimates hold up to a constant and they remain
optimal in the sense of (4.2). This is again proved in the same exact way
as [4, Theorem 3.4] by using the argument found there based on Rouche´’s
theorem. Note that in this case, however, σ(B) ∩ iR = ∅.
The final part of the proposition follows from (4.2) and is proved along
the lines of [4, Remark 4(a)]. We flesh that remark out here. Assume for a
contradiction that there exists a positive function r satisfying r(t) = o(t−2)
as t → ∞ such that for all x ∈ D(B) ‖S(t)x‖ = o(r(t)). Without loss of
generality, r is non-increasing since we can replace r with r1(t) = supt≤τ r(τ)
which also satisfies r1(t) = o(t
−2) and ‖S(t)x‖ = o(r1(t)) for all x ∈ D(B).
Then for all y ∈ X, there exists a constant Cy such that
r(t)−1‖S(t)R(1, B)y‖ ≤ Cy, t ≥ 0.
Hence by the uniform boundedness principle, there exists C > 0 independent
of y such that
‖S(t)R(1, B)‖ ≤ Cr(t).
In particular, m(t) ≤ Cr(t) where m(t) = supt≤τ ‖S(τ)R(1, B)‖. By [3,
Proposition 1.3],
‖R(is,B)‖ . 1 +m−1∗
(
1
2(|s|+ 1)
)
, s ∈ R,
where m−1∗ is a right inverse of the function m, mapping (0,m(0)] onto
[0,∞). This contradicts (4.2) if |s|−1/2m−1∗
(
1
2(|s|+1)
)
→ 0 as |s| → ∞,
which we now show.
Notice first that because t2Cr(t) → 0 as t → ∞ and (Cr)−1∗ (|s|) → ∞
as |s| → 0, we have that (Cr)−1∗ (|s|)2|s| → 0 as |s| → 0, where (Cr)−1∗ is a
right inverse of the function Cr, mapping (0, Cr(0)] onto [0,∞).
Hence
(Cr)−1∗
(
1
2(|s| + 1)
)2 1
2(|s|+ 1) → 0
as |s| → ∞. But since m ≤ Cr and both functions are non-increasing, it
follows that m−1∗ ≤ (Cr)−1∗ on the interval (0,m(0)] and we are done. 
Remark 4.4. In the above proof, we can alternatively prove the simpler
optimality statement that
‖S(t)R(1, B)‖ ≥ ct−2, t ≥ 1,
for some constant c > 0 by combining [1, Theorem 4.4.14] with the fact that
the specific λ±n in [4, Theorem 3.4] are evenly spaced.
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We finally prove the decay rate in Theorem 4.2 using Theorem 4.1 as
promised and its optimality by showing that the system (4.1) is effectively
contained within (1.2).
Proof of Theorem 4.2. By Theorem 4.1, we have that
Ex(t) =
1
2
‖T (t)x‖2 = o(t−4)
as t→∞ for any x ∈ D(A) since Theorem 3.1 gives us the rate ‖R(is,A)‖ =
O(|s|1/2) as s→∞.
To show optimality, assume that there exists a positive function r satis-
fying r = o(t−4) as t → ∞. Proposition 4.3 produces an x∗ ∈ D(B) ⊂ Z∗
for which Ex∗(t) 6= o(r(t)) as t→∞. Define x˜ : [0, 3]→ C by
x˜(ξ) =
{
x∗(ξ), ξ ∈ [0, 3/2],
−x∗(3− ξ), ξ ∈ (3/2, 3],
and note that x˜ satisfies all the conditions necessary to be inD(A), including
the H2(1, 2) condition since on a symmetric interval around the only poten-
tially problematic point ξ = 3/2, the function x˜ is the negative reflection
of an H2 function around a point at which it is 0. Morever, the classical
solution to (1.2) of initial data x˜ is given by
x˜(ξ, t) =
{
x∗(ξ, t), ξ ∈ [0, 3/2], t > 0,
−x∗(3− ξ, t), ξ ∈ (3/2, 3], t > 0,
where x∗(ξ, t) is the classical solution to (4.1) for intial data x∗. It follows
that
Ex˜(t) = 2Ex∗(t) 6= o(r(t))
as t→∞. 
5. Possible Future Directions
In this final section, we pose and comment on a few questions about
possible future directions arising out of systems similar to that described by
(1.2). The last of these questions could potentially be very interesting and
not easily tractable.
Note, however, that the question likely to be asked first – what happens
when the Dirichlet conditions are replaced by Neumann conditions – is easily
answered. In this case, the semigroup is actually unbounded. The function
x(ξ, t) = (at, a, at) for any constant a 6= 0 solves the variant of (1.2) where
the fourth line is changed to ut(0, t) = u˜t(3, t) = 0 for the initial condition
(0, a, 0), which yields an unbounded orbit of the semigroup in this case.
That said, an alternative formulation involving a different state space can
be chosen for the Neumann problem, one that is more physically intuitive
and for which the same method as for the Dirichlet case can be applied to
obtain the same rate of decay. With that out of the way, we ask the following
natural two part question.
Open Question 5.1. (i) Does the rate of energy decay remain the same
up to a constant when extra wave and heat parts are added, for exam-
ple, in a wave-heat-wave-heat or a wave-heat-wave-heat-wave system?
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(ii) If the energy remains optimally bounded by Ct−4 for C dependent on
the particular system, can we find an explicit N -formula for the mul-
tiplicative constant CN bounding the energy of the system composed
of N wave-heat pairs all coupled together?
Our first reaction at the thought of answering this question is one of
horror, as the methods used in this article involved inverting a 4×4 matrix,
and a system composed of N wave-heat pairs would require the inversion of
a (4N−2)×(4N−2) matrix. Though we believe that the answer to the first
part of the above question is affirmative, the second part would require some
clever matrix tricks to avoid total carnage. It is notable, however, that the
matrices would have 0 entries everywhere, except off of a diagonal of width
at most four. So perhaps it is doable.
The idea of, perhaps inductively, obtaining a formula for CN as above
leads to the question of homogenisation, that is, the computation of a limit
equation. For N ∈ N and a given smooth function f , consider the following
system of mixed hyperbolic and elliptic type that was studied in [11]:
(5.1)

∂2t uN (ξ, t)− ∂2ξuN (ξ, t) = ∂tf(ξ, t), ξ ∈
⋃
j∈{1,...,N}
(
j − 1
N
,
2j − 1
2N
)
, t ∈ R,
uN (ξ, t)− ∂2ξuN (ξ, t) = f(ξ, t), ξ ∈
⋃
j∈{1,...,N}
(
2j − 1
2N
,
j
N
)
, t ∈ R,
∂ξuN (0, t) = ∂ξuN (1, t), t ∈ R,
subject to zero initial conditions and the requirement that the uN and their
derivatives are continuous. We use the notation ∂ for derivatives as in [11]
to avoid a mess involving the subscript N . Note that requiring conditions
of continuity at the junction points results in the coupling considered in [12]
rather than that of [4] and (1.2).
Waurick showed in [11] that asN →∞, the sequence of solutions (uN )N∈N
converges weakly in L2loc([0, 1] × R) to u, the solution to the limit equation
1
2
∂2t u(ξ, t) + ∂tu(ξ, t) +
1
2
u(ξ, t)− 2∂2ξu(ξ, t) = f(ξ, t) + ∂tf(ξ, t), t ∈ R,
subject to zero initial conditions and Neumann boundary on both ends.
Furthermore, he showed that this limit admitted exponentially stable so-
lutions in the sense of [10]. However, when the elliptic part, uN (ξ, t) −
∂2ξuN (ξ, t) = f(ξ, t), is replaced with the corresponding parabolic part,
∂tuN (ξ, t)− ∂2ξuN (ξ, t) = f(ξ, t), the limit equation becomes
1
2
∂2t u(ξ, t) + ∂tu(ξ, t)− 2∂2ξu(ξ, t) = f(ξ, t) + ∂tf(ξ, t), t ∈ R,
subject again to zero initial conditions and Neumann boundary. Crucially,
this limit equation is not exponentially stable, raising the following question.
Open Question 5.2. For the homogenised limit equation with mixed hy-
perbolic and parabolic parts as above, can the limit solution be posed and
solved by a non-uniformly stable semigroup?
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In [8], resolvent estimates of some kind are calculated in a way that de-
pends on N via the Gelfand transform, before a numerical analysis is con-
ducted. How this might somehow be converted to a resolvent estimate for
the limit problem itself remains an interesting unanswered question.
Appendix
Entries for the Cofactor Matrix C in Section 3.
c11 = −λ3/2[e
√
λT+(λ) + e
−
√
λT−(λ)],
c12 = λ
2 cosh(λ)(e
√
λT+ − e−
√
λT−),
c13 = −λ2 cosh(λ)[e
√
λT+(λ) + e
−
√
λT−(λ)],
c14 = λ
3/2 cosh(λ),
c21 = −λ[e
√
λT+(λ)− e−
√
λT−(λ)],
c22 = −λ2 sinh(λ)[e
√
λT+(λ)− e−
√
λT−(λ)],
c23 = λ
2 sinh(λ)[e
√
λT+(λ) + e
−
√
λT−(λ)],
c24 = −λ3/2 sinh(λ),
c31 = λ
3/2 cosh(λ),
c32 = λ
5/2 sinh(λ) cosh(λ)
c33 = λ
2 cosh2(λ),
c34 = −λ3/2[e
√
λT+(λ)e
−
√
λT−(λ)],
c41 = −λ3/2 sinh(λ),
c42 = −λ5/2 sinh2(λ),
c43 = −λ2 cosh(λ) sinh(λ),
c44 = −λ[e
√
λT+(λ)− e−
√
λT−(λ)].
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