Let (n; m; k) be the largest number 2 0; 1] such that any graph on n vertices with independence number at most m has a subgraph on k vertices with at least k 2 edges. Up to a constant multiplicative factor, we determine (n; m; k) for all n; m; k. For log n m = k n, our result gives (n; m; m) = ( log(n=m) m ), which was conjectured by Alon.
Introduction
All logarithms in this paper are assumed to be in base e. Let (G) denote the independence number of a graph G. Erd} os Er79] conjectured that every graph G on n vertices with (G) < b p nc contains a subgraph on b p nc vertices with at least c p n log n edges, where c > 0 is a constant independent of n. This conjecture was proved by Alon Al96] who further conjectured GS95] that, for log n m n, every graph G on n vertices with (G) < m contains a subgraph on m vertices with at least c m log(n=m) edges. Alon Al96] proved his conjecture for log n m C log n and for n " m n, where C; " > 0 are any two positive constants. Alon Al96] also proved that if his conjecture is true, then the bound c m log(n=m) in it is optimal up to a constant factor. In this paper, we prove Alon's conjecture by showing the following more general results.
Theorem 1 Let 2 k n and 2 m n=2. Let ( (n; m; k) = (f(n; m; k)) means that there are two positive constants c 1 ; c 2 > 0 such that c 1 f(n; m; k) (n; m; k) c 2 f(n; m; k) for all feasible n; m; k.)
Observation 2 Let 2 k n and n=2 m n. Let (n; m; k) be de ned as in Theorem 1.
Then (n; m; k) = minfn ? m; bk=2cg k 2
:
Theorem 1 and Observation 2 quantitatively express the fact that any graph with no dense subgraphs has a large independence number. Alon's conjecture indeed follows from them, since for m = k we get (n; m; m) = minf log(en=m) m ; 1g = log(n=m) m (if log n m n=2) or (n; m; m) = minfn?m;bm=2cg ( m 2 ) = n?m m 2 = log(n=m) m (if n=2 m n). Both the lower and the upper bounds on (n; m; k) are proved di erently for m k than for k m. In both cases (m k and k m), the lower bound is proved by \algorithmic" methods and the upper bound by probabilistic methods (using Alon's proof in the special case m = k).
Our result is closely related to Ramsey theory. Recall that the classical (o -diagonal) Ramsey number r(m; k) is de ned as the smallest number r such that, for any 2-coloring of edges of K r by red and blue, there is a subgraph (isomorphic to) K m all of whose edges are red or a subgraph K k all of whose edges are blue. One can ask how the number r(m; k) changes if in the latter case one requires only some fraction of edges in K k to be blue. More precisely, let n (m; k) be the smallest number n such that, for any 2-coloring of edges of K n n (m; k) ( k 2 c m ; for k m; k 2 c k log(em=k) ; for m k: We plan to study this question in a more general setting in a forthcoming paper.
Our proofs give relatively good constants of proportionality in Theorem 1. However, for the sake of simplicity, we do not try to optimize them.
Theorem 1 and Observation 2 might be also stated as results about densities of graphs.
The density of a graph G = (V; E) is the number jEj The random graph G n;p is de ned as a random graph on n labeled vertices obtained by picking each pair of vertices as an edge, randomly and independently, with probability p. Set p = 4 m ? 1 log(en=m):
As shown in Al96, Prop. 3.1] by a \brute-force" argument, if p 1 then the random graph G n;p satis es (G n;p ) < m with probability bigger than 1 2 . Consequently, the following lemma is the core of the proof of the upper bound in Theorem 1 for m k:
Lemma 4 For any n m k 2 such that p = 4 m?1 log(en=m) is not bigger than 1, the random graph G n;p has a subgraph on k vertices of density at least 8e 2 log(en=k) k log(em=k) with probability smaller than 1 2 . Lemma 4 gives the upper bound in Theorem 1 for m k and p = 4 m?1 log(en=m) 1 (indeed, in this case Lemma 4 and Alon's result mentioned above it show that the graph G n;p demonstrates the bound with positive probability). If m k and p > 1, then m < 4 log(en=m) + 1 5 log(en=k), and consequently log(en=k) k log(em=k) log(en=k) m > 1 5 . Thus, for m k and p > 1 Theorem 1 asserts that (n; m; k) = (1), and the upper bound in it is trivial in this case. It remains to prove Lemma 4.
In the proof of Lemma 4, we use the following estimate on binomial coe cients.
Lemma 5 If n k 1, then n k
Lemma 5 appears relatively often in the literature. We include its short proof for the sake of completeness.
Proof of Lemma 5. We x n and proceed by induction on k. For k = 1 the lemma trivially holds. Suppose now that k > 1 and that n k ? 1
. We will show (also by a \brute-force" argument) that the graph G = G n;p has a subgraph on k vertices with at least z edges with probability smaller than 1 2 . There are n k sets of k vertices of G. 3 The lower bound
The case m k
We now settle the most complicated case in the paper. The main idea (contained in Lemma 7(a) below) has some similarities with the ideas of R odl R o86] and Thomason Th87, Th88] leading to the currently asymptotically best upper bounds on the Ramsey o -diagonal numbers r(k; m). These ideas are described in a simple way in Ne95, pp. 1348-1349].
For 2 0; 1], m 1, k 1, we de ne a Ramsey-type number n (m; k) as the minimum number n such that any graph on n vertices with independence number at most m has a subgraph on k vertices of density at least . (The density of a graph with one vertex is assumed to be 1.)
Observation 6 If n (m; k) n, then (n; m; k) .
Hence, an upper bound on the function n gives a lower bound on the function . Here is the key lemma:
Lemma 7 Let 2 0; 1 2 ] and let 1 2 be an integer. Then which is again a contradiction. This completes the proof of (a).
(b) Let G be a graph on k 1 vertices with independence number at most 1 2 . By Tur an's theorem Tu54], the density of G is at least Proof. We x such that 1 2 is an integer, and proceed by induction on m + k. which is a desired lower bound in Theorem 1 for m k.
The case k m
Let k m. We rst suppose that k n e 3 . We may assume that k 4 (the case k 3 is trivial). For a contrary, suppose that G is a graph on n vertices with (G) m such that the density of any subgraph on k vertices is smaller than = 1 4 minf log(en=k) m ; 1g = minf log(en=k) 4m ; 1 4 g. By Observation 3, every subgraph of G on at least k vertices has density smaller than . We now nd m + 1 independent vertices v 1 ; : : :; v m+1 , which gives a contradiction to (G) m. We start with the graph G, and proceed inductively in m + 1 steps S 1 ; : : : ; S m+1 so that in step S i we choose a vertex v i of minimum degree in the current graph and remove it and all its neighbors from the graph. Let V i be the set of vertices which remain after step and the lower bound in Theorem 1 follows from Observation 3.
