The two-sample location problem is one of the fundamental problems encountered in Statistics. In many applications of Statistics, two-sample problems arise in such a way as to lead naturally to the formulations of the null hypothesis to the effect that the two samples come from identical populations. A class of nonparametric test statistics is proposed for two-sample location problem based on U-statistic with the kernel depending on a constant 'a' when the underlying distribution is symmetric. The optimal choice of 'a' for different underlying distributions is determined. An alternative expression for the class of test statistics is established. Pitman asymptotic relative efficiencies indicate that the proposed class of test statistics does well in comparison with many of the test statistics available in the literature. The small sample performance is also studied through Monte-Carlo Simulation technique.
Introduction
Let X 11 , X 12 , ..., X 1n 1 and X 21 , X 22 , ..., X 2n 2 be two independent random samples from absolutely continuous distributions with c.d.f's F(x) and F(x − ∆ ) respectively, where F(x) + F(−x) = 1 for all −∞ < x < ∞. Here ∆ is the location parameter. A popular nonparametric test for testing H 0 : ∆ = 0 versus H 1 : ∆ = 0 is the Wilcoxon-Mann-Whitney (W) [8] test. Besides, W-test, a number of distribution-free tests are available in the literature. Mathinsen [9] proposed a test for this problem based on the number of observations in X-sample not exceeding the median of Y-sample. Moods median (M) [10] test is particularly effective in detecting shift in location in distributions which are symmetric and heavy tailed. The Normal scores (NS)(refer Randles and Wolfe [12] ) test, Gastwirth's L and H [3] tests and the RS test due to Hogg, Fisher and Randles [4] are effective in detecting shift in normal distribution, shifts in moderately heavy tailed distributions and shifts in skewed distributions respectively . The SG test proposed by Shetty and Govindarajulu [13] takes care of two suspected outliers at the extremes of both the samples. Deshpande and Kochar [2] , Stephenson and Ghosh [15] Shetty and Bhat [14] are few other test procedures for this problem among others. The generalization of the test due to Deshpande and Kochar [2] is considered by Kumar, Singh and Ozturk [6] . Ahmad [1] proposed a generalization of Mann-Whitney test for this problem based on subsample extremes. Recently Pandit and Savitha kumari [11] proposed a class of tests for two sample location problem based on subsample quantiles. In this paper, we propose a class of distribution-free tests which are effective in detecting the shift in distributions that are symmetric.
The class of test statistics is proposed in section 2. An alternative expression for the proposed class is also given in section 2. Section 3 contains the distributional properties of the proposed class of test statistics. Section 4 is devoted to study the performance of the proposed class of tests in terms of Pitman asymptotic relative efficiencies(ARE) and empirical power. Section 5 contains some remarks and conclusions.
The proposed class of statistics
We propose a test based on the following U-statistic which is given by
The test based on U a rejects H 0 : ∆ = 0 against H 1 : ∆ = 0 when |U a | is too large. The test is distribution-free for all n, with null distribution depending on the choice of ′ a ′ .
Alternative expression for U a
Further,
and
where R + i j is the the rank of X i j in |X 11 | , |X 12 | , ..., |X 1n 1 | and |X 21 | , |X 22 | , ..., |X 2n 2 | and set
Similarly , we can set
Here W + (W − ) represent the signed-rank statistic corresponding to the number m(l) of positive (negative) X k j ′ s. Then, we can establish the following relation between U ′ a = n 1 n 2 U a , W + and n * as
so that
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Exact null distribution
The exact null distribution of U a can be enumerated in general by simply noting that , under H 0 , each combination of signed ranks ±1, ±2, ..., ±n yielding a value of U ′ a has probability 1 2 n , the total number of such combinations being 2 n . The c.d.f. of U ′ a can then be conveniently written using (1) for any given or predetermined value of 'a'. Thus the range of values of U ′ a is random and depends on the selected value of 'a'.
Distributional properties of U a
The mean of U a is given by
where
where ζ 0,0 = 0, ζ 1,0 = ζ 0,1 = 1 + 
Asymptotic Relative Efficiency and optimal value of 'a'
The asymptotic relative efficiency of U a with respect to two-sample t-test, T is given by 
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Empirical Powers
Monte Carlo simulation is carried out for finding the empirical powers of our test statistic U a * for three distributions namely, Normal, Uniform and Cauchy when n 1 = n 2 (= 8) and α(= 0.01, 0.05, 0.10) . Empirical power is the proportion of 10000 trials for which the test based on U a * rejects H 0 : ∆ = 0 versus H 1 : ∆ > 0 . In table 4 and 5, the empirical powers of U a * are presented. 
