Abstract. In this article we provide a new finite class of elements in any Coxeter system (W, S) called low elements. They are defined from Brink and Howlett's small roots, which are strongly linked to the automatic structure of (W, S). Our first main result is to show that they form a Garside shadow in (W, S), i.e., they contain S and are closed under join (for the right weak order) and by taking suffixes. These low elements are the key to prove that all finitely generated Artin-Tits groups have a finite Garside family. This result was announced in a note with P. Dehornoy in Comptes rendus mathématiques [9] in which the present article was referred to under the following working title: Monotonicity of dominance-depth on root systems and applications.
Introduction
In this article, we introduce and investigate the notion of a Garside shadow in a Coxeter system (W, S): a Garside shadow in (W, S) is a subset of W that contains S and closed under join (taken in the right weak order) and suffix. For instance W itself is a Garside shadow; see §2.2. The notion of Garside shadow is analogous to the notion of a Garside family in a monoid [7, 8] .
We prove the existence of a finite Garside shadow in every Coxeter group by introducing the notion of a low element in (W, S) and proving that the finite family of low elements is a Garside shadow.
An element in w ∈ W is low if its (left) inversion set N (w) -the set of positive roots that are sent to negative roots under w −1 -is the conic hull of some small roots; see §3 for a precise definition of these notions. Small roots were introduced by B. Brink and B. Howlett [6] in their work on the regularity of the language of The initial motivation for the paper was a question by P. Dehornoy in the context of the associated finitely generated Artin-Tits group G: is there a finite Garside family in G? Finite Garside families are important as they provide normal forms with nice properties and are potentially linked to the problem of decidability of the Word problem and the Conjugacy Problem in finitely generated Artin-Tits braid group; see [8, Questions 26 and 27] or [7] for more details. In particular, they provide an affirmative answer to the problem of decidability of the conjugacy problem in the Artin-Tits monoid. P. Dehornoy not only provided the initial translation of the problem in Artin-Tits braid groups into a problem about Coxeter groups, but he also provided many partial results, including examples in affine and right angled cases, which were essential for the work described here. Our Theorem 1.1 (and Corollary 1.2) answers Dehornoy's question in the positive. Indeed, σ is the canonical lifting of a Coxeter group W into the associated Artin-Tits monoid M , then A is a Garside shadow in (W, S) if, and only if, σ(A) is a Garside family in M ; see [9, §3] . Therefore, the smallest Garside family is the copy in M of the smallest Garside shadow in (W, S). Theorem 1.1, for which only a sketch of the proof was given in [9] , appears as [9, Theorem 1.2] .
The proof that the set of low elements is finite and closed under join is given in Proposition 3.26. The difficult part of the proof lies in the stability by taking suffixes of the set of low elements. In order to lift up this difficulty we proceed as follows in §4. On the one hand, we provide for a prefix w of w ∈ W a complete description involving the Bruhat order of the rays of the cone over the inversion set of w in function of the rays of the inversion set of w; see §4.3. On the other hand, we describe a fundamental property enjoyed by small roots and which is our second main result; the set of small root is bipodal, see Theorem 4.18. We conclude then the proof of Theorem 1.1 in §4. 5 .
Along the way, in §3.3, we discuss the question of the existence of an infinite filtration of W by finite Garside subsets of W called the n-low elements, which would provide, using the dictionary in [9] , an infinite filtration of bounded Garside families in Artin-Tits groups. More precisely, the set of positive roots may be ranked by the dominance order, which was introduced by B. Brink and B. Howlett together with small roots in [6] : for any positive root β there is a nonnegative integer n ∈ N such that β strictly dominates exactly n positive roots; we call n the dominance depth of β. Define the n-small roots to be those of dominance depth at most n; see §3.2. With this definition, the small roots are precisely the 0-small roots. X. Fu [20] and the first author (unpublished, see [19] ) show that the set of n-small roots is always finite for any n ∈ N. Extending the definition of low elements, we call n-low elements the elements in W whose left inversion sets are the conic hull of some n-small roots. We prove in Proposition 3.26 that the set of n-low elements is finite and closed under join (taken in the right weak order). We conjecture that they are also stable under suffix.
Conjecture 1.
If n ∈ N, the set of n-low elements is a finite Garside shadow in (W, S).
This conjecture would be true if, for instance, the set of n-low elements is bipodal (Conjecture 3): this is discussed in §5. We show that Conjecture 1 is true if (W, S) is finite, is a dihedral Coxeter system, is an affine Coxeter system (Theorem 4.17), if n = 0 (Theorem 1.1) or by the following last main result. Theorem 1.3. Let n ∈ N and assume S finite. Suppose that every entry of the Coxeter matrix of (W, S) is either 1, 2, 3 or ∞. Then the set of n-low elements of W is a finite Garside shadow in (W, S).
This theorem is restated as Theorem 5.1 and §5 is dedicated to its proof. There, we extend the root poset on positive roots (see [2, Chapter 4] ) to a weak order on the root system and define a Bruhat order on the root system, and study the paths in those orders in order to establish a criterion to prove bipodality involving only finite dihedral reflection subgroups of (W, S) (Proposition 5.4 and Corollary 5.6). The proof resolves a conjecture raised in [19] that the set of n-small roots is balanced for all n, which may be phrased as a monotonicity property of the dominance depth for positive roots in any maximal dihedral reflection subgroup. We prove that this monotonicity property fails in general for finite dihedral reflection subgroups but is true in a stronger form for infinite dihedral reflection subgroups. The key part of the argument applies to a more general family of length functions on positive roots, with both the standard depth on positive roots and the dominance depth on roots as special cases, to show they are monotonic non-decreasing in the Bruhat order on roots.
Weak order and Garside shadows
Fix (W, S) a Coxeter system with length function : W → N. The rank of W is the cardinality of S. The standard parabolic subgroup W I is the subgroup of W generated by I ⊆ S. It is well-known that (W I , I) is itself a Coxeter system and that the length function I : W I → N is the restriction of to W I . Moreover, W I is finite if and only if it contains a longest element, which is then unique, denoted by w •,I . In §2.5, we discuss more general facts about reflection subgroups for which standard parabolic subgroups are an instance. We refer the reader to [25, 2] for general definitions and properties of Coxeter groups.
2.1. Weak order and reduced words. We say that s 1 . . . s k (s i ∈ S) is a reduced word for w ∈ W if w = s 1 . . . s k and k = (w). For u, v, w ∈ W , we adopt the following terminology:
• w = uv is reduced if (w) = (u) + (v);
• u is a prefix of w if a reduced word for u is a prefix of a reduced word for w;
• v is a suffix of w if a reduced word for v is a suffix of a reduced word for w. Observe that if w = uv is reduced then the concatenation of any reduced word for u with any reduced word for v is a reduced word for w; so in this case u is a prefix of w and v is a suffix of w.
The (right) weak order is the order on W defined by u ≤ R v if u is a prefix of v. Since we only consider the right weak order in this article, we only use from now on the term weak order. The weak order gives a natural orientation of the Cayley graph of (W, S): we orient an edge w → ws if w ∈ W and s ∈ S such that w ≤ R ws. Moreover, Björner [1, Theorem 8] shows that the poset (W, ≤ R ) is a complete meet semilattice: for any A ⊆ W , there exists an infimum A ∈ W , also called the meet of A, see [2, Chapter 3] for more details. A subset X ⊆ W is bounded in W if there is g ∈ W such that x ≤ R g for any x ∈ X. Therefore any bounded subset X ⊆ W admits a least upper bound X called the join of X:
The example of the infinite dihedral group is illustrated in Figure 1 . When W is finite, any element w ∈ W is a prefix of the longest element w • . So in this case W itself is bounded and (W, ≤ R ) turns out to be a complete ortholattice, see for instance [2, Corollary 3.2.2].
2.2. Garside shadows. We are now able to discuss the notion of Garside shadows in a Coxeter system mentioned in the introduction.
(i) A is closed under join in the weak order: if X ⊆ A is bounded, then X ∈ A;
(ii) A is closed under suffix: if w ∈ A, then any suffix of w is also in A.
The definition of a Garside shadow extends naturally to the standard parabolic subgroup W I generated by I ⊆ S: a Garside shadow A of (W I , I) is a subset of W I containing I and verifying Conditions (i)-(ii) above. Moreover, since a bounded X is necessarily finite, Condition (i) above is equivalent to the following condition:
(i') if u, v ∈ A and u ∨ v exists then u ∨ v ∈ A.
Proposition 2.2.
(1) The intersection of a family of Garside shadows in (W, S) is a Garside shadow in (W, S). In particular, for any X ⊆ W there is a smallest Garside shadow Gar S (X) of (W, S) that contains X. (2) If I ⊆ S and X ⊆ W I , then Gar I (X) ⊆ Gar S (X). (3) If I ⊆ S is spherical, that is W I is finite, then Gar I (I) = W I is the unique Garside shadow in (W I , I).
Proof. The two first statements follow easily from Definition 2.1. For the third statement, observe first that, since the longest element w •,I of W I is the unique maximal length element, w •,I is the unique element of W I that has all s ∈ I as prefix. So I = w •,I and therefore w •,I ∈ Gar I (I) by Condition (i). Moreover it is well-known that any element of W I is prefix of w •,I . Hence W I ⊆ Gar I (I) by Condition (ii), which concludes the proof.
Example 2.3. Let W be the infinite dihedral group D ∞ generated by S = {s, t} with Coxeter graph:
Then S is not bounded, see Figure 1 . So the join of s and t does not exist. Since the identity e is a suffix of s and t we haveS = Gar S (S) = {e, s, t}.
Example 2.4. Let W be the universal Coxeter group generated by S; its Coxeter graph is the complete graph whose edges are labelled by ∞. Then any subset {s, t} ⊆ S of cardinality 2 generates a standard dihedral parabolic subgroup as in Example 2.3 and is therefore not bounded. SoS = Gar S (S) = S ∪ {e}. We do not know however if the notion of Garside shadows closure is stable by restriction: let I ⊆ S and X ⊆ W I , is it true that Gar I (X) = Gar S (X) ∩ W I ? This question has an affirmative answer for standard parabolic subgroups of rank 2.
2.3. Geometric representation and root system. We recall here useful facts on root systems and reflection subgroups that will be needed to give an interpretation for the join in the weak order in §2. 4 .
A Coxeter system can be seen as a discrete reflection subgroup in some quadratic space (V, B), where V is a real vector space endowed with a symmetric bilinear form B. The group of linear maps that preserves B is denoted by O B (V ). The isotropic cone of (V, B) is Q = {v ∈ V | B(v, v) = 0}. To any non-isotropic vector α ∈ V \ Q, we associate the B-reflection
Fix a geometric representation of (W, S), i.e., a faithful representation of W as a subgroup of O B (V ) such that S is mapped into a set of B-reflections associated to a simple system ∆ = {α s | s ∈ S} (s = s αs ). Recall that a simple system in (V, B) is a finite subset ∆ in V such that:
(i) ∆ is positively linearly independent: if α∈∆ a α α with a α ≥ 0, then all
(iii) for all α ∈ ∆, B(α, α) = 1. Note that, since ∆ is positively linearly independant, the cone cone(∆) is pointed: cone(∆) ∩ cone(−∆) = {0} (here cone(A) is the set of non-negative linear combinations of vectors in A). Note also that if the order m st of st is finite, then
and that B(α s , α t ) ≤ −1 if and only if the order of st is infinite.
Denote by Φ = W (∆) the corresponding root system with base ∆, which is partitioned into positive roots Φ + = cone(∆) ∩ Φ and negative roots
The pair (Φ, ∆) is called a based root system. The rank of (Φ, ∆) is the rank of (W, S), i.e., |∆| = |S|. The classical geometric representation is obtained by assuming that ∆ is a basis of V and that B(α s , α t ) = −1 if the order of st in W is infinite. For more details on geometric representations, the reader may, for instance, consult [24, §1] .
There is a useful statistic on the positive root system Φ + called the depth defined as follows: dp
The next proposition is well-known, see for instance [2, Lemma 4.6.2].
Proposition 2.6. Let s ∈ S and β ∈ Φ + \ {α s }. We have dp(α s ) = 1 and dp(s(β)) =    dp(β) − 1 if B(α s , β) > 0 dp(β) if B(α s , β) = 0 dp(β) + 1 if B(α s , β) < 0
In particular, dp(α) = 1 for any simple root α ∈ ∆.
Remark 2.7. In order to present examples of rank |S| = 2, 3, 4 easily, it is useful to consider the projective geometric representation of W , as in [24, 12] .
− is encoded by the set of positive roots Φ + , we represent Φ by an 'affine cut' Φ: there is an affine hyperplane V 1 in V transverse to Φ + , i.e., for any β ∈ Φ + , the ray R + β intersects V 1 in a unique nonzero point β. So Rβ ∩ V 1 = { β} for any β ∈ Φ. The set of normalized roots Φ = { β | β ∈ Φ} is contained in the compact set conv( ∆) and therefore admits a set E of accumulation points called the set of limit roots. We have E = ∅ if and only if W is finite; E is a singleton if (W, S) is affine and irreducible. Moreover, limit roots are in the isotropic cone Q of B:
The group W acts on Φ E ∪ conv(E) componentwise: w · x = w(x). We refer the reader to [24, 12] for more details.
Weak order and inversion sets.
In this text, we make use of the interplay between reduced words and their geometric counterparts: inversion sets. The (left) inversion set N (w) of w ∈ W is defined by:
Its cardinality is well-known to be (w). Inversion sets allow a useful geometric interpretation of the weak order. For A ⊆ V we denote cone Φ (A) = cone(A) ∩ Φ the set of roots in cone(A).
Proposition 2.8.
(1) If w = s 1 . . . s k is a reduced word for w ∈ W , then
An illustration of this proposition is given in Figure 1 . The three first statements are classical and can be found in [2, Chapter 3] This is well illustrated in the case of the infinite dihedral group D ∞ as in Example 2.3: in this case E is always in the convex hull of ∆ = {α s , α t } and therefore S = {s, t} is not bounded. A more general example of application is given in Example 2.11 to justify the construction of the smallest Garside shadow in the casẽ A 2 . This point of view provided the intuition behind the definition of low elements.
As a direct consequence, we obtain the following geometric interpretation of our terminology on reduced words. In particular, v is a maximal proper suffix of w (i.e., w = sv is reduced with s ∈ S) if and only if N (v) = s(N (w) \ {α s }). It is easy to check thatS 2 is closed under suffixes. In order to prove that there is no other element of W obtained by joining elements ofS 1 , we consider the geometric interpretation of the weak order as described in Remark 2.9. Let V be a real vector space of dimension 3 with bilinear form B and basis ∆ = {α 1 , α 2 , α 3 } such that for 1 ≤ i, j ≤ 3 we have B(α i , α j ) = − cos π mi,j , where m ij is the order of the element ij in W . So Φ = W (∆) is a root system with simple system ∆ for (W, S) of typẽ A 2 . In Figure 2 one finds the first few normalized roots in blue and the unique limit root δ = α 1 + α 2 + α 3 is the red dot and then E = Q = { δ}. From Remark 2.9, we know that u ∨ v exists if and only if conv( N (u) ∪ N (v)) ∩ E = ∅, and that in this case
does not intersect E and we have:
But conv( N (1)∪ N (32)) = conv( α 1 , α 3 , α 2 + α 3 ) does intersect E, since the segment [ α 1 , α 2 + α 3 ] contains E. Therefore 1 ∨ 32 does not exist. This is this argument that shows our claim:S =S 2 . Indeed, let u, v ∈S 1 be such that {u, v} is not contained in a proper standard parabolic subgroup and is different from {31, 32}, {12, 13} and {21, 23}. Without loss of generality, we consider u = 1u reduced and
) and therefore u ∨ v does not exists. So no more elements are added toS 2 than the ones we have already found. Figure 2 . The inversion sets of 31, 32 and 3121 = 31∨32 pictured in the projective representation (see Remark 2.7 and Remark 2.9) of the affine Coxeter group of typẽ A 2 . Each blue point represents a normalized root γ which we simply label by the corresponding root γ. The red dot represents the unique limit root δ.
2.5. Reflection subgroups. We end this section by recalling some useful facts about reflection subgroups that will be needed to give an interpretation of suffixes of a word in §4.3.
A reflection subgroup W of W is a subgroup W = s β | β ∈ A generated by the reflections associated to the roots in some A ⊆ Φ + . Write
Then the first author shows in [13] that Φ W is a root system in (V, B) with simple system ∆ W , called the canonical simple system of Φ W . Therefore the pair (W , S ) is a Coxeter system, with canonical simple reflections
and with corresponding positive roots Φ + W = Φ W ∩ Φ + ; see also [3] (both notions depend on (W, S) and not just W ).
Remark 2.12. Other characterizations of the canonical simple system ∆ W are that it is the unique inclusion-minimal subset Γ of Φ
and it is the set consisting of all representatives in Φ of extreme rays of cone(Φ + W ) (see [10] ).
Various notions attached above and below to the root system (Φ, ∆) may be applied to the based root system (Φ W , Π W ), and will be denoted by attaching W as decoration (usually, as subscript) on the corresponding notation used for (Φ, Π). For example, W : W → N is the length function of (W , S ), and
Then α = β and ∆ W = {α, β} verifies the condition to be a simple system as in §2.3. Let W := s α , s β the dihedral reflection subgroup associated to ∆ and note that W is infinite.
A useful observation in the context of normalized roots, as in Remark 2.7, is that for any roots α, β ∈ Φ + , the dihedral reflection subgroup generated by s α , s β is finite if and only if the line ( α, β) ∩ Q = ∅. Otherwise the line ( α, β) intersects Q in one or two points and contains an infinite number of normalized roots, see Figure 3 for an illustration. We refer the reader to [24, 12] for more details. Example 2.14 (Maximal dihedral reflection subgroups). A maximal rank 2 root subsystem of Φ is a set Φ of the form Φ = P ∩Φ where P is a plane in V intersecting Φ + in at least two roots. The cone spanned by Φ ∩Φ + has then a basis ∆ = {α, β} of cardinality 2 included in Φ ∩ Φ + , and then one has
One can show that (Φ , ∆ ) is a based root subsystem of (Φ, ∆) of rank 2. Write S = {s α , s β }, then the dihedral reflection subgroup W = S is a maximal dihedral reflection subgroup. Any dihedral reflection subgroup W of W is contained in such a maximal dihedral reflection subgroup since it has a rank 2 based root subsystem that is contained in such a maximal rank 2 root subsystem.
In the context of normalized roots, as in Remark 2.7, planes correspond to lines so maximal dihedral reflection subgroups corresponds to lines passing through two normalized roots. If P is such a line, then Φ = P ∩ Φ is contained in a segment [ α, β] and ∆ = { α, β}. For instance, in Figure 2 , we see that W = s α1+α3 , s α2 is a (infinite) maximal dihedral reflection subgroup containing any dihedral reflection subgroup generated by two roots in the segment [
We state now the following sufficient condition for a reflection subgroup to be finite; this result is used in the proof of Lemma 3.21.
Proof. To prove (1), note that Proposition 2.8(4) implies in particular that
To prove (2), assume for a contradiction that α, β ∈ Φ with B(α, β) ≤ −1. Then α = β and ∆ W = {α, β} verifies the condition to be a simple system as in §2.3. Let W := s α , s β the dihedral reflection subgroup associated to ∆ and note that W is infinite. But ∆ W ⊆ N (w) by assumption, contradicting (1).
We end this section by recalling the notion of shortest coset representatives of reflection subgroups. Let W be a reflection subgroup of W with canonical generators S and based root subsystem (Φ W , ∆ W ) and set
Any coset W w in W contains an element of minimal length, which must be in X W . It is known (see [11, 3.3 (ii),3.4]) that Proposition 2.16. Let W be a reflection subgroup of W and w ∈ W . Write w = uv with (u, v) ∈ W × X W . We have:
(
This second statement of this last proposition, which will be used frequently in §4 and §5, will be referred to as "functoriality of the Bruhat graph" (for inclusions of reflection subgroups; see [11, 14] ). It implies that the elements of X W are precisely those elements v of W which are of minimum length in their coset W v, and that any element w ∈ W can be uniquely expressed in the form w = uv where u ∈ W and v ∈ X W . Accordingly, X W is called the set of minimal length left coset representatives for W in W . Functoriality of the Bruhat graph also implies the following useful alternative characterization of X W :
Small roots and Low elements
Let (W, S) be a finitely generated Coxeter system together with a root system Φ and simple system ∆ as in §2.3. The aim of the next two sections is to prove Theorem 1.1: the set of low elements is a finite Garside shadow in (W, S). In order to do this we first review one important partial order on the set of positive roots Φ + that lead to the definitions of small roots and low elements.
Dominance order on roots.
Introduced by Brink and Howlett in [6] , the dominance order is the partial order on Φ + defined by:
(we say in this case that β dominates α). Related to the dominance order, there is a notion of dominance depth, called ∞-depth, of a positive root.
Definition 3.1. Let β ∈ Φ + and n ∈ N.
(i) The dominance set of β is Dom(β) = {α ∈ Φ + | α ≺ β}, the set of positive roots strictly dominated by β.
(ii) The ∞-depth on Φ + is defined by dp ∞ (β) = | Dom(β)|.
Remark 3.2. (a)
In the definition of Dom(β), the inequality is strict: β / ∈ Dom(β). (b) The dominance order together with the ∞-depth dp ∞ (β) should not be confused with the root poset [2, §4.6] defined by using the usual depth of a root dp(β) from §2.3, see §5 for further discussions on this subject.
The following result, which is analogous to Proposition 2.6, gives a recurrence formula for ∞-depth of roots; see Proposition 5.10 for a common generalization. Proposition 3.3. Let s ∈ S and β ∈ Φ + with β = α s . We have dp ∞ (α s ) = 0 and dp
In particular, dp ∞ (α) = 0 for any simple root α ∈ ∆.
Proof. The first statement follows from definition: if α s , which is element of N (s), dominates a positive root β, then β ∈ N (s) = {α s }. The second statement is a restatement of [20, Proposition 3.14].
The following lemma recollects useful properties of dominance order regarding restriction to root subsystem. 
I and therefore the ∞-depth on Φ + I is the restriction of the ∞-depth on Φ + to Φ + I . Remark 3.5. The ∞-depth has a nice geometric interpretation in the context of normalized roots (see Remarks 2.7 and 2.9). Following [12] we say that β ∈ Φ is visible from α ∈ Φ looking at Q, where α = β, if the segment [ α, β] has empty intersection with Q and if the half-line [ α, β) starting at α and passing through β intersects Q. Then α ≺ β if and only if β is visible from α looking at Q; see [12, Proposition 5.7] . For instance, in Figure 2 , β is visible from α 3 looking at the point Q (in red). For a normalized root β ∈ Φ, define the blind cone of β to be the cone Bl(β) pointed in β and constituted of the points a such that the line (a, β) cuts Q and such that the half-line [ β, a) starting at β and passing through a does not intersect Q. So
In particular dp ∞ (β) is the number of normalized roots in the blind cone of β without counting β:
An example of the blind cone of a positive root β such that dp ∞ (β) = 2 is given in Figure 5 ; note that in Figure 4 the blind cone starting at the root of ∞-depth 2 is a half-line passing through γ.
Using Remark 3.5, one gives the following examples.
Example 3.6. If W is finite, then dp ∞ (α) = 0 for all α ∈ Φ + . In particular any positive root dominates only itself.
Example 3.7. Assume, as in Example 2.3, that W is the infinite dihedral group generated by S = {s, t}. Choose a geometric representation with B(α s , α t ) ≤ −1, the associated projective representation is illustrated in Figure 3 . Denote by [s, t] k the reduced word st . . . with k letters; this word ends with a s if k is odd and with a t if k is even. Denote for k ∈ N:
In particular α s,0 = α s and the α s,k are the roots on the left-hand side of Q in Figure 3 . We have therefore
Hence dp ∞ (α s,k ) = k. By symmetry we can define α t,k using the words [t, s] k . In particular the unique roots of ∞-depth equals to 0 are the simple roots α s and α t .
Example 3.8. In Figure 4 , we give the ∞-depth on the first roots for the affine Coxeter system of typeG 2 .
Example 3.9 (Affine Weyl groups). We now give the example of an affine Coxeter system (W, S), i.e., W is an affine Weyl groups. When working with an affine Weyl group, one usually uses its crystallographic root system, which we recall now. Let Ψ 0 be a reduced, irreducible, crystallographic root system of a finite Weyl group W 0 , in a real vector space V 0 , with W 0 -invariant positive definite scalar product −|− (see [4, 25] ). Choose a positive system Ψ + 0 with simple roots ∆ 0 . Form a new vector space V with V 0 as a codimension 1 subspace, say V = V 0 ⊕ Rδ and extend −|− to a symmetric invariant bilinear form B on V with radical Rδ. In particular the isotropic cone is Q = Rδ. Set
0 } and Π = ∆ 0 ∪ {δ − ω} where ω is the highest root of Ψ 0 . It is well known that Ψ is a standard crystallographic root system of the affine Weyl group W corresponding to W 0 , with Ψ + as positive system and ∆ as corresponding simple roots (see e.g. [26] or [18] ). For instance: • in Example 2.11, W is the affine Weyl group of typeÃ 2 : W 0 = S 3 , which is a finite Weyl group of type A 2 , with ∆ 0 = {α 1 , α 2 }. Then the highest root is α 1 + α 2 and α 3 = δ − α 1 − α 2 . • in Example 3.8, W is the affine Weyl group of typeG 2 : W 0 = D 6 , which is a finite Weyl group of type G 2 , with ∆ 0 = {α, β} and we have two choices for a finite crystallographic root system Ψ 0 , which we give us the same based root system. Choose Ψ + 0 = {α, α + β, 2α + 3β, α + 2β, α + 3β, β}; the highest root is 2α + 3β and γ = δ − 2α − 3β.
The crystallographic root system Ψ is easily converted to the root system of a based root system (Φ, ∆) in (V, B) by normalizing roots to have square length 1: since the elements of Ψ are non-isotropic, i.e. Ψ∩Rδ = ∅, we define α := 1 B(α,α) 1/2 α for any α ∈ Ψ; then set
Note that the reflection s u = s ku for any k ∈ R * and u ∈ V \ Rδ so s α = s α ∈ W for α ∈ Φ, i.e., α ∈ Ψ. So we may extend the notion of ∞-depth and dominance to the crystallographic root system Ψ by setting α β if α β and dp ∞ (α) := dp ∞ (α ), for any α, β ∈ Ψ.
It is well known and easily seen that the positive root systems of infinite maximal dihedral reflection subgroups of W (see Example 2.14) are precisely the sets
Those correspond to all the sets of normalized roots on segments in Figure 2 and Figure 4 passing through the roots on the face corresponding to the roots in Ψ 0 and the red dot δ. It is clear by the definition that Ψ + is the union of all positive root systems of infinite maximal dihedral reflection subgroups of W . The only dominances in Ψ are thus:
It follows that for β = µ + kδ ∈ Ψ + we have:
(♦) dp ∞ (β) = dp
where N * = N \ {0}. In other words, on the segments in Figure 2 and Figure 4 representing infinite maximal dihedral reflection subgroups, dp ∞ is strictly increasing from 0 to ∞ starting from a root µ ∈ Ψ + 0 to δ (the red dot), then decreasing from δ to −µ + δ.
Example 3.10. In Figure 5 , we give the ∞-depth on the first roots for the affine Coxeter system of rank 3 whose graph is in the top right corner of the figure. . The normalized isotropic cone Q in red, the small roots (with ∞-depth 0) and the ∞-depth on some other roots for the normalized root system associated to the Coxeter graph on the top right corner. The roots in the pointed shaded red cone form the blind cone (c.f. Remark 3.5) of the root of depth 2 it is pointed on.
3.2. Small roots and small inversion sets.
Definition 3.11. Let β ∈ Φ + and n ∈ N.
(i) The positive root β is small 1 if β dominates no other positive root than itself, i.e., dp ∞ (β) = 0.
(ii) The positive root β is n-small if dp ∞ (β) ≤ n.
1 These roots are also called humble or elementary in the literature. We adopt here the terminology of [2] . See [2, Notes, p.130] for more details.
(iii) The set of n-small roots is denoted by Σ n (W ), or simply by Σ n if there is no possible confusion. We denote by Σ = Σ 0 the set of small roots in Φ.
Remark 3.12. The collection (Σ n ) n∈N is a filtration of Φ + : we have
Proposition 3.13. If I ⊆ S and n ∈ N, then Σ n (W I ) ⊆ Σ n (W ).
Proof. The result follows from Lemma 3.4.
The next proposition gives a useful characterization of small roots, see [6, 2] .
Proposition 3.14. Let β in Φ + \∆ and α ∈ ∆ such that B(α, β) > 0, then β ∈ Σ if and only if s α (β) lies in Σ and B(α, β) < 1 holds; if and only if dp(s α (β)) < dp(β).
The case n = 0 in the following theorem is due to Brink-Howlett [ Figure 2 , the small roots are the roots corresponding to proper standard parabolic subgroups:
The case of small roots (n = 0) is at the heart of the work of Brink and Howlett [6] on the automatic structure of Coxeter systems: they provide, by the mean of small inversion sets, a finite state automaton that recognizes the language of reduced words. The notion of small inversion sets will be used in §3.3 and beyond.
We denote by Λ n (W ) (or simply Λ n if there is not possible confusion) the set of all (left) n-small inversion sets. 
Theorem 3.15 has the following interesting direct consequence:
We end this discussion on small descent sets with the following lemma and proposition. Note that we do not need these results in the rest of this article; but we state them anyway since they play an important role in relation to finite state automata associated to Coxeter groups (see [19] for a multi-parameter generalization). For n = 0, this goes back to [6] , see also [2, §4.8].
Lemma 3.21. Let w ∈ W , s ∈ S and n ∈ N.
Proof. Under the assumptions of (1), the word sw is reduced and α s ∈ ∆ ⊆ Σ n . So N (w) = {α} s(N (w)) by Corollary 2.10, which implies the right hand side of (1) is contained in the left hand side. To prove the reverse inclusion, it suffices to show that if β ∈ Σ n (sw) = N (sw) ∩ Σ n and β = α s , then s(β) ∈ Σ n , since s(β) ∈ N (w) from above. Assume for a contradiction that dp ∞ (s(β)) ≥ n+1. Then Proposition 3.3 forces B(α s , β) ≤ −1 since dp ∞ (β) ≤ n. Since α s , β ∈ N (sw), this contradicts Proposition 2.15. The proof of (2) is similar but simpler. Under these assumptions, we have α s ∈ ∆ ⊆ Σ n and w = s(sw) is reduced. So N (sw) = s(N (w) \ {α s }) by Corollary 2.10. This implies the right hand side of (2) is contained in the left hand side. To prove the reverse inclusion, it suffices to show that if β ∈ Σ n−1 (sw), then s(β) ∈ Σ n , since s(β) ∈ N (w) from above and we cannot have s(β) = α. The result then follows from Proposition 3.3.
Proposition 3.22. For any n ∈ N, the finite set Λ n is the inclusion-minimum subset of Σ n such that
Proof. Suppose A := Σ n (w) for some w ∈ W . Then for s ∈ S, one has (sw) > (w) if and only if α s ∈ N (w), so if and only if α s ∈ A. In that case Σ n (sw) = {α} ∪ (s(A) ∩ Σ n ) which is completely determined by A and s. The result is clear from this using Lemma 3.21.
Remark 3.23. Following [2, p.119-120], we define for n ∈ N a n-canonical automaton that recognizes the language of reduced words: the set of states is Λ n (W ); for each A ∈ Λ n (W ) and s ∈ S such that α s ∈ ∆ \ A we put a transition:
Note that the 0-canonical automaton is the canonical automaton described in [2, p.120] and in [19, §4.3] . However if n > 0, the canonical automata defined and studied in [19, §4.3] are different than the one we define above.
3.3. Low elements. We are now ready to define low elements.
. We denote by L n (W ) the set of n-low elements in W . A 0-low element is simply called a low element and L 0 (W ) is denoted by L(W ).
The following proposition shows part of Theorem 1.1.
Proof. For the first statement: e ∈ L n (W ) since N (e) = ∅ = cone Φ (∅); moreover
By Proposition 2.8 N is injective and so w = w , which implies that Σ is injective. It remains to show (3). Finiteness of L n (W ) holds by (2) and Corollary 3.20. Now let X ⊆ L n (W ) bounded. For each x ∈ X, we have by definition that N (x) = cone Φ (Σ n (x)) and X exists. The fact that L n (W ) is closed under join follows now from the definition and Proposition 2.8: In both these examples and more, the map Σ is bijective, which leads us to state the following conjecture.
Remark 3.30. In the examples above, the set of low elements L(W ) is also the smallest Garside shadowS from Remark 2.5. But it is not true in general. If (W, S) is of affine typeG 2 (see Figure 4) , then w = s α s γ s β is a low element since its inversion set is N (w) = cone Φ (α, γ, ν), where s α (γ) = γ and ν = s α s γ (β); but is not inS since we cannot obtain w by join or suffix closure starting from S.
Low elements form a finite Garside shadow
The aim of this section is to finish the proof of Theorem 1.1. In regard to Proposition 3.26(3), we just have to show that the set L(W ) of low elements is closed under taking suffix. In order to do this we first give a description of the rays of the cone over the inversion set of a suffix of w ∈ W as a function of rays of cone(N (w)). Then we prove that the set of small roots is bipodal: if a small root is a positive and non-simple root of a maximal dihedral reflection subgroup W , then the simple system ∆ W is constituted of two small roots. 4.1. Bruhat order. The Bruhat order on W is the partial order ≤ arising as the reflexive, transitive closure of the relation → on W defined by x → y if there is β ∈ Φ + such that y = s β x with (x) < (y) We follow the notations introduced in Example 3.7 for [s, t] k , [t, s] k , α s,k and α t,k for k ∈ N. We illustrate in Figure 6 the Hasse diagrams for the Bruhat order on dihedral groups with the edges representing the covering x y labelled by the root β such that y = s β x.
The above example of dihedral group leads to the following lemma, which will be used to prove Theorem 4.10 below (recall the definition of maximal dihedral reflection subgroup in Example 2.14).
Lemma 4.4. Let s ∈ S, β ∈ Φ + and x ∈ W such that sx x. Denote W = s, s β , a reflection subgroup with simple system ∆ W and positive root system Φ + W . The following assertion are equivalent:
(1) ss β sx s β sx sx x; (2) W is a maximal dihedral reflection subgroup, ∆ W = {α s , β}, (s s(β) x) = (x) − 3 and there is γ ∈ Φ + W \ {α s } such that s γ x x. Proof. Assume (1) to be true. Note that W is of rank 2 since α s = β by (1). Let W be the maximal dihedral reflection subgroup containing W . Write x = uv with u ∈ W and v ∈ X W as in Proposition 2.16. Proposition 2.16 (2) shows that the map Figure 6 . The Hasse diagram of the Bruhat order on the finite dihedral group D m . For D ∞ , the Hasse diagram is the diagram with infinite vertices obtained by not considering the top part of the above diagram. The labels for the interior edges are as follows: the 'parallel' red ones corresponds to the label α s and the 'parallel' blue ones to the label α t . All the labels on the other edges are distinct.
But since the graph of the Bruhat order on W is as in Example 4.3 and Figure 6 , the only possible chains of covering with repetition of the same reflection is one involving the two canonical generators of W . So S = {s, s β } must be the canonical generators of W . In other words, W = W and ∆ W = {α s , β}.
Moreover, since each Bruhat interval of length 2 (or more) in dihedral groups have two coatoms (see Figure 6 ), there is γ ∈ Φ + W \ {α s } such that s β su W s γ u W u. Applying the order preserving map ψ v we obtain s β sx < s γ x < x. Since by assumption (s β sx) = (x) − 2, we have s β sx s γ x x.
Assume now (2) to be true. As in (1) we use the decomposition x = uv and the map ψ v . Observe that, and (ss β sx) = (x) − 3 = l(sx) − 2 since sx x. We must have s β sx < sx, since otherwise (ss β sx) ≥ (s β sx) − 1 ≥ (sx). So s β su W su W u, since S W = {s, s β }, and s γ u W u. This implies that s β su W s γ u W u since s γ u and su are the two coatoms of the length 2 interval [s β su, u] in (W , ≤ W ).
If ss β su > W s β su, this would force s β su W ss β su since S W = {s, s β }. Therefore, ss β su ∈ {su, s γ u} since there is only two atoms above s β su in (W , ≤ W ). Since s β = s, we have ss β su = s γ u and hence ss β sx = s γ x contrary to s γ x x and (ss β sx) = l(x) − 3.
Hence ss β su < W s β su and therefore ss β su < W s β su < W su < W u. Applying ψ v shows ss β sx < s β sx < sx < x. Since (ss β sx) = (x) − 3, it follows that ss β sx s β sx sx x.
Bases of inversion sets.
Using the Bruhat order, the first author (M.D.) [15, 16, 17] describes the rays of the cone over an inversion set. If C is a cone such that C ∩ −C = {0}, an extreme ray of C is a ray R + α where α ∈ C \ {0} such that if β, γ ∈ C and R + α ⊆ cone(β, γ), then β ∈ R + α or γ ∈ R + α. In that case, any non-zero α ∈ F is called a representative of F . Proposition 4.6. Let w ∈ W , then the base of N (w) is:
The concept of base of inversion sets has the following interesting consequences for the weak order and n-low elements that are worth mentioning, but are not necessary to prove Theorem 1.1.
Corollary 4.7. Let x, y ∈ W and β ∈ Φ.
Proof. We prove only (2), the proof of (1) being similar using [17, Lemma 1.7(b)]. Proposition 2.8 and Proposition 4.6 with w = x and w = y respectively give
So by definition of the base of an inversion set, we have
. This is equivalent to the desired conclusion, by Proposition 4.6. Proposition 4.8. Let u, v ∈ W both be n-low elements.
(1) For x ∈ W , one has u ≤ R x if and only if
(2) The join of u and v exists (i.e. {u, v} is bounded in W ) if and only if there is some A ∈ Λ n with
Proof. We prove (1). If v ≤ R x, then N (u) ⊆ N (x). Since u is n-low we have
i.e. u ≤ R x by Proposition 2.8. Part (2) follows from (1) and the definition of Λ n .
Remark 4.9. If S is finite, the proposition gives rise to an algorithm to determine whether two elements v, w of W have a join in weak order, since Σ n and Λ n can be effectively computed. In general (for possibly infinite S) one may find a finite subset I ⊆ S such that v, w ∈ W I = I . Using Proposition 2.8, for instance, one easily sees that v, w have a join in W if and only if they have one in W I , and that if so, the joins of v and w in W I and W coincide.
4.3.
Inversion sets of suffixes. We give here a useful description of the base of the inversion set of a suffix of w ∈ W obtained from the description of the base of N (w). We deduce from there a sufficient condition for a suffix of a n-low element to be n-low.
For each s ∈ S, we define a function f s : Φ + \ {α s } → Φ + as follows. Let β ∈ Φ + \ {α s }. Then the dihedral reflection subgroup s, s β is contained in a unique maximal dihedral reflection subgroup W , as defined in Example 2.14. We have necessarily α s ∈ ∆ W since α s ∈ ∆, which is a basis of cone(Φ + ). Define f s (β) to be the other element of ∆ W i.e. by ∆ W = {α s , f s (β)}. Equivalently, f s (β) is defined by the conditions f s (β) ∈ Φ + and (
Theorem 4.10. Let s ∈ S and x ∈ W .
(1) If sx is a suffix of x, i.e., sx x, then
(2) If x is a suffix of sx, i.e., x sx, then
The proof of this theorem uses the following lemma.
Lemma 4.11. Let s ∈ S and x ∈ W such that sx x, then: {β ∈ N 1 (sx) | s β sx < ss β sx} = {β ∈ Φ + | s β sx ss β sx and s β sx sx}
(2) {β ∈ N 1 (sx) | s β sx > ss β sx} = {β ∈ Φ + | ss β sx s β sx sx x}
Proof. Recall that, for all w ∈ W , (sw) = (w) ± 1 since s ∈ S; so either sw w or w sw and sw w if and only if (sw) = (w) − 1. This shows the first equalities in both (1) and (2) by taking w = s β sx.
For the proof of (1), suppose first that γ ∈ N 1 (x) \ {α s } and write β = s(γ). Observe that s β sx = s s(γ) sx = ss γ x since s β = s s(γ) = ss γ s. We show that β is in the left hand side of (1), that is: ( ) s β sx = ss γ x sx and s β sx = ss γ x ss β sx = s γ x, by Proposition 4.6. By Proposition 4.6 again we have s γ x x. Since sx x and γ = α s we have ss γ x s γ x by Corollary 4.2, proving the first statement of ( ). The second statement follows from the following computation:
This shows the right hand side of (1) is contained in the left hand side. For the reverse inclusion, let β be in the left hand side of (1) and set γ := s(β). Since γ = α, it will suffice to show that γ ∈ N 1 (x). But we have by assumption on β that (s γ x) = (ss β sx) = 1 + (s β sx) = (sx) = (x) − 1, and the result follows. Now for the proof of (2), the first equality follows from the discussion at the beginning of this proof. The second and third equalities follows from Lemma 4.4 and the definition of f s , since there is γ ∈ N 1 (x) \ {α s }, i.e., s γ x x, and γ is in the positive root system spanned by ∆ W = {α s , β}.
Proof of Theorem 4.10. Part (1) is a direct consequence of Lemma 4.11 since
Item (2) follows easily by replacing x by sx in Lemma 4.11(1).
Corollary 4.12. Let n ∈ N and x ∈ L n (W ) be a n-low element. Let s ∈ S such that sx is a suffix of
Proof. We have, by definition of n-low elements, to show that
In the first case, γ ∈ Σ n by assumption. In the second case, if γ ∈ Σ n , we have d ∞ (β) ≤ n and d ∞ (s(β)) > n. By Proposition 3.3, this implies that B(α s , β) ≤ −1. But α, β ∈ N 1 (x) ⊆ N (x), so this contradicts Proposition 2.15(2).
The next result is immediate from Corollary 4.12 and Proposition 3.26(3).
Corollary 4.13. Let n ∈ N. Suppose that for every s ∈ S and β ∈ Φ + \ {α s }, one has f s (β) ∈ Σ n whenever β ∈ Σ n . Then the set L n (W ) of n-low elements of W is a finite Garside shadow.
4.4.
Bipodality. We present here a property called bipodality and show that if the set Σ n of n-small roots is bipodal, then Σ n meets the hypothesis of Corollary 4.13 and so L n (W ) is a finite Garside shadow. 
In the context of normalized roots, as in Remark 2.7, A is bipodal if for any maximal segment [ α, β] = Φ ∩ P (P is some line containing at least two normalized roots) such that A ∩ ( α, β) = ∅ the endpoints α, β are elements of A.
Proposition 4.16. Let n ∈ N. If the set Σ n of n-small roots is bipodal, then the set L n (W ) of n-low elements is a finite Garside shadow.
Proof. By Proposition 3.26 (3) it is enough to show that if s ∈ S and x ∈ L n (W ) such that sx is a suffix of x, then sx ∈ L n (W ). By Corollary 4.13, we have to show that if β ∈ N 1 (x) \ {α s }, then f s (β) ∈ Σ n . Since x ∈ L n (W ) and β is in the base of its inversion set, we have β ∈ Σ n . Let W be the dihedral reflection subgroup generated by the reflection in the simple system ∆ W = {α s , f s (β)}; by definition of f s , this reflection subgroup is maximal. So either f s (β) = β and we are done, or β ∈ Φ + W \ ∆ W . This forces f s (β) ∈ Σ n since Σ n is bipodal by assumption. In regards of the above proposition, it is now time to state our second conjecture, that would imply, if true, Conjecture 1.
Conjecture 3. The set of n-small roots Σ n is bipodal for any n ∈ N.
This conjecture is obvioulsy true for finite Coxeter groups, since all roots are small (see Example 3.6); it is also true for infinite dihedral groups (see Example 3.7) and for affine Coxeter systems as shown in the following theorem.
Theorem 4.17. Let n ∈ N and assume (W, S) is an affine Weyl group. Then:
(1) Σ n is bipodal; (2) L n (W ) is a finite Garside shadow in (W, S).
Proof. By Proposition 4.16 one just has to show (1). Assume without loss of generality that (W, S) is irreducible. We use the notations and results of Example 3.9.
Let γ be a root in the positive crystallographic root system Ψ such that γ ∈ Σ n . Let W be a maximal dihedral reflection subgroup with simple system ∆ W = {α , β }, with α , β ∈ Ψ + , and positive root subsystem Φ
By symmetry between α and β, one just has to show that dp ∞ (α) ≤ dp ∞ (γ), which would imply α ∈ Σ n .
Since Φ + W = cone Φ (∆ W ), Ψ is crystallographic and γ / ∈ ∆ W , there is a, b ∈ N * such that γ = aα + bβ. By the description of Ψ + given in Example 3.9 we have α = α 0 + kδ and β = β 0 + lδ, for some k, l ∈ N and α 0 , β 0 ∈ Ψ 0 . So
By the description of Ψ + again, we must have γ 0 := aα 0 + bβ 0 ∈ Ψ 0 since δ is not in the linear span of Ψ 0 but γ 0 = aα 0 + bβ 0 is. So by Equation (♦) in Example 3.9 we have: dp ∞ (γ) = dp
. and dp ∞ (α) = dp
So dp ∞ (α) ≤ dp ∞ (γ) unless γ 0 ∈ Ψ In conclusion, dp ∞ (α) ≤ dp ∞ (γ), α ∈ Σ n and Σ n is bipodal. 4.5. Bipodality of small roots and proof of Theorem 1.1. As seen in Proposition 4.16, in order to show Theorem 1.1 it is enough to show that the set of small roots Σ is bipodal. B(α, v) ) and that the condition −1 < B(α, β) < 1 is equivalent to say that the dihedral reflection subgroup generated by s α , s β is finite, which is equivalent to (Rα + Rβ) ∩ Φ is finite, or equivalently, (Rα + Rβ) ∩ Q = {0}; see [12, 24] for more details. So the condition (♥) has the following geometric interpretation: for any small root γ ∈ Σ, simple root α ∈ ∆ such that γ is on the positive side of the hyperplane H α and maximal dihedral reflection subgroup W of W such that γ ∈ (Φ + W \ ∆ W ), one has (Rα + Rβ) ∩ Φ finite (which translates in the language of normalized roots to: the line passing through α and β contains a finite number of normalized roots).
Proof. Suppose Σ is bipodal. Let W be a maximal dihedral reflection subgroup of W , and γ ∈ Σ ∩ (Φ
Since Σ is bipodal, this implies ∆ W ⊆ Σ. Now let β ∈ ∆ W , so s(β) ∈ ∆ W and dp ∞ (β) = dp ∞ (s(β)) = 0 by above. By Proposition 3.3: if B(α, β) ≤ −1, then dp ∞ (s(β)) = dp ∞ (β) + 1, whereas if B(α, β) ≥ 1, then dp ∞ (β) = dp ∞ (s(β)) + 1. In either case, we have a contradiction, so −1 < B(α, β) < 1. Hence (♥) holds, completing the proof of the "only if" direction. Now we assume (♥). We show that for any maximal dihedral reflection subgroup W of W and any γ ∈ Σ ∩ (Φ + W \ ∆ W ), one has ∆ W ⊆ Σ, by induction on dp(γ) using Proposition 2.6. This will obviously imply that Σ is bipodal.
Choose α ∈ ∆ with B(α, γ) > 0. Since B(α, β) ≤ 0 for all α, β ∈ ∆, we must have γ ∈ ∆. So dp(γ) ≥ 3 by Proposition 2.6. Set as above s = s α and W := sW s. By Proposition 2.6, we have dp(s(γ)) = dp(γ) − 1, so s(γ) ∈ Σ by Proposition 3.14. We distinguish the cases α ∈ ∆ W and α ∈ ∆ W .
First assume α ∈ ∆ W , so W = W . If s(γ) ∈ ∆ W , then ∆ W = {α, γ} ⊆ Σ as required. On the other hand, if s(γ) ∈ ∆ W , then s(γ) ∈ Σ ∩ (Φ + W \ ∆ W ) with dp(s(γ)) < dp(γ). Hence ∆ W ⊆ Σ by induction. Now consider the case
with dp(s(γ)) < dp(γ). By induction, ∆ W ⊆ Σ. But by (♥), for any β ∈ ∆ W , we have −1 < B(α, β) < 1 and hence dp ∞ (β) = d ∞ (s α (β)) = 0 since s α (β) ∈ ∆ W . Hence ∆ W ⊆ Σ as required to complete the proof of the "if" direction.
Lemma 4.21. Assume that Σ is bipodal whenever (W, S) is of rank |S| = 3. Then Σ is bipodal for all (W, S).
Proof. We regard the condition (♥) in Lemma 4.19 as a condition on the based root system (Φ, ∆): assume that (♥) holds for each rank three root subsystem (Ψ, Π) of (Φ, ∆). Let W be any rank 2 maximal dihedral reflection subgroup of W , γ ∈ Σ ∩ (Φ + W \ ∆ W ) and α ∈ ∆ \ ∆ W with B(α, γ) > 0 and β ∈ ∆ W . We have to show that −1 < B(α, β) < 1.
Define the reflection subgroup G := W , s α of W . Since Φ W {α} spans a subspace of V of dimension three and Φ W {α} ⊆ Φ G , the rank of G has to be at least 3. Since G is generated by three reflections, it is of rank at most three by [13, Corollary 3.11] . So the rank of G is 3.
Set Ψ := Φ G and let Π := ∆ G , so (Ψ, Π) is a rank three based root subsystem of (Φ, ∆) (but not a standard parabolic root subsystem in general). Note that W is a maximal dihedral reflection subgroup of G and that the set Ψ Lemma 3.4 , and α ∈ Π \ Π W since any simple root lies in the canonical simple system of any root subsystem containing it. Hence by (♥) for (Ψ, Π), which holds by assumption since Ψ is of rank three, it follows that −1 < B(α, β) < 1 for β ∈ Π W = ∆ W .
Lemma 4.22. If (W, S) has rank 3, then Σ is bipodal.
Proof. Assume that (W, S) is of rank 3. Let Γ be the Coxeter graph of (W, S), with set of vertices ∆ = {α 1 , α 2 , α 3 }. We denote S = {s 1 , s 2 , s 3 } with s i = s αi . The support of a root β = a 1 α 1 + a 2 α 2 + a 3 α 3 is the set supp(β) = {α i ∈ ∆ | a i = 0}. We denote by Γ(β) the full subgraph of Γ on the vertex set supp(β).
The proof proceeds essentially by systematically listing all possible (Γ, γ, W ) satisfying the conditions γ ∈ Σ and W is a maximal dihedral reflection subgroup such that γ ∈ Φ + W \ ∆ W and checking that ∆ W ⊆ Σ in each case. If Γ is not connected, i.e., Φ is reducible, then Φ is the disjoint union of a simple root and of the root system of a dihedral standard parabolic subgroup, for which the set of small roots is bipodal. It is then easy to see that Σ is bipodal.
So from now on, we suppose that Γ is a connected graph. Assume that γ is not of full support, i.e., supp(γ) = I ∆. So γ ∈ Φ + I and therefore γ is in a facet of cone(∆). Since γ ∈ Φ + W \ ∆ W , then γ is in the relative interior of cone(∆ W ). This forces
. So we are in the case of a dihedral standard parabolic subgroup. But in this case we know that ∆ W ⊆ Σ(W I ). So ∆ W ⊆ Σ by Proposition 3.13.
So from now on γ is assumed to be of full support, i.e., Γ(γ) = Γ By Brink's characterization of the support of small roots [5, Lemma 4.1], the support of any small root contains no cycle and no edge with infinite label. We may therefore assume that the Coxeter graph is of the form
where m, n ∈ N and m ≥ n ≥ 3.
We already know Σ is bipodal if W is finite (by Example 3.6) or affine (by Theorem 4.17). So the classification of affine and finite Coxeter groups (see for instance [25] ) forces m > n ≥ 4, or m ≥ 7 and n = 3.
It is easy now to list for each of these Γ the small roots γ of full support. This may be done either by simple direct calculation using Proposition 3.3 or by using [5] , where the small roots are recursively determined for all finite rank Coxeter systems; see especially [5, Propositions 4.7 and 6.7] . For each γ, all possible maximal dihedral reflection subgroups W are obtained by specifying the canonical simple system ∆ W = {µ 1 , µ 2 }, which is obtained by inspection since γ = aµ 1 + bµ 2 with a, b ≥ 1. Observe that supp(µ i ) = {α 1 , α 3 } since there is no root with full support in the subgroup generated by s 1 , s 3 .
To complete the proof, we list below all the possible γ and W (by specifying ∆ W ), writing c p := 2 cos π p for all p ∈ N ≥2 . In each case, each element of ∆ W lies in a dihedral finite standard parabolic root subsystem of Φ and so is small as required.
• If m > n ≥ 4, the only possible γ is c m α 1 + α 2 + c n α 3 = s 1 s 3 (α 2 ) and then
• If m ≥ 7 and n = 3, there are three possible choices for γ.
Weak and Bruhat order on root systems and bipodality
Let (Φ, ∆) be a based root system in the quadratic space (V, B) with Coxeter system (W, S). In the preceding sections we conjectured that:
• The set L n (W ) of n-low elements in W is a finite Garside shadow in (W, S) for all n ∈ N (Conjecture 1).
• The set Σ n of n-small roots is bipodal for all n ∈ N (Conjecture 3). In view of Proposition 4.16, we know that Conjecture 1 is implied by Conjecture 3. We know therefore that Conjectures 1 and 3 are true in the following cases:
• if n = 0 by Theorem 1.1 and Theorem 4.18;
• if W is finite, dihedral or an affine Weyl group by Theorem 4.17 and Example 3.6 and 3.7; • if the Coxeter graph of (W, S) has labels 3 or ∞, by Theorem 5.1 in §5. The aim of this section is to show Conjecture 1 and Conjecture 3 hold also in the following cases.
Theorem 5.1. Suppose that (W, S) is a Coxeter system such that its Coxeter graph has all edges labelled by 3 or ∞, i.e., all entries of the Coxeter matrix of (W, S) lie in {1, 2, 3, ∞}. Then for each n ∈ N:
(1) Σ n (W ) is a bipodal subset of Φ + ; (2) L n (W ) is a finite Garside shadow in (W, S).
In order to show bipodality, we will show that Σ n enjoys a stronger property that we define now.
Definition 5.2. A subset A ⊆ Φ
+ is balanced if for all γ ∈ A and all maximal dihedral reflection subgroups W of W with γ ∈ Φ W the following holds:
This definition goes back to Edgar's thesis [19] (in the case of the standard length function). Since the canonical simple reflections s α , s β of W are of length W (s α ) = W (s β ) = 1, it is easy to see that a balanced set of root is necessarily a bipodal set of roots. {α 1 , α 2 , . . . , α n , . . . , β n , . . . , β 2 , β 1 }; see Figure 3 ) in the order corresponding to that in which a point moving along the line segment [ α, β] from α to β passes through the associated normalized roots. One has
Set a i := dp ∞ (α i ) and b i = dp ∞ (β i ). Then Σ n is balanced if and only if (for each W ),
It is not true that a bipodal set of roots is balanced. Assume (W, S) to be of typeG 2 as in Figure 4 , then Σ is bipodal but not balanced. For the maximal (finite) segment [ γ, s β · α] ∩ Φ has ∞-depth values (0, 0, 1, 0, 1, 0), where, in the notation of (a), b 3 = 0 but b 2 = 1 ≤ 0. Hence the conjecture, mentioned in [19] , that Σ n is always balanced is false (even for n = 0).
Theorem 5.1 is a consequence of the following proposition, as we show now.
Proposition 5.4. Let W be a dihedral reflection subgroup of W , and γ, δ ∈ Φ + W . (1) If W is infinite and W (s γ ) < W (s δ ), then dp ∞ (γ) < dp ∞ (δ).
(2) If W is finite and there exists x ∈ W such that δ = x(γ) and (s δ ) = (s γ ) + 2 W (x), then dp ∞ (γ) ≤ dp ∞ (δ).
Remark 5.5. In the notation of Remark 5.3, (1) says that (for infinite W ),
The proof of the proposition involves a study of an analogue for Φ of the weak order of W , and is postponed to the end of this section. For now, assuming the above proposition, let us give the proof of the theorem.
Proof of Theorem 5.1. We shall show that Σ n is balanced, and hence it is bipodal. We begin the argument assuming just that (W, S) is a finite rank Coxeter system. Let γ ∈ Σ n and W be a (maximal) dihedral reflection subgroup of W such that γ ∈ Φ W \ ∆ W . Write ∆ W = {α, β}. We wish to show that α, β ∈ Σ n .
In any case,
If W is infinite, it follows from Proposition 5.4(1) that dp ∞ (α), dp ∞ (β) < dp ∞ (γ) ≤ n and α, β ∈ Σ n as required. Otherwise, W is finite. It follows from Proposition 5.4(2) and Remark 5.5 that dp ∞ (s β (α)) ≥ dp ∞ (s α ), dp ∞ (s α (β)) ≥ dp ∞ (s β ) and either dp ∞ (s γ ) ≥ dp ∞ (s β (α)) or dp ∞ (s γ ) ≥ dp ∞ (s α (β)). Hence it would suffice to show that dp ∞ (s β (α)) ≥ dp ∞ (s β ) and dp ∞ (s α (β)) ≥ dp ∞ (s α ). We do not know if this holds in general. However, we now make the special assumptions on the Coxeter matrix in Theorem 5.1 and show instead that one has s γ = s α (β) = s β (α).
An argument due to Tits (see [4, Ch IV, §4, Ex 4(d)], [6, Proposition 1.3] or [2, Theorem 4.5.3] ) shows that a finite subgroup H of W must be conjugate to a reflection subgroup of a finite standard parabolic subgroup of W . A minor elaboration of Tits' argument shows that if H is a reflection subgroup, and its roots span a subspace of dimension r, then the standard parabolic subgroup may be taken to be of rank r. This also follows from the well known fact that, in a finite Coxeter group, the parabolic closure H of a rank r reflection subgroup H (i.e. the inclusion-minimal parabolic subgroup H containing H ) has as its root system the set of all roots in the linear span of the root system of H . Applying the previous paragraph with H = W shows that W is conjugate to a subgroup of a finite dihedral standard parabolic subgroup of W . By assumption, this subgroup must be of order 4 or 6 with two or three positive roots respectively. In particular, either B(α, β) = 0 (which is impossible since then
Proposition 5.4 has also the following noteworthy consequence, which was observed in the proof above.
Corollary 5.6. Let n ∈ N. The set Σ n of n-small roots is bipodal if and only for any pair of roots α, β ∈ Φ + such that W := s α , s β is a finite maximal dihedral reflection subgroup with canonical simple system ∆ W = {α, β}, B(α, β) = 0, and s α (β) ∈ Σ n , one has α ∈ Σ n .
Length and depth functions on Φ.
Definition 5.7. Fix any subset X ⊆ R + := {λ ∈ R | λ > 0}. The X-length on Φ is the function d X : Φ → Z defined as follows: let β ∈ Φ + , then
Example 5.8. Note that if β ∈ Φ + and α ∈ N (s β ), then B(α, β) > 0, since otherwise s β (α) = α − 2B(α, β)β ∈ Φ + contrary to α ∈ N (s β ). So if X = R + the R + -length on β corresponds to the usual length of the associated reflection s β : 
Proof. The first claim is immediate from the definitions. It is easy to check that the displayed formula is equivalent to any of its variants given by replacing β by ±β or ±s α (β). Hence, without loss of generality, we may (and do) assume that β ∈ Φ + and B(β, α) ≥ 0. If β = α or B(β, α) = 0, the conclusion follows readily. Otherwise, γ := s α (β) ∈ Φ + and s β = s α s γ s α with (s β ) = (s γ ) + 2. Hence N (s β ) = {α} s α (N (s γ )) {s α s γ (α)} by Proposition 2.8. One has
For any γ ∈ N (s γ ) we have B(γ , γ) ∈ X if and only if B(s α (γ ), β) ∈ X, since
Let c denote 1 if B(α, β) ∈ X and 0 otherwise. Now, since B(α, β) > 0, the desired conclusion follows:
Corollary 5.11.
(1) Let w ∈ W and β ∈ Φ. Then d X (w(β)) and d X (β) are integers of the same parity, and
is an odd integer or an even integer for all β ∈ Φ according as to whether 1 ∈ X or 1 ∈ X.
Proof. Part (1) is proved by induction on (w) using Proposition 5.10. Part (2) follows from (1) and the description of d X (α) for α ∈ ∆ in Propositilon 5.10, since every root β is in the W -orbit of some simple root α.
Thanks to Proposition 5.10, we can define X-depth on Φ.
Definition 5.12. Let X ⊆ R + , the X-depth on Φ + is the function dp X : Φ + → N defined as follows: dp X (β) =
The following proposition follows from Proposition 5.10 together with Proposition 2.6 and Proposition 3.3.
Proposition 5.13.
(1) If X = R + then dp X (β) = dp(β) − 1 for all β ∈ Φ + . (2) If X = [1, +∞) then dp X (β) = dp ∞ (β) for all β ∈ Φ + .
Remark 5.14. Sometimes, the depth of a positive root is defined so that the simple roots equal have depth 0 and not 1 as in this text. In this case, then the equality would be dp X (β) = dp(β) in (1) above. 
In the remaining case (
∈ X), one checks that
5.2.
The weak order on Φ. If X = R + , we abbreviate d R + by d and call it the standard length function on Φ. We saw in Example 5.8 that for any β ∈ Φ + , we have (3) d(±β) = ± (s β ) = ±(dp(β) − 1).
Proposition 5.10 implies that if β ∈ Φ and α ∈ ∆, then
Definition 5.16. Let be the relation on Φ defined by α β if there is γ ∈ ∆ such that B(γ, α) < 0 and β = s γ (α) both hold. We define the weak order on Φ to be the partial order ≤ on Φ obtained as the reflexive transitive closure of the relation .
Since d(β) is odd for all β ∈ Φ, (4) implies that is the covering relation of ≤. Thus, α ≤ β holds in Φ if and only if there exist n ∈ N and β 0 , . . . , β n ∈ β with
Since d(β i ) = d(β i−1 ) + 2 for all i from 1 to n, this implies that [2] , the set Φ + partially ordered by restriction of ≤ is called the root poset. Note that this partial order on Φ + is not in general the order obtained by restricting weak order on W to T = {s β | β ∈ Φ} and transferring to Φ + via the standard bijection β → s β . It is easy to see that if β ∈ Φ + , then −β ≤ β. The map β → −β for β ∈ Φ is an order-reversing bijection of Φ with itself in weak order. Note also that if β α where α ∈ ∆, then β = −α.
5.3.
The root category. The relationship between the weak orders on Φ and W is clarified by the introduction of a certain category C, which we shall call the root category.
First, let C = G denote the transformation groupoid of W on Φ; this is the category (in fact, a groupoid) such that: ob(G) = Φ and mor G (α, β) = {(β, w, α) | w ∈ W, w(α) = β}, with composition defined by (γ, v, β)(β, w, α) = (γ, vw, α). For β ∈ V , c ∈ R and • denoting one of the symbols =, < ,≤, ≥ or >, define V (1) There is a subcategory C of C with all objects of C , and only those morphisms (β, w, α) in C with N (w) ⊆ V (2) is readily proved using the fact that N (w
Corollary 5.19. Let α, β ∈ Φ. Then there is a natural bijective correspondence between the set of maximal chains from α to β in (Φ, ≤) and the set of reduced expressions of elements w ∈ W such that (β, w, α) ∈ mor C (α, β).
is in mor(C), by the definitions. On the other hand, if (γ , s β , γ) is in mor(C) with β ∈ ∆, then γ γ in (Φ, ≤). Given a maximal chain c : α = α 0 . . . α n = β in (Φ, ≤), let β i ∈ ∆ with α i = s βi (α i−1 ). By the above, (α i , s βi , α i−1 ) is in mor(C) for i = 1, . . . , n with composite (α n , s βn , α n−1 ) · · · (α 1 , s β1 , α 0 ) = (β, w, α) ∈ mor(C) where w := s βn · · · s β1 ∈ W . We have n = (w) by Proposition 5.18, and we attach to c the above reduced expression defining w.
On the other hand, consider a morphism (β, w, α) in C and a reduced expression w = s βn · · · s β1 , where all β i ∈ ∆. Let w i := s βi · · · s β1 and α i := w i (α) for i = 0, . . . , n. From Proposition 5.18 again, we see that c : α = α 0 . . . α n = β is a maximal chain from α to β in (Φ, ≤).
It is clear that the maps of the two previous paragraphs define inverse bijections as required.
Proposition 5.20. For all α, β ∈ Φ and w ∈ W , one has (β, w, α) ∈ mor(C) if and only if β = w(α) and d(β) = d(α) + 2 (w) hold.
Proof. Suppose (β, w, α) ∈ mor(C). Then by the proof of Corollary 5.19, there is a maximal chain from α to β in (Φ, ≤) of length l(w). By (6), this maximal chain necessarily has length
On the other hand, suppose that β = w(α) where d(β) = d(α) + 2 (w). Choose a reduced expression w = s βn · · · s β1 where each β i ∈ ∆. Let w i := s βi · · · s β1 and α i := w i α for i := 0, . . . , n.
and it follows from §5.2 that α = α 0 α 1 . . . α n = β is a maximal chain from α to β in (V, ≤). By the proof of Corollary 5.19, (β, w, α) ∈ mor(C).
5.4.
Paths in weak order and length functions. We introduce more systematic notation for certain invariants attached to paths in the poset (Φ, ≤).
Let p : α = α 0 α 1 . . . α n = β be a maximal chain in the interval
where w := s βn · · · s β1 ∈ W . We have n = (w) by Proposition 5.18. For i := 1, . . . , n, let c i := B(β i , α i ) ∈ R + , w i := s βi · · · s β1 and γ i := ww
We call L(p) := n the length of p and L W (p) := w the W -length of p. Define the simple root label ∆(p) := (β n , . . . , β 1 ) ∈ ∆ n , the root label Φ(p) = (γ n , . . . , γ 1 ) ∈ Φ n and the numerical label c(p) := (c n , . . . , c 1 ) ∈ (R + ) n . We record the following simple relationships amongst these invariants for reference.
Corollary 5.21. Consider α ≤ β in (Φ, ≤). Fix a path p from α to β and write its numerical label as ∆(p) = (c 1 , . . . , c n ). Also let (β, w, α), where w ∈ W , be in
In particular, the two cardinalities depend only on α and β, and for any α ≤ β in Φ, one has
Proof. The second equality in the displayed equation follows from Proposition 5.10 by induction on L(p). To prove the first equality in that equation, one may, by the proof of Corollary 5.19, assume without loss of generality that w = L W (p). Then the first equality is a consequence of (7) and (9) . The final statement of the corollary follows from the displayed equation. (1) Let (α, w, α ) be a morphism in C. Then
for all β, β ∈ Φ such that β = w(β ) and B(α, β) ≤ 0.
Proof. Note that in (1), α = w(α ) so B(α, β) = B(α , β ) for β, β as there. By a predicate, we mean here a function which attaches to each element of its domain a truth value. Consider the predicate which attaches to any morphism (α, w, α ) in C the truth value of the second sentence in (1). It is easy to check that this predicate is true on identity morphisms and that if it is true on each of two composable morphisms in C, it is true on their composite. Since every (non-identity) morphism in C is a composite of morphisms (α, s, α ) with s ∈ S, we may assume without loss of generality that w = s γ for some γ ∈ ∆.
Rearranging the equation in (1), we see now that it holds if and only if
for all α, β ∈ Φ and γ ∈ ∆ with B(α, β) ≤ 0 and B(γ, α) > 0. We have s α (β) = β + cα where c :
Then Equation (13) follows by computing both sides by Proposition 5.10 using B(γ, s α (β)) ≥ B(γ, β). This completes the proof of (1). Now let α, β be as in (2) . Since α ∈ Φ + , we may choose a morphism (α, w, α ) in C with α ∈ ∆, and set β = w −1 (β). By The remaining results of this subsection are not required in the proof of Proposition 5.4. They provide a more conceptual interpretation of Lemma 5.23(2) as a monotonicity property of the length functions d X on Φ, in terms of a second partial order ≤ on Φ which we now define.
Definition 5.24. (i) Let
be the relation on Φ defined by α β if there is γ ∈ Φ + such that c := B(γ, α) < 0 and β = s γ (α). This implies that β − α = −cγ, so γ and c are uniquely determined by α and β.
(ii) Define a preorder (reflexive transitve relation) ≤ on Φ as the reflexive, transitive closure of the relation . If α ≤ β, then β −α ∈ cone(Φ). Since cone(Φ)∩− cone(Φ) = {0}, it follows that ≤ is anti-symmetric i.e. it is a partial order, which we call the Bruhat order on Φ. Length functions have the following interesting behavior in relation to the Bruhat order on Φ.
Theorem 5.26. Let W be a reflection subgroup of W , and ≤ (resp., ≤ W ) denote Bruhat order on Φ (resp., Φ W ).
(1) If β, β ∈ Φ and β ≤ β , then d X (β) ≤ d X (β ). We now consider two cases as follows. First, suppose that γ ∈ Φ W . Then W = W and γ ∈ ∆ W . By Proposition 5.10 applied to both W and W , one has d W ,X (s γ (β )) − d W ,X (β ) = d X (s γ (β )) − d X (β ) for all β ∈ Φ W . Taking β := s α (β) and β := β in turn in this, we see that (14) follows from (15) .
The second and final case is that in which γ ∈ Φ W . Since γ ∈ ∆ \ ∆ W , we have ∆ W = s γ (∆ W ). It follows that the map β → s γ (β ) defines a bijection Φ W → Φ W . This bijection is an order isomorphism (Φ W , ≤ W ) → (Φ W , ≤ W ) in the corresponding weak orders, restricts to bijections ∆ W → ∆ W and Φ + W → Φ + W , and preserves bilinear forms in the sense B(s γ (β ), s γ (β )) = B(β , β ) for all β , β ∈ Φ W . It follows that d W ,X (s γ (β )) = d W ,X (β ) for all β ∈ Φ W . Taking β equal to s α (β) and to β in turn shows that the left hand sides of (15) and (14) are equal. On the other hand, by (13) , the right hand side of (15) is less than or equal to the right hand side of (14) . Hence (14) also follows from (15) in this case. This completes the proof of (2) and of the theorem. (2) dp ∞ (β) = |{i | 1 ≤ i ≤ n, c i ≥ 1}|. Proof. We prove (1) using the facts listed in §5.4. Write ∆(p) = (β n , . . . , β 1 ). Suppose 1 ≤ i ≤ n and c i ≥ 1. Then B(γ i , β) = c i ≥ 1. Also, since γ i = s βn · · · s βi+1 (β i ), we have (s γi ) ≤ 2(n − i) + 1 < 2n + 1 = (s β ).
This implies that γ i ≺ β. On the other hand, let γ ∈ Φ + with γ ≺ β. Set w := L W (p), so wα 0 = β. Hence s α0 w −1 (β) = −α 0 , we have γ ∈ N (ws α0 ) = N (w) {β} = {γ n , . . . , γ 1 , β}. Therefore γ = γ i for some 1 ≤ i ≤ n, with 1 ≤ B(γ i , β) = c i . Part (2) follows by taking cardinalities in the equality in (1).
To prove (3) and (4), we may suppose without loss of generality that α = α 0 and y = L W (p); so β = y(α 0 ) . Then for (3) N (y) = {s γ1 , . . . , s γn } and B(γ i , β) = c i for i = 1, . . . , n, so (3) follows from (1). For (4) choose a morphism (α, z, δ) in C with δ ∈ ∆. Then (β, yz, δ) = (β, y, α)(α, z, δ) in mor(C). By The following facts can be easily deduced from the definition of dominance order, see [6, Lemma 2.2] : the action of W preserves the dominance order so −γ = s β (γ ) ≺ s β (β) = −β; multiplication by −1 reverses the dominance order so β ≺ γ and in this case dp(β) < dp(γ). Therefore by Example 5.8 we obtain (s β ) < (s γ ) as required.
5.7. Proof of Proposition 5.4. Assume first for the proof of 5.4(1) that W is infinite. We use here Proposition 5.27. Write ∆ W = {α, β}. Note that the inner product of any two roots in Φ W is greater than or equal to 1 in absolute value, since W is infinite. There is some ρ ∈ ∆ W with B(ρ, δ) > 0. Interchanging α and β if necessary, we assume without loss of generality that B(α, δ) > 0. If also B(α, γ) > 0, then α γ ≺ δ since 1 = W (s α ) ≤ W (s γ ) < W (s δ ). Hence Dom(δ) ⊇ Dom(γ) {γ} and dp ∞ (δ) = | Dom(δ)| ≥ | Dom(γ)| + 1 > dp ∞ (γ). The other case is that B(α, γ) ≤ −1. Let γ := s α γ. Then dp ∞ (γ) < dp ∞ (γ ) by Lemma 5.23 (2) . We have B(α, γ ) > 0, B(α, δ) > 0 and W (s γ ) = W (s γ ) + 2 ≤ W (s δ ), so α ≺ γ δ. This gives either γ = δ or else dp ∞ (γ ) < dp ∞ (δ), by arguing as before but with γ replaced by γ . In either case, dp ∞ (γ) < dp ∞ (γ ) ≤ dp ∞ (δ) as required.
