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This work is concerned with nonlinear differential equations with nonlocal conditions in
Banach spaces. Using the theory of nonlinear semigroups and approximation techniques, a
newexistence result is obtained, for integral solutions. An example is also given to illustrate
the abstract theory.
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1. Introduction
In this work we consider the nonlocal initial value problem
u′(t) ∈ −Au(t)+ f (t, u(t)), 0 < t ≤ T , (1.1a)
u(0) = g(u), (1.1b)
in a real Banach space X , where A : D(A) ⊂ X → 2X is a nonlinearm-accretive operator such that−A generates a nonlinear
semigroup {S(t); t ≥ 0}, f : [0, T ] × X → X and g : C(0, T ; X)→ D(A).
The nonlocal condition, which is a generalization of the classical initial condition, was motivated by mathematical
physical problems such as flow fluid through fissured rocks, diffusion of gas in a transparent tube, heat conduction and
so on. The pioneering work in this direction is due to Byszewski [1–3]. Subsequently, many authors contributed to the study
of nonlocal problems (see, e.g., [4–17] and references therein). In particular, in [5], the authors discussed the existence
of integral solutions to (1.1) for when the nonlinear semigroup S(t), t > 0, is compact and the nonlocal term g is only
continuous on C(0, T ; X). They extended the results of [13] to the fully nonlinear case by using a fixed point technique.
However, in [5], the mapping f also satisfies a Lipschitz condition. Recently, using the tools of noncompact measures, the
authors in [12,17] discussed the problem (1.1) for another case, i.e., the case where there is no compactness of semigroups.
In this work, we prove the existence of integral solutions to (1.1) without the Lipschitz assumption on f . No additional
conditions are required. We rely on the fixed point theory and the technique of approximating solutions (also see [10]). In
Section 2, we recall some definitions and facts about nonlinear differential equations. In Section 3, we give our main results.
In Section 4, an example is given to illustrate our results.
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2. Preliminaries
Let (X, ‖ · ‖) be a real Banach space. We denote by C(0, T ; X) the space of X-valued continuous functions on [0, T ]with
the norm ‖u‖ = supt∈[0,T ] ‖u(t)‖ and by L1(0, T ; X) the space of X-valued Bochner integrable functions on [0, T ] with the
norm ‖u‖L1 =
∫ T
0 ‖u(t)‖ dt .
A multi-valued map A in X with domain D(A) and range R(A) is said to be accretive if ‖x1− x2‖ ≤ ‖x1− x2+λ(y1− y2)‖,
for all λ > 0 and yi ∈ Axi, i = 1, 2. A is calledm-accretive if it is accretive and R(I + λA) = X , for all λ > 0.
Consider the Cauchy problem:
u′(t) ∈ −Au(t)+ h(t), 0 < t ≤ T , (2.1a)
u(0) = u0, (2.1b)
where u0 ∈ D(A), and A is anm-accretive operator on X .
Defintion 2.1. A function u ∈ C(0, T ; X) is called an integral solution of (2.1) in the sense due to Bénilan if u(0) = u0, and
the inequality
‖u(t)− x‖2 ≤ ‖u(s)− x‖2 + 2
∫ t
s
〈h(τ )− y, u(τ )− x〉sdτ (2.2)
holds for all [x, y] ∈ A and 0 ≤ s ≤ t ≤ T . Here the function 〈, 〉s : X × X → R is defined by 〈y, x〉s = sup{x∗(y) : x∗ ∈ J(x)},
where J : X → 2X∗ is the duality mapping of X .
We know that there is a unique integral solution u to (2.1) with u(t) ∈ D(A) for t ∈ [0, T ] when h ∈ L1(0, T ; X) and
u0 ∈ D(A). In addition, if v is the integral solution to the following differential inclusion:
v′(t) ∈ −Av(t)+ h(t), 0 < t ≤ T
v(0) = v0,
where h ∈ L1(0, T ; X), v0 ∈ D(A), then
‖u(t)− v(t)‖ ≤ ‖u(s)− v(s)‖ +
∫ t
s
‖h(τ )− h(τ )‖dτ , (2.3)
for all 0 ≤ s ≤ t ≤ T (see [18] for more details).
Defintion 2.2. A subset S of L1(0, T ; X) is called uniformly integrable if for every ε > 0 there exists δ > 0 such that∫
Ω
‖h(t)‖dt < ε
for every measurableΩ ⊂ [0, T ]with Lebesgue measurem(Ω) < δ and every h ∈ S.
We will also use the following theorem (see [19]).
Theorem 2.1. Let S ⊆ L1(0, T ; X) be uniformly integrable and K be a precompact subset of D(A). If −A generates a compact
semigroup on D(A), then the set { u : u is an integral solution to Eq. (2.1) for some h ∈ S, u0 ∈ K } is precompact in C(0, T ; X).
3. Main results
Let r, T be finite positive constants, and the set Br = {x ∈ X : ‖x‖ ≤ r},Wr = {u ∈ C(0, T ; X) : u(t) ∈ Br , ∀ t ∈ [0, T ]}.
Now, we can state our main result.
Theorem 3.1. Assume that:
(H1) A : D(A) ⊂ X → 2X is an m-accretive operator such that −A generates a compact semigroup {S(t), t ≥ 0}.
(H2) f : [0, T ] × X → X; for any x ∈ X, f (·, x) is measurable; and for a.e. t ∈ [0, T ], f (t, ·) is continuous. Moreover, for any
l > 0, there exists a function kl ∈ L1(0, T ; R) such that
‖f (t, x)‖ ≤ kl(t)
for a.e. t ∈ [0, T ] and every x ∈ Bl.
(H3) g : C(0, T ; X) → D(A) is a continuous mapping which maps Wr into a bounded set, and there is a δ = δ(r) ∈ (0, T )
such that g(u) = g(v) for any u, v ∈ Wr with u(s) = v(s), s ∈ [δ, T ].
(H4) ‖kr‖L1 + supu∈Wr ‖S(t + 1n )g(u)‖ ≤ r, ∀ t ∈ [0, T ], n ≥ 1.
Then (1.1) has at least one integral solution.
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Remark 3.1. This is similar to Remark 3.2 in [5]: if 0 ∈ A0, then (H4) would be satisfied provided that
‖kr‖L1 + sup
u∈Wr
‖g(u)‖ ≤ r.
To prove the above theorem, we will first give some lemmas.
For fixed n ≥ 1, we consider the following problem:
u′(t) ∈ −Au(t)+ f (t, u(t)), 0 < t ≤ T , (3.1a)
u(0) = S
(
1
n
)
g(u). (3.1b)
Lemma 3.1. For any n ≥ 1, Eq. (3.1) has at least one integral solution un ∈ C(0, T ; X).
Proof. Let Gnv be the unique integral solution of the following problem:
u′(t) ∈ −Au(t)+ f (t, v(t)), 0 < t ≤ T ,
u(0) = S
(
1
n
)
g(v)
for every v ∈ Wr .
We only need to prove that Gn has a fixed point inWr , which is a standard argument.
First, for any v ∈ Wr , t ∈ [0, T ], by (2.3) and (H4), we have
‖(Gnv)(t)‖ ≤
∥∥∥∥S(t)S (1n
)
g(v)
∥∥∥∥+ ∥∥∥∥(Gnv)(t)− S(t)S (1n
)
g(v)
∥∥∥∥
≤
∥∥∥∥S(t)S (1n
)
g(v)
∥∥∥∥+ ∫ t
0
‖f (s, v(s))‖ds
≤ sup
v∈Wr
∥∥∥∥S (t + 1n
)
g(v)
∥∥∥∥+ ‖kr‖L1
≤ r.
That is, GnWr ⊂ Wr .
Next, the continuity of Gn follows easily from that of f and g and the inequality
‖Gnu(t)− Gnv(t)‖ ≤
∥∥∥∥S (1n
)
g(u)− S
(
1
n
)
g(v)
∥∥∥∥+ ∫ t
0
‖f (s, u(s))− f (s, v(s))‖ds
for all u, v ∈ Wr and t ∈ [0, T ].
Finally, since ∀ t > 0, S(t) is compact, the set K = {S( 1n )g(u), u ∈ Wr} is relatively compact in X . By Theorem 2.1, Gn is
a compact operator. Thus by Schauder’s fixed point theorem, Gn has at least one fixed point inWr , which is just the integral
solution to Eq. (3.1). 
Now, we define the solution set
Q = {un ∈ C(0, T ; X), n ≥ 1 : un = Gnun},
and the set
Q (t) = {un(t), n ≥ 1 : un ∈ Q }, for t ∈ [0, T ].
We will prove that Q is relatively compact in C(0, T ; X).
Lemma 3.2. For every t ∈ (0, T ], Q (t) is relatively compact, and Q is equicontinuous on (0, T ].
Proof. Since the set Q is a subset ofWr , the set {f (·, un(·)) : un ∈ Q }∞n=1 is a uniformly integrable subset of L1(0, T ; X). Thus,
by (2.3) and (H2), for arbitrary ε > 0, t ∈ (0, T ] and un ∈ Q , there exists h ∈ (0, t) such that
‖un(t)− S(h)un(t − h)‖ ≤
∫ t
t−h
‖f (τ , un(τ ))‖dτ < ε
holds for any n ≥ 1.
Combining the above inequality with the compactness of the operator S(h), one infers that Q (t) is relatively compact.
Now for t ∈ (0, T ], sinceQ (t) is relatively compact, it is precompact. Thus, there exists a finite family {v1, v2, · · · , vj} ⊂ Q
such that for any un ∈ Q , there exists i ∈ J = {1, 2, . . . , j}with
‖un(t)− vi(t)‖ ≤ ε/4.
C. Xie et al. / Applied Mathematics Letters 22 (2009) 998–1002 1001
On the other hand, we can choose h ∈ (0, t) such that∫ t+h
t
‖f (τ , un(τ ))‖dτ ≤ ε/4, ‖S(h)vi(t)− vi(t)‖ ≤ ε/4,
for any un ∈ Q , i ∈ J . Therefore,
‖un(t + h)− un(t)‖ ≤ ‖un(t + h)− S(h)un(t)‖ + ‖S(h)un(t)− un(t)‖
≤
∫ t+h
t
‖f (τ , un(τ ))‖dτ + ‖S(h)vi(t)− vi(t)‖ + 2‖un(t)− vi(t)‖
≤ ε/4+ ε/4+ ε/2
≤ ε,
for any un ∈ Q , i.e., Q is equicontinuous on (0, T ]. 
Lemma 3.3. Q is relatively compact in C(0, T ; X).
Proof. We should only work at t = 0. For un ∈ Q , set
∼
un(t) =
{
un(t), t ∈ [δ, T ],
un(δ), t ∈ [0, δ].
By condition (H3), g(un) = g(∼un).
At the same time, by Lemma 3.2, without loss of generality, we may suppose that
∼
un → u ∈ C(0, T ; X). Thus, by the
continuity of S(t) and g , we get
‖un(0)− g(u)‖ ≤
∥∥∥∥S (1n
)
g(un)− S
(
1
n
)
g(u)
∥∥∥∥+ ∥∥∥∥S (1n
)
g(u)− g(u)
∥∥∥∥
≤ ‖g(∼un)− g(u)‖ +
∥∥∥∥S (1n
)
g(u)− g(u)
∥∥∥∥
→ 0
as n→∞.
On the other hand, as in the proof of Lemma 3.2, we deduce that the set Q ⊂ C(0, T ; X) is equicontinuous at t = 0. This
completes the proof. 
Proof of Theorem 3.1. According to Lemma 3.3, we may suppose that un → u∗ ∈ C(0, T ; X). By the definition of the
integral solution, we have
‖un(t)− x‖2 ≤ ‖un(s)− x‖2 + 2
∫ t
s
〈f (τ , un(τ ))− y, un(τ )− x〉sdτ
for all [x, y] ∈ A and 0 ≤ s ≤ t ≤ T .
Taking the limit on both sides, as n→∞, we obtain
‖u∗(t)− x‖2 ≤ ‖u∗(s)− x‖2 + 2
∫ t
s
〈f (τ , u∗(τ ))− y, u∗(τ )− x〉sdτ
for all [x, y] ∈ A and 0 ≤ s ≤ t ≤ T .
Moreover
un(0) = S
(
1
n
)
g(un)→ g(u∗) = u∗(0), as n→∞.
Thus, u∗ is the integral solution of Eq. (1.1). 
Remark 3.2. As compared to the case for Theorem 3.1 in [5], we no longer require the Lipschitz continuity of f . Moreover,
we also have the following results in this case. Note that we do not add any other conditions. So these results have more
practical applications.
Corollary 3.1. Let conditions (H1) , (H2) be satisfied. Suppose that 0 ∈ A0, D(A) = X and g(u) = ∑pi=1 ciu(ti), where ci are
given constants, and 0 < t1 < t2 < · · · < tp ≤ T . If also the condition ‖kr‖L1 + r
∑p
i=1 |ci| ≤ r is satisfied, then the nonlinear
Cauchy problem Eq. (1.1) has at least one integral solution in C(0, T ; X).
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Corollary 3.2. Assume that conditions (H1) , (H2) and (H3) of Theorem 3.1 hold for each r > 0. If
‖f (t, x)‖
‖x‖ → 0, as ‖x‖ → ∞, uniformly in t,
‖g(u)‖
‖u‖C(0,T ;X) → 0, as ‖u‖C(0,T ;X) →∞,
then (1.1) has at least one integral solution in C(0, T ; X).
4. An example
Consider the nonlocal initial–boundary value problem:
ut(t, x)−1λpu(t, x) 3 c0
√
u(x), a.e. on (0, T )×Ω,
u(0, x) = Σpi=1ci
√
3u(ti, x), a.e. onΩ,
− ∂u
∂νp
∈ β(u(t, x)), a.e. on (0, T )× Γ ,
where 0 < t1 < t2 < · · · < tp ≤ T and ci are constants.
For more details about the symbols in the above equations, see Example 4.1 in [5]. Let X = L2(Ω) and A = −1λp . Define
f : [0, T ] × X → X by f (t, u)(x) = c0√u(x), for all t ∈ [0, T ] and all x ∈ Ω (where u ∈ X), and g : C(0, T ; X) → X by
g(u)(x) = Σpi=1ci 3
√
u(ti, x), for any u ∈ X , and almost all x ∈ Ω . Thus these equations can be formulated for the abstract
Eq. (1.1) and all the conditions of Corollary 3.2 are satisfied. Applying Corollary 3.2, we can conclude that the above problem
has at least one integral solution in C(0, T ; X). And we remark that here f (t, u)(x) = c0√u(x), which is not Lipschitz
continuous at u = 0. So the main results in [5] cannot be applied to this case. Indeed, there are many functions which
are not locally Lipschitz continuous, such as the classical Weierstrass functions. So Theorem 3.1 has more applications in
mathematical physical problems.
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