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ABSTRACT Resonance energy transfer between octadecyl rhodamine B (donor) and 1,1',3,3,3',3'-hexamethylindotricar-
bocyanine (acceptor) was studied in a model system of membranes (large unilamellar vesicles of dipalmitoylphosphatidyl-
choline), using both steady-state and time-resolved techniques. In the fluid phase (temperature = 500C) the decay law and
the steady-state theoretical curve for energy transfer in two dimensions are verified. In the gel phase (temperature = 250C)
an apparent reduction of dimensionality is observed, which is explained on the basis of probe segregation to the defect lines
(grain boundaries). An estimation of the domain size from the model recovered linear probe concentrations is approximately
1750-2000 lipid molecules. In both phases, the existence of a fractal geometry was ruled out.
INTRODUCTION
Lipid self-organization in membranes is a relevant problem
in biophysics. Because of their complexity, biological mem-
branes are often replaced by model systems, such as phos-
pholipid vesicles, which are formed by single or multiple
bilayers dispersed in aqueous medium. On variation of
temperature or pressure, the lipid undergoes structural
changes related to phase transitions. Bilayers of all lipids
show a first-order transition (associated with melting of the
alkyl chains) from the so-called L., gel phase to the fluid La
phase. In large excess of water, there is an additional phase
transition, called the pretransition, from Lp, to the "ripple
phase" P,3, (Sackmann, 1982).
Lateral lipid organization (e.g., domain formation) is
supposed to modulate biochemical processes such as protein
function (Heimburg and Biltonen, 1996). The lipid phases
were shown to be considerably different when freeze-etched
samples are observed by electron microscopy, which is
useful to characterize domains with sizes >0.1 ,um (Sack-
mann, 1982). The L, phase generally shows a surface with
defect lines, the P, phase shows a wavelike surface profile
and the La phase exhibits a completely smooth surface.
Other techniques have been used to study the nature and
extent of lipid aggregation, including fluorescence micros-
copy (limiting resolution 0.5 ,um; e.g., Parasassi et al.,
1994), calorimetry (useful to measure the nonideality of
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binary mixtures; e.g., Mabrey and Sturtevant, 1976) and
fluorescence recovery after photobleaching (for studying
percolation in gel-fluid coexistence regions, e.g., Almeida et
al., 1992, and determination of diffusion coefficients, e.g.,
Derzko and Jacobson, 1980). However, these techniques do
not give information about domains in the 10- to 100-nm
size range. Indirect characterization has been achieved using
electron spin resonance spectroscopy (Sankaram et al.,
1992) and infra-red spectroscopy (Mendelsohn et al., 1995;
Snyder et al., 1995) in binary lipid mixtures. In the former
study, the number of molecules per lipid domain was de-
termined for several compositions. For the fluid phase do-
mains, values of up to 1000 molecules (depending on the
fluid phase fraction) were reported. For the gel phase do-
main, this number increases approximately twofold. The
infra-red method is sensitive to domain sizes between 1-100
molecules.
In this work, ET will be used to probe lipid lateral
organization in gel and fluid phases. The range of this
interaction (-100 A) is adequate to probe small size do-
mains. In addition, because of its explicit distance depen-
dence (energy transfer rate being proportional to r- 6), de-
tailed information on distance distribution functions and/or
the dimensionality of the system can be obtained. The used
Forster pair was ORB as donor and DiIC1(7) as acceptor,
these probes being incorporated in LUV of DPPC, above
and below the main phase transition temperature (Tm =
41.4 ± 0.5°C) (Marsh, 1990). In addition, a steady-state
study of energy migration among ORB molecules was also
carried out to obtain independent information on its distri-
bution function.
THEORETICAL BACKGROUND
ET in heterogeneous media
Since the formulation of the fluorescence decay functions in
ID and 2D in the mid-1970s (Hauser et al., 1976) and its
extension to systems with self-similar structure in the mid-
1980s (Klafter and Blumen, 1984), Forster type ET in
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restricted arrangements has attracted the interest of many
researchers. Studies involving such diverse media as silica
surfaces (Rojanski et al., 1986), porous glasses (Even et al.,
1984), polymer interphases (Farinha et al., 1995), Lang-
muir-Blodgett films (Yamazaki et al., 1987; Ohta et al.,
1993), and vesicles (Tamai et al., 1987; Duportail et al.,
1995) have been reported, and ET is now established as a
powerful tool for obtaining structural information concern-
ing these systems.
Fluorescence decays were usually analyzed using Eq. 1
(Klafter and Blumen, 1984),
iDA(t) = A . exp(-t/T - C (t/T)d/6) (1)
where iDA(t) is the time-resolved donor fluorescence inten-
sity in the presence of acceptor, A is a constant, T is the
donor fluorescence lifetime in the absence of acceptor, and
d is the dimensionality of the system. For the Euclidean
dimensionalities, the C factor is given by Eq. 2 (Hauser et
al., 1976),
C =F(- d/6) ndA Vd R (2)
F is the complete gamma function, ndA the number of
acceptors per d-space volume unit (e.g., n2A is the number
of acceptors per area unit), Vd is the d-dimensional unit
sphere (VI = 2, V2 = Xr, V3 = 4iT/3), and Ro is the critical
Forster radius. Noninteger d values were usually interpreted
on the basis of a fractal structure. However, as first pointed
out by Yang et al. (1985) and Klafter and Blumen (1985), an
"apparent fractal" dimension may not be due to an actual
self-similar structure, but to restricted dimensions of the
medium (i.e., nonvalidity of the "infinite medium" assump-
tion). Several theoretical and experimental confirmations of
this fact have appeared since then (Blumen et al., 1986;
Levitz and Drake, 1987; Levitz et al., 1988; Pekcan et al.,
1990). Another major source of deviation from integer
dimensionality, perhaps even more important than the
former, may stem from nonrandom distribution of acceptors
(contrary to the assumptions made in the deduction of Eq.
1). Again in this case, and because of the ability of the
stretched exponential decay function (Eq. 1, with gener-
ally noninteger d) to analyze most decay data (even when
there is no physical evidence for noninteger dimension-
ality), fractal structure was often mistakenly invoked.
Time-resolved model fitting methodology
The time-resolved ET experiment consists of obtaining sev-
eral fluorescence decay curves for different acceptor con-
centrations. Until recently, each decay within the same
experiment was analyzed separately, T being sometimes
fixed to the value recovered in the absence of acceptor. An
alternative procedure is the use of global analysis (for a
review, see Beechem et al., 1991). In this method, all related
decays are analyzed simultaneously and the common pa-
rameters (T and d in Eq. 1) are linked through the various
curves. Instead of several optimizing functions (one x2
value for each decay), there is a single x2 (the global x2)
value for the whole experiment. It has been found that, for
the accurate recovery of complex fluorescence decay phe-
nomena parameters, it is advantageous to combine more
than one experiment into the analysis (as first shown by
Eisenfeld and Ford, 1979). The use of a smaller number of
total fit parameters provides a more critical test of the
model. Global analysis has been successfully used in many
situations, including two-state excited-state reactions, an-
isotropy decay data analysis and distributions of distances
through ET (Beechem et al., 1991). The application of
global analysis to ET to an ensemble of acceptors in re-
stricted media is, however, more recent (Maliwal et al.,
1995; Ballet et al., 1996).
The fluorescence decay of a probe in a heterogeneous
medium is sometimes intrinsically complex, i.e., nonmono-
exponential (Maliwal et al., 1995; Ballet et al., 1996). If it
can be described by the sum of two exponentials, Eq. 3,
iD(t) = AI * exp(-t/lT) + A2 - exp(-t/T2)
then Eq. 1 should be reformulated as
iDA(t)= A,l exp(-t/T1 - Cl * (t/7T)d)
(3)
(4)
+ A2 * exp(-t/T2- C2 * (t1/2)dJ6)
If Eq. 4 were used for analyzing decay data, the Cl and C2
parameters would be allowed to assume totally independent
values. Under reasonable physical assumptions, an addi-
tional simplification can be introduced. Those parameters
are related to the Forster radius, Eq. 5 (see Eq. 2):
(5)
where a depends only on dimensionality. Roi denotes the
critical Forster radius associated to each lifetime compo-
nent. If the two donor populations have identical fluores-
cence spectra but different fluorescence quantum yields
(Di, then we should have (see Materials and Methods):
Roi = ,3 * (D 16 i = 1, 2
DDi can be related to each lifetime by
DDi = kFi Ti
(6)
(7)
where kFi is the fluorescence emission rate constant for
population i. In case that the oscillator strength is identical
for the two species, kFl = kF2 = kF. Eq. 8 then holds,
1/6Roi = Ry * T j/
with y = f3 _ kF116, and after substitution in Eq. 5:
Ci = C * T d/6





Al * exp(-t/lT - c * td) + A2 * exp(-t/T2- c * td)
where a single parameter c is considered.
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This is the fitting equation used for a single-curve anal-
ysis. For global analysis of several decays, four parameters
should be linked throughout the whole set of experimental
curves, the two lifetimes T, and T2, the dimensionality d, and
the ratio of preexponential factors Q = A1/A2. For each
curve, there are two additional decay parameters, one pre-
exponential factor (Al or A2) and c. We have also consid-
ered a scatter coefficient (sc) to take into account light-
scattering artifacts according to (O'Connor and Philips,
1984):
FDA(t) = L(t)*iDA(t) + SC * L(t) (1 1)
where FDA(t) is the experimental decay curve (not decon-
voluted), L(t) is the instrumental response function and *
stands for convolution (in our results, we always had sc <<
Ai).
In summary, for a set of j curves, the maximum number
of fitting parameters is 4 + 3j, although, in practice, the
number of fluctuating parameters is 3 + 3j, because c is
fixed at zero for the system with no acceptor. The linked
parameters are TI, T2, d, and Q.
When dealing with heterogeneous systems on experimen-
tal grounds, one often has to include an additional term,
representing donor molecules that are not affected by ac-
ceptors, to recover acceptable fits to the decay data
(Yamazaki et al., 1987; Ohta et al., 1993; Ballet et al.,
1996). Eq. 1 then becomes
iDA(t) = A * exp(-tlT - C * (t/T)d6) + r * A * exp(-t/T)
(12)
for a single-lifetime-decaying donor, and Eq. 10 is now
written as
iDA(t) = AI - exp(-t/Tl - c * td/6)
+ A2 - exp(-t/T2 -c *td/6) ( 13 )
+ r * (AIl exp(-t/Il) + A2 * exp(-t/T2))
where r denotes the ratio of donors unaffected by acceptors
to those that are involved in energy transfer. The number of
fluctuating parameters would now be 2 + 4j (note that r is
fixed at zero for the system with no acceptor).
Steady-state ET formalism
Independent experimental information can be obtained
through steady-state measurements. In the absence of static
quenching, the function that relates the steady-state fluores-
cence intensity in the presence of acceptor (IDA) to the
acceptor concentration is readily obtained by integration of
the decay laws,
IDA/ID = iDA(t)dt iD(t)dt (14)
0o 0J
where ID is the steady-state fluorescence intensity in the
absence of acceptor. Wolber and Hudson (1979) performed
this integration analytically for 2D geometry:
IDA/ID = ( -7 r(2/3) * R2 * n2A) F* r(j/3 + 1)!j!j=(
(15)
In the derivation of Eq. 15 it is assumed that the exclusion
distance, L (minimum distance between donor and acceptor
molecules), is much smaller than Ro. If this is not the case,
more cumbersome exact expressions for IDA/ID (including
an exclusion parameter) can be used. A different approach,
using Monte Carlo simulations, was conducted by Snyder
and Freire (1982). These authors adjusted practical polyno-
mials to their results, and their fitting functions are used in
this work. For ROL > 4, the exclusion parameter effect on
the quenching curve is negligible. For ID ET geometry, we
obtained from analytical integration:




In addition to the heterogeneous ET measurements, we also
carried out a study of energy migration among donor mol-
ecules to obtain independent information on its intrinsic
distribution function. The observable measured was the
steady-state fluorescence anisotropy (r), namely its decrease
on increasing probe concentration.
For 2D geometry, the Snyder and Freire (1982) Monte
Carlo approach was used (see Table 1 of their work). For ID
geometry there is not such a practical formalism available.
In any case, (r) can still be calculated from the integrated
emission components' decay functions,
(r) = (f Ivv(t)dt - IVH(t)dt)
(17)
( Ivv(t)dt + 2 * j IVH(t)dt)
where the different intensities are the time-resolved vertical
and horizontal components of the fluorescence emission
(Ivv(t) and IVH(t), respectively) with excitation vertical to
the emission axis.
For concentrated samples, a loss of polarization (decrease
in (r)) is often observed. This concentration depolarization
is caused by ET between alike (donor) molecules (energy
migration; e.g., see Sienicki et al., 1989, and references
therein). Under simplifying assumptions, the following set
of equations applies:
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Ivv(t) = p(t) * [1 + 0.8 * GS(t)] (18)
IVH(t) = p(t) [1 - 0.4 *GS(t)] (19)
In these equations, p(t) is the isotropic decay function, and
GS(t) is the ensemble averaged probability that an originally
excited donor is still excited after time t. This function can
be evaluated for integer dimensionality in a relatively sim-
ple manner, using the two-particle model for donor-donor
migration (Baumann and Fayer, 1986):
Gs(t)
(20d)
= exp[-2 * F(1 - d/6) * ndD * d * (t/T)6]
where ndD is the number of donors per d-space volume unit,
and Ro is now the donor-donor F6rster radius.
For calculation of (r), one may calculate Ivv(t) and IVH(t)
by numerical integration (or analytical integration, solutions
in this case being identical to the heterotransfer ones, minus
the 2d/6-1 factor) of Eqs. 18 and 19, respectively, and then
substitute the obtained values in Eq. 17. This was the
procedure used for calculating ID concentration depolariza-
tion curves. For d = 2, the Snyder and Freire (1982)
formalism has the advantage of including a possibility of
return of the excitation to the originally excited donor
molecule from all other donors, instead of excluding all
return paths requiring more than two molecules, as in the
two-particle model. However, for moderately dilute sam-
ples, the two-particle model values are very close to those




In our experiment, ORB was used as donor and DiIC,(7) was used as
acceptor (structures depicted in Fig. 1). Both probes were purchased from
Molecular Probes (Eugene, OR) and used without further purification.
DPPC was obtained from Avanti Polar Lipids (Birmingham, AL) and used
as received. LUV of DPPC (ca. 1 mM) in buffer (Tris-HCl 50 mM, NaCl
50 mM, ethylenediaminetetraacetic acid 0.2 mM, pH = 7.4) were prepared
as described elsewhere (Prieto et al., 1994). Adequate volumes of donor
and acceptor solutions in methanol were added to the lipid dispersions.
Incorporation of both probes (monitored from fluorescence intensity) was
complete in 1 hr. The ratio ORB:DPPC was -1:10,000, so that donor
excitation energy migration in the heterotransfer experiments is negligible
(Johansson and Niemi, 1987). The DiIC,(7):DPPC ratio was varied be-
tween 1:900 and 1:160. In the homotransfer study, the same lipidic systems
were used, and the ORB:DPPC ratio was varied between 1:1800 and 1:300.
The final lipid concentration was determined by phosphorus analysis
(McClare, 1971). Probe concentrations were calculated using molar ab-
sorption coefficients in ethanol E(ORB, 555 nm) = 85x103 M-1 cm-'
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FIGURE 1 Structures of the ORB and DiIC,(7) probes and corrected normalized donor fluorescence (excitation at 475 nm) and acceptor absorption
spectra.
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Instrumentation
Fluorescence decay measurements were carried out with a time-correlated
single-photon counting system. For excitation at 300 nm, a frequency
doubled, cavity dumped (3.7 MHz repetition rate), dye laser of Rhodamine
6G (Coherent 701-2), synchronously pumped by a mode-locked Ar+ laser
(514.5 nm, Coherent Innova 400-10) was used. Two cutoff filters (Corion
LG-400 and LS-650) were added to a Jobin-Yvon HR320 monochromator,
to further screen scattered excitation light and isolate donor fluorescence
from that of acceptor. For the detection, an Hamamatsu R-2809 MCP
photomultiplier was used, and the instrumental response functions (80 ps
fwhm) for deconvolution were generated from a scatter dispersion (silica,
colloidal water suspension, Aldrich, Milwaukee, WI). Emission (at 585
nm) was detected at the magic angle relative to the vertically polarized
excitation beam. The number of counts on the peak channel was 20,000,
and the number of channels per curve used for analysis was 300, with time
scales 20.4 ps per channel for the gel phase experiment, and 11.3 ps per
channel for the fluid phase experiment. Data analysis was carried out using
a nonlinear, least squares iterative convolution method based on the Mar-
quardt algorithm (Marquardt, 1963). The goodness of the fit was judged
from the X4. and weighted residuals and autocorrelation plots.
Fluorescence steady-state measurements were carried out with a SPEX
Fl 12 A Fluorolog spectrofluorometer, in a right-angle geometry. Excita-
tion light was vertically polarized and fluorescence was detected at the
magic angle. Correction of excitation and emission spectra was performed
using a Rhodamine B quantum counter solution and a standard lamp,
respectively (Lakowicz, 1983). Quartz cuvettes (5 mm X 5 mm) were used,
and in these experimental conditions, no correction for artifacts was needed
(Coutinho and Prieto, 1993). Temperature was controlled to ±0.5°C by a
thermostatted cuvette holder. Fluorescence intensities were measured at
560 nm excitation and 585 nm emission wavelengths, respectively, with
both emission and excitation spectral bandwidths of 9.0 nm. Absorption
spectra were carried out in a Jasco V-560 spectrophotometer.
For evaluation of the critical radius of energy transfer, Ro, a rewritten
Forster's formula (Berberan-Santos and Prieto, 1987) was used:
(20)
I~~~~~~~~ 1/6
-0.2108 - [K2 ( lD* n4 JI(A) e(A) A4 _ dk
where Ro is expressed in angstroms, K2 is the orientation factor, DD is the
donor quantum yield in the absence of acceptor, n is the refractive index of
the medium, I(A) is the normalized donor emission spectrum, and E(A) is
the acceptor molar absorption coefficient in M` ' cm- ' units. Wavelength
is expressed in nm units. For the orientation factor, the value K2 = 2/3
(corresponding to a dynamic isotropic regime) was assumed (see Discus-
sion), and n = 1.33 (water) was considered, attending to the solvatochro-
mic behavior of ORB (Johansson and Niemi, 1987). ORB quantum yield in
DPPC vesicles was approximated to the value in dioleylphosphatidylcho-
line (4 = 0.55 at 25°C; Johansson and Niemi, 1987). Based on this value,
we determined = 0.29 at 50°C for the DPPC vesicles. The probes'
absorption was observed to be smaller in vesicles than in ethanol. Emax
(DiIC,(7), 751 nm) = 156X 103 M-I.cm- was determined and used in
Eq. 21 for calculation of RO(ORB/DiIC1(7)). For ORB, Emax(250C) =
67X 103 M- l cm-' and Emax(50'C) = 58X 103 M- l *cm- I were deter-
mined and used in Eq. 21, for calculation of RO(ORB/ORB).
The steady-state anisotropy, (r), was calculated from (Lakowicz, 1983)
(r) = (IVV- G * IVH)/(IVV + 2 * G * IVH) (21)
where the different intensities are the steady-state vertical and horizontal
components of the fluorescence emission with excitation vertical (IvV and
'VH, respectively) and horizontal (IHv and IHH' respectively) to the emis-
sion axis. The latter pair of components is used to calculate the G factor
(G = IHV/IHH)-
For surface concentration determination, values of 52.3 and 72.1 A2
were assumed for the DPPC polar head areas in the L,. and L,,, phases,
respectively (Marsh, 1990), and only half of the lipid molecules (outer
monolayer) were considered for this purpose (see Discussion).
RESULTS
Probe photophysics
Fig. 1 shows the donor (ORB) emission spectra, as well as
the acceptor (DiIC1(7)) absorption in the presence of a
suspension of DPPC vesicles. A significant red shift is
observed when the spectral maxima values (Amax,abs(ORB)
= 560 nm, result not shown; Amaxem(ORB) = 585 nm,
Amaxabs(D1ICI(7)) = 752 nm) are compared to those in
ethanol (Amax,abs(ORB) = 555 nm and Amax,em(ORB) = 577
nm (Johansson and Niemi, 1987), Amax,abs(DUICl(7)) = 741
nm (Brackmann, 1986)).
A monoexponential decay was observed for ORB in
methanol (T = 1.99 ns, x2 = 1.147). However, when the
probe is incorporated in the vesicles, it is only possible to
adequately describe it by allowing an additional (smaller
and faster) component. For the sample with no acceptor, we
recovered from single-curve analysis (using Eq. 3) T, =
0.66 ns (A, = 0.24), r2 = 2.89 ns (A2 = 0.76) at 25°C and
T, = 0.54 ns (AI = 0.18), r2 = 1.51 ns (A2 = 0.82) at 50°C.
This was not concomitant with any dependence of the
emission spectrum on the excitation wavelength.
It should be stressed that, at the low probe to lipid ratios
used, no spectral alteration of the acceptor absorption was
observed, and the donor absorption is also characteristic of
its monomeric form (Valdes-Aguilera and Neckers, 1989).
Steady-state ET
From the spectral data of Fig. 1 (spectra are lipid-phase
insensitive), and the parameters described in Materials and
Methods, Forster radii of Ro = 52.2 A (250C, gel phase) and
Ro = 46.8 A (500C, liquid crystalline phase) were deter-
mined from Eq. 21.
In Fig. 2 the variation of the relative donor fluorescence
intensities IDA/D versus the acceptor concentration is de-
picted, both for probes incorporated in liquid crystalline and
gel lipid systems. In both cases, a monotonic variation is
obtained, the quenching being greater in the gel phase.
For the theoretical expectation of energy transfer in two
dimensions, the Snyder and Freire (1982) approach was
used. This requires the estimation of the distance of closest
approach between donor and acceptor, L. For this purpose
the method of atomic volume increments (Edward, 1970)
was used, which led to the value L = 9.4 A. In this way it
is concluded that RO/L > 4, i.e., there is no significant
excluded volume effect, and the 2D curves represented in
Fig. 2 are drawn from Eqs. 23 and 24 of the previously cited
reference.
For the theoretical variation in ID, see Fig. 2 B, Eq. 16 of
this work was used. For this purpose the acceptor linear
density was estimated from the time-resolved data (see
Loura et al. 1827
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FIGURE 2 Steady-state relative fluorescence intensity IDA/ID versus acceptor concentration. (A) Fluid phase (50°C) results: experimental data (0) and
theoretical 2D curve (Snyder and Freire, 1982) assuming Ro = 46.8 A (-). (B) Gel phase (25°C) results: experimental data (0), theoretical 2D curve
(Snyder and Freire, 1982) assuming Ro = 52.2 A (solid line), and theoretical ID curve (Eq. 18) additionally assuming 1 = 0.32 A/DPPC molecule (dotted
line; see text).
next). From inspection of Fig. 2 A, it can be concluded that
the 2D ET theoretical prediction totally agrees with the
experimental data for the liquid crystalline phase. On the
contrary, no satisfactory fit is obtained in the gel phase, the
apparent quenching was between those expected for 2D and
ID. The disagreement between the 2D curve and experi-
mental data could be accounted for assuming static quench-
ing. However, the fluorescence of DiICI(7) is not quenched
by ORB in membranes, ruling out such effect in this con-








tion), rhodamine B acted as a quencher of DiIC1(7) (results
not shown).
A high steady-state anisotropy value of ORB in the lipid
gel phase was obtained ((r) = 0.29 for ORB:DPPC =
1:1800) which is characteristic of a strongly immobilized
probe. A smaller value was measured for the same probe in
the liquid crystalline phase ((r) = 0.26 for the same ORB:
DPPC ratio). The variation of ORB anisotropy was also
studied as a function of the probe concentration, in the
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FIGURE 3 ORB steady-state fluorescence anisotropy (r) versus ORB:DPPC ratio. (A) Fluid phase (50°C) results: experimental data (0) and theoretical
2D curve (Snyder and Freire, 1982) assuming Ro = 47.4 A and (r) (infinite dilution) = 0.28 (-). (B) Gel phase (25°C) results: experimental data (0),
theoretical 2D curve (Snyder and Freire, 1982) assuming Ro = 54.2 A, and (r) (infinite dilution) = 0.33 (solid line) and theoretical ID curve (Sienicki et
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compared to the 2D Snyder and Freire (1982) curve (Table
1 of their work). In these plots, we used RO(ORB-ORB,
250C) = 54.2 A and RO(ORB-ORB, 50°C) = 47.4 A,
calculated from Eq. 21. A reasonable agreement is obtained
for the liquid crystalline phase (A). For the gel phase data
(B), we also represented the two-particle model using the
acceptor linear density estimated from the time-resolved
data (see next). For this purpose, Eqs. 17-20 of this work
were used, and the obtained anisotropies were normalized
(i.e., divided by 0.4) and then multiplied by the extrapolated
values at infinite dilution (0.33 at 250C, 0.28 at 500C). Both
ID (assuming this linear dimension value) and 2D transfer
geometries agree well with the experimental points.
Time-resolved ET
Fig. 4 shows the fluorescence decays for DPPC LUV (500C,
liquid crystalline phase) incorporated with a fixed amount
of ORB (ORB:DPPC = 1:10,000) and increasing concen-
trations of DiIC1(7). These data were globally analyzed
according to Eq. 10, with fixed dimensionality d = 2 (Table
1). If d is left as an optimizing parameter, d = 2.12 is
recovered. The remaining parameters are only slightly al-
tered by this procedure, as can be seen in Table 1. In any
case, acceptable x2 values and residuals and autocorrelation
plots are obtained.
In Fig. 5, XG is plotted as a function of each linking
parameter. For each curve, one parameter at a time was
fixed at a predetermined value (different predetermined
values of the same parameter correspond to different ab-
scissas within the same curve), and the resulting 2 value
was registered. The 1 SD confidence interval (probability
level 67%) is also represented. The main result is that d =
2 lies within the dimensionality interval [1.97, 2.28].
Table 2 shows the fitting parameters for the gel phase
decay experiments (250C). If the dimensionality is allowed
to fluctuate, a value d = 0.83 is recovered, but the XG value
is considerably worse than for the liquid crystalline system.
Such a low d value suggests that our system has lower
dimensionality than the expected (and verified for the fluid
phase decays) 2D. Fixing integer dimensionalities, the de-
cay kinetics are in fact better described by the ID model
rather than by 2D ET (strong increase in the 2G value).
A further model verification would be the linear variation
of the C parameter versus acceptor concentration (Eq. 1). In
addition, from Eq. 2, it is clear that this plot gives the
Forster radius Ro from the slope. In case of a complex
decay, Eq. 10 holds, and two Forster radii, Rol and R02, are
obtained. In this way, an average value, (RO), should be
determined and compared with the value determined from
spectroscopic data, Ro. (RO) is derived as
(Ro)d/1T)d/6 = (Roj)dI(Tj)d/6 = (RO2)dI(T2)dl6 (22)
where (T) is the average lifetime,
(X) = (A1 *- +A2 *. r2)/(A1 * A2 *2) (23)
In Fig. 5 A the 2D c parameter (Eq. 10) for the fluid phase
experiment is plotted versus n2A. The experimental points
are very closely described by a linear fit. From the slope one
calculates (RO) = 48.1 A, in close agreement with the spectro-
scopic Ro = 46.8 A. The gel phase 2D c parameter
representation gives (RO) = 52.0 A (result not shown),
also in agreement with the spectroscopic value Ro = 52.2
A. However, the fitting quality is worse than in the liquid
crystalline system.
For the ID fit, it is not possible to compute a linear
density of acceptor, nIA, so we were not able to recover
(RO). In this case, we did it the other way around. We used
the spectroscopic Ro to compute the linear density. In this
way, introducing the known acceptor:lipid ratio, the average
length per DPPC molecule (1) is calculated. We obtained 1 =
0.32 A. This was the value used to plot the steady-state
fluorescence intensity versus acceptor/lipid ratio in Fig. 2 B,
and the ID concentration depolarization curve in Fig. 3 B.
As stated above, the heterotransfer plot disagreed with the
experimental data (a good fit to these results would require
I = 0.46 A, result not shown), unlike the homotransfer
curve, which describes the measured anisotropy.
We also analyzed both fluid phase and gel phase results
according to Eq. 13, where a term for nontransferring do-
nors is included. Although for the fluid phase data there is
no improvement in the fitting statistics (results not shown),
the gel phase results are statistically much better described
by this model (see Table 3). Contrary to what we observed
when analyzing using Eq. 10, we obtained a much better fit
with d = 2, and if this parameter is not fixed beforehand,
d = 2.14 is recovered (close to the value obtained for fluid
phase using Eq. 10, and to the expected 2D value), with a
small reduction in XG relative to the d = 2 case (once again,
this case is within the uncertainty interval for d; result not
shown). Moreover, although a nonmonotonic variation of r
with c is observed when d is fixed at ID (which has no
physical significance), when d = 2 the recovered r de-
creases continuously with increasing c (as seen in Table 4).
We also plotted c versus ndA using these fitting results.
For the ID fit, the recovered 1 value (1 = 0.29 A) shifts a
little further away from the best steady-state value. For the
2D fit, we now recover (RO) = 63.9 A, in clear disagreement
with the spectroscopic value.
DISCUSSION
Probe photophysics
The measured spectra of both probes are identical to
reported data (Brackmann, 1986; Johansson and Niemi,
1987). The observed red shift is clear evidence for probe
interaction with the vesicle. For the used lipid concen-
trations, the cyanine dye incorporates quantitatively in
the lipidic phase, the same happening to the aliphatic-
tail-derivatized rhodamine. In addition, because of their
electric charge (see Fig. 1) both chromophores are ad-
sorbed at the water-lipid interface, evidence for ORB
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FIGURE 4 (A) Time-resolved fluorescence intensity of ORB in fluid phase (50°C) DPPC vesicles, for different DiIC,(7) concentrations (DiIC,(7) to
DPPC ratio: i) 0; ii) 1:900; iii) 1:450; iv) 1:245; v) 1:160). The laser pulse profile is represented, and the smooth lines are best fit curves (global analysis)
of Eq. 10 (d = 2; see Table 1). (B) Weighted residuals plots. (C) Autocorrelation function plots.
being reported by Johansson and Niemi (1987). In this At the low ORB to lipid ratio used (ORB:DPPC =
way, no internalization should be considered for the 1:10000), there is no energy migration between the rhoda-
purpose of energy transfer kinetics, as derived by Dav- mine chromophores, as concluded from the anisotropy
enport et al. (1985). study of Johansson (Johansson and Niemi, 1987) and our
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TABLE I Best fit parameters of Eq. 10, for the global
analysis of the fluorescence decay of ORB incorporated in
DPPC LUV (50°C, fluid phase), in the presence of DiIC1(7)
T,/ns T2/ns A I/A2 d XG
Variable dimensionality 0.67 1.57 0.32 2.12 1.213
Fixed dimensionality 0.73 1.59 0.37 2 1.223
(2D) (Fixed)
data. This is crucial for our study, because the occurrence of
migration between donors would bias the heterotransfer
data. From the absorption spectrum of DiIC1(7), there is no
evidence of aggregate (dimer) fonnation. This is a further
simplification, because in this situation there is no need to
consider two acceptor species (Faria et al., 1989).
The ORB fluorescence decay in vesicles, as previously
referred, is biexponential. The larger components in gel
phase (T = 2.89 ns) and liquid crystalline phase (T = 1.51
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the same chromophore (Medhage et al., 1992; Ballet et al.,
1996). In addition, a smaller and faster component (500-
700 ps) was also detected.
It is not unusual that complex decays are observed for
fluorescent probes in interaction with microheteroge-
neous systems. Recent examples are the decays of an
indole derivative bound to DNA (Maliwal et al., 1995)
and an NBD derivative in vesicles (Duportail et al.,
1995). Specifically for the rhodamine chromophore in-
corporated in Langmuir-Blodgett multilayer films, a sim-
ilar complex decay was observed, with a smaller (22%)
and faster (1.40 ns) component (Ballet et al., 1996). As in
our work, these authors also observed a monoexponential
decay in homogeneous medium, ruling out the presence
of a significant impurity emission. The simultaneous
emission of both protonated and unprotonated xanthene
moieties of rhodamine was also discarded in their work
(in our study an ester derivative was used, totally pre-
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FIGURE 5 X2G as a function of each linking parameter, for the analysis of the fluid phase (50°C) time-resolved data of ORB fluorescence, using Eq. 10.
Also shown are the confidence intervals for these parameters, at a significance level of 67% (note that the expected 2D value, d/6 = 0.333, lies within the
respective interval).
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TABLE 2 Best fit parameters of Eq. 10, for the global
analysis of the fluorescence decay of ORB incorporated in
DPPC LUV (250C, gel phase), in the presence of DiIC1(7)
T,/ns T2/ns Al/A2 d XG
Variable dimensionality 0.79 2.99 0.38 0.83 1.909
Fixed dimensionality 0.50 2.95 0.42 2 4.939
(2D) (Fixed)
Fixed dimensionality 0.73 2.97 0.37 1 1.980
(ID) (Fixed)
continuous population of conformers due to different
rotational angles of the benzoic acid/benzoate group and
the xanthene.
Although the origin of the faster component (probably
associated with probes in distinct adsorbed configurations)
is not clear, this does not hamper the ET study. In fact, 1)
from the polar nature of the chromophore, the two emissive
species are expected to be located at the lipid-water inter-
face, and certainly not deeply incorporated inside the bi-
layer, and 2) from the emission invariance with excitation
wavelength, it can be concluded that the main differences
between the two species are essentially their nonradiative
pathways, both having identical radiative rate constants kF.
This validates the application of Eqs. 10 and 13 for the
donor decay in the energy transfer study.
We are aware that the complex decay could eventually be
described by a distribution of lifetimes (James et al., 1985),
and this can be easily considered in the Forster-type kinet-
ics. This approach was not taken because the two discrete
components used are totally satisfactory from the standpoint
of statistical criteria. In addition, this would introduce a
formalism that is too cumbersome and the data analysis
would possibly be model insensitive.
Steady-state ET
Although the most rigorous study of model fitting is ob-
tained from time-resolved data, the steady-state fluores-
cence ET measurements allow a first quantitative evaluation
of the system dimensionality and/or distance distribution
function of acceptors. In addition, by comparison with the
time-resolved data, it can elucidate the eventual contribu-
tion of static quenching mechanisms.
As shown in Fig. 2 A, the theoretical prediction assuming
random distribution of probes in 2D is in total agreement
with the experimental data for the liquid crystalline phase.
This further validates 1) the assumption made for determin-
ing the acceptor density; due to the long flip-flop time of the
probes, energy transfer can be considered to be restricted to
the outer membrane leaflet, i.e., there is no probe translo-
cation; and 2) the utilization of the theoretical curves, which
were derived for a monoexponential donor (Snyder and
Freire, 1982). The integrated time dependence of a complex
decay (each component characterized by a different lifetime
TABLE 3 Best fit parameters of Eq. 13, for the global
analysis of the fluorescence decay of ORB incorporated in
DPPC LUV (250C, gel phase) in the presence of DiIC1(7)
T-/ns T2/ns Al/A2 d G
Variable dimensionality 0.68 2.90 0.31 2.14 1.088
Fixed dimensionality 0.70 2.91 0.32 2 1.095
(2D) (Fixed)
Fixed dimensionality 0.79 2.99 0.38 1 1.544
(ID) (Fixed)
and a different Forster radius) can be reasonably described
by the integration of a single (mean) lifetime decay, taking
into account the spectroscopic Ro.
For the gel phase system, no agreement was obtained
with a 2D random distribution. ET is more efficient than
expected, although still less than predicted for ID transfer
geometry, using the time-resolved 1 value (0.32 ADPPC
molecule). To establish whether static quenching could be
taking place, we measured the DiIC,(7) fluorescence in the
presence and absence of ORB (probe concentration values
were equal to those used in the ET experiment). No quench-
ing was observed. However, in methanol solution DiIC,(7)
fluorescence is indeed quenched when the rhodamine B
concentration was increased (results not shown). We can
therefore safely conclude that no dark ground-state ORB-
DiICI(7) complexes are being formed in our ET experiment,
and the observed deviation is not due to static quenching.
Therefore, our results point to a restriction of the system
dimensionality, or to a distribution function in which donor
and/or acceptor aggregation are assumed.
We tried to obtain independent information on the donor
distribution function by carrying out a study of energy
migration among ORB molecules (Fig. 3). The results sug-
gest that this probe may be randomly distributed even in the
gel phase (although it could still be randomly distributed in
a ID geometry, for the ID depolarization curve fits the
results equally well), and consequently the failure of the 2D
steady-state heterotransfer analysis (or ID, for that matter)
for this phase indicates the nonrandomness of acceptor
distribution. It would be interesting to perform a similar
study for the DiIC1(7) molecule. However, its fluorescence
is rather weak, thus precluding good quality polarization
measurements.
Detailed studies of ET in gel phase are, to our knowledge,
very scarce in the literature, particularly on the striking
TABLE 4 Variation of the recovered r parameter using Eq.
13 for analysis of the fluorescence decay of ORB
incorporated in DPPC LUV (250C, gel phase) in the presence
of DiIC1(7), assuming both d = 1 and d = 2 values
DiIC,(7):DPPC 0.0022 0.0044 0.0082 0.0126
r(2D fit) 0.67 0.35 0.04 0.02
r(lD fit) 1.3 x 10-6 7.1 X 10-3 4.3 x 10-4 1.8 x 10-3
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FIGURE 6 (A) 2D c parameter recovered from fitting the fluid phase (50°C) time-resolved data to Eq. 10 with d = 2, as a function of acceptor surface
density (0). From the slope of the linear fit (-), (RO) = 48.1 A is obtained (compare with the spectroscopic value, Ro = 46.8 A). (B) ID c parameter
recovered from fitting the gel phase (25°C) time-resolved data to Eq. 10 with d = 1, as a function of acceptor to lipid ratio (0). From the slope of the linear
fit (-), and using the spectroscopic Ro value (52.2 A), I = 0.32 A/DPPC molecule is obtained (see text).
difference from the fluid phase for the same donor-acceptor
pair. As shown below, the works by Tamai et al. (1987) and
Duportail et al. (1995) are rather controversial.
Time-resolved ET
The fluid phase results show excellent agreement with the-
ory, considering a 2D random distribution of acceptors. This
may seem like a trivial conclusion because the geometrical
approximation from a spherical vesicle to a planar sheet is
verified. The curvature effect is negligible when the sphere
diameter D and the Forster radius Ro obey the relationship
DIRO > 1.5 (Eisinger et al., 1981), which is clearly the case.
However, to our knowledge, this is the first experimental
verification of such kinetics from time-resolved experi-
ments in vesicles. The decay law considering d = 2 satisfies
the experimental data, and additionally d = 2.00 lies within
the 1 SD confidence interval (Fig. 5). In this way there is no
need to invoke a noninteger dimensionality, i.e., a fractal
geometry or a model with isolated donors because analysis
using Eq. 13 does not give a better fit.
Recently a fractal formalism was used to rationalize the
ET interaction between NBD-labeled phosphatidylethano-
lamine (donor) and N-(lissamine-rhodamine B)-labeled
phosphatidylethanolamine (acceptor) in lipid vesicles (Du-
portail et al., 1995). This is certainly due to the ability of a
two-term stretched exponential (Eq. 1 in the above cited
reference) to describe any complex fluorescence decay.
However, these authors invoke a diffusion controlled type
of interaction, which is totally incorrect, because the Forster
radius for this pair is quite significant (Ro - 40 A for a
NBD-family/Rhodamine-family ET pair, Van der Meer et
al., 1994), i.e., no diffusion is operative in the quenching
process in a model system of membranes.
The gel results are strikingly different from those of the
liquid crystal. As shown in Table 2, a very high X2 value is
obtained when analyzing the decay with Eq. 10 and d = 2.
When the dimensionality is allowed to float, a value d =
0.83 is recovered, and the goodness of fit is very close to
that obtained with exact dimensionality d = 1. These results
suggest a reduction of the apparent system dimensionality.
A detailed gel-phase time-resolved study was carried out
by Tamai et al. (1987), using rhodamine 6G (donor) and
malachite green (acceptor). Their data could not be well
described by a random 2D Forster-type equation, and a
satisfactory agreement was obtained using a superposition
of 2D and 3D kinetics. There is no physical basis for this
analysis because these polar dyes do not penetrate inside the
vesicles. The 3D contribution is merely taking into account
a nonuniform distribution of probes, in which the molecules
are at closer distance than expected on the basis of a random
distribution. In any case, these authors' results point to an
overall increase in dimensionality, at variance with ours.
The eventual implications of the orientation factor K2 (Eq.
21) in our study should be discussed. As stated above, from
the fitting of Eqs. 10 and 13 to the data, the c parameter is
recovered. It is related to the product of the acceptor density
times Ro (Eq. 2), so a (RO) value can be calculated from the
time-resolved experiment (Eqs. 23-24), independently of
the K2 value assumed for the calculation of the spectro-
scopic Ro (Eq. 21). A comparison between (RO) and Ro
should be made, and certainly the deviation between these
values should be discussed on the basis of the orientation
factor, e.g., as done by Maliwal et al. (1995). This is the
only way in which the implications of the K2 value are to be
taken into consideration regarding the time-resolved exper-
iment. Because the actual spectroscopic Ro value is never
used in the decay-data analysis, all recovered parameters,
1 833Loura et al.
Volume 71 October 1996
including the dimensionality, are free from K2 uncertainties.
In any case, whether the system is better described by the
static or the dynamic limit, and independently of the donor/
acceptor dipole angular distribution, the decay law will still
be described by the presented formalism, apart from the
actual changes in K2, which, as stated above, do not affect
the recovered parameters. This expression may not be valid
if the system had a finite size on a molecular scale or there
were considerable excluded volume effects (Baumann and
Fayer, 1986), which is avoided by choosing convenient
experimental conditions (large lipid vesicles and moderate
probe concentrations), or if the donor or acceptor distribu-
tions were no longer random.
The relevance of orientation effects on electronic ET has
received careful attention in the literature (for a recent
review see Van der Meer et al., 1994). In our work, the
dynamically averaged isotropic value, K2 = 2/3, was con-
sidered for calculation of the Ro value used for the theoret-
ical curves in the steady-state plots (Figs. 2 and 3). We are
aware that this situation is not verified, i.e., the system is not
isotropic and not strictly dynamic, as concluded from the
high ORB anisotropy values ((r) = 0.29 for gel; (r) = 0.26
for liquid crystal; ORB:DPPC = 1800). Still in the dynamic
regime, a more accurate description would be to consider a
2D system, with donor dipole orientation allowed in a
hemisphere and acceptor dipole oriented along the surface
plane. For this geometry, which seems to be closer to one of
our Forster pair (donor = derivatized rhodamine, accep-
tor = cyanine), the K2 value is 5/6 (Eisinger et al., 1981),
very close to K2 = 2/3. As can be seen from Eq. 21, the Ro
dependence on (K2)1/6 strongly mitigates all noncritical un-
certainties (e.g., the use of K2 = 5/6 instead of 2/3 changes
Ro by <4%). This is corroborated by the agreement between
the spectroscopic values, Ro = 52.2 A (gel phase) and Ro =
46.8 A (liquid crystalline phase), and the model-derived
ones, (Ro) = 52.0 A and 48.1 A, respectively. In ET
experiments in microheterogeneous media, there is always
uncertainty regarding the best values for both K2 and the
refractive index n. We interpret the agreement between Ro
and (RO) in our work as indicating an appropriate choice of
the parameter a = (K2/n4)1/6, which is proportional to Ro.
Note that our choice (K2 = 2/3, n = 1.33) leads to a =
0.773. In a recent work (Mehage et al., 1992), a very similar
system is studied (the fluorophore was Liss-RhB-PE rather
than ORB), and from their linear dichroism studies, they
conclude that the order parameter S -0.4, almost the
same as the ORB from a previous report, -0.36 (Johansson
and Niemi, 1987). This should lead to transition dipoles
almost parallel to the lipid bilayer, and to K2 = 1.07. For Ro
calculation these authors used n = 1.45. Combining these
two values, they successfully used a = 0.789, which differs
from our value in 2.1 %. This combination would change our
Ro values in - 1 A, which is less than the error associated
with Ro estimates. We therefore believe that even if the
dipole distribution is not strictly isotropic, our Ro value is
Returning to the gel phase analysis, it is generally ac-
knowledged that defect lines corrugate the lipid gel surface.
In this situation, a very likely explanation for the bad 2D fit
is to assume that the acceptor molecules segregate along the
fluid-like gel domain boundaries. DiICn probes' selectivity
for lipid bilayer phases (for 10 ' n ' 22) was studied by
measuring shifts in the thermal transition temperature
(Klausner and Wolf, 1980) and gel/fluid partition coeffi-
cients were determined by fluorescence quenching measure-
ments (Spink et al., 1990). It was concluded that dyes with
acyl chain length n less than that of DPPC (n = 16) prefer
the fluid phase, and aggregate when forced to be in the gel.
If we can extrapolate these results (obtained for a very
similar system) to our study, for which n = 1, very strong
aggregation of acceptor in the gel phase would be expected.
Assuming the existence of segregation to lipid domain
boundaries, several factors would probably preclude the
clean recovery of ID ET dimensionality. 1) Segregation
would never be complete, and there would still be a con-
siderable amount of both probes dispersed in the gel do-
mains (depending on the actual lipid phase selectivities); 2)
the grain boundaries, far from being ideal lines, have finite
(albeit small) width; and 3) in the confluence zone of three
or more domains, there would be ET along multiple direc-
tions. If the domain size is small, many probe molecules
would fall under this situation. Taking 1 = 0.32 ADPPC
molecule, the ratio average length/area for DPPC LUV gel
phase would be i/area of DPPC polar head = 0.32 A/52.3
A2 = 0.0061 A-1. We can calculate the corresponding
domain size assuming simple domain geometries. For a
regular square grid, we would have ca. 2000 lipid molecules
per domain, and for a hexagonal lattice, ca. 1750. In fact,
these values agree with those of Sankaram et al. (1992)
determined by electron spin resonance in a dimiristoylphos-
phatidylcholine/distearoylphosphatidylcholine mixture. These
domains would indeed be very small (-300 A), therefore
deviations to ID transfer kinetics due to this effect would
probably be considerable. In this situation, the fact that a
relatively high X2 value is obtained would not per se exclude
the validity of ID ET kinetics. That was the reason that led us
to the ORB anisotropy study. However, as pointed out above,
this experiment did not clarify the question.
A random acceptor aggregation (i.e., one not invoking
domain boundaries) could in principle also be contem-
plated. In this case, a 2D formalism would hold, provided
that a smaller effective surface density (not completely
balanced by the slight increase in RO) was used. Altogether,
this would imply that the steady-state experimental points in
Fig. 2 B (full circles) would then shift to the left, with a
great deviation from the universal 2D curve (full line).
Additionally, no spectral evidence of DiIC1(7) dimers was
observed; in this way, this situation seems very unlikely.
The eventual existence of donors distant from the defect
lines and therefore relatively isolated from acceptors in-
spired us to analyze our data using Eq. 13, as previously
done by others (Yamazaki et al., 1987; Ohta et al., 1993;
correctly calculated.
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remarkable improvement in X2 most impressively when
d = 2 is assumed. Moreover, for this d value, the r param-
eter decreases with increasing c (see Table 4), as expected,
because as c increases, fewer donors would be isolated
(Yamazaki et al., 1987; Ohta et al., 1993). Of course, with
increasing c, the ratio of acceptors to donors becomes very
large (>50 for the most concentrated sample) and thus there
should always be acceptors in the vicinity of virtually every
donor, even if segregation of DiICI(7) is taking place (hence
the decreasing r). However, 1) the r values for the lower
acceptor concentrations seem exaggeratedly large (for the
lowest concentration, ca. 40% of donors would be isolated)
and 2) the recovered (RO) value (63.9 A) is much higher than
the spectroscopic value. We therefore believe that the good
statistics of the fits are due to the fitting versatility of Eq. 13,
rather than to actual isolation of donors. We would like to
stress that a good fit by Eq. 13 does not necessarily mean
that a fraction of donors would actually be totally isolated.
It is probable that if the acceptor distribution is no longer
random, e.g., due to segregation along domain boundaries,
so that some donors (those furthest from the boundaries)
would be more distant from the acceptor molecules, fitting
with Eq. 13 would introduce a major statistical improve-
ment relative to Eq. 10.
We integrated (Eq. 14) the gel phase fits assuming both
Eqs. 10 (ID and 2D ET) and 13 (2D) to compare with the
steady-state data (results not shown). By integration of the
ID and 2D fits, quenching ratios close to the respective
theoretical curves are obtained (as expected, because the ID
curve assumes 1 = 0.32 A from the ID fit of the time-
resolved data, and the 2D curve assumes Ro = 52.2 A, close
to the value recovered from the 2D fit of the time-resolved
data, (RO) = 52.0 A). These are not good statistical fits of
the time resolved results, therefore it is not surprising that
on integration one does not recover the steady-state-mea-
sured quenching. Integration of a better statistical fit (even
if not physically significant) should fall closer to the steady-
state values. We verified this using Eq. 13 and 2D ET. The
integrated results are between the 1D and 2D curves and
closer to the experimental steady-state values. This further
excludes the existence of static quenching, and stresses the
fact that ET in the gel phase cannot be adequately described
admitting either ID and 2D formalisms, which should not
be due to some kind of fractal geometry, but to partial
segregation of probes along grain boundaries.
CONCLUSIONS
A detailed energy transfer study, both in steady and tran-
sient state, between ORB (donor) and DiIC1(7) (acceptor)
was carried out in a model system of membranes (DPPC
LUV) in the gel and liquid crystalline phases.
The decay law for energy transfer in 2D, assuming ran-
dom distribution of probes, was verified in the fluid phase
using global analysis of decay data, ruling out a fractal
geometry for this system. In agreement, no spectral evi-
dence for formation of dimers of either probe was observed,
and the steady-state energy transfer efficiency was correctly
predicted.
At variance, the steady-state efficiency of energy transfer
in the gel phase is between the values expected for 2D and
1D. Additionally, the decay data are better described by the
ID law. The eventual contribution of a static quenching
mechanism was discarded, because no acceptor quenching
by the donor was verified in membranes in this concentra-
tion range, unlike in homogeneous medium. A model as-
suming a population of nontransferring donors was also
ruled out, due to the unrealistic recovered parameters,
namely Ro. A study of donor energy migration was also
carried out to obtain further information on the distribution
function of this probe, but in this case the experiment was
not conclusive regarding the verification of ID or 2D di-
mensionality. The gel phase data indicate a reduction of the
system dimensionality which was explained on the basis of
the defect lines that corrugate the lipid gel surface. The
probes, namely, the acceptor, are supposed to segregate
along the fluid-like gel domain boundaries. Using the probe
linear concentrations recovered from the time-resolved ex-
periment, and assuming simple domain geometries, estima-
tion of their size indicates small values (- 1750-2000 mol-
ecules). Once again, the existence of a fractal dimension is
ruled out.
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