Data mining approach to the identification of at-risk students by HO, Li Chin & SHIM, Kyong Jin
Singapore Management University 
Institutional Knowledge at Singapore Management University 
Research Collection School Of Information 
Systems School of Information Systems 
12-2018 
Data mining approach to the identification of at-risk students 
Li Chin HO 
Singapore Management University 
Kyong Jin SHIM 
Singapore Management University, kjshim@smu.edu.sg 
Follow this and additional works at: https://ink.library.smu.edu.sg/sis_research 
 Part of the Databases and Information Systems Commons, and the Numerical Analysis and Scientific 
Computing Commons 
Citation 
HO, Li Chin and SHIM, Kyong Jin. Data mining approach to the identification of at-risk students. (2018). 
2018 IEEE International Conference on Big Data (Big Data): Seattle, December 10-13: Proceedings. 
5333-5335. Research Collection School Of Information Systems. 
Available at: https://ink.library.smu.edu.sg/sis_research/4339 
This Conference Proceeding Article is brought to you for free and open access by the School of Information 
Systems at Institutional Knowledge at Singapore Management University. It has been accepted for inclusion in 
Research Collection School Of Information Systems by an authorized administrator of Institutional Knowledge at 
Singapore Management University. For more information, please email library@smu.edu.sg. 
XXX-X-XXXX-XXXX-X/XX/$XX.00 ©20XX IEEE 
Data Mining Approach to the Identification of At-
Risk Students 
Li Chin Ho  
School of Information Systems 
Singapore Management 
University 
lichin.ho.2016@mitb.smu.edu.sg 
 
Li Chin Ho  
School of Information Systems 
Singapore Management University 
Singapore 
lichin.ho.2016@mitb.smu.edu.sg 
Kyong Jin Shim 
School of Information Systems 
Singapore Management University 
Singapore 
kjshim@smu.edu.sg 
 
Li Chin Ho  
School of Information Systems 
Singapore Management University 
lichin.ho.2016@mitb.smu.edu.sg 
 
Abstract—In recent years, the use of digital tools and technologies 
in educational institutions are continuing to generate large 
amounts of digital traces of student learning behavior. This study 
presents a proof-of-concept analytics system that can detect at-
risk students along their learning journey. Educators can benefit 
from the early detection of at-risk students by understanding 
factors which may lead to failure or drop-out. Further, educators 
can devise appropriate intervention measures before the students 
drop out of the course. Our system was built using SAS® 
Enterprise Miner (EM) and SAS® JMP Pro. 
Keywords—learning analytics, at-risk students, learning 
management systems, educational data mining 
I. INTRODUCTION 
Increasing usage of digital platforms such as Learning 
Management Systems (LMS) in educational institutions have 
created a massive gold mine for educators wanting to 
systematically analyze student learning behavior. Such systems 
capture high granularity data concerning how students interact 
with instructors as well as learning materials, and it enables 
advanced analytics which can reveal insights into why, when 
and how students fail or succeed in learning modules (Figure 
1). 
 
Fig. 1. Learning Analytics Framework 
In this study, we develop a proof-of-concept analytics 
system using SAS® Enterprise Miner (EM) and SAS® JMP 
Pro. The system aims to analyze the Open University’s dataset 
[1].  
 
Fig. 2. Open University Learning Analytics Dataset 
As shown in Figure 2, the dataset contains information 
about different learning modules, student profiles, students’ 
interactions with Virtual Learning Environment (VLE), and 
students’ assessment information. 
The Open University offers modules for distance learning 
students – both undergraduate and post-graduate. This study 
seeks to develop methods for identifying and predicting 
students that are about to fail or drop out of learning modules. 
Early detection of such students will allow educators to employ 
appropriate intervention measures so as to guide the students to 
stay on track towards successful completion of the modules. 
II. DATASET OVERVIEW 
As shown in Figure 3, the dataset contains: 1) student 
profile data, 2) student activity data, 3) learning context data 
(module info). The dataset contains information about over 
25,000 students and their online interactions. Students’ 
ddemographics information includes students’ past education 
info such as their highest educational qualification (e.g. A-
Level, Diploma, Degree, etc.), gender, age, religion and so 
forth. Assessment data include students’ assessment scores 
from online quizzes, exams, etc. VLE data indicate whether 
and how often students interacted with the online learning 
platform’s resources such as forums. 
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Fig. 3. Open University Learning Analytics Dataset 
In this study, we focus on seven modules over four terms. 
We analyze students’ online interactions including their 
assessment results and other significant learning behavior such 
as frequency with which the students access learning materials 
and their eventual module outcome (e.g. distinction, pass, fail, 
withdrawal). 
III. ANALYSIS & FINDINGS 
SAS® Enterprise Miner (EM) and SAS® JMP are the two 
main software programs used in the data mining tasks and 
predictive modelling in this study. SAS® JMP is used mainly 
to extract, transform and perform the exploratory data analysis 
task. SAS® Enterprise Miner (EM) is used to build predictive 
models. 
 
 
Fig. 4. Analysis Workflow 
We also built predictive models using Python 3.5 to cross 
check the predictive analytics results with the results obtained 
from SAS® Enterprise Miner (EM). Figure 4 shows our 
analysis workflow. We used Python scikit-learn package for 
building predictive models [2]. Figure 5 shows the details of 
the tools used in our analysis. 
 
 
Fig. 5. Analysis Approach Overview 
We identified two modules to be associated with at-risk 
students: 1) CCC has the highest withdrawal among all 
students, 2) FFF (offered across all terms and with large 
student intake size). Figure 6 shows details of the two 
modules. 
 
 
Fig. 6. Footprint Characteristics of Module CCC and Module FFF 
We attempt to predict module outcome for students 
enrolled in module CCC and module FFF. The variables used 
as predictors to build the predictive models are shown in 
Figure 7. 
 
 
Fig. 7. Footprint Characteristics of Module CCC and Module FFF 
For each of the areas, the dataset is partitioned into training 
(80%) and testing (20%) sets. The training set is used to 
estimate model parameters, and the testing set is the part that 
assesses and validates the predictive ability of the models. 
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Fig. 8. Building Predictive Models Using SAS® Enterprise Miner (EM) – 
Module CCC 
As shown in Figure 8, three sets of data are used to build 
the predictive models. 
1. All data including student demographics, assessment 
and VLE data. This dataset is used to build four 
predictive models: KNN, Regression, Naïve Bayes, and 
Random Forest. 
2. Students’ assessment data. This dataset is used to build 
Decision Tree models. 
3. VLE clicks including students’ VLE engagement. This 
dataset is used to build Decision Tree models. 
 
These models consider different properties of data and 
complement one another. Each model independently classifies 
each student into one of the following classes: Pass, Fail, 
Withdrawn. The final prediction decision is done by combining 
the outcomes of all the models.  
 
Fig. 9. Predicting “Pass” Outcome for Module CCC 
 Figure 9 shows the results of predicting “Pass” outcome for 
Module CCC. The Random Forest model achieved 92.1% 
accuracy with 95.5% precision and 87.2% recall values. The 
Decision Tree model using only the assessment data achieved 
the highest accuracy of all models. The Decision Tree model 
using the VLE data also produced comparable prediction 
results. 
 The best performing model for predicting “Pass” outcome 
for Module FFF is the Decision Tree model using only the 
assessment data. It achieved overall 94.5% accuracy with 97% 
precision and 92.8% recall values. 
 
Fig. 10. Predicting “Withdrawn” Outcome for Module CCC 
 Figure 10 shows the results of predicting “Withdrawn” 
outcome for Module CCC. The best performing model is the 
Decision Tree model using only the assessment data. It 
achieved 87% accuracy with 97.7% precision and 75.5% recall 
values. The Decision Tree model using the VLE data also 
produced comparable prediction results. 
 The best performing model for predicting “Withdrawn” 
outcome for Module FFF is the Decision Tree model using 
only the assessment data. It achieved overall 84.2% accuracy 
with 60.6% precision and 70.3% recall values. 
 For both Module CCC and Module FFF, predicting the 
“Fail” outcome proved to be challenging. For Module CCC, 
the best performing model (Decision Tree using only the 
assessment data) achieved 86.6% accuracy with 35.3% 
precision and 86.9% recall values. For Module FFF, the 
Decision Tree model using only the assessment data achieved 
79.4% accuracy with 58.7% precision and 56.3% recall values. 
IV. CONCLUSION & FUTURE DIRECTIONS 
Our analysis results show that the students’ assessment 
results as well as online interaction with learning resources 
serve as good predictors for their eventual module outcome.  
Predicting “Fail” outcome proved to be challenging. We plan 
to look into students’ learning footprints that can distinguish 
“fail” and “withdrawn” cases clearly and incorporate it into 
prediction. We plan to extend this study to real-life university 
settings. We plan to include both offline assessment data and 
online assessment data towards predicting at-risk students. The 
significant predictors for pass, fail and withdrawal cases 
identified in this study provide useful insights to educators in 
designing proper intervention measures to help students stay on 
track. 
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