Traitement de la dégénérescence en optimisation non linéaire by Coulibaly, Zoumana
UNIVERSITE DE MONTREAL
TRAITEMENT DE LA DEGENERESCENCE EN OPTIMISATION
NON LINEAIRE
ZOUMANA COULIBALY
DEPARTEMENT DE MATHEMATIQUES ET DE GENIE INDUSTRIEL
ECOLE POLYTECHNIQUE DE MONTREAL
THESE PRESENTEE EN VUE DE L'OBTENTION
DU DIPLO^ME DE PHILOSOPHI DOCTOR
(MATHEMATIQUES DE L'INGENIEUR)
AOU^T 2012
c Zoumana Coulibaly, 2012.
UNIVERSITE DE MONTREAL
ECOLE POLYTECHNIQUE DE MONTREAL
Cette these intitulee :
TRAITEMENT DE LA DEGENERESCENCE EN
OPTIMISATION NON LINEAIRE
presentee par : COULIBALY, Zoumana
en vue de l'obtention du diplo^me de : Philosophi Doctor
a ete du^ment acceptee par le jury d'examen constitue de :
M. ANJOS Miguel F., Ph.D., president
M. ORBAN Dominique, Doct. Sc., membre et directeur de recherche
M. AUDET Charles, Ph.D., membre
M. DUSSAULT Jean-Pierre, Ph.D., membre
iii
A mes parents . . .
iv
REMERCIEMENTS
Cette these de doctorat est le fruit de quelques quatre annees de recherche en optimisation
non lineaire, essentiellement au GERAD, ainsi qu'a l'Ecole Polytechnique de Montreal.
Je remercie le GERAD pour les possibilites et les facilites de recherche qu'il met a la
disposition de ces membres.
Cette these n'aurait sans doute pas ete ce qu'elle est devenue sans la presence de mon
directeur de recherche, Dominique Orban, dont l'expertise, l'ouverture d'esprit, la patience
et la disponibilite m'ont permis d'explorer cet important domaine de l'optimisation non
lineaire, avec passion. Pour ces aides multiformes, aussi bien scientique que nanciere, qu'il
retrouve par cette modeste contribution a une meilleure comprehension de la degenerescence,
l'expression de ma tres profonde gratitude.
Je remercie egalement le departement de Mathematiques et Genie Industriel de l'Ecole
Polytechnique, pour l'aide nanciere dont j'ai pu benecier au bout de deux annees et demi,
ainsi que les possibilites d'enseignement qui m'ont ete oertes. Cette experience enrichissante
en enseignement, dans un environnement convivial, constitue a n'en point douter un plus
pour ma formation en mathematiques de l'ingenieur.
Ma gratitude toute particuliere a l'endroit des Professeurs Miguel Anjos, en tant que
president, Jean-Pierre Dussault et Charles Audet qui me font l'honneur de d'accepter de
faire partie de mon jury de soutenance.
Je ne saurais terminer, sans un mot a l'endroit de mes collegues de bureau, et amis pour
certains, qui de par leur soutien et sympathie, ont contribue a leur maniere a l'aboutissement
de ce travail. Mes cordiaux remerciements a tous mes collegues et amis de bureau pour le
bon temps passe ensemble.
vRESUME
L'objet de cette these est l'etude de deux types de degenerescence en optimisation non
lineaire. Dans le chapitre 3 de la these, nous proposons un algorithme de points interieurs et
de region de conance pour resoudre une reformulation elastique de la penalisation exacte `1
des problemes mathematiques avec contraintes de complementarite (MPCC). La nouveaute
avec notre approche est qu'il n'est pas necessaire de conna^tre a l'avance quelles contraintes
sont de complementarite. La force de notre approche est qu'elle traite de la me^me maniere
les problemes degeneres structures que sont les MPCC et les problemes degeneres generaux.
Notre approche adapte celle de Gould et al. (2010) aux MPCC en isolant la degenerescence
due aux contraintes de complementarite. L'algorithme converge vers des points fortement
stationnaires ou delivre le cas echeant un certicat de degenerescence sans recourir a une
condition du second ordre. Des resultats numeriques preliminaires sur une collection de pro-
blemes MPCC standard illustrent la exibilite de l'approche.
Un autre type de degenerescence qui nous interesse est le manque de la complementarite
stricte en optimisation non lineaire. Nous denissons au chapiter 4 une mise a jour appro-
priee et peu onereuse des multiplicateurs de Lagrange associes a des contraintes faiblement
actives an de recouvrer la convergence superlineaire des iteres pour des methodes de points
interieurs.
Enn dans le chapitre 5, nous assemblons une collection de problemes ayant des contraintes
non strictement complementaires. Un banc d'essais entre les solveurs de points interieurs
IPOPT2 (version en Fortran) (Wachter et Biegler, 2006), KNITRO (Waltz et Plantenga,
2006) et LOQO (Vanderbei, 2008) permet de comparer leur performance sur la collection
de problemes faiblement actifs. Notre approche de mise a jour duale est implementee dans
IPOPT2.
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ABSTRACT
This thesis is dedicated to solving two classes of degenerate nonlinear programming prob-
lems. In chapter 3 of the thesis, we propose an interior-point algorithm based on an elastic
formulation of the `1 penalty merit function to solve mathematical problems with comple-
mentarity constraints (MPCC). The salient feature of our method is that it requires no prior
knowledge of which constraints, if any, are complementarity constraints. Remarkably, the
method allows for a unied treatment of both general, unstructured, degenerate problems
and structured degenerate problems, such as problems with complementarity constraints,
with no changes to accommodate one class or the other. Our results rene those of Gould
et al. (2010) by isolating the degeneracy due to the complementarity constraints. The method
naturally converges to a strongly stationary point or delivers a relevant certicate of degen-
eracy without recourse to second-order intermediate solutions. Preliminary numerical results
on a standard test set illustrate the exibility of the approach.
Another type of degeneracy of interest is the lack of strict complementarity for nonlinear
problems. We show in chapter 4 that when the strict complementarity condition fails to hold
at a local solution, an appropriate and cheap scaling of the Lagrange multipliers estimates
allows to recover superlinear convergence in interior-point methods.
Finally, in chapter 5 of the thesis, we collect a set of weakly-active problems and present
a benchmark against others interior-point algorithms such as IPOPT2 (Fortran version )
(Wachter et Biegler, 2006), KNITRO (Waltz et Plantenga, 2006) and LOQO (Vanderbei,
2008). Our approach was implemented as a modication of IPOPT2.
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1CHAPITRE 1
INTRODUCTION
Dans cette these, on s'interesse a l'etude de la degenerescence en optimisation non lineaire,
plus precisement, pour les methodes de points interieurs. Soit le probleme d'optimisation non
lineaire general
minimiser
x2Rn
f(x) sujet a ci(x)  0; i = 1; 2; : : : ;m (1.1)
ou f : Rn ! R et c : Rn ! R sont des fonctions deux fois continu^ment dierentiables. Pour
denir un algorithme de points interieurs, nous avons besoin de la notion de fonction barriere.
Fiacco et McCormick (1990) denissent une fonction barriere I(x) pour le probleme (1.1)
comme une fonction continue pour tout point strictement realisable ci(x) > 0; i = 1; 2; : : : ;m
et qui tend vers l'inni lorsque l'on approche la frontiere (ou le bord) du domaine realisable,
a partir de l'interieur du domaine, c'est-a-dire I(x) ! 1 si c(x) ! 0+. Nous utiliserons
principalement la fonction barriere logarithmique, denie par I(x) =  Pmi=1 log[ci(x)]. La
methode de points interieurs resout alors une suite de problemes sans contraintes,
minimiser
x2Rn; c(x)>0
B(x; ) = f(x)  I(x) = f(x)  
pX
i=1
log[ci(x)]; (1.2)
iterativement pour des valeurs du parametre barriere  > 0 de plus en plus petites. En notant
x() une solution du probleme barriere (1.2), on nomme l'ensemble
C := fx();  > 0g; (1.3)
la trajectoire centrale primale du probleme barriere (1.2). Pour demarrer, l'algorithme de
points interieurs a besoin d'un point strictement realisable ; il va sans dire que cet ensemble
ne doit donc pas avoir un interieur strict vide pour pouvoir appliquer ce type de methode. Si
x est une solution du probleme non lineaire (1.1), strictement complementaire, c'est-a-dire
ci(x
) + yi > 0; i = 1; 2; : : : ;m, pour au moins un multiplicateur de Lagrange y
 associe
aux contraintes c(x)  0 et ou les conditions susantes d'optimalite du second ordre sont
satisfaites, alors pour tout parametre  > 0, le probleme (1.2) admet localement une solution
unique x(), et la trajectoire centrale constituee de ces solutions tend vers la solution du
probleme (1.1). De me^me, la trajectoire centrale duale 
ci(x())
converge vers un multiplicateur
2de Lagrange yi correspondant a la contrainte ci(x)  0.
Dans le chapitre 3, nous traitons des problemes avec contraintes de complementarite, ou
il est connu que l'interieur strict du domaine realisable est vide. Cette donne exclut a priori
l'usage d'une methode de points interieurs. Par une technique de reformulation elastique, on
elargit l'ensemble realisable et le probleme relaxe possede de biens meilleures proprietes. On
resout ce dernier probleme par un algorithme de points interieurs primal-dual.
Dans le chapitre 4 de cette these, nous nous attaquons a un autre type de degenerescence,
le manque de complementarite stricte pour les problemes non lineaires. En eet Wright et
Orban (2002) ont montre que lorsque la complementarite stricte n'est pas satisfaite a la solu-
tion du probleme (1.1), c'est-a-dire ci(x
) = 0 = yi pour au moins un i, la trajectoire centrale
approche la solution tangentiellement a certaines contraintes actives. Comme consequence la
region des points qui satisfont le critere d'arre^t du systeme de KKT perturbe retrecit au
voisinage de la solution. Ainsi, pour passer d'un itere au suivant, on doit faire plus d'une
iteration interne pour chaque valeur du parametre barriere . Il s'en suit une deterioration
de la vitesse de convergence locale des methodes de points interieurs lorsque la solution est
non strictement complementaire. Dans le meilleur des cas, en presence de problemes non
strictement complementaires, Potra (2001) etablit que la convergence de la suite d'iteres ge-
neres par des algorithmes de points interieurs est au plus superlineaire pour le probleme de
complementarite lineaire degenere. En pratique, on observe que les algorithmes de points
interieurs atteignent un taux de convergence lineaire sur les problemes non strictement com-
plementaires generaux. Dans notre approche, avec l'aide d'une mise a l'echelle simple et peu
onereuse des multiplicateurs de Lagrange associes aux contraintes faiblement actives, nous re-
couvrons un taux de convergence superlineaire des variables primales-duales. Notre approche
est implementee dans l'algorithme de points interieurs IPOPT2 (Wachter et Biegler, 2006).
Dans la derniere partie de la these, nous testons la robustesse de notre approche d'ac-
celeration de la convergence locale pour les algorithmes de points interieurs. Pour ce faire
nous avons rassemble une collection de problemes avec des contraintes faiblement actives. Ces
problemes test nous servent a valider notre approche de mise a jour des variables duales, en
comparant nos resultats avec ceux d'autres algorithmes de points interieurs comme KNITRO
(Waltz et Plantenga, 2006) et LOQO (Vanderbei, 2008). Les problemes faiblement actifs de
cette collection viennent de diverses sources, notamment les collections de problemes non
lineaires telles CUTE(r) (Bongartz et al., 1995; Gould et al., 2003) et de la litterature sur
l'optimisation non lineaire.
31.1 Problemes avec contraintes de complementarite
Les problemes mathematiques avec contraintes de complementarite sont des problemes
qui se distinguent par la presence en leur sein de contraintes de type
min fx; yg = 0;
ou le minimum est pris ici composante par composante. Ce type de contraintes est dit de
complementarite (ou d'equilibre) et se rencontre dans un tres large spectre de domaines al-
lant de l'ingenierie (problemes de structures, de contact, ou de semi-conducteur, en passant
par l'optimisation (conditions d'optimalite de programmes mathematiques avec contraintes
d'inegalite, problemes bi-niveaux, ...), la theorie des jeux (problemes d'equilibre de Nash)
a l'economie (equilibre des marches economiques) (Ferris et Pang, 1997). C'est donc dire
toute l'importance de disposer d'algorithmes globalement convergents ecaces pour la reso-
lution de ce type de probleme. En optimisation non lineaire, on recherche les points critiques
d'un probleme mathematique donne parmi les points qui satisfont les conditions d'optimalite
du premier ordre (ou conditions de Karush- Kuhn-Tucker (KKT)). En eet, il est connu
que sous la satisfaction d'une condition de qualication idoine (condition de qualication de
base, condition de qualication de Mangasarian et Fromovitz (MFCQ), condition de quali-
cation d'independance lineaire (LICQ) ou la condition de qualication de Slater dans le cas
convexe), les conditions de KKT sont des conditions necessaires d'optimalite.
Malheureusement, en presence de contraintes de complementarite, aucune de ces condi-
tions de qualication n'est satisfaite. Par consequent, l'ensemble realisable est d'interieur
strict vide : en eet on ne peut avoir en me^me temps xi > 0; yi > 0 et xiyi = 0. Les condi-
tions de KKT ne sont plus d'une grande aide, car elles ne sont necessaires pour l'optimalite
que si une condition de qualication est veriee. Pour resoudre les problemes avec contraintes
de complementarite, certains logiciels d'optimisation non lineaire tels que LOQO et IPOPT
incorporent des modes < complementaires >, a activer en presence de contraintes de comple-
mentarite. De notre point de vue, cette approche ne resout que partiellement le probleme et
nous nous demandions s'il n'etait pas possible de concevoir un algorithme general, qui resout
ce type de probleme sans connaissance prealable de la presence de contraintes de complemen-
tarite. Cette question a trouve un debut de reponse quand nous nous sommes interesses au
concept de variables elastiques formalise par Gould et al. (2010) dans le cadre de problemes
d'optimisation classiques, sans complementarite. Detaillons notre approche de reformulation
elastique sur le MPCC ci-dessous
minimiser
x1;x2
f(x1; x2) = x1 + x2 sujet a minfx1; x2g = 0; (1.4)
4dont la solution optimale est x = (0; 0). En reformulant la contrainte de complementarite
minfx1; x2g = 0 par x1  0; x2  0 et x1x2  0 (ou x1x2 = 0), il est immediat que la
condition de qualication de Mangasarian et Fromowitz (MFCQ) n'est pas satisfaite en x.
En eet le gradient de la contrainte active x1x2 = 0 est nul : r(x1x2)jx=x = (0; 0). Le
probleme penalise `1 correspondant a (1.4) avec une formulation egalite est
minimiser
x1;x2
x1 + x2 + jx1x2j+ (maxf0; x1g+maxf0; x2g);
ou  est un parametre de penalite. Ce dernier n'etant pas dierentiable, Gould et al. (2010)
lui associent la formulation elastique
minimiser
x1;x2;s
x1 + x2 + (s1 + s2 + x1x2 + 2s3);
sujet a x1 + s1  0; s1  0;
x2 + s2  0; s2  0;
x1x2 + s3  0; s3  0:
(1.5)
En eet, le terme jx1x2j peut e^tre reecrite comme
(x1x2 + 2s3) et x1x2 + 2s3  0; s3  0
et maxf0; x1g par
s1 et x1 + s1  0; s1  0:
Tout point admissible du probleme elastique (1.5) satisfait la MFCQ. De plus l'interieur strict
de l'ensemble admissible de (1.5) est non vide. On peut desormais envisager de resoudre
le probleme regulier (1.5), en termes de conditions de qualication, par tout algorithme
d'optimisation non lineaire, comme par exemple les methodes de points interieurs reputees
pour leur ecacite. C'est cette approche novatrice que nous developpons dans le chapitre 3
pour resoudre les problemes mathematiques avec contraintes de complementarite.
1.2 Le manque de complementarite stricte
Considerons a nouveau le probleme (1.1) et x un de ses point realisables. L'ensemble des
contraintes actives au point x est A(x) := fi = 1; : : : ;m j ci(x) = 0g. Si x satisfait une
5condition de qualication, alors les conditions de Karush-Kuhn-Tucker (KKT)
rf(x)  J(x)Ty = 0; (1.6a)
C(x)y = 0; (1.6b)
(c(x); y)  0; (1.6c)
ou J(x) = rc(x)T et C(x) = diag(c(x)) est la matrice diagonale dont les elements diago-
naux sont les composantes de c(x), sont des conditions necessaires d'optimalite pour x. La
condition de complementarite stricte stipule que ci(x) + yi > 0 pour toute contrainte active
et pour au moins un des multiplicateurs de Lagrange correspondant a x. Une contrainte est
non strictement complementaire au point x si ci(x) = 0 = yi, pour toute contrainte active
au point x et tout multiplicateur correspondant. Il est courant de supposer la satisfaction de
la complementarite stricte en optimisation non lineaire. En eet, cette hypothese confere des
proprietes de regularite a la matrice du systeme de Newton et est aussi gage d'une conver-
gence locale rapide. On parle ici de convergence locale, quand on est dans un voisinage assez
proche d'une solution, par opposition a la convergence globale, qui concerne la convergence
de l'algorithme vers une solution du probleme sans egard pour le point de depart. Il est eta-
bli qu'en l'absence de complementarite stricte, la convergence des variables primales-duales,
(x; y) vers la solution est au mieux lineaire alors que cette convergence est quadratique pour
les problemes strictement complementaires. Le manque de complementarite stricte a un autre
penchant negatif, qui est de rendre la matrice du systeme de Newton mal conditionnee, cette
matrice etant singuliere a la limite. Dans le cas des methodes de points interieurs, l'absence de
la complementarite stricte se traduit geometriquement par le fait que les iteres approchent la
solution tangentiellement a certaines contraintes strictement complementaires, comme l'ont
montre Wright et Orban (2002). De ce fait, les rayons des regions qui renferment les points
qui satisfont le critere d'arre^t du systeme de KKT retrecissent au voisinage de la solution.
Ceci necessite, pour un parametre barriere donne, plus d'une iteration et aneantit du me^me
coup tout espoir de convergence superlineaire. Pour les problemes de complementarite lineaire
monotones, (Monteiro et Wright, 1994; El-Bakry et al., 1996) etablissent la convergence su-
perlineaire de l'ecart de complementarite de la suite d'iteres generes par des methodes de
points interieurs et Potra (2001) montre la convergence superlineaire des iteres. Dans le cha-
pitre 4 de notre these, avec l'aide d'une mise a jour peu onereuse des multiplicateurs non
strictement complementaires, nous recuperons un taux de convergence locale superlineaire
pour une methode de points interieurs primale-duale.
6Pour illustrer nos propos, considerons l'exemple canonique suivant
minimiser
x2R
f(x) =
1
2
x2 sujet a x  0; (1.7)
dont la solution optimale est donnee par x = 0 et le multiplicateur de Lagrange correspon-
dant est y = 0. La contrainte de qualication d'independance lineaire (LICQ) est satisfaite
en ce point. En eet le gradient de l'unique contrainte qui y est active est non nul. L'unique
contrainte de ce probleme x  0 est alors faiblement active en x = 0. Nous reportons ci-
dessous la sortie du solveur d'optimisation non lineaire IPOPT (Interior Point OPTmization,
Wachter et Biegler (2006)) qui utilise un algorithme de points interieurs sur le probleme (1.7).
******************************************************************************
This program contains IPOPT, a program for large-scale nonlinear optimization.
IPOPT is released as open source under the Common Public License (CPL).
For more information visit www.coin-or.org/Ipopt
******************************************************************************
ITER ERR MU ||C|| ||D|| ALFA(X) #LS F Regu
0 .100D+01d .100D+00 .100D-01 .000D+00 .000D+00 0 0.00000000D+00 .000D+00
0 .100D+01d .200D-01 .100D-01 .000D+00 .000D+00 0 -.33087225D-23 .000D+00
1 .191D-01c .200D-01 .347D-17 .356D-01 .100D+01h 1 0.44113263D-03 .000D+00
2 .120D-02c .294D-02 .000D+00 .490D-01 .100D+01f 1 0.20712039D-02 .000D+00
3 .953D-03c .169D-03 .000D+00 .437D-01 .100D+01f 1 0.56093810D-03 .000D+00
4 .279D-03c .240D-05 .000D+00 .236D-01 .100D+01f 1 0.14083476D-03 .000D+00
5 .692D-04c .240D-05 .000D+00 .118D-01 .100D+01f 1 0.35810781D-04 .000D+00
6 .167D-04c .240D-05 .000D+00 .578D-02 .100D+01f 1 0.95622835D-05 .000D+00
7 .478D-05c .423D-08 .000D+00 .309D-02 .100D+01f 1 0.23916224D-05 .000D+00
8 .119D-05c .423D-08 .000D+00 .155D-02 .100D+01f 1 0.59896011D-06 .000D+00
9 .297D-06c .423D-08 .000D+00 .771D-03 .100D+01f 1 0.15079729D-06 .000D+00
10 .733D-07c .423D-08 .000D+00 .383D-03 .100D+01f 1 0.38762795D-07 .000D+00
11 .173D-07c .423D-08 .000D+00 .186D-03 .100D+01f 1 0.10775896D-07 .000D+00
12 .516D-08c .455D-09 .000D+00 .102D-03 .100D+01f 1 0.28086173D-08 .000D+00
On reconna^t dans ce tableau a la colonne 1 l'indice d'iteration et a la colonne 2 la valeur du
residu dans le test d'arre^t. La colonne 3 contient les valeurs du parametre barriere  tandis
que dans la colonne 7, on observe le nombre de recherche lineaire eectue et dans la colonne
8, on trouve la valeur de l'objectif. Comme on peut le voir, avec les repetitions des valeurs
de  dans la colonne 3, pour chacune des petites valeurs du parametre de penalite, IPOPT
prend plus d'une iteration interne. Ce comportement numerique est typique d'un algorithme
a convergence locale lente, lineaire au mieux. Ce comportement est commun aux algorithmes
de points interieurs sur des problemes non strictement complementaires.
Avec notre strategie d'acceleration de la convergence locale, voyons a present les sorties
de IPOPT sur le me^me probleme.
7ITER ERR MU ||C|| ||D|| ALFA(X) #LS F Regu
0 .100D+01d .100D+00 .100D-01 .000D+00 .000D+00 0 0.00000000D+00 .000D+00
0 .100D+01d .200D-01 .100D-01 .000D+00 .000D+00 0 -.33087225D-23 .000D+00
1 .191D-01c .200D-01 .347D-17 .356D-01 .100D+01h 1 0.44113263D-03 .000D+00
2 .343D-02c .294D-02 .139D-16 .709D-01 .100D+01f 1 0.31845692D-02 .000D+00
3 .125D-03c .169D-03 .000D+00 .886D-01 .100D+01f 1 0.14694891D-03 .000D+00
4 .140D-05c .240D-05 .000D+00 .215D-01 .100D+01f 1 0.19000940D-05 .000D+00
5 .227D-08c .423D-08 .000D+00 .264D-02 .100D+01f 1 0.32502084D-08 .000D+00
Le fait saillant dans ce nouveau tableau est que pour les valeurs nales du parametre barriere
, a la colonne 3, IPOPT ne prend plus qu'une seule iteration interne pour chaque petite
valeur de . Comme consequence, le nombre total d'iterations s'en trouve reduit et une
convergence locale superlineaire a lieu comme le revele les donnees de la colonne 2. Ce qui
n'est pas dans le cas des donnees de la colonne 2 du tableau precedent. C'est forts de cette
observation numerique que nous avons decide d'approfondir nos investigations sur ce type de
problemes. Ces investigations theoriques constituent la partie charniere du chapitre 4 de notre
these qui a trait a l'obtention d'une convergence superlineaire des iteres pour les methodes
de points interieurs en presence de contraintes non strictement complementaires.
1.3 Une collection de problemes faiblement actifs
Dans le but de comparer les performances de notre strategie d'acceleration de la conver-
gence locale des iteres, nous avons rassemble une collection de problemes test. Ces problemes
viennent des collections deja existantes et de la litterature sur l'optimisation non lineaire. En
fait cette collection repond au besoin qui s'est pose de disposer d'ensemble de problemes faible-
ment actifs pour tester notre approche sur les methodes de points interieurs. Nous avons alors
constate que parmi toutes les collections de problemes tests en optimisation, aucune n'etait
speciquement dediee aux problemes faiblement actifs, ou tout au moins designee comme
telle. L'objectif de cette collection, dans un premier temps est de disposer de problemes test
an de comparer les performances de notre approche, et dans un second temps d'ebaucher
une collection de problemes faiblement actifs, qui nous l'esperons s'etoera au l du temps.
Cette collection est disponible en ligne a l'adresse www.gerad.ca/zocou/nscprob.html. Le
dernier chapitre 5 detaille donc les demarches de l'assemblage de cette ebauche : de l'identi-
cation numerique des problemes faiblement actifs au test de comparaison avec des solveurs
de points interieurs tels que IPOPT, KNITRO et LOQO.
81.4 Elements de la problematique
Dans cette section, nous detaillons la problematique liee aux deux principaux types de
degenerescence traites dans cette these.
1.4.1 Problemes avec contraintes de complementarite
Debutons par un bref rappel des conditions d'optimalite du premier ordre pour un pro-
gramme non lineaire general avec des contraintes d'egalite et d'inegalite.
Rappels de programmation non lineaire
Soit le programme non lineaire :
minimiser
x2Rn
f(x) sujet a h(x) = 0; g(x)  0; (NLP)
ou f : Rn ! R; h : Rn ! Rm; g : Rn ! Rp sont des fonctions continu^ment dierentiables.
Soit F := fx 2 Rn j h(x) = 0; g(x)  0g, l'ensemble realisable de (NLP).
Les conditions de qualication sont des hypotheses qui permettent de caracteriser les
ensembles geometriques que sont les co^nes tangent et normal associes a un point admissible
du probleme (NLP) et de donner une forme analytique des conditions d'optimalite du premier
ordre. Dans un voisinage d'un point admissible ou une condition de qualication est satisfaite,
l'ensemble admissible et son approximation lineaire coincident.
Denition 1.4.1 Pour x 2 F , la contrainte gj(x); j 2 1; : : : ; p est active en x si gj(x) = 0.
L'ensemble des contraintes actives en x est note A(x) = fj 2 1; : : : ; p j gj(x) = 0g.
Denition 1.4.2 (CQ de base) Soit x 2 F et l'ensemble (x) = f(; ) j  2 Rm;  2
Rp+; j  0 si j 2 A(x) et j = 0 si j =2 A(x)g. La condition de qualication de base (CQ
de base) est veriee en x si et seulement si le seul (; ) 2 (x) tel que Pmi=1 irhi(x)  P
j2A(x) jrgj(x) = 0 est (; ) = (0; 0).
Denition 1.4.3 (LICQ) Nous dirons que la condition de qualication d'independance li-
neaire, ou LICQ, est satisfaite au point x admissible pour (NLP) si et seulement si les vecteurs
frhi(x); i = 1; : : : ;mg [ frgj(x); j 2 A(x)g sont lineairement independants.
Denition 1.4.4 (MFCQ) La condition de qualication des contraintes de Mangasarian
et Fromovitz, ou MFCQ, est satisfaite au point x admissible pour (NLP) si et seulement si
i) les vecteurs frhi(x); i = 1; : : : ;mg sont lineairement independants et
9ii) il existe une direction d 6= 0 dans Rn telle que rhi(x)Td = 0 pour tout i = 1; : : : ;m et
rgj(x)Td < 0 pour tout j dans A(x).
Notons egalement la condition de qualication suivante, plus contraignante que la MFCQ,
mais qui a des proprietes plus interessantes que cette derniere. Notons
AS = fi 2 A(x) : i > 0g, l'ensemble des contraintes fortement actives en x ou  est le
vecteur des multiplicateurs de Lagrange associes aux contraintes c(x)  0.
Denition 1.4.5 (SMFCQ) La condition de qualication des contraintes de Mangasarian
et Fromovitz stricte, ou SMFCQ, est satisfaite au point x admissible pour le probleme (NLP)
si et seulement si
i) les vecteurs frhi(x); i = 1; : : : ;mg [ frgi(x); i 2 ASg sont lineairement independants
et
ii) il existe une direction d dans Rn telle que rhi(x)Td = 0; 8i = 1; : : : ;m,
rgi(x)Td = 0; 8i 2 AS et rgi(x)Td < 0; 8i 2 fA(x) j i = 0g.
Le diagramme suivant resume les relations entre les dierentes conditions de qualication
LICQ =) SMFCQ =) MFCQ () CQ de base :
Avec ces denitions, nous pouvons enoncer maintenant les conditions d'optimalite du
premier ordre ou conditions de Karush, Kuhn et Tucker (KKT). On associe au probleme
(NLP) la fonction lagrangienne
L : Rn  Rm  Rp ! R avec L(x; ; ) = f(x) +
mX
i=1
ihi(x) 
pX
j=1
jgj(x):
Theoreme 1.4.6 Soit x 2 F un point admissible de (NLP) ou la contrainte de qualica-
tion de base est veriee. Si x est un minimum local du probleme (NLP) alors il existe des
multiplicateurs (; ) dans Rm  Rp tels que
rxL(x; ; ) = rf(x) +
mX
i=1
irhi(x) 
pX
j=1
jrgj(x) = 0; (1.8a)
 2 Rp+;  2 Rm; (1.8b)
jgj(x) = 0; 8 j = 1; : : : ; p; (1.8c)
h(x) = 0; g(x)  0: (1.8d)
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Ces proprietes nous permettent de caracteriser l'ensemble des multiplicateurs de Lagrange
associes au point x admissible pour (NLP). Notons, pour ce faire, (x) = f(; ) qui verient
les conditions (1.8a)-(1.8d)g, l'ensemble des multiplicateurs de Lagrange associes a x. On a
alors le resultat suivant
Theoreme 1.4.7 Soit x un point qui verie les conditions de KKT du premier ordre. Si la
LICQ est satisfaite en x alors l'ensemble des multiplicateurs de Lagrange associes a x est
reduit a un point (x) = f(; )g.
Ce resultat donne l'existence et l'unicite des multiplicateurs de Lagrange associes a x dans
le cas ou la LICQ est satisfaite en x. Un resultat plus fort, qui aboutit aux me^mes conclusions
que le theoreme 1.4.7 mais avec une hypothese plus legere, est donne par le theoreme suivant
Theoreme 1.4.8 (Kyparisis (1985)) Supposons que x verie les conditions de KKT du
premier ordre. La MFCQ est satisfaite en x si et seulement l'ensemble des multiplicateurs de
Lagrange associes a x est reduit a un singleton (x) = f(; )g.
Enn, le theoreme suivant, du^ a J. Gauvin, ancien professeur au departement de Mathema-
tiques et Genie Industriel (MAGI) de l'Ecole Polytechnique, donne les conditions necessaires
et susantes d'existence d'un ensemble de multiplicateurs de Lagrange non vide et compact.
Theoreme 1.4.9 (Gauvin (1977)) Soit x un minimum local du programme (NLP). L'en-
semble (x) est non vide et borne si et seulement si la condition de qualication de Mangasarian-
Fromovitz (MFCQ) est veriee en x.
Position du Probleme
Apres avoir rappele dans le paragraphe precedent les notions d'optimalite pour un pro-
gramme non lineaire, nous allons ici enoncer quelques inconvenients lies aux MPCC et qui
font qu'il n'est pas judicieux de les resoudre directement par des methodes d'optimisation
non lineaires classiques. Le premier inconvenient est d'ordre geometrique : les MPCCs ont des
ensembles admissibles non convexes d'interieur strict vide. En eet, considerons la contrainte
de complementarite simple en dimension deux, min fx; yg = 0 dont l'ensemble admissible est
F = f(x; y) 2 R2 : x  0; y  0; xy = 0g. Cet ensemble est non convexe et depourvu
d'interieur strict (x > 0 et y > 0).
Le second inconvenient et a nos yeux le plus important, est la non regularite de l'ensemble
admissible d'un MPCC en terme de conditions de qualication. En eet, considerons, pour
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simplier, le MPCC avec seulement des contraintes de complementarite ecrites sous la forme
d'egalite
minimiser
x
f(x) (1.9a)
sujet a Fi(x)  0; 8i 2 I = f1 : : : pg (1.9b)
Gi(x)  0; 8i 2 I (1.9c)
Fi(x)Gi(x) = 0; 8i 2 I: (1.9d)
Sous cette forme, aucun point admissible du MPCC (1.9) ne verie la condition de quali-
cation de Mangasarian-Fromovitz (MFCQ). En eet d'apres la denition (1.4.4), si un point
admissible de (1.9) x veriait la MFCQ, les conditions suivantes seraient satisfaites :
(i) Les vecteurs fr(FiGi)(x) = Fi(x)rGi(x) + Gi(x)rFi(x) : i 2 Ig sont lineairement
independants et
(ii) il existe un vecteur d 2 Rp; d 6= 0 tel que
rFi(x)Td > 0; pour i 2 AF (x) et rGj(x)Td > 0; pour j 2 AG(x); (1.10a)
r(FiGi)(x)Td = Fi(x)rGi(x)Td+Gi(x)rFi(x)Td = 0; pour i 2 I; (1.10b)
ou AF (x) = fi 2 I j Fi(x) = 0g et AG(x) = fi 2 I j Gi(x) = 0g sont les ensembles de
contraintes actives en x et AF (x) [ AG(x) = I. Soit x un point admissible de (1.9) et soit i
dans I. Supposons que x satisfait la MFCQ, alors
 soit i 2 AF (x) \ AG(x) ) Fi(x) = 0 = Gi(x) et dans ce cas r(Fi:Gi)(x) = 0 et le
vecteur nul appartient a l'ensemble des gradients des contraintes actives en x qui ne
peuvent par consequent pas e^tre lineairement independants. La condition (i) n'est pas
donc pas satisfaite en ce point.
 soit i 2 AF (x) n AG(x), c'est a dire que Fi(x) = 0 < Gi(x) : ici la condition (1.10a)
donne d'une part rFi(x)Td > 0 et d'autre part, (1.10b) entra^ne r(Fi:Gi)(x)Td =
Gi(x)rFi(x)Td = 0. Mais puisque 0 < Gi(x) alors on deduit de (1.10b) querFi(x)Td =
0, contradictoire a (1.10a). Par consequent, x ne verie pas les conditions (1.10).
 soit i 2 AG(x) nAF (x) et Gi(x) = 0 < Fi(x) : dans ce cas, tout comme precedemment,
on aboutit a la conclusion que x ne satisfait pas les conditions (1.10).
Il s'en suit alors qu'aucun point admissible de (1.9) ne peut satisfaire a la MFCQ.
Par consequent, tout point admissible d'un MPCC a un ensemble de multiplicateurs de
Lagrange non borne, si non vide, en vertu du theoreme (1.4.9).
Ceci pose un vrai probleme car les logiciels de resolution de programmes non lineaires sont
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elabores justement pour trouver des points admissibles qui verient les conditions de KKT,
qui combinees a une condition de qualication adequate donnent les conditions necessaires
d'optimalite. Ainsi, en l'absence de condition de qualication, les conditions de KKT ne sont
plus d'une grande utilite, car ces conditions ne sont necessaires pour l'optimalite que si une
condition de qualication est satisfaite.
Notons que les conclusions precedentes demeurent vraies si on remplace le MPEC (1.9)
par son equivalent dans lequel les contraintes de complementarite sont reecrites sous forme
d'inegalites.
Il a donc fallu adapter de nouvelles methodes de resolution pour ces problemes, vu l'inte-
re^t grandissant dont ils font l'objet de nos jours et leur importance dans plusieurs domaines
aussi bien scientiques qu'industriels. Les problemes mathematiques avec contraintes de com-
plementarite (ou d'equilibre) se rencontrent dans des domaines aussi varies que
{ l'economie : problemes d'equilibre du trac, problemes d'equilibre de Nash en theorie
des jeux, problemes de tarication dans les reseaux de transport,... (Ferris et Pang,
1997)
{ l'ingenierie : problemes de contact ou de design de structures en mecanique, problemes
de design de semi-conducteurs en electronique (Anjos et Vannelli, 2006), processus de
fabrication en chimie, ...
{ l'optimisation multi-niveaux (Audet et al., 1997).
Un exemple de probleme bi-niveau est le probleme de tarication (Colson et al., 2005). Dans
ce probleme, le meneur (le gestionnaire du reseau) a pour objectif de maximiser son revenu
de taxation, a l'inverse du suiveur (l'usager du reseau) qui lui cherche pluto^t a minimiser son
cou^t de deplacement dans le reseau :8>>><>>>:
maximiser
x2Rn; y2Rm
Tx;
sujet a minimiser
y2Rm
(c+ T )x+ dy;
Ax+By  s:
; (1.11)
ou A;B sont des matrices et c; d; s et y des vecteurs. Vue la grande complexite de ces
problemes (NP-diciles), on a recours a de nouvelles strategies de resolution. Une de ces
strategies, dans le cas ou le probleme du suiveur est convexe, consiste a remplacer ce dernier
probleme par ses conditions d'optimalite. Le probleme resultant contient des contraintes de
complementarite issues des conditions de complementarite liees aux contraintes d'inegalite
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du probleme suiveur
maximiser
x; y; 
Tx;
sujet a BT = d;
Ax+By   s  0;   0;
(Ax+By   s) = 0:
Tres recemment de nouvelles methodes de resolution de programmes mathematiques non
lineaires, notamment les methodes elastiques ont fait leur apparition. Ces methodes de par
leur conception semblent donner bon espoir quant a la prise en compte des contraintes de
complementarite dans un programme non lineaire. En eet l'introduction de variables elas-
tiques transforme le MPCC en une suite de problemes qui verient la MFCQ et qui ont donc
un ensemble admissible d'interieur strict non vide, sur lesquels l'application d'une methode
de points interieurs est envisageable. Une fonction de penalite pour un probleme d'optimisa-
tion est une fonction nulle pour tout point admissible du probleme et strictement positive a
l'exterieur de l'ensemble admissible.
Les deux fonctions de penalite les plus courantes sont la penalisation exacte `1, qui pour
le probleme (1.9) est donne par
P1(x) = kF (x) k1 + kG(x) k1 + kFG(x)k1
=
P
i2I [max f0; Fi(x)g+max f0; Gi(x)g+ jFi(x)Gi(x)j];
(1.12)
associee a la norme `1, et la penalisation exacte associee a la norme `1 s'ecrit
P1(x) = kF (x) k1 + kG(x) k1 + kFG(x)k1; (1.13)
ou FG(x) designe le vecteur fFi(x)Gi(x); i 2 Ig.
Notre approche pour resoudre ces problemes s'inspire du concept de variables elastiques
developpes pour le cas de problemes sans contraintes de complementarite par Gould et al.
(2010). L'idee principale de cette approche est de relaxer le probleme reformule par ajout de
variables elastiques. Dans notre approche, nous utilisons une penalisation `1. La penalisation
exacte `1 du probleme (1.9)
minimiser
x2Rn
f(x) + 
pX
i=1
[max f0; Fi(x)g+max f0; Gi(x)g+ jFi(x):Gi(x)j]
n'est pas dierentiable aux points situes a la frontiere de l'ensemble admissible. C'est a ce
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niveau qu'interviennent les variables elastiques, an de donner une formulation dierentiable
equivalente du probleme penalise. Tout nombre reel a peut s'ecrire comme a = a+   a  ou
a+ = maxf0; ag  0 et a  = maxf0; ag  0 sont respectivement les parties positive et
negative de a. Il en decoule que jaj = a+ + a  = a+2a , avec a+ = a+ a   0. En vertu de
ces proprietes, on lisse le probleme de penalite en le probleme elastique
minimiser
x2Rn; s2R3p
f(x) + 
Pp
i=1 s1i + s2i + 2(Fi(x)Gi(x) + s3i)]
sujet a F (x) + s1  0; s1  0;
G(x) + s2  0; s2  0;
Fi(x)Gi(x) + s3i  0; s3i  0; i = 1; : : : ; p
(1.14)
ou  est un parametre de penalite positif et (s1; s2; s3) est le vecteur des variables elastiques.
Tout point admissible du probleme elastique satisfait la MFCQ et l'interieur strict de l'en-
0
−s1
Ω
−s2
F (x)G(x) = s3
G(x)
F (x)G(x) = s3
F (x)
0
−s1
−s2
Ω
F (x)
F (x)G(x) = −s3
G(x)
F (x)G(x) = −s3
Figure 1.1 Reformulations elastiques : avec egalite (gauche) et avec inegalite (droite).
semble admissible est non vide (gure 1.1). On le resout par une methode de points interieurs
primale-duale.
L'algorithme elastique ainsi construit, implemente en python, sous NLPy (Orban, 2012),
nous permet de resoudre a optimalite plus de 80% des problemes de la collection McMPEC
de Leyer (2004). En outre, l'algorithme elastique est peu cou^teux en ce sens que nous ne
faisons usage d'aucune condition du second ordre. Un autre merite de notre algorithme est
qu'il ne dispose d'aucun mode < complementaire >, a activer en presence de problemes de
complementarite, comme c'est le cas pour la plupart des algorithmes actuels a me^me de
resoudre ce type de problemes. Enn, en cas de non convergence, l'algorithme delivre des
informations sur la regularite du point realisable obtenu et si ce point n'est pas realisable
alors il est un point stationnaire pour l'infaisabilite de la penalisation `1.
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1.4.2 Acceleration de la convergence locale en l'absence de complementarite
stricte
Il est utile ici de rappeler la notion de convergence Q-superlineaire (Potra, 2001).
Denition 1.4.10 La suite fxng de nombre reels et positifs est
1. Q-lineairement convergente si lim supn!1
xn+1
xn
< 1.
2. Q-lineairement convergente avec un taux de convergence global de  < 1 si xn+1 < xn
pour tout n 2 N.
3. Q-superlineairement convergente si limn!1
xn+1
xn
= 0.
Pour illustrer la problematique de ce theme, rappelons brievement le processus de reso-
lution par une methode de points interieurs du probleme non lineaire (avec seulement des
contraintes d'inegalite, par soucis de concision) suivant :
minimiser
x2Rn
f(x) sujet a c(x)  0; (1.15)
ou les fonctions f : Rn ! R et c : Rn ! Rm sont continu^ment dierentiables.
Si x est une solution locale du probleme (1.15) qui verie une condition de qualication,
par exemple la MFCQ, alors il existe des multiplicateurs y tels que les conditions d'optimalite
du premier ordre (ou conditions de KKT) sont satisfaites
g(x)  J(x)Ty = 0; (1.16a)
c(x)  0 et y  0; (1.16b)
C(x)Y e = 0; (1.16c)
ou e = (1; 1;    ; 1), g(x) def= rxf(x) est le gradient de l'objectif et J(x) def= rxc(x), est la
matrice Jacobienne des contraintes. C(x) et Y sont les matrices diagonales C(x) = diag(c(x))
et Y = diag(y).
Dans ces equations, (1.16c) reve^t un caractere particulier : cette condition est dite condi-
tion de complementarite. Dans ce contexte, une contrainte est fortement active (ou stricte-
ment complementaire) si pour chaque i, il existe un multiplicateur yi  0 tel que ci(x)+yi > 0
et faiblement active (ou non strictement complementaire) si pour tout i et tous les multipli-
cateurs de Lagrange associes a x, on a ci(x) = 0 = yi.
Les methodes primale-duales cherchent pluto^t a resoudre le systeme de KKT perturbe
obtenu en remplacant le second membre de la contrainte de complementarite (1.16c) par e,
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ou  # 0 est le parametre barriere
g(x)  JT (x)y = 0; C(x)Y e = e; (c(x); y) > 0: (1.17)
Le systeme perturbe (1.17) est ensuite resolu par une methode de type Newton. Si on note
la matrice hessienne de la fonction de Lagrange L(x; y) := f(x)   yT c(x) associee a (1.15),
H(x; y) = rxxf(x)  
Pm
i=1 yirxxci(x), alors le pas de Newton (x;y) est solution du
systeme symetrique suivant"
H(x; y) J(x)T
J(x)  C(x)Y  1
#"
x
 y
#
=  
"
g(x)  J(x)Ty
c(x)  Y  1e
#
: (1.18)
Il est immediat que dans le cas de contraintes faiblement actives, la matrice du systeme
precedent est mal posee puisque le bloc diagonal  C(x)Y  1 est indeni a la solution : en
eet c(xk)! 0 et yk ! 0. Comme consequence, le systeme (1.18) est numeriquement dicile
a resoudre.
Un autre inconvenient lie au manque de complementarite stricte est la convergence lente
observee pour les algorithmes de points interieurs. En eet, il est connu qu'en l'absence de la
complementarite stricte, le taux de convergence local des methodes de points interieurs est
au plus lineaire alors que ce taux est quadratique dans le cas strictement complementaire.
En l'absence de la complementarite stricte, on sait que kxk   xk2 = O(k) alors que kxk  
xk = O(k) (cas strictement complementaire). De plus les solutions locales des problemes
barriere correspondant au probleme perturbe (1.17), approchent la solution tangentiellement
aux contraintes fortement actives. Le rayon de la region qui concentre les solutions approchees
du systeme de KKT perturbe retrecit rapidement. Ainsi pour passer d'une telle region a la
region correspondante a l'iteration suivante, on a besoin de prendre plus d'un pas de Newton.
Cette situation exclut tout espoir de convergence rapide, car typiquement pour ce faire, on
devrait avoir une iteration interne pour chaque parametre .
L'objectif de notre approche est de remedier a cette faible convergence locale en proposant
un mecanisme d'acceleration de la convergence locale pour des methodes de points interieurs
sur les problemes faiblement actifs et ou la condition de qualication lineaire (LICQ) est
satisfaite a la solution.
Un de a relever a ce niveau est de prouver l'existence de la trajectoire centrale. En eet
en l'absence de la complementarite stricte, l'existence de la trajectoire centrale, dans le cas
de problemes generaux (ni convexes, ni quadratiques) n'est a notre connaissance pas prouvee.
Wright et Orban (2002) ont prouve que pour chaque , le systeme perturbe (1.17) admet
toujours une (unique) solution locale. En se basant sur ce resultat et l'hypothese de la LICQ,
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nous pensons qu'il est possible de joindre ces dierents minima locaux entre eux de maniere
a engendrer une trajectoire centrale lisse. Cette conjecture pourra constituer un bon point
de depart d'un theme de recherche futur.
Notre approche consiste a mettre a l'echelle les multiplicateurs de Lagrange associes aux
contraintes faiblement actives. Ainsi, nous n'aurons qu'une iteration interne pour chaque
valeur de , nous permettant d'atteindre un taux de convergence superlineaire.
1.4.3 Collection de problemes d'optimisation non lineaire faiblement actifs
An de tester les performances de notre approche d'acceleration de la convergence locale,
nous avions besoin d'une collection de problemes non strictement complementaires. Il existe
en optimisation non lineaire de celebres collections de problemes test telles que celles de Hock
et Schittkowski (1981), Schittkowski (1987), Bongartz et al. (1995); Gould et al. (2003),
More et al. (1981) ou encore Leyer (2004), entre autres, mais aucune de ces collections
n'est speciquement dediee aux problemes faiblement actifs. Pour les besoins de nos tests,
nous avons commence a rassembler a partir des collections existantes et des livres et articles
en optimisation non lineaire de tels problemes. A toute n d'utilite, nous avons juge bon
de rendre disponible cette ebauche de collection en ligne an de susciter des collaborations
entre personnes interessees par ce sujet, dans le but d'enrichir et de densier cette collection
naissante. Le fruit de cette recherche est disponible aux adresses electroniques suivantes
github.com/zocou/Strictly-complementarity et
www.gerad.ca/zocou/nscprob.html.
Concretement, nous avons ecrit un code sous AMPL pour detecter les contraintes fai-
blement actives, notamment toute contrainte veriant ci(x)  tol et yi  tol a la solution
x, ou tol designe la precision desiree. En pratique tol = 10 5 et le test porte aussi bien
sur les contraintes d'inegalite generales que les contraintes de bornes sur les variables. Nous
avons observe que les algorithmes de points interieurs detectaient peu ou tres dicilement les
contraintes faiblement actives. Pour remedier a cette situation, nous avons opte pour SNOPT
(Gill et al., 2005), un algorithme de type SQP qui utilise une methode de contraintes actives
et qui identie mieux les-dites contraintes.
Pour certains problemes nous avons procede a une verication theorique des resultats
numeriques du code AMPL. Nous avons aussi divise les problemes en deux groupes : ceux
dits reguliers qui satisfont la LICQ, et ceux dits non reguliers qui ne satisfont pas la LICQ.
Pour ces derniers nous tentons de determiner s'ils satisfont la MFCQ ou non.
Par ailleurs nous comparons nos resultats a ceux obtenus par les solveurs de points inte-
rieurs KNITRO de Waltz et Plantenga (2006) et LOQO de Vanderbei (2008). Les resultats
de ce < banc d'essais > ainsi que la collection de problemes faiblement actifs font l'objet du
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chapitre 5 de la these.
1.5 Objectifs de recherche
Dans le chapitre 3, l'objectif de la recherche est la conception d'un algorithme general a
me^me de traiter indistinctement des contraintes de complementarite comme des contraintes
usuelles par le biais d'une methode elastique `1 doublee d'une methode de points interieurs.
L'ecience et la robustesse de l'algorithme sont testees sur la collection de problemes avec
contraintes de complementarite de la collection MacMPEC de Leyer (2004).
Le chapitre 4 de la these a trait a l'acceleration de la convergence locale des algorithmes
de points interieurs en l'absence de la complementarite stricte. Nous donnons des resultats
theoriques attestant de la convergence superlineaire de notre approche et des test numeriques
sur des problemes faiblement actifs viendront conrmer les performances pratiques de notre
algorithme.
La necessite de disposer d'une collection de problemes test pour valider notre proces-
sus d'acceleration de la convergence locale pour les problemes non strictement complemen-
taires nous a amener a examiner l'existence de telles collections. Nous avons alors constate
l'inexistence d'une collection speciquement dediees aux problemes non strictement comple-
mentaires, quand bien me^me on trouve des problemes faiblement actifs eparpilles dans les
dierentes collections. Cet etat de fait nous a motive a poser les jalons d'une base de pro-
blemes faiblement actifs, qui nous l'esperons passera a la posterite, en s'etoant avec l'apport
de toute les bonnes volontes interessees par ce type de probleme. Ce processus d'assemblage
est decrit dans le chapitre 5 de la these.
1.6 Plan de la these
Le plan de la these s'etablit comme suit : la premiere partie sera constituee d'une intro-
duction dans laquelle on retrouvera les problematique des trois themes ainsi que la revue de
litterature se rapportant a ces themes.
Dans la seconde partie du document, on trouve le developpement des trois themes men-
tionnes plus haut, developpes aux chapitres 3{5. Cette partie temoigne de notre contribution
personnelle a la resolution des problemes ci-mentionnes et ont tous ete rediges en collabora-
tion avec mon directeur de recherche, Dominique Orban, PhD et professeur au Departement
de Mathematiques et Genie Industriel de l'Ecole Polytechnique de Montreal et au GERAD.
Dans la derniere partie, nous quantions notre apport a la resolution du probleme de
la degenerescence en optimisation non lineaire et degageons des pistes de reexion a me^me
d'ameliorer et de consolider nos diverses approches de resolution.
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CHAPITRE 2
REVUE DE LITTERATURE
Cette partie resume l'etat de l'art, en optimisation non lineaire, des sujets qui nous in-
teressent dans cette etude tels que les methodes de points interieurs, les problemes avec
contraintes de complementarite et les problemes faiblement actifs.
2.1 Problemes mathematiques avec contraintes de complementarite
La litterature sur les problemes mathematiques avec des contraintes de complementarite
est assez fournie. Nous n'aborderons dans les lignes qui suivent que les articles pertinents
a notre approche et invitons par ailleurs le lecteur interesse a examiner les references ci-
mentionnees. L'etat de l'art actuel comporte trois principales approches de resolution pour
les problemes MPCC.
Nous donnons ici les nouvelles notions de stationnarite pour un MPCC telles qu'enoncees
par Scheel et Scholtes (2000).
2.1.1 Notions de stationnarite pour les MPCC
Soit le probleme
minimiser
x2Rn
f(x) sujet a cE(x) = 0; cI(x)  0; minfF (x); G(x)g = 0; (MPCC)
ou f : Rn ! R, cE : Rn ! RnE , et cI Rn ! RnI , F;G : Rn ! Rp sont deux
fois continu^ment dierentiables, E et I sont des ensembles d'indices avec nE et nI elements,
respectivement
Au point admissible x de (MPCC), est associe l'ensemble des contraintes actives A(x) =
fi 2 I j ci(x) = 0g [ AF [ AG avec
AF := fi = 1; : : : ; p j Fi(x) = 0g et AG = fi = 1; : : : ; p j G(x) = 0g:
Ainsi la MPCC-LICQ (respectivement la MPCC-MFCQ, la MPCC-SMFCQ, la MPCC-CQ
de base) est satisfaite au point x admissible pour (MPCC) si et si seulement la LICQ (res-
pectivement la MFCQ, la SMFCQ, la CQ de base) usuelle est satisfaite en ce point pour les
20
contraintes
cE(x) = 0; cI(x)  0; F (x)  0; G(x)  0:
A partir du lagrangien correspondant au (MPCC)
L(x; E ; I ; zF ; zG) = f(x)  TE cE(x)  TI cI(x)  (zF )TF (x)  (zG)TG(x);
Scheel et Scholtes (2000) denissent diverses notions de stationnarite pour le (MPCC).
Denition 2.1.1 Un point admissible x pour (MPCC) est faiblement stationnaire s'il existe
des multiplicateurs (E ; I ; z
F ; zG) 6= 0 tels que
rxL(x; E ; I ; zF ; zG) = 0 (2.1)
ICI(x) = 0; (2.2)
zFi Fi(x) = 0 = z
G
i Gi(x); pour tout i = 1; : : : ; p; (2.3)
(I ; cI(x))  0: (2.4)
Denition 2.1.2 Un point admissible x est C-stationnaire s'il est faiblement stationnaire et
en plus zFi z
G
i  0 pour tout indice bi-actif i 2 AF \ AG.
Denition 2.1.3 Un point admissible x est M-stationnaire s'il est faiblement stationnaire
et
zFi > 0 et z
G
i > 0 ou bien z
F
i z
G
i = 0; pour tout i 2 AF \ AG:
Denition 2.1.4 Le point admissible x est B-stationnaire s'il est faiblement stationnaire
et le systeme obtenu en linearisant autour de x toutes les donnees, exceptee la condition
F (x)G(x) = 0 (ou F (x)G(x)  0), admet d = 0 comme une solution.
Denition 2.1.5 Un point admissible x est fortement stationnaire s'il est faiblement sta-
tionnaire et
zFi  0; zGi  0 pour tout i 2 AF \ AG:
Le diagramme ci-dessous donne les equivalences entre ces dierentes notions de station-
narite Scheel et Scholtes (2000) :
B-stationnarite =) Stationnarite faible
* *
Stationnarite forte =) C-stationnarite
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Ainsi un minimum local du (MPCC) qui satisfait la MPCC-MFCQ est C-stationnaire et un
minimum local du (MPCC) qui satisfait la MPCC-SMFCQ est fortement stationnaire avec
un vecteur de multiplicateurs uniques.
Outrata (1999) utilise les regles de calcul dierentiel generalise de Mordukovich pour
etablir les conditions d'optimalite pour (MPCC). Outrata (1999) denit aussi les notions de
co^ne normal et en donne une caracterisation en termes de gradients des contraintes et enonce
les conditions de qualication et d'optimalite generalisee pour (MPCC).
Compte tenu de la non regularite de l'ensemble admissible des MPCCs, les approches
de resolution cherchent a rendre cet ensemble regulier en relaxant certaines des contraintes,
notamment les reformulations des contraintes de complementarite. Ainsi dans le cas d'une re-
laxation simple, les contraintes de complementarite exactes sont remplacees par des contraintes
de complementarite approchees : une formulation d'egalite Fi(x)  0; Gi(x)  0; Fi(x)Gi(x) =
0 devient Fi(x)  0; Gi(x)  0; Fi(x)Gi(x) = , tandis qu'une formulation d'inegalite
Fi(x)  0; Gi(x)  0,
Fi(x)Gi(x)  0 est transformee en Fi(x)  0; Gi(x)  0; Fi(x)Gi(x)  , ou  > 0 est le
parametre de relaxation.
La relaxation avec des egalites favorise une identication plus rapide des contraintes de
complementarite actives tandis que la relaxation avec des inegalites peut s'averer plus robuste
en l'absence de conditions de qualication (Scholtes, 2001).
On peut aussi proceder a une relaxation de toutes les contraintes d'equilibre comme suit :
Fi(x)   1; Gi(x)   2; Fi(x)Gi(x)  ; 8i = 1; : : : ; p;
ou 1 > 0; 2 > 0 et  > 0 sont des parametres de relaxation. Cette derniere approche,
privilegiee par DeMiguel et al. (2005), est la plus proche de notre approche elastique, a la
dierence notable que nous substituons aux parametres de relaxation des variables elastiques.
Le probleme relaxe est ensuite resolu sequentiellement pour des parametres de relaxation
qui tendent vers zero, dans l'espoir de generer des suites qui s'accumulent autour de points
stationnaires du (MPCC).
Une autre methode de regularisation a ete etudiee par Facchinei et al. (1999) et Jiang et
Ralph (2000). Jiang et Ralph (2000) remplacent la relaxation avec egalite des contraintes de
complementarite par l'equation :
(Fi(x); Gi(x)) = 0; 8i 2 I;
dans laquelle la fonction regularisante (a; b) =  (a; b; 0) et  : R3 ! R, qui possede entre
autres proprietes celles d'e^tre localement lipschitzienne, dierentiable en tout point (a; b; c)
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avec c 6= 0, admet une derivee directionnelle en tout point de R3, et verie  (a; b; 0) = 0 ,
a > 0; b > 0 et ab = 0.
Une telle fonction  , parmi d'autres, est  (a; b; c) =
p
a2 + b2 + c2  (a+ b) pour laquelle
on note que (a; b) =  (a; b; 0) =
p
a2 + b2   (a+ b) est la fonction de Fischer-Burmeister.
Facchinei et al. (1999) adoptent la perturbation continue suivante

 
Fi(x); Gi(x)

= 0;8i 2 I;
ou  : R2 ! R est la fonction denie par (a; b) =
q
(a  b)2 + 42  (a+ b) qui possede
l'importante propriete suivante (Facchinei et al., 1999, Proposition 2)
(a; b) = 0 , a  0; b  0 et ab = 2; 8 > 0:
 est une perturbation lisse de la fonction min : en eet  2 C1 si  6= 0 et 0(a; b) =
 2min fa; bg = lim
!0
(a; b).
Le but de ces reformulations est d'approcher le (MPCC) par une suite de problemes
d'optimisation reguliers resolus par des methodes classiques telles que les algorithmes de
programmation quadratiques sequentiels (SQP) dans l'approche de Jiang et Ralph (2000).
Anitescu (2005) utilise une methode de penalite `1 pour obtenir un probleme elastique
minimiser
x2Rn
f(x) + 
sujet a cE(x) = 0; cI(x)  0;
F (x)  0; G(x)  0; F (x)TG(x)  ;   0;
ou  est un parametre de penalite, qui est par la suite resolu par un algorithme de pro-
grammation quadratique sequentielle. Si le point stationnaire verie la MPEC-LICQ et une
condition susante du second ordre pour les MPCC, Anitescu (2005) etablit la convergence
superlineaire de la suite d'iteres vers x. Les methodes de programmation quadratique se-
quentielle sont des methodes de resolution de problemes non lineaires qui a chaque iteration
cherchent un pas de Newton qui resout une approximation quadratique exacte ou approchee
du probleme relaxe. Les contraintes sont formees des linearisations de toutes les contraintes du
probleme relaxe. Pour le probleme (MPCC) par exemple, on determine le pas de deplacement
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dx a l'iteration k en resolvant le probleme quadratique
minimiser
d;dF ;dG
rx L(xk; kE ; kI ; zk)d+
1
2
dr2xxL(xk; kE ; kI ; zk)d;
sujet a cE(x
k) +rcE(xk)d  0;
cI(x
k) +rcI(xk)d  0;
F (xk) +rF (xk)dF  0;
G(xk) +rG(xk)dG  0;
F (xk)TG(xk) + F (xk)TrG(xk)dF +G(xk)TrF (xk)dG  0; ;
ou L(x; E ; I ; z) est le lagrangien associe au (MPCC).
Benson et al. (2006) et Leyer et al. (2006) utilisent une approche de penalisation couplee
avec une methode de points interieurs. Plus precisement, Leyer et al. (2006) reportent
les contraintes de complementarite dans la fonction objectif, en y ajoutant un terme de la
forme kF (x)G(x)k1 = 
Pp
i=1 jFi(x)Gi(x)j ; les contraintes d'inegalite, F (x)  0 et G(x) 
0, restant au niveau des contraintes. Un resultat de convergence vers un point fortement
stationnaire est etabli si la MPCC-LICQ est satisfaite et si le parametre de penalisation 
est mis a jour de maniere adequate. Cette approche est assez semblable a la no^tre me^me
s'ils ne traitent que des problemes avec contraintes de complementarite. Une version de cette
approche adaptee aux problemes degeneres est decrite dans Lopez-Calva (2005). Les auteurs
soulignent en outre l'importance d'une strategie de mise a jour adaptative du parametre de
penalite. Comparativement a cette approche, la no^tre est plus generale car nous n'exigeons
aucune condition de qualication pour le probleme avec contraintes de complementarite pour
etablir nos resultats.
Ralph et Wright (2004) et Scholtes (2001) relaxent les contraintes
Fi(x)Gi(x)  0; i = 1; : : : ; p en Fi(x)Gi(x)  t ou t > 0 est un parametre de relaxation sous
le contro^le de l'utilisateur. Raghunathan et Biegler (2005) adoptent une approche similaire et
y adaptent une methode de points interieurs qui tient compte du fait qu'a la limite, l'interieur
strict du domaine relaxe est vide.
DeMiguel et al. (2005) proposent une double relaxation
Fi(x)   1; Gi(x)   2; Fi(x)Gi(x)   c; i = 1; : : : ; p:
resolue par une methode de points interieurs. Des resultats de convergence locale sont obtenus
sous une condition d'optimalite du second ordre.
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Lin et Fukushima (2005) relaxent les contraintes de complementarite du (MPCC) en
Fi(x)Gi(x)  t2 et (Fi(x) + t)(Gi(x) + t)  t2;
ou t est un parametre de penalite. Sous l'hypothese de la MPCC-LICQ, Lin et Fukushima
(2005) etablissent que toute valeur d'accumulation des points stationnaires du probleme re-
laxe est un point B-stationnaire du (MPCC), si la matrice hessienne et le lagrangien sont
inferieurement bornees pour chaque itere.
Toutes ces relaxations transforment l'ensemble admissible de (MPCC) en un ensemble plus
regulier. Kadrani et al. (2009) proposent la relaxation des contraintes de complementarite du
(MPCC) suivante
Fi(x)   t; Gi(x)   t et (Fi(x)  t)(Gi(x)  t)  0; i = 1; : : : ; p;
ou t est un parametre de relaxation. Le parametre de relaxation est ensuite penalise dans
l'objectif et le probleme resultant est resolu par une methode de contraintes actives. Kadrani
et al. (2009) etablissent que tout point d'adherence d'une suite d'iteres generes par le probleme
relaxe est un point M-stationnaire de (MPCC), sous l'hypothese de la MPCC-LICQ. Si la
suite d'iteres est asymptotiquement faiblement non degeneree, c'est-a-dire que Fi(x
k) et Gi(k)
tendent vers zero a la me^me vitesse pour tout i 2 AF (x) [ AG(x) tel que Fi(xk) = t 6=
Gi(x
k) ou Gi(x
k) = t 6= Fi(xk), alors xk converge vers un point fortement stationnaire du
(MPCC) (Kadrani et al., 2009).
La contribution essentielle de notre approche elastique par rapport aux autres algorithmes
de relaxation se situe au niveau du rela^chement des hypotheses : nous n'avons besoin d'aucune
condition de qualication et encore moins d'une condition du second ordre pour etablir nos
resultats de convergence globale.
2.2 Problemes faiblement actifs
Dans notre approche, nous avons besoin de detecter les contraintes faiblement actives.
Cette ta^che n'est pas des plus aisees, du moins numeriquement, et reste un probleme ouvert
en optimisation non lineaire. Nous pouvons neanmoins citer les travaux de certains auteurs
qui se sont attaques au probleme, notamment pour les problemes lineaires.
La fonction qui permet d'identier les contraintes actives d'un probleme d'optimisation
est nommee indicateur. Dans El-Bakry et al. (1994) et El-Bakry et al. (1996), les auteurs
eectuent une revue de litterature presque exhaustive sur les dierents indicateurs en opti-
misation lineaire ainsi que leurs proprietes de convergence.
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Kanzow et al. (2000) ont etudie le probleme d'identication des contraintes actives pour
un probleme non lineaire avec uniquement des contraintes d'inegalite et ce pour un point de
KKT isole. En nous inspirant de ces dierentes approches, nous construisons un indicateur
plus simple base sur les valeurs de la contrainte et de la variable duale et le parametre barriere
qui nous donne des resultats satisfaisants.
Une sous-classe de problemes non strictement complementaires est celle des problemes
de complementarite lineaire degeneres. Plusieurs auteurs ont etudie le manque de comple-
mentarite stricte pour les problemes de complementarite lineaire monotones. Une question
fondamentale, a ce stade, est l'existence de la trajectoire centrale et ses proprietes. En ef-
fet notre approche s'interesse au comportement des points sur et autour de cette trajectoire
an de leur donner le comportement souhaite. Cependant nonobstant l'inexistence d'une tra-
jectoire centrale, notre analyse reste valable, car nous ne faisons reference qu'aux minima
locaux du probleme barriere et ces derniers existent (Wright et Orban, 2002). Pour rappel, la
trajectoire centrale primale associee au probleme (5.1) est l'ensemble des solutions primales,
strictement realisables, qui minimisent le probleme barriere correspondant, pour tout  > 0.
C() = fx() j c(x()) > 0 et x() minimise f(x)  
mX
i=1
log ci(x)g;
= [
>0
argmin
x
ff(x) 
mX
i=1
log ci(x); c(x) > 0g:
(2.5)
Le centre analytique de l'ensemble primal optimal du probleme (5.1) est le point x, s'il
existe, qui minimise   lnPmi=1 ci(x). On denit de la me^me maniere le centre analytique de
l'ensemble dual optimal.
Dans le cas lineaire, Megiddo (1989) et Monteiro et Adler (1989a) prouvent l'existence
de la trajectoire centrale primale-duale si l'ensemble realisable primal-dual est d'interieur
strict non vide et la LICQ est satisfaite et etablissent la convergence de la suite d'iteres 
xk; kC(x
k) 1e

vers les centres analytiques de l'ensemble primal-dual.
En optimisation quadratique convexe, Monteiro et Adler (1989b) etablissent l'existence et
la convergence de la trajectoire centrale primale vers la solution optimale du probleme initial,
sous conditions que l'ensemble realisable primal soit bornee, que l'ensemble realisable dual
soit d'interieur strict non vide et que la condition de qualication de Slater soit satisfaite.
Sous les me^mes hypotheses, Drummond et Svaiter (1999) etendent ce resultat aux problemes
avec objectif convexe. Dans le cas general de l'optimisation non lineaire Fiacco et McCor-
mick (1990) d'abord et Gould et al. (2001) se basent sur la complementarite stricte et la
LICQ pour prouver l'existence de la trajectoire centrale et sa convergence vers la solution du
probleme initial. Wright et Orban (2002) relaxent la LICQ en la MFCQ, et utilisent la com-
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plementarite stricte ainsi que la condition d'optimalite susante du second ordre pour arriver
a l'existence et a la convergence de cette trajectoire centrale vers la solution du probleme
de depart. McCormick et Witzgall (2001) se sont interesses aux problemes convexes qui ont
plus d'une solution primale ou duale. En s'aidant de la condition de qualication de Slater
et de la complementarite stricte, les auteurs prouvent l'existence de la trajectoire centrale et
la convergence des suites d'approximations des variables duales vers le centre analytique de
l'ensemble des multiplicateurs de Lagrange optimaux, tout comme Wright et Orban (2002)
qui obtiennent les me^mes resultats dans le cas non convexe.
Comme on peut le constater dans les lignes precedentes, l'existence de la trajectoire cen-
trale est fortement correlee a la complementarite stricte. En l'absence de cette condition
primordiale, Kojima et al. (1990) prouvent l'existence de la trajectoire centrale pour les pro-
blemes de complementarite lineaire monotones et sa convergence dans le cas lineaire vers le
centre analytique de l'ensemble primal optimal. Monteiro et Tsuchiya (1996) evaluent la dis-
tance entre la solution locale du probleme barriere et la solution optimale du probleme initial,
de l'ordre de (
1
2 ) pour les problemes de complementarite lineaires monotones degeneres.
Wright et Orban (2002) obtiennent le me^me resultat pour un probleme non lineaire general,
mais en vertu de la MFCQ et de la condition d'optimalite susante du second ordre. Sous
les me^mes conditions, ils etablissent l'existence d'un minimum local pour chaque probleme
barriere. Mais l'existence et la dierentiabilite de la trajectoire centrale n'est pas mentionnee.
A notre connaissance c'est le plus fort resultat qui existe quant a la trajectoire centrale pour
les problemes non lineaires generaux.
Me^me si l'existence de la trajectoire centrale n'est pas requise dans notre approche, nous
pensons neanmoins que la theorie serait plus complete si un tel resultat etait obtenu. Nous
donnons une piste de developpement futur a ce propos dans nos conclusions.
Gould et al. (2001) etablissent la convergence superlineaire d'une methode de points-
interieurs primale-duale avec un taux arbitrairement proche de deux, pour des problemes
d'optimisation generaux avec des contraintes d'egalite et d'inegalite mais qui satisfont la
complementarite stricte.
Pour les methodes de points interieurs qui calculent leur iteres par une methode de type
Newton F 0(w)d =  F (w), comme la notre, la qualite de la convergence locale en une solution
non strictement complementaire est aectee par le fait que F 0(w) est singuliere a la solution.
(Kelley, 1995, Theoreme 5:1:1) etablit que pour w0 pris dans un voisinage idoine de la solution
w qui verie F 0(w) et si F 0(w) est une fonction continue de constante de Lipschitz , c'est-
a-dire que kF 0(w1)   F 0(w2)k  kw1   w2k, alors la suite wk+1 = wk   F 0(wk) 1F (wk)
converge quadratiquement ! w.
Des resultats de convergence qui rela^chent les conditions de continuite de F 0(w) existent
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mais l'hypothese de non singularite de F 0(w) demeure.
Dennis et More (1974) donnent des conditions de convergence superlineaire d'une methode
de type Newton wk+1 = wk B 1k F (wk), avec B 1k  F (wk) des matrices non singulieres, vers
des solutions ou la matrice F 0(wk) est non singuliere. Ainsi pour un point non strictement
complementaire, la matrice F 0(w) est singuliere et ce resultat ne tient plus. En eet la matrice
du systeme de KKT non symetrisee comme dans (1.18) s'ecrit
F 0(w) =
"
H(x; y)  J(x)T
 Y J(x) C(x)
#
qui comporte des zeros dans les lignes associees aux contraintes non strictement complemen-
taires. Pour l'exemple introductif (1.7) par exemple, min 1
2
x2 sujet a x  0, cette matrice est
F 0(0) =
"
1 1
0 0
#
.
Potra (2001) denit le probleme de complementarite lineaire comme
Qx+Ry = b; xTy = 0; (x; y)  0; (2.6)
ou b 2 Rn et Q;R 2 Rn  Rn avec [Q;R] de plein rang. Pour le probleme (2.6) monotone
( Q denie positive et R = I est la matrice identite), Monteiro et Wright (1994) etablissent
qu'en l'absence de la complementarite stricte, un algorithme generique de points interieurs
primal-dual inexact dont la longueur du pas tend vers un produit une suite d'iteres pour
laquelle l'ecart de complementarite (xk)Tyk tend Q-lineairement vers 0 avec un taux d'au
plus 1
4
.
El-Bakry et al. (1996) montrent sous les me^mes hypotheses que la borne superieure 1
4
est
atteinte pour ce type d'algorithme. Pour la convergence des iteres (x; s) pour les problemes
de complementarite lineaires degeneres (non strictement complementaires), on peut citer les
travaux de Potra (2001) qui donne des conditions susantes de convergence Q-superlineaire
des iteres generes par des algorithmes de points interieurs. Si le parametre barriere k ! 0
Q-superlineairement avec un taux  et si k(xk+1; yk+1)  (xk; yk)k = O(p), alors f(xk; yk)g
tend vers zero avec le me^me taux que k.
Comme on le voit, l'essentiel des travaux realises sur la convergence de la suite d'iteres
(xk; yk) des algorithmes de points interieurs en l'absence de la complementarite stricte l'ont
ete dans le contexte des problemes de complementarite lineaire.
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CHAPITRE 3
RESOLUTION DE PROBLEMES MATHEMATIQUES AVEC
CONTRAINTES DE COMPLEMENTARITE PAR UNE METHODE DE
POINTS-INTERIEURS ELASTIQUE `1
Ce chapitre a fait l'objet d'un article paru dans la revue SIAM Journal on Optimization
sous la reference (Coulibaly et Orban, 2012) et a aussi donne naissance a un court article de
deux pages dans le bulletin du GERAD numero 8 de l'annee 2011.
3.1 Introduction
Considerons la solution du probleme mathematique avec contraintes de complementarite
minimiser
x2Rn
f(x) sujet a cE(x) = 0; cI(x)  0; minfx1; x2g = 0; (MPCC)
ou f : Rn ! R, cE : Rn ! RnE , et cI : Rn ! RnI sont deux fois continu^ment dierentiables,
E et I sont des ensembles d'indices avec nE et nI elements respectivement, et le vecteur
x 2 Rn est partitionne en x = (x0; x1; x2) avec x1; x2 2 Rp et x0 2 Rn 2p; p  bn=2c.
Le dernier ensemble de contraintes du probleme (MPCC), a interpreter composante par
composante, caracterise un probleme mathematique avec contraintes de complementarite
ou MPCC en abrege. Nous supposons implicitement qu'il n'y a pas d'autres contraintes
de complementarite dans les contraintes d'egalite classiques de (MPCC). En pratique, les
contraintes de complementarite peuvent appara^tre sous une forme plus generale comme
minfF1(x); F2(x)g = 0. Mais il est aise de voir que par l'ajout des variables d'ecart s1 = F1(x)
et s2 = F2(x), on se ramene a un probleme de la forme (MPCC). Une diculte majeure avec
les contraintes de complementarite est qu'elles ne sont pas dierentiables, telles qu'ecrites ci-
dessus sous forme algebrique. Pour ce faire, on les reformule sous l'une des formes regulieres
equivalentes, avec des egalites et des inegalites
x1  0; x2  0; et X1x2 = 0; (3.1)
ou uniquement avec des inegalites
x1  0; x2  0; et X1x2  0: (3.2)
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Dans ces expressions, X1 designe la matrice diagonale pp, diag(x1). Les reformulations dif-
ferentiables (3.1) et (3.2) ont un defaut majeur : aucun de leurs points admissibles ne satisfait
la contrainte de qualication de Mangasarian et Fromowitz (MFCQ), et par consequent leurs
ensembles realisables respectifs sont d'interieur strict vide. Ceci exclut d'emblee l'utilisation
des puissantes methodes de points interieurs pour les resoudre. Le me^me constat demeure
pour les formulations scalaires xT1 x2 = 0 ou x
T
1 x2  0. Nous qualions de structuree cette
forme de degenerescence des MPCCs en ce sens que des solutions locales peuvent avoir des
multiplicateurs de Lagrange, par opposition a une degenerescence plus globale ou l'existence
de multiplicateurs de Lagrange en une solution locale n'est pas garantie.
Habituellement, pour resoudre l'irregularite en terme de condition de qualication, on re-
gularise le probleme en elargissant l'ensemble admissible par l'ajout de nouveaux parametres.
Par exemple X1x2  0 devient X1x2  t comme dans (Ralph et Wright, 2004; Scholtes, 2001),
ou encore (3.2) est remplacee par x1   1, x2   2 et X1x2  , ou 1, 2 et  sont des
parametres de regularisation, comme dans (DeMiguel et al., 2005). L'objectif de la regula-
risation est de permettre l'utilisation de puissants algorithmes d'optimisation non lineaires
tels que les methodes SQP ou les methodes de points interieurs. A nos yeux, l'insusance
des algorithmes actuels pour la resolution des MPCCs est le fait qu'ils doivent disposer d'un
mode MPCC que l'on active des qu'on est en presence de telles contraintes.
Dans notre approche, nous proposons une reformulation elastique reguliere de la fonction
de penalite `1, decrite pour les problemes non lineaires generaux par Gould et al. (2010). Il en
resulte un probleme regulier, avec un parametre de penalite  > 0, comportant uniquement
des contraintes d'inegalite et de bornes. L'attrait essentiel de cette approche reside dans le
fait que tous les points admissibles du probleme reformule satisfont la MFCQ. On utilise
ensuite une methode barriere logarithmique primale-duale combinee a une penalisation `1.
On resout alors, de maniere iterative, un probleme sans contrainte par un algorithme de
region de conance.
Par opposition aux methodes de regularisation decrites precedemment, nous n'utilisons
pas de parametres externes a actualiser manuellement au l des iterations. Les sous-problemes
sont resolus en utilisant un preconditionneur approprie, qui induit une norme adaptee a la
geometrie de la region de conance. Selon Conn et al. (2000a), en evaluant les gradients
a l'aide de la norme duale correspondante, on peut obtenir une convergence rapide par un
mecanisme qui accepte des solutions inexactes durant la resolution du sous probleme. Un
avantage de notre approche comparee a la methode elastique `1 de Anitescu et al. (2007)
est qu'il n'est pas necessaire d'obtenir a chaque iteration un point qui satisfait les conditions
d'optimalite du second ordre.
Dans les sections qui suivent, nous etudions le probleme elastique correspondant a (MPCC)
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avec les contraintes de complementarite reformulees en (3.1) ou (3.2). Si le parametre de pe-
nalite demeure borne au l des iterations, on en deduit que le probleme (MPCC) satisfait une
condition de qualication appropriee | en l'occurrence la MPCC-MFCQ. En fonction de la
valeur nale du parametre de penalite, on obtient un des resultats de convergence globale
suivant, pour la suite d'iteres engendree par l'algorithme. Le cas le plus interessant, dans
lequel le parametre de penalite est mis a jour un nombre ni de fois : ici toute limite de la
suite d'iteres est un point fortement stationnaire | la forme de stationnarite la plus forte
qu'on peut obtenir pour (MPCC). Dans le cas de gure ou le parametre de penalite diverge
et que les points d'adherence de la suite d'iteres ne sont pas admissibles, alors ces points
sont stationnaires pour la mesure de l'inadmissibilite `1. Enn si le parametre de penalite
diverge, mais que les points d'adherence de la suite des iteres sont admissibles pour (MPCC),
alors a l'aide d'une mise a jour adequate de ce parametre de penalite, l'algorithme delivre un
certicat de non satisfaction de la MPCC-MFCQ.
L'algorithme elastique `1 de cet article peut e^tre vu comme une methode generale de
resolution des problemes degeneres, ou on entend par degenerescence la non satisfaction d'une
condition de qualication. Que ce soit dans le cas d'une degenerescence structurelle comme
(MPCC) ou dans le cas d'une degenerescence non structurelle generale pour un probleme non
lineaire ayant des solutions locales ne satisfaisant pas la MFCQ, la methode presentee ici,
quand elle converge vers un point admissible permet d'identier soit un minimum local, soit
un point ne satisfaisant pas la MFCQ. D'apres notre experience, la derniere situation produit
toujours, en pratique, une solution au probleme| excepte pour les problemes n'admettant
pas de multiplicateurs de Lagrange a la solution.
Le reste du chapitre 3 est organise comme suit. Nous discutons des notations, des condi-
tions de qualication et du concept de stationnarite propre aux MPCCs dans le reste de la
section 3.1. Dans la section 3.2, nous detaillons notre approche elastique S-`1-QP, de me^me
que ses proprietes regularisantes, et les conditions d'optimalite du premier ordre. Nous eta-
blissons une correspondance entre points fortement stationnaires d'un MPCC et points de
KKT du probleme elastique correspondant. Dans la section 3.3, nous appliquons au probleme
elastique une methode de points interieurs primale-duale, decrivons l'algorithme elastique et
formulons les proprietes de convergence de l'iteration interne d'une methode de region de
conance. Les resultats de convergence globale de l'iteration externe suivent a la section 3.4.
Des resultats numeriques sur des problemes de la collection MacMPEC (Leyer, 2004) sont
donnes a la section 3.5. Nous terminons par une conclusion et des perspectives de develop-
pements futurs dans la section 3.6.
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3.1.1 Notations
Les notations que nous utilisons dans cette partie sont standard. Pour tout vecteur x
ou fonction vectorielle c(x), on designe par X et C(x) les matrices diagonales diag(x) et
diag(c(x)). En partitionnant le vecteur x 2 Rn comme (x0; x1; x2), on note x1i la ieme com-
posante de x1 et par x2i la i
eme composante de x2. On denit les vecteurs unite eE et eI ,
de RnE et RnI , respectivement, dont toutes les composantes sont des un. Sauf indication
contraire, k  k designera la norme euclidienne. Pour tout vecteur a 2 Rn, la ieme composante
du vecteur a  est denie par a i  maxf0; aig. Sous cette notation, on obtient en particulier
ka k1 =
P
imaxf0; aig.
3.1.2 Hypotheses et resultats de base
Dans toute cette partie, on suppose que les fonctions f , cE , et cI sont deux fois continu^ment
dierentiables.
Soit le probleme non lineaire generique
minimiser
x2Rn
f(x) sujet a cE(x) = 0; cI(x)  0; (NLP)
pouvant contenir des contraintes de types (3.1) ou (3.2), et soit x un point admissible pour
(NLP). Pour les contraintes d'inegalite de (MPCC) ou celles de (NLP), notons A(x), l'en-
semble des contraintes actives en x, c'est-a-dire,
A(x) = fi 2 I j ci(x) = 0g :
Le lagrangien associe a (NLP) est
(x; E ; I) 7! f(x)  TE cE(x)  TI cI(x);
ou E 2 RnE et I 2 RnI sont les multiplicateurs de Lagrange. Les conditions necessaires
d'optimalite du premier ordre, ou conditions de Karush-Kuhn-Tucker (KKT), au point x 2 Rn
stipulent l'existence de multiplicateurs de Lagrange tels que
rf(x)  JE(x)TE   JI(x)TI = 0; cE(x) = 0; CI(x)I = 0; (cI(x); I)  0;
avec JE(x) et JI(x) les matrices Jacobiennes des contraintes cE et cI , respectivement, evaluees
au point x.
L'existence de multiplicateurs de Lagrange satisfaisant les conditions de KKT du premier
ordre a la solution locale x n'est garantie que si une condition de qualication est satisfaite
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par x.
Dans notre approche, nous n'exigeons aucune condition de qualication pour le probleme
(MPCC). Il est en fait facile de verier qu'aucun point admissible pour les contraintes (3.1)
ou (3.2) ne satisfait la condition MFCQ. Par consequent, comme on le verra plus loin, nous
aurons besoin de nouvelles conditions d'optimalite pour caracteriser les points stationnaires
des MPCCs. Nous ne faisons aucune hypothese sur l'ensemble realisable de (MPCC), car
nous voulons e^tre capable de detecter des points localement inadmissibles et aussi des points
stationnaires de la mesure `1 de l'inadmissibilite.
La fonction lagrangienne associee au probleme (MPCC) (Scheel et Scholtes, 2000) est
denie par
L(x; ; ; z) = f(x)  TE cE(x)  TI cI(x)  zT1 x1   zT2 x2; (3.3)
avec   0, E 2 RnE , I 2 RnI+ , z1 2 Rp+ et z2 2 Rp+ des multiplicateurs de Fritz John. Si
 > 0, en divisant l'egalite precedente par , on obtient les multiplicateurs de Lagrange. A
tout point x admissible pour (MPCC), on associe les ensembles actifs
A1(x) = fi = 1; : : : ; p j x1i = 0g et A2(x) = fi = 1; : : : ; p j x2i = 0g : (3.4)
Par soucis de concision et quand le contexte est susamment clair, nous ecrirons simplement
A1 et A2, en lieu et place de A1(x) et A2(x). Observons aussi que par construction, A1[A2 =
f1; : : : ; pg. L'ensembleA1\A2 correspond a l'ensemble des variables bi-actives ou des variables
de coin tandis que son ensemble complementaire dans f1; : : : ; pg designe les variables de
branche. Notons nC = nE + nI + 3p, le nombre total de contraintes du (MPCC), ou les
contraintes de complementarite ont ete reecrites sous l'une des formes (3.1) ou (3.2).
Nous rappelons ici la notion de condition de qualication la plus utilisee pour les (MPCC).
Nous dirons que la MPCC-MFCQ est satisfaite au point x admissible pour le probleme
(MPCC) si et seulement si la MFCQ classique est satisfaite en x pour les contraintes
cE(x) = 0; cI(x)  0; x1  0; x2  0:
L'ensemble des contraintes actives correspondant est alors A[A1[A2. Le probleme (MPCC)
sera dit degenere s'il admet une solution qui ne satisfait pas la MPCC-MFCQ. Une des
proprietes de notre algorithme elastique est de pouvoir converger, dans un certain sens, vers
ce type de solutions degenerees tout en delivrant dans le me^me temps un certicat de non
satisfaction de la MPCC-MFCQ.
Nous donnons ici les conditions d'optimalite de Fritz John pour les (MPCC). Ces condi-
tions bien que plus faibles que les conditions de KKT sont plus generales, en ce sens qu'elles
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sont satisfaites par toute solution, sans egard a une quelconque condition de qualication.
Lemme 3.1.1 (Scheel et Scholtes (2000)) Si x est une solution du probleme
(MPCC), alors il existe des multiplicateurs de Fritz John (; E ; I ; z1; z2) 6= 0 tels que
rf(x)  JE(x)TE   JI(x)TI  
264 0z1
z2
375 = 0; (3.5a)
X1z1 = 0; (3.5b)
X2z2 = 0; (3.5c)
CI(x)I = 0; (3.5d)
X1x2 = 0; (3.5e)
z1iz2i  0; i 2 A1 \ A2; (3.5f)
cE(x) = 0; (3.5g)
(x1; x2)  0; (3.5h)
(; cI(x); I)  0: (3.5i)
Dans le lemme 3.1.1, on reconna^t le gradient par rapport a x du lagrangien (3.3) dans le
membre de gauche de (3.5a). Les equations (3.5b){(3.5d) sont les conditions de complemen-
tarite tandis que (3.5e) avec (3.5h) sont les contraintes de complementarite du (MPCC). Les
conditions (3.5g) et (3.5i) sont les conditions d'admissibilite et de positivite des multiplica-
teurs correspondants a la fonction objectif et aux contraintes d'inegalite. La seule condition
inhabituelle ici est (3.5f) qui impose aux multiplicateurs associes aux variables bi-actives
d'avoir le me^me signe.
On deduit du lemme 3.1.1 plusieurs notions d'optimalite pour  > 0. Pour de plus amples
informations, nous referons aux articles (Scheel et Scholtes, 2000; Ralph et Wright, 2004).
Nous nous interesserons en particulier aux notions de C-stationnarite et de stationnarite
forte. La C-stationnarite exige que  6= 0 dans le lemme 3.1.1, tandis que la stationnarite
forte exige en plus que la condition (3.5f) soit remplacee par
(z1i; z2i)  0 pour tout i 2 A1 \ A2: (3.6)
Sans perte de generalite, on supposera que  = 1 pour ces deux notions de stationnarite. Les
points C-stationnaires ne sont pas generalement le type de points stationnaires desires, car si
les deux multiplicateurs z1i et z2i sont negatifs, il pourrait exister des directions de descente
realisables en ces points. Cependant il est possible que les methodes de penalite soient attirees
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et coincees par ce type de points. On en verra une illustration dans la section 3.5.
Pour les points fortement stationnaires, les multiplicateurs correspondant aux variables
de coin sont non negatifs. Les multiplicateurs associes aux variables de branche sont donc
libres, et pratiquement tout se passe comme si on avait des contraintes d'egalite.
Nous denissons la contrainte de qualication de base suivante, que nous utilisons a la
section 3.2 pour etablir la convergence de l'algorithme vers des points realisables qui violent
la MPCC-MFCQ.
Denition 3.1.2 (MPCC-BCQ) Soit x un point realisable pour le probleme (MPCC). La
contrainte de qualication de base pour le (MPCC) est satisfaite par x si et seulement si
(E ; I ; z) = (0; 0; 0) est le seul vecteur (E ; I ; z1; z2) 2 RnE+nI+2p qui verie i  0 pour
i 2 A et
JE(x)
TE +
X
i2A(x)
irci(x) +
264 0z1
z2
375 = 0: (3.7)
Observons que les conditions (3.5a) avec  = 0, (3.5d) et (3.5i) donnent (3.7). Le lemme
suivant de Motzkin sera utile pour etablir le certicat de degenerescence. Voir a ce propos, par
exemple, le livre de Mangasarian (1994) pour ce lemme et d'autres theoremes de l'alternative.
Lemme 3.1.3 (theoreme de l'alternative de Motzkin) Soient A et C deux matrices,
avec A non vide. Alors, soit
i. Ad > 0, Cd = 0 admet une solution d, soit
ii. ATA + C
TC = 0 a une solution (A; C) telle que A  0 avec A 6= 0,
mais jamais les deux en me^me temps.
Le resultat suivant, consequence du lemme 3.1.3, etablit une equivalence entre la MPCC-
BCQ et la MPCC-MFCQ.
Lemme 3.1.4 La MPCC-BCQ est satisfaite au point x, realisable pour le probleme (MPCC)
si et seulement si la MPCC-MFCQ est satisfaite en x.
Preuve. Denissons JA(x) comme la matrice jA(x)jn dont les lignes sont celles de JI(x)
indexees par A c'est-a-dire les vecteurs rci(x) pour i 2 A. Soit de me^me le vecteur A, un
sous vecteur de I , indexe par A. Soient
E 
"
0 Ip 0
0 0 Ip
#
; A 
"
JA(x)
E
#
; et C  JE(x):
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Dans le lemme 3.1.3, posons A  (A; z1; z2) et C  E . La relation (3.7) peut alors s'ecrire
ATA+C
TC = 0, tandis que la MPCC-MFCQ s'enonce comme Ad > 0 et Cd = 0, ou C est
de rang maximal. On en deduit le resultat par application directe du lemme 3.1.3.
3.2 L'approche elastique S-`1-QP
Nous procedons comme Gould et al. (2010) en appliquant une methode de penalite `1
a toute reformulation dierentiable de (MPCC). Le probleme de penalite resultant etant
non dierentiable pour les points sur la frontiere de l'ensemble realisable, il est reformule en
un probleme plus lisse par l'introduction de variables elastiques. Pour illustrer la demarche,
nous nous concentrerons sur la formulation (3.1) dans le reste du chapitre 3. Evidemment
tous les resultats que nous verrons pour cette formulation sont valables, moyennant quelques
modications adequates, pour toute autre reformulation regularisante des contraintes de com-
plementarite.
Le probleme de penalite `1 associe a
minimiser
x2Rn
f(x)
sujet a cE(x) = 0; cI(x)  0;
X1x2 = 0; (x1; x2)  0;
(3.8)
s'ecrit
minimiser
x2Rn
f(x) + kcE(x)k1 + kc I (x)k1 + kX1x2k1 + kx 1 k1 + kx 2 k1; (3.9)
ou  > 0 est un parametre de penalite.
On peut transformer (3.9) en un probleme elastique de plusieurs manieres, comme on
peut le voir dans (Gould et al., 2010). Dans notre demarche, nous optons pour la formulation
elastique
minimiser
x2Rn; s2RnC
P(x; s)
sujet a cE(x) + sE  0; sE  0;
cI(x) + sI  0; sI  0;
x1 + s1  0; s1  0;
x2 + s2  0; s2  0;
X1x2 + s3  0; s3  0;
(3.10)
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avec
P(x; s) := f(x) + 
X
i2E
(ci(x) + 2si) + 
X
i2I
si + 
pX
i=1
(x1ix2i + 2s3i + s1i + s2i) ; (3.11)
et ou s = (sE ; sI ; s1; s2; s3) est le vecteur des variables elastiques . Nous insistons encore ici
sur le fait que, moyennant quelques ajustements adequats, tous les resultats que nous verrons
pour cette formulation elastique se transposent a toute autre formulation elastique comme le
soulignent (Gould et al., 2010).
Remarquons ici que dans le probleme (3.10), les contraintes x1  0 et x2  0 sont traitees
comme toute autre contrainte d'inegalite et les contraintes X1x2 = 0, sont considerees comme
toute autre contrainte d'egalite. En d'autres termes, dans la formulation (3.10), les contraintes
de complementarite ne benecient d'aucun traitement special. Nous reviendrons sur ce point
dans la section 3.6.
Une propriete interessante de la formulation (3.10) est que la MFCQ est desormais sa-
tisfaite par chacun de ses points admissibles (x; s), (Gould et al., 2010, theoreme 2.2). De
plus, par simple observation, on peut voir que l'interieur relatif de l'ensemble admissible est
non vide. On peut donc envisager de les resoudre par un algorithme de points interieurs
primal-dual.
Pour eviter toute confusion les multiplicateurs pour le probleme (3.10) seront notes y et
u tandis que ceux pour le (MPCC) resteront  et z. Les conditions d'optimalite du premier
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ordre pour (3.10) s'ecrivent
rf(x)  JE(x)T (yE   eE)  JI(x)TyI  
264 0X2y3   x2 + y1
X1y3   x1 + y2
375 = 0; (3.12a)
"
eE   (yE   eE)  uE
eI   yI   uI
#
= 0; (3.12b)264 e  y1   u1e  y2   u2
e  (y3   e)  u3
375 = 0; (3.12c)
(CE(x) + SE)yE = 0; (3.12d)
(CI(x) + SI)yI = 0; (3.12e)
(X1 + S1)y1 = 0; (3.12f)
(X2 + S2)y2 = 0; (3.12g)
(X1X2 + S3)y3 = 0; (3.12h)
Su = 0; (3.12i)
(cE(x) + sE ; cI(x) + sI ; x1 + s1; x2 + s2; X1x2 + s3; s)  0; (3.12j)
(y; u)  0; (3.12k)
ou u = (uE ; uI ; u1; u2; u3) est le vecteur des multiplicateurs de Lagrange associes aux contraintes
de borne sur les variables elastiques et y = (yE ; yI ; y1; y2; y3) est le vecteur des multiplicateurs
de Lagrange correspondant aux contraintes d'inegalite.
Les conditions (3.12a){(3.12c) sont le gradient par rapport a x et s du lagrangien ci-
dessous
L(x; s; y; u; ) = P(x; s)  yTE (cE(x) + sE)  yTI (cI(x) + sI)
  yT1 (x1 + s1)  yT2 (x2 + s2)  yT3 (X1x2 + s3)  uT s:
(3.13)
Les proprietes suivantes sont une adaptation de celles de (Gould et al., 2010) au cas des
contraintes de complementarite.
Theoreme 3.2.1 Si (x; s; y; u) est un point de KKT pour (3.10) pour un certain  > 0 et si
x est realisable pour (MPCC) alors s = 0 et x est fortement stationnaire pour (MPCC) avec
les multiplicateurs
(E ; I ; z1; z2) = (yE   eE ; yI ; X2(y3   e) + y1; X1(y3   e) + y2): (3.14)
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Preuve. La preuve pour E et I est donnee dans (Gould et al., 2010, theoreme 2.3). Nous
nous limitons au cas de z1 et z2. Pour montrer que s = 0, nous distinguons deux situations.
Supposons dans un premier temps que xki = 0 pour un certain k 2 f1; 2g. Si ski > 0 alors
nous tirons de (3.12i) que uki = 0 et avec (3.12c) il s'en suit que yki =  > 0. Or (3.12f){
(3.12h) donnent ski = 0, contradictoire a ski > 0. Par consequent ski = 0. Si en revanche,
xki > 0 alors (3.12f){(3.12h) impliquent que yki = 0. Ceci avec (3.12c) donnent uki =  > 0.
Et de (3.12i) on tire ski = 0. En consequence, s1 = s2 = 0. On montre de la me^me maniere
que s3 = 0 en observant que le vecteur X1x2 = 0. Avec ce resultat et (3.12h), on obtient que
s3iy3i = 0 pour tout i. De la relation (3.12c) decoule s3iy3i = s3i(2   u3i). Mais en vertu de
(3.12i) on a s3iu3i = 0. On tire de l'egalite precedente que 2s3i = 0 et donc que s3i = 0,
etant donne que  > 0.
Puisque x est realisable, on a X1x2 = X2x1 = 0 et le multiplicateur z deni par (3.14)
donne la condition (3.5a). De s = 0, on deduit des conditions (3.12f){(3.12h) que X1y1 =
X2y2 = X1X2y3 = 0. Donc X1z1 = X1y1   X1x2 +X1X2y3 = 0 et X2z2 = X2y2   X2x1 +
X1X2y3 = 0 et les conditions (3.5b){(3.5c) sont satisfaites. De (3.12j) on tire (3.5h). Enn
pour les indices correspondant aux variables bi-actives, i 2 A1 \ A2, la condition (3.14)
donne (z1i; z2i) = (y1i; y2i) et de (3.12k) on deduit que (z1i; z2i)  0 pour tout i 2 A1 \ A2.
En conclusion x est fortement stationnaire pour (MPCC).
Il est instructif d'observer que les multiplicateurs fournis par le theoreme 3.2.1 associes
aux contraintes de non negativite de x1 et x2 dans (MPCC) proviennent du multiplicateur
y3 associe aux contraintes d'egalite X1x2 = 0 et que ces dernieres sont traites identiquement
a toute contrainte d'egalite generale cE(x) = 0. En eet ils sont multiplies par la matrice
jacobienne correspondant a ces contraintes, ici la matrice
h
0 X2 X1
iT
, et decales de e.
Vu sous cet angle la formulation (3.10) traite indistinctement les egalites usuelles cE(x) = 0
et celles provenant de la reformulation des contraintes de complementarite.
Le resultat suivant etablit l'implication inverse.
Theoreme 3.2.2 Soit x un point fortement stationnaire pour (MPCC) auquel sont associes
les multiplicateurs nis (; z) tels que (3.5) est satisfaite avec  = 1 et avec (3.5f) remplacee
par (3.6). Posons
 = max

kk1; max
i2A1nA2

  z1i
x2i
 z1i < 0 ; maxi2A2nA1

  z2i
x1i
 z2i < 0 : (3.15)
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Soient les multiplicateurs yE = E + eE , yI = I,
y1  z1 + x2; y2  z2 + x1; y3i 
8>>><>>>:
(z1i + x2i)=x2i; i 2 A1 n A2;
(z2i + x1i)=x1i; i 2 A2 n A1;
0; i 2 A1 \ A2;
(3.16)
et
u1  e  y1; u2  e  y2; u3  2e  y3: (3.17)
Alors le point (x; s; y; u) avec s = 0 est un point de KKT pour le probleme elastique (3.10),
et ce pour tout   .
Preuve. La preuve de ce theoreme pour des contraintes generales se trouve dans (Gould
et al., 2010, theoreme 2.5) ou il est etabli que  doit e^tre plus grand que kk1. En nous
limitant au cas des contraintes de complementarite, puisque x est fortement stationnaire on
a (z1i; z2i)  0 pour tout i 2 A1 \ A2. Les multiplicateurs donnes satisfont la condition
(y; u)  0 pour   .
Montrons alors que (x; 0; y; u) est un point de KKT pour tout parametre de penalite
  . On sait, par construction, que X2y3   x2 + y1 = z1 et que X1y3   x1 + y2 = z2,
et donc que (3.12a) est veriee. De me^me (3.12c) est satisfaite. De s = 0 on tire de (3.12i),
de l'admissibilite de x et de (3.16), les conditions (3.12f){(3.12h). Les conditions (3.12k) sont
immediates en vertu des denitions (3.16) et (3.17). Enn avec s = 0, (3.5h) implique (3.12j).
D'ou (x; 0; y; u) est un point de KKK du (3.10) pour tout parametre de penalite   .
Dans le theoreme 3.2.2, une hypothese parmi d'autres qui garantit que les multiplica-
teurs (y; z) sont nis est la MPCC-MFCQ. On pourrait toutefois obtenir un ensemble de
multiplicateurs nis sous d'autres hypotheses.
3.3 L'algorithme de points interieurs primal-dual
Le probleme barriere logarithmique correspondant a (3.10) est
minimiser
x2Rn; s2RnC
B;(x; s); (3.18)
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avec
B;(x; s) = 
P
(x; s)  
X
i2E[I
log(ci(x) + si)  
X
i2E[I
log(si)
  
pX
i=1
log(x1i + s1i)  
pX
i=1
log(s1i)  
pX
i=1
log(x2i + s2i)  
pX
i=1
log(s2i)
  
pX
i=1
log(x1ix2i + s3i)  
pX
i=1
log(s3i);
et ou  > 0 designe le parametre barriere. Le systeme primal-dual est issu de l'ecriture des
conditions d'optimalite du premier ordre pour le probleme (3.18). On peut voir ces conditions
comme une perturbation des conditions (3.12) ou les conditions de complementarite (3.12d){
(3.12i) sont remplacees par
(CE(x) + SE)yE = eE ; (3.19a)
(CI(x) + SI)yI = eI ; (3.19b)
(X1 + S1)y1 = ep; (3.19c)
(X2 + S2)y2 = ep; (3.19d)
(X1X2 + S3)y3 = ep; (3.19e)
Su = e; (3.19f)
avec les vecteurs unites e de taille appropriee.
Le prototype de l'algorithme elastique comprend une iteration externe et une iteration
interne. Dans l'iteration interne, on cherche une solution approchee du systeme primal-dual
pour  > 0 xe. Une fois une solution approchee obtenue, l'iteration externe met a jour le
parametre de penalite et le parametre barriere.
Dans l'algorithme 3.3.1, les fonctions d'arre^t  7! ()  0 sont des fonctions denies
pour tout   0 et telles que () = 0 si et seulement si  = 0 et lim!0 () = 0. La norme
dans la condition 3.20a de l'algorithme 3.3.1 est donnee par krk2[P ]  rTd ou le vecteur d est
solution du systeme
K(w)d 
"
P + JT (x)(w)J(x) J(x)T(w)
(w)J(x) (w) + US 1
#"
dx
ds
#
=
"
rx
rs
#
 r; (3.22)
et ou J est la matrice Jacobienne par rapport a x des contraintes (3.10) et (w) est la matrice
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Algorithme 3.3.1 Prototype de l'algorithme|iteration externe.
Etape 0. Soient les fonctions d'arre^t D(), C() et U(), et soit  > 0.
Choisir x0 2 Rn, s0 2 RnC+ tels que c(x0) + s0 > 0, x01 + s01 > 0, x02 + s02 > 0 et
X01x
0
2 + s
0
3 > 0.
Choisir des estimations des variables duales y0; u0 2 RnC+ , et des parametres de penalite
0 > 0 et barriere 0 > 0. Poser k = 0.
Etape 1. Choisir une norme appropriee k  k
[P
k+1
]
et calculer un nouvel itere primal-dual
wk+1 = (xk+1; sk+1; yk+1; uk+1) satisfaisant ar(x;s)L(xk+1; sk+1; yk+1; uk+1; k)
[P
k+1
]
 D(k); (3.20a)
2666664
(CE(x
k+1) + Sk+1E )y
k+1
E   keE
(CI(x
k+1) + Sk+1I )y
k+1
I   keI
(Xk+11 + S
k+1
1 )y
k+1
1   kep
(Xk+12 + S
k+1
2 )y
k+1
2   kep
(Xk+11 X
k+1
2 + S
k+1
3 )y
k+1
3   kep
3777775

 C(k); (3.20b)
Sk+1uk+1   ke  U(k); (3.20c)
et 
xk+11 + s
k+1
1 ; x
k+1
2 + s
k+1
2 ; s
k+1

> 0; (3.21a)
c(xk+1) + sk+1; Xk+11 x
k+1
2 + s
k+1
3

> 0; (3.21b)
et

k[e+ e0E ] + e; 
k[e+ e0E ] + e



yk+1; uk+1

> 0 (3.21c)
en resolvant, par exemple approximativement, (3.18).
Etape 2. Mettre a jour le parametre barriere k+1 2 (0; k] de sorte que limk = 0. Si
necessaire ajuster le parametre de penalite k. Faire k = k+1 et retourner a l'Etape 1.
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diagonale266666664
YE(CE(x) + SE)
 1
YI(CI(x) + SI)
 1
Y1(X1 + S1)
 1
Y2(X2 + S2)
 1
Y3(X1X2 + S3)
 1
377777775
:
Ici, la matrice P est un preconditionneur qui approxime de maniere appropriee la matrice
hessienne du lagrangien de (3.10), P  rxxL. Le preconditionneur P est choisi de sorte que
la matrice K(w) du systeme (3.22) soit denie positive, (Gould et al., 2010, section 3.5).
La norme k:k[P ] est la norme duale qui correspond a la norme krkP = rTK(w)r associee
au preconditionneur. Cette norme adapte la geometrie de la region de conance a celle de
l'ensemble admissible an de reduire le nombre de pas inadmissibles dans la resolution du
probleme (3.23).
La mise a jour du parametre de penalite est d'une grande importance pour etablir les
resultats de convergence de la section 3.4. Cette mise a jour se base sur les conditions 3.29
et 3.37 detaillees dans la section 3.4. Dans la condition 3.29, on oblige les violations des
contraintes de (3.8) a tendre vers zero a l'aide de deux suites positives k1 et 
k
2 , toutes deux
decroissantes vers zero. Si a l'iteration k, les diminutions observees pour ces violations sont
plus fortes que les seuils imposees par k1 et 
k
2 , alors on augmente 
k en consequence dans
la condition 3.29. Quant a la condition 3.37, complementaire a la condition 3.29, elle nous
permet de delivrer le certicat de non satisfaction de la MFCQ en un point stationnaire de
la suite d'iteres vk. En eet elle impose d'augmenter la valeur de k si la plus grande valeur
des multiplicateurs de Lagrange associes a l'itere courant est superieure a k; 0 <  < 1.
Ainsi, si l'ensemble de multiplicateurs de Lagrange concerne est non borne alors la valeur de
k sera augmentee un nombre inni de fois.
En principe tout algorithme globalement convergent qui verie les conditions (3.20a){
(3.21c) en un nombre ni d'iterations peut e^tre utilise dans l'iteration interne. Dans notre
implementation decrite dans la section 3.5 nous avons opte pour une methode de region de
conance du type Conn et al. (2000a). Gould et al. (2010) etablissent la convergence de cet
algorithme et le fait qu'il repond aux exigences de l'iteration interne. Nous rappelons ici
les proprietes de cet algorithme et procedons dans la section suivante a la description des
proprietes des iteres externes.
Pour simplier, on suppose que la matrice P k est xee pour toute la duree d'une iteration
interne. Nous faisons aussi les hypotheses suivantes :
Hypothese 3.3.1 Les fonctions f; cE et cI sont deux fois continu^ment dierentiables sur
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un ouvert contenant tous les iteres generes. Sur cet ouvert, les derivees rf(x), rxxf(x),
rci(x) et rxxci(x) demeurent uniformement bornees pour tout i 2 E [ I.
Hypothese 3.3.2 La norme de chaque preconditionneur P k est bornee superieurement et
est telle que la plus petite valeur propre de la matrice K du systeme (3.22), kmin, est uni-
formement positive pour tout itere k. Il existe donc une constante positive min telle que
kmin  min > 0.
Hypothese 3.3.3 La fonction barriere B; denie par (3.18) est bornee inferieurement pour
tout  > 0 et tout point (x; s) satisfaisant a ci(x)+si > 0 (i 2 E[I), x1+s1 > 0, x2+s2 > 0,
X1x2 + s3 > 0 et s > 0.
Nous avons opte de resoudre le sous-probleme (3.18) par une methode de region de
conance avec un preconditionneur. Partant d'un itere initial strictement realisable pour
(3.10), comme par exemple l'itere courant (xk; sk), la methode cherche a satisfaire les condi-
tions (3.20a){(3.21c) en resolvant une suite de sous-problemes de region de conance de la
forme
minimiser
d2Rn+nC
r(x;s)Bk;k(x; s)Td+ 12dTHPD(x; s)d sujet a kdkPk  ; (3.23)
ou  > 0 est le rayon de la region de conance, HPD(x; s)  r2(x;s)Bk;k(x; s) est la matrice
hessienne primal-duale denie par
HPD(x; s) =
"
rxxL(x; s; y; u; k) + JT (x)(w)J(x) JT (x)(w)
(w)J(x) (w) + US 1
#
(3.24)
pour des approximations strictement positives des multiplicateurs u et y et ou
L(x; s; y; u; ) est le lagrangien deni par (3.13). Dans (3.23), la norme qui denit la region
de conance est donnee par
kdk2
P
k = d
TKd;
ou K est donnee par (3.22) et P = P k. Sous les hypotheses standard sur ces estimations,
l'ecart entre les matrices hessiennes primale et primal-dual est insigniant quand on a conver-
gence (Conn et al., 2000b, theoreme 13.9.1). Les pas non admissibles sont automatiquement
rejetes et le rayon de conance reduit en consequence. Pour plus d'informations sur les me-
thodes de region de conance, voir l'article de (Conn et al., 2000b).
Il existe plusieurs methodes pour resoudre approximativement (3.23). Nous avons choisi la
methode du gradient conjugue preconditionne de Steihaug (1983). Celle-ci exige la resolution
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d'un systeme preconditionne de la forme (3.22), ou comme mentionne ci-dessus P = P k est
choisie de sorte que K(w) soit une matrice denie positive.
Notons wk;j = (xk;j; sk;j; yk;j; uk;j), j = 1; 2; : : : , les approximations successives generees
durant les iterations internes correspondant a la keme iteration externe. A chaque pas accepte
de la methode de region de conance,
un nouvel itere (xk;j+1; sk;j+1) = (xk;j + dx; s
k;j + ds) qui ameliore (x
k;j; sk;j) est obtenu. Pour
tous k et j, notons les valeurs approchees des multiplicateurs primaux par
yk;jE = 
k(CE(x
k;j) + Sk;jE )
 1e; yk;jI = 
k(CI(x
k;j) + Sk;jI )
 1e;
yk;j1 = 
k(Xk;j1 + S
k;j
1 )
 1e; yk;j2 = 
k(Xk;j2 + S
k;j
2 )
 1e;
yk;j3 = 
k(Xk;j1 X
k;j
2 + S
k;j
3 )
 1e; uk;j = k(Sk;j) 1e:
En vertu de nos hypotheses precedentes, il est aise de voir que les hypotheses AS2{AS5, AS7
et AS8 de Conn et al. (2000a) sont satisfaites. Le resultat suivant etablit un parallele avec
les theoremes 2 et 4 de Conn et al. (2000a).
Theoreme 3.3.1 Supposons que les hypotheses 3.3.1{3.3.3 sont satisfaites, et que les rela-
tions asymptotiques suivantes
lim
j!1
kyk;jE   yk;jE k = 0; lim
j!1
kyk;jI   yk;jI k = 0; (3.25a)
lim
j!1
kyk;j1   yk;j1 k = 0; lim
j!1
kyk;j2   yk;j2 k = 0; (3.25b)
lim
j!1
kyk;j3   yk;j3 k = 0; lim
j!1
kuk;j   uk;jk = 0 (3.25c)
sont veriees pour tout k. Alors pour toute iteration externe k, on a
lim
j!1
kr(x;s)Bk;k(xk;j; sk;j)k[Pk] = 0:
Dans notre approche, les nouvelles valeurs approchees des variables duales
(yk;j+1; uk;j+1) sont obtenues en projetant tout candidat (y; u) dans une bo^te selon la regle
yk;j+1 = min(yU;max(yL; y)) et uk;j+1 = min(uU;max(uL; u)); (3.26)
ou min et max sont pris composante par composante et ou a chaque iteration interne, on
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denit
yLE = lmin
h
e; yk;jE ; y
k;j+1
E
i
; yUE = max
h
ue; y
k;j
E ; u(
k) 1e; uy
k;j+1
E
i
;
yLI = lmin
h
e; yk;jI ; y
k;j+1
I
i
; yUI = max
h
ue; y
k;j
I ; u(
k) 1e; uy
k;j+1
I
i
;
yL1 = lmin
h
e; yk;j1 ; y
k;j+1
1
i
; yU1 = max
h
ue; y
k;j
1 ; u(
k) 1e; uy
k;j+1
1
i
;
yL2 = lmin
h
e; yk;j2 ; y
k;j+1
2
i
; yU2 = max
h
ue; y
k;j
2 ; u(
k) 1e; uy
k;j+1
2
i
;
yL3 = lmin
h
e; yk;j3 ; y
k;j+1
3
i
; yU3 = max
h
ue; y
k;j
3 ; u(
k) 1e; uy
k;j+1
3
i
;
et
uL = lmin
h
e; uk;j; uk;j+1
i
; uU = max
h
ue; u; u(
k) 1e; uu
k;j+1
i
;
an de garantir que les multiplicateurs demeurent susamment positifs et bornes. Ici, on
doit avoir 0 < l < 1 < u, et les valeurs de l =
1
2
et u = 10
20 donnent susamment de
exibilite en pratique. Observons que les estimations primales sont situees dans la bo^te. Nous
prenons comme nouveau candidat (y; u) = (yk;j + dy; u
k;j + du) ou (dy; du) est la correction
duale tiree des equations de Newton pour le systeme perturbe (3.19) :
yk;jE + dyE = y
k;j
E   (CE(xk;j) + Sk;jE ) 1Y k;jE (JE(x)dx + dsE ); (3.27a)
yk;jI + dyI = y
k;j
I   (CI(xk;j) + Sk;jI ) 1Y k;jI (JI(x)dx + dsI); (3.27b)
yk;j1 + dy1 = y
k;j
1   (Xk;j1 + Sk;j1 ) 1Y k;j1 (dx1 + ds1); (3.27c)
yk;j2 + dy2 = y
k;j
2   (Xk;j2 + Sk;j2 ) 1Y k;j2 (dx2 + ds2); (3.27d)
yk;j3 + dy3 = y
k;j
3   (Xk;j1 Xk;j2 + Sk;j3 ) 1Y k;j3 (X2dx1 +X1dx2 + ds3); (3.27e)
et ou (dx; ds) est le pas de la methode de la region de conance evalue a l'aide de (3.23).
Le resultat suivant fait un parallele avec (Conn et al., 2000a, theoreme 5) et resume les
proprietes de nos choix des approximations des variables duales.
Theoreme 3.3.2 Supposons que les hypotheses 3.3.1{3.3.3 sont satisfaites. Supposons ega-
lement que les multiplicateurs de Lagrange sont mis a jour par projection de toute estimation
(3.27) telle que speciee par (3.26). Alors pour tout j, (yk;j+1; uk;j+1) > 0 et il existe une
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constante (k), independante de j telle que
yk;ji  (k)max
j
"
1
ci(x
k;j) + sk;ji
; 1
#
; uk;ji  (k)max
j
"
1
sk;ji
; 1
#
; i 2 E [ I;
yk;j1i  (k)max
j
"
1
xk;j1i + s
k;j
1i
; 1
#
; uk;j1i  (k)max
j
"
1
sk;j1i
; 1
#
; i = 1; : : : ; p;
yk;j2i  (k)max
j
"
1
xk;j2i + s
k;j
2i
; 1
#
; uk;j2i  (k)max
j
"
1
sk;j2i
; 1
#
; i = 1; : : : ; p;
yk;j3i  (k)max
j
"
1
xk;j1i x
k;j
2i + s
k;j
3i
; 1
#
; uk;j3i  (k)max
j
"
1
sk;j3i
; 1
#
; i = 1; : : : ; p:
Si de plus
lim
j!1
kdk;jk
P
k = 0 quand lim
j!1
kr(x;s)Bk;k(xk;j; sk;j)k[Pk] = 0; (3.28)
alors les relations (3.25) sont satisfaites pour tout k.
En d'autres termes, le theoreme 3.3.2 stipule que les approximations des variables duales
projetees dans la bo^te (3.26) ne peuvent dierer arbitrairement des valeurs approchees pri-
males et qu'en cas de convergence toute estimation primale-duale qui se trouve dans la bo^te
(3.26) coincide asymptotiquement avec la valeur approchee primale correspondante. Ce der-
nier point justie la denition de (3.26) ; en eet, tel que le theoreme 3.3.1 le montre, les
relations asymptotiques (3.25) sont necessaires pour obtenir la convergence.
Finalement, les deux resultats precedents combines montrent que les criteres d'arre^t
(3.20a){(3.21c) pour l'iteration interne sont satisfaites en un nombre ni d'iterations. La
preuve du theoreme suivant est identique a celle de (Gould et al., 2010, theoreme 4:2).
Theoreme 3.3.3 Supposons que les hypotheses 3.3.1{3.3.3 sont satisfaites. Supposons de
plus que les multiplicateurs de Lagrange sont mis a jour en projetant toute approximation,
telle que (3.27), a l'interieur de la bo^te (3.26). Alors pour tout k, les conditions (3.20a){
(3.21c) sont satisfaites en un nombre ni d'iterations.
3.4 Convergence globale
Dans cette section nous etendons les proprietes de convergence des iteres externes de
Gould et al. (2010) au cas des contraintes de complementarite et etablissons les proprietes
de convergence de la suite d'iteres generee par l'algorithme 3.3.1. On suppose que la mise a
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jour du parametre de penalite est realisee par
k+1 =
8>>><>>>:
maxf1k; k + 2g si max fkcI(xk) k; k(xk1) k; k(xk2) kg > k1
ou max fkcE(xk)k; kXk1xk2kg > k2 ;
k sinon
(3.29)
pour des suites fk1g et fk2g qui tendent vers zero et des constantes 1 > 1 et 2 > 0. Une
consequence immediate d'une mise a jour comme (3.29) est que le parametre fkg sera borne
si et seulement si il est mis a jour un nombre ni de fois. Cette observation nous aidera a
etablir les implications reciproques des resultats de convergence de cette section.
Nous supposons ici que l'hypothese suivante est satisfaite.
Hypothese 3.4.1 Les fonctions d'arre^t C; D et U satisfont
C()  c; U()  c; et D()  d
k
+ 1
2 (3.30)
pour des constantes c 2 (0; 1) et d > 0 et une suite fkg > 0.
Sous l'hypothese 3.4.1, Conn et al. (2000a, lemme 4:3) montrent que l'algorithme 3.3.1
avec la mise a jour (3.29) verie
kgk  (k + )(k)
k
(3.31)
pour tout vecteur g qui satisfait
kgk
[P
k+1
]
 D(k):
D'un autre co^te, en utilisant la denition de la norme du preconditionneur k  k
[P
k
]
on obtient
que
krk2
[P
k
]
= rTdk  krk2kdkk2 = k(Kk) 1rk2krk2 
1
kmin
krk22 
1
min
krk22; (3.32)
avec min > 0 deni dans l'hypothese 3.3.2.
Le premier resultat de convergence concerne le cas ou l'algorithme 3.3.1 produit une suite
de parametres de penalite fkg bornee. Nous distinguons ici le cas ou p = 0 (pas de contraintes
de complementarite) et le cas p > 0 pour souligner dans le second cas que nous obtenons un
point fortement stationnaire. Dans le premier cas, p = 0, les conditions de stationnarite forte
(3.5) avec  = 1 et avec (3.5f) remplacee par (3.6) coincident avec les conditions de KKT
usuelles.
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Theoreme 3.4.1 Soit fwk+1g = f(xk+1; sk+1; yk+1; uk+1)g une suite d'iteres primale-duale
produite par l'algorithme 3.3.1. Si le parametre de penalite fkg atteint sa valeur nale en
un nombre ni d'iterations alors
i. la suite fsk+1; yk+1; uk+1g est bornee ;
ii. si (x; s; y; u) est un point d'adherence de fwk+1g alors s = 0 et x est
(a) fortement stationnaire pour (MPCC) si p > 0 ou
(b) un point de KKT de (MPCC) si p = 0.
Preuve. La preuve pour le cas p = 0 a ete traitee dans (Gould et al., 2010). On se concentre
uniquement sur le cas p > 0, et comme dans les preuves precedentes, on s'interesse seulement
aux contraintes de complementarite. Pour simplier, posons x3  X1x2. Par hypothese il
existe un entier N > 0 tel que pour tout k  N k = . En consequence, la strategie de
mise a jour (3.29) implique que
lim
k!1
xk+11  0; lim
k!1
xk+12  0; et lim
k!1
Xk+11 x
k+1
2 = 0: (3.33)
Puisque de (3.21c), on sait que la suite f(yk+1; uk+1)g est bornee, il nous sut alors de
montrer que fsk+1g est bornee. Par contradiction, supposons que sk+1li !1 pour un certain
(l; i) 2 f1; 2; 3g f1; : : : ; pg. On tire des proprietes des fonctions d'arre^t C, D et U, du fait
que k+1 # 0 et des conditions (3.21a){(3.21b) que uk+1li ! 0. Les conditions (3.20a) et (3.31)
impliquent alors que fyk+1li g est bornee et de (3.20b) on deduit que xk+1li !  1, contredisant
du me^me coup (3.33). Donc fsk+1g est bornee.
Soit la sous-suite fwk+1gK  fwk+1g telle que limk2K wk+1 = w = (x; s; y; u). Mon-
trons que w est un point de KKT du probleme elastique et que x est realisable pour
(MPCC). Le resultat suivra alors du theoreme 3.2.1.
De (3.31), du critere d'arre^t (3.20a) et de limk2K 
k = 0 on tire
r(x;s)L(x; s; y; u; ) = lim
k2K
r(x;s)L(xk+1; sk+1; yk+1; uk+1; k)
 lim
k2K
(k + )(
k)
k
= 0: (3.34)
Donc w verie les conditions (3.12b){(3.12c). De (3.20b) on obtient que limk2K(X
k+1
l +
Sk+1l )y
k+1
l = (X

l +S

l )y

l = 0 pour l = 1; 2; 3 et (3.20c) implique que S
u = 0, ce qui conduit
a (3.12f){(3.12i) pour w. Par les relations (3.21a){(3.21b) on a limk2K (x
k+1
l + s
k+1
l ; s
k+1
l ) =
(xl +s

l ; s

l )  0; l = 1; 2; 3. De (3.21c) on tire limk2K (yk+1; uk+1) = (y; u)  0. Finalement
(3.33) montre que x est realisable pour (MPCC). Ceci conclut la preuve.
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Supposons maintenant que la suite de parametres de penalite produits par l'algorithme 3.3.1
diverge.
Theoreme 3.4.2 Sous les hypotheses 3.3.1{3.4.1, soient wk+1P = (x
k+1; sk+1) et
wk+1D = (y
k+1; uk+1) des suites produites par l'algorithme 3.3.1. Si le parametre de penalite
k est mis a jour une innite de fois aux iterations k 2 K  N alors
i. la sous-suite fwk+1D gK = f(yk+1; uk+1)gK est non bornee ;
ii. tout point d'adherence wP de fwk+1P g est un point stationnaire pour la mesure de l'in-
admissibilite `1.
Preuve. Dans l'ensemble K la condition (3.29) implique que k+1  k + 2; 2 > 0 et
donc que fkgK !1. Puisque fkg est croissante il s'en suit que fkg ! 1. Supposons que
f(yk+1; uk+1)gK est bornee et soit (y; u) une de ces valeurs d'adherence. Quitte a considerer
une sous-suite, si besoin en est, on suppose que fyk+1gK ! y et fuk+1gK ! u de telle sorte
que pour k 2 K susamment grand kyk+1k  2kyk et kuk+1k  2kuk. En vertu de ces
dernieres bornes, de la partie des conditions (3.34) correspondant a (3.12c) et de la reciproque
de l'inegalite triangulaire, on deduit que
(
p
6p  (k 1)k 1)k 1  kyk+1k+ kuk+1k+ (k 1)
k 1
 2(kyk+ kuk) + (k 1)
k 1
pour tout k 2 K susamment grand. Pour k !1 la derniere condition implique que fk 1g
est bornee, contredisant la divergence de fk 1g. Par consequent fwk+1D gK est non bornee.
Supposons maintenant que fwk+1P gK ! wP et denissons
yk+1 =
yk+1
k
; uk+1 =
uk+1
k
et k =
k
k
: (3.35)
En divisant par k les conditions d'arre^t de l'algorithme 3.3.1 et avec la propriete (3.31) on
50
a (k) 1r(x;s)L(xk+1; sk+1; yk+1; uk+1; k)  p(k)k ; (3.36a)
264 (X
k+1
1 + S
k+1
1 )y
k+1
1   kep
(Xk+12 + S
k+1
2 )y
k+1
2   kep
(Xk+11 X
k+1
2 + S
k+1
3 )y
k+1
3   kep
375
  (k) 1C(k); (3.36b)Sk+1uk+1   ke  (k) 1U(k); (3.36c)
xk+11 + s
k+1
1 ; x
k+1
2 + s
k+1
2 ; X
k+1
1 x
k+1
2 + s
k+1
3 ; s
k+1

> 0; (3.36d) 
[e+ e0E ] + e; [e+ e
0
E ] + e
  yk+1; uk+1 > 0; (3.36e)
ou p  (0) 1(1 + ). De (3.36e), on obtient que la suite f(yk+1; uk+1)gK est bornee.
Sans perte de generalite, quitte a considerer une sous-suite si necessaire, nous supposons que
f(yk+1; uk+1)gK ! (y; u). Puisque k # 0, k !1 et
(k) 1maxfk; C(k); U(k)g  (0) 1maxfC(k); U(k)g ! 0, en faisant tendre k vers
l'inni dans (3.36), on voit que la limite (x; s; y; u) satisfait la condition d'optimalite de
KKT du premier ordre pour la mesure de l'inadmissibilite `1 pour (MPCC).
An de renforcer le resultat precedent, nous adjoignons a la mise a jour (3.29), la condition
supplementaire
k+1 = maxf1k; k + 2g si kyk+1   ke0E;3k > k; (3.37)
dans laquelle 0 <  < 1 est une constante donnee. Cette nouvelle condition est utilisee
en plus de celles denies dans (3.29). Ici yk = (ykE ; y
k
I ; y
k
1 ; y
k
2 ; y
k
3) designe les multiplicateurs
associes a toutes les contraintes et e0E;3 est un vecteur de RnC avec des uns pour les indices
correspondant a yE et y3 et des zeros pour toutes les autres composantes. Le decalage de 
k
ne s'applique qu'aux composantes correspondant aux contraintes d'egalite generales et aux
egalites issues de la reformulation des contraintes de complementarite. Ici encore on voit bien
que les egalites issues de la reformulation des contraintes de complementarite X1x2 = 0 sont
traitees comme toute autre egalite generale.
Supposons maintenant que le parametre de penalite k est non borne mais a cause cette
fois-ci de la condition (3.37). Le prochain resultat stipule que si l'algorithme converge vers un
point realisable du (MPCC) alors la MPCC-MFCQ n'est pas satisfaite en ce point. Rappelons
encore ici que si p = 0, c'est-a-dire si on n'a aucune contrainte de complementarite, la MPCC-
MFCQ est identique a la MFCQ classique et le resultat ci-dessous coincide avec (Gould et al.,
2010, lemme 4:4).
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Theoreme 3.4.3 Supposons que les hypotheses 3.3.1{3.4.1 sont satisfaites et soient f(xk+1; sk+1)g
et f(yk+1; uk+1)g des suites d'iteres produits par l'algorithme 3.3.1. Si le parametre de pena-
lite k est mis a jour un nombre inni de fois aux iterations k 2 K  N par la regle (3.37)
mais un nombre ni de fois par la strategie (3.29) alors
i. la sous-suite f(yk+1; uk+1)gK est non bornee ;
ii. Si (x; s) est un point d'adherence de f(xk+1; sk+1)g alors x est un point realisable du
(MPCC) ou
(a) la MPCC-MFCQ n'est pas satisfaite si p > 0 ou
(b) la MFCQ classique n'est pas satisfaite si p = 0.
Preuve. Du theoreme 3.4.2, on sait que f(yk+1; uk+1)g est non bornee. De (3.37), puisque
fkg est non bornee, on a pour tout k 2 K
kyk+1   ke0E;3k > k ! +1:
Puisque k diverge mais pas a cause de la condition (3.29), alors x est admissible pour
(MPCC).
Denissons alors k = kyk+1   ke0E;3k1 et les suites suivantes
yk+1E =
yk+1E   keE
k
; yk+1I =
yk+1I
k
; uk+1 =
uk+1
k
et k+1 =
k
k
:
Posons de me^me yk+1i = y
k+1
i =
k (i = 1; 2) et
yk+13 =
yk+13   ke
k
; zk+11 = X
k+1
2 y
k+1
3 + y
k+1
1 et z
k+1
2 = X
k+1
1 y
k+1
3 + y
k+1
2 :
On voit aisement que ces suites demeurent bornees et sans perte de generalite on peut suppo-
ser que f(yk+1; uk+1; zk+1; k+1)gK ! (y; u; z; ). De plus par construction kyk+1k1 = 1 pour
tout k. Le critere d'arre^t (3.20a) mis a l'echelle par k devient
1
k
rf(xk+1)  JE(xk+1)T yk+1E   JI(xk+1)T yk+1I  
264 0zk+11
zk+12
375
 
(k + )
k
(k)
k
:
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En passant a la limite et avec la relation (3.20b) il s'en suit que
JE(x
)yE + JA(x
)yA +
264 0z1
z2
375 = 0:
Nous avons ainsi montre que la relation (3.7) est veriee pour des multiplicateurs non nuls.
Et donc d'apres le lemme 3.1.4, x ne peut satisfaire a la MPCC-MFCQ.
Nous reportons l'analyse de la convergence locale de l'algorithme 3.3.1 pour (MPCC) a
des recherches futures. En eet, la LICQ n'est pas satisfaite pour le probleme elastique (3.10)
me^me si le (MPCC) correspondant verie la MPCC-LICQ. Considerons pour etayer cette
observation le probleme
minimiser
x1;x2
x1 + x2 sujet a minfx1; x2g = 0; (3.38)
qui admet la solution x = (0; 0). La MPCC-LICQ est clairement satisfaite en x mais le
probleme elastique correspondant est
minimiser
x1;x2;s
x1 + x2 + (s1 + s2 + x1x2 + 2s3)
sujet a x1 + s1  0; s1  0;
x2 + s2  0; s2  0;
x1x2 + s3  0; s3  0:
(3.39)
Toutes les contraintes de (3.39) sont actives au point (x; s) = (0; 0; 0; 0; 0), mais on voit
aisement que la matrice jacobienne des contraintes au point (x; s) ne peut e^tre de rang
maximal.
On peut prouver que si la MPCC-LICQ est satisfaite en x pour (MPCC) et si A1 \
A2(x) = ; alors la LICQ est satisfaite par (x; s) = (0; 0) pour (3.10). Cette hypothese
est clairement deraisonnable. Cependant la MFCQ est satisfaite par tout point realisable de
(3.39). Nous emettons la conjecture que la convergence locale rapide peut e^tre prouvee comme
suit. En supposant que le parametre de penalite reste borne, le theoreme 3.4.1 s'applique.
Si nous notons  la valeur nale du parametre de penalite et par x un point d'adherence
de fxkg, l'algorithme 3.3.1 identie x en resolvant (3.10) pour  = . la MFCQ est alors
satisfaite pour ce dernier probleme sans aucune hypothese sur (MPCC). Il n'est pas tres
dicile de montrer que si (MPCC) satisfait la condition de complementarite stricte usuelle
i 6= 0 pour tout i 2 A(x); et (z1i; z2i) > 0 pour tout i 2 A1(x) \ A2(x);
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alors la condition de complementarite stricte classique est aussi satisfaite pour (3.10) au
point (x; 0). De la me^me maniere une condition susante standard du second ordre sur
(MPCC) se traduit en une condition susante du second ordre pour (3.10). Nous pensons
qu'il est alors possible d'utiliser les resultats de Wright et Orban (2002) pour montrer que le
taux de convergence de l'itere primal-dual fwkg vers w est le me^me que celui du parametre
barriere fkg vers zero. Un avantage de cette approche d'analyse de la convergence locale sur
d'autres analyses telles que celles de DeMiguel et al. (2005) et Leyer et al. (2006) est qu'il
nous dispense de l'exigence de la satisfaction de la MPCC-LICQ par x pour (MPCC). Cette
analyse s'appliquant aussi bien au MPCCs qu'aux problemes non lineaires generaux abordes
par Gould et al. (2010) ou les problemes mathematiques avec contraintes evanescentes de
Curatolo et Orban (2012), nous la dierons a une recherche ulterieure.
3.5 Implementation et resultats numeriques
L'algorithme elastique est ecrit en langage Python. Il est incorpore dans l'environnement
de programmation NLPy (Orban, 2012). Les modeles des problemes (MPCC) sont ecrits en
langage AMPL (Fourer et al., 2002). Une interface entre AMPL et Python par l'intermediaire
des librairies (Gay, 1997) permet aux usagers d'interagir avec les modeles AMPL depuis
Python.
Les sous-problemes de region de conance sont resolus par notre implementation en Py-
thon de la methode du gradient conjugue preconditionne tronque de Steihaug (1983).
Les systemes preconditionnes (3.22) sont reecrits sous la forme equivalente mais poten-
tiellement plus creuse "
P J(x)T
J(x)   1   U 1S
#"
dx

#
=
"
rx
 U 1Srs
#
; (3.40)
duquel ds peut e^tre recupere via
ds =  U 1S + U 1Srs:
La matrice des coecients de ce dernier systeme est toujours indenie et est factorisee a
l'aide de la routine de MA57 de Harwell Subroutine Library (2007).
Le principal intere^t du systeme (3.40) est l'avantage que l'on peut tirer de la faible densite
de la matrice utilisee. On peut se preoccuper legitimement du conditionnement de cette
matrice. Nous donnons ici une justication, pluto^t informelle, du fait que sous les hypotheses
standard, ce systeme demeure assez bien conditionne.
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Supposons, pour simplier, que P est choisie denie positive. Si (3.22) est denie positive
alors il est aise de voir que (3.40) possede exactement n valeurs propres positives et m  nE+
nI+3p valeurs propres negatives que nous notons i pour i 2 f m; m+1; : : : ; 1; 1; : : : ; n 
1; ng. Une application directe de (Silvester et Wathen, 1994, lemme 2:2) montre qu'on peut
ordonner ces valeurs propres comme suit
    m       1    < 0 < +  1      n  +;
ou les bornes inferieure et superieure sont denies par
+ = min(P );
+ =
1
2

max(P ) +
q
max(P )
2 + 4max(J)
2

;
  =
1
2

max(P ) 
q
max(P )
2 + 4min(J)
2

;
et
  =
1
2

min(P )  max(D)
 
q
(min(P )  max(D))2 + 4
 
max(J)
2 + min(P )max(D)

;
et ou min(A) est la plus petite valeur propre de la matrice A, max(A) sa plus grande
valeur propre, min(B) la plus petite valeur singuliere de B, max(B) sa plus grande valeur
singuliere et D   1+U 1S. Il est alors facile de voir que si J est de plein rang et si P est un
preconditionneur adequat alors   et + n'approchent pas zero. La plus grande valeur propre
positive peut e^tre choisie bornee de sorte que max(J) soit bornee. La seule inquietude demeure
  qui pourrait diverger si par exemple max(D) diverge. D etant une matrice diagonale,
sa plus grande valeur propre est maxi(ci(x) + si)=yi + maxj sj=uj. Sous les hypotheses du
theoreme 3.4.1, nous nous attendons a ce que chaque sj tende vers zero. Par consequent
pour que max(D) diverge il faut que uj = o(sj) pour au moins un indice j, ce qui indique
qu'au moins une des contraintes de borne sur les variables elastiques est faiblement active.
Par (Wright et Orban, 2002, corollaire 19), nous anticipons le comportement asymptotique
suivant pour les solutions exactes : sj()  p et uj()  p, ou < a  b > signie que a=b
est borne et non nul. Ainsi par continuite, on ne peut avoir uj = o(sj) dans un voisinage de
la trajectoire centrale. Une seconde possibilite est yi = o(ci(x) + si) pour au moins un indice
i. Si ci(x) + si tend vers zero alors on ne peut pas non plus avoir yi = o(ci(x) + si) pour
la me^me raison que precedemment. Tel est le cas pour toutes les contraintes actives ci. En
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revanche si ci est inactive a la solution x
, (ci(x)+ si)! ci(x) > 0 et yi ! 0. Dans ce cas la
plus grande valeur propre de D diverge et est de l'ordre de 1=. Cette observation standard
est egalement vraie pour le systeme (3.22).
Bien que ce qui precede n'est qu'une simple ebauche de preuve, et en pratique et dans nos
experiences numeriques il n'est nul besoin de choisir P denie positive. Cette justication,
me^me informelle, nous donne une certaine conance dans l'idee que le systeme equivalent
(3.40) ne peut pas e^tre plus mal conditionne que le systeme (3.22). En complement de ces
remarques, observons que dans un cas ideal ou les contraintes actives sont connues, en pivo-
tant sur les indices des contraintes inactives dans la matrice bloc (2; 2) de (3.40) dans l'esprit
de Gould (1986), on peut recuperer un systeme bien pose. Cependant nous ne faisons aucu-
nement usage d'une telle strategie dans notre implementation. Nous omettons les details sur
le preconditionneur car ce theme n'est pas le point central de notre sujet.
Dans l'implementation preliminaire, P est la matrice hessienne pleine du lagrangien
rxxL(w). On augmente de maniere iterative les valeurs des elements diagonaux de P jus-
qu'a ce que la matrice du systeme (3.22) devienne denie positive ou de maniere equivalente
jusqu'a ce que la matrice coecient du systeme (3.40) ait exactement nE + nI + 3p valeurs
propres negatives.
Nous denissons egalement trois types de parametres de penalite : le premier, E , penalise
les contraintes d'egalite generales du probleme (3.11). Le deuxieme, s, penalise les termes
contenant les variables elastiques associees aux contraintes d'inegalite generales. Le troisieme,
t, est aecte aux termes contenant des variables elastiques pour les contraintes de bornes.
Ce choix s'avere judicieux dans la mesure ou il permet de penaliser separement les divers
types de contraintes et de tenir compte du dimensionnement des contraintes. A ce propos
notons qu'il est possible de generaliser tous les resultats de convergence pour un parametre
de penalite unique au cas de parametres de penalite multiples en adjoignant a l'algorithme
un mecanisme pour se premunir des situations ou certains parametres de penalite sont bornes
tandis que d'autres divergent. Nous initialisons ces parametres de penalite par l'une des trois
strategies suivantes :
Strategie 1. 0 = maxf1; krf(x0)k1g.
Strategie 2. 0s;t = ku0 + y0k1 et 0E = 12ku0 + y0k1.
Strategie 3. 0s;t = ku0 + y0k1 et 0E = max
krci(x0)k1 j i 2 E	.
Dans ces formules, x0 designe l'itere initial donne par le modele initial ou bien x0 = 0
si le modele n'en propose pas un et u0; y0 sont les multiplicateurs de Lagrange associes a
x0. On les initialise avec les valeurs exactes des estimations primales si le modele ne propose
aucun point de depart. La premiere strategie s'inspire de l'initialisation du mode elastique de
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SNOPT (Gill et al., 2005). Les deux autres proviennent directement des conditions (3.12b){
(3.12c). Les variables elastiques initiales sont choisies telles que ci(x
0)+s0i  " et s0i  " pour
tout i avec " > 0, un parametre specie manuellement. Dans notre implementation on utilise
" = 0:1.
Le parametre barriere est initialise et mis a jour de maniere lineaire comme suit 0 = 5
et k+1 = 1
5
k. Le parametre de penalite est mis a jour par les strategies (3.29) et (3.37) ou
on a deni 1 = 10, 2 = 10, 
k
1 = 
k
2 = minf(k)1:1; (k)=10gg et  = 0:9.
Nous imposons un maximum de 1000 iterations internes par iteration externe. Les fonc-
tions d'arre^t sont choisies comme suit
D() = 101:05; C() = U() = 10:
L'optimalite est declaree atteinte des que la norme `1 des residus relatifs de (3.5) avec
 = 1 et (3.5f) remplacee par (3.6) est plus petit que D = 
C
 = 
U
 = 10
 6. Nous utilisons
une mise a l' echelle standard, la me^me que celle de (Waltz et al., 2006).
Un echec survient si on atteint le nombre maximal d'iterations internes ou si le para-
metre barriere  atteint sa plus petite valeur permise min(D ; 
C
 )=1000 = 10
 9 sans que les
conditions d'optimalite soient satisfaites.
Notre implementation possede d'autres proprietes notamment au niveau de la region de
conance, si un pas est rejete, une recherche lineaire par recoupements du pas telle que decrite
dans (Conn et al., 2000b, section 10.3.2) est eectuee. Si au bout de cinq recoupements on
a une longueur de pas k realisable alors le rayon de conance est remis a 2kkdkk2 ou dk
est la direction de recherche. Dans le cas contraire, le rayon de conance est mis a jour selon
les regles usuelles. A la n de chaque iteration un pas magique (Gould et al., 2010, section
6.1) est calcule an de reduire davantage la valeur de l'objectif de la barriere logarithmique
en fonction des variables s tout en maintenant les variables x xees.
Nous avons eectue des tests numeriques avec l'algorithme 3.3.1 sur les problemes de
la collection MacMPEC de Leyer (2004). Nous avons elimine de nos tests les problemes :
bem-milanc30-s, incid-set*-16, incid-set*-32, pack-comp*-16, pack-comp*-32, qpec-
200-* et siouxfls* car ils prenaient des temps de resolution deraisonnables. Les problemes
tap-09 et tap-15 ont aussi ete extraits de la liste de tests car ils produisaient une erreur de
memoire au niveau du driver d'AMPL.
Dans la litterature, la formulation (3.2) est typiquement vue comme plus < robuste > que
la formulation (3.1). Pour illustrer cela avec notre methode, il est instructif de comparer le
comportement de l'algorithme 3.3.1 pour ces deux formulations sur des problemes connus
comme n'ayant pas de points fortement stationnaires. Les tableaux 3.1 et 3.2 contiennent les
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resultats de ces tests pour six de ces problemes. L'ente^te de ces tables se lisent ainsi : Nom
donne le nom du probleme ; It. est le nombre total d'iterations ; Obj. est la valeur nale de
l'objectif ; D-feas., P-feas. et Comp. sont les valeurs nales des admissibilites duale et primale
et de la complementarite, respectivement, pour (MPCC) ; log() est le logarithme de la plus
grande valeur des parametres de penalite ; et Opt. indique si on atteint l'optimalite ou non.
Un nombre negatif d'iterations indique un echec de l'algorithme.
Le tableau 3.1 reete le fait qu'on peut converger vers des points C-stationnaires pluto^t que
vers des points fortement stationnaires. En d'autres termes la condition (3.5f) est veriee mais
pas la condition (3.6). Il est interessant d'observer que la formulation avec des inegalites (3.2)
est moins permissive a cet etat de fait. Dans le tableau 3.2 les echecs sont causes par le fait que
le parametre barriere atteint sa valeur minimale permise, avant que les conditions d'optimalite
ne soient satisfaites. Pour le probleme scale4 les iteres produits par la formulation avec des
egalites (3.1) tendent vers (0; 0) tandis que la formulation (3.2) genere une suite d'iteres
qui tend vers le point fortement stationnaire (0; 0:01). Ce probleme possede deux minima
(0; 0:01) et (0:01; 0). Pour le probleme scholtes4 les deux formulations conduisent a un
point B-stationnaire (Scheel et Scholtes, 2000).
Les faux optima des tableaux 3.1 et 3.2 illustrent le fait que pour les problemes avec
contraintes de complementarite dans le theoreme 3.2.1, < pres de l'admissibilite > ne sous-
entend pas < proche d'un point fortement stationnaire >. Cette situation semble intrinseque
a la nature hyperbolique 1 des relaxations de l'ensemble realisable. Bien que le comportement
decrit dans le tableau 3.2 est souhaitable il serait interessant d'ameliorer la version courante
de l'algorithme an de detecter les echecs plus to^t dans le processus de resolution.
Nous utilisons les prols de performance de Dolan et More (2002) an de comparer les
performances de l'algorithme 3.3.1 sur les deux formulations (3.1) et (3.2). Dans la gure 3.1
on a les prols de performance pour le nombre d'evaluations de la fonction objectif. Les prols
1. Des portions de la frontiere de l'ensemble admissible de (3.10) sont decrites par des hyperboles.
Tableau 3.1 Resultats sur des problemes ayant des points faiblement stationnaires, avec la
formulation avec desc egalites (3.1).
Nom It. Obj. D-feas. P-feas. Comp. log() Opt.
ex9.2.2 247 9:99992445e+01 8:1e 05 2:0e 08 6:4e 05 4:4 True
qpec2 37 4:49921372e+01 1:4e 06 3:9e 08 1:3e 05 5:0 True
ralph1 27  6:62995427e 05 1:9e 07 6:2e 09 1:3e 05 4:0 True
scale4 13 1:96846743e+00 4:4e 04 6:3e 09 1:3e 05 7:4 True
scholtes3 47 5:00000000e 01 5:2e 09 2:6e 10 2:6e 06 3:0 True
scholtes4 52  7:06572336e 05 6:3e 10 1:4e 09 2:6e 06 5:5 True
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Tableau 3.2 Resultats sur des problemes ayant des points faiblement stationnaires, avec la
formulation n'ayant que des inegalites (3.2).
Nom It. Obj. D-feas. P-feas. Comp. log() Opt.
ex9.2.2  503 9:99993735e+01 5:8e 08 1:2e 08 3:1e 04 5:4 False
qpec2  214 4:49920077e+01 1:0e 07 4:0e 08 4:0e 04 5:0 False
ralph1  335  4:91204783e 05 4:4e 08 2:4e 09 2:5e 05 5:0 False
scale4 286 9:99911180e 01 4:5e 09 4:4e 09 1:0e 04 4:4 True
scholtes3 51 5:00000036e 01 3:5e 07 3:6e 08 2:6e 06 3:0 True
scholtes4  521  1:00048961e 04 8:8e 09 2:5e 09 5:0e 05 5:3 False
pour le temps de calcul et le nombre d'iterations sont semblables a celui-ci et ont donc ete
omis. Les problemes des tableaux 3.1 et 3.2 ne sont pas pris en compte dans les prols.
Figure 3.1 Prols de performance pour (3.1) (gauche) et (3.2) (droite) en terme du nombre
d'evaluations de l'objectif.
La strategie 1 obtient le meilleur pourcentage de succes des trois strategies, de pres de 45%
pour la reformulation avec egalite, comme on le voit sur l'axe vertical gauche du graphique de
droite de la gure 3.1. De plus pour la formulation avec inegalite, du graphique de de droite de
la gure 3.1, la strategie 1 s'avere la plus performante comme l'atteste sa courbe au dessus de
celle des autres pour un plus grand nombre de ratio, donne en abscisse sur ces graphiques. En
concentrant notre analyse sur la strategie 1 dans le graphique de droite de la gure 3.1 on peut
categoriser les echecs comme suit : les problemes gnash12, gnash12m, gnash15m et hakonsen
produisent des erreurs dans l'evaluation de l'objectif ou d'une contrainte en des points hors
des domaines de ces dernieres fonctions. Par exemple l'objectif des problemes gnash contient
une puissance fractionnaire des variables de la forme (
P
i xi)
 10=13 et les bornes xi  0. Dans
les reformulations (3.1) et (3.2), ces bornes deviennent xi   si avec si  0 et il est possible
qu'une partie ou tous les xi deviennent negatifs, rendant ainsi l'evaluation de la puissance
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fractionnaire impossible. Ce type d'echec n'est pas intrinseque a la structure des MPCCs et
est inherent a toutes les methodes inexactes. Les problemes bard2m et qpec2 terminent avec
le parametre barriere a sa valeur minimale permise tandis que le probleme qpec2 est proche
de sa valeur optimale. Les autres echecs sont repertories dans le tableau 3.3.
Tous les echecs du tableau 3.3 sont du^s au fait qu'on atteint le nombre maximal d'ite-
rations. Les problemes incid-set* et pack-comp* sont des problemes degeneres au dela de
leur nature complementaire. Aucune de nos variantes ne resout un des problemes restants.
La cause de ces echecs ne semble pas e^tre liee a l'initialisation du parametre de penalite ou
a sa mise a jour. La resolution de chaque sous-probleme barriere necessite un grand nombre
d'iterations et le residu dual augmente de maniere signicative d'une iteration a l'autre. En-
n le probleme ralphmod est resolu par les strategies 2 et 3 en initialisant le parametre de
penalite a 10 mais pas par la strategie 1 qui initialise la plus grande valeur de ses parametres
de penalite a 105.
Globalement, pour chacune des strategies, le prol du graphique de gauche de la gure 3.1
est en dessous de celui du graphique de droite. Cela semble indiquer que toutes les strategies
se comportent mieux avec la formulation avec des inegalites (3.2) qu'avec la formulation avec
des egalites (3.1).
La methode la plus proche de la notre est sans doute celle de DeMiguel et al. (2005).
Cette methode transforme (MPCC) en le probleme
minimiser
x2Rn
f(x)
sujet a cE(x) = 0; cI(x)  0;
x1 + 1  0; x2 + 2  0;  X1x2 + c  0;
(3.41)
ou 1; 2; c 2 Rn sont des vecteurs de perturbation non negatifs. Les auteurs montrent
que si x est un point fortement stationnaire de (MPCC) qui satisfait la MPCC-LICQ, une
condition de complementarite stricte et une condition susante d'optimalite du second ordre,
on peut choisir 1, 2 et c de sorte que le me^me x
 soit un point de KKT pour (3.41)
qui verie la LICQ, la complementarite stricte et la condition susante du second ordre
usuelles. Les regles de mise a jour des valeurs de 1, 2 et c sont guidees par les valeurs
approchees des multiplicateurs courants. Une recherche lineaire sur la fonction de merite
d'un lagrangien augmente produit les iteres. Puisque certaines composantes de 1, 2 et c
peuvent s'annuler, des garde-fous sont necessaires pour empe^cher la convergence vers des
solutions non realisables pour (MPCC). Nous avons teste la methode de DeMiguel et al.
(2005) sur le me^me ensemble de problemes a l'exception de ceux du tableau 3.1. Les prols
obtenus apparaissent a la gure 3.2. Ces resultats sont tres encourageants surtout a la lumiere
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Tableau 3.3 Echecs de la formulation avec des inegalites (3.2) et la strategie 1.
Nom Obj. D-feas. P-feas. Comp. log()
dempe 2:83635128e+01 3:3e+02 7:0e 05 8:0e 03 3:0
design-cent-1 6:62286184e 05 1:3e+05 4:5e 05 4:0e 02 3:6
design-cent-2  3:46047221e+00 2:5e+00 1:0e 05 8:0e 03 3:6
design-cent-21  3:46032963e+00 1:0e+00 1:0e 05 8:0e 03 3:6
design-cent-3  2:81886546e 03 3:5e+08 4:7e+00 1:0e+00 3:6
design-cent-31  1:50163402e+01 1:6e+04 8:0e 05 4:0e 02 3:0
design-cent-4  2:73998691e+00 6:1e+01 8:3e 04 6:3e 02 2:5
incid-set2-8 1:45014207e 02 2:3e+03 3:9e 06 3:2e 04 2:7
incid-set2c-8 8:79610464e 03 8:0e 05 1:8e 06 9:5e 05 3:7
monteiro  2:62025990e+03 9:0e+04 2:8e+01 9:6e+04 5:3
monteiroB  1:57301030e+03 5:1e+04 1:0e+01 8:1e 01 5:3
pack-comp1p-8  9:37617590e+05 8:3e+04 4:4e+00 3:1e+03 5:7
pack-comp2p-8  7:89886452e+05 2:4e+05 3:7e+00 3:6e+03 5:7
taxmcp  8:04823191e 01 3:4e+02 2:1e+00 2:1e+03 4:0
water-FL 9:60649686e+02 2:0e+09 1:2e+01 1:1e+03 6:3
water-net 6:21019789e+02 7:3e+06 5:4e 01 4:9e+01 6:3
du fait que notre implementation preliminaire est sous optimale et eectue des evaluations
de fonctions redondantes.
3.6 Discussion
La methode presentee ici est une methode generale d'optimisation non lineaire ayant des
proprietes interessantes quand le probleme est degenere. En particulier, les MPCCs et les
problemes non lineaires classiques sont resolus de la me^me maniere, c'est-a-dire qu'il n'est
pas necessaire de savoir a l'avance si des contraintes sont de complementarite dans le probleme
ou non. Nous n'avons donc aucun < mode MPCC > dans notre implementation. Bien que la
methode ajoute deux fois autant de variables elastiques que de contraintes presentes, ces
variables ne contribuent dans le systeme lineaire (3.40) qu'au niveau des blocs diagonaux et
ont donc un apport marginal sur la densite de ces systemes. Par ailleurs on peut implementer
la methode en eliminant implicitement toutes les variables elastiques et en reduisant du
me^me coup la taille du probleme ; voir a ce propos la variante variables elastiques implicites
de Gould et al. (2010).
D'un point de vue theorique, il est important de mentionner que nous n'avons aucunement
besoin d'identier des points satisfaisant a la condition d'optimalite du second ordre pour
notre resultat de convergence globale vers des points fortement stationnaires. Le taux de
succes de 80% sur la collection MacMPEC de Leyer (2004) pour cette version preliminaire
de l'algorithme elastique est tres encourageant. Ameliorer la robustesse de l'implementation
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Figure 3.2 Prols de performances comparant l'algorithme 3.3.1 avec la formulation (3.1) et
la Strategie 1, et la relaxation de DeMiguel et al. (2005), en terme de nombre d'evaluations
de l'objectif.
en adoptant des initialisations plus sophistiquees du parametre barriere et des parametres
de penalite sont des axes de recherche futurs. Une attention particuliere sera accordee a la
mise a jour dynamique des parametres de penalite car cela peut ameliorer la robustesse de
maniere signicative comme le rapportent Leyer et al. (2006).
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CHAPITRE 4
CONVERGENCE SUPERLINEAIRE DES SUITES D'ITERES DES
METHODES DE POINTS INTERIEURS EN L'ABSENCE DE LA
COMPLEMENTARITE STRICTE
Dans ce chapitre, on traite d'une autre forme de degenerescence qui est le manque de la
complementarite stricte. En eet, dans la theorie des problemes non lineaires, il est courant de
supposer l'existence d'une solution strictement complementaire, c'est-a-dire que ci(x
)+yi >
0 pour toute contrainte ci(x)  0 et tout multiplicateur qui lui est associe, an d'etablir les
resultats de convergence. Cette hypothese est numeriquement cruciale car dans la matrice
du systeme primal-dual, certaines lignes associees a ces contraintes actives tendent vers zero
rendant cette derniere matrice singuliere a la solution. Ceci rend le systeme dicile a resoudre
numeriquement. En plus Wright et Orban (2002), entre autres, ont prouve que la trajectoire
centrale approche la solution du probleme tangentiellement a certaines contraintes actives.
Comme consequence, les rayons des domaines des points satisfaisant au critere d'arre^t de
l'algorithme primal-dual retrecit. La distance de la solution locale du probleme barriere a x
est de l'ordre de x()   x = O(p), selon Miin (1975) et Wright et Orban (2002). Donc
la distance entre deux iteres consecutifs de la methode de Newton varie en O(
p
) tandis
que le rayon de la region de convergence de cette methode est de l'ordre de O() dans le
cas de la complementarite stricte. Le retrecissement des regions des solutions approchees du
systeme de KKT perturbe a l'approche d'une solution faiblement active necessite de faire
plus d'un pas de Newton, donc plus d'une iteration interne, pour passer a la nouvelle region
denie par le parametre barriere mis a jour. Cela amenuise tout espoir de convergence rapide,
qui veut qu'on ait pour chaque valeur du parametre barriere au plus une iteration interne.
Pour resoudre ce probleme nous proposons dans ce chapitre une strategie de mise a jour
des variables duales correspondant aux contraintes faiblement actives. Par ce processus, on
recherche un bon point de depart dans la region des solutions approches du systeme de KKT
de sorte qu'un seul pas de Newton nous amene dans la nouvelle region (voir la gure 4.1).
En se basant sur une decomposition de la matrice du systeme de Newton selon les ensembles
de contraintes strictement actives, faiblement actives et inactives, on montre theoriquement
la bonne propriete de convergence et de regularisation de notre mise a jour.
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Figure 4.1 Schematisation de la mise a l'echelle duale
4.1 Introduction
Les methodes de points interieurs sont actuellement parmi les techniques d'optimisation
non lineaires les plus puissantes pour la resolution de problemes de grande taille. Ces methodes
sont connues pour avoir, au pire, une convergence polyno^miale pour les problemes convexes et
peuvent se generaliser a des problemes non convexes par des mecanismes de recherche lineaire,
de region de conance ou de ltre. De plus ces methodes atteignent un taux de convergence
Q-superlineaire sous les hypotheses usuelles de non degenerescence (Gould et al., 2001). Ces
hypotheses comprennent une condition de qualication appropriee et la complementarite
stricte.
Dans ce chapitre, on s'interesse a l'ordre de convergence asymptotique quand la comple-
mentarite stricte n'est pas satisfaite. Soit le probleme d'optimisation non lineaire,
minimiser
x2Rn
f(x) sujet a c(x)  0; (4.1)
ou f : Rn ! R et c : Rn ! Rm sont des fonctions continu^ment dierentiables. Il est etabli
que toute solution locale x du probleme (4.1) verie les conditions d'optimalite du premier
ordre ou conditions de KKT suivantes
rf(x)  J(x)Ty = 0; (4.2a)
C(x)y = 0; (4.2b)
(c(x); y)  0; (4.2c)
pour un certain vecteur de multiplicateurs y, pourvu qu'une condition de qualication soit
veriee en cette solution. Dans l'equation (4.2b) nous notons C(x), la matrice diagonale
diag(c(x)) et J(x) la matrice Jacobienne des contraintes c, evaluee au point x, c'est-a-dire la
matrice dont la ieme ligne est rci(x)T .
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Un certain nombre de conditions de qualication conduisent aux conditions (4.2). Parmi
elles, les deux plus largement utilisees en optimisation non convexes sont la condition de
qualication d'independance lineaire (LICQ) et la condition de qualication de Mangasarian
et Fromovitz (MFCQ). Les methodes primale-duales visent a satisfaire une version modiee
des conditions (4.2) dans lesquelles la condition de complementarite (4.2b) est perturbee et
suivent la solution du systeme non lineaire resultant quand le parametre de perturbation tend
vers zero. Plus precisement les conditions (4.2) sont reecrites comme suit
rf(x)  J(x)Ty = 0; C(x)y = e; (c(x); y) > 0; (4.3)
ou e est le vecteur forme de un et  > 0 est le parametre barriere. Nous notons x() et y()
les solutions exactes du systeme (4.3) si elles existent. De maniere concrete les conditions
d'admissibilite primales-duales (4.2c) sont traitees implicitement et les deux premieres equa-
tions de (4.3) forment un systeme d'equations non lineaires carre. L'iteration interne designe
l'etape de la determination d'une solution approchee du systeme (4.3) pour une valeur de 
donnee, la mise a jour de  etant l'iteration externe. Un critere d'arre^t typique pour l'itera-
tion externe vise a resoudre approximativement (4.3) a une certaine precision, generalement
fonction de , avant de reduire ce dernier.
Il est alors raisonnable de tenter de resoudre (4.3) par une methode de type Newton. Pour
 et une solution approchee du systeme primal-dual perturbe (x; y), donnes, la methode de
Newton pour le systeme (4.3) calcule une correction (x;y) solution de"
H(x; y) J(x)T
J(x)  C(x)Y  1
#"
x
 y
#
=  
"
rf(x)  J(x)Ty
c(x)  Y  1e
#
; (4.4)
ou H(x; y) := r2f(x)  Pmj=1 yjr2cj(x). Ce systeme peut s'ecrire sous la forme normale
equivalente, obtenue en eliminant y dans (4.4)
H(x; y) + J(x)TY C(x) 1J(x)

x =  

rf(x)  J(x)TyP(x;)

(4.5)
impliquant l'estimation primale pour la variable duale yP(x;) := C(x) 1e.
Dierents choix de y dans (4.4) ou de maniere equivalente dans le membre de gauche de
(4.5) menent a dierentes corrections x. La correction primale choisit y = yP (x;) tout
en garantissant localement la satisfaction de la condition de complementarite perturbee alors
que la correction primal-duale utilise la valeur de y produite par la correction de Newton
precedente y  + y  si cette derniere valeur est positive. Il appara^t aussi bien en theorie
qu'en pratique que le choix primal-dual est superieur au choix primal pour un certain nombre
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de raisons, en particulier pour ce qui est de la convergence asymptotique rapide. Si x est une
solution strictement complementaire, la correction primale de Newton pourrait engendrer des
iteres qui ne sont pas strictement realisables suite a une reduction de  (Wright, 1995). Gould
et al. (2001) montrent que ceci ne se produit pas avec la correction primale-duale et qu'avec
un critere d'arre^t consequent pour les iterations internes, une seule resolution du systeme de
Newton est susante et permet de faire tendre  superlineairement vers zero.
Cependant les solutions de plusieurs problemes de la vie reelle ne sont pas strictement
complementaires. Notre intention dans cette partie est de mener une investigation de la
convergence asymptotique des methodes de Newton primales-duales sur le systeme (4.4)
pour divers choix de la variable duale y quand la complementarite stricte n'est pas veriee.
Miin (1975) montre que si la solution x est strictement complementaire on a l'estimation
x() x = () tandis que Miin (1975) et Wright et Orban (2002) prouvent qu'en l'absence
de la complementarite stricte, on a simplement x()  x = (p).
Sur l'exemple canonique ci-dessous, nous illustrons les consequences du manque de la
complementarite stricte ainsi que l'impact des dierents choix de la variable duale y pour la
solution du systeme (4.4).
Exemple 4.1.1 Considerons le probleme
minimiser
x2R
1
2
x2 sujet a x  0: (4.6)
La solution de (4.6) est clairement x = 0 et l'unique multiplicateur de Lagrange correspon-
dant est y = 0. La contrainte est redondante et la solution n'est pas strictement complemen-
taire. Nous cherchons a resoudre (4.6) en minimisant iterativement la fonction barriere
(x;) := 1
2
x2    log(x);
dont les conditions de stationnarite du premier ordre sont equivalentes a (4.3). On verie
aisement que pour tout  > 0, l'unique minimum de (x;) est x() =
p
 et l'estimation
primale de y correspondante est y() = yP(x;) = =x() =
p
. Supposons que nous avons
pu obtenir par un moyen quelconque la solution exacte (x(); y()). Diminuons alors la valeur
du parametre barriere de  a + 2 (0; ) pour calculer les nouveaux iteres x(+) et y(+)
a partir de x() et d'un y initial. Le systeme (4.5) donne alors les corrections de Newton
satisfaisant a
(
p
+ y)x = +   : (4.7)
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i. Avec le choix primal y := yP(x();+) = +=
p
 on obtient
x =  p

  +
+ +

et
x+x =
p


1    
+
+ +

d'ou on conclut que x+x sera dangereusement proche de zero si + est proche de zero.
Cela constitue toutefois une amelioration par rapport au cas strictement complementaire
ou on s'attend a avoir x+x non realisable (Wright, 1995).
ii. Avec le choix primal-dual y := y() =
p
, on obtient x =  (   +)=(2p) et
x+x = (++)=(2
p
) > 0. L'erreur commise par rapport a la valeur cible x(+) =p
+ baisse de e0 =
p
  
p
+ a e1 = x+x 
p
+ = (
p
  
p
+)2=(2
p
). Le
ratio de ces erreurs
e1
e0
=
p
  
p
+
2
p

= 1
2
 
s
+

est a peine plus petite que 1
2
si + est susamment petit par rapport a . Ainsi tout
espoir de convergence superlineaire dispara^t.
Supposons que nous avons la chance de choisir notre y initial tel que x + x =
p
+, la
solution exacte ! Cela doit vouloir dire que x =
p
+  
p
 . En substituant dans (4.7), il
s'en suit que y doit e^tre choisi egal a
p
+, c'est-a-dire que y =
p

q
+=|une mise a l'
echelle de l'estimation primale-duale par un facteur de
q
+=.
Nous conjecturons qu'il est insusant d'utiliser les estimations primales-duales pour les
contraintes non strictement complementaires. Nous pensons qu'une meilleure approximation
est donnee par le vecteur y deni comme suit
yi =
8<:yi()
q
+= si la contrainte i n'est pas strictement complementaire;
yi() sinon.
(4.8)
Ce choix est justie si nous presumons que yi() = 
p
+ o(
p
) pour tout  susamment
petit et si la ieme contrainte n'est pas strictement complementaire. En isolant  dans l'ex-
pression precedente et en substituant a  sa valeur obtenue dans le developpement de + on
obtient
yi(
+) = yi()
s
+

+ o(1):
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Il est bien-su^r tres important de correctement identier ces contraintes, ce qui peut se
faire par l'intermediaire d'indicateurs tels que ceux proposes par El-Bakry et al. (1994, 1996);
Kanzow et al. (2000); Ji et Potra (1996).
Toutefois un indicateur plus simple est de marquer a l'iteration k les contraintes pour
lesquelles
ci(x
k)  
1
2
 
k et y
k
i  
1
2
 
k ;
comme etant non strictement complementaires ou (xk; yk)  (x(k); y(k)) et  2 (0; 12). En
supposant que les gradients des contraintes demeurent uniformement bornes au voisinage de
la solution x qui satisfait une condition de qualication appropriee nous anticipons, en vertu
du theoreme 18 de (Wright et Orban, 2002), qu'asymptotiquement
ci(x()) = ci(x
) +rci(x)(x()  x) +O(kx()  xk2) = (
p
); et
yi() = (
p
);
si et seulement si la ieme contrainte n'est pas strictement complementaire.
Notre prediction de la forme de yi() decoule des travaux de Stoer et Wechs (1998)
qui montrent que pour des problemes de complementarite lineaire yi() peut se developper
en serie de puissance de
p
 autour de zero. En fait l'existence d'une trajectoire centrale
en l'absence de la complementarite stricte demeure une question ouverte. Cependant nos
resultats ne presupposent pas l'existence d'une telle trajectoire.
Le reste du chapitre 4 est organise comme suit. La section 4.1.2 couvre d'importants
resultats sur les minima locaux de la fonction barriere en l'absence de la complementarite
stricte, decrit nos ensembles indicateurs et etablit qu'asymptotiquement, ils coincident avec
les ensembles actifs exacts. La section 4.2 denit les multiplicateurs mis a l'echelle utilise dans
le calcul du nouveau pas de Newton et etablit d'importantes proprietes de ce nouvel itere. La
section 4.3 donne les proprietes du pas de Newton evalue a partir du nouvel itere mis a l'echelle
et etablit que la convergence superlineaire a lieu. La section 4.4 illustre numeriquement nos
resultats sur des exemples simples. Des commentaires et une discussion completent ce chapitre
dans la section x4.5.
4.1.1 Notation
Si fkg et fkg sont deux suites de nombres positifs, nous dirons que k = O(k) si
lim supk=k < 1, k = 
(k) si k = O(k), k = (k) si k = O(k) et k = 
(k)
et enn k = o(k) si limk=k = 0. Nous etendons les notations precedentes aux suites
de vecteurs fakg de Rn comme suit : ak = O(k) et ak = o(k) signient respectivement
kakk = O(k) et kakk = o(k). Tout au long de ce chapitre e designe le vecteur compose de
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uns de la taille appropriee.
4.1.2 Resultats preliminaires
Soit l'ensemble
A(x) := fi = 1; : : : ;m j ci(x) = 0g (4.9)
des indices associes aux contraintes actives au point x, c'est-a-dire, les indices des seules
contraintes prises en compte dans (4.2a) par l'intermediaire de (4.2b). Notons F l'ensemble
realisable du probleme (4.1) et F son interieur strict
F := fx 2 Rn j c(x)  0g; F := fx 2 Rn j c(x) > 0g:
Nous supposons que les donnees du probleme (4.1) satisfont l'hypothese suivante :
Hypothese 4.1.1 Les fonctions f et c sont deux fois continu^ment dierentiables sur un en-
semble ouvert contenant l'ensemble realisable de (4.1). De plus les gradients rf(x) et rci(x)
et les matrices hessiennes r2f(x) et r2ci(x) sont uniformement bornees sur l'ensemble rea-
lisable de (4.1) et enn F 6= ;.
Pour une solution de (4.1), x, nous appelons Y l'ensemble des multiplicateurs de La-
grange y tels que (x; y) verie (4.2). Il est aise de voir que si la LICQ est veriee au point
x alors Y = fyg. Il est aussi bien connu (Gauvin, 1977) que x satisfait la MFCQ si et
seulement si l'ensemble Y est non vide et compact.
Denition 4.1.2 La solution x de (4.1) qui verie la LICQ ou la MFCQ est strictement
complementaire s'il existe au moins un y 2 Y tel que ci(x) + yi > 0.
Une contrainte i 2 A(x) est dite faiblement active si yi = 0 pour tout multiplicateur
y 2 Y et fortement active s'il existe un vecteur y 2 Y tel que yi > 0. La solution x
est strictement complementaire si et seulement elle n'admet aucune contrainte faiblement
active. Puisque sous la condition de la LICQ Y est reduit a un singleton, nous denissons
les ensembles faiblement actif AW , fortement actif AS et inactif I a la solution x comme
suit
AW := fi = 1; : : : ;m j yi = ci(x) = 0g (4.10a)
AS := fi = 1; : : : ;m j yi > ci(x) = 0g (4.10b)
A := AS [ AW ; et (4.10c)
I := f1; : : : ;mg n A; (4.10d)
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ou pour faire court nous avons note A = A(x).
Dans la suite du chapitre 4 nous denissons le lagrangien de (4.1) par
L(w) := f(x)  c(x)Ty; w := (x; y); (4.11)
et la fonction primale-duale
F (w;) :=
"
rxL(w)
C(x)y   e
#
: (4.12)
Les conditions necessaires d'optimalite du premier ordre peuvent alors s'ecrire sous la forme
plus compacte suivante : F (w; 0) = 0 et (c(x); y)  0. Rappelons que les equations primales-
duales (4.3) sont veriees par tous les minima locaux de la fonction barriere logarithmique
(x;) := f(x)  
mX
i=1
log(ci(x)): (4.13)
Puisque nous l'utilisons dans la suite du chapitre 4, denissons la matrice jacobienne de F
evaluee au point (w;)
rF (w;) =
"
rxxL(w)  J(x)T
Y J(x) C(x)
#
: (4.14)
Par hypothese de continuite, si x verie la LICQ alors tout point realisable x susamment
proche de x verie a son tour la LICQ. Pour de tels points x strictement admissibles et tout
y > 0, on voit aisement que la jacobienne rF (w;) est non singuliere au point (x; y).
Denition 4.1.3 La condition susante du second ordre est satisfaite en w = (x; y) si
on a dTrxxL(w)d > 0 pour tout y 2 Y et tout vecteur non nul d qui verie rci(x)Td = 0,
pour tout i 2 AS et rci(x)Td  0 pour tout i 2 AW .
Le resultat ci-dessous a trait a l'existence de minima de la fonction barriere logarithmique.
On trouve ce resultat dans (Wright et Orban, 2002, theoreme 15) comme un cas particulier
de (Wright, 1992, theoreme 7).
Theoreme 4.1.4 Supposons que x est un point critique du premier ordre qui verie la
MFCQ et la condition susante du second ordre. Soit une suite fkg # 0 ou k > 0 pour
tout k. Alors
i. il existe un voisinage N de x tel que pour tout k susamment grand, (;k) admet
au moins un minimum dans F \N ,
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ii. toute suite de minima globaux fxkg de (;k) converge vers x,
iii. limk!1 f(x
k) = limk!1 (x
k;k) = f(x
).
Nous utiliserons le resultat technique suivant (Wright et Orban, 2002, corollaire 19) dans
la suite du chapitre 4.
Theoreme 4.1.5 Supposons que x est un point critique du premier ordre qui verie la
MFCQ et la condition susante du second ordre. Supposons de plus que AW 6= ;. Considerons
ensuite des suites fkg # 0 et fxkg ! x ou k > 0 et xk est un minimum local de (;k)
pour tout k. Alors
kxk   xk = (pk):
Enn le resultat suivant tire des resultats de (Forsgren et al., 2002, theoreme 3:12) fournit
la convergence des estimations des multiplicateurs de Lagrange.
Theoreme 4.1.6 Supposons que x est un point critique de premier ordre qui verie la
MFCQ et la condition susante du second ordre. Soit une suite fkg # 0 avec k > 0 pour
tout k. Alors,
i. il existe au moins une suite fxkg de minimiseurs de (;k) qui converge vers x,
ii. la suite fykg denie par yk := kC(xk) 1e converge vers un vecteur y 2 Y.
Notons que par denition xk et yk verie la condition de complementarite perturbee,
ci(x
k)yki = k pout tout i = 1; : : : ;m: (4.15)
A partir des theoremes 4.1.5 et 4.1.6 il est aise de deduire les estimations suivantes.
Lemme 4.1.7 Soit la suite fxkg, ou xk est un minimum local de la fonction barriere logarith-
mique (;k) qui converge vers x et soit la suite yk telle que denie dans le theoreme 4.1.6,
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avec fkg # 0. Si x verie la LICQ alors pour tout k susamment grand,
ci(x
k) = (k) y
k
i = (1) i 2 AS ; (4.16a)
ci(x
k) = (
p
k) y
k
i = (
p
k) i 2 AW ; (4.16b)
ci(x
k) = (1) yki = (k) i 2 I: (4.16c)
Preuve. A cause de (4.15), les estimations sur ci(x
k) decoulent directement de celles sur
yki , et reciproquement. Sous l'hypothese de la LICQ, la partie (ii) du theoreme 4.1.6 implique
que fykg ! y. Pour i 2 AS , yi > 0 et pour tout k susamment grand on a 12yi  yki  2yi
et donc (4.15) implique (4.16a). De me^me pour i 2 I ci(x) > 0 et pour tout k assez grand
on a 1
2
ci(x
)  ci(xk)  2ci(x). Ici encore (4.15) implique (4.16c). Enn pour i 2 AW un
developpement de Taylor donne ci(x
k) = rci(x)T (xk   x) + o(xk   x). Puisque la LICQ
est satisfaite au point x on tire du theoreme 4.1.5 que ci(x
k) = (xk   x) = (pk). De
nouveau (4.15) implique (4.16b).
Nous sommes maintenant en mesure de completer le theoreme 4.1.5 avec une estimation
de la distance entre les multiplicateurs de Lagrange exacts yk et les multiplicateurs optimaux
y. Nous avons tout d'abord besoin d'un cas particulier de (Wright et Orban, 2002) :
Lemme 4.1.8 Supposons que x satisfait les conditions necessaires du premier ordre (4.2).
Pour toute suite fkg # 0 alors la suite d'approximations des multiplicateurs yk verie
kyk   yk = O(kxk   xk) +O(k):
On en deduit l'estimation suivante de la distance entre yk et y.
Corollaire 4.1.9 Supposons que x est un point critique du premier ordre qui verie la LICQ
et la condition susante du second ordre. Supposons en plus que AW 6= ;. Soient des suites
k # 0 et fxkg ! x avec k > 0 et xk, un minimum local de (;k) pour tout k. Si fykg
est denie comme dans le theoreme 4.1.6 alors
yk   y = (pk):
72
Preuve. Si i 2 AW [I, en utilisant le fait que yi = 0, la denition de yk et les estimations
du lemme 4.1.7 on obtient que yki = jyki   yi j = (pk). Pour tout j = 1; : : : ;m on a
(ykj   yj )2  kyk   yk2:
En prenant j 2 AW 6= ;, on obtient jyki   yi j = 
(pk) pour tout i = 1; : : : ;m. On applique
alors le lemme 4.1.8 et le theoreme 4.1.5 pour obtenir kyk   yk = O(pk).
Tel que mentionne plus to^t, des criteres d'arre^t typiques de l'iteration interne dependent
de . Considerons les conditions d'arre^t suivantes
krf(xk) 
mX
i=1
ykirci(xk)k  k; (4.17a)
Lk  ci(xk)yki  Uk; i = 1; : : : ;m; (4.17b)
(c(xk); yk) > 0; (4.17c)
pour des constantes U > L > 0 et une suite de nombres positifs fkg qui tend vers zero.
Nous nous limitons a une analyse asymptotique et supposons donc que la suite fwkg =
f(xk; yk)g obtenue avec les conditions d'arre^t (4.17) est convergente. Puisque par denition
k ! 0 et k ! 0, il est evident que la limite de fwkg est un point critique du premier ordre
pour (4.1). Dans la suite du chapitre 4, nous supposons que cette limite est le point w des
theoremes 4.1.4, 4.1.5, 4.1.6 et du lemme 4.1.7. Cette hypothese est raisonnable puisqu'en
vertu des hypotheses de ces resultats, x est un minimum isole de (4.1).
Nous denissons les ensembles indicateurs faiblement actif, fortement actif et inactif, au
point primal-dual (x; y), suivants
AW (x; y; ) = fi = 1; : : : ;m j ci(x)  
1
2
  et yi  
1
2
 g; (4.18a)
AS(x; y; ) = fi 62 AW (x; y; ) et ci(x)  yig; (4.18b)
A(x; y; ) = AS(x; y; ) [ AW (x; y; ); et (4.18c)
I(x; y; ) = f1; : : : ;mg n A(x; y; ); (4.18d)
pour un parametre  2 (0; 1
2
) xe.
Par soucis de concision, nous faisons usage dans le reste du chapitre 4 des notations
allegees suivantes
AWk := AW (xk; yk; k); ASk := AS(xk; yk; k);
Ak := A(xk; yk; k); Ik := I(xk; yk; k):
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Notre premier resultat fournit des bornes sur les valeurs de ci(x
k) et yki pour les dierents
ensembles de (4.18). La preuve est directe a partir des denitions et de (4.17b).
Lemme 4.1.10 Si on utilise le test d'arre^t (4.17b) pour les iterations internes alors
L
1
2
+
k  ci(xk)  
1
2
 
k et L
1
2
+
k  yki  
1
2
 
k i 2 AWk ; (4.19a)
ci(x
k)  U
1
2
+
k et y
k
i > 
1
2
 
k i 2 ASk ; (4.19b)
ci(x
k) > 
1
2
 
k et y
k
i  U
1
2
+
k i 2 Ik: (4.19c)
Preuve. Soit i 2 AWk . De (4.17b), on a que Lk  ci(xk)yki  ci(xk)
1
2
 
k duquel on deduit
que ci(x
k)  L
1
2
+
k . On obtient de la me^me maniere la me^me borne inferieure sur y
k
i . Les
bornes superieures decoulent des denitions de AWk .
Si i 2 ASk , soit ci(xk)  
1
2
 
k < y
k
i , soit 
1
2
 
k < ci(x
k)  yki , mais dans tous les cas
yki > 
1
2
 
k . Les bornes sur ci(x
k) resultent du membre de droite de (4.17b).
Le raisonnement pour montrer les inegalites pour i 2 Ik est semblable.
Le lemme 4.1.10 suggere que les valeurs des contraintes et des multiplicateurs dans AWk
s'approchent asymptotiquement de zero a une vitesse plus lente que la solution exacte wk
du lemme 4.1.7. Plus  est grand, plus le taux de convergence est petit et plus l'ecart entre
les solutions approchee et exacte est grand. Comme on le verra par la suite les bornes du
lemme 4.1.10 sont pessimistes. Dans le reste de cette section nous etablissons que les ensembles
indicateurs (4.18) sont en fait exacts en ce sens qu'ils coincident asymptotiquement avec (4.10)
pour toute valeur  2 (0; 1
2
). En s'aidant de (4.17b), il n'est pas dicile de voir que pour tout
k assez grand les estimations (4.18b) et (4.18d) satisfont I  Ik et AS  ASk . L'inclusion
AW  AWk est un peu plus subtile a etablir. Puisque fAW ;AS ; Ig et fAWk ;ASk ; Ikg forment
deux partitions de f1; : : : ;mg pour tout k, on doit avoir l'egalite entre ces ensembles pour
tout k assez grand. Ceci est lie a (Monteiro et Wright, 1994, lemme 3:1) et est resume dans
le theoreme 4.1.13 ci-dessous. Le corollaire 4.1.14 resserre de maniere signicative les bornes
obtenues au lemme 4.1.10.
Avant d'arriver a ce theoreme, nous avons besoin des deux resultats techniques suivants.
Le premier resultat concerne le taux de convergence vers zero de la plus petite valeur singuliere
de la matrice Jacobienne de F (;k) pour k ! 0 en l'absence de la complementarite stricte.
Le second resultat donne une estimation de la distance entre une solution approchee primale-
duale wk qui verie (4.17) et une solution exacte wk.
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Lemme 4.1.11 Soit la suite f wkg du theoreme 4.1.6. Si x verie la LICQ et la condition
susante du second ordre, alors pour tout k assez grand, la plus petite valeur singuliere de
rF ( wk;k) satisfait
min(rF ( wk;k)) =
8<:(1) si A
W
 = ;;
(
p
k) sinon.
Preuve. Le cas AW = ; est evident puisque la valeur limite du jacobien rF (w; 0) est non
singuliere. Nous allons donc uniquement considerer le cas ou on a des contraintes faiblement
actives.
La matrice jacobienne de F a la structure en blocs suivante
rF ( wk;k) =
266664
rxxL( wk)  JAW (x
k)T  JAS (x
k)T  JI(xk)T
Y kAW JAW (x
k) CAW (x
k)
Y kAS JAS (x
k) CAS (x
k)
Y kIJI(x
k) CI(x
k)
377775 :
Puisque x verie la LICQ, un argument de continuite montre que pour des k assez grands,
la sous matrice de J(xk) composee des lignes correspondant aux indices dans AW [AS est de
rang maximal. A l'aide de (4.16) et de l'hypothese 4.1.1, on obtient les estimations suivantes
pour la norme de chacun des blocs de la jacobienne de F
rF ( wk;k) =
266664
O(1) (1) (1) O(1)
(
p
k) (
p
k)
(1) (k)
(k) (1)
377775 :
Rappelons que puisque rF ( wk;k) est carree, alors
min(rF ( wk;k)) = min(rF ( wk;k)T ) = minkzk2=1 krF ( w
k;k)
T zk2: (4.20)
Considerons alors le vecteur e[i] 2 Rn+m dont toutes les composantes sont nulles sauf la
composante n + i avec i 2 AW qui vaut 1. Puisque les valeurs singulieres non nulles d'une
matrice sont les me^mes que celle de sa transposee et comme
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krF ( wk;k))T e[i]k2 = (pk) on obtient que
min(rF ( wk;k)) = O(pk):
Pour simplier les notations posons r Fk := rF ( wk;k)) et k := min(r Fk). Les condi-
tions necessaire et susante d'optimalite pour (4.20) se reecrivent
r Fkr F Tk z = 2kz; kzk2 = 1:
Denissons alors
Wk :=
"
JAW (x
k)T Y kAW
CAW (x
k)
#
:
On verie aisement que le bloc (2; 2) de la matrice r Fkr F Tk est
W Tk Wk = Y
k
AW JAW (x
k)JAW (x
k)T Y kAW + CAW (x
k)2 = (k):
Nous aurons etabli notre resultat si nous pouvons identier z tel que kzk = 1 et zTW Tk Wkz =
(k), car ce faisant il sera susant de considerer z := (0; z; 0; 0). Cela revient a prouver
que la plus petite valeur singuliere non nulle de Wk est en (
p
k). En fait toutes les valeurs
singulieres de Wk sont en (
p
k). En eet si  > 0 est une valeur singuliere de Wk alors il
existe des vecteurs unitaires (u; v) et w tels que, en particulier,"
JAW (x
k)T Y kAW
CAW (x
k)
#
w =
"
JAW (x
k)T Y kAW w
CAW (x
k)w
#
= 
"
u
v
#
:
L'hypothese 4.1.1 et le fait que x satisfait la LICQ implique que JAW (x
k) est de plein rang
pour tout k assez grand. A l'aide du lemme 4.1.7 et du fait que (u; v) et w sont unitaires on
obtient
kJAW (x
k)T Y kAW wk = (
p
k) et kCAW (x
k)wk = (pk):
Cela etablit que  = O(
p
k).
Nous venons d'etablir que min = O(
p
k). Nous travaillons a etablir l'autre borne min =

(
p
k) que nous observons dans nos resultats numeriques.
Nous supposons dans la suite du chapitre 4 que min = (
p
k).
Lemme 4.1.12 Soit la suite f wkg du theoreme 4.1.6 et supposons que x satisfait la LICQ
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et la condition susante du second ordre. Si wk verie les conditions (4.17) avec k = O(k),
alors pour tout k assez grand
wk   wk = O(pk): (4.21)
Preuve. Soit le developpement de Taylor de F (;k) autour de wk
F (wk;k) = F ( w
k;k) +rF ( wk;k)(wk   wk) + o(wk   wk):
Par denition, F ( wk;k) = 0. De plus, rF ( wk;k) est non singuliere et reste uniformement
bornee. Il s'en suit alors que pour tout k assez grand,
wk   wk = (rF ( wk;k) 1F (wk;k)):
Les criteres d'arre^t (4.17) impliquent que F (wk;k) = O(k). En vertu du lemme 4.1.11, on
obtient (4.21).
Nous sommes maintenant pre^ts a etablir l'egalite entre les ensembles indicateurs et leurs
equivalents asymptotiques.
Theoreme 4.1.13 Supposons que la suite fwkg converge vers w, que x verie la LICQ
et la condition susante du second ordre et qu'une serie d'iterations internes est terminee
des que la condition (4.17) est satisfaite pour une suite de nombres positifs fkg # 0 et
k = O(k). Alors pour tout k susamment grand, on a
Ik = I; ASk = AS ; et AWk = AW :
Preuve. Supposons que i 2 AS , c'est-a-dire ci(xk)! 0 et yki ! yi > 0. Pour k assez grand
on a 0 < 1
2
yi  yki  2yi|et donc i 62 AWk |et ci(xk)  yki . D'ou i 2 ASk . On montre de la
me^me maniere que I  Ik. Le resultat sera etabli si nous pouvons montrer que AW  AWk .
A cette n, nous allons supposer que AW 6= ;. A l'aide du theoreme 4.1.5 et du lemme 4.1.12,
un developpement de Taylor conduit a, pour tout i 2 AW
ci(x
k) = (kxk   xk) = (kxk   xkk+ kxk   xk) = O(pk)  
1
2
 
k ;
ou nous avons utilise la LICQ et l'inegalite triangulaire. De me^me en s'aidant de (4.16b), on
a immediatement
yki = jyki   yi j  jyki   yki j+ jyki   yi j = O(pk) + (pk) = (pk)  
1
2
 
k :
77
Il s'en suit que pour tout k assez grand, on a i 2 AWk .
En utilisant (4.17b) et le theoreme 4.1.13, on tire directement que le lemme 4.1.7 est aussi
verie a la solution approchee wk tel qu'enonce dans le corollaire suivant.
Corollaire 4.1.14 Supposons que la suite fwkg converge vers w et que x verie la LICQ et
une condition susante du second ordre. Supposons aussi qu'une serie d'iterations internes
se terminent aussito^t que (4.17) est satisfaite, pour une suite de nombres positifs fkg # 0 et
k = O(k). Alors pour tout k susamment grand pour que le theoreme 4.1.13 soit verie,
on a
ci(x
k) = (k) y
k
i = (1) i 2 ASk ; (4.22a)
ci(x
k) = (
p
k) y
k
i = (
p
k) i 2 AWk ; (4.22b)
ci(x
k) = (1) yki = (k) i 2 Ik: (4.22c)
Preuve. Pour i 2 ASk = AS , fyki g ! yi > 0 et donc pour k assez grand, 0 < 12yi  yki 
2yi . Ceci combine avec (4.17b) conduit a (4.22a). La preuve pour (4.22c) est similaire. Pour
i 2 AWk = AW , le lemme 4.1.12 donne yki = yki + (yki   yki ) = O(pk), c'est-a-dire qu'il existe
une constante y > 0 telle que y
k
i  ypk. Ce qui avec (4.17b), donne ci(xk)  (L=y)pk.
Par le lemme 4.1.12 encore et la LICQ, on a ci(x
k) = ci(x
k) + (xk   xk) = O(pk). Par
consequent la premiere borne de (4.22b) suit. En usant encore de (4.17b), on etablit la seconde
borne de la me^me maniere.
4.2 De nouveaux ensembles de multiplicateurs
A partir de maintenant, nous supposons que le parametre barriere est mis a jour par la
regle superlineaire suivante
k+1 = 
1+
k ;  2 (0; 1): (4.23)
La formule de mise a jour (4.8) combinee avec (4.23) et (4.18) conduit a la denition suivante
des multiplicateurs mis a l'echelle
yk+i :=
8<:
=2
k y
k
i i 2 AWk ;
yki sinon:
(4.24)
Les estimations suivantes sur les distances decoulent directement des resultats de la section
precedente et de (4.24).
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Lemme 4.2.1 Si yk+i est denie comme dans (4.24) alors
i. wk   wk+ = (pk),
ii. wk+   wk = (pk),
iii. wk+   wk+1 = (pk),
iv. wk   w = (pk).
Preuve. En vertu du corollaire 4.1.14 et de (4.24), on a
wk   wk+ = ykAWk   y
k+
AWk
= (1  
1
2

k )y
k
AWk = (
p
k);
ce qui etablit la premiere borne. La deuxieme borne decoule de la premiere et du lemme 4.1.12.
La troisieme borne decoule du (ii), du theoreme 4.1.5, du lemme 4.1.7 et de l'inegalite trian-
gulaire. La derniere borne est deduite du theoreme 4.1.5, du corollaire 4.1.9, du lemme 4.1.12
et de l'inegalite triangulaire.
Lemme 4.2.2 Si le critere d'arre^t (4.17b) est utilise pour les iterations internes et si yk+
est tel que deni dans (4.24), alors il existe des constantes S > 0 et I > 0 telles que pour
tout k susamment grand,
L 
1
2

k 
yk+i
ci(x
k)
  1L 
1
2

k i 2 AWk ; (4.25a)
S k 
ci(x
k)
yk+i
  1S k i 2 ASk ; (4.25b)
I k 
yk+i
ci(x
k)
  1I k i 2 Ik: (4.25c)
Preuve. Les bornes (4.25a) proviennent directement du lemme 4.1.10 et de (4.24). Suppo-
sons que l'indice k est susamment grand pour que le theoreme 4.1.13 et le corollaire 4.1.14
s'appliquent. Pour i 2 ASk [ Ik, yk+i = yki . Les bornes (4.25b) et (4.25c) suivent alors de
(4.22a) et (4.22c), respectivement.
Pour rester concis, nous utilisons la notation suivante dans le reste du chapitre 4
AWk+ := AW (xk; yk+; k); ASk+ := AS(xk; yk+; k); Ik+ := I(xk; yk+; k):
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Puisque notre intere^t ne porte que sur le comportement asymptotique, dans les futurs
resultats nous supposerons que le parametre barriere est inferieur a 1 et converge vers 0
lorsque eleve a une puissance positive a plusieurs reprises.
Le prochain lemme montre qu'asymptotiquement, les ensembles indicateurs ne sont pas
modies par la mise a jour des multiplicateurs.
Lemme 4.2.3 Supposons que yk+ est deni comme dans (4.24). Alors pour k assez grand,
AWk+ = AWk , ASk+ = ASk et Ik+ = Ik.
Preuve. Soit i 2 AWk . De (4.24) on a yk+i = 
1
2

k y
k
i  
1
2
+ 1
2
 
k  
1
2
 
k et donc i 2 AWk+.
Inversement, si i 2 AWk+, supposons que i 62 AWk . Alors (4.24) implique que yki = yk+i  
1
2
 
k ,
ce qui est contradictoire.
La denition (4.18b) et (4.24) conduisent a ASk+ = fi 62 AWk+ et ci(xk)  yk+i g = fi 62
AWk et ci(xk)  yki g = ASk .
On deduit directement de (4.18d) et des deux resultats precedents que Ik+ = f1; : : : ;mgn
(ASk+ [ AWk+) = f1; : : : ;mg n (ASk [ AWk ) = Ik.
Une consequence directe du resultat precedent et du theoreme 4.1.13 est que les ensembles
indicateurs associes aux multiplicateurs mis a l'echelle coincident aussi asymptotiquement
avec les ensembles actifs optimaux.
Notons S(x; y) et B(x; y), les ensembles des indices des < petites > et < grandes > com-
posantes de ci(x), respectivement
S(x; y) := fi = 1; : : : ;m j ci(x)  yig; (4.26a)
B(x; y) := f1; : : : ;mg n S(x; y): (4.26b)
Le resultat suivant montre qu'avec la mise a jour (4.24) des variables duales faible-
ment actives, les < petites > contraintes sont les contraintes fortement actives tandis que
les contraintes faiblement actives font partie des < grandes > contraintes. En outre ce par-
titionnement des contraintes est possible avec une mise a jour superlineaire du parametre
barriere.
Tout comme precedemment, on note Sk, Sk+, Bk et Bk+ les ensembles S(xk; yk), S(xk; yk+),
B(xk; yk) et B(xk; yk), respectivement.
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Lemme 4.2.4 Supposons que le critere d'arre^t utilise pour les iterations internes est (4.17b).
Si le parametre barriere est mis a jour comme dans (4.23) et si les variables duales sont mises
a l'echelle par (4.24), alors pour tout k susamment grand, on a
Sk+ = ASk et Bk+ = AWk [ Ik: (4.27)
Plus encore pour tout k susamment grand,
ci(x
k)
yk+i
! 0 pour i 2 Sk+; et
yk+i
ci(x
k)
! 0 pour i 2 Bk+: (4.28)
Preuve. L'inclusion ASk  Sk+ decoule directement de (4.18) et de (4.24). Pour montrer
l'inclusion inverse, observons que si i 2 Sk+ on a ci(xk)  yk+i et il est impossible que i 2 AWk
car sinon, les membres de gauche de (4.17b) et (4.24) impliqueraient que
Lk  ci(xk)yki  yk+i yki = =2k (yki )2 = (
1+ 1
2

k ); (4.29)
Donc i 62 AWk . En consequence, yk+i = yki et ci(xk)  yki , ce qui signie que i 2 ASk .
De me^me, on voit immediatement que Ik  Bk+. Pour tout i 2 AWk on a yk+i = =2k yki .
On ne peut avoir ci(x
k)  yk+i car sinon comme ci-dessus le membre de gauche de (4.17b)
impliquerait (4.29) qui contredit nos hypotheses, et donc i 2 Bk+. L'inclusion Bk+  AWk [Ik
se montre par un argument similaire. Nous avons donc etabli (4.27).
La preuve de (4.28) decoule directement du lemme 4.2.2.
Soit une suite f(xk; yk)g veriant (4.17) et la suite mise a jour f(xk; yk+)g ou yk+ est
denie comme dans (4.24). Il est clair, en vertu de (4.17) et de nos hypotheses de continuite
sur f et ci, que toute valeur d'adherence de f(xk; yk)g satisfait (4.2). Compte tenu de (4.17a)
et (4.24) nous avons aussi
krf(xk) 
mX
i=1
yk+i rci(xk)k  krf(xk) 
mX
i=1
ykirci(xk)k+
X
i2AWk
jyk+i   yki jrci(xk)
 k +
X
i2AWk
yki (1  =2k )rci(xk):
En passant a la limite, le terme du membre de droite de l'expression ci-dessus converge vers
zero car k ! 0 par denition et aussi a cause de (4.19a). De me^me en invoquant (4.17b),
(4.19a) et (4.24) encore, nous avons que pour tout i 2 AWk ,
0  lim
k!1
ci(x
k)yk+i  lim
k!1

=2
k ci(x
k)yki  lim
k!1
U
1+=2
k = 0:
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Par consequent tout point d'adherence de f(xk; yk+)g verie egalement (4.2). On peut montrer
de la me^me maniere que tout point d'adherence de f(xk; yk)g est aussi un point d'adherence
de f(xk; yk+)g, puisque les seules composantes de yk aectees par (4.24) sont celles dans AWk
et ces dernieres convergent vers zero.
Nous fermons la section avec des bornes sur la distance entre les quantites primales et
duales utilisees dans le calcul du pas de Newton.
Lemme 4.2.5 Il existe des constantes 1 > 0 et 2 > 0 telles que pour k susamment grand
1k  jci(xk) 
k+1
yki
j  2k; i 2 ASk ; (4.30)
1
p
k  jyki  
k+1
ci(x
k)
j  2pk; i 2 AWk ; (4.31)
1k  jyki  
k+1
ci(x
k)
j  2k; i 2 Ik: (4.32)
Preuve. Observons que yki ! yi > 0 pour tout i 2 ASk , et ci(xk)! ci(x) > 0 pour i 2 Ik.
Donc en choisissant k susamment grand
1
2
yi  yki  2yi ; i 2 ASk ;
et
1
2
ci(x
)  ci(xk)  2ci(x); i 2 Ik:
Ce resultat avec (4.17b) nous donne
L
2yi
k  ci(xk) 
2U
yi
k et
k+1
2yi
 k+1
yki
 2k+1
yi
; i 2 ASk ;
et
L
2ci(x
)
k  yki 
2U
ci(x
)
k et
k+1
2ci(x
)
 k+1
ci(x
k)
 2k+1
ci(x
)
; i 2 Ik:
Le resultat decoule alors du fait que k+1 = o(k). On etablit (4.31) de maniere similaire en
combinant (4.22b) avec (4.23).
4.3 Convergence superlineaire
Nous abordons ici la question de savoir comment atteindre les conditions d'arre^t (4.17)
a l'iteration k + 1, a partir de l'itere mis a jour (xk; yk+). Une approche classique est de
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lineariser le systeme primal-dual (4.4) autour de (xk; yk+). Pour alleger l'ecriture et puisque
les ensembles Sk et Bk se stabilisent eventuellement et sont egaux a S = AS et B = AW [I,
respectivement, nous allons utilise les notations simpliees suivantes S = S;W := AW et
I = I. Nous notons egalement
yS := yAS ; yW := yAW ; yI := yI :
Dans ce qui suit, nous supposons que fwkg ! w et que w satisfait la LICQ et la condition
susante du second ordre|voir denition 4.1.3 Le partitionnement des contraintes (4.27) au
point (xk; y+) induit les partitions correspondantes des matrices J(xk), C(xk) et Y +
J(xk) =
h
JB(x
k) JS(x
k)
i
; C(xk) =
"
CB(x
k)
CS(x
k)
#
; Y k+ =
"
Y k+B
Y kS
#
;
ou les sous-matrices sont evaluees implicitement au point (xk; yk+). Le systeme (4.4) se reecrit
sous la forme symetrique suivante264 Hk+ JB(x
k)T JS(x
k)T
JB(x
k)  CB(xk)(Y k+B ) 1
JS(x
k)  CS(Y kS ) 1
375
264 x yB
 yS
375 =
264 J
T (xk)yk+  rf(xk)
k+1(Y
k+
B )
 1e  cB(xk)
k+1(Y
k
S )
 1e  cS(xk)
375 ; (4.33)
ou Hk+ := H(x
k; yk+), et nous avons utilise l'identite yk+S = y
k
S . En pivotant autour du bloc
(2; 2) dans la me^me veine que Gould (1986), on obtient le systeme reduit equivalent"
Hk+ JS(x
k)T
JS(x
k)  CS(xk)(Y kS ) 1
#"
x
 yS
#
=
"
JS(x
k)TyS + JB(x
k)TyP, kB  rf(xk)
k+1Y
 1
S e  cS(xk)
#
; (4.34)
ou on a deni
Hk+ := Hk+ + JB(x
k)TCB(x
k) 1Y k+B JB(x
k);
et ou yP, kB := yB(x
k; k+1) = k+1CB(x
k) 1e sont les estimations des multiplicateurs primaux
au point xk, calculees avec le parametre barriere k+1. Une fois x et yS evalues a partir
de (4.34), on peut obtenir yB par la formule
yB = y
P,k
B   yk+B   Y k+B CB(xk) 1JB(xk)x: (4.35)
Soit (x; y) un point d'adherence de f(xk; yk)g. En passant a la limite avec une sous-suite
de f(xk; yk)g appropriee, il decoule de l'hypothese 4.1.1 et du lemme 4.2.4 que la matrice
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coecient du systeme reduit (4.34) demeure bornee et converge vers la matrice non singuliere"
H(x; y) JS(x
)T
JS(x
) 0
#
:
Par hypothese de continuite, pour tout (x; y) susamment proche de (x; y), la matrice
coecient de (4.34) est uniformement bornee de me^me que son inverse.
Le lemme technique suivant nous sera utile, voir par exemple (Lu et Shiou, 2002) pour
plus de resultats de ce type.
Lemme 4.3.1 Soit la matrice bloc
M :=
"
A BT
B D
#
ou A et D sont carrees et D est non singuliere. Alors M est non singuliere si et seulement
si le complement de Schur S := A BTD 1B est non singulier et
M 1 =
"
S 1  S 1BTD 1
 D 1BS 1 D 1 +D 1BS 1BTD 1
#
:
Pour etudier les proprietes de convergence locale des methodes de points interieurs avec
la mise a jour des multiplicateurs, nous devons d'abord determiner la taille asymptotique du
premier pas de Newton pour un nouveau tour d'iterations internes.
Lemme 4.3.2 Supposons que wk verie (4.17) avec  = O(
p
k) que y
k+ est deni par
(4.24) et que S est non vide. Soit w le pas de Newton calcule selon (4.34){(4.35). Alors
x = (k), yS = (
p
k), yW = (
1
2
+ 1
2

k ) et yI = (k).
Preuve. Debutons par une borne sur la taille du second membre de (4.34). De (4.17a) et
du lemme 4.2.5 on a
JTS (x
k)ykS + JB(x
k)TyP,kB  rf(xk) = (JT (xk)yk  rf(xk)) + JB(xk)T (yP, kB   ykB)
 k +(pk)
= (
p
k):
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D'un autre cote, en usant du lemme 4.2.5 une fois de plus il vient que
k+1(Y
k
S )
 1e  cS(xk) = (k):
On a donc etabli que le membre de droite de (4.34) est de taille (
p
k). Puisque la matrice
coecient de (4.34) a un inverse uniformement borne, on en deduit que x = (
p
k) et
yS = (
p
k). Nous montrons maintenant que la borne sur x peut e^tre resserree a l'aide
du lemme 4.3.1. Par identication des blocs de la matrice M du lemme 4.3.1 avec ceux de la
matrice Kk dans (4.34) et en faisant appel a la LICQ et au lemme 4.2.2 on a
A = O(1); B = (1); D = ();
si bien que S = ( 1k ). En multipliant K
 1
k par le membre de droite de (4.34) on a x =
(k)(
p
k) + (1)(k) = (k) comme annonce.
En substituant cette estimation de x dans (4.35), on obtient
yW = (y
P,k
W   yk+W )  Y k+W CW(xk) 1JW(xk)x
= (
1
2
+ 1
2

k ) + (
1
2

k )(k)
= (
1
2
+ 1
2

k );
ou nous avons utilise le corollaire 4.1.14 (4.23), (4.24) et le lemme 4.2.2. De me^me on a
yI = (y
P,k
I   yI)  YICI(xk) 1JI(xk)x
= (k) + (k)
= (k);
ce qui complete la preuve.
Nous sommes maintenant pre^ts a montrer qu'une longueur de pas unite dans la direction
w a partir de l'itere mis a jour w+ conduit a un nouvel itere strictement realisable wk+1 =
wk + w. La direction de recherche w satisfait (4.34). En particulier, l'identite suivante
nous sera utile
ci(x
k) +rci(xk)Tx = (k+1   ci(xk)yi)=yk+i ; i = 1; 2; : : : ;m: (4.36)
Le prix a payer pour obtenir cette propriete essentielle est que  doit e^tre plus petit que 1
2
.
Cela limite eectivement l'ordre de convergence, comme on le verra plus tard. Malgre cette
limitation, on atteint toujours une convergence superlineaire.
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Lemme 4.3.3 Supposons que wk satisfait (4.17) avec k = O(k) et que y
k+ est deni
par (4.24) avec  2 (0; 1
2
). Supposons aussi que k est mis a jour selon la regle (4.23) et
que S 6= ;. Soit w le pas de Newton calcule selon (4.34){(4.35). Alors le nouvel itere
wk+1 := wk + w est strictement realisable pour (4.1), c'est-a-dire que c(xk+1) > 0 et
yk+1 > 0.
Preuve. Considerons le cas ou i 2 AS . Le corollaire 4.1.14 et le lemme 4.3.2 conduisent
a yk+i = y
k
i = (1) et yi = (
p
k). Donc y
k+1
i = (1) + (
p
k) > 0 pour tout k assez
grand. En vertu de (4.36) et d'un developpement de Taylor, on obtient
ci(x
k+1) = ci(x
k) +rci(xk)x+O(kxk2)
= (k+1   ci(xk)yi)=yk+i +O(kxk2)
= (+1k +(
3
2
k ))=y
k+
i +O(
2
k);
> 0;
ou nous avons utilise (4.36) et l'hypothese  2 (0; 1
2
).
Soit maintenant i 2 I. De la denition de w, du corollaire 4.1.14 et du lemme 4.3.2 on
a
yk+1i = y
k
i +yI
= yP;kI   Y kI CI(xk) 1JI(xk)x
= (1+k ) +O(
2
k) > 0:
Tout comme precedemment, en utilisant le me^me developpement de Taylor, on deduit que
ci(x
k+1) = (1) +O(k) > 0.
Enn si i 2 AW , on a yk+i = (
1
2
+ 1
2

k ). On peut rearranger (4.36) comme suit
yk+1i = (k+1   yk+i rci(xk)Tx)=ci(xk)
= (+1k +(
1
2
+ 1
2

k )(k))=ci(x
k)
= (+1k +(
3
2
+ 1
2

k )=ci(x
k) > 0
en vertu du fait que  2 (0; 1), soit encore 1 +  < 3
2
+ 1
2
. Finalement ci(x
k+1) = (
p
k) +
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(k) > 0 pour tout k susamment grand.
Notre prochain resultat etablit que le nouvel itere wk+1 satisfait les criteres d'arre^t des
iterations internes (4.17) avec k+1. Une tentative naive en utilisant un developpement de
Taylor du premier ordre et la denition de w
F (wk+1;k+1) = F (w
k+;k+1) +rF (wk+;k+1)w +O(w)2 = O(w)2
n'est pas concluante car selon le lemme 4.3.2 w = O(
p
k). On a seulement dans ce cas
F (wk+;k+1) = O(k). Une analyse plus ne est donc requise.
Lemme 4.3.4 Supposons que wk verie (4.17) avec k = O(k), y
k+ est deni comme dans
(4.24) et que S est non vide. Si k est mis a jour par la regle (4.23) avec  2 (0; 12) et si w
est calcule selon (4.34){(4.35) alors wk+1 := wk++w satisfait (4.17) avec k+1, c'est-a-dire
krxL(wk+1)k  k+1; (4.37a)
Lk+1  ci(xk)yki  Uk+1; i = 1; : : : ;m; (4.37b)
(c(xk+1); yk+1) > 0: (4.37c)
Preuve. La condition de positivite (4.37c) a deja ete etablie par le lemme 4.3.3. Pour
montrer la condition (4.37a), notons que le premier bloc de (4.33) peut s'ecrire
(rf(xk) +r2f(xk)x) 
mX
i=1
yk+i (rci(xk) +r2ci(xk)x)  J(xk)Ty = 0:
Notre intere^t porte sur la quantite
rxL(wk+1) = rf(xk+1) 
mX
i=1
yk+1i rci(xk+1):
Par un developpement de Taylor d'ordre un, on a
rf(xk+1) = rf(xk) +r2f(xk)x+O(2k);
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et pour tout i = 1; : : : ;m
yk+1i rci(xk+1) = (yk+i +yi)[rci(xk) +r2ci(xk)x+O(2k)]
= yk+1i [rci(xk) +r2ci(xk)x] +O(
5
2
k )
= yk+i [rci(xk) +r2ci(xk)x] + yirci(xk) +O(
3
2
k );
ou nous avons successivement utilise le corollaire 4.1.14, (4.24), le lemme 4.3.2 et le fait que
les plus grands restes sont yk+S = 
p
k et yS = 
p
k. En combinant ces diverses relations,
on peut alors donner une estimation de la taille du gradient du lagrangien au point wk+1
rxL(wk+1) = [rf(xk) +r2f(xk)x]
=  
mX
i=1
yk+i [rci(xk) +r2ci(xk)x] 
mX
i=1
ykirci(xk) +O(
3
2
k )
= rxL(wk+) +rxxL(wk+)x  J(xk)Ty +O(
3
2
k );
ou nous utilisons le fait que le terme d'erreur dominant provient de y = (
p
). En utilisant
(4.33) il reste rxL(wk+1) = O(
3
2
k ), lequel avec l'hypothese  2 (0; 12) et (4.23) est d'ordre
o(k+1). Par consequent (4.37a) est necessairement veriee pour k susamment grand.
Nous procedons de la me^me maniere pour prouver (4.37b). A cette n, nous faisons encore
appel a (4.36). Notons d'abord que pour tout i = 1; 2; : : : ;m, on a
ci(x
k+1)yk+1i = [rci(xk) +r2ci(xk)x+O(2k)](yk+i +yi)
= k+1 + y
k+
i O(
2
k) + yi[r2ci(xk)x+O(2k)]:
La condition de centralite pour le nouvel itere s'ecrit alors
ci(x
k+1)yk+1i   k+1 = yk+i O(2k) + yi[r2ci(xk)x+O(2k)]:
D'apres le lemme 4.3.2, on sait que x = O(k) et les plus grandes contributions des variables
duales proviennent de ykS et yS qui sont tous d'ordre O(
p
k). D'ou
ci(x
k+1)yk+1i   k+1 = O(
3
2
k ) = o(k+1);
pour les me^mes raisons que ci-dessus. On conclut donc qu' asymptotiquement un seul pas de
Newton est susant pour satisfaire les criteres d'arre^t de l'iteration interne pour k+1.
Nous terminons cette section avec notre principal resultat qui rassemble tous les resultats
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precedents et etablit la convergence superlineaire de la suite d'iteres primaux-duaux.
Theoreme 4.3.5 Supposons que la suite fwkg satisfait (4.17) avec k = O(k), que yk+ est
deni comme dans (4.24) et que S 6= ;. Si k est mis a jour par la regle (4.23) avec  2 (0; 12)
et si w est calcule selon (4.34){(4.35), alors wk+1 := wk+ + w verie (4.17) avec k+1.
De plus la suite fwkg converge superlineairement vers w avec un taux sous-32 , c'est a dire
lim
k!1
kwk+1   wk
kwk   wk = limk!1
kwk+1   wk
kwk+   wk = 0;
pour tout  2 (1; 1 + ).
Preuve. Il ne reste que la derniere propriete a etablir. Mais en vertu du lemme 4.2.1, on a
kwk+1   wk
kwk   wk = (
1
2
(1+ )
k ) = o(1);
la derniere egalite decoulant de l'hypothese sur  .
4.4 Illustration numerique
Dans cette section, nous rapportons des resultats numeriques preliminaires sur des exemples
simples a des ns d'illustration. Des resultats sur un plus large ensemble de problemes avec
des contraintes faiblement actives apparaissent au chapitre 5.
Nous avons utilise les valeurs suivantes pour les parametres du probleme
 = 0:25;  = 0:49:
Ci-dessous, la sortie d'IPOPT2 sur le probleme
minimiser
x2R1000
1
2
1000X
i=1
(xi   i)2 sujet a xi   i  0; i = 1; : : : ; 1000; (4.38)
dont la solution optimale est (0; 0; : : : ; 0) ou toutes les contraintes sont faiblement actives.
ITER ERR MU ||C|| ||D|| ALFA(X) #LS F Regu
0 .100D+01d .100D+00 .316D+00 .000D+00 .000D+00 0 0.79409339D-22 .000D+00
0 .100D+01d .200D-01 .316D+00 .000D+00 .000D+00 0 -.14220889D-19 .000D+00
1 .191D-01c .200D-01 .110D-15 .113D+01 .100D+01f 1 0.44113263D+00 .000D+00
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2 .120D-02c .294D-02 .000D+00 .155D+01 .100D+01f 1 0.20712039D+01 .000D+00
3 .953D-03c .169D-03 .000D+00 .138D+01 .100D+01f 1 0.56093810D+00 .000D+00
4 .279D-03c .240D-05 .000D+00 .747D+00 .100D+01f 1 0.14083476D+00 .000D+00
5 .692D-04c .240D-05 .000D+00 .372D+00 .100D+01f 1 0.35810781D-01 .000D+00
6 .167D-04c .240D-05 .000D+00 .183D+00 .100D+01f 1 0.95622835D-02 .000D+00
7 .478D-05c .423D-08 .000D+00 .978D-01 .100D+01f 1 0.23916224D-02 .000D+00
8 .119D-05c .423D-08 .000D+00 .489D-01 .100D+01f 1 0.59896011D-03 .000D+00
9 .297D-06c .423D-08 .000D+00 .244D-01 .100D+01f 1 0.15079729D-03 .000D+00
10 .733D-07c .423D-08 .000D+00 .121D-01 .100D+01f 1 0.38762795D-04 .000D+00
11 .173D-07c .423D-08 .000D+00 .589D-02 .100D+01f 1 0.10775896D-04 .000D+00
12 .516D-08c .455D-09 .000D+00 .321D-02 .100D+01f 1 0.28086173D-05 .000D+00
On observe dans ce tableau a la colonne 3 qui donne la valeur du parametre  qu'IPOPT
eectue plusieurs iterations internes a partir de l'iteration 4. Et la norme de l'erreur residuelle
du l'approximation du systeme primal-dual de la colonne 2 decrit un comportement non
superlineaire. Avec la mise a jour des variables duales par (4.24), la nouvelle sortie de IPOPT
est decrite dans le tableau ci-dessous
ITER ERR MU ||C|| ||D|| ALFA(X) #LS F Regu
0 .100D+01d .100D+00 .316D+00 .000D+00 .000D+00 0 0.79409339D-22 .000D+00
0 .100D+01d .200D-01 .316D+00 .000D+00 .000D+00 0 -.14220889D-19 .000D+00
1 .191D-01c .200D-01 .110D-15 .113D+01 .100D+01f 1 0.44113263D+00 .000D+00
2 .343D-02c .294D-02 .439D-15 .224D+01 .100D+01f 1 0.31845692D+01 .000D+00
3 .125D-03c .169D-03 .000D+00 .280D+01 .100D+01f 1 0.14694891D+00 .000D+00
4 .140D-05c .240D-05 .000D+00 .679D+00 .100D+01f 1 0.19000940D-02 .000D+00
5 .227D-08c .423D-08 .000D+00 .836D-01 .100D+01f 1 0.32502084D-05 .000D+00
ou on observe maintenant la convergence superlineaire a travers la norme de l'erreur residuelle
de la colonne 2 qui tend vers zero Q-superlineairement.
Considerons a present le probleme
minimiser
x2R8
x1 + 2x5   x8 + 12
8X
i=1
x2i ; (4.39a)
sujet a x1   2:5  0 : y1; (4.39b)
0  x2  4:1 : (y2; y3); (4.39c)
x3; x4  0 : (y4; y5); (4.39d)
0:5  x5  4 : (y6; y7); (4.39e)
x6; x7  0 : (y8; y9); (4.39f)
0  x8  4:3 : (y10; y11); (4.39g)
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de la collection (Bongartz et al., 1995; Gould et al., 2003). La solution optimale de (4.39)
est x = (2:5; 0; 0; 0; 0:5; 0; 0; 1). La contrainte (4.39b), les bornes inferieures des contraintes
(5.33c) et (4.39e) ainsi que les contraintes (4.39d) et (4.39f) sont actives au point x. Les
multiplicateurs de Lagrange correspondants sont y1 = 3:5; y

2 = 0; y

4 = 0; y

5 = 0, y

6 =
2:5; y8 = 0 = x

6 et y

9 = 0. Donc la borne inferieure de (4.39c) et les contraintes (4.39d) {
(4.39f) sont faiblement actives au point x qui verie la LICQ. A present le tableau ci-dessous
donne la sortie d'IPOPT2 pour le probleme (4.39)
ITER ERR MU ||C|| ||D|| ALFA(X) #LS F Regu
0 .370D+01c .100D+00 .203D+01 .000D+00 .000D+00 0 0.20000000D+01 .000D+00
1 .797D+00c .100D+00 .000D+00 .208D+01 .100D+01h 1 0.70344611D+01 .000D+00
2 .813D-01c .200D-01 .000D+00 .650D+00 .100D+01f 1 0.64128126D+01 .000D+00
3 .141D-01c .294D-02 .000D+00 .367D+00 .100D+01f 1 0.62983432D+01 .000D+00
4 .417D-02c .169D-03 .000D+00 .204D+00 .100D+01f 1 0.62611810D+01 .000D+00
5 .100D-02c .169D-03 .000D+00 .100D+00 .100D+01f 1 0.62532631D+01 .000D+00
6 .291D-03c .240D-05 .000D+00 .540D-01 .100D+01f 1 0.62507391D+01 .000D+00
7 .723D-04c .240D-05 .000D+00 .269D-01 .100D+01f 1 0.62501913D+01 .000D+00
8 .175D-04c .240D-05 .000D+00 .132D-01 .100D+01f 1 0.62500544D+01 .000D+00
9 .497D-05c .423D-08 .000D+00 .705D-02 .100D+01f 1 0.62500123D+01 .000D+00
10 .124D-05c .423D-08 .000D+00 .352D-02 .100D+01f 1 0.62500030D+01 .000D+00
11 .309D-06c .423D-08 .000D+00 .176D-02 .100D+01f 1 0.62500007D+01 .000D+00
12 .763D-07c .423D-08 .000D+00 .873D-03 .100D+01f 1 0.62500001D+01 .000D+00
13 .181D-07c .423D-08 .000D+00 .425D-03 .100D+01f 1 0.62500000D+01 .000D+00
14 .535D-08c .455D-09 .000D+00 .231D-03 .100D+01f 1 0.62499999D+01 .000D+00
ou on observe une fois de plus la convergence non superlineaire. Avec la mise a l'echelle des
multiplicateurs faiblement actifs IPOPT resout a present (4.39) selon le tableau suivant
ITER ERR MU ||C|| ||D|| ALFA(X) #LS F Regu
0 .370D+01c .100D+00 .203D+01 .000D+00 .000D+00 0 0.20000000D+01 .000D+00
1 .797D+00c .100D+00 .000D+00 .208D+01 .100D+01h 1 0.70344611D+01 .000D+00
2 .939D-01c .200D-01 .000D+00 .824D+00 .100D+01f 1 0.63401135D+01 .000D+00
3 .836D-03c .294D-02 .000D+00 .369D+00 .100D+01f 1 0.62652637D+01 .000D+00
4 .308D-04c .169D-03 .000D+00 .149D+00 .100D+01f 1 0.62508376D+01 .000D+00
5 .414D-06c .240D-05 .000D+00 .394D-01 .100D+01f 1 0.62500115D+01 .000D+00
6 .765D-09c .423D-08 .000D+00 .501D-02 .100D+01f 1 0.62499999D+01 .000D+00
Et la aussi, on observe la convergence superlineaire de la norme de l'erreur residuelle primale-
duale de la colonne 2. A travers ces deux exemples, on voit que notre approche de mise a
jour est eective. Nous avons choisi le probleme (4.38) car il ne contient que des contraintes
faiblement actives et (4.39) qui contient des contraintes faiblement actives et des contraintes
fortement actives.
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4.5 Discussion
Dans cette etude, nous avons conduit l'entierete de notre analyse en vertu de la condition
de qualication forte qu'est la LICQ. La question de savoir si ces resultats restent valides
avec une contrainte de qualication plus faible, telle que la MFCQ stricte (Kyparisis, 1985)
ou la MFCQ, reste ouverte.
Une analyse spectrale de (4.14) plus approfondie que dans le lemme 4.1.11 pourrait en
reveler davantage sur le comportement des iteres en l'absence de la complementarite stricte.
A cet egard, il est interessant de noter que nous pouvons nous limiter a un systeme avec des
valeurs propres reelles. En eet, en reecrivant la fonction primale-duale (4.12) sous la forme
F (w;) :=
"
rxL(w)
e  C(x)y
#
;
on obtient
rF (w;) =
"
rxxL(w)  J(x)T
 Y J(x)  C(x)
#
:
Considerons alors la matrice diagonale par blocs non singuliere D = blkdiag(I; Y 12 ), on a
la transformation de similarite suivante
D 1rF (w;)D =
"
rxxL(w) J(x)TY
1
2
Y
1
2J(x)T  C(x)
#
:
Puisque cette derniere matrice est symetrique, on conclut que rF (w;) a des valeurs propres
reelles.
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CHAPITRE 5
UNE COLLECTION DE PROBLEMES NON STRICTEMENT
COMPLEMENTAIRES : TESTS NUMERIQUES COMPARATIFS ENTRE
IPOPT, KNITRO ET LOQO
5.1 Introduction
Soit le probleme d'optimisation non lineaire general, non convexe
minimiser
x2Rn
f(x) sujet a h(x) = 0; c(x)  0; (5.1)
ou f : Rn ! R; h : Rn ! Rp et c : Rn ! Rm sont des fonctions deux fois continu^ment
dierentiables.
Si la complementarite stricte n'est pas satisfaite a une solution locale x, nous n'avons pas
connaissance d'un resultat qui garantisse l'existence d'une trajectoire centrale autour de x
pour le probleme non lineaire general (5.1). En depit de cette observation, les methodes de
points interieurs ont ete utilisees pour resoudre des problemes avec des contraintes faiblement
actives avec plus ou moins de succes. Cependant me^me en cas de succes, aucune convergence
locale rapide n'est garantie a cause du lien qui existe entre la condition de complementarite
stricte et la regularite des sous problemes utilises pour calculer la direction de deplacement.
Pour ces raisons, une collection de problemes non strictement complementaires est utile
pour tester l'ecacite de divers algorithmes de points interieurs classiques ainsi que d'autres
types de methodes sur ce type de problemes. A notre connaissance, parmi les collections exis-
tantes, aucune n'est speciquement dediee aux problemes faiblement actifs. Dans ce chapitre,
nous rassemblons des problemes faiblement actifs a partir des collections deja existantes et de
la litterature. Pour la plupart de ces problemes, un point stationnaire, les multiplicateurs de
Lagrange associes ainsi que la condition de qualication satisfaite sont donnes. On subdivise
les problemes en deux groupes : les problemes reguliers qui satisfont la LICQ et les problemes
non reguliers qui ne satisfont pas la LICQ.
Les algorithmes de points interieurs usuels (IPMs) ont un taux de convergence locale au
mieux lineaire sur les problemes non strictement complementaires. Par la technique de mise
a l'echelle des multiplicateurs non strictement complementaires exposee au chapitre 4, nous
recuperons la convergence superlineaire pour les IPM. Cette mise a l'echelle a ete incorporee
a la version Fortran de IPOPT, un solveur a source libre pour les problemes d'optimisation
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non lineaires de grande taille et qui utilise un algorithme de points interieurs et une recherche
lineaire avec une methode de ltre (Wachter et Biegler, 2006; Wachter, 2009).
Nous comparons l'approche de mise a l'echelle duale avec la version standard de IPOPT et
avec deux autres solveurs de points interieurs que sont KNITRO (Waltz et Plantenga, 2006)
et LOQO (Vanderbei, 2008). Par souci d'exhaustivite, nous incluons les resultats de SNOPT
(Gill et al., 2005, 2008), le solveur utilise pour detecter les contraintes non strictement com-
plementaires. SNOPT minimise de maniere iterative une approximation quadratique d'une
version modiee du lagrangien de (5.1)
L(x; xk; yk) := f(x)  yTk (c(x)  cL(x; xk)) ;
avec
cL(x; xk) := c(xk) + J(xk)(x  xk);
sous les contraintes correspondant a la linearisation des contraintes non lineaires cL(x; xk) 
0 ou J(x) = rc(x)T est la matrice jacobienne des contraintes de (5.1). Une methode de
contrainte active est utilisee pour resoudre ce probleme. Nous avons inclus SNOPT dans nos
tests car il identie plus precisement les contraintes faiblement actives que IPOPT, KNITRO
et LOQO. Nous utilisons la variante Interior/Direct de KNITRO qui calcule un nouvel itere
en resolvant directement le systeme de KKT primal-dual. Tout comme KNITRO (Waltz
et Plantenga, 2006) et LOQO (Vanderbei, 2008) IPOPT utilise un algorithme de points
interieurs primal-dual pour resoudre un probleme non lineaire. Globalement IPOPT convertit
(5.1) en un probleme sous forme standard
minimiser
x2Rn
f(x) sujet a ~h(x) = 0; x  0;
en ajoutant autant de variables d'ecart que necessaire.
A chaque iteration toute methode de points interieurs primale-duale resout, de maniere
approchee, un systeme lineaire de la forme264H(x; y) + wI rh(x)  Irh(x)T  cI 0
X 0 Z
375
264dxdy
dz
375 =  
264rf(x) rh(x)y   zh(x)
Xz   e
375 ; (5.2)
ou X = diag(x), Z = diag(z), H(x; y) = r2f(x)  Pmi=1 yir2~hi(x) est la matrice hessienne
du lagrangien du probleme sous la forme standard pour des parametres (c; w)  0. Les
dangers lies au manque de la complementarite stricte sont visibles dans (5.2) car les lignes
du troisieme bloc qui correspondent aux contraintes faiblement actives tendent vers zero. Il
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en resulte que le systeme (5.2) est asymptotiquement tres mal conditionne pour une solution
faiblement active. Une diculte supplementaire est qu'en l'absence de la complementarite
stricte, la direction d'approche de la solution par les minima locaux des sous-problemes
barriere est tangente a certaines contraintes actives (Wright et Orban, 2002), amenuisant
ainsi tout espoir de convergence locale rapide.
Dans le chapitre 4 nous avons propose une approche de mise a l'echelle des variables duales
faiblement actives an de recuperer une convergence locale superlineaire. L'idee principale de
cette approche est de mettre a l'echelle les multiplicateurs de Lagrange correspondant a des
contraintes faiblement actives selon la regle
yk+i =
8><>:y
k
i
q
k+1
k
si maxfci(xk); yki g  
1
2
 
k ;
yki sinon,
(5.3)
ou  2]0; 1
2
[ est une constante positive, k est la valeur du parametre barriere a la n de
l'iteration k et k+1, la valeur mise a jour de ce me^me parametre au debut de l'iteration
k + 1. Nous partons ainsi d'un meilleur point initial, a partir duquel un pas de Newton est
susant pour passer a la region des points satisfaisant au critere d'arre^t pour k+1. Cela
engendre en n de compte une convergence locale superlineaire des iteres primaux et duaux.
Dans nos tests, nous designons par IPOPT2nsc, la version de IPOPT standard ou nous avons
incorpore la regle de mise a l'echelle (5.3).
Le reste du chapitre 5 est structure comme suit : nous decrivons le processus de detection
numerique des contraintes faiblement actives dans la section 5.2. La section 5.3 recense les
problemes faiblement actifs reguliers et leurs caracteristiques ainsi que les problemes faible-
ment actifs irreguliers. La section 5.4 resume les resultats numeriques des solveurs sur la
collection de problemes faiblement actifs alors que la section 5.5 renferme les comparaisons
des tests numeriques entre les dierents solveurs sur d'autres problemes faiblement actifs de
la collection CUTE(r). Enn la section 5.6 ferme le chapitre par une conclusion.
5.2 Detection numerique des contraintes faiblement actives
Determiner analytiquement si un probleme possede des contraintes faiblement actives
peut devenir rapidement fastidieux et source d'erreur quand le nombre de contraintes et de
variables sont tres grands. Pour cette raison, certains problemes de la presente collection ont
ete juges faiblement actifs en vertu des resultats numeriques obtenus par un solveur.
Nous jugeons une contrainte d'inegalite ci(x)  0 auquel est associe le multiplicateur de
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Lagrange yi  0 numeriquement active a une solution locale x si
jci(x)j  "(1 + jci(x)j)
et faiblement active si en plus
jyi j  "(1 + jci(x)j);
ou " > 0 est un seuil d'erreur.
L'identication numerique de solutions admettant au moins une contrainte faiblement
active par une methode de points interieurs manque notoirement de precision. Une explication
est que les iteres doivent satisfaire a la condition de complementarite perturbee suivante
jcki yki   kj = O(k). Avec k ! 0, il peut e^tre prouve que si la MFCQ et une condition
d'optimalite du second ordre sont satisfaites par x alors ci(x
k)  pk et yki  pk satisfont
la complementarite perturbee si la contrainte i est faiblement active. Si la plus petite valeur
permise pour k est min  10 8, les methodes de points interieurs pourraient nir avec
des iteres tels que ci(x
k)  10 4 et yki  10 4. Cela impose de choisir le seuil d'erreur "
relativement grand ouvrant ainsi la porte a d'eventuels faux positifs.
Notre detection numerique est base sur un code ecrit sous AMPL (Fourer et al., 2002) et
qui utilise un solveur de contraintes actives, en l'occurrence SNOPT. Pour la detection nume-
rique des contraintes faiblement actives, nous avons utilise les solveurs suivants : SNOPT qui
est base sur un algorithme de programmation quadratique sequentielle (SQP) et de methode
de contraintes actives, KNITRO-Active qui est la version avec une methode de contraintes
actives de KNITRO et FILTER (Fletcher et Leyer, 1998) qui utilise un algorithme SQP. Le
fait que les methodes de contraintes actives resolvent la condition de complementarite par
une technique combinatoire ameliore l'identication des multiplicateurs nuls.
Nous utilisons pour la detection numerique des contraintes faiblement actives, le script
AMPL du listing 5.1 ou nous avons choisi le seuil d'erreur d'identication " := 10 5.
5.2.1 Sensibilite de la detection numerique
Dans cette section nous illustrons la sensibilite du processus de detection numerique. Pour
des problemes admettant plusieurs solutions locales, deux solveurs dierents peuvent ne pas
identier le me^me point stationnaires. Pour certains de ces problemes, une analyse theorique
permet de determiner la nature reelle des contraintes. Cependant en general, la detection
numerique reste le seul recours pour decider si une contrainte donnee est faiblement active
en une solution donnee.
Le tableau 5.1 resume le resultat des detections numeriques par les solveurs FILTER,
KNITRO-Active et SNOPT sur les problemes s270, s278, s376, s392, hs108 et hs116 des
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1 option solver SNOPT;
2 param tol; # tolerance
3 let tol := 1.0e-5;
4 param nsc; # Number of non -sc constraints
5 let nsc := 0;
6
7 solve;
8
9 printf '\n\nWeakly -active bound constraints :\n';
10 printf " %-20s %11s %11s\n", 'Name ', 'Slack ', 'Multiplier ';
11
12 for {i in 1.. _nvars }{
13
14 # See if lower bound is (nearly) active
15 if abs(_var[i]. lslack) <= tol * (1 + abs(_var[i].val)) then {
16 if abs(_var[i].lrc) <= tol * (1 + abs(_var[i].val)) then {
17 let nsc := nsc + 1;
18 printf "LB %-20s %11.4e %11.4e \n",
19 _varname[i], _var[i].lslack , _var[i].lrc;
20 }
21 }
22 # See if upper bound is (nearly) active
23 if abs(_var[i]. uslack) <= tol * (1 + abs(_var[i].val)) then {
24 if abs(_var[i].urc) <= tol * (1 + abs(_var[i].val)) then {
25 let nsc := nsc + 1;
26 printf "UB %-20s %11.4e %11.4e \n",
27 _varname[i], _var[i].uslack , _var[i].urc;
28 }
29 }
30 }
31 printf '\n\nWeakly -active inequality constraints :\n';
32 printf " %-20s %11s %11s\n", 'Name ', 'Slack ', 'Multiplier ';
33
34 # Only check inequality constraints
35 for {i in 1.. _ncons: _con[i].lb < _con[i].ub}{
36 # See if lower bound is (nearly) active
37 if abs(_con[i]. lslack) <= tol * (1 + abs(_con[i].body)) then {
38 # See if lower bound is weakly active
39 if abs(_con[i]. ldual) <= tol * (1 + abs(_con[i].body)) then {
40 let nsc := nsc + 1;
41 printf "L %-20s %11.4e %11.4e \n",
42 _conname[i], _con[i].lslack , _con[i]. ldual;
43 }
44 }
45 # See if upper bound is (nearly) active
46 else if abs(_con[i]. uslack) <= tol * (1 + abs(_con[i].body)) then {
47 # See if upper bound is weakly active
48 if abs(_con[i]. udual) <= tol * (1 + abs(_con[i].body)) then {
49 let nsc := nsc + 1;
50 printf "U %-20s %11.4e %11.4e \n",
51 _conname[i], _con[i].uslack , _con[i]. udual;
52 }
53 }
54 }
55 printf "\ nNumber of constraints violating strict complementarity:
56 %d\n", nsc;
57 printf "\n Epsilon = %11.4e\n", tol;
Listing 5.1 Script AMPL pour la detection des contraintes faiblement actives
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collections de Schittkowski (1987) et Hock et Schittkowski (1981), pour des valeurs du seuil "
variant de 10 4 a 10 9. Dans chaque cellule de ce tableau, on trouve le nombre de contraintes
faiblement actives detectees par chaque solveur pour le probleme concerne et pour la valeur
du seuil d'erreur " correspondante. Pour les problemes s376 et s392 le nombre de contraintes
actives detectees demeure stable pour tous les solveurs et ne depend pas de la valeur du seuil.
On peut donc raisonnablement penser que ces problemes possedent reellement des contraintes
faiblement actives. Pour les autres problemes ou le nombre de contraintes faiblement actives
detectees semblent sensibles au choix du solveur de me^me qu'a la valeur du seuil, des investi-
gations plus poussees sont necessaires avant de pouvoir conclure. Le choix de ces problemes
repond au fait que le nombre de contraintes faiblement actives uctue considerablement d'un
solveur a l'autre.
Tableau 5.1 Detection numerique de la complementarite stricte avec FILTER, KNITRO-
Active et SNOPT
Problemes
s270 s278 s376 s392 hs108 hs116
 = 10 4
FILTER 0 0 1 8 0 2
KNITRO-Active 4 0 1 8 0 2
SNOPT 5 2 1 8 3 3
 = 10 5
FILTER 0 0 1 8 0 1
KNITRO-Active 4 0 1 8 0 1
SNOPT 5 2 1 8 3 2
 = 10 6
FILTER 0 0 1 8 0 1
KNITRO-Active 4 0 1 8 0 1
SNOPT 5 2 1 8 3 2
 = 10 6
FILTER 0 0 1 8 0 1
KNITRO-Active 4 0 1 8 0 1
SNOPT 5 0 1 8 2 2
 = 10 7
FILTER 0 0 1 8 0 1
KNITRO-Active 4 0 1 8 0 1
SNOPT 5 0 1 8 2 2
 = 10 8
FILTER 0 0 1 8 0 1
KNITRO-Active 4 0 1 8 0 1
SNOPT 4 0 1 8 2 2
 = 10 9
FILTER 0 0 1 8 0 1
KNITRO-Active 4 0 1 8 0 1
SNOPT 1 0 1 8 2 1
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5.3 La collection de problemes faiblement actifs
Dans cette section, on trouve la description des problemes qui composent la collection.
Pour chaque probleme on utilise la notation
`  c(x)  u : (y1; y2);
qui signie que y1 et y2 sont les vecteurs de multiplicateurs de Lagrange de taille appropriee
correspondant aux bornes inferieure et superieure sur la contrainte c(x), respectivement.
Les modeles AMPL de tous les problemes listes ici sont disponibles en ligne a l'adresse
www.gerad.ca/zocou/nscprob.html.
5.3.1 Problemes faiblement actifs reguliers
Cette partie regroupe les problemes ayant des contraintes faiblement actives mais pour
lesquels la LICQ est satisfaite a la solution locale. A cause de l'unicite des multiplicateurs
de Lagrange correspondants, LICQ oblige, la nature faiblement active des contraintes est
intrinseque au probleme et non liee a un quelconque mauvais comportement des algorithmes.
Le probleme biggsc4 de la collection Bongartz et al. (1995); Gould et al. (2003)
minimiser
x1; x2
  x1x3   x2x4; (5.4a)
sujet a 0  x1 + x2   2:5  5 : (y1; y2); (5.4b)
0  x1 + x3   2:5  5 : (y3; y4); (5.4c)
0  x1 + x4   2:5  5 : (y5; y6); (5.4d)
0  x2 + x3   2  5 : (y7; y8); (5.4e)
0  x2 + x4   2  5 : (y9; y10); (5.4f)
0  x3 + x4   1:5  5 : (y11; y12); (5.4g)
x1 + x2 + x3 + x4   5  0 : y13; (5.4h)
0  xi  5; i = 1; 2;    4 : (y14;    y21): (5.4i)
a pour solution x = (4; 3:5; 3:5; 3). Les bornes superieures des contraintes (5.4b){(5.4c), (5.4e)
et (5.4g) sont actives au point x ou la LICQ est trivialement veriee. Les multiplicateurs
correspondants a ces contraintes actives sont y2 = 3; y

4 = :5; y

8 = 0 et y

12 = x

2 = 3:5. Donc
la borne superieure de la contrainte (5.4e) est faiblement active en x.
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Pour un vecteur d 2 R4, la condition rci(x)Td = 0 pour tout i 2 AS donne d1 + d2 =
0 = d1 + d3 = d3 + d4 et donc d1 =  d2 =  d3 = d4. Et rci(x)Td  0 pour tout i 2 AW
implique que  (d2 + d3) =  2d1  0. Donc pour d = d1(1; 1; 1; 1) avec d1  0, on a
dTrxxL(w)d = d21[1   1   1 1]
266664
0  1 0 0
 1 0 0  1
0 0 0 0
0  1 0 0
377775
266664
1
 1
 1
1
377775 = 4d21 > 0 si d1 6= 0:
Donc la condition susante du second ordre est satisfaite au point x.
En partant de l'origine x0 = 0, IPOPT, KNITRO et LOQO trouvent tous le me^me
point stationnaire x = (4; 3:5; 3:5; 3), alors que SNOPT converge vers le point realisable
x = (1:5; 1; 1; 1:5) mais qui n'est pas un point de KKT. Les bornes inferieures des contraintes
(5.4b) et (5.4c) sont faiblement actives en ce nouveau point.
Le probleme hatdh de la collection Bongartz et al. (1995); Gould et al. (2003) est le
me^me que le probleme biggsc4 mais avec un point initial dierent, x0 = (1; 5; 5; 1). En
partant de ce point, IPOPT, KNITRO, LOQO et SNOPT obtiennent tous le me^me point
stationnaire x = (4; 3:5; 3:5; 3), ou comme on l'a vu precedemment, la seule contrainte fai-
blement active est la borne superieure de (5.4e).
Le probleme fac-33 est l'exemple 3:3 de Kanzow et al. (2000, x3:3)
minimiser
x1; x2
x21 + x
2
2 + 4x1x2; (5.5a)
sujet a x1  0 : y1; (5.5b)
x2  0 : y2; (5.5c)
qui a pour solution x1 = 0 = x

2 et les multiplicateurs de Lagrange correspondants y

1 = 0 =
y2. Toutes les deux contraintes (5.5b) et (5.5c) sont faiblement actives au point x
 ou la LICQ
est satisfaite.
Ici AS = ; et pour d 2 R2, la condition rci(x)Td  0 pour tout i 2 AW donne
d = (d1; d2) avec d1  0; d2  0. De plus on a
dTrxxL(w)d = [d1 d2]
"
2 4
4 2
#"
d1
d2
#
= 2(d1 + d2)
2 + 4d1d2 > 0 si d 6= 0:
Donc x satisfait la condition susante du second ordre pour le probleme fac-33.
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Le probleme fac-42 est l'exemple 4:2 de (Kanzow et al., 2000, x4)
minimiser
x2R5
(x1   x2)2 + (x3   1)2 + (x4   1)4 + (x5   1)6; (5.6a)
sujet a x21x4 + sin(x4   x5)  1  0 : y1; (5.6b)
x2 + x
4
3x
2
4   2  0 : y2; (5.6c)
1  x2  0 : y3; (5.6d)
dont la solution est x = (1; 1; 1; 1; 1) et les multiplicateurs de Lagrange associes sont y =
(0; 0; 0). Toutes les trois contraintes sont faiblement actives en x ou la LICQ est veriee.
Ici AS = ;. Les gradients des contraintes faiblement actives en x et la hessienne du
lagrangien en ce point sont
frci(x)T ; i 2 AW g =
2642 0 0 2 10 1 4 2 0
0  1 0 0 0
375 et rxxL(w) =
26666664
2  2 0 0 0
 2 2 0 0 0
0 0 2 0 0
0 0 0 0 0
0 0 0 0 0
37777775
Pour d 2 R5, la condition rci(x)Td  0 pour tout i 2 AW donne 2d1 + 2d4 + d5  0,
d2 + 4d3 + 2d4  0 et d1  0. En prenant par exemple d = (0; 0; 0; 0; 1; 1) il vient que
dTrxxL(w)d = 0 et par consequent la condition susante du second ordre n'est pas satisfaite
en x.
Le probleme acmc-52 (Fiacco et McCormick, 1990, section 5.2),
minimiser
x1; x2
x2; (5.7a)
sujet a   x21 + x2  0 : y1; (5.7b)
x1  0 : y2: (5.7c)
Sa solution est x = (0; 0) et les multiplicateurs correspondants sont y1 = 1; y

2 = 0. Donc la
contrainte (5.7c) est faiblement active en x ou la LICQ est veriee. En eet, le gradient de
l'unique contrainte active au point x est non nul.
Pour acmc-52, pour un vecteur d 2 R2, la condition rci(x)Td = 0 pour i 2 AS donne
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d2 = 0, et rci(x)Td  0 pour i 2 AW implique que d1  0. Par suite, pour tout vecteur
d = (d1; 0) avec d1 > 0 on obtient
dTrxxL(w)d = [d1 0]
"
2 0
0 0
#"
d1
0
#
= 2d21 > 0 si d1 6= 0:
Donc x satisfait la condition susante du second ordre pour le probleme acmc-52.
Le probleme forgw est l'exemple 2:6 de Forsgren et al. (2002)
minimiser
x1; x2
1
2
(x22 + x
2
2); (5.8a)
sujet a x1 + x2  4 : y1; (5.8b)
x2  2 : y2: (5.8c)
Sa solution est x = (2; 2) et les multiplicateurs de Lagrange correspondants sont y1 =
2; y2 = 0. Donc la contrainte (5.8c) est faiblement active en x
 ou la LICQ est veriee.
Ici, pour d 2 R2, la condition rci(x)Td = 0 pour i 2 AS donne d1 + d2 = 0, et
rci(x)Td  0 pour i 2 AW implique que d2  0. Par suite, pour tout vecteur d = ( d2; d2)
avec d2  0, on obtient
dTrxxL(w)d = [ d2 d2]
"
1 0
0 1
#"
 d2
d2
#
= 2d22 > 0 si d2 6= 0:
Donc x satisfait la condition susante du second ordre pour le probleme forgw.
Le probleme henk est l'exemple 6:2 (Heinkenschloss et al., 1999, Section 6)
C'est un exemple de problemes avec plusieurs solutions
minimiser
x1; x2
1
2
(x22   x21)  x21x2 + x1; (5.9a)
sujet a x1  0 : y1; (5.9b)
x2  0 : y2: (5.9c)
x = (0; 0) est un minimum du probleme henk, et les multiplicateurs de Lagrange qui lui
sont associes sont y = (1; 0). Par consequent la contrainte (5.9c) est faiblement active au
point x qui verie la LICQ.
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Pour le probleme henk, pour d 2 R2, la condition rci(x)Td = 0 pour i 2 AS entra^ne
d1 = 0 et rci(x)Td  0 pour i 2 AW implique que d2  0. Par suite, pour tout vecteur
d = (0; d2) avec d2  0, on obtient
dTrxxL(w)d = [0 d2]
"
 1 0
0 1
#"
0
d2
#
= 2d22 > 0 si d2 6= 0:
Donc x satisfait la condition susante du second ordre pour le probleme henk.
Mentionnons que le probleme henk admet aussi les solutions strictement complementaires
x = (1; 1) et x = 1
2
(
p
3  1; 2 p3).
Le probleme hs017 de la collection (Hock et Schittkowski, 1981)
minimiser
x1; x2
100(x2   x21)2 + (1  x1)2; (5.10a)
sujet a x22   x1  0 : y1; (5.10b)
x21   x2  0 : y2; (5.10c)
  1
2
 x1  12 : (y3; y4); (5.10d)
1  x2  0 : y5: (5.10e)
a pour solution x = (0; 0) a laquelle sont associes les multiplicateurs y = (2; 0; 0; 0; 0). Donc
la contrainte (5.10c) est faiblement active au point x. Les gradients des contraintes (5.10b)
et (5.10c), actives au point x, sont respectivement ( 1; 0) et (0; 1) et donc x satisfait la
LICQ.
Pour d 2 R2, la condition rci(x)Td = 0 pour i 2 AS verie d1 = 0, et rci(x)Td  0
pour i 2 AW implique que d2  0. Par suite, pour tout vecteur d = (0; d2) avec d2  0, on
deduit que
dTrxxL(w)d = [0 d2]
"
2 0
0 198
#"
0
d2
#
= 198d22 > 0 si d2 6= 0:
Donc x satisfait la condition susante du second ordre pour le probleme hs017.
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Le probleme hs21mod de la collection (Bongartz et al., 1995; Gould et al., 2003)
minimiser
x2R7
  100 + 1
100
(x21 + x
2
3 + x
2
5 + x
2
6) + x
2
2 + x
2
4 + x
2
7; (5.11a)
sujet a 10x1   x2   10  0 : y1; (5.11b)
2  x1  50 : (y2; y3); (5.11c)
  50  x2  50 : (y4; y5); (5.11d)
x3  50 : y6; (5.11e)
x4   2  0 : y7; (5.11f)
  x6  0 : y8; (5.11g)
x7  0 : y9; (5.11h)
a pour solution x = (2; 0; 0; 2; 0; 0; 0) ou la borne inferieure de la contrainte (5.11c) et
les contraintes (5.11f){(5.11h) sont actives. Puisque les gradients de ces contraintes sont
lineairement independants en x, la LICQ y est veriee. Les multiplicateurs de Lagrange
correspondants aux contraintes actives en x sont respectivement y2 =
1
25
; y7 = 4; y

8 = 0 =
y9. Donc les contraintes (5.11g) et (5.11h) sont faiblement actives au point x
.
Pour d 2 R7, la condition rci(x)Td = 0 pour i 2 AS donne d1 = 0 = d4, et rci(x)Td 
0 pour i 2 AW implique que d6  0  d7. La hessienne du lagrangien au point x est
rxxL(w) = diag( 150 ; 2; 150 ; 2; 150 ; 150 ; 2). Par suite, pour tout vecteur d = (0; d2; d3; 0; d5; d6; d7)
avec d6  0  d7, on obtient
dTrxxL(w)d = 2(d22 + d27) +
1
50
(d23 + d
2
5 + d
2
6) > 0 si d 6= 0;
et x satisfait la condition susante du second ordre pour le probleme hs21mod.
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Le probleme hs032 de la collection (Hock et Schittkowski, 1981)
minimiser
x2R3
(x1 + 3x2 + x3)
2 + 4(x1   x2)2; (5.12a)
sujet a   x31 + 6x2 + 4x3   3  0 : y1; (5.12b)
1  x1   x2   x3 = 0 : ; (5.12c)
x1  0 : y2; (5.12d)
x2  0 : y3; (5.12e)
x3  0 : y4; (5.12f)
possede la solution x = (0; 0; 1) et les multiplicateurs de Lagrange associes aux contraintes
actives (5.12c){(5.12e) sont  =  2; y2 = 0 et y3 = 4. Donc la contrainte (5.12d) est faible-
ment active au point x. Les gradients des contraintes actives au point x sont respectivement
( 1; 1; 1); (1; 0; 0) et (0; 1; 0). Donc x verie la LICQ.
Pour d 2 R3, la condition rci(x)Td = 0 pour i 2 AS entra^ne d2 = 0 = d1 + d2 + d3, et
rci(x)Td  0 pour i 2 AW implique que d1  0. Par suite, pour tout vecteur d = (d1; 0; d1)
avec d1  0, on tire que
dTrxxL(w)d = [d1 0   d1]
26410  2 2 2 26 6
2 6 2
375
264 d10
 d1
375 = 8d21 > 0 si d1 6= 0;
et x satisfait la condition susante du second ordre pour le probleme hs032.
Le probleme hs35mod de la collection (Bongartz et al., 1995; Gould et al., 2003)
minimiser
x2R3
8x1   6x2   4x3 + 9 + 2(x21 + x22) + x23 + 2x1x2 + 2x1x3; (5.13a)
sujet a   x1   x2   2x3 + 3  0 : y1; (5.13b)
x2 = 0:5 : ; (5.13c)
x1  0; x3  0 : (y2; y3); (5.13d)
a pour solution x = (1:5; 0:5; 0:5), ou la contrainte (5.13b) est active. Le multiplicateur de
Lagrange associe a cette contrainte est y1 = 0 et cette contrainte est faiblement active au
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point x qui satisfait la LICQ.
Pour d 2 R3, la condition rci(x)Td = 0 pour i 2 AS entra^ne d2 = 0, et rci(x)Td  0
pour i 2 AW implique que d1+ d2+2d3  0. Par suite, pour tout vecteur d = (d1; 0; d3) avec
d1 + 2d3  0, on obtient
dTrxxL(w)d = [d1 0 d3]
2644 2 22 4 0
2 0 2
375
264d10
d3
375 = 4d21 + 4d1d3 + 2d23 > 0 si d 6= 0;
car A = rxxL(w) est denie positive : en eet jA11j = 4 > 0, det
"
4 2
2 4
#
= 42   22 = 12 >
et det(A) = 8 > 0. Donc x satisfait la condition susante du second ordre pour le probleme
hs35mod.
Les deux problemes suivants proviennent de Izmailov et Solodov (2009) ou nous avons
modie certaines des contraintes.
Le probleme izm-sol49 est l'Exemple 4:9 de (Izmailov et Solodov, 2009, section
4)
minimiser
x1; x2
1
2
(x2   1)2; (5.14a)
sujet a x1  0 : y1; (5.14b)
x2   1  0 : y2: (5.14c)
Sa solution est xa = (a; 1); a  0 et les multiplicateurs de Lagrange correspondants sont
y1 = 0 et y

2 = 0. Donc la contrainte (5.14c) est faiblement active en chaque solution x

a ou
la LICQ est satisfaite. Les deux contraintes (5.14b){(5.14c) deviennent faiblement actives a
la solution x0 = (0; 1).
Si a > 0, pour d 2 R2, la condition rci(x)Td = 0 pour i 2 AS donne d1 = 0, et
rci(x)Td  0 pour i 2 AW implique que d2  0. Par suite, pour tout vecteur d = (0; d2)
avec d2  0, on obtient
dTrxxL(w)d = [0 d2]
"
0 0
0 1
#"
0
d2
#
= d22 > 0 si d2 6= 0;
et x = (a; 1) satisfait la condition susante du second ordre pour le probleme izm-sol49.
Si a = 0; AS = ; et pour d 2 R2, la condition rci(x)Td  0 pour i 2 AW implique que
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d1; d2  0. Par suite pour tout d = (d1; d2)  0, on obtient que dTrxxL(w)d = d22 = 0 si
d = (d1; 0); d1 > 0. Par consequent le point stationnaire x

0 = (0; 1) ne verie pas la condition
susante du second ordre.
Le probleme izm-sol-421 est l'exemple 4:21 de (Izmailov et Solodov, 2009, section
4)
minimiser
x1; x2
1
2
(x21 + x
2
2 + x
2
3); (5.15a)
sujet a sinx1 + sin x2 + sin x3  0 : y1; (5.15b)
x1 + x
2
1 + x3 + sin x1x3  0: y2: (5.15c)
Sa solution est x = (0; 0; 0) a laquelle sont associes les multiplicateurs de Lagrange y1 = 0 =
y2. Par consequent toutes les deux contraintes (5.15b) et (5.15c) sont faiblement actives en
x qui verie la LICQ.
Ici AS = ; et pour d 2 R3, la condition rci(x)Td  0 pour i 2 AW donne d1+ d2+ d3 
0; d1 + d3  0. Par suite, pour tout vecteur d = (d1; d2; d3), on obtient
dTrxxL(w)d = [d1 d2 d3]
2641 0 00 1 0
0 0 1
375
264d1d2
d3
375 = d21 + d22 + d23 6= 0 si d 6= 0:
Donc x ne satisfait pas la condition susante du second ordre pour le probleme izm-sol421.
Le probleme jitt-osb est l'exemple 2:1 de Jittorntrum et Osborne (1980)
Ce probleme est un cas pathologique qu'aucun des solveurs de nos tests n'arrive a resoudre.
minimiser
x1; x2
x2; (5.16a)
sujet a x2   x21  4 : y1; (5.16b)
x1 + x2  0 : y2: (5.16c)
ou on a choisi  = 1. Sa solution est x = (0; 0) et les multiplicateurs correspondants sont
y1 = 1; y

2 = 0. Donc la contrainte (5.16c) est faiblement active en x
 ou la LICQ est veriee.
Pour d 2 R2, la condition rci(x)Td = 0 pour i 2 AS entra^ne d2 = 0, et rci(x)Td  0
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pour i 2 AW implique que d1  0. Par suite, pour tout vecteur d = (d1; 0) avec d2  0, on
obtient
dTrxxL(w)d = [d1 0]
"
 2 0
0 1
#"
d1
0
#
=  2d21 < 0 si d1 6= 0;
et x ne satisfait pas la condition susante du second ordre pour le probleme jitt-osb.
Le probleme mcwit-32 est l'exemple 3:2 de (McCormick et Witzgall, 2001, section
3)
minimiser
x1; x2
q
(x1   1)2 + x22 +
q
(x1 + 1)
2 + x22   2; (5.17a)
sujet a x2  0 : y1; (5.17b)
1  x2  0 : y2: (5.17c)
Son ensemble de points stationnaires est f(a; 0) j   1  a  1g. Les multiplicateurs de
Lagrange correspondants sont y1 = y

2 = 0. La contrainte (5.17b) est donc faiblement active
pour tout point stationnaire ou la LICQ est satisfaite.
Ici AS = ; et pour d 2 R2, la condition rci(x)Td  0 pour i 2 AW donne d2  0. Par
suite, pour tout d = (d1; d2) avec d1; d2  0, on a
dTrxxL(w)d = [d1 d2]
"
3
2(1 a2) 0
0 2
a+1
#"
d1
d2
#
=
3
2(1  a2)d
2
1 +
2
a+ 1
d22 > 0; si d 6= 0;
pour  1 < a < 1. Donc x satisfait la condition susante du second ordre pour le probleme
mcwit-32.
Le probleme mcwit-33b
s'inspire de l'exemple 3:3 de McCormick et Witzgall (2001) ou nous avons lisse les contraintes
minimiser
x1; x2
x2; (5.18a)
sujet a x1   1  0 : y1; (5.18b)
x2   (x1   1)2  0: y2: (5.18c)
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La solution du probleme mcwit-33b est (1; 0) et les multiplicateurs de Lagrange correspon-
dants sont y1 = 0 et y

2 = 1. Donc la contrainte (5.18b) est faiblement active au point x
 qui
verie la LICQ.
Pour d 2 R2, la condition rci(x)Td = 0 pour i 2 AS donne d2 = 0, et la condition
rci(x)Td  0 pour i 2 AW implique que d1  0. Par suite, pour d = (d1; 0) avec d1  0, on
obtient
dTrxxL(w)d = [d1 0]
"
2 0
0 0
#"
d1
0
#
= 2d21 > 0 si d1 6= 0;
et x satisfait la condition susante du second ordre pour le probleme mcwit-33b.
Le probleme mcwit-34
est l'exemple 3:4 de McCormick et Witzgall (2001)
minimiser
x1; x2
q
(x1   1)2 + x22 +
q
(x1 + 1)
2 + x22   2; (5.19a)
sujet a x1  0 : y1; (5.19b)
x2  0 : y2: (5.19c)
L'ensemble des points stationnaires est f(a; 0) j 0  a  1g et les multiplicateurs de Lagrange
associes sont y1 = 0 = y

2. Donc la contrainte (5.19c) est faiblement active au point x
, qui
verie la LICQ. Si x = (0; 0), les deux contraintes deviennent faiblement actives en ce point.
Si a > 0, pour d 2 R2, la condition rci(x)Td = 0 pour i 2 AS donne d1 = 0, et
rci(x)Td  0 pour i 2 AW implique que d2  0. Par suite, pour tout vecteur d = (0; d2)
avec d2  0, on a
dTrxxL(w)d = [0 d2]
"
3
2(1 a2) 0
0 2
a+1
#"
0
d2
#
=
2
a+ 1
d22 > 0 si d2 6= 0;
et x = (a; 0); a > 0 satisfait la condition susante du second ordre pour le probleme
mcwit-34.
Si a = 0, alors AS = ; et pour d 2 R2, la condition rci(x)Td  0 pour i 2 AW entra^ne
d1; d2  0. Par suite, pour tout d = (d1; d2)  0 , on a dTrxxL(w)d = 32(d21 + 2d22) > 0
si d 6= 0, et x = (0; 0) satisfait la condition susante du second ordre pour le probleme
mcwit-34.
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Le probleme noc-wright11
s'inspire de l'exemple 1:1 de Nocedal et Wright (2006) ou nous avons remplace la fonction
objectif
minimiser
x1; x2
(x1   1)2 + (x2   1)2; (5.20a)
sujet a x2   x21  0 : y1; (5.20b)
2  x1   x2  0 : y2: (5.20c)
La solution est x = (1; 1) a laquelle sont associes les multiplicateurs de Lagrange y1 = 0 = y

2.
Les deux contraintes (5.20b) et (5.20c) sont donc faiblement actives au point x. Les gradients
des deux contraintes actives au point x sont respectivement ( 2; 1) et ( 1; 1) et la LICQ
est satisfaite en x.
Pour ce probleme, AS = ; et pour dinR2, la condition rci(x)Td  0 pour i 2 AW donne
 2d1+d2  0 et d1+d2  0. Par suite, puisque rxxL(w) = diag(2; 2) est denie positive, on
en deduit que dTrxxL(w)d = 2(d21 + d22) > 0, si d 6= 0, et x satisfait la condition susante
du second ordre pour le probleme noc-wright11.
Le probleme noc-wright127 est l'exemple 12:7 (Nocedal et Wright, 2006)
minimiser
x1; x2
x1; (5.21a)
sujet a x2  0 : y1; (5.21b)
1  (x1   1)2   x22  0: y2: (5.21c)
Sa solution est x = (0; 0) a laquelle sont associes les multiplicateurs de Lagrange y1 = 0
et y2 =
1
2
. La contrainte (5.21b) est donc faiblement active au point x. Les gradients des
contraintes (5.21b) et (5.21c), toutes actives au point x, sont respectivement (0; 1) et (2; 0)
et la LICQ est satisfaite en ce point.
Pour un vecteur d 2 R2, la condition rci(x)Td = 0 pour i 2 AS donne 2d1 = 0, et la
condition rci(x)Td  0 pour i 2 AW implique que d2  0. Par suite pour tout d = (0; d2)
avec d2  0 , il vient
dTrxxL(w)d = [0 d2]
"
1 0
0 1
#"
0
d2
#
= d22 > 0 si d2 6= 0;
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et x verie la condition susante du second ordre pour le probleme noc-wright127.
Le probleme noc-wrightch165
est l'exemple de (Nocedal et Wright, 2006, chap. 16) qui illustre le manque de comple-
mentarite stricte
minimiser
x1; x2
x21 + (x2 + 1)
2; (5.22a)
sujet a x1  0 : y1; (5.22b)
1 + x2  0 : y2: (5.22c)
Sa solution est x = (0; 1) a laquelle sont associes les multiplicateurs de Lagrange y1 = 0
et y2 = 0. Les deux contraintes (5.22b) et (5.22c) sont faiblement actives au point x
. Les
gradients des contraintes (5.22b) et (5.22c), toutes actives en x, sont respectivement (1; 0)
et (0; 1) et x verie la LICQ.
Puisque AS = ;, pour d 2 R2, la condition rci(x)Td  0 pour i 2 AW donne d1; d2  0.
On obtient pour un tel d que
dTrxxL(w)d = [d1 d2]
"
2 0
0 2
#"
d1
d2
#
= 2(d21 + d
2
2) > 0 si d 6= 0;
et x satisfait la condition susante du second ordre pour le probleme noc-wright165.
Le probleme noc-wright222
La fonction objectif de ce probleme est la fonction de Rosenbrock en deux dimensions
et s'inspire de l'exercice 2:1 de Nocedal et Wright (2006) a laquelle nous avons ajoute deux
contraintes faiblement actives
minimiser
x1; x2
10(x2   x21)2 + (1  x1)2; (5.23a)
sujet a 1  x1  0 : y1; (5.23b)
1  x2  0 : y2: (5.23c)
La solution est x = (1; 1) et les multiplicateurs de Lagrange correspondants sont y1 = 0 = y

2.
Les deux contraintes (5.23b) et (5.23c) sont faiblement actives au point x qui verie la LICQ.
Ici, AS = ; et pour d 2 R2, la condition rci(x)Td  0 pour i 2 AW implique d1; d2  0.
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Il s'en suit que
dTrxxL(w)d = [d1 d2]
"
82  40
 40 20
#"
d1
d2
#
= 82d21 + 20d
2
2   80d1d2 > 0 si d 6= 0;
car rxxL(w) est denie positive : jA11j = 82 >; det(A) = 40 > 0 et x satisfait la condition
susante du second ordre pour le probleme noc-wright222.
Le probleme noc-wright43
a pour fonction objectif la fonction de Rosenbrock en dimensionN et s'inspire de l'exercice
4:3 de Nocedal et Wright (2006) :
minimiser
x2RN
N
2X
i=1
10(x2i   x22i 1)2 + (1  x1)2; (5.24a)
sujet a 1  xi  0; i = 1; 2;    ; N : yi; i = 1; 2;   N: (5.24b)
La solution optimale est xi = 1; i = 1; : : : ; N et les multiplicateurs de Lagrange associes sont
yi = 0; i = 1; : : : ; N . Toutes les contraintes sont faiblement actives au point x
 qui verie la
LICQ.
Ce probleme est l'equivalent de noc-wright222 en dimension N et comme dans le cas
de noc-wright222 AS = ; et pour d 2 RN , la condition rci(x)Td  0 pour i 2 AW donne
di  0; i = 1; : : : ; N . Par suite pour d = (0; 0; d3; 2d3; 0 : : : ; 0) avec d3  0 on obtient
dTrxxL(w)d = [0 0 d3 2d3 0 : : : : : : 0]
266666666664
82  4 0 : : : : : : 0
 40 20 0 : : : : : : 0
0 0 80  40 0 ...
0 0  40 20 0 ...
...
...
. . . . . . . . .
...
0 : : : : : : 0  40 20
377777777775
26666666664
0
0
d3
2d3
0
...
37777777775
= 0:
Par consequent, x ne satisfait pas la condition susante du second ordre pour le probleme
noc-wright43.
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Le probleme nonscomp provient de (Bongartz et al., 1995; Gould et al., 2003)
minimiser
x2R10000
(x1   1)2 +
10000X
i=2
4(xi   x2i 1)2; (5.25a)
sujet a 1  xi  100; si i 2 I3 : (yi; yi+1); i 2 I3; (5.25b)
  100  xi  100; si i =2 I3 : (yi; yi+1); i =2 I3; (5.25c)
ou I3 := fj j j = 3k; 1  k  3333g. La solution de nonscomp est x = (1; 1; : : : ; 1) qui
verie la LICQ. Les bornes inferieures des contraintes (5.25b) sont faiblement actives au point
x car les multiplicateurs de Lagrange associes a ces contraintes sont yi = 0; i 2 I3.
Ici on a AS = ; et pour un d 2 RN tel que rci(x)Td  0 pour i 2 AW , on a di  0. Par
suite, puisque rxxL(w) est denie positive
A = rxx(w) =
26666666664
10  4 0 : : : : : : 0
 4 10  4 0 : : : 0
0  4 10  4 0 0
...
. . . . . . . . . . . .
...
0 : : : 0  4 10  4
0 : : : : : : 0  4 10
37777777775
;
on deduit que x satisfait la condition susante du second ordre pour le probleme nonscomp.
Le probleme nsc est l'exemple canonique, en dimension un
minimiser
x2R
1
2
x2; (5.26a)
sujet a x  0: y; (5.26b)
qui possede la solution optimale x = 0 a laquelle est associe le multiplicateur de Lagrange
y = 0. L'unique contrainte du probleme (5.26b) est donc faiblement active au point x qui
verie la LICQ.
Pour ce probleme on a trivialement AS = ; et avec un vecteur d 2 R tel que rci(x)Td 
0; i 2 AW , soit d  0, il vient que dTrL(w)d = d2 > 0 si d 6= 0. Donc la condition susante
du second ordre est satisfaite en x.
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Le probleme nsc2D provient de (Wright et Orban, 2002, section 4)
minimiser
x1; x2
1
2
(x21 + x
2
2); (5.27a)
sujet a x1   1  0 : y1; (5.27b)
x2  0 : y2: (5.27c)
Sa solution est x = (1; 0) a laquelle correspondent les multiplicateurs de Lagrange y1 = 1 et
y2 = 0. La contrainte (5.27c) est faiblement active au point x
 ou la LICQ est veriee.
Pour d 2 R2, la condition rci(x)Td = 0 pour i 2 AS donne d1 = 0, et la condition
rci(x)Td  0 pour i 2 AW implique que d2  0. Par suite, pour tout vecteur d = (0; d2)
avec d2  0, on obtient
dTrxxL(w)d = [0 d2]
"
1 0
0 1
#"
0
d2
#
= d22 > 0 si d2 6= 0;
et x satisfait la condition susante du second ordre pour le probleme nsc2D.
Le probleme nsc2Dcarl
minimiser
x1; x2
1
2
(x21 + x
2
2); (5.28a)
sujet a x1 + x2   3  0: y1; (5.28b)
x1   32  0 : y2; (5.28c)
a pour solution optimale x = (3
2
; 3
2
) et les multiplicateurs correspondants sont y1 =
3
2
et
y2 = 0. Les deux contraintes (5.28b) et (5.28c) sont actives au point x
 qui verie la LICQ.
De plus la contrainte (5.28c) est faiblement active au point x.
Pour d 2 R2, la condition rci(x)Td = 0 pour i 2 AS donne d1 + d2 = 0 tandis que
rci(x)Td  0 pour i 2 AW implique que d1  0. Par suite, pour d = (d1; d1) avec d1  0,
on obtient
dTrxxL(w)d = [d1   d1]
"
1 0
0 1
#"
d1
 d1
#
= 2d21 > 0 si d1 6= 0;
et x satisfait la condition susante du second ordre pour le probleme nsc2Dcarl.
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Le probleme nsc2Dnl
est un exemple avec deux contraintes non lineaires
minimiser
x1; x2
ex
2
1 + ex
2
2 ; (5.29a)
sujet a ex2x1  0 : y1; (5.29b)
x2 cosx1  0: y2: (5.29c)
Sa solution est x = (0; 0) a laquelle sont associes les multiplicateurs de Lagrange y1 = 0 = y

2.
Toutes les deux contraintes sont faiblement actives au point x qui verie la LICQ.
Ici AS = ; et avec d 2 R2 tel que rci(x)Td  0; i 2 AW , soit d1; d2  0, on obtient
dTrxxL(w)d = [d1 d2]
"
2 0
0 2
#"
d1
d2
#
= 2(d21 + d
2
2) > 0 si d 6= 0;
et x satisfait la condition susante du second ordre pour le probleme nsc2Dnl.
Le probleme nsc2Dzc
minimiser
x1; x2
1
2

(x1   1)2 + x22

; (5.30a)
sujet a 1  x21   x22  0 : y1; (5.30b)
x2  0 : y2: (5.30c)
La solution est x = (1; 0) a laquelle sont associes les multiplicateurs de Lagrange y1 = 0 = y

2.
Donc les deux contraintes (5.30b) et (5.30c) sont faiblement actives au point x ou la LICQ
est veriee.
Puisque AS = ;, pour d 2 R2 tel que rci(x)Td  0; i 2 AW , soit d1  0  d2, on
obtient
dTrxxL(w)d = [d1 d2]
"
1 0
0 1
#"
d1
d2
#
= d21 + d
2
2 > 0 si d 6= 0;
et x satisfait la condition susante du second ordre pour le probleme nsc2Dzc.
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Le probleme nscgene
est une version en dimension N de l'exemple canonique nsc
minimiser
x2RN
1
2
NX
i=1
x2i ; (5.31a)
sujet a xi  0; i = 1; 2;    ; N : yi; i = 1; 2;    ; N: (5.31b)
La solution optimale est xi = 0; i = 1; 2; : : : ; N avec les multiplicateurs de Lagrange corres-
pondants yi = 0; i = 1; 2; : : : ; N . Toutes les contraintes (5.31b) sont faiblement actives au
point x ou la LICQ est clairement veriee.
Pour ce probleme AS = ;, et pour d 2 RN tel que rci(x)Td  0; i 2 AW , soit
di  0; i = 1; 2; : : : ; N , on obtient
dTrxxL(w)d = d21 + d22 + : : :+ d2N > 0 si d 6= 0;
et x verie la condition susante du second ordre pour le probleme nscgene.
Le probleme nscgene2
est une version du probleme precedent avec des variables decalees nscgene
minimiser
x2RN
1
2
NX
i=1
(xi   i)2; (5.32a)
sujet a xi   i  0; i = 1; 2;    ; N : yi; i = 1; 2;    ; N: (5.32b)
Sa solution optimale est xi = i, i = 1; 2; : : : ; N et les multiplicateurs de Lagrange corres-
pondants sont yi = 0, i = 1; 2; : : : ; N . Il s'en suit alors que toutes les contraintes de bornes
(5.32b) sont faiblement actives au point x ou comme precedemment la LICQ est satisfaite.
Ici AS = ; et avec d 2 RN tel que rci(x)Td  0; i 2 AW , soit di  0; i = 1; 2; : : : ; N ,
on obtient comme precedemment que dTrxxL(w)d = d21 + d22 + : : : + d2N > 0 si d 6= 0, et
donc x satisfait la condition susante du second ordre pour le probleme nscgene2.
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Le probleme oslbqp provient de (Bongartz et al., 1995; Gould et al., 2003)
minimiser
x2R8
x1 + 2x5   x8 + 12
8X
i=1
x2i ; (5.33a)
sujet a x1   2:5  0 : y1; (5.33b)
0  x2  4:1 : (y2; y3); (5.33c)
x3; x4  0 : (y4; y5); (5.33d)
0:5  x5  4 : (y6; y7); (5.33e)
x6; x7  0 : (y8; y9); (5.33f)
0  x8  4:3 : (y10; y11); (5.33g)
et a pour solution optimale x = (2:5; 0; 0; 0; 0:5; 0; 0; 1). La contrainte (5.33b), les bornes
inferieures des contraintes (5.33c) et (5.33e) ainsi que les contraintes (5.33d) et (5.33f) sont
actives au point x a laquelle sont associes les multiplicateurs de Lagrange y1 = 3:5; y

2 =
0; y4 = 0; y

5 = 0, y

6 = 2:5; y

8 = 0 = x

6 et y

9 = 0. Donc la borne inferieure de (5.33c) et les
contraintes (5.33d) et (5.33f) sont faiblement actives au point x qui verie la LICQ.
Pour d 2 R8, la conditionrci(x)Td = 0 pour i 2 AS donne d1 = d5 = 0, etrci(x)Td  0
pour i 2 AW implique que d2; d3; d4; d6; d7  0. Par suite, vu que rxxL(w) est la matrice
identite, pour un vecteur d = (0; d2; d3; d4; 0; d6; d7; d8) avec di  0; 8i, on obtient
dTrxxL(w)d = d22 + d23 + d24 + d26 + d27 + d28 > 0 si d 6= 0;
et x satisfait la condition susante du second ordre pour le probleme oslbqp.
Le probleme pentdi provient de (Bongartz et al., 1995; Gould et al., 2003)
minimiser
x2R1000
NX
i=1
6x2i   3x1 + x2 + xN=2   1  3xN=2 + 4xN=2+1+
NX
i=N=2+3
xi +
N 2X
i=1
( 4xixi+1 + xixi+2); (5.34)
sujet a xi  0 : yi; i = 1; 2; : : : ; N = 1000: (5.35)
Tous les solveurs obtiennent le point stationnaire x1 =
1
4
= xN
2
et xi = 0; i =2 f1; N2 g. Les
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N   2 contraintes de bornes de (5.35) sont donc actives au point x, a l'exception de x1  0
et xN=2  0. Les multiplicateurs de Lagrange correspondants a ces contraintes actives sont
y2 = 0; y

3 =
1
4
, yi = 0; i = 4; 5; : : : ;
N
2
  3; yN=2 2 = xN
2
= 1
4
, yN
2
 1 = 0 et yN
2
+1
=
3; yN
2
+2
= xN
2
= 1
4
et yi = 1; i =
N
2
+ 3; : : : ; N . Il s'en suit donc que les contraintes
xi  0; i = 2; 4; : : : ; N2   3 sont faiblement actives au point x ou la LICQ est satisfaite.
Pour ce probleme, AS = ; et pour d 2 R1000 tel que rci(x)Td = 0 pour i 2 AW , soit
di  0; i = 1; : : : ; 1000, on a
dTrxxL(w)d = dT
266666666666664
12  4 1 0 : : : : : : 0
 4 12  4 1 . . . : : : ...
1  4 . . . . . . . . . . . . ...
0 1
. . . . . . . . . 1 0
...
. . . . . . . . . . . .  4 1
... : : :
. . . 1  4 12  4
0 : : : : : : 0 1  4 12
377777777777775
d > 0 si d 6= 0;
car A = rxxL(w) est semi-denie positive, comme matrice symetrique a diagonale stricte-
ment dominante, avec des elements diagonaux strictement positifs. Donc x verie la condition
susante du second ordre pour le probleme pentdi.
Le probleme s234 provient de (Schittkowski, 1987)
minimiser
x1; x2
(x2   x1)4   (1  x1); (5.36a)
sujet a 1  x21   x22  0 : y1; (5.36b)
x1   15  0 : y2; (5.36c)
2  x1  0 : y3; (5.36d)
x2   15  0 : y4; (5.36e)
2  x2  0 : y5; (5.36f)
et a pour solution x = (1
5
; 1
5
) a laquelle sont associes les multiplicateurs de Lagrange y2 =
1; y1 = 0 = y

3 = y

4. On en deduit que la contrainte (5.36e) est faiblement active au point x
.
Les gradients des deux contraintes (5.36c) et (5.36e) actives au point x sont respectivement
(1; 0) et (0; 1) et x verie la LICQ.
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Pour d 2 R2, la condition rci(x)Td = 0 pour i 2 AS donne d1 = 0, et rci(x)Td  0
pour i 2 AW implique que d2  0. Par suite, pour d = (0; d2) avec d2  0, on obtient
dTrxxL(w)d = 0 pour tout d 6= 0 car rxxL(w) = 0;
et x ne peut satisfaire la condition susante du second ordre pour le probleme s234.
Le probleme s242
provient de Schittkowski (1987)
minimiser
x2R3
10X
i=1

e 
i
10
x1   e  i10x2   x3(e 
i
10   e i)2; (5.37a)
sujet a 0  x1  10 : (y1; y2); (5.37b)
0  x2  10 : (y3; y4); (5.37c)
0  x3  10 : (y5; y6); (5.37d)
possede les points stationnaires x = (1; 10; 1) et x := (; ; 0), 0    10, auxquelles
corespondent les multiplicateurs de Lagrange yi = 0, i = 1; 2; : : : ; 6. Donc toute contrainte
active en une solution est faiblement active. La LICQ est satisfaite en toute solution de s242.
La borne superieure de la contrainte (5.37c) est faiblement active a la solution x = (1; 10; 1),
tandis que les bornes inferieures des contraintes (5.37b) { (5.37d) sont faiblement actives a la
solution x0 = (0; 0; 0). Finalement Les bornes superieures des contraintes (5.37b) { (5.37c) et
la borne inferieure de (5.37d) sont faiblement actives a la solution x10 = (10; 10; 0). Comme
AS = ;, pour tout d 2 R3, la condition rci(x)Td  0; i 2 AW donne d2  0. De plus la
hessienne du lagrangien
A = rxxL(w) =
264 1:75  :02 2:93 0:02 0:04  0:11
2:93  0:11 6:12
375 ;
est denie positive car jA11j = 1:75 > 0; det
"
1:75  :02
 0:02 0:04
#
= 0:007 > 0 et det(A) = 0:001 >
0, et x = (1; 10; 1) satisfait la condition susante du second ordre pour le probleme s242.
De me^me pour la solution locale x0 = (0; 0; 0); AS = ; et pour d 2 R3, la condition
rci(x)Td  0; i 2 AW implique que di  0; i = 1; 2; 3. Pour d = (d1; d1; 0); d1 > 0, on
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obtient que
dTrxxL(w)d = [d1 d1 0]
2647:70  7:7 5:45 7:7 7:7  5:45
5:45  5:45 6:12
375
264d1d1
0
375 = 0 pour tout d1
et donc x0 = (0; 0; 0) ne verie pas la condition susante du second ordre pour s242.
Enn pour x10 = (10; 10; 0); AS = ; et pour tout d 2 R3, la condition rci(x)Td  0; i 2
AW donne d1; d2  0 et d3  0. Avec d = (d1; d1; 0); d1 < 0, on obtient
dTrxxL(w)d = [d1 d1 0]
264 0:004  0:004 0:113 0:004 0:004  0:113
0:113  0:113 6:12
375
264d1d1
0
375 = 0 pour tout d1
et tout comme precedemment, x0 = (0; 0; 0) ne verie pas la condition susante du second
ordre pour s242.
Le probleme s244 de (Schittkowski, 1987)
minimiser
x2R3
10X
i=1

e 
i
10
x1   x3e 
i
10
x2   (e  i10   5e i)2; (5.38a)
sujet a 0  x1  10 : (y1; y2); (5.38b)
0  x2  10 : (y3; y4); (5.38c)
0  x3  10 : (y5; y6); (5.38d)
admet la solution x = (1; 10; 5) a laquelle correspondent les multiplicateurs de Lagrange
yi = 0; i = 1; 2; : : : ; 5. Par consequent, la borne inferieure de la contrainte (5.38c) est
faiblement active a la solution x qui verie la LICQ.
Ici AS = ; et avec d 2 R3 tel que rci(x)Td  0; i 2 AW , soit d2  0, on a
dTrxxL(w)d = [d1 d2 d3]
264 1:75  0:149 0:149 0:149 0:118  0:18
0:149  0:18 0:31
375
264d1d2
d3
375 > 0 si d 6= 0;
car A = L(w) est denie positive : en eet jA11j = 1:75; det
"
1:75  0:149
 0:149 0:118
#
= :18 et
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detA = :006 > 0. Par voie de consequence, x satisfait la condition susante du second ordre
pour le probleme s244.
Problem s268 de la collection (Schittkowski, 1987)
minimiser
x2R5
xTDTDx  2dTDx  dTd; (5.39a)
sujet a   x1   x2   x3   x4   x5 + 5  0 : y1; (5.39b)
10x1 + 10x2   3x3 + 5x4 + 4x5   20  0: y2; (5.39c)
  8x1 + x2   2x3   5x4 + 3x5 + 40  0 : y3; (5.39d)
8x1   x2 + 2x3 + 5x4   3x5   11  0 : y4; (5.39e)
  4x1   2x2 + 3x3   5x4 + x5 + 30  0 : y5; (5.39f)
avec
D =
26666666664
 74 80 18  11  4
14  69 21 28 0
66  72  5 7 1
 12 66  30  23 3
3 8  7  4 1
4  12 4 4 0
37777777775
et d =
26666666664
51
 61
 56
69
10
 12
37777777775
;
a pour solution x = (1; 2; 1; 3; 4). La contrainte (5.39f) est active au point x et le
multiplicateur de Lagrange correspondant est y5 = 0. Par consequent cette contrainte est
faiblement active en ce point stationnaire qui satisfait la LICQ.
Ici AS = ; et pour d 2 R5, la condition rci(x)Td  0; i 2 AW donne  4d1 2d2+3d3 
5d4 + d5  0. Puisque
rxxL(w) =
26666664
10197  12454  1013 1948 329
 12454 20909  1733  4914  186
 1013  1733 1755 1089  174
1948  4914 1089 1515  22
329  186  174  22 27
37777775 ;
est denie positive, on en deduit que x satisfait la condition susante du second ordre pour
le probleme s268.
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Le probleme s270 de la collection (Schittkowski, 1987)
minimiser
x2R5
x1x2x3x4   3x1x2x4   4x1x2x3 + 12x1x2   x2x3x4+
3x2x4 + 4x2x3   12x2   2x1x3x4 + 6x1x4 + 8x1x3 
24x1 + 2x3x4   6x4   8x3 + 24 + 32x45   234 x35 + 214 x25; (5.40a)
sujet a 34  x21   x22   x23   x24   x25  0 : y1; (5.40b)
x1   1  0 : y2; (5.40c)
x2   2  0 : y3; (5.40d)
x3   3  0 : y4; (5.40e)
x4   4  0 : y5; (5.40f)
admet pour solution x = (1; 2; 3; 4; 2) a laquelle correspondent les multiplicateurs de La-
grange yi = 0; i = 1; 2 : : : ; 5. Donc toutes les contraintes sont actives a la solution x
.
Puisque les gradients des contraintes actives au point x sont lineairement independants, il
s'en suit que x verie la LICQ.
Ici AS = ; et avec d 2 R5 tel que rci(x)Td  0; i 2 AW , soit di  0; i = 1; 2; 3; 4, on
obtient
dTrxxL(w)d = 0 pour tout d car rxxL(w) = 0;
et x ne satisfait pas la condition susante du second ordre pour le probleme s270.
Le probleme s284 issu de (Schittkowski, 1987)
minimiser
x2R15
 
15X
i=1
cixi; (5.41a)
sujet a bi  
15X
j=1
aijx
2
j  0; i = 1; 2;    ; 10: yi; i = 1; 2;    ; 10 (5.41b)
a pour solution x = (1; 1; : : : ; 1), ou toutes les dix contraintes (5.41b) sont actives au point
x. Les multiplicateurs de Lagrange correspondants sont y1 = 0 = y

2 =    = y9 et y10 = 2,
et les neuf premieres contraintes de (5.41b) sont faiblement actives a la solution x qui verie
la LICQ.
Pour d 2 R10, la condition rci(x)Td = 0; i 2 AS donne d10 = 0, et rci(x)Td  0; i 2
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AW implique que di  0; i = 1; 2; : : : ; 9. Puisque
rxxL(w) = 4diag(5; 10; 100; 5; 20; 5; 10; 35; 95; 70; 20; 10; 35; 10; 30) est denie positive, on
deduit que
dTrxxL(w)d > 0 pour tout d 6= 0;
et x satisfait la condition susante du second ordre pour le probleme s284.
Le probleme sipow1 de la collection (Bongartz et al., 1995; Gould et al., 2003)
minimiser
x1; x2
x2; (5.42a)
sujet a x1 cos
2i
m
+ x2 sin
2i
m
+ 1  0 : yi; i = 1; 2; : : : ;m; (5.42b)
avec m = 104. SNOPT trouve le point stationnaire x1 = 2:678232e 04 et x2 =  1 a partir
du point initial x0 = (:8; :5). Les contraintes (5.42b) pour i = 2491; : : : ; 2510 sont detectees
faiblement actives au point x par SNOPT et la LICQ est veriee en ce point.
Ici on a rxxL(w) = 0 et la condition susante du second ordre ne peut e^tre satisfaite
par x.
Le probleme sipow1m provient de (Bongartz et al., 1995; Gould et al., 2003),
minimiser
x1; x2
x2; (5.43a)
sujet a x1 cos(
2i+
m
) + x2 sin(
2i+
m
) + 1  0 : yi; i = 1; 2; : : : ;m; (5.43b)
avec m = 104. SNOPT obtient le point stationnaire
x1 =  0:4632679e 04 et x2 =  1, en partant de x0 = (:8; :5). Les contraintes (5.43b) pour
i = 2490; : : : ; 2509 sont detectees faiblement actives a la solution x par SNOPT et la LICQ
est satisfaite en ce point.
Pour ce probleme, on a rxxL(w) = 0 et la condition susante du second ordre ne peut
e^tre satisfaite par x.
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Le probleme sipow2 de la collection (Bongartz et al., 1995; Gould et al., 2003)
minimiser
x1; x2
x2; (5.44a)
sujet a x1 cos
4i
m
+ x2 sin
4i
m
+ 1  0 : yi; i = 1; 2; : : : ; M2 ; (5.44b)
x1 + 1  0 : yM=2+1 (5.44c)
avecM = 104. Pour ce probleme, SNOPT obtient le point stationnaire x1 =  0:4632681e 04
et x2 =  1, en demarrant du point x0 = (:8; :5). Les contraintes (5.44b) pour
i = 1245; : : : ; 1254 sont detectees faiblement actives a la solution x par SNOPT. Tout comme
precedemment la LICQ est satisfaite en ce point.
Pour ce probleme, on a rxxL(w) = 0 et la condition susante du second ordre ne peut
e^tre satisfaite par x.
Le probleme sipow2m provient de (Bongartz et al., 1995; Gould et al., 2003)
minimiser
x1; x2
x2; (5.45a)
sujet a x1 cos(
4i+2
m
) + x2 sin(
4i+2
m
) + 1  0 : yi; i = 1; 2; : : : ; M2 ; (5.45b)
x1 + 1  0 : yM=2+1; (5.45c)
avec M = 104. Ici SNOPT obtient la point stationnaire x1 =  4:6e 04 et x2 =  1, en
partant du point x0 = (:8; :5). Les contraintes (5.45b) pour les indices i = 1245; : : : ; 1254
sont detectees faiblement actives par SNOPT a la solution x qui verie la LICQ.
Ici, tout comme precedemment, on a rxxL(w) = 0 et x ne satisfait pas la condition
susante du second ordre.
Le probleme sipow4 de la collection (Bongartz et al., 1995; Gould et al., 2003)
minimiser
x2R4
x4; (5.46a)
sujet a x1 + x4 + ix2 + ix3   2i i  0 : yi; i = 1; 2; : : : ; M2 ; (5.46b)
x1 + ix2 + ix3   2i i  0 : yM=2+i; i = 1; 2; : : : ; M2 (5.46c)
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ou M = 104 et les parametres  et  denis par
i =
1
2
 
q
1
2
cos
 

4
  2i
M

; i =
1
2
 
q
1
2
sin
 

4
  2i
M

; i = 1; 2; : : : ; M
2
:
Pour ce probleme SNOPT obtient le point stationnaire x1 = :30097371e 04, x2 = 0:856508,
x3 =  0:1296443 et x4 = 0:2728266, en partant du point x0 = ( :1; 0; 0; 1:2). Les contraintes
(5.46b) pour i = 1485; : : : ; 1501; 4997; 4998; 4999 et les contraintes (5.46b) pour
i = 3371; : : : ; 3379 et i = 3381; : : : ; 3385 sont detectees faiblement actives par SNOPT a la
solution x qui verie la LICQ.
Ici tout comme precedemment, on a rxxL(w) = 0 et x ne satisfait pas la condition la
condition susante du second ordre.
Le probleme wright-1
est l'Exemple 1 de Wright (2003)
minimiser
x1; x2
1
2

(x1 + 1)
2 + x22

; (5.47a)
sujet a x1  0 : y1; (5.47b)
x1 + x2  0 : y2; (5.47c)
dont la solution est x1 = 0 = x

2 a laquelle correspondent les multiplicateurs de Lagrange
y1 = 1 et y

2 = 0. La contrainte (5.47c) est faiblement active a la solution x
 qui verie la
LICQ.
Pour d 2 R2, la condition rci(x)Td = 0 pour i 2 AS donne d1 = 0, et rci(x)Td  0
pour i 2 AW implique que d2 + d1 = d2  0. Par suite, pour tout vecteur d = (0; d2) avec
d2  0, on obtient
dTrxxL(w)d = [0 d2]
"
1 0
0 1
#"
0
d2
#
= d22 > 0 si d2 6= 0;
et x satisfait la condition susante du second ordre pour le probleme wright-1.
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Le probleme yyelin provient de (Ye, 2009)
minimiser
x1; x2
1
2

(x1   1)2 + (x2   1)2

; (5.48a)
sujet a 2  x1   x2  0 : y1; (5.48b)
x1   1  0 : y2; (5.48c)
a pour solution x1 = 1 = x

2 a laquelle sont associes les multiplicateurs de Lagrange y

1 = 0 =
y2. Il s'en suit que toutes les deux contraintes sont faiblement actives a la solution x
 qui
satisfait la LICQ.
Ici AS = ; et avec d 2 R2 tel que rci(x)Td  0; i 2 AW , soit d1  0; d1 + d2  0, on
obtient
dTrxxL(w)d = [d1 d2]
"
1 0
0 1
#"
d1
d2
#
= d21 + d
2
2 > 0 si d 6= 0;
et x satisfait la condition susante du second ordre pour le probleme yyelin.
5.3.2 Problemes faiblement actifs irreguliers
Les problemes de la presente partie ne satisfont ni la condition de la complementarite
stricte ni la LICQ. Pour ces problemes nous n'avons aucune garantie de l'ecacite de notre
strategie de mise a l'echelle des variables duales faiblement actives sur le taux de convergence
locale. Nous ajoutons ces problemes a la collection par soucis d'exhaustivite et aussi car une
generalisation de l'approche du chapitre 4 a des problemes qui ne satisfont que la MFCQ,
s'avere une piste naturelle de developpements futurs.
Notons qu'un moyen de generer des problemes ne satisfaisant pas la LICQ a partir des
problemes de la partie precedente 5.3.1 est de dupliquer par exemple au moins une des
contraintes actives a la solution. Nous preferons neanmoins d'autres problemes avec une
structure moins previsible.
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Le probleme fer-sol51 est l'exemple 5:1 de Fernandez et Solodov (2010)
minimiser
x1; x2
x1x2  
1
2
x22; (5.49a)
sujet a   x22  0 : y1; (5.49b)
  2x1 + x2  0 : y2; (5.49c)
x1   2x2  0 : y3; (5.49d)
qui admet la solution optimale x1 = 0 = x

2, a laquelle sont associes les multiplicateurs de
Lagrange y1 = a; a  0 et y2 = 0 = y3. Les contraintes (5.49c) et (5.49d) sont faiblement
actives a la solution x. La LICQ n'est pas veriee en x, car le gradient de la contrainte
(5.49b) active au point x est (0; 0). La MFCQ n'est egalement clairement pas satisfaite en
x.
Le probleme hs108 de la collection Hock et Schittkowski (1981)
minimiser
x2R9
  1
2
(x1x4   x2x3 + x3x9   x5x9 + x5x8   x6x7); (5.50a)
sujet a 1  x23   x24  0 : y1; (5.50b)
1  x29  0 : y2; (5.50c)
1  x25   x26  0 : y3; (5.50d)
1  x21   (x2   x9)2  0 : y4; (5.50e)
1  (x1   x5)2   (x2   x6)2  0 : y5; (5.50f)
1  (x1   x7)2   (x2   x8)2  0 : y6; (5.50g)
1  (x3   x7)2   (x4   x8)2  0 : y7; (5.50h)
1  (x3   x5)2   (x4   x6)2  0 : y8; (5.50i)
1  x27   (x8   x9)2  0 : y9; (5.50j)
x1x4   x2x3  0 : y10; (5.50k)
x3x9  0 : y11; (5.50l)
  x5x9  0 : y12; (5.50m)
x5x8   x6x7  0 : y13; (5.50n)
x9  0 : y14; (5.50o)
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a pour solution x1 = 0:8841292 = x

5; x

2 = 0:4672425 = x

6, x

3 = 0:03742076 = x

7; x

4 =
0:9992996 = x8 et x

9 = 0 et les contraintes actives en ce point sont (5.50b), (5.50d), (5.50e),
(5.50g), (5.50i){(5.50j), (5.50l),(5.50m) et (5.50e). Les gradients de la contrainte (5.50e) au
point x est e9 = (0; : : : ; 0; 1) 2 R9 et ceux des contraintes (5.50l) et (5.50m) sont respective-
ment x3e9 = 0:03742076e9 et  x5e9 =  0:8841292e9. Il s'en suit que x ne verie ni la LICQ
ni la MFCQ.
Pour ce probleme, SNOPT trouve le point stationnaire x1 = :87 = x

3 = x

5 = x

7, x

2 =
 :5 =  x4 = x6 =  x8; x9 = 0, avec la me^me valeur de l'objectif f(x) =  :8660254038,
que la solution (ocielle) precedente. En cette nouvelle solution qui ne verie pas la LICQ,
les trois contraintes (5.50l), (5.50m) et (5.50o) sont faiblement actives.
Le probleme mcwit-81
est l'exemple 8:1 de McCormick et Witzgall (2001)
minimiser
x1; x2
x2; (5.51a)
sujet a x1  0 : y1; (5.51b)
  x21 + x2  0 : y2; (5.51c)
x2  0 : y3; (5.51d)
dont la solution optimale est x1 = 0 = x

2 et les multiplicateurs correspondants sont (x
) =
f(0; ; 1   ) j 0    1g. Donc la contrainte (5.51b) est toujours faiblement active a la
solution x. Puisque les contraintes (5.51c) et (5.51d) actives au point x ont le me^me gradient
(0; 1), il en decoule que la LICQ n'est pas satisfaite par x. Par contre x verie la MFCQ.
Le probleme noc-wright112
s'inspire de l'exemple 11:2 de Nocedal et Wright (2006) auquel nous avons ajoute un
objectif quadratique
minimiser
x1; x2
x21 + x
2
2; (5.52a)
sujet a x1  0 : y1; (5.52b)
100x1
1 + 10x1
+ x22  0 : y2: (5.52c)
La solution optimale est x = (0; 0) a laquelle sont associes les multiplicateurs y1 = 0 = y

2.
Les deux contraintes sont faiblement actives en x qui ne verie pas la LICQ. La MFCQ est
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satisfaite en x, car les gradients de ces contraintes au point x sont respectivement (1; 0) et
(100; 0).
Le probleme wright-61 est l'exemple 6:1 de Wright (2003)
minimiser
x1; x2
x1; (5.53a)
sujet a 4  (x1   2)2   x22  0 : y1; (5.53b)
16  (x1   4)2   x22  0 : y2; (5.53c)
4  x21   (x2   2)2  0 : y3; (5.53d)
dont la solution est x1 = 0 = x

2 et les multiplicateurs de Lagrange correspondants sont
y1 =
1
4
  2; 0    1
8
, y2 = ; y

3 = 0. La contrainte (5.53d) est faiblement active au point
x. Toutes les trois contraintes (5.53b){(5.53d) sont actives au point x qui ne satisfait donc
pas la LICQ, mais verie la MFCQ.
Le probleme yyelin2 provient de (Ye, 2009)
minimiser
x1; x2
1
2

(x1   1)2 + (x2   1)2

; (5.54a)
sujet a (2  x1   x2)3  0 : y1; (5.54b)
x1   1  0 : y2; (5.54c)
a la me^me solution optimale que le probleme yyelin x1 = 1 = x

2. Les deux contraintes
(5.54b){(5.54c) sont actives a la solution x, a laquelle sont associes les multiplicateurs de
Lagrange y1  0 et y2 = 0. La contrainte (5.54c) est faiblement active au point x qui ne
satisfait ni la LICQ ni la MFCQ. En eet le gradient de la contrainte (5.54b) active au point
x est nul.
5.4 Performance des solveurs sur les problemes faiblement actifs
Dans cette section nous repertorions les resultats numeriques obtenus par les solveurs
IPOPT2, IPOPT2nsc, KNITRO, LOQO et SNOPT sur la collection de problemes faible-
ment actifs precedemment decrits. Pour chaque solveur on trouve dans la deuxieme ligne du
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tableau 5.2 le nombre de contraintes faiblement actives detectees tandis que les colonnes trois
et quatre donnent respectivement le nombre d'iterations et la valeur de l'objectif.
Tableau 5.2 { Recapitulatif des resultats des tests numeriques
Problemes Reguliers
Solveurs IPOPT2 IPOPT2nsc KNITRO LOQO SNOPT
Probleme biggsc4
# nsc 1 1 0 0 2
# iterations 26 20 19 21 20
objectif  0:24500E+02  0:24500E+02  0:24499E+02  0:24499E+02  0:30000E+01
Probleme fac-33
# nsc 0 0 0 0 2
# iterations 12 13 11 22 0
objectif 0:413872E 08 0:223554E 08 0:960902E 06 0:144373E 08 0:0E+00
Probleme fac-42
# nsc 0 0 0 0 1
# iterations 24 23 25 26 61
objectif 0:28540E 08 0:28527E 08 0:22003E 06 0:37514E 08 0:21222E 07
Probleme acmc-52
# nsc 0 0 0 0 1
# iterations 13 8 9 22 9
objectif  0:93188E 08  0:36598E 08 0:299991E 05 0:651706E 08 0:00000E+00
Probleme forgw
# nsc 0 0 0 0 1
# iterations 13 6 15 21 0
objectif 0:39999E+01 0:39999E+01 0:40000E+01 0:39999E+01 0:40000E+01
Probleme henk
# nsc 0 0 0 0 1
# iterations 13 6 12 24 0
objectif  0:48141E 08  0:35165E 08 0:81417E 06 0:69750E 08 0:00000E+00
Probleme hs017
# nsc 0 0 0 0 1
# iterations 20 16 15 33 13
objectif 0:10000E+01 0:10000E+01 0:10003E+01 0:10000E+01 0:10000E+01
Probleme hs21mod
# nsc 0 0 0 0 2
# iterations 16 11 13 23 2
objectif  0:95960E+02  0:95960E+02  0:95959E+02  0:95959E+02  0:95960E+02
Probleme hs032
# nsc 0 0 0 0 1
# iterations 16 11 7 23 5
objectif 0:99999E+00 0:99999E+00 0:10000E+01 0:10000E+01 0:10000E+01
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Tableau 5.2 { Recapitulatif des resultats des tests numeriques (suite)
Probleme hs35mod
# nsc 0 0 0 0 1
# iterations 15 7 10 21 1
objectif 0:25000E+00 0:25000E+00 0:25000E+00 0:25000E+00 0:25000E+00
Probleme izm-sol49
# nsc 0 0 0 0 2
# iterations 13 6 11 23 0
objectif 0:46810E 08 0:22239E 08 0:41186E 06 0:84343E 08 0:00000E+00
Probleme izm-sol-421
# nsc 0 0 0 0 2
# iterations 13 8 11 24 0
objectif 0:33370E 08 0:43915E 08 0:41186E 06 0:84343E 08 0:00000E+00
Probleme jitt-osb
# nsc 0 0 0 0 0
# iterations 10000 10000 239 10000 211
objectif  0:22088E+10  0:22088E+10  0:74910E+08 NAN  0:30513E+04
Probleme mcwit-32
# nsc 0 0 0 0 1
# iterations 12 5 10 22 0
objectif 0:21350E 08 0:23307E 08 0:4120446E 06 0:113461E 07 0:000000E+00
Probleme mcwit-33b
# nsc 0 0 0 0 1
# iterations 15 10 10 22 0
objectif  0:93187E 08  0:36598E 08 0:29999E 05 0:23424E 08 0:00000E+00
Probleme mcwit-34
# nsc 0 0 0 0 2
# iterations 16 34 9 25 0
objectif 0:21130E 08 0:22706E 08 0:24050E 05 0:22037E 08 0:00000E+00
Probleme noc-wright11
# nsc 0 0 0 0 2
# iterations 16 11 11 26 5
objectif 0:29619E 08 0:42261E 08 0:50030E 05 0:22623E 07 0:61629E 31
Probleme noc-wright127
# nsc 0 0 0 0 1
# iterations 13 9 10 22 0
objectif  0:43186E 08 0:13397E 08 0:30540E 05 0:58267E 08 0:00000E+00
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Tableau 5.2 { Recapitulatif des resultats des tests numeriques (suite)
Probleme noc-wright165
# nsc 0 0 0 0 2
# iterations 14 6 11 23 1
objectif 0:50387E 08 0:10309E 08 0:82560E 06 0:48154E 08 0:00000E+00
Probleme noc-wright222
# nsc 0 0 0 0 2
# iterations 16 10 16 29 17
objective 0:21307E 08 0:42265E 08 0:88286E 05 0:74170E 09 0:17590E 19
Probleme noc-wright43
# nsc 0 0 100 100
# iterations 19 12 19 34
objectif 0:21657E 06 0:21132E 06 0:15520E 03 0:69903E 09 0:17474E 11
Probleme nonscomp
# nsc 0 0 0 3327 3328
# iterations 23 15 60 33 12028
objectif 0:45527E 05 0:20523E 04 0:15633E 02 0:24094E 08 0:35040E 11
Probleme nsc
# nsc 0 0 1 0 1
# iterations 12 5 17 23 0
objectif 0:28086E 08 0:32502E 08 0:50000E 16 0:13234E 07 0:00000E+00
Probleme nsc2D
# nsc 0 0 0 0 1
# iterations 13 6 11 16 0
objectif 0:49999E+00 0:49999E+00 0:50000E+00 0:50000E+00 0:50000E+00
Probleme nsc2Dcarl
# nsc 0 0 0 0 1
# iterations 13 6 12 22 1
objectif 0:22499E+01 0:22499E+01 0:22500E+01 0:22500E+01 0:22500E+01
Probleme nsc2Dnl
# nsc 0 0 0 2
# iterations 12 5 12 23 0
objectif 0:20000E+01 0:20000E+01 0:20000E+01 0:50000E+00 0:00000E+00
Probleme nsc2Dzc
# nsc 0 0 0 0 2
# iterations 15 10 11 23 5
objectif 0:32662E 08 0:42261E 08 0:82851E 06 0:17682E 07 0:61629E 32
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Tableau 5.2 { Recapitulatif des resultats des tests numeriques (suite)
Probleme nscgene
# nsc 0 0 0 1000 1000
# iterations 12 5 10 34 0
objectif 0:28086E 05 0:32502E 05 0:24767E 02 0:14092E 07 0:00000E+00
Probleme nscgene2
# nsc 0 0 50 1000 1000
# iterations 15 7 33 42 0
objectif 0:24685E 05 0:28896E 05 0:03082E 01 0:15419E 07  0:59604E 07
Probleme oslbqp
# nsc 0 0 0 0 5
# iterations 14 6 8 27 6
objectif 0:62499E+01 0:624996E+01 0:62500E+01 0:62500E+01 0:62500E+01
Probleme pentdi
# nsc 0 0 496 0 496
# iterations 15 10 3 20 2
objectif  :75000E+00  :75000E+00  :75000E+00  0:74999E+00  :75000E+00
Probleme s234
# nsc 0 0 0 0 1
# iterations 17 15 12 22 0
objectif  0:80000E+00  0:80000E+00  0:79999E+00  0:79999E+00  0:80000E+00
Probleme s242
# nsc 0 0 0 0 1
# iterations 21 22 22 25 22
objectif 0:34760E 09 0:22915E 09 0:51328E 06 0:12506E 08 0:68762E 14
Probleme s244
# nsc 0 0 0 0 1
# iterations 16 16 13 21 23
objectif 0:34243E 08 0:89469E 09 0:16862E 05 0:19469E 06 0:77825E 14
Probleme s268
# nsc 0 0 0 0 1
# iterations 16 16 8 27 6
objectif 0:66059E 06 0:66059E 06 0:17600E 02 0:65343E 08  0:36379E 11
Probleme s270
# nsc 0 0 0 0 5
# iterations 25 27 22 14 18
objectif 0:42037E 08 0:30375E 09 0:63357E 06 0:63096E 11  0:10000E+01
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Tableau 5.2 { Recapitulatif des resultats des tests numeriques (suite et n)
Probleme s284
# nsc 0 0 0 0 9
# iterations 27 28 12 28 234
objectif  0:18400E+04  0:18400E+04  0:18399E+04  0:18399E+04  0:18400E+04
Probleme wright-1
# nsc 0 0 0 0 1
# iterations 14 6 11 24 0
objectif 0:49999E+00 0:49999E+00 0:50000E+00 0:50000E+00 0:50000E+00
Probleme yyelin
# nsc 0 0 0 0 2
# iterations 15 7 11 26 1
objective 0:34265E 08 0:68871E 08 0:83660E 06 0:14556E 07 0:00000E+00
Problemes irreguliers
Probleme fer-sol51
# nsc 0 0 0 0 3
# iterations 24 23 12 30 0
objective 0:18953E 08 0:18953E 08 0:83485E 08 0:12410E 10 0:00000E+00
Probleme hs108
# nsc 0 0 0 0 3
# iterations 15 15 12 20 1
objective  0:67498E+00  0:50000E+00  0:67498E+00  0:86602E+00  0:86602E+00
Probleme mcwit-81
# nsc 0 0 0 0 2
# iterations 15 18 10 24 0
objectif  0:88635E 08  0:88637E 08 0:38267E 05 0:16623E 08 0:00000E+00
Probleme noc-wright112
# nsc 0 0 0 0 2
# iterations 24 22 19 20 0
objectif 0:42257E 08 0:42323E 09 0:86301E 05 0:79922E 08 0:00000E+00
Probleme wright-61
# nsc 0 0 0 0 2
# iterations 18 17 12 20 0
objectif  0:92930E 08  0:19412E 08 0:99978E 06 0:41421E 08 0:00000E+00
Probleme yyelin2
# nsc 0 0 0 1 0
# iterations 34 33 29 36 1
objectif 0:13649E 08 0:21115E 08 0:17642E 09 0:99571E 15 0:11589E+00
Il est interessant d'observer que pour le probleme nonscomp, tous les solveurs de points
interieurs eectuent moins d'iterations que SNOPT. Comme dans la plupart des problemes de
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cette section, IPOPT2nsc fait mieux que tous les autres solveurs de points interieurs. Obser-
vons ici que la mise a l'echelle des multiplicateurs ne semble pas ameliorer les performances
d'IPOPT sur les problemes s234, 242, s244, s279 et s270 de la collection Schittkowski
(1987). Ce comportement est tout a fait coherent avec la theorie de notre approche de mise
a l'echelle qui ne fonctionne qu'en vertu de la LICQ et de la condition forte du second ordre.
En fait, pour tous les problemes, precites le point stationnaire obtenu ne satisfait pas la
condition du second ordre. En eet, la matrice hessienne du lagrangien au point stationnaire
est nulle pour les problemes s234 et s270. Pour les problemes s234, s244 et s279, cette
matrice hessienne n'est pas denie positive sur l'ensemble des directions d 6= 0 qui verient
rci(x)Td = 0, pour tout i 2 AS et rci(x)Td  0 pour tout i 2 AW . Il en est de me^me
pour les problemes fac-42, noc-wright222 et noc-wright43.
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Figure 5.1 Prols de performance pour KNITRO, IPOPT2, IPOPT2nsc et LOQO pour le
nombre d'iterations.
La gure 5.1 donne les prols de performance pour le nombre d'iterations des dierents
solveurs. Sur le graphique de gauche qui donne les prols pour IPOPT2 et IPOPT2nsc, on
peut observer qu'IPOPT2 est le plus rapide sur pres de 65 % des problemes et qu'il atteint
un taux de succes d'environ 98 % en dominant IPOPT2 en tout temps. Cette observation
est conrmee par le graphique de droite ou le prol de IPOPT2nsc est au dessus de celui de
tous les autres solveurs. Ceci tend a conrmer l'ecacite de la mise a jour duale sur cette
collection de problemes avec des contraintes faiblement actives.
5.5 Resultats numeriques sur des problemes de la collection CUTE(r)
Cette section resume les performances comparees des solveurs IPOPT2, IPOPT2nsc, KNI-
TRO et LOQO sur des problemes faiblement actifs supplementaires de la collection Bongartz
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et al. (1995); Gould et al. (2003). La plupart de ces problemes ont ete detectes numerique-
ment par SNOPT. Nous repertorions dans le tableau 5.3, aux colonnes 3 a 6, le nombre de
contraintes faiblement actives detectees par chaque solveur, et ce pour le probleme corres-
pondant, dans la ligne concernee. Les colonnes 7 a 10 renferment le nombre d'iterations pour
chaque solveur. Les colonnes 1 et 2 contiennent respectivement le nom et la classication du
probleme, telle que decrite dans Bongartz et al. (1995); Gould et al. (2003). Le seuil d'erreur
ici, comme dans les tests anterieurs, est xe a " = 10 5 pour tous les solveurs et le nombre
maximal d'iterations permis est xe a 10000. Dans chaque rangee du tableau 5.3, le nombre
en caractere gras souligne le nombre minimal d'iterations, parmi tous les solveurs.
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Tableau 5.3 Comparaison entre IPOPT2, KNITRO et LOQO sur des problemes faiblement
actifs de la collection CUTE(r)
Contrainte Iterations
Problemes Classication IP
O
P
T
3
K
N
IT
R
O
L
O
Q
O
S
N
O
P
T
IP
O
P
T
2
IP
O
P
T
2
n
sc
L
O
Q
O
K
N
IT
R
O
aug2dqp QLR2-AN-V-V 208 208 208 - 30 22 28 28
bigbank ONI2-RN-2230-1112 392 469 323 463 25 19 31 1324
blockqp1 QLR2-AN-V-V 0 0 0 502 11 8 18 6
blockqp5 QLR2-AN-V-V 22 0 0 295 43 24 34 8
brainpc0 SOR2-MY-6907-6900 7 2 0 96 i 194 i 75
brainpc4 SOR2-MY-6907-6900 2 7 0 112 84 137 i 33
brainpc8 SOR2-MY-6907-6900 2 7 14 116 82 75 i 41
clnlbeam OOR2-MN-V-V 4 4 4 4 176 183 110 355
deconvb SBR2-MN-61-0 0 0 0 2 6952 1099 41 59
deconvc SQR2-MN-61-1 0 0 0 1 58 59 32 44
eigena NOR2-AN-V-V 0 0 0 90 29 25 24 38
gausselm LOR2-AN-V-V 1 1 20 2720 987 933 i 103
ksip QLR2-AN-20-1001 0 0 11 12 29 32 50 14
liswet5 QLR2-AN-V-V 0 0 7 276 38 35 35 24
pentdi QBR2-AN-V-0 0 0 0 496 15 10 20 11
reading2 LLR2-MN-V-V 0 0 3195 5628 17 17 24 1
sipow1 LLR2-AN-2-V 0 0 16 18 20 20 17 135
sipow1m LLR2-AN-2-V 0 0 14 18 20 18 16 133
sipow2 LLR2-AN-2-V 0 0 6 8 23 25 16 12
sipow2m LLR2-AN-2-V 0 0 6 8 23 20 16 12
sipow4 LLR2-AN-4-V 0 0 23 33 16 17 19 22
smmpsf LQR2-AY-720-263 12 11 11 12 107 107 i 100
steenbra QNR2-AY-432-108 0 0 0 51 23 30 22 191
steenbrc ONR2-MY-540-126 0 0 0 416 759 923 f 273
steenbre ONR2-MY-540-126 0 0 0 84 124 91 314 956
steenbrg ONR2-MY-540-126 0 0 0 79 73 85 175 1156
trainf QQR2-MN-V-V 36 8 641 645 40 33 72 77
vanderm1 NOR2-AN-V-V 0 0 0 52 32 26 i 32
LOQO atteint le nombre limite d'iterations sans obtenir une solution sur les problemes
brainpc0, brainpc4, brainpc8, smmpsf et vanderm1. Il en de me^me pour IPOPT2nsc
sur le probleme brainpc0. Ceci est indique dans le tableau 5.3 par la lettre < i >. Le pro-
bleme steenbrc engendre une erreur d'admissibilite pour LOQO (marque par < f > dans le
tableau 5.3). Le nombre d'iterations en italique pour KNITRO sur le probleme brainpc4
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indique qu'une erreur de < NaN > survient dans l'evaluation de l'objectif.
Notons aussi que la hessienne du lagrangien est nulle pour les problemes sipow1, si-
pow1m, sipow2, sipow2m et sipow4. La condition susante du second ordre n'est donc
pas satisfaite par les points stationnaires et par consequent, notre approche d'acceleration
de la convergence n'a pas d'eet sur ces problemes. On observe que sur la plupart des pro-
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Figure 5.2 Prols de performance pour KNITRO, IPOPT2, IPOPT2nsc et LOQO pour le
nombre d'iterations.
blemes du tableau 5.3, IPOPT2nsc eectue moins d'iterations que IPOPT2. Les prols de
performance de la gure 5.2 conrment les bonnes performances de IPOPT2nsc sur ces pro-
blemes. Le prol du graphique de gauche montre une nette preponderance de IPOPT2nsc sur
IPOPT, aussi bien en termes de vitesse, il est plus rapide sur pres de 60 % des problemes,
q'en termes de robustesse, ou il atteint un taux de succes de pres de 90 %. Sur le graphique
de droite qui donne les prols pour tous les solveurs, on observe aussi la bonne performance
de IPOPT2nsc qui demeure la plus rapide sur 60 % des problemes et qui obtient le deuxieme
taux de succes apres KNITRO. Cela tend a conrmer l'ecacite de la technique de mise a
l'echelle de Coulibaly et Orban (2012) pour accelerer la convergence locale des methodes de
points interieurs sur les problemes non strictement complementaires.
5.6 Conclusion
En conclusion, on peut retenir que IPOPT2nsc surpasse sur la plupart des problemes
IPOPT2 et LOQO et se place deuxieme dans les autres cas ou KNITRO obtient le plus petit
nombre d'iterations. Mentionnons egalement que la strategie de mise a jour des variables
duales de Coulibaly et Orban (2012) testee ici est de faible cou^t car elle n'exige aucun calcul
supplementaire. En plus elle ne depend pas de la taille du probleme. Pour les points sta-
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tionnaires ou la LICQ et la condition forte du second ordre sont satisfaites, on observe la
convergence superlineaire de la suite d'iteres produite par IPOPT.
Malgre ce bon comportement numerique pour une implementation preliminaire, il serait
interessant de rendre l'implementation plus robuste en incorporant le systeme reduit dans le
calcul du pas de Newton. Relaxer les hypotheses de la LICQ et/ou de la condition susante
du second ordre pourrait e^tre des axes de developpements futurs an de prendre en compte
un plus grand nombre de problemes avec des contraintes faiblement actives.
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CHAPITRE 6
CONCLUSION
6.1 Synthese des travaux
Nous avons presente dans le chapitre 3 une approche generale pour la resolution des
problemes non lineaires a l'aide de la methode des variables elastiques.
Du fait que l'interieur strict de l'ensemble realisable d'un probleme avec contraintes de
complementarite est vide, aucune condition de qualication n'est satisfaite. On ne peut donc
pas songer a resoudre ces problemes par les methodes d'optimisation continue ecaces que
sont les points interieurs, qui constituent l'etat de l'art a ce jour. Par ailleurs les problemes
avec contraintes de complementarite possedent leur propres jeux de conditions d'optimalite
qui dierent des conditions d'optimalite classiques. Une fois les contraintes reformulees, les
precedentes approches consistaient a elargir l'ensemble realisable de maniere empirique et a
resoudre le probleme ainsi obtenu par un procede classique. Les proprietes de convergence
des algorithmes qui decoulent de ce type d'approche dependent ineluctablement du choix du
parametre de relaxation. Un desavantage majeur de cette approche a nos yeux est qu'elle
demande a l'utilisateur de savoir par avance l'emplacement des contraintes de complementa-
rite, la relaxation ne concernant que celles-ci. C'est comme si la methode possedait un mode
< complementaire >, active lorsque de telles contraintes sont presentes. Nous cherchions donc
une methode generique qui ne demande pas a l'utilisateur de gerer l'elargissement manuel-
lement. Dans notre approche le ro^le du parametre d'elargissement est joue par de nouvelles
variables du probleme. Une methode de points interieurs `1 est ensuite applique au probleme
resultant. L'objectif du probleme est rendu dierentiable par introduction de variables elas-
tiques. Le probleme elastique ainsi forme ne comporte plus que des contraintes d'inegalite et
l'interieur strict de son ensemble realisable est desormais non vide. On peut donc le resoudre
par la methode des points interieurs. Cette approche initialement suggeree par Gould et al.
(2010) dans le cas des problemes continus generaux, s'avere indiquee dans notre contexte,
aussi bien pour sa performance numerique que sa generalite. L'approche elastique est en
eet applicable au-dela des problemes avec contraintes de complementarite, par denition|
toutes les contraintes sont rela^chees independamment du fait qu'elles decrivent des conditions
de complementarite. Comme consequences, nous n'avons aucun < mode complementaire >,
d'une part, et d'autre part, notre approche permet de resoudre tout probleme dont l'ensemble
realisable est d'interieur strict vide.
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Dans le chapitre 4 nous avons decrit une approche de mise a l'echelle des multiplicateurs
faiblement actifs an de recouvrer une convergence locale superlineaire pour un algorithme
de points interieurs primal-dual, en l'absence de la complementarite stricte. En eet, en
une solution locale non strictement complementaire, la direction d'approche des solutions du
probleme barriere est tangente a certaines contraintes actives. De plus la matrice du systeme
de Newton est singuliere a la solution. Cela deteriore les bonnes proprietes de convergence
rapide de la methode de Newton. Dans ce chapitre, en nous basant sur une approche de mise
a l'echelle peu onereuse, nous proposons une decomposition du systeme de Newton reduit
selon les ensembles actifs qui donne a la limite une matrice reguliere, sous les conditions
classiques de la LICQ et de la condition susante du second ordre. Le chapitre 4 renferme les
proprietes theoriques de notre approche de mise a l'echelle des variables duales ainsi que la
convergence superlineaire de la suite d'iteres ainsi construite. Numeriquement, l'approche de
mise a l'echelle a ete incorporee a la version Fortran de IPOPT et nous a permis d'observer
la convergence superlineaire sur un certains nombre de problemes. Les details de ces tests
numeriques se trouvent dans le chapitre 5.
Dans le chapitre 5, nous avons livre les details des tests numeriques dans lesquels nous
comparons notre approche de mise a l'echelle dans IPOPT avec KNITRO et LOQO, deux
autres solveurs de points interieurs. Pour les besoins de ces tests, nous avons initie l'assem-
blage d'une collection de problemes faiblement actifs issus de collections deja existantes et
de la litterature. Pour la detection des contraintes faiblement actives, nous avons utilise un
code AMPL avec le solveur KNITRO qui utilise un algorithme SQP et une methode de
contraintes actives. Dans le chapitre 5, en plus des details de la performance des trois sol-
veurs de notre etude, nous donnons quelques caracteristiques analytiques pour la plupart des
problemes, notamment une solution locale ainsi que la condition de qualication satisfaite
en cette solution. Ces tests numeriques donnent un eclairage consequent sur l'ecacite de
notre approche d'acceleration de la vitesse de convergence locale des algorithmes de points
interieurs primaux-duaux exposee au chapitre 4.
6.2 Limitations des solutions proposees
Nonobstant le taux de reussite satisfaisant de nos deux approches pour resoudre les pro-
blemes avec des contraintes de complementarite et le manque de la complementarite stricte,
on peut relever les limitations suivantes qui sont autant de pistes d'ameliorations futures.
A propos des problemes avec des contraintes de complementarite, notre approche de
resolution s'avere adaptee a tout type de problemes complementaires, sans consideration
quant a la regularite. Cependant, me^me si dans nos test numeriques sur la liste de problemes
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MacMPEC, nous n'avons pas rencontre de probleme de convergence locale lente, nous pensons
qu'il est possible d'ameliorer la vitesse de la convergence locale. Nos resultats numeriques
decrivent un ordre de convergence locale lineaire, coherent avec la regle de mise a jour lineaire
du parametre barriere. Par ailleurs, la formulation avec des egalites peut conduire a des points
faiblement stationnaires tels que des points C-stationnaires. En eet les multiplicateurs de
Lagrange associes au point fortement stationnaire du theoreme 3.2.1 sont z1 = y1 X2(y3 e)
et z2 = y2 X2(y3 e). A cause du terme de decalage e, l'algorithme peut e^tre coince en un
point C-stationnaire. La formulation avec des inegalites semble plus robuste de ce point de
vue, car capable d'eviter ce type de points. Dans la situation ou l'algorithme converge vers un
point qui ne satisfait pas la MPCC-MFCQ, nous disposons de la relation liant les gradients
des contraintes actives et des contraintes d'egalite, comme on peut le voir dans la preuve du
theoreme 3.4.3. En d'autres termes, on pourrait a partir de cette relation eliminer certaines
contraintes redondantes et obtenir un probleme plus regulier que l'on passe a l'algorithme
elastique.
Concernant l'acceleration de la convergence pour des problemes non strictement comple-
mentaires, nous ne solutionnons que des problemes ou la LICQ est satisfaite a la solution.
Cette hypothese laisse hors de portee de notre approche tous les problemes ou des conditions
de qualication plus faibles, telles que la SMFCQ, ou la MFCQ sont satisfaites, et aussi tous
les problemes ou aucune condition de qualication n'est satisfaite.
Notre collection de problemes faiblement actifs n'en est qu'a ses balbutiements et il ne fait
aucun doute, compte tenu de nos ressources et de nos intere^ts du moment, que nous avons
ete limites quant au nombre et a la variete des problemes qui y sont mentionnes.
6.3 Ameliorations futures
A la lumiere de cette these qui a pour objet le traitement de degenerescence en optimi-
sation lineaire, et nonobstant les resultats satisfaisants auxquels nous sommes parvenus, il
demeure des pistes d'amelioration a explorer, dans le but d'aner ou d'etendre ces resultats.
Dans le cas des problemes de complementarite, une piste de reexion immediate est de
peauner le choix des parametres de penalite an de les ajuster au fur et a mesure du
deroulement des iterations internes. Il serait tout aussi interessant d'etudier et de renforcer
le mecanisme de l'algorithme elastique, avec la formulation avec des inegalites, qui nous
permet d'eviter les points C-stationnaires, ces faux optima, et le cas echeant de le renforcer.
Par ailleurs, me^me si en pratique nous n'avons constate aucun cas de convergence locale
anormalement long, il serait bon d'etudier plus en detail la vitesse de convergence locale de
l'algorithme elastique an de l'ameliorer a l'image de ce qui a ete fait pour les problemes avec
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des contraintes faiblement actives au chapitre 4.
Une piste d'investigation prometteuse pour l'algorithme elastique pourrait e^tre la re-
solution de problemes non lineaires mixtes (MINLPs) dans lesquelles on rencontre des va-
riables binaires (ou entieres) a cote des variables continues. En reecrivant les variables binaires
bi 2 f0; 1g comme des variables continues sous l'une des formes bi(1  bi) = 0 ou 0  bi  1
et bi(1  bi)  0, on introduit des contraintes de complementarite. Les resultats preliminaires
que nous obtenons sur des instances de problemes en nombres entiers simples, en une ou deux
dimensions nous penser qu'une piste de developpement futur interessant serait d'utiliser une
approche elastique dans la resolution de MINLPs.
A propos du manque de la complementarite stricte, une fois lances dans l'etude de l'acce-
leration de la convergence des methodes de points interieurs, nous nous sommes apercus du
manque de resultats concernant l'existence de la trajectoire centrale, pour le cas de problemes
non lineaires le plus general. Une piste de recherche naturelle est de s'attaquer a l'existence
de la trajectoire centrale pour les problemes faiblement complementaires et qui satisfont la
LICQ, en s'inspirant des travaux de Stoer et Wechs (1998), par exemple. Une autre piste
d'amelioration de notre approche est de relaxer l'hypothese de la LICQ, en la remplacant par
une plus faible condition de qualication telle que la MFCQ et de voir dans quelle mesure les
resultats actuels s'en trouvent modies.
Enn, l'etape suivante pour la collection de problemes faiblement actifs est de l'etoer
avec un plus grand nombre de problemes issus de divers horizons et cela en rendant la
collection plus visible et accessible en ligne, an de stimuler grandement l'interactivite et la
collaboration entre de potentiels usagers.
Il pourrait e^tre aussi interessant de combiner l'approche elastique avec la technique de mise
a l'echelle des multiplicateurs associees aux contraintes faiblement actives. Cette unication
des deux approches aura pour avantage de nous dispenser de la condition de qualication,
vu qu'on en recouvre une avec formulation elastique. L'autre avantage theorique de cette
approche est qu'on n'a plus besoin de formuler d'hypothese de complementarite stricte sur le
probleme elastique resultant. Cela pourra donc permettre de ba^tir la theorie de la convergence
locale pour l'algorithme elastique, qui comme on l'a vu au chapitre 4 se bute a la tres exigeante
condition d'avoir une solution du (MPCC) strictement complementaire de niveau inferieure,
c'est a dire A1 \ A2 = ;.
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