This paper is the continuation of the work "On an inverse problem for finite-difference operators of second order" ([1]). We consider the Cauchy problem for the Toda lattice in the case when the corresponding L-operator is a Jacobi matrix with bounded elements, whose spectrum of multiplicity 2 is separated from its simple spectrum and contains an interval of absolutely continuous spectrum. Using the integral equation of the inverse problem for this matrix, obtained in the previous work, we solve the Cauchy problem for the Toda lattice with non-stabilized initial data.
Introduction
1. In paper [1] we explained the importance of the extension of classes of initial data for which the Cauchy problem for nonlinear evolutionary equations can be solved. Due to this reason the goal of many investigations is the search of new inverse problems for linear L-operators, which can be applied to solve the corresponding Cauchy problems with new and possibly wider classes of initial data.
In this connection in paper [1] we considered the Cauchy problem for the equation of oscillation of the doubly-infinite Toda lattice with the coefficients a k , b k , defined by the formula
is the L-operator that corresponds to this problem. The main result of paper [1] is the finding and solving of a new inverse spectral problem for Jacobi matrix J when it satisfies the following main conditions: its elements are bounded, its spectrum of multiplicity 2 is separated from its simple spectrum and contains an interval [a, b] of absolutely continuous spectrum of multiplicity 2. (Besides, we imposed some additional technical conditions on the behavior of the arguments of the Weyl functions of the matrix J in the neighborhood of its spectrum.)
In the present work we use the obtained inverse problem (more precisely the integral equation of the inverse problem) to solve the Cauchy problem (0.1), (0.2) for the Toda lattice in the case when the Jacobi matrix (0.3), defined from the initial conditions by (0.4), satisfies the described conditions on the type of spectrum.
2.
Before starting the solving of the Cauchy problem let us outline the main results of paper [1] . We denote by P k (λ), Q k (λ) the solutions of the finite-difference equation 5) with initial data P 0 (λ) = 1, P −1 (λ) = 0, Q 0 (λ) = 0, Q −1 (λ) = 1.
As it is known, for nonreal λ equation (0.5) has the Weyl solutions 
where I is the identity matrix, and its Weyl functions
SuchJ has the necessary form. So, we can solve the inverse problem, described in [1] , for this new matrix and apply the inverse problem to solve the Cauchy problem for the Toda lattice with the initial data that correspond (by (0.4)) to the matrixJ. Ifx n (t) is the solution of the equation of the Toda lattice with these initial data, then the functions
as it can be verified, are the solution of the Toda equation with the original initial data (i.e. corresponding to the matrix J).
Instead of the two Weyl functions and two Weyl solutions, which are defined in the plane of spectral parameter λ, we introduce one function and one parameter defined in the z-plane, where the variable z and the parameter λ are connected by the relation z + z −1 = λ:
The key step of the inverse problem is the suitable factorization of the function
and the choice of the factorizing function R(z), which are obtained by the following theorem:
in its domain of holomorphy can be represented in the form of the product of two functions R(z), R(z −1 ):
The function R(z) may only have singularities at such points z, that z + z −1 belongs to the spectrum of the matrix J. If z + z −1 belongs to the absolutely continuous spectrum of multiplicity 2, then R(z) may have singularities at both points z, z −1 , and if z + z −1 belongs to the simple spectrum, then R(z) may only have singularities at one of the points z, z −1 . (Paper [1] represents the explicit expression for the function R(z). This theorem is strictly proved in paper [2] in a more general form.)
Further for all k ∈ Z we introduce the functions
where
The following theorem is the main result of paper [1] :
where the function u(k, β) is the solution of the integral equation
The functions m(α), q(α), the measure dσ(α), defined on the real line, and the functionr(e iθ ), defined on the unit circle, are explicitly expressed in terms of the function n(z) (see [1] ). If the matrix J satisfies the imposed conditions, the equation (0.10) is uniquely solvable for any k in the class L 2 (R σ ∪ Tm π ). (Herem π is the Lebesque measure on the unit circle T, divided by π.)
In equation (0.10) the parameter β belongs to the unit circle and the real line. We observe that the support of the measure dσ(α) and the unit circle T coincide with the set of such points z, that z + z −1 belongs to the spectrum of the operator J.
The collection {r(e iθ ), m(α) q(α −1 ) , dσ(α)}, consisting of the functionsr(e iθ ), m(α) q(α −1 ) and the measure dσ(α), determines integral equation (3.39) and representation (3.40) . This collection is called the reduced spectral data of the Jacobi matrix J. Evidently, they play the same role in our inverse problem as the scattering data in the inverse scattering problem. According to the last theorem for each k ∈ Z, the equations (0.10), reconstructed according to these data, have a unique solution in the space L 2 (R σ ∪ Tm π ). In order to reconstruct the Jacobi matrix J according to the given spectral data it is necessary to solve equation (0.10), then find the functions g(k, z) using formula (0.9) and then find the elements a k , b k of the Jacobi matrix using formulas
The elements b k can be found up to their sign.) We will prove the last two formulas later on (see lemma 3). The map
, dσ(α)} , described in the previous sections, is the solution of the direct spectral problem, and the map
solves the inverse spectral problem. Such are the main results of paper [1] .
3. In order to solve the Cauchy problem for the equation of the Toda lattice we introduce the operatorΓ
where C 2 is the operator in the space
(0.13) According to theorem 4 of paper [1] , the operatorΓ(k, t) is always invertible and the inverse is bounded. In these notations the equation (0.10) of the inverse problem can be rewritten in the formΓ
Let us define in the space L 2 (R σ ∪ Tm π ) the operator P , which project the whole space into its subspace consisting of the constant functions:
.
(The coefficientk = 0 is chosen so that the condition P (1) = 1 is satisfied.) Let us also denote by N the operator of multiplication by the variable β in the space
The furthest part of the work is organized in the following way. In section 1 we prove that for arbitrary parameters {r(e iθ ),
, dσ(α)}, which guarantee the invertibleness of the operatorΓ(k, t), and for the operatorsΓ(k, t), P and N , defined as above, the functionsx
where c 1 is a constant number, are the solutions of the Toda equation (0.1) without the initial condition (0.2). In section 2 we prove that if we define a Jacobi matrix J according to (0.3), (0.4) from the initial conditions (0.2), find its reduced spectral data {r(e iθ ),
, dσ(α)} and substitute them into the expression of the operatorsΓ(k, t) and P , then the last formula gives us the solution of the Cauchy problem (0.1), (0.2).
We note that there is a short presentation of this work in paper [3] .
4.
As it was already said, the main theorems of paper [1] are proved with some additional conditions for the matrix J. Since in what follows we will use the invertibleness of the operatorΓ(k, t), defined from the reduced spectral data, we will also need these conditions for the main theorem of the present work. So, we rewrite them here. Put the arguments of the Weyl functions:
LetΩ R andΩ L be the sets of singularities of the functions m R (λ) and
andΩ s 2 ⊂Ω 2 be the set of the common poles of the functions m R (λ) and
, and let
2 That means thatΩ R andΩ L are the sets of the points where the functions m R (λ) and
are not holomorphic. It is easy to see thatΩ R andΩ L can be defined as the supports of the measures dρ R (λ) and dρ L (λ), where ρ R (λ), ρ L (λ) are such nondecreasing functions that
with β ∈ R.
We assume that: A) All the three setsΩ 1 ,Ω s 2 ,Ω a 2 have positive mutual distances, [−2, 2] ⊂Ω a 2 , and the setΩ s 2 is finite or empty. B) For some ε > 0 almost everywhere (with respect to Lebesque measure) on the set
C) In some neighborhood of the setΩ a 2 the function η R (α) − η L (α) satisfies the Hölder condition.
D) The setΩ a 2 \[−2, 2] can be covered with mutually disjoint intervals δ l on each of which the following inequalities are true:
and the functions η R (τ ), η L (τ ) satisfy the Hölder condition on the interval [−2, 2].
The construction of solutions of the Toda equation from the integral operators of the formΓ(k, t) 3
We denote the associative ring of the bounded operators in the space
We suppose that these operators depend on the real parameter t and on the integer parameter k. Let us introduce in this ring operators ∂ and ∂ α of the differentiation by t and by k
and an automorphism α:
It is evident that
, and that
It is also clear that the operators of differentiation ∂ and ∂ α are commutative. So are the operators ∂ and α. We will denote be e the identical operator in L 2 (R σ ∪ Tm π ), which is the unit element of the ring K.
Instead ofΓ(k, t) we will for now consider the operator
with the operator C 2 , defined in (0.13). It is simply to verify immediately that this operator satisfies the differential equations
where A ∈ K is the operator of multiplication by (
). The operator A is a constant operator (i.e. it does not depend on t and k). As it is seen from (1.2), the logarithmic derivative
of the operator Γ is invertible:
Lemma 1. (see [3] ) The logarithmic derivative γ = Γ −1 ∂Γ of the operator Γ satisfies the equation
P r o o f. 1) Let us first suppose that γ satisfies the equations
Substituting γ −1 ∂γ instead of ∂ α (γ) into the second equality, we have
Thus,
On the other hand,
Substituting these expressions into the right-hand side of (1.5), we obtain that γ satisfies equation (1.3):
which is the abstract form of the Toda lattice equation.
2) Thus, to prove the lemma, we have to show that equations (1.2) imply equations (1.4). Let us prove the first of them. The equation
is equivalent to
Applying the operator ∂ to both sides of the equality, we have
or, multiplying the equality by Γ −1 from the left-hand side,
Since α(γ) − γ = ∂ α (γ), this has as a consequence that ∂γ − γ∂ α (γ) = 0, which we, actually, wanted to prove. Let us now prove the second of the equalities (1.4). The equation
Applying the operator ∂ to this equality, we have
or, multiplying it by Γ −1 from the left-hand side,
We can eliminate Γ −1 AΓ from the last equality, because
Thus, the analyzed equation is equivalent to the equality
Further, since
and
we have
Substituting this in our equality we obtain
which is the second of equations (1.4). This proves the lemma.
The logarithmic derivative γ(k, t) is an operator in the space
. As a function of k and t it is a solution of nonlinear equation (1.3) is the ring K. Now we are going to construct from this solution a solution of the same nonlinear equation for scalar functions of k and t. Let P ∈ K is a projector in the space L 2 (R σ ∪ Tm π ), i.e. P = P 2 , and let it not depend on k and t.
Lemma 2. If the equation
has in the ring K a solution y = x, which satisfies the condition P x = P xP, (1.6) then the element P xP is a solution of the same equation in the subring P KP .
P r o o f. According to the assumption, the element P = P 2 is constant. Hence, the following identities are true: P ∂(y) ≡ ∂(P y), P α(y) ≡ α(P y), ∂(y)P ≡ ∂(yP ), α(y)P ≡ α(yP ), from which we have that for the element x, satisfying (1.6), P ∂(x) = ∂(P x) = ∂(P xP ) = ∂(P xP )P,
Besides, from P xP = P x it follows that P xP x −1 = P, and, subsequently, in the subring P KP the equality holds:
(Here P xP is scalar. Hence, (P xP ) −1 makes sense.) Thus, if the element x satisfies the second equation of (1.3), then
According to the lemma, to construct the solutions of the Toda equation (0.1) from γ, we only need to satisfy the condition (1.6). Now we remark that the equation (1.5) has a multiplicative group of transformations, that is, if γ satisfies this equations, then so does the element N −1 γ, where N is an arbitrary constant element. Hence, if the element γ satisfies the equation γ = γP + N (e − P ), (
with some constant elements N and P = P 2 , then γ(e − P ) = N (e − P ),
that is, the element P N −1 γ = P N −1 γP satisfies the conditions of lemma 2 and it is a solution of equation (1.5) in the subring P KP . Relation (1.7), which guarantees the possibility of projecting, is equivalent to the following equation for Γ:
∂Γ(e − P ) = ΓN (e − P ).
(1.8)
So, if we choose the operator N and the projector P in the space L 2 (R σ ∪ Tm π ) so that the operator Γ satisfies relation (1.8), then the scalar function z(k, t) = P N −1 γ(k, t)P will satisfy the equation
In this case the functions x k (t) = ln z(k, t) will satisfy equation (0.1) of the oscillation of the Toda lattice, which is the goal of this section. Substituting into (1.8) the expression (1.1) for Γ(k, t), we reduce the equation to the form
This equation will hold if the relations Then the first of these relations is always fulfilled. Let us define the projector P ∈ K as
(The coefficient k = 0 is chosen so that the requirement P 2 = P is satisfied, i.e. so that P (1) = 1. Do not mix the real coefficientk with the integer index k.) We have to verify the relation
For this let us calculate, according to the definition of C 2 in (0.13),
Therefore, the relation to verify is equivalent to the equality
and is always trivially satisfied.
Conclusion:
The functions
are solutions of the Toda lattice equation (0.1). Hence, if x k (0) andẋ k (0) satisfy the initial data, then x k (t) will be solutions of the corresponding Cauchy problem for the Toda lattice equation. So, to solve this Cauchy problem it is sufficient to choose the Jacobi matrix J in such way that the functions x k (t) = ln (P N −1Γ (k, t) −1 N −1Γ (k + 1, t) (1)), whereΓ(k, t) are the operators defined from the inverse problem for the matrix J, satisfy the given initial data when t = 0.
We emphasize that in this section we have never used the specific type of the measure dσ(α) and the functions m(α), q(α) andr(e iθ ). The only thing we needed was that Γ(k, t) has the common form (5.2 ), (5.2 ) and is invertible. This means that all the speculations of this section are true for arbitrary measure dσ(α) and functions m(α), q(α),r(e iθ ), provided they guarantee the invertibleness ofΓ(k, t). In particular, we can take an arbitrary Jacobi matrix, satisfying the conditions A)-E), then find its reduced spectral data dσ(α), m(α), q(α),r(e iθ ), then define the operatorsΓ(k, t) and P from them. The solutions x k (t), constructed from these operators, will be solutions of the Toda lattice equation (0.1) anyway. But in order to satisfy the given initial data, it is necessary to find appropriately the matrix J.
Satisfying if the initial data
So, if we have the initial data v k , w k we define the Jacobi matrix J of the form (0.3) by (0.4). LetΓ(k, t) is the operator of the inverse problem equation for the matrix J. We define from this operator the solution x k (t) = ln (P N −1Γ (k, t) −1 N −1Γ (k + 1, t)P ) of the Toda lattice equation.
In this section we are going to prove that x k satisfy the initial data
where the number c 1 ∈ R does not depend on k. Then the solution of the Cauchy problem will be given byx
It is evident that to verify (2.1) we have to prove
Lemma 3. The functions x k (t) satisfy the relations
P r o o f. 1) Let us first see how the elements b k and a k of the matrix J are expressed in terms of g(k, z). We remind that the Weyl solutions ψ(k, z) satisfy the finite-difference equation
We also considered the functions
According to theorem 1 of paper [1] , they satisfy the asymptotic formula
Let us now derive a finite-difference equation for g(k, z). Multiplying the equation (2.2)
, we obtain
which is equivalent to
Letting z → ∞, we have
2) Using formula (0.9)
we find that
it is the "non-normalized" projector), and u k ≡ u(k, β) is the solution of the inverse problem equation (for t = 0). We also see that
3) Thus, we have to verify that
Let us check the first of these equalities.
, where we denoted, for the sake of brevity,Γ k =Γ(k, 0). We remind thatΓ k u k ≡ Γ(k, 0)u(k, β) = −1.
In the right-hand side of the obtained equality let us expresskP 1 in the form
. For this it is sufficient to solve the following equation for a unknown functionω k :k
k . The solution of this equation is the functioñ
Besides, we remark now that −1 = −N −1 · β1. Hence,
To simplify this expression, we show that
which is equivalent (taking into account the specific ofΓ k ) tô
But, according to equality (1.9), C 2 N − β −1 C 2 =P . Further, sincekP 1 = 1, equality (2.3) always holds and 0) ), what we needed. Let us now verify thatẋ k = a k . First, (Γ −1
Hence,ẋ
Calculate separately the braces {} in the nominator:
Let us calculate the denominator in the expression for x k :
We calculate separately the second term:
Finally, substituting this into the expression for x k , we obtain
which ends the proof of lemma 3.
In this section we proved the main Theorem (the main theorem) (on the existence of the solution of the Cauchy problem for the Toda lattice). Let the Jacobi matrix J, defined by formulas (0.3), (0.4), satisfies conditions A)-E).
Then problem (0.1), (0.2) has a solutioñ The constant number c 1 , evidently, can be found from the formula
Remark. The main result can be exposed in more usual terms of the evolution of the spectral data. The inverse problem equation with spectral data depending on time, is rewritten in the form dσ(α, t) = e (β−β −1 )t dσ(α, 0) = e (β−β −1 )t dσ(α) , (2.7 )
r(e iθ , t) = e (β−β −1 )tr (e iθ , 0) = e (β−β −1 )tr (e iθ ) .
(2.7 )
In order to find the solution of the Cauchy problem for the Toda lattice (0.1), (0.2) at the time t, one need: 1) to find the reduced spectral data { 2q(α −1 ) m(β) , dσ(α),r(e iθ )} of the matrix J, defined by (0.3), (0.4); 5 In order to make clearer the way of findingx k (t) from the operatorsΓ(k, t), P N , we comment the last formula. Evidently, when the operatorΓ(k + 1, t) operate the constant function 1, we obtain another function in the space L 2 (R σ ∪ Tm 2) multiplying the reduced spectral data by e (β−β −1 )t , to find the data {r(β, t), dσ(α, t), r(e iθ , t)};
3) to solve equation (2.5) for given t and parametersr(β, t), dσ(α, t),r(e iθ , t), with right-hand side e −β −1 t ; 4) to reconstruct according to formulas (0.9), (0.11) the matrix J(t) from the solutions and to findx k (t) =x 0 (t) + 2 k j=1 ln b j−1 (t) .
Conclusions
A new type of inverse problem is introduced for the Jacobi matrices with bounded elements, whose spectrum of multiplicity 2 s separated from the simple spectrum and contains an interval of absolutely continuous spectrum. The spectral data in this problem are explicitly expressed in terms of the Weyl functions m R (λ), m L (λ) of the Jacobi matrix on the right and left semiaxis. These spectral data play the same role in the inverse problem as the scattering data in the classical inverse scattering problem. The uniquely solvable integral equation allowing to reconstruct the matrix by these data is obtained.
The Jacobi matrices that satisfy the condition on the spectrum written above, are the L-operators of the equation of the oscillation of the Toda lattice with quite a wide class of initial data, which are not stabilized. (This class includes the already investigated cases of fast-stabilized and periodic initial data.) This allowed to apply the inverse problem integral equation obtained to solve the Cauchy problem for the Toda lattice with nonstabilized initial data.
