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Abstract
The exponential contraction in L1-Wasserstein distance and exponential con-
vergence in Lq-Wasserstein distance (q ≥ 1) are considered for stochastic dif-
ferential equations with irregular drift. When the irregular drift drift is locally
bounded, the exponential convergence are derived by using the reflection cou-
pling with a new auxiliary function for stochastic differential equations driven by
multiplicative noise. Explicit convergence rate is obtained. When the irregular
drift is not locally bounded, a new Zvonkin’s transformation is given by an ul-
tracontractive reference diffusion, and the exponential convergence is derived by
combining the Zvonkin’s transformation and related results for stochastic differ-
ential equations with locally bounded irregular drift.
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1 Introduction
In this paper, we shall consider diffusion processes in Rd given by the stochastic
differential equations (SDEs for short)
dXt = bt(Xt)dt+ σt(Xt)dWt, (1.1) intr-equX
where {Wt}t≥0 is a d-dimensional Brownian motion on Rd, b : [0,∞)×Rd → Rd and
σ : [0,∞)×Rd → Rd⊗Rd are measurable. We denote by Pt the transition semigroup
associated with Xt and µPt by the distribution of Xt with initial distribution µ. To
consider the long-time behaviour of Xt or Pt, many aspects and approaches have
been developed. Denote by P(Rd) all the probability measures on Rd. The Lq-
Wasserstein distance (q ≥ 1) defined as follows for all µ1, µ2 ∈ P(Rd) is used to
1
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measure the evolution of {µPt}t≥0,µ∈P(Rd) with time t:
Wq(µ1, µ2) := inf
π∈C (µ1,µ2)
(∫
Rd×Rd
|x− y|qdπ(x, y)
) 1
q
where C (µ1, µ2) consists all couplings of µ1 and µ2; | · | is the Euclidean norm. The
Wasserstein distance has various characterizations and plays an important role in the
study on SDEs, partial differential equations, optimal transportation problem etc.
For more discussions, one can consult [3, 17, 18, 22, 23, 24, 26] and references there
in.
One typical phenomenon of the system {µPt}t≥0,µ∈P(Rd) associated with some
important models is the following exponential contraction in the Wasserstein distance
Wq(µ1Pt, µ2Pt) ≤ ce−κtWq(µ1, µ2), t ≥ 0, q ≥ 1. (1.2) intr-Wq
For instance, if σ(·) ≡ I and bt is time independent with the following uniformly
dissipative condition holds
〈b(x)− b(y), x− y〉 ≤ −κ|x− y|2, x, y ∈ Rd, (1.3) uni-dis
then (1.2) holds with c = 1 and the same positive constant κ in (1.3), see e.g.[2].
For SDEs without uniformly dissipative drift, i.e. (1.3) holds only for |x − y| ≥ c
with some c > 0, (1.2) with q = 1 was proved in [7], and [13] showed the following
inequality holds
Wq(δxPt, δyPt) ≤ c1e−
c2
q
t
(
|x− y| ∨ |x− y| 1q
)
(1.4) W-add-1
for some positive constant c1, c2. In the Riemannian setting, (1.2) with c = 1 (κ may
be negative) is equivalent to that the curvature of the generator of the diffusion is
bounded below, see e.g. [26]. In some negative curvature cases, it was showed in
[28] that (1.2) holds with κ > 0 and c > 1 for any q ≥ 1 under the assumptions of
ultracontrativity of Pt and the curvature is bounded below.
Thought (1.4) holds for SDEs with non uniformly dissipative drift, it also requires
some uniformly property on drifts: since the right hans side of (1.3) depends only on
|x− y|, there exists
sup
|x−y|=r
〈bt(x)− bt(y), x− y〉 <∞, r > 0. (1.5) non-uni-bod
This excludes some singular drifts, which are investigated intensively recently. For
instance, if b is time independent and
b(x) = −
∞∑
n=0
x
|x|
(
log
|x|+ 1
|x| − n
) 1
5
1(n,n+1](|x|) + x− |x|2x, (1.6) exa-1
and σ is non-degenerate, then (1.1) has a unique solution and a unique invariant prob-
ability measure by [30]. However, it is clear that (1.5) does not hold. To investigate
SDEs with singular drift like (1.6), we shall use Zvonkin’s transformation. Indeed,
reconsidering the Wasserstein distance Wq, the Euclidean norm | · | can be replaced
by other distance in Rd to obtain a Wasserstein-type distance, see e.g. [7, 12, 28].
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One way is to replace |x− y| in W1(µ1, µ2) by a concave and strictly increasing func-
tion ψ of |x − y| with ψ(0) = 0. Another way is to change the topology of Rd by
using a diffeomorphism on Rd, as in the Riemannian setting. From this point of view,
Zvonkin’s transformation provides the second alternative way. A semigroup Pt with
the exponentialWq-contraction property usually has a nice dissipative part. However,
the Zvonkin’s transformation used in [31] is rooted in the Laplace operator without
low order term. To utilise the dissipative but unbounded first order term, we develop
the method used in [28] and introduce a Zvonkin’s transformation based on the ul-
tracontrativity of the nice part of the semigroup. Combining this transformation and
the previous study, we get the exponential Wq-convergence property.
This paper is structured as follows. In Section 2, we shall investigate (1.4) by the
reflection coupling with a new auxiliary function for SDEs driven by multiplicative
noise. Our result in this section can be applied to SDEs with locally bounded irregular
drifts, and some concrete examples are given. Section 3 is devoted to the study of
(1.4) for equations with locally unbounded drifts by using Zvonkin’s transformation
based on the ultracontractivity.
2 Main results by the coupling by reflection
In this section, we consider the exponential convergence in Lq-Wasserstein distance
for diffusion processes by using the coupling by reflection. We assume that the equa-
tion (1.1) has a unique weak solution (or equivalently the martingale solution, see
[10, Proposition IV-2.1]) and the solution is pathwise continuous. Then the strong
Markov property holds, see for instance [10, Theorem IV-5.1]. Since we shall study
the convergence in Lq-Wasserstein distance (q ≥ 1), we assume in addition that the
solution {Xt}t≥0 has finite moments of all orders.
If σtσ
∗
t ≥ σ20 with σ0 ∈ R+, then we can follow [20, 27] and set σ˜t =
√
σtσ∗t − σ20
and consider the following equation
dXt = bt(Xt)dt+ σ˜t(Xt)dW
(1)
t + σ0dW
(2)
t , (2.1) equ-Ba-0
where {W (1)t }t≥0 and {W (2)t }t≥0 are two independent d-dimensional Brownian motion,
which are independent of {Wt}t≥0. It is clear that the martingale solution of (2.1)
is a martingale solution of (1.1). By the weak uniqueness, we shall consider (2.1)
instead in the following discussion.
A coupling process {(Xt, Yt)}t≥0 will be considered with Xt given by (2.1) and Yt
given by the following equation
dYt = bt(Yt)dt+ σ˜t(Yt)dW
(1)
t
+ σ0
(
I − 2σ
−1
0 (Xt − Yt)⊗ σ−10 (Xt − Yt)
|σ−10 (Xt − Yt)|2
1[t<τ ]
)
dW
(2)
t , (2.2) equ-cp
where τ := inf{t ≥ 0 | Xt = Yt} is the coupling time. Indeed, the stopping time τ is
the first time that (Xt, Yt) hits the diagonal D := {(x, y) ∈ R2d | x = y}. The process
{(Xt, Yt)}t≥0 can be realised as a diffusion process on R2d by solving the system (2.1)-
(2.2) (without the coupling time τ) until it hits the diagonal for the first time, then
set Xt = Yt for t ≥ τ . Moreover, the process{∫ s
0
(
I − 2σ
−1
0 (Xt − Yt)⊗ σ−10 (Xt − Yt)
|σ−10 (Xt − Yt)|2
1[t<τ ]
)
dW
(2)
t
}
s≥0
4 Shao-Qin Zhang
is a Brownian motion. Thus Yt is also the weak solution of (2.1). We define
Ltf(x, y) = 〈bt(x),∇1f(x, y)〉+ 〈bt(y),∇2f(x, y)〉+ 1
2
tr
(
σt(x)σ
∗(x)∇21f(x, y)
)
+
1
2
tr
(
σt(y)σ
∗
t (y)∇22f(x, y)
)
+ tr
(
(σ˜t(x)σ˜
∗
t (y) + σ
2
0)∇1∇2f(x, y)
)
+
2σ20〈∇1∇2f(x, y)(x− y), x− y〉
|x− y|2 , f ∈ C
2
0 (R
2d \ D)
where ∇1 and ∇2 are gradients w.r.t. the first component and the second component
of f(x, y) respectively. The operator Lt is called the coupling operator of the reflection
coupling, see [4]. We assume that there is a unique solution for the martingale solution
of Lt up to the time τ , i.e. for all (x, y) ∈ R2d \ D there exists probability measure
P
x,y such that for all f ∈ C20(R2d \ D)
f(Xt, Yt)−
∫ t
0
Lsf(Xs, Ys)ds
is a Px,y martingale.
We assume that bt, σt satisfy the following condition:
(H) There exists σ0 ∈ R+ such that
σt(x)σ
∗
t (x) ≥ σ20 , x ∈ Rd,
and there exist θ ≥ 0 and q ≥ 1 such that
〈bt(x)− bt(y), x− y〉+ 1
2
|σ˜t(x)− σ˜t(y)|2HS +
(2q − 3)|(σ˜∗t (x)− σ˜∗t (y))(x− y)|2
2|x− y|2
≤ K¯1 (|x− y|)− K¯2|x− y|2+θ, (2.3) cond-b-si
where σ˜t =
√
σtσ
∗
t − σ20 , K¯2 is a positive constant and K¯1 is a positive function
continuous on (0,∞) satisfying
lim
v→+∞
K¯1(v)
v2+θ
= 0,
∫ t
0
v−1K¯1(v
1
2q−1 )dv <∞, t > 0. (2.4) K-1
For p > 0, we denote by Sp the following set{
(K˜2, v0) ∈ R+ × (0,∞)
∣∣∣ inf
v≥v0
(
K¯2 − v−
2+θ
p
(
K¯1(v
1
p ) + σ20(p− 1)
))
> 0,
inf
v≤v0
(
K¯1(v
1
p )
2σ20pv
+
K˜2v
−1+ 2
p
2σ20p
2
− K¯2v
−1+ 2+θ
p
2σ20p
)
≥ 0
}
.
Then our main result of this section reads as follows.
thm-W Theorem 2.1. Assume that (1.1) has a unique weak solution with finite moments of
all orders and the martingale problem of Lt has a unique solution up to the time τ .
Suppose bt, σt satisfy (H). Let p = 2q − 1, (K˜2, v0) ∈ Sp,
G(u) =
∫ u
v0
(
K¯1(v
1
p )
2pσ20v
+
K˜2
2σ20p
2
v
−1+ 2
p − K¯2v
−1+ 2+θ
p
2σ20p
)
dv,
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and let
C1 = inf
0<v≤v0
e−G(v), C2 = sup
0<v≤v0
e−G(v),
κ =
infv≥v0
(
K¯2 − v−
2+θ
p
(
K¯1(v
1
p ) + σ20(p− 1)
))
C2
(
v
− θ
p
0 +
(
pv
p−1
2p
0 C2
) 2θ
p+1
) ∧ K˜2C1
pC2
(
1 + (pC2v0)
2θ
p+1
) ,
c0 =
(p+ 1)C2
2
(
v20 ∨ v−10
) p−1
2p , c1 =
2p
p+ 1
(
1 ∧ v
p−1
p
0
)
.
Then
Wq(δxPt, δyPt)
≤ inf
(K˜2,v0)∈S2q−1
{
c
1
q
0
(
1 + c
θ
q
1
(
1− e−κθtq
)
|x− y|θ
)− 1
θ
e−
κt
q
}(
|x− y| ∨ |x− y| 1q
)
.
(2.5) W-p-con
We remark here that to conclude (2.5), K¯1 and K¯2 can depend on q. As a direct
consequence, we present the following corollary. The proof follows from Theorem 2.1
and [12, Lemma 3.3], and we omit it.
cor-con Corollary 2.2. Under all the assumptions of Theorem 2.1, then the following expo-
nential contraction holds
W˜q(µ1Pt, µ2Pt) ≤ inf
(K˜2,v0)∈S2q−1
{
c
1
q
0 e
−κt
q
}
W˜q(µ1, µ2), t ≥ 0, µ1, µ2 ∈ P(Rd),
where
W˜q(µ1, µ2) = inf
π∈C (µ1,µ2)
(∫
Rd×Rd
|x− y|q ∨ |x− y|π(dx,dy)
) 1
q
.
In particular, we get the W1-exponential contraction.
Next, we shall give some examples to illustrate our results. In the following
examples, we assume that there exist C > 0 and α1 ∈ [0, 1) such that
|σt(x)− σt(y)| ≤ C|x− y| ∧ |x− y|α1 , x, y ∈ Rd.
Then it follows from [20, Lemma 3.3] and [1, Theorem 1] that
|σ˜t(x)− σ˜t(y)|HS ≤
1
2σ0
∣∣∣∣
√
σtσ∗t (x)−
√
σtσ∗t (y)
∣∣∣∣
HS
≤ 1√
2σ0
|σ∗t (x)− σ∗t (y)|HS
≤ C√
2σ0
|x− y| ∧ |x− y|α1 .
The following example was studied in [13] when the noise is additive, while it can
not be treated by [29]. This example can also be applied to the finite dimensional
situation studied in [28].
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Example 2.3. Let bt = b
[1]
t +b
[2]
t . (2.3) holds for b
[1]
t with K¯1 ≡ 0 and K¯2 independent
of q; b
[2]
t is bounded. Then (2.3) and (2.4) hold for bt with K¯2
K¯1(v) = C1
(
v + qv2 ∧ v2α1) , v > 0
where C1 is positive and independent of q.
Next example has been studied in [13] and [29].
Example 2.4. If bt satisfies
〈bt(x)− bt(y), x− y〉 ≤
(
(K1 +K2)1[|x−y|≤r0] −K2
) |x− y|2, x, y ∈ Rd,
then (2.3) and (2.4) hold with K¯2 = K2 and
K¯1(v) = C1
(
(K1 +K2)1[v≤r0] +
(
q − 3
2
)+)
v2 ∧ v2α1 , v > 0
with some positive C1 independent of q.
Finally, we give a similar result to [13, Proposition 1.6]. The proof can completely
follow from [13, Proposition 1.6], so we omit it.
Proposition 2.5. If there is r0 > 0 and c > 0 such that for all |x− y| = r0 it holds
that
2〈bt(x)− bt(y), x− y〉+ |σt(x)− σt(y)|2HS
|x− y| ≤ −c,
then there are c1 > 0 and δ > 0 such that
sup
|x−y|=r
2〈bt(x)− bt(y), x− y〉+ |σt(x)− σt(y)|2HS
|x− y| ≤ −c1r + δ.
2.1 Proofs
Before the proof of the theorem, we give the auxiliary function and a lemma on
properties of the auxiliary function which will be used in the proof of Theorem 2.1.
For each p ≥ 1, let
p1(v) = pv
p−2
p K¯1(v
1
p )− pK¯2v1+
θ
p + 2σ20p(p− 1)v
p−2
p ,
p0(v) = 2σ
2
0p
2v
2p−2
p , v > 0.
It follows from (2.4) that
lim
v→+∞
v
p−2
p K¯1(v
1
p )
v1+
θ
p
= lim
v→+∞
K¯1(v
1
p )
v
2+θ
p
= 0,
which, together with lim
v→+∞ p0(v)v
−2− θ
p = 0, implies that for (K˜2, v0) ∈ Sp, there
exists c˜1 > 0 such that
−
(
1
2
− 1
2p
)
p0(v)
v
+ p1(v) ≤ −c˜1v1+
θ
p , v ≥ v0. (2.6) add-c-p-01
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Let
q(v) =
(
−p1(v) +
(
1
2
− 1
2p
)
p0(v)
v
)
1[v0,∞) + K˜2v1(0,v0).
Since (K˜2, v0) ∈ Sp, p1(v) + q(v) > 0 for v ∈ (0, v0). We set
ψ(r) =
∫ r
0
exp
(
−
∫ u
v0
p1(v) + q(v)
p0(v)
dv
)
du. (2.7) test_fun
The function ψ is our the auxiliary function which has the following properties.
lem-Lya Lemma 2.6. Assume K¯1 satisfies (2.4) with q =
p+1
2 . Let (K˜2, v0) ∈ Sp. Then
ψ′′ < 0 and ψ is the solution of the following equation
p1(v)ψ
′(v) + p0(v)ψ′′(v) = −q(v)ψ′(v), v > 0. (2.8) add-dequ-ps
Moreover,
q(v)ψ′(v) ≥ κψ(v)
(
1 + ψ
2θ
p+1 (v)
)
, v > 0, (2.9) q-ps’-geq
with κ given in Theorem 2.1 and
c1v
p+1
2p ∨ v 1p ≤ ψ(v) ≤ c2v
p+1
2p ∨ v 1p , (2.10) add-newul
with c1 defined in Theorem 2.1 and c2 = pC2
(
v
p−1
p
0 ∨ v
p−1
2p
0
)
.
Proof of Theorem 2.1:
By Itoˆ’s formula,
d|Xt − Yt|2 =2〈bt(Xt)− bt(Yt),Xt − Yt〉dt+ |σ˜t(Xt)− σ˜t(Yt)|2HSdt
+ 4
∣∣∣∣ (Xt − Yt)⊗ σ−10 (Xt − Yt)|σ−10 (Xt − Yt)|2
∣∣∣∣
2
HS
dt
+ 2
〈
Xt − Yt, (σ˜t(Xt)− σ˜t(Yt))dW (1)t
〉
+ 4
〈
Xt − Yt, (Xt − Yt)⊗ σ
−1
0 (Xt − Yt)
|σ−10 (Xt − Yt)|2
dW
(2)
t
〉
, t < τ.
Consequently, for p(= 2q − 1), we have
d|Xt − Yt|p = p
2
(|Xt − Yt|2)p2−1 d|Xt − Yt|2
+
p
4
(p
2
− 1
)
|2 (σ˜∗t (Xt)− σ˜∗t (Yt)) (Xt − Yt)|2 |Xt − Yt|2(
p
2
−2)dt
+
p
4
(p
2
− 1
)( 4|Xt − Yt|2
|σ−10 (Xt − Yt)|
)2
|Xt − Yt|2(
p
2
−2)dt
≤
{p
2
|Xt − Yt|p−2
(
2〈bt(Xt)− bt(Yt),Xt − Yt〉+ |σ˜t(Xt)− σ˜t(Yt)|2HS
)}
dt
+
p(p− 2)
2
| (σ˜∗t (Xt)− σ˜∗t (Yt)) (Xt − Yt)|2|Xt − Yt|p−4dt
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+ 2p(p− 1)σ20 |Xt − Yt|p−2dt+ dMt, t < τ
with
dMt = p|Xt − Yt|p−2〈Xt − Yt, (σ˜t(Xt)− σ˜t(Yt))dW (1)t 〉
+ 2pσ0|Xt − Yt|p−2〈Xt − Yt, (Xt − Yt)⊗ (Xt − Yt)|Xt − Yt|2 dW
(2)
t 〉.
Setting Vt = |Xt − Yt|p, it follows from (2.3), (2.8) and (2.9) that
dψ(Vt) = ψ
′(Vt)dVt +
1
2
ψ′′(Vt)d〈Vt〉
= p1(Vt)ψ
′(Vt)dt+ ψ′(Vt)dMt
+
(
1
2
p2V
2p−4
p
t |(σ˜∗t (Xt)− σ˜∗t (Yt)) (Xt − Yt)|2 + p0(Vt)
)
ψ′′(Vt)dt
≤ p1(Vt)ψ′(Vt)dt+ p0(Vt)ψ′′(Vt)dt+ ψ′(Vt)dMt
= −q(Vt)ψ′(Vt)dt+ ψ′(Vt)dMt
≤ −κψ(Vt)
(
1 + ψ
2θ
p+1 (Vt)
)
dt+ ψ′(Vt)dMt, t < τ. (2.11) IT-ps
Next, we shall estimate Eψ(Vt). Let τn = {t ≥ 0 | |Xt−Yt| /∈ [ 1n , n]}. Then τn ↑ τ .
It follows from (2.11) that
Eψ(t ∧ τn) ≤ Eψ(s ∧ τn)− κE
∫ t∧τn
s∧τn
ψ(Vr)
(
1 + ψ
2θ
p+1 (Vr)
)
dr.
Since ψ(0) = 0 and Vt = 0 for t ≥ τ , we have
Eψ(Vt∧τ ) = Eψ(Vt)1[t<τ ] + Eψ(Vτ )1[t≥τ ] = Eψ(Vt).
Letting n→∞, we have
Eψ(t) ≤ Eψ(s)− κ
∫ t
s
Eψ(Vr)
(
1 + (Eψ(Vr))
2θ
p+1
)
dr
Let yt = Eψ(t). Then yt satisfies
yt ≤ ys − κ
∫ t
s
yr(1 + y
2θ
p+1 )dr, y0 = ψ(V0).
Set
Uθ(t) =
(
1 + (1− e− 2κθtp+1 )ψ 2θp+1 (V0)
)− p+1
2θ
e−κtψ(V0),
where U0(t) (i.e. θ = 0) is defined as follows
U0(t) = e
−2κtψ(V0) = lim
θ→0+
Uθ(t).
It can be checked that Uθ(t) satisfies
Uθ(t) = Uθ(s)− κ
∫ t
s
Uθ(r)
(
1 + U
2θ
p+1
θ (r)
)
dr, Uθ(0) = ψ(V0) = y0.
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Then
yt ≤ Uθ(t), t ≥ 0. (2.12) y<U
In fact, if there is t0 > 0 such that yt0 > Uθ(t0), then by the continuity of yt and
Uθ(t), we can set t1 = sup{s ≤ t0 | ys ≤ Uθ(s)}. Thus yt1 = Uθ(t1) and yr > Uθ(r)
for r ∈ (t1, t0). Consequently,
yt ≤ yt1 −
∫ t
t1
yr(1 + y
2θ
p+1
r )dr
< Uθ(t1)−
∫ t
t1
Uθ(r)
(
1 + U
2θ
p+1
θ (r)
)
dr
= Uθ(t),
which leads to a contradiction.
Combining (2.12) with (2.10), we have
E|Xt − Yt|
p+1
2 ≤ E
(
|Xt − Yt|
p+1
2 ∨ |Xt − Yt|
)
≤ 1
c1
Eψ(Vt) ≤ 1
c1
Uθ(t)
≤ 1
c1
(
1 +
(
1− e− 2κθtp+1
)
ψ
2θ
p+1 (V0)
)− p+1
2θ
e−κtψ(V0)
≤ c2
c1
(
1 + c
2θ
p+1
1
(
1− e− 2κθtp+1
)
|x− y|θ
)− p+1
2θ
e−κt
(
|x− y| p+12 ∨ |x− y|
)
.
Therefore
W p+1
2
(δxPt, δyPt) ≤
(
E|Xt − Yt|
p+1
2
) 2
p+1
≤
(
c2
c1
) 2
p+1
(
1 + c
2θ
p+1
1
(
1− e− 2κθtp+1
)
|x− y|θ
)− 1
θ
e
− 2κt
p+1
(
|x− y| ∨ |x− y| 2p+1
)
.
Recalling that p = 2q − 1, we get (2.5). Then the proof is completed.
Proof of Lemma 2.6:
For 0 < u ≤ v0,∫ u
v0
p1(v) + q(v)
p0(v)
dv = G(u) + log u
p−1
p − log v
p−1
p
0 ,
ψ′(u) = v
p−1
p
0 e
−G(u)u
1−p
p , (2.13) add-ps’-0
ψ(u) = v
p−1
p
0
∫ u
0
e−G(v)v
1−p
p dv. (2.14) add-ps-0
Then (2.4) implies that 0 < C1 ≤ C2 <∞, and
C1v
p−1
p
0 v
1−p
p ≤ ψ′(v) ≤ C2v
p−1
p
0 v
1−p
p ,
pC1v
p−1
p
0 v
1
p ≤ ψ(v) ≤ pC2v
p−1
p
0 v
1
p , v ∈ (0, v0]. (2.15) ine-ps-lv0
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For u ≥ v0,∫ u
v0
p1(v) + q(v)
p0(v)
dv =
∫ u
v0
(
1
2
− 1
2p
)
1
v
dv = log u
p−1
2p − log v
p−1
2p
0 .
Then
ψ(v) =
∫ v0
0
exp
(
−
∫ u
v0
p1(r) + q(r)
p0(r)
dr
)
du+
∫ v
v0
exp
(
−
∫ u
v0
p1(r) + q(r)
p0(r)
dr
)
du
= ψ(v0) +
∫ v
v0
v
p−1
2p
0 r
− p−1
2p dr
= ψ(v0) +
2pv
p−1
2p
0
p+ 1
(
v
p+1
2p − v
p+1
2p
0
)
, v ≥ v0, (2.16) ine-ps-gv0
with
ψ′(v) = exp
(
−
∫ v
v0
p1(r) + q(r)
p0(r)
dr
)
= v
p−1
2p
0 v
1−p
2p , v ≥ v0. (2.17) ine-ps’-gv0
Hence, ψ is well defined and satisfies (2.8).
Next, we shall prove (2.10). Since (K˜2, v0) ∈ Sp,
inf
v≤v0
(
K¯1(v
1
p )
2σ20pv
+
K˜2v
−1+ 2
p
2σ20p
2
− K¯2v
−1+ 2+θ
p
2σ20p
)
≥ 0.
Then C1 ≥ 1, which along with (2.15) implies that
ψ(v0)− 2p
p+ 1
v0 ≥ pC1v
p−1
p
0 v
1
p
0 −
2pv0
p+ 1
= p
(
C1 − 2
p+ 1
)
v0 ≥ 0.
Combining this with (2.15) and (2.16), we have
ψ(v)
v
p+1
2p
≤ sup
v≥v0
(
ψ(v0)− 2pp+1v0
v
p+1
2p
+
2p
p+ 1
v
p−1
2p
)
=
ψ(v0)− 2pp+1v0
v
p+1
2p
0
+
2p
p+ 1
v
p−1
2p
0
= ψ(v0)v
− p+1
2p
0
≤ pv
p−1
2p
0 C2, v ≥ v0, (2.18) add-newups
and
ψ(v)
v
p+1
2p
≥ 2p
p+ 1
v
p−1
2p
0 , v ≥ v0. (2.19) add-newlps
It follows from (2.18) and (2.19) that
pC2
(
v
p−1
p
0 ∨ v
p−1
2p
0
)
v
1
p ∨ v p+12p ≥
{(
pv
p−1
p
0 C2
)
∨
(
ψ(v0)v
− p+1
2p
0
)}
v
1
p ∨ v p+12p
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≥ ψ(v)
≥
{(
pv
p−1
2p
0 C1
)
∧
(
2p
p+ 1
v
p−1
2p
0
)}(
v
1
p1(0,v0] + v
p+1
2p 1[v0,∞)
)
≥
(
pv
p−1
2p
0 C1
)
∧
(
2p
p+1v
p−1
2p
0
)
sup1∧v0≤v≤v0∨1 v
p−1
2p
v
1
p ∨ v p+12p
≥
{
(pC1) ∧ 2p
p+ 1
}(
1 ∧ v
p−1
p
0
)
v
1
p ∨ v p+12p
≥ 2p
p+ 1
(
1 ∧ v
p−1
p
0
)
v
1
p ∨ v p+12p .
Hence, (2.10) holds.
By the definition of q and (2.6), it is easy to see that
q(v) ≥ K˜2v1(0,v0)(v) + c˜1v1+
θ
p1[v0,∞)(v) > 0. (2.20) ine-q-low
Moreover, it follows from (2.17) that
−q(v)ψ′(v) = −q(v)v
p−1
p
0 v
1−p
2p = − q(v)v
p−1
p
0 v
1−p
2p
ψ(v)
(
1 + ψ
2θ
p+1 (v)
)ψ(v)(1 + ψ 2θp+1 (v))
≤ −v
p−1
2p
0

 inf
v≥v0
q(v)v
1−p
2p
ψ(v)
(
1 + ψ
2θ
p+1 (v)
)

ψ(v)(1 + ψ 2θp+1 (v))
≡ −C˜1ψ(v)
(
1 + ψ
2θ
p+1 (v)
)
, v ≥ v0,
and it follows from (2.13) and (2.14) that
−q(v)ψ′(v) = −K˜2vψ′(v) = −v
p−1
p
0 K˜2e
−G(v)v
1
p
≤ −K˜2
p
e−G(v)
(
inf
0<u≤v
eG(u)
)
ψ(v)
≤ −K˜2
p
ψ(v)
(
1 + ψ
2θ
p+1 (v)
)
C2 sup0<v≤v0 e
G(v)
(
1 + ψ
2θ
p+1 (v)
)
≡ −C˜2ψ(v)
(
1 + ψ
2θ
p+1 (v)
)
, 0 < v ≤ v0.
Hence
−q(v)ψ′(v) ≤ −
(
C˜1 ∧ C˜2
)
ψ(v)
(
1 + ψ
2θ
p+1 (v)
)
, v > 0. (2.21) q-ps’
Next, we shall give the lower bound of C˜1 ∧ C˜2. By the definition of q and (2.6), we
set
c˜1 = inf
v≥v0
q(v)
v1+
θ
p
≡ p inf
v≥v0
(
K¯2 − v−
2+θ
p (K¯1(v) + σ
2
0(p − 1))
)
.
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Then for v ≥ v0, (2.18) yields
q(v)v
1−p
2p v
p−1
2p
0
ψ(v)
(
1 + ψ
2θ
p+1 (v)
) ≥ c˜1v
p+1
2p
+ θ
p v
p−1
2p
0
ψ(v)
(
1 + ψ
2θ
p+1 (v)
)
=
c˜1v
p−1
2p
0
ψ(v)v−
p+1
2p
(
v−
θ
p +
(
ψ(v)v−
p+1
2p
) 2θ
p+1
)
≥ c˜1v
p−1
2p
0
pv
p−1
2p
0 C2
(
v
− θ
p
0 +
(
pv
p−1
2p
0 C2
) 2θ
p+1
)
=
c˜1
pC2
(
v
− θ
p
0 +
(
pv
p−1
2p
0 C2
) 2θ
p+1
) ,
and for v ≤ v0, (2.15) yields that
C2 sup
0<v≤v0
eG(v)
(
1 + ψ
2θ
p+1 (v)
)
≤ C2
C1
(
1 + ψ
2θ
p+1 (v0)
)
≤ C2
C1
(
1 + (pC2v0)
2θ
p+1
)
.
Hence,
C˜1 ∧ C˜2 ≥ c˜1
pC2
(
v
− θ
p
0 +
(
pv
p−1
2p
0 C2
) 2θ
p+1
) ∧ K˜2C1
pC2
(
1 + (pC2v0)
2θ
p+1
) > 0,
which implies (2.9).
3 Main results by the Zvonkin’s transformation
In this section, we shall consider the same problem for equations with singular drift.
Consider the following equation
dXt = Z(Xt)dt+ bt(Xt)dt+ σ(Xt)dWt, (3.1) main-equ
where bt(·) is singular drift. This equation can be viewed as a perturbed equation of
the following reference equation
dYt = Z(Yt)dt+ σ(Yt)dWt, Y0 = y, (3.2) equ-Y
which would be supposed to generate an ultracontrativity semigroup. To study (1.4)
for (3.1), we shall use Zvonkin’s transformation, and a family of diffeomorphisms
{Φt : Rd → Rd}t≥0 would be given. Let
Ltf =
1
2
tr(σσ∗∇2f) +∇Zf +∇btf,
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L
Zf =
1
2
tr(σσ∗∇2f) +∇Zf, f ∈ C2(Rd).
Formally, if Φt satisfies
∂tΦt(x) + LtΦt(x) = Z(x) + λφt(x),
or equivalently φt(x) := Φt(x)− x satisfies
∂tφt(x) = −L Zφt(x)−∇btφt(x)− bt(x) + λφt(x), (3.3) Diff_equ_ps
then it follows by Itoˆ’s formula that P-a.s.
Φt(Xt) = Φ0(X0) +
∫ t
0
Z(Xs)ds+ λ
∫ t
0
φs(Xs)ds
+
∫ t
0
∇Φs(Xs)σ(Xs)dWs, t ≥ 0. (3.4) add-eq-Ph
Applying Theorem 2.1 to Φt(Xt) and taking into account that Φt is diffeomorphisms,
we can get the Wq-convergence of Xt. Hence, in subsection 3.1, we first give detail
studies of (3.3), or the following weaker form
φs(x) =
∫ ∞
s
e−λ(t−s)PZs,t {∇btφt + bt} (x)dt. (3.5) Int_equ_ps
where PZs,t is the semigroup from s to t generated by L
Z .
rem1 Remark 3.1. The equations (3.3) and (3.5) are Rd-valued, where by PZs,tbt we mean
that PZs,tbt(x) ∈ Rd with
〈PZs,tbt(x), v〉 :=
(
PZs,t〈bt, v〉
)
(x), v ∈ Rd,
and PZs,t∇btφt is understood in the similar way. Thus (3.5) can be written in the
following form
〈φs(x), v〉 =
∫ ∞
s
e−λ(t−s)PZs,t {∇bt〈φt, v〉 + 〈bt, v〉} (x)dt, v ∈ Rd,
and (3.5) could be studied like an R-valued equation.
For Z(x) = Ax and bt is Dini continuous and bounded, the existence of φt has
been proved in [28], and the exponential convergence can be studied by Theorem 2.1.
To consider an unbounded and singular bt, we shall assume that P
Z
s,t generates an
ultracontrativity semigroup, and impose the following assumptions on σ and Z.
(A1) The drift Z ∈ C2(Rd,Rd) has continuous second order derivative. There are
β > 0, K2 > 0, K4 ≥ 0 and non-negative constants K1,K3 such that for all
x, v ∈ Rd
|∇Z(x)| ≤ K1|x|β +K3, 〈∇Z(x)v, v〉 ≤
(
−K2|x|β +K4
)
|v|2; (3.6) Inequ-nnZ
and there are nonnegative constants K5,K6 such that
|∇2Z(x)| ≤ K5|x|(β−1)+ +K6. (3.7) Inequ-nn2Z
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(A2) The diffusion term σ ∈ C2(Rd,Rd ⊗ Rd) has bounded continuous first and
second order derivatives; there is positive constant σ0 such that
σσ∗(x) ≥ σ20 , x ∈ Rd.
The condition (3.6) implies that there is a constant c > 0 such that c − Z is a
monotone map on Rd, see Lemma 3.6 below. (A1) and (A2) can be used to study
the regularity of PZt , which will be given in subsection 3.2. Under these assumptions,
we can obtain the following main result.
thm-sin Theorem 3.1. Assume (A1), (A2) with σ is bounded on Rd in addition. Then
(1) PZt has a unique invariant measure µ which has a density such that
dµ
dx ≤ ce−δ|·|
β+2
for some δ > 0 and c > 0. Moreover PZt is ultracontracive:∣∣∣∣PZt ∣∣∣∣L2(µ)→L∞(µ) ≤ exp[c0(1 + t−β+2β )], t > 0, (3.8) ultra
with some positive constants c0.
(2) If there exist ζ > 0 and p > 2(β+2)β such that
sup
t≥0
µ
(
eζ|bt|
p
)
<∞. (3.9) exp-int-b
Then (3.1) has a unique strong solution, and for any q ≥ 1 there exist positive con-
stants c and κ such that
Wq(δxPt, δyPt) ≤ c
(
1 +
(
1− e−κβtq
)
|x− y|β
)− 1
β
e
−κt
q |x− y| ∨ |x− y| 1q .
rem-n Remark 3.2. Following the proof of this theorem, we can give an estimate on κ as in
Theorem 2.1. However, the result is extremely complex and far from sharp. For any
measurable function f : [0,+∞) × Rd → Rd, we define Θ1,λ(f), Θ2,λ(f) as follows.
Θ1,λ(g) = ζ
− 1
p
(
λ
β
p
− 1
2β
(
1
2
− β
p
)
+
1√
λ
sup
t≥0
(
1 +
(
log µ(eζ|gt|
p
)
) 1
p
))
,
Θ2,λ(g) = ζ
− 1
p
(
λ
β
p
−1β
(
1− β
p
)
+
1
λ
sup
t≥0
(
1 +
(
log µ(eζ|gt|
p
)
) 1
p
))
.
Then κ has a lower bound given as in Theorem 2.1 with θ = β, K¯2 = K22
−β∨1, and
K¯1(v) =
(
λ+ C + C˜2σ−20 (1 + (2q − 3)+)
)
v2 ∨ v4−βp ,
where C = K1 +K2 +K3 +K4, C˜ = C¯1 ∨ C¯2 ∨ (2‖∇σ‖2∞) ∨ (λ− c˜2)−
1
2 , and
C¯1 =
c˜1(2c0 ∨ 1)
1
p
ζ
1
p
(
p(β +
√
λ− c˜2)
β(p − β)√λ− c˜2
∨ (λ− c˜2)
β
p
eβ
)
,
C¯2 =
2c˜1(2c0 ∨ 1)
1
p
ζ
1
p
(
1 + sup
t≥0
((
log µ
(
eζ|bt|
p
)) 1
p
))
,
c˜1 = λ
−1
0 3e
1
e
(
K5 ∨K6 ∨ ‖∇2σ‖2
)
, c˜2 =
(
2K4 + ‖∇σ‖2∞
)
(4 + (β − 1)+),
and λ > c˜2 such that
c˜1(2c0 ∨ 1)
1
pΘ1,λ−c˜2(b)(1 + (2c0 ∨ 1)
1
pΘ2,λ(b))
1− c˜1(2c0 ∨ 1)
1
pΘ1,λ−c˜2(b)
+ (2c0 ∨ 1)
1
pΘ2,λ(b) ≤ 1
2
∧ K2
K2 + 2K1
.
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To illustrate Theorem 3.1, we shall apply this theorem to SDE with singular drift
like (1.6).
Example 3.2. Let Z(x) = x− |x|2x and
bt(x) = −
∞∑
n=0
x
|x|
(
log
(|x|+ 1)t
(t+ 1)(|x| − n)
) 1
5
1[n<|x|≤n+1],
then (A1), (A2) and (3.8) hold with β = 2, and (3.9) holds with p = 5 with ζ < 1.
We only prove (3.9) here. For ζ ∈ (0, 1),
exp
{
ζ|bt|5
} ≤ ∞∑
n=0
[(|x|+ 1)t]ζ
(t+ 1)ζ(|x| − n)ζ 1[n<|x|≤n+1].
Then
µ(eζ|bt|
5
) ≤
∫
Rd
( ∞∑
n=0
[(|x| + 1)t]ζ
(t+ 1)ζ(|x| − n)ζ 1[n<|x|≤n+1]
)
e−δ|x|
4
dx
≤ C
∞∑
n=0
∫ n+1
n
(r + 1)ζ
(r − n)ζ e
−δr4rd−1dr
≤ C
1− ζ
∞∑
n=0
(n+ 2)d+ζ−1e−δn
4
<∞.
The proof of this theorem is given in subsection 3.3. In the following subsection, we
shall investigate the wellpose of (3.5), and in Subsection 3.2 the regularity of PZt will
be investigated by Bismut formula. Both subsections are crucial to prove Theorem
3.1. The following notations would be used in the rest of the paper: B(Rd,Rd)
consists of all Borel measurable functions from Rd to Rd,
|v| :=
(
d∑
i=1
v2i
) 1
2
, v ∈ Rd; ‖f‖∞ := sup
x∈Rd
|f(x)|;
‖∇f‖∞ := sup
x∈Rd
|∇f(x)| = sup
x∈Rd
sup
|v|≤1
|(∇f(x))v|
≡ sup
x∈Rd
sup
|v|≤1
|∇〈f(x), v〉|, f ∈ B(Rd,Rd).
3.1 A study of the integral equation
We first study an Rd-valued integral equation which is slight general than (3.5):
φs =
∫ ∞
s
e−λ(t−s)PZs,t {∇gtφt(x) + ft(x)} dt. (3.10) Int_equ_ge
In this subsection, we investigate (3.10) under the following general hypothesises on
L Z .
(H1) The differential operator L Z generates a unique Markov semigroup PZt with
a unique invariant probability measure µ.
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(H2) There exist β > 0 and c0 > 0 such that (3.8) holds.
(H3) For f ∈ L2(µ) and t > s, PZs,tf ∈ C1b (Rd) and the following gradient estimate
|∇PZs,tf |(x) ≤
c¯0e
δ(t−s)
√
t− s
(
PZs,tf
2
) 1
2 (x), x ∈ Rd (3.11) Bis-1
holds for some positive constants c¯0 and δ.
The following lemma gives some a priori estimates for the solution to (3.10).
Though (3.10) is a Rd-valued, following from Remark 3.1, we can give estimations for
〈φt, v〉 then estimates for φ follows by taking supremum for all |v| ≤ 1.
ultr-sup Lemma 3.3. Assume (H1)-(H3). Suppose there exist ζ > 0, and p ∈ [2,∞) ∩
(2β,∞) such that
sup
t≥0
(
µ(eζ|ft|
p
) ∨ µ(eζ|gt|p)
)
<∞. (3.12) g-f-exp
Then there is λ0 > 0 such that for any λ > λ0 the following inequalities hold for the
solutions of (3.10)
sup
t≥0
||∇φt||∞ ≤
c¯0(2c0 ∨ 1)
1
pΘ1,λ−δ(f)
1− c¯0(2c0 ∨ 1)
1
pΘ1,λ−δ(g)
,
sup
t≥0
||φt||∞ ≤ (2c0 ∨ 1)
1
pΘ2,λ(f) +
c¯0(2c0 ∨ 1)
2
pΘ1,λ−δ(f)Θ2,λ(g)
1− c¯0(2c0 ∨ 1)
1
pΘ1,λ−δ(g)
,
where Θ1,·(·) and Θ2,·(·) are defined in Remark 3.2. Consequently, if ft ≡ 0, t ≥ 0,
then φ ≡ 0.
Proof. By the equation (3.10),
||φs||∞ ≤
∫ ∞
s
e−λ(t−s)
∣∣∣∣PZs,t{∇gtφt + ft}∣∣∣∣∞ dt.
It follows from (3.8) that
∣∣∣∣PZs,t (∇gtφt)∣∣∣∣∞ ≤ ||∇φt||∞ ∣∣∣∣PZs,t|gt|∣∣∣∣∞ ≤ 2 1p ζ− 1p ||∇φt||∞
(∣∣∣∣∣∣log PZs,te ζ2 |gt|p∣∣∣∣∣∣∞
) 1
p
≤ 2 1p ζ− 1p ||∇φt||∞
(
log
(
ec0(t−s)
−β
ec0
(
µ(eζ|gt|
p
)
) 1
2
)) 1
p
≤ (2c0 ∨ 1)
1
p
ζ
1
p
||∇φt||∞
(
(t− s)−βp + 1 +
(
log µ(eζ|gt|
p
)
) 1
p
)
(3.13) P-nn-g
and
∣∣∣∣PZs,tft∣∣∣∣∞ ≤ 2 1p ζ− 1p
∣∣∣∣
∣∣∣∣(log PZs,te ζ2 |ft|p)
1
p
∣∣∣∣
∣∣∣∣
∞
≤ (2c0 ∨ 1)
1
p
ζ
1
p
(
(t− s)−βp + 1 +
(
log µ(eζ|ft|
p
)
) 1
p
)
. (3.14) P-nn-f-new
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Since for λ > δ
ζ
− 1
p sup
s≥0
∫ ∞
s
e−λ(t−s)
(
(t− s)−βp + 1 +
(
log µ(eζ|ft|
p
)
) 1
p
)
dt ≤ Θ2,λ(f),
it follows from (3.13) that
sup
s≥0
||φs||∞ ≤ (2c0 ∨ 1)
1
p
(
Θ2,λ(f) +
(
sup
s≥0
||∇φs||∞
)
Θ2,λ(g)
)
. (3.15) sup-ph
Similarly,
∣∣∣∣∇PZs,t{∇gtφt}∣∣∣∣∞ ≤ c¯0eδ(t−s)√t− s
∣∣∣∣
∣∣∣∣(PZs,t|gt|2|∇φt|2) 12
∣∣∣∣
∣∣∣∣
≤ c¯0(2c0 ∨ 1)
1
p eδ(t−s)
ζ
1
p
√
t− s
||∇φt||∞
(
(t− s)−βp + 1 +
(
log µ(eζ|gt|
p
)
) 1
p
)
, (3.16) nn-P-nn
and for λ > δ, there exists
ζ
− 1
p sup
s≥0
∫ ∞
s
e−(λ−δ)(t−s)√
t− s
(
(t− s)−βp + 1 +
(
log µ(eζ|ft|
p
)
) 1
p
)
dt ≤ Θ1,λ−δ(f).
Then
sup
s≥0
||∇φs||∞ ≤ c¯0(2c0 ∨ 1)
1
p
(
Θ1,λ−δ(f) +
(
sup
s≥0
||∇φs||∞
)
Θ1,λ−δ
)
. (3.17) new-nn-ph-00
It is clear that there exists λ0 > 0 such that 1− c¯0(2c0 ∨ 1)
1
pΘ1,λ−δ(g) > 0 for λ > λ0.
Then, we get from (3.17) that
sup
s≥0
||∇φs||∞ ≤ c¯0(2c0 ∨ 1)
1
pC1(λ− δ)Θ1,λ−δ(f). (3.18) Ineq-ph1
with C1(λ− δ) = (1− c¯0(2c0 ∨ 1)
1
pΘ1,λ−δ(g))−1. Substituting this into (3.15),
sup
s≥0
||φs||∞ ≤ (2c0 ∨ 1)
1
pΘ2,λ(f) + c¯0(2c0 ∨ 1)
2
pC1(λ− δ)Θ1,λ−δ(f)Θ2,λ(g). (3.19) Ineq-ph2
According to (3.18) and (3.19), if ft ≡ 0, then Θ1,λ−δ(f) = Θ2,λ(f) = 0, which
implies
sup
s≥0
(||φs||∞ + ||∇φs||∞) = 0.
la-infty Remark 3.3. (1) According to this lemma, it is easy to see that
lim
λ→+∞
(
sup
t≥0
||∇φt||∞ + sup
t≥0
||φt||∞
)
= 0.
(2) If supt≥0 (‖ft‖∞ + ‖gt‖∞) <∞ studied in [28], then it is not necessary to assume
that PZs,t is ultracontractive. In this case, there exists λ0 > 0 such that
sup
t≥0
(‖∇φt‖∞ + ‖φt‖∞) ≤ C(λ, sup
t≥0
‖ft‖∞, sup
t≥0
‖gt‖∞), λ > λ0
with
lim
λ→+∞
C(λ, sup
t≥0
‖ft‖∞, sup
t≥0
‖gt‖∞) = 0.
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In the next lemma, we shall study the dependency of solutions to (3.10) on f and
g. Let f
[m]
t = P
Z
1
m
ft and g
[m]
t = P
Z
1
m
gt for m ∈ N, and let φ[m] be a solution of (3.10)
with f and g replaced by f [m] and g[m].
lem-app-cont Lemma 3.4. Under the same assumptions of Lemma 3.3, we have
(1) The functions f [m] and g[m] are in L∞([0,∞), C1b (Rd,Rd)), and f [m], g[m] ∈
Cb([0,∞), C1b (Rd,Rd)) if f, g ∈ C([0,∞), L2(µ)).
(2) There is λ0 > 0 such that for any λ > λ0, there exist a subsequence of φ
[m]
denoted by {φ[mk ]}k≥0 such that for any R > 0
lim
k→∞
sup
t∈[0,R]
(∣∣∣∣∣∣φ[mk]t − φt∣∣∣∣∣∣∞ +
∣∣∣∣∣∣∇(φ[mk]t − φt)∣∣∣∣∣∣∞
)
= 0.
(3) For any n ∈ N, let
f
[m,n]
t = n
∫ t+1/n
t
f [m]r dr, g
[m,n]
t = n
∫ t+1/n
t
g[m]r dr,
and let φ[m,n] be the solution of the equation (3.10) with ft and gt replaced
by f
[m,n]
t and g
[m,n]
t . Then f
[m,n] and g[m,n] are in Cb([0,∞), C1b (Rd,Rd));
given λ > λ0 and the subsequence {mk}k≥1 in (2), for each R > 0, there is
{n(mk)}k≥1 such that
lim
k→∞
sup
t∈[0,R]
(∣∣∣∣∣∣∇(φ[mk,n(mk)]t − φt)∣∣∣∣∣∣∞ +
∣∣∣∣∣∣φt − φ[mk,n(mk)]t ∣∣∣∣∣∣∞
)
= 0. (3.20) lim-mn-ph
Proof. (1) Let
f
[m]
n,t = P
Z
1
m
ft1[|ft|≤n], g
[m]
n,t = P
Z
1
m
gt1[|gt|≤n].
Then, it follows from the ultracontractivity of PZ1/m and (3.11) that
sup
t≥0,n∈N
(∣∣∣∣∣∣∇f [m]t,n ∣∣∣∣∣∣∞ +
∣∣∣∣∣∣f [m]t,n ∣∣∣∣∣∣∞
)
≤ Cm sup
t≥0,n∈N
(∣∣∣∣
∣∣∣∣(PZ1
m
|ft|21[|ft|≤n]
) 1
2
∣∣∣∣
∣∣∣∣
∞
+
∣∣∣∣∣∣PZ1
m
ft1[|ft|≤n]
∣∣∣∣∣∣
∞
)
≤ Cm sup
t≥0
(
µ
(|ft|2)) 12 , (3.21) fmn-f-1
and
sup
t≥0
(∣∣∣∣∣∣∇(f [m]t,n − f [m]t )∣∣∣∣∣∣∞ +
∣∣∣∣∣∣f [m]t,n − f [m]t ∣∣∣∣∣∣∞
)
≤ Cm sup
t≥0,n∈N
(∣∣∣∣
∣∣∣∣(PZ1
m
|ft|21[|ft|≥n]
) 1
2
∣∣∣∣
∣∣∣∣
∞
+
∣∣∣∣∣∣PZ1
m
ft1[|ft|≥n]
∣∣∣∣∣∣
∞
)
≤ Cm sup
t≥0
(
µ
(|ft|21[|ft|≥n])) 12 . (3.22) fmn-f-2
It follows from (3.12) that {|ft|2}t≥0 is uniformly integrable, which along with (3.22)
yields that
lim
n→∞ supt≥0
(∣∣∣∣∣∣∇(f [m]t,n − f [m]t )∣∣∣∣∣∣∞ +
∣∣∣∣∣∣f [m]t,n − f [m]t ∣∣∣∣∣∣∞
)
= 0.
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Taking into account (3.21), we prove that f [m] ∈ L∞([0,∞), C1b (Rd,Rd)). The same
conclusion holds for g[m].
On the other hand, we have∣∣∣∣∣∣∇(f [m]t1 − f [m]t2 )
∣∣∣∣∣∣
∞
+
∣∣∣∣∣∣f [m]t1 − f [m]t2
∣∣∣∣∣∣
∞
≤ Cm
∣∣∣∣
∣∣∣∣(PZ1/m|ft1 − ft2 |2)
1
2
∣∣∣∣
∣∣∣∣
∞
≤ Cm
(
µ(|ft1 − ft2 |2)
) 1
2 .
Then f
[m]
t , g
[m]
t ∈ Cb([0,∞), C1b (Rd,Rd)) if f, g ∈ C([0,∞), L2(µ)).
(2) By the equations of φs and φ
[m]
s ,∣∣∣∣∣∣φs − φ[m]s ∣∣∣∣∣∣∞ ≤
∫ ∞
s
e−λ(t−s)
∣∣∣∣∣∣PZs,t(|∇φt||gt − g[m]t |
+ |∇(φt − φ[m]t )||g[m]t |+ |ft − f [m]t |
)∣∣∣∣∣∣
∞
dt
≤ ||∇φt||∞
∫ ∞
0
e−λr
∣∣∣∣∣∣PZr (|gs+r − g[m]s+r|)∣∣∣∣∣∣∞ dr
+
∫ ∞
0
e−λr
∣∣∣∣∣∣∇(φr+s − φ[m]r+s)∣∣∣∣∣∣∞
∣∣∣∣∣∣PZr |g[m]s+r|∣∣∣∣∣∣∞ dr
+
∫ ∞
0
e−λr
∣∣∣∣∣∣PZr |fs+r − f [m]s+r|∣∣∣∣∣∣∞ dr, (3.23) Ineq-phm1
and∣∣∣∣∣∣∇(φs − φ[m]s )∣∣∣∣∣∣∞ ≤
∫ ∞
s
∣∣∣∣∣∣e−(λ−δ)(t−s)√
t− s
(
PZs,t
(
|∇φt|2|gt − g[m]t |2
+ |∇(φt − φ[m]t )|2|g[m]t |2 + |ft − f [m]t |2
)) 1
2
∣∣∣∣∣∣
∞
dt
≤ ||∇φt||∞
∫ ∞
0
e−(λ−δ)r√
r
∣∣∣∣
∣∣∣∣(PZr (|gs+r − g[m]s+r|2))
1
2
∣∣∣∣
∣∣∣∣
∞
dr
+
∫ ∞
0
e−(λ−δ)r√
r
∣∣∣∣∣∣∇(φr+s − φ[m]r+s)∣∣∣∣∣∣∞
∣∣∣∣
∣∣∣∣(PZr |g[m]s+r|2)
1
2
∣∣∣∣
∣∣∣∣
∞
dr
+
∫ ∞
0
e−(λ−δ)t√
t
∣∣∣∣
∣∣∣∣(PZr |fs+r − f [m]s+r|2)
1
2
∣∣∣∣
∣∣∣∣
∞
dr. (3.24) Ineq-phm2
It follows from the ultracontractivity of PZr and the strong continuous of P
Z
1/m that
sup
m∈N,s≥0
(
‖
(
PZr |f [m]r+s|2
) 1
2 ‖∞ + ‖
(
PZr |g[m]r+s|2
) 1
2 ‖
)
≤ sup
m∈N,s≥0
(
‖
(
PZr+1/m|fr+s|2
) 1
2 ‖∞ + ‖
(
PZr+1/m|gr+s|2
) 1
2 ‖∞
)
≤ (2c0 ∨ 1)
1
p
ζ
1
p
{
r−
β
p + 1 + sup
t≥0
{(
log µ(eζ|gt|
p
)
) 1
p
+
(
log µ(eζ|ft|
p
)
) 1
p
}}
. (3.25) sup-g-f-m
Moreover,
lim
m→∞
∣∣∣∣
∣∣∣∣PZr
(∣∣∣f [m]r+s − fr+s∣∣∣2 + ∣∣∣gr+s − g[m]r+s∣∣∣2
)∣∣∣∣
∣∣∣∣
∞
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≤ lim
m→∞Crµ
(∣∣∣f [m]r+s − fr+s∣∣∣2 + ∣∣∣gr+s − g[m]r+s∣∣∣2
)
= lim
m→∞Crµ
(∣∣∣PZ1/mfr+s − fr+s∣∣∣2 + ∣∣∣gr+s − PZ1/mgr+s∣∣∣2
)
= 0, (3.26) add-limsup
and it follows from Lemma 3.3 and βp +
1
2 < 1 that
sup
m,t
(∣∣∣∣∣∣φ[m]t ∣∣∣∣∣∣∞ +
∣∣∣∣∣∣∇φ[m]t ∣∣∣∣∣∣∞
)
<∞. (3.27) ph-sn
Taking into account (3.25), (3.26) and (3.27) , we can apply Fatou’s lemma to (3.23)
and (3.24), and get that
sup
s≥0
lim
m→∞
∣∣∣∣∣∣∇(φs − φ[m]s )∣∣∣∣∣∣∞ ≤ (2c0 ∨ 1) 1pΘ1,λ−δ(g) supt≥0 limm→∞
∣∣∣∣∣∣∇(φt − φ[m]t )∣∣∣∣∣∣∞ ,
sup
s≥0
lim
m→∞ sups≥0
∣∣∣∣∣∣φs − φ[m]s ∣∣∣∣∣∣∞ ≤ (2c0 ∨ 1) 1pΘ1,λ−δ(g) supt≥0 limm→∞
∣∣∣∣∣∣∇(φt − φ[m]t )∣∣∣∣∣∣∞ .
Hence there is λ0 > 0 such that (2c0 ∨ 1)
1
pΘ1,λ−δ(g) < 1 holds for all λ > λ0,
consequently,
lim
m→∞
(∣∣∣∣∣∣∇(φt − φ[m]t )∣∣∣∣∣∣∞ +
∣∣∣∣∣∣φt − φ[m]t ∣∣∣∣∣∣∞
)
= 0. (3.28) conv-0
Next, we shall prove that {φ[m], φ}m∈N is equicontinuous in C1b (Rd,Rd). Then
{φ[m]−φ}m≥0 is equicontinuous, and the Arzel-Ascoli theorem will imply that for any
R > 0 there is a subsequence {φ[mj ]}j≥0 such that
∣∣∣∣∣∣φ[mk]t − φt∣∣∣∣∣∣
C1
b
(Rd,Rd)
converges
uniformly on t ∈ [0, R]. Taking into account (3.28), the limit must be zero indeed.
To conclude the claim (2), one only needs to use Cantor’s diagonal argument.
To consider the equicontinuity of {φ[m], φ}m∈N, we shall consider the integrations
of the following form
H [m]s :=
∫ ∞
s
eλ(t−s)PZs,th
[m]
t dt, ∇H [m]s :=
∫ ∞
s
eλ(t−s)∇PZs,th[m]t dt,
where h
[m]
t can be ∇g[m]t φ
[m]
t , f
[m]
t , ∇gtφt(= ∇g[∞]t φ
[∞]
t ) and ft(= f
[∞]
t ). According to
Remark 3.1, we can assume h
[m]
t is a real value function on R
d indexed by m ∈ N.
We only estimate ∇H [m]s and set h[m]t = ∇g[m]t φ
[m]
t with R
d-valued function g and
R-valued function φ. The claims hold for h
[m]
t replaced by f
[m]
t and also hold for
H [m].
For any s1, s2 ∈ [0,∞) and s1 < s2,∣∣∣∣∣∣∇H [m]s1 −∇H [m]s2 ∣∣∣∣∣∣∞ ≤
∣∣∣∣
∣∣∣∣
∫ s2
s1
e−λ(t−s1)∇PZs1,th
[m]
t dt
∣∣∣∣
∣∣∣∣
∞
+
∣∣∣∣
∣∣∣∣
∫ ∞
s2
(e−λ(t−s1) − e−λ(t−s2))∇PZs1,th
[m]
t dt
∣∣∣∣
∣∣∣∣
∞
+
∣∣∣∣
∣∣∣∣
∫ ∞
s2
e−λ(t−s2)
(
∇PZs1,th
[m]
t −∇PZs2,th
[m]
t
)
dt
∣∣∣∣
∣∣∣∣
∞
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=: I1 + I2 + I3.
For I1, the ultracontractivity of P
Z
t and (3.11) yield
sup
m≥1
∣∣∣∣
∣∣∣∣
∫ s2
s1
e−λ(t−s1)∇PZs1,th
[m]
t dt
∣∣∣∣
∣∣∣∣
∞
≤
∫ s2−s1
0
e−(λ−δ)u√
u
sup
m≥1
∣∣∣∣
∣∣∣∣(PZu |h[m]u+s1 |2)
1
2
∣∣∣∣
∣∣∣∣
∞
du
≤ sup
m≥1,t≥0
∣∣∣∣∣∣∇φ[m]t ∣∣∣∣∣∣∞
∫ s2−s1
0
e−(λ−δ)u sup
m≥1
∣∣∣∣
∣∣∣∣(PZu+ 1
m
|gu+s1 |2
) 1
2
∣∣∣∣
∣∣∣∣
∞
du
≤ Cζ− 1p sup
m≥1,t≥0
∣∣∣∣∣∣∇φ[m]t ∣∣∣∣∣∣∞
∫ s2−s1
0
e−(λ−δ)u
(
u−
β
p + 1 +
(
log µ(eζ|gu+s1 |
p
)
) 1
p
)
du,
which implies that there is C > 0 independent of m, s1 and s2 such that I1 ≤
C|s1 − s2|1−
β
p .
For I2, it follows from the ultracontractivity of P
Z
t that there is a positive constant
Cζ,f,g independent of m, s1 and s2 such that
sup
m≥1
I2 ≤ sup
m≥1,t≥0
∣∣∣∣∣∣∇φ[m]t ∣∣∣∣∣∣∞
∣∣∣e−λ(s2−s1) − 1∣∣∣ ∫ ∞
s2
e−(λ−δ)(t−s2)√
t− s2
∣∣∣∣
∣∣∣∣(PZs2,t|g[m]t |2)
1
2
∣∣∣∣
∣∣∣∣
∞
dt
≤ Cζ,f,g
∣∣∣e−λ(s2−s1) − 1∣∣∣ .
For I3,
I3 ≤
∫ ∞
0
e−λu
∣∣∣∣∣∣∇PZu+s2−s1h[m]u+s2 −∇PZu h[m]u+s2∣∣∣∣∣∣∞ du
=
∫ ∞
0
e−λu
∣∣∣∣∣∣∇PZu/3 (PZu/3 (PZs2−s1 − I)PZu/3h[m]u+s2)
∣∣∣∣∣∣
∞
du
≤
√
3
∫ ∞
0
e−(λ−δ)u√
u
∣∣∣∣∣
∣∣∣∣∣
(
PZu/3
∣∣∣∣(PZu/3 (PZs2−s1 − I)PZu/3h[m]u+s2
∣∣∣2)
1
2
)∣∣∣∣∣
∣∣∣∣∣
∞
du
≤
√
3
∫ ∞
0
e−(λ−δ)u√
u
∣∣∣∣∣∣PZu/3 (PZs2−s1 − I)PZu/3h[m]u+s2
∣∣∣∣∣∣
∞
du.
As in Lemma 3.3, we have
∫ ∞
0
e−(λ−δ)u√
u
sup
v≥0,s2≥0,m≥1
∣∣∣∣∣∣PZu/3 (PZv − I)PZu/3h[m]u+s2
∣∣∣∣∣∣
∞
du <∞.
On the other hand, the ultracontractivity of PZu/3 implies that P
Z
u/3 is a compact
operator in L2(µ). Then the set PZu/3B1 is a relative compact set in L
2(µ), where
B1 is the unit ball in L
2(µ). Consequently, for all ǫ > 0, there exist {fk}n(ǫ)k=1 with
µ(|fk|2) ≤ 1 such that
PZu/3B1 ⊂
n(ǫ)⋃
k=1
{
f ∈ L2(µ) | ‖PZu/3fk − f‖L2(µ) < ǫ
}
.
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Consequently, for any µ(f2) ≤ 1, there is fk such that
‖(PZv − I)PZu/3f‖L2(µ) ≤ ‖(PZv − I)PZu/3fk‖L2(µ) + ǫ.
It follows from the strong continuity of PZv that
lim
v→0+
sup
1≤k≤n(ǫ)
‖(PZv − I)PZu/3fk‖L2(µ) = 0.
Then
lim
v→0+
sup
‖f‖
L2(µ)≤1
‖(PZv − I)PZu/3f‖L2(µ) ≤ ǫ,
which yields
lim
v→0+
‖(PZv − I)PZu/3‖ = 0. (3.29) P-1-P-0
Hence
lim
v→0+
sup
s2≥0,m≥1
∣∣∣∣∣∣PZu/3 (PZv − I)PZu/3h[m]u+s2
∣∣∣∣∣∣
∞
≤ Cu lim
v→0+
sup
s2≥0,m≥1
∣∣∣∣∣∣(PZv − I)PZu/3h[m]u+s2
∣∣∣∣∣∣
L2(µ)
≤ Cu lim
v→0+
∣∣∣∣∣∣(PZv − I)PZu/3∣∣∣∣∣∣
L2(µ)
sup
s2≥0,m≥1
∣∣∣∣∣∣PZ1/mhu+s2∣∣∣∣∣∣
L2(µ)
≤ Cu lim
v→0+
∣∣∣∣∣∣(PZv − I)PZu/3∣∣∣∣∣∣
L2(µ)
sup
s2≥0,m≥1
(∣∣∣∣∣∣PZ1/mgu+s2∣∣∣∣∣∣
L2(µ)
∣∣∣∣∣∣∇φ[m]u+s2
∣∣∣∣∣∣
∞
)
≤ Cu lim
v→0+
∣∣∣∣∣∣(PZv − I)PZu/3∣∣∣∣∣∣
L2(µ)
sup
t≥0,m∈N
(
||gt||L2(µ)
∣∣∣∣∣∣∇φ[m]t ∣∣∣∣∣∣∞
)
= 0.
Applying the dominated convergence theorem, we have limv→0 sups2≥0,m≥1 I3 = 0,
which yields the equicontinuous of I3.
(3) Fixing some m ∈ N, it is clear by (1) that
sup
t≥0
(
‖f [m]t ‖C1b (Rd) + ‖g
[m]
t ‖C1b (Rd)
)
<∞.
Then following from the Bochner differentiation theorem (see e.g. [9, Corollary 2 of
Theorem 3.8.5]) that
lim
n→∞ ‖f
[m,n]
t − f [m]t ‖C1
b
(Rd) ≤ limn→∞n
∫ t+1/n
t
‖f [m]r − f [m]t ‖C1
b
(Rd)dr
≤ Cm lim
n→∞n
∫ t+1/n
t
‖fr − ft‖L2(µ)dr
= 0, a.e.-dt.
On the other hand,
lim
|t−s|→0+
‖f [m,n]t − f [m,n]s ‖C1b (Rd)
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≤ lim
|t−s|→0+
n
(∫ t
s
‖f [m]r ‖C1
b
(Rd)dr +
∫ t+ 1
n
s+ 1
n
‖f [m]r ‖C1
b
(Rd)dr
)
= 0, t > s.
Just as in the proof of (2), for each m, there is a subsequence {φ[m,nk]}k≥1 such that
for any R > 0
lim
k→∞
sup
t∈[0,R]
(∣∣∣∣∣∣∇(φ[m,nk]t − φ[m]t )∣∣∣∣∣∣∞ +
∣∣∣∣∣∣φ[m,nk]t − φ[m]t ∣∣∣∣∣∣∞
)
= 0.
Therefore, for any R > 0, there is a subsequence [mk, n(mk)] such that (3.20) holds.
Let Π be a map on Cb([0,∞), C1b (Rd,Rd)) defined as follows
Π(u)s =
∫ ∞
s
e−λ(t−s)PZs,t {∇gtut + ft}dt, u ∈ Cb([0,∞), C1b (Rd,Rd)).
We shall prove that Π is a contraction mapping in Cb([0,∞), C1b (Rd,Rd)), then (3.10)
admits a unique solution.
ex-un-int Lemma 3.5. Under the same condition of Lemma 3.3, the equation (3.10) has a
unique solution in Cb([0,∞), C1b (Rd,Rd)).
Proof. By (H3), we have PZs,t {∇gtut + ft} ∈ C1b (Rd,Rd), which along with (3.13)
and (3.16) imply that Π(u)s ∈ C1b (Rd,Rd). Following the proof of (2) in Lemma 3.4,
we have that Π(u) is uniformly continuous in C1b (R
d,Rd) . According to (3.13) and
(3.16) again, there exists λ0 > 0 such that for λ > λ0 there is C(λ, ζ) < 1 such that
sup
s≥0
‖Π(u[1])s −Π(u[2])s‖∞ ≤ C(λ, ζ) sup
s≥0
‖∇u[1] −∇u[2]‖∞
where u[1], u[2] ∈ Cb([0,∞), C1b (Rd,Rd)). Therefore, the mapping Π is contractive and
the existence and uniqueness of solutions to (3.10) follows.
3.2 Bismut formula and the regularity of PZt
We shall study the regularity of PZt under the assumptions of (A1) and (A2). We
first give a general result on dissipative maps with perturbation.
add-dis Lemma 3.6. Suppose there is some β ≥ 0 such that there are K2 > 0, K4 ≥ 0
(K4 < K2 if β = 0) and non-negative constants K1,K3 such that
|∇Z(x)| ≤ K1|x|β +K3, 〈∇vZ(x), v〉 ≤ −K2|x|β|v|2 +K4|v|2.
Let Φ : Rd → Rd be a diffeomorphism with
Φ(x) = x+ φ(x), x ∈ Rd,
and let T = (I +∇φ)−1∇φ. If
sup
x∈Rd
||T (x)|| <∞, K1 sup
x∈Rd
||T (x)|| < K2, |Φ(x)| ≤ K¯5 (1 + |x|) , x ∈ Rd
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for some c > 0 and K¯5 > 0. Then there is K > 0 and C ≥ 0 such that
〈Z ◦ Φ−1(x)− Z ◦ Φ−1(y), x− y〉 ≤ −K|x− y|β+2 + C|x− y|2, (3.30) mon-Z
with
K =
K2 −K1 supx∈Rd ‖T (x)‖
K¯β5 2
(β−1)+
(
β2
(β + 1)(β + 2)2
1[β≤2] + 12−
β
2 1[β>2]
)
,
C = K2 +K4 + (K1 +K3) sup
x∈Rd
‖T (x)‖.
In particular, (A1) implies that (3.30) holds.
Proof. Notice that
∇Φ−1 = (∇Φ)−1 = (I +∇φ)−1
= (I +∇φ)−1 − I + I
= I + (I +∇φ)−1∇φ,
where (∇φ)ij = ∂jφi. Then by the chain rule,
〈Z ◦ Φ−1(x)− Z ◦ Φ−1(y), x− y〉
=
∫ 1
0
〈(∇Z ◦Φ−1 · ∇Φ−1) (y + r(x− y))(x− y), x− y〉dr
=
∫ 1
0
〈(∇Z ◦Φ−1) (y + r(x− y))(x− y), x− y〉dr
+
∫ 1
0
〈(∇Z ◦Φ−1 · T ) (y + r(x− y))(x− y), x− y〉dr
≤ −K2|x− y|2
∫ 1
0
∣∣Φ−1(y + r(x− y))∣∣β dr +
(
K4 +K3 sup
x∈Rd
‖T (x)‖
)
|x− y|2
+K1|x− y|2 sup
x∈Rd
‖T (x)‖
∫ 1
0
∣∣Φ−1(y + r(x− y))∣∣β dr
≤ −(K2 −K1 supx∈Rd ‖T (x)‖) |x− y|
2
Kβ5 2
(β−1)+
∫ 1
0
|y + r(x− y)|βdr
+
(
K2 +K4 + (K1 +K3) sup
x∈Rd
‖T (x)‖
)
|x− y|2. (3.31) zz
Following from the basis inequality:
|aq − bq| ≤ |a− b|q, q ∈ [0, 1], a ≥ 0, b ≥ 0,
if β ≤ 2, then∣∣∣|y|β2 − r β2 |x− y|β2 ∣∣∣ ≤ ||y| − r|x− y||β2 ≤ |y + r(x− y)|β2 r ∈ [0, 1].
Consequently,
|y|β − 2r β2 |y|β2 |x− y|β2 + rβ|x− y|β ≤ |y + r(x− y)|β
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and ∫ 1
0
|y + r(x− y)|βdr ≥
∫ 1
0
(
|y|β − 2r β2 |y|β2 |x− y|β2 + rβ|x− y|β
)
dr
= |y|β − 4
β + 2
|y|β2 |x− y|β2 + 1
β + 1
|x− y|β
≥ β
2
(β + 1)(β + 2)2
|x− y|β. (3.32) Ineq-mon1
On the other hand, if β > 2, then the Jessen inequality yields
∫ 1
0
|y + r(x− y)|β dr ≥
(∫ 1
0
|y + r(x− y)|2 dr
)β
2
≥ 12−β2 |x− y|β. (3.33) Ineq-mon2
Substituting (3.32) and (3.33) into (3.31).
if Φ(x) = x = Φ−1(x), then φ ≡ 0, and it is easy to get (3.30).
It follows from [14, Theorem 3.1.1], (3.2) and (3.6) that the equation
dηs,t = ∇ηs,tZ(Ys,t)dt+∇ηs,tσ(Ys,t)dWt, ηs,s = v ∈ Rd, t ≥ s. (3.34) equ-et
has a unique non-explosive strong solution. Moreover, for all p > 0
E sup
r∈[s,t]
|ηs,r|p ≤ 2e(2K4+‖∇σ‖∞)p(t−s)E|ηs,s|p. (3.35) Inequ-et-sup
It can be proved that the derivative of Yt w.r.t. the initial value along v ∈ Rd exists
and satisfies (3.34). We shall denote by the derivative ∇vYt. Let {hs,t}t≥s be an
adapted process defined as follows
hs = 0; h
′
s,t = ws(t)σˆ
−1(Ys,t)∇vYs,t ≡ ws(t)σ∗(σσ∗)−1(Ys,t)∇vYs,t,
where ws(·) is a positive continuous function on [s,∞). Because of (A2) and (3.35),
for any T > 0 and p > 0, we have that
E sup
t∈[s,T ]
|h′s,t|p ≤ σ−10 sup
t∈[s,T ]
ws(t)E sup
t∈[0,T ]
|∇vYt|p
≤ 2σ−10 sup
t∈[s,T ]
ws(t)e
cp(T−s)|v|p (3.36) Inequ-h’-sup
for some cp > 0. It is clear that h is in the Cameron-Martin space of the Wiener
process. Next, we shall prove that Yt is Malliavin differentiable along h.
Lemma 3.7. Assume (A1) and (A2). Let h be defined as above. Then Ys,t is
differentiable w.r.t. initial value, and is Malliavin differentiable along h. Denoted by
∇vYs,t and DhYs,t the corresponding derivatives processes, respectively. Then ∇vYs,t
satisfies (3.34) and DhYs,t satisfies
dDhYs,t = ∇DhYs,tZ(Ys,t)dt+∇DhYs,tσ(Ys,t)dWt + σ(Ys,t)h′s,tdt, DhYs,s = 0. (3.37) equ-DhY
Moreover, the second order derivative of Yt w.r.t. the initial value exists and satisfies
sup
|u|,|v|≤1
E sup
t∈[0,T ]
|∇u∇vYt|2p ≤ Cpe(2K4+‖∇σ‖∞)(4+(β−1)+)pT , T ≥ 0 (3.38) Inequ-nn2Y
with Cp = p
(
Kp5 +K
p
6 + ‖∇2σ‖p∞
)
.
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Proof. We just prove for s = 0, and for s > 0 the proof is similar. Let Y ǫ be the
solution of the following equation:
Y ǫt = Y0 +
∫ t
0
Z(Y ǫs )ds+
∫ t
0
σ(Y ǫs )dWs + ǫ
∫ t
0
σ(Y ǫs )h
′
sds.
Then
d|Y ǫt − Yt|2 =2〈Z(Y ǫt )− Z(Yt), Y ǫt − Yt〉dt+ |σ(Y ǫt )− σ(Yt)|2HSdt
+ 2〈Y ǫt − Yt, (σ(Y ǫt )− σ(Yt))dWt〉+ 2ǫ〈σ(Y ǫt )h′t, Y ǫt − Yt〉dt
≤C|Y ǫt − Yt|2dt+ 2ǫ〈σ(Y ǫt )h′t, Y ǫt − Yt〉dt−K|Y ǫt − Yt|β+2dt
+ 2〈Y ǫt − Yt, (σ(Y ǫt )− σ(Yt))dWt〉,
for some positive constants K and C. For any p ≥ 1, there is a positive constant
Cp > 0 such that
d|Y ǫt − Yt|2p ≤Cp|Y ǫt − Yt|2pdt+ pǫ|Y ǫt − Yt|2p−1|σ(Y ǫt )||h′t|dt
+ 2p|Y ǫt − Yt|2p−2〈Y ǫt − Yt, (σ(Y ǫt )− σ(Yt))dWt〉
≤Cp|Y ǫt − Yt|2pdt+ ǫ2p(1 + |Y ǫt |)2p|h′t|2pdt
+ 2p|Y ǫt − Yt|2p−2〈Y ǫt − Yt, (σ(Y ǫt )− σ(Yt))dWt〉.
By B-D-G inequality, we have
E sup
t∈[0,s]
|Y ǫt − Yt|2p ≤ CpE
∫ s
0
|Y ǫt − Yt|2pdt+ ǫ2p
∫ s
0
E(1 + |Y ǫt |)2p|h′t|2pdt.
Then Gronwall’s inequality yields that
E sup
t∈[0,T ]
|Y ǫt − Yt|2p ≤ ǫ2p
∫ T
0
E(1 + |Y ǫt |)2p|h′t|2pdteCpT , T > 0. (3.39) Inequ-Y-Y
For Y ǫt with ǫ ∈ [0, 1], we have
d|Y ǫt |2 ≤− K˜1|Y ǫt |β+2dt+ K˜2|Y ǫt |2dt+ Cdt
+ 2ǫ〈σ(Y ǫt )h′t, Y ǫt 〉dt+ 2〈Y ǫt , σ(Y ǫt )dWt〉
≤ − K˜1|Y ǫt |β+2dt+ K˜2|Y ǫt |2dt+ Cdt
+ 2C|Y ǫt |(1 + |Y ǫt |)|h′t|dt+ 2〈Y ǫt , σ(Y ǫt )dWt〉,
for some positive constants K˜1, K˜2, C > 0. Then for any p ≥ 1,
d|Y ǫt |2p ≤− cp|Y ǫt |β+2pdt+ c˜p(1 + |Y ǫt |2p)dt
+ 2p|Y ǫt |2p−1(1 + |Y ǫt |)|h′t|dt+ 2p|Y ǫt |2p−2〈Y ǫt , σ(Y et p)dWt〉
≤ − cp|Y ǫt |β+2pdt+ c˜p(1 + |Y ǫt |2p)dt+
(
|h′t|2p + |h′t|
2p+β
β
)
dt
+ 2p|Y ǫt |2p−2〈Y ǫt , σ(Y ǫt )dWt〉,
where cp and c˜p maybe different positive constants different from line to line. Applying
B-D-G inequality and Gronwall’s inequality, we get that for any s > 0, p ≥ 1 there is
Cp > 0 such that
sup
ǫ∈[0,1]
(
E sup
t∈[0,s]
|Y ǫt |2p +
∫ s
0
|Y ǫt |β+2pdt
)
≤ Cp
(
1 + s+ |Y ǫ0 |2p + E
∫ s
0
|h′t|
β+2p
β dt
)
eCps.
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Taking into account (3.36), it follows that there is Cp,β > 0 such that
sup
ǫ∈[0,1]
(
E sup
t∈[0,s]
|Y ǫt |2p +
∫ s
0
|Y ǫt |β+2pdt
)
≤ Cp
(
sup
r∈[0,s]
w
2p+β
β
0 (r)
)
(1 + |Y0|2p)eCp,βs, s ≥ 0, (3.40) Inequ-Y-exp
which, together with (3.39), implies that
E sup
t∈[0,s]
|Y ǫt − Yt|2p ≤ ǫ2pCp
(
sup
r∈[0,s]
w
2p+2pβ+β
β
0 (r)
)
eCp,βs, s ≥ 0. (3.41) Inequ-Y-Y-sup
Let DhYt be a solution of the following equation
dDhYt = ∇DhYtZ(Yt)dt+∇DhYtσ(Yt)dWt + σ(Yt)h′tdt, DhY0 = 0,
and let
V ǫt =
Y ǫt − Yt
ǫ
−DhYt, U ǫt =
Y ǫt − Yt
ǫ
.
Then
dV ǫt =
∫ 1
0
(∇UǫtZ(Yt + θ(Y ǫt − Yt))−∇UǫtZ(Yt)) dt
+∇V ǫt Z(Yt)dt+∇V ǫt σ(Yt)dWt
+
∫ 1
0
(∇Uǫt σ(Yt + θ(Y ǫt − Yt))−∇Uǫt σ(Yt)) dθdWt
+ (σ(Y ǫt )− σ(Yt)) h′tdt.
By Itoˆ’s formula, (A1) and (A2), for any p ≥ 1, there are positive constants cp and
c˜p such that
d|V ǫt |2p ≤− cp|Y ǫt |β+2|V ǫt |2pdt+ c˜p|V ǫt |2pdt
+
∫ 1
0
‖∇σ(Yt + θǫU ǫt )−∇σ(Yt)‖2p dθ|U ǫt |2pdt
+
∫ 1
0
|∇Z(Yt + ǫθU ǫt )−∇Z(Yt)|2pdθ|U ǫt |2pdt
+ 2p|V ǫt |2p−2〈V ǫt ,
∫ 1
0
(∇Uǫt σ(Yt + ǫθU ǫt )−∇Uǫt σ(Yt)) dθdWt〉
+ 2p|V ǫt |2p−2〈V ǫt ,∇V ǫt σ(Yt)dWt〉.
It follows from the B-D-G inequality and Gronwall’s inequality that for any T > 0
E sup
t∈[0,T ]
|V ǫt |2p +
∫ T
0
|Yt|β+2|V ǫt |2p−2dt
≤ ec˜pT
(
Cp(1 + T
p−1)
∫ T
0
∫ 1
0
‖∇σ(Yt + θǫU ǫt )−∇σ(Yt)‖2p dθ|U ǫt |2pdt
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+
∫ T
0
∫ 1
0
|∇Z(Yt + ǫθU ǫt )−∇Z(Yt)|2pdθ|U ǫt |2pdt
)
.
It follows from (3.40), (3.41) and the dominated convergence theorem that
lim
ǫ→0+
E sup
t∈[0,T ]
|V ǫt |2p = 0.
Similarly, following from (A1), (A2), (3.35) and (3.40), we can prove that ∇vY yt is
differentiable w.r.t. y, i.e. Yt is twice differentiable w.r.t. the initial value. Moreover,
∇u∇vYt satisfies
d∇u∇vYt =∇∇uYt∇∇vYtZ(Yt)dt+∇∇uYt∇∇vYtσ(Yt)dWt
+∇∇u∇vYtZ(Yt)dt+∇∇u∇vYtσ(Yt)dWt, ∇u∇vY0 = 0,
and for any p > 0
E sup
t∈[0,T ]
|∇u∇vYt|2p ≤ Cpe(2K4+‖∇σ‖∞)(4+(β−1)+)pT |u|2p|v|2p, T ≥ 0. (3.42)
Since ∇2Z(·) and ∇2σ(·) are continuous, we have that
lim
y→xE supt∈[0,T ]
|∇u∇vY yt −∇u∇vY xt |2 = 0, T > 0. (3.43) cont-nn2
Next, we shall introduce a lemma on the gradient estimate of PZs,t for t > s. The
method to prove this lemma is due to [28, Lemma 2.1] essentially.
lem-grad-est Lemma 3.8. Let t > s. Then for any f ∈ Bb(Rd) and q ∈ (1,∞],
∇vPZs,tf(y) =
1
t− sEf(Y
y
s,t)
∫ t
s
〈σˆ−1(Y ys,r)∇vY ys,r,dWr〉, (3.44) Bismut
|∇u∇vPZs,tf |(y) ≤
c˜1e
c˜2(t−s)
t− s (P
Z
s,tf
q)
1
q (y)|u||v|, (3.45) grad-2-est
and
∣∣∇PZs,tf(x)−∇PZs,tf(y)∣∣ ≤ c˜1ec˜2(t−s)
( |x− y|
t− s ∧
1√
t− s
)∥∥∥(PZs,tf q) 1q ∥∥∥∞ , (3.46) nnP-x-y
where
c˜1 = λ
−1
0 3e
1
e
(
K5 ∨K6 ∨ ‖∇2σ‖2
)
, c˜2 =
(
2K4 + ‖∇σ‖2∞
)
(4 + (β − 1)+).
If PZs,t is ultracontractive, then for any q ∈ (1,∞], the operator PZs,t is a bounded
operator from Lq(µ) to C2b (R
d), and (3.44)-(3.46) hold for any f ∈ Lq(µ)
Proof. For any t > s ≥ 0 and v ∈ Rd, set hs,r = 1t−s σˆ−1(Ys,r)∇vYs,r. Then
{DhYs,r}r∈[s,t] and { r−st−s∇vYs,r}r∈[s,t] satisfy
dξs,r = ∇ξs,rZ(Ys,r)dr +∇ξs,rσ(Ys,r)dWr +
1
t− s∇vYs,rdr, r ∈ [s, t].
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Thus for f ∈ C1b (Rd)
∇vPZs,tf(y) = E〈∇f(Y ys,t),∇vY ys,t〉 = E〈∇f(Y ys,t),DhY ys,t〉
= EDh(f(Y
y
s,t)) =
1
t− sEf(Y
y
s,t)
∫ t
s
〈σˆ−1(Y ys,r)∇vY ys,r,dWr〉.
It is clear that ∇vPZs,tf(·) is continuous on Rd. Hence PZs,tf ∈ C1b (Rd) and
‖∇vPZs,tf‖∞ ≤ Ct−s,σ0‖f‖∞|v|,
which implies that for all f ∈ Cb(Rd), PZs,tf ∈ C1b (Rd) and the formula (3.44) holds.
Moreover,
PZs,tf(y + v)− PZs,tf(y) =
∫ 1
0
∇vPZs,tf(y + uv)du
=
∫ 1
0
1
t− sEf(Y
y+uv
s,t )
∫ t
s
〈σˆ−1(Y y+uvs,r )∇vY y+uvs,r ,dWr〉du. (3.47) Bis-int
Since a bounded Borel measurable function can be approximated by a bounded con-
tinuous function pointwise, by the dominated convergence theorem, (3.47) holds for
all f ∈ Bb(Rd), which yields that PZs,tf ∈ Cb(Rd). Since t is arbitrary, for any
0 < ǫ < t− s and f ∈ Bb(Rd), PZs,t−ǫf ∈ Cb(Rd). Then
∇vPZs,tf(y) = ∇vPZs,t−ǫ(PZt−ǫ,tf)(y)
=
1
t− s− ǫEP
Z
t−ǫ,tf(Y
y
s,t−ǫ)
∫ t−ǫ
s
〈σˆ−1(Y ys,r)∇vY ys,r,dWr〉
=
1
t− s− ǫE
{
E
(
f(Y
Y ys,t−ǫ
t−ǫ,t )
∣∣∣Ft−ǫ
)∫ t−ǫ
s
〈σˆ−1(Y ys,r)∇vY ys,r,dWr〉
}
=
1
t− s− ǫEf(Y
y
s,t)
∫ t−ǫ
s
〈σˆ−1(Y ys,r)∇vY ys,r,dWr〉. (3.48) add-bis-P
Letting ǫ→ 0+, it easy to get (3.44) for all f ∈ Bb(Rd) and
‖∇vPZs,tf‖∞ ≤
c˜1e
c˜2(t−s)
√
t− s
∥∥∥∥(PZs,tf q) 1q
∥∥∥∥
∞
|v|, (3.49) inequ-nn-1P
Moreover, it follows from the second equality of (3.48) that ∇vPZs,tf(·) is continuous
on Rd, which along with (3.49) implies that ∇vPZs,tf(·) ∈ C1b (Rd).
Next, we shall prove that PZs,tf ∈ C2b (Rd). By the semigroup property,
∇vPZs,tf(y) =
2
t− sEP
Z
s+t
2
,t
f(Y y
s, s+t
2
)
∫ s+t
2
s
〈σˆ−1(Y ys,r)∇vY ys,r,dWr〉, f ∈ Bb(Rd).
Note that ‖∇σˆ−1(x)‖ ≤ Cσ0(1 + |x|) for some Cσ0 > 0. By (3.38), (3.44), PZs,tf ∈
C1b (R
d) and the dominated convergence theorem, we have that
∇u∇vPs,tf(y) = 2
t− sE∇∇uY ys, s+t2
PZs+t
2
,t
f(Y y
s, s+t
2
)
∫ s+t
2
s
〈σˆ−1(Y ys,r)∇vY ys,r,dWr〉
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+
2
t− sEP
Z
s+t
2
,t
f(Y y
s, s+t
2
)
∫ s+t
2
s
〈∇∇uY y
s, s+t2
σˆ−1(Y ys,r)∇vY ys,r,dWr〉
+
2
t− sEP
Z
s+t
2
,t
f(Y y
s, s+t
2
)
∫ s+t
2
s
〈σˆ−1(Y ys,r)∇u∇vY ys,r,dWr〉, (3.50) nn2P
which, together with (3.35), implies that for any q ∈ (1,∞] there is cq > 0 such that
(3.45) holds. Combining (3.45) with (3.49), we get (3.46). It follows from (3.43),
(3.50) and PZs,tf ∈ C1b (Rd) that ∇u∇vPtf ∈ C(Rd).
Finally, we shall extend (3.44)-(3.46) to f ∈ Lq(µ) with q ∈ (1,∞]. Indeed, (3.49),
together with the ultracontractivity of PZs,t, implies that
‖∇vPZs,tf‖∞ ≤ Cs,t,q‖f‖Lq(µ)|v|
holds for some constant Cs,t,q. By the ultracontractivity of P
Z
s,t again,
‖PZs,tf‖∞ ≤ Cs,t‖f‖Lq(µ).
Hence, PZs,t can be extended to be a bounded operator from L
q(µ) to C1b (R
d) for any
q ∈ (1,∞), and
∇vPZs,tf(y) =
1
t− sEf(Y
y
s,t)
∫ t
s
〈σˆ−1(Y ys,r)∇vY ys,r,dWr〉, f ∈ Lq(µ).
Since µ is a probability measure, L∞(µ) ⊂ Lq(µ). Thus, restring to L∞, we indeed
get that (3.44) holds for all q ∈ (1,∞] and
‖PZs,tf‖C1b (Rd) ≤ Cs,t,q‖f‖Lq(µ), f ∈ L
q(µ).
It follows from (3.45) that PZs,t can be extended to be a bounded operator from L
q(µ)
to C1b (R
d) for any q ∈ (1,∞). Then the same argument can be used to get the other
conclusions of the lemma.
Combining Lemma 3.8 with Lemma 3.3, we have the following a prior estimate
on the Ho¨lder continuity of ∇φ.
Cor-new Corollary 3.9. Under the same assumptions of Lemma 3.3, we have
sup
s≥0
|∇φt(x)−∇φt(y)| ≤ C1
(
|x− y|1− 2βp ∨ |x− y|
)
+ C2|x− y| log
(
e+
1√
λ− cq|x− y|
)
, q ∈ (1, p] (3.51) add-ine-cor
where
C¯1 = c˜1(2c0 ∨ 1)
1
p ζ
− 1
p
(
sup
t≥0
‖∇φt‖∞ ∨ 1
)(
p(β +
√
λ− c˜2)
β(p− β)√λ− c˜2
∨ (λ− c˜2)
β
p p
eβ
)
C¯2 = 2c˜1(2c0 ∨ 1)
1
p ζ−
1
p
(
sup
t≥0
‖∇φt‖∞ ∨ 1
)
×
(
1 + sup
t≥0
((
log µ
(
eζ|gt|
p
)) 1
p
+
(
log µ
(
eζ|ft|
p
)) 1
p
))
.
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Proof. It follows from Lemma 3.8 and the definition of φ that
|∇φt(x)−∇φt(y)|
≤
∫ ∞
s
e−λ(t−s)
(∣∣PZs,t∇gtφt(x)− PZs,t∇gtφt(y)∣∣+ ∣∣PZs,tft(x)− PZs,tft(y)∣∣) dt
≤ c˜1
∫ ∞
s
e−(λ−c˜2)(t−s)
( |x− y|
t− s ∧
1√
t− s
)(∥∥PZs,t |∇gtφt|q∥∥ 1q∞ + ∥∥PZs,t|ft|q∥∥ 1q∞
)
dt.
(3.52) add-new-Hph
By (3.13), for q ∈ (1, p]
∥∥PZs,t |∇gtφt|q∥∥ 1q∞ ≤
(
sup
t≥0
‖∇φt‖∞
)
(2c0 ∨ 1)
1
p
ζ
1
p
(
(t− s)−βp + 1 + sup
t≥0
(
log µ
(
eζ|gt|
p
)) 1
p
)
,
∥∥PZs,t |ft|q∥∥ 1q∞ ≤ (2c0 ∨ 1) 1p ζ− 1p
(
(t− s)−βp + 1 + sup
t≥0
(
log µ
(
eζ|gt|
p
)) 1
p
)
.
Taking these into (3.52), then (3.51) follows from Lemma 3.3 and
∫ ∞
s
e−(λ−c˜2)(t−s)
( |x− y|
t− s ∧
1√
t− s
)
(t− s)−βp dt
=
∫ ∞
0
e−(λ−c˜2)u
( |x− y|
u
∧ 1√
u
)
u−
β
p du
≤
∫ |x−y|2∧(λ−c˜2)−1
0
e−(λ−c˜2)u
u
1
2
+β
p
du+
∫ (λ−c˜2)−1
|x−y|2∧(λ−c˜2)−1
|x− y|
u1+
β
p
du
+
∫ ∞
(λ−c˜2)−1
|x− y|e−(λ−c˜2)u
u
1+β
p
du
≤
(
p(β +
√
λ− c˜2)
β(p − β)√λ− c˜2
∨ (λ− c˜2)
β
p p
eβ
)
|x− y|1− 2βp ∨ |x− y|
and∫ ∞
s
e−(λ−c˜2)(t−s)
( |x− y|
t− s ∧
1√
t− s
)
dt ≤ 2|x− y| log
(
e+
1√
λ− c˜2|x− y|
)
.
The following lemma shows that φ satisfies (3.3) if ft and gt are bounded and
Lipschitz. The method used here follows that in [28]. In this case, It’oˆ’s formula can
be applied to φt(Xt), then (3.4) follows from an approximation argument.
lem-diff-equ Lemma 3.10. Assume (A1) and (A2). Suppose that f and g are in Cb([0,∞), C1b (Rd,Rd)).
Then there exists λ0 > 0 such that for λ > λ0, the solution to (3.5) satisfies (3.3).
Proof. We first prove that there is λ0 such that for λ > λ0 and δ ∈ (1, 2)∫ ∞
s
e−λ(t−s)|∇2Ps,t{∇gtφt + ft}|δ(y)dt ≤ Cλ,δ(1 + |y|)δ <∞. (3.53) int-nn2P-t
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By [28, Lemma 2.2] and (3.46), for λ > c˜2, there is C(λ) > 0 such that for all ht with
supt≥0 ‖ht‖∞ <∞
sup
s≥0
∫ ∞
s
e−λ(t−s)
∣∣∇PZs,tht(x)−∇PZs,tht(y)∣∣ dt
≤ C(λ)
(
sup
t≥0
‖ht‖∞
)
|x− y| log
(
e+
1
|x− y|
)
. (3.54) Inequ-nnP-rlogr
It follows by (3.10), Lemma 3.3, (2) of Remark 3.3 and (3.54) that there is some
C > 0 such that
sup
t≥0
|∇φt(x)−∇φt(y)| ≤ C|x− y| log
(
e+
1
|x− y|
)
. (3.55) Inequ-nnP-rlogr-add
Taking into account g ∈ Cb([0,∞), C1b (Rd,Rd)) and supt≥0 ‖∇φt‖∞ <∞, we get that
|∇gtφt(x)−∇gtφt(y)| ≤ C
(|x− y| (1 + log(e+ |x− y|−1))) ∧ 1
≤ C˜ {(|x− y| log(e2 + |x− y|−1)) ∧ 1} , x, y ∈ Rd.
Let ψ(r) = r log2(e+ 1√
r
), which is increasing and concave, and let yys,t be the solution
of the following equation
yys,t = y +
∫ t
s
Z(yys,r)dr, t ≥ s.
Then it follows from (3.45) with p = 2 that∣∣∇2PZs,t∇gtφt(y)∣∣ = ∣∣∇2PZs,t (∇gtφt(·)−∇gtφt(y)) (x)∣∣
≤ e
c˜2(t−s)
t− s
(
PZs,t
∣∣∇gtφt(·)−∇gtφt(yys,t)∣∣2) 12 (y)
=
ec˜2(t−s)
t− s
(
E
∣∣∇gtφt(Y ys,t)−∇gtφt(yys,t)∣∣2) 12
≤ Ce
c˜2(t−s)
t− s
((
Eψ(|Y ys,t − yys,t|2)
) 1
2 ∧ 1
)
≤ Ce
c˜2(t−s)
t− s
((
ψ(E|Y ys,t − yys,t|2)
) 1
2 ∧ 1
)
. (3.56) Inequ-nnP-ps
It is easy to get that
E|Y ys,t − yys,t|2 ≤ Cβ(1 + |y|2)
(
(t− s) + (t− s)2) .
Substituting this into (3.56), we get that
∣∣∇2PZs,t∇gtφt(y)∣∣ ≤ C˜1ec˜2(t−s)t− s
(√
ψ((t− s) + (t− s)2) ∧ 1
)
(1 + |y|)
≤ C˜2e
c˜2(t−s)
t− s
√
ψ(t− s)(1 + |y|), y ∈ Rd. (3.57) nn2P-ps
where C˜1 and C˜2 are positive constants independent of y. Similarly, since f ∈
Cb([0,∞), C1b (Rd,Rd)), there is positive C independent of y such that
∣∣∇2PZs,tft(y)∣∣ ≤ Cec˜2(t−s)√t− s (1 + |y|), y ∈ Rd.
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Hence, (3.53) follows from the definition of ψ and any large enough λ.
Next, we shall prove that φt satisfies (3.3). Let ht = ∇gtφt + ft. Due to Remark
3.1, we can assume that ht is R-valued.
We first consider the left derivative of φ. For v > 0,
φs−v − φs
v
=
1
v
∫ s
s−v
e−λ(t−s+v)PZs−v,tftdt+
∫ ∞
s
(
e−λv − 1)
v
e−λ(t−s)PZs−v,tftdt
+
∫ ∞
s
e−λ(t−s)
(
PZs−v,tft − PZs,tft
)
v
dt
=: I1 + I2 + I3.
For I1, by the time homogeneous property, the boundedness and continuity of h and
the pathwise continuity of Y , we have that
lim
v→0+
1
v
∫ s
s−v
e−λ(t−s+v)PZs−v,thtdt = lim
v→0+
1
v
∫ s
s−v
e−λ(t−s+v)PZt−s+vhtdt
= lim
v→0+
1
v
∫ s
s−v
e−λ(t−s+v)Eht(Yt−s+v)dt
= hs(x).
For I2, by the boundedness and continuity of h, it follows from the dominated con-
vergence theorem that
lim
v→0+
∫ ∞
s
(
e−λv − 1)
v
e−λ(t−s)PZs−v,thtdt
= lim
v→0+
∫ ∞
s
(
e−λv − 1)
v
e−λ(t−s)Eht(Yt−s+v)dt
= −λ
∫ ∞
s
e−λ(t−s)Eht(Yt−s)dt
= −λ
∫ ∞
s
e−λ(t−s)PZs,thtdt.
For I3, since P
Z
t−sht ∈ C2(Rd), it follows from the semigroup property and Itoˆ’s
formula that(
PZs−v,tht − PZs,tht
)
v
=
PZv − I
v
Pt−sht =
1
v
∫ v
0
ELPZt−sht(Yr)dr. (3.58) add-P-v-L1
By (3.53), and the growth condition of σ and Z, for 1 < δ < 2, we have
∫ ∞
s
e−λ(t−s)E
(
1
v
∫ v
0
∣∣(LPZt−sht) (Yr)∣∣ dr
)δ
dt
≤
∫ ∞
s
e−λ(t−s)
(
1
v
∫ v
0
E
∣∣(LPZt−sht) (Yr)∣∣δ dr
)
dt
≤ C
v
∫ v
0
E (1 + |Yr|)δ
(∫ ∞
s
e−λ(t−s)|∇2PZt−sht(Yr)|δdt
)
dr
+
C
v
∫ v
0
E
(
1 + |Yr|β+1
)δ (∫ ∞
s
e−λ(t−s)|∇PZt−sht(Yr)|δdt
)
dr
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≤ Cλ,δ
v
∫ v
0
E (1 + |Yr|)δ[(β+1)∨2] dr
<∞.
Besides, it holds that
lim
v→0+
1
v
∫ v
0
(
LPZt−sht
)
(Yr)dr = LP
Z
t−sht(Y0).
Then, the dominated convergence theorem can be applied and we get that
lim
v→0+
I3 = lim
v→0+
∫ ∞
s
e−λ(t−s)
(
PZs−v,tht − PZs,tht
)
v
dt
=
∫ ∞
s
e−λ(t−s)LPZs,thtdt
= L
∫ ∞
s
e−λ(t−s)PZs,thtdt,
where we used (3.53) and the dominated convergence theorem in the last equality.
Hence,
∂−s φs = −Lφs − hs + λφs.
On the other hand,
φs+v − φs
v
=
1
v
∫ s+v
s
e−λ(t−s)PZs,thtdt+
∫ ∞
s
(
eλv − 1)
v
e−λ(t−s)PZs+v,thtdt
+
∫ ∞
s+v
e−λ(t−s)
(
PZs+v,tht − PZs,tht
)
v
dt, v > 0.
The convergences of the first term and the second term are similar to I1 and I2
respectively. For the last term,∫ ∞
s+v
e−λ(t−s)
(PZv − I)
v
PZs+v,thtdt =
∫ ∞
s+v
e−λ(t−s)
(PZv − I)
v
PZt−s−vhtdt
= e−λv
∫ ∞
s
e−λ(t−s)
(PZv − I)
v
PZt−sht+vdt
= e−λv
∫ ∞
s
e−λ(t−s)E
(
1
v
∫ v
0
LPZt−sht+v(Yr)dr
)
dt.
By (3.44), (3.46) and (3.50), LPZt−sht+v(y) is continuous in y uniformly for v, i.e.
lim
y˜→y
sup
v
|LPZt−sht+v(y˜)− LPZt−sht+v(y)| = 0.
Then
lim
v→0+
1
v
∫ v
0
LPZt−sht+v(Yr)dr = LP
Z
t−sht(Y0).
Combining this with (3.53), as in the case of the left derivative, the dominated con-
vergence theorem yields
lim
v→0+
∫ ∞
s+v
e−λ(t−s)
(PZv − I)
v
PZs+v,thtdt
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=
∫ ∞
s
e−λ(t−s)E
(
lim
v→0+
1
v
∫ v
0
LPZt−sht+v(Yr)dr
)
dt
=
∫ ∞
s
e−λ(t−s)LPZt−shtdt
= L
∫ ∞
s
e−λ(t−s)PZt−shtdt.
Therefore, replacing ht by ∇gtφt + ft, we prove that φ satisfies (3.3).
3.3 Proof of Theorem 3.1
To prove this theorem, we begin with a lemma on Krylov-Khasminskii type estimate
for the solution of (3.1) based on the ultracontractivity of PZt .
lem-Kr-Kha Lemma 3.11. Assume (H1) and (H2). Let Yt be the solution of (3.2). If there
exist ζ > 0 and p ≥ 1 and p > β such that∫ t
0
(
log µ
(
eζ|fs|
p
)) 1
p
ds <∞, t > 0
then there is a Cζ,p,β > 0 such that for all t > 0 and 0 ≤ t0 ≤ t1 ≤ t
E
{∫ t1
t0
fs(Ys)ds
∣∣∣ Ft0
}
≤ Cζ,p,β
(
(t1 − t0)1−
β
p + (t1 − t0) +
∫ t1
t0
(
log µ
(
eζ|fs|
p
)) 1
p
ds
)
,
consequently,
E exp
{
r
∫ t
0
|fs(Ys)|ds
}
<∞, t > 0, r > 0.
Proof. It follows from (H2) that
E
{∫ t1
t0
fs(Ys)ds
∣∣∣ Ft0
}
=
∫ t1
t0
E
{
fs(Ys)
∣∣∣ Ft0}ds ≤
∫ t1
t0
PZt0,s|fs|(Yt0)ds
≤ (2ζ−1) 1p
∫ t1
t0
(
logPZt0,se
ζ
2
|fs|p(Yt0 )
) 1
p
ds
≤ (2ζ−1) 1p
∫ t1
t0
(
log
(
‖PZt0,s‖L2(µ)→L∞(µ)
(
µ
(
eζ|fs|
p
)) 1
2
)) 1
p
ds
≤ Cζ,p
∫ t1
t0
(
(s− t0)−
β
p + 1 +
(
log µ
(
eζ|fs|
p
)) 1
p
)
ds,
which implies our first claim. For the second claim, it follows from the stander proof
of Khasminskii type estimate, see [21, Lemma 1.2.1]
Applying Lemma 3.11 to |bt|2, we have the following corollary, which can be used
to get the existence of weak solutions to (3.1).
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cor-Kr-Kha Corollary 3.12. Assume (H1) and (H2). Let Yt be the solution of (3.2). If there
exist ζ > 0 and p ≥ 2 and p > 2β such that
∫ t
0
(
log µ
(
eζ|bs|
p
)) 2
p
ds <∞, t > 0
then
E exp
{
r
∫ t
0
|bs(Ys)|2ds
}
<∞, t > 0, r > 0.
Proof of Theorem 3.1:
(1) We prove the first claim. The proof is due to [19, Corollary 2.5]. Applying
Itoˆ’s formula to the solution of (3.2), it follows from (A1) and Lemma 3.6 that there
exist positive constants K and c such that
d|Ys|2 ≤
(
−K|Ys|β+2 + c|Ys|
)
ds+ 2〈Ys, σs(Ys)dWs〉, s ≥ 0,
which implies that
1
t
∫ t
0
PZs | · |β+2ds =
1
t
∫ t
0
E|Ys|β+2ds ≤ C, t ≥ 0,
holds for some C > 0. Since | · |β+2 is a compact function on Rd, the Krylov-
Bogolyubov method yields that PZt has an invariant measure. Then P
Z
t can be
extended to L1(µ) to be a C0-semigroup. By the interpolation, P
Z
t can be extended
to all Lq(µ) with q ∈ [1,∞) to be a C0-semigroup.
By [20, Lemma 3.3] and [1, Theorem 1],∣∣∣∣
√
σ(x)σ∗(x)− σ20 −
√
σ(y)σ∗(y)− σ20
∣∣∣∣
HS
≤ 1
2σ0
∣∣∣√σ(x)σ∗(x)−√σ(y)σ∗(y)∣∣∣
HS
≤ 1√
2σ0
|σ∗(x)− σ∗(y)|HS
≤ C|x− y|.
Taking into account (3.30) with Φ(x) ≡ x, it is easy to see that exponential contraction
in Wasserstein distances holds for PZt , which implies the uniqueness of the invariant
probability measure.
By Itoˆ’s formula and that σ is bounded, there exist positive Kβ, cβ,σ and c˜β,σ
such that
deδ|Yt|
β+2 ≤
(
−δKβ |Yt|2β+2 + δ2cβ,σ|Yt|2β+2 + δc˜β,σ|Yt|β
)
eδ|Yt|
β+2
dt
+ δ(β + 2)|Yt|β+2eδ|Yt|β+2〈Yt, σ(Yt)dWt〉, δ > 0, t > 0.
For 0 < δ <
Kβ
cβ,σ
, we have −δKβ + δ2cβ,σ < 0. Then for any δ ∈ (0, Kβcβ,σ ), there exist
positive constants C1 and C2 such that for all t > 0
deδ|Yt|
β+2 ≤
(
−C1|Yt|2β+2 + C2
)
eδ|Yt|
β+2
dt+ δ(β + 2)|Yt|β+2eδ|Yt|β+2〈Yt, σ(Yt)dWt〉.
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Then
Eeδ|Yt|
β+2 − Eeδ|Ys|β+2
≤
∫ t
s
(
C2 − C1δ−
2β+2
β+2
(
logEeδ|Yr |
β+2
) 2β+2
β+2
)
Eeδ|Yr |
β+2
dr.
Consider the following equation:
dut
dt
=
(
C2 − C1δ−
2β+2
β+2 (log ut)
2β+2
β+2
)
ut, u0 = e
δ|Y0|β+2 . (3.59) equ-uu
Let c0 = exp
{
δ
(
C2C
−1
1
) β+2
2β+2
}
. Then c0 is the unique zero of the function
u→ C2 − C1δ−
2β+2
β+2 (log u)
2β+2
β+2 .
If there exists t0 > 0 such that ut0 = c0, then ut ≡ c0. Otherwise, there exists t1 > t0
such that ut1 > c0 (for ut1 < c0, the discussion is similar). Let s0 = sup{t < t1 | ut =
c0}. Then we have t0 ≤ s0, us0 = c0 and ut > c0 for t ∈ (s0, t1). By (3.59), u′t < 0
for t ∈ (s0, t1). However, it follows from the mean value theorem that there exists
s1 ∈ (s0, t1) such that
u′s1 =
ut1 − us0
t1 − s0 > 0,
which leads to a contradiction. Hence, if ut < c0, then us < c0 for s ∈ [0, t]; if ut > c0,
then us > c0 for s ∈ [0, t]. Moreover, if u0 > c0, then it follows from (3.59) that
ut ≤ exp
{
|Y0|β+2
(
1
δt
+
βC2
β + 2
δ
− 2β+2
β+2 |Y0|β
)−β+2
β
t
−β+2
β
}
≤ exp
{(
β + 2
βC2
)β+2
β
δ
2β+2
β t
−β+2
β
}
.
Hence
ut ≤ exp
{
β + 2
βC2
δ
2β+2
β+2 t−
β+2
β
}
∨ c0 ≤ exp
{
Cβ,σ,δ(1 + t
−β+2
β )
}
,
for some positive constant Cβ,σ,δ independent of Y0. As a consequence of the com-
parison theorem of ordinary differential equation, we have
Eeδ|Yt∧τ˜n |
β+2 ≤ ut ≤ exp
{
Cβ,σ,δ(1 + t
−β+2
β )
}
, n ∈ N, t > 0.
Letting n→∞, we get that
PZt e
δ|·|β+2 = Eeδ|Yt|
β+2 ≤ exp
{
Cβ,σ,δ(1 + t
−β+2
β )
}
, t > 0.
Then
µ
(
eδ|·|
β+2
)
= µ
(
PZt e
δ|·|β+2
)
= µ
(
Eeδ|Yt|
β+2
)
≤ exp
{
Cβ,σ,δ(1 + t
−β+2
β )
}
<∞,
and for any r > 0 and t > 0, we have that
PZt e
r|·|2 ≤ PZt eCβ,r,δ+δ|·|
β+2 ≤ exp
{
Cβ,σ,δ(1 + t
−β+2
β )
}
<∞.
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Therefore, it follows from [25, Corollary 1.3] and [19, Corollary 2.5] that (3.8) holds
for PZt , which implies (H2). By [16, Theorem 6.1], the invariant probability measure
of PZt has a density w.r.t. the Lebesgue and there exist δ > 0 and c > 0 such that
dµ
dx ≤ e−δ|x|
β+2
.
(2) It follows from Corollary 3.12 and (A2) that
E exp
{
r
∫ t
0
|σˆ−1bs|2(Ys)ds
}
≤ E exp
{
r
σ20
∫ t
0
|bs|2(Ys)ds
}
<∞, r > 0.
Then {Rt}t≥0 defined as follows is a martingale
Rt = exp
{
−
∫ t
0
〈σˆ−1bs(Ys),dWs〉 − 1
2
∫ t
0
|σˆ−1bs(Ys)|2ds
}
, t ≥ 0,
and ERqt < ∞ for any q > 0. Thus (3.1) has a weak solution. By the Girsanov
theorem and the uniqueness in law for the solutions to (3.2), which follows from the
strong uniqueness, we have that (3.1) has a unique weak solution and the law of
{Xs}s∈[0,t] under P equals to the law of {Ys}s∈[0,t] under RtP.
Next, we shall prove that there exists a family of diffeomorphisms {Φt}t≥0 satis-
fying (3.4).
By (A1) and (A2), Lemma 3.8 holds. Then Lemma 3.8, (H1) and (3.9) imply
that the assumption of Lemma 3.3 holds for the equation (3.5). Consequently, we
can choose c¯0 = c˜1, δ = c˜2 in (H3) and large enough λ(> c˜2) such that
sup
t≥0
(‖φt‖∞ + ‖∇φt‖∞) < 1
2
∧ K2
2K1 +K2
, (3.60) add-p-nnp
which implies that Φt(x) is a diffeomorphism and
1
2
|x− y| ≤ |Φt(x)− Φt(y)| ≤ 3
2
|x− y|, t ≥ 0. (3.61) diff-mor
Applying Lemma 3.5, then (3.5) has a unique solution in Cb([0,∞), C1b (Rd,Rd)).
Given t > 0. Let {b[mk ,n(mk)]}k≥1 be a sequence in Cb([0,∞), C1b (Rd)) defined as
in Lemma 3.4, and let φ[k] be the solution of (3.5) with b replaced by b[mk ,n(mk)].
Then (3.20) holds on [0, t]. For the sake of simplicity, we shall denote by {b[k]}k≥1 the
sequence {b[mk ,n(mk)]}k≥1. It follows from Lemma 3.10 that φ[k] satisfies the parabolic
equation (3.3). Then by applying Itoˆ’s formula to Φ
[k]
r (Xr) ≡ Xr+φ[k]r (Xr), r ∈ [0, t],
we have
Φ[k]r (Xr) =
∫ r
0
Z(Xs)ds+
∫ r
0
(
bs(Xs)− b[k]s (Xs)
)
ds+
∫ r
0
∇bs−bksφ[k]s (Xs)ds
+
∫ r
0
λφ[k]s (Xs)ds+
∫ r
0
(
I +∇φ[k]s (Xs)
)
σ(Xs)dWs,
where (∇φ[k]s )(·)σ(·) is a matrix with
(
∇φ[k]s (·)σ(·)
)
lj
=
d∑
i=1
∂i(φ
[k]
s )l(·)σij(·).
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Next, we shall let k →∞ to get (3.4). Firstly,
E
∫ t
0
|bs(Xs)− b[k]s (Xs)|ds = ERt
∫ t
0
|bs(Ys)− b[k]t (Ys)|ds
≤
√
ER2t
∫ t
0
(
PZs |bs − b[k]s |2
)1/2
ds.
By the ultracontractivity of PZs ,∫ t
0
PZs |bs − b[k]s |2ds ≤ Cζ
∫ t
0
(
s
− 2β
p + (s +
1
mk
)
− 2β
p + 1
)
ds+ t sup
s≥0
(
log
(
µ(eζ|bs|
p
)
)) 2
p
<∞
and
lim
k→∞
PZs |bs − b[k]s |2
≤ lim
k→∞
Csµ
(
n(mk)
∫ s+ 1
n(mk)
s
|bs − PZ1
mk
br|2dr
)
≤ lim
k→∞
Csn(mk)
∫ s+ 1
n(mk)
s
(
µ
(
|bs − PZ1
mk
bs|2
)
+ µ
(|br − bs|2)
)
dr
= 0, a.e.-ds.
Then the dominated convergence theorem yields
lim
k→∞
E
∫ T
0
|bt(Xt)− b[k]t (Xt)|dt ≤
√
ER2t lim
k→∞
∫ t
0
(
PZs |bs − b[k]s |2
)1/2
ds = 0. (3.62) con-bn
Secondly, it follows from Lemma 3.3 and Lemma 3.4 that
sup
s≥0,k
(∣∣∣∣∣∣φ[k]s ∣∣∣∣∣∣∞ +
∣∣∣∣∣∣∇φ[k]s ∣∣∣∣∣∣∞
)
<∞
and
lim
k→∞
sup
s∈[0,t]
‖φ[k]s − φs‖C1b (Rd) = 0.
Then
lim
k→∞
E sup
s∈[0,t]
|Φ[k]s (Xs)− Φ(Xs)| = E sup
s∈[0,t]
‖φ[k]s − φ‖∞ = 0,
lim
k→∞
∫ t
0
E|φ[k]s − φs|(Xs)ds ≤ lim
k→∞
sup
s∈[0,t]
‖φ[k]s − φs‖∞ = 0,
and
lim
k→∞
∫ T
0
E
∣∣∣(I +∇φ[k]t (Xt)) σ(Xt)− (I +∇φt(Xt)) σ(Xt)∣∣∣2 dt
≤ lim
k→∞
sup
s∈[0,t]
∥∥∥∇φ[k]s −∇φs∥∥∥2∞
∫ t
0
E|σ(Xs)|2ds
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≤ C
√
ER2t lim
k→∞
sup
s∈[0,t]
∥∥∥∇φ[k]s −∇φs∥∥∥2∞
∫ t
0
(
E (1 + |Ys|)4
) 1
2
ds
= 0.
Finally, it follows from (3.62) that
lim
k→∞
∫ T
0
E
∣∣∣∇
bt−b[k]t
φ
[k]
t (Xt)
∣∣∣ dt ≤ sup
s∈[0,t],k
‖∇φ[k]‖∞ lim
k→∞
∫ t
0
E
∣∣∣(bs − bks)(Xs)∣∣∣ds
= 0.
Letting k → +∞, it follows from the pathwise continuity of Xt that we prove (3.4).
(3) Let X˜t = Φt(Xt). Then X˜t satisfies
X˜t = X˜0 +
∫ t
0
Z ◦Φ−1s (X˜s)ds+ λ
∫ r
0
φs ◦Φ−1s (X˜s)ds
+
∫ r
0
(∇Φsσ) ◦ Φ−1s (X˜s)dWs, t ≥ 0. (3.63) equ-tld-X
It follows from (3.60) that
|Φt(x)| ≤ 1 + |x|, K1‖∇φt‖∞ < K2,
which implies that there exists positive constants K and C given by Lemma 3.6 with
K¯5 = 1 such that
〈Z ◦ Φ−1s (x)− Z ◦Φ−1s (y), x− y〉 ≤ −K|x− y|β+2 + C|x− y|2.
By (3.51) and the boundedness of σ,
∣∣(∇Φsσ) ◦Φ−1s (x)− (∇Φsσ) ◦ Φ−1s (y)∣∣2HS ≤ C˜|x− y|2− 4βp ∨ |x− y|2
with some positive C˜ ≤ C¯1 ∨ C¯2 ∨ 2‖∇σ‖∞ ∨ (λ − c˜2)− 12 and C¯1, C¯2 are given in
Corollary 3.9. Then it follows from [8, Theorem B] that the pathwise uniqueness
holds for solutions to (3.63). Hence (3.1) has a unique strong solution.
Finally, we shall prove the Wq-convergence. Set σ˜s(x) = (∇Φsσ) ◦ Φ−1s (x). Then
it follows from (3.60) that
σ˜sσ˜
∗
s ≥ (I +∇φs)σsσ∗s (I + (∇φs)∗) ≥
σ20
4
,
which implies by [20, Lemma 3.3] and [1, Theorem 1] that∣∣∣∣∣
√
σ˜sσ˜∗s(x)−
σ20
4
−
√
σ˜sσ˜∗s(y)−
σ20
4
∣∣∣∣∣
HS
≤ 1
σ0
∣∣∣√σ˜sσ˜∗s(x)−√σ˜sσ˜∗s(y)∣∣∣
HS
≤
√
2
σ0
|σ˜∗s(x)− σ˜∗s(y)|HS
≤
√
2C˜
σ0
|x− y| ∨ |x− y|1− 2βp .
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Let σ¯s =
√
σ˜sσ˜∗s − σ
2
0
4 . Then
〈Z ◦Φ−1s (x)− Z ◦Φ−1s (y), x− y〉+ λ〈φs ◦ Φ−1s (x)− φs ◦Φ−1s (y), x− y〉
+
1
2
|σ¯s(x)− σ¯s(y)|2HS +
(2q − 3) |(σ¯∗s(x)− σ¯∗s(y)) (x− y)|2
2|x− y|2
≤ −K|x− y|β+2 +
(
λ+ C + C˜2σ−20 (1 + (2q − 3)+)
)
|x− y|2 ∨ |x− y|2− 4βp ,
which implies that (2.3) holds with K¯2 = K and
K¯1(v) =
(
λ+ C + C˜2σ−20 (1 + (2q − 3)+)
)
v2 ∨ v2− 4βp .
It is easy to check that (2.4) holds. Hence (2.5) holds for the transition semigroup P˜t
associated with X˜t. Since (3.61),
Wq (δxPt, δyPt) ≤ 2Wq
(
δΦ0(x)P˜t, δΦ0(y)P˜t
)
.
Therefore, the conclusion of this theorem follows.
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