In this paper, we study the boundary regularity for viscosity solutions of fully nonlinear elliptic equations. We use a unified, simple method to prove that if the domain Ω satisfies the exterior C 1,Dini condition at x 0 ∈ ∂Ω (see Definition 1.2), the solution is Lipschitz continuous at x 0 ; if Ω satisfies the interior C 1,Dini condition at x 0 (see Definition 1.3), the Hopf lemma holds at x 0 . The key idea is that the curved boundaries are regarded as perturbations of a hyperplane.
Introduction
It is well known that the geometric properties of domains have significant influence on the boundary regularity of solutions. For elliptic equations in nondivergence form, if the domain Ω satisfies the exterior sphere condition at x 0 ∈ ∂Ω, the solution is Lipschitz continuous at x 0 ; if Ω satisfies the interior sphere condition at x 0 , the Hopf lemma holds at x 0 . These can be proved easily by constructing proper auxiliary functions (see [4, P. 27 and Lemma 3.4] and [11, Lemma 1.1 
and Lemma 1.2]).
The sphere condition is not the optimal geometrical condition and has been generalized. In particular, under the exterior and the interior C 1,Dini conditions (see Definition 1.2 and Definition 1.3), Safonov [11] proved the boundary Lipschitz regularity and the Hopf lemma respectively. However, he proved for classical solutions of linear elliptic equations. In addition, the boundary Harnack inequality was applied as a main tool. Huang, Li and Wang [5] also obtained the boundary Lipschitz regularity for linear elliptic equations under the exterior C 1,Dini condition. They used an auxiliary function and the iteration technique, without the usage of the boundary Harnack inequality. Lieberman [9] proved the Hopf lemma for linear elliptic equations under the interior C 1,Dini condition by applying the regularized distance. It is interesting to note that the boundary Lipschitz regularity needs a geometrical condition from the exterior but the Hopf lemma needs a geometrical condition from the interior. Besides, both results need the same geometrical condition (sphere condition or C 1,Dini condition). In this paper, we prove the boundary Lipschitz regularity and the Hopf lemma for viscosity solutions of fully nonlinear elliptic equations under the C 1,Dini conditions. These two results are proved by the same method, which is relatively simple. The key idea is that the curved boundaries are regarded perturbations of a flat boundary (i.e., a hyperplane). Based on the boundary C 1,α regularity for solutions with flat boundaries (see [4, Theorem 9 .31], [6, Theorem 4 .28] and [10, Lemma 7.1]), the boundary regularity for solutions with curved boundaries can be obtained through a perturbation argument. The first derivatives maybe enlarged (vanished) when the boundary is curved toward the exterior (interior). If the boundary is not curved toward the exterior too much, through the perturbation, the first derivatives remain bounded. This is just the boundary Lipschitz regularity. On the other hand, if the boundary is not curved toward the interior too much, through the perturbation, the positive derivative doesn't vanish. This is just the Hopf lemma. The exterior and interior C 1,Dini conditions can guarantee that the boundary is not curved too much. It explains why the boundary Lipschitz regularity and the Hopf lemma require the same C 1,Dini condition, and one requires from the exterior and the other requires from the interior.
We use solutions with flat boundaries to approximate the solution and the error between them can be estimated by maximum principles. This basic perturbation idea is inspired originally by [1] . The application to boundary regularity is inspired by [8] .
Before the statement of our main results, we introduce some notations and notions. Let Now, we give the definitions of the geometrical conditions, under which we prove our main results.
Definition 1.2 (exterior C
1,Dini condition). We say that Ω satisfies the exterior C 1,Dini condition at x 0 ∈ ∂Ω if there exists r 0 > 0 and a coordinate system {x 1 , ..., x n } such that x 0 = 0 in this coordinate system and
where ω is a Dini function.
We say that Ω satisfies the interior C 1,Dini condition at x 0 ∈ ∂Ω if there exists r 0 > 0 and a coordinate system {x 1 , ..., x n } such that x 0 = 0 in this coordinate system and
Let Ω ⊂ R n be a bounded domain and f be a function defined onΩ. We say that f is Lipschitz at x 0 ∈Ω or f ∈ C 0,1 (x 0 ) if there exists a constant C such that
where ω is a Dini function. Then we denote l by ∇ f (x 0 ).
In this paper, we consider the viscosity solutions of fully nonlinear elliptic equations and use the standard notions and notations. For the details, we refer to [1] , [3] and [2] . Now, we state our main results. For the boundary Lipschitz regularity, we have Theorem 1.5. Suppose that Ω satisfies the exterior C 1,Dini condition at 0 ∈ ∂Ω for some Dini function ω Ω and r 0 > 0. Let u be a viscosity solution of
where g is C 1,Dini at 0 with Dini function ω g and f ∈ L n (Ω) satisfies
Then u is C 0,1 at 0 and
where C depends only on n, λ, Λ, r 0 , ω f , ω g and ω Ω .
For the Hopf lemma, we have Theorem 1.7 (Hopf lemma). Suppose that Ω satisfies the interior C 1,Dini condition at 0 ∈ ∂Ω for some Dini function ω and r 0 > 0. Let u ∈ C(Ω) satisfy
with u(0) = 0 and u ≥ 0 in Ω. Then for any l = (l 1 , ..., l n ) ∈ R n with |l| = 1 and l n > 0,
where c > 0 and δ > 0 depend only on n, λ, Λ, r 0 , ω and l. Remark 1.8. It is indicated by [11] (without a proof ) that the exterior and the interior C 1,Dini conditions are optimal and can not be relaxed.
Remark 1.9. Similar Dini conditions appear in many regularity results. Consider the following typical example:
It is well known that the continuity of f at 0 doesn't imply the existence of the second derivatives of u at 0 (see [4, Problem 4.9] ). However, if the modulus of continuity of f at 0 is a Dini function, the second derivatives of u at 0 exist. Furthermore, if the modulus of continuity of f in B 1 is a Dini function, u belongs C 2 (B 1/2 ) (see [12] ). Since we study partial differential equations, intuitively, a solution is obtained from a "integration" process. That is, in some sense, the solution is the "integral" of the coefficients, the right hand function and the boundary values etc. During the "integration" process, the boundedness of some integral or series is necessary usually. In general, the Dini condition(1.1) can guarantee the boundedness.
In the case of this paper, both the boundary Lipschitz regularity and the Hopf lemma concern the first derivatives. Hence, we need that the "first derivatives" satisfies the Dini condition. That is, the C 1,Dini condition is essentially necessary. From the view point of scaling, ∇u is equivalent to ω g and f L n . Hence, the Dini conditions on them are also necessary for the boundary Lipschitz regularity.
Proofs of the main results
In this section, we give the detailed proofs of the main results. For both results, we use solutions with flat boundaries (i.e., v in the proofs) to approximate the solution u. Then the error between u and v (i.e., w in the proofs) can be estimated by maximum principles. By a iteration argument, the boundary regularity for u is obtained. For the boundary Lipschitz regularity, the right hand function f , the boundary value g and the curved boundary ∂Ω are regarded perturbations of 0, 0 and a hyperplane (see the definition of v in the proof). This is inspired directly by [8] . For the Hopf lemma, since the solution is nonnegative and the equation has the right hand zero, it is easier to prove.
First, we introduce the following lemma, which concerns the boundary C 1,α regularity for solutions with flat boundaries. It was first proved by Krylov [7] and further simplified by Caffarelli (see [4, Theorem 9 .31] and [6, Theorem 4.28]). We will use the solutions in this lemma to approximate the solutions in Theorem 1.5 and Theorem 1.7.
Then u is C 1,α at 0 and
, where α and C depend only on n, λ and Λ. Now, we give the proof of Theorem 1.5. Proof of Theorem 1.5. Let ω(r) = max ω Ω (r), ω g (r), ω f (r) . From(1.1) and(1.5), there exists r 1 > 0 such that ω(r 1 ) ≤ c 0 and
where c 0 ≤ 1/4 is a small constant to be specified later and depends only on n, λ and Λ. By a proper scaling, we assume that r 1 = 1. Further, we assume that u(0) = g(0) = 0 and ∇g(0) = 0. Otherwise, we may consider v := u − g(0) − ∇g(0) · x, which satisfies the same equation. (0) and Ω r = Ω ∩ B r . To prove that u is C 0,1 at 0, we only need to prove the following:
There exist constants 0 < α 0 , η < 1,C andĈ depending only on n, λ, Λ, and a nonnegative sequence {a k } (k ≥ −1) such that for all k ≥ 0 sup
and
where
Indeed, from the Dini condition(2.2), it is easy to show that Σ k A k ≤ C. Then from(2.3) and(2.4), there exists a nonnegative constant a such that
Hence, sup
On the other hand, inf
can be proved similarly. Therefore,
That is, u is C 0,1 at 0. Now, we prove(2.3) and(2.4) by induction. For k = 0, by setting a −1 = a 0 = 0, they hold clearly. Suppose that they hold for k. We need to prove that they hold for k + 1.
Let r = η k /2,B 
In the following arguments, we estimate v and w respectively. By the boundary C 1,α estimate for v (see Lemma 2.1) and the maximum principle, there exist 0 < α < 1 (depending only on n, λ and Λ) andā ≥ 0 such that
where C 1 and C 2 depend only on n, λ and Λ.
For w, by the Alexandrov-Bakel'man-Pucci maximum principle, we have sup
where C 3 depends only on n, λ and Λ. From the definition of A k (see(2.5)), we have
(2.9)
LetC := C 2 . Take η small enough such that(2.8) holds and
TakeĈ large enough such that
Finally, take c 0 small enough such that
Let a k+1 = a k +ā. Then combining(2.7) and(2.9), we have
By induction, the proof is completed.
The proof of the Hopf lemma is similar to that of the boundary Lipschitz regularity. Here, we focus on the curved boundary toward the interior of the domain. We first introduce the following lemma, which can be easily proved by constructing a proper barrier.
(2.10) where c 0 ≤ 1/4 is a small constant to be specified later and depends only on n, λ and Λ. By a proper scaling, we assume that r 1 = 1 and u(e n /2) = 1 without loss of generality.
Let
To prove(1.7), we only need to prove the following: There exist constants 0 < α 0 , η < 1,C,Ĉ andã > 0 depending only on n, λ and Λ, and a nonnegative sequence
where A k is defined as in(2.5). Indeed, for any l ∈ R n with l n > 0, there exists k 0 ≥ 1 such that for k ≥ k 0 ,
Then by(2.13),
That is,(1.7) holds. 
From Lemma 2.2, there exist δ 1 > 0 and c 1 > 0 such that (note that u ≥ 0)
Then(2.13)-(2.15) hold for k = 0. Suppose that they hold for k. We need to prove that they hold for k + 1. Let r = η k+1 and v solve
Let w = u −ãx n + a k x n − v. Then w satisfies (note that u ≥ 0 and v ≤ 0) In the following arguments, we estimate v and w respectively. By the boundary C 1,α estimate for v (see Lemma 2.1) and the maximum principle, there exist 0 < α < 1 (depending only on n, λ and Λ) andā ≥ 0 such that (note that Finally, take c 0 small enough such that 3c 0CĈ ≤ã 2 .
Let a k+1 = a k +ā. Then combining(2.18) and(2.19), we have u −ãx n + a k+1 x n = u −ãx n + a k x n − v + v +āx n = w + (v +āx n )
