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The objective evaluation of 2D-shape estimation results for moving objects in a video sequence is still an open problem. First
approaches in the literature evaluate the spatial accuracy and the temporal coherency of the estimated 2D object shape. Thereby, it
is not distinguished between several estimation errors located around the object contour and a few, but larger, estimation errors.
Both cases would lead to similar evaluation results, although the 2D-shapes would be visually very diﬀerent. To overcome this
problem, in this paper, a new evaluation approach is proposed. In it, the evaluation of the spatial accuracy and the temporal
coherency is based on the mean and the standard deviation of the 2D-shape estimation errors.
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1. INTRODUCTION
One major problem in the development of algorithms for
2D-shape estimation of moving objects, is to assess the qual-
ity of the estimation results. Up to now, mainly subjective
evaluation, that is, tape viewing, has been used in order to
decide upon the quality of a certain algorithm. Although this
is very helpful and gives already some indication of the re-
sulting quality, this procedure very much depends on the
subjective conditions, that is, the attending people, the time
of viewing, the used video equipment, and so forth. In the
sequel, since we are only dealing with 2D-shape, the term
“shape” will be used.
In the literature, first approaches for objective evalua-
tion of shape estimation results can be found [1, 2, 3, 4, 5,
6, 7, 8, 9, 10, 11, 12]. During the standardization work of
ISO/MPEG-4 [13], within the core-experiment on automatic
segmentation of moving objects it became necessary to com-
pare the results of diﬀerent proposed shape estimators, not
only by subjective evaluation, but also by objective evalua-
tion. The proposal for objective evaluation [9], which was
agreed by the working group, uses an a priori known shape
to evaluate the estimation result. This shape is denoted as
reference shape, and has to be created once in an appropri-
ate way, for example, by manual segmentation of each frame,
by color-keying, or using synthetic image sequences, where
shapes are known. The shape of a moving object can be rep-
resented by a binary mask, where a pel has object label if it is
inside the object and background label if it is outside the ob-
ject. In [9], such a mask is called object mask. There are two
objective evaluation criteria defined:
(i) the first criterion evaluates the spatial accuracy of an
estimated shape. The algorithm obtains the amount of
pels that have diﬀerent labels in the estimated and the
reference object masks. Then, this value is normalized
by the size of the object in the reference object mask;
(ii) the most subjectively disturbing eﬀect is the temporal
incoherence of an estimated sequence of object masks.
This is evaluated by the second criterion. The num-
ber of pels with opposite label between two successive
frames is calculated for the reference and the estimated
sequence of object masks. For each frame, the diﬀer-
ence of these two values is computed and normalized
by the size of the object. A large resulting value hints to
a large diﬀerence in activity between the reference and
the estimated shapes.
Beside the ISO/MPEG-4 core-experiment, this objec-
tive evaluation approach was used by the European projects
COST 211 [14] and ACTS/MoMuSys [15]. However, the ap-
proach has the following shortcomings:
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(1) the criterion for spatial accuracy does not distinguish
among several small deviations between the estimated
and the reference masks (case 1) and a few, but larger,
deviations (case 2). Both cases can lead to the same
value for spatial accuracy, although they are visually
very diﬀerent;
(2) the same problem appears for the temporal coherency
criterion, where several areas of small contour activity
and a few ones of larger activity may lead to similar
results;
(3) the temporal coherency evaluation may lead to a sec-
ond type of problems in the case of camera or object
motion. Then, changes in the object mask between two
consecutive frames can be either caused by movement
or by contour activity, which is not distinguished by
the criterion.
Within the project COST 211 the above approach has
been further developed [6, 8]:
• for evaluation of the spatial accuracy, it is distin-
guished between pels that have object-label in the es-
timated object mask, but not in the reference object
mask, and vice versa; that is, if the estimated shape is
too large or too small. Furthermore, the impact of a
misclassified pel on the criterion for spatial accuracy
depends on its distance to the object contour. By these
improvements, the evaluation of shape estimation re-
sults can be adapted to specific applications;
• for evaluating the temporal coherency, two criteria are
used. The first one analyzes local instabilities by com-
paring the variation of the spatial accuracy criterion
between successive frames. The second one assumes
that the shape is correctly estimated, but oscillates
around the reference shape. For this case, the distance
between the gravity center of the object in the esti-
mated and in the reference object masks is analyzed
for succeeding frames.
The use of the variation of the spatial accuracy crite-
rion for evaluating the temporal coherency allows solving the
third problem. However, these criteria do not solve the first
and second ones and neither does the approach in [3]. There,
additional geometric features such as the size and the posi-
tion of an object as well as the average color within an object
area are evaluated based on the estimated and the reference
object masks.
In this paper, a simple approach [16] for objective eval-
uation of results from a 2D-shape estimation is proposed,
which tackles the three mentioned problems. As in previous
approaches, the spatial accuracy and the temporal coherency
of an estimated shape are evaluated by comparing it with the
corresponding reference shape. It is assumed that the refer-
ence shape does not contain any holes. In the case that the
reference object consists of several components, each com-
ponent is evaluated separately. The estimation error is de-
fined as the spatial distance between the reference and the es-
timated shapes. In order to measure the distance, shapes are
not represented as binary object masks, but as object con-
tours. An object contour is the set of pels that have object
label in the corresponding object mask, and at least one of
the four neighboured pels has background label. The evalua-
tion approach is mainly based on calculating the mean and
the standard deviation of the shape estimation errors.
The paper is organized as follows: in Section 2, the pro-
posed evaluation method is described. The criteria for spa-
tial accuracy and temporal coherency are explained. After
that, it is discussed how these criteria can be used to eval-
uate shape estimation results with respect to a given applica-
tion. In Section 3, results of the proposed evaluation method
are presented, and it is demonstrated that, in addition to
the third problem also the first two problems are solved.
Section 4 summarizes the paper and gives conclusions.
2. OBJECTIVE EVALUATION CRITERIA
2.1. Spatial accuracy
The spatial accuracy of an estimated shape of amoving object
can be defined by the spatial distance between the reference
shape and the estimated one. In this paper, this distance is de-
termined based on a given set of Nm measure points on the
reference object contour. This means that for each measure
point i its distance di to the estimated object contour is mea-
sured. Here, the Euclidean distance is used. For the measured
distance values the mean and the standard deviation are cal-
culated, which are then normalized by the maximal expan-
sion ∅max of the object, resulting in the normalized meanmd
and normalized standard deviation σd:
md =
1
∅max ·
1
Nm
Nm∑
i=1
di,
σd =
1
∅max ·
√√√√√ 1
Nm − 1
Nm∑
j=1
[
dj − 1Nm
Nm∑
i=1
di
]2
.
(1)
Themaximal expansion of an object ∅max is defined as the
length of the longest straight line segment between two pels
of the reference object contour. Due to the normalization by
∅max, the mean and the standard deviation become indepen-
dent from the object size. While the normalized mean md is
a measure for the average distance between the reference and
the estimated object contour, the normalized standard devi-
ation σd represents how diﬀerent the measured distances di
are.
The algorithm for measuring the distance values di be-
tween the two object contours consists of two steps, which are
shown in Figure 1: in the first step, the reference and the es-
timated object contours are split into parts that are assigned
to each other. This is done by determining for each pel on
the reference object contour the straight line, which is per-
pendicular to the tangent line for that pel. The tangent line is
estimated based on the two neighbour contour pels on each
side of the considered pel. The intersection point between
the perpendicular line and the estimated object contour de-
fines the corresponding pel on the estimated object contour.
The corresponding pels associated to two succeeding pels on
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Figure 1: Block diagram of the algorithm for measuring the dis-
tance values di between the reference and the estimated object con-
tour.
the reference object contour define the corresponding seg-
ment in the estimated object contour (see zoomed area of
Figure 2).
In the special cases that the reference object contour is in-
tersected first, or the intersection point belongs to an already
assigned part of the estimated object contour, the assignment
is invalid (dotted arrows in Figure 2), and therefore the next
pel on the reference object contour is processed. This is con-
tinued until the reference object contour is not intersected as
first and the resulting intersection point is not yet assigned.
The segment of the estimated object contour which is sur-
rounded by this intersection point and the previous intersec-
tion point for which the assignment was valid (solid arrows
in Figure 2) is assigned to the segment of the reference object
contour, which is surrounded by the latest processed pel and
the preceding pel for which the assignment was valid.
In the second step in Figure 1, the distance between cor-
responding measure points on the reference and on the esti-
mated object contours is calculated. A measure point is de-
fined as the point on the reference or estimated object con-
tour in the middle of two succeeding contour pels. For each
measure point on the reference object contour (rhombs in
Figure 3), the average distance to all measure points within
the corresponding part of the estimated object contour (cir-
cles in Figure 3) is calculated. In the example, which is shown
in the zoomed area of Figure 3, there are two measure points
on the estimated object contour assigned tomeasure point 12
on the reference object contour and, therefore, two distances
are calculated. These two distances are averaged, resulting in
the distance value d12 for the investigated measure point 12
on the reference object contour. If there is more than one
measure point in the same part of the reference object con-
tour, as in the case of measure points 14 to 29 in Figure 3, the
calculation is done for each of them, separately.
2.2. Temporal coherency
The temporal coherency of an estimated shape sequence is
evaluated by the temporal variation of the two criteria for
spatial accuracy between succeeding frames:
∆md,t =
∣∣md,t −md,t−1∣∣,
∆σd,t =
∣∣σd,t − σd,t−1∣∣, (2)
wheremd,t is the normalized meanmd and σd,t is the normal-
ized standard deviation σd for the frame at time instance t. If
the normalizedmeanmd and the normalized standard devia-
tion σd of the distance values di between the reference and the
estimated object contour are similar for succeeding frames,
their respective temporal variation ∆md,t and ∆σd,t are small.
In this case the temporal coherency is judged as good.
However, these two parameters do not analyze whether
the measured distances keep the same value in succeeding
frames, while changing their spatial position. In order to de-
tect such cases, a third criterion for evaluation of the tempo-
ral coherency is used, which is proposed in [8] (see Figure 4):
∆gt =
∣∣∣∣ 1∅t
(
greft − gestt
) − 1∅t−1
(
greft−1 − gestt−1
)∣∣∣∣. (3)
The vectors greft and g
est
t are the gravity centers of the eval-
uated object in the reference and the estimated object mask
at time instance t, respectively. ∆gt is the amount of variation
from time instance t − 1 to t of the diﬀerence between the
gravity centers in the reference and estimated object mask
normalized by the maximal object expansion ∅max. For this
third criterion, it is assumed that changes on the position of
the estimation errors are not symmetrically distributed with
respect to the gravity center.
2.3. Interpretation of results of the objective
evaluation criteria
In Sections 2.1 and 2.2, criteria for evaluating the spatial ac-
curacy and the temporal coherency of an estimated object
shape are proposed. Furthermore, it is described how these
criteria are measured. In this subsection it is discussed how
these criteria can be interpreted.
For evaluation of the spatial accuracy of an estimated
shape two criteria are used, the normalized meanmd and the
normalized standard deviation σd of the measured distances
di. For a specific application both criteria should be lower
than given thresholds in order to meet the demanded ac-
curacy. For example, one class of applications, which would
contain MPEG-4 [13] and MPEG-7 [17] content generation
tools, demands a high spatial accuracy, which means low val-
ues for md and σd. Another class of applications could al-
low a few shape errors, but overall the shape should be well
estimated. This class, which could include tools for scene
interpretation, demands mainly a small mean value md . A
third class of applications could allow larger shape errors,
but the errors should be of constant amplitude, which is an
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Figure 2: Example for the assignment of contour parts between the estimated and the reference object contour.
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Figure 3: Example for the calculation of the distance to the estimated object contour for each measure point on the reference object contour.
advantage, if the shape has to be coded. For this class,md can
be larger, but σd must be small.
Additionally, for the case that a human observer should
not be disturbed by the spatial inaccuracy of an estimated
shape, thresholds for md and σd can be found. This means
that it is possible to represent the impression that a human
observer gets from a shape estimation result by the two pro-
posed criteria for spatial accuracy, opening the door to re-
placing subjective evaluation by objective criteria.
In an analogous way, the above statements are valid for
the temporal evaluation criteria. For a given application,
thresholds for ∆md,t, ∆σd,t, and ∆gt have to be fixed. Then,
it can be decided if the temporal behavior of the shape esti-
mation errors is good enough for a specific application.
3. EXPERIMENTAL RESULTS
The proposed evaluation method has been applied to shape
estimation results for several test sequences. Thereby, a good
correspondence with the visual impression of the results was
established.
With the results in Figure 5, it is shown that the first two
problems of previous approaches are solved by the proposed
evaluation method. Figure 5a shows the reference frame of
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greft−1
gestt−1
gestt
greft
Reference object contour
Estimated object contour
Gravity center
Diﬀerence vector between gravity center
Figure 4: Evaluation of the temporal coherency by investigating the
temporal variation of the gravity center diﬀerence (greft − gestt ) be-
tween succeeding frames at time instances t − 1 and t.
(a) Original frame. (b) Reference object mask.
(c) First example of an
estimated object mask.
(d) Second example of an
estimated object mask.
Figure 5: Examples for 2D-shape estimation results for frame 30 of
the MPEG-4 test sequence Akiyo.
the MPEG-4 test sequence Akiyo. The corresponding ref-
erence shape represented by an object mask is shown in
Figure 5b. Figures 5c and 5d present two examples for shape
estimation results. The first one (Figure 5c) is the reference
object mask after dilation [18], which therefore has various
small estimation errors around the object contour. This cor-
responds to case 1 in the introduction. In the second one
(Figure 5d), which corresponds to case 2 in the introduction,
a part of the left arm and a part of the hair of the person
are missing. Thus, there are large estimation errors mainly
Table 1
Estimation result md[%] σd[%]
Object mask in Figure 5c 0.856 0.437
Object mask in Figure 5d 0.824 1.485
Table 2
Estimation result ∆md,30[%] ∆σd,30[%]
Object mask in Figure 5c 0.856 0.437
Object mask in Figure 5d 0.824 1.485
at two positions of the object contour. Although both shapes
look very diﬀerent, they would give similar values for the spa-
tial accuracy, if evaluated by an approach from the literature,
for example, [6]. Using the evaluation method proposed in
this paper, the two criteria for evaluating the spatial accuracy
have the values (given as percentage) in Table 1.
The normalizedmeanmd of the estimation errors of both
shapes is nearly equal. However, their normalized standard
deviation σd is quite diﬀerent. Therefore, the spatial accuracy
of both results is judged diﬀerent if using the proposed eval-
uation method.
Assuming that the two estimation results in Figure 5 have
been perfect for the preceding frame 29, both, md and σd
would have been zero. Then, the temporal coherency crite-
ria for frame 30, ∆md,30 and ∆σd,30, would be as in Table 2.
The temporal variation of the normalized mean ∆md,30
is nearly the same for both estimation results, because in the
case of the mask in Figure 5c there is small temporal shape
activity around the whole object, while in case of the mask
in Figure 5d the temporal shape activity is much higher, but
mainly at two positions of the object. However, caused by
this, the temporal variation of the normalized standard de-
viation ∆σd,30 is small for the mask in Figure 5c and much
larger for the mask in Figure 5d. This shows that the case of
several areas of small contour activity can be distinguished
from the case of only a few areas, but of larger activity. There-
fore, also the second problem from the introduction is solved
by the proposed evaluation method.
In Figures 6 and 7, the results for all criteria of the pro-
posed evaluation method are shown to estimate the results
of the MPEG-4 test sequences Akiyo andHall-monitor gener-
ated by the COST 211 Analysis Model (Version 5.1) [14, 19].
In the results for Akiyo, it is visible that the two spatial crite-
ria (Figures 6a and 6b) and the three temporal criteria (Fig-
ures 6c, 6d, and 6e) have quite large values for the first seven
frames. In these first frames, the estimated shape tends to
complete Akiyo’s silhouette. Therefore, the shape is not cor-
rectly estimated, and it changes rapidly between these frames.
For all following frames, Akiyo’s shape is correctly estimated,
which results in low values for the spatial criteria and also for
the temporal criteria. At frames 31, 33, and 95, the estimated
shape presents small estimation errors in the head area and
so does at frame 74 at the right arm. Such errors explain the
small peaks in Figure 6. Only the criterion for variation of
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(c) Variation of normalized mean of distances.
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(d) Variation of normalized standard deviation of distances.
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(e) Variation of normalized gravity center diﬀerence.
Figure 6: Evaluation of 2D-shape estimation results for the MPEG-4 test sequence Akiyo (10Hz) generated by the COST 211 Analysis Model
(Version 5.1) using the proposed evaluation method.
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(b) Normalized standard deviation of distances.
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(c) Variation of normalized mean of distances.
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(d) Variation of normalized standard deviation of distances.
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(e) Variation of normalized gravity center diﬀerence.
Figure 7: Evaluation of 2D-shape estimation results for theMPEG-4 test sequenceHall-monitor (10Hz) generated by the COST 211 Analysis
Model (Version 5.1) using the proposed evaluation method.
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(a) Original frame 29. (b) Estimated object mask for
frame 29.
(c) Original frame 84. (d) Estimated object mask for
frame 84.
Figure 8: 2D-shape estimation results of the COST 211 Analysis
Model (Version 5.1) for the MPEG-4 test sequence Hall-monitor
(10Hz).
the diﬀerence between the gravity centers (Figure 6e) is not
much aﬀected by these estimation errors, because they are
quite small.
Figure 7 shows the evaluation results for the test sequence
Hall-monitor. Here, only the shape of the person on the left
side of the image is evaluated. This person becomes visible
in the second frame, but appears in the estimation result of
frame 6 for the first time. Therefore, the two spatial criteria
are zero for frame 0 and very large for frames 1 to 5 (Figures
7a and 7b). In the following frames the mean of the estima-
tion errors lies between 2 and 15% of the object expansion.
There are only two exceptions: the first one is between frames
26 and 29, where half of the body of the person is missing (see
Figures 8a and 8b). The second one is between frames 80 and
84, where the person leaves the scene so that he is not visible
after frame 84 (see Figures 8c and 8d). Because of the mem-
ory usage in the COST 211 Analysis Model and some shadow
eﬀects in the scene, the disappearance of the person is not
detected. This results in a growing estimation error, which is
visible in Figure 7a. Figure 7b presents the normalized stan-
dard deviation of the distances. Its value is large especially
between frames 26 and 29, where half of the body is missing.
This is reasonable, because in the missing part of the body
the estimation errors are much larger than in the other part.
Thus, the estimation errors are quite diﬀerent. Of course for
these frames also the temporal variation of the gravity center
diﬀerence is large, as it can be seen in Figure 7e.
4. CONCLUSIONS
In this paper a method for objective evaluation of 2D-shape
estimation results is proposed. The estimation error of an es-
timated object shape is defined as the distance between the
reference and the estimated object contour, which is mea-
sured for several points of the reference object contour. For
evaluating the spatial accuracy, the mean and the standard
deviation of the measured distances are calculated.
It is shown that the normalized mean of the measured
deviations between the estimated and the corresponding ref-
erence shape is a useful criterion to evaluate the spatial accu-
racy. Furthermore, by the normalized standard deviation it
can be distinguished if an estimated shape has several small
estimation errors or if it has only a few, but larger, estimation
errors.
For evaluating the temporal coherency, the temporal
variation between succeeding frames of the normalizedmean
and of the normalized standard deviation is investigated. It is
shown that by these two criteria it can be assessed if there are
various small contour activity areas around the object con-
tour between succeeding frames, or if there is a higher con-
tour activity, but only at a few positions of the object contour.
A third criterion is applied to detect changes of the spa-
tial position of estimation errors. It evaluates the temporal
variation of the diﬀerence between the gravity centers of the
reference and the estimated shape.
The approach has been tested with shape estimation re-
sults for several test sequences. Thereby, a good correspon-
dence with the visual impression of the results was estab-
lished. This have lead to use the evaluation approach within
the project COST 211.
Finally, it is explained that the evaluation method can
be adapted to a specific application by definition of thresh-
olds for the spatial and temporal criteria. Specifically, thresh-
olds can be found to model a human observer’s impression
on estimation errors. Furthermore, it is possible to combine
the proposed evaluation method with the ideas from [6, 8],
where positive and negative distances are distinguished.
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