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Abstract
In this paper, we extend the 3/2-model for VIX studied by Goard and
Mazur (2013) and introduce the generalized 3/2 and 1/2 classes of volatility
processes. Under these models, we study the pricing of European and Amer-
ican VIX options and, for the latter, we obtain an early exercise premium
representation using a free-boundary approach and local time-space calculus.
The optimal exercise boundary for the volatility is obtained as the unique
solution to an integral equation of Volterra type.
We also consider a model mixing these two classes and formulate the cor-
responding optimal stopping problem in terms of the observed factor process.
The price of an American VIX call is then represented by an early exercise
premium formula. We show the existence of a pair of optimal exercise bound-
aries for the factor process and characterize them as the unique solution to a
system of integral equations.
JEL Classification: C61, G13, G17.
Key Words: Stochastic volatility; VIX; generalized 3/2 and 1/2 models; generalized mix-
ture models; American options; exercise premium; exercise boundaries; integral equations; local
time.
1. Introduction
During recent decades, financial markets have experienced significant fluctuations in volatil-
ity. These events have spurred demands for volatility indicators and for derivative instruments
to manage volatility risk. Nowadays, the most popular volatility measurement is the VIX,
which is the implied volatility of 30-day S&P500 options. VIX futures contracts started to
trade on March 26, 2004 on the CBOE. Options on the VIX, introduced on February 24, 2006,
also by the CBOE, have proven increasingly popular with investors. Since their introduction,
volume has grown from a daily average of 23,491 contracts in 2006 to 632,419 in 2014. This
popularity stems in part from the recurrence of rapidly changing volatility episodes, especially
during the recent crisis. VIX options provide an effective way to manage risks tied to volatility
fluctuations.
The valuation of VIX options has been considered well before their actual introduction on
the CBOE. The issue became of interest in the early 90s, around the time when the VIX index
∗Questrom School of Business, Boston University, Boston, USA. E-mail: detemple@bu.edu
†Questrom School of Business, Boston University, Boston, USA. E-mail: yerkin@bu.edu
1
was introduced to measure volatility (see Whaley (1993)). Valuation formulas have developed
around a set of well known models for the evolution of the underlying volatility. Formulas for
European volatility options can be found in Whaley (1993) under the assumption of a geomet-
ric Brownian motion process (GBMP) and in Gru¨nbichler and Longstaff (1996) for a mean-
reverting square-root volatility process (MRSRP), also known as CIR process (see Cox, Inger-
soll and Ross (1985)). For American-style volatility contracts, Detemple and Osakwe (2000)
provide formulas for Geometric Brownian motion process (GBMP), mean-reverting Gaussian
process (MRGP), mean-reverting square root process (MRSRP) and mean-reverting log process
(MRLP). All these cases can be embedded in the volatility models,
(1.1) dXt = (β − αXt) dt− κXγt dBt, with γ = 0, 1/2 or 1
d lnXt = (β − α lnXt) dt− κdBt.
This last one is an exponential transform of a Gaussian process. Another transform of volatility
that has been used to price variance contracts is the Heston (1993) model, where the local
variance v = X2 follows,
dvt = (β − αvt) dt− κv1/2t dBt
which is a MRSRP for v . Contracts on realized variance or realized volatility, such as swaps
and options, have been examined under this specification by several authors, including Broadie
and Jain (2008). Realized variance/volatility contracts have also been priced under various
generalizations of the Heston model, e.g., Elliott, Siu and Chan (2007) and Sepp (2008).
More recently, Goard and Mazur (2013) examine the valuation of VIX options under the
3/2 specification,
(1.2) dXt =
(
αXt −
(
β−κ2)X2t ) dt+ κX3/2t dBt.
This process was originally introduced by Heston (1997) and Platen (1997) to model the evolu-
tion of the local variance v of an asset return. An interesting feature of the process is that it
allows for spikes, a property found in volatility data. Drimus (2001) provides empirical evidence
in favor of the model for FX markets. Goard and Mazur, show that the 3/2 specification, as
a model for volatility, provides a better fit to the VIX data than various alternatives including
GBMP, MRGP, MRSRP, MRLP and Heston’s MRSRP for v . They also compute European
VIX option prices under this model. Relying on this evidence, Liu (2015) formulates a free-
boundary problem for the valuation of the American VIX put option under the 3/2 model and
shows monotonicity properties of the option price function and optimal exercise boundary.
Although the evidence provided in Goard and Mazur (2013) shows that the 3/2 model dom-
inates the alternatives considered, the analysis performed tests for overidentifying restrictions
relative to a specific benchmark. This benchmark has a more general structure that nests the
various alternatives tested. It nevertheless imposes specific functional forms on the coefficients
of the VIX process. Unconstrained GMM shows that the benchmark has an estimated γ of
1.48 and places large weights on the various nonlinear components in the drift. These results
suggest that specifications deviating from the standard 3/2 model are of interest for capturing
complex aspects of the VIX behavior.
A recent step in that direction is taken by Grasselli (2015), who introduces the 4/2 model
for the local variance process, which is the sum of a 1/2 and a 3/2 models. Instantaneous
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volatility, in the 4/2 model, is a
√
Y + b/
√
Y where a, b are positive constants and Y follows
a CIR process. This model has several interesting features. Most notably, variance is bounded
away from zero, as suggested by the stylized facts reported in Gatheral (2008). The model also
helps to explain observed shapes of the implied volatility surface. Grasselli (2015) studies the
behavior of the 4/2 price process and derives the characteristic function of the log price. He
also provides an exact simulation scheme based on the conditional distribution of the price.
This paper has several contributions. First, it introduces two new classes of volatility
processes, the generalized 3/2 class (A1) and the generalized 1/2 class (A2) . These two
classes contain a variety of processes that are natural extensions of the 3/2 and 1/2 processes,
yet remain tractable for valuation purposes. The computations of vanilla options and futures on
VIX can be executed efficiently by standard numerical integration methods. Also, we note that
models in the generalized 3/2 class produce a positive skew of implied volatilities which is the
most relevant stylized fact of the VIX market, as documented by Mencia and Sentana (2013).
Second, it provides explicit formulas (in the form of integrals) for European and American
call and put options when the underlying volatility follows any process in (A1) or (A2) . In
the American case, an early exercise premium representation formula is derived using the free-
boundary approach and local time-space calculus (see Peskir (2005a)). The optimal exercise
boundary for the VIX process is characterized as the unique solution to a nonlinear integral
equation of Volterra type. Third, we show that the value function of the optimal stopping
problem satisfies a smooth-fit property along the optimal exercise boundary in the case where
the dependence on the initial value of the underlying process is unknown. To the best of our
knowledge, existing papers considered problems where the underlying processes have explicit
initial dependence, e.g., Brownian motion, geometric Brownian motion, etc. Another aspect,
outlined in the paper, is that numerical computations show a non-convexity of the American
call price function with respect to the initial value of the VIX under the 3/2 model (see Figure
3), but not in the 1/2 model (see Figure 4).
The final section of the paper is devoted to the pricing of the American call when the VIX
is modelled as the mixture of the two classes of models above, i.e., the sum of generalized 3/2-
and 1/2-type processes. Equivalently, the VIX process is a function of a CIR process where
this function is the sum of functions of (A1) and (A2) types. We show that, under certain
assumptions, there exists a pair of optimal exercise boundaries for the underlying CIR process
that can be obtained as the unique solution to a system of coupled integral equations. We then
provide the early exercise premium representation formula for the American call price. This
formula decomposes it into the sum of a European part and an early exercise premium which
depends on the pair of exercise boundaries.
The paper is organized as follows. Section 2 describes the two classes of processes that
are the focus of this study, formulates the pricing problem for an American VIX call as an
optimal stopping problem and shows how to price a European VIX call. An associated free-
boundary problem for the American call option is studied in Section 3. Section 4 derives the
early exercise premium representation for the American call price and characterizes the optimal
exercise boundary as the unique solution to a nonlinear integral equation. Section 5 provides
corresponding results for European and American put options. Section 6 studies the VIX call
price under the mixture model. The paper is completed by a technical appendix.
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2. The generalized 3/2 and 1/2 models and VIX options
1. First let us consider the following two classes of functions
(A1) Generalized 3/2-type: let f (·) : IR+ → IR+ be a three times continuously differ-
entiable, strictly decreasing and convex function ranging from +∞ to 0 . Let g (·) be the
inverse of f (·) , i.e. f (g (x)) = x for x > 0 .
(A2) Generalized 1/2-type: let f (·) : R+ → R+ be a three times continuously differen-
tiable, strictly increasing and weakly concave function ranging from 0 to ∞ . Let g (·) be
the inverse of f (·) , i.e. f (g (x)) = x .
In this paper we model the VIX, under the historical measure P , as follows
Xt = f(Yt)(2.1)
for t ≥ 0 where f is either of type (A1) or (A2) above and a factor process Y = (Yt)t≥0 is
given by
(2.2) dYt =
(
β − αYt
)
dt− κ
√
YtdBt, Y0 = y
where α, β, κ > 0 are constant parameters and B is a P - standard Brownian motion (SBM).
The process Y solving (2.2) follows a mean-reverting square-root process (MRSRP) and the
random variable Y yt has non-central chi-squared density function q(y˜; t, y) (see, e.g., Cox,
Ross and Ingersoll (1985)). Throughout this paper, we assume that β ≥ κ2/2 as Feller showed
that under this condition Y is strictly positive. Hence X is well defined and is strictly positive
for all t > 0 . We note that the functions f are strictly monotone so that there is a one-to-one
relationship between the VIX process X and the factor process Y .
By using Ito’s formula, we get the dynamics of X
dXt =
(
f ′ (g (Xt)) (β−αg (Xt)) + 1
2
κ2f ′′ (g (Xt)) g (Xt)
)
dt(2.3)
− κf ′ (g (Xt))
√
g (Xt)dBt
for t ≥ 0 . As X is not the price of a traded asset, one should allow for the possibility of a
non-zero market price of risk λ(t, X) associated with the VIX. Following papers by Stein and
Stein (1991) and Gru¨nbichler and Longstaff (1996), we assume that the market price of risk
is such that the risk-neutral process for X is of the same form as the real process (2.3). For
this, one chooses λ(t, Xt) as a/
√
g(Xt)+ b
√
g(Xt)+ cf
′′(g(Xt))
√
g(Xt)/f
′(g(Xt)) . We recall
that Egloff, Leippold and Wu (2010) and Mencia and Sentana (2013) showed evidence that the
price of risk related to the VIX is negative. It is clear from our specification that the negative
sign can be easily obtained. To avoid additional notations, we assume that the dynamics (2.3)
is under some risk neutral measure Q and B is Q -SBM.
The specification (2.3) of type (A1) includes several models of potential interest to describe
the evolution of the VIX.
Example 2.1. ( 3/2 -model) The 3/2-model is introduced by Goard and Mazur (2013). It is
obtained by taking f (y) = 1/y . Then, g (x) = 1/x , f ′ (y) = −1/y2 , f ′′ (y) = 2/y3 and
dXt =
(
αXt −
(
β−κ2)X2t ) dt+ κX3/2t dBt.(2.4)
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The 3/2 model has elasticity of variance equal to ε = 3 . It also displays mean reversion if
β > κ2 . The speed of mean reversion (β − κ2)Xt is linear in the VIX. The constant attractor
is α/ (β−κ2) .
Example 2.2. ( 1+1/(2ν) -model) Let f (y) = 1/yν where ν > 0 and β > 1
2
κ2 (ν + 1) .
Then, g (x) = (1/x)1/ν , f ′ (y) = −ν/yν+1 , f ′′ (y) = ν (ν+1) /yν+2 and
dXt = ν
(
αXt −
(
β − 1
2
κ2 (ν + 1)
)
X
1+1/ν
t
)
dt+ νκX
1+1/(2ν)
t dBt.(2.5)
For this specification the elasticity of variance is ε = 2+1/ν . The process has linear speed of
mean reversion ν
(
β− 1
2
κ2 (ν+1)
)
Xt and constant attractor
(
α/
(
β− 1
2
κ2 (ν+1)
))ν
. The 3/2
model is obtained when ν = 1 .
Example 2.3. (mixture 1 + 1/(2νj) , j = 1, ..., n model) Let f (y) =
∑
j ωj/y
νj where
νj > 0 , ωj > 0, j = 1, ..., n so that∑
j
ωj
1
g (x)νj
= x, f ′ (y) = −
∑
j
ωj
νj
yνj+1
, f ′′ (y) =
∑
j
ωj
νj (νj + 1)
yνj+2
and
dXt =
(
α
∑
j
ωj
νj
g (Xt)
νj −
∑
j
ωj
νj
(
β − 1
2
κ2 (νj + 1)
)
g (Xt)
νj+1
)
dt+ κ
∑
j
ωj
νj
g (Xt)
νj+1/2
dBt.(2.6)
The elasticity of variance is a non-linear function of the VIX. The process has non-linear speed
of mean reversion and a constant attractor.
The specification (2.3) of type (A2) contains another set of relevant models for the VIX.
Example 2.4. ( 1/2 -model) See, e.g., Grunblicher and Longstaff (1996). It is obtained by
taking f (y) = y , a weakly concave function. Then g (x) = x , f ′ (y) = 1 , f ′′ (y) = 0 and
dXt = (β − αXt) dt− κX1/2t dBt.(2.7)
The 1/2 -model has elasticity of variance equal to ε = 1 . It also displays mean reversion. The
speed of mean reversion α is constant. The long run mean is β/α .
Example 2.5. ( 1−1/ (2ν) - model) Let f (y) = yν where ν ∈ (0, 1] and β+ 1
2
κ2 (ν − 1) > 0 .
Then, g (x) = x1/ν , f ′ (y) = νyν−1 , f ′′ (y) = ν (ν−1) yν−2 and
dXt = νX
1−1/ν
t
(
β +
1
2
κ2 (ν − 1)− αX1/νt
)
dt− κνX1−1/(2ν)t dBt.(2.8)
This model has non-linear elasticity of variance ε = 2−1/ν . It also displays non-linear mean re-
version with speed of mean reversion ανX
1−1/ν
t . The attracting value is
((
β + 1
2
κ2 (ν − 1)) /α)ν .
The 1/2 - model is obtained for ν = 1 .
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Example 2.6. (mixture 1−1/ (2νj) , j = 1, ..., n model) Let f (y) =
∑
j ωjy
νj where νj ∈
(0, 1] , ωj > 0, j = 1, ..., n and β >
1
2
κ2 (1− νj) , j = 1, ..., n . Then,∑
j
ωjg (x)
νj = x, f ′ (y) =
∑
j
ωjνjy
νj−1, f ′′ (y) =
∑
j
ωjνj (νj − 1) yνj−2
and
dXt =
(∑
j
ωjνjg (Xt)
νj−1
(
β − 1
2
κ2 (1− νj)
)
− α
∑
j
ωjνjg (Xt)
νj
)
dt(2.9)
− κ
∑
j
ωjνjg (Xt)
νj−1/2 dBt.
The elasticity of variance is a non-linear function of the VIX. The process has non-linear speed
of mean reversion and a non-linear attractor.
2. Here, we justify the relevance and choice of models based on the classes of functions (A1)
and (A2) and the process Y. As shown by Goard and Mazur (2013), the 3/2-model (Example
2.1) provides a better fit to the VIX data than various alternatives including GBMP, MRGP,
MRSRP and MRLP. Notable features of this model are (i) a high power law of 3/2 which can
reduce the heteroskedasticity of volatility and (ii) a nonlinear drift that generates substantial
nonlinear mean-reverting behaviour when the volatility exceeds its long-run mean. Another
important feature of this framework is that it reproduces the positive skew of implied volatilities
which is the most relevant stylized fact of the VIX market, see, e.g., Mencia and Sentana (2013).
We note that all the models in Examples 2.2-2.3 exhibit this important property.
However, there are at least two reasons to consider generalizations of the 3/2 model. Firstly,
Goard and Mazur (2013) performed tests for overidentifying restrictions relative to a specific
benchmark which has a more general structure that nests the various alternatives tested. Un-
constrained GMM shows that the benchmark has an estimated γ of 1.48 and places large
weights on the various nonlinear components in the drift. These findings motivate us to vary
the power of the diffusion coefficient (Example 2.2) and combine different powers (Example 2.3)
in order to obtain a better fit to the VIX data. Secondly, if one chooses parameters under a risk
neutral measure to exactly match at-the-money vanilla options, then the 3/2 model generally
undervalues both in- and out-of-the money option prices, see, e.g., Section 7 in Goard and
Mazur (2013). By taking models in Examples 2.2 and 2.3, one can adjust the tail behaviour
of VIX either at 0 or at high levels and therefore improve model prices for in-the-money or
out-of-the money vanillas compared to Example 2.1.
A thorough empirical analysis of the models introduced here is clearly needed. This is left
for future research as the main aim of this paper is to provide a rigorous analysis of American
options under these new specifications for VIX and numerical illustrations of the theoretical
results. Nevertheless, based on the discussion above, it is reasonable to introduce the generalized
3/2 and 1/2 models. Note also that building on Mencia and Sentana (2013), it might be useful
to specify the parameter β of Y in (2.2) as a stochastic process instead of a constant in
order to improve the fit to the VIX futures term structure. In this case, the American option
pricing problem becomes a three-dimensional optimal stopping problem. This extension is left
for future research as well.
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3. In this paper, we study the American VIX call and put options under the model (2.3)
with f of types (A1) and (A2) . By definition, the payoff of the American VIX call at exercise
time τ ∈ [0, T ] is (Xτ −K)+ := max(Xτ −K, 0) where K > 0 is the strike and T > 0 is
the expiry date. The rational price CA of the American VIX call at time t = 0 is the value
function of the following optimal stopping problem
(2.10) CA = sup
0≤τ≤T
Ee−rτ (Xτ−K)+
where the supremum is taken over all stopping times τ of the process X , the expectation E
is taken under a risk neutral measure Q and r > 0 is the constant interest rate.
As the process X is time-homogeneous Markov and (2.10) is a finite horizon problem, we
will study the problem (2.10) in the Markovian setting and hence, we introduce dependence on
time t and the initial value of X
(2.11) CA(t, x) = sup
0≤τ≤T−t
Ee−rτG(Xxτ )
for t ∈ [0, T ) and x > 0 where Xx means that the process X starts from Xx0 = x and the
payoff function G is given by
(2.12) G(x) := (x−K)+
for x > 0 . We tackle the problem (2.11) in Sections 3 and 4. The discussion of the American
put option follows in Section 5.
4. Now we introduce the rational price function of the European VIX call option
(2.13) CE(t, x) = e−r(T−t)E(XxT−t−K)+
for t ∈ [0, T ) and x > 0 . A formula for (2.13) in the 3/2 model was derived by Goard
and Mazur (2013) using the fact that the process (1/Xt)t≥0 is a mean-reverting square-root
process. We exploit a similar idea and recall that Xt = f(Yt) so that using the known
probability density function q(y˜; t, y) of Yt , one can compute (2.13) by numerical integration
in an efficient way for f of 3/2 type as follows
(2.14) CE(t, x) = e−r(T−t)
∫ g(K)
0
(f(y˜)−K) q(y˜;T−t, g(x)) dy˜
for t ∈ [0, T ) and x > 0 as g is decreasing in this case. When f is of 1/2 type so that g
is increasing, the European price is
CE(t, x) = e−r(T−t)
∫ ∞
g(K)
(f(y˜)−K) q(y˜;T−t, g(x)) dy˜.(2.15)
5. Below, we discuss how to compute efficiently the VIX futures term structure FT (x) =
E[XxT ] for any initial level x > 0 of VIX and different maturities T > 0 . Clearly, one can
exploit efficient numerical integration
(2.16) FT (x) =
∫ ∞
0
f(y˜) q(y˜;T, g(x)) dy˜
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for f of either 3/2 or 1/2 type. Moreover, it is also possible to obtain a closed-form approx-
imation of the futures price
(2.17) FT = E[XT ] = E[f(YT )] = f(y) +
∞∑
k=1
1
k!
E(YT − y)kf (k)(y)
and if we choose y = E[YT ] with 4-th order of approximation then
(2.18) FT ≈ f(E[YT ]) +
4∑
k=2
1
k!
E(YT − E[YT ])kf (k)(E[YT ])
where the centered moments of YT are well known as it has a non-central chi-squared distri-
bution. This approximation shows good performance and the error is usually bounded by 1%.
It can be further improved by taking higher order in the Taylor series. However, if one needs
accurate values, then the numerical integration of (2.16) should be used and it is quite fast.
3. The free-boundary problem for the American VIX call option
In this section we will reduce the problem (2.11) to a free-boundary problem and the latter
will be tackled in the next section using the local time-space calculus (see Peskir (2005a)).
First, using that the payoff function G(x) is continuous and standard arguments (see e.g.
Corollary 2.9 (Finite horizon) with Remark 2.10 in Peskir and Shiryaev (2006)), we have that
the continuation and exercise regions read, respectively
C = { (t, x) ∈ [0, T )×[0,∞) : CA(t, x) > G(x) }(3.1)
E = { (t, x) ∈ [0, T )×[0,∞) : CA(t, x) = G(x) }(3.2)
and the optimal stopping time in (2.11) is given by
τ = inf { 0 ≤ s ≤ T − t : (t+s,Xxs ) ∈ E }.(3.3)
Before starting our analysis, we recall an important result for our purposes on flows of
stochastic differential equations. The underlying model satisfies the conditions of Theorem 37
of Chapter V, Section 7 in Protter (1990), i.e., which simply requires only locally Lipschitz
coefficients for the SDE (2.3), so that we have the following inequality
(3.4)
[
E sup
0≤u≤T−t
(Xxu−Xyu)2
]1/2
≤ CL |x− y|
for x, y > 0 and some constant CL > 0 . We will use this estimate for the proof of the
smooth-fit property.
1. We show that the price function CA is continuous on [0, T )× (0,∞) . It follows that
0 ≤ CA(t, x)− CA(t, y) ≤ sup
0≤τ≤T−t
Ee−rτ (Xxτ −Xyτ ) ≤ E sup
0≤u≤T−t
(Xxu−Xyu)(3.5)
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≤
(
E sup
0≤u≤T−t
(Xxu−Xyu)2
)1/2
≤ CL(x−y)
for x ≥ y and t ∈ [0, T ) where we used that sup(f)− sup(g) ≤ sup(f−g) and (x−K)+ −
(y − K)+ ≤ (x − y)+ for x, y,K ∈ IR , the comparison theorem for solutions of SDEs (i.e.
Q(Xxs ≥ Xys , s ≥ 0) = 1 ), Holder inequality and the inequality (3.4) . From (3.5) we see that
x 7→ CA(t, x) is continuous uniformly over t ∈ [0, T ] . Thus to prove that CA is continuous
on [0, T ) × (0,∞) , it is enough to show that t 7→ CA(t, x) is continuous on [0, T ] for each
x > 0 given and fixed. For this, take any t1 < t2 in [0, T ] and let τ1 be an optimal stopping
time for CA(t1, x) . Setting τ2 = τ1 ∧ (T − t2) and using that t 7→ CA(t, x) is decreasing on
[0, T ] , we have
0 ≤ CA(t1, x)− CA(t2, x) ≤ Ee−rτ1G(Xxτ1)− Ee−rτ2G(Xxτ2) ≤ E
(
Xxτ1−Xxτ2
)+
.(3.6)
Letting first t2 − t1 → 0 and using τ1 − τ2 → 0 , we see that CA(t1, x) − CA(t2, x) → 0 by
dominated convergence. This shows that t 7→ CA(t, x) is continuous on [0, T ] , and the proof
of the initial claim is complete.
2. Now we get some initial insights into the structure of exercise region E .
(i) We first calculate the function H(x) := ( LXG−rG)(x) for x ∈ (0,∞) (which is the
instantaneous benefit of waiting to exercise) where
 LX =
(
f ′(g(x))
(
β−αg(x))+ 1
2
κ2f ′′(g(x))g(x)
) d
dx
+
1
2
κ2(f ′(g(x)))2g(x)
d2
dx2
(3.7)
is the infinitesimal generator of X . As G(x) = (x−K)+ , we have that
H(x) = h(x)I(x ≥ K)(3.8)
for x ∈ (0,∞) where
h(x) = f ′(g(x))
(
β−αg(x))+ 1
2
κ2f ′′(g(x))g(x)− r(x−K)(3.9)
for x > 0 . Throughout the paper, the following condition is imposed on the model and we
note that all models in Examples 2.1-2.6 satisfy this assumption (the verification is provided in
the Appendix):
Assumption R: There exists x∗ > 0 such that h(x) ≥ 0 if and only if x ≤ x∗ .
We could assume a weaker condition, that there exists x∗ > 0 such that H(x) ≥ 0 if and
only if x ≤ max(K, x∗) . We use Assumption R in order to have a unified condition for both
call and put options, and it is enough for models of interest such as Examples 2.1-2.6.
(ii) We now use the Ito-Tanaka’s formula and the definition of H to obtain
Ee−rτG(Xxτ ) = G(x) + E
∫ τ
0
e−rsH(Xxs )ds+
1
2
E
∫ τ
0
e−rsdℓKs (X
x)(3.10)
for x ∈ (0,∞) and any stopping time τ of the process X where (ℓKs (X))s≥0 is the local
time process of X at level K
ℓKs (X
x) := Q− lim
ε↓0
1
2ε
∫ s
0
I(K−ε < Xxu < K+ε)d 〈X,X〉u(3.11)
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and dℓKs (X
x) refers to the integration with respect to the continuous increasing function
s 7→ ℓKs (Xx) . The equation (3.10) and Assumption R show that it is not optimal to exercise
the call option when Xt ≤ max(K, x∗) as H(Xt) ≥ 0 in this region and thus both integral
terms on the right-hand side of (3.10) are non-negative. This fact can be also explained in the
particular case where Xt < K as follows: by exercising below K , the option holder receives a
null payoff, whereas by waiting would have a positive probability of collecting a strictly positive
payoff in the future.
Another implication of (3.10) is that the exercise region is non-empty for all t ∈ [0, T ) , as
for large x ↑ ∞ the integrand H is negative and the local time term is zero, and thus due to
a lack of time to compensate for the negative H , it is optimal to stop at once.
3. Next we prove further properties of the exercise region E and define the optimal exercise
boundary.
(i) As the payoff function in (2.11) is time-independent, it follows that the map t 7→
CA(t, x) is non-increasing on [0, T ] for each x > 0 so that CA(t1, x)−G(x) ≥ CA(t2, x)−
G(x) ≥ 0 for 0 ≤ t1 < t2 < T and x ∈ (0,∞) . Now, if we take a point (t1, x) ∈ E , i.e.
CA(t1, x) = G(x) , then (t2, x) ∈ E as well, which shows that the exercise region is increasing
in t . In other words, E is right-connected.
(ii) Now let us take t > 0 and x > y > max(K, x∗) such that (t, y) ∈ E . Then, by
right-connectedness of the exercise region, we have that (s, y) ∈ E as well for any s > t . If
we now run the process (s,Xs−t)s≥t from (t, x) , we cannot hit the level max(K, x
∗) before
exercise (as x > y ), thus the local time term in (3.10) is 0 and integrand H is negative (by
Assumption R). Therefore, it is optimal to exercise at (t, x) and we get up-connectedness of
the exercise region E .
(iii) From (i) - (ii) and paragraph 2 (ii) above, we can conclude that there exists an
optimal exercise boundary b : [0, T ]→ (0,∞) such that
τb = inf { 0 ≤ s ≤ T−t : Xxs ≥ b(t+s) }(3.12)
is optimal in (2.11) and max(K, x∗) < b(t) <∞ for t ∈ [0, T ) . Moreover, b is decreasing on
[0, T ) .
Remark 3.1. If Assumption R does not hold and the function h(x) changes sign more
than once for x > K , then there are more than one exercise boundary. Therefore the exercise
region E is disconnected.
4. Now we prove that the smooth-fit condition along the boundary b holds
CAx (t, b(t)−) = CAx (t, b(t)+) = G′(b(t)) = 1(3.13)
for all t ∈ [0, T ) . To the best of our knowledge, in the literature on optimal stopping problems,
the smooth-fit property has been proven in models where the dependence of Xx on x is given
explicitly (e.g. Brownian motion or geometric Brownian motion), however in our model such
dependence is unknown. For this reason, we provide another proof based on the inequality
(3.4).
(i) First let us fix a point (t, x) ∈ [0, T ) × (0,∞) lying on the boundary b so that
x = b(t) . Then, we have
CA(t, x)− CA(t, x−ε)
ε
≤ G(x)−G(x−ε)
ε
(3.14)
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and taking the limit as ε ↓ 0 , we get
CAx (t, x−) ≤ G′(x) = 1(3.15)
where the left-hand derivative exists by monotonicity of x 7→ CA(t, x) on (0,∞) for any fixed
t ∈ [0, T ) .
(ii) To prove the reverse inequality, we set τε = τε(t, x−ε) as an optimal stopping time
for CA(t, x−ε) . Using that X is a regular diffusion and t 7→ b(t) is decreasing, we have that
τε → 0 as ε→ 0 Q -a.s. By the comparison theorem for solutions of SDEs and noting that
G(Xxτε)−G(Xx−ετε )(3.16)
=
(
Xxτε−Xx−ετε
)
I(Xx−ετε ≥ K) + (Xxτε−K)I(Xxτε ≥ K ≥ Xx−ετε )
≥ (Xxτε−Xx−ετε ) I(Xx−ετε ≥ K)
we obtain
1
ε
(
CA(t, x)− CA(t, x−ε)
)
(3.17)
≥ 1
ε
E
[
e−rτε
(
Xxτε−Xx−ετε
)
I(Xx−ετε ≥ K)
]
=
1
ε
E
[
e−rτε
(
Xxτε−Xx−ετε
)]− 1
ε
E
[
e−rτε
(
Xxτε−Xx−ετε
)
I(Xx−ετε ≤ K)
]
.
Then the second term on the right-hand side of (3.17) goes to 0 as ε→ 0 as
0 ≤ 1
ε
E
[
e−rτε
(
Xxτε−Xx−ετε
)
I(Xx−ετε ≤ K)
]
(3.18)
≤ 1
ε
(
E
(
Xxτε−Xx−ετε
)2)1/2 (
Q(Xx−ετε ≤ K)
)1/2
≤ 1
ε
(
E sup
0≤u≤T−t
(
Xxu−Xx−εu
)2)1/2 (
Q(Xx−ετε ≤ K)
)1/2
≤ CL
(
Q(Xx−ετε ≤ K)
)1/2 → 0
where we used the Holder inequality, the inequality (3.4) and that the latter probability goes
to zero because x > K . Now we turn to the first term on the right-hand side of (3.17). Using
Ito’s formula, we have:
1
ε
E
[
e−rτε
(
Xxτε−Xx−ετε
)]
= 1 +
1
ε
E
[∫ τε
0
e−rs
(
ω(Xxs )−ω(Xx−εs )
)
ds
]
(3.19)
where ω(x) := f ′(g(x))
(
β−αg(x))+1
2
κ2f ′′(g(x))g(x)−rx for x > 0 . We show that the second
term of (3.19) goes to 0 as ε→ 0
0 ≤ 1
ε
E
∣∣∣∣∫ τε
0
e−rs(ω(Xxs )−ω(Xx−εs ))ds
∣∣∣∣ ≤ 1ε
[
E
∫ τε
0
e−rs|ω′(ξs)|(Xxs −Xx−εs )ds
]
(3.20)
≤ 1
ε
E
[∫ τε
0
|ω′(ξs)|ds · sup
0≤u≤T−t
(
Xxu−Xx−εu
)]
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≤ 1
ε
(
E
[∫ τε
0
|ω′(ξs)|ds
]2)1/2(
E sup
0≤u≤T−t
(
Xxu−Xx−εu
)2)1/2
≤ 1
ε
CL ε
(
E
[∫ τε
0
|ω′(ξs)|ds
]2)1/2
= CL
(
E
[∫ τε
0
|ω′(ξs)|ds
]2)1/2
where we used the mean value theorem and choice ξs ∈ [Xx−εs , Xxs ] , then Ho¨lder inequality
and inequality (3.4). Now we show that
∫ τε
0
|ω′(ξs)|ds → 0 as ε ↓ 0 Q -a.s. Indeed, let us
fix the sample path of B and take an arbitrary δ > 0 . Then, for some ε0 < x and for the
corresponding trajectory of Xx−ε0s we define t
′ > 0 as the first exit time from the compact
set [x′, x] for fixed x′ < x − ε0 . Thus, the values of Xx−ε0s belong to this compact set for
s ∈ [0, t′] . Next, by the locally Lipschitz continuity of ω′ , we can bound |ω′(·)| from above
on this compact set by some constant Cω′ . As τε → 0 Q -a.s, we then choose ε′ < ε0 small
enough such that for ε < ε′ we have τε < min(t
′, δ/Cω′) . By the comparison theorem for
SDEs and as b is decreasing, Xx−ε belongs to the same compact set before τε < t
′ . Therefore
we have that
∫ τε
0
|ω′(ξs)|ds ≤ Cω′τε < δ for ε < ε′ and it follows that
∫ τε
0
|ω′(ξs)|ds → 0 as
ε ↓ 0 Q -a.s. Then, we obtain that E [∫ τε
0
|ω′(ξs)|ds
]2
as ε→ 0 by the monotone convergence
theorem.
Thus, using (3.17)-(3.20) and taking the limits as ε→ 0 , we have that
CAx (t, x−) ≥ G′(x) = 1(3.21)
for t ∈ [0, T ) . Thus, combining (3.15) and (3.21), we obtain (3.13).
5. Here, we prove that the boundary b is continuous on [0, T ] and that b(T−) =
max(K, x∗) . The proof is provided in 3 steps and follows the approach proposed by De Angelis
(2014).
(i) We first show that b is right-continuous. Let us fix t ∈ [0, T ) and take a sequence
tn ↓ t as n→∞ . As b is decreasing, the right-limit b(t+) exists and (tn, b(tn)) belongs to
E for all n ≥ 1 . Recall that E is closed so that (tn, b(tn))→ (t, b(t+)) ∈ E as n→∞ and
we may conclude that b(t+) ≥ b(t) . The fact that b is decreasing gives the reverse inequality
and thus b is right-continuous as claimed.
(ii) Now we prove that b is also left-continuous. Assume that there exists t0 ∈ (0, T )
such that b(t0−) > b(t0) . Let us set x1 = b(t0) and x2 = b(t0−) so that x1 < x2 . For
ε ∈ (0, (x2−x1)/2) given and fixed, let ϕε : (0,∞) → [0, 1] be a C∞ - function satisfying (i)
ϕε(x) = 1 for x ∈ [x1+ε, x2−ε] and (ii) ϕε(x) = 0 for x ∈ (0, x1+ε/2]∪ [x2−ε/2,∞) . Letting
 L∗X denote the adjoint of  LX , recalling that t → CA(t, x) is decreasing on [0, T ] and that
CAt + LXC
A−rCA = 0 on C , we find integrating by parts (twice) that
0 ≥
∫ x2
x1
ϕε(x)C
A
t (t0−δ, x)dx = −
∫ x2
x1
CA(t0−δ, x) ( L∗Xϕε(x)−rϕε(x)) dx(3.22)
for δ ∈ (0, t0 ∧ (ε/2)) so that ϕε(x2−δ) = ϕ′ε(x2−δ) = 0 as needed. Letting δ ↓ 0 , it follows
using the dominated convergence theorem and integrating by parts (twice) that
0 ≥ −
∫ x2
x1
CA(t0, x) ( L
∗
Xϕε(x)−rϕε(x)) dx = −
∫ x2
x1
G(x) ( L∗Xϕε(x)−rϕε(x)) dx(3.23)
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= −
∫ x2
x1
( LXG(x)−rG(x))ϕε(x)dx = −
∫ x2
x1
H(x)ϕε(x)dx.
Letting ε ↓ 0 , we obtain
0 ≥ −
∫ x2
x1
H(x)dx > 0(3.24)
as x → H(x) is strictly negative on (x1, x2] . We thus have a contradiction and therefore we
may conclude that b is continuous on [0, T ) as claimed.
(iii) To prove that b(T−) = max(K, x∗) , we can use the same arguments as those in (ii)
above with t0 = T and suppose that b(T−) > max(K, x∗) .
6. The facts proved in paragraphs 1-5 above and standard arguments based on the strong
Markov property (see, e.g., Peskir and Shiryaev (2006)) lead to the following free-boundary
problem for the value function CA and unknown boundary b
CAt + LXC
A−rCA = 0 in C(3.25)
CA(t, b(t)) = G(b(t)) = b(t)−K for t ∈ [0, T )(3.26)
CAx (t, b(t)) = G
′(b(t)) = 1 for t ∈ [0, T )(3.27)
CA(t, x) > G(x) in C(3.28)
CA(t, x) = G(x) in E(3.29)
where the continuation set C and the exercise set E are given by
C = { (t, x) ∈ [0, T )×(0,∞) : x < b(t) }(3.30)
E = { (t, x) ∈ [0, T )×(0,∞) : x ≥ b(t) }.(3.31)
The following properties of CA and b were also verified above
CA is continuous on [0, T ]× (0,∞)(3.32)
CA is C1,2 on C(3.33)
x 7→ CA(t, x) is increasing on [0,∞) for each t ∈ [0, T ](3.34)
t 7→ CA(t, x) is decreasing on [0, T ] for each x ∈ [0,∞)(3.35)
t 7→ b(t) is decreasing and continuous on [0, T ] with b(T−) = max(K, x∗).(3.36)
4. The rational price of the American VIX call option
We will show in this section that the optimal exercise boundary b can be obtained as the
unique solution to a nonlinear integral equation of Volterra type. We then provide the early
exercise premium representation formula for the rational price CA , which decomposes it into
the sum of the European VIX call price CE and the early exercise premium which depends
on the exercise boundary b .
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1. We recall that we already showed how to compute the European call price in Section 2
above. Now we denote the following function
L(u, x, z) = −E[e−ruH(Xxu)I(Xxu ≥ z)](4.1)
for u ≥ 0 and x, z > 0 . This function can be computed using the same idea as for the
European call price. Using that Yt = g(X
x
t ) is the mean-reverting square-root process and
that the random variable Y yt has non-central chi-squared density function q(y˜; t, y) , we have
for f of 3/2 - type that
L(u, x, z) = −E
[
e−ruH
(
f(Y g(x)u )
)
I(Y g(x)u ≤ g(z))
]
(4.2)
= −e−ru
∫ g(z)
0
H(f(y˜)) q(y˜; u, g(x)) dy˜
for u ≥ 0 and x, z > 0 as g is decreasing in this case. When f is of 1/2 - type so that g
is increasing, the function L can be computed as
L(u, x, z) = −E
[
e−ruH
(
f(Y g(x)u )
)
I(Y g(x)u ≥ g(z))
]
(4.3)
= −e−ru
∫ ∞
g(z)
H(f(y˜)) q(y˜; u, g(x)) dy˜
for u ≥ 0 and x, z > 0 .
2. The main result of this section can now be stated as follows.
Theorem 4.1. The price function CA in (2.11) has the representation
CA(t, x) = CE(t, x) +
∫ T−t
0
L(u, x, b(t+u))du(4.4)
for t ∈ [0, T ] and x ∈ (0,∞) . The optimal exercise boundary b in (2.11) can be characterized
as the unique solution to the nonlinear integral equation of Volterra type
b(t)−K = CE(t, b(t)) +
∫ T−t
0
L(u, b(t), b(t+u))du(4.5)
for t ∈ [0, T ] , in the class of continuous decreasing functions t 7→ b(t) with b(T ) = max(K, x∗)
(See Figures 1 and 2).
Proof. (A) First, we clearly have that the following conditions hold: (i) CA is C1,2 on
C ∪ E ; (ii) b is of bounded variation (due to monotonicity); (iii) CAt + LXCA − rCA is
locally bounded; (iv) CAxx = F1 + F2 on C ∪ E , where F1 is non-negative and F2 is
continuous on [0, T )× (0,∞) ; (v) t 7→ CAx (t, b(t)±) is continuous (recall (3.27)). Hence, we
can apply the local time-space formula on curves (Peskir (2005a)) for e−rsCA(t+s,Xxs )
e−rsCA(t+s,Xxs )(4.6)
= CA(t, x) +Ms
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Figure 1. This figure plots the optimal exercise boundary b for models of 3/2 -
type: 3/2 -model (solid), 1+1/(2ν) -model with ν = 1.2 (dotted), and mixture
(3/2, 1+1/(2ν)) -model with ν = 1.2 and weights wj = 0.5 (dashed). The
parameter set is T = 1,K = 0.15, r = 0.05 , and the coefficients for the 3/2 -
model are α = 2.94, β = 17.10, κ = 2.05 . For the 1+1/(2ν) -model, the coefficient
α = 3.64 is adjusted to have the same attractor as for the 3/2 -model; for the
mixture model α = 3.27 . The parameters for the 3/2 -model were calibrated by
Goard and Mazur (2013).
+
∫ s
0
e−ru
(
CAt + LXC
A−rCA) (t+u,Xxu)I(Xxu 6= b(t+u))du
+
1
2
∫ s
0
e−ru
(
CAx (t+u,X
x
u+)− CAx (t+u,Xxu−)
)
I
(
Xxu = b(t+u)
)
dℓbu(X
x)
= CA(t, x) +Ms +
∫ s
0
e−ru ( LXG− rG) (t+u,Xxu)I(Xxu ≥ b(t+u))du
= CA(t, x) +Ms +
∫ s
0
e−ruH(Xxu)I(X
x
u ≥ b(t+u))du
where we used (3.25), the smooth-fit condition (3.27), (3.29) and where M = (Ms)s≥0 is the
martingale part and (ℓbt(X
x))t≥0 is the local time process of X
x at the boundary b
ℓbt(X
x) := Q− lim
ε↓0
1
2ε
∫ t
0
I(b(t+u)−ε < Xxu < b(t+u)+ε)d 〈X,X〉u .(4.7)
Now upon letting s = T−t , taking the expectation E , recalling the definition of CE in (2.13),
using the optional sampling theorem for M , rearranging terms and noting that CA(T, x) =
G(x) = (x−K)+ for all x > 0 , we get (4.4). The integral equation (4.5) is obtained by
inserting x = b(t) into (4.4) and using (3.26).
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Figure 2. This figure plots the optimal exercise boundary b for models of 1/2 -
type: 1/2 -model (solid), 1−1/(2ν) -model with ν = 0.8 (dotted), and mixture
(1/2, 1− 1/(2ν)) -model with ν = 0.8 and weights wj = 0.5 (dashed). The
parameter set is T = 1 , K = 0.15 , r = 0.05 , and the coefficients for the 1/2 -
model are α = 3 , β = 0.68 , κ = 1 . For the 1−1/(2ν) -model the coefficient
α = 3.7 is adjusted to have the same attractor as for the 1/2 -model; for the
mixture model α = 2.9 .
(B) Now we show that b is the unique solution to the equation (4.5) in the class of
continuous functions t 7→ b(t) . We note that monotonicity and the terminal value b(T ) are
not needed for uniqueness, we require only that b ≥ max(K, x∗) on [0, T ) . The proof is
divided in several steps and is based on arguments similar to those employed by Du Toit and
Peskir (2007) and originally derived by Peskir (2005b).
(B.1) Let c : [0, T ] → IR be a solution to equation (4.5) such that c is continuous
decreasing with c(T ) = max(K, x∗) . We will show that c must be equal to the optimal
exercise boundary b . Now let us consider the function U c : [0, T )→ IR defined as follows
U c(t, x) = CE(t, x) +
∫ T−t
0
L(u, x, c(t+u))du(4.8)
for (t, x) ∈ [0, T ]× (0,∞) . Observe the fact that c solves the equation (4.5) means exactly
that U c(t, c(t)) = G(c(t)) for all t ∈ [0, T ] . We will moreover show that U c(t, x) = G(x) for
x ∈ [c(t),∞) with t ∈ [0, T ] . This can be derived using the martingale property as follows:
the Markov property of X implies that
e−rsU c(t+s,Xxs )−
∫ s
0
e−ruH(Xxu)I(X
x
u ≥ c(t+u))du = U c(t, x) +Ns(4.9)
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where (Ns)0≤s≤T−t is a martingale under Q . On the other hand, we know from (3.10) that
e−rsG(Xxs ) = G(x) +
∫ s
0
e−ruH(Xxu)I(X
x
u ≥ K)du+Ms +
1
2
∫ s
0
e−rudℓKu (X
x)(4.10)
where (Ms)0≤s≤T−t is a continuous martingale under Q .
For x ∈ [c(t),∞) with t ∈ [0, T ] given and fixed, consider the stopping time
σc = inf { 0 ≤ s ≤ T−t : c(t+s) ≥ Xxs }(4.11)
under Q . Using that U c(t, c(t)) = G(c(t)) for all t ∈ [0, T ] and U c(T, x) = G(x) for all
x > 0 , we see that U c(t+σc, X
x
σc) = G(X
x
σc) . Hence, from (4.9) and (4.10), using the optional
sampling theorem we find
U c(t, x) = Ee−rσcU c(t+σc, X
x
σc)− E
∫ σc
0
e−ruH(Xxu)I(X
x
u ≥ c(t+u))du(4.12)
= Ee−rσcG(Xxσc)− E
∫ σc
0
e−ruH(Xxu)du = G(t, x)
as Xxu ∈ (c(t+ u),∞) and ℓKu (Xx) = 0 for all u ∈ [0, σc) . This proves that U c(t, x) = G(x)
for x ∈ [c(t),∞) with t ∈ [0, T ] as claimed.
(B.2) We show that U c(t, x) ≤ CA(t, x) for all (t, x) ∈ [0, T ]× (0,∞) . For this consider
the stopping time
τc = inf { 0 ≤ s ≤ T−t : Xxs ≥ c(t+s) }(4.13)
under Q with (t, x) ∈ [0, T ]× (0,∞) given and fixed. The same arguments as those following
(4.11) above show that U c(t+τc, X
x
τc) = G(X
x
τc) . Inserting τc instead of s in (4.9) and using
the optional sampling theorem, we get
U c(t, x) = Ee−rτcU c(t+τc, X
x
τc) = Ee
−rτcG(Xxτc) ≤ CA(t, x)(4.14)
proving the claim.
(B.3) We show that b ≥ c on [0, T ] . For this, suppose that there exists t ∈ [0, T ) such
that b(t) < c(t) and choose a point x ∈ [c(t),∞) and consider the stopping time
σ = inf { 0 ≤ s ≤ T−t : b(t+s) ≥ Xxs }(4.15)
under Q . Inserting σ instead of s in (4.6) and (4.9) and using the optional sampling theorem,
we obtain
Ee−rσCA(t+σ,Xxσ) = C
A(t, x) + E
∫ σ
0
e−ruH(Xxu)du(4.16)
Ee−rσU c(t+σ,Xxσ) = U
c(t, x) + E
∫ σ
0
e−ruH(Xxu)I
(
Xxu ≥ c(t+u))
)
du.(4.17)
As U c ≤ CA and CA(t, x) = U c(t, x) = G(x) for x ∈ [c(t),∞) with t ∈ [0, T ] , it follows
from (4.16) and (4.17) that
E
∫ σ
0
e−ruH(Xxu)I
(
Xxu ≤ c(t+u)
)
du ≥ 0.(4.18)
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Due to the fact that H is negative above max(K, x∗) , we see by the continuity of b and c
that (4.18) is not possible, so that we arrive at a contradiction. Hence, we can conclude that
b(t) ≥ c(t) for all t ∈ [0, T ] .
(B.4) We show that c must be equal to b . For this, let us assume that there exists
t ∈ [0, T ) such that c(t) < b(t) . Choose an arbitrary point x ∈ (c(t), b(t)) and consider the
optimal stopping time τ ∗ from (2.11) under Q . Inserting τ ∗ instead of s in (4.6) and (4.9),
and using the optional sampling theorem, gives
Ee−rτ
∗
G(Xxτ∗) = C
A(t, x)(4.19)
Ee−rτ
∗
G(Xxτ∗) = U
c(t, x) + E
∫ τ∗
0
e−ruH(Xxu)I
(
Xxu ≥ c(t+u)
)
du(4.20)
where we use that CA(t+τ ∗, Xxτ∗) = G(X
x
τ∗) = U
c(t+τ ∗, Xxτ∗) upon recalling that c ≤ b and
U c = G either above c or at T . As U c ≤ CA , we have from (4.19) and (4.20) that
E
∫ τ∗
0
e−ruH(Xxu)I
(
Xxu ≥ c(t+u)
)
du ≥ 0.(4.21)
Due to the fact that H is negative above max(K, x∗) , we see from (4.21) by continuity of b
and c that such a point (t, x) cannot exist. Thus, c must be equal to b and the proof of
the theorem is complete.
Remark 4.2. The integral equation (4.5) can be easily solved numerically via a backwards
induction scheme based on a discretization of the integral with respect to time (for details see,
e.g., Chapter 8 in Detemple (2006)). Note that in order to implement the algorithm, it is
crucial to know the distribution of Yt and the value of b(T ) = max(K, x
∗) . See Figures 1 and
2 for illustrations of the optimal exercise boundary b for models in Examples 2.1-2.6.
Remark 4.3. Numerical computations using the EEP formula (4.4) show that the American
call price function CA fails to be convex with respect to x under the 3/2 -model at t = 0 (see
Figure 3), unlike, e.g., in the geometric Brownian motion model. We note that the European
call price function under the 3/2 -model is not convex either, which was also pointed out by
Goard and Mazur (2013). In contrast, Figure 4 shows that, for the chosen set of parameters,
the American call price function is convex in x at t = 0 under the 1/2 -model.
5. The American VIX put option
In this section, we will briefly discuss the pricing problem for the American VIX put under
model (2.3) with f of types (A1) and (A2)
(5.1) PA(t, x) = sup
0≤τ≤T−t
Ee−rτ G˜(Xxτ )
for t ∈ [0, T ) and x > 0 where G˜(x) = (K−x)+ . The rational price of European VIX put
is given by
(5.2) PE(t, x) = e−r(T−t)E(K−XxT−t)+
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Figure 3. This figure plots the price functions of the American CA(0, x) (solid)
and the European CE(0, x) (dotted) call prices for the 3/2 -model against x at
t = 0 . The dashed line corresponds to the payoff function (x−K)+ . The graph
shows that both functions fail to be convex with respect to x . The parameter set,
as for Figure 1, is T = 1,K = 0.15, r = 0.05, α = 2.94, β = 17.10, κ = 2.05 .
for t ∈ [0, T ) and x > 0 . The latter can be computed in the same way as the European call
in Section 2. The methodology for the American put option is very similar to the one for the
call option, thus we omit an analysis and only state the main result. As for the call option,
here we impose the Assumption R on the function h .
We define the function
L˜(u, x, z) = −E[e−ruH˜(Xxu)I(Xxu ≤ z)](5.3)
for u ≥ 0 and x, z > 0 , which can be computed for f of 3/2 type as follows
L˜(u, x, z) = −e−ru
∫ ∞
g(z)
H˜(f(y˜)) q(y˜; u, g(x)) dy˜(5.4)
and for f of 1/2 type as
L˜(u, x, z) = −e−ru
∫ g(z)
0
H˜(f(y˜)) q(y˜; u, g(x)) dy˜.(5.5)
We now state the theorem on the rational price and optimal exercise boundary of the American
VIX put. The proof is similar to the proof of Theorem 4.1.
Theorem 5.1. The optimal exercise strategy in (5.1) is given by
τ˜ = inf { 0 ≤ s ≤ T−t : Xxs ≤ b˜(t+s) }(5.6)
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Figure 4. This figure plots the price functions of the American CA(0, x) (solid)
and the European CE(0, x) (dotted) call prices for the 1/2 -model against x at
t = 0 . The dashed line corresponds to the payoff function (x−K)+ . This graph
shows that the American call price function is convex with respect to x at t = 0
for the parameter set T = 1,K = 0.15, r = 0.05 , α = 2.94, β = 17.10, κ = 2.05 .
where the optimal exercise boundary b˜ satisfies 0 < b˜(t) < min(K, x∗) for t ∈ [0, T ) and b˜
is increasing on [0, T ) . The price function PA in (5.1) has the representation
PA(t, x) = PE(t, x) +
∫ T−t
0
L˜(u, x, b(t+u))du(5.7)
for t ∈ [0, T ] and x ∈ (0,∞) . The exercise boundary b˜ in (5.1) can be characterized as the
unique solution to the nonlinear integral equation
K − b˜(t) = PE(t, b˜(t)) +
∫ T−t
0
L˜(u, b˜(t), b˜(t+u))du(5.8)
for t ∈ [0, T ] in the class of continuous increasing functions t 7→ b˜(t) with b˜(T ) = min(K, x∗) .
6. Pricing the American VIX call under the generalized mixture model
In this section, we study the pricing of American VIX calls when the VIX is modelled
as the sum of two processes: generalized 3/2- and 1/2-types. In other words, the process
X is a function of a CIR process Y , where this function is the sum of functions of (A1)
and (A2) types. This can be seen as the generalization of the model introduced by Grasselli
(2015), where the stochastic volatility is a/
√
Y +b
√
Y and follows a (2, 0) - mixture model
in our terminology. The process Y represents the underlying factor for the optimal stopping
problem. In implementations of the model, this latent factor is calibrated. We will show
that, under certain assumptions, there exists a pair of optimal exercise boundaries that can
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be obtained as the unique solution to a system of coupled integral equations. The latter can
be computed numerically by backward induction. We then provide the early exercise premium
representation formula for the option price which decomposes it into the sum of a European
part and an early exercise premium that depends on the pair of exercise boundaries.
6.1. The generalized mixture model
1. Consider a mean-reverting square-root process (Feller or CIR process) under a risk neutral
measure Q ,
dYt = (β−αYt)dt− κ
√
YtdBt(6.1)
for t > 0 where B is a standard Q -Brownian motion started at 0 and α, β, κ > 0 are
constant parameters such that β ≥ κ2/2 (Feller condition).
Now we take a function f(y) := f1(y)+f2(y) where f1 is of A1 -type and f2 is of A2 -type
and consider the VIX model
Xt = f(Yt)(6.2)
for t > 0 . Defining the processes X1t = f1(Yt) (generalized 3/2-model) and X2t = f2(Yt)
(generalized 1/2-model), we then obtain the alternative characterization of X
Xt = X1t +X2t(6.3)
which means that X is the mixture of generalized 3/2-type and 1/2-type of models. Through-
out the section, we will mostly use (6.2).
It should be noted that in the mixture model, X and Y are not related to each other by a
bijective function. Therefore the factor process Y cannot be directly inferred from the observed
value of VIX, and there are two possible values for Y for any given fixed X . However Y
can be easily calibrated from VIX futures prices, in particular, for short maturities (see Figure
6d). Note also that f converges to +∞ as Y goes to 0 or +∞ . We assume the following
Assumption M: There exists ymin such that f is strictly decreasing (increasing) for
y < ymin (y > ymin) .
Remark. By differentiating the function f one can see that Assumption M is equivalent
to the following condition: −f ′2(y)/f ′1(y) < 1 if and only if y < ymin for some ymin .
Mixing the functions f1 and f2 from Examples 2.1-2.6, we can naturally consider the
following models
Example 6.1. ((3/2, 1/2) -mixture model): Let f(y) = a/y + by for positive constants a, b .
Then f ′(y) = −a/y2 + b, f ′′(y) = 2a/y3 . The elasticity of variance is a non-linear function of
the underlying factor.
Example 6.2. ((1+1/(2ν), 1−1/(2µ)) -mixture model): Let f(y) = a/yν + byµ where ν > 0 ,
µ ∈ (0, 1] and a, b are positive constants. Then f ′(y) = −aν/yν+1 + bµyµ−1, f ′′(y) = aν(ν+
1)/yν+2 + bµ(µ−1)yµ−2 . The (3/2, 1/2) -mixture model is obtained when ν = µ = 1 . The
(2, 0) -mixture model examined by Grasselli (2015) is obtained when ν = µ = 1/2 .
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Example 6.3. ((1+1/(2νj), j = 1, ..., n, 1−1/(2µi), i = 1, ..., m) -mixture model): Let f(y) =∑
j ωj/y
νj +
∑
i ω̂iy
µi where νj > 0, ωj > 0 for j = 1, ..., n and µi ∈ (0, 1], ω̂i > 0 for i =
1, ..., n so that f ′(y) = −∑j ωjνj/yνj+1 +∑i ω̂iµiyµi−1 and f ′′(y) =∑j ωjνj(νj + 1)/yνj+2 +∑
i ω̂iµi(µi−1)yµi−2 .
Examples 6.1-6.3 satisfy Assumption M as shown next for Example 6.3 which is the most
general one. Indeed, it is enough to show that the derivative f ′ changes sign only once from
negative to positive. Let us assume that µ1 < µi for i = 2, ..., m , then we rewrite f
′ as
(6.4) f ′(y) =
−∑j ωjνj/yνj+µ1 + ω̂1µ1 +∑i≥2 ω̂iµiyµi−µ1
y1−µ1
for y > 0 and note that the numerator is strictly increasing and varies from −∞ to +∞ and
the denominator is strictly positive. Therefore f ′ changes sign a single time and the proof of
the initial claim is complete.
2. Here we discuss the empirical relevance of the mixture model in Example 6.2. The
Figures 5, 6a and 6b show possible slopes of implied volatility curves that can be generated
by the model. Notably, it reproduces the positive skew and can fit the market data for VIX
options well. Compared to the model in Example 2.2, it has two extra degrees of flexibility,
coefficient b and power µ . In Figure 5, given a benchmark set of parameters (α, β, κ, r, T ) ,
we vary powers (ν, µ) and weights (a, b) . It can be seen (Figures 5c and 5d) that a and ν
are responsible for the parallel shifts of the volatility skew, and we note that low values of ν
and relatively high values of a can produce a smirk when moneyness is negative. Such a smirk
is occasionally observed in the market. On the other hand, variations in b and µ (Figures
5b and 5d) affect the slope of the skew, which is an important feature that helps to fit the
market data. Overall, this analysis shows that by adding 1/2-type to 3/2-type of models we
gain flexibility in capturing empirical features of the implied volatility curve.
In Figures 6a and 6b, we explore the comparative statics of the volatility skew with respect
to maturity T and the diffusion term κ of Y , respectively. It can be observed that implied
volatility moves up when T increases, which is consistent with empirical results documented,
e.g., in Mencia and Sentana (2013). From Figure 6b, we note that relatively large or small
values of κ produce unrealistic levels of implied volatility. We also highlight that the effect of
changes in α and β on the volatility skew is negligible for the benchmark set of parameters.
Finally, in Figures 6c and 6d, we provide the empirical curve of VIX futures prices on particular
days and the term structure given by the ((1+1/(2ν), 1−1/(2µ)) -mixture model. In Figure 6d,
we vary initial values of VIX, and then depending on the binary choice of Y0 we can reproduce
both upward and downward slopes for the term structure along with various forms of curvature.
Moreover, as we mentioned, the changes in α and β do not distort the volatility skew much
so that they can be varied in order to fit the observed futures prices .
3. Under the model (6.1)-(6.2), the rational price CA of the American VIX call at time
t = 0 is the value function of the following optimal stopping problem
(6.5) CA = sup
0≤τ≤T
Ee−rτ (f(Yτ )−K)+
where the supremum is taken over all stopping times τ of Y and the expectation E is taken
under a risk neutral measure Q .
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Figure 5. Sensitivity analysis of implied volatility of VIX options under the (1+
1/(2ν), 1−1/(2µ)) -mixture model. Implied volatilities for maturity T are obtained
by inverting the Black call price formula. The y -axis represents the level of implied
volatility, the x -axis records the moneyness log(K/FT ) , where K is the strike
price and FT is the VIX futures price with maturity T . The benchmark set
of parameters is: ν = 0.75, µ = 1, a = 0.1, b = 0.02, r = 0.01, α = 0.2, κ =
0.7, β = 0.1, T = 2 months, X0 = 0.137 , Y0 = 0.776 . (a) sensitivity w.r.t.
ν = µ : ν = µ = 0.5 (thick), ν = µ = 0.75 (dashed), ν = µ = 1 (dotted),
ν = µ = 1.25 (thin). (b) sensitivity w.r.t. µ : ν = 0.75, µ = 0.5 (thick),
ν = 0.75, µ = 0.75 (dashed), ν = 0.75, µ = 1 (dotted), ν = 0.75, µ = 1.25 (thin).
(c) sensitivity w.r.t. ν : ν = 0.5, µ = 1 (thick), ν = 0.75, µ = 1 (dashed),
ν = 1, µ = 1 (dotted), ν = 1.25, µ = 1 (thin). (d) sensitivity w.r.t. a and b :
a = 0.08, b = 0.02 (dotted), a = 0.1, b = 0.01 (dashed), a = 0.1, b = 0.02 (thin),
a = 0.1, b = 0.025 (dot-dashed), a = 0.11, b = 0.02 (thick).
As the process Y is time-homogeneous Markov, we will study the problem (6.5) in the
Markovian setting and hence, we introduce dependence on time t and the initial value of Y
(6.6) CA(t, y) = sup
0≤τ≤T−t
Ee−rτG(Y yτ )
for t ∈ [0, T ) and y > 0 , where Y y represents the process Y started from Y y0 = y and the
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Figure 6. Sensitivity analysis of implied volatility (panels (a) and (b)). Implied
volatilities for maturity T are obtained by inverting the Black call price formula.
The x -axis corresponds to moneyness log(K/FT ) , where K is the strike price
and FT is the VIX futures price with maturity T . The benchmark set of parame-
ters is: ν = 0.75, µ = 1, a = 0.1, b = 0.02, r = 0.01, α = 0.2, κ = 0.7, β = 0.1, T = 2
months, X0 = 0.137 , Y0 = 0.776 . (a): sensitivity w.r.t. maturity T : T = 1
month (thick), T = 2 months (dashed), T = 3 months (dotted), T = 4 months
(thin). (b) sensitivity w.r.t. κ : κ = 1 (thick), κ = 0.7 (thin), κ = 0.4
(dashed). Panels (c) and (d) show, respectively, the observed VIX futures term
structure on particular days and the model VIX futures term structure for differ-
ent initial values X0 of VIX: X0 = 0.137 (thick), X0 = 0.22 (thin), X0 = 0.35
(dashed), X0 = 0.65 (dotted); upper and lower curves correspond to two possible
values of Y0 .
payoff function G is given by
(6.7) G(y) := (f(y)−K)+
for y > 0 .
4. The rational price function of the European VIX call is
(6.8) CE(t, y) = e−r(T−t)E(f(Y yT−t)−K)+
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for t ∈ [0, T ) and y > 0 . We note that given Assumption M, there are unique points
K∗ ≤ K∗ such that f(y) ≥ K when y ≤ K∗ or y ≥ K∗ . As the random variable Y yt has
non-central chi-squared density function q(y˜; t, y) , one can compute CE numerically using
(6.9) CE(t, y) = e−r(T−t)
[∫ K∗
0
(f(y˜)−K) q(y˜;T−t, y) dy˜ +
∫ ∞
K∗
(f(y˜)−K) q(y˜;T−t, y) dy˜
]
for t ∈ [0, T ) and y > 0 .
5. The VIX futures can be computed efficiently by straightforward numerical integration
(6.10) FT =
∫ ∞
0
f(y˜) q(y˜;T, y0) dy˜
for T > 0 (see Figure 6d). As in Section 2, we can approximate the futures price as follows
(6.11) FT = E[f(YT )] ≈ f(E[YT ]) +
4∑
k=2
1
k!
E(YT − E[YT ])kf (k)(E[YT ])
where centered moments of YT are known.
6.2. The free-boundary problem for the American VIX call
In this section, we reduce the problem (6.6) to a free-boundary problem which will be tackled
using again the local time-space calculus (Peskir (2005a)). The continuity of G and standard
arguments show that the continuation and exercise regions read
C = { (t, y) ∈ [0, T )×[0,∞) : CA(t, y) > G(y) }(6.12)
E = { (t, y) ∈ [0, T )×[0,∞) : CA(t, y) = G(y) }(6.13)
and the optimal stopping time in (6.6) is given by
τ = inf { 0 ≤ s ≤ T−t : (t+s, Y ys ) ∈ E }.(6.14)
The process (6.1) also satisfies the conditions of Theorem 37 of Chapter V, Section 7 in
Protter (1990) so that
(6.15)
[
E sup
0≤u≤T
(Y xu −Y yu )2
]1/2
≤ CL |x− y|
for x, y > 0 and some constant CL > 0 . We will use this estimate for the proof of the
smooth-fit property.
1. First, we show that the price function CA is continuous on [0, T )× (0,∞) . We have
0 ≤ CA(t, x)− CA(t, y) ≤ sup
0≤τ≤T−t
Ee−rτ (f(Y xτ )−f(Y yτ ))+(6.16)
≤E sup
0≤u≤T−t
(
X
f1(x)
1u +X
f2(x)
2u −Xf1(y)1u −Xf2(y)2u
)+
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≤E sup
0≤u≤T−t
(
X
f1(x)
1u −Xf1(y)1u
)+
+ E sup
0≤u≤T−t
(
X
f2(x)
2u −Xf2(y)2u
)+
for x ≥ y and t ∈ [0, T ) , where we used that sup(f) − sup(g) ≤ sup(f−g) , (x − K)+ −
(y −K)+ ≤ (x − y)+ for x, y,K ∈ IR , and the representation (6.3). Using the continuity of
f1 and f2 and the same arguments for processes X1 and X2 as in paragraph 1 of Section 3,
shows that y 7→ CA(t, y) is continuous uniformly over t ∈ [0, T ] . The proof that t 7→ CA(t, y)
is continuous on [0, T ] for each y ≥ 0 fixed is also analogous to the one in paragraph 1 of
Section 3 and thus we omit it. Combining both facts establishes the continuity of CA on
[0, T )× (0,∞) .
2. Now we derive some initial insights into the structure of exercise region E .
(i) We first calculate the function H(y) := ( LYG−rG)(y) for y ∈ (0,∞) (which is the
instantaneous benefit of waiting to exercise) where
 LY = (β−αy) d
dy
+
κ2y
2
d2
dy2
(6.17)
is the infinitesimal generator of Y . As G(y) = (f(y)−K)+ , we have that
H(y) = h(y)I(y ≤ K∗ or y ≥ K∗)(6.18)
for y ∈ (0,∞) where
h(y) = (β−αy) f ′(y) + κ
2y
2
f ′′(y)− rf(y) + rK(6.19)
for y > 0 . The following condition is imposed on the model
Assumption R’: There exist y∗ < y
∗ such that H(y) ≥ 0 if and only if min(y∗, K∗) ≤ y ≤
max(y∗, K∗) .
Numerical computations show that the models in Examples 6.1-6.3 satisfy this assumption
for a wide range of parameters.
(ii) We now use the Ito-Tanaka’s formula and the definition of H to obtain
Ee−rτG(Y yτ ) = G(y) + E
∫ τ
0
e−rsH(Y ys )ds(6.20)
+
1
2
E
∫ τ
0
e−rs(−f ′(K∗))dℓK∗s (Y y) +
1
2
E
∫ τ
0
e−rsf ′(K∗)dℓK
∗
s (Y
y)
for y ∈ (0,∞) and any stopping time τ of the process Y , where (ℓKs (X))s≥0 is the local
time process of X at levels K ∈ {K∗, K∗}
ℓKs (X
x) := Q− lim
ε↓0
1
2ε
∫ s
0
I(K−ε < Xxu < K+ε) d 〈X,X〉u(6.21)
and dℓKs (X
x) refers to the integration with respect to the continuous increasing function
s 7→ ℓKs (Xx) .
Equation (6.20) and Assumption R’ show that it is not optimal to exercise the call option
when min(y∗, K∗) ≤ Yt ≤ max(y∗, K∗) as H(Yt) ≥ 0 in this region and thus both integral
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terms on the right-hand side of (6.20) are non-negative. This fact can be also explained in the
particular case where K∗ ≤ Yt ≤ K∗ as follows: if the option holder exercises between K∗
and K∗ the payoff is null, however there is a positive probability of receiving a strictly positive
payoff in future.
Another implication of (6.20) is that the exercise region is non-empty for all t ∈ [0, T ) , as
for small y ↓ 0 and large y ↑ ∞ the integrand H is negative and the local time terms are
zero, and thus due to the insufficient time to compensate for the negative H , it is optimal to
stop at once.
3. Next we prove further properties of the exercise region E and define the optimal exercise
boundaries.
(i) Using the same arguments as in Section 3, we can show that E is right-connected.
(ii) Now let us take t > 0 and x > y > max(K∗, y∗) such that (t, y) ∈ E . Then, by right-
connectedness of the exercise region, we have that (s, y) ∈ E as well for any s > t . If we now
run the process (t, Yt) from (t, x) , we cannot hit the level max(K
∗, y∗) before exercise (as x >
y ), thus the local time terms in (6.20) are 0 and the integrand H is negative (by Assumption
R’). Therefore, it is optimal to exercise at (t, x) , which establishes up-connectedness of the
exercise region E when y > max(K∗, y∗) . Exploiting the same arguments, we show down-
connectedness of the exercise region E when y < min(K∗, y∗) .
(iii) From (i) - (ii) and paragraph 2 (ii) above, we can conclude that there exist a pair
of optimal exercise boundaries b∗ : [0, T ]→ (0,∞) and b∗ : [0, T ]→ (0,∞) such that
τ = inf { 0 ≤ s ≤ T−t : Y ys ≤ b∗(t+s) or Y ys ≥ b∗(t+s) }(6.22)
is optimal in (6.6) and 0 < b∗(t) < min(K∗, y∗) < max(K
∗, y∗) < b∗(t) < ∞ for t ∈ [0, T ) .
Moreover, b∗ is increasing and b
∗ is decreasing on [0, T ) .
4. Now we prove that the smooth-fit condition along the boundaries b∗ and b
∗ holds
CAy (t, b∗(t)+) = C
A
y (t, b∗(t)−) = G′(b∗(t)) = f ′(b∗(t))(6.23)
CAy (t, b
∗(t)−) = CAy (t, b∗(t)+) = G′(b∗(t)) = f ′(b∗(t))(6.24)
for all t ∈ [0, T ) . We will only prove (6.24) below, as the proof for the lower boundary b∗ is
similar and can be omitted.
(i) First, let us fix a point (t, y) ∈ [0, T ) × (0,∞) lying on the boundary b∗ so that
y = b∗(t) . Then, we have
CA(t, y)− CA(t, y−ε)
ε
≤ G(y)−G(y−ε)
ε
(6.25)
and taking the limit as ε ↓ 0 , we get
lim sup
ε↓0
CA(t, y)− CA(t, y−ε)
ε
≤ G′(y) = f ′(y).(6.26)
(ii) To prove the reverse inequality, we set τε = τε(t, y−ε) as an optimal stopping time
for CA(t, y−ε) . Using that Y is a regular diffusion and t 7→ b∗(t) is decreasing, we have that
τε → 0 as ε→ 0 Q -a.s. By the comparison theorem for solutions of SDEs and noting that
G(Y yτε)−G(Y y−ετε )(6.27)
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=
(
f(Y yτε)−f(Y y−ετε )
)
I
(
f(Y y−ετε ) ≥ K
)
+ (f(Y yτε)−K)I
(
f(Y yτε) ≥ K ≥ f(Y y−ετε )
)
≥ (f(Y yτε)−f(Y y−ετε )) I (f(Y y−ετε ) ≥ K)
we obtain
1
ε
(
CA(t, y)− CA(t, y−ε)
)
(6.28)
≥ 1
ε
E
[
e−rτε
(
f(Y yτε)−f(Y y−ετε )
)
I
(
f(Y y−ετε ) ≥ K
)]
=
1
ε
E
[
e−rτε
(
f(Y yτε)−f(Y y−ετε )
)]− 1
ε
E
[
e−rτε
(
f(Y yτε)−f(Y y−ετε )
)
I
(
f(Y y−ετε ) ≤ K
)]
.
Then the second term on the right-hand side of (6.28) goes to 0 as ε→ 0 as
0 ≤ 1
ε
E
[
e−rτε
(
f(Y yτε)−f(Y y−ετε )
)
I
(
f(Y y−ετε ) ≤ K
)]
(6.29)
≤ 1
ε
(
E
(
f(Y yτε)−f(Y y−ετε )
)2)1/2 (
Q(f(Y y−ετε ) ≤ K)
)1/2
=
1
ε
(
E
(
f ′(ξ)(Y yτε−Y y−ετε )
)2)1/2 (
Q(f(Y y−ετε ) ≤ K)
)1/2
≤ 1
ε
Cf ′
(
E sup
0≤u≤T−t
(
Y yu −Y y−εu
)2)1/2 (
Q(f(Y y−ετε ) ≤ K)
)1/2
≤ Cf ′CL
(
Q(f(Y y−ετε ) ≤ K)
)1/2 → 0
where we used Holder inequality, the mean value theorem with ξ ∈ [Y y−ετε , Y yτε] , the facts that
|f ′(y)| ≤ Cf ′ for some constant Cf ′ > 0 and any y ≥ b∗(0) > 0 , that ξ ≥ Y y−ετε ≥ b∗(t+τε) >
b∗(0) , the inequality (6.15) and that the latter probability goes to zero because y > K
∗ . Now,
we turn to the first term on the right-hand side of (6.28). Using Ito’s formula we have
1
ε
E
[
e−rτε
(
f(Y yτε)−f(Y y−ετε )
)]
=
f(y)−f(y−ε)
ε
+
1
ε
E
[∫ τε
0
e−rs
(
ω(Y ys )−ω(Y y−εs )
)
ds
]
(6.30)
where ω(y) :=
(
β−αy)f ′(y)+ 1
2
κ2yf ′′(y)−rf(y) for y > 0 . We show that the second term of
(6.30) goes to 0 as ε→ 0
0 ≤ 1
ε
E
∣∣∣∣∫ τε
0
e−rs(ω(Y ys )−ω(Y y−εs ))ds
∣∣∣∣ ≤ 1ε
[
E
∫ τε
0
e−rs|ω′(ξs)|(Y ys −Y y−εs )ds
]
(6.31)
≤ 1
ε
Cω′E
[
τε sup
0≤u≤T−t
(
Y yu −Y y−εu
)] ≤ 1
ε
Cω′
(
Eτ 2ε
)1/2(
E sup
0≤u≤T−t
(
Y yu −Y y−εu
)2)1/2
≤ 1
ε
Cω′CL ε
(
Eτ 2ε
)1/2
= Cω′CL
(
Eτ 2ε
)1/2 → 0
where we used the mean value theorem with ξs ∈ [Y y−εs , Y ys ] , the facts that |ω′(y)| ≤ Cω′ for
some Cω′ > 0 and all y ≥ b∗(0) > 0 , that ξs ≥ Y y−εs ≥ b∗(t) > b∗(0) for s ∈ [0, τε] , Holder
inequality, the inequality (6.15) and that Eτ 2ε → 0 as ε → 0 by the dominated convergence
theorem.
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Thus, using (6.28)-(6.31) and taking the limits as ε→ 0 we have that
lim inf
ε↓0
CA(t, y)− CA(t, y−ε)
ε
≥ G′(y) = f ′(y)(6.32)
for t ∈ [0, T ) . Thus, combining (6.26) and (6.32) we obtain (6.24).
5. Using similar arguments as in paragraph 5 of Section 3, we can prove that the bound-
aries b∗ and b
∗ are continuous on [0, T ] and that b∗(T−) = min(K∗, y∗) and b∗(T−) =
max(K∗, y∗) .
6. The facts proved in paragraphs 1-5 above and standard arguments based on the strong
Markov property (see, e.g., Peskir and Shiryaev (2006)) lead to the following free-boundary
problem for the value function CA and unknown boundaries b∗ and b
∗
CAt + LYC
A−rCA = 0 in C(6.33)
CA(t, b∗(t)) = G(b∗(t)) = f(b∗(t))−K for t ∈ [0, T )(6.34)
CA(t, b∗(t)) = G(b∗(t)) = f(b∗(t))−K for t ∈ [0, T )(6.35)
CAy (t, b∗(t)) = G
′(b∗(t)) = f
′(b∗(t)) for t ∈ [0, T )(6.36)
CAy (t, b
∗(t)) = G′(b∗(t)) = f ′(b∗(t)) for t ∈ [0, T )(6.37)
CA(t, y) > G(y) in C(6.38)
CA(t, y) = G(y) in E(6.39)
where the continuation set C and the exercise set E are given by
C = { (t, y) ∈ [0, T )×(0,∞) : b∗(t) < y < b∗(t) }(6.40)
E = { (t, y) ∈ [0, T )×(0,∞) : y ≤ b∗(t) or y ≥ b∗(t) }.(6.41)
The following properties of CA , b∗ and b
∗ were also verified above
CA is continuous on [0, T ]× (0,∞)(6.42)
CA is C1,2 on C(6.43)
t 7→ CA(t, y) is decreasing on [0, T ] for each y ∈ [0,∞)(6.44)
t 7→ b∗(t) is increasing and continuous on [0, T ] with b∗(T−) = min(K∗, x∗)(6.45)
t 7→ b∗(t) is decreasing and continuous on [0, T ] with b∗(T−) = max(K∗, x∗).(6.46)
7. We recall that we already showed how to compute the European VIX call price in Section
6.1 above. Now define the function
L(u, y, z1, z2) = −E
[
e−ruH(Y yu )I(Y
y
u ≤ z1 or Y yu ≥ z2)
]
(6.47)
for u ≥ 0 and y, z1, z2 > 0 . Using that the random variable Y yt has non-central chi-squared
density function q(y˜; t, y) , we have
L(u, y, z1, z2) = −e−ru
∫ z1
0
H(y˜) q(y˜; u, y) dy˜ − e−ru
∫ ∞
z2
H(y˜) q(y˜; u, y) dy˜(6.48)
for u ≥ 0 and y, z1, z2 > 0 .
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Figure 7. This figure plots the optimal exercise boundaries b∗ (lower) and b
∗
(upper) for the process Y in the (3/2, 1/2) -mixture model. The parameter set
is T = 1 year, α = κ = 1, β = 2, r = 0.05,K = 0.15, a = b = 0.07 .
Theorem 6.4. The price function CA in (6.6) has the representation
CA(t, y) = CE(t, y) +
∫ T−t
0
L(u, y, b∗(t+u), b
∗(t+u))du(6.49)
for t ∈ [0, T ] and y ∈ (0,∞) . The optimal exercise boundaries b∗ and b∗ in (6.6) can be
characterized as the unique solution to the coupled nonlinear integral equations of Volterra type
f(b∗(t))−K = CE(t, b∗(t)) +
∫ T−t
0
L(u, b∗(t), b∗(t+u), b
∗(t+u))du(6.50)
f(b∗(t))−K = CE(t, b∗(t)) +
∫ T−t
0
L(u, b∗(t), b∗(t+u), b
∗(t+u))du(6.51)
for t ∈ [0, T ] , in the class of continuous functions b∗(t) and b∗(t) with b∗(T ) = min(K∗, y∗)
and b∗(T ) = max(K∗, y∗) (See Figures 7 and 8).
Proof. (A) First, we clearly have that the conditions for the local time-space formula on curves
(Peskir (2005a)) hold (in the relaxed form) for e−rsCA(t+s, Y ys ) so that
e−rsCA(t+s, Y ys )(6.52)
= CA(t, y) +Ms
+
∫ s
0
e−ru
(
CAt + LYC
A−rCA) (t+u, Y yu )I(Xxu 6= {b∗(t+u), b∗(t+u)})du
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Figure 8. This figure plots the price functions of the American CA(0, y) (solid)
and the European CE(0, y) (dotted) call price functions for the (3/2, 1/2) -
mixture model against y at t = 0 . The dashed line corresponds to the pay-
off function (f(y)−K)+ . The parameter set, as for Figure 5, is T = 1 year,
α = κ = 1, β = 2, r = 0.05,K = 0.15, a = b = 0.07 . For this set of parameters, the
figure shows the convexity of the American call price with respect to y .
+
1
2
∫ s
0
e−ru
(
CAy (t+u, Y
y
u+)− CAy (t+u, Y yu−)
)
I
(
Y yu = b∗(t+u)
)
dℓb∗u (Y
y)
+
1
2
∫ s
0
e−ru
(
CAy (t+u, Y
y
u+)− CAy (t+u, Y yu−)
)
I
(
Y yu = b
∗(t+u)
)
dℓb
∗
u (Y
y)
= CA(t, y) +Ms
+
∫ s
0
e−ru ( LYG−rG) (t+u, Y yu )I(Y yu ≤ b∗(t+u) orY yu ≥ b∗(t+u))du
= CA(t, y) +Ms +
∫ s
0
e−ruH(Y yu )I(Y
y
u ≤ b∗(t+u) orY yu ≥ b∗(t+u))du
where we used (6.33) and the smooth-fit conditions (6.36)-(6.37), (6.39) and where M =
(Ms)s≥0 is the martingale term, (ℓ
b
t(X
x))t≥0 is the local time process of X
x at the boundaries
b ∈ {b∗, b∗}
ℓbt(X
x) := Q− lim
ε↓0
1
2ε
∫ t
0
I(b(t+u)−ε < Xxu < b(t+u)+ε)d 〈X,X〉u .(6.53)
Now, upon letting s = T−t , taking the expectation E , recalling the definition of CE in (6.9),
using the optional sampling theorem for M , rearranging terms and noting that CA(T, y) =
G(y) = (f(y)−K)+ for all y > 0 , we get (6.49). The system of integral equations (6.50)-(6.52)
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is obtained by substituting x = b∗(t) and x = b
∗(t) into (6.49) and using (6.34) and (6.35),
respectively.
(B) The proof of that the pair (b∗, b
∗) is the unique solution to the system (6.50)-(6.52)
in the class of continuous functions t 7→ b∗(t) and t 7→ b∗(t) follows from arguments similar
to those employed in Theorem 3.1 in Section 3.
Remark 6.5. The results of this section might be seen as generalizations of the results in
Sections 2-4 if we slightly change the model and take f = f1 + f2 where f1 is of (A1) -type
or zero function, and f2 is of (A2) -type or zero. Then if f1 ≡ 0 (thus f is of 1/2-type),
we have K∗ = 0 , b∗ = 0 and a single boundary b
∗ for Y , which can be translated into
the boundary f(b∗) for the VIX process X . If now f2 ≡ 0 (i.e. f is of 3/2-type), we
have K∗ =∞ , b∗ =∞ and a single boundary b∗ for Y , which can be transformed into the
boundary f(b∗) for X .
Appendix
Here, we show that the models in Examples 2.1-2.6 satisfy Assumption R under some
conditions for parameters when needed.
1. ( 3/2 -model) When β > κ2 , we get
h (x) = x (α−r)− (β−κ2)x2 + rK
with x∗ =
α−r+
√
(α−r)2+4(β−κ2)rK
2(β−κ2)
> 0.
2. ( 1+1/(2ν) -model) When β > 1
2
κ2 (ν+1) , we obtain that
h (x) = ν
((
α− r
ν
)
x− (β− 1
2
κ2 (ν+1)
)
x1+1/ν
)
+ rK
is a strictly concave function for x > 0 with h (+∞) = −∞ . The threshold x∗ is the unique
positive root of ν
((
α− r
ν
)
x− (β− 1
2
κ2 (ν+1)
)
x1+1/ν
)
+ rK = 0 .
3. (mixture 1+1/(2νj) , j = 1, ..., n model) We were not able to verify analytically the
Assumption R for this model, however numerical results strongly support the claim that this
assumption is satisfied when β > 1
2
κ2 (νj+1) for any j = 1, ..., n .
4. ( 1/2 -model) We have that
h (x) = β − αx− r (x−K)
with x∗ = (β+rK) / (α+r) .
5. ( 1−1/ (2ν) -model) When β+ 1
2
κ2 (ν − 1) > 0 (which is satisfied under Feller condition
β ≥ κ2/2 we imposed throughout the paper) we have that
h (x) = νx1−1/ν
(
β + 1
2
κ2 (ν − 1))− (r+να)x+ rK
is a strictly decreasing function for x > 0 with h (+∞) = −∞ . The threshold x∗ is the
unique positive root of νx1−1/ν
(
β + 1
2
κ2 (ν − 1))− (r + να) x+ rK = 0 .
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6. (mixture 1−1/ (2νj) , j = 1, ..., n model) When β+ 12κ2 (νj − 1) > 0 for any j = 1, ..., n
(which also holds under Feller condition), we have that
h (x) =
∑
j
ωjνjg
νj−1(x)
(
β + 1
2
κ2 (νj − 1)
)− α∑
j
ωjνjg
νj(x)− r(x−K)
is a strictly decreasing function for x > 0 with h (+∞) = −∞ . The threshold x∗ is the
unique positive root of
∑
j ωjνjg
νj−1(x)
(
β + 1
2
κ2 (νj − 1)
)− α∑j ωjνjgνj(x)− r(x−K) = 0 .
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