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ABSTRACT
Window aggregates are ubiquitous in stream processing. In Azure
Stream Analytics (ASA), a stream processing service hosted by Mi-
crosoft’s Azure cloud, we see many customer queries that contain
aggregate functions (such as MIN and MAX) over multiple corre-
lated windows (e.g., tumbling windows of length five minutes and
ten minutes) defined on the same event stream. In this paper, we
present a cost-based optimization framework for optimizing such
queries by sharing computation among multiple windows. Since
our optimization techniques are at the level of query rewriting,
they can be implemented on any stream processing system that
supports a declarative, SQL-like query language without changing
the underlying query execution engine. We formalize the shared
computation problem, present the optimization techniques in detail,
and report evaluation results over synthetic workloads.
1 INTRODUCTION
Near-real-time querying of data streams is required by many appli-
cations, such as algorithmic stock trading, fraud detection, process
monitoring, and RFID event processing. The importance of this tech-
nology has been growing due to the surge of demand for Internet of
Things (IoT) and edge computing applications, leading to a variety
of systems from both the open-source community (e.g., Apache
Storm [40], Apache Spark Streaming [7, 44], Apache Flink [14]) and
the commercial world (e.g., Amazon Kinesis [1], Microsoft Azure
Stream Analytics [2], Google Cloud Dataflow [3]). Although im-
perative programming/query interfaces, such as the functional ex-
pressions used in Trill [19] (see Figure 1(b) for an example), remain
available in these stream processing systems, declarative SQL-like
query interfaces are becoming increasingly popular. For example,
Apache Spark recently introduced structured streaming, a declara-
tive streaming query API based on Spark SQL [7]. Azure Stream
Analysics (ASA), Microsoft’s cloud-based stream processing service,
also differentiates itself with a SQL interface.
Declarative query interfaces allow users of stream processing
systems to focus on what task is to be completed, rather than the
details of how to execute it. When it comes to the question of ef-
ficient query execution, they rely on powerful query optimizers.
In the traditional world of database management systems, the suc-
cess of declarative query languages heavily depends on cost-based
query optimization, which has been an active area for research since
1970’s [37]. Unfortunately, in spite of the increasing popularity of
∗Work was done when Christina Pavlopoulou was at Microsoft.
SELECT DeviceID, 
System.Window().Id, 
Min(temperature) AS MinTemp, 
FROM Input TIMESTAMP BY EntryTime
GROUP BY DeviceID, 
Windows(
Window(‘10 min’, TumblingWindow(minute, 10),                      
Window(‘20 min’, TumblingWindow(minute, 20), 
Window(‘30 min’, TumblingWindow(minute, 30), 
Window(‘40 min’, TumblingWindow(minute, 40)
) 
(a) ASA query
Source
.Multicast(s => s
.Tumbling(“_10”).GroupAggregateWin(w,k,Min(e.a),(w, k, agg0) => {w, k, agg0.Min})
.Union(s
.Tumbling(“_20”).GroupAggregateWin(w,k,Min(e.a),(w, k, agg0) => {w, k, agg0.Min})
.Union(s
.Tumbling(“_30”).GroupAggregateWin(w,k,Min(e.a),(w, k, agg0) => {w, k, agg0.Min})
.Union(s
.Tumbling(“_40”).GroupAggregateWin(w,k,Min(e.a),(w, k, agg0) => {w, k, agg0.Min})
))
(b) Translated Trill [19] expression
Figure 1: An ASA aggregation query overmultiple windows.
declarative query interfaces in stream processing systems, cost-
based query optimization of such systems remains underdeveloped
— most systems, if not all, rely on rule-based query optimizers.
In this paper, we focus on cost-based optimization techniques for
window aggregates, an ubiquitous category of streaming queries,
in declarative stream processing systems. In our experience with
ASA, users often want to perform the same aggregate function
over the same data stream but with windows of different sizes.
They do this for a variety of reasons, such as learning about or
debugging a stream by exploring its behavior over different time
periods, reporting near real-time behavior of a stream over small
windows as well as much longer windows (e.g., an hour vs. a week),
and simultaneously supporting different users whose dashboards
display stream behavior over different window sizes.
A straightforward implementation would evaluate the aggregate
function over each window separately. Although this implementa-
tion is relatively simple, it potentially wastes CPU cycles. We start
with an example to illustrate this inefficiency.
Example 1 (Multi-window Aggregate Query). Figure 1(a)
presents a query with a single aggregate function (i.e., MIN) over
multiple windows. It returns the minimum temperature reported by
1
ar
X
iv
:2
00
8.
12
37
9v
1 
 [c
s.D
B]
  2
7 A
ug
 20
20
Wentao Wu, Philip A. Bernstein, Alex Raizman, and Christina Pavlopoulou
Input Stream
MultiCast
Agg10
Agg20Agg30
Agg40
Union
MultiCast
 Revised Plan
Input Stream
MultiCast
Agg10 Agg20 Agg30 Agg40
Union
 Original Plan
(a) Query plan rewriting
Source
.Tumbling(“_10”).GroupAggregateWin(w,k,Min(e.a),(w, k, agg0) => {w, k, agg0.Min})
.Multicast(s => s
.Union(s
.Tumbling(“_20”).GroupAggregateWin(w,k,Min(e.sagg0),(w, k, agg0) => {w, k, agg0.Min})
.Multicast(s => s
.Union(s
.Tumbling(“_40”). GroupAggregateWin(w, k,Min(e.sagg1),(w,k, agg0) => {w, k, agg0.Min}))))
.Union(s
.Tumbling(“_30”). GroupAggregateWin(w, k,Min(e.sagg0),(w, k, agg0) => {w, k, agg0.Min}).
(b) Translated Trill expression of the rewritten plan
Figure 2: Rewritten query by cost-based optimization.
each device every 10, 20, 30, and 40 minutes. Figure 1(b) presents its
execution plan in ASA, which runs the aggregate over each window
separately and then takes a union of the results. The plan is shown
graphically on the left side of Figure 2(a).
This execution plan is clearly inefficient. For example, the MIN
function over the 20-minute tumbling window can be computed
from two consecutive tuples output by the 10-minute tumbling
window, instead of computing it directly from the input stream.
Such overlapping windows present an opportunity for optimization.
Our cost-based optimization technique exploits this opportunity
by finding the cheapest way of computing the four window aggre-
gates in terms of the overall CPU overhead. It produces the revised
query plan shown graphically on the right side of Figure 2(a). In-
stead of computing the aggregate function over the four windows
separately, the revised plan organizes the windows into a hierarchi-
cal structure. As a result, downstream windows use sub-aggregates
from their upstream windows as inputs. For instance, aggregates
over the 20-minute and 30-minute windows are computed from sub-
aggregates that are outputs of the 10-minute window, and aggre-
gates of the 40-minute window are computed from sub-aggregates
that are outputs of the 20-minute window. The revised plan’s graph
is translated into a Trill [19] expression shown in Figure 2(b).
Comparison with Window Slicing. We are not the first to notice
the opportunity to share computation when evaluating aggregate
functions over multiple windows. An earlier well-known approach
iswindow slicing. See [15] for a recent survey. Unlike our techniques,
window slicing does not directly exploit the overlaps between win-
dows by feeding sub-aggregates from upstream windows as inputs
into downstream windows. Rather, it creates shared data sketches
called window slices over the input stream, which all windows can
access to compute their aggregates.
The main advantage of our technique over window slicing is
that it works at the query rewriting level without changing the
implementation of the underlying query processing engine. It can
be used with any declarative, SQL-style query language, which are
popular interfaces to stream processing systems. Our experimental
results show the performance of our technique is comparable to
state-of-the-art window slicing techniques [29, 30].
By contrast, window slicing techniques require runtime engine
changes for storage and access management of the created win-
dow slices [41]. This is a non-trivial task in a modern engine for
stream query processing, due to its use of code generation [19],
multi-threading, concurrency control, etc. This may be why, to the
best of our knowledge, window slicing is not leveraged by existing
commercial (distributed) stream processing engines. Nonetheless,
this does not rule out the possibility of pure compiler-level imple-
mentations of (both existing and new) window slicing techniques.
Some window-slicing runtime optimizations (e.g., [30]) are covered
by our compiler-level approach. We leave open the question of
whether our technique covers all such optimizations.
Summary of contributions. To summarize, this paper makes the
following contributions:
• In Section 2, we introduce thewindow coverage graph (WCG),
a formal model and data structure that captures the overlap-
ping relationships between windows.
• In Section 3, we propose a cost-based optimization frame-
work using the WCG model, to minimize the computation
cost of multi-window aggregate queries, as well as related
query rewritings on the optimal, min-cost WCG.
• We extend the cost-based optimization framework in Sec-
tion 4 by considering factor windows, which are auxiliary
windows that are not present in the query but can further
reduce the overall computation cost.
• We evaluate efficiency improvements of our proposed opti-
mizations using synthetic workloads, presented in Section 4.
Section 6 discusses related work, and Section 7 is the conclusion.
2 OVERLAPS BETWEENWINDOWS
We start with a formal study of the overlapping relationships be-
tween windows. We then propose window coverage graph, a formal
model and data structure that captures overlapping relationships
for a given set of windows.
2.1 Preliminaries
We follow the convention in the literature to represent a window
W using two parameters [27]:
• r – the range ofW that represents its duration;
• s – the slide ofW that represents the gap between its two
consecutive firings.
Throughout this paper, we assume that s and r are integers and
use the same time unit (e.g., second, minute, hour). We assume
0 < s ≤ r and writeW ⟨r , s⟩. ASA callsW a hopping window if s < r ,
or a tumbling window if s = r .
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A window set W = {W1, ...,Wn } represents a set of windows
with no duplicates. An aggregate function f defined over a window
setW computes a result for eachW ∈ W and takes a union of the
results, i.e., f (W) = ∪W ∈W f (W ).
2.1.1 The Interval Representation of a Window. As an alternative
to the “range-slide” based representation, we can use a sequence of
intervals to represent the lifetime of a window [10]. Without loss
of generality, we assume the intervals are left-closed and right-open
and define the interval representation of a windowW ⟨r , s⟩ as
W = {[m · s,m · s + r )},
wherem ≥ 0 is an integer. For example, the interval representation
of windowW (10, 2) is {[0, 10), [2, 12), [4, 14), ... }.
2.2 Window Coverage and Partitioning
Now consider two windowsW1⟨r1, s1⟩ andW2⟨r2, s2⟩. Using their
interval representations, we also have
W1 = {[m1 · s1,m1 · s1 + r1)}
and
W2 = {[m2 · s2,m2 · s2 + r2)}
wherem1 ≥ 0 andm2 ≥ 0 are integers.
Definition 1 (Window Coverage). We say thatW1 is covered
byW2, denotedW1 ≤W2, if r1 > r2 and for any interval I = [a,b) in
W1 there exist intervals Ia = [a,x) and Ib = [y,b) inW2 such that
a > y and x < b.1 As a special case, a window is covered by itself.
Example 2 (Window Coverage). Consider
• W1⟨s1 = 2, r1 = 10⟩;
• W2⟨s2 = 2, r2 = 8⟩.
Figure 3 plots the first two intervals ofW1 ({[0, 10), [2, 12)}) and the
first three intervals ofW2 ({[0, 8), [2, 10), [4, 12)}). The first interval
ofW1 is covered by the first and second intervals ofW2, and the second
interval ofW1 is covered by the second and third intervals ofW2.
The following theorem provides sufficient and necessary condi-
tions for the window coverage relation:2
Theorem 1. W1 is covered byW2 if and only if (1) s1 is a multiple
of s2 and (2) δr = r1 − r2 is a multiple of s2.
Example 3 (Window Coverage Theorem). Consider again the
windows of Example 2:W1⟨s1 = 2, r1 = 10⟩ andW2⟨s2 = 2, r2 = 8⟩.
We have s1/s2 = 1, so s1 is a multiple of s2, and (r1 − r2)/s2 = 1, so
r1 − r2 is a multiple of s2. By Theorem 1,W1 is covered byW2.
2.2.1 A Partial Order. The window coverage relation defines a par-
tial order over windows, as characterized by the following theorem:
Theorem 2. The window coverage relation is reflexive, antisym-
metric, and transitive.
1Note that, ifW1 is covered byW2 , then these two intervals are unique.
2Proofs are postponed to the appendix of this paper.
W1
W2
time
0 2 8 104 12
a = 0 b = 10
a = 0 x = 8
y = 2 b = 10
Figure 3: An example of window coverage.
2.2.2 Interval Coverage. Suppose thatW1 ≤W2. For any interval
I = [a,b) inW1, let Ia = [a,x) and Ib = [y,b) be the two intervals
inW2 specified by Definition 1.
Definition 2 (Covering Interval Set). Let the set of intervals
“between” Ia and Ib inW2 be Ia,b = {[u,v) : a ≤ u and v ≤ b}. We
call Ia,b the covering (interval) set of I .
Clearly, Ia , Ib ∈ Ia,b . The cardinality |Ia,b | is independent of
the choice of a and b. We call it the covering multiplier ofW2 with
respect toW1, denotedM(W1,W2). An analytic form for the covering
multiplier is given by the following theorem:
Theorem 3. If the windowW1⟨r1, s1⟩ is covered by the window
W2⟨r2, s2⟩, thenM(W1,W2) = 1 + (r1 − r2)/s2.
We now introduce the more general notion of “interval coverage”
based on the above discussion.
Definition 3 (Interval Coverage). We say that an interval I
is covered by a set of intervals I if I = ∪J ∈I J .
Example 4 (Interval Coverage). In Figure 3, for the first interval
inW1 the covering set consists of the first and second intervals inW2,
and for the second interval inW1 consists of the second and third
intervals inW2.
2.2.3 Interval/Window Partitioning. A special case of interval cov-
erage is when the intervals in the covering set are disjoint.
Definition 4 (Interval Partitioning). If an interval I is cov-
ered by a set of intervals I such that the intervals in I are mutually
exclusive, then I is partitioned by I.
We can further define “window partitioning” accordingly, which
is a special case of window coverage:
Definition 5 (Window Partitioning). We say thatW1 is par-
titioned byW2, ifW1 is covered byW2 and each interval inW1 is
partitioned by its covering set inW2.
Figure 4 illustrates the difference between window partitioning
and general window coverage. Here each interval ofW1 is cov-
ered by two intervals ofW2, i.e., M(W1,W2) = 2. We now provide
rigorous conditions for window partitioning:
Theorem 4. W1 is partitioned by W2 if and only if (1) s1 is a
multiple of s2, (2) r1 is a multiple of s2, and (3) r2 = s2 (i.e.,W2 is a
tumbling window).
Example 5 (Window Partitioning). In Example 2 s1/s2 = 1
and r1/s2 = 5. So conditions (1) and (2) in Theorem 4 hold. However,
condition (3) is violated since r2 , s2 (i.e., W2 is not a tumbling
window). As a result,W1 cannot be partitioned byW2.
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I
J’
J’’
W1
W2
(a) Window partitioning
I
J’
J’’
W1
W2
(b) Window coverage
Figure 4: A comparison of window partitioning with general
window coverage.
2.3 Window Coverage Graph (WCG)
We define the windows coverage graph G = (W, E) for a given
window setW based on the partial order introduced by the window
coverage relation. For everyW1,W2 ∈ W such thatW1 ≤W2, we
add an edge e = (W2,W1) to the edge set E. The time complexity of
constructing the WCG isO(|W|2), given that checking the window
coverage relationship takes only constant time (Theorems 1 and 4).
3 AGGREGATES OVERWCG
We now study the problem of evaluating aggregate functions over
a window set that is modeled by its WCG. We first revisit a classic
taxonomy of aggregate functions in the new context of window
set and WCG. We then present a cost-based framework for the
WCG, with the goal of minimizing the overall computation cost.
We further present query rewriting techniques with respect to an
optimal WCG.
3.1 A Taxonomy of Aggregate Functions
Let f be a given aggregate function, e.g., MIN, MAX, AVG, and so on.
Gray et al. classified f into three categories [22]:
• Distributive – f is distributive if there is some function д
such that, for a table T , f (T ) = д({ f (T1), ..., f (Tn )}) where
T = {T1, ...,Tn } is a disjoint partition ofT . Typical examples
include MIN, MAX, COUNT, and SUM. In fact, f = д for MIN,
MAX, and SUM but for COUNT д should be SUM.
• Algebraic – f is algebraic if there are functions д and h such
that f (T ) = h({д(T1),д(T2), ...,д(Tn )}). Typical examples are
AVG and STDEV. For AVG, д records the sum and count for
each subset Ti (1 ≤ i ≤ n) and h computes the average for
Ti by dividing the sum by the count.
• Holistic – f is holistic if there is no constant bound on the
size of storage needed to describe a sub-aggregate. Typical
examples include MEDIAN and RANK.
Only distributive or algebraic aggregate functions can be com-
puted by aggregating sub-aggregates [11, 41].3 One important pre-
requisite in this taxonomy is that T = {T1, ...,Tn } is a partition
of T . In our scenario, it means that if we want to evaluate f over
a windowW1 by aggregating sub-aggregates that have been com-
puted over another windowW2, thenW1 has to be partitioned by
W2.
Theorem 5. Given that windowW1 is partitioned by windowW2,
if the aggregate function f is either distributive or algebraic, then f
overW1 can be computed by aggregating sub-aggregates overW2.
3Although recent work [11, 41] on window slicing “supports” holistic functions, the
corresponding window slices contain all input events rather than sub-aggregates.
R
s
s
…...
r(n - 1)s
Figure 5: Illustration of the recurrence count.
IfW1 is only covered (but not partitioned) byW2, then the type of
aggregate function f that can be computed using Theorem 5 must
be further restricted, such that f remains distributive or algebraic
even if the Ti ’s in T can overlap. The aggregate functions MIN and
MAX retain such properties, as stated by the following theorem:
Theorem 6. The aggregate functions MIN and MAX are distributive
even if T is not disjoint.
3.2 A Cost-based Optimization Framework
Given a streaming query q that contains an aggregate function f
over a window setW, our goal is tominimize the total computation
overhead of evaluating q. A naive approach to evaluate q is to
compute f over each window ofW one by one. Clearly, this will do
redundant computation if thewindows inW “overlap.” Tominimize
computation one needs to maximize the amount of computation
that is shared among overlapping windows.We present a cost-based
optimization framework that does this by exploiting the window
coverage relationships captured by the WCG ofW.
3.2.1 Cost Modeling. We use the following cost model to capture
the computation overhead in evaluating windowed aggregates.
LetW = {W1, ...,Wn } be a window set. Given the WCG G =
(W, E), we assign a weight ci to each vertex (i.e., window)Wi in
W that represents its computation cost with respect to the (given)
aggregate function f . The total computation cost is simply the sum
of these weights, i.e.,
C =
∑n
i=1 ci .
Our goal is to minimize C .
We assume that the cost of computing f is proportional to the
number of events processed.We further assume a steady input event
rate η ≥ 1. Let R = lcm(r1, ..., rn ) be the least common multiple of
the ranges of the windowsW1⟨r1, s1⟩, ...,Wn ⟨rn , sn⟩ inW. For each
windowWi , the cost ci of computing f overWi for events in a period
of length R depends on two quantities:
• Recurrence count ni – the number of intervals (i.e., instances)
ofWi occurring during the period of R;
• Instance cost µi – the cost of evaluating each instance ofWi .
Clearly, ci = ni · µi . We next analyze the two quantities.
Recurrence count. For each window Wi , let mi = R/ri be its
multiplicity. Then the recurrence count ni ofWi can be written as:
ni = 1 + (mi − 1)ri
si
. (1)
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Figure 5 illustrates how we obtained the above formula for ni .
Essentially, we have R = (ni − 1) · si + ri , which yields
ni = 1 +
R − ri
si
= 1 +
( R
ri
− 1
) ri
si
= 1 + (mi − 1)ri
si
.
IfWi is a tumbling window, then ni =mi . In this paper we assume
that ri is a multiple of si so that ni is an integer. 4
Instance cost. Clearly, without any computation sharing, the
instance cost ofWi is µi = η · ri . Sharing computation, however
enables reducing the computation cost. ConsiderW1⟨r1, s1⟩ and
W2⟨r2, s2⟩. We have the following observation:
Observation 1. IfW1 is covered by (perhaps multiple)W2’s, then
the instance cost ofW1 can be reduced to
µ1 = min
W2 s.t.W1≤W2
{n1 ·M(W1,W2)}.
3.2.2 Cost Minimization. Algorithm 1 presents our procedure for
finding the minimum overall cost based on the WCG, cost model,
and Observation 1. It starts by constructing theWCGG with respect
to the given window setW and aggregate function f (line 1) – we
need f to know whether to use “covered by” or “partitioned by”
when constructing WCG.5 We then process the windows one by
one (lines 2 to 5).
For each windowWi , at line 3 we initialize its cost with ci =
ni · (η · ri ).6 We then iterate over incoming edges (W ′,Wi ), revising
the cost ci with respect to Observation 1 (lines 4 to 5). Finally, we
remove all edges that do not correspond to the one that led to the
minimum cost (lines 6 to 7). The result is graph Gmin, called the
min-cost WCG hereafter in this paper, which captures all minimum
cost information. It is the input to the query rewriting algorithm
we will discuss in Section 3.3.
Algorithm 1: Find the min-cost WCG.
Input:W = {Wi }ni=1, a window set; f , an aggregate function.
Output: Gmin, the min-cost WCG w.r.t.W and f .
1 Construct the WCG G = (W, E) w.r.t. “covered by” or
“partitioned by” as determined by f ;
2 foreachWi ∈ W do
3 Initialize its cost ci ← ni · (η · ri );
4 foreachW ′ ∈ W s.t. (W ′,Wi ) ∈ E do
5 Revise cost ci ← min{ci ,ni ·M(Wi ,W ′)};
6 foreachWi ∈ W do
7 Remove all incoming edges that do not correspond to (the
final value of) ci ;
8 return the result graph Gmin;
Example 6. Consider the ASA query in Figure 1(a), which con-
tains four tumbling windows:W1⟨10, 10⟩,W2⟨20, 20⟩,W3⟨30, 30⟩, and
4If we wantni to be an integer when ri is not a multiple of si ,mi−1must be a multiple
of si . Thus,mi − 1 = li · si where li is an integer, which yields R = ri (1 + li · si ),
for all 1 ≤ i ≤ n. Therefore, all ni ’s are integers only if there exist integers l1 , ..., ln
such that r1(1 + l1 · s1) = · · · = rn (1 + ln · sn ). We leave the case when ni ’s may
not be integers for future work.
5In our current implementation, we use “covered by” semantics when f is MIN or
MAX, and “partitioned by” when f is COUNT, SUM, and AVG, which are part of the SQL
standard. Future work could expand these two lists with other aggregate functions.
6The initial cost is ci =mi · (η · ri ) = η · R ifWi is a tumbling window.
W4⟨40, 40⟩. It does not matter which aggregate function f we choose
here, since “covered by” and “partitioned by” semantics coincide when
all windows in a window set are tumbling windows.
Assuming an incoming event ingestion rate η = 1, the total cost
of computing the four windows is C = 4ηR = 4R = 480, where
R = lcm{10, 20, 30, 40} = 120.
Figure 6 shows the initial WCG (Figure 6(a)) and the final min-
cost WCG (Figure 6(b)) by running Algorithm 1, when exploiting the
overlaps between the windows.We next walk through howAlgorithm 1
produces the min-cost WCG. For the four tumbling windows, we have
n1 =m1 = R/r1 = 120/10 = 12,
n2 =m2 = R/r2 = 120/20 = 6,
n3 =m3 = R/r3 = 120/30 = 4,
n4 =m4 = R/r4 = 120/40 = 3.
Following the window coverage relationship captured by the initial
WCG, we can compute the corresponding covering multipliers for the
edges as follows:
M(W2,W1) = 1 + (r2 − r1)/s1 = 1 + (20 − 10)/10 = 2,
M(W3,W1) = 1 + (r3 − r1)/s1 = 1 + (30 − 10)/10 = 3,
M(W4,W1) = 1 + (r4 − r1)/s1 = 1 + (40 − 10)/10 = 4,
M(W4,W2) = 1 + (r4 − r2)/s2 = 1 + (40 − 20)/20 = 2.
As a result, Algorithm 1 will pickW2 as the (unique) upstreamwindow
forW4, and pickW1 as the (unique) upstream window forW2 andW3
in the final min-cost WCG. The total cost is therefore reduced to
C ′ = c ′1 + c
′
2 + c
′
3 + c
′
4
= R + n2 ·M(W2,W1) + n3 ·M(W3,W1)
+n4 ·M(W4,W2)
= 120 + 6 · 2 + 4 · 3 + 3 · 2 = 150,
a 62.5% reduction from the initial cost C = 480.
W1(10, 10)
W2(20, 20) W3(30, 30)
W4(40, 40)
(a) Initial WCG
c1 = R = 120
c3 = n3*M(W3, W1) = 12
c4 = n4*M(W4, W2) = 6
c2 = n2*M(W2, 
W1) = 12
W1(10, 10)
W2(20, 20) W3(30, 30)
W4(40, 40)
(b) Min-cost WCG
Figure 6: WCG and min-cost WCG for Example 1.
3.3 Query Rewriting
To leverage the benefits of shared window computation, we rewrite
the original ASA query plan with respect to the min-cost WCG
Gmin based on the following observation:
Theorem 7. The min-cost WCG Gmin is a forest, i.e., a collection
of trees.
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The proof follows directly from noticing that each window in
Gmin has at most one incoming edge (due to lines 6 to 7).
Figure 2 shows how we revise the query execution plan in Ex-
ample 1. Figure 2(a) presents the original plan and the revised plan
based on the min-cost WCG. Figure 2(b) presents the translated
Trill expression [19].
Formally, given Gmin that captures the optimal window cover-
age relationships, the query rewriting algorithm works as follows.
Suppose that the original plan is
Input Stream⇒ MultiCast⇒W = {W1, ...,Wn } ⇒ Union.
We first replaceW by the min-cost WCG Gmin:
Input Stream⇒ MultiCast⇒ Gmin ⇒ Union.
We then perform the following steps:
• For each window w (in Gmin) without an incoming edge,
create a link from MultiCast tow . Remove the MultiCast
operator if there is only one suchw .
• For each (intermediate) window v with outgoing edges, in-
sert a MultiCast operatorMv . Create a link from v toMv
and a link fromMv to Union. For each (v,u) ofv’s outgoing
edges, create a link fromMv to u.
• For each window w without outgoing edges, create a link
fromw to Union.
4 FACTORWINDOWS
We have been confining our discussion to sharing computation over
windows in the given window set. One can add auxiliary windows
that are not in the window set but may nevertheless help reduce
the overall computation cost. We call them factor windows.
Definition 6. Given a window setW, a windowW is called a
factor window with respect toW ifW <W and there exists some
windowW ′ ∈ W such thatW ′ ≤W .
Note that we do not expose the results of factor windows to
users, as they are not part of the user query.
Example 7. Suppose we modify the query in Figure 1(a) by re-
moving the tumbling windowW1(10, 10). The resulting query Q con-
tains three tumbling windowsW2(20, 20),W3(30, 30), andW4(40, 40).
The cost of directly computing them is C = 3R = 360, as here
R = lcm{20, 30, 40} = 120 remains the same.
If we apply Algorithm 1 overQ , we get the min-cost WCG presented
in Figure 7(a). As a result, the overall cost is
C ′ = c ′2 + c
′
3 + c
′
4
= R + R + n4 ·M(W4,W2)
= 120 + 120 + 3 · 2 = 246,
a reduction of 31.7% from the baseline cost C = 360.
If we allow factor windows and apply Algorithm 2 overQ , then we
get the min-cost WCG in Figure 7(b). WindowW1(10, 10) is “added
back” as a factor window, which participates in evaluatingQ but does
not expose its result to users. As in Example 6(a), the overall cost now
is C ′′ = 150, which is 58.3% less than the baseline cost C = 360 and
39% less than the cost C ′ = 246 without using factor windows.
S(1, 1)
W2(20, 20) W3(30, 30)
W4(40, 40)
c3 = R =120
c2 = R = 120
c4 = n4*M(W4, W2) = 6
(a) Initial WCG
S(1, 1)
W2(20, 20) W3(30, 30)
W4(40, 40)
W1(10, 10) c1 = 120
c2 = 12 c3 = 12
c4 = 6
(b) Min-cost WCG
Figure 7: Min-cost WCGs for Example 1 with and without
using factor windows.
W1 W2 …... WK
W
(a) Interesting
W1 W2 …... WK
W
(b) Uninteresting
Figure 8: Two basic patterns in WCG (K ≥ 1).
4.1 Impact of Factor Window
One natural question to ask is: When does a factor window help?
In the following, we provide a formal analysis.
Augmented WCG. For the WCG G = (W, E) induced by the
given window setW and aggregate function f , we add a virtual
tumbling window S ⟨r = 1, s = 1⟩ intoW, and add an edge (S,W )
into E for eachW ∈ W that has no incoming edges (i.e.,W is not
covered by any other window). However, if such an S already exists
inW, we do not add another one. Intuitively, S represents a window
consisting of atomic intervals that emit an aggregate for each time
unit; therefore S covers all windows inW. The computation cost
of S is always η · R, as it cannot be covered by any other window.
This augmented graph is a directed acyclic graph (DAG) with a
single “root” S . From now on, when we refer to the WCG we mean
its augmented version. 7
Two Basic Patterns. Figure 8 presents two basic patterns in (the
augmented) WCG, for an arbitrary windowW ∈ W. We are inter-
ested in the pattern in Figure 8(a) but not the one in Figure 8(b), asW
can only affect the costs of its downstreamwindows. This eliminates
windows in WCG without outgoing edges from consideration.
Analysis of Impact. As shown in Figure 9, let Wf be a factor
window inserted “between”W and its downstream windowsW1,
...,Wn . We can do this for all “intermediate” vertices, i.e., windows
with both incoming and outgoing edges, in (the augmented) WCG,
thanks to the added virtual “root” S . Clearly, we haveWf ≤ W ,
as well asWj ≤ Wf for 1 ≤ j ≤ K . We now compare the overall
computation costs with and without insertingWf . The cost with
the factor windowWf is
c =
∑K
j=1 cost(Wj ) + cost(Wf ) + cost(W ).
On the other hand, the cost withoutWf is
c ′ =
∑K
j=1 cost
′(Wj ) + cost(W ).
7Note that the augmented WCG honors the same “covered by” or “partitioned by”
semantics determined by the aggregate function f , when adding factor windows..
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W1 W2 …... WK
W
W1 W2 …... WK
W
Wf
Figure 9: Impact of factor windowWf .
Since
cost(Wj ) = nj ·M(Wj ,Wf ), cost(Wf ) = nf ·M(Wf ,W ),
cost′(Wj ) = nj ·M(Wj ,W ),
it then follows that
c − c ′ =
∑K
j=1 nj
(
M(Wj ,Wf ) −M(Wj ,W )
)
+ nf M(Wf ,W ).
By Theorem 3,
M(Wj ,Wf ) = 1 + (r j − rf )/sf ,
M(Wj ,W ) = 1 + (r j − rW )/sW ,
and
M(Wf ,W ) = 1 + (rf − rW )/sW .
Substituting into the above equation, we obtain
c − c ′ =
∑K
j=1 nj
( r j − rf
sf
− r j − rW
sW
)
+ nf
(
1 +
rf − rW
sW
)
.
We now define the following quantities to simplify notation:
ρ j = r j/rf , kj = r j/sj , 1 ≤ j ≤ K ,
kf = rf /sf , and kW = rW /sW .
With this simplified notation, we have
c−c ′ = nf
(∑K
j=1
nj
nf
( r j
sf
−kf −
r j
sW
+kW
)
+(1+ rf
sW
−kW )
)
. (2)
InsertingWf improves if and only if c ≤ c ′, i.e.,∑K
j=1
nj
nf
( r j
sf
− kf −
r j
sW
+ kW
)
+ (1 + rf
sW
− kW ) ≤ 0. (3)
4.2 Candidate Generation and Selection
We can use Equation 3 to determine whether a factor window is
beneficial, the next problem is to find all candidate factor windows
that are beneficial, from which we can select the best one. We now
discuss this candidate generation and selection procedure in detail.
4.2.1 Candidate Generation. In general, there is no good way to
generate all candidate factor windows other than enumerating all
windowsWf ⟨rf , sf ⟩ that conform to the pattern in Figure 9 with
respect to conditions required by the window coverage relation-
ship (i.e., Theorem 1). Specifically, the candidate generation phase
consists of two steps:
• Generation of eligible slides: Let sd = gcd{s1, ..., sK }. The set of
candidates sf is
Sf = {sf : sd mod sf = 0 and sf mod sW = 0}.
• Generation of eligible ranges: Let rmin = min{r1, ..., rK }. For each
sf ∈ Sf , the set of candidates rf is
Rf = {rf : rf mod sf = 0 and rf ≤ rmin}.
Algorithm 2: Find the min-cost WCG when factor windows
are allowed.
Input:W = {Wi }ni=1, a window set; f , an aggregate function.
Output: Gmin, the min-cost WCG w.r.t.W and f , where
factor windows are allowed.
1 Main:
2 Construct the WCG G = (W, E) w.r.t. “covered by” or
“partitioned by” determined by f ;
3 foreachW ∈ W do
4 Wf ← FindBestFactorWindow(W ,W ’s downstream
windows {W1, ...,WK });
5 Expand G by addingWf and the corresponding edges (as
in Figure 9);
6 Gmin ← Run lines 2-7 of Algorithm 1 over the expanded G;
7 return the result graph Gmin;
8
9 FindBestFactorWindow(W , {W1, ...,WK }):
10 Construct the setWf of candidate factor windows w.r.t.
Figure 9;
11 Remove candidates fromWf that are not beneficial, using
Equation 3;
12 return the bestWf ∈ Wf w.r.t. the maximum estimated cost
reduction by Equation 2;
For each eligible pair (sf , rf ), we construct a candidate factor win-
dow Wf ⟨rf , sf ⟩ and check the window coverage constraints in
Figure 9, i.e.,Wf ≤ W andWk ≤ Wf for 1 ≤ k ≤ K . Only ifWf
is beneficial (by Equation 3) should we include it in the candidate
factor windowsWf .
4.2.2 Candidate Selection. Many candidate factor windows inWf
may be beneficial (i.e., Equation 3 holds). Only the one that leads
to the minimum overall cost should be added. To select it from the
candidates, we simply compare their estimated cost reduction by
Equation 2 and pick one that leads to the maximum cost reduction.
4.3 Putting Things Together
Algorithm 2 is the revised version of Algorithm 1 that returns the
min-cost WCG when factor windows are allowed. It first extends
the original WCG by adding the best factor windows found for
existing windows (lines 3 to 5), using techniques in Sections 4.1
and 4.2 (in lines 9 to 12). It then simply invokes Algorithm 1 on
the extended WCG (rather than the original one) to find the new
min-cost WCG that contains factor windows (line 6).
Unfortunately, Algorithm 2 is no longer optimal, unlike Algo-
rithm 1. In fact, the cost minimization problem when factor win-
dows are allowed is an instance of the Steiner tree problem [28],
which is NP-hard. Various approximate algorithms have been pro-
posed for Steiner trees (e.g., [13, 36]), but we choose to stay with
Algorithm 2 because it is simple and easy to implement. In our ex-
perimental evaluation, Algorithm 2 often outperforms Algorithm 1,
returning a WCG with orders-of-magnitude lower cost. Neverthe-
less, since we cannot guarantee the optimality of theWCG returned
by Algorithm 1, in practice we compare the costs of the WCGs re-
turned by Algorithms 1 and 2, and return the better one.
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4.4 The Case of “Partitioned By”
We can improve the procedure FindBestFactorWindow in Algo-
rithm 2 if we restrict the window coverage relationships to “par-
titioned by” semantics, which works for more types of aggregate
functions. In this special case, the candidate factor windows are
restricted to tumbling windows (by Theorem 4).
Algorithm 3: Determine whether a factor window would help
under “partitioned by” semantics.
Input: A factor windowWf , and a target windowW with its
downstream windowsW1, ...,WK .
Output: Return true if addingWf improves the overall cost,
false otherwise.
1 if K ≥ 2 then
2 return true ;
3 // We have K = 1 hereafter.
4 if k1 = 1 then
5 return false ;
6 else
7 // We have k1 > 1 hereafter.
8 if k1 ≥ 3 andm1 ≥ 3 then
9 return true ;
10 else
11 Compute rfrW and
λ
λ−1 = 1 +
m1
(m1−1)(k1−1) ;
12 return true if rfrW ≥ λλ−1 , false otherwise;
4.4.1 Revisit of Impact of Factor Windows. We first revisit the prob-
lem of determining whether a factor window is beneficial, under
“partitioned by” semantics. Algorithm 3 summarizes the procedure
that determines whether a factor windowWf would help in the
case of “partitioned by.” Here, the quantity λ is defined as
λ =
∑K
j=1
nj
mj
, (4)
The procedure in Algorithm 3 looks complicated. We offer some
intuition below to help understand it:
(Case 1) IfWf only has one downstream windowW1 that is tum-
bling (i.e., the case when K = 1 and k1 = 1), then it cannot reduce
the overall cost because one now needs to use all sub-aggregates
fromW to computeWf itself. WithoutWf one can use the same
sub-aggregates to computeW1 directly.
(Case 2) IfWf has two or more downstream windows (i.e., when
K ≥ 2), then it improves the overall cost, since now at least one
downstream window would benefit from reading sub-aggregates
fromWf (rather than fromW ). We provide more explanation using
a special case (referring to Figure 9) when K = 2 and all windows
are tumbling. We can simplify Equation 2 by noticing kf = kW = 1,
rf = sf , and rW = sW , since bothWf andW are tumbling windows:
c − c ′ =
∑2
j=1 nj ·
( r j
rf
− r j
rW
)
+ nf ·
rf
rW
.
Moreover, since all windows are tumbling, nj = mj = R/r j for
j ∈ {1, 2}, and nf =mf = R/rf . As a result,
c − c ′ = R ·
( 2
rf
− 1
rW
)
≤ 0,
since rf ≥ 2rW by Theorem 4. The case whenWf has one unique
downstream windowW1 that is not tumbling (i.e., when K = 1 and
k1 > 1) can be understood in a similar way, as sub-aggregates from
Wf can reduce cost for intervals inW1 that overlap.
In the appendix of this paper, we provide a formal analysis of
the correctness of Algorithm 3 (using Equations 2 and 4):
Theorem 8. Algorithm 3 correctly determines whetherWf would
help when bothWf andW are tumbling windows.
4.4.2 Revisit of Candidate Generation and Selection. We now re-
visit the problems of candidate generation and selection under
“partitioned by” semantics.
(Candidate Generation) By restricting to tumbling windows un-
der “partitioned by” semantics, we can significantly reduce the
search space for potential candidates. By Theorem 4, the range rf
of a factor windowWf must be a common factor of the ranges r1,
..., rK of all downstream windowsW1, ...,WK for a given target
windowW (ref. the pattern in Figure 9). Moreover, rf must also be
a multiple of the range rW of the target windowW . As a result, one
can enumerate all candidates by starting from the greatest common
divisor r of r1, ..., rK and look for all factors rf of r that are also
multiples of rW .
(Candidate Selection) To find the best factor window, we compare
the benefits of two candidatesWf andW ′f . There are two cases as
shown in Figure 10:
• Wf and W ′f are dependent, meaning either Wf ≤ W ′f or
W ′f ≤Wf – Figure 10(a);
• Wf andW ′f are independent – Figure 10(b).
Dependent Candidates. Let Wf and W ′f be two eligible factor
windows such thatW ′f ≤Wf . ThenWf can be omitted as adding it
cannot reduce the overall cost. This can be understood by running
Algorithm 3 againstWf , by viewingW ′f asWf ’s only (tumbling)
downstream window. Algorithm 3 would return false as this is
the case when K = 1 and k1 = 1 (line 5).
W1 W2 …... WK
W
W’f
Wf
(a) Dependent
W1 W2 …... WK
W
W’fWf
(b) Independent
Figure 10: Dependent and independent factor windows
when multiple candidates exist.
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Independent Candidates. For the independent case, we have to
compare the costs in more detail. Specifically, let
cf =
∑K
j=1 cost(Wj ) + cost(Wf ) + cost(W )
=
∑K
j=1 nj ·M(Wj ,Wf ) + nf ·M(Wf ,W ) + cost(W ),
and
c ′f =
∑K
j=1 cost(Wj ) + cost(W
′
f ) + cost(W )
=
∑K
j=1 nj ·M(Wj ,W
′
f ) + n′f ·M(W ′f ,W ) + cost(W ).
Theorem 9. LetWf andW ′f be two eligible factor windows that
are independent under “partitioned by” semantics. Then cf ≤ c ′f iff
rf
r ′f
≥
λ − rfrW
λ − r
′
f
rW
. (5)
Here λ has been defined in Equation 4.
Since λ is a constant that does not depend onWf orW ′f , Equa-
tion 5 implies that the comparison of costs boils down to evaluating
three quantities: rfr ′f
, rfrW , and
r ′f
rW .
Algorithm 4: Pick the best factor window under “partitioned
by” semantics.
Input: A target windowW with its downstream windowsW1,
...,WK .
Output: Return the best factor windowWf that led to the
minimum overall cost.
1 Find the greatest common divisor (GCD) of the ranges of the
downstream windows d = gcd({r1, ..., rK });
2 if d = rW then
3 returnW ;
4 Find all factors F of d that are multiples of rW ;
5 Wf ← ∅;
6 foreach rf ∈ F do
7 Construct a tumbling windowWf with range rf ;
8 Run Algorithm 3 forWf ,W , andW1, ...,WK ;
9 if Algorithm 3 returns true then
10 Wf ⇐Wf ∪ {Wf };
11 foreachWf ∈ Wf do
12 if there existsW ′f s.t.W
′
f ≤Wf then
13 Wf ⇐Wf − {Wf };
14 return the bestWf ∈ Wf by Theorem 9;
Algorithm 4 presents the details of picking the best factor win-
dow for a target windowW and its downstream windowsW1, ...,
WK , under “partitioned by” semantics. It starts by enumerating all
candidates forWf based on the constraint that rf must be a common
factor of {r1, ..., rK } and a multiple of rW (lines 1 to 4). It simply
returnsW if no candidate can be found (line 3). It then filters out
candidates ofWf that are not beneficial, using Algorithm 3 (lines 5
to 10). It further prunes dependent candidates that are dominated
by others (lines 11 to 13). Finally, it finds the bestWf from the
remaining candidates, with respect to Theorem 9.
Example 8. Continuing with Example 7, Algorithm 4 would gen-
erate three candidate factor windowsW (10, 10),W (5, 5), andW (2, 2),
since all of them are beneficial according to Algorithm 3 (K = 2
indeed). However, since bothW (5, 5) andW (2, 2) coverW (10, 10),
these two candidates are removed andW (10, 10) is the remaining,
best candidate. 8
5 EVALUATION
We report experimental evaluation results in this section. In addition
to evaluating our own optimization techniques, we further compare
them with two representative window slicing techniques, paned
window [30] and paired windows [29].
5.1 Paned Window and Paired Windows
We present a brief overview of paned window and paired win-
dows. Both are special cases of sliced windows. A sliced window
Z (with respect to a window W ⟨r , s⟩) that has m slices is de-
noted by Z (z1, ..., zm ). We say that Z has |Z | slices and a period
z = s =
∑m
i=1 zi , and that each slice zi has an edge ei =
∑i
j=1 zj (ref.
Definition 2 of [29]). With this notation, paned window and paired
windows of a windowW ⟨r , s⟩ can be defined as follows:
• Paned — X (д1, ...,дm ), where д1 = · · · = дm = д is the greatest
common divisor (GCD) of r and s , andm = s/д;
• Paired — Y (z1, z2), where z2 = r mod s and z1 = s − s2.
Given multiple windows, one has two options when exploiting
window slicing:
• Unshared: We process each window separately using paned/-
paired windows. For each window, input events are replicated
to generate partial aggregates on top of its own slices; these par-
tial aggregates are then combined to generate the output of the
window via a final aggregate.
• Shared: We compose sliced windows of each window into a
single common sliced window. Input events are then sent to
this shared sliced window to generate partial aggregates. Each
window generates its output via a final aggregate by combining
partial aggregates from relevant slices.
Krishnamurthy et al. further proposed a technique that combines
the slices from multiple windows [29]. Given a set of n windows
W = {Wi ⟨ri , si ⟩}ni=1, Table 1 summarizes the costs of computingW during a period S = lcm{s1, ..., sn }, using the above window
slicing techniques. Here,T is the number of events processed in the
period S . For a steady input event rate η, T = η · S . E is the number
of slices, and thus the number of partial aggregates, in the common
sliced window with period S . See [29] for the derivation of the cost
formulas in Table 1. Since their composition technique is optimal
(see Theorem 1 of [29]), no other window slicing technique can
lead to lower cost when enabling sharing of the slices.
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Technique Partial Final
Unshared paned nT
∑n
i=1(S/si ) · (r/д)
Unshared paired nT
∑n
i=1(S/si ) · ⌈2ri/si ⌉
Shared paned T
∑n
i=1 Epaned · (ri/si )
Shared paired T
∑n
i=1 Epaired · (ri/si )
Table 1: Costs of window slicing techniques.
Algorithm 5: Random window generator.
Input: smin, the minimum; smax, the maximum slide; kmax, the
maximum ratio of range over slide.
Output:W ⟨r , s⟩, the window generated.
1 s ← Random(smin, smax);
2 r ← Random({s, 2s, ...,kmaxs});
3 return the result windowW ⟨r , s⟩;
Algorithm 6: Random DAG generator.
Input: L, the number of levels in the DAG; B, the number of
windows at the base level; ∆, the number of windows
to be increased per level; p, the probability of adding
an edge between two windows across two consecutive
levels.
Output: G, the DAG generated.
1 // Generate the base level L0;
2 L0 ← ∅;
3 while B > 0 do
4 W ← RandomWindow(2, smax,kmax) by Algorithm 5;
5 ifW is not covered by windows in L0 then
6 L0 ← L0 ∪ {W };
7 B ← B − 1;
8 // Generate the remaining levels;
9 for 1 ≤ l ≤ L do
10 Ll ← ∅;
11 C ← B + ∆ · l ;
12 while C > 0 do
13 S ← RandomSubset(Ll−1,p);
14 smin ← lcm{s :W ⟨r , s⟩ ∈ S};
15 W ← RandomWindow(smin, smax,kmax) by
Algorithm 5;
16 ifW is not covered by windows in Ll then
17 Ll ← Ll ∪ {W };
18 C ← C − 1;
19 return the result graph G;
5.2 Experiment Settings
Data Generation. We generated synthetic data with various in-
put event rate η ∈ [1,ηmax] where ηmax is a parameter of the data
8To double-check, we can directly compare the benefits of the three candidates. One
can compute that (1)W (2, 2) leads to the same cost 240 when considering the pattern
in Figure 9 includingW2 andW3 ; (2)W (5, 5) leads to the cost 168, a reduction of 30%;
and (3)W (10, 10) leads to the cost 150, a reduction of 37.5%.
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(a) |W | = 5, η = 1
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(c) |W | = 5, η = 100
Figure 11: Costs of general window sets generated by Ran-
domGen. y-axis is at logarithmic scale.
generator that represents the maximum event rate. We further gen-
erated window sets using the following approaches with varying
degrees of window correlations:
• RandomGen: We generate each windowW ⟨r , s⟩ following Al-
gorithm 5, by picking s randomly from [2, smax] and r randomly
from {s, 2s, ...,kmaxs}, where smax and kmax are integers.
• ChainGen: We generate random windowsW1, ...,Wn sequen-
tially following Algorithm 5 with the constraint that Wi+1 is
covered byWi for all 1 ≤ i ≤ n − 1.
• StarGen: We generate random windowsW1, ...,Wn sequentially
following Algorithm 5 with the constraint that eachWi with
2 ≤ i ≤ n is covered by the windowW1.
• RandomGraphGen: We generate random graphs that capture
the coverage relationships between windows. The graphs are
DAGs that groupwindows into levels, each consisting ofwindows
that are not covered by each other. We use Algorithm 6 to con-
struct the DAGs bottom-up. Its function RandomSubset(Ll−1,p)
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Figure 12: Costs of tumbling window sets by RandomGen.
generates a subset of Ll−1 by randomly choosing windows from
Ll−1 with probability p. Algorithm 6 linearly increases the num-
ber of windows as levels go up, but other growth policies are
possible with different growth rates (e.g., constant growth, super-
linear growth, and sub-linear growth).
We generate 10 random window sets with 5 and 10 windows using
each of RandomGen, ChainGen, and StarGen, respectively. We
further generate 10 random window sets using RandomGraph-
Gen by having the base level contain 2 windows, with 3 levels
in total, each upper level increasing the number of windows by
2. That is, the generated DAGs contain 3 levels, with 2, 4, and 6
windows in each level from bottom to top. While we could have
generated larger window sets, we intentionally did not do that as
we do not expect people to write queries containing more than 10
windows. Moreover, to further experiment with the special case
of “partitioned by” semantics, we generated variants of the above
window sets with only tumbling windows.
Participating Techniques. We compare our WCG-based tech-
niques, with and without factor windows, with window slicing
techniques presented in Section 5.1. Since paired windows can
never be worse than paned window [29], we only compare with
paired windows. Moreover, as a baseline, we compare with direct
evaluation of window set without using WCG. To summarize, we
have five participating techniques in our comparative study:
• Unshared Paired (UP), which uses paired windows for
each window without sharing;
• Shared Paired (SP), which composes common paired win-
dows that are shared by the window set;
• WCG Basic (WCG), which constructs WCG on top of the
window set;
• WCG with Factor Windows (WCG-FW), which con-
structs WCG containing factor windows;
• Baseline (BL), which directly computes the windows with-
out window slicing or sharing.
Evaluation Metrics. We compare the computation costs of the
participating techniques on a given window set. One problem is
that the period S used by the cost models of UP and SP are different
from the period R in this paper for BL,WCG, andWCG-FW. Our
solution is to extend both periods to their least common multiple,
i.e., S ′ = R′ = lcm{S,R}, and consider the total computation cost
of each technique during this extended period.
5.3 Evaluation Results and Observations
We only report results on window sets generated by RandomGen,
ChainGen, and StarGen with five windows. The observations
over the results on window sets generated by these generators with
ten windows are very similar and therefore omitted.
In each of the Figures 11 to 15 that present the evaluation results,
the x-axis represents the ten randomly-generated window sets in
the corresponding experiment, and the y-axis represents the costs
of different participating techniques being compared.
Random Window Sets. Figure 11 presents costs of the window
sets generated by RandomGen with varying input event rates.
Figure 12 further presents results using only tumbling windows
(for the “partitioned by” semantics). We have several observations
based on the results:• Baseline Approach – The baseline approach (BL) performs the
worst overall, but sometimes is comparable to UP andWCG.
• Window Slicing Techniques – Unshared paned windows (UP)
significantly outperforms BL on general windows that are not
necessarily tumbling (note that the y-axis is at logarithmic scale
in Figure 11). However, for tumbling windows, it performs the
same as or even worse than BL (Figure 12). On the other hand,
shared panedwindows (SP) can improve over unshared ones (UP)
by more than 10×, regardless of tumbling or general window sets.
• WCG Techniques – The WCG-based technique without using
factor windows (WCG) is not very effective over general win-
dow sets (Figure 11), improving over BL in a couple of cases. It
improves over tumbling window sets (Figure 12), outperform-
ing both BL and UP dramatically. By allowing factor windows,
WCG-FW further improves overWCG significantly, regardless
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Figure 13: Costs of window sets by ChainGen.
of general or tumbling window sets. In fact,WCG-FW exhibits
performance similar to SP, which is presumably the state-of-the-
art window slicing technique.
The above observations becomemore stable as we increase the input
event rate η. In practice, we expect medium to high event ingestion
rates in most streaming applications that require distributed stream
processing. As a result, we focus on cases with η = 100 in our
following experimental results.
Chain/Star Graphs. Figure 13 presents results on window sets
generated by ChainGen. On general window sets, while the per-
formance of WCG is between that of UP and BL,WCG-FW can
significantly reduce the cost of WCG by inducing factor windows
and brings the cost back to the level of SP. On tumbling window
sets,WCG performs almost the same as that of WCG-FW and SP,
implying that factor windows are not necessary in this particular
case. Figure 14 further presents results on window sets generated
by StarGen and we have the same observations.
Random Graphs. Finally, Figure 15 presents results on window
sets generated by RandomGraphGen. Again, BL and UP remain
the worst among the evaluated techniques. Meanwhile,WCG-FW
is no worse thanWCG, and sometimes can achieve the same per-
formance as that of SP.
6 RELATEDWORK
The related work on stream query processing and optimization is
overwhelming (see [26] for a survey). We focus our discussion on
optimization techniques dedicated to window aggregates [15, 31].
One prominent line of work in the literature is the class of window
slicing techniques (e.g. [29, 30]). The general idea is to chop the en-
tire window into smaller chunks, and then compute the aggregate
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Figure 14: Costs of window sets by StarGen.
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Figure 15: Costs of window sets by RandomGraphGen.
over the whole window by aggregating sub-aggregates over the
small chunks. Unlike window slicing, we do not proactively chop
a window. Instead, we exploit the internal overlapping relation-
ships between correlated windows, which are ignored by window
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slicing techniques. As we showed in our experimental evaluation
(Section 5), utilizing such overlappings can sometimes outperform
while in general are comparable to state-of-the-art window slicing
techniques, especially when factor windows are enabled.
In addition to either sharing window slices among all windows
or not sharing them at all, as explored by Krishnamurthy et al. [29],
Guirguis et al. considered variants that divide windows into groups
and only share window slices within each group [24, 25]. They lever-
aged similar cost models as the ones proposed by Krishnamurthy
et al. [29], and proposed optimization techniques that search for
the grouping of queries that leads to the minimum overall cost.
Like [29], the techniques require changes to the execution run-
time and hence entail more implementation complexity than our
approach, which is done at query rewriting level.
There are other techniques in addition to window slicing, such
as Cutty [16] and Reactive Aggregator [38], which were designed
for more general types of windows beyond tumbling/hopping win-
dows and more general classes of aggregates, such as user-defined
functions. Recently, Traub et al. further proposed a framework that
unifies these aforementioned techniques [41]. Again, none of them
considers the inherent overlap between windows. As future work,
it would be interesting to extend our techniques to other types of
windows and/or aggregate functions. In addition, there has been
a flurry of recent work that accelerates window aggregation via
better utilization of modern hardware, such as Grizzly [23] and
LightSaber [39]. This line of work is orthogonal to ours. However,
it may be worthwhile to consider combining it with our cost-based
optimization framework.
Cost-based query optimization is the standard practice in batch
processing systems [37], but is not popular in stream processing
systems. There is little work on cost modeling in the streaming
world [43]. One reason might be the difficulty of defining a single
cost criterion, as streaming systems may need to honor various
performance metrics simultaneously, such as latency, throughput,
and resource utilization [18]. Although the application of static cost-
based query optimization is limited [9], dynamic query optimization
(a.k.a., adaptive query processing) at runtime has been extensively
studied in the context of streaming (e.g., [8, 12, 20, 21, 32–35, 42]).
Our current cost model is static and it is interesting future work to
investigate how to dynamically adjust cost estimates at runtime by
keeping track of the input event rates.
In recent years, a number of distributed streaming systems have
been built as open-source or proprietary software (e.g., Storm [40],
Spark Streaming [7], Flink [14], MillWheel [4], Dataflow [5],
Quill [17], etc.). While most of these systems provide users with
imperative programming interfaces, the adoption of declarative,
SQL-like query interfaces [6], similar to the one that ASA exposes,
has been increasingly popular. For example, both Spark Stream-
ing and Flink now support SQL queries on top of data streams.
Moving to the declarative interface raises the level of abstraction
and enables compile-time query optimization. The optimization
techniques proposed in this paper can be implemented in either im-
perative or declarative systems. We demonstrated the latter for the
ASA SQL query compiler (Section 3.3), but our algorithms are not
tied to the ASA SQL language and can be applied in other streaming
systems that support declarative query languages.
7 CONCLUSION
We proposed a cost-based optimization framework to optimize the
evaluation of aggregate function over multiple correlated windows.
It leverages the window coverage graph that we introduced to cap-
ture the inherent overlapping relationships between windows. We
introduced factor windows into the window coverage graph to help
reduce the overall computation overhead. Evaluation results show
that our optimization framework can achieve comparable perfor-
mance with respect to state-of-the-art window slicing techniques,
especially when factor windows are enabled, without the need for
runtime support from stream processing engines.
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A PROOFS
A.1 Proof of Theorem 1
Proof. Consider an arbitrary interval I = [a,b) ∈ W1. By the
interval representation ofW1, we have a =m1 ·s1 andb =m1 ·s1+r1
for some integerm1 ≥ 0.
(1) The “if” part⇒: Since s1 is a multiple of s2, we have s1 =
k · s2 for some integer k ≥ 1. As a result,
m1 · s1 =m1 · k · s2 = (m1 · k) · s2.
Similarly, since δr = r1−r2 is a multiple of s2, r1−r2 = k ′ ·s2
for some integer k ′ ≥ 1. As a result,
m1 · s1 + r1 = (m1 · k) · s2 + k ′ · s2 + r2
= (m1 · k + k ′) · s2 + r2.
Setm2 = m1 · k andm′2 = m1 · k + k ′. Now consider two
intervals Ia = [a,x) = [m2 · s2,m2 · s2 + r2) and Ib = [y,b) =
[m′2 · s2,m′2 · s2 + r2) that belong toW2. Clearly, we have
m2 · s2 =m1 · s1 = a
and
m′2 · s2 + r2 =m1 · s1 + r1 = b .
Moreover, since m′2 > m2, we have x = m2 · s2 + r2 < b
and y = m′2 · s2 > a. Therefore,W1 is covered byW2, by
Definition 1.
(2) The “only if” part⇐: SinceW1 is covered byW2, by Defi-
nition 1 there exist two intervals Ia = [a,x) and Ib = [y,b)
inW2 such that x < b and y > a. As a result, there is some
m2 ≥ 0 such thatm2 · s2 = a =m1 · s1. That is,
m2 =m1 · (s1/s2).
Since bothm1 andm2 are integers, s1/s2 is also an integer.
As a result, s1 must be a multiple of s2.
On the other hand, similarly there is somem′2 > m2 such
that
m′2 · s2 + r2 = b =m1 · s1 + r1.
We then have
m′2 · s2 + r2 =m2 · s2 + r1,
which yields
m′2 =m2 + (r1 − r2)/s2.
Since bothm′2 andm2 are integers, (r1 − r2)/s2 must be an
integer. Hence, δr = r1 − r2 is a multiple of s2.
This completes the proof of the theorem. □
A.2 Proof of Theorem 2
Proof. We prove the three properties one by one.
(1) Reflexivity: Clearly, by Definition 1 a windowW is covered
by itself.
(2) Antisymmetry: Suppose that W1 ≤ W2 and W2 ≤ W1.
Consider an arbitrary interval [a,b) contained byW1. Since
W1 ≤W2, there exist two intervals Ix = [a,x) and Iy = [y,b)
inW2. On the other hand, sinceW2 ≤W1, for Ix there exist
intervals Ix ′ = [a,x ′) and Ix ′′ = [x ′′,x) inW1. Since no two
intervals in a window start from the same time point but
end at different time points, we conclude that
x ′ = b .
Since x ′ ≤ x ≤ b by Definition 1, we have
x = x ′ = x ′′ = b .
Using similar arguments we can show that y = y′ = y′′ = a.
As a result, we have proved thatW1 =W2.
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(3) Transitivity: Suppose thatW1 ≤W2 andW2 ≤W3. Again,
consider an arbitrary interval [a,b) inW1. SinceW1 ≤ W2,
there exist two intervals Ix = [a,x) and Iy = [y,b) inW2.
Moreover, sinceW2 ≤ W3, there exist two intervals Ix ′ =
[a,x ′) and Ix ′′ = [x ′′,x) in W3, and there also exist two
intervals Iy′ = [y,y′) and Iy′′ = [y′′,b) inW3. Now consider
Ix ′ and Iy′′ . By Definition 1, we have x ′ ≤ x ≤ b and y′′ ≥
y ≥ a. Since [a,b) is an arbitrary interval inW1, it follows
thatW1 ≤W3.
This completes the proof of the theorem. □
A.3 Proof of Theorem 3
Proof. If we take a union of the intervals in Ia,b , it is easy to
see I = ∪J ∈Ia,b J . By Definition 1, we can further enumerate the
intervals in Ia,b as J1 = [x1,y1), ..., Jn = [xn ,yn ) such that x1 = a,
yn = b, and x1 < · · · < xn , where n = |Ia,b |. Therefore,
I = J1 ∪ (J2 − J1) ∪ · · · ∪ (Jn − Jn−1).
Since the intervals J1, J2 − J1, ..., Jn − Jn−1 are mutually exclusive,
it follows that
|I | = |J1 | + |J2 − J1 | + · · · + |Jn − Jn−1 |.
We have |I | = r1, |J1 | = r2, and |Jk − Jk−1 | = s2 for 2 ≤ k ≤ n. As a
result, r1 = r2 + (n − 1) · s2, which yields
M(W1,W2) = n = 1 + (r1 − r2)/s2.
This completes the proof of the theorem. □
A.4 Proof of Theorem 4
Proof. We prove each direction separately.
(a) The “if” part⇒: Suppose that conditions (1) to (3) hold. By
(2) and (3), we know that r1 − r2 must be a multiple of s2
either. Combining with (1),W1 is covered byW2 according
to Theorem 1. Now consider an arbitrary interval I inW1.
Let the covering set of I inW2 be I. We next show that I
is disjoint. By (2) and (3) we know that r1 is a multiple of
r2. As a result, r1 = k · r2 where k is an integer. To show
that I is disjoint we only need to show that |I | = k (recall
Figure 4(a)). We have
|I | = 1 + (r1 − r2)/s2, [by Theorem 3]
= 1 + (k · r2 − r2)/s2, [by Condition (2)]
= 1 + (k − 1), [by Condition (3)]
= k .
(b) The “only if” part⇐: Suppose thatW1 is partitioned by
W2. By Theorem 1, condition (1) holds. Again, consider an
arbitrary interval I inW1 and let its covering set inW2 be I.
We know that I is disjoint, which implies condition (3), i.e.,
r2 = s2, as well as that r1 must be a multiple of r2. Therefore,
r1 must also be a multiple of s2 and condition (2) holds.
This completes the proof of the theorem. □
A.5 Proof of Theorem 6
Proof. We only prove MIN is distributive over overlapping par-
titions, as the proof for MAX is very similar. We set both f and д
in the definition of distributive aggregate function as MIN. It is
easy to see that, if two sets S1 and S2 satisfying S1 ⊆ S2, then
MIN(S2) ≤ MIN(S1).9 Moreover, for any set S , MIN(S) ∈ S and thus
{MIN(S)} ⊆ S . Therefore,
S = {MIN(T1), ..., MIN(Tn )} ⊆ T1 ∪ · · · ∪Tn ,
since MIN(T1) ⊆ T1, ..., MIN(Tn ) ⊆ Tn . As a result,
MIN(T ) ≤ MIN(S) = MIN({MIN(T1), ..., MIN(Tn )}).
We now prove that MIN(S) ≤ MIN(T ). To see this, let
S1 = T1,
S2 = T2 −T1,
S3 = T3 − (S1 ∪ S2),
...
Sn = Tn − (S1 ∪ · · · ∪ Sn−1).
We have T = S1 ∪ · · · ∪ Sn , and Si ∩ Sj = ∅ for all 1 ≤ i, j ≤ n.
Therefore, MIN(T ) = MIN(S1∪· · ·∪Sn ). Moreover, there exists some
j such that MIN(Sj ) = MIN(T ). Since Sj ⊆ Tj , MIN(Sj ) ≥ MIN(Tj ). As
a result,
MIN(T ) = MIN({MIN(S1), ..., MIN(Sn )})
≥ MIN({MIN(T1), ..., MIN(Tn )})
= MIN(S).
Since we have proved both MIN(S) ≤ MIN(T ) and MIN(T ) ≤
MIN(S), it must hold that MIN(S) = MIN(T ). □
A.6 Proof of Theorem 8
Since bothWf andW in Figure 9 are now tumbling windows, kf =
kW = 1. Equation 3 then yields∑K
j=1
nj
nf
( r j
sf
− r j
sW
)
+
rf
sW
≤ 0.
Since rf = sf and rW = sW , it follows that∑K
j=1
nj
nf
(
ρ j −
r j
rW
)
+
rf
rW
≤ 0.
Since rf =
r j
ρ j by definition, we have r j = ρ jrf and thus∑K
j=1
njρ j
nf
(
1 − rf
rW
)
+
rf
rW
≤ 0. (6)
Moreover, by definition of nf (Equation 1) we have
nf = (mf − 1)kf + 1 =mf =
R
rf
=
Rρ j
r j
=mjρ j .
Substituting into Equation 6, it follows that(
1 − rf
rW
)
· λ + rf
rW
≤ 0, (7)
where λ has been defined in Equation 4. As a result, we have
rf
rW
≥ λ
λ − 1 . (8)
Since nj = (mj − 1)kj + 1 ≥ mj , by Equation 4 we have λ ≥ K .
We distinguish two cases: K ≥ 2 and K = 1.
9We treat each element in T differently, even if some of them may have the same data
value.
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The Case of K ≥ 2. When K ≥ 2 we have
λ
λ − 1 ≤
K
K − 1 ≤ 2.
Since rfrW ≥ 2, Equation 8 holds, which implies c ≤ c ′. Note that
the equality c = c ′ only holds when rf = 2rW and λ = K = 2,
which implies nj =mj for j = 1, 2. In this case, both downstream
windows ofW (and thusWf ) are tumbling, andWf exactly doubles
the range ofW , which is a very special case.
The Case of K = 1. When K = 1, λ = n1m1 . We distinguish two
situations:
• If k1 = 1, which means that the (unique) downstream win-
dow is tumbling, then n1 = m1 and thus λ = 1. Equation 7
then implies that 1 ≤ 0, which is impossible. As a result,
c ≤ c ′ does not hold.
• If k1 > 1, then λ > 1 and thus the RHS of Equation 8 is well-
defined. Note that we must have m1 > 1, since if m1 = 1
then n1 = (m1 − 1)k1 + 1 = 1 and thus λ = 1, a contradiction.
Substituting λ = n1m1 , we obtain
λ
λ − 1 = 1 +
m1
n1 −m1
= 1 + m1(m1 − 1)(k1 − 1)
= 1 + 1
k1 − 1 +
1
(m1 − 1)(k1 − 1) .
As a result, when k1 ≥ 3 andm1 ≥ 3,
λ
λ − 1 ≤ 1 +
1
2 +
1
4 < 2,
and thus Equation 8 holds without equality as rf ≥ 2rW ,
which implies c < c ′. For the other two special cases where
one of k1 andm1 is 2 and the other is 3, we have to compare
the LHS and RHS to determine whether Equation 8 holds.
A.7 Proof of Theorem 9
Let d = cf − c ′f . It then follows that
d =
∑K
j=1 nj
(
M(Wj ,Wf ) −M(Wj ,W ′f )
)
+ ∆ (9)
=
∑K
j=1 nj
( r j − rf
sf
−
r j − r ′f
s ′f
)
+ ∆
=
∑K
j=1 nj
( r j
sf
− kf −
r j
s ′f
+ k ′f
)
+ ∆,
where
∆ = nf ·M(Wf ,W ) − n′f ·M(W ′f ,W )
= nf
(
1 +
rf − rW
sW
)
− n′f
(
1 +
r ′f − rW
sW
)
= nf
(
1 +
rf
sW
− kW
)
− n′f
(
1 +
r ′f
sW
− kW
)
.
Clearly,Wf is more beneficial if d < 0.
Proof. SinceWf ,W ′f , andW are all tumbling windows, kf =
k ′f = kW = 1. Substituting into Equation 9 and using the facts
rf = sf , r ′f = s
′
f , and rW = sW yields
cf − c ′f =
∑K
j=1 nj
( r j
rf
− r j
r ′f
)
+ nf ·
rf
rW
− n′f ·
r ′f
rW
= nf
(∑K
j=1
nj
nf
( r j
rf
− r j
r ′f
)
+
rf
rW
−
n′f
nf
·
r ′f
rW
)
.
Again we consider when cf ≤ c ′f holds. Or equivalently,∑K
j=1
nj
nf
( r j
rf
− r j
r ′f
)
+
rf
rW
−
n′f
nf
·
r ′f
rW
≤ 0.
Similarly, define
ρ j =
r j
rf
, ρ ′j =
r j
r ′f
, ∀1 ≤ j ≤ K .
SinceWf is tumbling,
nf =mf =
R
rf
=
mjr j
rf
=mjρ j .
It therefore follows that∑K
j=1
nj
mjρ j
(ρ j − ρ ′j ) +
rf
rW
−
n′f
nf
·
r ′f
rW
≤ 0.
Noting that
ρ ′j
ρ j
=
r j/r ′f
r j/rf
=
rf
r ′f
and making some rearrangement of the terms yields(
1 − rf
r ′f
)∑K
j=1
nj
mj
+
r ′f
rW
( rf
r ′f
−
n′f
nf
)
≤ 0.
As before, define λ =
∑K
j=1
nj
mj . It then follows that
rf
r ′f
≥
λ − r
′
f
rW ·
n′f
nf
λ − r
′
f
rW
.
Moreover, since bothWf andW ′f are tumbling windows, we have
nf =mf and n′f =m
′
f . Therefore,
r ′f
rW
·
n′f
nf
=
r ′f
rW
·
m′f
mf
=
R
rWmf
=
rf
rW
,
which yields
rf
r ′f
≥
λ − rfrW
λ − r
′
f
rW
.
This completes the proof of the theorem. □
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