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Kurzfassung
Im Bereich der Echtzeitsysteme rücken Mehrkern-Prozessoren zunehmend
in den Fokus. Dabei stellen Echtzeitsysteme besondere Anforderungen an
die eingesetzte Systemarchitektur. Neben der logischen Korrektheit, ist in
Echtzeitsystemen eine zeitlich vorhersagbare Ausführung entscheidend. Cache-
Speicher spielen in dieser Hinsicht eine besondere Rolle. Zum einen sind sie not-
wendig, um schnelle Zugriffe auf Instruktionen und Daten zu gewährleisten,
zum anderen beeinträchtigen sie die zeitliche Vorhersagbarkeit der Ausfüh-
rung. Beim Zugriff auf gemeinsame Daten in Mehrkern-Prozessoren ist zudem
der Einsatz eines Cache-Kohärenzverfahrens notwendig. Gängige Kohärenzver-
fahren können die Anforderungen an Performanz und Echtzeitfähigkeit nicht
hinreichend erfüllen. Die in hardwarebasierten Kohärenzverfahren eingesetzten
Kohärenzoperationen machen eine präzise WCET-Abschätzung undurchführ-
bar.
Der On-Demand Coherent Cache (ODC2) stellt ein Cache-
Kohärenzverfahren dar, das im Hinblick auf den Einsatz in Echtzeitsystemen
entwickelt wurde. Es verzichtet auf eine gegenseitige Beeinflussung von Cache-
Speicher durch Kohärenzoperationen und erreicht dadurch eine hinreichende
zeitliche Vorhersagbarkeit der Zugriffe auf gemeinsame Daten. Das Verfahren
des ODC2 zielt auf eine möglichst effiziente Nutzung des Cache-Speichers
hin. Im Vergleich zu gängigen, softwarebasierten Verfahren ermöglicht es eine
signifikant höhere (Worst-Case) Performanz.

Veröffentlichungen
Teile dieser Arbeit wurden in den Veröffentlichungen verschiedener Kon-
ferenzen und Workshops publiziert. Es folgt eine chronologische Auflistung
dieser Veröffentlichungen:
Pyka, A. ; Rohde, M. ; Uhrig, S. : A Real-time Capable First-level
Cache for Multi-cores. In: Workshop on High Performance and Real-time Em-
bedded Systems (HiRES) in conjunction with HiPEAC’13, Berlin, Germany
Pyka, A. ; Rohde, M. ; Fernandes, J. ; Uhrig, S. : On-Demand
Coherent Cache for Parallelised Hard Real-Time Applications. In: Proceedings
of the Work-in-Progress Session of the 25th Euromicro Conference on Real-
Time Systems (ECRTS 2013), Paris, France
Pyka, A. ; Rohde, M. ; Uhrig, S. : Performance Evaluation of the Time
Analysable On-Demand Coherent Cache. In: Trust, Security and Privacy in
Computing and Communications (TrustCom), 2013 12th IEEE International
Conference on, 2013, S. 1887–1892
Ungerer, T. ; Bradatsch, C. ; Gerdes, M. ; Kluge, F. ; Jahr, R. ;
Mische, J. ; Fernandes, J. ; Zaykov, P. ; Petrov, Z. ; Boddeker, B. ;
Kehr, S. ; Regler, H. ; Hugl, A. ; Rochange, C. ; Ozaktas, H. ; Cassé,
H. ; Bonenfant, A. ; Sainrat, P. ; Broster, I. ; Lay, N. ; George,
D. ; Quinones, E. ; Panic, M. ; Abella, J. ; Cazorla, F. ; Uhrig, S. ;
Rohde, M. ; Pyka, A. : parMERASA – Multi-core Execution of Parallelised
Hard Real-Time Applications Supporting Analysability. In: Digital System
Design (DSD), 2013 Euromicro Conference on, 2013, S. 363–370
Pyka, A. ; Rohde, M. ; Zaykov, P. G. ; Uhrig, S. : Case Study:
On-Demand Coherent Cache for Avionic Applications. In: 2nd Workshop on
High-performance and Real-time Embedded Systems (HiRES 2014), Vienna,
Austria
Pyka, A. ; Rohde, M. ; Uhrig, S. : A real-time capable coherent data
cache for multicores. In: Concurrency and Computation: Practice and Experi-
ence 26 (2014), Nr. 6, S. 1342–1354. http://dx.doi.org/10.1002/cpe.3172.
– DOI 10.1002/cpe.3172. – ISSN 1532–0634
Pyka, A. ; Rohde, M. ; Uhrig, S. : Extended performance analysis of
the time predictable on-demand coherent data cache for multi- and many-core
systems. In: International Conference on Embedded Computer Systems:
Architectures, Modeling, and Simulation (SAMOS XIV), 2014, 2014, S.
107–114
Pyka, A. ; Tadros, L. ; Uhrig, S. ; Cassé, H. ; Ozaktas, H. ;
Rochange, C. : WCET Analysis of Parallel Benchmarks using On-Demand
Coherent Cache. In: 3rd Workshop on High-performance and Real-time
Embedded Systems (HiRES 2015), Amsterdam, the Netherlands
Ungerer, T. ; Bradatsch, C. ; Frieb, M. ; Kluge, F. ; Mische,
J. ; Stegmeier, A. ; Jahr, R. ; Gerdes, M. ; Zaykov, P. ; Matusova,
L. ; Li, Z. J. J. ; Petrov, Z. ; Böddeker, B. ; Kehr, S. ; Regler, H.
; Hugl, A. ; Rochange, C. ; Ozaktas, H. ; Cassé, H. ; Bonenfant,
A. ; Sainrat, P. ; Lay, N. ; George, D. ; Broster, I. ; Quiñones, E.
; Panic, M. ; Abella, J. ; Hernandez, C. ; Cazorla, F. ; Uhrig, S.
; Rohde, M. ; Pyka, A. : Experiences and Results of Parallelisation of
Industrial Hard Real-time Applications for the parMERASA Multi-core. In:
3nd Workshop on High-performance and Real-time Embedded Systems (HiRES
2015), Amsterdam, the Netherlands
Uhrig, S. ; Tadros, L. ; Pyka, A. : MESI-based Cache Coherence for
Hard Real-time Multicore Systems. In: 28th GI/ITG International Conference
on Architecture of Computing Systems, Porto, Portugal
Inhaltsverzeichnis
1 Einführung 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Ziele dieser Arbeit . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Aufbau . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Beitrag des Autors zur Dissertation . . . . . . . . . . . . . . . 4
2 Grundlagen 7
2.1 Cache-Speicher . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Mehrkern-Prozessoren . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.1 Aufbau eines Mehrkern-Prozessors . . . . . . . . . . . . 12
2.2.2 Speicherhierarchie . . . . . . . . . . . . . . . . . . . . . 14
2.3 Konsistenz und Kohärenz in Mehrkern-Prozessoren . . . . . . . 15
2.3.1 Konsistenz und Konsistenzmodelle . . . . . . . . . . . . 16
2.3.2 Cache-Kohärenz . . . . . . . . . . . . . . . . . . . . . . 19
2.4 Cache-Kohärenzprotokolle . . . . . . . . . . . . . . . . . . . . 21
2.4.1 Snooping-Protokolle . . . . . . . . . . . . . . . . . . . . 21
2.4.2 Verzeichnis-Protokolle . . . . . . . . . . . . . . . . . . . 23
2.4.3 Software Cache-Kohärenz . . . . . . . . . . . . . . . . . 25
2.5 Echtzeitsysteme . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.5.1 WCET . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.5.2 Laufzeitanalyse . . . . . . . . . . . . . . . . . . . . . . . 28
2.5.3 Cacheanalyse in der statischen Laufzeitanalyse . . . . . 30
2.5.4 Echtzeitfähigkeit in Mehrkern-Prozessoren . . . . . . . . 31
3 Cache-Kohärenz in Echtzeitsystemen 35
3.1 Voraussetzungen für echtzeitfähige Cache-Kohärenz . . . . . . 36
3.2 Cache-Kohärenz in aktuellen Mehrkern-Prozessoren . . . . . . 37
3.3 Analyse bekannter Cache-Kohärenzprotokolle . . . . . . . . . . 39
3.3.1 Einfluss auf die Cacheanalyse . . . . . . . . . . . . . . . 39
3.3.2 Einfluss auf die Latenz eine Cache-Zugriffs . . . . . . . . 45
3.3.3 Cache-Miss Latenz in Snooping-Protokollen . . . . . . . 47
3.3.4 Cache-Miss Latenz in Verzeichnis-Protokollen . . . . . . 52
3.3.5 Latenz bei Schreibzugriffen . . . . . . . . . . . . . . . . 53
3.3.6 Vorhersagbarkeit von Schreiblatenzen . . . . . . . . . . 58
3.3.7 Schlussfolgerungen . . . . . . . . . . . . . . . . . . . . . 58
3.4 Echtzeitfähige Speicherhierarchie in der Forschung . . . . . . . 60
4 On-Demand Coherent Cache 63
4.1 Funktionsweise . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.1.1 Private-Mode und Shared-Mode . . . . . . . . . . . . . 65
4.1.2 Restore-Procedure . . . . . . . . . . . . . . . . . . . . . 67
4.1.3 Schreibstrategie des ODC2 . . . . . . . . . . . . . . . . 68
4.1.4 Auswirkungen auf die Performanz . . . . . . . . . . . . 70
4.2 Realisierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.2.1 ODC2 Kontrollanweisungen . . . . . . . . . . . . . . . . 71
4.2.2 Synchronisationstechniken . . . . . . . . . . . . . . . . . 72
4.2.3 Abbildung privater und gemeinsamer Daten . . . . . . . 73
4.2.4 Hardwareanforderungen . . . . . . . . . . . . . . . . . . 73
4.3 Echtzeitfähigkeit . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.3.1 Ausführung der Kontrollanweisungen . . . . . . . . . . . 75
4.3.2 Markierung der Cache-Zeilen . . . . . . . . . . . . . . . 76
4.3.3 Restore-Procedure . . . . . . . . . . . . . . . . . . . . . 77
4.3.4 Vorhersage markierter Cache-Zeilen . . . . . . . . . . . 78
4.4 Bezug zu verwandten Arbeiten . . . . . . . . . . . . . . . . . . 79
5 Evaluation 81
5.1 Vorangehende Studien . . . . . . . . . . . . . . . . . . . . . . . 82
5.2 Evaluationsplattform . . . . . . . . . . . . . . . . . . . . . . . 83
5.2.1 Zugriffslatenzen in der Evaluation . . . . . . . . . . . . 87
5.3 Tools der Evaluation . . . . . . . . . . . . . . . . . . . . . . . 88
5.3.1 Ausführungssimulation . . . . . . . . . . . . . . . . . . . 88
5.3.2 Statische WCET-Analyse . . . . . . . . . . . . . . . . . 88
5.4 Benchmarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.5 Auswertung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.5.1 Performanz im Echtzeitsystem . . . . . . . . . . . . . . 94
5.5.2 Einfluss der Kohärenzoperationen . . . . . . . . . . . . . 99
5.5.3 Zugriffsverhalten im Cache . . . . . . . . . . . . . . . . 101
5.5.4 Variation der Cachekonfiguration . . . . . . . . . . . . . 109
5.6 Fazit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6 Zusammenfassung und Ausblick 115







Anhang 1: Laufzeitmessung . . . . . . . . . . . . . . . . . . . . . . 144
Anhang 2: WCET-Abschätzung . . . . . . . . . . . . . . . . . . . . 145
Anhang 3: Skalierung der Laufzeit und WCET . . . . . . . . . . . . 146
Anhang 4: Histogramm der Invalidierung . . . . . . . . . . . . . . . 148




You may delay, but time will not. Benjamin Franklin
1.1 Motivation
Der Prozessor eines Computersystems wird häufig mit einem menschlichen Ge-
hirn verglichen. Als zentrale „Ausführungseinheiten“ sind beide für den Betrieb
und die Informationsverarbeitung zuständig. Doch so beliebt wie der Vergleich
ist, so sehr hinkt er auch. Kann sich doch eine sequentielle Rechenmaschine
kaum mit der komplexen Interaktion von Milliarden von Nervenzellen messen.
Betrachtet man jedoch den aktuellen Fortschritt in der Entwicklung von Pro-
zessorarchitekturen, bekommt man den Eindruck, dass unsere elektronischen
Gegenstücke allmählich aufholen.
In heutigen Computersystemen haben Mehrkern-Prozessoren den Einsatz
von Einkern-Prozessoren abgelöst. Auf der Jagd nach immer höheren Taktra-
ten sind Entwickler von Mikroprozessoren an physikalische Grenzen gestoßen,
die eine weitere Performanzsteigerung mit Einkern-Prozessoren nicht mehr ef-
fizient möglich machen. In Hinblick auf den zu Beginn aufgestellten Vergleich,
ist es offensichtlich, dass Performanz nicht zwingend eine Frage der Rechenge-
schwindigkeit ist, sondern ebenso von der Möglichkeit profitiert, mehrere Auf-
gaben parallel ausführen zu können. Die Ersetzung von Einkern-Prozessoren
durch Mehrkern-Prozessoren liegt da auf der Hand.
Mehrkern-Prozessoren ermöglichen eine vollständig parallelisierte Ausfüh-
rung von Applikationen auf den im Prozessor verfügbaren Rechenkernen. Ein
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Zustand, der mit mehrfähdigen Einkern-Prozessoren bisher nur scheinbar er-
reicht wurde. Mehrkern-Prozessoren sind heute in nahezu allen Bereichen com-
putergestützter Berechnung anzutreffen, sei es für Datenbanksysteme, Auto-
matisierung, High-Performance Anwendungen oder den einfachen Heimcom-
puter. Wurde bei der Einschätzung zukünftiger Performanzsteigerung bislang
meist Moore’s Gesetz [93] zitiert, welches einen kontinuierlichen technologi-
schen Fortschritt in der Entwicklung von Prozessoren vorhersagt, werden in
Zukunft wohl eher Betrachtungen wie das Gesetz von Amdahl [63], das Gren-
zen für die Effizienz parallelisierter Berechnungen aufzeigt, im Vordergrund
stehen. Wir sind heute noch weit davon entfernt die Möglichkeiten, welche die
Mehrkern-Technologie bietet, erschöpfend auszunutzen. Die Entwicklung von
parallelisierten Applikationen ist sehr komplex und harmoniert nicht gerade
mit unserem eigenen Denkschema. Unser Bewusstsein ist, um den Vergleich
ein letztes Mal zu bemühen, eher auf die sequentielle Verrichtung einer einzel-
nen Aufgabe ausgerichtet. Doch der hohe Bedarf an effizient parallelisierten
Applikationen, der mit der Ausbreitung von Mehrkern-Prozessoren beflügelt
wird, ist Antrieb genug, um diese Lücke zu schließen.
Mag der Markt auf den ersten Blick bereits von Mehrkern-Prozessoren
durchdrungen sein, ist ein buchstäblich flächendeckender Einsatz im Moment
noch nicht erreicht. Gerade in Bereichen, in denen maximale Performanz nicht
das entscheidende Kriterium ist, ist eine starke Zurückhaltung vor der An-
wendung neuer Mehrkern-Architekturen zu erkennen. So dringen Mehrkern-
Prozessoren erst langsam in den Bereich der sicherheitskritischen Systeme oder
harten Echtzeitsysteme vor.
Harte Echtzeitsysteme stellen hohe Anforderungen an die verwendete Sy-
stemarchitektur. Anstelle einer möglichst kurzen Ausführungszeit, liegt das
Hauptaugenmerk auf der zeitlichen Vorhersagbarkeit der Ausführung. Aktuel-
le Mehrkern-Architekturen sind in der Regel auf hohe Performanz ausgerichtet
und können diese Anforderung nicht hinreichend erfüllen. Die darin verwen-
deten Pipeline-Optimierungen und eine komplexe Speicherhierarchie machen
den zeitlichen Ablauf einer Ausführung schwer vorhersehbar. Gerade Cache-
Speicher haben sich als eine Quelle zeitlicher Unvorhersagbarkeit erwiesen,
insbesondere in einem Mehrkern-Prozessor. Verfügen die Rechenkerne eines
Mehrkern-Prozessors über private Cache-Speicher, macht dies den Einsatz ei-
ner Cache-Kohärenztechnik notwendig, um einen korrekten Zugriff auf gemein-
same Daten zu gewährleisten. Gängige Cache-Kohärenzprotokolle verschlech-
tern jedoch die zeitliche Vorhersagbarkeit der Ausführung in hohem Maße und
sind daher für den Einsatz in harten Echtzeitsystemen nicht geeignet.
Bei der Ausführung sicherheitskritischer Anwendungen kommen Cache-
Speicher selten bis gar nicht zum Einsatz. Zeitliche Vorhersagbarkeit hat im
Bereich der Echtzeitsysteme Priorität, so dass auf einen Performanzgewinn mit
Hilfe eines Caches verzichtet wird. Doch auch für sicherheitskritische Systeme
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werden die Anwendungen zunehmend komplexer und fordern immer mehr Re-
chenzeit ein. Die Tatsache, dass gerade in Mehrkern-Prozessoren ohne Caches
eine hohe Performanz kaum zu erreichen ist, erklärt die Zurückhaltung vor
der Verwendung dieser Architekturen in Echtzeitsystemen. Aktuelle Spezifika-
tionen die Standards für Software-Architekturen im Automobil- (AUTOSAR
4.0 [13], ISO 26262 [66]) oder Avionik-Bereich (ARINC 653 [64]) festlegen,
setzten der Verwendung von Mehrkern-Architekturen enge Grenzen.
Die Vielzahl aktueller Forschungsprojekte, die sich mit paralleler Aus-
führung in Echtzeitsystemen beschäftigen, wie z.B. parMERASA [139], T-
CREST [47], MultiPARTES [46], CERTAINTY [44], ARAMiS [20], DRE-
AMS [45] sowie EMC2 [11], zeigt den dringenden Bedarf einer effizienten
Mehrkern-Architektur für den Bereich der Echtzeitsysteme. Die effiziente Nut-
zung privater Cache-Speicher ist einer der Stolpersteine auf diesem Weg. Es
ist daher notwendig, den Aufbau einer Cache-Kohärenztechnik neu zu über-
denken und an die Anforderungen harter Echtzeitsysteme anzupassen. Dabei
ist es lohnenswert bekannte Konzepte der Cache-Kohärenz aufzugreifen, die
aufgrund unzureichender Performanz nicht eingesetzt werden, aber zeitliche
Vorhersagbarkeit ermöglichen, und in einem neuartigen Konzept zu vereinen.
1.2 Ziele dieser Arbeit
Ziel dieser Arbeit ist es zum einen, bekannte Cache-Kohärenzverfahren auf ih-
re Anwendbarkeit in harten Echtzeitsystemen hin zu untersuchen. Es werden
zuerst Voraussetzungen für den Einsatz solcher Techniken in harten Echtzeit-
systemen definiert. Das Augenmerk liegt dabei auf einer möglichst effizienten
Nutzung des Cache-Speichers bei gleichzeitiger Sicherstellung der zeitlichen
Vorhersagbarkeit.
Gängige Kohärenzprotokolle, wie sie in heutigen Mehrkern-Prozessoren ein-
gesetzt werden, gelten als ungeeignet für harte Echtzeitsysteme. Auf Grundlage
der definierten Voraussetzungen werden gängige Kohärenzprotokolle auf ihre
Eignung für harte Echtzeitsysteme hin untersucht. Es werden die in den ver-
schiedenen Verfahren zum Einsatz kommenden Kohärenztechniken analysiert,
und es wird dargestellt, inwieweit diese Techniken die zeitliche Vorhersagbar-
keit der Ausführung einer parallelen Anwendung beeinflussen.
Desweiteren wird in dieser Arbeit ein Cache-Kohärenzverfahren vorgestellt,
der On-Demand Coherent Cache (ODC2), das den Anforderungen eines har-
ten Echtzeitsystems gerecht wird. Es wird erläutert, inwieweit das Verfahren
auf bekannte Kohärenztechniken aufbaut und im Verhältnis zu aktuellen For-
schungsansätzen steht. Die Anwendung des ODC2 bei der Ausführung paral-
leler Applikationen wird demonstriert und es wird gezeigt wie kohärente Zu-
griffe auf gemeinsame Daten in einem Mehrkern-Prozessor ermöglicht werden.
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Es wird detailliert dargestellt, welche Anforderungen dieses Verfahren an die
Systemhardware und an die Entwicklung von parallelen Programmen stellt.
Im Rahmen einer Evaluation wird der ODC2 mit anderen Verfahren zur
Sicherstellung kohärenter Zugriffe auf gemeinsame Daten verglichen, welche
aktuell in sicherheitskritischen Systemen Anwendung finden. Dazu werden die
Auswirkungen dieser Verfahren auf die Umsetzung von Speicherzugriffen bei
der Ausführung paralleler Benchmarks untersucht. Es werden sowohl Resultate
einer simulierten Laufzeitmessung, als auch einer statischen Laufzeitanalyse in
Betracht gezogen. Anhand der Ergebnisse der Evaluation wird gezeigt, dass
bei Einsatz des ODC2 eine hinreichend präzise Abschätzung der maximalen
Ausführungszeit möglich ist und das Verfahren somit für harte Echtzeitsysteme
geeignet ist.
1.3 Aufbau
Diese Arbeit ist wie folgt aufgebaut: Kapitel 2 erläutert Grundlagen über
Cache-Speicher, Mehrkern-Prozessoren und Echtzeitsysteme, die für das Ver-
ständnis der Arbeit notwendig sind. In Kapitel 3 werden Voraussetzungen für
echtzeitfähige Cache-Kohärenz definiert und bekannte Kohärenzprotokolle auf
Grundlagen dieser Voraussetzungen analysiert. Kapitel 4 stellt den zeitlich
vorhersagbaren On-Demand Coherent Cache vor, der in Kapitel 5 zusammen
mit anderen Verfahren evaluiert wird. Die Arbeit schließt mit einem Fazit und
Ausblick in Kapitel 6 ab.
1.4 Beitrag des Autors zur Dissertation
Nach §10(2) der „Promotionsordnung der Fakultät für Informatik der Tech-
nischen Universität Dortmund vom 29. August 2011“ muss der Autor einer
Dissertation in einem gesonderten Abschnitt beschreiben, welche Ergebnisse
in Kooperation mit anderen Personen erzielt wurden und worin der Eigenan-
teil des Autors an diesen Ergebnissen liegt. Im Folgenden wird dies zu den
einzelnen Kapiteln dieser Arbeit erläutert:
• Kapitel 3: Die Analyse bekannter Cache-Kohärenzprotokolle wurde
zum Teil in Zusammenarbeit mit Prof. Dr. Sascha Uhrig erstellt. Der
Autor hat an der Publikation über die Analyse busbasierter Cache-
Kohärenz mitgewirkt [137], deren Ergebnisse in diese Arbeit eingeflossen
sind. Eine Vertiefung der Analyse um die Auswirkungen auf die Must-
/May-Analyse sowie die Erweiterung um weitere Kohärenzprotokolle
und Kommunikationsmedien wurde vom Autor durchgeführt.
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• Kapitel 4: Die Grundidee zu dem in dieser Arbeit präsentierten ODC2
Kohärenzverfahren stammt von Prof. Uhrig. Der Autor arbeitete an
der Ausarbeitung des Verfahrens mit und war für die Realisierung bzw.
Implementation des ODC2 verantwortlich. Im Zuge dessen erweiterte
der Autor das Verfahren um die Adressüberprüfung und den bedingten
Wechsel der Schreibstrategie. Die Auswirkungen des ODC2-Verfahrens
auf die Cacheanalyse einer statische WCET-Analyse wurden in Zu-
sammenarbeit mit den Mitarbeitern des „Institute de Recherche en
Informatique (IRIT)“ erarbeitet.
• Kapitel 5: Für die Laufzeitsimulation wurden verschiedene Modelle ei-
ner Mehrkern-Architektur eingesetzt, an deren Implementationen der Au-
tor mitgewirkt hat. Basierend auf Standard-Komponenten der SoCLib-
Plattform [131], implementierte der Autor Cache-Modelle, die den ODC2
und das M(O)ESI-Protokoll in einem busbasierten System umsetzen. Ein
Großteil der Laufzeitsimulation wurde mit Hilfe des parMERASA Simu-
lators durchgeführt, der im Rahmen des parMERASA Projekts [138] von
zahlreichen Personen entwickelt wurde. Der Autor implementierte für die-
sen Simulator das ODC2 Cache-Modell und modifizierte zahlreiche ande-
ren Modelle hinsichtlich den Anforderungen für diese Evaluation.
Für die statische WCET-Analyse wurde die OTAWA Toolbox eingesetzt.
Die Integration des ODC2 Modells in OTAWA wurde von den Mitar-
beitern von IRIT, allen voran Hugues Cassé durchgeführt. Der Autor
hat diese Arbeit vor Ort unterstützt. Die Durchführung der WCET-
Analyse wurde größtenteils vom Autor selbst bewerkstelligt. Die Analyse





Dieses Kapitel dient als Einführung in das Themengebiet und vermittelt
Grundlagen, die zum Verständnis der Arbeit hilfreich bzw. notwendig sind.
Das Thema der Arbeit berührt mehrere Gebiete, so dass Ausführungen über
Cache-Speicher, Mehrkern-Prozessoren sowie Echtzeitsysteme nötig sind.
Im Folgenden wird das Konzept einer Speicherhierarchie mit Cache-
Speichern und deren Aufbau erläutert. Anschließend wird auf die Merkmale
der Architektur eines Mehrkern-Prozessors eingegangen. Es folgt eine Defini-
tion der Begriffe Konsistenz und Kohärenz und eine Erläuterung der beson-
deren Rolle der Cache-Kohärenz in Mehrkern-Prozessoren. Der nachfolgende
Abschnitt stellt klassische Cache-Kohärenzprotokolle und ihre Optimierungen
vor. Dabei werden sowohl Hardware- als auch Softwarelösungen dargelegt. Ab-
schließend werden die speziellen Anforderungen von Echtzeitsystemen erläu-
tert. Es werden Grundlagen über die Laufzeitanalyse für Echtzeitsysteme ver-
mittelt und im Speziellen auf die Cacheanalyse in einem Mehrkern-Prozessor
eingegangen.
2.1 Cache-Speicher
Speicher für Programmdaten und Instruktionen in einem Computersystem
müssen sowohl Anforderungen an hoher Speicherkapazität, als auch an kurzer
Zugriffszeit genügen. Da diese Eigenschaften bei Speichern im Gegensatz zuein-
ander stehen, kann keine Speicherart beiden Anforderungen zugleich gerecht
werden. Daher wird eine Vielzahl verschiedener Speichertypen (z.B. SRAM,
DRAM, Flash, Magnetspeicher etc.) verwendet, die miteinander zusammen-
arbeiten und eine Speicherhierarchie bilden. Abbildung 2.1 zeigt ein typisches
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Abbildung 2.1: Aufbau und Merkmale einer Speicherhierarchie.
Beispiel einer Speicherhierarchie, wie sie in einem Computersystem zu finden
ist. An oberen Ende der Hierarchie stehen die CPU-Register eines Rechenkerns,
die einen sehr schnellen Zugriff, aber eine geringe Kapazität bieten. Das un-
tere Ende bildet die Festplatte mit hoher Speicherkapazität und ebenso hoher
Zugriffszeit.
Eine zentrale Rolle in der Speicherhierarchie nimmt hierbei der Haupt-
speicher ein, der die Instruktionen und Daten eines Programms während des-
sen Ausführung bereitstellt. Ein Zugriff auf den Hauptspeicher, typischerweise
ein DRAM Speicher, benötigt sehr viel Zeit, verglichen mit einem Zugriff auf
die internen Register eines Rechenkerns. Um diese Zugriffe zu beschleunigen
wird ein Cache-Speicher dazwischen geschaltet. Ein Cache ist ein kleiner und
schneller SRAM Speicher mit einer Kapazität von wenigen Kilobyte bis einigen
Megabyte, der zur Zwischenspeicherung von Daten verwendet wird.
Die Aufgabe eines Cache-Speichers ist es, Kopien der momentan benötig-
ten Instruktionen und Daten vom Hauptspeicher zu laden und temporär für
einen schnellen Zugriff bereitzuhalten. Dieser Vorgang wird, für den Benut-
zer nicht sichtbar, vom Cache-Controller durchgeführt. Dabei macht er sich
die Prinzipien der zeitlichen und räumlichen Lokalität zu Nutze. Das Prinzip
der räumlichen Lokalität besagt, dass die benachbarten Daten eines aktuell
verwendeten Datums, mit hoher Wahrscheinlichkeit in Kürze benötigt wer-
den. Daher werden beim Laden eines neuen Datums in den Cache auch eine
bestimmte Anzahl benachbarter Daten mit in die Cache-Zeile geladen. Dem
Prinzip der zeitlichen Lokalität zufolge, wird auf ein aktuell verwendetes Da-
tum mit hoher Wahrscheinlichkeit in Kürze erneut zugegriffen. Aus diesem
Grund wird bei der Ersetzung von Daten im Cache versucht, diejenigen Daten
zu ersetzten, auf die voraussichtlich in naher Zukunft nicht mehr zugegriffen
wird.
Organisatorisch ist ein Cache in eine Vielzahl von Cache-Blöcken unterteilt.
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Abbildung 2.2: Aufbau eines Cache-Blocks mit Kontrollinformationen.
Abbildung 2.2 zeigt den Aufbau eines solchen Cache-Blocks, bestehend aus den
Kontrollinformationen zur Verwaltung des Zustands des Cache-Blocks (Dirty-
Bit, Invalid-Bit), dem Tag (Teil der Adresse der gespeicherten Daten) und der
Cache-Zeile, in der mehrere Datenwörter gespeichert werden.
Ablauf eines Cache-Zugriffs
Ein Cache-Speicher dient bei der Beantwortung eines Speicherzugriffs als erste
Instanz, d.h. der Prozessor richtet seine Lese- oder Schreibanfrage direkt an den
Cache. Dieser leitet die Anfrage gegebenenfalls an den Hauptspeicher weiter.
Häufig existieren mehrere Ebenen von Cache-Speichern in einer Speicherhier-
archie. Anfragen werden dann, wenn es notwendig ist, an die jeweils nächste
Cache-Ebene weitergeleitet. Im Folgenden wird der Ablauf eines Cache-Zugriffs
bei nur einer existierenden Cache-Ebene erläutert.
Erhält der Cache eine Anfrage für einen Speicherzugriff, so prüft dieser ob
das gewünschte Datum im Cache vorhanden ist, indem er zuerst die anliegen-
de Zieladresse in drei Segmente aufgeteilt. Abbildung 2.3 zeigt die Gliederung
einer Cache-Adresse mit den Segmenten Tag, Index und Offset. Mit Hilfe des
Index wird die genaue Position, d.h. der konkrete Block, an dem die Daten
im Cache gespeichert werden, bestimmt. Dabei wird zwischen den Organisa-
tionsarten direkt-abgebildet, satz-assoziativ und voll-assoziativ unterschieden.
Bei direkt-abgebildeten Caches wird über den Index ein einzelner konkreter
Cache-Block adressiert. In satz-assoziativen Caches adressiert der Index einen
Cache-Satz, der aus mehreren Cache-Blöcken besteht. Innerhalb dieses Cache-
Satzes kann der Cache-Block frei gewählt werden. So stehen bei einem 4-fach
assoziativen Cache 4 Cache-Blöcke pro Satz zur Auswahl. Ein voll-assoziativer
Cache besteht nur aus einem einzigen Satz, der alle vorhandenen Cache-Blöcke
enthält. Darin wird der Ziel-Block frei bzw. von Cache-Controller eigenstän-
dig gewählt, so dass kein Index mehr notwendig ist. Wurde der entsprechende
Cache-Block für die Zieladresse eines Speicherzugriffs ermittelt, wird über den
Tag geprüft, ob die Cache-Zeile das gewünschte Datum enthält. Ist dies der
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Abbildung 2.3: Gliederung einer Cache-Adresse in die Segmente Tag, Index und
Offset.
Fall, so wird mit Hilfe des Offsets das gesuchte Datum innerhalb der Cache-
Zeile adressiert.
Ist das gesuchte Datum eines Speicherzugriffs im Cache vorhanden, so
spricht man von einem Cache-Hit und der Zugriff kann lokal im Cache durch-
geführt werden. Im Falle eines Lesezugriffs wird das Datum vom Cache an
der Prozessor übermittelt. Bei einem Schreibzugriff wird zwischen einer Write-
Back und einer Write-Through Schreibstrategie unterschieden. Ein Write-Back
Schreibzugriff modifiziert lediglich das Datum im Cache und markiert die
Cache-Zeile in den Kontrollinformationen des Cache-Blocks als „modifiziert“
(Dirty). Diese Markierung gibt an, dass diese Kopie des Datums im Cache
nicht mehr konsistent zum Datum im Hauptspeicher ist, d.h. im Hauptspei-
cher befindet sich ein anderer, veralteter Wert. Bei einer späteren Ersetzung der
Cache-Zeile müssen die Daten dann in den Hauptspeicher zurückgeschrieben
werden. Bei einem Write-Through Schreibzugriff wird zusätzlich zum Cache
auch das Datum im Hauptspeicher geändert. Dabei bleibt das Datum im Ca-
che konsistent zum Hauptspeicher und es es nicht nötig es als „modifiziert“ zu
markieren.
Ein Zugriff auf ein Datum, dass nicht im Cache vorhanden ist, wird als
Cache-Miss bezeichnet. Das gewünschte Datum muss nun erst vom Haupt-
speicher in den Cache geladen werden. Dabei wird in der Regel mittels eines
Read-Burst die gesamte Cache-Zeile, ausgerichtet an der Größe des Offsets, in
den Cache geladen. Anschließend kann auf das Datum im Cache lesend oder
schreibend zugegriffen werden. Für einen Schreibzugriff wird dieser Ablauf als
Write-Allocate bezeichnet. Alternativ kann eine Schreiboperation bei einem
Cache-Miss als Non-Write-Allocate Zugriff durchgeführt werden. Dabei wird
der modifizierte Wert direkt in den Hauptspeicher geschrieben, ohne vorher die
zugehörige Cache-Zeile zu laden. Ein weiterer Zugriff auf dieses Datum führt
dann wieder zu einem Cache-Miss.
Wenn im Falle eines Cache-Miss im entsprechenden Cache-Satz (bei Satz-
Assoziativität) kein freier Cache-Block mehr zur Verfügung steht, muss ei-
ner der vorhandenen Cache-Blöcke ersetzt werden. Die Entscheidung darüber
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welcher Block ersetzt wird, wird anhand der eingesetzten Ersetzungsstrate-
gie getroffen. Es existiert eine Vielzahl verschiedener Ersetzungsstrategien, die
versuchen das Prinzip der zeitlichen Lokalität bestmöglich auszunutzen. Dazu
wird auf unterschiedliche Weise das „Alter“ eines Cache-Blocks ermittelt. Im
Falle einer Ersetzung kann dann der älteste Block ausgewechselt werden. Gän-
gige Ersetzungsstrategien sind Least-Recently-Used (LRU), First-In-First-Out
(FIFO) und Random. Aufgrund ihrer Komplexität werden oft Implementierun-
gen eingesetzt, die dieses Verfahren bestmöglich approximieren (z.B. pseudo-
LRU). Wurde die Wahl des zu ersetzenden Cache-Blocks getroffen, wird zuerst
überprüft, ob die Cache-Zeile als Dirty markiert ist und gegebenenfalls zurück-
geschrieben werden muss. Anschließend wird die Cache-Zeile invalidiert, d.h.
als ungültig markiert und, wie oben beschrieben, der Cache-Miss durchge-
führt. Bei direkt-abgebildeten Cache-Speichern besteht keine Wahl zwischen
mehreren zu ersetzenden Cache-Zeilen und eine Ersetzungsstrategie ist daher
unnötig.
Alle gängigen Cache-Speicher bieten zusätzliche Möglichkeiten an, den In-
halt des Caches zu modifizieren. So ist es z.B. möglich mit Hilfe einer speziellen
Instruktion sämtliche Daten aus dem Cache-Speicher zu löschen, um eine voll-
ständige Konsistenz zum Hauptspeicher und einen freien Cache zu erhalten.
Dabei werden die Daten in den Cache-Zeilen nicht buchstäblich gelöscht, son-
dern lediglich über das Invalid-Bit als ungültig markiert. Das Invalid-Bit ist,
ebenso wie das Dirty-Bit, Teil der Kontrollinformationen eines Cache-Blocks
(siehe Abbildung 2.2).
2.2 Mehrkern-Prozessoren
Computersysteme mit mehreren parallel arbeitenden Prozessoren gehen bis in
die 1960er Jahre zurück. So gab es z.B. den IBM System 360/67 [81] als Dual-
Prozessor Modell. In den nachfolgenden Jahren wurden immer komplexere
Systeme mit teilweise hunderten von Prozessoren entwickelt, u.a. den BBN
Butterfly [83].
Ein Mehrkern-Prozessor unterscheidet sich in erster Linie dadurch von ei-
nem Mehrprozessorsystem, dass die Rechenkerne zusammen auf dem selben
Mikrochip verbaut sind. Man kann Mehrkern-Prozessoren als eine konsequen-
te Weiterentwicklung von Mehrprozessorsystemen betrachten. Beide System-
typen stellen Architekturen mit separaten Recheneinheiten und gemeinsam
genutzten Ressourcen dar. Im Falle eines Mehrkern-Prozessors befinden sich
sämtliche Rechenkerne auf einem Chip. Sie sind dadurch deutlich enger ge-
koppelt und teilen sich mehr Ressourcen als in einem Mehrprozessorsystem.
Dadurch ist eine deutlich höhere Performanz und Energieeffizienz möglich. Ei-
ne andere Sichtweise ist es, Mehrkern-Prozessoren als Weiterentwicklung der
simultanen Mehrfädigkeit [135] zu betrachten. Aus diesem Blickwinkel sind die
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Abbildung 2.4: Blockdiagramm des LEON4 SPARC V8 Prozessor von Aeroflex Gais-
ler [4].
Recheneinheiten in einem Mehrkern-Prozessor weniger eng gekoppelt, teilen
sich weniger Ressourcen und erreichen dadurch eine höhere Parallelität. Un-
abhängig von der Betrachtungsweise gelten Mehrkern-Prozessoren heutzutage
als die effizienteste Methode Parallelität in der Ausführung von Programmen
zu realisieren.
2.2.1 Aufbau eines Mehrkern-Prozessors
Die Rechenkerne eines Mehrkern-Prozessors beinhalten eine eigene Ausfüh-
rungspipeline incl. Registersatz und besitzen in der Regel einen privaten
Daten- und Instruktionscache. Weitere Speicher, Peripheriemodule sowie Ein-
/Ausgabeschnittstellen stehen mehreren oder allen Rechenkernen als gemein-
same Ressourcen zur Verfügung. Eine weitere gemeinsame Ressource ist das
Verbindungsmedium, das der Kommunikation der Rechenkerne untereinander
und mit der Peripherie dient. Die Wahl des Kommunikationsmediums ist ein
wichtiger Faktor, sowohl für die Performanz des Systems, als auch für den
Energieverbrauch und die Größe der Chipfläche (siehe Kumar et al. [76]).
Die in gängigen Mehrkern-Architekturen eingesetzten Kommunikationsme-
dien sind Bus, Crossbar und netzwerkartige Verbindungen (vgl. Bjerregaard
et al. [19]). Abbildung 2.6 illustriert die Topologie dieser Kommunikationsty-
pen. Mehrkern-Prozessoren mit einer geringen Anzahl an Rechenkernen (ca.
2-8), wie z.B. der LEON4 SPARC V8 Prozessor [3] (siehe Abbildung 2.4),
werden häufig über einen gemeinsamen Bus verbunden. Da alle Rechenker-
ne auf die selbe Kommunikationsleitung zugreifen, ist eine Arbitrierung der
Zugriffe durch einen Bus-Controller notwendig. Ein Vorteil busbasierter Syste-
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Abbildung 2.5: Blockdiagramm der OCTEON III CN7XXX Architektur von Cavi-
um [25].
Abbildung 2.6: Veranschaulichung der Verbindungstypen Bus, Crossbar und Netz-
werk.
me ist die effiziente Umsetzung von Broadcast-Nachrichten, d.h. Nachrichten,
die an alle Teilnehmer im System gesendet werden. In anderen Architektu-
ren, wie dem OCTEON III CN7XXX [73] (siehe Abbildung 2.5) oder dem
Freescale P4080 [21], wird eine Crossbar eingesetzt. Im Gegensatz zu einem
Bus, sind in einer Crossbar separate Punkt-zu-Punkt Verbindungen der Re-
chenkerne untereinander und zu relevanten Peripheriekomponenten, wie ge-
meinsamen Speicher, vorhanden. Dies ermöglicht eine erhöhte Parallelität bei
Speicherzugriffen, bringt jedoch einen signifikanten Overhead an Chipfläche
mit sich (vgl. Kumar et al. [76]). Für Architekturen mit einer besonders hohen
Anzahl von Rechenkernen (32+), wie der TilePro64 von Tilera [134] (siehe
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Abbildung 2.7: Blockdiagramm der TilePro64 Architektur von Tilera [133].
Abbildung 2.7), eignen sich gitterförmige On-Chip Netzwerke. Hierbei sind
benachbarte Rechenkerne mittels Router über Punkt-zu-Punkt Verbindungen
miteinander verbunden und nutzen ein paketbasiertes Kommunikationspro-
tokoll. Eine solche Architektur ermöglicht eine hohe Skalierbarkeit und die
Integration von 100 oder mehr Rechenkernen.
2.2.2 Speicherhierarchie
Ein kennzeichnendes Merkmal von Mehrkern-Architekturen ist der Aufbau der
Speicherhierarchie und die Abbildung des Adressraums auf die vorhandenen
Speicher. Es werden verschiedene Ansätze unterschieden, wie in Programmen
auf gemeinsamen Speicher zugegriffen wird. In aktuellen Implementierungen
hat sich das Shared Memory Model [2] durchgesetzt. Bei diesem Speichermodell
verfügt das System über einen gemeinsamen physikalischen Adressraum, der
jedem Rechenkern zur Verfügung steht. Damit wird ein einziger gemeinsamer
Speicher abstrahiert, der in Wirklichkeit aus mehreren physikalischer Speicher-
modulen besteht (Distributed Shared Memory), die über das System verteilt
sind. Die Umsetzung der Speicherzugriffe vom gemeinsamen Adressraum auf
die verteilten Speicher liegt in der Verantwortung der Memory Management
Unit (MMU).
Man unterscheidet in einem Mehrkern-Prozessor zwischen On-Chip und
Off-Chip Speichern. Der Hauptspeicher ist, auch in Mehrkern-Prozessoren, zu-
meist als gemeinsamer Off-Chip DRAM realisiert. Mit steigender Anzahl an
Rechenkernen wird der Zugriff auf einen gemeinsamen Off-Chip Speicher un-
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verhältnismäßig teuer, im Sinne der Zugriffszeit. Das liegt zum einen daran,
dass mit wachsender Chipfläche die Distanz eines Rechenkerns zum Off-Chip
RAM länger wird, zum anderen muss mit mehr Rechenkernen um den Zugriff
auf den Speicher konkurriert werden. Daher spielen in Mehrkern-Prozessoren
lokale On-Chip Speicher eine entscheidende Rolle. Sie stehen z.B. als zusätz-
licher gemeinsamer Speicher für eine kleinere Gruppe bzw. Cluster von Re-
chenkernen zur Verfügung (wie z.B. beim Kalray MPPA256 [39]). Anderer-
seits besitzen Rechenkerne ihre privaten On-Chip Speicher, realisiert als Ca-
che und/oder Scratchpad-Speicher [15]. Ziel dabei ist es, die Häufigkeit von
Off-Chip Zugriffen zu minimieren.
Hinsichtlich einer konkreten Realisierung einer Speicherhierarchie existie-
ren verschiedene Ansätze. Die Verwendung eines privaten Instruktions- und
Datencaches (L1-Cache) haben alle gängigen Architekturen gemeinsam, der
Zugriff auf die darauffolgende Speicher-Ebene wird dagegen unterschiedlich
gehandhabt. Möglich ist ein gemeinsamer L2-Cache, wie im Cavium Octeon
oder der LEON4 Architektur, sowie private L2-Caches für jeden Rechenkern
wie im Freescale P4080. Diese können wie in Tilera’s TilePro Architektur einen
verteilten gemeinsamen L3-Cache bilden. Solche Architekturen werden auch
als Non-Uniform-Cache-Architecture (NUCA) bezeichnet. Alternativ wird in
einigen Systemen gänzlich auf einen L2-Cache verzichtet und stattdessen ein
gemeinsamer SRAM Speicher genutzt (z.B. bei Infineon Aurix [65] und Kalray
MPPA256).
Wie an den zuvor erwähnten Architekturen zu sehen ist, ist der genaue Auf-
bau eines Mehrkern-Prozessors abhängig von den Anforderungen, die an ihn
gestellt werden und kann daher schlecht verallgemeinert werden. Die Anforde-
rungen an einen Prozessor für den Einsatz in einem Echtzeitsystem sind aber
sehr strikt und grenzen die Wahlmöglichkeiten sichtlich ein. Auf den Aufbau
einer Mehrkern-Architektur für Echtzeitsysteme wird in Kapitel 2.5.4 genauer
eingegangen.
2.3 Konsistenz und Kohärenz in
Mehrkern-Prozessoren
Für eine korrekte Durchführung von Speicherzugriffen in einem Computersy-
stem sind die Begriffe Konsistenz und Kohärenz ausschlaggebend. Sie defi-
nieren den Zustand von Daten im System sowie die Korrektheit der Zugriffe
darauf. Bevor das Problem der Kohärenz erläutert werden kann ist eine de-
taillierte Ausführung der Konsistenz notwendig.
Die Begriffe Konsistenz und Kohärenz lassen sich sowohl im Kontext ei-
nes Mehrprozessorsystems als auch eines Mehrkern-Prozessors erläutern. Im
Grunde tritt die Problematik in beiden Systemtypen in gleicher Weise auf. Da
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Abbildung 2.8: Veranschaulichung der Dateninkonsistenz in einem Einkern-
Prozessor mit privaten Cache-Speichern.
der Fokus dieser Arbeit auf Mehrkern-Prozessoren liegt, werden die Konzep-
te als auch die Lösungsansätze anhand eines Mehrkern-Prozessors erläutert,
wenngleich sie zum Teil für Mehrprozessorsysteme entwickelt wurden. Außer-
dem beschränkt sich die Betrachtung der Problematik in dieser Arbeit auf die
Korrektheit beim Zugriff auf gemeinsame Daten. Private Daten können ebenso
dem Kohärenzproblem unterliegen, wenn die Ausführung eines Programms im
zeitlichen Wechsel auf mehreren Rechenkernen geschieht (Prozess Scheduling).
Doch Prozess Scheduling findet in Echtzeitsystemen in der Regel keine Anwen-
dung und die Problematik ist aus der Sicht des Prozessors in beiden Fällen die
gleiche.
In dieser Arbeit werden die Begriffe „gemeinsame Daten“ sowie „geteil-
te Daten“ verwendet. Ist von gemeinsamen Daten die Rede, so sind Daten
gemeint, die potentiell von mehreren Rechenkernen verwendet werden, als Ab-
grenzung zu privaten Daten. Geteilte Daten hingegen stellen konkrete Kopien
von gemeinsamen Daten dar, die sich momentan in mehreren Cache-Speichern
befinden.
2.3.1 Konsistenz und Konsistenzmodelle
Der Begriff der Konsistenz beschreibt den Zustand mehrerer Instanzen eines
Datums in einem Speichersystem. Betrachten wir zunächst einen Einkern-
Prozessor mit einfacher Speicherhierarchie (Hauptspeicher und L1-Cache).
In einem solchen System kann ein einzelnes Datum in mehreren Hierarchie-
Ebenen zugleich vorhanden sein, zum Beispiel wenn das Datum vom Haupt-
speicher in den Cache kopiert wird. Es existieren dann mehrere Instanzen bzw.
Kopien dieses Datums. Von einer Dateninkonsistenz spricht man, wenn zu ei-
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nem bestimmten Zeitpunkt Kopien des Datums mit unterschiedlichen Werten
existieren. Dies geschieht z.B. bei Caches die mit einer Write-Back Strategie
arbeiten. Die Änderung des Wertes eines Datums im Cache wird dabei nicht
an den Hauptspeicher weitergegeben. Das Datum im Hauptspeicher hat noch
den alten Wert und wird erst zu einem späteren Zeitpunkt aktualisiert (siehe
Abbildung 2.8). Dateninkonsistenz ist ein wesentliches Merkmal einer Spei-
cherhierarchie und keine Fehlersituation. Die Inkonsistenz ist nur temporär
und es wird zu gegebener Zeit wieder eine Konsistenz hergestellt.
Eine weitere Facette der Konsistenz betrifft die Reihenfolge von Datenzu-
griffen. Eine Sequenz von Datenzugriffen ist konsistent, wenn sie in der vom
Programm vorgesehen Reihenfolge durchgeführt wird. In modernen Architek-
turen können Schreib-Puffer und spezielle Pipeline-Techniken eine Verände-
rung der vorgesehenen Reihenfolge herbeiführen. In einem Mehrkern-Prozessor
gewinnt diese Art der Konsistenz eine weitere Dimension. Zusätzlich zur Rei-
henfolge der Zugriffe innerhalb eines Rechenkerns, ist ebenso die Reihenfolge
von Speicherzugriffen mehrerer Rechenkerne entscheidend. Man kann bei par-
alleler Ausführung zwar nicht mehr von einer global sequentiellen Befehlsfolge
sprechen, dennoch ist eine korrekte Abfolge einzelner Befehlssequenzen einzu-
halten. Die Konsistenz von Datenzugriffen muss dann rechenkernübergreifend
betrachtet werden.
Die erläuterten Situationen, in denen eine Dateninkonsistenz auftritt, füh-
ren, wie bereits erwähnt, nicht unweigerlich zu einem Fehlerfall. Es ist also
nicht notwendig, dass zu jeder Zeit eine vollständige Konsistenz besteht. Viel-
mehr sind Maßnahmen zu ergreifen, die eine korrekte Ausführung, auch bei
zeitweiliger Inkonsistenz, garantieren. Diese Maßnahmen können entweder vom
System, dem Benutzer oder von beiden gemeinsam ergriffen werden. Um die
Aufteilung der Verantwortlichkeiten für die Sicherstellung eines korrekten Ab-
laufs von Speicherzugriffen für den Benutzer transparent zu machen, wurden
verschiedene Konsistenzmodelle eingeführt [54][2]. Das einer Ausführung zu-
grunde liegende Konsistenzmodell ist ausschlaggebend für Sicherstellung der
Kohärenz.
Im Sequential Consistency Modell nach Lamport [80] müssen für die kor-
rekte Ausführung von Programmen in Mehrkern-Prozessoren folgende Bedin-
gungen erfüllt sein:
1. Das Resultat einer Ausführung ist immer gleich, so als ob die Operationen
aller Rechenkerne in einer sequenziellen Reihenfolge ausgeführt werden,
und
2. die Operationen eines jeden Rechenkerns müssen, in der von Programm
vorgegebenen Reihenfolge, für das System sichtbar sein.
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Dies darf nicht als Bedingung missverstanden werden, dass sämtliche Be-
fehle eines Rechenkerns in der im Programm vorgeschriebenen Reihenfolge
stattfinden müssen. Aus Sicht der anderen Rechenkerne im System muss dies
lediglich so erscheinen. Intern ist es zu einem gewissen Grad erlaubt von der
Reihenfolge abzuweichen. Es muss lediglich sichergestellt werden, dass die vor-
gesehene Folge von Befehlssequenzen der parallelen Ausführung eingehalten
wird. Dieses sehr strikte Modell verlangt eine Geradlinigkeit und Transpa-
renz von Datenzugriffen, wie sie implizit in einem Einkern-Prozessor gegeben
ist und erzielt damit ein deterministisches Verhalten. Die Umsetzung dieses
Modells unterbindet zahlreiche Optimierungen der Mikroarchitektur sowie der
Codegenerierung. So ist z.B. das Umsortieren oder Puffern von Schreib- und
Lesezugriffen zu Gunsten einer schnelleren Ausführung untersagt. Daher gilt
das Sequentiell Consistency Modell als hinderlich für Systeme die auf eine
hohe Performanz ausgelegt sind und findet bei der Gestaltung von Mehrkern-
Prozessoren in der Regel keine Anwendung. Hill [61] zufolge wird jedoch das
Sequentiell Consistency Modell strenger ausgelegt, als es von seiner Definition
her notwendig wäre. Er argumentiert, dass das Sequentiell Consistency Modell
hinreichend Möglichkeiten zur Anwendung von Optimierungen bietet und den
Programmierer zum Teil von der Verantwortung einen korrekten Programma-
blauf sicherzustellen entlastet.
Weniger strenge Modelle werden unter dem Begriff Relaxed Consistency zu-
sammengefasst. Solche Modelle erlauben eine zeitweilige Inkonsistenz und die
Durchführung von Datenzugriffen losgelöst von der tatsächlichen Reihenfolge.
Gharachorloo et al. [52] definiert mit Release Consistency ein Konsistenzmo-
dell, welches heute überwiegend in Mehrkern-Prozessoren angewendet wird. Es
ist ein Modell mit sehr hohem Freiheitsgrad bezüglich der Durchführung von
Datenzugriffen und verlangt zugleich den Einsatz von Techniken zur Synchro-
nisation, um eine fehlerfreie Ausführung zu gewährleisten. Speicherzugriffe auf
gemeinsame Daten müssen, im Falle eines möglichen konkurrierenden Zugriffs,
durch Synchronisationstechniken wie Mutex, Semaphoren oder Barrieren ge-
schützt sein. Zugleich muss der korrekte Zugriff auf die verwendeten Synchroni-
sationsprimitiven gewährleistet sein. Gemäß dem Release Consistency Model
dürfen Speicherzugriffe umsortiert werden. Dies kann beim Zugriff auf Syn-
chronisationsvariablen zu einem Fehlschlagen der Synchronisation führen. Aus
diesem Grund verfügen die Befehlssätze solcher Architekturen über spezielle
atomare Operationen (wie z.B. Read-Modify-Write). Solche atomaren Ope-
rationen sind Zugriffssequenzen, die das Lesen und anschließende Schreiben
eines Datums als einzelnen Zugriff realisieren und nicht unterbrochen werden
können. Sie sind erforderlich, um das Konsistenzmodell korrekt anwenden zu
können und sind fester Bestandteil des Instruktionssatzes aktueller Mehrkern-
Prozessoren.
Die Architektur heutiger Mehrkern-Prozessoren und die dafür verwen-
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Abbildung 2.9: Veranschaulichung eines inkohärenten Lesezugriffes in einem
Mehrkern-Prozessor mit privaten Cache-Speichern.
deten Programmiermodelle wie OpenMP oder POSIX-Threads entsprechen
weitestgehend einem Relaxed Consistency Modell. Verfügen die Mehrkern-
Prozessoren über Cache-Speicher, so wird die Anwendung eines Cache-
Kohärenzverfahrens vorausgesetzt.
2.3.2 Cache-Kohärenz
Der Begriff Kohärenz beschreibt die Korrektheit eines Zugriffs eines Rechen-
kerns auf ein Datum. Wenn ein Datum im System konsistent ist, d.h. alle
Instanzen besitzen den gleichen Wert, so ist der Zugriff darauf stets kohä-
rent. Sind die Kopien eines Datums inkonsistent, so kann ein inkohärenter und
damit fehlerhafter Zugriff auftreten. Um eine korrekte Programmausführung
sicherzustellen zu können, müssen inkohärenter Zugriffe zwingend vermieden
werden.
Im folgenden Beispiel soll das Auftreten eines inkohärenten Zugriffs in ei-
nem Mehrkern-Prozessor mit privaten Cache-Speichern erläutert werden. Grei-
fen zwei Rechenkerne im Laufe der Ausführung auf das selbe Datum zu, so
befindet sich jeweils eine Kopie dieses Datums in beiden Caches (siehe Abbil-
dung 2.9, linke Seite). Ändert nun der erste Rechenkern den Wert des Datum
in seinem Cache, so existiert nicht nur eine Inkonsistenz der Daten zwischen
Hauptspeicher und Cache, sondern auch zwischen den beiden Cache-Speichern
(siehe Abbildung 2.9, rechte Seite). Der Wert des Datums im zweiten Cache
ist nun veraltet. Der zweite Rechenkern hat keinen Zugriff auf den geänderten
Wert, seine Zugriffe auf das Datum sind nun inkohärent.
Der Begriff der Inkohärenz lässt sich in Anlehnung an Veidenbaum [141]
wie folgt formalisieren:
Ein Lesezugriff eines Rechenkerns auf ein Datum ist inkohärent,
wenn der gelesene Wert nicht identisch mit dem zuletzt auf dieses
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Abbildung 2.10: Veranschaulichung eines Datenverlusts bei Inkonsistenz in Cache-
Speichern eines Mehrkern-Prozessors.
Datum geschriebenen Wertes ist.
Der Begriff Datum steht hierbei nicht für eine konkrete Repräsentation
einer Information, sondern für die logische Instanz eines Datums, das in meh-
reren Ausprägungen bzw. Kopien im System vorliegen kann. Inkohärenz ist
nach dieser Definition auf Lesezugriffe beschränkt und kann nicht bei einem
Schreibzugriff auftreten. Damit ist Inkohärenz die Folge einer zuvor aufgetre-
tenen Inkonsistenz von Kopien eines Datums im System.
Inkohärenz kann auch als Folge eines durch Inkonsistenz verursachten Da-
tenverlust auftreten. Ausgehend vom vorherigen Beispiel wird dies in Abbil-
dung 2.10 dargestellt. Beide Rechenkerne haben die selbe Cache-Zeile mit Da-
tum X geladen und nacheinander modifiziert. Unabhängig von der Reihen-
folge in denen die Rechenkerne die Änderungen an Datum X durchgeführt
haben, wird die Reihenfolge in denen das Datum in den gemeinsame Spei-
cher zurückgeschrieben wird vom Cache bestimmt, abhängig davon wann die
jeweilige Cache-Zeile ersetzt werden muss. Die zuletzt von CPU 2 durchge-
führte Änderung von Datum X geht dabei verloren. Dieses Problem ist in
der Programmierung als Wettlaufsituation (Race Condition) bekannt. Die im
vorherigen Kapitel erörterten Konsistenzmodelle untersagen das Auftreten ei-
ner Wettlaufsituation. Doch die dazu eingesetzten Synchronisierungstechniken
wirken sich nicht auf Zugriffe aus, die vom Cache-Speicher initiiert werden.
Das Zurückschreiben der Daten in den Hauptspeicher wird vom Cache selbst
ausgelöst und kann von den konventionellen Synchronisationsprimitiven nicht
beeinflusst werden. So wird die durch die Synchronisation vorgegebene Reihen-
folge von Datenzugriffen, durch Caches in gewisser Weise umgangen. Um die
daraus resultierenden Probleme zu unterbinden, wurden Lösungen entwickelt,
die eine Kohärenz der Datenzugriffe mit Caches sicherstellen.
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2.4 Cache-Kohärenzprotokolle
Das Problem der Cache-Kohärenz ist bereits seit den frühen Anfängen der
Mehrprozessorsysteme Gegenstand der Forschung [149]. In den 80er Jahren war
die Parallelisierung von Rechnersystemen ein großes Thema und entsprechen-
de Mehrprozessorsysteme (Mulitmax, Firefly, RP3 etc.) waren, hauptsächlich
in Universitäten und Forschungseinrichtungen, zu finden. Die in diesen Ar-
chitekturen eingesetzte Speicherhierarchie, ist mit der in heutigen Mehrkern-
Prozessoren vergleichbar. Mehrere Prozessoren besaßen private Cache-Speicher
und griffen zusätzlich auf einen gemeinsamen Speicher zu. So war es bereits
damals notwendig, sich Gedanken über die Lösung des Kohärenzproblems zu
machen. Die dabei entwickelten Konzepte bzw. Lösungen bilden den Grund-
stein für die heute verwendeten Kohärenzverfahren.
Es wird grundlegend zwischen Hardware- und Software-Kohärenzverfahren
unterschieden. Hardware-Kohärenzverfahren basieren auf einer erweiterten Lo-
gik im Cache-Speicher und im Kommunikationssystem. Sie realisieren kohä-
rente Zugriffe ohne Zutun der Software bzw. eines Betriebssystems, sondern
mit Hilfe hardware-gesteuerter Kommunikation zwischen den beteiligten Ca-
ches. Diese Kommunikation besteht aus Kohärenznachrichten, die zum Teil
eingebettet in Speicherzugriffe, den Kohärenzzustand gemeinsamer Daten be-
kanntgeben und modifizieren. Ein Hardware-Kohärenzverfahren hat den Vor-
teil, dass die Erhaltung von kohärenten Cache-Zugriffen vollständig von der
Hardware sichergestellt wird, und somit nicht in der Verantwortung des Benut-
zers liegt. Entsprechend hoch ist der Aufwand an zusätzlicher Hardwarelogik,
die zur Realisierung der Kohärenzoperationen nötig ist. Die konkrete Realisie-
rung hängt stark von der verwendeten Architektur des Computersystems ab.
Der Archetyp eines Hardware-Kohärenzprotokolls ist das MESI-Protokoll.
2.4.1 Snooping-Protokolle
Das sogenannte MESI-Konzept zur Beschreibung des Zustands eines Cache-
Blocks kann als Paradigma für die Handhabung der Cache-Kohärenz gesehen
werden, da es als Grundlage für nahezu alle gängigen Hardware Kohärenzver-
fahren dient. Das Konzept entspricht im Grunde dem erstmals vom Goodman
vorgestellten Write-Once Protokoll [53], jedoch hat sich die als MESI oder auch
Illinois Protokoll [98] bezeichnete Variante durchgesetzt. MESI (Modified, Ex-
clusive, Shared, Invalid) bezeichnet die möglichen Zustände einer Cache-Zeile
bei der gemeinsamen Verwendung im Mehrkern-Prozessor. Der Zustand Exclu-
sive kennzeichnet eine Cache-Zeile als einzige und unveränderte Kopie im ge-
samten System. Ist mindestens eine weitere Kopie der Cache-Zeile vorhanden,
so tragen alle Kopien den Zustand Shared. Werden die Daten einer Cache-Zeile
modifiziert, so bekommt sie den Zustand Modified bzw. Exclusive Modified, da
in diesem Fall wiederum nur eine einzige Kopie im System erlaubt ist. Mögli-
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Abbildung 2.11: Zustandsdiagramm einer Cache-Zeile beim MESI-Protokoll für in-
terne (links) und externe (rechts) Ereignisse.
che weitere Kopien müssen dann in den Zustand Invalid gesetzt werden und
sind nicht mehr zugreifbar.
Diese Zustände bilden die Grundalge des MESI-Protokolls, welches als
Cache-Kohärenzprotokoll für Systeme mit einem Bus als Kommunikationsme-
dium entwickelt wurde. Busbasierte Architekturen sind besonders für die Rea-
lisierung eines Hardware-Kohärenzprotokolls geeignet, da es für Rechenkerne
schnell und effizient möglich ist Informationen auszutauschen. Eine an den Bus
gelegte Nachricht kann von allen Rechenkernen gelesen werden (Broadcast).
Jeder Rechenkern kann die gesamte Kommunikation im System über den Bus
mithören (engl. snooping) und auf, die Cache-Kohärenz betreffende, Zugriffe
reagieren. Daher werden solche Techniken Snooping-Protokolle genannt.
Die Zustandsänderungen im MESI-Protokoll basieren auf einer Kommuni-
kation zwischen allen Caches im System und werden von Lese- und Schreibzu-
griffen auf gemeinsame Daten ausgelöst. In Abbildung 2.11 ist das Zustands-
diagramm eines MESI-Protokolls dargestellt. Die Zustandswechsel und geziel-
te Invalidierung veralteter Cache-Zeilen ermöglichen die Erhaltung kohären-
ter Zugriffe auf gemeinsame Daten. Kohärenzprotokolle, die Invalidierungen
nach Schreibzugriffen einsetzen, werden daher auch Write-Invalidate Protokol-
le genannt. Die MOESI genannte Erweiterung des MESI-Protokolls beinhaltet
einen Owned Zustand. Der zusätzliche Zustand kennzeichnet eine vom Re-
chenkern modifizierte Cache-Zeile, die auch von weiteren Rechenkernen geteilt
wird. Im Falle eines Cache-Misses übermittelt der Rechenkern die als Owned
gekennzeichnete Cache-Zeile direkt an den anfragenden Cache. Dieses Verfah-
ren wird Bus-Snarfing genannt. Ein entsprechendes Verfahren wurde erstmals
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vom Rudolph et al. [117] vorgestellt. Es folgten zahlreiche Variationen des
M(O)ESI Protokolls [69][129].
Anstelle einer Invalidierung von Kopien bei Schreibzugriffen auf geteilte
Daten, kann eine direkte Aktualisierung der Daten in den anderen Caches
erfolgen. Man spricht in diesem Fall von einem Write-Update Protokoll. Imple-
mentierungen eines Write-Update Protokolls finden sich im Firefly Protokoll
und im Dragon Protokoll [10]. Der Schreibzugriff eines Rechenkerns auf ein
Datum im Cache wird an alle im System vorhandenen Kopien weitergeleitet,
so dass die Kopien immer konsistent bleiben. Eine Invalidierung ist nicht mehr
nötig.
Ein Effekt beim Einsatz von Cache-Speichern ist, dass die Häufigkeit von
Speicherzugriffen verringert und damit die Ausführungszeit beschleunigt wird.
Jedoch zeigen bereits frühe Untersuchungen von Archibald et al. [10] und Eg-
gers et al. [42], dass Kohärenzoperationen einen signifikanten Overhead an zu-
sätzlich benötigter Ausführungszeit verursachen. Dieser Overhead steigt mit
zunehmender Anzahl an beteiligten Rechenkernen. In den folgenden Jahrzehn-
ten hat sich die Forschung daher stark mit der Optimierung der klassischen
Kohärenzprotokolle beschäftigt. Stenström et al. [126] führen einige der frühen
Ansätze auf.
Betrachtet man aber die in heutigen Architekturen eingesetzten Kohä-
renzverfahren, so stellt man fest, dass diese Optimierungen von Snooping-
Kohärenzprotokollen kaum Anwendung finden. Das liegt darin begründet, dass
die Optimierungen in der Regel keine allgemeingültigen Verbesserungen dar-
stellen, sondern eher gezielte Optimierungen hinsichtlich bestimmter Anwen-
dungsbereiche sind.
2.4.2 Verzeichnis-Protokolle
Mit zunehmender Zahl an Rechenkernen in einem Rechenkern wird der Bus als
Verbindungsmedium unpraktikabel, da der Wettstreit um den Zugriff auf die-
ses gemeinsame Medium zum Flaschenhals für die Performanz im System wird.
Netzartige Kommunikationstopologien mit Punkt zu Punkt Verbindungen er-
möglichen die Kommunikation zwischen mehreren Partnern zur selben Zeit.
Snooping-Protokolle wiederum sind in solchen Systemen nicht mehr praktika-
bel, da ein Broadcast von Kohärenznachrichten an alle Prozessoren nicht mehr
so effizient bewerkstelligt werden kann. Es bedarf einer übergeordneten Ein-
heit zum Zusammentragen und Verteilen von Kohärenzinformationen. Erste
verzeichnisbasierte Protokolle mit einer zentralen Verzeichnisstruktur wurden
Ende der 70er Jahre von Tang [130] und Censier et al. [26] vorgestellt.
Verzeichnisbasierte Kohärenzprotokolle verwalten Informationen über den
Status der Kopien gemeinsamer Daten innerhalb einer meist zentral gelegenen
Verzeichnisstruktur, auf die jeder Rechenkern Zugriff hat. Für jedes gemein-
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same Datum werden die Position und der Zustand aller Kopien des Datums
protokolliert. Treten Änderungen im Zustand eines gemeinsamen Datums auf,
wird diese Information an das Verzeichnis weitergegeben, welches wiederum die
tatsächlich davon betroffenen Rechenkerne informiert. Der Hauptvorteil dieses
Verfahrens ist, dass diese Kohärenznachrichten nur noch an die Rechenkerne
geschickt werden, die als Empfänger der Nachricht vorgesehen sind. Es fällt
somit keine unnötige Last am Kommunikationsmedium an.
Das Führen dieser Kohärenzverzeichnisse benötigt jedoch viel Speicher-
platz, der linear mit der Anzahl an Rechenkernen wächst. Zahlreihe Opti-
mierungen zur Verringerung der Verzeichnisgröße wurden vorgestellt und von
Agarwal et al. [5] und Chaiken et al. [28] evaluiert. Archibald et al. [9] prä-
sentierten ein Verzeichnisprotokoll, das einen geringen Speicherbedarf aufweist,
jedoch auf Broadcast Nachrichten, ähnlich denen in einem Snooping-Protokoll,
basiert.
Ungeachtet des Speicherbedarfs kann auch der Zugriff auf ein zentrales Ver-
zeichnis allein zum Flaschenhals für die Performanz werden. Für den DASH
Multiprocessor [86] wurde daher ein Protokoll entwickelt, das auf einem über
das System verteilten Kohärenzverzeichnis beruht. Bei einem verteilten Ver-
zeichnis hat jedes gemeinsame Datum einen, zu einem Rechenkern bzw. Cluster
zugehörigen Heimatknoten. Zugriffe auf dieses Datum werden dann, z.B. mit
Hilfe einer Hashing-Funktion, an das Kohärenzverzeichnis im Heimatknoten
geleitet. Der Heimatknoten ist für die Erhaltung kohärenter Zugriffe auf die-
ses Datum zuständig. Er speichert erweiterte Kontextinformationen zum Teil
direkt in den Cache-Blöcken (In-Cache Verzeichnis).
Verzeichnisbasierte Kohärenzprotokolle bringen auch Nachteile mit sich.
Der hohe Kommunikationsaufwand und die zum Teil langen Wege zwischen
den beteiligten Caches sorgen für hohe Latenzen beim Zugriff auf gemeinsa-
me Daten. Mit zunehmender Anzahl von Prozessoren wird dieser Overhead
immer gravierender. So wurden auch in der jüngeren Forschung weiterhin Op-
timierungen entwickelt, um den Speicherbedarf von Kohärenzverzeichnissen zu
minimieren [29][150][102] oder die Zugriffszeit zu erhöhen [23][115][84].
Ein Ansatz, den hohen Kommunikationsaufwand von Verzeichnisprotokol-
len zu umgehen, sind Shared-NUCA Systeme. Hierbei sind die lokalen Cache-
Speicher eines Rechenkerns auch von anderen Rechenkernen zugreifbar. Ana-
log zu dem verteilten Speicher des Shared-Memory Modells, bilden die einzel-
nen Caches einen gemeinsamen Cache für das ganze System. Somit werden
redundante Kopien gemeinsamer Daten weitestgehend vermieden und Zugrif-
fe immer zum Heimatknoten eines Datums geleitet. Zahlreich Optimierungen
basieren auf einer solchen Speicherarchitektur [151][56][74].
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2.4.3 Software Cache-Kohärenz
Ein völlig anderer Ansatz Cache-Kohärenz zu gewährleisten als mit Hilfe kom-
plexer Hardwareerweiterungen, ist die Software Cache-Kohärenz. Hierbei wer-
den spezielle Einschränkungen bzw. Anforderungen an den Gebrauch der Soft-
ware gestellt, die das Auftreten von inkohärenten Zugriffen verhindern. Eine
besonders strikte und naheliegende Einschränkung ist es, Zugriffe auf gemein-
same Daten nur unter Umgehung des Cache-Speichers durchzuführen. Folglich
werden ausschließlich private Daten im Cache gespeichert und inkohärente
Zugriffe vorbeugend verhindert. Damit geht jedoch eine hohe Auslastung des
Verbindungsnetzes einher, da Zugriffe auf gemeinsame Daten immer in Zu-
griffen auf den gemeinsamen Speicher resultieren, der damit zum Flaschenhals
für die Performanz werden kann. Gerade in Systemen mit einer Vielzahl an
Rechenkernen ist diese Lösung wenig effizient.
Software Cache-Kohärenzverfahren haben daher das Ziel Inkohärenz zu ver-
meiden und dabei trotzdem einen möglichst großen Nutzen aus dem Cache zu
ziehen. Es gilt einen bestmöglichen Ansatz dafür zu finden, welche Daten zu
welchem Zeitpunkt im Cache gehalten werden können und wann diese wieder
aus dem Cache entfernt werden müssen. Gemeinsam haben diese Verfahren den
Einsatz von Instruktionen, die den Cache gezielt steuern und Invalidierungen
auslösen (Self-Invalidation). Sie kooperieren mit dem jeweils angewendeten
Programmiermodel, um Zeitpunkte zu identifizieren, an denen Operationen
zur Erhaltung der Kohärenz notwendig sind.
Bei einer Invalidierung des gesamten Cache-Speichers werden mehr Daten
aus dem Cache entfernt werden, als tatsächlich notwendig wäre. Daher wurden
Techniken entwickelt, um eine Invalidierung weitestgehend auf die Daten im
Cache zu beschränken, die inkohärente Zugriffe möglich machen. Dieser Ansatz
wird als Selective Invalidation bezeichnet [31][37].
Eine andere Klasse von Software-Kohärenzprotokollen beruht auf Compi-
leranalysen, die den Programmcode auf Datenabhängigkeiten zwischen par-
allel ausgeführten Codeabschnitten analysieren. Für Speicherzugriffe, die bei
der Ausführung potentiell inkohärent werden könnten, wird die Nutzung des
Caches eingeschränkt bzw. untersagt. In frühen Ansätzen, eingesetzt im NYU
Supercomputer [40] und IBM RP3 [99], werden einzelne Segmente des Pro-
grammcodes (computational units) auf die Verwendung gemeinsamer Daten
hin analysiert. Lediglich Daten, auf die ein Prozessor exklusiven Zugriff im
jeweiligen Segment hat, werden in den Cache geladen und nach Abschluss
der computational unit invalidiert. Veidenbaum [141] sowie Lee et al. [85] ent-
wickelten ähnliche Verfahren, die auf parallel ausgeführte Schleifen ausgelegt
sind. Hierbei werden Cache Management Instruktionen zum Programm hin-
zugefügt, die den Cache für bestimmte Speicherzugriffe deaktivieren und bei
Bedarf den gesamten Cache invalidieren.
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Smith [124] führte mit seinem One Time Identifier Verfahren eine Klas-
se von Kohärenzprotokollen ein, die mit sogenannten Time Stamps arbeiten.
Es handelt sich dabei um Zähler, die für jedes Datum den Zugriff des jeweils
letzten Rechenkerns protokollieren. Ein Rechenkern vergleicht den lokalen und
globalen Zähler eines Datums bei jedem Zugriff, um zu erkennen, ob es inzwi-
schen von einem anderen Rechenkern verwendet wurde und daher invalidiert
werden muss. Darauf basiert eine Vielzahl von Optimierungen [33][92][38].
Im Ansatz von Sandhu et al. [118] werden Zugriffe auf gemeinsame Da-
ten anhand von Shared Regions identifiziert. Mit Shared Regions wird eine
Synchronisation der Speicherzugriffe nicht über Abschnitte des Programmco-
des, sondern über speziell definierte Speicherregionen ausgeführt. Das Konzept
stellt damit eine Erweiterung des Release Consistency Modells dar.
Neuere Forschungsarbeiten beschäftigen sich mit einem kooperativen Ein-
satz von Hardware- und Software-Verfahren. Zahlreiche Weiterentwicklungen
der compilerbasierten Verfahren haben zum Ziel, mit Hilfe verschiedener Hard-
wareerweiterungen, zukünftige Invalidierungen vorherzusagen und damit Zu-
griffslatenzen auf gemeinsame Daten und die Anzahl von Invalidierungsnach-
richten zu verringern (vgl. [16][32][82][94][78][96]).
Es wurden Verfahren vorgestellt, die auf dem Einsatz eines speziellen Pro-
grammiermodels mit Unterstützung eines Verzeichnisprotokolls beruhen (vgl.
[62][127][27][70]). Ashby et al. [12] verwenden eine über Bloom-Filter appro-
ximierte und zentral gespeicherte Liste aller Daten, die voraussichtlich von
anderen Rechenkernen gelesen werden und daher invalidiert werden müssen.
Eine weiter Klasse von Kohärenzprotokollen baut auf die Unterstützung des
Betriebssystems bei der Abbildung von Daten im Cache [48].
Ein weiterer Ansatz kohärente Zugriffe auf gemeinsame Daten sicherzustel-
len ist Transactional Memory [60][58]. Das Konzept von Transactional Me-
mory sieht eine atomare spekulative Ausführung festgelegter Codesequenzen
vor, in denen auf gemeinsame Daten zugegriffen wird. Dabei ist es nicht nö-
tig, diese Codesequenzen mit einem Lock oder ähnlichem zu schützen. Das
Verfahren erkennt die simultane Ausführung einer solchen Codesequenz von
mehreren Rechenkernen als Konflikt. Im Falle eines Konflikts wird die Aus-
führung der Codesequenz abgebrochen und erneut begonnen. Während der
Ausführung einer solchen Codesequenz werden Modifikationen ausschließlich
lokal in einem speziellen Cache durchgeführt und erst bei erfolgreicher, d.h.
konfliktfreier Ausführung an den gemeinsamen Speicher und die anderen Re-
chenkerne weitergegeben.
2.5 Echtzeitsysteme
Die Vielzahl existierender Computersysteme lässt sich in Klassen unterteilen,
die dem jeweiligen Anwendungsbereich entsprechen (z.B. Datenbanksysteme,
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Abbildung 2.12: Veranschaulichung verschiedener Laufzeitschranken bei der Ausfüh-
rung eines Programms, nach Wilhelm [147].
High-Performance etc.). Die Klasse der Echtzeitsysteme zeichnet sich im Ver-
gleich zu anderen Systemen durch besonders strikte Anforderungen an die
Ausführung von Programmen aus. Neben der logischen Korrektheit, ist auch
die zeitliche Korrektheit der Ausführung entscheidend. Die Ausführungszeit ei-
ner Applikation ist an Zeitschranken gebunden, die eingehalten werden müssen
um ein korrektes Systemverhalten zu garantieren. Bei Echtzeitsystemen han-
delt es sich oft um eingebettete Systeme [91] und sicherheitskritische Systeme.
Für sicherheitskritische Systeme ist die Einhaltung der Echtzeitanforderun-
gen besonders wichtig, da ein Materialschaden oder sogar die physische Ge-
sundheit von Menschen von der zeitlich korrekten Ausführung abhängen. Für
solche harten Echtzeitsysteme ist ein garantiertes Einhalten der Zeitanforde-
rungen zwingend erforderlich. Echtzeitsysteme, bei denen eine Überschreitung
der Zeitschranken in einem beschränktem Maße tolerierbar ist, werden weiche
Echtzeitsysteme genannt. In beiden Fällen ist es notwendig eine obere Grenze
für die maximale Ausführungszeit zu ermitteln, um ein mögliches Überschrei-
ten der Zeitschranken erkennen zu können.
2.5.1 WCET
Die Worst-Case Execution Time (WCET) einer Applikation ist die höchst-
mögliche Ausführungszeit, die unter Berücksichtigung sämtlicher Faktoren auf-
treten kann [147]. Mit der Kenntnis der WCET einer Applikation kann das
Einhalten von Laufzeitschranken garantiert werden, sofern die WCET unter-
halb der gesetzten Zeitschranke liegt. Jedoch ist die Ermittlung der WCET
eines Programms eine hochkomplexe Aufgabe, die einer Vielzahl von Ein-
flüssen unterliegt. Das Zeitverhalten aller beteiligten Hardwarekomponenten
muss hinreichend genau bekannt sein. Zum einen muss die Ausführungszeit
der Instruktionen im Prozessor unter Berücksichtigung aller Eigenschaften der
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Mikroarchitektur (u.a. Pipelinegröße, spekulative Ausführung, Instruktions-
scheduling, Timing-Anomalien [114]) bekannt sein [6]. Zum anderen müssen
die Zugriffslatenzen der verschiedenen Speichermodule, des Verbindungsmedi-
ums sowie weiterer Peripherie berücksichtigt werden. Hinsichtlich der Software
muss der längste Ausführungspfad des Programms ermittelt werden, der von
den Eingabedaten zu Beginn und im Laufe der Ausführung abhängt.
Den Einfluss all dieser Faktoren auf die Ausführungszeit exakt wiederzuge-
ben ist mit den aktuell zur Verfügung stehenden Methoden der Laufzeitanalyse
nicht möglich und auch in naher Zukunft nicht zu erwarten. Stattdessen be-
gnügt man sich damit, mit Hilfe der Laufzeitanalyse eine Approximation der
WCET zu ermitteln. Das Resultat einer solchen Analyse bezeichnet man als
geschätzte WCET, im folgendenWCETest genannt. Sie entspricht einer oberen
Schranke der Laufzeit und ist nicht mit der tatsächlichen WCET zu verwech-
seln. Analog zur Annäherung der WCET kann mit Hilfe der Laufzeitanalyse
auch eine untere Schranke für die bestmögliche Laufzeit (Best-Case Execu-
tion Time - BCET) ermittelt werden. Abbildung 2.12 zeigt ein Histogramm
der möglichen Ausführungszeiten eines Programms und illustriert verschiedene
Laufzeitschranken.
Eine WCET-Abschätzung gilt als sicher, wenn sie die tatsächliche WCET
nicht unterschreitet. Die Güte oder Präzision einer WCETest, ist als die Diffe-
renz zur tatsächlichen WCET definiert. Da die WCET nicht bekannt ist, kann
auch die Präzision einer Laufzeitanalyse nicht angegeben und somit nicht als
Kriterium für eine Laufzeitanalyse verwendet werden. Hilfreich ist dieses Kri-
terium aber bei der Bewertung verschiedener Instanzen einer Laufzeitanalyse.
So können Änderungen an der Analysetechnik oder der Analyseparameter zu
einer Verbesserung bzw. Verschlechterung der Präzision führen.
2.5.2 Laufzeitanalyse
Man unterscheidet bei der Laufzeitanalyse zwischen statischer und dynami-
scher Analyse. Beide Methoden sind bezüglich ihrer Arbeitsweise, als auch der
Bewertung ihrer Ergebnisse, grundlegend verschieden.
Die dynamische Laufzeitanalyse, auch Laufzeitmessung genannt, ermittelt
dieWCETest anhand tatsächlicher oder simulierter Ausführung der Applikati-
on auf dem Zielsystem und durch Messung der resultierenden Ausführungszeit.
Dabei wird das Programm sehr häufig mit verschiedenen Eingabedaten und
Parametern ausgeführt. Ziel dieses Vorgehens ist es, eine Ausführung zu be-
wirken, bei der die tatsächliche WCET erreicht wird. Es kann jedoch nicht
ermittelt werden, wann und ob dieser Fall jemals eintrifft. Daher wird die
höchste gemessene Ausführungszeit als WCETest anerkannt. Es muss davon
ausgegangen werden, dass die so ermittelte WCETest möglicherweise kleiner
ist als die tatsächliche WCET und daher nicht als obere Laufzeitschranke ver-
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wendet werden kann. Aus diesem Grund wird die WCETest anschließend mit
einem Faktor multipliziert, von dem ausgegangen wird, dass er zu einem Re-
sultat führt, das größer als die WCET ist. Aber auch dies kann schlussendlich
nicht verifiziert werden. Somit bleibt das Ergebnis einer dynamischen Analyse
immer mit dem Risiko behaftet, dass es die tatsächliche WCET unterschreitet.
Dennoch findet diese Methode im kommerziellen Bereich große Anwendung,
z.B. wenn eine statische Analyse nicht anwendbar ist.
Die statische Laufzeitanalyse beruht auf einer Analyse des Programmcodes.
Hierbei wird der Binärcode des Programms in sogenannte Basic Blocks unter-
teilt, Codeabschnitte, die streng sequentiell abgearbeitet werden. Eine Pfad-
analyse ermittelt den möglichen Programmfluss durch diese Codeabschnitte.
Die Ausführungszeit jedes einzelnen Basic Blocks wird errechnet und in die
Pfadanalyse miteinbezogen. Somit kann der längste Ausführungspfad für das
Programm ermittelt und anschließend die maximale Ausführungszeit für die-
sen speziellen Pfad berechnet werden. Der Berechnung der maximalen Ausfüh-
rungszeit liegt ein detailliertes Zeitmodel der Systemhardware zugrunde. Dar-
in werden obere Schraken für die Ausführungszeit der einzelnen Instruktionen
(Pipelineanalyse) sowie der Zugriffe auf Speicher und Peripheriekomponenten
festgelegt.
Der Vorteil einer statischen Laufzeitanalyse gegenüber einer Laufzeitmes-
sung liegt in der Erfassung des längsten Ausführungspfades. Damit wird sicher-
gestellt, dass das Resultat die tatsächliche WCET nicht unterschreiten kann
(sofern das Zeitmodel der Architektur korrekt ist). Die ermittelte WCETest
ist immer eine Überabschätzung der WCET und erlaubt somit eine Garantie
über die Einhaltung der Zeitschranken. Jedoch kann die Überabschätzung der
WCET bei der statischen Analyse sehr hoch ausfallen. Der ermittelte läng-
ste Ausführungspfad muss nicht dem Ausführungspfad entsprechen, der zur
WCET führt. So kann es sein, dass der längste Ausführungspfad in der Reali-
tät nie ausgeführt wird. Außerdem beschreibt das Zeitmodel der Architektur
jeweils die höchstmögliche Ausführungszeit für eine Instruktion und einen Spei-
cherzugriff. Dadurch wird ein hoher Grad an Pessimismus in die Ermittlung
der WCETest miteinbezogen, der sich im Resultat niederschlägt. Gegebenen-
falls überschreitet dieWCETest die in den Anforderungen gesetzte Zeitschran-
ke und es müssen Anpassungen am Programmcode oder der Systemhardware
vorgenommen werden. Es steht eine Vielzahl von Tools zur Verfügung, die eine
statische Laufzeitanalyse realisieren [147]. Dazu gehören u.a. das aiT Tool [1]
(AbsInt, Saarbrücken) und die OTAWA Toolbox [14] (IRIT, Toulouse).
Es existiert auch eine Mischform der statischen und dynamischen Lauf-
zeitanalyse, die hybride Laufzeitanalyse. Hierbei wird zuerst der längste Aus-
führungspfad des Programmcodes bestimmt. Für die einzelnen Programmab-
schnitte auf diesem Pfad werden mittels Laufzeitmessung obere Laufzeit-
schranken ermittelt. Die Summe aller Laufzeitschranken, die den längsten Pfad
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abdecken, bildet dieWCETest. Dieses Verfahren kombiniert die Vorteile beider
Verfahren. Einerseits wird mittels Pfadanalyse der längste Ausführungspfad
berücksichtigt, andererseits wird eine hohe Überabschätzung vermieden. Al-
lerdings erbt die hybride Laufzeitmessung auch die Nachteile beider Verfahren
und macht es damit schwierig eine Einschätzung über das Resultat zu treffen.
Es ist nun nicht mehr möglich zu sagen, ob das Resultat größer oder kleiner
als die tatsächliche WCET ausfällt. Eine hybride Laufzeitanalyse wird von
kommerziellen Tools wie RapiTime [112] (Rapita Systems) angeboten. Ana-
lysetools setzten weitere Analysemethoden, wie die Intervalanalyse [35] ein.
Neben der Vielzahl möglicher Kontrollpfade, erschweren Speicherzugriffe mit
erst zur Laufzeit bekannten Zieladressen (effektive Adresse) die Vorhersage
eines Cache-Zustands.
Für harte Echtzeitsysteme, die ein Überschreiten der Laufzeitschranken in
keinem Fall tolerieren, ist eine statische Laufzeitanalyse die sicherste Wahl.
Eine hohe Überabschätzung der WCET wird in Kauf genommen, um eine si-
chere Garantie über die Einhaltung der Zeitschranken geben zu können. Um
die Überschätzung möglichst gering zu halten, wird großen Wert auf eine Vor-
hersagbarkeit des Programmflusses sowie auf die Wahl der Systemarchitektur
gelegt. Die eingesetzte Hardware muss ein möglichst vorhersagbares Zeitverhal-
ten aufweisen können. Dies gilt insbesondere für an Speicherzugriffe beteilige
Komponenten, wie den Cache-Speicher.
2.5.3 Cacheanalyse in der statischen Laufzeitanalyse
Cache-Speicher nehmen bei der statischen Analyse eine besondere Rolle
ein [146][119]. Dabei muss zwischen Instruktions- und Datencaches unterschie-
den werden. Instruktionscaches sind mit den aktuellen Methoden der Laufzeit-
analyse sehr gut analysierbar [49]. Bei Datencaches ist die Zieladresse sowie
die Latenz eines Zugriffs deutlich schwieriger vorherzusagen. Die Entscheidung,
ob ein Speicherzugriff zu einem Cache-Hit oder Cache-Miss führt, hat große
Auswirkungen auf die maximale Latenz des Zugriffs, welche wiederum in die
WCETest einfließt. Im Falle eines Cache-Hits wird der Zugriff direkt vom Ca-
che beantwortet, und es ist mit einer statischen Latenz von etwa einem Cache-
Zyklus zu rechnen. Tritt ein Cache-Miss auf, müssen maximale Wartezeiten
für den Zugriff auf gemeinsame Ressourcen, wie das Verbindungsmedium und
den gemeinsamen Speicher, miteinbezogen werden. Bei einer Speicherhierar-
chie mit mehreren Cache-Ebenen können potentiell weitere Zugriffslatenzen
auftreten.
Ein Cache-Miss kostet ein Vielfaches an Zugriffszeit im Vergleich zu einem
Cache-Hit. Daher dreht sich bei der Analyse des Zeitverhaltens eines Cache-
Speichers alles um eine möglichst gute Voraussage von Cache-Hits. Die Vorher-
sage beruht auf einer Einschätzung über den Zustand des Cache-Speichers vor
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einem Speicherzugriff. Der Zustand des Caches zu einem konkreten Zeitpunkt
umfasst den Inhalt der Cache-Blöcke, inklusive der Kontextinformationen. Da-
zu gehört auch der Zustand der Cache-Blöcke in Bezug auf die angewendete
Ersetzungsstrategie. Ein umfassendes Wissen über den Zustand des Cache-
Speichers an einer konkreten Position im Programmfluss würde eine sichere
Vorhersage des nächsten Zugriffs ermöglichen. Jedoch sind zum Zeitpunkt ei-
nes Speicherzugriffs in der Regel mehrere Zustände möglich. Mit Hilfe einer
Kontrollflussanalyse des Programms können die verschiedenen Pfade ermittelt
werden, die zu diesem Punkt im Programmfluss führen. Jeder dieser mögli-
chen Pfade muss für die Vorhersage berücksichtigt werden. Dies führt, unter
Berücksichtigung weiterer Varianten, schnell zu einer Zustandsexplosion, das
Problem ist nicht mehr effizient zu lösen. Daher wird versucht, mittels Anwen-
dung der abstrakten Interpretation [34], den Zustandsraum zu verringern. Es
wird eine Must- und May-Analyse des aktuellen Cache-Zustands durchgeführt.
Eine Must-/May-Analyse ermöglicht, für eine konkrete Ersetzungsstrate-
gie, Aussagen darüber, ob sich ein Datum zu einem bestimmten Zeitpunkt
im Cache befindet [50]. Dazu werden alle möglichen Zustände eines Caches
zu einem abstrahierten Zustand zusammengefasst. Der abstrahierte Zustand
enthält eine obere und untere Schranke für das Alter jedes Datums bzw. des
entsprechenden Cache-Blocks. Die Must-Analyse ermittelt Cache-Blöcke, die
in allen möglichen Zuständen enthalten sind und sich daher mit Sicherheit im
Cache befinden. Die May-Analyse dagegen ermittelt Cache-Blöcke, die poten-
tiell im Cache zu finden sind.
Abstrakte Interpretation der Cache-Zustände und eine Must-/May-Analyse
ermöglichen es Cache-Zugriffe auf verschieden Weise zu klassifizieren. Die Klas-
sifikation Always-Hit beschreibt einen Cache-Zugriff, der bei jeder Ausführung
einen Hit erzeugt. Ein Always-Miss resultiert hingegen jedes Mal in einem
Cache-Miss. Ist keiner der beiden Zustände möglich, gilt der Zugriff als nicht
klassifizierbar (Not Classified). In weiterführenden Cacheanalysen werden zu-
sätzliche Klassifikationen (z.B. First-Miss) miteinbezogen.
2.5.4 Echtzeitfähigkeit in Mehrkern-Prozessoren
Das Design eines Einkern-Prozessors hat bereits einen entscheidenden Ein-
fluss auf die zeitliche Vorhersagbarkeit [132]. Mehrkern-Prozessoren stellen zu-
sätzliche Anforderungen an eine statische Laufzeitanalyse. Die enge Kopplung
der Komponenten und der Zugriff auf gemeinsame Ressourcen verursachen ei-
ne gegenseitige Beeinflussung der einzelnen Rechenkerne bei der Ausführung.
Zugriffslatenzen wie sie in Einkern-Prozessoren auftreten, können nicht mehr
verwendet werden, da der Wettstreit um gemeinsame Ressourcen die Zugriffs-
zeit zusätzlich erhöht. Eine WCET-Analyse für Mehrkern-Prozessoren muss
daher unter neuen Rahmenbedingungen stattfinden. Die Entwicklung neuer
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Konzepte der Laufzeitanalyse, die eine gegenseitige Beeinträchtigung von Re-
chenkernen berücksichtigen, ist ein wachsendes Forschungsgebiet [72][30]. Eine
echtzeitfähige Arbitrierung der Zugriffe auf gemeinsame Ressourcen ist not-
wendig, um mögliche Wartezeiten eingrenzen zu können. So wurden z.B. echt-
zeitfähige Speichercontroller entwickelt [7][79], die maximale Zugriffslatenzen
in Abhängigkeit von der Anzahl beteiligter Rechenkerne bieten.
Präzise Schranken für die Zugriffszeit auf einen Cache-Speicher sind deut-
lich aufwändiger zu ermitteln. Die Latenz hängt davon ab, ob die Anfrage lokal
im Cache beantwortet werden kann. Bei einem Cache-Hit wird die Anfrage des
Rechenkerns direkt beantwortet, ohne dass auf weitere Ebenen der Speicher-
hierarchie zugegriffen wird. Die Latenz für einen Cache-Hit (∆ CacheHit) ist
(ohne Berücksichtigung von Kohärenzoperationen) konstant und entspricht in
der Regel einem Prozessor- bzw. Cache-Zyklus (∆CacheCycle):
∆CacheHit = ∆CacheCycle (2.1)
Die Latenz für einen Cache-Miss hingegen ist abhängig von der Speicherar-
chitektur, da die benötigten Daten von der nächsten Ebene der Speicherhier-
archie geladen werden müssen. Der Einsatz mehrerer Cache-Ebenen macht die
Latenz eines Cache-Misses weniger vorhersehbar, daher sollte für harte Echt-
zeitsysteme lediglich eine private Cache-Ebene verwendet werden. Vor dem
Laden einer Cache-Zeile kann es außerdem notwendig sein, eine andere Cache-
Zeile auszulagern. Diese Ersetzung einer Cache-Zeile erhöht ebenso die Zu-
griffslatenz für den Cache-Miss.
Einem Zugriff auf den gemeinsamen Speicher geht ein Zugriff auf das Kom-
munikationsmedium voraus, ebenso eine gemeinsame Ressource. Die Dauer
der Übermittlung einer Speicheranfrage über das Kommunikationsmedium ist
abhängig von der Anzahl möglicher Konkurrenten. Es muss damit gerechnet
werden, dass die Ressource zum Zeitpunkt des Zugriffs bereits belegt ist. Um
überhaupt eine Vorhersage über die Zugriffszeit treffen zu können, muss eine
echtzeitfähige Arbitrierung auf dem Kommunikationsmedium stattfinden. Die
obere Grenze der Zugriffszeit (∆CacheMiss) für eine Speicheranfrage ist abhängig
von jeweiligen Kommunikationsmedium und kann sich aus mehreren einzelnen
Latenzen zusammensetzen. Im folgenden werden maximale Zugriffslatenzen für
einen Bus, eine Crossbar und netzwerkbasierte Architekturen angegeben.
Busbasierte Systeme
Für einem echtzeitfähigen Systembus bietet sich die Verwendung einer TD-
MA (Time Division Multiple Access) Arbitrierung an. TDMA gilt als das
Arbitrierungsverfahren, dass die beste zeitliche Vorhersagbarkeit gewährlei-
stet [100][72]. Jedem Teilnehmer wird ein fester Zeitslot für einen exklusiven
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Zugriff auf den Bus zugeordnet. Im Round-Robin Verfahren erhält dann jeder
Rechenkern regelmäßig die Möglichkeit den Bus zu verwenden. Bei einer Länge
des Zeitslots von ∆TDMASlot undM Teilnehmern beträgt die obere Schranke für
die Wartezeit für einen Buszugriff (M − 1) ∗∆TDMASlot , zuzüglich der eigenen
Zugriffszeit auf den Bus. Dies entspricht in etwa der Länge einer komplet-
ten TDMA-Periode. In dieser Arbeit wird für die maximale Latenz für einen
Cache-Miss vereinfacht die Länge einer TDMA-Periode ∆TDMA angenommen.
∆CacheMissBus = ∆TDMA (2.2)
Diese obere Grenze für die Zugriffslatenz entspricht der maximalen War-
tezeit bei der TDMA Arbitrierung und ist eine sehr pessimistische Annahme.
Wenngleich es zahlreiche Ansätze gibt, die Voraussage der Buslatenz zu opti-
mieren [116][8][97][71], wird für die Veranschaulichung der Auswirkungen von
Kohärenzoperationen in dieser Arbeit die obige Definition verwendet.
Crossbarbasierte Systeme
Auch in einer Crossbar kann eine TDMA-Arbitrierung verwendet werden, wie
z.B. im AFDX Standard [111]. Die Teilnehmer des Systems geben ihre Nach-
richt in die Crossbar, wo sie bis zur vollständigen Übermittlung gepuffert wer-
den. Die Arbitrierung findet dann separat für jedes Ziel am entsprechenden
Ausgangsport statt. Ein Lesezugriff auf den gemeinsamen Speicher entspricht
demnach einer ersten Nachricht, und die Übermittlung der Daten an den Re-
chenkern einer zweiten Nachricht. Folglich muss die Zugriffslatenz beider Teil-
nehmer in die maximale Latenz eines Cache-Misses einbezogen werden:
∆CacheMissCrossbar = 2 ∗∆TDMA (2.3)
Netzwerkbasierte Systeme
Die maximale Latenz einer Nachrichtenübertragung zwischen zwei Teilneh-
mern in einem netzwerkbasierten System hängt von der konkreten Realisierung
des Netzwerks ab [121]. Ausschlaggebend ist vor allem die Topologie der Netz-
werks (Gitter, Torus, Baum, Ring) sowie das Routing der Nachrichten inner-
halb des Netzwerks. Daher wird bei der Bewertung von Kohärenz-Protokollen
die Latenz für die Übertragung von Nachrichten in Hops gemessen. Ein Hop
entspricht einer direkten Nachrichtenübermittlung zwischen zwei Teilnehmern
über das Netzwerk. Die maximale Dauer eines Hops, im Sinne einer Worst-
Case Analyse, ist die maximale Dauer einer Nachrichtenübertragung im Kom-
munikationsnetz (∆NetworkTraversal). In der Regel wird dieser Wert von der
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Dauer der Übertragung zwischen den Teilnehmern mit der größten Distanz
bestimmt. ∆NetworkTraversal ist somit ein konstanter Wert für einen Hop und
die Zugriffslatenz wird in der Anzahl von Hops gemessen, die für eine voll-
ständige Durchführung des Zugriffs notwendig sind. Die maximale Latenz für
einen Cache-Miss entspricht demnach:
∆CacheMissNetwork = 2 ∗∆NetworkTraversal (2.4)
Dabei wird im ersten Hop die Anfrage an den Speicher übermittelt und
im zweiten Hop das Datum an den Rechenkern transportiert. Obwohl in der
Regel bei einem Cache-Miss die einzelnen Datenwörter einer Cache-Zeile in
separaten Flits (Flow Unit) verschickt werden, fasst man diese der Einfachheit
halber zu einem Hop zusammen. Es existieren zahlreiche Implementierungen




Cache-Kohärenzprotokolle in aktuellen Mehrkern-Architekturen entsprechen
den Anforderungen von Systemen, die auf eine möglichst hohe Performanz
hinzielen. Diese Anforderungen decken sich nicht mit den speziellen Anforde-
rungen von Echtzeitsystemen. Kohärenzoperationen initiierten eine Kommuni-
kation zwischen den Rechenkernen und beeinflussen dadurch das Zeitverhalten
der beteiligten Systemkomponenten. Wird die zeitliche Vorhersagbarkeit von
Datenzugriffen beeinträchtigt, so sind die Voraussetzungen für eine präzise
Abschätzung der WCET nicht mehr gegeben.
In diesem Kapitel werden vorerst einige Voraussetzungen für echtzeitfähige
Cache-Kohärenz definiert, die notwendig sind, um eine statische Laufzeitanaly-
se erfolgreich durchzuführen. Es wird ein Blick auf die in aktuellen Mehrkern-
Architekturen verwendeten Kohärenzverfahren geworfen. Im Anschluss wer-
den bekannte Cache-Kohärenzprotokolle dahingehend untersucht, ob sie die
definierten Voraussetzungen erfüllen. Es wird aufgezeigt, inwieweit die Kohä-
renzoperationen in diesen Protokollen eine zeitliche Unvorhersehbarkeit verur-
sachen und Zugriffslatenzen beeinträchtigen. Das Kapitel schließt mit einem
Überblick über die aktuelle Forschung zu kohärenter Speicherhierarchie für
Echtzeitsysteme.
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3.1 Voraussetzungen für echtzeitfähige
Cache-Kohärenz
Um in harten Echtzeitsystemen eingesetzt werden zu können, muss ein Cache-
Kohärenzverfahren ein Maß an zeitlicher Vorhersagbarkeit aufweisen, welches
für eine statische Laufzeitanalyse ausreichend ist. Diese Anforderung wird im
Folgenden konkretisiert. Dabei wird vorausgesetzt, dass das Kohärenzverfah-
ren in eine Systemarchitektur eingebettet ist, die echtzeitfähig ist. Die übrigen
Komponenten des Mehrkern-Prozessors müssen ebenso auch ein zeitlich vor-
hersagbares Verhalten zeigen.
1. Keine Beeinträchtigung der Cacheanalyse
Die Cacheanalyse ist als Teil der statischen Laufzeitanalyse verantwort-
lich für die Vorhersage von Cache-Hits bzw. Cache-Misses. Es ist ent-
scheidend für die Cacheanalyse, dass sie ein möglichst umfassendes Bild
über den Zustand des Cache-Speichers hat. Ein echtzeitfähiges Kohärenz-
verfahren sollte die Cacheanalyse nicht negativ beeinträchtigen, indem
es unvorhersagbare Zustandsänderungen hervorruft. Wird die Vorhersa-
ge von Zugriffslatenzen erschwert oder gar verhindert, so kann dies eine
präzise Abschätzung der WCET vereiteln. Für den Fall, dass ein Kohä-
renzverfahren eigenständig Speicherzugriffe initiiert, sollten diese Zugriffe
ebenfalls für die Cacheanalyse vorhersagbar sein.
2. Vermeidung von Deadlocks/Aushungern
Von einem Kohärenzverfahren ausgelöste Kommunikation zwischen den
Cache-Speichern sollte nicht die Möglichkeit eines Deadlocks oder Aus-
hungerns eines Rechenkerns bewirken. Durch Aushungern wird ein Re-
chenkern dauerhaft an der Fortsetzung seiner Ausführung gehindert.
Kann so ein Fall bei der Ausführung eines Programms theoretisch auf-
treten, so muss eine statische Worst-Case Analyse diesen Fall auch in die
Ermittlung der WCETest miteinbeziehen. Die Möglichkeit einer dauer-
haften Unterbrechung der Ausführung macht es für die statische Analyse
unmöglich, eine obere Schranke der Laufzeit zu ermitteln.
3. Vermeidung übermäßig erhöhter Zugriffslatenzen
Wenngleich die Cacheanalyse oft präzise Vorhersagen über Cache-Hits er-
möglicht, können unverhältnismäßig hohe Zugriffslatenzen das Resultat
einer WCET-Abschätzung unbrauchbar machen. Haben Kohärenzopera-
tionen eine negative Auswirkung auf die Latenz eines Cache-Zugriffs, so
sollte das Ausmaß begrenzt und vorhersagbar sein. Eine pauschale Er-
höhung der Latenz jedes Cache-Hits bzw. Cache-Misses sollte vermieden
werden.
3.2. CACHE-KOHÄRENZ IN AKTUELLEN MEHRKERN-PROZESSOREN 37
Die zeitliche Vorhersagbarkeit von Speicherzugriffen stellt eine notwendi-
ge Bedingung für den Einsatz eines Cache-Kohärenzverfahrens in Echtzeitsy-
stemen dar. Als Richtmaß für die Vorhersagbarkeit sollte stets das zeitliche
Verhalten eines herkömmlichen, inkohärenten Caches dienen. Neben der Vor-
hersagbarkeit ist aber auch die Höhe der Zugriffslatenzen entscheidend. Über-
mäßig erhöhte Zugriffslatenzen können den Einsatz von Cache-Speichern in
Echtzeitsystemen generell in Frage stellen.
3.2 Cache-Kohärenz in aktuellen
Mehrkern-Prozessoren
Praktisch alle Hersteller von Prozessorsystemen haben mittlerweile Mehrkern-
Prozessoren auf den Markt gebracht. Neben Produkten für den Heim und High-
End Bereich mit 2 bis 8 Rechenkernen und höchster Taktfrequenz finden sich
ebenso Architekturen für Mikrocontroller und eingebettete Systeme, welche
auf Sicherheit und Energieeffizienz ausgerichtet sind. Darüber hinaus richtet
sich das Augenmerk zunehmend auf Many-Core Systeme. Solche Architekturen
mit dutzenden Rechenkernen auf einem Chip existieren häufig nur als Proto-
typ, einige Systeme sind jedoch bereits auf dem Markt (z.B. Cavium Octeon
III [73]). Sämtliche Mehrkern-Prozessoren verfügen über eine Speicherhierar-
chie mit mindestens einer Cache-Ebene. Die Problematik der Cache-Kohärenz
wird in diesen Systemen sehr unterschiedlich gelöst. Viele Chiphersteller geben
nur sehr begrenzt Details über die Handhabung der Cache-Kohärenz preis. Dies
mag zum Teil daran liegen, dass die verwendeten Mechanismen den heutigen
Anforderungen in Bezug auf Echtzeitfähigkeit nicht immer gerecht werden.
Die Mehrzahl der eingesetzten Kohärenzprotokolle basiert auf dem klassi-
schen MESI-Protokoll. In Mehrkern-Prozessorsystemen mit einer geringen Zahl
an Rechenkernen handelt es sich dabei in der Regel um Snooping-Protokolle.
So existieren busbasierte Systeme, wie die auf LEON3/4 Prozessoren basieren-
den Mehrkern-Architekturen von Aeroflex Gaisler [3], die ein Write-Invalidate
Protokoll mit Write-Through Schreibstrategie einsetzten. Externe Invalidie-
rungen sind ebenso Teil des Kohärenzprotokolls der QorIQ Architektur des
Freescale P4080 [21]. Hierbei wird ein Snooping-Protokoll an einer Crossbar
realisiert, das mit einer Write-Back Schreibstrategie arbeitet. Obwohl es sich
dabei um ein Write-Invalidate Protokoll handelt, ist mittels der Interventi-
on genannten Optimierung eine direkte Aktualisierung einer Cache-Zeile nach
einem Cache-Miss möglich, ähnlich dem Bus-Snarfing.
Die Write-Invalidate Technik wird ebenso in verzeichnisbasierten Kohärenz-
protokollen verwendet. Der Cavium Octeon [73] setzt ein Protokoll mit zen-
tralem Kohärenzverzeichnis im geteilten L2-Cache seiner Crossbar-Architektur
ein. Schreibzugriffe werden auch hier mittels Write-Through durchgeführt. Im
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Abbildung 3.1: Aufbau der Basis-Architektur für die Cache-Kohärenz Analyse.
Dynamic Distributed Cache des Tilera TilePro [134] wird hingegen ein verteil-
tes Verzeichnis-Protokoll realisiert. Zugriffe auf ein gemeinsames Datum, die
ebenso mittels Write-Through stattfinden, werden dabei über das Verzeichnis
im Heimatknoten des Datum geleitet.
Die in aktuellen Architekturen eingesetzten Cache-Kohärenzverfahren be-
ruhen auf den klassischen Kohärenzlösungen und zielen auf eine hohe Average-
Case Performanz ab. Der Fokus dieser Systeme liegt nicht auf Echtzeitfähig-
keit. Um dennoch einen Einsatz in Echtzeitsystemen zu ermöglichen, bietet
jede dieser Architekturen einen Zugriff auf Daten unter Umgehung des Cache-
Speichers an. Alternativ dazu wird mit Hilfe von speziellen Instruktionen,
die eine Invalidierung des Caches bewirken, die Anwendung von Software-
Kohärenztechniken ermöglicht.
Inzwischen bieten Chiphersteller auch Mehrkern-Architekturen an, die
speziell für den Einsatz in sicherheitskritischen Systemen entwickelt wur-
den. Für solche Architekturen, zu denen der Kalray MPPA [39] sowie der
Infineon Aurix [65] gehören, wurde gänzlich auf einen Hardware Cache-
Kohärenzmechanismus verzichtet. Diese Systeme machen deutlich, dass für
Echtzeitsysteme der Einsatz eines reinen Hardware Kohärenzverfahrens nicht
in Frage kommt und lediglich einem überflüssigen Overhead an Logik bzw.
Chipfläche entspricht. Stattdessen wird die Verantwortung für die Erhaltung
kohärenter Zugriffe dem Benutzer bzw. der Software überlassen.
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3.3 Analyse bekannter Cache-Kohärenzprotokolle
In diesem Kapitel werden gängige Ansätze zur Erhaltung der Cache-Kohärenz
auf ihre Eignung für harte Echtzeitsysteme hin untersucht. Es wird analy-
siert, wie Kohärenzoperationen die zeitliche Vorhersagbarkeit eines Systems
beeinflussen. Dafür wird zum einen der Einfluss auf die Cacheanalyse unter-
sucht. Zum anderen wird detailliert betrachtet, wie sich Kohärenzoperationen
auf die Zugriffslatenzen von Cache-Hits sowie Cache-Missen auswirken. Dabei
werden Architekturen mit einem Bus, einer Crossbar, wie auch netzwerkbasier-
te Verbindungsarten berücksichtigt. Außerdem wird die besondere Rolle von
Schreibzugriffen in Cache-Kohärenzverfahren untersucht.
Für diese Analyse wird davon ausgegangen, dass die Kohärenzverfahren in
eine Architektur eingebettet sind, die den Anforderungen eines sicherheitskri-
tischen Systems entspricht (vgl. Kapitel 2.5.4). Für einen Mehrkern-Prozessor
bedeutet dies, dass die an einem Speicherzugriff beteiligten Systemkompo-
nenten, wie das Kommunikationsmedium und der gemeinsame Speicher, ein
vorhersagbares Zeitverhalten aufweisen. Abbildung 3.1 zeigt eine abstrahier-
te Systemarchitektur, die als Basis-Architektur für diese Analyse dient. Die
Speicherhierarchie ist auf eine private Cache-Ebene zwischen Prozessorkern
und Kommunikationsmedium beschränkt. Für die Darstellung der Auswir-
kungen unterschiedlicher Kohärenzoperationen ist ein privater Cache-Speicher
pro Prozessorkern ausreichend. Zusätzliche Cache-Ebenen sowie gemeinsame
Cache-Speicher erhöhen lediglich die Komplexität der Analyse von Zugriffsla-
tenzen und sind für die generelle Betrachtung der Auswirkungen der Cache-
Kohärenz in harten Echtzeitsystemen nicht nutzbringend.
Wie bereits in Kapitel 2.4 erläutert, existiert eine Vielzahl verschiedener
Cache-Kohärenzprotokolle und deren Optimierungen. Eine detaillierte Unter-
suchung aller bekannten Protokolle ist im Rahmen dieser Arbeit nicht durch-
führbar und auch nicht das Ziel. Allerdings basieren gängige Kohärenzpro-
tokolle auf einer überschaubaren Zahl verschiedener Kohärenzoperationen, die
für die Erhaltung Cache-Kohärenz eingesetzt werden. Anhand dieser Kohären-
zoperationen lassen sich die existierenden Verfahren klassifizieren und in ihren
Auswirkungen verallgemeinern (z.B. Write-Invalidate Protokolle). Es werden
daher die existierenden Klassen von Kohärenzprotokollen auf ihren Einfluss
auf eine statischen Cacheanalyse hin untersucht.
3.3.1 Einfluss auf die Cacheanalyse
Die Cacheanalyse in aktuellen Laufzeitanalyse-Tools basiert auf dem Paradig-
ma, dass Zustandsänderungen eines Cache-Speichers ausschließlich von dem
dazugehörigen Rechenkern verursacht werden und somit isoliert vom übri-
gen System betrachtet werden können. Die Kohärenzoperationen in gängigen
Cache-Kohärenzprotokollen machen diese Prämisse ungültig. Über Kohärenz-
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Abbildung 3.2: Zustands eines Cache-Speichers mit Alterswerten für Cache-Blöcke.
nachrichten, die zwischen den Cache-Speichern eines Mehrkern-Prozessors aus-
getauscht werden, übt ein Rechenkern direkten Einfluss auf den Inhalt des
privaten Cache-Speichers eines anderen Rechenkerns aus. Diese externen Ein-
flüsse auf einen Cache sind für eine Cacheanalyse, die auf die Betrachtung
interner Cache-Zugriffe beschränkt ist, nicht vorhersehbar.
Eine besonders folgenreiche Zustandsänderung eines Cache-Speichers wird
durch externe Invalidierungsnachrichten verursacht. Invalidierungsnachrichten
zählen zu den Grundoperationen von Write-Invalidate Kohärenzprotokollen.
Aber auch in anderen, auf dem MESI-Konzept basierenden Protokollen, wer-
den sie eingesetzt. Sie finden sowohl in Snooping-Protokollen als auch in
Verzeichnis-Protokollen Anwendung. Im Zuge einer Schreiboperation eines Re-
chenkerns auf ein geteiltes Datum werden alle in anderen Caches vorhandenen
Kopien dieses Datums für ungültig erklärt, da sie nunmehr einen veralteten
Wert tragen. Der Rechenkern versendet dazu eine Invalidierungsnachricht mit
der entsprechenden Anweisung an die anderen Cache-Speicher. In einem Bus-
system sind dies keine eigenständigen Invalidierungsnachrichten, sondern ledig-
lich die Schreibzugriffe, die an den Bus gelegt werden. Aus Sicht der anderen
Rechenkerne kann solch ein Schreibzugriff aber durchaus als Invalidierungs-
nachricht interpretiert werden. Die Invalidierungsnachrichten wirken sich di-
rekt auf den Zustand der anderen Cache-Speicher aus, und damit auch auf
deren Cacheanalyse. Da sie aus der Sicht des betroffenen Caches von einer
externen Quelle ausgelöst werden, sind der Zeitpunkt der Invalidierung sowie
der betroffene Cache-Block für die Cacheanalyse nicht vorherzusehen. Dies hat
enorme Auswirkungen auf die Must-/May-Analyse eines Cache-Speichers.
Im Rahmen einer Must- und May-Analyse wird eine Abstraktion aller zu
einem Zeitpunkt möglichen Cache-Zustände C vorgenommen. Diese Zustands-
abstraktion ermöglicht es bei einem Cache-Zugriff, Aussagen über das Vorhan-
densein des gesuchten Datums zu treffen [59]. Ein konkreter Cache-Zustand c
umfasst die Alterswerte aller möglichen Cache-Blöcke, die im Rahmen der
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Abbildung 3.3: Zustandswechsel eines Cache-Speichers nach Zugriff auf einen Cache-
Block unter Anwendung der LRU Ersetzungsstrategie.
verwendeten Ersetzungsstrategie verwaltet werden. Abbildung 3.2 zeigt einen
Cache-Zustand mit Alterswerten für die Cache-Blöcke m1 bis m6.
Wird ein Datum nach einem Cache-Miss neu in den Cache geladen, so
erhält der entsprechende Cache-Block einen Wert, der das Alter des Blocks im
Verhältnis zu den anderen Blöcken im selben Cache Satz angibt. Dieses Alter
liegt im Intervall {0, ...,A-1, T}, wobei A-1 dem maximal möglichen Alter
eines gültigen Cache-Blocks entspricht und T einen Block kennzeichnet der sich
nicht (mehr) im Cache befindet. Der Wert A ist identisch mit der Assoziativität
des Cache-Speichers bzw. der maximalen Anzahl an Cache-Blöcken in einem
Cache-Satz.
Im Folgenden wird die Must-/May-Analyse am Beispiel eines Caches
mit Least-Recently-Used (LRU) Ersetzungsstrategie erläutert. Least-Recently-
Used erzielt von allen Ersetzungsstrategien die bestmögliche Vorhersagbarkeit
und sollte daher für ein echtzeitfähiges Cache-Kohärenzverfahren eingesetzt
werden [113]. Wird beim Einsatz von LRU auf einen Cache-Block zugegriffen,
so bekommt der Block das Alter 0 und ist damit der „jüngste“ Cache-Block,
während das Alter der übrigen Blöcke entsprechend angepasst. Abbildung 3.3
zeigt ein Beispiel für einen Zustandswechsel beim Zugriff auf einen Cache-
Block. Erreicht ein Cache-Block das maximale Alter A-1, so wird er zum Ziel
der nächsten Ersetzung und erhält anschließend das Alter T. So ändert sich
das Alter der Cache-Blöcke fortlaufend mit jedem Cache-Zugriff.
Must- und May-Analyse
Die Must-/May-Analyse ist eine Kombination zweier eigenständiger Analysen
der möglichen Cache-Zustände [132]. Die Must-Analyse errechnet zu einem be-
stimmten Zeitpunkt einen abstrahierten Cache-Zustand Cu, der obere Schran-
ken für das Alter aller möglichen Cache-Blöcke enthält. Das Alter eines Cache-
Blocks in Cu entspricht dem Maximum aller Alterswerte des Blocks, in den
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zu diesem Zeitpunkt möglichen Cache-Zuständen. Dabei gilt, dass A− 1 < T
ist, d.h. wenn ein Cache-Block in mindestens einem der möglichen Zustände
nicht im Cache enthalten ist (besitzt ein Alter von T ), so gilt er auch im
abstrahierten Zustand Cu als nicht enthalten.
Das Resultat einer Must-Analyse ermöglicht die Vorhersage von Cache-
Hits. Für einen Cache-Zugriff wird das Alter des gesuchten Cache-Blocks im
abstrahierten Zustand Cu ermittelt. Ist das Alter ungleich T, so ist der Cache-
Block in jedem der möglichen Zustände im Cache gespeichert und es kann mit
Sicherheit ein Cache-Hit vorhergesagt werden.
Analog zur Must-Analyse errechnet die May-Analyse einen abstrahierten
Cache-Zustand C l, der untere Schranken für das Alter aller Cache-Blöcke ent-
hält. Das Alter eines Cache-Blocks in C l entspricht demnach dem Minimum
aller Alterswerte des Blocks in allen möglichen Cache-Zuständen. Ist der Zu-
stand eines Cache-Blocks in C l gleich T, so ist der Cache-Block in keinem der
möglichen Zustände im Cache enthalten. Das Resultat einer May-Analyse er-
möglicht somit die sichere Vorhersage von Cache-Misses. Kombiniert man das
Resultat der Must-und May-Analyse, so erhält man ein Intervall der möglichen
Alterswerte für jeden Cache-Block.
Geht man davon aus, dass der Cache-Speicher zu Beginn einer Ausfüh-
rung bzw. einer Cacheanalyse leer ist (Cold-Cache), so ist der Alterswert jedes
Cache-Blocks T. Es besteht ein exaktes Wissen über den Cache-Zustand. Be-
findet sich das System jedoch im laufenden Betrieb, so ist in der Regel kein
Wissen über den Zustand des Caches zu Beginn der Analyse vorhanden. Das
Altersintervall jedes Cache-Blocks ist dann {0, T}. Im Laufe der Ausführung
wird dieses Intervall enger eingegrenzt. Zugriffe des Rechenkerns auf den Cache
resultieren in Änderungen der Alterswerte in den abstrahierten Zuständen Cu
und C l. Für einen Cache-Zugriff kann mit Hilfe des Altersintervalls unter Um-
ständen ein garantierter Cache-Hit vorhergesagt werden. Die statische Analyse
kann dann als maximale Latenz für den Cache-Zugriff die maximale Latenz ei-
nes Cache-Hits annehmen. Ist ein Cache-Hit nicht sicher vorhersagbar, so muss
die Worst-Case Analyse von einem Cache-Miss ausgehen und entsprechend die
maximale Cache-Miss Latenz für diesen Zugriff anrechnen.
Zustandsänderung bei externer Invalidierung
Wird eine Invalidierung eines Cache-Blocks durchgeführt, unabhängig davon
ob sie intern oder extern ausgelöst wird, so hat dies einen direkten Einfluss auf
den Zustand des Cache-Speichers. Die Invalidierung erzeugt einen zusätzlichen
Zustandswechsel, in dem das Alter des invalidierten Cache-Blocks auf T ge-
setzt und das Alter der übrigen Cache-Blöcke angepasst wird. Abbildung 3.4
zeigt einen solchen Zustandswechsel. Wird die Invalidierung jedoch von ei-
ner externen Quelle ausgelöst, wie es z.B. bei Write-Invalidate Protokollen der
3.3. ANALYSE BEKANNTER CACHE-KOHÄRENZPROTOKOLLE 43
Abbildung 3.4: Zustandswechsel eines Cache-Speichers nach Invalidierung eines
Cache-Blocks.
Abbildung 3.5: Änderung des abstrahierten Cache-Zustands Cu nach der Invalidie-
rung eines unbekannten Cache-Blocks.
Fall ist, so kann eine Cacheanalyse nicht vorhersehen, welcher Cache-Block von
der Invalidierung betroffen ist. Die Adresse der zu invalidierenden Daten hängt
vom jeweiligen Schreibzugriff ab, der die Invalidierung auslöst. Dieser Schreib-
zugriff wird von einem anderen Rechenkern durchgeführt und liegt nicht im
Fokus der Cacheanalyse, die davon betroffen ist. Im Sinne einer Worst-Case
Analyse, muss daher jeder möglicherweise im Cache befindliche Block in Be-
tracht gezogen werden. Das heißt, die Menge I aller potentiellen Ziele einer
Invalidierung ist definiert durch die Menge aller Cache-Blöcke m aus C l für
die gilt, das Alter von m ist ungleich T.
Die potentielle Invalidierung eines jeden der Cache-Blöcke aus I resultiert
in einer Vielzahl neuer möglicher Zustände, die für die Errechnung eines Fol-
gezustands C ′ abstrahiert werden müssen. Hinzugekommen sind Variationen
aller bisherigen Zustände, in denen jeweils ein Cache-Block aus I das Alter T
aufweist. Es ergibt sich dadurch ein spezieller Zustandswechsel für Cu bzw. C l
nach Cu′ bzw. C l′ .
Im abstrahierten Folgezustand Cu′ , der obere Schranken für das Alter jedes
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Abbildung 3.6: Änderung des abstrahierten Cache-Zustands C l nach der Invalidie-
rung eines unbekannten Cache-Blocks.
Cache-Blocks festhält, muss aufgrund der externen Invalidierung das Alter
aller Cache-Blöcke auf T gesetzt werden. Abbildung 3.5 zeigt einen solchen
Zustandswechsel. Für die Cacheanalyse bedeutet das, dass für jeden Cache-
Block angenommen werden muss, dass er nicht im Cache enthalten ist.
Der abstrahierte Folgezustand C l′ enthält untere Schranken für das Al-
ter der Cache-Blöcke, so dass hier kein Wert erhöht werden muss, da für jeden
Cache-Block ein möglicher Zustand existiert, in dem er nicht invalidiert wurde.
Dennoch sind Anpassungen notwendig. Für jeden Cache-Block, der im Aus-
gangszustand C l ein Alter größer 0 und ungleich T aufweist, existiert ein mög-
licher Zustandswechsel, in dem ein „jüngerer“ Cache-Block invalidiert wurde.
Bei diesem Zustandswechsel wurden entsprechend die Alterswerte der anderen
Cache-Blöcke angepasst, d.h. um einen Wert reduziert. Für den abstrahierten
Zustand C l′ hat dies zur Folge, dass alle Alterswerte ungleich T um einen Wert
reduziert werden, wobei Werte von 0 belassenen werden. Ein Beispiel für einen
solchen Zustandswechsel ist in Abbildung 3.6 dargestellt.
Diese, durch externe Invalidierungen ausgelösten, Zustandswechsel haben
enorme Auswirkungen auf das Resultat der Must- und May-Analyse. Das Al-
tersintervall jedes Cache-Blocks wird erweitert, was einer Vergrößerung des
Zustandsraums und damit einer Steigerung der Ungewissheit über den Zu-
stand des Caches gleichkommt. Das neue Altersintervall eines jeden Cache-
Blocks enthält nun die obere Grenze T. Für den folgenden Zugriff ist es nun
nicht mehr möglich, einen sicheren Cache-Hit vorherzusagen, gleich auf welche
Adresse zugegriffen wird.
Ebenso wenig wie das Ziel einer Invalidierung, kann auch der Zeitpunkt
einer Invalidierung von der Cacheanalyse vorhergesagt werden. In Anbetracht
einer Worst-Case Analyse muss zu jedem theoretisch möglichen Zeitpunkt das
Eintreffen einer Invalidierungsnachricht angenommen und in die Analyse ein-
bezogen werden. Mögliche Zeitpunkte von Invalidierungen hängen davon ab,
wie die Übertragung von Kohärenznachrichten im Kommunikationsmedium
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realisiert ist. Ist es generell möglich, dass zwischen zwei aufeinanderfolgenden
Cache-Zugriffen eines Rechenkerns eine externe Invalidierung auftritt, so kann
für keinen Zugriff ein Cache-Hit vorhergesagt werden. Nach dem Laden eines
Datums in den Cache muss davon ausgegangen werden, dass der entsprechen-
de Cache-Block vor dem nächsten Zugriff durch eine Invalidierungsnachricht
wieder aus dem Cache entfernt wird.
In einem echtzeitfähigen System kann das Auftreten möglicher Invalidie-
rungen durch den Einsatz einer echtzeitfähigen Arbitrierung eingeschränkt
werden. Da Invalidierungsnachrichten ebenso wie Speicherzugriffe über das
Kommunikationsmedium übermittelt werden, unterliegen sie auch dem Zeit-
schema der Arbitrierung. So ist z.B. für einen Bus mit TDMA-Arbitrierung die
Häufigkeit des Auftretens von externen Invalidierungen beschränkt. Unter der
Voraussetzung, dass pro TDMA-Slot nur eine Invalidierungsnachricht versen-
det wird, können in einem Mehrkern-Prozessor mit N Rechenkernen, zwischen
zwei Cache-Misses eines Rechenkerns maximal N-1 externe Invalidierungen
auftreten. Diese Einschränkung verbessert allerdings nicht die Vorhersagbar-
keit von Cache-Hits, da nach einem Caches Miss bereits eine mögliche Invali-
dierung ausreicht, um den zuvor geladenen Cache-Block wieder zu entfernen.
Ziel bei einer kombinierten Must- und May-Analyse ist es, im Laufe einer
Ausführung das abstrahierte Altersintervall eines Cache-Blocks einzugrenzen
und somit sichere Vorhersagen über Cache-Hits bzw. Cache-Misses treffen zu
können. Externe Invalidierungen wirken diesem Prozess des Wissensgewinns
entgegen, indem sie die Altersintervalle wieder ausweiten. Durch die Zustands-
wechsel, die externe Invalidierungen auslösen, tendieren die Intervalle zurück
zu ihrem Anfangszustand {0, T}. Allein die Tatsache, dass ein einzige Inva-
lidierung genügt, um die sichere Vorhersagbarkeit eines Cache-Hits für die
folgenden Zugriffe zu unterbinden, macht eine statische Cacheanalyse mit Be-
rücksichtigung von externen Invalidierungen unbrauchbar.
3.3.2 Einfluss auf die Latenz eine Cache-Zugriffs
Neben Invalidierungsnachrichten gibt es eine Reihe weiterer Kohärenznach-
richten, die zum Austausch von Informationen zwischen den Rechenkernen
versendet werden. Diese Kohärenztransaktionen wirken sich in vielfältiger Wei-
se auf die Latenz von Cache-Zugriffen aus. Im Folgenden wird der Einfluss auf
verschiedene Arten von Cache-Zugriffen untersucht.
Kohärenztransaktionen stellen, aus Sicht des Empfängers, externe Zugriffe
auf den privaten Cache-Speicher dar. Diese Transaktionen können je nach an-
gewendetem Kohärenzverfahren unterschiedliche Auswirkungen haben. Die im
vorherigen Abschnitt erläuterten Invalidierungen sind ein Beispiel für mögliche
Kohärenztransaktionen. Weiterhin gibt es Transaktionen, die den Kohärenz-
zustand eines bestimmten Cache-Blocks ändern, oder geteilte Daten in einer
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Cache-Zeile aktualisieren. Außerdem können Invalidierungen einen Cache dazu
veranlassen, eine modifizierte Cache-Zeile in den Speicher zurück zuschreiben.
Kohärenztransaktionen bewirken, dass der Inhalt eines Cache-Speichers
nicht mehr nur vom zugehörigen Rechenkern, sondern ebenso von anderen
Teilnehmern modifiziert werden kann. Das macht den Cache aus Sicht einer
Cacheanalyse zu einer geteilten Ressource, um die man im Wettstreit mit an-
deren Teilnehmern steht. So kann der Zugriff eines Rechenkerns auf seinen
Cache mit einem externen Zugriff auf diesen Cache kollidieren. Entscheidend
für eine Cacheanalyse ist es daher, in wieweit ein interner Cache-Zugriff von
einer externen Kohärenztransaktion beeinflusst werden kann.
Um eine gegenseitige Beeinflussung von internen und externen Zugriffen
zu vermeiden, wäre die Verwendung eines Dual-Ported Caches denkbar [137].
Dadurch wäre es generell möglich interne und externe Zugriffe parallel aus-
zuführen. Mit zwei verfügbaren Zugriffsports könnten interne und externe Zu-
griffe auf verschiedene Cache-Blöcke gleichzeitig oder überlappend stattfinden.
Für den Fall, dass die internen und externen Zugriffe zeitgleich auf den selben
Cache-Block hinzielen, befinden sich die Zugriffe jedoch wieder im Wettstreit.
Bei Lesezugriffen wäre dies noch unproblematisch, bei Schreibzugriffen aber
nicht mehr und es müssten Maßnahmen für eine Arbitrierung der Zugriffe ge-
troffen werden. Wie bereits erläutert, ist für eine Cacheanalyse das Ziel und
der Inhalt von externen Kohärenztransaktionen nicht bekannt. Im Sinne einer
Worst-Case Analyse muss davon ausgegangen werden, dass ein Cache-Block
beim Eintreffen eines internen Zugriffs bereits von einer externen Quelle ver-
wendet wird. Es ist daher fraglich, ob eine Arbitrierung in einem Dual-Ported
Cache für die Cacheanalyse hilfreich ist. In dieser Arbeit soll aber nicht weiter
auf die Folgen einer Arbitrierung einem Dual-Ported Cache eingegangen wer-
den. Stattdessen bezieht sich die Analyse auf die üblicherweise eingesetzten
Single-Ported Caches.
Die Möglichkeit des Eintreffens einer Kohärenztransaktion hat zur Folge,
dass für die Latenz eines internen Cache-Zugriffs (∆CacheAccess) eine zusätzliche
Wartezeit (∆CoherenceTransaktion) miteinbezogen werden muss, in der der externe
Zugriff behandelt wird.:
∆CacheAccess = ∆CoherenceTransaktion + (∆CacheHit/∆CacheMiss) (3.1)
Dies ist besonders für die Latenz eines Cache-Hits bedeutsam, da diese bei
einer statischen Laufzeitanalyse eine fixe Größe ist, die keine Überabschätzung
der WCET verursacht. Das Ausmaß von ∆CoherenceTransaktion ist abhängig vom
Typ der Kohärenztransaktion. Möglich ist eine zusätzliche Latenz von einem
Cache-Zyklus bei Änderungen des Kohärenzzustands eines Cache-Blocks, z.B.
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für den Wechsel einer Cache-Zeile in den Shared Zustand. Aber auch eine
Vielzahl von Cache-Zyklen, nötig für das Zurückschreiben einer Cache-Zeile
in den Hauptspeicher, ist denkbar. Eine pauschale Erhöhung der Latenz eines
Cache-Hits um mehrere Zyklen sollte nicht vernachlässigt werden. Zwar ist die
Latenz eines Cache-Misses um ein Vielfaches höher, dafür treten dieser sehr
viel seltener auf. Legt man die Daten der Evaluation von Echtzeitsystemen
von Ferdinand und Wilhelm [50] zugrunde, so werden bis zu 91% aller Cache-
Zugriffe als Cache-Hit (Always Hit) klassifiziert. Cache-Hit Latenzen haben
also einen signifikanten Anteil an der gesamten Laufzeit. Es ist daher davon
auszugehen, dass sich eine pauschale Erhöhung der Cache-Hit Latenz spürbar
auf die WCET-Abschätzung auswirkt.
3.3.3 Cache-Miss Latenz in Snooping-Protokollen
In Folge eines Cache-Misses wird das gesuchte Datum aus der nächsten Hier-
archieebene in den Cache-Speicher geladen. Ein Kohärenzprotokoll hat Aus-
wirkungen darauf, auf welchem Weg die angeforderten Daten in die Cache-
Zeile gelangen. Ohne Einwirkung eines Kohärenzprotokolls, erfolgt ledig-
lich ein Zugriff auf den gemeinsamen Speicher. Wird dagegen ein Cache-
Kohärenzprotokoll eingesetzt, kann der Ablauf eines Cache-Misses davon be-
einflusst werden, ob ein Lese- oder Schreibzugriff durchgeführt wird. Der Ein-
fluss von Kohärenzprotokollen auf Schreibzugriffe soll in einem späteren Teil
erläutert werden. Hier beschränkt sich die Analyse auf Cache-Misses bei Lese-
zugriffen, wobei zwischen Systemen mit Bus, Crossbar und netzwerkbasiertem
Kommunikationsmedium unterschieden wird.
Zugriffslatenz in Bus-Systemen
Arbeitet ein Cache mit einer Write-Back Schreibstrategie, so werden Ände-
rungen an Daten ausschließlich im Cache getätigt und nur bei Bedarf an den
gemeinsamen Speicher weitergegeben. Solch ein Bedarf entsteht zum Beispiel,
wenn ein anderer Rechenkern nach einem Cache-Miss dieses Datum laden
möchte. Kohärenzprotokolle weisen den Cache, der die modifizierte Cache-
Zeile gespeichert hat, im Folgenden bereitstellender Cache genannt, dazu an
diese zurück in den gemeinsamen Speicher zu schreiben. Der Zugriff des an-
fordernden Caches wird zuvor abgebrochen und nach Vollendung des Zurück-
schreibens erneut ausgeführt. Die Latenz des Cache-Misses hängt also davon
ab, auf welchem Weg das Zurückschreiben durchgeführt wird.
Im einem Bus-System mit TDMA-Arbitrierung muss das Zurückschreiben
in einem der verfügbaren TDMA-Slots durchgeführt werden. Verschiedene Va-
rianten sind denkbar:
1. Zurückschreiben im TDMA-Slot des bereitstellenden Caches
48 KAPITEL 3. CACHE-KOHÄRENZ IN ECHTZEITSYSTEMEN
Nachdem der Zugriff des anfordernden Caches abgebrochen wurde, kann
das Zurückschreiben der modifizierten Cache-Zeile in den gemeinsamen
Speicher im nachfolgenden TDMA-Slot des bereitstellenden Caches statt-
finden. Daraufhin kann der anfordernde Cache seinen Lesezugriff im näch-
sten eigenen TDMA-Slot erneut beginnen und die Daten aus dem gemein-
samen Speicher laden. Die maximale Wartezeit für einen Cache-Miss er-
höht sich dabei, im Vergleich zu einem herkömmlichen Cache-Miss, um
eine zusätzliche TDMA-Periode:
∆CacheMissBus = 2 ∗ ∆TDMA (3.2)
Jedoch ergeben sich bei dieser Varianten mehrere Konfliktmöglichkeiten.
Nutzt der bereitstellende Cache seinen TDMA-Slot zum Zurückschreiben
der modifizierten Cache-Zeile, so steht dieser Slot nicht mehr für eigene
Zugriffe zur Verfügung. Der Konflikt könnte durch eine Priorisierung ei-
nes der beiden Zugriffe gelöst werden. Dadurch wäre es aber prinzipiell
möglich, dass der andere Zugriff beliebig lang verzögert wird, was eine
unbegrenzte maximale Latenz und damit eine undurchführbare Cache-
analyse zur Folge hätte. Eine faire, wechselnde Arbitrierung der konkur-
rierenden Zugriffe würde eine zeitliche Vorhersagbarkeit ermöglichen. Das
Zurückschreiben würde so maximal um eine zusätzliche TDMA-Periode
verzögert werden. Die maximale Wartezeit für einen Cache-Miss erhöht
sich dabei wiederum um einen TDMA Durchlauf:
∆CacheMissBus = 3 ∗ ∆TDMA (3.3)
Diese Variante hat zum einen den Nachteil, dass der TDMA-Slot des an-
fordernden Caches lange Zeit ungenutzt bleibt. Zum anderen bleibt ein
weiterer möglicher Konflikt bestehen. So ist es denkbar, dass nach dem
Zurückschreiben der modifizierten Daten und vor dem erneuten Lesezu-
griff des anfordernden Caches, ein dritter Cache einen Cache-Miss auf die
gleiche Cache-Zeile ausführt und schreibend auf die Daten zugreift. Da-
durch wird der Lesezugriff des anfordernden Caches wiederum verhindert,
da wieder eine modifizierte Kopie der Cache-Zeile in einem anderen Cache
existiert. Die eben beschriebene Prozedur des Zurückschreibens muss nun
erneut, diesmal mit dem erwähnten dritten Cache durchgeführt werden.
Abbildung 3.7 veranschaulicht eine solche Situation. Der anfordernde Ca-
che kann aber nicht beliebig oft durch eine solche Situation unterbrochen
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Abbildung 3.7: Veranschaulichung der Möglichkeit der Blockierung eines Rechen-
kerns bei Anwendung eines Snooping-Protokolls im TDMA-Bus, nach [137].
werden. Eine Unterbrechung ist jeweils nur einmal von jedem Rechenker-
ne möglich, der dem Zugriff des anfordernden Caches mit seinem Zugriff
zuvor kommen kann. Die Anzahl solcher Unterbrechungen ist demnach
auf N − 1 bei N im System vorhandenen Rechenkernen begrenzt. Die
maximale Latenz eines Cache-Misses für den anfordernden Rechenkern
ist in diesem Fall:
∆CacheMissBus = ((N − 1) ∗ 2) + 1) ∗ ∆TDMA (3.4)
2. Zurückschreiben im TDMA-Slot des anfordernden Caches
Um die zeitliche Vorhersagbarkeit der internen Zugriffe anderer Rechen-
kerne in ihren TDMA-Slots nicht zu beeinträchtigen, kann einem be-
reitstellenden Cache ermöglicht werden, einen fremden TDMA-Slot zum
Zurückschreiben zu gebrauchen. Es wird dann der eigene Slot des an-
fordernden Caches verwendet. Nach der Unterbrechung des Lesezugriffs
des anfordernden Caches, nutzt der bereitstellende Cache den nächsten
TDMA-Slot des anfordernden Caches, um die modifizierte Daten zurück-
zuschreiben. Der anfordernde Cache kann seinen Lesezugriff dann im dar-
auffolgenden eigenen TDMA-Slot durchführen. Es müssen also zwei zu-
sätzliche TDMA Durchläufe in die maximale Latenz einbezogen werden.
∆CacheMissBus = 3 ∗ ∆TDMA (3.5)
Jedoch kann es bei dieser Variante zu einer Situation des Aushungerns
für den anfordernden Rechenkern kommen. Greift zwischen dem Zurück-
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Abbildung 3.8: Veranschaulichung der Möglichkeit des Aushungerns eines Rechen-
kerns bei Anwendung eines Snooping-Protokolls im TDMA-Bus, nach [137].
schreiben der Daten und dem erneuten Lesezugriff, ein anderer Rechen-
kern schreibend auf den gleichen Cache-Block zu, so ist (genau wie im vor-
herigen Beispiel) ein erneutes Zurückschreiben der modifizierten Cache-
Zeile notwendig. Doch im Gegensatz zum vorherigen Beispiel, ist es hier
jedem Rechenkern möglich, den erneuten Zugriff des anfordernden Re-
chenkerns zu unterbrechen. Und da zwischen dem Zurückschreiben und
dem erneuten Lesezugriff stets eine volle TDMA-Periode liegt, kann die
Unterbrechung beliebig oft erfolgen (siehe Abbildung 3.8). Es ist nicht
mehr möglich eine maximale Anzahl an Unterbrechungen anzugeben:
∆CacheMissBus = ∞ (3.6)
Die Möglichkeit des Aushungerns eines Rechenkerns macht eine die Er-
mittlung einer WCET-Abschätzung unmöglich (siehe Kapitel 3.1).
3. Zurückschreiben mit Update im TDMA-Slot des anfordernden
Caches
Die zuvor beschriebenen Probleme, die beim Zurückschreiben modi-
fizierter Daten auftreten, lassen sich beheben, indem die Broadcast-
Funktionalität des Busses genutzt wird. Der bereitstellende Cache legt
die Daten, beim Zurückschreiben in den gemeinsamen Speicher, für den
anfordernden Cache sichtbar am Bus an. So können die Daten beim Zu-
rückschreiben direkt in den anfordernden Cache geladen werden. Diese
Möglichkeit wird z.B. von Bus-Snarfing Protokollen genutzt. Durch die
direkte Übermittlung an den anfordernden Cache wird auch die Mög-
lichkeit eines Aushungerns unterbunden. Geht man davon aus, dass das
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Zurückschreiben nach der Unterbrechung des Lesezugriffs im nächsten
eigenen TDMA-Slot des anfordernden Caches stattfindet, dann beträgt
die maximale Latenz für einen Cache-Miss zwei TDMA-Perioden:
∆CacheMissBus = 2 ∗ ∆TDMA (3.7)
Die untersuchten Varianten für das Zurückschreiben modifizierter Cache-
Zeilen in einem echtzeitfähigen Bus erhöhen teilweise massiv die Zugriffslatenz
für einen Cache-Miss. Eine der Varianten macht eine statische WCET Ana-
lyse sogar undurchführbar. Eine präzise WCET-Abschätzung ist bei derart
erhöhten Zugriffslatenzen nicht zu erreichen.
Zugriffslatenz in Crossbar-Systemen
Betrachtet man die zeitlichen Abläufe und Abhängigkeiten bei der TDMA-
Arbitrierung, so gibt es viele Gemeinsamkeiten zwischen bei der Anwendung
in einem Bus und einer Crossbar. In beiden Fällen werden die Zugriffe aller
Rechenkerne auf den gemeinsamen Speicher sequentiell, in der vom TDMA-
Schema bestimmten Reihenfolge, durchgeführt. Die zuvor erläuterten Auswir-
kungen auf die Zugriffslatenzen sind daher zum Teil auf Systeme mit Crossbar
übertragbar.
Um ein Snooping-Protokoll in einem System mit einer Crossbar zu rea-
lisieren, müssen Kohärenznachrichten als Broadcast an die anderen Rechen-
kerne gesendet werden. Dabei muss beachtet werden, dass Rechenkerne in ei-
ner Crossbar ihre Zugriffe zeitgleich über verschiedene Kommunikationskanäle
durchführen können. Es stellt sich die Frage, inwieweit diese Broadcasts inner-
halb der Crossbar arbitriert werden können und welche Auswirkungen dies auf
ein Kohärenzprotokoll hat. Das macht eine Bestimmung maximaler Zugriffs-
latenzen, mit Berücksichtigung der Interaktion der Teilnehmer, abhängig von
zahlreichen Details der Implementierung der Crossbar. Es wäre hier nicht ziel-
führend über mögliche Implementationen zu spekulieren. Nach bestem Wissen
des Autors, ist die einzige Architektur mit einer Crossbar, die ein Snooping-
Protokoll einsetzt, die QorIQ Architektur von Freescale [21]. Die darin ein-
gesetzte CoreNet Fabric ermöglicht eine direkte Übermittlung modifizierter
Cache-Zeilen, ähnlich dem Bus-Snarfing. In einer solchen Architektur wird bei
einem Cache-Miss die Anfrage entweder vom gemeinsamen Speicher oder di-
rekt vom bereitstellenden Cache beantwortet. Es ist nicht genauer spezifiziert,
ob es bei diesen beiden Möglichkeiten einen Unterschied in der Zugriffslatenz
gibt. In der Annahme, dass es für den anfordernden Rechenkern keine Rolle
spielt, von welcher Quelle er die Daten erhält, hat das Zurückschreiben der
52 KAPITEL 3. CACHE-KOHÄRENZ IN ECHTZEITSYSTEMEN
Daten in einem solchen Fall keine negative Auswirkung auf die Cache-Miss
Latenz:
∆CacheMissCrossbar = 2 ∗ ∆TDMA (3.8)
3.3.4 Cache-Miss Latenz in Verzeichnis-Protokollen
Die Klasse der verzeichnisbasierten Kohärenzprotokolle wird größtenteils in
netzartigen Topologien, aber auch in Systemen mit Crossbar eingesetzt. An-
statt Kohärenznachrichten als Broadcast über das System zu schicken, werden
diese gezielt nur an die betroffenen Teilnehmer gesendet. Dazu ist es nötig einen
Umweg über den Träger des Kohärenzverzeichnisses zu nehmen. Dieser Um-
weg spiegelt sich natürlich auch in den maximalen Zugriffslatenzen wieder. Für
die Nachricht an den Träger des Verzeichnisses wird ein erster Hop fällig (vgl.
Kapitel 2.5.4). Zugriffe auf gemeinsame Daten können bei einem Verzeichnis-
Protokoll eine Vielzahl einzelner Kohärenznachrichten auslösen, die zwischen
den beteiligten Rechenkernen versendet werden. Eine bedeutende Rolle spielt
dabei die Schreibstrategie des Cache-Speichers.
Latenz bei Write-Back Schreibstrategie
In einem Verzeichnis-Protokoll führt der Zugriff auf ein gemeinsames Datum
zuerst zu einem Zugriff auf das Kohärenz-Verzeichnis. Dieses Verzeichnis liegt
entweder im gemeinsamen Speicher, oder es ist auf die lokalen Speicher der
einzelnen Rechenkerne verteilt [86]. Sofern der anfordernde Cache nicht am
selben Knoten liegt wie das benötigte Verzeichnis, so wird für den Zugriff auf
das Verzeichnis ein erster Hop durch das Netzwerk fällig. Im Falle eines Write-
Back Caches befindet sich möglicherweise eine modifizierte Kopie des gesuchten
Datums in einem anderen Cache. Das Kohärenz-Verzeichnis sendet daraufhin
eine Nachricht zum entsprechenden Cache, mit der Aufforderung das Datum
bereitzustellen. Das Senden dieser Aufforderung fügt einen zweiten Hop zur
Gesamtlatenz für einen Cache-Miss hinzu. Die Bereitstellung der modifizierten
Cache-Zeile kann auf zwei Arten geschehen [23]:
1. Zurückschreiben der Cache-Zeile in den gemeinsamen Speicher
Das Kohärenz-Verzeichnis kann den bereitstellenden Cache auffordern
die modifizierte Cache-Zeile in den gemeinsamen Speicher zurückzu-
schreiben. Dieses Zurückschreiben erzeugt einen weiteren Hop. Da ein
Kohärenz-Verzeichnis immer zusammen mit den Daten die es verwaltet
gespeichert ist, wird gleichzeitig der entsprechende Eintrag für die Cache-
Zeile aktualisiert. Daraufhin kann das Verzeichnis die Übermittlung der
aktualisierten Cache-Zeile an den anfragenden Cache in Gang setzten.
3.3. ANALYSE BEKANNTER CACHE-KOHÄRENZPROTOKOLLE 53
Dafür wird wieder ein Hop benötigt. Insgesamt entspricht die maximale
Latenz für einen Cache-Zugriff der Dauer von vier Nachrichtenübermitt-
lungen:
∆CacheMissNetwork = 4 ∗ ∆NetworkTraversal (3.9)
2. Übertragung der Cache-Zeile zum anfragenden Cache
Anstatt die modifizierte Cache-Zeile in den Speicher zurückzuschreiben,
kann der bereitstellende Cache die Daten in einer direkten Nachricht
an den anfordernden Cache übermitteln [23]. Gleichzeitig sendet er eine
Nachricht an den Heimatknoten der Cache-Zeile, um das Kohärenzver-
zeichnis von der veränderten Situation in Kenntnis zu setzen. Auf diese
Art fallen sind 3 Hops als maximale Cache-Miss Latenz für den anfor-
dernden Rechenkern an:
∆CacheMissNetwork = 3 ∗ ∆NetworkTraversal (3.10)
Latenz bei Write-Through Schreibstrategie
Eine Write-Through Strategie hat auch bei Verzeichnis-Protokollen den posi-
tiven Effekt, dass Cache-Speicher von der Aufgabe befreit sind, modifizierten
Daten anderen Caches zur Verfügung zu stellen. Die angeforderte Cache-Zeile
kann direkt als Antwort für die Anfrage an das Kohärenz-Verzeichnis zurück-
gesendet werden [115]. Dafür werden lediglich zwei Hops benötigt. Die maxi-
male Latenz für einen Cache-Miss entspricht der Latenz in einem System ohne
Kohärenzverfahren.
∆CacheMissNetwork = 2 ∗ ∆NetworkTraversal (3.11)
3.3.5 Latenz bei Schreibzugriffen
Schreibzugriffe auf gemeinsame Daten haben bei Kohärenzprotokollen immer
einen besonderen Stellenwert. Sind es doch diese Zugriffe, die eine Inkonsistenz
der Daten im Speichersystem erzeugen. Im vorherigen Kapitel wurden die La-
tenzen für Cache-Hits und Cache-Misses behandelt, jedoch unter der Prämisse,
dass es sich um Lesezugriffe handelt. In diesem Kapitel soll es um die Latenz
gehen, die durch eine Kohärenzoperation zusätzlich erzeugt wird, wenn es sich
um einen Schreibzugriff handelt.
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In einem System ohne Kohärenzprotokoll gilt ein Schreibzugriff auf ein Da-
tum im Cache als abgeschlossen, sobald das entsprechende Datum im Cache
modifiziert wurde. Aus der Sicht eines Rechenkerns kann mit der Ausführung
weiterer Instruktionen fortgefahren werden, sobald der Schreibzugriff an den
Cache weitergegeben wurde. Wird jedoch mehr als nur ein einfacher Schreibzu-
griff auf den Cache durchgeführt, so kann auch die Ausführung nachfolgender
Cache-Zugriffe verzögert werden. Arbeitet der Cache mit einer Write-Through
Schreibstrategie, so wird ein zusätzlicher Zugriff auf das Kommunikationsmedi-
um und den gemeinsamen Speicher durchgeführt. Im Falle einer Write-Allocate
Strategie kann dazu noch ein Cache-Miss auftreten. Diese Verzögerung nach-
folgender Zugriffe muss also in die maximale Latenz eines Schreibzugriffes mit-
einbezogen werden. Die Latenz bei Cache-Misses wurde bereits in den vorher-
gehenden Kapiteln behandelt. Hier soll es in erster Linie um die maximale
Latenz für einen Schreibzugriff mit Cache-Hit gehen (∆CacheWriteHit). In ei-
nem Bus-System mit inkohärentem Cache und Write-Through Strategie, muss
die statische Cacheanalyse für den Cache-Hit nach Schreibzugriff in etwa die
gleiche Latenz wie für einen Cache-Miss annehmen:
∆CacheWriteHitBus = ∆TDMA (3.12)
Latenz bei Write-Invalidate Protokollen
Bei Anwendung eines Write-Invalidate Kohärenzprotokolls müssen bei einem
Schreibzugriff auf ein geteiltes Datum alle existierenden Kopien in anderen
Caches invalidiert werden. Cache-Zeilen besitzen daher Zustandsinformationen
die angeben, ob noch weitere Kopien derselben Zeile in anderen Caches vorhan-
den sind. Schreibzugriffe auf Daten, die als geteilt markiert sind, lösen zuvor
eine Invalidierungsnachricht aus. Diese Invalidierungsnachricht wird über das
Kommunikationsmedium an die betroffenen Caches versandt. Invalidierungs-
nachrichten sind also den selben Zugriffslatenzen am Kommunikationsmedium
unterworfen, wie reguläre Zugriffe. Es stellt sich die Frage, ob ein Cache, im
Anschluss an die Versendung einer Invalidierungsnachricht, direkt mit dem
Schreibzugriff beginnen kann oder ob er auf die Bestätigung der erfolgreichen
Invalidierung in den anderen Caches warten muss.
Ein Schreibzugriff erzeugt kein vom Rechenkern benötigtes Ergebnis, so
dass ein Cache im Normalfall nicht auf die vollständige Durchführung des
Schreibzugriffs in tieferen Ebenen der Speicherhierarchie warten muss. Nach-
folgende Cache-Zugriffe können unverzüglich behandelt werden. Für Invalidie-
rungsnachrichten in MESI-basierten Protokollen gilt dies nicht, da diese eine
Änderung im Cache der Empfänger auslösen, die für den Sender ausschlagge-
bend ist.
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Angenommen zwei Rechenkerne besitzen jeweils eine Kopie des Datums x in
ihrem Cache und die entsprechende Cache-Zeile ist in beiden Caches als geteilt
markiert. Beide Rechenkerne möchten nun zeitgleich einen Schreibzugriff auf
Datum x ausführen und versenden eine entsprechende Invalidierungsnachricht
für den anderen Cache. Wenn anschließend beide Caches den Schreibzugriff
durchführen ohne auf die Bestätigung der Invalidierung zu warten, so besäßen
beide eine modifizierte Kopie der gleichen Cache-Zeile. Ein solcher Zustand ist
in einem MESI-Protokoll nicht erlaubt, da nicht mehr sichergestellt werden
kann, dass nachfolgende Zugriffe auf dieses Datum kohärent sind.
Um die Kohärenz von Speicherzugriffen zu garantieren, muss folgende Be-
dingung bei der Handhabung von Invalidierungsnachrichten erfüllt sein:
Versendet ein Cache im Zuge eines Schreibzugriffs eine Invalidie-
rungsnachricht für eine Cache-Zeile, so darf der Schreibzugriff erst
dann durchgeführt werden, wenn sichergestellt ist, dass die entspre-
chende Cache-Zeile bei allen Empfängern der Nachricht invalidiert
wurde.
Ein Cache muss also auf die Beendigung seiner Invalidierungs-Phase, be-
stehend aus Übermittlung der Invalidierungsnachricht und Empfang aller
Invalidierungs-Bestätigungen, warten. Desweiteren sollte vermieden werden,
dass sich beide Caches zeitgleich in einer Invalidierungs-Phase für die gleiche
Cache-Zeile befinden. Dies würde schlussendlich dazu führen, dass beide ihre
Cache-Zeile invalidieren und einen Cache-Miss durchführen müssen.
Die Latenz der Invalidierungs-Phase ∆Invalidation muss in die maximale
Latenz für einen Schreibzugriff miteinbezogen werden. Im Falle eines Cache-
Misses kann die Invalidierungsnachricht als Teil der Anforderung der Daten für
die Cache-Zeile (Bus- und Verzeichnis basierte Protokolle) oder als Broadcast
(Snooping Protokoll in Crossbar) an alle Teilnehmer versendet werden. Die
Latenz der Invalidierungs-Phase kann unter Umständen ganz oder teilweise
von der Latenz des dazugehörigen Cache-Misses verborgen werden:
∆CacheWriteMiss = max(∆CacheMiss,∆Invalidation) (3.13)
Im Falle eines Cache-Hits in einem Write-Back Cache muss jedoch eine
neue Invalidierungsnachricht erzeugt und versendet werden:
∆CacheWriteHit = ∆Invalidation + ∆CacheCycle (3.14)
Die genaue Latenz einer Invalidierungs-Phase hängt wiederum vom Kom-
munikationsmedium ab.
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In busbasierten Systemen mit TDMA-Arbitrierung wird eine Invalidie-
rungsnachricht als Broadcast im TDMA-Slot des Senders übertragen. Im Falle
eines Cache-Misses wird sie zeitgleich mit dem Lesezugriff an den Bus ge-
legt. Man kann davon ausgehen, dass diese Invalidierung bei einem Snooping-
Protokoll von allen Rechenkernen gelesen wird, und auf eine Bestätigung ver-
zichtet werden kann. Anders gesagt wird eine Bestätigung der Invalidierung
noch im selben TDMA-Slot impliziert, so dass die Latenz der eines Cache-
Misses entspricht:
∆InvalidationBus = ∆TDMA (3.15)
In Systemen mit einer Crossbar wird die Invalidierungsnachricht als Broad-
cast zu allem anderen Caches gesendet. Von einer impliziten Bestätigung der
Invalidierung kann hier nicht ausgegangen werden. Die Bestätigung der Inva-
lidierung ist eine eigenständige Nachricht eines jeden Caches. Bis alle Bestä-
tigungen beim Sender eintreffen vergeht also ein weiterer TDMA-Zyklus. Dies
erhöht die Zugriffslatenz sowohl für Cache-Hits als auch für Cache-Misses:
∆InvalidationCrossbar = 2 ∗ ∆TDMA (3.16)
In einem Verzeichnis-Protokoll wird die Benachrichtigung für einen
Speicher-Zugriff zuerst zum Verzeichnis gesendet. Dieses sendet dann gezielt
Invalidierungsnachrichten an alle Caches die das entsprechende Datum in ih-
rem Cache haben. Teil dieser Invalidierungsnachricht ist der Identität des Sen-
ders, so dass die Bestätigungen direkt an ihn geschickt werden können. Der
gesamte Vorgang umfasst damit 3 Hops:
∆InvalidationNetwork = 3 ∗ ∆NetworkTraversal (3.17)
Latenz bei Write-Update Protokollen
In Write-Update Protokollen wird anstatt einer Invalidierungsnachricht, eine
Nachricht mit dem modifiziertem Datum an die beteiligten Caches gesendet.
Doch ist nicht bei jedem Schreibzugriff ist eine Aktualisierung notwendig. Die
Behandlung eines Schreibzugriffes hängt vom Zustand der modifizierten Cache-
Zeile ab. Damit ergeben sich auch unterschiedliche maximale Latenzen für
Schreibzugriffe.
Ist eine Cache-Zeile als einzige Kopie im System markiert (z.B. Exclusive),
so können Schreibzugriffe völlig ohne die Versendung einer Kohärenz-Nachricht
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stattfinden. Die Latenzen sind dann identisch mit Latenzen eines Cache-Hits





Wenn eine Cache-Zeile als geteilt markiert ist, so müssen Änderungen der
Daten in Folge eines Schreibzugriffs an alle Caches weitergegeben werden, die
eine Kopie dieser Cache-Zeile besitzen. Solche Schreibzugriffe werden dann als
direkte Übermittlung an die anderen Caches über das Kommunikationsmedi-
um realisiert. Ein solcher Schreibzugriff gilt erst dann als abgeschlossen, wenn
die Daten in allen Kopien entsprechend geändert wurden.
In einem Bussystem ist eine globale Reihenfolge solcher Schreibzugriffe ge-
geben. Der Schreibzugriff eines Rechenkerns auf ein geteiltes Datum wird an
den Bus gelegt und von allen anderen Rechenkernen empfangen, bevor ein
zweiter Rechenkern seinen Schreibzugriff durchführt. Ein Rechenkern muss
daher, nach einem Schreibzugriff auf ein geteiltes Datum, so lange mit der
Fortsetzung der Ausführung warten, bis der Schreibzugriff über das Kommu-
nikationsmedium übermittelt wurde. Die maximale Latenz entspricht der eines
Write-Through Zugriffs:
∆UpdateBus = ∆TDMA (3.19)
Write-Update Protokolle benötigen eine effiziente Umsetzung von Broad-
bzw. Multicasts um Aktualisierungen anderer Cache-Zeilen schnell durchfüh-
ren zu können. Bussysteme sind dafür besonders gut geeignet. Bei Verbin-
dungstopologien, in denen mehrere Rechenkerne gleichzeitig auf das Kom-
munikationsmedium zugreifen können (Crossbar, Mesh etc.), ist ein Write-
Update Protokoll nicht ohne weiteres umsetzbar. Um eine Wettlaufsituation
zu vermeiden, kann nur jeweils einem Cache das Recht gewährt werden, eine
geteilte Cache-Zeile zu modifizieren. Nur dieser Besitzer (Owner) darf auf die-
se Cache-Zeile schreiben und die Änderungen an andere Caches weitergeben.
Alle anderen Caches die eine Kopie dieser Cache-Zeile besitzen sind Teilhaben-
de (Sharer). Jeder Schreibzugriff eines Owners einer Cache-Zeile erzeugt eine
Aktualisierungsnachricht. Es spricht nichts dagegen, dass der Owner mit der
Ausführung fortfährt ohne Bestätigungen der Sharer einzuholen. Die maximale
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Als Teilhaber/Sharer einer Cache-Zeile hat man noch nicht das Recht
Schreibzugriffe darauf durchzuführen. Zuvor muss eine Besitzanforderung an
den aktuellen Owner versendet werden. Eine Besitzanforderung entspricht ei-
ner Aktualisierungsnachricht mit Invalidierung der Cache-Zeile des bisherigen
Besitzers. Für diese Nachricht muss eine Bestätigung abgewartet werden. Das
führt zu Latenzen, die denen einer Invalidierungsnachricht entsprechen:
∆UpdateCrossbar = 2 ∗ ∆TDMA
∆UpdateNetwork = 3 ∗ ∆NetworkTraversal
(3.21)
3.3.6 Vorhersagbarkeit von Schreiblatenzen
Die maximale Latenz eines Schreibzugriffs, die in die statische WCET-Analyse
einbezogen wird, ist wie im vorherigen Kapitel dargestellt nicht nur davon
abhängig ob es ein Cache-Hit oder Cache-Miss ist, sondern kann auch vom
Kohärenz-Zustand der Cache-Zeile abhängen. Zugriffe auf Cache-Zeilen, die
nicht von anderen Caches geteilt werden, weisen deutlich geringere Latenzen
auf, als Zugriffe die eine Kohärenznachricht auslösen. Eine Cacheanalyse sollte
daher eine Vorhersage dieser Kohärenz-Zustände mit in die Ermittlung der
WCETest einbeziehen.
Die sichere Voraussage des Kohärenz-Zustands einer Cache-Zeile ist jedoch,
ähnlich wie die Vorhersage von Cache-Hits, nicht so einfach möglich. Wäh-
rend einige Zustandsänderungen vom Rechenkern selbst erzeugt werden (z.B.
Invalid -> Exclusive oder Shared -> Modified), werden andere von externen
Kohärenznachrichten ausgelöst (z.B. Exclusive -> Shared). So kann z.B. eine
Cache-Zeile, die als einzige Kopie im System markiert ist, mit der nächst-
möglichen Kohärenz-Nachricht zu einer geteilten Cache-Zeile werden. Die Be-
rücksichtigung von externen Änderungen des Kohärenzzustands, analog zur
Berücksichtigung von externen Invalidierungen, führt dazu dass Cache-Zeilen
im Worst-Case tendenziell immer als geteilt betrachtet werden müssen. Für
die Ermittlung der maximalen Latenz eines Schreibzugriffs hat dies zur Folge,
dass für jeden Zugriff eine zu bestätigende Versendung von Kohärenznachrich-
ten miteinbezogen werden muss, mit entsprechenden Auswirkungen auf die
Worst-Case Laufzeit.
3.3.7 Schlussfolgerungen
Aus der Analyse der Auswirkungen von Kohärenzoperationen auf die Cache-
analyse und damit auf die zeitliche Vorhersagbarkeit von Anwendungen, las-
sen sich Schlussfolgerungen ziehen, mit welchen Mitteln echtzeitfähige Cache-
Kohärenz zu erreichen ist. Die Schlussfolgerungen beziehen sich in erster Li-
nie auf Kohärenzoperationen, die vermieden werden sollten. Gemeint sind all
3.3. ANALYSE BEKANNTER CACHE-KOHÄRENZPROTOKOLLE 59
jene, die eine Vorhersagbarkeit von Cache-Hits beeinträchtigen und die Zu-
griffslatenzen auf den Cache unverhältnismäßig erhöhen. Im Folgenden sind
die Anforderungen an eine echtzeitfähige Cache-Kohärenz zusammengefasst:
1. Vermeidung einer Verzögerung von Cache-Zugriffen
Der Beginn eines jeden Cache-Zugriffs ist die Überprüfung, ob das ge-
fragte Datum im Cache vorhanden ist. Es sollte keine Verzögerung die-
ses Zugriffs durch externe Kohärenztransaktionen entstehen. Andernfalls
müsste eine zusätzliche Latenz für jeden einzelnen Cache-Zugriff hinzuge-
rechnet werden, was eine signifikante Erhöhung der WCETest zur Folge
haben würde.
2. Vermeidung von Invalidierungsnachrichten
Durch Invalidierungsnachrichten ausgelöste Invalidierungen von Cache-
Zeilen richten den größten Schaden im Sinne einer Cacheanalyse an. Sie
verhindern die Vorhersage von Cache-Hits und sind daher gänzlich zu
vermeiden. Damit gilt die gesamte Klasse der Write-Invalidate Protokolle
als nicht anwendbar.
3. Vermeidung einer Verzögerung von Cache-Hits
Eine sichere Vorhersage von Cache-Hits führt nur dann zu einer brauch-
barem WCET-Abschätzung, wenn die maximale Latenz eines Cache-Hits
nicht übermäßig erhöht ist. Eine kurze und konstante maximale Cache-
Hit Latenz sorgt dafür, dass der Cache seinen Nutzen auch bei einer
WCET-Analyse unter Beweis stellen kann. Kohärenzoperationen, die ne-
gative Auswirkungen auf die Latenz eines Cache-Hits haben, sind daher
zu vermeiden.
4. Write-Through als Schreibstrategie
Eine Write-Through Schreibstrategie aktualisiert bei jedem Schreibzu-
griff neben dem privaten Cache auch den gemeinsamen Speicher. Im Ver-
gleich zu einer Write-Back Strategie treten dadurch im System deutlich
mehr Speicherzugriffe auf. Diesem Nachteil steht jedoch der Vorteil entge-
gen, dass sich der aktuellste Wert eines Datums immer im gemeinsamen
Speicher befindet. Dies hat dies den Effekt, dass ein Cache-Miss immer
vom Hauptspeicher bedient werden kann. Es entfällt das Zurückschrei-
ben einer modifizierten Cache-Zeile eines anderen Caches. Eine statische
Laufzeitanalyse profitiert sehr von diesem Effekt. Im Zusammenspiel mit
einer echtzeitfähigen Arbitrierung ist die maximale Latenz eines Cache-
Misses nicht mehr von anderen Rechenkernen abhängig. Sie entspricht der
Latenz ohne Einwirkung eines Kohärenzprotokolls. Eine Write-Through
Schreibstrategie ist also, zumindest für die Cache-Miss Latenz, eine op-
timale Wahl [36].
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Keine der untersuchten Hardware Kohärenztechniken ist in der Lage, jede
dieser Anforderungen zu erfüllen. Hardware Kohärenztechniken basieren auf
der Interaktion zwischen Cache-Speichern und wenden daher immer Kohärenz-
transaktionen an. Die Verwendung eines Write-Update Protokolls mit Write-
Through Schreibstrategie ist hinsichtlich zeitlicher Vorhersagbarkeit die best-
mögliche Variante eines reinen Hardware-Protokolls [137]. Jedoch resultiert
auch diese Variante in stark erhöhten Zugriffslatenzen in Folge der Handha-
bung von Schreibzugriffen. In Anbetracht der erhöhten Anzahl an Zugriffen auf
den gemeinsamen Speicher ist mit einer massiv erhöhten WCET-Abschätzung
zu rechnen.
Eine Kohärenztechnik, die den Anforderungen eines harten Echtzeitsystems
gänzlich standhält, muss auf unvorhersehbare Interaktionen zwischen Caches
verzichten. Eine Interaktion zwischen Cache-Speichern, die den Inhalt oder
den Zustand einer Cache-Zeile beeinflusst, sollte nicht Teil eines Kohärenzpro-
tokolls sein.
Mit einer reinen Hardware Kohärenztechnik ist dies nicht möglich. Ein
Teil der Verantwortung muss von der Software übernommen werden. Ein echt-
zeitfähiges Cache-Kohärenzprotokoll sollte eine Kombination aus zeitlich vor-
hersagbaren Techniken der Hardware und Softwarekohärenz einsetzten. Dabei
sollte der Fokus auf eine möglichst hohe Performanz unter Beibehaltung der
zeitlichen Vorhersagbarkeit liegen.
3.4 Echtzeitfähige Speicherhierarchie in der Forschung
Der dringende Bedarf nach einer echtzeitfähigen Speicherhierarchie für
(Mehrkern-)Prozessoren und der Mangel einer solchen in aktuellen Architek-
turen wurde von der Forschung wahrgenommen [132] [18][41][145]. Zahlreiche
Projekte und Forschungsarbeiten widmen sich der Entwicklung einer Prozesso-
rarchitektur für Echtzeitsysteme [6][17]. Im Folgenden werden einige Arbeiten
vorgestellt, die interessante Ansätze für eine zeitlich vorhersagbare Speicher-
hierarchie beinhalten.
Unter dem Begriff Precision Timed Machine (PRET) stehen eine Vielzahl
von Forschungsarbeiten (u.a. [88][89][22]), die das Ziel haben, zeitliche Vor-
hersagbarkeit und Determinismus in den Fokus einer Systementwicklung zu
stellen. Dabei sollen sämtliche Entwicklungsphasen, software- wie hardware-
seitig miteinbezogen werden. Allerdings beschränkt sich die zugrundeliegende
Systemarchitektur auf einen mehrfähdigen Einkern-Prozessor. Cache-Speicher
werden bei PRET als zeitlich unzureichend vorhersehbar eingestuft und es wird
gänzlich auf sie verzichtet. Anstelle eines Caches werden Scratchpad-Speicher
verwendet, die schnelle und zeitlich vorhersagbare Zugriffe auf Programmco-
de und Daten bieten. Die Speicherhierarchie einer PRET-Architektur ist ei-
ne plausible Lösung für mehrfähdige Einkern-Prozessoren. Es ist jedoch frag-
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lich ob sich dieser Ansatz auf Mehrkern-Prozessoren ausweiten lässt. In einem
Mehrkern-Prozessor ist der Zugriff auf gemeinsame Daten nur dann effizient
möglich, wenn jeder Rechenkern schnellen Zugriff auf diese Daten hat. Verfü-
gen die Rechenkerne nur über private Scratchpads, so ist ein Datum immer
nur für einen Rechenkern schnell zugreifbar.
Scratchpad-Speicher werden in zahlreichen weiteren Ansätzen als Ersatz für
Cache-Speicher angeführt [55][144][140]. In der PROMPT Architektur (PRe-
dictability Of Multi-Processor Timing) [36] wird der Einsatz von Caches an die
Bedingung geknüpft, dass diese hinreichend vorhersagbar sind. Es wird ange-
raten, Daten- und Instruktionscaches zu trennen, sowie eine LRU Ersetzungs-
strategie und Write-Through Schreibstrategie zu verwenden. Auf das Problem
der Cache-Kohärenz wird nicht eingegangen.
Eine Möglichkeit, Zugriffe auf einen Cache vorhersagbar zu gestalten,
ist die zeitliche und räumliche Isolierung bestimmter Bereiche des Cache-
Speichers. Dieser Ansatz wird in Forschungsarbeiten über Partitioning und
Locking behandelt [142][128][87]. Dabei hat ein Core/Task (für eine gewisse
Zeit) exklusiven und damit vorhersagbaren Zugriff auf einen Bereich des Ca-
ches. Entsprechende Ansätze findet man auch unter der Bezeichnung Cache-
Coloring [143][77].
Zu dem Zweck die Analysierbarkeit von Cache-Zugriffen zu erhöhen, schlägt
Schoeberl [119] eine Aufteilung in mehrere separate Caches vor (Instruktions-
Cache, Stack-Cache, Static-Cache etc.) um schwierig und einfach zu analysie-
rende Zugriffe zu trennen. So ist in dieser Speicherhierarchie der Static-Cache
für den Zugriff auf statisch zugewiesene Daten zuständig. Da dazu auch ge-
meinsame Daten gehören, muss für diesen Cache ein Kohärenzprotokoll imple-
mentieren werden. Diese Aufteilung beschränkt die durch Kohärenzverfahren
beeinträchtigte Vorhersagbarkeit auf Zugriffe auf bestimmte Caches wie den
Static-Cache. Analog zum Stack-Cache ist ein separater Cache für den Heap
vorgesehen. Da Zugriffe auf den Heap besonders schwer zu analysieren sind,
wird hierfür ein Object-Cache [120] eingesetzt. Dieser Cache setzt ein softwa-
rebasiertes Kohärenzverfahren [101] ein, welches Invalidierungen des gesamten
Caches an Synchronisationspunkten und Lesezugriffen auf Volatile-Variablen
durchführt. Dadurch werden kohärente Zugriffe auf gemeinsame Daten sicher-
gestellt. Jedoch schränkt die wiederholte Invalidierung des gesamten Cache-
Speichers eine effiziente Nutzung desselben sehr ein.
Bei Lundquist et al. [90] werden Zugriffe mit Hilfe des Compilers dahin-
gehend bewertet, ob sie von einer Cacheanalyse einfach vorherzusagen sind.
Besteht die Möglichkeit, dass die Zieladresse eines Zugriffs nicht ermittelt wer-
den kann, so wird der Zugriff ohne Beteiligung des Caches durchgeführt. Wei-
tere Ansätze einen (Instruktions-)Cache selektiv für klassifizierte Zugriffe zu
verwenden, wurden in [148][57] vorgestellt.
Schoeberl et al. [123][122] stellen eine echtzeitfähige Variante von Trans-
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aktional Memory vor. Es wird gezeigt, dass für periodische Tasks eine obere
Schranke für die maximale Neuausführung einer Transaktion angegeben wer-
den kann, und so die Abschätzung einer WCET möglich ist. Um die Überab-




Der On-Demand Coherent Cache (ODC2) [107] ist ein Verfahren zur Erhal-
tung der Cache-Kohärenz in Mehrkern-Prozessoren. Der ODC2 verfolgt ein
Konzept, das grundlegend auf die Anforderungen von harten Echtzeitsyste-
men zugeschnitten ist und sich dabei Techniken der Software-Kohärenz be-
dient. Die Intention dieses Verfahrens ist einerseits, einen zeitlich vorhersagba-
ren Zugriff auf private sowie gemeinsame Daten sicherzustellen. Die zeitliche
Vorhersagbarkeit muss den Anforderungen einer statischen Laufzeitanalyse ge-
nügen, so dass der ODC2 in harten Echtzeitsystemen einsetzbar ist. Aus der
Analyse gängiger Kohärenzverfahren in Kapitel 3 lässt sich schließen, dass eine
hinreichende zeitliche Vorhersagbarkeit mit einer rein hardwarebasierten Ko-
härenztechnik nicht zu erreichen ist. Der ODC2 vermeidet daher Techniken,
die eine Kommunikation zwischen den Cache-Speichern bedingen. Zum an-
deren ist der ODC2 darauf ausgerichtet, eine möglichst effiziente Nutzung des
Cache-Speichers zu ermöglichen. So ergibt sich eine signifikante Steigerung der
Performanz im Vergleich zur Durchführung von Speicher-Zugriffen unter Um-
gehung des Caches. Dies wird erreicht, indem die Handhabung von Datenzu-
griffen weitestgehend der eines herkömmlichen inkohärenten Cache-Speichers
entspricht, und Kohärenzoperationen nur dann angewendet werden, wenn sie
tatsächlich benötigt werden. Mit Hilfe spezieller Instruktionen innerhalb des
Programmcodes ist der ODC2 in der Lage, solche Zugriffe zu identifizieren und
entsprechende Maßnahmen zu ergreifen.
Das Verfahren zur Erhaltung der Kohärenz im ODC2 wurde außerdem im
Hinblick auf eine möglichst einfache Realisierbarkeit entwickelt. Die zusätzlich
benötigte Logik in der Cache-Hardware ist gering und bringt keinen unver-
hältnismäßig erhöhten Overhead in Bezug auf Chipfläche und Kosten mit sich.
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Auch die Anforderungen an eine Erweiterung der Software sind verhältnismä-
ßig, so dass dieser zusätzliche Aufwand für die Anwendung des ODC2 keine
Hürde darstellen sollte.
Das Konzept des ODC2 unterscheidet sich von den bekannten, auf Average-
Case Performanz ausgelegten Kohärenzverfahren, hinsichtlich der Handhabung
der Konsistenz geteilter Daten. Cache-Kohärenzprotokolle erlauben üblicher-
weise eine Inkonsistenz der Daten zwischen dem Hauptspeicher und den be-
teiligten Caches, bewahren jedoch mittels spezieller Kommunikation unterein-
ander die Konsistenz der Daten zwischen allen Cache-Speichern. So bleiben
die Zugriffe auf gemeinsame Daten über den gesamten Zeitraum der Ausfüh-
rung eines Programms kohärent. Beim ODC2 hingegen werden Maßnahmen
zur Erhaltung der Kohärenz nur bei Bedarf durchgeführt. Zugriffe auf priva-
te Daten werden im ODC2 stets als kohärent betrachtet und bedürfen keiner
zusätzlichen Behandlung. Lediglich beim Zugriff auf gemeinsame Daten ist es
notwendig, Kohärenz sicherzustellen. Der ODC2 wird daher nur in zuvor fest-
gelegten Programmabschnitten aktiviert, in denen auf gemeinsame Daten zu-
gegriffen wird und somit Inkohärenz auftreten kann. Das Verfahren ist auf die
Ausführung parallelisierter Applikationen zugeschnitten, die mittels Synchro-
nisation einen geregelten Zugriff auf gemeinsame Daten sicherstellen. Damit
ist gemeint, dass mittels Synchronisation eine Wettlaufsituation (race condi-
tion) beim Zugriff auf gemeinsame Daten vermieden wird. Der ODC2 greift
bei der Ausführung auf solche Synchronisationstechniken zurück. Generell ist
die korrekte Synchronisation der Prozesse einer parallelisierten Applikation
eine Voraussetzung für eine korrekte Funktion. Für Applikationen in harten
Echtzeitsystemen sollte eine korrekte Synchronisation als gegeben angesehen
werden, so dass sie keine wesentliche Einschränkung für den Einsatz des ODC2
darstellt.
Programmabschnitte, in denen der ODC2 die Kohärenz von Zugriffen auf
gemeinsame Daten sicherstellen muss, sind durch die Synchronisationspunkte
der parallelen Applikation definiert. Im Sinne des ODC2 sind in diesen Ab-
schnitten Kopien gemeinsamer Daten in mehreren Cache-Speichern nur dann
erlaubt, wenn diese Daten (auch im Bezug zum Hauptspeicher) konsistent
bleiben. Dies ist z.B. bei Zugriffen auf Nur-Lese (Read-Only) Daten der Fall.
Modifiziert ein Rechenkern seine Kopie im Cache, so verlangt das Konzept des
ODC2, dass keine weitere Kopie des Datums in einem anderen Cache existiert.
Durch gezielte Invalidierung gemeinsamer Daten im Cache und in Zusammen-
arbeit mit der im Programm eingesetzten Synchronisationstechnik erreicht der
ODC2 eine Konsistenz der Daten über alle Caches hinweg. Dadurch wird ver-
hindert, dass die Kopie eines Datum durch die Modifikation eines anderen
Rechenkerns veraltet bzw. ungültig wird. Somit entfällt die Notwendigkeit ei-
ner Kommunikation zwischen den Caches und damit auch die Hauptquelle für
die beschränkte zeitliche Vorhersagbarkeit von Cache-Kohärenzprotokollen.
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Im Folgenden wird die Funktionsweise des ODC2 detailliert erläutert und
darauf eingegangen, wie Applikationen für den Einsatz des ODC2 erweitert
werden müssen. Zuerst werden die Grundfunktionen beschrieben und zusätz-
liche Funktionalitäten erläutert, die unter bestimmten Voraussetzungen ein-
gesetzt werden können. Es werden die unterschiedlichen Voraussetzungen an
Hardware und Software diskutiert, die für eine Realisierung des ODC2 nötig
sind. Zuletzt wird auf den Einfluss der Kohärenzoperationen auf die zeitliche
Vorhersagbarkeit des Systems eingegangen.
4.1 Funktionsweise
Der ODC2 entspricht einem kooperativen Hardware/Software Kohärenzverfah-
ren. Spezielle Kontrollanweisungen im Programmcode dienen dabei zur Steue-
rung des ODC2 und lösen Kohärenzoperationen aus. Eine erweiterte Cache-
Hardware setzt diese Kohärenzoperationen um. Die Kontrollanweisungen wer-
den mit Rücksicht auf die angewendete Synchronisationstechnik platziert und
ermöglichen eine Unterscheidung von Programmabschnitten bezüglich poten-
tieller Inkohärenz. So werden Abschnitte, in denen ausschließlich auf private
Daten zugegriffen wird, von Abschnitten unterschieden, die Zugriffe auf private
und gemeinsame Daten beinhalten. Bei der Durchführung von Speicherzugrif-
fen in privaten Abschnitten verhält sich der ODC2 exakt wie ein herkömmlicher
Cache ohne Kohärenzprotokoll. Nur in Abschnitten, in denen auch auf gemein-
same Daten zugegriffen wird, werden Kohärenzoperationen angewendet. Damit
bietet der ODC2 eine temporäre Kohärenz, die nur dann aktiviert wird wenn
sie wirklich benötigt wird.
4.1.1 Private-Mode und Shared-Mode
Der ODC2 operiert in zwei verschiedenen Modi (Private-Mode und Shared-
Mode), die abhängig davon aktiv sind, ob auf gemeinsame Daten zugegriffen
wird. Zu Beginn einer Ausführung befindet sich der ODC2 im Private-Mode,
welcher ausschließlich für den Zugriff auf private Daten gedacht ist. Dieser
Modus entspricht einer vollständigen Inaktivität aller Kohärenzmechanismen,
daher darf dabei nicht auf gemeinsame Daten zugegriffen werden. Es besteht
generell keine Notwendigkeit für Kohärenzmaßnahmen, da sich in diesem Mo-
dus zu keiner Zeit gemeinsame Daten im Cache befinden. Die Funktionalität
sowie das Zeitverhalten des ODC2 unterscheiden sich in diesem Modus nicht
von denen eines inkohärenten Caches.
Ausgelöst durch eine Kontrollanweisung im Programmcode wird der ODC2
in den Shared-Mode versetzt. Dieser Modus ist für den Zugriff auf private
und gemeinsame Daten gedacht und aktiviert die Kohärenzmechanismen des
ODC2. Die Dauer der Aktivierung des Shared-Mode ist immer auf eine be-
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Abbildung 4.1: Aufbau eines ODC2 Blockrahmens incl. Shared-Bit
stimmte Programmsequenz beschränkt, die Zugriffe auf gemeinsame Daten
umfasst. Der Umfang dieser Sequenz ist nicht beschränkt, orientiert sich aber
an der verwendeten Synchronisationstechnik. So kann die Sequenz einen kriti-
schen Abschnitt umfassen, welcher über einen Mutex geschützt ist, oder auch
durch Barrieren begrenzt sein.
Der Shared-Mode unterscheidet sich vom Private-Mode in der Handhabung
von Daten, die neu in den Cache geladen werden. Tritt ein Cache-Miss bei ei-
nem Speicherzugriff während des Shared-Mode auf, so werden die entsprechen-
den Daten in die Cache-Zeile geladen und dort als „geteilt“ markiert. Die Mar-
kierung wird mittels eines zusätzlichen Status-Bits in den Kontrollinformatio-
nen des entsprechenden Cache-Blocks gesetzt. Abbildung 4.1 zeit einen ODC2
Blockrahmen mit Shared-Bit. Das Shared-Bit identifiziert den Cache-Block als
potentieller Träger von gemeinsamen Daten, auf die Kohärenzmaßnahmen an-
gewendet werden müssen. Generell wird im ODC2 nicht zwischen privaten und
gemeinsamen Daten unterschieden. Das heißt, der ODC2 hat beim Laden eines
neuen Datums im Shared-Mode keine Informationen darüber, ob es sich um
ein privates oder gemeinsames Datum handelt. Eine solche Information ist in
einem herkömmlichen Programmcode auch nicht gegeben. Daher werden alle
Daten, die während des Shared-Mode neu in den Cache geladen werden, als
„potentiell geteilte Daten“ angesehen und gleichermaßen behandelt.
Dies führt selbstverständlich dazu, dass auch private Daten, die während
des Shared-Mode geladen werden, unnötigerweise als „geteilt“ markiert wer-
den. Dies hat keinen negativen Einfluss auf die Funktionalität des ODC2, es
beeinträchtigt nicht die Kohärenz der Zugriffe. Es kann jedoch eine negative
Auswirkung auf die Performanz bei der Ausführung der Applikation haben.




Bei der Speicherabbildung in einem Mehrkern-Prozessor werden private und
gemeinsame Daten häufig in separaten Speichersegmenten gehalten. Rechen-
kerne haben dadurch geschützten Zugriff auf ihre privaten Daten, während
die gemeinsamen Daten von überall zugreifbar sind. Anhand der Zieladresse
eines Speicherzugriffs ist es dann möglich zu erkennen, ob es sich um priva-
te oder gemeinsame Daten handelt. Im ODC2 wird eine solche Überprüfung
der Zieladresse eingesetzt. Dafür muss lediglich zu Beginn der Ausführung ein
Adressbereich für gemeinsame Daten angegeben werden. Abhängig vom Re-
sultat der Adressüberprüfung wird eine Cache-Zeile dann entweder als geteilt
markiert oder unmarkiert belassen. Dadurch wird vermieden, dass nachfol-
gende Kohärenzoperationen fälschlicherweise auf private Daten angewendet
werden. Eine Überprüfung der Zieladresse hat einen positiven Effekt auf die
Laufzeit [103].
Ist die Sequenz von Zugriffen auf geteilte Daten beendet, wird der ODC2
mittels einer weiteren Kontrollanweisung im Programmcode wieder in den
Private-Mode versetzt. Infolge dieser zweiten Kontrollanweisung und dem Ver-
lassen des Shared-Mode, wird die sogenannte Restore-Procedure ausgeführt.
4.1.2 Restore-Procedure
Die Restore-Procedure dient zum einen dem Zweck, sämtliche gemeinsame Da-
ten aus dem Cache zu entfernen, und zum anderen, die Daten im Hauptspei-
cher zu aktualisieren. Mit Beginn der Restore-Procedure werden nachfolgende
Zugriffe des Rechenkerns auf den Cache blockiert, was effektiv zu einer Un-
terbrechung des Programmflusses für die Dauer der Restore-Procedure führt.
Mit Hilfe zweier Operationen werden geteilte Daten im Cache invalidiert und
die Konsistenz der Daten im Hauptspeicher wiederherstellt:
Invalidierung und Zurückschreiben
Zuerst werden alle Cache-Blöcke, die mit dem Shared-Bit markiert sind, als
ungültig erklärt bzw. invalidiert. Dieser Vorgang entspricht einem Setzen des
Invalid-Bits in jedem Cache-Block, in dem auch das Shared-Bit gesetzt ist.
Nach Abschluss der Invalidierung befinden sich nur noch private Daten im
Cache, alle gemeinsamen Daten sind nicht mehr zugreifbar.
Auf einige der Cache-Blöcke, die für eine Invalidierung vorgesehen sind,
wurde möglicherweise im Verlauf des Shared-Mode schreibend zugegriffen. Sie
beinhalten modifizierte Daten, die gegebenenfalls in den Hauptspeicher zurück-
geschrieben werden müssen. Wird im Cache eine Write-Through Schreibstrate-
gie eingesetzt, so sind die modifizierten Daten bereits konsistent zum gemein-
samen Speicher. Wird hingegen eine Write-Back Strategie eingesetzt, ist dies
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Abbildung 4.2: Veranschaulichung des False Sharing in einem Mehrkern-Prozessor
mit privaten Cache-Speichern.
nicht der Fall und die modifizierten Daten müssen im Zuge der Invalidierung in
den Hauptspeicher zurückgeschrieben werden. Dies ist ein Vorgang, der auch
in einem inkohärenten Cache bei einer Ersetzung oder Invalidierung nötig ist
und entspricht keiner speziellen Kohärenzoperation.
Für die Dauer des Zurückschreibens dürfen keine weiteren Zugriffe auf den
Cache stattfinden. Die Ausführung des Rechenkern wird unter Umständen für
eine längere Zeit unterbrochen. Nach Beendigung der Restore-Procedure befin-
det sich der Cache in einem ähnlichen Zustand wie zu Beginn des Shared-Mode.
Sämtliche gemeinsame Daten, auf die während des Shared-Mode zugegriffen
wurde, wurden aus dem Cache entfernt. Der gemeinsame Speicher ist, zu-
mindest in Bezug auf die gemeinsamen Daten dieses Rechenkerns, in einem
aktuellen Zustand. Diese Daten können im Folgenden von einem anderen Re-
chenkern gelesen und modifiziert werden, ohne dass eine Kommunikation mit
dem ersten Rechenkern nötig ist.
4.1.3 Schreibstrategie des ODC2
Die Wahl der Schreibstrategie hat besondere Auswirkungen auf das ODC2-
Verfahren. Generell unterstützt der ODC2 sowohl die Write-Back als auch die
Write-Through Schreibstrategie. Jedoch macht die besondere Handhabung der
Zugriffe auf gemeinsame Daten im ODC2 eine Anwendung der Write-Back
Strategie nur eingeschränkt möglich.
In der Regel umfasst der Umfang der Daten, die in einen Cache-Block gela-
denen werden, mehrere Datenwörter. Nur dadurch kann das Prinzip der räum-
lichen Lokalität genutzt werden (siehe Kapitel 2.1). Zusätzlich zum Datum,
auf das zugegriffen werden soll, werden auch einige benachbarte Daten in eine
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Cache-Zeile geladen. Dies hat jedoch einen Effekt zur Folge, der False Sharing
genannt wird. False Sharing bezeichnet das unbeabsichtigte Laden eines Da-
tums in eine Cache-Zeile, welches sich dann zusammen mit dem gewünschten
Datum in der Cache-Zeile befindet (siehe Abbildung 4.2). Unbeabsichtigt ist es
deshalb, weil es sich um ein Datum handeln kann, auf das der Rechenkern gar
nicht zugreifen soll und vielleicht auch nicht darf. Wenngleich vom Rechenkern
nicht direkt auf dieses mitgeladene Datum zugegriffen wird, muss die Konsi-
stenz des Datums zu möglichen Kopien in anderen Caches bewahrt werden.
In regulären Cache-Kohärenzmechanismen stellt dies kein Problem dar, da die
Erhaltung der Kohärenz immer in Bezug auf eine gesamte Cache-Zeile gehand-
habt wird. Kohärenznachrichten verwalten immer den Status einer gesamten
Cache-Zeile. Dies trifft zwar ebenso auf die Kohärenzoperationen des ODC2
zu, jedoch führt hier die fehlende Interaktion zwischen den Cache-Speichern zu
einem Problem. Eine für den Einsatz des ODC2 korrekt synchronisierte Appli-
kation verhindert konkurrierenden Zugriff von mehreren Prozessorkernen auf
ein gemeinsames Datum (mit Ausnahme von Read-Only Zugriffen). Gleichzei-
tiger Zugriff mehrerer Kerne auf disjunkte Daten ist ausdrücklich gestattet,
da ein Kern dabei nicht die Daten eines anderen modifizieren kann. Im Falle
von False Sharing, wenn disjunkte Daten unterschiedlicher Kerne in der glei-
chen Cache-Zeile liegen, ist diese Voraussetzung nicht mehr gegeben. Dann
kann es zu inkohärenten Zugriffen kommen, wenn beim Zurückschreiben der
Cache-Zeile die Änderungen eines anderen Rechenkerns überschrieben werden.
False Sharing führt nicht zwingend zu einem Fehlerfall. Da jedoch in der
Regel nicht vorausgesehen werden kann, ob es in Folge von False Sharing zu
fehlerhaften Zugriffen kommt, ist eine Anwendung der Write-Back Strategie
für den ODC2 nicht problemlos möglich. Durch die Anwendung der Write-
Through Schreibstrategie kann die beschriebene Problematik vollständig ver-
mieden werden. Da bei Write-Through Zugriffen die Daten im gemeinsamen
Speicher direkt geändert werden, sind diese Daten immer konsistent zu den Da-
ten im Cache. Es ist in der Restore-Procedure nicht mehr nötig, modifizierte
Cache-Zeilen zurückzuschreiben und somit können auch keine Änderungen im
gemeinsamen Speicher überschrieben werden. Eine Write-Through Strategie
hat jedoch zur Folge, dass die Anzahl an Zugriffen auf den gemeinsamen Spei-
cher und damit die Laufzeit möglicherweise erhöht wird. Die Write-Through
Strategie wird nicht global für alle Zugriffe angewendet, sondern lediglich tem-
porär für den Zugriff auf gemeinsame Daten während des Shared-Mode. Zu-
griffe auf private Daten werden weiterhin mittels Write-Back durchgeführt.
Damit wird der Overhead an zusätzlichen Speicherzugriffen auf ein notwendi-
ges Minimum reduziert.
Dies hat auch Auswirkungen auf die Dauer der Restore-Procedure. Da die
modifizierten gemeinsamen Daten stets konsistent zum Hauptspeicher sind,
werden die markierten Cache-Blöcke in der Restore-Procedure lediglich invali-
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Abbildung 4.3: Veranschaulichung des positiven Effekts bei der Invalidierung ge-
meinsamer Daten im ODC2.
diert, ein Zurückschreiben ist nicht mehr nötig. Die potentiell erhöhte Laufzeit,
die mit der Write-Through Strategie einhergeht, wird also zum Teil durch das
hinfällige Zurückschreiben kompensiert.
4.1.4 Auswirkungen auf die Performanz
Wie bei jedem Cache-Kohärenzverfahren, haben auch die Operationen des
ODC2 Auswirkungen auf die Performanz der Ausführung. Wie im vorherigen
Abschnitt erläutert, erzeugt der Einsatz der Write-Through Schreibstrategie
auf gemeinsame Daten eine potentiell erhöhte Anzahl an Zugriffen auf den
gemeinsamen Speicher. Je mehr Schreibzugriffe auf gemeinsame Daten in der
Applikation stattfinden, desto mehr Zugriffe auf den gemeinsamen Speicher
entstehen. Dies ist jedoch nicht die einzige Auswirkung. Die wiederholte Inva-
lidierung gemeinsamer Daten in der Restore-Procedure erhöht potentiell auch
die Cache-Miss Rate und damit wiederum die Anzahl an Zugriffen auf den ge-
meinsamen Speicher. Das Ausmaß dieser negativen Auswirkungen hängt sehr
stark vom Zugriffsmuster der Applikation ab und lässt sich nicht verallgemei-
nern. In Kapitel 5 werden diese Auswirkungen anhand einiger Benchmarks
näher untersucht.
Die Invalidierung gemeinsamer Daten kann allerdings auch einen positiven
Effekt auf die Cache-Miss Rate haben. Außerhalb des Shared-Mode greift ein
Rechenkern nicht auf gemeinsame Daten zu. Die Invalidierung nach Beenden
des Shared-Mode kann man also auch als Bereinigung des Caches von unnöti-
gen Daten interpretieren. Der Rechenkern hat so im Private-Mode mehr freie
Cache-Blöcke zur Verfügung und kann den Cache insgesamt effizienter nutzen.
Konkret kann die Invalidierung gemeinsamer Daten eine spätere Ersetzung
einer Cache-Zeile mit privaten Daten verhindern. In Abbildung 4.3 ist ein sol-
ches Szenario dargestellt. Dieser positive Effekt auf die Performanz kann unter
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Abbildung 4.4: Beispiel für die Anwendung von ODC2 Kontrollanweisungen in einem
kritischen Abschnitt (links) und bei Barrieren (rechts).
Umständen einen Teil der negativen Auswirkungen kompensieren.
4.2 Realisierung
Um ein Programm unter Anwendung des ODC2 auszuführen, sind einige Mo-
difikationen des Programmcodes und der Abbildung der Daten im Speicher
nötig. Die Modifikationen werden direkt auf den Quellcode der Applikation
angewendet und resultieren in einem für den ODC2 angepassten Binärcode.
Diese Modifikationen verlangen hinreichend genaue Kenntnisse über den Pro-
grammfluss, die Synchronisation einzelner Prozesse und die Zugriffsstruktur
auf gemeinsame Daten. Sie müssen sorgfältig und korrekt durchgeführt wer-
den, da eine fehlerfreie Erhaltung der Kohärenz von ihnen abhängt. Wenngleich
die Modifikation des Programmcodes für diese Arbeit manuell durchgeführt
wurde, ist auch eine automatisierte Durchführung nicht ausgeschlossen. Im
Folgenden werden die nötigen Änderungen erläutert.
4.2.1 ODC2 Kontrollanweisungen
Die Kohärenzoperationen des ODC2 werden mit Hilfe zweier Kontrollanweisun-
gen innerhalb des Programmcodes gesteuert. Diese Kontrollanweisungen, hier
enter_shared_mode und exit_shared_mode genannt, aktivieren und deak-
tivieren den Shared-Mode und müssen, den Zugriffssequenzen auf gemeinsame
Daten entsprechend, platziert werden. In einem korrekt parallelisierten Pro-
grammcode sind diese Zugriffssequenzen an den im Programm verwendeten
Synchronisationsprimitiven ausgerichtet. Sie sind zum Beispiel in kritischen
Abschnitten eingebettet oder von Barrieren umschlossen. Die Platzierung der
ODC2 Kontrollanweisungen kann ebenso an diesen Synchronisationsprimiti-
ven ausgerichtet werden. Entscheidend dabei ist, dass sämtliche Zugriffe auf
gemeinsame Daten eingerahmt von diesen Kontrollanweisungen stattfinden.
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Abbildung 4.5: Beispiel für die Einbettung von ODC2 Kontrollanweisungen in die
Synchronisationsprimitiven für Mutex (links) und Barrieren (rechts).
Zugriffe auf Synchronisationsprimitive hingegen müssen während des Private-
Mode stattfinden. Die Abbildung 4.4 zeigt beispielhaft wie die Platzierung der
Kontrollanweisungen bei der Verwendung eines kritischen Abschnitts und bei
der Verwendung von Barrieren aussehen kann.
4.2.2 Synchronisationstechniken
Der ODC2 benötigt für eine fehlerfreie Ausführung eine korrekt synchronisierte
parallele Applikation, ist aber nicht auf die Verwendung einer speziellen Syn-
chronisationstechnik festgelegt. Sämtliche Synchronisationstechniken, welche
für den Einsatz in harten Echtzeitsystemen geeignet sind (siehe Gerdes [51]),
können für den ODC2 verwendet werden. Dazu zählen verschieden Arten von
Locks wie Spin Locks, Mutex Locks oder Ticket Locks. Ebenso sind sperrfreie
Synchronisationstechniken wie Barrieren einsetzbar. Generell ist der ODC2
kompatibel zu jeder Synchronisationstechnik, die den Zugriff auf gemeinsame
Daten korrekt synchronisiert und dabei folgende Bedingung erfüllt:
Greift ein Rechenkern in einem von Synchronisationsprimitiven defi-
nierten Programmabschnitt schreibend auf ein gemeinsames Datum
zu, darf in dieser Zeit kein weiterer Rechenkern auf das selbe Da-
tum zugreifen. Bei ausschließlich lesendem Zugriff sind zeitgleiche
Zugriffe mehrerer Rechenkerne erlaubt.
Eine Ergänzung des Programmcodes mit ODC2 Kontrollanweisungen kann
manuell im Quellcode durchgeführt werden. Ebenso ist es möglich, Kontrollan-
weisungen direkt in Synchronisationsprimitiven einzubinden. So kann beim
Betreten und Verlassen eines kritischen Abschnitts über Lock- und Unlock-
Funktionen automatisch der Shared-Mode aktiviert bzw. deaktiviert werden.
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Wartefunktionen von Barrieren wiederum können von Kontrollanweisungen
umschlossen werden. In Abbildung 4.5 sind zwei Beispiele für eingebundene
Kontrollanweisungen, basierend auf Implementierungen von Gerdes [51], dar-
gestellt.
4.2.3 Abbildung privater und gemeinsamer Daten
Um unter Einsatz des Cache-Speichers auf private und geteilte Daten zuzu-
greifen, müssen diese selbstverständlich auf einem Speicherbereich abgebildet
werden, der vom Cache-Speicher adressiert wird. Für den ODC2 ist hier eine
Einschränkung nötig. Da auf gemeinsame Variablen, welche für die Handha-
bung der Synchronisation zuständig sind, außerhalb des Shared-Mode zuge-
griffen wird, unterliegen diese nicht dem „Schutz“ des ODC2. Auf diese Varia-
blen darf nur unter Umgehung des Cache-Speichers zugegriffen werden. Daher
müssen sie in einem Speicherbereich abgebildet sein, auf den ohne Einsatz
des Cachespeichers zugegriffen wird. Diese Einschränkung macht es nötig, alle
Definitionen der Synchronisationsprimitiven (Locks, Barrieren etc.) im Pro-
grammcode dahingehend zu überarbeiten.
Entscheidend für die korrekte Funktionsweise des ODC2 ist es, dass eine
Cache-Zeile ausschließlich für private oder gemeinsame Daten verwendet wird.
Eine Cache-Zeile darf nicht private und gemeinsame Daten zugleich beinhal-
ten. Andernfalls könnten durch False Sharing gemeinsame Daten außerhalb
des Shared-Mode in den Cache geladen werden. Ein kohärenter Zugriff dar-
auf könnte nicht mehr gewährleistet werden. Um dies zu verhindern sollten
private und gemeinsame Daten in separaten Segmenten des Adressraums ab-
gebildet werden. Ist dies nicht möglich, kann z.B. bei der Definition der Va-
riablen sichergestellt werden, dass alle gemeinsamen Daten zusammen und an
der Cache-Zeilengröße ausgerichtet im Speicher liegen.
4.2.4 Hardwareanforderungen
Eine Realisierung des ODC2 Verfahrens setzt eine Erweiterung der Cache-
Hardware voraus. Dabei ist das Verfahren flexibel in Bezug auf die Architektur
in die es eingebettet ist. Gängige Hardware Cache-Kohärenzmechanismen sind
in der Regel auf bestimmte Architekturtypen beschränkt. So sind Snooping-
Protokolle auf ein Kommunikationsnetz angewiesen, das ein effizientes Broad-
casting der Speicherzugriffe aller Teilnehmer ermöglicht. Verzeichnisbasierte
Protokolle sind in dieser Hinsicht flexibler, benötigen jedoch zusätzlichen Spei-
cher für die Sicherung der Verzeichnisse. Im Folgenden wird aufgeführt, inwie-
weit der ODC2 verschiedene Architekturkonfigurationen unterstützt:
• Kommunikationsmedium
Das Kommunikationsmedium hat keinen Einfluss auf die Kohärenzope-
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rationen des ODC2. Es kann sowohl ein Bus, eine Crossbar als auch
netzwerkbasierte Verbindungsarten verwendet werden. Im Gegensatz zu
gängigen Hardware-Protokollen werden keine Kohärenznachrichten über
das Kommunikationsmedium versendet. Die Operationen finden für je-
den Rechenkern lokal statt. Damit sind die Anforderungen an zusätzlicher
Hardware auf den Cache selbst beschränkt.
• Speicherhierarchie
Das ODC2 Verfahren ist für hart echtzeitfähige Systeme konzipiert, und
ist daher für den Einsatz in einem First-Level Cache und einem gemein-
samen Speicher in der darauffolgenden Hierarchieebene konzipiert. Ei-
ne Erweiterung der Kohärenzoperationen ist prinzipiell auch auf weite-
re Cache-Ebenen möglich. Jedoch beeinträchtigen weitere Cache-Ebenen
die zeitliche Vorhersagbarkeit von Speicherzugriffen und sind deshalb für
harte Echtzeitsysteme keine gute Wahl.
• Cache-Organisation
Der ODC2 setzt keine spezielle Cache-Organisation voraus. Direkt abge-
bildete, satz- wie auch voll-assoziative Caches sind möglich. Hinsichtlich
einer Cacheanalyse ist eher ein satz-assoziativer Cache vorzuziehen [18].
In Bezug auf die Schreibstrategie ist die in Kapitel 4.1.3 beschriebe Ein-
schränkung zu beachten. Generell kann aber Write-Back wie auch Write-
Through verwendet werden. Im Falle von Write-Through können Schreib-
zugriffe als Write-Allocate und als Non-Write-Allocate durchgeführt wer-
den. Ebenso kann die Ersetzungsstrategie frei gewählt werden, wenngleich
hinsichtlich der gewünschten Echtzeitfähigkeit die Verwendung von Least-
Recently-Used (LRU) empfohlen wird. Die Ersetzungsstrategie LRU gilt
in Hinsicht auf Analysierbarkeit als die beste Wahl [113].
Die hohe Flexibilität des ODC2 Verfahrens hinsichtlich der Systemarchitek-
tur macht auch einen Einsatz in heterogenen Systemen problemlos möglich.
So können die verwendeten Rechenkerne gänzlich unterschiedliche Mikroar-
chitekturen und Cache-Konfigurationen aufweisen. Auch ein Zusammenspiel
unterschiedlicher Kommunikationsmedien ist denkbar.
ODC2 Kontrollinformationen
Basierend auf der gewählten Cache-Architektur ist eine Erweiterung des Kon-
trollinformationen eines Cache-Blocks nötig. Diese Erweiterung ist relativ ge-
ring im Vergleich zu MESI-basierten Kohärenzprotokollen. Zusätzlich zu den
in jedem Cache vorhandenen Status-Bits Valid, Dirty/Modified etc. wird le-
diglich das Shared-Bit benötigt. Dies entspricht einer Vergrößerung des be-
nötigten Speicherplatzes für Zustandsinformationen im Cache um 1 Bit pro
4.3. ECHTZEITFÄHIGKEIT 75
Cache-Block, was z.B. bei einem 32 kB großen Cache-Speicher und Cache-
Zeilen von 16 Byte Länge einem zusätzlichen Bedarf von 256 Byte bzw. 0,8%
der Speicherkapazität entspricht.
Cache-Controller
Die Kohärenzoperationen des ODC2 (Markierung, Invalidierung etc.) benöti-
gen zusätzliche Logik im Cache-Controller. Die Operationen nutzen zum über-
wiegenden Teil die bereits vorhandene Funktionalität, so dass der Bedarf an
zusätzlicher Hardware gering ist. Die Funktionalität, über eine spezielle In-
struktion den kompletten Inhalt des Caches zu invalidieren und wenn nötig
zurückzuschreiben, ist in der Regel in einem Cache bereits vorhanden. Die
in der Restore-Procedure eingesetzte Invalidierung entspricht einem globalen
Setzen des Invalid-Bit in Abhängigkeit des Shared-Bit und kann im Prinzip
für alle Cache-Blöcke parallel ausgeführt werden. Das Zurückschreiben modi-
fizierter Cache-Zeilen bei einer Invalidierung ist Teil der Grundfunktionalität
eines Caches.
Insgesamt sind die Anforderungen an zusätzlicher Hardware gering im
Vergleich zu gängigen Hardware-Kohärenztechniken, welche komplexe Logik
für die Übermittlung der Kohärenznachrichten benötigen oder einen hohen
Speicherbedarf zur Sicherung von Kohärenzinformationen haben. Mit dem ge-
ringen Bedarf an zusätzlicher Hardware ist auch ein geringer Verbrauch an
Energie und Chipfläche zu erwarten, was die Eignung des ODC2 für eingebet-
tete Echtzeitsysteme unterstreicht.
4.3 Echtzeitfähigkeit
Die in Kapitel 3.3 beschriebenen Auswirkungen von Kohärenznachrichten auf
die zeitliche Vorhersagbarkeit treten beim ODC2 nicht auf. Der Verzicht auf ei-
ne Interaktion der Cache-Speicher zur Erhaltung kohärenter Zugriffe eliminiert
die Hauptursachen für unverhältnismäßig erhöhte Zugriffslatenzen. Es bleibt
jedoch zu untersuchen, wie sich die im ODC2 angewendeten Kohärenzopera-
tionen auf eine Cacheanalyse auswirken. In diesem Kapitel werden sämtliche
Operationen des ODC2 detailliert auf ihre Auswirkungen auf eine Cacheana-
lyse hin untersucht und deren zeitliche Vorhersagbarkeit aufgezeigt:
4.3.1 Ausführung der Kontrollanweisungen
Die Kontrollanweisungen zur Aktivierung und Deaktivierung des Shared-Mode
können als einfache Instruktionen implementiert werden, die einen Zugriff auf
ein Kontrollregister des Cache-Speichers durchführen. Die Latenz ∆EnterShared
für einen Wechsel vom Private-Mode in den Shared-Mode ist mit der Latenz
eines Cache-Hits bei einem Schreibzugriff vergleichbar. Der Prozessor kann im
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direkten Anschluss an die Ausführung der Kontrollanweisung mit der Ausfüh-
rung weiterer Instruktionen fortfahren.
∆EnterShared = ∆CacheCycle (4.1)
Diese Latenz ist konstant und der Zeitpunkt der Ausführung ist von der
Cacheanalyse exakt vorhersehbar. Für den Zustandswechsel vom Shared-Mode
in den Private-Mode gilt im Grunde die gleiche Latenz. Jedoch folgt auf die-
sen Zustandswechsel die Restore-Procedure und die Ausführung nachfolgender
Instruktionen wird bis zum Ende der Restore-Procedure verzögert. Strengge-
nommen muss also die Latenz für die Restore-Procedure (∆RestoreProcedure) mit
zur der Latenz für die Kontrollanweisung hinzugerechnet werden:
∆ExitShared = ∆RestoreProcedure + ∆CacheCycle (4.2)
Die Auswirkungen und Latenz der Restore-Procedure werden noch separat
erläutert.
4.3.2 Markierung der Cache-Zeilen
Die Markierung einer Cache-Zeile mit dem Shared-Bit in den Kontrollinfor-
mationen eines Cache-Blocks verursacht keine zusätzliche Latenz. Da jedoch
die markierten Cache-Zeilen in der Restore-Procedure invalidiert werden, hat
die Markierung einen Einfluss auf den Zustand des Caches und damit auf die
Cacheanalyse. Es ist also notwendig die Markierung in die Must-/May-Analyse
miteinzubeziehen [109]. Die Cacheanalyse wird um eine Shared-Analyse erwei-
tert, die für jeden Speicherzugriff angibt, ob sich der Cache im Shared-Mode
befindet. Die Shared-Analyse muss sowohl Teil der Must- wie auch der May-
Analyse sein und impliziert die neuen Zustände für Speicherzugriffe. So wird
ein Zugriff als Always-Shared, Sometimes-Shared oder Never-Shared klassifi-
ziert. Es sind Szenarios denkbar, in denen es vom Programmfluss abhängt,
ob ein Zugriff im Shared-Mode ausgeführt wird. In diesem Fall wird der Zu-
griff als Sometimes-Shared klassifiziert. Üblicherweise ist aber ist eine sichere
Klassifizierung in Always-Shared und Never-Shared möglich. Abhängig von der
Klassifizierung wird dann z.B. ein Write-Back oder Write-Through Schreibzu-
griff angenommen.
Die Cacheanalyse kann mit Hilfe der Shared-Analyse eine maximale Menge
zu markierender Cache-Zeilen ermitteln. Es werden genau die Cache-Zeilen als
markiert angenommen, die in Folge eines Zugriffs in den Cache geladen wur-
den, der als Always-Shared oder Sometimes-Shared klassifiziert wurde. Somit
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ist die Menge von Cache-Zeilen, die von der Cacheanalyse als markiert vorher-
gesehen werden, eine Obermenge der tatsächlich markierten Cache-Zeilen. Die
Vorhersage von zu markierenden Cache-Zeilen kann daher als sicher betrachtet
werden.
4.3.3 Restore-Procedure
Die Restore-Procedure wirkt sich zweifach auf die Vorhersagbarkeit der Aus-
führung aus. Zum einen verursacht ein potentielles Zurückschreiben von mo-
difizierten Cache-Zeilen eine zusätzliche Latenz. Zum anderen wird durch die
Invalidierungen der Zustand des Caches verändert, was sich auf die Must-
/May-Analyse auswirkt.
Die Invalidierung aller markierten Cache-Zeilen kann so implementiert wer-
den, dass sie parallel an allen betroffenen Cache-Zeilen durchgeführt wird (sie-
he Kapitel 4.2.4). Werden Schreibzugriffe auf markierte Cache-Zeilen mittels
Write-Through durchgeführt, so ist es nicht nötig, modifizierte Daten bei der
Invalidierung zurückzuschreiben. Es kann davon ausgegangen werden, dass die
Invalidierung für alle betroffenen Cache-Zeilen parallel, womöglich in sogar in
einem Zyklus, durchführbar ist. Dadurch ist lediglich eine konstante Latenz
für die Restore-Procedure einzubeziehen. :
∆RestoreProcedure(Write−Through) = ∆CacheCycle (4.3)
Ist der Cache-Speicher aus irgendeinem Grund nicht in der Lage, die Inva-
lidierung parallel auszuführen, ist die Latenz der Restore-Procedure dennoch
durch die Anzahl markierter Cache-Zeilen begrenzt und vorhersehbar. Bei M
markierten Zeilen und einer Latenz für die Invalidierung von einem Zyklus pro
Cache-Zeile ergibt sich folgende maximale Latenz:
∆RestoreProcedure(Write−Through) = M ∗ ∆CacheCycle (4.4)
Kann sichergestellt werden, dass das Auftreten von False Sharing bei der
Ausführung zu keinem Fehler führen kann, so sind Schreibzugriffe im Shared-
Mode mittels Write-Back möglich. Markierte Cache-Zeilen werden dann in
der Restore-Procedure in den gemeinsamen Speicher zurückgeschrieben. Da-
durch entsteht eine zusätzliche Latenz, die begrenzt ist durch das Produkt der
maximalen Latenz ∆CacheLineWrite eines Schreibzugriffes auf den gemeinsamen
Speicher und der Anzahl M an Cache-Zeilen die im Verlauf des Shared-Mode
markiert und modifiziert wurden:
∆RestoreProcedure(Write−Back) = M ∗ ∆CacheLineWrite (4.5)
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4.3.4 Vorhersage markierter Cache-Zeilen
Neben diesen direkten Auswirkungen der Kohärenzoperationen auf die Lauf-
zeit treten auch indirekte Auswirkungen auf. Die wiederholten Invalidierun-
gen ändern den Zustand des Cache-Speichers. Wie zuvor angemerkt, ist eine
Überabschätzung der als geteilt markierten Cache-Zeilen möglich. Jede Inva-
lidierung einer solchen Cache-Zeile kann zu einem potentiellen Cache-Miss in
der weiteren Ausführung führen. Eine Überabschätzung entspricht also einer
potentiellen Erhöhung der Cache-Miss Rate und damit der maximalen Ausfüh-
rungszeit. Das mögliche Ausmaß dieser Überabschätzung hängt von mehreren
Faktoren ab.
Findet eine Überprüfung der Zieladresse im Shared-Mode statt, werden
nur die Cache-Zeilen als geteilt markiert, deren Daten aus dem Speicherseg-
ment der gemeinsamen Daten stammen. Entsprechend der Funktionalität des
ODC2, wird außerhalb eines Shared-Mode nicht auf diese Daten zugegriffen.
Damit sind zu Beginn des Shared-Mode alle Cache-Blöcke unmarkiert und die
nachfolgende Markierung ist unabhängig vom aktuellen Zustand des Caches.
Sie wird nur von der späteren Zugriffsfolge bestimmt. Vorausgesetzt, es kann
für alle Zugriffe eine Zieladresse bestimmt werden, so ist bei der Cacheanalyse
gar kein Spielraum für eine Überabschätzung markierter Cache-Zeilen gege-
ben. Das vorhergesagte Ausmaß der Invalidierung in der Restore-Procedure
entspricht exakt dem tatsächlichen Ausmaß. Findet keine Überprüfung der
Zieladresse statt, so werden für alle während des Shared-Modes angenomme-
nen Cache-Misses die entsprechenden Cache-Zeilen markiert. Die dabei ent-
stehende Überabschätzung ist durch die Anzahl der von der Cacheanalyse
vorhergesagten Cache-Misses begrenzt.
Ist das Ziel eines Speicherzugriffs nicht vorhersehbar (z.B. bei indirekter
Adressierung), so muss die Cacheanalyse einen Zugriff auf jeden der möglichen
Cache-Blöcke annehmen. Entsprechend steigt die Anzahl potentiell markierter
Cache-Blöcke auf alle Cache-Blöcke, die zu diesem Zeitpunkt in den Cache
geladen werden können. Die zuvor mit Sicherheit bereits im Cache enthalte-
nen Blöcke sind davon nicht betroffen. Die betroffene Menge ist also definiert
durch die Menge von Cache-Blöcken, die im abstrahierten Zustand Cu einen
Alterswert von T besitzen. Ein Zugriff mit unvorhersehbarer Zieladresse ist
für eine Cacheanalyse problematisch, da das sichere Wissen über den Zustand
des Caches stark verringert wird. Für die Latenz der Restore-Prozedur muss
dies keine negative Auswirkung haben. Die Anzahl während des Shared-Mode
markierter Cache-Zeilen muss sich nicht zwingend mit der Anzahl an Cache-
Zeilen decken, die im Cache-Zustand als geteilt markiert sind. Entscheidend
für die Latenz ist die Anzahl der Zugriffe auf markierte Daten während des
Shared-Mode. Und diese Anzahl wird auch bei einem Zugriff mit unbekannter
Zieladresse lediglich um einem Wert erhöht.
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4.4 Bezug zu verwandten Arbeiten
Das Verfahren des On-Demand Coherent Cache steht im Gegensatz zu gängi-
gen Hardware Kohärenzprotokollen, da es auf Interaktion zwischen Caches zur
Erhaltung der Kohärenz verzichtet. Cache-Kohärenzverfahren, die eine zeitli-
che Vorhersagbarkeit der Zugriffe zum Ziel haben, sind nicht sehr verbreitet.
Der ODC2 greift auf einige bekannte Konzepte der Software-Kohärenz zurück,
die aber nie in Zusammenhang mit zeitlicher Vorhersagbarkeit betrachtet wur-
den.
Die Idee, an definierten Programmpunkten Teile des Cache-Speichers zu in-
validieren, wurde bereits unter dem Begriff Selective-Invalidation angewendet.
Dabei wird, ähnlich dem ODC2, der Programmcode mit Invalidierungsanwei-
sungen erweitert. Diese Erweiterungen beruhen zum Teil auf einer aufwändigen
Compileranalyse [141]. Im Ansatz von Sandhu et al. [118] wurden bereits Syn-
chronisationstechniken für die Invalidierung des Cache-Speicher verwendet. Ei-
ne Synchronisation der Speicherzugriffe wird dabei nicht über Codesequenzen,
sondern über definierte Speichersegmente, sogenannte Shared Regions verwal-
tet. Dies erfordert jedoch ein verändertes Programmiermodell. Andere An-
sätze [12] versuchen, die Menge der Cache-Zeilen, die es zu invalidieren gilt,
mittels komplexer Algorithmen zu approximieren. Dabei werden aber Zugriffs-
informationen zwischen den Rechenkernen ausgetauscht, die einer statischen
Analyse nicht zugänglich ist.
Ein auf Invalidierungen basierendes Cache-Kohärenzverfahren mit dem Ziel
zeitlicher Vorhersagbarkeit wurde von Puffitsch et al. [101] vorgestellt. Die
Invalidierung wird allerdings auf den gesamten Cache angewendet und setzt




In Kapitel 4 wurden die Auswirkungen des ODC2 auf die Performanz und die
zeitliche Vorhersagbarkeit bei der Ausführung paralleler Anwendungen hin be-
schrieben. Es wurde gezeigt, dass ein möglicher Overhead an Ausführungszeit
aufgrund der temporären Write-Through Strategie und der wiederholten Inva-
lidierung gemeinsamer Daten zu erwarten ist. Das Ausmaß dieses Overheads
ist begrenzt und für eine statische Laufzeitanalyse vorhersehbar. Es bleibt die
Frage, in wieweit dieser Overhead die Anwendbarkeit des ODC2 Verfahrens
beeinträchtigt. Ein Cache-Kohärenzverfahren ist nur dann sinnvoll einsetzbar,
wenn eine signifikante Performanzsteigerung im Vergleich zu einem Zugriff auf
gemeinsame Daten ohne Hilfe des Caches erreicht wird. Bei Echtzeitsystemen
ist dabei die Worst-Case Performanz ausschlaggebend. In diesem Kapitel sollen
daher die konkreten Auswirkungen des ODC2 Verfahrens auf die Ausführung
parallelisierter Benchmarks evaluiert und mit anderen Kohärenzverfahren ver-
glichen werden.
Ziel dieser Evaluation ist es, zu ergründen, inwieweit der Einsatz des ODC2
eine Verbesserung zu aktuell angewendeten Verfahren für kohärenten Zugriff
auf gemeinsame Daten darstellt. Im ersten Teil der Evaluation wird der ODC2
mit dem MESI Kohärenzprotokoll verglichen. Ziel ist es, die Auswirkungen
beider Kohärenzverfahren hinsichtlich der Average-Case Performanz zu unter-
suchen. Der Schwerpunkt der Evaluation liegt jedoch auf der Anwendbarkeit
des ODC2 in einem Echtzeitsystem. Dazu wird der ODC2 mit anderen echt-
zeitfähigen Lösungen zur Erhaltung kohärenter Zugriffe verglichen. Zum einen
wird auf die Ergebnisse einer simulierten Ausführung auf einer echtzeitfähi-
gen Mehrkern-Architektur zurückgegriffen. Zum anderen wird eine statische
WCET-Analyse durchgeführt. Anhand der in der Simulation ermittelten Lauf-
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zeit, sowie der errechneten oberen Schranke für die maximale Ausführungs-
zeit, werden die verschiedenen Kohärenzverfahren bei Ausführung paralleler
Benchmarks verglichen. Weiterhin wird das Verhalten des Cache-Speichers in
den untersuchten Plattformen betrachtet. Es wird die Häufigkeit verschiedener
Zugriffe auf den Cache und den gemeinsamen Speicher untersucht. Außerdem
stehen die Auswirkungen der untersuchten Cache-Kohärenzverfahren auf den
Zustand und den Inhalt des Cache-Speichers im Fokus.
Das Kapitel ist wie folgt unterteilt: Kapitel 5.1 bespricht vorausgehende
Studien des ODC2. In Kapitel 5.2 werden die Zielarchitektur sowie die ein-
zelnen Plattformen vorgestellt, die in der Evaluation eingesetzt werden. Es
wird der Aufbau der echtzeitfähigen Mehrkern-Architektur erläutert, in die
der ODC2 und die Vergleichstechniken eingebettet sind. Desweiteren werden
die angewendeten Evaluationstools vorgestellt. Kapitel 5.4 geht näher auf die
parallelen Benchmarks ein, die in der Evaluation ausgeführt werden und in
Kapitel 5.5 werden die Ergebnisse der Evaluation diskutiert.
5.1 Vorangehende Studien
Die Evaluation in dieser Arbeit baut auf Untersuchungen des ODC2 hin-
sichtlich der Laufzeit und WCET auf, die zum Teil im Rahmen des par-
MERASA Projekts durchgeführt wurden. Es wurden Laufzeitsimulationen
mit einigen Mikro-Benchmarks auf einem busbasierten System durchge-
führt [106][103]. Ein Vergleich mit Implementierungen der MESI und MOESI
Cache-Kohärenzprotokolle zeigte, dass der ODC2 eine vergleichbar gute Per-
formanz erzielt und dabei eine deutlich reduzierte Auslastung des Kommuni-
kationsbusses erreicht. Spätere Untersuchungen [104] zeigten, dass ein Perfo-
manzgewinn auch in einem netzwerkbasierten Kommunikationsmedium erzielt
werden kann. Detailliertere Analysen der ODC2 Kohärenzoperationen weisen
darauf hin, dass der Overhead, der durch die ODC2 Kohärenzoperationen ent-
steht, gering ist.
In [109] wurden erste statische WCET-Analysen mit verschiedenen Mikro-
Benchmarks präsentiert. Es konnte eine signifikant verringerte WCET-
Abschätzung bei der Anwendung des ODC2, im Vergleich zu gängigen Verfah-
ren für den Zugriff auf gemeinsame Daten, festgestellt werden. Der Overhead
an zusätzlichen Zugriffen auf den gemeinsamen Speicher hängt dabei sehr vom
Zugriffsmuster der Anwendung ab.
Außerdem zeigen vorangehende Fallstudien zur Ausführung der 3D Path
Planing Applikation [105][108], dass der ODC2 auch bei einer hoch-paralle-
lisierten industriellen Applikation einen effizienten sowie zeitlich vorhersagba-
ren Zugriff auf gemeinsame Daten ermöglicht.
In dieser Evaluation sollen die bisher erzielten Resultate bestätigt und er-
gänzt werden. Ziel ist eine umfassende Untersuchung der Ausführung der zur
5.2. EVALUATIONSPLATTFORM 83
Verfügung stehenden Benchmarks unter Anwendung des ODC2 und gängiger
Alternativ-Verfahren. Es wird eine vertiefte Analyse der Kohärenzoperatio-
nen durchgeführt, um die Vor- und Nachteile der verschieden Verfahren zu
beleuchten.
5.2 Evaluationsplattform
Das Hauptaugenmerk dieser Evaluation liegt in der Ausführung des ODC2 in
einer echtzeitfähigen Systemarchitektur. Für den Vergleich des ODC2 mit dem
MESI-Protokoll wird jedoch eine auf Average-Case Performanz gerichtete Ar-
chitektur verwendet. Das System ist also nicht im Hinblick auf zeitliche Vorher-
sagbarkeit aufgebaut. Die Architektur verwendet einen Bus als Kommunikati-
onsmedium und ermöglicht so den Einsatz eines Snooping-Kohärenzverfahrens.
Es wird eine Round-Robin Arbitrierung der Buszugriffe angewendet. Auf Po-
werPC 405 Prozessoren basierende Rechenkerne und ein gemeinsamer Spei-
cher, der Programmcode und Daten zur Verfügung stellt, sind an den Bus
angeschlossen. Die Rechenkerne besitzen je einen separaten Instruktions- und
Datencache. Diese privaten Cache-Speicher sind jeweils 16 kB groß und ver-
fügt über 512 Cache-Sätze, die 2-fach assoziative Cache-Blöcke zu je 16 Byte
enthalten. Die Schreibstrategie des Caches ist standardmäßig Write-Back. Als
Kohärenz-Protokoll wendet der Cache den ODC2 oder MESI an.
Die weiteren Kohärenzverfahren, die in dieser Evaluation untersucht wer-
den, sind hinsichtlich ihrer zeitlichen Vorhersagbarkeit für den Einsatz in har-
ten Echtzeitsystemen geeignet. Um die Auswirkungen der Verfahren in einem
adäquaten Umfeld zu evaluieren, müssen diese in eine ebenso echtzeitfähi-
ge Systemarchitektur eingebettet werden. Eine für diese Evaluation geeignete
Zielarchitektur muss also, ebenso wie der Cache, ein zeitlich vorhersagbares
Verhalten ausweisen und den in Kapitel 2.5.4 angeführten Anforderungen ent-
sprechen.
Daher wird für diese Evaluation eine echtzeitfähige Mehrkern-Prozessorar-
chitektur eingesetzt, die im Rahmen des FP7 EU-Projekts parMERASA [138]
entwickelt wurde. Diese Architektur ist im Hinblick auf eine effiziente Ausfüh-
rung parallelisierter Applikationen, unter Beachtung der speziellen Anforde-
rungen sicherheitskritischer Echtzeitsysteme, konzipiert [110][136]. Sie erfüllt
die Ansprüche an zeitlicher Vorhersagbarkeit beim Zugriff auf einzelne Kom-
ponenten wie Netzwerk, Speicher und I/O, sowie die Möglichkeit einer iso-
lierten Betrachtung einzelner Anwendungen im Gesamtsystem (freedom from
interference). Die parMERASA Architektur stellt ein adäquates Beispiel eines
zukünftigen Mehrkern-Prozessors für Echtzeitsysteme dar und ist damit eine
geeignete Plattform für diese Evaluation.
Die Evaluationsplattform beinhaltet eine Mehrkern-Architektur, die aus
einfachen, auf PowerPC 405 Prozessoren basierenden Rechenkernen besteht,
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Abbildung 5.1: Abstrahierter Aufbau der parMERASA Architektur, nach [110].
die über ein netzwerkbasiertes Kommunikationsmedium verbunden sind. Die
Topologie des Systems ist in Cluster unterteilt. Innerhalb eines Clusters sind
die Rechenkerne in einer Baum-Struktur miteinander verknüpft (siehe Abbil-
dung 5.1). Zusätzlich beinhaltet jedes Cluster einen gemeinsamen Speicher.
Die Rechenkerne repräsentieren eine RISC Architektur mit einer 5-stufige Pi-
peline. Auf Techniken, die die zeitliche Vorhersagbarkeit beeinträchtigen, wie
z.B. dynamische Sprungvorhersage, wird verzichtet. Die einzelnen Rechenker-
ne eines Clusters verfügen über einen privaten L1-Cache und einen privaten
Scratchpad-Speicher, und teilen sich einen gemeinsamen On-Chip Speicher,
in dem Daten und Instruktionen abgelegt sind. Die Speicherabbildung der
Architektur ermöglicht es, über separate Speichersegmente auf private und
gemeinsame Daten zuzugreifen. Während der private Cache-Speicher für Pro-
grammdaten zur Verfügung stehen, ermöglicht der Scratchpad Speicher den
schnellen Zugriff auf den Programmcode.
In der Evaluation werden unterschiedliche Cache-Organisationen betrach-
tet. Die Basis-Konfiguration stellt ein 16 kB großer Datencache mit 2-facher
Assoziativität und einer Cache-Zeilengröße von 16 Byte dar. Es wird die Least-
Recently-Used Ersetzungsstrategie verwendet und die reguläre Schreibstrategie
ist Write-Back.
Da bei der Betrachtung der Kohärenz nur der Datencache eine Rolle spielt,
wird für den Zugriff auf den Programmcode ein Scratchpad eingesetzt. Das
Scratchpad ist für diese Evaluation so konfiguriert, dass es zu Beginn der Aus-
führung bereits über den vollständigen Programmcode verfügt. Sämtliche Zu-
griffe auf den Programmcode werden so mit einer minimalen Latenz, analog
zu einem Cache-Hit beantwortet. Zugriffe auf den gemeinsamen Speicher zum
Laden von Instruktionen finden nicht statt. Dadurch wird erreicht, dass die
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Auswirkungen der Datenzugriffe ohne eine Beeinflussung durch Zugriffe auf
Instruktionen untersucht werden können.
Die Unterteilung der Prozessorarchitektur in Cluster ermöglicht eine par-
allele, aber voneinander getrennte Ausführung verschiedener Applikationen,
ohne unvorhersehbare gegenseitige Beeinflussung. In dieser Evaluation wird in
jedem Durchlauf jeweils nur ein Benchmark ausgeführt, so dass sich der Auf-
bau des Systems auf einen Cluster beschränkt. Die Größe des Clusters hängt
von der Anzahl an der Ausführung beteiligter Rechenkerne ab. Eine Erhöhung
der Anzahl der Rechenkerne vergrößert auch die Baumstruktur des Kommuni-
kationsmediums und schlägt sich auf die Zugriffslatenz für den gemeinsamen
Speicher nieder. Dies wird für die Ermittlung der maximale Zugriffslatenz bei
der statischen Analyse berücksichtigt.
Die verschiedenen Verfahren kohärenten Zugriff auf gemeinsame Daten zu
realisieren werden jeweils anhand einer eigenen Instanz der jeweiligen Archi-
tektur untersucht. Diese insgesamt 5 Instanzen, im Folgenden Plattformen
genannt, werden kurz erläutert:
• ODC2
Der in der ODC2 Plattform eingesetzte Cache entspricht dem in Ka-
pitel 4 beschriebenen ODC2 Kohärenzverfahren. Die Speicherabbildung
der Architektur ermöglicht es, anhand einer Überprüfung der Zieladres-
se eines Zugriffs, eine unnötige Markierung privater Daten während des
Shared-Mode zu vermeiden (siehe Kapitel 4.1.1). Um inkohärente Zu-
griffe in Folge von False Sharing zu unterbinden, wendet der ODC2 die
Write-Through Schreibstrategie bei Zugriffen auf gemeinsame Daten an
(siehe Kapitel 4.1.3). Die übrigen Schreibzugriffe werden mittels Write-
Back durchgeführt.
• Uncached
Die Uncached Plattform ist die erste Vergleichsplattform für den ODC2.
Diese Plattform verwendet einen herkömmlichen Cache ohne jeglichen
Mechanismus zur Erhaltung der Cache-Kohärenz. Dies macht es notwen-
dig, Zugriffe auf gemeinsame Daten unter Umgehung des Caches zu reali-
sieren. Dazu werden sämtliche gemeinsame Daten auf einen nicht gecache-
ten Speicherbereich abgebildet. Zugriffe auf diese Daten resultieren somit
immer in Zugriffen auf den gemeinsamen Speicher. Für private Daten hin-
gegen steht der Datencache ohne Einschränkungen zur Verfügung. Diese
Methode ist die einfachste Art kohärente Zugriffe auf gemeinsame Da-
ten zu ermöglichen und wird in nahezu sämtlichen Mehrkern-Prozessoren
ermöglicht. Sie bietet die bestmögliche zeitliche Vorhersagbarkeit, da
Cache-Kohärenz hier kein Problem darstellt. Aus diesem Grund ist sie
oft die erste Wahl für sicherheitskritische Systeme. Zweifelsohne verzich-
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tet diese Methode auf den Vorteil kürzerer Zugriffslatenzen, die Cache-
Speicher mitbringen.
• MESI
Das MESI-Protokoll dient als Vergleichsplattform für die Auswirkungen
der Kohärenzoperationen auf die Average-Case Performanz im Bussy-
stem. Es realisiert ein Snooping-Verfahren mit Write-Invalidate Strategie,
entsprechend dem Illinois Protokoll [98]. Jeder Rechenkern „belauscht“
die Speicherzugriffe der anderen Rechenkerne und ändert bei Bedarf den
Zustand der eigenen Cache-Blöcke (siehe Zustandsdiagramm in Abbil-
dung 2.11). Invalidierungsnachrichten werden eingesetzt um Kopien mo-
difizierter Cache-Zeilen in anderen Cache-Speichern zu invalidieren.
• Cache Flush
Die Vergleichsplattform Cache Flush stellt eine einfache Variante der
Software-Kohärenz dar. Der eingesetzte Cache-Speicher implementiert
keine spezielle Kohärenztechnik, es wird lediglich die im Instruktions-
satz zur Verfügung stehende Cache-Flush Instruktion verwendet. Zugrif-
fe auf private sowie gemeinsame Daten werden ohne Einschränkungen
mit Hilfe des Cache-Speichers durchgeführt. Lediglich auf Synchroni-
sationsvariablen muss unter Umgehung des Caches zugegriffen werden.
An Synchronisationspunkten, d.h. Punkten im Programmcode, bei de-
nen eine Synchronisation der parallel arbeitenden Rechenkerne vollzo-
gen wird, wird die Cache-Flush Instruktion ausgeführt. Diese Instrukti-
on löst eine Invalidierung des gesamten Cache-Speichers aus. Bei Aus-
führung eines korrekt synchronisierten Programms, wird so die Kohä-
renz nachfolgender Zugriffe sichergestellt. Diese Methode realisiert eine
echtzeitfähige Kohärenzlösung, die ohne zusätzliche Logik für die Cache-
Hardware auskommt. Sie benötigt lediglich eine Erweiterung des Pro-
grammcodes mit korrekt platzierten Aufrufen der Cache-Flush Instruk-
tion. Aktuelle Mehrkern-Prozessoren bieten diese Instruktion als Grund-
lage für Software-Kohärenzverfahren an. Wie beim ODC2 kann auch bei
der Cache Flush Methode das Problem des False Sharing (siehe Kapi-
tel 4.1.3) auftreten. Um dadurch entstehende Inkohärenz zu vermeiden,
müssen Schreibzugriffe bei der Cache Flush Plattform jederzeit mittels
der Write-Through Strategie durchgeführt werden.
• Magic
Diese Vergleichsplattform entspricht keiner, in der Realität existierenden
Kohärenztechnik. Die Magic Plattform stell eine hypothetische Lösung
dar und dient lediglich als Referenz für die anderen Verfahren. Zugriffe
auf private und gemeinsame Daten werden mit Hilfe des Caches durch-
geführt und sämtliche Zugriffe bleiben kohärent. Lesezugriffe werden im-
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Simulation WCET-Analyse
Scratchpad 1 Zyklus 1 Zyklus
Cache (Hit) 1 Zyklus 1 Zyklus
Gemeinsamer Speicher 10 Zyklen 10 Zyklen
Netzwerk simuliert 12 - 86 Zyklen je nach
Anzahl beteiligter Rechenkerne
Tabelle 5.1: Übersicht über in der Evaluation verwendete Zugriffslatenzen bei der
Simulation und WCET-Analyse.
mer mit den zuletzt geänderten Wert beantwortet und Schreibzugriffe
sind augenblicklich für alle Rechenkerne sichtbar. Dabei bedarf es keiner
Maßnahme oder Operation um diese Kohärenz zu ermöglichen, sie wird
auf „magische“ Weise als gegeben angesehen. Das bedeutet insbesondere,
dass sie ohne jeden Overhead oder Einfluss auf die Ausführung ermög-
licht wird. Es findet weder eine Interaktion zwischen Rechenkernen statt,
noch treten zusätzliche Invalidierungen auf. Das zeitliche Verhalten ent-
spricht exakt dem eines inkohärenten Caches. Sowohl der Simulator als
auch das WCET-Analysetool ermöglichen die Implementation eines sol-
chen Cache-Speichers. Die Magic Plattform dient damit als Referenz für
die theoretisch bestmögliche Ausführungszeit, bzw. als minimale unte-
re Schranke für die zu erreichende Ausführungszeit bei Anwendung einer
Cache-Kohärenztechnik. Die Referenz ermöglicht Rückschlüsse über Aus-
maß des Overheads der übrigen Kohärenztechniken.
Als zusätzliche Referenzplattform wird eine Konfiguration der Architek-
tur mit einem einzigen Rechenkern eingesetzt. Diese Einkern-Architektur soll
als Plattform für eine sequentielle Ausführung dienen. Zwischen privaten und
gemeinsamen Daten wird nicht mehr unterschieden, so dass jeder Zugriff mit
Hilfe des Cache-Speichers vollzogen wird und das Problem der Cache-Kohärenz
entfällt. Diese Plattform wird in der Evaluation nicht gesondert betrachtet son-
dern dient als Referenz für die Laufzeitverbesserung durch Parallelisierung in
den übrigen Plattformen.
5.2.1 Zugriffslatenzen in der Evaluation
Das Resultat der WCET-Analyse einer parallelen Ausführung hängt stark
von der Zugriffslatenz auf gemeinsame Ressourcen ab. Gerade in Mehrkern-
Architekturen, in denen Zugriffe auf gemeinsame Ressourcen von anderen Re-
chenkernen verzögert werden können, machen diese Latenzen einen großen Teil
der Ausführungszeit aus. Dabei ist die maximale Latenz abhängig von der Zu-
griffslatenz der Ressource selbst, aber auch von der maximalen Übertragungs-
zeit im Kommunikationsmedium. Diese Größen müssen im Vorhinein für das
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Kommunikationsmedium definiert werden. In Tabelle 5.1 sind die Latenzen an-
gegeben, die für den Zugriff auf die in der echtzeitfähigen Evaluationsplattform
verwendeten Speicher sowie das Kommunikationsnetz definiert sind.
5.3 Tools der Evaluation
Bei der Durchführung der Evaluation wird auf Tools zurückgegriffen, die ei-
ne Laufzeitsimulation und statische Laufzeitanalyse ermöglichen. Diese Tools
sind frei verfügbar und wurden im Rahmen des parMERASA Projekts inten-
siv erweitert und modifiziert. Die Evaluation in dieser Arbeit greift auf diese
erweiterten Tools zurück.
5.3.1 Ausführungssimulation
Die Ermittlung der Ausführungszeit der Benchmarks wird mit Hilfe eines
Laufzeit-Simulators durchgeführt. Der Simulator basiert auf der Open-Source
Plattform SoCLib [131]. SoCLib ist eine Sammlung von Systemmodulen für
die Simulation von Multi-Prozessorsystemen und baut auf SystemC auf,
einer Erweiterung der Programmiersprache C für das Hardware/Software
Co-Design. SoCLib ermöglicht die taktgenaue Simulation eines Mehrkern-
Prozessorsystems inklusive Kommunikationsmedium, Speicher, I/O-Module
etc. bis hin zum Betriebssystem. Für das parMERASA Projekt wurden ver-
schiedene SoCLib Systemmodule neu- bzw. weiterentwickelt um die im Projekt
entwickelte echtzeitfähige Mehrkern-Architektur in die SoCLib Plattform zu
integrieren.
Die im Simulator implementierte Prozessorarchitektur wird für die Eva-
luation so konfiguriert, dass sie jeweils eine der fünf untersuchten Plattformen
realisiert. Desweiteren wird die Anzahl der an der parallelen Ausführung betei-
ligten Rechenkerne variiert und damit die Größe Systems oder des Cluster für
jeden Durchgang angepasst. Die Benchmarks werden unmittelbar und ohne
den Einsatz eines Betriebssystems ausgeführt. Das Scheduling und die Syn-
chronisation der parallelen Task wird implizit im Programmcode der Bench-
marks geregelt.
5.3.2 Statische WCET-Analyse
Für die statische Laufzeitanalyse, wird die OTAWA Toolbox [24][14] eingesetzt.
OTAWA ist ein Framework für statische WCET-Analyse und wird im Institute
de Recherche en Informatique (IRIT) in Toulouse entwickelt. OTAWA wur-
de im Rahmen des parMERASA Projekts als statisches Laufzeitanalysetool
verwendet und ermöglicht die Abschätzung der WCET bei paralleler Ausfüh-
rung einer Applikation in einer Mehrkern-Architektur. Neben der maximalen
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Ausführungszeit eines Tasks mittels Pipeline- und Cacheanalyse, wird die ma-
ximale Wartezeit aller Tasks an Synchronisationspunkten ermittelt. Daraus
ergibt sich abschließend eine WCET-Abschätzung für die gesamte parallele
Ausführung.
Ein Modell der echtzeitfähigen Mehrkern-Architektur, wie sie auch im Si-
mulator verwendet wird, ist in das OTAWA Framework integriert. Dieses Mo-
dell beinhaltet auch die verschiedenen Cache-Typen, die in der Evaluation
untersucht werden. Eine Cacheanalyse auf Basis des ODC2 bedarf einer Er-
weiterung des Analysemodells. So ist eine explizite Shared Analyse notwendig
(siehe Kapitel 4.3), um den zusätzlichen Zustand einer Cache-Zeile (Shared-
Zustand) in die Must/May-Analyse miteinzubeziehen (siehe [109]).
Um eine WCET-Analyse der parallelen Benchmarks durchzuführen, benö-
tigt das Analysetool zusätzliche Informationen über den Programmfluss und
die angewendeten Synchronisationsprimitiven. Es handelt sich dabei zum einen
um sogenannte Flowfacts, die den Programmfluss darstellen und Annotatio-
nen zur Häufigkeit von Schleifendurchläufen beinhalten. Zum anderen müssen
die Synchronisationspunkte im Benchmark explizit definiert und an der Syn-
chronisation beteiligte Tasks angegeben werden. Diese Informationen wurden
für die Benchmarks teilweise automatisiert erstellt und gehen als zusätzliche
Eingaben in die Analyse ein.
5.4 Benchmarks
Eine Evaluation von Cache-Kohärenz Verfahren setzt den Einsatz von Bench-
marks voraus, in denen von mehreren Rechenkernen auf gemeinsame Daten
zugegriffen wird. Solche Benchmarks implementieren parallelisierte Algorith-
men, die die Bearbeitung einen Problems auf mehrere Rechenkerne aufteilen.
Mittels Synchronisationsprimitiven wie Mutex oder Barrieren wird das korrek-
te Zusammenspiel der Rechenkerne sichergestellt. Einer Performanzsteigerung
durch die parallelisierte Ausführung steht der Overhead entgegen, der beim
Zugriff auf gemeinsame Ressourcen entsteht. Die Anwendbarkeit eines Cache-
Kohärenzverfahrens lässt sich daher auch dadurch beurteilen, in wieweit er
eine Verbesserung zu einer sequentiellen Ausführung ermöglicht.
In der Evaluation werden 5 parallele Mikro-Benchmarks sowie eine par-
allele Applikations-Benchmark eingesetzt. Die Mikro-Benchmarks enthalten
parallelisierte Algorithmen aus der Signal- und Bildverarbeitung, während die
Applikations-Benchmark aus dem Bereich der Avionik stammt. In der Avionik
werden besonders hohe Anforderungen an die logische und zeitliche Korrekt-
heit bei der Ausführung von Applikationen gestellt. So verlangt die Norm
DO-178B, die Richtlinien zur Zertifizierung von Avionik-Software angibt, eine
WCET-Analyse für neu entwickelte Applikationen. Die Einführung des Inte-
grated Modular Avionics (IMA) Konzepts, das es erlaubt mehrere Funktionali-
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Private/
Benchmark Code Gemeinsame Daten Synchronisation Parallelität
Matrix ~19 kB ~1 kB / ~32 kB Mutex Daten
FFT ~32 kB ~1 kB / ~16 kB Mutex/Barrieren Daten
Dijkstra ~21 kB ~1 kB / ~41 kB Barrieren Daten
Smoothing ~27 kB ~1 kB / ~22 kB Barrieren Daten
Edges ~43 kB ~1 kB / ~22 kB Barrieren Daten
3DPP ~62 kB ~1 kB / ~28 kB Barrieren Daten & Task
Tabelle 5.2: Details zu den in der Evaluation verwendeten parallelen Benchmarks.
täten auf einer Recheneinheit zu vereinen, öffnete die Tür für den Einsatz von
Mehr(kern)-Prozessorsystemen. Für die aktuelle Forschung im Bereich harter
Echtzeitsysteme stellen Benchmarks aus dem Bereich der Avionik daher ei-
ne ideale Plattform dar [6][95][64][111]. Im Folgenden werden die Benchmarks
kurz beschrieben:
• Matrix Multiplikation (Matrix)
Matrix [75] implementiert die Multiplikation zweier Matrizen mit 40*76
Integer Elementen. Die Multiplikation wird von allen beteiligten Rechen-
kernen parallel ausgeführt, wobei ein Kern jeweils eine Zeile der Zielma-
trix exklusiv berechnet.
• Fast Fourier Transformation (FFT)
FFT [75] implementiert die Anwendung der Fast Fourier Transformation
auf ein Array von 512 Double-Precision Gleitkommawerten. Die Berech-
nung wird parallelisiert auf disjunkte Bereiche der Arrays durchgeführt
und über Mutex synchronisiert.
• Dijkstra (Dijkstra)
Dijkstra [67] berechnet den kürzesten Pfad zwischen zwei Knoten in ei-
nem gewichteten Netzwerk aus insgesamt 100 Knoten. Die Berechnung
wird auf den beteiligten Rechenkernen parallel ausgeführt und über Bar-
rieren synchronisiert.
• SUSAN Smoothing (Smoothing)
Als Teil der SUSAN Kollektion für Bilderkennungsalgorithmen [67] ist
Smoothing verantwortlich für Rauschunterdrückung eines Bildsignals. Ei-
ne 30*38 Pixel große Bilddatei wird mittels des gradient inverse weighted
Verfahrens gefiltert.
• SUSAN Edges (Edges)
Edges ist ebenso Teil der SUSAN Kollektion und realisiert die Erkennung
und Markierung von Kanten im Bild.
• 3D Path Planing (3DPP)
3D Path Planing ist die parallelisierte Implementation einer Applikation
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aus dem Bereich der Navigation unbemannter Flugobjekte. Der Bench-
mark wurde von Honeywell International im Rahmen des parMERASA
Projekts erstellt und dient dort als Anwendungsbeispiel für die paral-
lelisierte Ausführung industrieller Applikationen. 3DPP errechnet einen
möglichen Pfad eines Flugobjekts, hin zu einer Reihe von Zielpunkten
unter Berücksichtigung von Hindernissen, die auf dem Weg liegen. Die
Berechnung arbeitet auf Grundlage einer 3D Umgebung und erzeugt An-
gaben bezüglich erforderlicher Richtung und Geschwindigkeit. Der Algo-
rithmus ist in Form einer Pipeline realisiert und bietet daher Möglichkei-
ten für Task-Parallelität. Zusätzlich kann die 3D Umgebung in Segmente
aufgeteilt werden und mittels Daten-Parallelität von mehreren Rechen-
kernen simultan bearbeitet werden. Barrieren sorgen für die Synchroni-
sation der einzelnen Berechnungsphasen. Detailliertere Informationen zu
3DPP sind bei Jahr et al. [68] zu finden.
Sämtliche Benchmarks sind mit den zusätzlichen Instruktionen ausgestat-
tet, die notwendig sind um mit der Cache Flush und der ODC2 Plattform
ausgeführt zu werden. Die damit einhergehende Erhöhung der Codegröße ist
für beide Kohärenztechniken gering. Die Ergänzung um Cache Flush Anwei-
sungen vergrößert den Code der Benchmarks um durchschnittlich 0,07% und
der ODC2 bringt im Durchschnitt 0,29% mehr Code mit sich.
Zusätzlich zu den parallelisierten Implementationen werden die Bench-
marks jeweils einmal in einer sequentiellen Variante auf einem Rechenkern
ausgeführt. Diese Ausführung dient als Referenz für die Effizienz der Paral-
lelisierung beim Einsatz der verschiedenen Kohärenztechniken. Laufzeitwerte
der untersuchten Plattformen werden in den Auswertung immer relativ zur
Laufzeit der sequentiellen Ausführung angegeben.
5.5 Auswertung
Wenngleich der ODC2 für den Einsatz in harten Echtzeitsystemen konzi-
piert ist, ist es dennoch von Interesse, wie das Verfahren im Vergleich zu
einem auf Average-Case Performanz orientierten Kohärenzprotokoll abschnei-
det. Der ODC2 wird hierfür mit dem MESI-Protokoll verglichen. Als zusätz-
liche Referenz dient ein Zugriff auf gemeinsame Daten unter Umgehung des
Cache-Speichers. In Abbildung 5.2 ist die simulierte Laufzeit einiger Mikro-
Benchmarks und des 3D Path Planing Benchmarks bei paralleler Ausführung
mit 4 Rechenkernen dargestellt. Die Werte sind jeweils auf die Laufzeit nor-
miert, die bei einer sequentiellen Ausführung der Benchmarks auftritt. Für alle
untersuchten Benchmarks erreicht die Uncached Plattform die jeweils höchste,
und die MESI Plattform die niedrigste Ausführungszeit. Die Ausführungszeit
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Abbildung 5.2: Auf sequentielle Ausführung normierte Laufzeit bei paralleler Aus-
führung mit 4 Rechenkernen im Bussystem.
Abbildung 5.3: Auf sequentielle Ausführung normierte Skalierung der Laufzeit bei
Ausführung von Matrix und FFT im Bussystem.
des ODC2 liegt jeweils zwischen der Ausführungszeit der Plattformen Uncached
und MESI.
Die verwendeten Benchmarks beinhalten verschiedene Zugriffsmuster auf
gemeinsame Daten. Je nach Benchmark schneidet der ODC2 im Vergleich zu
den beiden anderen Plattformen unterschiedlich gut ab. Der ODC2 erreicht
eine Verbesserung der Laufzeit um bis zu 20,0% verglichen mit Uncached.
Zugleich ist die Laufzeit jedoch um bis zu 21,7% höher als bei Ausführung mit
dem MESI Protokoll.
Der Unterschied in der Performanz zwischen ODC2 und MESI wird be-
sonders beim Vergleich der Resultate der Benchmarks Matrix und FFT deut-
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Abbildung 5.4: Auf sequentielle Ausführung normierte Skalierung der Laufzeit bei
Ausführung von 3DPP im Bussystem.
lich. Während sich der ODC2 bei Matrix mit steigender Anzahl beteiligter
Rechenkerne zunehmend der Ausführungszeit von MESI annähert (siehe Ab-
bildung 5.3, links), entspricht die Ausführungszeit bei FFT in etwa der Aus-
führungszeit von Uncached (siehe Abbildung 5.3, rechts). Der Einfluss der Zu-
griffsmuster in den einzelnen Benchmarks auf die Performanz des ODC2 wird
im weiteren Verlauf der Evaluierung noch detaillierter betrachtet. Für den
industriellen Benchmark 3DPP erreicht der ODC2 ebenfalls eine signifikante
Verbesserung der Performanz im Vergleich mit Uncached, die jedoch stets von
der MESI Plattform übertroffen wird (siehe Abbildung 5.4).
Die Resultate lassen darauf schließen, dass beim Einsatz des ODC2 Ko-
härenzverfahrens in einem Bussystem eine signifikante Performanzsteigerung,
im Vergleich zu einer Ausführung ohne Nutzung des Caches für gemeinsame
Daten, möglich ist. Der erzielte Performanzgewinn liegt jedoch unter dem ei-
nes MESI Protokolls. Ein solches, auf Average-Case Performanz optimiertes
Kohärenzprotokoll, bleibt die bevorzugte Wahl für Systeme, in denen zeitliche
Vorhersagbarkeit keine Rolle spielt.
Für harte Echtzeitsysteme sind Kohärenzprotokolle wie das MESI-Protokoll
nicht anwendbar. Die Sicherstellung kohärenter Zugriffe auf gemeinsame Daten
darf eine WCET-Abschätzung mittels statischer Laufzeitanalyse nicht zu sehr
beeinträchtigen. Für die weitere Evaluation wird der ODC2 als Teil einer echt-
zeitfähigen Architektur untersucht und mit echtzeitfähigen Kohärenzlösungen
verglichen.
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Abbildung 5.5: Auf sequentielle Ausführung normierte Laufzeit bei paralleler Aus-
führung mit 4 Rechenkernen.
5.5.1 Performanz im Echtzeitsystem
Die gemessene Laufzeit der Simulation sowie die WCET-Abschätzung fallen
für die verwendeten Benchmarks je nach untersuchter Plattform sehr unter-
schiedlich aus. In Abbildung 5.5 ist die simulierte Laufzeit bei einer parallelen
Ausführung mit 4 Rechenkernen dargestellt. Die Werte sind jeweils auf die
Laufzeit normiert, die bei einer sequentiellen Ausführung mit einem Rechen-
kern auftritt. Die höchste Ausführungszeit wird je nach Benchmark entweder
mit der Uncached Plattform oder der Cache Flush Plattform erreicht. Der
ODC2 hingegen erreicht für jeden Benchmark eine Verringerung der Laufzeit
verglichen mit der Uncached und der Cache Flush Plattform. Die Anwendung
des ODC2 Verfahrens ermöglicht in dieser Simulation eine Reduktion der Lauf-
zeit je nach Benchmark von 32,7% - 48,0% in Bezug zu Uncached und 23,7% -
64,5% bezogen auf Cache Flush. Bei Einsatz des ODC2 ist also eine signifikant
höhere Performanz erkennbar.
Generell zeigen alle Plattformen eine Beschleunigung der Ausführung durch
die Parallelisierung mit 4 Rechenkernen. Einzige Ausnahme bildet die Cache
Flush Plattform bei der Anwendung des FFT Benchmarks. Hier ist die Lauf-
zeit trotz Parallelisierung um 56,0% höher als bei der sequentiellen Ausführung.
Die Effizient der Parallelisierung ist für alle Plattformen beim Benchmark Ma-
trix am höchsten. Der ODC2 erzielt (bei Ausführung mit 4 Rechenkernen)
eine Beschleunigung um den Faktor 3.64, während bei Uncached Faktor 2,2
und bei Cache Flush Faktor 2,76 erreicht wird. Doch auch beim industriellen
5.5. AUSWERTUNG 95
Abbildung 5.6: Anzahl von Cache-Misses bei der Ausführung von Edges mit ODC2
und Magic.
Benchmark 3DPP wird immerhin noch ein Faktor von 1,84 (ODC2) bzw. 1,24
(Uncached) und 1,14 (Cache Flush) erreicht.
Die Magic Plattform, als Referenz für die theoretisch bestmögliche Lauf-
zeit, schneidet wie zu erwarten am besten ab. Der ODC2 erzielt eine Laufzeit,
die im Höchstfall 38,6% höher ist als die der Magic Plattform. Auf den er-
sten Blick ungewöhnlich erscheint das Resultat des Benchmarks Edges. Hier
schneidet der ODC2 minimal besser ab als die Magic Plattform (Verringerung
um 0,2%). Dies liegt zum einem am Benchmark selbst, der ein für den ODC2
sehr vorteilhaftes Zugriffsmuster auf gemeinsame Daten aufweist. Die entschei-
dende Ursache ist jedoch im positiven Effekt der Invalidierung zu suchen, der
bei diesem Benchmark Früchte trägt. Bereinigt von gemeinsamen Daten kann
der Cache außerhalb des Shared-Mode effizienter auf private Dateien zugrei-
fen (siehe Kapitel 4.1.4). So treten bei der Ausführung dieses Benchmarks mit
steigender Anzahl an Rechenkernen auch weniger Cache-Misses auf als bei der
Magic Plattform, wie in Abbildung 5.6 dargestellt.
Die Resultate der Laufzeitsimulation bei einer parallelen Ausführung mit
2 und 8 Rechenkernen sind vergleichbar zu den Resultaten der Ausführung
mit 4 Rechenkernen. Lediglich bei Cache Flush ist für einige Benchmarks eine
deutlich schlechtere Skalierung der Laufzeit mit steigenden Anzahl an Rechen-
kernen zu erkennen. Die entsprechenden Abbildungen sind in Anhang 1 zu
finden. Die Skalierbarkeit der verschiedenen Kohärenzverfahren wird in Kapi-
tel 5.5.3 detaillierter betrachtet.
Die Ermittlung einer oberen Schranke für die WCET mit Hilfe der stati-
schen Laufzeitanalyse kommt zu einem vergleichbaren Ergebnis wie die Lauf-
zeitsimulation. Abbildung 5.7 zeigt die WCET-Abschätzung bei einer paralle-
len Ausführung mit 4 Rechenkernen. Auch hier sind die Werte wieder auf die
WCET-Abschätzung einer sequentiellen Ausführung normiert. Auf den ersten
96 KAPITEL 5. EVALUATION
Abbildung 5.7: Auf sequentielle Ausführung normierte WCETest bei paralleler Aus-
führung mit 4 Rechenkernen.
Blick fällt auf, dass die Cache Flush Plattform deutlich schlechter abschnei-
det, als die übrigen Plattformen. Auch in Relation zur sequentiellen Ausfüh-
rung sind deutlich höhere Werte erkennbar, in den meisten Fällen werden die
Werte der sequentiellen Ausführung sogar übertroffen. Die ungewöhnlich ho-
he WCETest der Cache Flush Plattform ist mit der kontinuierlichen Write-
Through Schreibstrategie zu erklären, die zu einer stark erhöhten Anzahl an
Zugriffen auf den gemeinsamen Speicher führt. Da solche Zugriffe eine hohe
maximale Latenz haben, fallen sie bei der Ermittlung der WCETest besonders
ins Gewicht. Dieser Umstand wird in Kapitel 5.5.3 noch genauer beleuchtet.
Die ODC2 Plattform erreicht auch bei der statischen Analyse in der Regel
eine verbesserte Laufzeit gegenüber der Uncached Plattform, wenngleich die
Differenz hier geringer ausfällt. Je nach Benchmark wird eine Verringerung der
WCETest von 0,2% - 45,2% erreicht (Ausführung mit 4 Rechenkernen). Die-
se ausgeprägten Unterschiede in den Werten der einzelnen Mikro-Benchmarks
sind direkt auf die dort angewendeten Algorithmen zurück zuführen. Hier wird
deutlich wie sich verschiedenen Zugriffsmuster auf gemeinsame Daten auf die
Worst-Case Performanz der einzelnen Plattformen auswirken. Darauf wird im
Folgenden noch detaillierter eingegangen. Für den industriellen Benchmark
3DPP erzielt der ODC2 eine Verringerung der WCETest von 34,9% im Ver-
gleich zu Uncached und 59,8% im Vergleich zu Cache Flush. Die Magic Platt-
form schneidet in diesem Fall minimal schlechter ab als der ODC2 mit einer
um 0,3% höheren WCETest. Auch hier produziert die Magic Plattform ei-
ne höhere Anzahl an Cache-Misses als der ODC2, bei der Ausführung mit 4
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Abbildung 5.8: Auf bestmögliche Skalierung normierte Laufzeit und WCETest bei
Ausführung von 3DPP.
Rechenkernen sind es sogar 57,4% mehr.
Die WCET-Analyse bei paralleler Ausführung mit 2 und 8 Rechenkernen
kommt zu Ergebnissen, die vergleichbar mit der Auswertung der Ausführung
mit 4 Rechenkernen sind. Abweichungen resultieren aus der unterschiedlichen
Skalierung der Resultate bei einigen Benchmarks. Die entsprechenden Abbil-
dungen sind in Anhang 2 zu finden.
Die angewendete Kohärenztechnik wirkt sich auch auf die Skalierbarkeit
der Parallelisierung aus. Abbildung 5.8 illustriert die Effizienz der Paralleli-
sierung bei der Ausführung des Benchmarks 3DPP. Die Werte sind normiert
auf die theoretisch mögliche Laufzeitverbesserung ausgehend vom Resultat der
sequentiellen Ausführung. D.h. es wird davon ausgegangen, dass die Laufzeit
sich antiproportional zur Anzahl der Rechenkerne verändert. Ein Wert von
1 bei einer Ausführung mit 2 Rechenkernen entspricht der Hälfte der Lauf-
zeit der sequentiellen Ausführung. So erzielt z.B. die Cache Flush Plattform
einen Wert von 0,35 bei der Simulation mit 2 Rechenkernen und erreicht somit
35% der theoretisch optimalen Beschleunigung durch die Parallelisierung. Es
ist zu erkennen, dass mit dem ODC2 für alle Rechenkerne eine deutlich höhe-
re Effizienz bei der Parallelisierung möglich ist als mit Uncached und Cache
Flush. Alle Plattformen skalieren dabei ähnlich gut mit steigender Anzahl an
Rechenkernen.
Die deutlich schlechteren Resultat der Cache Flush Plattform im Vergleich
zum ODC2 sind zum einen durch die Write-Through Schreibstrategie zu er-
klären, die bei der Cache Flush Plattform über die gesamte Laufzeit hin an-
gewendet wird. Doch dies ist nicht die einzige Ursache, da der ODC2 während
des Shared-Mode ebenfalls mit Write-Through arbeitet. Abbildung 5.9 zeigt
den relativen Anteil von Private-Mode und Shared Mode an Gesamtlaufzeit
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Abbildung 5.9: Relativer Anteil von Private-Mode und Shared Mode an der Gesamt-
laufzeit bei Ausführung mit 4 Rechenkernen.
Abbildung 5.10: Relativer Anteil von Write-Through Schreibzugriffen an den gesam-
ten Speicherzugriffen bei Ausführung mit 4 Rechenkernen.
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bei paralleler Ausführung mit 4 Rechenkernen. Der Anteil der Ausführungs-
zeit, der im Shared Mode und damit unter Anwendung der Write-Through
Strategie verbraucht wird, beträgt dabei mindestens 48%, bei Matrix sind es
sogar fast 100%. Ausschlaggebend ist jedoch, dass der ODC2 im Shared-Mode
nur Schreibzugriffe auf gemeinsame Daten mit Write-Through durchführt. Pri-
vate Daten werden weiterhin mittels Write-Back beschrieben. Der Anteil von
Write-Through Schreibzugriffen an den gesamten Speicherzugriffen ist daher
bei ODC2 signifikant geringer als bei Cache Flush. In Abbildung 5.10 wird dies
für die Ausführung mit 4 Rechenkernen dargestellt. Es ist zu erkennen, dass,
im Gegensatz zum ODC2, Write-Through Schreibzugriffe bei der Cache Flush
Plattform meist den überwiegenden Anteil an allen Speicherzugriffen haben.
Das bedeutet nicht, dass generell mehr Schreibzugriffe ausgeführt werden als
Lesezugriffe. Bei beiden Plattformen werden Leseanfragen zumeist direkt im
Cache beantwortet und lösen nur im Falle eines Cache-Misses einen Speicher-
zugriff aus.
5.5.2 Einfluss der Kohärenzoperationen
Im Folgenden wird das Ausmaß der Invalidierung von Cache-Zeilen bei den
Kohärenzoperationen des ODC2 sowie der Cache Flush Plattform genauer un-
tersucht. Die Verfahren beider Plattformen haben die Gemeinsamkeit, dass
zu Synchronisationspunkten Daten aus dem Cache invalidiert werden. Wäh-
rend die Cache Flush Plattform den gesamten Cache invalidiert, beschränkt
sich der ODC2 darauf, nur einen Teil der Daten aus dem Cache zu entfernen.
Dieser Unterschied ist eine der Ursachen für die Differenzen in Laufzeit und
WCETest beider Plattformen. In Abbildung 5.11 ist ein Histogramm des Aus-
maßes der Invalidierung während einer Restore-Procedure bei der Ausführung
der Benchmarks mit 4 Rechenkernen dargestellt. Die Werte stellen die relative
Häufigkeit von Invalidierungen dar, bezogen auf die Menge der Invalidierten
Cache-Zeilen dar. So wird z.B. bei der Ausführung von Matrix, bei 53% aller
Invalidierungen nur bis zu 5% des Cache-Speichers invalidiert. Bei den übrigen
47% sind zwischen 36-40% des Caches betroffen. Dieser Benchmark bildet je-
doch die Ausnahme, in den anderen Benchmarks beschränken sich mindestens
61% der Invalidierungen auf ein Ausmaß von bis zu 5% des Caches. Bei der Si-
mulation des industriellen Benchmarks 3DPP wird im Durchschnitt ungefähr
5,2% des Caches invalidiert.
Diese Resultate stehen in einem deutlichen Kontrast zu dem Ausmaß der
Invalidierungen bei der Cache Flush Plattform. In Abbildung 5.12 sind die
gleichen Daten für die Cache Flush Plattform zu sehen. Hierbei wird bei der
Ausführung von Matrix in 90% aller Invalidierungen ein Umfang von minde-
stens 36% des Caches für ungültig erklärt. Auch für die anderen Benchmarks ist
das Ausmaß der Invalidierung deutlich höher. Bei der Ausführung von 3DPP
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Abbildung 5.11: Histogramm des Ausmaßes der Invalidierung während der Restore-
Procedure im ODC2 bei Ausführung mit 4 Rechenkernen.
Abbildung 5.12: Histogramm des Ausmaßes der Invalidierung an Synchronisations-
punkten mit Cache Flush bei Ausführung mit 4 Rechenkernen.
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wird im Durchschnitt bereits etwa 13,6% des Cache-Speichers invalidiert.
Das Ausmaß der Invalidierung hängt auch von der Anzahl der Rechenkerne
ab, die an der parallelen Ausführung beteiligt sind. Mit steigender Anzahl an
Teilnehmern sinkt die Menge an Daten, die ein einzelner Rechenkerne bear-
beiten muss. Dementsprechend sinkt auch die Zahl der Invalidierungen. Dies
trifft auf den ODC2 wie auch auf Cache Flush zu. Doch unabhängig von der
Anzahl der Rechenkerne ist das Ausmaß der Invalidierung beim ODC2 stets
erheblich geringer als bei Cache Flush. Die entsprechenden Abbildungen für
die Ausführung mit 2 - 8 Rechenkernen sind in Anhang 4 zu finden.
Diese Unterschiede machen deutlich, wie groß der Effekt einer Beschrän-
kung der Invalidierung ist, die ausschließlich auf Cache-Zeilen mit gemeinsa-
men Daten hinzielt. Die Anzahl an privaten Daten, die beim Cache Flush
Verfahren unnötig invalidiert werden, ist erheblich und sorgt für eine stark
erhöhte Zahl an Zugriffen auf den gemeinsamen Speicher.
5.5.3 Zugriffsverhalten im Cache
Eine detailliertere Betrachtung der verschiedenen Typen von Speicherzugrif-
fen bei der Ausführung eines Benchmarks ermöglicht Aufschluss darüber, wie
die verschiedenen Resultate der WCET-Abschätzung und Laufzeitsimulation
zustande kommen. Für die Auswertung wird zwischen folgenden Zugriffstypen
unterschieden: Memory beschreibt direkte Zugriffe auf den gemeinsamen Spei-
cher, die unter Umgehung des Caches durchgeführt werden. Darunter fallen
Zugriffe auf gemeinsame Daten bei der Uncached Plattform sowie Zugriffe auf
Synchronisationsvariablen. Desweiteren werden Schreibzugriffe betrachtet, die
als Write-Through durchgeführt werden, sowie Zugriffe die einen Cache-Miss
und damit einen Zugriff auf den gemeinsamen Speicher erzeugen.
Das Zugriffsverhalten im Cache wurde bei paralleler Ausführung mit 2 - 8
Rechenkernen untersucht. Es hat sich gezeigt, dass die Anzahl der beteiligten
Rechenkerne keinen relevanten Einfluss auf die Resultate und die daraus zu zie-
henden Schlussfolgerungen hat. Die Auswertung in diesem Kapitel beschränkt
sich daher auf die Ergebnisse bei Ausführung mit 4 Rechenkernen. Zudem
ist es für die Veranschaulichung des Zugriffsverhaltens der untersuchten Ko-
härenzverfahren nicht erforderlich, die Ergebnisse sämtlicher Benchmarks zu
kommentieren. Die Auswertung beschränkt sich daher auf die Resultate der
Benchmarks Matrix, FFT, Smoothing und 3DPP. Ein vollständige Sammlung
der Abbildungen aller Benchmarks bei Ausführung mit 2 - 8 Rechenkernen ist
in Anhang 5 zu finden.
Matrix Multiplikation
Der Benchmark Matrix zeichnet sich durch einen besonders effektiv paral-
lelisierbaren Algorithmus aus. In der Simulation skaliert die Laufzeit nahezu
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Abbildung 5.13: Auf bestmögliche Skalierung normierte Laufzeit und WCETest bei
Ausführung von Matrix.
konstant mit steigender Anzahl an Rechenkernen, wie an Abbildung 5.13 links,
zu sehen ist. Die Werte in der Abbildung sind, wie zuvor bei Abbildung 5.8,
normiert auf die theoretisch mögliche Laufzeitverbesserung ausgehend vom
Resultat der sequentiellen Ausführung. Auch bei diesem Benchmark rentiert
sich der Einsatz eines Cache-Speichers für den Zugriff auf gemeinsame Daten,
in Hinsicht auf die gemessene Laufzeit wie auch auf die WCETest. Doch wie
an der WCET-Abschätzung für die Plattformen ODC2 und Cache Flush zu
erkennen ist, schneiden diese Plattformen sehr unterschiedlich ab. Während
die Resultate des ODC2 annähernd an die der Magic Plattform heranreichen,
übertrifft die WCETest der Cache Flush Plattform sogar die Werte von Unca-
ched. Der Matrix Benchmark ist ein gutes Beispiel für ein Zugriffsmuster, dass
für den ODC2 von Vorteil ist. Einer Vielzahl von Lesezugriffen auf gemein-
same (Read-Only) Daten stehen vergleichsweise wenig Schreiboperationen auf
gemeinsame Daten gegenüber.
In Abbildung 5.14 ist die Anzahl der unterschiedlichen Speicherzugriffe bei
Ausführung des Benchmarks mit 4 Rechenkernen dargestellt. Es wurden so-
wohl Zugriffe während der Simulation gemessen (oben), als auch die erwarteten
Zugriffe bei der statischen Analyse (unten) festgehalten. Da sowohl Zugriffe mit
sehr geringer als auch sehr hoher Anzahl auftreten, wurde eine logarithmische
Skalierung für die Y-Achse gewählt.
Die deutlich erhöhte Anzahl an Speicherzugriffen (Gesamt) bei der Cache
Flush Plattform im Vergleich zu ODC2 macht noch einmal die Ursache für die
Unterschiede in Laufzeit und WCETest deutlich. Aufgrund der kontinuierli-
chen Write-Through Strategie treten bei Cache Flush signifikant mehr solcher
Schreibzugriffe auf als bei ODC2. In den übrigen Zugriffstypen unterscheiden
sich beide Plattformen kaum. Bei Matrix nehmen Schreibzugriffe auf gemein-
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Abbildung 5.14: Differenzierung der Speicherzugriffe nach Zugriffstypen bei Ausfüh-
rung von Matrix mit 4 Rechenkernen.
same Daten eine äußerst geringe Rolle ein, vergleichen mit Schreibzugriffen auf
private Daten. Und die Technik des ODC2 ermöglicht es, diese Schreibzugriffe
auf private Daten lokal im Cache durchführen. Das Mehr an Zugriffen auf den
gemeinsamen Speicher bei Cache Flush wirkt sich bei der WCET-Abschätzung
noch gravierender aus als in der Simulation (siehe Abbildung 5.13, rechts), da
immer die maximale Latenz für solche Speicherzugriffe angenommen werden
muss. Es sind also gerade Schreibzugriffe, die eine herausragende Rolle bei der
Performanz der Cache Flush Plattform spielen.
Fast Fourier Transformation
Der FFT Benchmark macht deutlich, dass sich das Zugriffsmuster auf gemein-
same Daten auch nachteilig auf den ODC2 auswirken kann. Der Algorithmus
weist ausgesprochen viele Schreibzugriffe auf und der Anteil an Schreibzugrif-
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Abbildung 5.15: Auf bestmögliche Skalierung normierte Laufzeit und WCETest bei
Ausführung von FFT.
fen auf gemeinsamen Daten ist größer als bei anderen Benchmarks. Auffallend
sind die Unterschiede zwischen Laufzeit und WCET-Abschätzung der ODC2
Plattform (siehe Abbildung 5.15). Betrachtet man die Resultate der Uncached
und Magic Plattformen als obere und untere Schranke, so schneidet der ODC2
bei der statischen Analyse deutlich schlechter ab als bei der Simulation. Der
Grund dafür liegt in der hohen Zahl an Schreibzugriffen auf gemeinsame Daten.
Diese werden im ODC2 mittels Write-Through durchgeführt und resultieren
in Zugriffen auf den gemeinsamen Speicher, und dementsprechend in hohen
Zugriffslatenzen.
In Abbildung 5.16 ist zu sehen, dass die bei der statischen Laufzeitanalyse
ermittelte Anzahl an Write-Through Zugriffen besonders hoch ist, im Vergleich
zu den übrigen Zugriffen. Der ODC2 bekommt bei diesem Benchmark den
negativen Effekt von Write-Through Zugriffen deutlich zu spüren, unter dem
die Performanz der Cache Flush Plattform generell leidet.
SUSAN Smoothing
Der SUSAN Smoothing Benchmark zeichnet sich dadurch aus, dass viele kost-
spielige Berechnungen auf einen jeweils kleinen Bereich der gemeinsamen wie
auch privaten Daten durchgeführt wird. Die benötigte Laufzeit für die Aus-
führung dieses Benchmarks ist aufgrund der aufwändigen Berechnungen mit
Abstand am größten und in etwa so groß wie die aller andern Benchmarks
zusammen. In Relation dazu ist die dabei verwendete Menge an Daten sehr
gering. Diese besondere Charakteristik sorgt dafür, dass mit dem ODC2 eine
simulierte Laufzeit erreicht wird, die nahezu identisch mit der Magic Platt-
form ist. In Abbildung 5.17 sind die Graphen für ODC2 und Magic nahezu
deckungsgleich. Da die Menge an Invalidierungen nach einer Restore-Procedure
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Abbildung 5.16: Differenzierung der Speicherzugriffe nach Zugriffstypen bei Ausfüh-
rung von FFT mit 4 Rechenkernen.
des ODC2 bei Smoothing sehr gering ist (siehe Abbildung 5.11), ist auch der
zusätzliche Overhead an Cache-Misses gering. Wie in Abbildung 5.18 (oben)
zu erkennen ist, erzeugen die Plattformen ODC2 und Magic in etwa die gleiche
Anzahl an Cache-Misses. Der ODC2 profitiert auch hier davon, dass die Inva-
lidierung gemeinsamer Daten die Ersetzungen von Cache-Zeilen mit privaten
Daten verringert. Der in diesem Benchmark hohe Anteil an Zugriffen auf pri-
vate Daten erhöht die Anzahl der Invalidierungen und Write-Through Zugriffe
bei der Cache Flush Plattform im Vergleich zu ODC2 und Magic. Besonders
die Schreibzugriffe auf private Daten, die bei der Cache Flush Plattform im
Gegensatz zur Uncached Plattform zu Zugriffen auf den gemeinsamen Speicher
führen, sorgen dafür, dass die Cache Flush Plattform bei der Simulation am
schlechtesten abschneidet.
Der Smoothing Benchmark enthält Zugriffe auf Arrays mit gemeinsamen
Daten, die über Zeiger auf Zeiger und Arrays geregelt werden. Diese für eine
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Abbildung 5.17: Auf bestmögliche Skalierung normierte Laufzeit und WCETest bei
Ausführung von Smoothing.
Cacheanalyse unvorteilhafte Implementation kann es unter Umständen un-
möglich machen, die Zieladresse eines Zugriffs zu ermitteln. Dies resultiert
in einem hohen Pessimismus bei der WCET-Abschätzung [43]. Dies gilt auf-
grund der hohen Zugriffsrate auf private Daten auch für die Uncached Platt-
form. Wie in Abbildung 5.17 rechts zu sehen ist, ist die ermittelte WCET-
Abschätzung für alle Plattformen (mit Ausnahme von Cache Flush) nahezu
identisch. Lediglich Cache Flush erzielt aufgrund der Schreibstrategie wieder-
um höhere Werte. Das schlechte Abschneiden ist in der geringen Präzision
der WCET-Abschätzung begründet. Abbildung 5.18 unten zeigt, dass die An-
zahl an Cache-Misses für alle Plattformen ausgesprochen hoch ist. Die da-
mit einhergehenden hohen Zugriffslatenzen sorgen dafür, dass sich die WCET-
Abschätzung für diese Plattformen kaum mehr unterscheidet.
3D Path Planing
Besonders interessant aufgrund seiner Implementierung einer industriellen Ap-
plikation ist der 3DPP Benchmark. Zudem wurde im Rahmen des parMERA-
SA Projekts eine parallelisierte Implementierung entworfen, die auf die Anfor-
derungen einer statische WCET-Analyse ausgelegt ist [68].
Die Übersicht über die normierte Laufzeit und WCET-Abschätzung in Ab-
bildung 5.19 (identisch zu Abbildung 5.8) zeigt, dass mit dem ODC2 Resultate
erzielt werden, die nah am theoretischen denkbaren Optimum derMagic Platt-
form liegen. Mit steigender Anzahl an Rechenkernen erzielt der ODC2 sogar
eine bessere WCET-Abschätzung. Es wird je nach Anzahl der Rechenkerne
eine um 2,6% - 8,6% höhere Laufzeit und eine Verringerung der WCETest um
bis zu 7,2% erreicht. Der hohe Anteil an Schreibzugriffen bei 3DPP wirkt sich
wiederum nachteilig auf die Cache Flush Plattform aus. Wie in Abbildung 5.20
5.5. AUSWERTUNG 107
Abbildung 5.18: Differenzierung der Speicherzugriffe nach Zugriffstypen bei Ausfüh-
rung von Smoothing mit 4 Rechenkernen.
oben zu sehen, fällt in der Simulation die Anzahl an direkten Zugriffen auf den
gemeinsamen Speicher (Memory) für jede Plattform relativ hoch aus. Dies
ist in der Task-Parallelität des Benchmarks begründet. Während bei Daten-
Parallelität die Arbeit einzelner Rechenkerne zwischen Synchronisationspunk-
ten zumeist relativ ausgeglichen ist, ist dies bei Task-Parallelität oft nicht der
Fall. Rechenkerne, die lange an Synchronisationsgrenzen warten müssen, grei-
fen häufig auf die Synchronisationsvariablen zu, die in allen Plattformen mit
Ausnahme von Magic ungecached sind. In den Werten der Worst-Case Zugriffe
ist dies nicht mehr zu erkennen, da bei der statischen Laufzeitanalyse für War-
tezeiten an Synchronisationsgrenzen eine obere Schranke angenommen wird,
ohne dabei auftretende Zugriffe zu berücksichtigen. An den Werten für die
Worst-Case Anzahl von Cache-Misses ist wiederum der Pessimismus der Ca-
cheanalyse zu erkennen. Der Einfluss auf die WCET hält sich jedoch aufgrund
des verhältnismäßig niedrigen Anteils an Lesezugriffen in Grenzen.
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Abbildung 5.19: Auf bestmögliche Skalierung normierte Laufzeit und WCETest bei
Ausführung von 3DPP.
Abbildung 5.20: Differenzierung der Speicherzugriffe nach Zugriffstypen bei Ausfüh-
rung von 3DPP mit 4 Rechenkernen.
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Abbildung 5.21: Auf die Ausführung mit 64 kB normierte Laufzeit und WCETest
bei Variation der Cachegröße bei Ausführung von 3DPP mit 4 Rechenkernen.
5.5.4 Variation der Cachekonfiguration
Die Größe und Organisation des Cache-Speichers waren bislang konstante Pa-
rameter der Evaluation. Im Folgenden wird untersucht, wie sich eine Variation
der Cachekonfiguration bei den untersuchten Plattformen auswirkt. Hierfür
wird der industrielle 3DPP Benchmark erneut evaluiert, wobei Cachegröße,
Assoziativität und Cache-Zeilengröße mehrfach modifiziert werden. Ziel ist es
zu ergründen, in wieweit sich eine Veränderung dieser Parameter zum Vor-
oder Nachteil der Kohärenzverfahren auswirkt. Als Basis wird die bisherige
Konfiguration mit einer Cachegröße von 16 kB, 2-facher Assoziativität und
einer Zeilengröße von 16 Byte verwendet.
Cachegröße
Beginnend mit einer Cachegröße von 64 kB wird die Größe des Cache-Speichers
(bei gleichbleibender Assoziativität und Cache-Zeilengröße) schrittweise hal-
biert, bis zu einer Größe von 2 kB. Da eine Verkleinerung des Cache-Speichers
einer Verringerung vorhandener Cache-Sätze entspricht, ist bei allen Plattfor-
men mit einem ausschließlich negativen Effekt auf die Laufzeit zu rechnen [126].
In Abbildung 5.21 ist die simulierte Laufzeit und die WCET-Abschätzung bei
Ausführung mit 4 Rechenkernen dargestellt. Die Werte für jede Plattform sind
auf eine Ausführung mit 64 kB Cachegröße normiert und zeigen wie sich die
Laufzeit mit abnehmender Cachegröße verändert. Wie zu erwarten war, steigt
die Laufzeit je nach Plattform um bis zu 8% (Simulation) bzw. 29% (WCET-
Analyse). Die Cache Flush Plattform erzielt einen deutlich geringeren Anstieg
der Laufzeit im Vergleich zur ODC2 und Magic Plattform. Eine geringe Steige-
rung der Laufzeit deutet auf eine geringe Auslastung des Cache-Speichers hin.
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Abbildung 5.22: Auf die Ausführung mit einem direkt abgebildeten Cache normierte
Laufzeit und WCETest bei Variation der Assoziativität bei Ausführung von 3DPP
mit 4 Rechenkernen.
Die konstant bleibende Laufzeit der Uncached Plattform, die lediglich eine ge-
ringe Menge privater Daten im Cache speichert, stützt diese Annahme. Bei der
Magic Plattform, bei der Cache-Zeilen erst durch Ersetzung auf dem Cache
entfernt werden, ist die Cache-Auslastung und folgerichtig die Steigerung der
Laufzeit mit abnehmender Cachegröße am höchsten. Der ODC2 erreicht in die-
sem Sinne eine signifikant höhere Auslastung des Cache-Speichers als die Cache
Flush Plattform. Nichtsdestotrotz sinkt der Vorsprung in der Performanz des
ODC2 gegenüber Cache Flush mit einer Verkleinerung des Cache-Speichers.
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Abbildung 5.23: Auf die Ausführung mit einem direkt abgebildeten Cache normierte
Anzahl der Cache-Misses bei Variation der Assoziativität bei Ausführung von 3DPP
mit 4 Rechenkernen.
Assoziativität
Für den Einfluss der Assoziativität eines Cache-Speichers auf die Performanz
wird ein direkt abgebildeter Cache (1-fach Assoziativ) sowie 2, 4 und 8-fache
Assoziativität betrachtet. Die in Abbildung 5.22 dargestellten Werte sind für
jede Plattform auf die Ausführung mit einem direkt abgebildeten Cache nor-
miert. Betrachtet man die Veränderungen bei der Laufzeitsimulation, so ist
zu erkennen, dass der ODC2 wie auch die Magic Plattform von einer erhöh-
ten Assoziativität profitieren. Während die Werte bei Uncached konstant blei-
ben, ist bei Cache Flush eine geringe Erhöhung der Laufzeit festzustellen. Bei
der WCET-Analyse sind diese Auswirkungen noch deutlicher zu sehen. Ei-
ne Erhöhung des Assoziativität kann sich in erster Linie positiv auf Anzahl
möglicher Ersetzungen von Cache-Zeilen auswirken. Der Wechsel von einem
direkt abgebildeten zu einem 2-fach assoziativen zeigt dies sehr deutlich. Wie
in Abbildung 5.23 zu sehen ist, treten bei einem 2-fach assoziativen Cache
deutlich weniger Cache-Misses auf. Mit zunehmender Assoziativität schlägt
jedoch auch die damit einhergehende Reduzierung der Cache-Sätze zu Buche.
Gerade bei der Magic Plattform, die den Cache-Speicher wohl am stärksten
auslastet, macht sich dies bemerkbar.
Cache-Zeilengröße
Die Größe einer Cache-Zeile wird von 4 Byte, der Wortgröße in der Architektur,
bis zu einer Größe von 32 Byte variiert. Um die Cachegröße beizubehalten wird
dabei entsprechend die Anzahl der Cache-Sätze verringert. Es ist zu erwarten,
dass sich durch die Vergrößerung der Cache-Zeile die Anzahl an Cache-Misses
reduziert. Dies sollte eine Verringerung der Ausführungszeit bewirken. Zum
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Abbildung 5.24: Auf die Ausführung mit 4 Byte Cache-Zeilengröße normierte Lauf-
zeit und WCETest bei Variation der Cache-Zeilengröße bei Ausführung von 3DPP
mit 4 Rechenkernen.
Abbildung 5.25: Auf die Ausführung 4 Byte Cache-Zeilengröße normierte Anzahl der
Cache-Misses bei Variation der Cache-Zeilengröße bei Ausführung von 3DPP mit 4
Rechenkernen.
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anderen ist beim Laden und Zurückschreiben einer Cache-Zeile eine größere
Menge an Daten betroffen, wodurch wiederum die Zugriffszeit eines Cache-
Misses erhöht wird. Wie in Abbildung 5.24 zu sehen ist, überwiegt bei allen
Plattformen der positive Effekt auf die Laufzeit. Die Resultate sind für jede
Plattform auf die Ausführung mit 4 Byte Zeilengröße normiert.
Der positive Effekt macht sich besonders bei der WCET-Abschätzung
bemerkbar. Eine Erhöhung der Cache-Miss Latenz aufgrund einer höheren
Cache-Zeilengröße fällt bei der ohnehin sehr hohen maximalen Latenz kaum
ins Gewicht. In Abbildung 5.25 ist zu sehen wie sehr die Anzahl der Cache-
Misses bei den cachebasierten Plattformen, bezogen auf die Anzahl an Cache-
Misses bei 4 Byte Zeilengröße, reduziert wird. Die relative Verringerung der
Anzahl an Cache-Misses ist bei den drei Plattformen in etwa gleich groß. Die
WCET-Abschätzung verringert sich daher besonders bei den Plattformen, die
eine hohe Zahl an Cache-Misses generieren.
5.6 Fazit
Die Ergebnisse der Evaluation zeigen, dass bei Einsatz des ODC2 Verfahrens ei-
ne signifikante Verbesserung der (maximalen) Laufzeit und WCETest, im Ver-
gleich zu den Verfahren der Uncached und Cache Flush Plattformen erreicht
wird. Die bei der simulierten Ausführung ermittelten Laufzeiten der Bench-
marks bestätigen, dass trotz wiederholter Invalidierung gemeinsamer Daten
und der temporären Write-Through Strategie, ein effizienter Zugriff auf diese
Daten mit Hilfe des ODC2 möglich ist. Betrachtet man die Magic Plattform
als Referenz, so ist die Performanzeinbuße mitunter sehr gering. Aufgrund der
zeitlichen Vorhersehbarkeit der Zugriffe beim ODC2 gilt diese Schlussfolgerung
auch für die Ermittlung der maximalen Laufzeit. Die Berechnung einer oberen
Laufzeitschranke profitiert von der Handhabung der gemeinsamen Daten im
ODC2.
Eine detaillierte Auswertung der Simulation macht deutlich, dass der Over-
head an zusätzlicher Laufzeit, der durch die Kohärenzoperationen entsteht,
beim ODC2 deutlich geringer ausfällt als mit einer reinen Software-Kohärenz
bei der Cache Flush Plattform. Trotz wiederholter Invalidierung und damit
erhöhter Anzahl an Cache-Misses bleibt die Zahl der Zugriffe auf den gemein-
samen Speicher deutlich hinter der zurück, die bei Zugriff unter Umgehung
des Caches resultiert. Diese Zahl ist bei der Cache Flush Plattform zumeist
am höchsten, da deutlich mehr Invalidierungen stattfinden als beim ODC2.
Unumgänglich für die Cache Flush Plattform ist außerdem die kontinuierliche
Anwendung der Write-Through Schreibstrategie. Dies hat sich als Flaschenhals
für die Performanz erwiesen. Eine Zunahme der Zugriffe auf den gemeinsamen
Speicher hat insbesondere bei der WCET-Analyse einen großen Einfluss auf die
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Laufzeit. In dieser Hinsicht bietet das ODC2 Verfahren gute Voraussetzungen
für die Ermittlung einer präzisen Laufzeitschranke.
Aufgrund der deutlichen Performanzsteigerung beim Einsatz des ODC2 im
Vergleich zu den Alternativen in aktuellen Systemen erscheint die Folgerung
plausibel, dass sich der zusätzliche Aufwand für die Erweiterung der Cache-




In den Architekturen heutiger und zukünftiger Echtzeitsysteme spielen
Mehrkern-Prozessoren eine zentrale Rolle. Die parallele Ausführung von meh-
reren Applikationen auf einem Prozessor sowie die Ausführung parallelisierter
Applikationen auf mehreren Rechenkernen zugleich, soll die steigenden Anfor-
derungen an Performanz erfüllen. Der konkurrierende Zugriff auf gemeinsame
Ressourcen hat sich als Flaschenhals für die Performanz herausgestellt. Dies
gilt insbesondere für die Ermittlung einer maximalen Laufzeitschranke. Der
mögliche Wettstreit um Ressourcen, wie gemeinsamer Speicher und Kommu-
nikationsmedium, treibt die Überabschätzung der WCET in die Höhe. Hinzu
kommt, dass gängige, auf hohe Ausführungseffizienz ausgerichtete Architek-
turoptimierungen, die zeitliche Vorhersagbarkeit des Systems negativ beein-
trächtigen. In der aktuellen Forschung wird daher intensiv an geeigneten Ar-
chitekturen und verbesserten Methoden für die Laufzeitanalyse gearbeitet.
Cache-Speicher stellen eine besonders kritische Komponente in Hinsicht
auf zeitliche Vorhersagbarkeit dar. Als optimale Lösung für die Vermeidung
hoher Zugriffslatenzen auf einen Off-Chip Speicher sind sie in heutigen Ar-
chitekturen kaum noch wegzudenken. Doch für einen fehlerfreien Einsatz
in Mehrkern-Prozessoren wird die Verwendung eines Verfahrens zur Erhal-
tung der Cache-Kohärenz vorausgesetzt. Jedoch hat sich gezeigt, dass gängige
Cache-Kohärenzverfahren einen äußerst negativen Einfluss auf die WCET-
Abschätzung einer statischen Laufzeitanalyse haben. Infolgedessen werden
Cache-Speicher in harten Echtzeitsystemen kaum oder gar nicht eingesetzt.
Scratchpad-Speicher haben vielerorts die Rolle von Cache-Speichern übernom-
men. Sie entsprechen den Anforderungen an zeitlicher Vorhersagbarkeit. Im
Gegensatz zu Cache-Speichern, muss die Verwaltung der Daten innerhalb ei-
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nes Scratchpads vom Benutzer selbst getätigt werden. Außerdem kann ein
gemeinsames Datum zu einer Zeit in nur einem privaten Scratchpad gespei-
chert werden. Ein schneller Zugriff auf ein gemeinsames Datum ist also nicht
für alle Rechenkerne möglich.
Auf die Vorteile, die Cache-Speicher zu einen unverzichtbaren Be-
standteil einer Speicherhierarchie machen, sollte auch in einem echtzeit-
fähigen Mehrkern-Prozessor nicht verzichtet werden müssen. Echtzeitfähige
Cache-Kohärenz kann dazu beitragen, dass Cache-Speicher zusammen mit
Scratchpad-Speichern eine Architektur bilden, die den Anforderungen an Per-
formanz gerecht wird.
In dieser Arbeit werden Cache-Kohärenzprotokolle, wie sie in aktuellen
Mehrkern-Architekturen zu finden sind, auf ihre Auswirkungen auf die zeitliche
Vorhersagbarkeit hin untersucht. Es werden Kohärenzoperationen betrachtet,
die repräsentativ für verschiedenen Klassen von Kohärenzprotokollen stehen.
Für diese Operationen wird dargelegt, welchen Einfluss sie auf die Cacheana-
lyse und die Latenz von Cache-Zugriffen haben. Anhand dieser Bewertungen
ist es möglich, die Cache-Kohärenzverfahren in aktuellen, wie auch zukünfti-
gen Architekturen auf ihre Echtzeitfähigkeit hin zu bewerten. Diese Arbeit er-
möglicht Rückschlüsse darauf, wie ein Hardware-Kohärenzprotokoll konzipiert
werden muss, um eine möglichst gute zeitliche Vorhersagbarkeit zu erzielen.
Das in dieser Arbeit vorgestellte ODC2 Kohärenzverfahren stellt eine prak-
tikable Lösung für echtzeitfähige Cache-Kohärenz dar. Es greift auf Methoden
der Hardware- und Software-Kohärenz zurück, wobei nur solche Techniken be-
rücksichtigt werden, die von einer statischen Laufzeitanalyse analysiert werden
können. Diese Techniken sind Teil eines Gesamtkonzepts, das eine möglichst
effiziente Nutzung des Cache-Speichers ermöglicht und dabei die zeitliche Vor-
hersagbarkeit aufrecht erhält.
Der ODC2 setzt eine Erweiterung der Cache-Hardware voraus, die auf be-
reits in Cache-Speicher vorhandenen Funktionen aufbaut und keinen übermä-
ßigen Overhead an Chipfläche beansprucht. Hingegen wird für die Anwendung
des ODC2 eine Anpassung der auszuführenden Applikation vorausgesetzt. Ei-
ne korrekte Anpassung einer Applikation setzt detailliertes Wissen über den
Programm- und Datenfluss voraus und kann manuell, prinzipiell aber auch
automatisiert, durchgeführt werden. Ein Hauptmerkmal des ODC2-Verfahrens
ist, dass Cache-Kohärenz nur bei Bedarf sichergestellt wird. Die Kohärenz-
operationen des ODC2 werden explizit über die Kontrollanweisungen akti-
viert. Es ist in einem System mit On-Demand Coherent Cache also problemlos
möglich, Legacy-Software unverändert auszuführen, sofern diese auf Software-
Kohärenztechniken zurückgreift, die vom Cache unterstützt werden.
In einer Evaluation wird der ODC2 mit zwei gängigen, zeitlich vorhersag-
baren Verfahren zur Erhaltung kohärenter Zugriffe verglichen: dem Zugriff auf
gemeinsame Daten unter Umgehung des Caches sowie die Ausführung von An-
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weisungen zur Invalidierung des Cache-Speichers. Beide Vergleichsverfahren
ermöglichen eine zeitliche Vorhersagbarkeit der Zugriffe, verursachen jedoch
eine signifikant höhere Abschätzung der WCET im Vergleich zu ODC2. Das
Kohärenzverfahren des ODC2 erzeugt eine deutlich geringere Anzahl an Zu-
griffen auf den gemeinsamen Speicher, die aufgrund ihrer hohen maximalen
Latenzen in Mehrkern-Prozessoren maßgeblich für die Überabschätzung der
WCET verantwortlich sind.
6.1 Ausblick
Das ODC2-Verfahren bietet mögliche Ansätze zur Erweiterung und Modifika-
tion, die lohnenswert für zukünftige Untersuchungen sind:
Weitere Ebenen des Shared-Mode
Es ist denkbar, mehrere Ebenen des Shared-Mode verfügbar zu machen. Ana-
log zu verschachtelten Schleifen, kann der Cache mehrfach einen Shared-Mode
betreten und dabei kennzeichnen in welcher Ebene des Shared-Mode er sich
aktuell befindet. Cache-Zeilen werden dann nicht nur als geteilt markiert, son-
dern auch in welcher Ebene des Shared-Mode sie markiert wurden. Verlässt
der Cache den Shared-Mode der aktuellen Ebene, so werden nur die Cache-
Zeilen invalidiert, die in der entsprechenden Ebene markiert wurden. Mehrere
Ebenen des Shared-Mode wären eine Möglichkeit, den theoretisch denkbaren
Fall zu unterstützen, dass ein Rechenkern ineinander verschachtelte kritische
Abschnitte betritt. Andererseits wäre es denkbar, dass der Cache durch Anwen-
dung mehrerer Ebenen des Shared-Mode effizienter genutzt werden kann. Bei
sehr umfangreichen Codeabschnitten, könnte durch zwischenzeitliche Invalidie-
rung eines Teils der gemeinsamen Daten, der positive Effekt der Invalidierung
ausgenutzt werden, wie er in Kapitel 4.1.4 beschrieben ist.
Für diese Erweiterung wäre es notwendig die Anzahl an Shared-Bits in-
nerhalb der Kontrollinformationen jedes Cache-Blocks auf die Zahl der ge-
wünschten Ebenen zu erhöhen. Dieser erhöhte Speicherbedarf des Verfahrens
muss durch eine verbesserte Laufzeit gerechtfertigt werden. Es müsste unter-
sucht werden, welche Programmkonstrukte sich für diese Erweiterung eignen
und anschließend evaluieren, ob tatsächlich eine positive Auswirkung auf die
Laufzeit festzustellen ist.
Behandlung von False Sharing
In Kapitel 4.1.3 wird erläutert, wie durch Anwendung der Write-Through
Schreibstrategie verhindert wird, das False Sharing zu inkohärentem Verhalten
führt. Eine denkbare Alternative wäre es, die Datenwörter einer Cache-Zeile
separat mit einem Dirty-Bit zu markieren und in der Restore-Procedure nur
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die markierten Datenwörter der Cache-Zeile zurückzuschreiben. Dies ist jedoch
mit einem Overhead an zusätzlichem Speicher und zusätzlicher Logik für die
Cache-Hardware verbunden. Das ODC2-Verfahren wäre dabei nicht mehr so
flexibel in beliebige Cache-Speicher integrierbar. Nichtsdestotrotz könnte es
sinnvoll sein, diese Technik zu evaluieren.
Automatisierte Anpassung der Software
In Kapitel 4.2 wurde bereits angemerkt, dass eine Platzierung der Anweisungen
zum Betreten und Verlassen des Shared-Mode auch automatisiert stattfinden
kann. Ein möglicher Ansatz für weitere Forschung wäre es, zu ergründen, wie
solch eine Platzierung, basierend auf einer compilergestützten Analyse des Pro-
grammcodes, durchzuführen ist. Auch für die korrekte Abbildung privater und
gemeinsamer Daten, gemäß den Anforderungen des ODC2, kann ein Compiler
eingesetzt werden. Eine automatisierte Anpassung von Applikationen würde
einen großen Gewinn für das ODC2-Verfahren darstellen. Integriert in eine
Entwicklungsumgebung wäre der Einsatz des ODC2 ebenso transparent für
den Benutzer, wie es Hardware-Kohärenzverfahren bereits sind.
Abkürzungsverzeichnis
BCET Best-Case Execution Time
DRAM Dynamic Random Access Memory
FIFO First In First Out
HRT Hard Real-Time
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NUCA Non-Uniform Cache Architecture
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SRAM Static Random Access Memory
WCET Worst-Case Execution Time
WCETest Estimated Worst-Case Execution Time
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Kapitel 7
Anhang
Dieser Anhang enthält sämtliche Abbildungen, die für die Evaluation in dieser
Arbeit angefertigt wurden und ermöglicht einen kompakten Überblick über die
Evaluationsergebnisse. Abbildungen, die für die Veranschaulichung der Resul-
tate erforderlich sind, werden zusätzlich in Kapitel 5 dargestellt und kommen-
tiert. Der Vollständigkeit halber und um die Auswertung der Evaluation lesbar
und übersichtlich zu gestalten, wird auf eine Darstellung der übrigen Abbil-




Abbildung 7.1: Auf sequentielle Ausführung normierte Laufzeit bei paralleler Aus-
führung mit 2 Rechenkernen.
Abbildung 7.2: Auf sequentielle Ausführung normierte Laufzeit bei paralleler Aus-
führung mit 4 Rechenkernen.
Abbildung 7.3: Auf sequentielle Ausführung normierte Laufzeit bei paralleler Aus-
führung mit 8 Rechenkernen.
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Anhang 2: WCET-Abschätzung
Abbildung 7.4: Auf sequentielle Ausführung normierte WCETest bei paralleler Aus-
führung mit 2 Rechenkernen.
Abbildung 7.5: Auf sequentielle Ausführung normierte WCETest bei paralleler Aus-
führung mit 4 Rechenkernen.
Abbildung 7.6: Auf sequentielle Ausführung normierte WCETest bei paralleler Aus-
führung mit 8 Rechenkernen.
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Anhang 3: Skalierung der Laufzeit und WCET
Abbildung 7.7: Auf bestmögliche Skalierung normierte Laufzeit und WCETest bei
Ausführung von Matrix.
Abbildung 7.8: Auf bestmögliche Skalierung normierte Laufzeit und WCETest bei
Ausführung von FFT.
Abbildung 7.9: Auf bestmögliche Skalierung normierte Laufzeit und WCETest bei
Ausführung von Dijkstra.
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Abbildung 7.10: Auf bestmögliche Skalierung normierte Laufzeit und WCETest bei
Ausführung von Smoothing.
Abbildung 7.11: Auf bestmögliche Skalierung normierte Laufzeit und WCETest bei
Ausführung von Edges.
Abbildung 7.12: Auf bestmögliche Skalierung normierte Laufzeit und WCETest bei
Ausführung von 3DPP.
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Anhang 4: Histogramm der Invalidierung
Abbildung 7.13: Histogramm des Ausmaßes der Invalidierung während der Restore-
Procedure im ODC2 bei Ausführung mit 2 Rechenkernen.
Abbildung 7.14: Histogramm des Ausmaßes der Invalidierung an Synchronisations-
punkten mit Cache Flush bei Ausführung mit 2 Rechenkernen.
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Abbildung 7.15: Histogramm des Ausmaßes der Invalidierung während der Restore-
Procedure im ODC2 bei Ausführung mit 4 Rechenkernen.
Abbildung 7.16: Histogramm des Ausmaßes der Invalidierung an Synchronisations-
punkten mit Cache Flush bei Ausführung mit 4 Rechenkernen.
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Abbildung 7.17: Histogramm des Ausmaßes der Invalidierung während der Restore-
Procedure im ODC2 bei Ausführung mit 8 Rechenkernen.
Abbildung 7.18: Histogramm des Ausmaßes der Invalidierung an Synchronisations-
punkten mit Cache Flush bei Ausführung mit 8 Rechenkernen.
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Anhang 5: Zugriffstypen
Abbildung 7.19: Differenzierung der Speicherzugriffe nach Zugriffstypen bei Ausfüh-
rung von Matrix mit 2 Rechenkernen.
Abbildung 7.20: Differenzierung der Speicherzugriffe nach Zugriffstypen bei Ausfüh-
rung von Matrix mit 4 Rechenkernen.
Abbildung 7.21: Differenzierung der Speicherzugriffe nach Zugriffstypen bei Ausfüh-
rung von Matrix mit 8 Rechenkernen.
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Abbildung 7.22: Differenzierung der Speicherzugriffe nach Zugriffstypen bei Ausfüh-
rung von FFT mit 2 Rechenkernen.
Abbildung 7.23: Differenzierung der Speicherzugriffe nach Zugriffstypen bei Ausfüh-
rung von FFT mit 4 Rechenkernen.
Abbildung 7.24: Differenzierung der Speicherzugriffe nach Zugriffstypen bei Ausfüh-
rung von FFT mit 8 Rechenkernen.
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Abbildung 7.25: Differenzierung der Speicherzugriffe nach Zugriffstypen bei Ausfüh-
rung von Dijkstra mit 2 Rechenkernen.
Abbildung 7.26: Differenzierung der Speicherzugriffe nach Zugriffstypen bei Ausfüh-
rung von Dijkstra mit 4 Rechenkernen.
Abbildung 7.27: Differenzierung der Speicherzugriffe nach Zugriffstypen bei Ausfüh-
rung von Dijkstra mit 8 Rechenkernen.
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Abbildung 7.28: Differenzierung der Speicherzugriffe nach Zugriffstypen bei Ausfüh-
rung von Smoothing mit 2 Rechenkernen.
Abbildung 7.29: Differenzierung der Speicherzugriffe nach Zugriffstypen bei Ausfüh-
rung von Smoothing mit 4 Rechenkernen.
Abbildung 7.30: Differenzierung der Speicherzugriffe nach Zugriffstypen bei Ausfüh-
rung von Smoothing mit 8 Rechenkernen.
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Abbildung 7.31: Differenzierung der Speicherzugriffe nach Zugriffstypen bei Ausfüh-
rung von Edges mit 2 Rechenkernen.
Abbildung 7.32: Differenzierung der Speicherzugriffe nach Zugriffstypen bei Ausfüh-
rung von Edges mit 4 Rechenkernen.
Abbildung 7.33: Differenzierung der Speicherzugriffe nach Zugriffstypen bei Ausfüh-
rung von Edges mit 8 Rechenkernen.
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Abbildung 7.34: Differenzierung der Speicherzugriffe nach Zugriffstypen bei Ausfüh-
rung von 3DPP mit 2 Rechenkernen.
Abbildung 7.35: Differenzierung der Speicherzugriffe nach Zugriffstypen bei Ausfüh-
rung von 3DPP mit 4 Rechenkernen.
Abbildung 7.36: Differenzierung der Speicherzugriffe nach Zugriffstypen bei Ausfüh-
rung von 3DPP mit 8 Rechenkernen.
