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Abstract
The segregation of plasmids in a bacterial population is investigated. Hereby, a dy-
namical model is formulated in terms of a size-structured population using a hyper-
bolic partial differential equation incorporating non-local terms (the fragmentation
equation). For a large class of parameter functions this PDE can be re-written as
an infinite system of ordinary differential equations for the moments of its solution.
We investigate the influence of different plasmid production modes, kinetic param-
eters, and plasmid segregation modes on the equilibrium plasmid distribution. In
particular, at small plasmid numbers the distribution is strongly influenced by the
production mode, while the kinetic parameters (cell growth rate resp. basic plas-
mid reproduction rate) influence the distribution mainly at large plasmid numbers.
The plasmid transmission characteristics only gradually influence the distribution,
but may become of importance for biologically relevant cases. We compare the
theoretical findings with experimental results.
Keywords: Plasmid dynamics, size structured model, hyperbolic PDE,
fragmentation equation, Hausdorff moment problem.
1. Introduction
Plasmids are self-replicating, extra-chromosomal DNA molecules most com-
monly found in bacteria. Genes coded on naturally occurring plasmids typically
support the survival under various environmental conditions such as antibiotic re-
sistance, specific degradation pathways, virulence, amongst others. In genetics and
biotechnology plasmids serve as important tool to express particular genes e.g. for
the recombinant production of proteins [30]. In low-copy plasmids the copy number
ranges from 1-2 copies per cell. During cell division those plasmids are actively seg-
regated like chromosomes via a so called partitioning system. The copy number of
high-copy plasmids can be up to several hundred molecules per cell. Although it is
questioned, the general assumption is, that high-copy plasmids without partitioning
system segregate stochastically by random diffusion [19].
The dynamics of the plasmid distribution in a bacterial population is of inter-
est, e.g., in order to understand the spread of new properties, but also in order
to optimize processes in biotechnological engineering. In particular, recent experi-
mental findings show an accumulation of high copy plasmids in some cells [22]. To
understand the background of this accumulation is of large interest, as for biotech-
nological production techniques, neither cells with only few plasmids nor cells with
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too many plasmids are desired: cells with only few plasmids do not produce effi-
ciently as they are insufficiently triggered to do so, and cells with too many plasmids
will not produce well as the metabolic costs for plasmid reproduction are too high.
Modeling plasmid distributions has a rather long tradition. Most approaches are
based on simulation models of a population structured by the number of plasmids
per cell [1, 16, 10, 23]. Only few articles go to a continuum limit, and consider
a hyperbolic partial differential equation [9]. All these models indicate that an
unimodal distribution should be expected, resembling a gamma distribution. These
papers do not address plasmid accumulation, but rather the condition of plasmid
loss.
Experimental findings show that high copy plasmids are in general not equally
distributed among the daughter cells, but often one of the daughters receives system-
atically a higher fraction of plasmids than the other daughter [22]. The implication
of the characteristics of such an unequal transition from mother to daughter is un-
clear and under discussion [14]. Summers and Sheratt conjecture that this unequal
transition also influences the plasmid distribution in a crucial way [27]. One hy-
pothesis states that this characteristics is a key mechanism that leads to aggregation
of many plasmids in some cells.
In order to address this hypothesis, we propose a simple model that focuses
on the basic mechanisms. We do not consider horizontal transmission of plasmids
(neither directly from cell to cell by competent cells, nor by de novo infection due
to environmental plasmids), but only vertical spread from mothers to daughters.
We also do not assume that the plasmid load affects the population dynamics of
bacteria. We focus in particular on the interplay between plasmid and bacterial re-
production, taking into account the characteristics of plasmid segregation. We treat
plasmids as an infectious disease that is exclusively spread by vertical transmission,
that is, the infectivity is taken to zero. In contrast to epidemic models (and plas-
mids can be considered as infectious agents), in our model plasmid spread and cell
reproduction are strongly intertwined, which leads to difficulties in separating in-
formation about population and plasmid dynamics. We obtain a hyperbolic partial
differential equation, the so-called fragmentation equation, with a structure close
cell size models [5, 12, 31, 32], see also the book of Perthame [24] and quotations
therein. A lot of work is done for cell size models, in particular the asymptotic be-
haviour is well known. We give some overview about the most important existence
results in section 3. In the present paper, the primarily aim is not to extend results
about existence and asymptotic stability of an equilibrium distribution, but aim at
a characterization of its asymptotic shape.
In order to disentangle plasmid and cell population dynamics, we focus on moments.
The zero’th moment corresponds to the population size, the first moment to the
amount of plasmids within the population etc. We find an infinite systems of ordi-
nary differential equations for these moments.
At this point, we introduce two fundamentally different production mechanisms for
plasmid production: In the plasmid-controlled mode (also called mass-controlled
mode [16]) each plasmid reproduces itself, such that the reproduction rate is in
lowest order proportional to the plasmid number. In the cell controlled mode, ba-
sically the cell determines the plasmid production rate, such that the rate is to
a large extend independent on the number of plasmids present. For the plasmid
controlled mode, we obtain a fundamental threshold theorem: the population loses
plasmids if cell reproduction is faster than plasmid reproduction. Threshold the-
orems of this type are well known from the theory of communicable diseases. In
the cell controlled mode, plasmids are of course never lost. Next we concentrate
on the equilibrium distribution of plasmids in the population. In particular we aim
to identify reasons that lead to aggregation of plasmids in cells. It turns out that
aggregation of plasmids is first of all influenced by the ratio between basic plasmid
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reproduction rate and cell reproduction rate. If this factor is less than two, we find
that the distribution tends to zero at the carrying capacity of plasmids. If this
factor exceeds two, a singularity builds up at the carrying capacity: the distribu-
tion tends to infinity, indicating aggregation of many plasmids in some cells. The
characteristics of plasmid segregation does influence this shape, but is only of minor
importance.
The paper is structured as follows: in section 2 we introduce the discrete model
and the continuum limes that yields the hyperbolic partial differential equation and
discuss in section 3 some relevant literature and state some simple properties of the
equation. In section 4 we reformulate the PDE in terms of moments, and analyze the
shape of plasmid distribution in several scenarios for the plasmid reproduction. We
deepen this discussion of the influence of parameters on the plasmid distribution
in section 5, basically by means of numerical simulations. Section 6 compares
theoretical and experimental results, and in the last section 7 we discuss our findings.
2. Model
2.1. Discrete Model
We start with a model discrete in state, similarly to [1]. The population size
of bacteria containing i plasmids at time t is denoted by xi(t) (see also table 1 for
the meaning of the parameters). The processes that mainly affect the dynamics
of xi are cell division (and cell death) that decrease the number of plasmids per
cell, and plasmid reproduction that increases the plasmid number per cell. Cell-
and plasmid reproduction counteract and their interplay determines the plasmid
distribution (see figure 1). The reproduction rate of plasmids within a cell already
containing i plasmids is b˜(i). Later, we will specify b˜(i) such that different scenarios
can be analyzed.
cell
reproduction
many plasmids few plasmids 
plasmid reproduction
Figure 1: Mechanisms implemented in the model: plasmids reproduce within cells, cells divide,
and during cell division plasmids are transferred from mother to daughters.
Cells die at rate µ, and reproduce at rate β. We assume that neither the death-
nor the division rate is affected by the number of plasmids contained by a cell. At
this point, it would be simple (and more realistic) to include a plasmid-dependence
of these rates. However, as we restrict ourselves exclusively to constant rates in the
present work, we stay with this basic case.
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Next the transmission of plasmids from mother to daughter is modeled. Very often,
bacteria are shaped like small cylinders. One side of the cylinder (bottom or top) is
tagged - this is the pole of the cell. One of the daughter cells inherits the old pole
of the mother cell. In this way, the two daughter cells can be distinguished. If the
mother contained i plasmids, we denote by p(j; i) the probability that the daughter
inheriting the mother’s pole obtains j plasmids (consequently, the other daughter
receives i − j plasmids). The average number of daughters containing j plasmids
in case that the mother contains i plasmids is given by p(j; i) + p(i− j; i). We will
identify different transmission characteristics and investigate their effect. Since we
do not distinguish between the daughter cell incorporating the mothers pole and
that incorporating a new pole, even an unequal segregation leads to a symmetric
shape of p(j; i) + p(i − j; i). Unequal segregation is likely to produce a bimodal
shape, while equal segregation will in most biologically relevant cases result in an
unimodal shape.
Cells divide at rate β, and in this, leave their population class xi. This process
yields a term −βxi in the model. The daughter cells are distributed to population
classes with less or equal many plasmids. Equivalently, all daughters that receive i
plasmids enter xi. Their mothers necessarily contained i or more plasmids. These
model assumptions lead to a description of the cell division (and only cell division)
by the equation
x′i = −βxi + β
∞∑
i′=i
[p(i; i′) + p(i′ − i; i′)]xi′ .
We formally extend the sum to infinity, though in biologically relevant situations
we expect a maximal number of plasmids a cell will contain, such that eventually
xi = 0. Note that
i′∑
i=0
[p(i; i′) + p(i′ − i; i′)] = 2 (1)
and
i′∑
i=0
i [p(i; i′) + p(i′ − i; i′)] =
i′∑
i=0
i p(i; i′)−
i′∑
i=0
(i′ − i)p(i′ − i; i′) +
i′∑
i=0
i′ p(i; i′) = i′.
These two equations indicate that the number of cells is doubled and the number
of plasmids is conserved in cell divisions.
All in all, we obtain for xi the system of ordinary differential equations
x′i = −(β + µ)xi + b˜(i− 1)xi−1 − b˜(i)xi (2)
+β
∞∑
i′=i
[p(i; i′) + p(i′ − i; i′)]xi′
where we formally take x−1(t) ≡ 0. As the experiments we will consider below are
performed for high copy plasmids (that is, xi 6= 0 for i large), we proceed towards
the continuum limit. Since also the cell population is large, stochastic effects can
be assumed to be negligible.
2.2. Continuum limit
In order to proceed to the continuum limit, we assume at the time being that
there is a smooth function u(z, t) such that for h small
xi(t) ≈
∫ i h+h/2
i h−h/2
u(z, t) dz ≈ u(i h, t)h,
4
discrete model continuous model
Amount of plasmids i z
Population size at time t xi(t) u(z, t)
Cell division rate β β
Cell death rate µ µ
Plasmid reproduction rate b˜(i) b(z)
Plasmid transmission kernel p(i; i′) + p(i′ − i; i′) k(x, y)
Table 1: Parameters for the discrete and the continuous model.
and that b˜(i) ≈ b(h i)/h, p(i; i′) + p(i′− i; i′) ≈ h k(i h, i′ h). Eqn. (1) indicates that∫ y
0
k(x, y) dx = 2 (3)
and its definition implies a certain symmetry,
k(y − x, y) = k(x, y).
In the limit h→ 0, we obtain
∂tu(z, t) + ∂z(b(z)u(z, t)) = −(β + µ)u(z, t) + β
∫ ∞
z
k(z, z′)u(z′, t) dz′ (4)
with u(z, t) ∈ L1 for t given. The plasmid reproduction rate b(z) is the flux of
this hyperbolic partial differential equation. We superimpose zero flux boundary
conditions at z = 0,
b(0)u(0, t) = 0. (5)
If b(0) = 0, this condition is trivial, but we also intend to consider the rather
extreme case that b(z) ≡ b0 is constant. If b(z) posses a strictly positive limit for
z → 0+, this boundary condition is required. We obtain the fragmentation equation
as stated e.g. in the book of Perthame [24].
Remark 2.1 The structure of the model is unexpectedly different from most epi-
demic models, where the dynamics of the endemics is formulated as the fate of one
subpopulation, the class of infected individuals. Here, instead, the dynamics (and
the parameters) of the infection are hidden in the flux of the size structure. Epi-
demic models close to the present approach address e.g. explicitly the parasite load
per individual [13]. Nevertheless, there is still a fundamental difference in spreading
parasites and plasmids: An individual can transmit parasites horizontally to other
individuals, while in our restricted model plasmids can be only passed from mother
to daughter (vertical transmission). Standard epidemic models incorporate some
aspect of irreducibility missing in the present context. In that aspect, a model that
allows for plasmid release and uptake may be even more simple to handle than the
present one.
One central issue below will be to separate and compare information about the pop-
ulation dynamics of bacteria and population dynamics of plasmids.
3. Existence results, simple properties
Fragmentation-aggregation processes did attract attention, particularly in recent
years. We briefly indicate known results, particularly existence results; the main
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focus of the present paper is not existence results but properties of the long term
behavior.
The fragmentation-aggregation equation we obtained has a structure close to
cell size models [5, 12, 31, 32], see also the book of Perthame [24] and quotations
therein. A lot of work is done for cell size models, in particular the asymptotic
behavior is well known. In cell size models, a singularity appears if cells reach a
critical size, as the rate at which cells divide tends to infinity at this size. This is a
singularity in the reaction term of the equation. In the present case, the singularity
appears in the plasmid dynamics within cells. That is, the flow of the hyperbolic
equation becomes singular (i.e., the flow becomes zero). As stated in [7], often there
is no biological justification to assume a non-singular flow in the transport equation,
but only few articles address this problem, see e.g. [18, 6, 7, 20, 4].
As the model is linear, we expect in non-pathological cases that the solution ap-
proximates in the long run an exponentially growing solution. It is central to study
the eigenvalue problem
∂z(b(z)U(z)) = −(β + µ+ λ)U(z) + β
∫ ∞
z
k(z, z′)U(z′) dz′
b(0)U(0) = 0, λ ∈ R, U ≥ 0, U(z) 6≡ 0.
Often, in addition it is assumed that U is at least continuous; this condition rules out
solutions that have a point mass at zero, and therefore it is often possible to obtain
uniqueness results (even if b(0) = 0). Convergence of the initial value problem to-
wards eλt cU(z) for c ∈ R suited are available in the case that k(x, y) = 2 δ(x−y/2),
b = 1, µ = 0, and β is continuous [25], and can often be concluded by the “general
relative entropy method” (see [24] for more general k).
Particularly, existence and convergence results are known in case that b(z) is con-
stant [24], b(z) = zα [18, 3], or b(z) has compact support (under the assumption
that β(0) = 0) [6]. In [7], more general parameter functions b(z) are allowed, but
e.g. β(z)/b(z) needs to be integrable at z = 0. To our knowledge, the existence of
the solution U(z) in case of logistic growth b(z) = b0z(1 − z/z0) and β constant
is not exactly handled. As mentioned before, we also do not address the existence
problem, but give an illustrative example for special parameters, where U(z) can
be explicitly determined.
In view of the biological question we aim to answer, we focus on properties of
U(z). Before we start with this investigation, we note some obvious properties of
the model. As usual, we denote by R+ = {x ≥ 0}, ‖ϕ‖C1(R+) = supx∈R+(|ϕ(x)| +
|ϕ′(x)|), and L1(R+) is the space of Lebesgue-integrable functions on R+. The first
lemma indicates that an initial value with a compact support will always have a
compact support.
Lemma 3.1 (a) Assume b(z) = b0z(1− z/z0) or b(z) = b0(1− z/z0), z0 > 0. Let
u0(z) ∈ L1(R+), supp(u0) ⊂ [0, z0 − ε]. Then, for all t ∈ R0 there is a smooth,
monotonously decreasing function ε(t) > 0 such that supp(u(z, t)) ⊂ [0, z0 − ε(t)].
(b) Assume b(z) > 0 for z > 0, and ‖b(z)‖C1(R+) < ∞. Let u0(z) ∈ L1, where
supp(u0) is a compact interval. Then, for all t ∈ R0 supp(u0) stays compact.
Proof: ad a. First of all, if b(z0) = 0 for some z0 > 0 (first zero), then the position
of the characteristic lines of the partial differential equation at hand indicates that
supp(u(z, t))) ⊂ [0, z0] for any initial condition with support in [0, z0]. Since we
assume that b(z) is differentiable, we even know that the support of any solution
bounded away from z0 may get arbitrary close but stays away from z0 (in finite
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time).
ad b. Since ‖b(z)‖C1(R) < ∞, the solution of the characteristic equations cannot
blow up in finite time, and the support of u(z, t) stays finite. 2
The simplicity of the population growth yields the following result.
Problem 3.2 Let the assumption of lemma 3.2 be given. Then,∫ ∞
0
u(z, t) dz = e(β−µ)t
∫ ∞
0
u(z, 0) dz.
Proof: Integrating equation (4) from zero to infinity is equivalent with integrating
over a finite interval, since the support of u(z, t) for t finite, given, is contained in
a (growing, but for all times compact) interval. We find
d
dt
∫ ∞
0
u(z, t) dz = −b(z)u(z, t)∣∣∞
z=0
− (β + µ)
∫ ∞
0
u(z, t) dz
+β
∫ ∞
0
∫ ∞
z
k(z, z′)u(z′) dz′ dz
With b(z)u(z, t)
∣∣∞
z=0
= 0− b(0)u(0, t) = 0 and∫ ∞
0
∫ ∞
z
k(z, z′)u(z′) dz′ dz =
∫ ∞
0
∫ z′
0
k(z, z′)u(z′) dz dz′ = 2
∫ ∞
0
u(z, t) dz
we obtain
d
dt
∫ ∞
0
u(z, t) dz = (β − µ)
∫ ∞
0
u(z, t) dz
and the result follows. 2
Note that in general it is non-trivial to determine the exponential growth rate λ
(see e.g. [24]). The simplicity of our model assumptions yield the following propo-
sition.
Corollary 3.3 Any solution of the form u(z, t) = U(z) eλt with U ∈ L1(0, z0)
necessarily has exponent λ = β − µ.
4. Shape of the equilibrium plasmid distribution
We aim at the answer of two questions. (a) Are plasmids able to spread in the
population, or does the average number of plasmids per cell tends to zero? (b) If
plasmids stay abundant, how does the stationary distribution of plasmids look like?
Respectively, can we identify factors that lead to an accumulation of plasmids in
some cells?
We will disentangle the dynamics of plasmids and cell population up to a cer-
tain degree in addressing not directly the solution u(z, t) respectively the func-
tion U(z), but in focusing on the moments Mi(t) =
∫∞
0
zi u(z, t) dz respectively
Pi =
∫∞
0
zi U(z) dz. M0(t) indicates the total population size (regardless how many
plasmids are present), M1(t) states the amount of plasmids contained by the total
population (summarized over all cells), and M2(t) gives a hint about the variation
of the plasmid distribution etc. In this way, the different aspects (population dy-
namics of bacteria resp. plasmids) can be – up to a certain degree – considered
separately.
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In order to reduce the partial differential equation for u(z, t) to an infinite set of
ordinary differential equations for Mi(t), we first investigate moments of the kernel
k(x, y) (see also [24, Section 4.2] or [20, Section 1.2] for the next results).
Lemma 4.1 Assume k(x, y) = k(y − x, y), and ∫ y
0
k(x, y) dx = 2 for y > 0. Then,∫ y
0
x k(x, y) dx = y.
Proof: We find∫ y
0
x k(x, y) dx =
∫ y
0
(y−x) k(y−x, y) dx =
∫ y
0
(y−x) k(x, y) dx = 2y−
∫ y
0
x k(x, y) dx.
Thus,
∫ y
0
x k(x, y) dx = y. 2
Definition 4.2 Let k(x, y) ≥ 0, ∫ y
0
|k(x, y)| dx < ∞ for y > 0. If the moments of
k(x, y) satisfy ∫ y
0
xik(x, y) dx = yiαi (6)
with αi =
∫ 1
0
ξik(ξ, 1) dξ, α0 = 2, α1 = 1, αi > αi−1, and
∑∞
i=1 αi/i < ∞ for
i→∞, we call the kernel scalable.
Note that it is straightforward to formulate this definition not only for integrable
kernels but also for kernels consisting of distributions (e.g. δ-peaks). The condition∑∞
i=1 αi/i < ∞ forces αi to converge sufficiently fast to zero; we will use this fact
later in the paper. The next lemma explains why we call kernels characterized by
definition 4.2 “scalable”. In particular, we find that the condition
∑∞
i=1 αi/i < ∞
corresponds to a certain integrability condition for k(x, y).
Lemma 4.3 Let k(x, y) > 0, and
∫ y
0
ln(1/(1− x)) k(x, y) dx < ∞ for y ∈ [0, 1]. If∫ y
0
k(x, y) dx = 2, k(x, y) = k(y − x, y), and
k(x, y) = k(x/y, 1)/y,
the kernel k(x, y) is scalable.
Proof: Assume that
∫ y
0
k(x, y) dx = 1, k(x, y) = k(y − x, y), and k(x, y) =
k(x/y, 1)/y. Then,∫ y
0
xik(x, y) dx =
∫ y
0
xik(x/y, 1)/y dx = yi
∫ 1
0
ξik(ξ, 1) dξ.
We already know that α0 = 2 and α1 = 1 (equation (3) resp. lemma 4.1). The
monotonicity of αi and the fact that the sequence tends to zero follows from αi =∫ 1
0
ξik(ξ, 1) dξ. Moreover,
∞ >
∫ 1
0
ln(1/(1− x)) |k(x, 1)| dx =
∫ 1
0
∞∑
i=1
xi
i
k(x, 1) dx =
∞∑
i=1
αi/i.
2
In difference to non-scalable kernels, scalable kernels distribute plasmids in a sim-
ilar way to the daughter cells, independently on the amount of plasmids the mother
cell contains. In the case of low copy plasmids, there are plasmid-distribution sys-
tems ensuring that all daughter cells receive at least one plasmid. If we have very
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few plasmids, the distribution law for plasmids may explicitly depend on the num-
ber of available plasmids in a non-scalable way. However, if there are more than
only few plasmids present, we expect a scalable law to appear. In particular, as
we consider the continuum limit for high copy plasmids, the assumption of scalable
kernels seems to be reasonable.
We again indicate that the kernel k(x, y) always inherits the symmetry k(y, x) =
k(x − y, x) as we do not distinguish between the two daughters. Unequal segrega-
tion can be recognized in biological sensible cases by bimodal, equal segregation by
unimodal shapes of the kernel.
Example 4.4 k(x, y) = 2 δ(x− y/2), with
αi =
∫ 1
0
xik(x, 1) dx = 21−i.
In this case, necessarily both daughter cells obtain the same number of plasmids.
Plasmid segregation is necessarily symmetric.
Example 4.5 k(x, y) = (2/y)χ[0,y](x), with
αi =
∫ 1
0
xik(x, 1) dx =
2
i+ 1
.
Example 4.6 Now we give an example for an asymmetric plasmid distribution
between the daughters. One daughter receives more plasmids, to be precise, (1 +
a)y/2 plasmids. Then, the other daughter cell receives (1 − a)y/2 plasmids. This
setup is modeled by the kernel k(x, y) = δ(x− (1− a)y/2) + δ(x− (1 + a)y/2), with
0 ≤ a < 1 and
αi =
∫ 1
0
xik(x, 1) dx = 2−i
{
(1− a)i + (1 + a)i} .
Note that the kernel k(x, y) still possesses a symmetric shape, though the underlying
plasmid distribution mechanism is unsymmetrical. It is clear that there is also a
symmetric plasmid segregation mechanism that yields the very same kernel.
From these examples we conclude that an unequal segregation mechanism is
likely to increase the variance in the kernel. This observation allows to reformulate
our initial problem: The question is, if a kernel with a high variance leads to
accumulation of plasmids in a subpopulation, or if the variance has only a minor
effect on the plasmid distribution.
Remark 4.7 Prescribe a sequence (ai)i∈N0 . The task to find a measure ν(x) with
support [0, 1] such that ai =
∫ 1
0
xi dν(x) is called Hausdorff moment problem. Neces-
sary and sufficient conditions are known that guarantee a solution for the problem.
Moreover, if a solution exists, it is unique [28]. However, the moment problem is
ill posed, such that naive numerical algorithms to reconstruct the measure from the
moments are bound to fail. For us it is sufficient to note that the moments αi de-
fined above provide the complete information about a given, scalable kernel k(x, y);
in principle, it is possible to reconstruct k(x, y) from the sequence αi.
The next theorem is the central step to reformulate the dynamics in terms of
the moments Mi(t) =
∫∞
0
ziu(z, t) dz. In a similar spirit, Wake et al. [31] consider
a double Dirichlet series to investigate the fragmentation equation. The moment
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method is widely used in population genetics (see any text book about population
genetics, e.g. Tavare´ [29] or Durett [8]), and we will find that it also yields useful
results for the problem addressed in the present paper.
Theorem 4.8 Let ziu(z, t) ∈ L1, zi−1b(z)u(z, t) ∈ L1, and Mi(t) =
∫∞
0
ziu(z, t) dz.
Assume furthermore that the kernel k(x, y) is scalable with moments αi. Then,
M ′0(t) = (β − µ)M0(t)
M ′1(t) =
∫ ∞
0
b(z)u(z, t) dz − µM1(t)
M ′i(t) = i
∫ ∞
0
zi−1b(z)u(z, t) dz − (β (1− αi) + µ)Mi(t) for i > 1.
Proof: Multiplying equ. (4) by zi and integrating over z yields
d
dt
Mi(t) =
∫ ∞
0
ziut(z, t) dz
= −
∫ ∞
0
zi∂z(b(z)u(z, t))dz − (β + µ)
∫ ∞
0
zi u(z, t) dz
+β
∫ ∞
0
zi
∫ ∞
z
k(z, z′)u(z′, t) dz′ dz
= −
∫ ∞
0
zi(b(z)u(z, t))z dz − (β + µ)Mi(t) + β
∫ ∞
0
∫ z′
0
zik(z, z′) dz u(z′, t) dz′
= −
∫ ∞
0
zi(b(z)u(z, t))z dz − (β + µ)Mi(t) + β
∫ ∞
0
(z′)iαi u(z′, t) dz′
= −zib(z)u(z, t) |∞z=0 + i
∫ ∞
0
zi−1b(z)u(z, t) dz − (β(1− αi) + µ)Mi(t).
The result follows with b(0)u(0, t) = 0, ziu(z, t) ∈ L1, α0 = 2, and α1 = 1. 2
Note that the model (4) preserves positivity, and hence all moments are non-
negative if we start with a non-negative initial condition u(z, 0).
The equation for M0(t) – the total bacterial population size – decouples from all
higher moments. Basically, this finding is equivalent with proposition 3.2. We state
this result again, this time in terms of M0(t).
Problem 4.9 M0(t) = e
(β−µ) tM0(0).
We use theorem 4.8 as the starting point to investigate the consequence of certain
plasmid reproduction characteristics by different choices of b(z) for the plasmid
dynamics. We discuss four cases:
(a) cell controlled mode b(z) = b0
(b) plasmid controlled mode b(z) = b0 z
(c) cell controlled mode with carrying capacity b(z) = b0 (1− z/z0).
(d) plasmid controlled mode with carrying capacity b(z) = b0 z(1− z/z0)
(logistic reproduction)
4.1. Plasmid- and cell controlled mode without carrying capacity
The cases investigated here give some general ideas about the long term behavior
of the plasmid distribution; in particular, we develop ideas under which conditions
the plasmids are lost by the population. We will use these ideas when we analyze
logistic and cell controlled reproduction with carrying capacity in the next section.
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4.1.1. Cell controlled mode
Let us assume that each cell produces plasmids at a constant rate, b(z) = b0.
We find
M ′1 = b0M0 − µM1.
Recall that M1(t) does not denote the number of plasmids per cell, but the amount
of plasmids in the total population. Asymptotically, we have M1(t) ∼ e(β−µ)t.
The number of cells and the number of plasmids eventually grow with the same
exponent. As (
M1(t)
M0(t)
)′
= b0 − β
(
M1(t)
M0(t)
)
the number of plasmids per cell tends to b0/β. It does not grow unlimited as cell
division is in the present case effective enough to control the number of plasmids.
This is a potential difference to the next case. Note that existence of an exponential
solution u(z, t) = e(β−µ)tU(z) is well known for this case [24].
4.1.2. Plasmid controlled mode
Every single plasmid replicates at rate b0, such that b(z) = b0z; even if a cell
already contains many plasmids, the reproduction rate of a single plasmid is not
decreased. This is a linear model in all aspects (cell replication as well as plasmid
replication),
M ′1 = b0M1 − µM1.
The dynamics of M0 and M1 decouple. We have M1(t) = M1(0)e
(b0−µ)t and the
average number of plasmids per cell is given by
M1(t)/M0(t) = M1(0)/M0(0) e
(b0−β)t.
Corollary 4.10 Let b(z) = b0 z. Then M1(t)/M0(t)→ 0 if b0 < β, and M1(t)/M0(t) → ∞
if b0 > β.
This is a typical dichotomy we often find in epidemic models. We clearly see the
consequence of the race between plasmid and bacterial reproduction visualized in
Figure 1. The plasmids reproduce at rate b0, and their number increase exponen-
tially fast. Cell divisions distribute the plasmids to several cells, and decrease the
number of plasmids per cell. In a thought experiment, we start with one single
cell containing one single plasmid and disregard cell death and stochastic effects.
Since the plasmid reproduction rate is constant per plasmid (and does not depend
on the number of plasmids in a cell), after time t the number of all plasmids that
are descendants of this primary plasmid (in all cell) is given by exp(b0 t). The num-
ber of cells that are descendants of this first cell at time t reads exp(β t). Hence,
the average number of plasmids per cell in this sub-population is exp((b0 − β)t).
As cell death affects bacteria and plasmids in the same way, it cancels out. The
faster reproduction rate wins the race. There is no mechanism to stop the number
of plasmids per cell to go to infinity if b0 > β. This will be different in the next
section, where we incorporate a carrying capacity for plasmids in a cell. Note that
the non-existence of an exponentially growing solution with a stable shape for the
present case is already mentioned in [7].
4.2. Plasmid- and cell controlled mode with carrying capacity
4.2.1. Logistic production of plasmids
We proceed to a more realistic scenario: we assume logistic growth for the
plasmids,
b(z) = b0 z(1− z/z0).
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For the present case, the existence of an asymptotic plasmid distribution U(z) seems
not to be established by now for β constant. There are results for the case that b(z)
is logistic with k ∈ L∞(R2+) and β(0) = 0 [6], but the case that k is not bounded
and β is a positive constant seems not to be considered.
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0
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Figure 2: Logistic plasmid reproduction and uniform distribution for θ = 2β/b0 = 0.5 (solid line)
and θ = 1.2 (dashed line). The functions are normalized such that their first moment agree.
Before we start with general considerations, it is instructive to investigate a
situation where it is possible to explicitly compute U(z): If we use k(x, y) = 1/y as
kernel, the function U(z) satisfies the integro-differential equation
(b0z(1− z/z0))U(z))z + 2βU(z)− 2β
∫ z0
z
k(z, z′)U(z′) dz′ = 0
⇒ (z(1− z/z0))U(z))zz + θUz(z) + θU(z)/z = 0
with θ = 2β/b0. We take z0 = 1. There is an explicit solution of this linear ordinary
differential equation, given by U(z) = Az−1+B z−θ (1−z)θ−1. The first part of the
fundamental solution does not satisfy the integro-differential equation, the second
part well. We have
U(z) = z−θ (1− z)θ−1.
For θ ≥ 1, the integrability of this function at z = 0 is not given, such that the
zero’th moment only exists for θ < 1. It is interesting to note that we always have
a pole at z = 0. This is a fundamental difference to the cell controlled plasmid
production modes. For θ < 1, we find a bimodal distribution – cells tend to have
either very few or many plasmids (see Figure 2). We may interpret this finding
again in terms of the race between cell- and plasmid reproduction: for z small,
the reproduction of plasmids is outraced by the reproduction of cells. Therefore,
cells with only few plasmids are washed towards z = 0. If z ≈ 1, the situation
reverse: the plasmids reproduce much faster than the cells divide, and hence there
the cells are driven towards large plasmid numbers. This mechanism could be used
by a population to create subpopulations with few resp. many plasmids, fulfilling
different tasks. Such division of labor is well known to be optimal in the context of
switching environments (bet hedging, see e.g. [17, 21]). Depending on the properties
the plasmid codes, this division of labor could be of advantage for the complete
population.
As our interest is primarily the question if plasmids accumulate within cells, we
investigate if the behavior of our example at z = z0 is special or generic.
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With the present choice of b(x), we obtain a hierarchical system for the moments
M ′0(t) = (β − µ)M0(t) (7)
M ′1(t) = (b0 − µ)M1(t)− b0/z0M2(t) (8)
M ′i(t) = (i b0 − (1− αi)β − µ)Mi(t)− i b0/z0Mi+1(t) for i > 1. (9)
Note that α1 = 1, s.t. the second equation is a special case of the third equation.
We expect for very few plasmids that Mi is dominating Mi+1 (take, for example,
u(z, 0) ≈ δε(z), then Mi(0) ≈ εi). Therefore, we expect in particular M1 to grow
with exponent b0 − µ. This growth is eventual stopped if the plasmids spread and
M2 starts to grow. The structure we find here reminds of the linerization at the
uninfected solution for a model for infectious diseases.
Asymptotically, it is likely that either the average number of plasmids per cell
M1/M0 tends to zero (if b0 < β), or becomes constant (if b0 > β). The next
proposition supports the first idea.
Theorem 4.11 [Threshold Theorem] If b0 < β then M1(t)/M0(t)→ 0 for t→
∞.
Proof: Since M ′1 ≤ (b0−µ) M1, we have the upper bound M1(t) ≤ M1(0) e(b0−µ)t.
And as M0(t) M0(0) e
(β−µ)t the result follows. 2
Now we turn to the case b0 > β: If we inspect the equation for M
′
i(t), the
constant in front of Mi is i b0 − (1 − αi)β − µ. Since αi → 0 for i → ∞, this term
tends to infinity. One could think that the higher moments grow exponentially at
a rate constant that is arbitrarily large. The following proposition shows that this
is not the case.
Problem 4.12 Let u(z, 0) satisfy the conditions of lemma 3.1. Let furthermore
β < b0, ξ1 = 1, and
ξi = ξi−1
i− 1
z0 (i− 1− (1− αi)β/b0) .
Then, ξi > 0, and
d
dt
( ∞∑
i=1
ξiMi
)
= (b0 − µ)
( ∞∑
i=1
ξiMi
)
.
Moreover,
Mi(t) ≤ zi0M0(0) e(β−µ) t.
Proof: Since the conditions of Lemma 3.1 are given, we know that for any time t
there is ε(t) > 0 such that supp(u0) ⊂ [0, z0 − ε(t)]. Hence,
Mi =
∫ ∞
0
ziu(z, t) dz =
∫ z0−ε(t)
0
ziu(z, t) dz ≤ (z0 − ε(t))iM0(t)
which implies the upper bound for Mi(t). Furthermore, the sequences we discuss
in this proof do all converge uniformly. In particular, we are allowed to exchange
the infinite sum and the derivative.
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ddt
∞∑
i=1
ξiMi = b0
∞∑
i=1
ξi
[
(i − (1− αi)β/b0 − µ/b0)Mi − i/z0Mi+1
]
= b0 (1− (1− α1)β/b0)M1 + b0
∞∑
i=2
ξi (i− (1− αi)β/b0)Mi
−µ
∞∑
i=1
ξiMi − b0
∞∑
i=1
ξi(i/z0)Mi+1
At this point, we use α1 = 1 and proceed
b0M1 + b0
∞∑
i=2
ξi (i− (1− αi)β/b0)Mi − b0
∞∑
i=2
ξi−1((i− 1)/z0)Mi − µ
∞∑
i=1
ξiMi
= b0M1 + b0
∞∑
i=2
ξi (i− (1− αi)β/b0)Mi − b0
∞∑
i=2
(i− 1) z0 (i− 1− (1− αi)β/b0)
(i− 1) z0 ξiMi
−µ
∞∑
i=1
ξiMi
= b0M1 + b0
∞∑
i=2
ξi [(i− (1− αi)β/b0)− (i− 1− (1− αi)β/b0)]Mi − µ
∞∑
i=1
ξiMi
= (b0 − µ)
( ∞∑
i=1
ξiMi
)
2
Before we reformulate this result in terms of u(z, t), we state a simple result
about the asymptotic behavior of a sequence constructed in a similar way as ξi.
Lemma 4.13 Let a > 0, bi ≥ 0 with
∑∞
i=1 bi/i <∞, and 1− a/i+ bi/i > 0 for all
i ∈ N,
y1 = 1, yi+1 =
yi
1− a/i+ bi/i .
Then, there are c1, c2 ∈ R, c1, c2 > 0 such that c1ia ≤ yi ≤ c2ia.
Proof: Let zi = i
−ayi, then zi+1/zi = (1 + 1/i)−a (1− a/i+ bi/i)−1 and
− ln(zi) =
i−1∑
`=1
[
a ln(1 + 1/`) + ln(1− a/`+ b`/`)
]
.
We show that there is a uniform upper and lower bound for the sum at the r.h.s.
Lower bound: Since a ln(1+1/`)+ln(1−a/`+b`/`) ≥ a ln(1+1/`)+ln(1−a/`) for
` sufficiently large to ensure that 1 > a/`, we define g(a, x) = a ln(1+x)+ln(1−ax)
and study
∑i−1
`=`0
g(a, 1/`). Choose `0 > 10 + 1/a. As g(a, 0) = ∂xg(a, 0) = 0, we
find c > 0 such that |g(a, x)| ≤ cx2 for 0 ≤ x < 1/`0. Then, for i > `0,
i−1∑
`=1
g(a, 1/`) =
`0∑
`=1
g(a, 1/`) +
i−1∑
`=`0+1
g(a, 1/`) ≥
`0∑
`=1
g(a, 1/`)− c
∞∑
`=`0+1
`−2
and
∑i−1
`=1
[
a ln(1 + 1/`) + ln(1− a/`+ b`/`)
]
is uniformly bounded from below.
Upper bound: We have for i > `0
i−1∑
`=`0
[
a ln(1 + 1/`) + ln(1− a/`+ b`/`)
]
≤
∞∑
`=`0
g(a, 1/`) +
∞∑
`=`0
ln
(
1 +
b`/`
1− a/`
)
.
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The first sum on the r.h.s. is finite with the same argument we used above. Since
for ` large, ln
(
1 + b`/`1−a/`
)
≤ c b`/` for some c > 1, the condition
∑∞
i=1 bi/i < ∞
implies that also the second sum is bounded.
2
Problem 4.14 Let ϕ(z) =
∑∞
i=1 ξiz
i. If b0 > β, the convergence radius of this
power series is z0. Moreover, ϕ(z)→∞ for z → z0−. Let supp(u(z, 0)) ⊂ [0, z0−ε],
ε > 0. Then we find
d
dt
∫ z0
0
ϕ(z)u(z, t) dz = (b0 − µ)
∫ z0
0
ϕ(z)u(z, t) dz.
Proof: Since α1 = 1, and the sequence αi is strictly monotonously decreasing,
and therefore ξi > 0 in case of β ≤ b0. As
ξi =
ξi−1 (i− 1)
z0 (i− 1− (1− αi)β/b0) =
ξi−1
z0 (1− (β/b0) /(i− 1) + (β/b0)αi/(i− 1))
the asymptotical behavior of ξi can be determined via Lemma 4.13 (note that our
definition of scalable kernels implies that
∑
αi/i <∞); we find c1, c2 > 0 such that
c1 z
−i
0 i
β/b0 > ξi > c2 z
−i
0 i
β/b0 .
Hence ϕ(z) is analytic in the complex circle {|z| < z0}, and ϕ(z)→∞ for z → z0−.
As (again, lemma 3.1 guarantees the proper convergence)
∞∑
i=1
ξiMi(t) =
∫ z0
0
( ∞∑
i=1
ξiz
i
)
u(z, t) dz =
∫ z0
0
ϕ(z)u(z, t) dz
we find with the help of proposition 4.12 the desired ordinary differential equation.
2
This proposition gives a first hint about the behaviour of U(z) for z → z0−:
The weighted sum of the moments tends exponentially fast to infinity with expo-
nent b0 − µ. We have the bound Mi ≤ zi0M0(0)e(β−µ)t for each moment and in
case β < b0. Hence, we expect that u(z, t) tends to a solution U(z)e
(β−µ)t where∫∞
0
U(z)ϕ(z) dz = ∞. This proposition indicates that, even if U(z) tends to zero
for z → z0−, this function must not decline too fast. We utilize the system of
ordinary differential equations (7)-(9) to obtain an idea how U(z) may look like.
Problem 4.15 Assume that u(z, t) = e(β−µ)tU(z) with z`0U(z) ∈ L1(0, z0) for
some `0 ∈ N0. Let Pi =
∫∞
0
ziU(z) dz for i ≥ `0. Then Pi = P`0 ηi for i > `0 with
ηi = z
i−`0
0
i−1∏
j=`0
(
1− (2− αj)β
j b0
)
.
Proof: Note that ziU(z) ∈ L1(0, z0) if z`0U(z) ∈ L1(0, z0) and i ≥ `0. If
u(z, t) = e(β−µ)tU(z) is true, then Mi(t) = e(β−µ)tPi, and due to equ. (9)
(β − µ)Pi = (i b− (1− αi)β − µ)Pi − i b0/z0Pi+1.
Hence,
Pi+1 = z0
(
1− (2− αi)β
i b0
)
Pi.
2
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Problem 4.16 Let Pi defined as in proposition 4.15. There are constants c1, c2 > 0
such that
c1 i
−2β/b0 ≤ Pi/zi−10 ≤ c2 i−2β/b0 .
Proof: The result is a consequence of Lemma 4.13, as k(x, y) is assumed to be a
scalable kernel, and i−1∏
j=`0
(
1− (2− αj)β
j b0
)−1 = i−1∏
j=`0
(
1
1− (2β/b0)/j + (αjβ/b0)/j
)
.
2
The asymptotics of the moments give some hint about the shape of U(z) for
z close to z0, as (z/z0)
i tends point wise to zero for z < z0 and i → ∞. It is
instructive to compare with a function V (z) with support in [0, 1] (take z0 = 1) and
moments i−θ.
Remark 4.17 The function
V (z) = ln(1/z)θ−1/Γ(θ), z ∈ (0, 1), θ > 0
has moments
∫ 1
0
ziV (z) dz = (i+ 1)−θ for i ∈ N0 (see e.g. [2] or [11, p. 550, 4.272,
6.]). Then, limz→0 V (z) = 0 for θ ∈ (0, 1), V (1) = 1 if θ = 1, and V (z) → ∞ for
z → 1− in case of θ > 1.
Heuristically, we identify θ = 2β/b0 and expect a similar behavior for U(z) at
the right hand side of [0, z0] like V (z) at z = 1. In particular we expect that the
asymptotics of U(z) for z → z0 dramatically changes at b0 = 2β. We may even
expect that the asymptotics of U(z) and V (z) are similar. The following proposi-
tion supports this idea; we have seen this effect before in the introductory, explicit
example at the beginning of this section.
Theorem 4.18 Assume that there is δ > 0 such that U |[z0−δ,z0) is continuous and
monotonic. Then, U(z)→ 0 for z → z0 if b0 ∈ (β, 2β), and U(z)→∞ for z → z0
if b0 > 2β.
Proof: Without restriction we take z0 = 1. Assume that b0 ∈ (β, 2β), but
U(z) 6→ 0 for z → 1. As U(z) is monotonic in [1 − δ, 1), we have U(z) > c > 0
within this interval, and
Pi ≥
∫ 1
1−δ
xic dx =
c
1 + i
(
1− (1− δ)i+1)) ⇒ lim inf
i→∞
(i Pi) ≥ c > 0.
As Pi = O
(
i−2β/b0
)
, we know that (note 2β/b0 > 1 if b0 ∈ (β, 2β))
lim
i→∞
i Pi = lim
i→∞
(
Pii
2β/b0
)
i−2β/b0+1 = 0.
We obtain a contradiction, and hence U(z)→ 0 for z → 1.
For the case b0 > 2β, we use a similar argument. If U(z) ≤ c in [1− δ, 1], then
Pi ≤
∫ 1−δ
0
xiU(x) dx+ c
∫ 1
1−δ
xi dx ≤ (1− δ)iP0 + c1− (1− δ)
i+1
1 + i
and hence lim supi→∞ i Pi ≤ c. However, we have in the present case 1−2β/b0 > 0,
and thus
lim sup
i→∞
i Pi = lim sup
i→∞
(
Pii
2β/b0
)
i−2β/b0+1 =∞.
2
We combine this and the threshold theorem in the next corollary.
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Corollary 4.19 Case 1: b0 < β. Then, M1(t)/M0(t) → 0 for t → ∞, i.e.,
plasmids are lost.
For case 2 and case 3 assume that there is δ > 0 such that here is a solution
u(z, t) = c e(β−µ)tU(z) and U(z)|[z0−δ,z0) is continuous and monotonic.
Case 2: β < b0 < 2β. Then, U(z) → 0 for z → z0−, i.e. plasmids do not
accumulate at z0.
Case 3: 2β < b0. Then, U(z)→∞ for z → z0−. That is, plasmids accumulate at
z0.
Remark 4.20 Note that the characteristics of the transition kernel k(x, y) do not
influence at all the thresholds stated in the corollary. However, also the segregation
characteristics affects the shape of the equilibrium distribution. Assume that Pi and
P˜i are moments connected with kernels moments αi and α˜i. Then,
Pi > P˜i if αi ≥ α˜i and P`0 = P˜`0 .
Heuristically, a kernel that describes an unequal plasmid transition has larger mo-
ments αi, i > 2, than an symmetric kernel. E.g., for k(x, y) = δ(x − y/2) we
have
αi = 2
1−i
while for k(x, y) = δ(x− (1− a)y/2) + δ(x− (1 + a)y/2), with 0 < a < 1, we obtain
α˜i =
∫ 1
0
xik(x, 1) dx = 2−i
(
(1− a)i + (1 + a)i)
= 2−i
(
i∑
n=0
(
i
n
)
(1 + (−1)n)an
)
> 21−i
for i > 1. The moments α˜i, i > 2, are strictly monotonously increasing in a, and
therefore, also the moments P˜i. This indicates that the distribution U(z) moves its
maximum to the right, towards an accumulation of plasmids in some cells. However,
the kernel is never able to change the asymptotics of U(z) for z → z0−.
4.2.2. Cell controlled mode with carrying capacity
In this last case, we assume that every cell replicates plasmids at constant rate
β, but plasmid load reduces the reproduction rate, such that b(z) = b0(1 − z/z0).
Concerning the existence of a stable, asymptotic shape for the plasmid distribution,
there is some indication in the book of Perthame [24], who considers b(x) with a
bounded support. There it is assumed that b(x) is bounded away from zero on its
support. Using perturbation methods, e.g. developed in [7], it is most likely possible
to establish existence also for our choice of b(x). However, as stated before, we
investigate the shape of the asymptotic plasmid distribution, and take the existence
for granted.
For the moments, we find the equations
M ′i = b0Mi−1 − (µ+ β(1− αi) + b0/z0)Mi for i ≥ 1.
Obviously, there is no way for the population to get rid of plasmids.
Problem 4.21 We find that for i fixed
Mi(t)/e
(β−µ) t → Pi
where Pi are constants that satisfy for i0 > 0
Pi+1 z0 =
1
1 + z0
β(2−αi)
i b0
Pi for i > 1.
αi denote the moments of a scalable kernel k(x, y).
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Proof: The asymptotic behavior of Mi(t) follows from M0 ∼ e(β−µ)t together
with induction. Asymptotically, we have Mi = e
(β−µ) tPi. Plugging this formula
into the ordinary differential equation for Mi, we obtain the recursion formula for
Pi
(β − µ)Pi = b0Pi−1 − (µ+ β(1− αi) + b0/z0)Pi,
which yields the representation of Pi. 2
Note that we do not claim a uniform convergence of the moments, but only
convergence for any moment with i fixed. This difference may be of importance
for the convergence of u(z, t) for t → ∞. An argument similar to Theorem 4.18
yields some information about the asymptotic behavior of U(z) defined by u(z, t) ∼
e(β−µ)tU(z) for z → z0.
Problem 4.22 Assume that there is δ > 0 such that U |[1−δ,1) is continuous and
monotonic. Then, U(z) → 0 for z → z0 if b0 ∈ (β, 2β z0), and U(z) → ∞ for
z → z0 if b0 > 2β z0.
The behavior of U(z) at z = 0 is determined by the boundary condition b(0)u(0, t) =
0. We have U(0) = 0. This is a central difference to the logistic case, where plasmid
reproduction tends to zero for z → 0. Therefore, in the logistic case, U(z) is likely
to blow up if z tends to zero.
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Figure 3: Shape of equilibrium plasmid distribution for cell controlled plasmid production with
carrying capacity (β = 1.0, µ = 0), uniform transmission kernel (upper row) and the δ-peak
as transmission kernel (lower row); the three columns correspond to the indicated value for b0.
The inlays show a comparison of the theoretical moments (open bullets) and numerical moments
(cross).
5. Influence of model parameters on the plasmid distribution
We address here differences in the plasmid distribution caused by different model
parameters. We do know the moments of the stationary plasmid distribution, and
hence, in theory it is possible to reconstruct this distribution. However, as the
Hausdorff moment problem is ill posed, we take another approach: We discretize
the partial differential equation (4), i.e. return to equation (2). This equation is
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linear, i.e., can be written as x′ = Ax where A is a matrix and x = (x1, .., xn)T
a vector. We then determine all eigenvectors of A, and pick the appropriate pos-
itive eigenvector. In case of cell controlled plasmid production, this eigenvector is
unique due to the Perron-Frobenius theory; for the plasmid controlled case, the
matrix A is not irreducible, and two non-negative eigenvectors appear. In order to
check the numerical approach, we compare the numerical moments of the resulting
vector with the theoretical moments as computed above. The result is displayed in
Figure 3. We find, first of all, an excellent agreement between numerical and the-
oretical moments. We furthermore find hardly a difference between the moments
for different kernels and the same dynamic parameters (distributions in the same
column), but a distinct difference between distributions for different kinetic param-
eters (distributions within one row). This weak dependence on the specific plasmid
transmission kernel is a consequence of the ill posedness of the Hausdorff moment
problem. However, the kernel (δ-peak or uniform kernel) does have kind of second
order an effect on the exact shape of the distribution, but the shape is by far more
influenced by kinetic parameters (that is, by b0 and β).
We visualize the effect of symmetric and non-symmetric transmission character-
istics between mother and daughter cells, or, equivalently, the effect of the vari-
ance of the fragmentation kernel. Therefore, we consider the kernel k(x, y) =
δ(1−a)y/2(x) + δ(1+a)y/2(x), such that a = 0 corresponds to a completely symmetric
transmission, and a = 1 a maximal non-symmetric transmission characteristics. We
find in Figure 4 that non-symmetric plasmid transmission has its largest effect if
the reproduction of plasmids b0 is in the same range as the reproduction of cells.
Most likely, this is the relevant case for many biological systems. In this range, a
distinct non-symmetry is able to shift the peak of the distribution towards larger
z-values, that is, cells tend to accumulate plasmids.
6. Experimental findings
The employed data was derived from a time-lapse microscopy movie of growing
Bacillus megaterium cells [22]. These cells were harboring a multi-copy plasmid
that contained a xylose-inducible expression system [26]. The main components
of this system consist of the xylose repressor gene xylR, the operator region where
the XylR protein can bind and a target gene. In presence of xylose the repressor
is removed which leads to an induction of expression of the target gene. In the
applied plasmid xylR was fused with the mCherry fluorescence gene thus when
XylR-mCherry is bound the plasmid is tagged and can be visualized in vivo via
fluorescence microscopy. At a sufficient plasmid copy number the signal is high
enough to quantify the plasmid abundance in single cells. Using image sequences
it is possible to generate time-lapse movies and to follow up plasmid migration
and segregation. Spatial and temporal tracking of cells as well as quantification
of fluorescence is done by image processing software [15]. The final result is a cell
lineage tree (see Figure 5).
We use these data to determine the mode of plasmid replication, and to de-
termine the plasmid transmission characteristics. We intend to validate the model
structure and not to do a detailed data analysis; therefore, the parameter are esti-
mated by rather naive methods. Based upon these parameters, the model developed
above predicts the plasmid distribution. The model predictions are compared with
the experimental data.
Cell and plasmid reproduction.. A first look at the time course of the bacterial and
total plasmid population size (we take the sum of all plasmids in all cells) show that
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Figure 4: Effect of unequal plasmid transmission (for cell controlled plasmid production with
carrying capacity). Parameter a ∈ (0, 1) indicates the degree of unequality. β = 1, µ = 0, b0 as
indicated.
plasmid population and cell population both grow exponentially with the same ex-
ponent (Figure 6, left panel). This could be a first hint for cell controlled plasmid
production (recall the results of section 4.1). We use single cell data to investigate
this idea. Surprisingly, a detailed analysis of the increase of plasmids during a cell
cycle indicates an almost perfect agreement with an exponential grow (Figure 6,
right panel). Therefore we dismiss the hypothesis of cell controlled reproduction in
favor of plasmid controlled reproduction. The semi-logarithmic, linear fit reveals
for the population growth the exponent β = 0.975/h, and the reproduction rate for
plasmids b0 = 1.01/h. The two exponents are almost identical, which is an alter-
native explanation of the parallel increase of cells and plasmids in the left panel of
figure 6. There is no obvious mechanism that couples plasmid- and cell reproduc-
tion, though it is rather unlikely that this precise agreement is pure coincidence.
We take for the mortality µ = 0.
Transmission characteristics of plasmids from mother to daughter.. As cell-tracking
yields information about mother- and daughter cells, we are able to compute the
distribution of the relative fraction of plasmids in the two daughters, i.e. we are
able to produce a histogram for the kernel density k(x, 1). Figure 7 (a) displays
this density, together with a best fit of a normal distribution and a fit of a gamma
distribution for the cells with more than 1/2 of the mother’s plasmid, resp. less than
1/2 of the mother’s plasmids. The gap in the histogram at 1/2 attracts attention.
It is possible to interpret this gap as one indication for an unequal distribution
of plasmids between sister cells (see [22] for a more detailed data analysis and
discussion). The variance in the distribution is another indication for an unequal
20
Figure 5: Result of time-lapse microscopy and single cell analysis for the example of one cell lineage
tree. Grey color indicates the fluorescence due to mCherry, which is correlated to the amount of
plasmids in a cell.
plasmid distribution between then two daughter cells.
Simulation of the data.. We feed these parameter in our population model. To com-
pare the theoretical and the experimental distribution at the end of the experiment
(after 4.5 h), we shift the fluorescence distribution by a constant offset to the left,
in order to compensate for auto-fluorescence (note that this shift is slightly incon-
sistent, as the plasmid reproduction rate is determined from the unshifted data);
we furthermore rescale the theoretical plasmid distribution with a scalar factor in
such a way that the 75% quantile of empirical and simulated distribution agree
(see Figure 7). The theoretical and empirical distributions seem to match nicely, in
particular if we take into account that the data for low fluorescence are expected to
be rather noisy. Other transmission kernels as a δ-peak or a uniform kernel do not
affect the outcome essentially. Our model seems to address the most fundamental
principles of plasmid- and population dynamics in an appropriate way.
It is interesting to note that b0 = β does not allow for an integrable equilibrium
distribution. We expect a singularity to appear at zero, and (as the average number
of plasmids per cell is constant) at the same time few cells to increase infinitely the
number of plasmids they inherit. This observation may correlate with experimen-
tal observations of many cells with few plasmids, and few cells that accumulate
plasmids.
7. Discussion
In this paper, we developed a model for plasmid dynamics in a bacterial popu-
lation, based on ideas developed in [1]. Using a continuum limit, we obtained the
fragmentation equation, as e.g. proposed in [24]. The special structure of our model
allowed to convert the hyperbolic partial differential equation into an infinite set
of ordinary differential equations for the moments. We then turned to investigate
the shape of the equilibrium distributions of plasmids in dependence on different
plasmid reproduction modes and plasmid transmission kernels. We defined two
fundamental different plasmid reproduction modes: cell controlled production (a
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Figure 6: (a) Population dynamics (solid line) and total plasmid content (summarized over all
individuals, dashed line). Data: fat lines, exponential fit: thin lines. (b) Exponential fit of the
relative plasmid increase between two cell division events.
cell produces plasmids at a fairly constant rate, that is only decreased due to the
plasmid load) and plasmid controlled reproduction (logistic growth). Kuo et al. [16]
name the latter mode mass-controlled production, and also introduce a third mode,
the “division-controlled mode”. In the “division-controlled mode” cells duplicate
plasmids during cell division, such that all daughter cells have – from birth on– the
same amount of plasmids as the mother. From the dynamical point of view, this
mode is less interesting.
The analysis of the model indicates that the plasmid reproduction mode (produc-
tion of plasmids per cell or reproduction of plasmids per plasmid) mainly influences
the shape of the distribution at few plasmids, while the plasmid reproduction veloc-
ity mainly influences the distribution at the carrying capacity of a cell: We expect
a pole of the distribution at zero plasmids in the plasmid controlled reproduction
mode and that the distribution becomes small at small plasmid numbers for the cell
controlled reproduction mode. At the carrying capacity, we expect the distribution
to tend to zero if the plasmid reproduction rate is small in comparison with the cell
reproduction rate, and to tend to infinity in the other case.
Our results hint that the exact transmission mechanism of plasmids from mother
to daughter is only influential if it is distinctively unequal and plasmid reproduction
is in the same range as cell reproduction. As the analysis of experimental data
revealed, the latter requirement is given in biologically relevant systems. In all other
cases, the plasmid segregation mode only leads to a minor correction in the shape of
the equilibrium distribution. This finding is an indication that the accumulation of
plasmids observed in experiments is not solely due to unequal plasmid segregation,
but also due to the interplay of plasmid reproduction and cell reproduction. We
expect in particular that cells with a higher plasmid load will reproduce less fast and,
in this way, plasmids may have a longer time to accumulate within a cell. Therefore,
these cells will divide even less often. In that, we find a positive feedback loop that
offers an second mechanism for accumulation, apart of unequal plasmid segregation.
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Figure 7: Left panel. Fraction of plasmids in the two daughter cells, together with a normal
distribution (dashed line), and two gamma-distributions (solid lines), adapted to the data with
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