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The standard concordance model of the Universe is based on the cosmological constant as the
driver of accelerating expansion. This concordance model is being subjected to a growing range
of inter-locking observations. In addition to using generic observational tests, one can also design
tests that target the specific properties of the cosmological constant. These null tests do not rely
on parametrizations of observables, but focus on quantities that are constant only if dark energy
is a cosmological constant. We use supernova data in null tests that are based on the luminosity
distance. In order to extract derivatives of the distance in a model-independent way, we use Gaussian
Processes. We find that the concordance model is compatible with the Union 2.1 data, but the error
bars are fairly large. Simulated datasets are generated for the DES supernova survey and we show
that this survey will allow for a sharper null test of the cosmological constant if we assume the
Universe is flat. Allowing for spatial curvature degrades the power of the null test.
I. INTRODUCTION
The simplest model that can explain the apparent ac-
celeration of the Universe is the ‘concordance’ ΛCDM
model, with Ωm ≈ 0.3 and zero spatial curvature ΩK = 0.
The concordance model is consistent with all observa-
tions to date [1]. Current observations favour a dark
energy model with equation of state w(z) ≈ −1, al-
though there are modified gravity models with no dark
energy that are also consistent with the data [2]. Next-
generation experiments such as DES [3], LSST [4], EU-
CLID [5] and the SKA [6], are expected to dramatically
improve on current constraints and introduce new ob-
servables.
It is typical to parametrize w(z) in order to dif-
ferentiate between various dark energy models, or to
parametrize background and perturbation variables to
test classes of modified gravity models. A complemen-
tary approach is to test the consistency of the concor-
dance model itself, independent of the values of Ωm and
ΩK . A range of null tests designed specifically to probe
various aspects of the concordance model have been in-
troduced (see e.g. [7–14] and [15] for a review).
Type Ia Supernovae (SNIa) are the best distance in-
dicators to probe the expansion history of the Universe.
These ‘standardizable candles’ can be observed to high
redshift, and have produced convincing evidence that the
Universe has undergone a recent phase of accelerated ex-
pansion. Current samples of SNIa (e.g. [16–20]) comprise
several hundred SNIa with z < 1.8. Forthcoming surveys
of SNIa, such as DES [21], will produce well-measured
light-curves for over 4000 SNIa, improving the cosmolog-
ical constraints by an order of magnitude.
In this paper we use luminosity distances dL(z) de-
termined from SNIa observations to test the consistency
of the concordance model, through a set of null tests.
Reconstructing the expansion history of the Universe in
a model-independent fashion is essential for these tests.
To do this, we use Gaussian Processes (GP), which have
previously been used to reconstruct w(z) from SNIa lu-
minosity distances [22–26]. Our analysis is built on [14],
which used H(z) data from the baryon acoustic oscilla-
tion (BAO) scale and galaxy ages to test the validity of
the concordance model. We use GaPP (Gaussian Pro-
cesses in Python)1, a package developed by Seikel and
introduced in [25].
The tests based on H(z) are potentially stronger dis-
criminators of the concordance model than those using
SNIa data, since the null tests using dL(z) require higher
derivative terms than those using H(z). However, null
tests based on direct distance measurements currently
have the advantage that the data sets are much larger
and the errors are smaller.
II. NULL TESTS OF ΛCDM – THEORY
The Friedmann equation,
H2(z)
H20
= Ωm(1 + z)
3 +ΩK(1 + z)
2
+ (1− Ωm − ΩK) exp
[
3
∫ z
0
1 + w(z′)
1 + z′
dz′
]
, (1)
determines the Hubble rate H in terms of today’s values
for the density parameters for matter Ωm and curvature
ΩK . This is integrated over to obtain the luminosity
distances of SNIa:
dL(z) =
(1 + z)
H0
√−ΩK
sin
(√
−ΩK
∫ z
0
dz′
H(z′)/H0
)
. (2)
The equation of state parameter of dark energy, w =
pde/ρde, can be expressed in terms of the dimensionless
comoving luminosity distance,
D(z) ≡ H0(1 + z)−1dL(z), (3)
1 http://www.acgc.uct.ac.za/~seikel/GAPP/index.html
2as [27–29]:
w(z) =
{
2(1 + z)(1 + ΩKD
2)D′′ − [(1 + z)2ΩKD′2
+ 2(1 + z)ΩKDD
′ − 3(1 + ΩKD2)]D′
}
/ (4){
3{(1 + z)2[ΩK + (1 + z)Ωm]D′2 − (1 + ΩKD2)}D′
}
.
Given an observed distance-redshift relationship D(z),
it is possible to reconstruct the equation of state of dark
energy and test the ΛCDM model [25]. However, a dis-
advantage of this method is that it depends on the values
of the density parameters, Ωm and ΩK , which must be
measured independently [25].
To avoid this problem and test ΛCDM using SNIa
data, we use the consistency tests introduced in [9] (see
also [10, 11]). Following this approach, we test the null
hypothesis that the expansion of the universe can be de-
scribed by a flat or a curved ΛCDM model.
The assumptions underlying the consistency tests and
the null hypothesis are: (1) the universe is homogeneous
and isotropic on large scales; (2) gravity obeys general
relativity; (3) the universe contains cold matter (with
w = 0) and dark energy. Photons and neutrinos can be
included (Ωγ , Ων are known independently, from CMB
data), but it is reasonable to neglect radiation at the low
redshifts probed by SNIa data. Detection of a devia-
tion from the consistency tests would imply a violation
of at least one of these assumptions: (1) large-scale non-
linear inhomogeneity or anisotropy; (2) modified grav-
ity; (3) dynamical dark energy (w 6= −1), or alterna-
tively, a cosmological constant plus an unknown addi-
tional species with equation of state which deviates from
that of cold matter, curvature or vacuum energy. Any
of these possibilities imply that the standard ΛCDM is
ruled out. Note that the tests cannot identify which of
these possibilities applies.
For a flat concordance model, i.e. w = −1 and ΩK = 0,
from (2) we find that
Ωm
[
(1 + z)3 − 1]D′2 = 1−D′2. (5)
If we define
O(1)m (z) =
1−D′(z)2
[(1 + z)3 − 1]D′(z)2 , (6)
then
flat ΛCDM implies O(1)m (z) = Ωm. (7)
Thus we obtain a null test of the concordance model:
O(1)m (z) 6= Ωm falsifies flat ΛCDM. (8)
Any variation of O(1)m (z) with redshift reflects an incon-
sistency between the flat ΛCDM model and observations.
To detect evolution of O(1)m with redshift we can differen-
tiate O(1)m (z), from which we define the additional diag-
nostic:
L(1)(z) = (1 + z)−6
{
2
[
(1 + z)3 − 1]D′′(z)
+ 3(1 + z)2D′(z)
[
1−D′(z)2] }, (9)
which vanishes if and only if dO(1)m /dz = 0. The factor
(1+ z)−6 (which was not used in [9]), ensures stability of
the errors (see below). If L(1) is nonzero at any redshift,
then observations are incompatible with ΛCDM:
L(1) 6= 0 falsifies flat ΛCDM. (10)
We can extend this approach to include spatial curva-
ture, and derive null tests for general (curved) ΛCDM.
Using (1), (2) and (5) with w(z) = −1, and solving for
Ωm and ΩK , we find [12, 15]:
Ωm = 2Υ(z)
{[
(1 + z)2 −D2 − 1]D′′
− (D′2 − 1) [(1 + z)D′ −D]} ≡ O(2)m (z), (11)
ΩK = Υ(z)
{
2
[
1− (1 + z)3]D′′
+ 3D′
(
D′2 − 1) (1 + z)2} ≡ OK(z). (12)
Here Υ(z) is defined by
Υ−1 = −2 [1− (1 + z)3]D2D′′
−
{
(1 + z)
[
(1 + z)3 − 3(1 + z) + 2]D′2
− 2 [1− (1 + z)3]DD′ − 3(1 + z)2D2}D′. (13)
Then we have
O(2)m (z) 6= Ωm falsifies curved ΛCDM, (14)
O(2)K (z) 6= ΩK falsifies curved ΛCDM. (15)
These are not independent tests: the derivative of O(2)K
vanishes if and only if the derivative of O(2)m vanishes.
Hence we need only a single diagnostic for vanishing
derivative. We use the derivative of O(2)m to define
L(2) = (1 + z)−6D′2
{
D
[
− 3 (1 + z)
× (D′2 − 1) (2D′ + 3(1 + z)D′′)
+ 2zD′′′
(
3 + z(3 + z)
)]
+ 9(1 + z)2D2D′′2
+ 3(1 + z)D2D′
(
2D′′ − (1 + z)D′′′
)
+ 6(1 + z)2D′2
(
D′2 − 1)− [3z2(3 + z)D′′2
+ zD′
(
z(3 + z)D′′′ − 6(2 + z)D′′
)]
(1 + z)
}
, (16)
which vanishes if and only if dO(2)m /dz = 0. (Again we
use the pre-factor to stabilize the errors.) Then we have
the null test for curved ΛCDM:
L(2)(z) 6= 0 falsifies curved ΛCDM. (17)
3In principle, L(1) and L(2) provide no additional infor-
mation compared to O(1)m and O(2)m . However, it is easier
to detect a deviation from zero than to confirm that a
quantity is constant, especially since the exact value of
this constant is not known a priori. The disadvantage of
L(1) and L(2) is that they require higher derivatives than
O(1)m and O(2)m , which are more challenging to constrain.
Another problem with L(1) and L(2) is the degeneracy
between w and Ωm: a model with redshift dependent w
can be formally consistent with ΛCDM within the error
bars of the reconstruction if the value of Ωm is adjusted
accordingly. Such cases can only be identified with the
Om tests, but not with L (see section IV for details).
Note that L(1) and L(2) are not identical to dO(1)m /dz
and dO(2)m /dz, respectively. Starting from these two
derivatives, we have neglected the denominators, which
add significant noise to the tests without adding extra in-
formation, and used a pre-factor (1+ z)−6 to obtain L(1)
and L(2). We are free to do this without loss of general-
ity, since we are testing the equality of these quantities
with zero. As a consequence, the error bands of the re-
constructions do not necessarily increase with redshift as
one might expect, and the size of the errors of L(1) and
L(2) are not directly comparable. In addition, the errors
added from extra redshift factors are small when we have
spectroscopic redshift measurements.
III. NULL TESTS USING SNIA DATA
To apply these null tests using current datasets, it is
essential to choose a model-independent method to re-
construct D(z) and its derivatives. For this purpose, we
use GP (via the GaPP code [25]) to smooth the data and
reconstruct the derivatives.
A. Gaussian Processes
GP provide a distribution over functions that are suit-
able to describe the data. At each point zi, the distri-
bution of function values f(zi) is a Gaussian. Thus the
reconstruction consists of a mean function with Gaus-
sian error bands. The function values at different points
are correlated by a covariance function k(z, z˜), which de-
pends on a set of hyperparameters (e.g. the characteristic
length scale ℓ and the signal variance σf ). This also pro-
vides a robust way to estimate derivatives of the function
in a stable manner.
In contrast to parametric methods, GP do not assume
a specific form for the reconstructed function. Instead
only typical changes of the function are considered. The
hyperparameter ℓ corresponds roughly to the distance
one needs to move in input space before the function
value changes significantly, while σf describes typical
changes in the function value.
The choice of covariance function affects the recon-
struction to some extent. A general purpose covariance
function is the squared exponential covariance function
k(z, z˜) = σ2f exp
[−(z − z˜)2/(2ℓ2)]. However, here we use
the Mate´rn (ν = 9/2) covariance function:
k(z, z˜) = σ2f exp
(
− 3 |z − z˜|
ℓ
)
×
[
1 +
3 |z − z˜|
ℓ
+
27(z − z˜)2
7ℓ2
+
18 |z − z˜|3
7ℓ3
+
27(z − z˜)4
35ℓ4
]
. (18)
For a given covariance function, the probability dis-
tribution of the hyperparameters depends only on the
data. It is necessary either to marginalize over the hy-
perparameters σf and ℓ, or to fix the hyperparameters
to their maximum likelihood values. Here we choose the
latter approach, which is a good approximation and com-
putationally much less expensive than marginalization.
We choose the Mate´rn (ν = 9/2) covariance function
because it leads to the most reliable results amongst the
covariance functions that we have tested. Here, “reliable”
means the following: For various assumed cosmological
models and many realizations of mock data sets, the as-
sumed model on average lies within the reconstructed
1-σ limits for approximately 68% of the redshift range
(and within the reconstructed 2-σ limits for ∼ 95% of
the redshift range). These values are theoretically ex-
pected, thus making Mate´rn (ν = 9/2) a reliable covari-
ance function for our purposes. A detailed analysis re-
garding the optimal choice of covariance function can be
found in [30]. (Note that these results only apply to GP
reconstructions using D measurements. When applying
GP to other data, another covariance function might be
more reliable.)
We follow [14, 25], which contain a summary of the
technical details of GP. The only difference in our ap-
proach here is that we use the Mate´rn covariance function
(18) instead of the squared exponential. (For detailed re-
views of GP, see [31, 32].)
B. Application to real data
We now apply GP to the Union 2.1 dataset [17] and
determine the current constraints on the consistency of
ΛCDM. This data set comprises 580 SNIa, with 0.015 <
z < 1.5, and includes a covariance matrix which incorpo-
rates a systematic uncertainty.
The distance modulus, µ = m −M , is the difference
between the observed magnitude m(z) and the absolute
magnitude of an object M , and is given by
µ(z) + 5 logH0 − 25 = 5 log [(1 + z)D(z)] . (19)
We choose H0 = 70 kms
−1Mpc−1, as in [17]. Note that
H0 and M are degenerate in (19) so we can fix H0 and
only consider the uncertainties in M which are included
4in the covariance matrix of the Union 2.1 dataset [17] –
this includes the errors on H0. We convert µ to D and
add the theoretical values D(z = 0) = 0 and D′(z = 0) =
1 to the data set.
Figure 1 shows the reconstructed D(z) and its first
three derivatives for the Union 2.1 data set, while Fig-
ure 2 shows the inferred reconstructions for O(1)m , O(2)m
and O(2)K . Figure 3 shows the reconstruction of L(1) and
L(2).
The errors on the reconstructed distances in Figure 1
increase with increasing order of derivative. For exam-
ple, at z = 1.5, the standard deviation is 0.05 for the
reconstruction of D, 0.12 for D′, 0.22 for D′′, and 0.29
for D′′′. The near-constancy of the errors on D′′′ reflect
the fact that we are unable to constrain rapid variations
(carried via higher derivatives) on scales below a typical
length scale, which is roughly associated with ℓ. By using
Gaussian Processes the scale ℓ and the resulting smooth-
ness of the reconstruction is driven purely by the data.
Where there is insufficient evidence for rapid variations,
a smooth function will result, which we see in the second
and third derivatives. Further analysis of the redshift-
dependence of the errors can be found in the appendix.
C. Mock data
To demonstrate the ability of the null tests to distin-
guish between different cosmological models when ap-
plied to future SNIa datasets, we produce mock cata-
logues for two fiducial models:
• Flat ΛCDM
• Dynamical dark energy model with ΩK = 0 and
w(z) =
1
2
{
− 1 + tanh
[
3
(
z − 1
2
)]}
. (20)
We take Ωm = 0.3. Using the redshift distribution and
scatter anticipated by the Dark Energy Survey (DES)
[21], we simulate ∼ 4000 data points in the redshift range
0 < z < 1.2. Note that the scatter only includes statisti-
cal errors.
For each of the two simulated data sets, we reconstruct
D(z) and its derivatives and apply the null tests. Figure 4
shows the constraints and uncertainties on O(1)m , O(2)m and
O(2)K for both models, while Figure 5 shows the results for
L(1) and L(2).
IV. DISCUSSION
We have introduced an approach to applying null tests
of the ΛCDM models (flat and curved). Using a GP
technique to reconstruct the distance-redshift relation-
ship and its derivatives from SNIa data sets in a model-
independent fashion, we have shown that the flat con-
cordance model is consistent with current data, falling
within the 1σ limits. The null tests are stronger if we
assume flatness, as expected.
For the Union 2.1 dataset, the consistency tests are in
good agreement with a constant, indicating no evidence
of a deviation from a flat ΛCDM model (see Figures 2
and 3). For the O(1)m and O(2)m tests we find a value for
Ωm ∼ 0.27. O(2)K is consistent with zero, as expected for
flat ΛCDM. Due to the limited number of SNIa in the
Union 2.1 sample and the model-independent method we
use, the reconstructed uncertainties are significant.
For a mock data set based on the DES supernova sur-
vey, we find that our approach can distinguish between
competing cosmological models. Using a simulated sam-
ple drawn from a flat ΛCDM model, the recovered dis-
tribution of O(1)m is constant over the redshift range con-
sidered (Figure 4), consistent with O(1)m = Ωm. For the
evolving w model of (20), O(1)m deviates strongly from a
constant value, so that flat ΛCDM would be disfavoured.
This is confirmed by the deviation of L(1) from zero in
Figure 5.
When spatial curvature is allowed, the constraints from
the null tests tend to be weakened, as would be expected
by the degeneracy introduced by the extra degree of free-
dom [33]. For a flat ΛCDM fiducial model, the recon-
structed distribution of O(2)m and O(2)K are consistent with
being constant and equal to Ωm and ΩK (Figure 4), re-
spectively, confirming that the model does not deviate
from ΛCDM, as anticipated. But the errors are signifi-
cantly larger when curvature is allowed.
For the evolving w fiducial model, the reconstructions
of O(2)m and O(2)K are consistent with constants (Figure 4)
– but these constant values differ significantly from the
input values of Ωm and ΩK , respectively. The evolving w
model can erroneously be interpreted as a ΛCDM model
with a large matter density Ωm and negative curvature
ΩK . Consequently, the reconstruction of L(2) (Figure 5)
is consistent with a constant, indicating that ΛCDM is
not disfavoured. In both cases, the errors are large and
the null tests are degraded.
This problem reflects the degeneracy between the den-
sity parameters and the dark energy equation of state
(see also [25, 33, 34]). The reconstructions are formally
consistent with a constant, and thus with ΛCDM, due to
their incorrectly inferred values. Additional constraints
on the value of Ωm and ΩK from, for instance, BAO or
CMB measurements, are needed to break this degener-
acy.
V. CONCLUSIONS
In this paper, we described a series of null tests that
can be applied to SNIa data to determine the consistency
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7of observations with a (flat) ΛCDM model – without the
need to parametrize the equation of state of dark energy.
The tests require that the distance D and the diagnostics
O(1)m , O(2)m , O(2)K , L(1) and L(2) are reconstructed in a
model-independent way. We used GP to perform these
reconstructions.
We applied the null tests to the Union 2.1 SNIa data
set. The results were consistent with a flat ΛCDM model
(Figures 2 and 3).
Using the anticipated redshift distribution for the DES
supernova survey, we produced mock data sets of 4000
SNIa, with two competing fiducial cosmological models:
flat ΛCDM and an evolving w model. The reconstructed
distributions ofO(1)m for these datasets show that the con-
sistency tests are able to distinguish between different
cosmological models, and can correctly identify devia-
tions from ΛCDM, in the case when spatial flatness is
assumed. However, allowing for spatial curvature de-
grades the null tests in general (although not always –
see Fig. 2). The inherent degeneracy between the equa-
tion of state of dark energy and the density parameters
(Ωm,ΩK) reduces our ability to distinguish between vari-
ous models. The distributions ofO(2)m , O(2)K and L(2) were
consistent with a constant for the evolving w model (Fig-
ure 5), but the inferred values of Ωm and ΩK from the
O(2)m and O(2)K distributions were unrealistic (Figure 4).
The degeneracy needs to be broken using other data.
For future data sets which will have the power to probe
ΛCDM at high precision, the null tests we have intro-
duced will require further refinement. In particular, we
need to develop a method of quantifying the significance
of any possible deviation. This is left for future work.
Appendix: Redshift-dependence of the errors on the
GP reconstructions
The error of the GP reconstruction of the nth deriva-
tive on D at point z∗ is given by:
σ
(
D(n)(z∗)
)
=
(
k(n,n)(z∗, z∗) (A.1)
− K(n,0)(z∗,Z) [K(Z,Z) + C]−1K(0,n)(Z, z∗)
) 1
2
Here, Z is a vector containing the locations zi of the data
and C is the covariance matrix of the data. k denotes the
covariance function (here, Mate´rn (ν = 9/2) as given by
eq. (18)) and K a matrix containing covariances between
the redshift points: [K(Z,Z)]ij = k(zi, zj). Taking the
nth derivative of k with respect to the first argument and
the mth derivative with respect to the second argument
is denoted as k(n,m).
Note that the first term in the equations for the errors
is constant for a given covariance function and hyperpa-
rameters. Stationary covariance functions k(zi, zj), such
as Mate´rn (ν = 9/2), only depend on |zi − zj|, but not
on zi and zj individually. Therefore, k
(n,n)(z∗, z∗) does
not depend on the value of z∗.
We rewrite the equation for the errors (A.1) as
σ
(
D(n)(z∗)
)
=
√
t1,n − t2,n(z∗) (A.2)
where
t1,n = k
(n,n)(z∗, z∗)
t2,n(z
∗) = K(n,0)(z∗,Z) [K(Z,Z) + C]
−1
K(0,n)(Z, z∗) .
t1,n is determined by the covariance function and the
hyperparameters. It is constant in redshift and does not
explicitly depend on the data. (Note that the data are
used to optimize the hyperparameters and thus indirectly
affect the value of t1,n.) t2,n(z
∗) is redshift dependent
and also depends on the position and covariance matrix
of the data.
Fig. 6 shows t1 and t2(z
∗) for the reconstructions of D
and its derivatives. For D, D′ and D′′, we observe strong
relative changes in t1 − t2(z∗) with redshift. We denote
the maximum value of this term within the considered
redshift range as {t1 − t2(z∗)}max and the mean value
as {t1 − t2(z∗)}mean. Then we can quantify the redshift
dependence of t1 − t2(z∗) by the relative variation vr =
{t1 − t2(z∗)}max/{t1 − t2(z∗)}mean. vr = 1 implies that
the errors of the reconstruction are constant, while a large
value would indicate strong redshift-dependence.
We find the following results for vr:
vr(D) = 6.9
vr(D
′) = 5.6
vr(D
′′) = 3.2
vr(D
′′′) = 1.3
The values for D, D′ and D′′ are much larger than 1, im-
plying a strong redshift-dependence of the errors. How-
ever, for the reconstruction of D′′′ the relative variation
is much smaller, namely vr = 1.3. The smallness of this
value can be understood by the following consideration:
t1 ≫ t2(z∗)∀z∗ ensures that the absolute variations of
t1 − t2(z∗) (which are large compared to those for the
lower derivatives of D) translate into small relative vari-
ations. Therefore, the dominance of the constant term t1
is the main reason for the small value of vr and thus the
near-constancy of the errors on D′′′.
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FIG. 6. Terms contributing to the calculation of the errors for the GP reconstructions of D(z), D′(z), D′′(z) and D′′′(z). t1
and t2(z) are the constant and data dependent terms, respectively, as given by eq. (A.2).
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