MINIMAL DOMAINS AND THEIR BERGMAN KERNEL FUNCTION MICHAEL MASCHLER
l Introduction, On certain problems which arise in the theory of conformal and pseudo-conformal transformations• Attempts to generalize the Riemann mapping theorem to the case of multiply connected domains lead to the concept of canonical domains, that is, domains of a special geometric "shape" (for example, the entire plane slit along parallel rectilinear lines), onto which any other domain can be mapped conformally. The existence of such mappings, though interesting in itself, is less useful than the Riemann mapping theorem, because the circle has many properties other canonical domains do not possess. Moreover, this situation is worse when one passes to the space of several complex variables. In fact, even in the case of a simply connected domain, a complete set of canonical domains having a well defined geometric shape is not known. If we return to the case of a plane domain and note that the existence of canonical domains can be proved by considering certain extremum problems, we are led to the conclusion that perhaps it is worthwhile to introduce other types of canonical domains, defined by a simpler extremum problem rather than by geometric shape. Indeed, two important types of such domains were investigated by S. Bergman: The minimal domains and the representative domains, (Bergman [2, ). The shape of these domains (for definition, see § 2, 6.) is in general complicated, often they are situated on nonunivalent Riemann hypersurfaces, but they possess many properties which enable us to deduce interesting results in the theory of pseudoconformal transformations.
In the last century, various domain-functions were introduced and applied successfully to all branches of analysis. It proved useful to consider two types of problems: 1. Given some information on a domain-to find estimates for one of its domain functions. 2. Given properties of a domain function belonging to some domain-to obtain information about the domain itself. Theorems of these types lead, for instance, to distortion theorems and to solutions of various extremum 502 MICHAEL MASCHLER problems.
In the present paper we consider the Bergman kernel function K D (z, C) of a minimal domain D with a center t. We start our investigation by proving that K ΰ (z, t) = constant for zeD ( §3). Only minimal domains have this property and this fact enables us to deduce various properties of minimal domains and analytic functions defined in such domains ( § §3, 4) . These properties are generalizations of theorems on circles and they are valid only for minimal domains.
It is interesting to note that while most known applications of the kernel function to the theory of pseudo-conformal mapping use properties of the function K D {z, z), the theorem mentioned above deals with the function K B (z, t) where the arguments are not necessarily the same. It seems that this fact throws some light on the connection between mapping of domains and a metric defined in a domain which is invariant under pseudo-conformal transformations (Bergman's metric) (see also §6). In § 2 the possibility of a mapping of a domain onto a minimal domain is considered, then in § 5 it is proved that this mapping is unique up to a transformation with constant Jacobian-this justifies the term "canonical domains 7 '. Considering the case of mapping of a minimal domain onto another minimal domain (so that the centers do not correspond), we arrive at a distortion theorem. Section 6 is devoted to the class S of domains which are simultaneously minimal and representative with the same center. We define a domain function J A (w, ω) and prove that if a domain Δ can be mapped onto a domain of the class S, then JJvi, r)=constant for we Δ, where τ is the inverse image of the center. The function J A (w, w) , for an arbitrary domain Δ, but with identified arguments, is known to be an invariant under pseudo-conformal transformation.
REMARK. The theorems are stated for domains in the space of n complex variables, w=l, 2, 3, <C°°. We use both notations z and (z Lf z 2 , , z n ) to indicate a point in this space. In certain cases we apply theorems that were originally published only for n=l, 2. In these cases the extension to n^>2 is trivial. In order to state our theories in more generality we found it useful to consider non-univalent domains and certain kinds of domains in which points with different coordinates are considered identified. This meant a slight generalization of the concept of pseudo-conformal transformations (see §2). The definition of the kernel function and known theorems we utilize in this paper can be easily generalized to such domains. (Bergman [3, p. 33] , [1, p. 51] ). Hence, if Δ is a bounded univalent domain and K A (w(z*), w(t*))φ$ where z* or ί* (or both) is a point on a branch manifold of D-the type of singularity of K D {z*,Ί*) is determined by the Jacobian of the transformation in (2.2). If for z=z* the Jacobian exists and is equal to zero,
Preliminary remarks
We wish, however, to stress that it may well happen that z=z* or £=£* (or both) is a point on a branch manifold of D but K A (w(z*),w(t*))=Q in such a way that as z~+z*, t->t*, the kernel function K D {z, t) will tend to a finite value (which, by definition, is K D (z*, t*)). 
DEFINITION. A domain D is called a minimal domain with respect to a point t (teD) as center if t is not a point on a branch manifold of D and if any pseudo-conf ormal transformation w
k =w k (z),-1 > (O O\ q n (f\ A (h. 1 O . . . ryj\. u \Wι, , H/ 9 \Δ.ό) W k \o) -v, \rC-1, Δ f , ίl) f
where t is any fixed point of D which does not lie on a branch manifold.
Proof. This theorem was stated for special domains; however, essentially, the the proof is the same for the general case. S. Bergman showed ([2 p. 39] see also Garabedian [5] ) that if such a mapping exists, then
and if there exists a pseudo-conformal transformation which satisfies (2.3) and (2.4) then this transformation maps D onto a minimal domain with the origin as center. The volume V of the minimal domain is (2.5) V= λ K D (t, t) It remains to be shown that there exists always a pseudo-conformal transformation satisfying (2.3) and (2.4). This is trivial for rc=l, and for #>1 it was proved for domains satisfying special conditions, even with the condition that the transformations (2.1) will be of the type [7] ). The existence of a mapping of a general domain D onto a minimal domain now follows directly. We map D onto a bounded schlicht domain D* in the C-space by a pseudo-conformal transformation satisfying (2.3). This is possible since t is not a point on a branch manifold. Since any point of D* can be connected to the origin by a chain of a finite number of poly-cylinders, we can define by the method of analytic continuation 1 a function
The transformation ^^^(C), w k =ζ h ., k=2, 3, * ,w maps D* onto a minimal domain J with the origin as center, and the transformation from D onto Δ satisfies (2.3).
A minimal domain is, in general, not univalent. In fact, by an unpublished result of M. Schiffer, in the case ra=l, except for a trivial case, multiply connected minimal domains are not univalent domains without identified points (see also Kufareff [6] )
2 . The trivial case is a circle punctured at isolated points where the center of the circle is the center of this minimal domain (Bergman [3 p. 24] ). In the case of several complex variables there are more types of univalent minimal domains. For n==2, sufficient conditions for the existence of a mapping of a univalent domain onto a minimal univalent domain were given by M. Schiffer [7] . Proof. If D is a minimal domain in the 2-space then the transformation w k ==z /c -t /l , /fc=l, 2, * ',n maps it onto a minimal domain Δ in the w-space with center at the origin. This transformation has a constant Jacobian and it also satisfies (2.3), hence by (2.4) and (2.5)
On the other hand, if for a domain D and a fixed teD, we have a n d even the more general Reinhardt circular domains (with center at the origin) are minimal domains with center at the origin, since their kernel function was computed and was shown to satisfy the condition of Theorem 3.1 (or Theorem 3.2) (see Bergman [4] ).
Using the reproducing property of the kernel function, one obtains immediately the following result, which is a generalization of a well known theorem about a circle.
THEOREM 3.3. Let D be a minimal domain with t as center. Let f(z) be any function of the class 5 .£f 2 (D), then (3.2) f(t)=y.\ f( z )dw, V where V is the volume of D and dω is the volume element. Only minimal domains {where t does not lie on a branch manifold) have this property,
(Compare also Schiffer [7] for the case of univalent domains).
Proof, If D is a minimal domain, then from Theorem 1 we obtain f(z)dω.
On the other hand, if D is a domain of finite volume such that for each function in 5^*(D) (3.2) holds then (3.2) holds in particular for = K D (z,t) (see and the theorem is proved.
5 Transformation of a minimal domain onto a minimal domain. Theorem 2.1. assures us that any domain D can be mapped onto a minimal domain by a pseudo-conf ormal transformation which is normalized at a point t e D (the inverse image of the center, and thus does not lie on a branch manifold). There are, in general, infinitely many such transformations which transform D onto different minimal domains under the same conditions. However, we can say that up to a transformation with a constant Jacobian these transformations are the same. More exactly, we have the following. The proof is an immediate consequence of (2.2) and Theorem 3.1.
It is of interest to study also transformation of one minimal domain onto another in which the centers do not correspond. From Theorem 4.1 it follows that we can limit ourselves to minimal domains of equal volume. It is to be expected that properties of transformation of this kind are closely connected with distortion theorems. Let us assume also that the two domains have the same volume, then
LEMMA. // Ώ* is a minimal domain with center ζ then
for any z which does not lie on a branch manifold and the minimum is achieved only if z=ζ.
Proof. Indeed, we can map Z>* onto a minimal domain J* with the normalization of Theorem 2.1 at the point z, zφζ.
Since D has only one center (see Theorem 4.2) we have vol Z)*>vol J*; on the other hand (5.4) vol Z>*= X , vol J*== --1 hence the lemma is proved.
Proof of Theorem 5.2. By (2.2) we have On the other hand
ΪC)\
therefore, by chosing the path of integration to be on AB we obtain: |/XB*)|O, from which the required result follows.
6, Minimal domains and representative domains. Attempts to generalize the Riemann mapping theorem to the case of domains in the space of n complex variables lead to various other classes of canonical domains. In this section we shall be interested with the so-called representative domains (Bergman [2 p. 27 1. A necessary and sufficient condition that two domains can be mapped pseudo-conformally onto each other by a trausformation of the type (6.1) is that they have the same representative domain obtained by (6.2) .
2. Equations (6.2) can be expressed in terms of the kernel function K D (z, C) and its derivative, as follows:
Let IM be the (w + l)x(w+l) matrix
where
(see §2).
ίf\ (6.5) 
/or zeZλ iϊerβ -A, -, -are constants and \A tj \φD.
Proof. Since D is a minimal domain it follows from (3.1) of Theorem 3.1 and (6.3) that M°Jz, t)=l for zeD. Also K tt0 , (i=l, 2, , n) in (6.6) (see also (6.4) ) must vanish. But D is also a representative domain with the same center t, hence (6.2) becomes w k -z k . We obtain ! Kφ, t) Kφ, t) . -Kφ, t) where M* is obtained from M by removing the first row and the first column and M^ is obtained from M* by removing the kth row. |M*|τ^0 because |M|τ^0 hence z k -t k satisfy the equations (6.7) where A tj are obtained from the corresponding elements of M*.
By reversing the arguments of the proof we obtain immediately the converse theorem // D is a minimal domain with t as center, and its kernel function) satisfies (6.7) with |A,,|^0, then D is also a representative domain with the same center.
COROLLARY. The constants A u of (6.7) must satisfy (6.9) A u =A n .
Proof. hence, from (6.7)
A*ij ---^=-Lif(^, r) therefore, from (6.11) and (6.12) ), F) dwJdω,
