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研究成果の概要（和文）：高次元ノイズ構造を精密に調査し，ノイズに対する2つの固有値モデル「Strongly 





研究成果の概要（英文）：We provided two disjoint models: the strongly spiked eigenvalue (SSE) model 
and the non-SSE (NSSE) model. It can be noted that, under the SSE model, asymptotic normality of 
high-dimensional statistics is not valid because it is heavily influenced by strongly spiked 
eigenvalues. In order to handle several statistical inferences for the SSE model, we propose a data 
transformation from the SSE model to the NSSE model by estimating　the strongly spiked 
eigenstructures. We create new statistical test procedures by the data transformation. In addition, 







































本研究は，Yata and Aoshima (2012, JMA)に
おいて考案したノイズ掃き出し法とYata and 

















(3) Aoshima and Yata (2011, SA)において，
共分散行列の異質性を母集団間のある距離
で測り，2群判別を提案した．本研究は，
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