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STABILITY AND ROBUST REGULATION OF PASSIVE
LINEAR SYSTEMS
LASSI PAUNONEN
Abstract. We study the stability of coupled impedance passive regu-
lar linear systems under power-preserving interconnections. We present
new conditions for strong, exponential, and non-uniform stability of the
closed-loop system. We apply the stability results to the construction of
passive error feedback controllers for robust output tracking and distur-
bance rejection for strongly stabilizable passive systems. In the case of
nonsmooth reference and disturbance signals we present conditions for
non-uniform rational and logarithmic rates of convergence of the out-
put. The results are illustrated with examples on designing controllers
for linear wave and heat equations, and on studying the stability of a
system of coupled partial differential equations.
1. Introduction
In this paper we study the stability properties and control of regular linear
systems [39] of the form1
x˙(t) = Ax(t) +Bu(t) x(0) = x0 ∈ X(1.1a)
y(t) = CΛx(t) +Du(t)(1.1b)
on a Hilbert space X, where u(t) is the input of the system and y(t) is the
output. Our main interest is in systems that are impedance passive [10, 33,
35] (or passive for short) in the sense that their solutions satisfy
d
dt
‖x(t)‖2 ≤ 2Re〈u(t), y(t)〉, t > 0.
Passive systems are encountered especially in the study of mechanical sys-
tems modeled with partial differential equations. In particular, (1.1) is
impedance passive if A generates a contraction semigroup, B and C are
bounded operators, C = B∗, and ReD ≥ 0.
The paper consists of two main parts. In the first part we focus on the
stability of the coupled system consisting of (1.1) and another passive regular
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details.
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linear system
z˙(t) = Acz(t) +Bcuc(t) z(0) = z0 ∈ Z(1.2a)
yc(t) = CcΛz(t) +Dcuc(t)(1.2b)
with D∗c = Dc under a power-preserving interconnection where
u(t) = yc(t), uc(t) = −y(t).
We study the stability of the resulting closed-loop system
x˙e(t) = Aexe(t), xe(0) = xe0 ∈ Xe(1.3)
on the Hilbert space Xe = X × Z. The notation (Ac, Bc, Cc,Dc) and our
results on the closed-loop stability are motivated by the second part of the
paper where we study robust output tracking and disturbance rejection for
the system (1.1). In this situation (1.2) is an unstable dynamic feedback
controller. However, our results are also applicable when the roles of the
systems are reversed, i.e., when (1.2) is a system to be controlled and (1.1)
is the controller, and they can also be used to study the stability of systems of
partial differential equations coupled on the boundary or inside the domain.
Our main interest is in the situation where Ac has a countable number of
spectral points on the imaginary axis.
We study (1.3) in terms of the stability properties of the strongly con-
tinuous semigroup Te(t) generated by Ae : D(Ae) ⊂ Xe → Xe. As our
main results we introduce conditions under which the semigroup Te(t) is
exponentially stable, strongly stable, or non-uniformly stable [7]. Among
these, exponential stability is the strongest form of stability. However, in
certain control applications exponential stability is unachievable, and many
partial differential equations and coupled systems are known to lack expo-
nential decay of energy. These situations arise especially in wave equations
with partial damping and in coupled hyperbolic-parabolic systems [43, 6].
Recently many such coupled systems have been shown to be polynomially
stable [23, 7, 8], which means that the classical solutions of the system decay
at rational rates, i.e., for some constants Me, α, t0 > 0
‖Te(t)xe0‖ ≤ Me
t1/α
‖Aexe0‖, xe0 ∈ D(Ae), t ≥ t0.
In this paper we introduce new results for studying polynomial and the
more general non-uniform stability for coupled passive abstract linear sys-
tems (1.1) and (1.2).
Strong and exponential closed-loop stabilities of infinite-dimensional sys-
tems have been studied in the literature for passive one-dimensional bound-
ary control systems [36, 30], coupled systems with collocated inputs and out-
puts [15], and passive systems coupled with finite-dimensional systems [44].
Polynomial stability of coupled systems has been studied extensively in the
context of coupled linear partial differential equations [3, 1, 6, 2], and for
abstract hyperbolic-parabolic systems [20].
In the second part of the paper we study the robust output regulation
problem where the aim is to design a controller in such way that the out-
put y(t) of the system (1.1) converges to a given reference signal yref (t)
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asymptotically in the sense that
‖y(t)− yref (t)‖ → 0, t→∞
despite possible external disturbance signals wdist(t). In addition, the con-
troller is required to be robust in the sense that it should achieve output
tracking even if the parameters (A,B,C,D) experience small changes or
contain uncertainties. This control problem has been studied actively in the
literature for various classes of infinite-dimensional linear systems [42, 24,
17, 31, 21, 18, 28, 37] including regular linear systems [40, 9, 29, 41, 26, 27]
and passive systems [31].
The robust output regulation problem can be solved with a dynamical
error feedback controller of the form
z˙(t) = Acz(t) +Bc(yref (t)− y(t)), z(0) = z0 ∈ Z(1.4a)
u(t) = CcΛz(t) +Dc(yref (t)− y(t)).(1.4b)
One of the fundamental results of the theory, the internal model princi-
ple [16, 14, 28, 29], implies that robust output tracking can be achieved by
including a suitable number of copies of the frequencies {iωk}k∈I of yref (t)
and wdist (t) into the dynamics of the controller and using the remaining
parameters of (1.4) to stabilize the closed-loop system. While the inclusion
of the internal model is both necessary and sufficient for robustness, the
resulting closed-loop can be stabilized in various ways. Under fairly general
assumptions the closed-loop stability can be achieved with observer-based
design methods [18, 26] leading to infinite-dimensional controllers. If the
system (1.1) can be stabilized exponentially with output feedback and if
yref (t) and wdist (t) contain a finite number of frequencies, then Ac can be
chosen to be minimal in the sense that it contains only the internal model,
and the closed-loop system can be stabilized with suitable choices of Bc and
Cc [24, 17, 31]. It was shown in [31, Thm. 1.2] that if (1.1) is passive and
exponentially stabilizable, then robust output regulation can be achieved in
a natural way using a minimal passive controller (1.4).
In this paper we extend the passive controller design presented in [31]. We
present a robust passive controller for systems (1.1) that are not exponen-
tially stablizable, but only strongly stabilizable. Such systems are encoun-
tered, for example, in control of wave equations, as illustrated in Section 6.
Moreover, our design methods allow considering nonsmooth periodic refer-
ence and disturbance signals with infinite numbers of frequencies. In earlier
references, the robust output regulation of nonsmooth signals has only been
achieved using an observer in the controller [18, 27]. We solve this prob-
lem with two new robust controllers having the property that Ac contains
only the internal model of the reference and disturbance signals. These con-
trollers achieve either exponential, polynomial, or non-uniform closed-loop
stability depending on the properties of the system (1.1) and the choices
of the controller’s parameters. In the case of non-uniform closed-loop sta-
bility we present non-uniform rates of convergence for the output y(t) for
sufficiently smooth yref (t) and wdist(t).
One of the passive controllers presented in this paper is based on a trans-
port equation with boundary control and observation, and under suitable
assumptions on the system (1.1) (in general requiring D 6= 0) the controller
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achieves robust output regulation of all τ -periodic reference and disturbance
signals with exponential convergence rate of the output. This controller is
related to the ones used in repetitive control [19, 40] and in [21].
The paper is organised as follows. In Section 2 we state the main standing
assumptions. The results on stability of the closed-loop system are presented
in Section 3. In Section 4 we formulate the robust output regulation prob-
lem, and the results on construction of robust controllers are presented in
Section 5. In Section 6 we illustrate the controller construction for concrete
partial differential equations, including two one-dimensional wave equations
and a two-dimensional heat equation. Appendix A collects some operator
theoretic results that are used throughout the paper.
2. Notation and Definitions
If X and Y are Banach spaces and A : X → Y is a linear operator,
we denote by D(A), N (A) and R(A) the domain, kernel and range of A,
respectively. The space of bounded linear operators from X to Y is denoted
by L(X,Y ). If A : X → X, then σ(A) and ρ(A) denote the spectrum and
the resolvent set of A, respectively. For λ ∈ ρ(A) the resolvent operator is
R(λ,A) = (λ−A)−1. The inner product on a Hilbert space is denoted by
〈·, ·〉. For T ∈ L(X) on a Hilbert space X we define ReT = 12 (T + T ∗).
The Moore-Penrose pseudoinverse of T ∈ L(X,Y ) is denoted by T †. For
two functions f : I ⊂ R→ X and g : R+ → R+ we write ‖f(t)‖ = O(g(|t|))
if there exist Mg, Tg > 0 such that ‖f(t)‖ ≤ Mgg(|t|) whenever |t| ≥ Tg.
We denote f(t) . g(t) and fk . gk if there exist M1,M2 > 0 such that
f(t) ≤M1g(t) and fk ≤M2gk for all values of the parameters t and k.
The system (1.1) is assumed to be a regular linear system on a Hilbert
space X, and it may include an external disturbance signal wdist(t) of the
form
x˙(t) = Ax(t) +Bu(t) +Bdwdist (t), x(0) = x0 ∈ X(2.1a)
y(t) = CΛx(t) +Du(t).(2.1b)
The operators B ∈ L(U,X−1), Bd ∈ L(Ud,X−1) and C ∈ L(X1, Y ) are
admissible [34, Sec. 4] with respect to the semigroup T (t) generated by
A : D(A) ⊂ X → X. Here U , Ud, and Y are Hilbert spaces, and we assume
Y = U . The space X1 is D(A) equipped with the graph norm of A, and X−1
is the completion of X with respect to the norm ‖x‖−1 = ‖R(λ0, A)x‖ where
λ0 ∈ ρ(A) is arbitrary and fixed. We denote XB = D(A) +R(R(λ0, A)B)
and XB,Bd = D(A) +R(R(λ0, A)[B,Bd]). The Λ-extension of C is
CΛx = lim
λ→∞
λCR(λ,A)x
where D(CΛ) consists of those x ∈ X for which the limit exists. The reg-
ularity of (1.1) implies that R(R(λ,A)B) ⊂ D(CΛ) and R(R(λ,A)Bd) ⊂
D(CΛ) for all λ ∈ ρ(A) and that the transfer functions P (·) : uˆ 7→ yˆ and
Pd(·) : wˆdist 7→ yˆ have the formulas
P (λ) = CΛR(λ,A)B +D, Pd(λ) = CΛR(λ,A)Bd.
Throughout the paper we assume (A,B,C,D) is impedance passive [10,
33, 35]. In particular, Re〈Ax + Bu, x〉 ≤ Re〈CΛx + Du, u〉 for all x ∈ X
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and u ∈ U satisfying Ax + Bu ∈ X [33, Thm. 4.2]. The semigroup T (t)
generated by A is contractive, ReD ≥ 0, and ReP (λ) ≥ 0 for all λ ∈ C+.
The following operator identity is used frequently in the proofs. The
formula can be verified with a direct computation.
Lemma 2.1 (The Woodbury Formula). Let (A,B,C,D) be a regular lin-
ear system and let Q ∈ L(Y,U) be invertible. If λ ∈ ρ(A) and if Q−1 +
CΛR(λ,A)B is boundedly invertible, then λ ∈ ρ(A−BQCΛ) and
R(λ,A−BQCΛ) = R(λ,A)−R(λ,A)B(Q−1 + CΛR(λ,A)B)−1CΛR(λ,A),
where D(A−BQCΛ) = {x ∈ D(CΛ) | (A−BQCΛ)x ∈ X }.
The system (1.2) is another impedance passive regular linear system on
a Hilbert space Z with D∗c = Dc. The scale spaces Z1 and Z−1 are defined
similarly as X1 and X−1, and we define ZBc = D(Ac)+R(R(λ0, Ac)Bc), and
denote the Λ-extension of Cc by CcΛ. The passivity implies that Re〈Acz +
Bcy, z〉 ≤ Re〈Ccz+Dcy, y〉 for all z ∈ Z and y ∈ Y satisfying Acz+Bcy ∈ Z.
The passivity and self-adjointness of Dc imply Dc ≥ 0. We denote the
transfer function of (Ac, Bc, Cc,Dc) with
G(λ) = CcΛR(λ,Ac)Bc +Dc, λ ∈ ρ(Ac).
Our assumption Dc ≥ 0 simplies the analysis of the admissibility of output
feedbacks of the two passive systems (1.1) and (1.2). However, many of the
results also hold in the situation where ReDc ≥ 0 as long as the appropriate
feedback operators remain admissible. In particular this usually holds if Dc
is close to being self-adjoint, i.e., if ‖Dc −D∗c‖ is sufficently small.
3. Stability of Coupled Passive Systems
In this section we present our main results on the stability of the closed-
loop system associated to the power-preserving interconnection of (1.1)
and (1.2). Lemma 4.2 in Section 4 shows that the system operator Ae
of the closed-loop system
x˙e(t) = Aexe(t), xe(0) = xe0 = (x0, z0)
T ∈ Xe
is given by
Ae =
[
A−BDcQ1CΛ BQ2CcΛ
−BcQ1CΛ Ac −BcQ1DCcΛ
]
D(Ae) =
{[
x
z
]
∈ XB × ZBc
∣∣∣∣
{
(A−BDcQ1CΛ)x+BQ2CcΛz ∈ X
−BcQ1CΛx+ (Ac −BcQ1DCcΛ)z ∈ Z
}
where Q1 = (I +DDc)
−1 and Q2 = (I +DcD)
−1, and that Ae generates a
strongly continuous contraction semigroup Te(t) on Xe.
Remark 3.1. Our results assume that (1.1) is stable and its transfer func-
tion P (λ) satisfies certain additional conditions. However, the results are
also immediately applicable when (1.1) is unstable but can be stabilized with
a suitable output feedback. Indeed, if Dc > 0, we can write Dc = Dc1+Dc2
with Dc1 ≥ 0 and Dc2 > 0. Lemma A.1(d) implies that u(t) = −Dc2y(t)
with Dc2 > 0 is an admissible feedback for (A,B,C,D) and the result-
ing system (AS , BS , CS ,DS) = (A − BDc2QS1CΛ, BQS2 , QS1CΛ, QS1D) with
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QS1 = (I + DDc2)
−1 and QS2 = (I + Dc2D)
−1 is regular [39]. A direct
computation shows that
Ae =
[
AS −BSDc1Q3CS BSQ4CcΛ
−BcQ3CS Ac −BcQ3DSCcΛ
]
.
Since this operator has exactly the same form as the original Ae, in each of
our results it is possible to replace (A,B,C,D) with the stabilized system
(AS , BS , CS ,DS), the transfer function P (λ) with PS(λ) = C
SR(λ,AS)BS+
DS, and the feedthrough operator Dc ≥ 0 with Dc1 ≥ 0. It is important to
note that if P (λ) is invertible and ReP (λ) ≥ 0 for some λ ∈ ρ(A), then for
any Dc2 > 0 we have RePS(λ) > 0.
3.1. Strong Stability. The following theorem presents sufficient conditions
for the strong stability of the closed-loop system.
Theorem 3.2. Assume (A,B,C,D) is passive and strongly stable in such a
way that iR ⊂ ρ(A). Moreover, assume (Ac, Bc, Cc,Dc) is passive, Dc ≥ 0,
and the following hold for some I ⊂ Z.
(1) σ(Ac) ∩ iR = {iωk}k∈I and ReP (iωk) > 0 for all k ∈ I.
(2) I + P (iω)G(iω) is invertible for every ω ∈ R \ {ωk}k∈I such that
ReG(iω) = 0.
(3) {iωk}k∈I ⊂ ρ(Ac −BcD0(I +DcD0)−1CcΛ) whenever ReD0 > 0.
Then iR ⊂ ρ(Ae) and the closed-loop system is strongly stable.
Assume in addition that I ⊂ Z is finite, (A,B,C,D) is exponentially
stable, and there exists R > 0 such that sup|ω|≥R‖R(iω,Ac)‖ <∞. If either
lim sup|ω|→∞‖G(iω)P (iω)‖ < 1 or ReP (iω) ≥ γ(ω) ≥ 0 and ReG(iω) ≥
dc(ω) ≥ 0 such that γ(ω) + dc(ω) ≥ γ0 > 0 for some constant γ0 > 0 and
for large |ω|, then the closed-loop system is exponentially stable.
Proof. We begin by showing that iR ⊂ ρ(Ae). Since the semigroup generated
by Ae is uniformly bounded by Lemma 4.2, the strong stability of Te(t) then
follows from the Arendt–Batty–Lyubich–Vu˜ Theorem [4, 25].
Lemma A.1(d) implies that u(t) = −Dcy(t) is an admissible output feed-
back for (A,B,C,D), and by [39] the resulting system (Acl, Bcl, Ccl,Dcl) =
(A − BDcQ1CΛ, BQ2, Q1CΛ, Q1D) is regular. The assumption iR ⊂ ρ(A)
and Lemma A.3 imply iR ⊂ ρ(Acl), and by Lemma A.1(d) the transfer
function Pcl(λ) is given by Pcl(iω) = P (iω)(I +DcP (iω))
−1 for all ω ∈ R.
If ω ∈ R and if we denote Riω = R(iω,Acl), then iω − Ae has a bounded
inverse given by
R(iω,Ae) =
[
Riω −RiωBclCcΛSA(iω)−1BcCclRiω RiωBclCcΛSA(iω)−1
−SA(iω)−1BcCclRiω SA(iω)−1
]
provided that the Schur complement
SA(iω) = iω −Ac +BcDclCcΛ +BcCclR(iω,Acl)BclCcΛ
= iω −Ac +BcP (iω)(I +DcP (iω))−1CcΛ
with domain D(SA(iω)) = { z ∈ D(CcΛ) | SA(iω)z ∈ Z } has a bounded
inverse. If ω = ωn for some n ∈ I, then ReP (iωn) > 0 and assumption (3)
imply that SA(iωn) is boundedly invertible. Thus {iωk}k∈I ⊂ ρ(Ae).
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Now let ω ∈ R \{ωk}k∈I . If ReG(iω) = 0, then I +G(iω)P (iω) is invert-
ible by assumption. By Lemma A.1(a) the same is also true if ReG(iω) > 0,
since I +G(iω)P (iω) = G(iω)(G(iω)−1 + P (iω)). Because
I +DcP (iω) + CcΛR(iω,Ac)BcP (iω) = I +G(iω)P (iω),
the Woodbury formula implies that SA(iω) has a bounded inverse
SA(iω)
−1 = R(iω,Ac)
[
I−BcP (iω)(I+G(iω)P (iω))−1CcΛR(iω,Ac)
]
.(3.1)
Thus iω ∈ ρ(Ae) also for all ω ∈ R \ {ωk}k∈I . Since the semigroup Te(t) is
contractive, the closed-loop system is strongly stable.
Finally, assume that I ⊂ Z is finite, (A,B,C,D) is exponentially stable,
and sup|ω|≥R‖R(iω,Ac)‖ <∞ for some R > 0. The stability and regularity
of (A,B,C,D) imply that the norms ‖R(·, A)‖, ‖R(·, A)B‖, ‖CΛR(·, A)‖,
and ‖P (·)‖ are uniformly bounded on iR. Similarly the regularity of the
controller implies that ‖R(iω,Ac)‖, ‖R(iω,Ac)Bc‖, ‖CcΛR(iω,Ac)‖, and
‖CcΛR(iω,Ac)Bc‖ are uniformly bounded with respect to ω ∈ R with |ω| ≥
R. If lim sup|ω|→∞‖G(iω)P (iω)‖ < 1 the norms ‖P (iω)(I+G(iω)P (iω))−1‖
are uniformly bounded for large |ω|. On the other hand, if γ(ω) + dc(ω) ≥
γ0 > 0, then Lemma A.1(b) implies ‖P (iω)(I + G(iω)P (iω))−1‖ . γ−10 .
Thus (3.1) implies that ‖R(iω,Ae)‖ is uniformly bounded for large |ω|.
Since iR ⊂ ρ(Ae) and Te(t) is contractive, the Gearhart–Pru¨ss Theorem
shows that the closed-loop system is exponentially stable. 
Remark 3.3. Condition (2) is in particular satisfied if ReG(iω) > 0 for
all ω ∈ R \ {ωk}k∈I . If ReG(iω) ≥ dc > 0 for some constant dc > 0, then
‖P (iω)(I+G(iω)P (iω))−1‖ ≤ d−1c for all ω ∈ R\{ωk}k∈I by Lemma A.1(b).
The proof of Theorem 3.2 can also be adapted to show that if ReP (iω) > 0
for all ω ∈ R, then Te(t) is strongly stable and iR ⊂ ρ(Ae) even without
assumption (2). If ω ∈ R \ {ωk}k∈I and ReP (iω) > 0, then Lemma A.1(a)
implies that P (iω) and I + G(iω)P (iω) = (P (iω)−1 + G(iω))P (iω) are
boundedly invertible, and SA(iω) has the bounded inverse given by the for-
mula (3.1). Thus we again have iω ∈ ρ(Ae). Lemma A.1(b) also shows
that if γ(ω) > 0 is such that ReP (iω) ≥ γ(ω) > 0, then ‖P (iω)(I +
G(iω)P (iω))−1‖ ≤ γ(ω)−1‖P (iω)‖2.
3.2. Exponential Stability. The following theorem presents sufficient con-
ditions for exponential stability of the closed-loop system. The transfer func-
tion P (iω) is allowed to be singular for some values ω ∈ R (i.e., the system
(A,B,C,D) may have “transmission zeros” on iR), but such points must
be uniformly disjoint from the spectrum of Ac. It should be noted that the
result also remains valid if the conditions are satisfied for Ω = R. Condi-
tion (2) is in particular satisfied if ReG(iω) ≥ dc > 0 for some constant
dc > 0 and for all ω ∈ R \ Ω.
Theorem 3.4. Assume (A,B,C,D) is passive and exponentially stable, and
there exist Ω ⊂ R and γ > 0 such that ReP (iω) ≥ γ > 0 for all ω ∈ Ω.
Moreover, assume (Ac, Bc, Cc,Dc) is passive, Dc ≥ 0, and the following
hold.
(1) σ(Ac) ∩ iR ⊂ iΩ and supω∈R\Ω‖R(iω,Ac)‖ <∞
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(2) ReP (iω) ≥ γ(ω) ≥ 0 and ReG(iω) ≥ dc(ω) ≥ 0, and there exist 0 <
δ < 1 and γ0 > 0 such that for each ω ∈ R\Ω either ‖G(iω)P (iω)‖ ≤
δ < 1 or γ(ω) + dc(ω) ≥ γ0 > 0.
(3) The system (Ac, Bc, Cc,Dc) is stabilized exponentially with output
feedback uc(t) = −µDyc(t) for any µ ∈ (0, 1).
Then the closed-loop system is exponentially stable.
Proof. Our aim is to show iR ⊂ ρ(Ae) and supω∈R‖R(iω,Ae)‖ < ∞. First
let ω ∈ R \ Ω. The proof of Theorem 3.2 shows that SA(iω) has an inverse
SA(iω)
−1 = R(iω,Ac)
[
I −BcP (iω)(I +G(iω)P (iω))−1CcΛR(iω,Ac)
]
.
If ‖G(iω)P (iω)‖ ≤ δ < 1, then ‖P (iω)(I +G(iω)P (iω))−1‖ ≤ ‖P (iω)‖/(1−
δ), and if γ(ω) + dc(ω) ≥ γ0 > 0, Lemma A.1(b) implies ‖P (iω)(I +
G(iω)P (iω))−1‖ ≤ γ−10 max{1, ‖P (iω)‖}. Assumption (1) and the admis-
siblity of Bc and Cc imply iR \ iΩ ⊂ ρ(Ae) and supω∈R\Ω‖R(iω,Ae)‖ <∞.
It remains to consider ω ∈ Ω. We decompose D into two parts D =
µD + ηD with µ ∈ (0, 1) and η = 1 − µ in such a way that the first part
stabilizes (Ac, Bc, Cc,Dc) exponentially and the second part can be used to
show closed-loop stability. Denote by (Aµc , B
µ
c , C
µ
c ,D
µ
c ) the exponentially
stable passive system obtained from (Ac, Bc, Cc,Dc) with the admissible
output feedback uc(t) = −µDyc(t). For all sufficiently small µ ∈ (0, 1)
the transfer function Pη(λ) of (A,B,C, ηD) satisfies RePη(iω) ≥ γ˜ > 0
for some constant γ˜ > 0 and for all ω ∈ Ω. Since Dµc = Dc(I + µDDc)−1,
Lemmas A.1 and A.2 imply that can choose µ ∈ (0, 1) so that I+ηDDµc and
I+Pη(iω)D
µ
c for all ω ∈ Ω are invertible, and supω∈Ω‖(I+Pη(iω)Dµc )−1‖ <
∞. Thus u(t) = −Dµc y(t) is an admissible output feedback for (A,B,C, ηD).
If we denote the resulting regular linear system with (Aµ, Bµ, Cµ,Dµ) =
(A − BDµcQµ5C,BQµ6 , Qµ5C, ηQµ5D) where Qµ5 = (I + ηDDµc )−1 and Qµ6 =
(I + ηDµcD)−1, we can write
Ae =
[
A−BDµcQµ5C BQµ6Cµc
−BµcQµ5C Aµc − ηBµcQµ5DCµc
]
=
[
Aµ BµCµc
−Bµc Cµ Aµc −BµcDµCµc
]
Similarly as in Lemma A.3 we can show that supω∈Ω‖R(iω,Aµ)‖ < ∞
and the transfer function of (Aµ, Bµ, Cµ,Dµ) satisfies Pµ(iω) = Pη(iω)(I +
Dµc Pη(iω))
−1 for all ω ∈ Ω. The transfer function of (Aµc , Bµc , Cµc ,Dµc ) is
denoted by Gµ(λ).
Let ω ∈ Ω. If we denote Rµiω = R(iω,Aµ), then iω − Ae has a bounded
inverse given by
R(iω,Ae) =
[
Rµiω −RµiωBµCµc SµA(iω)−1Bµc CµRµiω RµiωBµCµc SµA(iω)−1
−SµA(iω)−1Bµc CµRµiω SµA(iω)−1
]
provided that the Schur complement
SµA(iω) = iω −Aµc +BµcDµCµc +Bµc CµR(iω,Aµ)BµCµc
= iω −Aµc +Bµc Pη(iω)(I +Dµc Pη(iω))−1Cµc
has a bounded inverse. If SµA(iω) is boundedly invertible for all ω ∈ Ω,
then the regularity of (Aµ, Bµ, Cµ,Dµ) and supω∈Ω‖R(iω,Aµ)‖ < ∞ also
imply supω∈Ω‖R(iω,Ae)‖ < ∞ provided that ‖SµA(iω)−1‖, ‖SµA(iω)−1Bµc ‖,
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‖Cµc SµA(iω)−1‖, and ‖Cµc SµA(iω)−1Bµc ‖ are uniformly bounded with respect
to ω ∈ Ω.
Let ω ∈ Ω be arbitrary. Since RePη(iω) ≥ γ˜ > 0 and ReGµ(iω) ≥
0, Lemma A.1 implies that Pη(iω) and I + G
µ(iω)Pη(iω) = (Pη(iω)
−1 +
Gµ(iω))Pη(iω) are boundedly invertible. Therefore the same is true for
I +Dµc Pη(iω) + C
µ
c R(iω,A
µ
c )B
µ
c Pη(iω) = I +G
µ(iω)Pη(iω).
The Woodbury formula implies that SµA(iω) has a bounded inverse
SµA(iω)
−1 = R(iω,Aµc )
[
I −Bµc Pη(iω)(I +Gµ(iω)Pη(iω))−1Cµc R(iω,Aµc )
]
where ‖Pη(iω)(I + Gµ(iω)Pη(iω))−1‖ ≤ ‖Pη(iω)‖2/γ˜. Thus iω ∈ ρ(Ae).
Since supω∈R‖Pη(iω)‖ < ∞ and (Aµc , Bµc , Cµc ,Dµc ) is regular and exponen-
tially stable, the norms ‖SµA(iω)−1‖, ‖SµA(iω)−1Bµc ‖, ‖Cµc SµA(iω)−1‖, and
‖Cµc SµA(iω)−1Bµc ‖ are uniformly bounded with respect to ω ∈ Ω. This fur-
ther implies that supω∈Ω‖R(iω,Ae)‖ < ∞, and the closed-loop system is
exponentially stable by the Gearhart–Pru¨ss Theorem. 
Since both (A,B,C,D) and (Ac, Bc, Cc,Dc) are exponentially stabilizable
in Theorem 3.4, it would have also been possible to use [38, Prop. 4.6] to
study the exponential closed-loop stability.
3.3. Non-uniform Closed-Loop Stability. In this section we introduce
conditions for polynomial and non-uniform stability of the closed-loop sys-
tem in the situation where the unstable part of Ac is diagonal and Bc and
Cc are bounded. The closed-loop system is said to be non-uniformly stable
when Te(t) is uniformly bounded and iR ⊂ ρ(Ae), but the norms ‖R(iω,Ae)‖
are not bounded with respect to ω ∈ R. Letting M(·) be a continuous in-
creasing function such that ‖R(iω,Ae)‖ ≤ M(|ω|), the results in [7] show
that there exist Me, c, t0 > 0 such that
‖Te(t)xe0‖ ≤ Me
M−1log (ct)
‖Aexe0‖ ∀xe0 ∈ D(Ae), t ≥ t0,(3.2)
where M−1log is the inverse of the function
Mlog(ω) =M(ω) (log(1 +M(ω)) + log(1 + ω)) , ω > 0.(3.3)
The decay rate in (3.2) is simplified in the two important special cases
where M(|ω|) grows either polynomially or exponentially fast as |ω| → ∞.
In particular [8, Thm. 2.4] shows that if ‖R(iω,Ae)‖ = O(|ω|α) for some
α > 0, then (M−1log (ct))
−1 in (3.2) can be replaced with t−1/α. Moreover, if
‖R(iω,Ae)‖ = O(eα|ω|) for some α > 0, then (M−1log (ct))−1 in (3.2) can be
replaced with α/ log(t) by [7, Ex. 1.6].
In the following we assume Z = Zu×Zs where Zu =
⊗
k∈I Zk with Hilbert
spaces Zk and ‖(zk)k‖2Zu =
∑
k∈I‖zk‖2Zk , and an infinite I ⊂ Z. We consider
Ac such that Acz = (A
u
c zu, A
s
czs) for z = (zu, zs) ∈ D(Ac) = D(Auc )×D(Asc),
where Asc generates an exponentially stable semigroup on Z
s and
Auc = diag(iωkIZk)k∈I , D(A
u
c ) =
{
(zk)k ∈ Z
∣∣ ∑
k∈I
|ωk|2‖zk‖2Zk <∞
}
(3.4)
where ωk 6= ωl for k 6= l. The role of the set Ωε ⊂ R in the theorem is
to show that only the behaviour of ReP (iω) near the spectrum σ(Auc ) =
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{iωk}k∈I affects the asymptotic growth of ‖R(iω,Ae)‖. The purpose of h(·)
is to compensate for the lack of uniform gap in the set {ωk}k∈I , and if
infk 6=l|ωk − ωl| > 0, we can choose h(·) ≡ 1. If {ω2k}k∈I has a uniform
gap, which is in particular true for the spectrum of the wave operator on a
rectangle with Dirichlet or Neumann boundary conditions, then [23, Lem.
3.1] shows that h(ω) = 1 + ω2 has the required properties.
Theorem 3.5. Assume (A,B,C,D) is passive and exponentially stable, let
(Ac, Bc, Cc,Dc) be passive, let Ac be of the form (3.4), Cc ∈ L(Z,U), Bc ∈
L(Y,Z), and Dc ≥ 0. Assume Ckc = Cc|N (iωk−Ac) ∈ L(Zk, U) are injective
and have closed ranges for all k ∈ I.
Assume further that there exists ε > 0 such that ReP (iω) > 0 for all
ω ∈ Ωε = {ω ∈ R | ∃k ∈ I : |ω − ωk| < ε }, condition (2) of Theorem 3.4
is satisfied for Ω = Ωε, and there exist a continuous decreasing function
γ(·) : R+ → (0, 1) and continuous increasing functions g(·) : R+ → [1,∞)
and h(·) : R+ → [1,∞) with the following properties.
• There exists ωγ > 0 such that
ReP (iω) ≥ γ(|ω|) ∀ω ∈ Ωε, |ω| ≥ ωγ .
• ‖(Ckc )†‖2 ≤ g(|ωk|) for all k ∈ I and for some ε0 > 0 we have
lim infω→∞(g(ω)/g(ω + ε0)) > 0.
• If (sn) ⊂ R is such that h(|sn|) dist(sn, {ωk}k∈I)2 → 0 as n → ∞,
then there exist d > 0 and Nd ∈ N such that for every n ≥ Nd
h(|sn|)|sn − ωk|2 < d2 for at most one k ∈ I.
Then Te(t) is strongly stable, iR ⊂ ρ(Ae), and there exists M0 > 0 such that
‖R(iω,Ae)‖ ≤ M(|ω|) with M(·) = M0g(·)h(·)/γ(·). Moreover, there exist
Me, t0 ≥ 1 and 0 < c < 1 such that (3.2) holds. If g(ω)h(ω)/γ(ω) = O(ωα)
for some α > 0, then there exist Me, t0 ≥ 1 such that
‖Te(t)xe0‖ ≤ Me
t1/α
‖Aexe‖ ∀xe0 ∈ D(Ae), t ≥ t0.
Proof. The assumptions imply that the conditions of Theorem 3.2 are sat-
isfied provided that {iωk}k∈I ⊂ ρ(Ac − BcD0(I + DcD0)−1CcΛ) whenever
ReD0 > 0. This property can be verified using an argument similar to the
one in the main part of the theorem, and is shown at the end of the proof.
By Theorem 3.2 the closed-loop system is strongly stable and iR ⊂ ρ(Ae).
Since (Acl, Bcl, Ccl,Dcl) is regular and exponentially stable by Lemma A.3
and Bc and Cc are bounded, we have from the proof of Theorem 3.2 that
‖R(iω,Ae)‖ . ‖SA(iω)−1‖ for ω ∈ R, where SA(iω) = iω−Ac+BcPcl(iω)Cc
and Pcl(iω) = P (iω)(I +DcP (iω))
−1. Moreover, the formula (3.1) and our
assumptions imply supω∈R\Ωε‖R(iω,Ae)‖ < ∞ similarly as in the proof of
Theorem 3.4. Thus it is sufficient to show that
‖SA(iω)−1‖ = O
(
g(|ω|)h(|ω|)
γ(|ω|)
)
for ω ∈ Ωε.(3.5)
The following argument is inspired by the approach in [23, Ex. 1–3]. De-
note g0(ω) = g(ω)h(ω) for ω > 0. If (3.5) does not hold, then there ex-
ist (sn)n∈N ⊂ Ωε satisfying |sn| ≥ ωγ , and |sn| → ∞ as n → ∞, and
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(zn)n∈N ⊂ D(Ac) with ‖zn‖ = 1 for all n ∈ N such that
g0(|sn|)
γ(|sn|) ‖(isn −Ac +BcPcl(isn)Cc)zn‖ → 0(3.6)
as n→∞. The passivity of (Ac, Bc, Cc,Dc) implies that for all n ∈ N
Re〈(isn −Ac +BcPcl(isn)Cc)zn, zn〉 = −Re〈Aczn +Bc(−Pcl(isn)Cczn), zn〉
≥ Re〈Cczn −DcPcl(isn)Cczn, Pcl(isn)Cczn〉
= Re〈(I +DcP (isn))−1Cczn, P (isn)(I +DcP (isn))−1Cczn〉
≥ γ(|sn|)‖I +DcP (isn)‖−2‖Cczn‖2 ≥ γ(|sn|)
M2P
‖Cczn‖2
where MP = 1 + ‖Dc‖ supω∈R‖P (iω)‖ <∞. Therefore (3.6) implies
g0(|sn|)‖Cczn‖2 → 0, as n→∞
and further (since g0(ω) ≥ 1 and γ(ω) ≤ 1 for all ω ∈ R+)√
g0(|sn|)‖(isn −Ac)zn‖ ≤ g0(|sn|)‖(isn −Ac +BcPcl(isn)Cc)zn‖
+
√
g0(|sn|)‖Cczn‖‖Bc‖ · sup
ω∈R
‖Pcl(iω)‖ → 0
as n → ∞. For each n ∈ N denote mn = argmink∈I |sn − ωk| and let
ds = infω∈R‖R(iω,Asc)‖−1 > 0. For any 0 < δ < min{1/2, ds} there exists
Nδ ∈ N such that g0(|sn|)‖(isn − Ac)zn‖2 ≤ δ2 for all n ≥ Nδ. Since
‖zn‖ = 1, this necessarily implies h(|sn|)|sn − ωmn |2 ≤ δ2 for n ≥ Nδ. Due
to the assumption on h(·) there exist 0 < d ≤ ds and Nd ∈ N (independent
of δ) such that h(|sn|)|sn − ωk|2 ≥ d2 for all k 6= mn and n ≥ Nd. Define
yn = ((y
k
n)k∈I , 0) ∈ Z such that ymnn = zmnn and ykn = 0 for k 6= mn. Now
δ2 ≥ g0(|sn|)‖(isn −Ac)zn‖2 ≥ g(|sn|)d2s‖zsn‖2 + d2g(|sn|)
∑
k 6=mn
‖zkn‖2
≥ d2g(|sn|)‖zn − yn‖2
for all n ≥ max{Nδ, Nd}, and thus
√
g(|sn|)‖zn − yn‖ ≤ δ/d. Since |sn −
ωmn | → 0 and |sn| → ∞ as n → ∞, the assumptions on g(·) imply that
there exist c > 0 and Ng ∈ N such that g(|sn|) ≥ c2g(|ωmn |) for all n ≥ Ng.
Using ‖zmnn ‖2 = ‖zn‖2 − ‖zn − yn‖2 ≥ 1− δ2/d2 and ‖(Cmnc )†‖2 ≤ g(|ωmn |)
we get
g(|sn|)‖Ccyn‖2 ≥ g(|sn|)‖(Cmnc )†‖2 ‖z
mn
n ‖2 ≥ c2
(
1− δ
2
d2
)
for all n ≥ max{Nδ , Nd, Ng}. For a small enough δ > 0 we thus have√
g0(|sn|)‖Cczn‖ ≥
√
g(|sn|)‖Ccyn + Cc(zn − yn)‖
≥
√
g(|sn|)‖Ccyn‖ − δ
d
‖Cc‖ ≥ c
(
1− δ
2
d2
) 1
2
− δ
d
‖Cc‖ > 0
for all n ≥ max{Nδ, Nd, Ng}, but this contradicts g0(|sn|)‖Cczn‖2 → 0 as
n→∞. Thus (3.5) holds and ‖R(iω,Ae)‖ = O(g(|ω|)h(|ω|)/γ(|ω|)).
It remains to verify that {iωk}k∈I ⊂ ρ(Ac − BcD0(I +DcD0)−1CcΛ) for
all D0 ∈ L(U) with ReD0 > 0. To this end, fix k ∈ I and D0 with
ReD0 ≥ d0 > 0 and denote D1 = D0(I + DcD0)−1. It follows from the
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passivity of (Ac, Bc, Cc,Dc) and [5, Cor. 4.3.2] that if iωk ∈ σ(Ac−BcD1Cc),
then there exists (zn)n∈N ⊂ Z with ‖zn‖ = 1 for all n ∈ N such that
‖(iωk − Ac + BcD1Cc)zn‖ → 0 as n → ∞. However, we can arrive at
a contradiction in a similar manner as in the main part of this proof. In
particular, Re〈(iωk−Ac+BcD1Cc)zn, zn〉 → 0 and passivity imply ‖Cczn‖ →
0 and further ‖(iωk −Ac)zn‖ → 0 as n→∞. This means that zn approach
N (iωk−Ac) as n→∞, but since Ckc is lower bounded, we would then have
‖Cczn‖ 6→ 0 as n→∞. 
The proof of Theorem 3.5 also improves the result [27, Thm. 27] on
semigroups generated by Ac−BcB∗c and Ac−Bc(I+Dc)−1Cc with ReDc ≥ 0.
Proposition 3.6. Assume (Ac, Bc, Cc,Dc) is passive, Ac is of the form (3.4),
Cc ∈ L(Z,U), Bc ∈ L(Y,Z), and ReDc ≥ 0. Assume the components
Ckc = Cc|N (iωk−Ac) ∈ L(Zk, U) of Cc are injective and have closed ranges for
all k ∈ I. Then the semigroup Tc(t) generated by Aclc = Ac−Bc(I+Dc)−1Cc
is strongly stable and iR ⊂ ρ(Aclc ).
If g(·) and h(·) are as in Theorem 3.5, then there exists M0 > 0 such that
‖R(iω,Aclc )‖ ≤ M(|ω|) for M(ω) = M0g(ω)h(ω). There exist Mc, c, t0 > 0
such that
‖Tc(t)z0‖ ≤ Mc
M−1log (ct)
‖Aclc z0‖ ∀z0 ∈ D(Ac), t ≥ t0(3.7)
where M−1log is the inverse of the function (3.3). If g(ω)h(ω) = O(ω
α) for
some α > 0, then M−1log (ct) in (3.7) can be replaced with t
1/α.
Proof. The passivity of (Ac, Bc, Cc,Dc) implies that Tc(t) is contractive. If
we replace P (λ) with I ∈ L(Y ), then SA(iω) = iω − Ac + Bc(I +Dc)−1Cc
in the proofs of Theorems 3.2 and 3.5. We can show {iωk}k∈I ⊂ ρ(Aclc ) as
in end of proof of Theorem 3.5, and iR \ {iωk}k∈I ⊂ ρ(Ae) follows from
the Woodbury formula as in Theorem 3.4. Repeating the argument of the
proof of Theorem 3.5 for Ωε = R we obtain ‖R(iω,Aclc )‖ ≤ M(|ω|). The
non-uniform decay rates for the semigroup follow from [7, 8] 
4. The Robust Output Regulation Problem
We will now turn our attention to constructing passive controllers of the
form (1.4) to achieve robust output tracking and disturbance rejection for
a passive regular linear system (2.1). We assume that the reference signal
yref (t) and the disturbance signal wdist(t) are of the form
yref (t) =
∑
k∈I
ykref e
iωkt, and wdist (t) =
∑
k∈I
wkdiste
iωkt,(4.1)
with a given set {ωk}k∈I ⊂ R of distinct frequencies with no finite accu-
mulation points, and {ykref }k∈I ⊂ Y and {wkdist}k∈I ⊂ Ud. We use notation
wext(t) = (wdist (t), yref (t))
T and wkext = (w
k
dist , y
k
ref )
T . We consider yref (t)
and wdist(t) with both finite and infinite number of frequency components,
and these two classes of signals are treated separately. The latter situation
is encountered in tracking and rejection of nonsmooth periodic signals [22].
If I is infinite, we assume (ykref )k∈I ∈ ℓ1(I;Y ) and (wkdist )k∈I ∈ ℓ1(I;Ud),
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which imply that yref (t) and wdist(t) are uniformly continuous almost peri-
odic functions [5, Def. 4.5.6]. In the case of real-valued yref (t) and wdist(t)
we have ±ωn ∈ {ωk}k∈I for all n ∈ I.
We make the following standing assumption on the system (2.1). Here
PS(λ) is the transfer function of the system (A
S , BS , CS,DS) obtained
from (2.1) with admissible output feedback u(t) = −Dc2y(t) with Dc2 ≥ 0.
It should be noted that Assumption 4.1 is satisfied for some Dc2 ≥ 0 for
which {iωk}k ⊂ ρ(AS) if and only if it is satisfied for all Dc2 ≥ 0 with
this property. In particular, if iωk ∈ ρ(A) for some k ∈ I, then PS(iωk) is
invertible if and only if P (iωk) is invertible.
Assumption 4.1. There exists Dc2 ≥ 0 such that iωk ∈ ρ(AS) and PS(iωk)
is boundedly invertible for all k ∈ I.
We define the regulation error as e(t) = yref (t)−y(t). Our aim is to choose
(Ac, Bc, Cc,Dc) in such a way that e(t) converges to zero in a suitable sense
as t→∞. The closed-loop system consisting of (2.1) and the controller (1.4)
with state xe(t) = (x(t), z(t))
T on Xe = X × Z is of the form
x˙e(t) = Aexe(t) +Bewext(t), xe(0) = xe0 = (x0, z0)
T ∈ Xe(4.2a)
e(t) = Cexe(t) +Dewext(t)(4.2b)
where wext(t) = (wdist (t), yref (t))
T . If we denote Q1 = (I + DDc)
−1 and
Q2 = (I +DcD)
−1, then Ae and D(Ae) are as in Section 3 and
Be =
[
Bd BDcQ1
0 BcQ1
]
, Ce =
[−Q1CΛ −Q1DCcΛ] , De = [0 Q1] .
The following result shows that the closed-loop system is a regular linear
system. The result also holds whenever ReDc ≥ 0 and I+DDc is invertible.
Lemma 4.2. The closed-loop system is regular and Ae generates a contrac-
tion semigroup.
Proof. Consider the regular linear system([
A 0
0 Ac
]
,
[
B Bd 0
0 0 Bc
]
,
[
CΛ 0
0 CcΛ
]
,
[
D 0 0
0 0 Dc
])
.
The closed-loop system (4.2) is obtained from the above system with output
feedback with Kˆ =
[
0 I
0 0
−I 0
]
, which is an admissible feedback operator since
I+DDc is boundedly invertible by Lemma A.1(d). Thus (4.2) is regular [39].
Since Ae generates a semigroup Te(t) on Xe, the Lumer–Phillips Theorem
implies that Te(t) is contactive if Ae is dissipative. The estimates Re〈Ax+
Bu, x〉 ≤ Re〈CΛx+Du, u〉 and Re〈Acz +Bcy, z〉 ≤ Re〈Ccz +Dcy, y〉 and a
direct computation show that for any xe = (x, z)
T ∈ D(Ae) we have
Re〈Aexe, xe〉 = Re〈Ax+BQ2(−DcCΛx+ CcΛz), x〉
+Re〈Acz +BcQ1(−CΛx−DCcΛz), z〉
≤ Re〈CΛx+DQ2(−DcCΛx+ CcΛz), Q2(−DcCΛx+ CcΛz)〉
+Re〈Ccz +DcQ1(−CΛx−DCcΛz), Q1(−CΛx−DCcΛz)〉 = 0,
and thus Ae is dissipative. 
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In the following we define the robust output regulation problem for the
regular linear system (2.1). In the problem we consider perturbations for
which the perturbed system (A˜, B˜, B˜d, C˜, D˜) and the perturbed closed-loop
system remain regular. The robustness of the controller also implies that
output tracking and disturbance rejection are achieved even if the operators
Bc, Cc and Dc of the controller are perturbed or approximated in such a
way that the closed-loop stability is preserved and the additional conditions
on the perturbations stated in Section 5 are satisfied.
The Robust Output Regulation Problem. Choose (Ac, Bc, Cc,Dc)
in such a way that the following are satisfied:
(a) The semigroup Te(t) generated by Ae is strongly stable.
(b) For the reference and disturbance signals of the form (4.1) and for
all initial states xe0 ∈ Xe the regulation error satisfies∫ t+1
t
‖e(s)‖ds→ 0 as t→∞.(4.3)
(c) If (A,B,Bd, C,D) are perturbed to (A˜, B˜, B˜d, C˜, D˜) in such a way
that the perturbed closed-loop system is strongly stable, then for the
signals (4.1) and for all initial states xe0 ∈ Xe the regulation error
satisfies (4.3).
It follows from the results in [27, Sec. 3] that if the closed-loop system
is exponentially stable, then convergence in (4.3) is uniformly exponentially
fast, i.e., there exist Me, α > 0 such that∫ t+1
t
‖e(s)‖ds ≤Mee−αt(‖xe0‖+ 1), ∀xe0 ∈ Xe.
If the input and output operators of the system and the controller are
bounded, then the error convergences pointwise, i.e., ‖y(t)− yref (t)‖ → 0 as
t→∞, and the rate is exponential if Te(t) is exponentially stable.
5. Passive Controllers for Robust Output Regulation
The controller constructions in this section are based on the internal
model principle [16, 28, 29] which implies that a controller solves the robust
output regulation problem provided that its dynamics contain a suitable
number of copies of the frequencies {iωk}k∈I of the signals (4.1) and the
closed-loop system is stable. If dimY < ∞, then (Ac, Bc, Cc,Dc) contains
an internal model of the signals (4.1) if [27, Thm. 13]
dimN (iωk −Ac) ≥ dimY, ∀k ∈ I.
In the case of an infinite-dimensional output space, the controller contains
an internal model if [27, Thm. 13]
R(iωk −Ac) ∩R(Bc) = {0} ∀k ∈ I,(5.1a)
N (Bc) = {0}.(5.1b)
We consider three different situations: In Section 5.1 we construct a finite-
dimensional robust controller for a strongly stabilizable system (2.1). If
(A,B,C,D) is exponentially stabilizable, then the convergence of the error
is exponentially fast. In Section 5.2 we design a robust controller to track and
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reject nonsmooth τ -periodic reference signals. The controller is based on a
periodic transport equation, and achieves exponential closed-loop stability if
the system (2.1) is exponentially stabilizable and satisfies ReP (iω) ≥ γ > 0
for some constant γ > 0 near the points ωk =
2πk
τ for k ∈ Z. In Section 5.3 we
design an infinite-dimensional robust controller for nonsmooth signals (4.1)
with a general set of frequencies {iωk}k∈I . In general, the closed-loop system
can not be stabilized exponentially, and we introduce conditions for non-
uniform subexponential rates of convergence of the output.
In the constructions we choose the feedthrough of the controller to have
the form Dc = Dc1+Dc2, where Dc2 ≥ 0 is used to pre-stabilize the system
(A,B,C,D). We assume that the regular linear system (AS , BS , CS,DS) =
(A− BDc2QS1CΛ, BQS2 , QS1CΛ, QS1D) where QS1 = (I +DDc2)−1 and QS2 =
(I+Dc2D)
−1 obtained from (2.1) with the output feedback u(t) = −Dc2y(t)
is either strongly or exponentially stable. Its transfer function is denoted by
PS(λ). The passivity of (A,B,C,D) implies that also (A
S , BS , CS ,DS) is
passive.
5.1. A Robust Finite-Dimensional Controller. In this section we as-
sume the signals (4.1) contain a finite number of frequencies {iωk}qk=1, i.e.,I = {1, . . . , q}. The controller parameters are chosen in the following way.
Definition 5.1. Choose Z = Y q and
Ac = diag (iω1IY , . . . , iωqIY ) ∈ L(Z)
where IY is the identity operator on Y . Choose Cc ∈ L(Z, Y ) of the form
Ccz =
∑q
k=1C
k
c zk for z = (zk)
q
k=1 ∈ Z so that Ckc ∈ L(Y ) are boundedly
invertible for all k, choose Bc = C
∗
c , and Dc = Dc1 + Dc2 with Dc1 > 0.
Finally, choose Dc2 ≥ 0 in such a way that (AS , BS , CS,DS) is passive and
strongly stable with iR ⊂ ρ(AS).
In the case where Y and Ud are real spaces and wdist (·) and yref (·) real-
valued functions the frequencies satisfy {ωk}qk=1 = {0,±iω1, . . . ,±iωq′} or
{ωk}qk=1 = {±iω1, . . . ,±iωq′} for some ω1, . . . , ωq′ > 0. In this case the
controller can be chosen to be real by choosing (J0 is omitted if 0 /∈ {ωk}qk=1)
Ac = diag
(
J0, J1, . . . , Jq′
)
, J0 = 0 ∈ L(Y ), Jk =
[
0 ωkIY
−ωkIY 0
]
,
and Cc = C
0
c z0 +
∑q′
k=1C
k
c z
1
k for z = (z0, z
1
1 , z
2
1 , . . . , z
1
q′ , z
2
q′) ∈ Z = Y 2q
′+1
where Ckc ∈ L(Y ) are boundedly invertible for 0 ≤ k ≤ q′, Bc = C∗c , and
Dc > 0 is as in Definition 5.1. This controller is passive and achieves robust
output regulation due to the fact that under the similarity transform
V = diag(IY , V1, . . . , Vq′), Vk =
1√
2
[
I I
iI −iI
]
the system (V ∗AcV, V
∗Bc, CcV,Dc) is of the form given in Definition 5.1.
Theorem 5.2. The controller in Definition 5.1 solves the robust output reg-
ulation problem. The closed-loop system is strongly stable and iR ⊂ ρ(Ae).
If (AS , BS, CS ,DS) is exponentially stable, then also the closed-loop sys-
tem is exponentially stable and for any yref(t) and wdist(t) there existMe, α >
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0 such that ∫ t+1
t
‖e(s)‖ds ≤Mee−αt(‖xe0‖+ 1), ∀xe0 ∈ Xe.
In both cases the controller is robust with respect to all perturbations that
preserve the stability of the closed-loop system and for which iR ⊂ ρ(A˜e).
Proof. The controller (Ac, Bc, Cc,Dc1) is passive and its transfer function
G(λ) satisfies ReG(iω) = Dc1 > 0 for all ω ∈ R \ {iωk}qk=1. The operators
(Ac, Bc) satisfy (5.1). Indeed, the injectivity of Bc in (5.1b) follows directly
from the fact that the components (Ckc )
∗ of Bc are boundedly invertible by
assumption. Condition (5.1a) can be verified using the diagonal structure
of Ac and the invertibility of (C
k
c )
∗.
To prove closed-loop stability, we apply Theorem 3.2 to (AS , BS , CS,DS)
and (Ac, Bc, Cc,Dc1). Condition (2) of the theorem is satisfied since for any
ω ∈ R \ {ωk}qk=1 we have ReG(iω) = Re(CcR(iω,Ac)Bc + Dc1) = Dc1 >
0. Condition (3) of Theorem 3.2 can be verified, for example, using the
argument at the end of the proof of Theorem 3.5. Thus the strong and
exponential closed-loop stabilities follow from Theorem 3.2. Finally, the
conclusion that the controller solves the robust output regulation problem
follows from [27, Thm. 13]. The results in [27] are presented for controllers
with Dc = 0, but they are applicable since Dc ≥ 0 can be written as an
output feedback for the system (2.1) without changing the properties of the
closed-loop system. Moreover, the results are presented for an infinite set
{iωk}k∈I , but they also apply trivially when I is finite. 
Proposition 5.3. The regulation error in Theorem 5.2 converges pointwise,
i.e., ‖e(t)‖ → 0 as t→∞, for all initial states xe0 ∈ Xe satisfying Aexe0 +
Bewext(0) ∈ Xe. If the closed-loop system is exponentially stable, then for
all yref(t) and wdist(t) there exist Me, α > 0 such that
‖e(t)‖ ≤Mee−αt(‖Aexe0 +Bewext(0)‖ + 1)
for all xe0 ∈ Xe satisfying Aexe0 +Bewext(0) ∈ Xe.
The proof of Proposition 5.3 is based on the following technical lemma,
which is also used later in the following sections. The assumptions on H are
automatically satisfied if I is finite, or if the closed-loop system is exponen-
tially stable. In the latter case the property Hv ∈ D(CeΛ) can be verified
similarly as in the proof of Theorem 5.11.
Lemma 5.4. Assume the controller solves the robust output regulation prob-
lem and yref(t) and wdist(t) are such that for some fixed (fk)k ∈ ℓ2(C) the
operator H : D(H) ⊂ ℓ2(C)→ Xe defined by
Hv =
∑
k∈I
f−1k R(iωk, Ae)Bew
k
extvk, v = (vk)k
satisfies H ∈ L(ℓ2(C),Xe) and Hv ∈ D(CeΛ) for all v ∈ ℓ2(C). If yref(t)
and wdist(t) are such that the series
qext =
∑
k∈I
iωkR(iωk, Ae)Bew
k
ext.(5.2)
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converges in Xe, then for all xe0 ∈ Xe satisfying Aexe0 + Bewext(0) ∈ Xe
and for almost all t > 0 we have
e(t) = CeΛTe(t)A
−1
e (Aexe0 +Bewext(0)− qext).
Proof. It follows from the properties of H and the results in [27] that for
every xe0 ∈ Xe and almost all t > 0 the regulation error is given by
e(t) = CeΛTe(t)
(
xe0 −
∑
k∈I
R(iωk, Ae)Bew
k
ext
)
.
If Aexe0 +Bewext(0) ∈ Xe, then a direct computation and qext ∈ Xe show
Ae
∑
k∈I
R(iωk, Ae)Bew
k
ext =
∑
k∈I
iωkR(iωk, Ae)Bew
k
ext −Bewext(0),
which implies the claim. 
Proof of Proposition 5.3. Since I is finite, the conditions of Lemma 5.4 are
satisfied. If xe0 ∈ Xe is such that Aexe0+Bewext(0) ∈ Xe, then the estimate
‖e(t)‖ ≤ ‖CeΛA−1e ‖‖Te(t)‖‖Aexe0 +Bewext(0) − qext‖
implies both claims of the proposition. 
The following sufficient condition for Aexe0 + Bewext(0) ∈ Xe follows
directly from the structures of Ae and Be. The choice of the initial state
z0 ∈ Z of the controller can be used to achieve pointwise decay of the
regulation error. Later in Section 5.4 the same condition can be used to
guarantee a non-uniform decay rate for the regulation error.
Lemma 5.5. If Bc ∈ L(U,X), Cc ∈ L(X,Y ), and wdist(0) = 0, then
Aexe0 + Bewext(0) ∈ Xe is satisfied for xe0 = (x0, z0)T ∈ D(A) × D(Ac)
if Ccz0 = Dc(Cx0 − yref(0)).
5.2. A Robust Controller for τ-Periodic Signals. In this section we
will construct a regular linear controller that achieves exponentially fast
output regulation of τ -periodic reference and disturbance signals. The con-
troller structure is based on a shift semigroup with periodic boundary con-
ditions, and is related to controllers constructed in [19, 40, 21]. We assume
dimY = p < ∞, and that yref (t) and wdist (t) are τ -periodic functions, i.e.,
I = Z and {iωk}k∈Z = {i2πkτ }k∈Z.
Definition 5.6. Choose the controller as
zt(ξ, t) = zξ(ξ, t), ξ ∈ (0, τ), t ≥ 0(5.3a)
z(·, 0) = z0(·) ∈ L2(0, τ ;Cp)(5.3b)
e(t) = 2−1/2(z(τ, t) − z(0, t))(5.3c)
u(t) = 2−1/2(z(τ, t) + z(0, t)) + (Dc1 +Dc2)e(t)(5.3d)
where z(ξ, t) = (z1(ξ, t), . . . , zp(ξ, t))
T and Dc1 > 0. Choose Dc2 ≥ 0 in such
a way that (AS , BS , CS ,DS) is passive and exponentially stable.
To achieve closed-loop stability, we also assume that RePS(iωk) ≥ γ > 0
for some constant γ > 0 and for all k ∈ Z. If this condition is not satisfied,
then exponential closed-loop is unachievable, but strong closed-loop stability
can be studied using Theorem 5.11 in the next section.
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Theorem 5.7. Let yref(t) and wdist(t) be as in (4.1) with ωk =
2πk
τ for
some τ > 0. Assume there exist γ, ε > 0 such that RePS(iω) ≥ γ > 0
for ω ∈ Ωε = {ω ∈ R | ∃k ∈ Z : |ω − ωk| < ε }, and ReD > 0. Then
the controller in Definition 5.6 solves the robust output regulation problem
in such a way that the closed-loop system is exponentially stable, and there
exist Me, α > 0 such that∫ t+1
t
‖e(s)‖ds ≤Mee−αt(‖xe0‖+ 1), ∀xe0 ∈ Xe.
The controller is robust with respect to all perturbations that preserve the
exponential closed-loop stability, and for which u(t) = −Dc2y(t) remains an
admissible output feedback and {iωk}k∈Z ⊂ ρ(A˜S).
Proof. The controller in Definition 5.6 consists of p = dimY independent
one-dimensional periodic transport equations with boundary control and ob-
servation, and an additional feedthrough (Dc1+Dc2)e(t). The system (5.3)
defines a regular linear system on Z = L2(0, τ ;Cp) [45, Thm. 2.4], and a
direct computation shows that its transfer function from e(t) to u(t) is
G0(λ) =
1 + e−λτ
1− e−λτ I +Dc1 +Dc2, λ /∈
{
i
2πk
τ
}
k∈Z
.
Thus the controller can be written as a system (Ac, Bc, Cc,Dc) on Z where
Ac satisfying Acf = f
′ for f ∈ D(Ac) = { f ∈ H1(0, τ ;Cp) | f(0) = f(τ) }
generates a unitary group with spectrum σ(Ac) = {i2πkτ }k∈Z. We also have
dimN (iωk −Ac) = dimY for every k ∈ Z, and thus Ac contains an internal
model of the signals (4.1). By [27, Thm. 13] the controller solves the robust
output regulation problem if the closed-loop is exponentially stable.
To show closed-loop stability, we will verify the conditions of Theorem 3.4
for the systems (AS , BS , CS ,DS) and (Ac, Bc, Cc,Dc1) with Ω = Ωε. For
this we will consider the controller with inputs and outputs
uc(t) = 2
−1/2(z(τ, t) − z(0, t))
yc(t) = 2
−1/2(z(τ, t) + z(0, t)) + (Dc1 +Dc2)uc(t)
The feedthrough operator of (Ac, Bc, Cc,Dc) is given by
Dc = lim
λ→∞
G0(λ) = I +Dc1 +Dc2.
Without the component (Dc1 +Dc2)uc(t) of the feedthrough the solutions
of (5.3) satisfy ddt‖z(t)‖2L2 = 2Re〈uc(t), yc(t)〉, and thus the controller is
passive by [33, Thm. 4.2]. Let dc > 0 be such that Dc1 ≥ dc > 0. The
transfer function G(λ) of (Ac, Bc, Cc, I + Dc1) satisfies ReG(iω) = Dc1 ≥
dc > 0 for all ω ∈ R \ {ωk}k∈Z, and thus condition (2) of Theorem 3.4 is
satisfied. It remains to verify that for any D0 ∈ L(U) with ReD0 > 0 the
system (Ac, Bc, Cc, I+Dc1) is stabilized exponentially with output feedback
uc(t) = −D0yc(t). The feedback leads to a partial differential equation
zt(ξ, t) = zξ(ξ, t), ξ ∈ (0, τ), t ≥ 0
(I +Dtot)z(τ, t) = (I −Dtot)z(0, t).
where Dtot = D0(I+Dc1D0)
−1. The exponential stability of this system fol-
lows from a straightforward application of [36, Thm. III.2], since ReDtot > 0
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by Lemma A.1(c). Thus Theorem 3.4 shows that the closed-loop system is
exponentially stable. 
Remark 5.8. The results in [27] also show that if (ykref )k = (akyk)k and
(wkdist )k = (akwk)k where (yk)k ∈ ℓ2(Y ), (wk)k ∈ ℓ2(Ud) are fixed, and
(ak)k ∈ ℓ2(C), then there exist Me, α > 0 such that∫ t+1
t
‖e(s)‖ds ≤Mee−αt (‖xe0‖+ ‖(ak)k‖ℓ2) , ∀xe0 ∈ Xe, (ak)k ∈ ℓ2(C).
Lemma 5.4 implies the following result on the pointwise convergence of
the regulation error. In particular, the conditions require that yref (t) and
wdist (t) have a sufficient level of smoothness.
Corollary 5.9. If the signals (4.1) are such that (kykref)k ∈ ℓ1(Y ) and
(kwkdist)k ∈ ℓ1(Ud), then in Theorem 5.7 there exist Me, α > 0 such that
for all xe0 ∈ Xe satisfying Aexe0 +Bewext(0) ∈ Xe we have
‖e(t)‖ ≤Mee−αt(‖Aexe0 +Bewext(0)‖ + 1).
If P (iµj) is not invertible for some {iµj}Nj=1 ⊂ {i2πkτ }k∈Z, for example for
µj = 0, then the robust output regulation problem is not solvable for signals
yref (t) and wdist(t) containing these frequencies. In this situation we can
modify the controller in Definition 5.6 by replacing (5.3a) with
zt(ξ, t) = zξ(ξ, t)− 1
τ
N∑
j=1
p∑
k=1
ek · eiµjξ
∫ τ
0
zk(s, t)e
−iµjsds, ξ ∈ (0, τ),
where {ek}pk=1 are the Euclidean basis vectors of Cp. This corresponds to
stabilizing the eigenvalues {iµj}Nj=1 of the transport system (5.3), and the
resulting controller has the property σ(Ac) ∩ iR = {i2πkτ }k∈Z \ {iµj}Nj=1.
With this modification the system operator of the controller is of the form
Ac = A
0
c −B0B∗0 with B0 ∈ L(CNp, Z). The controller is again passive and
is stabilized exponentially with feedback uc(t) = −D0yc(t) with ReD0 > 0,
and the exponential closed-loop stability follows from Theorem 3.4.
5.3. A Robust Controller for Nonsmooth Signals. In this section
we construct an infinite-dimensional diagonal controller for signals (4.1)
with a general set {iωk}k∈Z of distinct frequencies with no finite accu-
mulation points. The controller can also be used for systems with an
infinite-dimensional output space Y . If yref (t) and wdist (t) are τ -periodic
and dimY <∞, then the controller is of similar form as in Definition 5.6.
Definition 5.10. Choose Z = ℓ2(I;Y ) and
Ac = diag(iωkIY )k∈I , D(Ac) =
{
(zk)k ∈ Z
∣∣ (|ωk|‖zk‖)k ∈ ℓ2(C)},
where IY is the identity operator on Y . Let Dc = Dc1 +Dc2 with Dc1 > 0
and Dc2 ≥ 0. Choose Bc ∈ L(Y,Z−1) and Cc ∈ L(Z1, Y ) as
Ccz =
∑
k∈I
Ckc zk, ∀z ∈ D(Ac), Bcy = (Bkc y)k ∀y ∈ Y
with boundedly invertible Ckc ∈ L(Y ) and Bkc ∈ L(Y ) in such a way that
(Ac, Bc, Cc,Dc1) is a passive regular linear system whose transfer function
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G(λ) satisfies ReG(iω) ≥ dc > 0 for some constant dc > 0 and for all ω ∈
R \ {ωk}k∈I . Finally, choose Dc2 ≥ 0 in such a way that (AS , BS , CS,DS)
is passive and strongly stable with iR ⊂ ρ(AS).
If dimY < ∞ and {ωk}k∈I has a uniform gap, i.e., infk 6=l|ωk − ωl| > 0,
then [34, Cor. 5.2.5, Prop. 5.3.5] imply that Bc and Cc are admissible
with respect to Ac if (‖Bkc ‖)k∈I ∈ ℓ∞(C) and (‖Ckc ‖)k∈I ∈ ℓ∞(C). For
more general conditions for admissibility, see [34, Sec. 5.3]. The system
(Ac, Bc, Cc,Dc1) is regular whenever Bc and Cc are admissible and there
exists ε > 0 such that either ((1 + |ωk|)−1/2+ε‖Bkc ‖)k ∈ ℓ2(C) or ((1 +
|ωk|)−1/2+ε‖Ckc ‖)k ∈ ℓ2(C) [13, Prop. 4.1]. However, there are also regular
linear systems, such as the controller in Definition 5.6, for which neither of
these conditions is satisfied. If {iωk}k∈Z has uniform gap and (|ωk|ε‖Ckc ‖)k ∈
ℓ∞(C) for some ε > 0, and if we choose choose Bkc = (C
k
c )
∗ for all k ∈ I and
Dc1 > 0, then (Ac, Bc, Cc,Dc1) satisfies the conditions of Definition 5.10.
Due to the lack of exponential closed-loop stability, the solvability of
the robust output regulation problem requires additional conditions on the
reference and disturbance signals. These conditions relate the behaviour
of the coefficients ykref and w
k
dist to the behaviour of the transfer functions
P (λ) and Pd(λ) on the frequencies {iωk}k∈I . We pose conditions on the
sequences Πext = (Πext(k))k∈I ⊂ XB,Bd × Y consisting of the elements
Πext(k) = (Π
1
ext(k),Π
2
ext (k)) with
Π1ext(k) = R(iωk, A
S)BSuk +R(iωk, A
S)Bdw
k
dist
Π2ext(k) = (C
k
c )
−1(uk −Dc2ykref )
where uk = PS(iωk)
−1ykref − PS(iωk)−1CSR(iωk, AS)Bdwkdist . In the case of
a perturbed system, we define Π˜ext = (Π˜ext(k))k∈I analogously. Alternate
ways of expressing Πext(k) are presented in Lemma 5.12. Note in particu-
lar that if (AS , BS , CS,DS) is exponentially stable, then (5.4) are satisfied
provided that (‖uk‖)k ∈ ℓ1(C) and (‖(Ckc )−1‖(‖uk −Dc2ykref ‖))k ∈ ℓ2(C).
Theorem 5.11. Assume RePS(iωk) > 0 for all k ∈ I. The controller in
Definition 5.10 solves the robust output regulation problem for all yref(t) and
wdist(t) whose coefficients satisfy
(Π1ext(k))k ∈ ℓ1(X), (Π2ext(k))k ∈ ℓ2(Y ), (uk)k ∈ ℓ1(U).(5.4)
The closed-loop system is strongly stable and iR ⊂ ρ(Ae).
The controller is guaranteed to be robust with respect to all perturbations
(A˜, B˜, B˜d, C˜, D˜) for which u(t) = −Dc2y(t) remains an admissible output
feedback, the strong closed-loop stability is preserved, {iωk}k∈I ⊂ ρ(A˜e) ∩
ρ(A˜S), P˜S(iωk) are invertible for k ∈ I, and (Π˜ext(k))k∈I satisfies (5.4).
If the closed-loop system is exponentially stable, then (5.4) are satisfied
automatically, and there exist Me, α > 0 such that∫ t+1
t
‖e(s)‖ds ≤Mee−αt(‖xe0‖+ 1), ∀xe0 ∈ Xe.
Proof. The proof is based on the application of [27, Thm. 13]. The diagonal
structure of the controller and the invertibility of Bkc imply that Ac and
Bc satisfy the conditions (5.1). To show that the closed-loop system is
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strongly stable, we apply Theorem 3.2 for the systems (AS , BS, CS ,DS) and
(Ac, Bc, Cc,Dc1). Conditions (1) and (2) are satisfied due to the construction
in Definition 5.10. Moreover, for any n ∈ I the operators Ac, Bc, and Cc
can be decomposed according to Z = N (iωn − Ac) ⊕ N (iωn − Ac)⊥. If
D1 ∈ L(Y ) is boundedly invertible, the operator
iωn −Ac +BcD1CcΛ=
[
BncD1C
n
c 0
0 iωn −A⊥c
]
+
[
Bnc 0
0 B⊥c
][
0 D1
D1 D1
][
Cnc 0
0 C⊥c
]
is invertible by the Woodbury formula since BncD0C
n
c and iωn − A⊥c have
bounded inverses. Thus also the condition (3) in Theorem 3.2 is satisfied,
and the closed-loop is strongly stable and iR ⊂ ρ(Ae).
To apply [27, Thm. 13] directly, we would need R(iωk, Ae)Bew
k
ext ∈
ℓ1(Xe). However, in [27] this property is used as a sufficient condition for the
existence of (fk)k ∈ ℓ2(C) such that the operator H : D(H) ⊂ ℓ2(C) → Xe
in Lemma 5.4, i.e.,
Hv =
∑
k∈I
f−1k R(iωk, Ae)Bew
k
extvk, v = (vk)k,
satisfies H ∈ L(ℓ2(C),Xe) and R(H) ⊂ D(CeΛ). Here we will verify that
the sequence (fk)k ∈ ℓ2(C) with
fk =
{
‖Π2ext(k)‖ + (‖wkext‖+ ‖Π1ext(k)‖ + ‖uk‖)1/2 if wkext 6= 0
2−|k| if wkext = 0
has this property. If k ∈ I and xke = (Π1ext(k), zk) ∈ XB,Bd × ZBc where
zk = (z
j
k)j∈I , z
k
k = Π
2
ext(k), z
j
k = 0, j 6= k,
then it is straightforward to verify that (iωk − Ae)xke = Bewkext , and thus
R(iωk, Ae)Bew
k
ext = (Π
1
ext (k), zk). Now (f
−1
k (‖wkext‖+‖Π1ext(k)‖+‖uk‖))k ∈
ℓ2(C) and (f−1k Π
2
ext(k))k ∈ ℓ∞(Y ). These properties and the structure of
R(iωk, Ae)Bew
k
ext imply that Hv is well-defined for every v ∈ ℓ2(C), and
‖Hv‖2 =
∥∥∥∥∑
k∈I
f−1k Π
1
ext(k)vk
∥∥∥∥
2
X
+
∥∥(f−1k Π2ext(k)vk)k∥∥2ℓ2(Y )
≤ ‖v‖2‖(f−1k Π1ext(k))k‖2ℓ2(X) + ‖v‖2‖(f−1k Π2ext(k))k‖2ℓ∞(Y )
implies H ∈ L(ℓ2(C),Xe). It remains to show R(Σ) ⊂ D(CeΛ). Denote
Pe0(λ) = CeΛR(λ,Ae)Be. For every k ∈ I we have
Pe0(iωk)w
k
ext = −Q1(CΛΠ1ext(k) +D(uk −Dc2ykref )).
The regularity of (AS , BS , CS,DS) and (5.4) imply (f−1k Pe0(iωk)w
k
ext )k ∈
ℓ2(Y ). If v ∈ ℓ2(C) and λ > 0, the resolvent identity implies
λCeΛR(λ,Ae)Hv =
∑
k∈I
λf−1k vk
λ− iωkPe0(iωk)w
k
ext − Pe0(λ)
∑
k∈I
λf−1k vk
λ− iωkw
k
ext
−→
∑
k∈I
f−1k Pe0(iωk)w
k
extvk
as λ → ∞ since (Ae, Be, Ce) is regular and since (f−1k Pe0(iωk)wkextvk)k ∈
ℓ1(Y ) and (f−1k w
k
extvk) ∈ ℓ1(Ud × Y ). Thus Hv ∈ D(CeΛ) by definition. An
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analogous argument shows that for perturbed systems (A˜, B˜, B˜d, C˜, D˜) the
sequence (fk)k can again be chosen so that H˜ has the required properties.
Thus the claims of the theorem follow from [27, Thm. 13]. If the closed-
loop system is exponentially stable, then (Π1ext(k), zk) = R(iωk, Ae)Bew
k
ext
implies (Πext(k))k ∈ ℓ1(X × Y ), which also shows (‖uk‖)k ∈ ℓ1(C). 
The following alternate expressions for Πext(k) can be verified using stan-
dard operator identities and the Woodbury formula.
Lemma 5.12. If iωk ∈ ρ(A) for some k ∈ I, then
Π1ext(k) = R(iωk, A)Bdw
k
dist +R(iωk, A)Bu˜k
Π2ext(k) = (C
k
c )
−1u˜k, uk = u˜k +Dc2y
k
ref
where u˜k = P (iωk)
−1ykref − P (iωk)−1Pd(iωk)wkdist. On the other hand, if D
is boundedly invertible, then for all k ∈ I
Π1ext(k) = R
D
k Bdw
k
dist +R(iωk, A
S)BSPS(iωk)
−1ykref
where RDk = R(iωk, A
S −BS(DS)−1CS).
The following result shows that pointwise convergence is achieved for
sufficiently smooth signals yref (t) and wdist(t) and for suitable intial states.
Proposition 5.13. Assume yref(t) and wdist(t) are such that (ωkΠ
1
ext(k))k ∈
ℓ1(X) and (ωkΠ
2
ext(k))k ∈ ℓ2(Y ). If xe0 ∈ Xe and Aexe0 + Bewext(0) ∈ Xe,
then the regulation error in Theorem 5.11 satisfies ‖e(t)‖ → 0 as t → ∞.
If the closed-loop system is exponentially stable, then there exist Me, α > 0
such that
‖e(t)‖ ≤Mee−αt(‖Aexe0 +Bewext(0)‖ + 1)
for all xe0 ∈ Xe satisfying Aexe0 +Bewext(0) ∈ Xe.
Proof. As in the proof of Theorem 5.11, R(iωk, Ae)Bew
k
ext = (Π
1
ext(k), zk)
where zk = (z
j
k)j is such that z
k
k = Π
2
ext(k) and z
j
k = 0 for j 6= 0. This
structure, (ωkΠ
1
ext(k))k ∈ ℓ1(X), and (ωkΠ2ext(k))k ∈ ℓ2(Y ) imply that qext
in (5.2) satisfies qext ∈ Xe. Since the required properties of H were verified
in the proof of Theorem 5.11, the claims follow from Lemma 5.4. 
5.4. Non-uniform Convergence Rates of the Regulation Error. We
will now use Theorem 3.5 to derive convergence rates for the regulation
error in Theorem 5.11. The estimates are valid for reference and disturbance
signals with sufficient levels of smoothness. In particular, we assume {ωk}k∈I
has a uniform gap and the coefficients of yref (t) and wdist (t) satisfy(
ωkΠ
1
ext(k)
)
k∈I
∈ ℓ1(X), (ωkΠ2ext(k))k∈I ∈ ℓ2(Y ),(5.5)
which is a strictly stronger condition than the first two parts of (5.4).
Theorem 5.14. Assume (AS , BS , CS ,DS) is passive and exponentially sta-
ble, the controller in Definition 5.10 is such that Bc ∈ L(Y,Z) and Cc ∈
L(Z, Y ), and the conditions of Theorem 5.11 are satisfied.
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Assume there exists 0 < ε < 12 infk 6=l|ωk − ωl| and ωγ > 0 such that
RePS(iω) > 0 for all ω ∈ Ωε = {ω ∈ R | ∃k ∈ I : |ω − ωk| < ε } and let
γ(·) : R→ (0, 1) be a continuous decreasing function such that
RePS(iω) ≥ γ(|ω|) ∀ω ∈ Ωε, |ω| ≥ ωγ .
Let g : R+ → [1,∞) be a continuous increasing function such that ‖(Ckc )†‖2 ≤
g(|ωk|) for all k ∈ I and lim infω→∞(g(ω)/g(ω + ε0)) > 0 for some ε0 > 0.
Then the controller solves the robust output regulation problem and there
exists M0 > 0 such that ‖R(iω,Ae)‖ ≤ M(|ω|) with M(·) = M0g(·)/γ(·).
Moreover, there exist M ee , t0 ≥ 1 and 0 < c < 1 such that if (5.5) hold, then
for all xe0 ∈ Xe satisfying Aexe0 +Bewext(0) ∈ Xe we have∫ t+1
t
‖e(s)‖ds ≤ M
e
e
M−1log (ct)
(‖Aexe0 +Bewext(0)‖ +Mext) , t ≥ t0(5.6)
where M−1log is the inverse of (3.3) and where M
2
ext = ‖(ωkΠ1ext(k))‖2ℓ1 +
‖(ωkΠ2ext(k))k‖2ℓ2 . If g(ω)/γ(ω) = O(ωα) for some α > 0, then (5.6) becomes∫ t+1
t
‖e(s)‖ds ≤ M
e
e
t1/α
(‖Aexe0 +Bewext(0)‖ +Mext) , t ≥ t0.
Proof. Theorem 5.11 shows that the controller solves the robust output
regulation problem, and Theorem 3.5 implies that ‖R(iω,Ae)‖ ≤ M(|ω|)
and (3.2) holds for someMe, t0 > 0. As shown in the proofs of Theorem 5.11
and Lemma 5.13, the conditions of Lemma 5.4 are satisfied whenever yref (t)
and wdist (t) are such that (5.4) and (5.5) hold. If xe0 ∈ Xe is such that
Aexe0 +Bewext(0) ∈ Xe, then
e(t) = CeΛTe(t)A
−1
e (Aexe0 +Bewext(0) − qext).
The admissibility of CeΛ and (3.2) imply∫ t+1
t
‖e(s)‖ds . ‖Te(t)A−1e (Aexe0 +Bewext(0) − qext)‖
≤ Me
M−1log (ct)
(‖Aexe0 +Bewext(0)‖+ ‖qext‖) ,
which implies the claim since ‖qext‖2 ≤M2ext . 
If C ∈ L(X,Y ) in Theorem 5.14, then (5.6) can be replaced with a point-
wise estimate
‖e(t)‖ ≤ M
e
e
M−1log (ct)
(‖Aexe0 +Bewext(0)‖ +Mext) , t ≥ t0.
If wdist (0) = 0, the choice of the initial state z0 ∈ Z can again be used to
achieve the convergence rate (5.6) using Lemma 5.5.
The following result presents necessary conditions for exponential closed-
loop stability with controllers satisfying the conditions (5.1), which are nec-
essary for robustness by [27, Thm. 13].
Proposition 5.15. Assume (AS , BS , CS,DS) is strongly stable, {iωk}k∈I ⊂
ρ(AS), and (Ac, Bc, Cc,Dc) satisfies (5.1). If the closed-loop system is ex-
ponentially stable, then supk∈I‖PS(iωk)−1‖ <∞.
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Proof. It follows from the proof of Lemma 4.2 that B0e =
[
0
Bc
]
and C0e =
[0, CcΛ] are admissible with respect to Ae. The proof of Theorem 3.2 im-
plies C0eR(iωk, Ae)B
0
e = CcΛSA(iωk)
−1Bc where SA(iωk) = iωk − Ac +
BcPcl(iωk)CcΛ and Pcl(iωk) = PS(iωk)(I+Dc1PS(iωk))
−1. Since the closed-
loop system is exponentially stable, we must have
sup
k∈I
‖CcΛSA(iωk)−1Bc‖ <∞.(5.7)
Let y ∈ Y and denote z = SA(iωk)−1Bcy ∈ ZBc , which implies (iωk−Ac)z =
Bc(y − Pcl(iωk)CcΛz). The conditions (5.1) show that we must have y =
Pcl(iωk)CcΛz. Thus CcΛSA(iωk)
−1Bcy = Pcl(iωk)
−1y = (PS(iωk)
−1 +Dc1)y
for all y ∈ Y , and the claim follows from (5.7). 
6. Examples
6.1. A Wave Equation with Boundary Control. In this example we
consider a one-dimensional undamped wave equation with boundary control
and observation,
wtt(ξ, t) = wξξ(ξ, t), ξ ∈ (0, 1)(6.1a)
wξ(ξ, 0) = w0(ξ), wt(ξ, 0) = w1(ξ),(6.1b)
u(t) = −wξ(0, t), wξ(1, t) = 0,(6.1c)
y(t) = wt(0, t)(6.1d)
The results in [45] show that (6.1) defines a regular linear system on X =
L2(0, 1) × L2(0, 1). Its transfer function is given by
P (λ) =
1 + e−2λ
1− e−2λ , λ 6= iπk, k ∈ Z
and D = 1. In particular, we have ReP (λ) ≥ 0 for all λ ∈ C+. We will
construct a controller that achieves exponential closed-loop stability and
robust output regulation for 1-periodic signals of the form
yref (t) =
∑
k∈Z
ykref e
i2πkt
with (ykref )k ∈ ℓ1(C). For this we will use a controller based on the transport
equation presented in Section 5.2 with τ = 1.
The system (6.1) can be stabilized exponentially with negative output
feedback u(t) = −Dc2y(t) with Dc2 > 0. For λ ∈ C+ the transfer function
PS(λ) of the stabilized system (A
S , BS, CS ,DS) is given by
PS(λ) = P (λ)(I +Dc2P (λ))
−1 =
1 + e−2λ
1 +Dc2 + (Dc2 − 1)e−2λ
and RePS(iω) =
Dc2 cos(ω)2
1+(D2c2−1) cos(ω)
2 . Now RePS(iω) = 0 if and only if ω =
(k+1/2)π for some k ∈ Z. Therefore for any fixed 0 < ε < π/2 there exists
γ > 0 such that RePS(iω) ≥ γ > 0 for all ω ∈ Ωε = {ω ∈ R | ∃k ∈ I :
|ω − 2πk| < ε }.
The conditions of Theorem 5.7 are satisfied, and thus the controller in
Definition 5.6 solves the robust output regulation problem for all 1-periodic
reference signals with (ykref )k ∈ ℓ1(C) and the output of the controlled system
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converges to yref (t) at an exponential rate. In the absence of the reference
signal, the closed-loop system consisting of (6.1) and the controller becomes
wtt(ξ, t) = wξξ(ξ, t), ξ ∈ (0, 1)
zt(ξ, t) = zξ(ξ, t), ξ ∈ (0, 1)
wξ(ξ, 0) = w0(ξ), wt(ξ, 0) = w1(ξ), z(ξ, t) = z0(ξ)
wξ(0, t) = (β − 2−1/2)z(0, t) − (β + 2−1/2)z(1, t)
wt(0, t) = 2
−1/2(z(0, t) − z(1, t)), wξ(1, t) = 0
where β = Dc1 + Dc2 > 0 is arbitrary. By Theorem 5.7 the semigroup
Te(t) associated to this coupled system of partial differential equations is
exponentially stable.
6.2. A Strongly Stabilizable Wave Equation. In this example we con-
sider another one-dimensional wave equation, now with distributed control
and observation,
wtt(ξ, t) = wξξ(ξ, t) + b(ξ)u(t), ξ ∈ (0, 1)(6.2a)
w(0, t) = 0, w(1, t) = 0,(6.2b)
w(ξ, 0) = w0(ξ), wt(ξ, 0) = w1(ξ),(6.2c)
y(t) =
∫ 1
0
b(ξ)wt(ξ, t)dξ,(6.2d)
where b(ξ) = 2(1 − ξ). Equation (6.2) determines a passive linear system
with bounded input and output operators satisfying C = B∗. The transfer
function P (λ) can be computed as in [12, Sec. II]. Negative output feed-
back u(t) = −Dc2y(t) stabilizes the system strongly for any Dc2 > 0, but
the system is not exponentially stabilizable. However, the semigroup gen-
erated by AS is polynomially stable since
∫ 1
0 b(ξ) sin(kπξ)dξ =
2
kπ implies
‖R(iω,A − BDc2C)‖ = O(ω2) for Dc2 > 0 by [32, Thm. 1] (or Proposi-
tion 3.6).
Our aim is to design a controller to achieve robust output tracking of
yref (t) = sin(πt) +
1
4
cos(2πt).
The frequencies of the signal yref (t) are {±π,±2π}. Due to robustness, the
controller will be able to track any reference signal with these frequencies.
Since dimY = p = 1, we can construct a passive feedback controller in
Definition 5.1 on Z = R4 by choosing
Ac = blockdiag(J1, J2), J1 =
[
0 π
−π 0
]
, J2 =
[
0 2π
−2π 0
]
,
Cc = [k1, 0, k2, 0], Bc = C
∗
c , and Dc > 0. The values of k1, k2 ∈ R and
Dc have affect the stability properties of the closed-loop system. In this
example we choose k1 = k2 = 3 and Dc = 35. By construction the controller
is robust with respect to perturbations in the system provided that the
strong stability of the closed-loop is preserved. Since B and C are bounded
operators, Proposition 5.3 shows that ‖e(t)‖ → 0 as t → ∞ for all initial
states x0 ∈ D(A) and z0 ∈ Z.
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For simulations, the system (6.2) was approximated with the Finite Ele-
ment Method with N = 24 points on [0, 1]. Figure 1 depicts the behaviour
of the error e(t) and the integrals
∫ t+1
t ‖e(s)‖ds for 0 ≤ t ≤ 24 for initial
states x0(ξ) = ξ(1 − ξ)(2 − 5ξ) and z0 = 0. Figure 1 also plots the solution
w(ξ, t) of the controlled wave equation for 0 ≤ t ≤ 6.
0
1
ξ
0
0.5
−0.5
0
6
t
0 8 16 24
−0.1
0
0.1
0.2
0 8 16 24
0
0.1
Figure 1. The solution w(ξ, t) of controlled wave equation
(left) and e(t) (top right) and
∫ t+1
t ‖e(s)‖ds (bottom right).
6.3. Periodic Output Tracking for a Heat Equation. In the final ex-
ample we consider a two-dimensional boundary controlled heat equation on
Ω = [0, 1] × [0, 1]
xt(ξ, t) = ∆x(ξ, t), x(ξ, 0) = x0(ξ)(6.3a)
∂x
∂n
(ξ, t)|Γ1 = u(t),
∂x
∂n
(ξ, t)|Γ2 = wdist (t),
∂x
∂n
(ξ, t)|Γ0 = 0(6.3b)
y(t) =
∫
Γ1
x(ξ, t)dξ,(6.3c)
where the parts Γ0, Γ1, and Γ2 of the boundary ∂Ω are defined so that
Γ1 = { ξ = (0, ξ2) | 0 ≤ ξ2 ≤ 1 }, Γ2 = { ξ = (ξ1, 1) | 1/2 ≤ ξ1 ≤ 1 },
Γ0 = ∂Ω \ (Γ1 ∪ Γ2). By [11, Cor. 2] the heat equation defines a regular
linear system with feedthrough D = 0. The system is passive,
P (λ) =
coth(
√
λ)√
λ
, λ ∈ C+ \ {0},
and |P (iω)−1| = O(|√ω|) for ω ∈ R with large |ω|. The system (6.3) is
exponentially stabilizable with feedback u(t) = −Dc2y(t) for any Dc2 > 0.
We will design an infinite-dimensional dynamic feedback controller that
achieves robust output tracking of the 2-periodic nonsmooth reference signal
yref (t) in Figure 2 and rejects a suitable class of 2-periodic disturbance
signals wdist (t). The frequencies of the signals are {ωk}k∈Z with ωk = πk for
k ∈ Z, and the Fourier coefficients of yref (t) are such that |ykref | = O(|k|−3).
We can construct the controller as in Definition 5.10 by choosing Z =
ℓ2(C), Ac = diag(iωk)k∈I , Bc = c((1 + |k|)−1/2−ε)k∈Z for some small ε > 0,
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Cc = B
∗
c , and Dc1 = 0. The parameters ε > 0, Dc = Dc2 > 0 and c > 0
affect the stability properties of the closed-loop system. Proposition 5.15
shows that since P (ωk)→ 0 as |k| → ∞, the closed-loop system can not be
stabilized exponentially. However, by Theorem 3.5 the closed-loop system
consisting of (2.1) and the controller with the above choices of parameters is
polynomially stable. Indeed, since RePS(iω) = O(|ω|−1/2) and |(Ckc )−1| =
(1+|k|)1/2+ε = O(|ωk|1/2+ε), we have from Theorem 5.14 that ‖R(iω,Ae)‖ =
O(|ω|3/2+2ε), and by [8, Thm. 2.4] there exist Me, t0 > 0 such that
‖Te(t)xe0‖ ≤ Me
t1/α
‖Aexe0‖, xe0 ∈ D(Ae), t ≥ t0.
where α = 3/2 + 2ε.
To verify that the controller is capable of regulating given signals yref (t)
and wdist(t), we need to show that the conditions (5.4) are satisfied. The
norms ‖R(iω,A)B‖ and ‖R(iω,A)Bd‖ are uniformly bounded for large |ω|.
Lemma 5.12 and (Ckc )k ∈ ℓ2(C) imply that it is sufficient that
(|Ckc |−1|PS(iωk)|−1(|ykref |+ |Pd(iωk)||wkdist |))k∈Z ∈ ℓ2(C).
The eigenfunction expansion can be used to show |Pd(iω)| = O(|ω|−1), and
since |P (iω)−1| = O(|ω|1/2), the above condition is satisfied for all yref (t)
and wdist(t) with
(|k|1+ε|ykref |)k∈Z ∈ ℓ2(C) and (|k|ε|wkdist |)k∈Z ∈ ℓ2(C).
The condition on (ykref )k in particular holds for yref (t) in Figure 2.
Finally, we can study the rational rates of decay of ‖e(t)‖ using Theo-
rem 5.14. The conditions in (5.5) are both satisfied if
(|k|2+ε|ykref |)k∈Z ∈ ℓ2(C) and (|k|1+ε|wkdist |)k∈Z ∈ ℓ2(C).
The first condition is satisfied for yref (t) in Figure 2 whenever 0 < ε < 1/2.
Then for all xe0 ∈ Xe such that Aexe0 +Bev0 ∈ Xe we have∫ t+1
t
‖e(s)‖ds ≤ M
e
e
t1/α
(‖Aexe0 +Bewext(0)‖ +Mext) , t ≥ t0(6.4)
where α = 3/2 + 2ε, and a direct estimates shows that for any fixed ε > 0
Mext . ‖(|k|2+ε|ykref |+ |k|1+ε|wkdist |)‖ℓ2 .
For disturbance signals satisfying wdist (0) = 0, Lemma 5.5 shows that (6.4)
holds whenever x0 ∈ D(A) and z0 ∈ D(Ac) are such that Ccz0 = Dc(CΛx0−
yref (0)). Moreover, by Proposition 5.13 the regulation error satisfies ‖e(t)‖ →
0 as t→∞ for all such initial states.
For simulations the solution of the controlled heat equation (6.3) was
approximated with Finite Differences using a N × N grid with N = 20.
The free parameters of the controller were chosen as ε = 1/10, c = 8, and
Dc = 15. The state of the controller was approximated by truncating the
infinite matrix Ac to a 31×31 diagonal matrix with eigenvalues {iπk}|k|≤NS
for NS = 15. Figure 2 depicts the output of the controlled heat equation
for 2 ≤ t ≤ 8 and the behaviour of the error integrals for 0 ≤ t ≤ 10 for the
initial state x0(ξ1, ξ2) = −(1+ ξ21/4− ξ31/6)(cos(πξ2)/10 + 2) such that x0 ∈
D(A) and an initial state z0 ∈ D(Ac) satisfying Ccz0 = Dc(Cx0 − yref (0)).
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Figure 2. The reference yref (t) (left, gray), the output y(t)
(left, blue), and
∫ t+1
t ‖e(s)‖ds (right) for the heat equation.
Appendix A.
Lemma A.1. Let X be a Hilbert space and let T, S ∈ L(X) be such that
ReT ≥ c ≥ 0 and ReS ≥ d ≥ 0.
(a) If T is boundedly invertible, then ReT−1 ≥ c‖T‖−2. If c > 0, then
T−1 exists and ‖T−1‖ ≤ 1c .
(b) If c > 0 or d > 0, then ‖T (I + ST )−1‖ ≤ ‖T‖2c+d‖T‖2 . If c > 0 and
d ≥ 0, then
ReT (I + ST )−1 ≥ c
3 + c2d‖T‖2
‖T‖2(1 + c‖S‖)2 .
(c) If T is invertible, c ≥ 0, and d > 0, then ReT (I + ST )−1 ≥
d(‖T−1‖+ ‖S‖)−2.
(d) If c ≥ 0 and S ≥ 0, then I +ST and I+TS are boundely invertible,
and ReT (I + ST )−1 ≥ 0.
Proof. (a): The proof of the first part is elementary and latter claims follow
from the estimate ‖Tx‖‖x‖ ≥ |〈Tx, x〉| ≥ Re〈Tx, x〉 ≥ c‖x‖2 for x ∈ X.
(b): If c > 0, we can use part (a) and T (I + ST )−1 = (T−1 + S)−1. If
d > 0, then an argument similar to the one used in [13, Lem. 2.3] shows
that ‖T (I + ST )−1‖ ≤ 1d .
(c): The claim follows from T (I + ST )−1 = (T−1 + S)−1 and part (a).
(d): Assume ReT ≥ 0 and S ≥ 0. The invertibility of I + ST implies
that also I+TS is invertible. It is straightforward to show that the range of
I+ST is dense in X. Thus it suffices to show that I+ST is lower bounded.
If this is not true there exists a sequence (xn)n ⊂ X such that ‖xn‖ = 1 for
all n ∈ N and ‖(I + ST )xn‖ → 0 as n→∞. Then
0← Re〈(I + ST )xn, Txn〉 ≥ ‖S1/2Txn‖2,
and further ‖STxn‖ → 0 as n → ∞. However, since ‖xn‖ = 1, we would
then have ‖(I + ST )xn‖ 6→ 0 as n→∞, which is a contradiction. 
Lemma A.2. Let P (·) : C+ → L(Y ) be such that ReP (λ) ≥ 0 for all
λ ∈ C+ and let Dc ≥ 0. Then −1 ∈ ρ(DcP (λ)) for all λ ∈ C+. If
supλ∈C+‖P (λ)‖ <∞, then in addition supλ∈C+‖(I +DcP (λ))−1‖ <∞.
Proof. The property that −1 ∈ ρ(DcP (λ)) for all λ ∈ C+ follows from
Lemma A.1(d). Assume supλ∈C+‖P (λ)‖ < ∞. In order to show that (I +
DcP (λ))
−1 are uniformly bounded for λ ∈ C+ it is sufficient to show that
there exists a constant r > 0 such that ‖(I+DcP (λ))u‖ ≥ r‖u‖ for all u ∈ U
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and λ ∈ C+. If no such r > 0 exists, we can choose sequences (λn)n ⊂ C+
and (un)n ⊂ U with ‖un‖ = 1 for all n ∈ N such that ‖(I+DcP (λn))un‖ → 0
as n→∞. Then
0← Re〈(I +DcP (λn))un, P (λn)un〉 ≥ ‖D1/2c P (λn)un‖2,
which implies ‖DcP (λn)un‖ → 0 as n → ∞. However, since ‖un‖ = 1, we
would then have ‖(I+DcP (λn))un‖ 6→ 0 as n→∞, which is a contradiction.

Lemma A.3. Assume σ(A) ⊂ C− and assume the transfer function P (λ) of
the regular linear system (A,B,C,D) satisfies ReP (λ) ≥ 0 for all λ ∈ C+.
If Dc ≥ 0, then the system (A − BDcQ1CΛ, BQ2, Q1C,Q1D) with Q1 =
(I +DDc)
−1 and Q2 = (I +DcD)
−1 is regular, passive, and strongly stable
in such a way that σ(A−BDcQ1CΛ) ⊂ C−. If A generates an exponentially
stable semigroup, then the same is true for A−BDcQ1CΛ.
Proof. The system (A−BDcQ1CΛ, BQ2, Q1C,Q1D) is obtained from (2.1)
with output feedback u(t) = −Dcy(t). The regularity follows from [39], since
−Dc is an admissible output feedback operator by Lemma A.1(d). Since
Dc ≥ 0, it is straightforward to verify that (A−BDcQ1CΛ, BQ2, Q1C,Q1D)
is passive. In particular A−BDcQ1CΛ generates a contraction semigroup,
and the strong stability of the semigroup follows from the Arendt–Batty–
Lyubich–Vu˜ Theorem [4, 25] once we have shown iR ⊂ σ(A − BDcQ1CΛ).
Let λ ∈ C+. The operator
I +DDc + CΛR(λ,A)BDc = I + P (λ)Dc.
is boundedly invertible by Lemma A.1(d). Thus the Woodbury formula
implies that λ ∈ ρ(A−BDcQ1CΛ) and
R(λ,A−BDcQ1CΛ) = R(λ,A)−R(λ,A)B(I +DcP (λ))−1DcCΛR(λ,A).
Since λ ∈ C+ was arbitrary, we have σ(A−BDcQ1CΛ) ⊂ C−. If A generates
an exponentially stable semigroup, then supλ∈C+‖(I +DcP (λ))−1‖ <∞ by
Lemma A.2, and the regularity and exponential stability of (A,B,C,D)
further imply supλ∈C+‖R(λ,A − BDcQ1CΛ)‖ < ∞. Thus the semigroup
generated by A−BDcQ1CΛ is exponentially stable. 
References
[1] F. Alabau-Boussouira and M. Le´autaud. Indirect stabilization of locally coupled wave-
type systems. ESAIM Control Optim. Calc. Var., 18(2):548–582, 2012.
[2] K. Ammari, M. Dimassi, and M. Zerzeri. Rate of decay of some abstract Petrowsky-
like dissipative semi-groups. Semigroup Forum, 93(1):1–16, 2016.
[3] K. Ammari and S. Nicaise. Polynomial and analytic stabilization of a wave equa-
tion coupled with an Euler–Bernoulli beam. Mathematical Methods in the Applied
Sciences, 32(5):556–576, 2009.
[4] W. Arendt and C. J. K. Batty. Tauberian theorems and stability of one-parameter
semigroups. Trans. Amer. Math. Soc., 306:837–841, 1988.
[5] W. Arendt, C. J. K. Batty, M. Hieber, and F. Neubrander. Vector-Valued Laplace
Transforms and Cauchy Problems. Birkha¨user, Basel, 2001.
[6] G. Avalos, I. Lasiecka, and R. Triggiani. Heat-wave interaction in 2–3 dimensions:
optimal rational decay rate. J. Math. Anal. Appl., 437(2):782–815, 2016.
[7] C. J. K. Batty and T. Duyckaerts. Non-uniform stability for bounded semi-groups on
Banach spaces. J. Evol. Equ., 8:765–780, 2008.
30 LASSI PAUNONEN
[8] A. Borichev and Y. Tomilov. Optimal polynomial decay of functions and operator
semigroups. Math. Ann., 347(2):455–478, 2010.
[9] S. Boulite, S. Hadd, H. Nounou, and M. Nounou. The PI-controller for infinite di-
mensional linear systems in Banach state spaces. In Proceedings of the 2009 American
Control Conference, St. Louis, Missouri, June 10–12 2009.
[10] B. Brogliato, R. Lozano, B. Maschke, and O. Egeland. Dissipative systems analysis
and control. Communications and Control Engineering Series. Springer-Verlag Lon-
don, second edition, 2007.
[11] C. I. Byrnes, D. S. Gilliam, V. I. Shubov, and G. Weiss. Regular linear systems
governed by a boundary controlled heat equation. Journal of Dynamical and Control
Systems, 8(3):341–370, 2002.
[12] R. Curtain and K. Morris. Transfer functions of distributed parameter systems: a
tutorial. Automatica J. IFAC, 45(5):1101–1116, 2009.
[13] R. Curtain and G. Weiss. Exponential stabilization of well-posed systems by colocated
feedback. SIAM J. Control Optim., 45(1):273–297 (electronic), 2006.
[14] E. J. Davison. The robust control of a servomechanism problem for linear time-
invariant multivariable systems. IEEE Trans. Automat. Control, 21(1):25–34, 1976.
[15] Hongyinping Feng and Bao-Zhu Guo. On stability equivalence between dynamic
output feedback and static output feedback for a class of second order infinite-
dimensional systems. SIAM J. Control Optim., 53(4):1934–1955, 2015.
[16] B. A. Francis and W. M. Wonham. The internal model principle for linear multivari-
able regulators. Appl. Math. Optim., 2(2):170–194, 1975.
[17] T. Ha¨ma¨la¨inen and S. Pohjolainen. A finite-dimensional robust controller for systems
in the CD-algebra. IEEE Trans. Automat. Control, 45(3):421–431, 2000.
[18] T. Ha¨ma¨la¨inen and S. Pohjolainen. Robust regulation of distributed parameter sys-
tems with infinite-dimensional exosystems. SIAM J. Control Optim., 48(8):4846–
4873, 2010.
[19] S. Hara, Y. Yamamoto, T. Omata, and M. Nakano. Repetitive control system: A new
type servo system for periodic exogeneous signals. IEEE Trans. Automat. Control,
33(7):659–668, 1988.
[20] E. M. Ait Ben Hassi, K. Ammari, S. Boulite, and L. Maniar. Stability of ab-
stract thermo-elastic semigroups. Journal of Mathematical Analysis and Applications,
435(2):1021–1035, 2016.
[21] E. Immonen. On the internal model structure for infinite-dimensional systems: Two
common controller types and repetitive control. SIAM J. Control Optim., 45(6):2065–
2093, 2007.
[22] E. Immonen and S. Pohjolainen. Output regulation of periodic signals for DPS: An
infinite-dimensional signal generator. IEEE Trans. Automat. Control, 50(11):1799–
1804, 2005.
[23] Zhuangyi Liu and Bopeng Rao. Characterization of polynomial decay rate for the
solution of linear evolution equation. Z. Angew. Math. Phys., 56(4):630–644, 2005.
[24] H. Logemann and S. Townley. Low-gain control of uncertain regular linear systems.
SIAM J. Control Optim., 35(1):78–116, 1997.
[25] Yu. I. Lyubich and Vu˜ Quoˆc Pho´ng. Asymptotic stability of linear differential equa-
tions in Banach spaces. Studia Math., 88:37–42, 1988.
[26] L. Paunonen. Controller design for robust output regulation of regular linear systems.
IEEE Trans. Automat. Control, 61(10):2974–2986, 2016.
[27] L. Paunonen. Robust controllers for regular linear systems with infinite-dimensional
exosystems. SIAM J. Control Optim., 55(3):1567–1597, 2017.
[28] L. Paunonen and S. Pohjolainen. Internal model theory for distributed parameter
systems. SIAM J. Control Optim., 48(7):4753–4775, 2010.
[29] L. Paunonen and S. Pohjolainen. The internal model principle for systems with un-
bounded control and observation. SIAM J. Control Optim., 52(6):3967–4000, 2014.
[30] H. Ramı´rez, Y. Le Gorrec, A. Macchelli, and H. Zwart. Exponential stabilization of
boundary controlled port-Hamiltonian systems with dynamic feedback. IEEE Trans.
Automat. Control, 59(10):2849–2855, 2014.
STABILITY AND ROBUST REGULATION OF PASSIVE LINEAR SYSTEMS 31
[31] R. Rebarber and G. Weiss. Internal model based tracking and disturbance rejection
for stable well-posed systems. Automatica J. IFAC, 39(9):1555–1569, 2003.
[32] D. Russell. Linear stabilization of the linear oscillator in Hilbert space. Journal of
Mathematical Analysis and Applications, 25(3):663–675, 1969.
[33] O. J. Staffans. Passive and conservative continuous-time impedance and scattering
systems. Part I: Well-posed systems. Math. Control Signals Systems, 15(4):291–315,
2002.
[34] M. Tucsnak and G. Weiss. Observation and Control for Operator Semigroups.
Birkha¨user Basel, 2009.
[35] M. Tucsnak and G. Weiss. Well-posed systems—the LTI case and beyond. Automatica
J. IFAC, 50(7):1757–1779, 2014.
[36] J. Villegas, H. Zwart, Y. Le Gorrec, and B. Maschke. Exponential stability of a class
of boundary control systems. IEEE Trans. Automat. Control, 54(1):142–147, 2009.
[37] Xinghu Wang, Haibo Ji, and Jie Sheng. Output regulation problem for a class of
SISO infinite dimensional systems via a finite dimensional dynamic control. J. Syst.
Sci. Complex., 27(6):1172–1191, 2014.
[38] G. Weiss and R.F. Curtain. Dynamic stabilization of regular linear systems. IEEE
Trans. Automat. Control, 42(1):4–21, 1997.
[39] G. Weiss. Regular linear systems with feedback. Math. Control Signals Systems,
7(1):23–57, 1994.
[40] G. Weiss and M. Ha¨fele. Repetitive control of MIMO systems using H∞ design.
Automatica J. IFAC, 35(7):1185–1199, 1999.
[41] Cheng-Zhong Xu and G. Sallet. Multivariable boundary PI control and regulation of
a fluid flow system. Math. Control Relat. Fields, 4(4):501–520, 2014.
[42] Y. Yamamoto and S. Hara. Relationships between internal and external stability
for infinite-dimensional systems with applications to a servo problem. IEEE Trans.
Automat. Control, 33(11):1044–1052, 1988.
[43] Xu Zhang and E. Zuazua. Polynomial decay and control of a 1–d hyperbolic–parabolic
coupled system. Journal of Differential Equations, 204(2):380–438, 2004.
[44] X. Zhao and G. Weiss. Stability properties of coupled impedance passive LTI systems.
IEEE Transactions on Automatic Control, published online, 2017.
[45] H. Zwart, Y. Le Gorrec, B. Maschke, and J. Villegas. Well-posedness and regularity of
hyperbolic boundary control systems on a one-dimensional spatial domain. ESAIM:
Control, Optimisation and Calculus of Variations, 16(4):1077–1093, 2010.
Department of Mathematics, Tampere University of Technology, PO. Box
553, 33101 Tampere, Finland
E-mail address: lassi.paunonen@tut.fi
