Submillimeter depth distributions of total dissolved inorganic carbon (DIC) were derived from pH and PcO, profiles measured with microelectrodes in an organic-rich, laboratory-maintained sediment. The DTC profiles were used to calculate diffusive fluxes of DIC across the sediment-water interface. In two experiments, the calculated diffusive fluxes fell within 250% of the total flux of DIC determined by core incubation. An assessment of errors suggests that the microelectrode-derived estimates are not significantly different from measured total DIC fluxes (P = 0.05). It is concluded, therefore, that pH and PcO, microelectrode measurements can be paired to determine finescale pore-water DIC profiles and DIC diffusive fluxes. Problems will arise only in situations in which pH and P,,, gradients are extremely steep or spatially heterogeneous; this is because these conditions can cause mismatching of pH and PcoZ measurements or CO, system disequilibrium.
Microelectrodes have been used to measure in situ oxygen and pH pore-water profiles in a wide variety of marine environments in recent years. These new data are being used to calculate diffusive benthic fluxes of 0, (Reimers et al. 1986 (Reimers et al. , 1992 Archer and Devol 1992; Glud et al. 1994a ) and applied as constraints for diagenetic models that estimate rates of organic matter degradation and calcium carbonate dissolution (Archer et al. 1989; Cai et al. 1995; Hales and Emerson 1996, 1997) . However, one shortcoming of these studies is that 0, and pH data need to be accompanied by an additional measurable parameter of the CO, system to fully describe this system in pore solutions. P,.,, is the only other parameter of the CO, system that is readily measurable by microelectrodes. Therefore, Cai and Reimers (1993) and Cai et al. (1995) attempted to use a potentiometric Pco2 microelectrode to measure the first in situ PVo2 profiles in marine sediments. These PcO, profiles, however, did not compare well with models constrained by the pH and oxygen microelectrode data at several key depths within the sediment. Cai and Reimers (1993) and Cai et al. (1995) attributed these deviations to the slow response characteristics of the potentiometric P,,, sensor.
The goal of this study was to verify that potentiometric PH and PO, microelectrodes, given adequate response times, produce pH and Pcoz data that can be used to derive (1) reliable total dissolved inorganic carbon (DIC) concentrations in pore waters and (2) accurate DIC fluxes across the sediment-water interface. Diffusive fluxes of DIC across the sediment-water interface were calculated using pH and Pco, microelectrode profiles and compared with total fluxes determined directly using laboratory core incubations as the primary test of microelectrode performance. It was assumed that gradient-supported fluxes should agree with total fluxes as long as (1) biologically mediated solute transport and significant pore-water advection were absent; (2) DIC production was independent of time; and (3) accurate pore-water gradients, along with the correct diffusivities, were used in the diffusive flux calculations. Intercomparisons of predicted diffusive fluxes and measured total fluxes have been conducted for various dissolved substances, including oxygen, nutrients, DIC, and dissolved organic carbon (McCaffrey et al. 1980; Rutgers van der Loeff et al. 1984; Berelson et al. 1987 Berelson et al. , 1990 Burdige and Homstead 1994; Boehme et al. 1996) , although determination of diffusive fluxes using microelectrodes has been limited to oxygen (Reimers and Smith 1986; Archer and Devol 1992; Rasmussen and Jergensen 1992; Glud et al. 1994a) . Fluxes of oxygen predicted from microelectrode gradients have generally shown good agreement with total fluxes in the absence of vigorous bioirrigation (Reimers and Smith 1986; Rasmussen and Jorgensen 1992; Glud et al. 1994a; Hales and Emerson 1996) , supporting the validity of microgradient-determined benthic fluxes.
Materials and methods
Site description and sample handling-Sediment samples were collected from a tidal inlet at Schooner Creek, Tuckerton, New Jersey, in March and June 1995. These samples were used in two separate experiments, referred to as Exp. 1 and Exp. 2, respectively. The sediments were organic-rich, fine-grained, and anoxic. The sediment surface, which is normally fully exposed to the atmosphere during low tide, was covered with patches of microbial mat.
Sediment cores were collected for both experiments using an acrylic flux chamber (Fig. 1) . The core tube was inserted into the sediment so that the water column was -10 cm high. The cores were transported back to the laboratory, where they were allowed to equilibrate for -1 week before the beginning of each experiment. During equilibration, the cores were kept in the dark, and the overlying water was The openings in the upper lid were used to accommodate pH, PcO:,, and sulfide microelectrodes for sediment profiling or three-way stopcock valves for sample collection (1) and the reference electrode or pH, oxygen, and sulfide electrodes for monitoring the overlying water (2). Any openings that were not in use were tightly sealed with plastic plugs. bubbled with air. No discernible color or topography changes were seen in the cores, and no macrofaunal activities were detected during this time.
Core incubation-The water overlying the sediment was stirred continuously without sediment resuspension. Stirring was accomplished by rotating a floating bar magnet at 100 rpm with an external motor (Fig. 1) . Oxygen, pH, and sulfide electrodes were mounted through the chamber lid to allow continuous measurements in the overlying water (Fig. lb) . chamber in a timI= series and analyzed for DIC. The volume removed by sampling was compensated for by adding stock seawater (collected from Schooner Creek at the time of sampling) through a second stopcock (Fig. lb) . At the end of incubation, additional samples were taken for chlorinity (to determine salini@), and large-volume samples (300 ml) were collected for DIC . These analytical procedures and their precisions (determined from replicate measurements of standards) are summarized in Table 2 .
Each core was incubated in the dark at ambient laboratory Microprofiling-Microelectrode profiles of pore-water pH temperature (23-24°C) for -40 h (Table 1) . During incuand pcoz were measured directly before and after each inbation, overlying water samples were withdrawn from the cubation, Resistivity profiles were measured after each in- cubation. 0, and S2-microprofiles were measured only during Exp. 2 (Table 1) . Another difference between the two experiments was that in Exp. 1, the air supply to the overlying water was cut off at the beginning of the preincubation microelectrode measurements. This led to a rapid decline in oxygen concentration in the overlying water and to appreciable changes in chemical gradients of the pore water while the sediment was being profiled. Therefore, in Exp. 2, aeration was not terminated until the preincubation profiles were completed.
To profile the sediment, microelectrodes were inserted through l-cm-diameter pluggable openings (Fig. lb) . They were lowered with a micromanipulator into the sediment at increments of 0.2 mm or larger until the tips were positioned at -40 mm depth. The position of the sediment-water interface was' determined visually with use of a magnifying glass. The sediment interface was designated as the position where the tip of the microelectrode met its shadow (created by illuminating the microelectrode from the side with a.small lamp) with an estimated precision of LO. 1 mm. The pH and P co;? electrodes were mounted together (2.5 cm apart) and lowered simultaneously into the sediment. During preincubation conditions, up to 30 min was required at each depth within the upper 1 mm of the sediment for the Pco2 sensor to record a steady signal. At all other depths and at each step of the postincubation profiles, 5-15 min was sufficient. Steady readings were obtained from oxygen, resistivity, sulfide, and pH electrodes in shorter amounts of time (<lo s for oxygen, 1-2 min for resistivity, and l-10 min for sulfide and pH).
All profiles were measured at an equal radial distance (5.5 cm) from the center of the chamber. Also, because the stirring rate of the overlying water was kept constant, all profiled sites were assumed to have been exposed to a common hydrodynamic environment.
Electrode characteristics and calibration methods-pH: The pH microelectrodes used for sediment profiling were constructed as described by Cai and Reimers (1993) with tip diameters of -200 pm (Fig. 2a) . They were calibrated immediately after profiling in two buffer solutions made with synthetic seawater (DOE 1994) . All measurements are reported in the total hydrogen ion scale. Calibration results are summarized in Table 3 . During all measurements, the sensor signal was logged every 30 s by a digital data-logging system (Solus Systems). The outputs of Pco2 and oxygen microelectrodes (see below) were also collected in the same manner.
Commercial pH electrodes were used to monitor the pH of the overlying water throughout both experiments. A combined pH-Ag/AgCl electrode (Cole Parmer), with a maximum drift of 2 mV over 2 d, was used in Exp. 1, and a combined pH-calomel electrode (Fisher Scientific) was used in Exp. 2. No stability tests were conducted for the pHcalomel electrode. These sensors were calibrated in the same manner as the microelectrodes. P co2: Potentiometric Pco2 microelectrodes were constructed as described by Cai and Reimers (1993) . However, a more rugged membrane at the sensor tip was prepared by letting a plug of silicone elastomer (Dow Corning MDX4-4210) cure within the outer glass capillary to a thickness of 50-100 p,rn (Fig. 2b) . Small variations in membrane thickness did not appear to affect the response time of the electrode. The entire electrode body was filled with the electrolyte solution (1 mM NaHCO, and 0.7 M NaCl, saturated with AgCl), which eliminated the moisture buildup that can induce short-circuits. The Pco2 microelectrodes exhibited nearNernstian log-linear calibrations (Table 3 ) and little drift (CO.5 mV h-l) and had a shelf life of several weeks.
The Pco2 microelectrode used in Exp. 2 was calibrated in two steps. First, the calibration slope, or sensitivity, was determined immediately after each profiling session using a 0.7 M NaCl solution bubbled with known CO,-N, gas mixtures, ranging from 0.36 matm (air) to 28.0 -I 0.1 matm. Subsequently, the electrode readings from each sediment profile were referenced to its readings in the overlying water, and the calibration slope and calculated PC., values in the over- lying water were used to calculate Pco, values at each depth. The overlying water Pco, was calculated from pH values measured using the combined-pH electrode, measured DIC, and equilibrium relationships and constants from Weiss (1974) and Roy et al. (1993) . Because the calibration gas mixtures did not bracket the highest PcO, values observed in the sediment, it was assumed that the electrode response remained log-linear over the entire Pco2 range (theoretically, an electrode with 1 mM NaHCO, filling solution should show log-linear response between 0.66 and 260 matm [Jensen and Rechnitz 1979; Zhao and Cai 19971) .
calibration method was not independent of the measured pore-water DIC, whereas the calibration approach applied in Exp. 2 was independent of the DIC measurements. The paI2 micr,aelectrodes also responded to changes in H,S on an equimolar basis (calibration data not shown). The P measurements from Exp. 2 were corrected for the effl$ of increasing H,S concentrations using the sulfide microelectrode measurements. No corrections were applied to the Pco2 determinations in Exp. 1 because this correction was inherent in the ca.libration constructed from pore-water P,,,,.
In Exp. 1, the sensitivity determination for the P,,,, miOxygen: A cathode-style oxygen microelectrode (Revscroelectrode was confounded because the slope of the sensor bech and Jorgensen 1986), with a tip size of -10 pm, was calibration curve (AmV/AlogP,,,) was not Nernstian at low used to measure preincubation 0, profiles during Exp. 2. P COG values. Therefore, a simplified three-point calibration During tests befcre the profile measurements, it exhibited a was constructed using the electrode's output and Pco2 values rapid, linear response to increases in dissolved 0, and negcalculated from measured pH and DIC values in (1) overligible stirring effects. The profile was calibrated on the basis lying water, (2) pore water at a depth of 5 mm, and (3) pore of a linear calibration defined by the electrode signal rewater at a depth of 10 mm. It should be noted that this corded in the.anoxic part of the sediment and the overlying water, which was bubbled with air. Similarly, a Clark-style 0, microsensor, with a built-in reference (Revsbech and Ward 1983) , was used to monitor oxygen concentration in the overlying water in Exp. 2. Because this sensor was never inserted into the sediment, it was calibrated by assigning airsaturated 0, concentrations to readings in air-bubbled overlying water and assuming that the sensor output during the anoxic period of the incubation was equal to a zero current (see below).
Sulfide: A potentiometric sulfide (S2-) microelectrode (Revsbech and Jorgensen 1986 ) was used in Exp. 2 for sediment microprofiling and monitoring of overlying water. The diameter of the tip was -100 pm. Calibrations, using a gas mixture of 1% H,S in N, at different pH values, displayed a near-Nernstian response (within 52%). Data were recorded by a pH meter and logged every 30 s during microprofiling and every 5 min during water monitoring. Microelectrode S2-and pH values were used with the equilibrium constants of Miller0 (1995) and Smith and Martell (1976) for calculations of PH2S p ( artial pressure of H2S).
Resistivity: Resistivity measurements were made in the sediment to determine the sediment formation factor (fl. A resistivity sensor, similar to that of Andrews and Bennett (1981) , was constructed with a wire spacing of 2 mm. Assuming that the sediment particles had negligible conductivity, resistivity recordings were converted to F using the following relationship:
where R, is the resistivity output at a specific depth in the sediment and R, is the mean output of the sensor in the overlying water, which is assumed to be equal to the resistivity in the pore solution (McDuff and Ellis 1979; Andrews and Bennett 1981) .
Pore-water and sedimentary organic carbon-The cores were extruded after the incubations and sectioned at 2.5~mm intervals to 10 mm and at 5-mm intervals to 40 mm. Pore water was extracted by centrifugation (5,000 rpm for 10 min), filtered (0.45 rJ,m), and analyzed for DIC and chlorinity (to determine salinity, Exp. 1 only). Particulate organic and inorganic carbon content (in weight percent [wt%] of dry sediment) and the S13C value of sedimentary carbon (Exp. 2 only) were also determined (Table 2) .
DifSusive fluxes of DZC-Diffusive fluxes of DIC were obtained through two methods. In the first method, JDIPFmI, was determined as follows: 
as well as the following empirical relations:
and O2 = +F,
where 4 is the porosity, D,,i is the whole-sediment diffusion coefficient of species i, and 8 is the sediment tortuosity (Berner 1980; Ullman and Aller 1982) . In the second method, JD1FF-c was calculated after finding the best fit of an exponential curve,
for each DIC profile (O-40 mm) using a least-squares analysis. In Eq. 6, A, B, and D are fitting parameters. The diffusive fluxes were then calculated as follows:
where Do,, is a weighted diffusion coefficient for DIC determined from the concentration ratios and the molecular diffusion coefficients of H,COl and HCO,, and dC,/dzl,=, is the derivative of Eq. 6 evaluated at z = 0. Incubation Time, T (hr) Fig. 3 . Overlying-water time series of DIC (a) and oxygen and sulfide monitored using microelectrodes in Exp. 2 (b). In a, arrows indicate the end of the incubation periods. Microelectrode profiles were measured during -10 h periods before each incubation and during the time interval bracketed by the last two DIC samples. DIC concentrations were corrected for dilution caused by volume compensation during the sampling process. Error bars are + 1 SD, and dotted lines indicate 95% confidence limits of the regression curves. The data point at T = 0 h in Exp. 1 was excluded from the regression because after this time point, >70 ml of overlying water had to be added to the chamber to compensate for the volume drawn out for various samples. In b, the sulfide electrode reading is rcported as the change in log[S2-] with respect to the preincubation conditions. The two dashed lines bracket the incubation period, and the arrow denotes the suspected time of anoxia in the water column.
Results
Time-series measurements in overlying water-Total flux of DIC: During the periods of closed incubation, DIC concentrations in the overlying water increased linearly with time in both experiments (Fig. 3a) . Total fluxes, JI.OT, were calculated by dividing the slope of the linear regressions portrayed in Fig. 3a by the sediment surface area, then multiplying these quotients by the volume and density of the overlying water. Errors were estimated from the standard errors of the regression coefficients after appropriate unit conversions. The total fluxes were 4.4 + 0.2 and 3.5 L 0.1 mm01 m-* h-l for Exp. 1 and Exp. 2, respectively, and these values were signjficantly different (P = 0.05) from each other.
Oxygen and sulfide: During Exp. 1, the overlying water was already depleted in oxygen at the start of the incubation period (see Mate rials and methods). During Exp. 2, however, oxygen concentration decreased rapidly from T = 0 until T = 5 h when a shift in redox equilibria was observed (Fig.  3b) . The small decrease in the oxygen sensor signal after this time was likely caused by either hysteresis or sulfide poisoning, and it was assumed that the chamber became anoxic 5 h after the beginning of the incubation. The observation that a discernible break did not occur in the DIC time course at the estimated time of anoxia of Exp. 2 (Fig. 3a) suggests a minor role of oxic respiration in determining the inorganic carbon production rates of these sediments.
Sediment projiles-A total of seven pH profiles and five Pco2 profiles are reported from the two experiments (Table  I ). The differences between the pre-and postincubation microelectrode pro!iles of pH, Pco2, and sulfide in Exp. 2 (Fig.  4) show that the pore-water chemistry near the sediment surface was appreciably different before and after this incubation. The Exp. 1 pre-and postincubation profiles also showed this change. However, the preincubation profiles (attempted immediately after ceasing the supply of oxygen to the overlying M,ater) are not reported because they were changing too rapidly to record accurately. pH: Preincubation pH profiles from Exp. 2 decreased by as much as 2.5 pH units within the first few millimeters of sediment and exhibited a high degree of near-surface spatial heterogeneity (Fig. 4~) . On the other hand, postincubation profiles had a maximum change of only 0.15 pH units and less spatial heterogeneity (Fig. 4a,c) . The overlying water pH values decreased by -1.5 units during the incubation, but pore-water Tfalues at 40 mm depth appeared relatively unchanged throughout both experiments (Fig. 4~) .
A precision of better than 50.02 pH units was estimated from the standard deviations of four or more sensor readings recorded at each depth. A larger standard deviation of LO.03 pH units was assigned for the Exp. 2 postincubation profiles to account for an external source of electrical noise that persisted during these measurements.
Oxygen and sulfide: Preincubation 0, and S* microprofiles from Exp. 2 indicate a sharp redox boundary close to the sediment-water interface and rapid oxygen uptake by the sediment (Fig. L-e,f) . The preincubation PIIls profile was calculated from S2-and pH values that were averages of the two preincubathon pH profiles. Because pH was extremely low near the interface during preincubation conditions, a greater portion of the total sulfide was H,S, so PHzS appears elevated. After the incubation, the overlying water PHzS had increased to -0.25 matm, and PHzS increased steadily with depth in the secliment to -25 matm at 40 mm.
P coz: The overlying-water PC", values increased during Exp. 2 from -0.85 to 40 matm (Fig. 4d) . PII+ accounted for less than I % of the PcO, sensor signal within the upper I One postincubation PcO, profile (2C-b') was measured at an intact spot, whereas another (profile 2C-a') was measured mm of the sediment and reduced the Pco, gradient by <4% in that depth zone. By 40 mm, PHZS amounted to -10% of along the rim of a cavity created during the preincubation the pco, microelectrode signal.
profile. Near the cavity, the tip of the electrode approached the sediment surface at an angle; therefore, data points in Formation factor: Formation factor increased sharply at the sediment-water interface and approached values of 1.6 or greater by 20 mm depth (Fig. 5a) . The relationship between F and porosity, F = @", where m is an empirically determined constant (Ullman and Aller 1982) , was investigated by making independent F and d, measurements on slurries prepared from Schooner Creek sediment. Using the determined m values (2.4 and 2.8 for Exp. 1 and Exp. 2, respectively) in the above relationship, formation factor profiles were converted to porosity profiles. The predicted porosity profiles agreed well with porosity measurements made independently by weight loss after the cores were sectioned (data not shown), validating the resistivity measurements.
Particulate carbon: The organic carbon content of both cores varied from 6 to 7 wt% near the sediment surface to -4.5 wt% near 40 mm (Fig. 5b) . The inorganic carbon content was negligible (CO.25 wt%) in both cores at all depths. Isotopic values of particulate organic carbon determined in the upper 2-8 mm of sediment were near -17%0 uniformly (Fig. 5b) . We believe this value reflects the mixed inputs of marine detritus and Spartina aZterniJlora, the dominant surface vegetation in Schooner Creek (Szedlmayer and Able 1993) . In contrast, the measured isotopic value of the organic carbon from 0 to 2 mm was approximately -22%0. We sus-DIG pro@Zes-Pore-water DIC profiles were calculated from PH and PC@ mi:roelectrode data using CO, gas solubility and carbonic acid dissociation constants based on the total hydrogen ion scale at the appropriate temperatures and salinities (Weiss 1974; Roy et al. 1993) . Two DIC profiles were determined from the Exp. 1 postincubation measurements (Table 5 , Fig. 6a ). Two DIC profiles were calculated from the Exp. 2. preincubation measurements (not shown), and four DIC profiles were calculated from the Exp. 2 postincubation measurements (Table 5 , Fig. 6b) . Ideally, to eliminate errors caus,ed by spatial heterogeneity, each point of a DIC profile should be calculated from pH and PcoZ values determined at a common point. In this study, the pH and PcoZ electrodes were separated by 2.5 cm or more. The good reproducibility of the pH and PC-, profiles during postincubation conditions (Fig. 4a,c,d ), however, justifies pairing these measurements to determine DIC profiles. The precision of the calculated DIC values ($4 to 27% CV) was derived by propagating ,rhe standard deviations of pH and PcO, measurements (Miller and Miller 1984) .
All microelectrode DIC profiles increased to 20-25 mm01 kg-I at 40 mm depth (Fig. 6) . In Exp. 2, the microelectrode DIC values from postincubation conditions overlapped in some cases with the independent data obtained by pore-water extraction, but, on average, the rnicroelectrodes gave lower values (Fig. 6d) .
Microelectrode DIC profiles calculated from the preincubation measurements of Exp. 2 are not shown or included in the following calculations because they each have one or JDIFI; (mmol m-* h-l) t Combined values were determined by pooling all data points from all the individual profiles into one model profile and applying the same calculation procedures. 3: Surface gradient was not calculated from this profile because of uncertainty in the uppermost portion of profile 2C-a' (see text). The subscript adj indicates that the pH and Pcol p rofiles were measured as a pair (2.5 cm apart). 0 Surface gradients were not calculated for these profiles because of the lack of pH data points near the sediment-water interface.
two points that appear as a large subsurface maximum (-14 mm01 kg-l). We consider this an artifact because it requires a zone of intense DIC production that is two orders of magnitude higher than JTOT. These DIC peaks may have resulted from mismatching of the acute and spatially heterogeneous pH and P,+ gradients that existed during preincubation conditions (Cal and Reimers 1993) , or the carbonate system may not have attained thermodynamic equilibrium within the surface sediment because of very rapid CO, production (de Beer et al. 1997; see Discussion) .
DifJsive flux of DIG-JDIFFmL: Values of JDIPFmL were calculated using Eq. 2 and microelectrode measurements from within the upper 1 mm of sediment (Table 5 , Fig. 6c ) as equal to 5.8 + 0.3 and 6 ? 2 nun01 m-2 h-l in Exp. 1 and 5.1 t 0.8 mm01 mm2 h-l in Exp. 2 (Table 5 ). The formation factor (F) in the first millimeter of sediment was assumed to equal 1.20 and 1.11 in Exp. 1 and 2, respectively (see also Fig. 5 ). Errors were estimated from the largest of the three standard errors of regression (i.e., the regressions through the gradients of the three DIC species) after appropriate unit conversions. Because the number of data points used to calculate the gradients of the DIC species was small, the errors associated with the estimates of these slopes and thus JDIF, were large compared with other flux estimates (Table 5) . In all cases, the flux of CO:-was negligible, and the HCO; flux ranged from 56 to 65% of the total flux. Although these values of JDFFeL are all consistently greater than the corresponding values of JTOT, the differences are not significant (P = 0.05, mean + 2 SE). J * Examples of the exponential curve fits (Eq. 6) that DIFF-C' were used to calculate values of JDIFF-C according to Eq. 7 are shown in Fig. 6 . From the microelectrode data, the weighted diffusion coefficients for DIC, DO,x, were evaluated to be 1.27 and 1.25 cm2 s-l for Exp. 1 and Exp. 2, respectively (Table 4) . Errors were estimated by varying the value of B in Eq. 6 by t 1 SE, because JDImmc was most sensitive to this parameter. JDIm-c values thus calculated were consistently lower than JDIFF-L values because the exponential curves slightly underestimated the surface DIC gradient (Fig.  6~) . However, overall, JTOT, JDIFF-L, and JDIFF-C were not significantly different from each other (P = 0.05, mean + 2 SE) (Table 5) .
Pore-water extraction data: JDIm-L and JDIFF-C were also calculated using the data from pore-water extraction (Table 5) . To calculate JDIm-L, we applied a formula analogous to Eq. 7, using the DIC gradient measured between the uppermost datum and the overlying water (Fig. 6c,d) . Values of D,, were equal to those used to calculate JDIFF-L (Table 4) . The resulting JDIFF-L was 6.4 mm01 m-2 h-l in Exp. 1, in reasonable agreement with JTOT. In Exp. 2, however, it was 9.4 mm01 mm2 h-j, exceeding JToT by 170%. Similarly, JD1FF-c obtained from a curve fit to the pore-water extraction data agreed within limits with JToT in Exp. 1 but exceeded JToT by 63% in Exp. 2. These results are not surprising considering the weighted importance of the DIC concentration determined for the first, relatively coarse depth interval in the extracted pore-water profile (Fig. 6~) .
Discussion
To begin a discussion of our experiments, we first verify that the conditions outlined as necessary for the total flux of DIC (JTOT) to equal the diffusive flux (JDIFF) were met. These conditions were that (1) the rate of DIC production must be time-independent (i.e., zero-order) and (2) the diffusion of DIC across the sediment-water interface must be the dominant process adding DIC to the overlying water.
The zero-order condition is supported by the linear increase of DIC in the overlying water with time, both during and after the incubations (Fig. 3a) . This suggests that the DIC gradient near the sediment-water interface was constant with time and that the JDIFF value determined at the end of the incubation represents the entire experiment. Two processes must be considered to evaluate the second condition: (1) bioirrigation and (2) flux of methane to the overlying water followed by oxidation to CO,. Both processes should cause JD1E.F to be smaller than JTOT. We know the effect of Table 5 for profile IDS) and measured by pore-water extraction (d). In a and b, the dashed and dotted lines are bcstfit curves for profiles M2 and 56, respectively, as calculated from Eq. 6. In c, an example of a microelectrode-derived near-surface DIC gradient is illustrated. The diffusive DIC flux corresponding to this profile was calculated using the pH and PcOZ data that predict the filled circles. Similar surface gradients were obtained from the remaining DIC profiles. Measured pore-water DIC values for Exp. 2 are also plotted for comparison. Horizontal error bars repre:;ent + 1 SD. In d, pore-water extraction results are plotted, along with best-fit curves for M2 and 56 for comparison. Vertical error bars represent the depth interval of the sample. Horizontal error bars represent 2 1 SD. bioirrigation was minimal, because the observed number of macrofauna was low and their activities stopped under the low levels of oxygen in the chamber during the incubations (Rutgers van der Loeff et al. 1984) . We also measured 6°C values of overlying-and pore-water DIC during Exp. 2. These data and mass-balance calculations suggest that methane oxidation had a negligible impact on the flux of DIC (Komada 1996) .
The conditions required to equate JTOT with JDIFF were thus met in both experiments. The findings that JToT and microelectrode-derived values of JDII+ agreed within 50% and were not significantly different from each other (P = 0.05) can therefore be interpreted as corroboration that paired pH and Pcoz measurements can be used to derive valid DIC gradients and diffusive fluxes. Below, we discuss other conclusions that can be drawn from our data and calculations.
How typical were these sediments.?-The oxygen, sulfide, and pH microprofiles measured at the beginning of Exp. 2 were similar to other profiles measured across the sedimentwater interface of anoxic sediments with microbial mats (Jorgensen and Revsbech 1983; Jorgensen and Des Marais 1990) . The only, exception was that the pH minimum was extremely low in the preincubation profiles, suggesting very high rates of sulfide oxidation. The DIC production rates measured over the incubation were also high but not atypical of CO, fluxes from wetlands at temperatures >2O"C (Raich and Potter 1995) .
Difisive flux calculations-There are three major assumptions made in the determination of JDIpF: using DIC gradients and Eqs. 2 and 7. First, surface roughness is negligible, so diffusion gradients are only one-dimensional in the vertical. Second, microelectrodes have no impact on the chemical gradients they measure. Third, diffusion through microbial mats is analogous to diffusion through bulk sediment. The potential effect of microbial mat microtopography on calculated diffusive fluxes has been investigated by Jorgensen and Des Marais (1990) . They found that the surface area of a mat, and consequently the upper boundary of its overlying diffusive boundary layer, may be larger than a flat plane by 31 and 14%, respectively. These effects were shown to lead to a 49% underestimation when 0, fluxes were calculated by Fick's First Law using microelectrode gradients measured perpendicular to the horizontal plane and across the diffusive boundary layer. A similar study was conducted by Gundersen and Jorgensen (1990) using a sandy mud collected along the coast of Denmark. They concluded that the oxygen diffusional flux may be underestimated by a factor of 2.5 because of the effects of microtopography.
No microscopic surface area measurements were made in this study, therefore, the extent of this effect on the calculated DIC flux is unknown. A diffusive oxygen flux calculated from the oxygen gradient measured within the diffusive boundary layer in Exp. 2 (Fig. 4e ) is 4.2 mm01 m-* h-l, compared with a total oxygen flux of 5.6 mm01 m-* h-l determined from the initial rate of decrease in oxygen concentration in the overlying water (from T = 0 to T = 1 h, Fig. 3b ). These calculations are consistent with a surfacearea effect that tends to cause diffusive fluxes to be underestimated. However, because our DIC diffusive fluxes were calculated from gradients in the sediment rather than gradients in the diffusive boundary layer, the topographic influence may be less important than has been observed for 0,.
Another complication associated with the determination of JDIFt; may arise from microelectrode effects on interfacial gradients. Glud et al. (1994b) have shown that a microsensor approaching the surface of a sediment compresses the diffusive boundary layer, which can lead to a steepening of the diffusive boundary layer gradient and overestimation of the diffusive flux. This effect may also heighten gradients in the first millimeter of the sediment and explain our consistently greater estimates of J,,,FF.L compared with JT07'. Further laboratory studies with pH and PcO, sensors are required to investigate this effect.
Lastly, the assumption that the empirically derived analogy between porosity and molecular diffusivity, as described by Eqs. 1, 4, and 5, holds at the interface of sediments covered with a microbial mat is interesting to consider. Revsbech (1989) and Glud et al. (1995) studied the diffusivity of microbial communities by measuring the microgradients of 0, and N,O across a biofilm/microbial mat and the overlying diffusive boundary layer using microsensors. In both studies, investigators found that the conventional tortuosity-diffusivity relationships cannot be used for such microbial communities and attributed this observation to either a unique diffusional environment created by the high content of extracellular polymers with microbial films or mats or the presence of isolated cellular fluids that prevent accurate measurement of effective porosity (and hence the sediment diffusion coefficient). Using the empirical relationship D, = DO#+,5, which Glud et al. (1995) proposed as a means to account for diffusivity within a mat, JDIFF values may be reduced by 66 and 33% in Exp. 1 and 2, respectively. CO, system disequilibria-Determination of DIC from Pco, and pH measurements assumes the CO, system to be at equilibrium. Metabolic CO, produced in the sediment follows two paths to reach equilibrium with the surrounding medium (1) hydration of CO,,,,, to form H,CO,, followed by (2) dissociation of H,CO, to produce H', HCO;, and CO:-. Compared with the rapid acid-base reactions in step 2, the rate of step 1 is slow and limits the rate of the overall process (Stumm and Morgan 1981) . The characteristic hydration time of CO,,,,, (or the time required for CO,,,,, to reach l/e of its initial concentration) at 25°C is on the order of 30 s. Therefore, at least several minutes are required for the CO, system to reach equilibrium with its surroundings (Stumm and Morgan 1981) .
Throughout our calculations, DIC was determined from pH and Pco2 assuming the CO, system to be at equilibrium. However, near the sediment-water interface, where CO, production was most rapid in these experiments, equilibrium may not have been achieved because of the finite rate of co*,,,, hydration and differential diffusion of carbonate species (de Beer et al. 1997 ). In such a case, DIC can be overestimated, especially in the pH range where HCO, is favored over co*,,,, and H,CO, (above pH = 6.3 = pK,). During preincubation conditions, pH dropped sharply within the upper 1 mm of the sediment column from near 7.7 to below 6.3 (Fig. 4~ ). This probably contributed to the apparent DIC peaks imrnediately below the sediment surface (see Results, DIC profiles). We are unable to establish with complete certainty whether equilibrium was achieved during postincubation conditions. It must be pointed out, however, that pH was near pK, and varied by only 0.03 units or less within the upper 1 mm of sediment (Fig. 4~) . Therefore, had the CO, system not reached equilibrium, the degree of DIC overestimation would probably have been similar for all data points used to determine the DIC gradient, and, consequently, the effect on the magnitude of JDIITT: would be minimal.
Application to deep-sea sediments-DIC gradients, and hence pH and PcO, gradients, can be much smaller or almost nonexistent in deep-sea sediments (Hales et al. 1994; Hales and Emerson 1996, 1997; Hulth et al. 1997) . Therefore, a final issue worth exploring is whether deep-sea DIC fluxes can be estimated accurately from in situ pH and Pco2 microelectrode measurements. Three positive factors are that pH and P co2 profiles in such environments may be described adequately with coarser vertical resolution, CO, disequilibria is unlikely to be an issue, and total deep-sea fluxes are likely to be dominated by diffusion. However, the deep-sea challenge is that much higher precision and accuracy in the pH and ho, measurements are required. The uncertainty in our current DIC estimates was as large as 7%. What can be achieved in situ should be a few percent better because laboratory pH and Pc02 measurements are unavoidably noisier than in situ readings (Hales and Emerson 1996) . A larger number of profiles with less spacing between the pH and PcOz electrodes is also a means to reduce the uncertainty of this approach when defining DIC gradients. As PcO, sensors become easier to fabricate and more reliable in the field (Hales and Emerson 1997; Zhao and Cai 1997) , we believe this approach will provide accurate deep-sea DIC fluxes.
