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EQUIAFFINE ISOPARAMETRIC FUNCTIONS AND THEIR REGULAR LEVEL
HYPERSURFACES
XINGXIAO LI∗ AND WENJING HAO
Abstract. In this paper, we introduce and study the locally strongly convex equiaffine isoparametric
hypersurfaces and equiaffine isoparametric functions on the affine space An+1. Motivated by the case
on the Euclidean space En+1, we first introduce the concept of equiaffine parallel hypersurfaces in
An+1, obtaining some fundamental identities with the basic equiaffine geometric invariants, and then
we define the equiaffine isoparametric hypersurfaces to be ones that are among families of equiaffine
parallel hypersurfaces of constant affine mean curvature in An+1. Finally, we introduce the concept of
equiaffine isoparametric functions on An+1, and prove that any equiaffine isoparametric hypersurface is
exactly a regular level set of some equiaffine isoparametric function.
1. Introduction
For a long period of time, the study of isoparametric functions (isoparametric hypersurfaces and
their focal submanifolds) has been a highly influential field in differential geometry. In the history of
this subject, E. Cartan was the pioneer who made a comprehensive study of isoparametric functions
(hypersurfaces) on the real space forms. Originally, a hypersurface on real space forms was said to be
isoparametric if it is of constant principal curvature. Due to Cartan [1], [2]) and Mu¨nzner ([18], [19]),
these isoparametric hypersurfaces, especially, of standard Euclidean spheres, became fascinating to study
and are closely related to a class of smooth functions satisfying certain equations called Cartan-Mu¨nzner
equations, which we call isoparametric functions (or Cartan polynomial). In fact, any isoparametric
hypersurface in real space forms must be a regular level set of an isoparametric function and, conversely,
any level set of an isoparametric function is among a family of parallel isoparametric hypersurfaces
(cf. [5]). Later, more generally in a Riemannian manifold (N, g˜), an isoparametric hypersurface was
naturally defined as the regular level set of an isoparametric function, equivalent to that it is among a
(smooth) family of parallel hypersurfaces of constant mean curvature ([26]). In case that (N, g˜) is not of
constant sectional curvature, the conclusion that an isoparametric hypersurface is of constant principal
curvature is not true any more in general. In fact, as is known, an isoparametric hypersurface in the
complex projective space can not be of constant principal curvature ([25]). Note that there are several
nice systematic surveys on isoparametric functions, isoparametric hypersurfaces and their generalizations
([27], [3] and [6]). See also [4], [9], [11], [7] and [8] for recent progresses and applications.
On the other hand, there are also some other geometric theories of submanifolds in which the concept
of isoparametric hypersurfaces appears, being introduced by the constancy of some certain “principal
curvatures”. For example, in the Mo¨bius geometry of submanifolds in spheres, the Mo¨bius and Blaschke
isoparametric hypersurfaces are systematically studied, and some interesting classification theorems are
obtained (see [10], [13], [14], [15], [16], [17], [21], and so on). Then, in a rather broad field of geometry,
it is much interesting to find certain relevant isoparametric functions of which the regular level sets are
exactly those isoparametric hypersurfaces in geometries other than the Riemannian geometry, say, for
both Mo¨bius and Blaschke isoparametric hypersurfaces.
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So, it is also very natural for us to consider affine isoparametric hypersurfaces in the affine geometry
of hypersurfaces. This class of hypersurfaces should be assumed to contain some “nice” examples, say,
homogeneous hypersurfaces and, in particular, the affine hyperspheres which, as we know, are the most
important objects in this area.
Motivated by isoparametric hypersurfaces in the Euclidean space, we aim in this paper to introduce,
in a natural and reasonable manner, the concept of (equi-)affine isoparametric hypersurfaces and that of
(equi-)affine isoparametric functions, initiating a study on them, especially giving a close relation between
them. For simplicity, we shall now only consider the locally strongly convex hypersurfaces.
The first things we shall do is introducing the concept of equiaffine parallel hypersurfaces in the affine
space An+1 (Definition 3.2), proving other equivalent definitions (Proposition 3.2 and Corollary 3.3)
and obtaining some fundamental identities for the basic equiaffine geometric invariants of these parallel
hypersurfaces. After this, we define (in Definition 3.3) an equiaffine isoparametric hypersurface to be the
one that is among a family of equiaffine parallel hypersurfaces of constant affine mean curvature in An+1.
These are the content of Section 3.
The major part of this paper is in Section 4 where we shall first introduce the concept of equiaffine
isoparametric functions on An+1 (Definition 3.3), and then prove the following main theorems:
Theorem 1.1. A non-degenerate hypersurface x : Mn → An+1 in the affine space An+1 is (locally
strongly convex) equiaffine isoparametric if and only if it is a regular level set of an equiaffine isoparametric
function defined on an open neighbourhood of x(Mn) in An+1.
While the definition (Definition 3.3) of the equiaffine isoparametric hypersurface is a geometric one,
the above main theorem gives an analytic description for the same concept.
Theorem 1.2. A non-degenerate hypersurface in the affine space An+1 is equiaffine isoparametric if
and only if it is of constant affine principal curvature.
Theorem 1.2 is exactly what we really expect to have. We also have the following corollaries:
Corollary 1.3 (Corollaries 4.2 and 4.4). A non-degenerate hypersurface in the affine space An+1 is
equiaffine isoparametric if and only if it is among a family of equiaffine parallel hypersurfaces.
Corollary 1.4 (Corollary 4.3). A locally strongly convex hypersurface in the affine space An+1 is an
(equi)affine hypersphere if and only if it is among a family of equiaffine parallel affine hyperspheres of the
same type.
Remark 1.1. The very last corollary may provide a new direction of insight to deal with the classifi-
cation problem for affine hyperspheres.
The first author thanks Professor A.-M. Li for his constant encouragement.
2. Equiaffine differential geometry of hypersurfaces
In this section, we brief some basic facts for the equiaffine differential geometry of locally strongly
convex hypersurfaces, including the necessary notations we shall use in this paper. For more details of
this, we refer the readers to [12] and [20].
Let R be the field of real numbers and Rn+1 be the real vector space of all ordered (n + 1)-tuples of
real numbers, that is,
R
n+1 = {x = (x1, · · · , xn, xn+1); x1, · · · , xn, xn+1 ∈ R}.
Then on Rn+1 there are a canonical flat connection d defined by the usual component-wise differentiation
of Rn+1-valued functions, and a canonical volume measure Vol defined by the determinant function of
n + 1 vectors. Endowed with the connection d and the volume measure Vol, Rn+1 is taken to be a
measured affine space which we denote by An+1.
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Note that the group GL(n + 1) of linear transformations on Rn+1 together with the additive group
R
n+1 of translations on Rn+1 makes into a semi-direct product group A(n + 1) := GL(n + 1) ⋉ Rn+1,
called the affine transformation group on An+1. An element T ∈ A(n + 1) is called a uni-modular
transformation if it preserves the volume measure Vol of An+1. We denote by UA(n + 1) the subgroup
of A(n+1) consisting of all the uni-modular transformations on An+1. Moreover, given an open domain
U ⊂ An+1, we call a Riemannian metric g˜ on U admissible to the volume measure Vol, if the isometry
group Iso(g˜) ⊂ UA(n+ 1).
Since the tangent bundle TAn+1 = An+1×Rn+1, for a tangent frame field {e1, · · · , en+1} on A
n+1, the
volume function Vol(e1, · · · , en+1) of {e1, · · · , en+1} makes sense. We call {e1, · · · , en+1} uni-modular if
Vol(e1, · · · , en+1) ≡ 1.
For simplicity, the following ranges of indices are always assumed without further specification in the
present paper:
1 ≤ i, j, k, · · · ≤ n; 1 ≤ A,B,C, · · · ≤ n+ 1.
Now let x :Mn → An+1 be an n-dimensional immersion of manifold Mn into An+1. Then we simply
call x or x(Mn) a hypersurface of An+1. A frame field {e1, · · · , en+1} around x(M
n) is called uni-modular
affine Darbourx, or simply, affine Darbourx, if it is uni-modular and, when restricted to x(Mn), e1, · · · , en
are tangent to x(Mn). In this case, {e1, · · · , en}, by restriction to x(M
n) and then via the tangent map
x∗, locally defines a frame field on M
n which we still denote as {e1, · · · , en}. By fixing a (uni-modular)
affine Darbourx frame field {e1, · · · , en+1}, one has the local decomposition of vector bundle:
x∗TAn+1 = x∗(TM
n)⊕ R · en+1.
So that
xij ≡ ej(ei(x)) =
∑
Γkijxk + hijen+1, ∀ i, j (2.1)
where Γkij and hij are local smooth functions. The (induced) connection on M
n given by the coefficients
Γkij is called the affine connection of x, while (2.1) is called the affine Gauss formula.
When x is non-degenerate, that is, the matrix (hij) is non-singular everywhere on M
n, the locally
defined function H = | det(hij)| > 0. Define Gij = H
− 1
n+2hij for each pair of i, j. Then G =
∑
Gijω
iωj
is a well-defined Pseudo-Riemannian metric on Mn ([12]), where ω1, · · · , ωn, ωn+1 is the dual frame field
of {e1, · · · , en+1}. In particular, if x is locally strongly convex, or the matrix (hij) is definite everywhere,
we can suitably choose the orientation to make the matrix (hij) and hence the metric G positive definite.
Conventionally the metric G defined in this way is called the Blaschke metric or affine metric, by which
the affine normal vector Y of x is defined as
Y =
1
n
∆Gx. (2.2)
For a given point u ∈ M , the straight line passing through x(u) and parallel to Y is called the affine
normal line of x at u.
Let Γ˜kij be the coefficients of the Levi-Civita connection of G with respect to {e1, · · · , en}. Then the
(1, 2)-tensor A defined by Akij = Γ
k
ij−Γ˜
k
ij is called the difference tensor. The difference tensor is identified,
via the metric G, with a symmetric 3-form
A =
∑
Aijkω
iωjωk, Aijk =
∑
GklA
l
ij ,
which is called the Fubini-Pick form, or the cubic form, or the affine third fundamental form. Furthermore,
if the one-forms ω1n+1, · · · , ω
n+1
n+1 are given by
den+1 =
∑
ωin+1xi + ω
n+1
n+1en+1,
Then we have ([12])
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Proposition 2.1. Let {e1, · · · , en+1} be an arbitrary affine Darbourx frame field of the hypersurface
x. Then the following three conditions are equivalent to each other:
(1) en+1 is parallel to the affine normal vector Y ;
(2) trGA ≡
∑
GijAkij = 0 where (G
ij) = (Gij)
−1;
(3) ωn+1n+1 +
1
n+2d logH = 0.
Moreover, when en+1 is parallel to Y we have
Y = H
1
n+2 en+1, Vol(x1, · · · , xn, Y ) = H
1
n+2 . (2.3)
Thus, by using the affine normal vector Y , the affine Gauss formula (2.1) can be written as
xij =
∑
Γkijxk +GijY, ∀ i, j (2.4)
On the other hand, the affine Weingarten map or the affine shape operator B = (Bji ) is defined by
Yi = −
∑
B
j
i xj , ∀ i. (2.5)
Accordingly, the corresponding 2-form B =
∑
Bijω
iωj with Bij =
∑
GikB
k
j is called the affine (second)
fundamental form. Furthermore, the eigenvalues λ1, · · · , λn of the matrix (B
j
i ), which are globally well-
defined on Mn, are called the affine principal curvatures of x, from which a class of important and
interesting hypersurfaces in the affine geometry are defined as follows.
Definition 2.1. A locally strongly convex hypersurface is called an (equi)affine hypersphere if all of its
affine principal curvatures are equal to a same constant λ. Furthermore, an affine hypersphere is called
elliptic (resp. parabolic, hyperbolic) if λ > 0 (resp. λ = 0, λ < 0).
Definition 2.2. The affine mean curvature of the hypersurface x, denoted by L1 is defined as
L1 =
1
n
trGB ≡
1
n
∑
Bii =
1
n
∑
GijBij =
1
n
∑
i
λi. (2.6)
Moreover, x is called affine maximal if L1 ≡ 0.
Finally, the affine Gauss equation, that relates the Riemannian curvature tensor Rijkl to the funda-
mental affine invariants G, A and B, and the affine Codazzi equations are expressed as follows ([12]):
Rijkl =
∑
(AmikAmjl −A
m
il Amjk) (2.7)
+
1
2
(GilBjk +GjkBil −GikBjl −GjlBik, (2.8)
Aijk,l−Aijl,k =
1
2
(GikBjl +GjkBil −GilBjk −GjlBik), (2.9)
Bij,k−Bik,j =
∑
(AlijBkl −A
l
ikBjl) (2.10)
for all i, j, k, l.
3. Equiaffine parallel hypersurfaces and equiaffine isoparametric hypersurfaces
Let x : Mn → An+1 be a locally strongly convex hypersurface with the affine metric G, the Fubini-
Pick form A, the affine second fundamental form B and the affine normal vector Y . For each given
µ ∈ C∞(Mn), we can define a new hypersurface xµ as follows:
xµ (u) = x(u) + µ(u)Y (u), u ∈Mn. (3.1)
In what follows in this paper, we always use a left superscript µ to an affine invariant Γ, that is, Γµ ,
to denote the corresponding invariant for the hypersurface xµ . For example, the affine metric, the affine
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normal vector, the difference tensor or the Fubini-Pick form, the affine Weingarten map or the affine
fundamental form and the affine mean curvature are denoted by Gµ , Yµ , Aµ , Bµ and Lµ 1, respectively.
Definition 3.1. A hypersurface xµ :Mn → An+1 defined by (3.1) is called affine parallel to x :Mn →
An+1 if
(1) xµ is locally strongly convex;
(2) the tangent spaces xµ ∗u(TuM
n) and x∗u(TuM
n) are parallel in An+1 for all u ∈Mn.
Then the following corollary is direct from the above definition:
Corollary 3.1. Let a hypersurface xµ be given by (3.1). Then xµ is affine parallel to x if and only if
the function µ is a constant one.
Indeed, from (3.1), it is direct that
xµ i = xi + µiY + µYi =
∑
(δji − µB
j
i )xj + µiY, ∀ i. (3.2)
Thus xµ is affine parallel to x if and only if µi = 0 for each i, that is, µ is a constant.
Now we are concerned with the equiaffine geometry, so the following definition is more relevant here:
Definition 3.2. A hypersurface xµ : Mn → An+1 defined by (3.1) is called equiaffine parallel to
x :Mn → An+1 if
(1) xµ is affine parallel to x;
(2) the affine normal line of xµ is parallel to that of x everywhere on Mn.
Remark 3.1. (i) It seems natural to seek conditions under which either of the conditions (1) and (2)
in Definition 3.2 will imply the other.
(ii) For relatively (affine) parallel hypersurfaces, we refer the readers to [22], [23], [24] where, by means
of the standard Euclidean metric on the ambient space and support functions, the authors obtain many
facts on the relatively parallel hypersurfaces, including some curvature conditions for relatively parallel
hypersurfaces to have parallel (equi-)affine normal lines.
In what follows, we denote by Tµ ≡ ( Tµ ij) the matrix with T
µ i
j = δ
i
j − µB
i
j . Then, by (3.2), x
µ is
affine parallel to x is and only if
xµ i =
∑
Tµ
j
ixj , ∀ i. (3.3)
Proposition 3.2. Let the hypersurface xµ : Mn → An+1 given in (3.1) be affine parallel to x. Then
xµ is equiaffine parallel to x if and only if there is a constant c ∈ R depending on µ such that, the affine
normal vector Yµ (u) = cY (u) for every u ∈Mn.
Proof. The assumption that xµ is affine parallel to x is, by Corollary 3.1, equivalent to that µ is
constant.
Suppose that Yµ =
∑
aixi + cY for some functions a
i, c on Mn. Then, by (3.3) and the affine Gauss
formula, we directly compute
xµ ij =
(∑
Tµ ki xk
)
j
=
∑
( Tµ ki )jxk +
∑
Tµ ki xkj
=
∑
( Tµ ki )jxk +
∑
Tµ li
(∑
Γkljxk +GljY
)
=
∑(
( Tµ ki )j +
∑
Tµ liΓ
k
lj
)
xk +
∑
Tµ kiGkjY. (3.4)
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On the other hand,
xµ ij =
∑
Γµ kij x
µ
k + G
µ
ij Y
µ
=
∑
Γµ lij
(∑
Tµ kl xk
)
+ Gµ ij
(∑
akxk + cY
)
=
∑(
ak Gµ ij +
∑
Γµ lij T
µ k
l
)
xk + c G
µ
ijY. (3.5)
Comparing the above two equalities we obtain for any i, j
( Tµ ki )j +
∑
Tµ liΓ
k
lj = a
k Gµ ij +
∑
Γµ lij T
µ k
l , ∀ k,
∑
Tµ kiGkj = c G
µ
ij . (3.6)
Moreover, we have
Yµ i =
(∑
ajxj + cY
)
i
=
∑
(ei(a
j)xj + a
jxji) + ciY + cYi
=
∑(
ei(a
j) +
∑
akΓjki − cB
j
i
)
xj +
(∑
ajGji + ci
)
Y, (3.7)
and
Yµ i = −
∑
Bµ
j
i x
µ
j = −
∑
Bµ ki T
µ j
kxj . (3.8)
So it holds that
ei(a
j) +
∑
akΓjki − cB
j
i +
∑
Bµ ki T
µ j
k = 0,
∑
ajGji + ci = 0. (3.9)
Furthermore, by the second formula of (2.3), it holds that
Hµ
1
n+2 =Vol( xµ 1, · · · , x
µ
n, Y
µ )
=Vol
(∑
Tµ i1xi, · · · ,
∑
Tµ inxi,
∑
aixi + cY
)
=det( Tµ )cH
1
n+2 . (3.10)
Since Gij = H
− 1
n+2hij and G
µ
ij = H
µ
1
n+2 hµ ij , implying
detG = H
2
n+2 , det Gµ = Hµ
2
n+2 , (3.11)
it is easily seen from the second equality of (3.6) that cn Hµ
2
n+2 = det( Tµ )H
2
n+2 . This last equality
together with (3.10) gives
cn+2 det( Tµ ) = 1, cn+1 =
(
H
Hµ
) 1
n+2
, det( Tµ ) =
(
H
Hµ
)− 1
n+1
. (3.12)
Apparently, we only need to prove the necessity part of the proposition. Suppose that xµ is equiaffine
to x. Then Yµ is parallel to Y which is equivalent to that ai = 0, ∀ i. This with the second equality of
(3.9) shows that Yµ = cY with c being a constant. ⊔⊓
Denote by Lr the r-th normalized elementary symmetric functions of the affine principal curvatures
λ1, · · · , λn:
Lr =
1
Crn
∑
1≤i1<···<ir≤n
λi1 · · ·λir , 1 ≤ r ≤ n.
Then the following corollary is direct from Proposition 3.2, (3.11) and (3.12):
Corollary 3.3. For an hypersurface xµ that is affine parallel to x, the following four conditions are
equivalent to each other:
(1) xµ is equiaffine parallel to x;
(2) det( Tµ ) is constant, which is equivalent to that
nL1 − C
2
nµL2 + · · ·+ (−1)
nCn−1n µ
n−2Ln−1 + (−1)
n+1µn−1K = const; (3.13)
EQUIAFFINE ISOPARAMETRIC FUNCTIONS AND THEIR LEVEL HYPERSURFACES 7
(3) The ratio H
Hµ
of the functions H and Hµ is constant;
(4) The ratio detGdet Gµ of the squared volumes detG and det G
µ is constant.
From Proposition 3.2, we clearly have
Corollary 3.4. xµ is equiaffine parallel to x if and only if x is equiaffine parallel to xµ .
If it is the case, we shall say that x and xµ are equiaffine parallel to each other.
Proposition 3.5. If a locally strongly convex hypersurfaces is of constant affine principal curvature,
then all of its equiaffine parallel hypersurfaces are also of constant affine principal curvature.
Proof. Since Yµ is parallel to Y for all µ, the second equality of (3.9) becomes∑
Bµ ki T
µ j
k = cB
j
i . (3.14)
This with the second equality of (3.6) gives
c Bµ ij = c
∑
Bµ ki G
µ
kj =
∑
Bµ ki T
µ l
kGlj = c
∑
Bki Gkj = cBij .
So (3.14) is equivalent to that
Bµ ij = Bij . (3.15)
Now choose a suitable frame field {e1, · · · , en} such that B
j
i = λiδ
j
i . Then
Tµ
j
k = (1− µλk)δ
j
k.
Putting this into (3.14) we obtain
Bµ
j
i (1 − µλj) =
∑
Bµ ki (1− µλk)δ
j
k = cλiδ
j
i ,
implying
Bµ
j
i =
cλi
1− µλi
δ
j
i .
Thus e1, · · · , en are also the eigen-vectors of the affine Weingarten map B
µ of xµ , and the corresponding
affine principal curvatures of xµ are, respectively,
λµ i =
cλi
1− µλi
, ∀ i. (3.16)
The conclusion of the proposition follows easily, since c is constant along xµ . ⊔⊓
Motivated by the isoparametric hypersurfaces in Riemannian manifolds, we naturally introduce the
equiaffine isoparametric hypersurfaces as follows:
Definition 3.3. A locally strongly convex hypersurface x :M → An+1 is called equiaffine isoparametric
if it is among a family of equiaffine parallel hypersurfaces that are of constant affine mean curvature.
Example 3.1. All equiaffine hyperspheres are equiaffine isoparametric hypersurfaces. In fact, the
reason of this is rather simple (see Theorem 1.2).
More broadly, due to the same reason, we have
Example 3.2. All equiaffine homogeneous hypersurfaces are equiaffine isoparametric hypersurfaces.
Remark 3.2. So, two questions may be asked: Firstly, are there any equiaffine isoparametric hypersur-
faces in An+1 other than the affine hyperspheres or, more broadly, other than the equiaffine homogeneous
hypersurfaces? Secondly, if either of the answers is positive, then the corresponding classification problem
arises naturally which seems interesting!
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4. Equiaffine isoparametric functions and their regular level sets
First of all, we recall the definition of isoparametric functions on a Riemannian manifold.
Let (N, g˜) be a Riemannian manifold, and F be a non-constant smooth function onN with the gradient
∇˜g˜F and the Laplacian ∆˜g˜F . Denote J = F (N) ⊂ R. Then, according to Q. M. Wang ([26]), F is called
an isoparametric function if there exist smooth functions a(t) and b(t) of one variable t, t ∈ J , such that
|∇˜g˜F |g˜ = a(F ), ∆˜g˜ = b(F ). (4.1)
Define
N∗ = {x ∈ N ; dF 6= 0}, ξ =
1
a
∇˜g˜F. (4.2)
Then ξ is a globally defined smooth unit vector field on N∗, of which the orthogonal complement ξ
⊥ is a
distribution on N∗. Furthermore, we have the following well-known conclusion ([2], [26])
Proposition 4.1. Let F be an isoparametric function on (N, g˜). Then
(1) Each integral curves γξ of ξ is a unit speed geodesic with the arc-length being its parameter;
(2) The distribution ξ⊥ is integrable, generating a foliation F of N∗ by a family of hypersurfaces of
constant mean curvature;
(3) Each geodesic γξ intersects any hypersurface in F (orthogonally) once and only once;
(4) Every two hypersurfaces in F are of equi-distance, that is, all the geodesics γξ restricted between
these two hypersurfaces are of the same length. In particular, hypersurfaces in F are a family of parallel
ones and can be parametrized or labeled by the arc-length parameter.
Remark 4.1. Clearly, by Proposition 4.1, the arc-length function s of the geodesics γξ well defines a
one-form ds globally on N∗.
Each hypersurface of the foliation F , with ξ being its unit normal, was originally named to be a
isoparametric hypersurface of (N, g˜).
Analysis of the equiaffine parallel hypersurfaces motivates us to introduce the concept of equiaffine
isoparametric hypersurfaces as follow:
Definition 4.1. Let U ⊂ An+1 be a non-empty open domain. A smooth function F : U → R is called
equiaffine isoparametric, if the following conditions are satisfied:
(1) There exists a Riemannian metric g˜ on U admissible to the volume measure Vol, such that F is
an (Riemannian) isoparametric function on the Riemannian manifold (U, g˜);
(2) The Hessian Hess 0F of F with respect to the standard flat connection is semi-negative definite
with Rξ being the null space, where ξ = 1
a
∇˜F ;
(3)
(
g˜ + 1
a
Hess 0F
)
|ξ⊥×ξ⊥ ≡ 0.
(4) 2∇˜ξ = dξ − (d log a)ξ.
Remark 4.2. It is not hard to see that, by using the well-defined one-form ds, we can replace
conditions (2) and (3) in Definition 4.1 by a new equation
g˜ +
1
a
Hess 0F = ds
2. (4.3)
Remark 4.3. From the definition one easily sees that, if F is an equiaffine isoparametric function
then, for any constants c1, c2 ∈ R with c1 > 0, F˜ = c1F + c2 is also an equiaffine isoparametric function.
Moreover, F˜ and F have the same regular level hypersurfaces. In particular, ξ˜ = ξ.
Now we are in a position to give a proof for our main theorem (Theorem 1.1) in this paper.
Proof of Theorem 1.1
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We first prove the necessity part of the theorem.
Suppose that x : Mn → An+1 is an affine isoparametric hypersurfaces with the affine normal vector
Y , the Blaschke metric G and the affine second fundamental form B. Then, by Definition, x is locally
strongly convex, or the same, the metric G is positive definite. Furthermore, from Definition 3.3 and
Corollary 3.1, it follows that there must be a δ > 0 such that, for each µ ∈ (−δ, δ), the hypersurface
xµ = x+ µY is equiaffine parallel to x with constant affine mean curvature Lµ 1.
Define
U = { xµ (u); u ∈Mn, µ ∈ (−δ, δ)}.
Then U is an open neighbourhood of x(Mn), and a Riemannian metric g˜ on U can be given as follows:
Let (u1, · · · , un) be a local coordinate system. Then (u1, · · · , un, un+1 := µ) is a local coordinate
system for U . In particular, ∂
∂µ
= Y . By Proposition 3.2, the affine normal vector Yµ = cY with
c ≡ c(µ), a smooth function of the parameter µ ∈ (−δ, δ). Using the Blaschke metric Gµ =
∑
Gµ ijω
iωj
of xµ and the function c(µ), a Riemannian metric g˜ can be introduced on U by
g˜ =
∑
Gµ ijω
iωj +
1
c2
dµ2.
Equivalently speaking, g˜ is the Riemannian metric on U which corresponds to a pseudo-product of Gµ
and dµ2 on Mn × (−δ, δ). For simplicity, we shall always use the index µ to denote the index n+ 1, say,
g˜µµ ≡ g˜n+1n+1 = g˜(Y, Y ) =
1
c2
.
From the discussion of Section 3, we know that for all i, j,
Gµ ij =
1
c
(Gij − µBij), where Gij = G
(
∂
∂ui
,
∂
∂uj
)
, Bij = B
(
∂
∂ui
,
∂
∂uj
)
.
Denote by Γ˜µ kij the coefficients of the Levi-Civita connection of G
µ . Then we easily find the coefficients
Γ˜CAB, ∀A,B,C, of Levi-Civita connection of g˜ as follows:
Γ˜kij = Γ˜
µ k
ij , Γ˜
µ
ij =
1
2
cBij , ∀ i, j, k, (4.4)
Γ˜iµj =Γ˜
i
jµ = −
1
2c
∑
Gµ ikBkj = −
1
2c
Bµ ij , ∀ i, j, (4.5)
Γ˜iµµ =Γ˜
µ
iµ = Γ˜
µ
µi = 0, ∀ i, (4.6)
Γ˜µµµ =−
∂
∂µ
log c. (4.7)
Define a smooth function F : U → R by F ( xµ (u)) = µ. Then Fi = 0, Fµ = 1. By using this and
(4.4)∼(4.7), we easily find that, with respect to the metric g˜ on U , the gradient and the Laplacian of F
are as follows:
∇˜g˜F =c Yµ , (4.8)
∆˜g˜F =
∑
g˜AB
(
FAB − FC Γ˜
C
AB
)
= −
∑
Gµ ijΓ˜µij − g˜
µµΓ˜µµµ
=−
1
2
c
∑
Gµ ijBij + cc
′ ≡ −
1
2
nc Lµ 1 + cc
′. (4.9)
Since Lµ 1 is constant along x
µ (Mn), it depends only on the parameter µ. Therefore, ∆˜g˜F is a function
of F . So, by the fact that
|∇˜g˜F |2g˜ = g˜(c Y
µ , c Yµ ) = c2,
F is an isoparametric function on the Riemannian manifold (U, g˜) with
a(t) ≡ c(t), b(t) ≡ −
1
2
nc(t) Lµ 1 + c(t)c
′(t).
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In particular,
ξ =
1
a
∇g˜F = Yµ , s =
∫ µ
0
dt
c(t)
.
Furthermore, the Hessian Hess 0F ( x
µ (u)) of F with respect to the standard flat connection Γ˚CAB can
be computed as
(Hess 0F )ij( x
µ (u)) =Fij − FµΓ˚
µ
ij = −c G
µ
ij(u) = −cg˜ij(u, µ), ∀ i, j; (4.10)
(Hess 0F )iµ( x
µ (u)) =(Hess 0F )µi( x
µ (u)) = (Hess 0F )µµ( x
µ (u)) = 0, ∀ i. (4.11)
So (4.3) holds since a = c.
On the other hand, since 1
c
ξ = 1
c
Yµ = Y is a constant vector along µ-curves which are both geodesics
in (U, g˜), with the arc-length s, and straight lines in An+1, we find by (4.4)∼(4.7) that
2∇˜iξ =2c∇˜iY = c
∑
Γ˜jµi x
µ
j = − B
µ j
i x
µ
j = Y
µ
i =
∂
∂ui
ξ −
∂
∂ui
(log c)ξ, ∀ i,
2∇˜µξ =2
∑
Γ˜iµµ x
µ
i = 0,
∂
∂µ
ξ −
∂
∂µ
(log c)ξ = c′Y −
1
c
c′cY = 0.
So, the condition (4) in Definition 4.1 is also met by F .
Now we have proved that F is an equiaffine isoparametric function. Moreover, it is clear that each xµ
including x ≡ 0x is a regular set of F .
Next we prove the sufficiency part of Theorem 1.1.
Suppose that x : Mn → An+1 is a regular level set of an equiaffine isoparametric function F defined
on an open domain U ⊂ An+1 where, by Definition 4.1, F is first all an isoparametric function on the
Riemannian manifold (U, g˜) with some Riemannian metric g˜. From Proposition 4.1, we know that x is
one of the parallel hypersurfaces of constant mean curvature in the foliation F , for which the unit normal
ξ := 1
a
∇˜F is tangent to and parallel along each of its integral curves γξ, that is, these curves γξ all
unit-speed geodesics on (U, g˜) with respect the arc-length parameter s. So by Condition (4) in Definition
4.1, Y := 1
a
ξ is constant as Rn+1-valued function along γξ. Thus, all the curves γξ are straight lines in
An+1 and can be parametrized, starting from points on x(Mn), as γξ(u)(µ) = x(u) + µY , µ ∈ (−δ, δ)
with some δ > 0, for each u ∈Mn.
Consequently, starting from the given hypersurface x, the above family of parallel hypersurfaces in F
can be parametrized by the parameter µ simply as
xµ (u) = x(u) + µξ(u), u ∈Mn, (4.12)
for µ ∈ (−δ, δ).
We shall prove that, for each µ ∈ (−δ, δ), xµ is a locally strictly convex hypersurface with constant
affine mean curvature Lµ 1. For doing this, we take the following three steps:
(1) The induced metric on Mn by the immersion xµ :Mn → (U, g˜) is equal to the affine metric Gµ .
In fact, for any tangent frame field {e1, · · · , en} onM , let λ = (det( x
µ ∗g˜ij))
1
2
(n+2) and en+1 = λ
− 1
n+2 ξ.
Then by the Lagrange identity and the fact that g˜ is admissible to the measure Vol, we find
Vol(e1, · · · , en, en+1) = Volg˜(e1, · · · , en, en+1)
=(det(g˜AB))
1
2 = (det( xµ ∗g˜ij))
1
2 |en+1|g˜ = (det( x
µ ∗g˜ij))
1
2λ−
1
n+2 |ξ|g˜ = 1.
Thus {e1, · · · , en, en+1} is an affine Darbourx frame field. Moreover, it holds by the definition of the
affine metric that
xµ ij =
∑
Γµ kij x
µ
k + h
µ
ijen+1 =
∑
Γµ kij x
µ
k + G
µ
ij H
µ 1n+2λ−
1
n+2 ξ, ∀ i, (4.13)
with Hµ = det( hµ ij).
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On the other hand, since the hypersurface xµ (Mn) is a regular level set of the function F , we have
that F ( xµ 1, · · · , xµ n+1) = const. Take differentiation of this equation twice, we find that
∑ ∂2F
∂xA∂xB
xµ Ai x
µ B
j +
∑ ∂F
∂xA
xµ Aij ≡ 0, ∀ i, j
or
xµ ∗(Hess 0F )ij +
∑
FA x
µ A
ij ≡ 0, ∀ i, j (4.14)
for each µ ∈ (−δ, δ).
Now, by using (4.13), (4.14) and (4.3), we obtain that, for all i, j,
Gµ ij H
µ 1n+2λ−
1
n+2 =g˜( xµ ij , ξ) = g˜( x
µ
ij ,
1
a
∇g˜F ) =
1
a
∑
g˜AB x
µ A
ij(∇
g˜F )B
=
1
a
∑
xµ AijFA =− x
µ ∗
(
1
a
Hess 0F
)
ij
= x∗(g˜ − ds2)ij = (x
∗g˜)ij . (4.15)
The equality (4.15) means that Gµ is positive definite, that is, xµ is locally strongly convex for each
µ ∈ (−δ, δ). Moreover, by the definition of the affine metric Gµ , we have det( Gµ ij) = H
µ
2
n+2 (see (3.11)).
Using this we take the determinant of (4.15) and obtain
Hµ λ−
n
n+2 = det( Gµ ij) H
µ nn+2λ−
n
n+2 = det(x∗(g˜)ij) = λ
2
n+2 ,
implying that λ = Hµ . Putting this into (4.15) we have finally proved that xµ ∗g˜ = Gµ .
(2) The affine normal vector Yµ of xµ at any u ∈Mn is equal to ξ( xµ (u)) for each µ ∈ (−δ, δ).
In fact, we can choose an affine Darbourx frame {e1, · · · , en, en+1} such that en+1 ≡ ξ. In this case,
by the condition (4) in Definition 4.1, we have along xµ (Mn) that
den+1 = dξ = 2∇˜ξ = −2
∑
Aµ
j
iω
i xµ j , (4.16)
where Aµ ji are the components of the Weingarten map of x
µ . This shows that ωn+1n+1 ≡ 0. On the other
hand, since g˜(ξ, ξ) ≡ 1, we can make a choice of {e1, · · · , en} such that H
µ = det( hµ ij) = const, say, by
choosing {e1, · · · , en} to be orthonormal with respect to the affine metric G
µ which, as shown in (1), is
now exactly the induced metric of g˜. Consequently, we have
ωn+1n+1 +
1
n+ 2
d logH ≡ 0,
which implies, by Proposition 2.1, that en+1 or ξ is parallel to the affine normal vector Y
µ , and∑
Gµ ij Aµ kij ≡
∑
Gµ ij
(
Γµ kij − Γ˜
µ k
ij
)
= 0. (4.17)
In particular, if {e1, · · · , en} is chosen to be orthonormal w.r.t. G
µ , then we have
1 = det( Gµ ij) = H
µ 2n+1 ,
that is, Hµ ≡ 1 and hµ ij = G
µ
ij = δij . Using (4.13) and (4.17) we find
Yµ =
1
n
∆ Gµ x
µ =
1
n
∑
Gµ ij
(
xµ ij −
∑
xµ k Γ˜
µ k
ij
)
=
1
n
(∑
Gµ ij
(
Γµ kij − Γ˜
µ k
ij
)
xµ k +
∑
Gµ ij Gµ ijen+1
)
=en+1 = ξ.
By Remark 4.3, we can suitably choose the constant c1, if necessary, such that a(0) = 1. It then
follows that, Y = 1
a(0)
0Y = 0Y is the affine normal vector of the original hypersurface x ≡ 0x. So we
can conclude that the hypersurface x ≡ 0x is among a family (4.12) of equiaffine parallel hypersurfaces
in An+1.
(3) All hypersurfaces xµ in (4.12) are of constant affine mean curvature.
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In fact, we use once again (4.16) and compare it with (2.5) to obtain that
−
∑
Bµ
j
i x
µ
j = Y
µ
i = ξi = 2∇˜eiξ = −2
∑
Aµ
j
i x
µ
j , ∀ i,
which proves that Aµ ji =
1
2 B
µ j
i for all i, j and µ. Take the trace we find that, for each µ, the mean
curvature of the isometric immersion xµ : Mn → (U, g˜) is equal to one half of the affine mean curvature
Lµ 1 of the locally strongly convex hypersurface x
µ :Mn → An+1. But, since the former xµ is the regular
level set of the (Riemannian) isoparametric function F on (U, g˜), being of constant mean curvature, the
latter xµ must be of constant affine mean curvature, for each µ ∈ (−δ, δ).
Summing up conclusions (1), (2) and (3), the sufficiency part of the theorem is proved.
Now we give a proof of Theorem 1.2.
Proof of Theorem 1.2
It suffices to show that all the affine principal curvatures λ1, · · · , λn of x are constant if each of its
equiaffine parallel hypersurfaces is of constant affine mean curvature. To do this, we use (3.16) to find
Lµ 1 =
1
n
∑ cλi
1− µλi
, for µ ∈ (−δ, δ), (4.18)
that is, ∑ λi
1− µλi
=
n
c
L1(µ), µ ∈ (−δ, δ). (4.19)
If Lµ 1 is constant for all µ ∈ (−δ, δ), then right hand side of (4.19) is a smooth function of µ. Taking the
differentiation of (4.19) by (n− 1)-times gives
∑ λιi
(1− µλi)ι
=
(
1
c
L1(µ)
)
(ι), µ ∈ (−δ, δ), ι = 2, · · · , n. (4.20)
Evaluating (4.19) and (4.20) at µ = 0 simply gives∑
λιi = const, ι = 1, 2, · · · , n,
which implies that λi = const for each i.
This completes the proof of Theorem 1.2.
The following two corollaries are direct:
Corollary 4.2. A non-degenerate hypersurface in the affine space An+1 is equiaffine isoparametric if
and only if it is among a family of equiaffine parallel hypersurfaces that are of constant affine principal
curvature.
In fact, this is a direct consequence of Proposition 3.5.
Corollary 4.3. A strongly convex hypersurface in the affine space An+1 is an (equi)affine hypersphere
if and only if it is among a family of equiaffine parallel affine hyperspheres of the same type.
In fact, by (3.16), all the affine principal curvatures λµ i are equal to each other if and only if those λi
of x are.
Remark 4.4. To end this paper, we would like to give some final remarks: Firstly, Theorem 1.2
can be equivalently and directly obtained by (3.13). In fact, from (3.13) one easily sees that the two
conditions for the equiaffine parallel hypersurfaces are rather restrictive. Secondly, it turns out that, in
the definition of equiaffine isoparametric hypersurfaces (Definition 3.3), the adjective subordinate claus
“that are of constant affine mean curvature” can be really deleted! For example, Corollary 4.2 can be
simply restated as
Corollary 4.4. A non-degenerate hypersurface in the affine space An+1 is equiaffine isoparametric if
and only if it is among a family of equiaffine parallel hypersurfaces.
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