Abstract: General circulation models (GCMs) 
and temporal resolution (Wigley et al., 1990; Carter et al., 1994) . For example, hydrological models are frequently concerned with small, subcatchment (even hillslope) scale processes, occurring on spatial scales much smaller than those resolved in GCMs (see Figure 1 ). GCMs deal most proficiently with fluid dynamics at the continental scale and parameterize regional and smaller-scale processes. These scale-related sensitivities and mismatch problems are further exacerbated because they usually involve the most uncertain components of climate models, water vapour and cloud feedback effects (Rind et al., 1992) . As Hostetler (1994) has observed, the greatest errors in the parameterizations of both GCMs and hydrological models occur on the scale(s) at which climate and terrestrial impact models interface. These mismatch problems, which affect both the temporal and spatial dimensions, have important implications for the credence of impact studies derived by the output of models of climate change, especially as research into potential human-induced modifications to hydrological and ecological cycles is assuming increasing significance.
Because of these well recognized problems, the International Geosphere-Biosphere Programme (IGBP) (Bass, 1996) . 'Downscaling' approaches have subsequently emerged as a means of interpolating regional-scale atmospheric predictor variables (such as a mean sea-level pressure or vorticity) to station-scale meteorological series (Karl et al., 1990; Wigley et al., 1990; Hay et al., 1991; . Fundamental to the approach is the assumption that relationships can be established between atmospheric processes occurring at disparate temporal and/or spatial scales.
Since the early 1990s, and building on earlier work in meteorology (reviewed, for example, in Wigley et al., 1990) and hydrology (e.g. Richardson, 1981) (Hughes and Guttorp, 1994) ; space-time daily rainfall patterns in the Ruhr catchment (Bardossy and Plate, 1992) and eastern Nebraska (Matyasovsky et al., 1993) ; monthly mean temperature and precipitation in Oregon State (Wigley et al., 1990) ; extreme precipitation events and drought conditions in the Delaware River basin (Hay et al., 1991) ; low-frequency precipitation events in the British Isles (Wilby, 1997a) ; wintertime rainfall in Iberia (von Storch et al., 1993) ; and estimates of daily pan evaporation rates in southern Louisiana (McCabe and Muller, 1987) . Secondary relationships established between circulation patterns and environmental time-series include those encapsulated in studies of flooding in Arizona ; low flowfrequency analyses in the River Coln, UK (Wilby et al., 1994) ; sea-level anomalies in the Japan sea (Maochang et al., 1995) and the Baltic Sea (Heyen et al., 1996) ; surface water acidification in the east Midlands, UK (Wilby, 1993) ; and episodic soil loss from the English South Downs (Favis-Mortlock et al., 1991) . This article will review the present generation of downscaling tools and go on to summarize the results of an experiment to intercompare a range of precipitation models used for downscaling. The final section will examine ongoing challenges to the future development of climate downscaling.
II Key approaches
The general limitations, theory and practice of downscaling are well described in the literature (see, for example, Grotch and MacCracken, 1991; Storch et al., 1993; Wilby, 1994;  Kattenberg et al., 1996) . For (Burger, 1996) (Hewitson and Crane, 1992a; 1992b; Carbone and Bramante (1995) regressed spatially averaged monthly maximum and minimum temperatures against the same variables at multiple stations across the southeastern USA. Brown et al. (1995) investigated the climatological characteristics of spatial scaling of hourly precipitation by regressing area-average precipitation derived from a nested mesoscale model against the size of the averaging area. Although the log moments of both the model-generated and observed precipitation fields were linearly related to the log scaling factor, a more complex process (such as a random cascade) was considered necessary to describe the overall spatial scaling. Perica and Foufoula-Georgiou (1996) have demonstrated that there is also considerable scope for the development of multifractal approaches to modelling precipitation derived from midlatitude mesoscale convective systems. Foufoula-Georgiou (pers. comm.) has suggested that such systems exhibit fractal properties over the range 4-100 km, implying that, in certain environments, simple log-log scaling relationships may be used to downscale precipitation. Yarnal, 1993) . Objective and/or automated weather classification procedures include principal components (White et al., 1991) , canonical correlation analyses (Gyalistras et al., 1994) , fuzzy rules (Bardossy et al., 1995) , compositing (Moses et al., 1987) , neural networks (Bardossy et al., 1994) , correlation-based pattern recognition techniques (Lund, 1963) and analogue procedures (Martin et al., 1997) . Examples of subjective circulation typing schemes include the European Grosswetterlagen (Hess and Brezowsky, 1977) , the British Isles Lamb Weather Types (Lamb, 1972; Jones et al., 1993) and daily weather types for the Delaware River basin (Hay et al., 1991) .
Having selected a classification scheme it is then necessary to condition the local surface variables, such as precipitation, on the corresponding (daily) weather patterns. This is accomplished by deriving conditional probability distributions for observed data such as the probability of a wet day following a wet day or the mean wet-day amount associated with a given atmospheric circulation pattern (see Hughes and Guttorp, 1994) . The precipitation series may be further disaggregated by month or season, or by the dominant precipitation mechanism (Wilby et al., 1995) . In either case, meteorological time-series may be generated stochastically by applying input sequences of daily weather types to the observed conditional probability distribution functions. The 'forcing' weather pattern series are typically generated using Monte Carlo techniques (Wilby, 1994) or from the pressure fields of GCMs (Matyasovsky et al., 1994) . Although the majority of such studies has focused on daily precipitation, series of daily circulation patterns may be used to downscale other variables such as temperature, evaporation and ultraviolet radiation, or multivariate processes such as floods, droughts, acid precipitation, smog, ozone and atmospheric particulates (Bass, 1996) .
Regardless of the means of classifying and / or generating new weather pattern series the circulation-based approach to downscaling remains particularly appealing because it is founded on sensible physical linkages between climate on the large scale and weather on the local scale. The statistical and physical dependence of daily precipitation variations on time-series of circulation changes has been demonstrated by numerous authors working in a wide range of climates: for example, Galambosi et al. (1996) in Arizona and New Mexico, Wilby et al. (1997) in Japan, Bartholy et al. (1994) in Hungary and Greece, Wilby (1994) in the UK, and Schubert (1994) in Germany. As well as constructing highresolution subgrid scale meteorology the weather pattern approach also has considerable potential as a means of validating the internal consistency of GCM control runs McKendry et al., 1995) , or as a procedure for removing the synoptic climate signal from environmental data sets (Comrie, 1992) .
being conditioned by circulation patterns, all variables in the Richardson model are simulated conditional on precipitation occurrence. At the heart of all such models are first-or multiple-order Markov renewal processes in which, for each successive day, the precipitation occurrence (and possibly amount) is governed by outcomes on previous days. Models such as WGEN have been adapted for a number of climate change and impact studies (e.g., Wilks, 1992) . Mearns et al. (1996) used the model to investigate the effect of changes in daily and interannual variability of temperature and precipitation on crop yields in the central Great Plains of the USA. There is also the possibility of spatially distributing WGEN parameters across landscapes, even in complex terrain, by combining interpolation techniques and digital elevation models such as PRISM (Daly et al., 1994) .
The principal issue involving the application of WGEN or other stochastic weather generators to future climates has been the method of adjusting the parameters in a physically realistic and internally consistent way. Katz (1996) (Giorgi, 1990; Mearns et al., 1995 Nonetheless, LAMs have the ability to simulate smaller-scale atmospheric features such as orographic precipitation (e.g., Segal et al., 1994) and may ultimately provide atmospheric data for impact assessments that reflect the natural heterogeneity of the climate at regional scales (Hostetler, 1994) . Furthermore, Pielke et al. (1991) (Hostetler, 1994; Bass, 1996 (Cubasch et al., 1992) . In another study, Kelly et al. (1988) Arnell, 1996) . With these aspirations in mind Wilby et al. (1996b) recently conducted an analysis of several downscaling techniques applied to six contrasting regions in the USA (Figure 2 Mitchell and Johns, 1997) . In addition to the downscaling model, single grid-box area-average daily precipitation data from HadCM2 were also considered for each of the six 'target' regions (see Figure 2) . Two periods were sampled from the HadCM2 'SUL' (combined C02 and sulphate aerosol forcing) experiment, periods approximating the present (1980-99 in model years) and a century into the future (2080-99).
The downscaling models were calibrated using daily precipitation data (from single sites or averaged over a number of sites) and (with the exception of WGEN and SPEL) atmospheric circulation data obtained from the National Centers for Environmental Protection (NCEP) reanalysis (Kalnay et al., 1996) (Wigley et al., 1997) . It is not a strict validation because the 1980-99 HadCM2 SUL results correspond only very roughly to the 'realworld ' 1980-99 and 1979-95 periods (see Wigley et al., 1997) , and because the model results used are for a single grid box while the observed area-average data span up to nine grid boxes.
In Gregory et al., 1993) . Figure 3a Selected root mean square error (RMSE) validation results from annual downscaling models at single sites: mean wet-day amount (mm); 95th-percentile wet-day amount (mm); conditional wet-to wet-day probability (Pww); unconditional wet-day probability (Pw); mean dry-spell length (days); standard deviation of monthly precipitation totals (mm) Source: Wilby et al. (1996b) Both vorticity-based methods performed well and were consistently better than the ANN method, partly because of the latter model's tendency to overestimate the frequency of 'trace' wet days. The UD method performed slightly better than the CRU method for area-average precipitation, and slightly worse for the single-site precipitation diagnostics. The UD method was generally more successful than the CRU method for wet-day occurrence modelling, but less skillful for the wet-day amount distributions.
From Figure 3 (b) the performances of the GCM and downscaling methods in simulating present-day conditions at the grid-box level may be compared. When considering all 14 diagnostics, HadCM2 was superior to (i.e., had lower RMSE values than) the ANN model for 12/14 diagnostics, the CRU model for 4/14 diagnostics, the UD model for 3/14 diagnostics and the WGEN/SPEL models on one occasion (viz. in simulating monthly timescale variability). The GCM produced superior realizations of 541 Figure 3b Selected root mean square error (RMSE) validation results from annual downscaling models for grid-box area averages: mean wet-day amount (mm): 95th-percentile wet-day amount (mm); conditional wet-to wet-day probability (Pww); unconditional wet-day probability (Pw); mean dry-spell length (days); standard deviation of monthly precipitation totals (mm) Source: Wilby et al. (1996b) dry-spell occurrence and persistence compared with the CRU model, and better representations of wet-day size distributions compared with the UD model. Given that the GCM does not provide a precise simulation of present-day climate, and that we have compared single grid-box GCM results with quite crude nine-grid-box observed data averages, the GCM performance is remarkably good.
The single-site results obtained from the two airflow models suggest that the mean daily precipitation amounts can be downscaled with a one-sigma error of less than + 0.2 mm/day, the unconditional wet-day probability to within ± 2%, and mean wet/dryspell lengths to an average error of less than + 0.3 days. In contrast, the standard deviation of monthly precipitation totals was captured only to within 10-30%. All these results, with the exception of the monthly variations, were surpassed by the WGEN and SPEL methods, which necessarily have zero errors for calibrated daily precipitation Figure 4 Mean absolute percentage changes in selected precipitation diagnostics between 1980-99 and 2080-99 for downscaling models of grid-box area-average precipitation. Note that the absolute changes in the diagnostics were averaged over all sites and seasons Source: Wilby et al. (1996b) occurrence and wet-day amounts. However, it is acknowledged that further testing of the WGEN and SPEL methods -using data sets not used in calibration -is required to ascertain the long-term stability of the model's parameters (cf. Wilby, 1997b) .
Analyses of downscaling results for the present versus future climate ( Figure 4 ) were equally informative. Although downscaled single-site data were the primary concern of the original study, only the results for area-average precipitation are presented here in order that the direct GCM and GCM-forced precipitation models might be compared. Figure 4 shows the mean absolute percentage changes between 1980-99 and 2080-99 for selected diagnostics for each model.
For the area averages, the two ANN methods showed the greatest proportional change in the 14 diagnostics, and the UD vorticity model the least. There was no consensus among models as to which statistic changed by the largest amount. For all but one model, the conditional wet-to wet-day probability (Pww) Wigley et al. (1997) . When the changes in each diagnostic statistic were compared with the corresponding interannual variability in the observed data, very few statistics showed changes outside the 90% confidence interval. For the ANN, CRU and UD models, of course, this may be due partly to the fact that models driven by circulation changes are unable to capture the full range of changes in precipitation.
Overall, the CRU and UD vorticity models showed much smaller changes between the present and future climates than the raw GCM precipitation data and the ANN models (see Table 3 ). This implies either that the links between circulation and precipitation in the GCM are weaker than in the real world, or that changes in circulation patterns account for a relatively small proportion of the changes in GCM precipitation. The converse was true for ANN2, suggesting that the GCM has a stronger precipitation-temperature link than in the real world. In either case, the results indicate that there may be internal intervariable inconsistencies in the GCM (cf. Hulme et al., 1993) ; which, in turn, may cast doubt on the precipitation changes generated directly by the GCM. Weare and Hoeschele, 1983; Wilks, 1989; Schubert, 1994; Wilby, 1994 (Groisman and Easterling, 1994; Groisman et al., 1996) and network design (Briggs and Cogley, 1996) . Because of this topographic bias there has also been greater attention to downscaling liquid as opposed to frozen precipitation, or the two have simply been lumped together. Further work is required to fill these gaps.
Wilby (1994) These factors should be borne in mind when examining long-term changes in the relationships between atmospheric circulation variables and precipitation characteristics. They have contributed to the development of downscaling approaches that employ continuous, independent circulation variables (such as vorticity, and flow strength and direction) rather than discrete weather types (e.g., Wilby et al., 1996a) . Similarly, Hewitson and Crane's (1992a; 1992b; 
