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Hur säkra är dagens kryptosystem? - en populärvetenskaplig presentation
Stora mängder data om oss själva finns tillgängligt på internet. En del data som vi endast vill ska
vara synligt för vissa personer finns i sociala medier. Vi skickar nästan dagligen meddelanden som
är avsedda till en eller några behöriga personer. All den här datan måste på något sätt bevaras
dold för obehöriga. Ytterligare ett område med känslig information är våra bankkonton. Många
individer gör flera transaktioner per dag, några har sina bankuppgifter i sin smart-phone. Våra
kontouppgifter måste hållas hemliga för obehöriga som kan övervaka och modifiera vår information.
Kanske till och med stjäla våra pengar. Det här tar oss in på kryptering.
Transaktioner och känslig information bör skyddas av kryptering. Kryptering innebär att infor-
mation omvandlas till en form av svårtydlig data känd som chiffertext. Chiffertexten är det som
obehöriga kan få tillgång till men som inte ger dem någon känslig information. Detta bygger dock
på att de inte har tillgång till en dold nyckel som används för att få tillbaka den känsliga in-
formationen. Den här nyckeln är oftast ett stort heltal och ska endast vara känd av de som har
behörighet till den känsliga informationen. Säkerheten i krypteringen beror främst på två saker.
Dels att chiffertexten inte går att omvandla till den känsliga informationen utan nyckeln, men också
att nyckeln förblir dold för de som inte har behörighet till informationen.
Det kanske inte är självklart att se när olika kryptosystem används. Men de kryptosystem vi be-
handlar i den här rapportena används flitligt i praktiken idag. Fastän det är lite mer än 40 år sedan
de kom till. Det kryptosystem som används mest i praktiken är RSA kryptering. Kryptosystemet
RSA använder väldigt stora beräkningar vilket kräver mycket datorkraft. Därför är det vanligare
att RSA används på kortare meddelanden eller som en metod för att kryptera en dold nyckel från
ett enklare kryptosystem.
Vårt syfte är att studera två av de kryptosystem som omvandlar information till chiffertext. De
här kryptosystemen kan sedan användas av två personer för att skicka säkra meddelanden även
om de inte har träffats i verkligheten. Vi kommer att studera hur säkra de här kryptosystemen
är. Säkerheten studeras genom att undersöka hur nyckeln ska se ut för att obehöriga inte ska få
tillgång till den känsliga informationen om de får tillgång till chiffertexten.
Vårt viktigaste resultat ur ett samhällsperspektiv är att de här kryptosystemen kan anses säkra.
Därav behöver man inte vara orolig att förlora sin känsliga information, ifall något av de här kryp-
tosystemen används till att skydda informationen.
För att komma fram till det här resultatet har vi gjort en litteraturstudie. Litteraturstudien har
bekantat oss med några av de algoritmer som kan hota säkerheten i kryptosystemen vi har valt att
undersöka. Därefter implementerade vi de här algoritmerna i programmeringsspråken C och C#.
Till slut undersökte vi hur lång tid det tog för algoritmerna att hitta den dolda nyckeln.
Vi har även studerat en kvantalgoritm vid namn Shors algoritm som teoretiskt kan hota krypto-
systemet RSA. Shors algoritm kräver mindre tid för att få tillgång till den dolda nyckeln än någon
känd algoritm för klassiska datorer. Kvantalgoritmer kräver dock en kvantdator för att användas.
I dagsläget är Shors algoritm inget verkligt hot då det ännu inte finns en tillräckligt kraftfull
kvantdator för att utföra Shors algoritm. Men utvecklingen går snabbt framåt och experter ser
kvantdatorer som det största hotet mot dagens kryptografi.
Sammanfattning
I detta arbete behandlas olika kryptosystem, de underliggande matematiska problem som
håller kryptosystemen säkra och de algoritmer som löser dessa problem. De kryptosystem som
behandlas är ElGamal och RSA. De underliggande problemen som behöver lösas för att knäcka
kryptosystemen är diskreta logaritmproblemet för ElGamal och faktorisering av stora tal för
RSA. De lösningsalgoritmer vi diskuterar för att lösa det diskreta logaritmproblemet är en
direkt metod och Shanks babystep-giantstep algoritm. För att faktorisera stora tal använder
vi en direkt metod, Pollards rho-algoritm, Fermats algoritm, Dixons algoritm, Kedjebråksme-
toden och Kvadratiskt såll. Vi analyserar även algoritmer för primtalstest vilka är viktiga för
RSA kryptering. De algoritmer för primtalstest som behandlas är en direkt metod, Solovay-
Strassens test och Miller-Rabins test. Det resultat vi fick var att dessa kryptosystem kan anses
säkra eftersom de på kort tid kan kryptera tal av storleken 101000 och lösningsalgoritmerna
med våra implementationer inte kan faktorisera tal av storlek 10100 inom rimlig tid. Vi be-
skriver också en kvantalgoritm, vid namn Shors algoritm, som skulle kunna vara ett framtida
hot mot dessa system. Detta ses dock inte som ett problem idag då det än så länge inte finns
några tillräckligt kraftfulla kvantdatorer som kan implementera algoritmen på en tillräckligt
omfattande skala.
Abstract
In this paper we analyse different cryptosystems, the underlying mathematical problems
that keep these cryptosystems safe, and algorithms that solve these problems. The cryptosys-
tems being analysed are ElGamal and RSA. The underlying problems that have to be solved
to break the cryptosystems are the discrete logarithm problem for ElGamal and factorization
of large integers for RSA. The algorithms we studied that solve the discrete logarithm problem
where a trial method and Shank’s Babystep-Giantstep algorithm. To factorize large integers
we used trial division, Pollard’s Rho-algorithm, Fermat’s algorithm, Dixon’s algorithm, the
Continued-fraction Method and the Quadratic Sieve. We also analysed primality tests since
they are important in the RSA cryptosystem. The primality tests included in the analysis
where a trial method, Solovay-Strassen’s test and Miller-Rabin’s test. The result we obtained
is that these cryptosystems can be considered safe since they can encrypt messages using
numbers of the magnitude 101000 while the solution algorithms can not solve the underlying
problems, in any reasonable time, for numbers of the magnitude 10100. We also describe a
quantum algorithm, called Shor’s algorithm, which could be a future threat against these sys-
tems. This however, is not considered as an issue today since there are no quantum computers
that are powerful enough to implement the algorithm on a wide scale.
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Notation Förklaring Referens
Fp Den ändliga kroppen med p element. [1]





O(·) Övre gräns för komplexitet. A.2.1
Ω(·) Undre gräns för komplexitet. A.2.1
Θ(·) Intervall för komplexitet. A.2.1
1 Inledning
Hemlig kommunikation är en viktig del av många människors vardag. Det används när du skriver
in dina bankuppgifter online och när du skickar e-post eller SMS. Symmetriska kryptosystem, där
nyckeln för kryptering och dekryptering är densamma, är beroende av att nyckeln är hemlig och
att de två kommunicerande parterna kan utväxla nyckeln på ett säkert sätt. Om du aldrig träffar
den du kommunicerar med finns det dock ett annat sätt att skicka nyckeln osedd, via asymmetrisk
kryptering.
Gemensamt för asymmetriska system är att det finns två nycklar, en publik för att kryptera
och en privat för att dekryptera. Diffie-Hellmans algoritm var det första exemplet på asymmetrisk
kryptering, och kom ut år 1976 (se [3, s.59] och [4]). Två år senare följde RSA vilket används flitigt
idag, t.ex. när man säkert ansluter till en hemsida via SSL/HTTPS [5]. Även Diffie-Hellman används
vid anslutning via SSL/HTTPS, i ssh-sessioner, och VPN anslutningar [6]. Däremot kan Diffie-
Hellman endast skapa en dold, gemensam nyckel och inte kryptera och dekryptera meddelanden.
Diffie-Hellman är därmed inte ett kryptosystem.
Efter RSA följde ElGamals kryptosystem år 1985 [7]. ElGamals kryptosystem är en förlängning
av Diffie-Hellman. Även om RSA var det första kryptosystemet som använde de koncept som
behandlades av i Diffie och Hellmans artikel så kommer vi se att ElGamals system är mycket
närmare Diffie-Hellmans faktiska implementation av dessa idéer.
Säkerheten i de asymmetriska kryptosystemen ElGamal och RSA bygger på hur svårt det är
att finna den privata nyckeln givet den publika nyckeln som alla har tillgång till. Vi kommer främst
att studera när de här kryptosystemen kan anses vara säkra.
Genom förbättringar i datorers beräkningskraft har det som tidigare varit omöjligt blivit rutin,
så frågan är om det vi anser säkert idag fortfarande är det om 30 år. Kryptosystemet RSA-129
uppskattades år 1976 av Martin Gardner att vara säkert i 40 biljarder år. År 1994, mindre än 20 år
senare, visade det sig falskt när ett 129 siffrigt tal ur den kända RSA-129 utmaningen faktoriserades
för första gången [8, s.1]. RSA hotas också av kvantalgoritmer. Idag finns det inga kvantdatorer
som är kraftulla nog för att RSA ska anses osäkert, men detta tros vara verklighet inom en snar
framtid [9]. År 1994 beskrev Peter Shor en algoritm som teoretiskt sett hittar icke-triviala faktorer
till ett tal nästan exponentiellt mycket snabbare än någon känd algoritm som använder sig av
klassiska datorer [10].
1.1 Syfte och metod
Det övergripande syftet med arbetet är att undersöka hur väl dagens asymmetriska kryptosystem
fungerar, vilket vi reducerar ner till tre problem. De tre problemen vi undersöker är säkerheten i
ElGamal, att hitta stora primtal samt säkerheten i RSA. Störst vikt läggs vid säkerheten i RSA
genom att studera faktoriseringsalgoritmer. Vi studerar även hur dess säkerhet potentiellt kan
hotas av en kvantalgoritm. Metoden består av en litteraturstudie, implementering av algoritmerna
och test av deras hastighet med våra implementationer.
2 Bakgrund
I det här kapitlet introducerar vi grundläggande teori inom kryptografi. Vi börjar med att gå
igenom Diffie-Hellman key exchange algoritm. Därefter förklarar vi ElGamal’s kryptosystem för
att sedan avsluta med kryptosystemet RSA. För att underlätta förståelsen för hur meddelanden
sänds kommer vi att använda oss av karaktärerna Alice, Bob och Eve. Alice och Bob är de som vill
kommunicera genom ett kryptosystem. Eve vill läsa deras meddelanden men har endast tillgång
till chiffertexten och den publika nyckeln.
2.1 Diffie-Hellman key exchange
Som det nämndes i inledningen är symmetrisk kryptering beroende av en enda nyckel som måste
bevaras hemlig från de som inte ska ha tillgång till meddelandena. Diffie-Hellman key exchange
är en algoritm som löser dilemmat att Alice och Bob ska enas om en nyckel utan att träffas
1
i verkligheten och som förblir hemlig för Eve. Därmed är Diffie-Hellman inte ett kryptosystem
eftersom det inte omvandlar ett meddelande till chiffertext.
Låt oss nu gå igenom Diffie-Hellman key exchange. Alice och Bob vill kommunicera med hemliga
meddelanden. För att utföra det här utan att Eve ska kunna dekryptera de meddelandena som
skickas mellan Alice och Bob måste de enas om en hemlig nyckel. Första steget i Diffie-Hellman key
exchange är att Alice och Bob enas om ett stort primtal p och ett positivt heltal g (mod p). Det
är viktigt att g är en generator1 till F∗p, annars är gx inte längre en injektiv funktion och systemet
blir mindre säkert då det finns fler sätt att skapa den privata nyckeln. Notera att de här talen är
publik information, alltså synligt för Eve. Nästa steg är att Alice och Bob väljer varsitt hemligt
heltal, a respektive b, som de håller hemliga för Eve och varandra. De räknar sedan ut
A ≡ ga (mod p) respektive B ≡ gb (mod p).
Därefter skickar de A och B till varandra. Alltså är A och B tillgängliga för Eve men inte a och b.
Till sist räknar de ut
A′ ≡ Ba (mod p) och B′ ≡ Ab (mod p) .
Vi har då att
A′ ≡ Ba ≡ (gb)a ≡ gab ≡ (ga)b ≡ Ab ≡ B′ (mod p) .
Alltså har de samma nyckel men Eve vet inte om den eftersom a och b förblir dolda.
2.2 ElGamals kryptosystem.
Förklaringen av ElGamals kryptosystem är snarlik den för Diffie-Hellman. Alice får meddelanden
från Bob och Eve lyssnar på deras kommunikationen. Först väljer Alice ett primtal p och en
generator till F∗p kallad g. Hon väljer sedan ett hemligt tal a och beräknar
A ≡ ga (mod p) .
Sedan gör hon p, g och A publika så att alla kan se dem. Nu kan vem som helst skicka meddelanden
till henne. Notera att det bara är Alice som känner till värdet på a. Bob skriver sitt meddelande
som ett tal m sådant att 1 ≤ m ≤ p − 1, se Appendix A.8, och väljer sedan ett slumpmässigt tal
k inom intervallet 1 ≤ k ≤ p− 1. Bob räknar ut
C1 ≡ gk (mod p) , C2 ≡ mAk (mod p)
och skickar (C1, C2) till Alice. För att dekryptera detta beräknar Alice
m′ ≡ ((C1)a)−1 C2 (mod p) .
Nu är vi klara eftersom





) ≡ g−akm (ga)k ≡ g−akgakm ≡ m (mod p) .
Notera. Om Bob väljer 1 ≤ m ≤ p − 1 så behöver Alice bara beräkna h ≡ m′ (mod p), 1 ≤ h ≤
p− 1, så får hon att m = h.
För att skicka sitt krypterade meddelande behöver Bob skicka C1 och C2 men oftast är stor-
lekarna på m, C1 och C2 ungefär samma vilket ger att Bob då behöver skicka dubbelt så många
bits som meddelandet innehåller.
En viktig fråga är om ElGamals kryptosystem är lika säkert som Diffie-Hellman eller om vi
infört några säkerhetsbrister i detta system. Frågan besvaras av följande sats.
Sats 2.2.1. Låt funktionerna f :
(
F∗p
)4 → F∗p och h : (F∗p)5 → F∗p ta in de kända parametrarna i
Diffie-Hellman resp ElGamal och returnera lösningarna, d.v.s. f(A,B, g, p) = gab, h (C1, C2, A, g, p) =
(Ca1 )
−1
C2. Då kan man på ett beräkningseffektivt sett även lösa Diffie-Hellman med h och ElGamal
med f .
1Vi vet att g existerar enligt Sats 1.30 i [3]
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Bevis. Vi börjar med att lösa Diffie-Hellman med hjälp av h. Vi beräknar h (B, 1, A, g, p) = (Ba)−1
och observerar att (Ba)−1 ≡ ((gb)a)−1 ≡ g−ab (mod p). Sedan beräknar vi (g−ab)−1 ≡
gab (mod p) enligt appendix A.9 och därav är vi klara.
Nu visar vi att man kan lösa ElGamal med f . Observerar att f(A,C1, g, p) = f(ga, gk, g, p) =
gak. Vi beräknar g−ak (mod p) från gak enligt appendix A.9. Slutligen beräknar vi C2g−ak ≡
mAkg−ak ≡ m (ga)k g−ak ≡ mgakg−ak ≡ m (mod p), vilket slutför beviset.
Vad Sats 2.2.1 säger oss är att om vi kan lösa det ena problemet så kan vi enkelt lösa det andra
problemet, varvid problemen är lika svåra att lösa. Notera att vi i satsen ovan endast multiplicerar
och upphöjer tal modulos p, vilket gör att vi ökar komplexiteten med O(log(p)), se Appendix A.3.
Vi kommer se att de algoritmer som löser Diffiehellman och ElGamal har mycket större komplexitet
vilket ger att den totala komplexiteten inte ökar.
2.3 RSA-kryptering
Idén med RSA-kryptering är att kryptera ett meddelande med en publik nyckel och dekryptera
med en privat nyckel. Den publika nyckeln består av två tal e, n där n är produkten av två privata
primtal p, q, båda större än 2, och e är ett positivt heltal sådant att
sgd(e, (p− 1)(q − 1)) = 1. (2.3.1)
När Alice vill skicka ett meddelande m1 till Bob frågar hon honom vilken publik nyckel han har.
Bob ger Alice informationen (e, n). Därefter beräknar Alice chiffret c
c ≡ me1 (mod n) .
Eftersom ekvationen (2.3.1) är uppfylld finns det enligt Sats A.4.2 ett d sådant att
ed ≡ 1 (mod (p− 1)(q − 1))
Bob använder d som sin privata nyckel.
Sats 2.3.1. Antag att
sgd(c, pq) = 1 och de ≡ 1 (mod (p− 1)(q − 1)) , p, q udda primtal.
Då har ekvationen
c ≡ xe (mod pq) (2.3.2)
den unika lösningen x ≡ cd (mod pq).
Bevis. Sätt in x = cd i (2.3.2). Vi har:
xe ≡ cde ≡ c1+k(p−1)(q−1) ≡ cck(p−1)(q−1) ≡ c(c(p−1)(q−1))k ≡ c (mod pq) (2.3.3)
ty enl Sats A.4.1 är (c(p−1)(q−1)/2)k ≡ 1 (mod pq) =⇒ (c(p−1)(q−1))k ≡ 12k (mod pq).
Detta visar att cd är en lösning.
Låt nu u vara en lösning till ekvationen (2.3.2). Vi använder åter igen sats A.4.1 och får:
u ≡ u1 ≡ ude−k(p−1)(q−1) ≡ (ue)d(u(p−1)(q−1))−k ≡ (ue)d · 1−k ≡ cd (mod pq) (2.3.4)
vilket visar att cd är den unika lösningen till ekvation (2.3.2).
Bob tar emot chiffret c och beräknar
m2 ≡ cd (mod n) ,
och enligt Sats 2.3.1 kan Bob lita på att m1 ≡ m2 (mod n).
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Antag nu att Eve vill läsam1. Till sitt förfogande har hon c, e och n. Hon vet att för något heltal
y gäller m1 ≡ cy (mod n) och att ey ≡ 1 (mod (i− 1)(j − 1)) där ij = n. Kan Eve faktorisera n
och beräkna
(i− 1)(j − 1) = ij − (i+ j) + 1 (2.3.5)
är hon klar! Observera att det är tillräckligt för henne att känna till kvantiteten i + j varför
(i− 1)(j − 1) hålls privat. Skulle (i− 1)(j − 1) vara känd för Eve får hon i+ j ur ekvation (2.3.5)
för att sedan lösa ekvationen
0 = (x− i)(x− j) = x2 − (i+ j)x+ ij
som bekant har rötterna i, j. Bob väljer därför så stora primtal p,q att dagens datorkraft och
faktoriseringsalgoritmer inte räcker för Eve att inom ramen för rimlig tid kunna faktorisera n.
2.3.1 Personen-i-mitten-attacken
Eve behöver inte nödvändigtvis utföra all aritmetik för att ta del av Alice och Bobs kommunikation.
Antag som ovan att Alice vill skicka Bob ett krypterat meddelande. Antag vidare att Eve fungerar
som ett slags hemlig mellanhand i kommunikationen och tar emot c från Alice. Eve begär bekräftelse
från Bob att han är den som är ämnad att ta emot meddelandet genom att be honom kryptera
meddelandet cke (mod n) där k är heltal som Eve hittat på. Bob returnerar då (cke)d (mod n)
var på Eve gör kalkylen (se ekvation (2.3.3))
(cke)d ≡ (meke)d ≡ medked ≡ mk (mod n)
Eftersom Eve känner till k löser hon lätt ut Alice meddelande m.
3 Diskreta logaritmproblemet
Diffie-Hellman och därmed även ElGamal-systemet baserar sin säkerhet på ett svårt matematiskt
problem vid namn diskreta logaritmproblemet. För alla p som är primtal existerar kroppen Fp och
det finns en generator g till Fp∗. Vi definierar funktionen,
g : Fp → F∗p
g(x) = gx.
Det är enkelt att räkna ut g(x) när man vet g och x, med hjälp av t.ex. Fast Powering Algorithm
(se Appendix A.3). Det man kallar diskreta logaritmproblemet är följande:
Givet ett g som är en generator till F∗p, och ett h ∈ F∗p, hitta x ∈ Fp sådant att gx = h. (DLP)
Vi redogör nu för några olika algoritmer som löser DLP.
3.1 Direkt Metod för att lösa DLP
Det mest intuitiva sättet att lösa DLP är att börja med ett slumpmässigt valt tal y, beräkna gy,
och se om det överensstämmer med det givna värdet h. Om det inte stämmer testas ett nytt y.
Nedan följer en algoritm.
Steg 1: Sätt K = Fp.
Steg 2: Välj ett slumpmässigt element y ∈ K. Om detta är omöjligt för att K = ∅ avslutas algorit-
men, det finns ingen lösning.
Steg 3: Beräkna gy, om gy = h avslutas algoritmen, y är lösningen. Gå annars vidare till Steg 4.
Steg 4: Sätt K = K \ {y} och gå tillbaka till Steg 2.
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Komplexiten för att räkna ut gy är O(log(y)) med användning av Fast Powering Algorithm2. Då
algoritmen för den direkta metoden kräver max p steg ger detta i värsta fall en total komplexitet på
O(p×log(p)). I praktiska tillämpningar när p är stort så är metoden olämplig. I vår implementering
har vi ytterligare förenklat algoritmen, istället för att välja slumpmässiga värden på y börjar vi på
0 och går igenom hela Fp i ordning. Detta påverkar inte komplexiteten.
3.2 Kollisionsalgoritmen Shanks Babystep-Giantstep
En algoritm med en lägre tidskomplexitet är Shanks Babystep-Giantstep-algoritm. Vi börjar med
att betrakta algoritmen. Låt g ∈ Fp, h ≡ gx (mod p) och 0 ≤ h < p.





Steg 2: Skapa Lista 1: gk, 0 ≤ k ≤ n.
Steg 3: Beräkna g−n.
Steg 4: Skapa Lista 2: h · g−kn, 0 ≤ k ≤ n.
Steg 5: Hitta i, j sådana att gi = hg−jn.
Steg 6: Beräkna x = i+ jn.
Det finns nu några saker som är värda att notera och förklara med denna algoritm. Vi ser att
n >
√
p. För att skapa Lista 1 har vi att g0 = e och gk+1 = g · gk, så vi behöver bara multiplicera
med g för att hitta nästa element i listan. För att beräkna g−n använder vi att sista elementet i
Lista 1 är gn och sedan samma metod som i Appendix A.9. För att beräkna elementen i Lista 2
har vi första element h och följande element ges av att multiplicera föregående element med g−n.
I Steg 5 är gi det i:te elementet i Lista 1 och h · g−jn är det j:te elementet i Lista 2. Att finna i, j
som uppfyller att gi = hg−jn diskuteras i Appendix A.13.
Sats 3.2.1. Shanks Babystep-Giantstep-algoritm löser DLP med komplexitet O (√p log (p)).
Bevis. Först visar vi att Shanks Babystep-Giantstep algoritm löser DLP. Vi använder här samma
beteckningar som i algoritmen. Antag att det finns ett tal x sådant att 0 ≤ x < p löser gx ≡






n = n. Notera även att 0 ≤ q eftersom 0 ≤ x. Nu har vi att
h ≡ gx ≡ gqn+r ≡ gr · gqn (mod p) ,
vilket ger att
gr ≡ h · g−qn (mod p) .
Vi vet att gr (mod p) finns i Lista 1 eftersom 0 ≤ r < n och att h · g−qn (mod p) finns i Lista 2
eftersom 0 ≤ q < n, och eftersom algoritmen testar att matcha alla element i listorna med varandra
så måste algoritmen finna x.
Slutligen studerar vi komplexiteten av algoritmen. Vi kommer beräkna komplexiteten som antal
beräkningar med multiplikation, addition, kvadratrot etc. och kommer inte ta hänsyn till hur svårt
det är att t.ex. multiplicera stora tal. Vi ser att komplexiteten för varje steg är
Steg 1: O (1) eftersom vi endast gör beräkningar med grundläggande operationer, se Appendix A.2.1.
Steg 2: O (n) eftersom vi endast multiplicerar med g för varje element i listan.
Steg 3: O (log (p)) = O (log (√p)) = O (log (n)), se Appendix A.9.
Steg 4: O (n) eftersom vi endast multiplicerar med g−n för varje element i listan.
Steg 5: O (n log (n)), se Appendix A.13.
2Se Appendix A.3
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Steg 6: O (1) eftersom vi endast adderar och multiplicerar ett fixt antal gånger.
Den totala komplexiteten blir då summan av komplexiteterna i de olika stegen vilket ger komplex-
iteten O(n log(n)). Om vi nu sätter in att n = 1 + ⌊√p⌋ och förenklar så får vi att den slutliga
komplexiteten blir
O (n log (n)) = O ((1 + b√pc) log (1 + b√pc)) = O (√p log (p)) ,
vilket var vad vi ville visa.
Ett problem som hindrar Shanks Babystep-Giantstep algoritm från att vara användbar i prak-
tiken är minnesanvändningen. För stora tal krävs mycket fysiskt minne för att spara Lista 1 och
Lista 2. Om 2h+1 < p och h ∈ N så är 2h/2 < √p < n. Då måste varje plats i listorna kunna spara
tal större än 2h+1 vilket kräver mer än h bits i en vanlig dator. Eftersom listorna är n långa så får
vi att det behövs mer än 2h/2 sådana tal. Vi får nu att det krävs mer än h2h/2 bits för att spara
en lista. Om vi låter varje lista ta upp en terabyte av minnet så får vi att
h2h/2 < 1012
vilket ger att h ≤ 67. Då de tal man använder i praktiken för kryptering ofta har flera hundra bits
så är detta inte en så användbar algoritm i praktiken.
3.3 Resultat
Vi har testat algoritmerna för olika värden på p, g, och h på en gemensam testbädd, se Appendix
C. Vår implementation av Shanks algoritm tog slut på datorns minne vid test av det sista talet.
p g h = gx Direkt metod Shanks x
502217 12653 64641 0, 058s. 0, 008 s. 190447
4129232533 126543 64641 8m. 44s. 0.037 s. 1418331086
4129232533 123134134 1325278813 0, 005s. 0, 036 s. 200
123456791 123134134 67277073 4, 109s. 0, 015 s. 12833413
Primtal ≈ 10231 ≈ 10226 ≈ 10227 Avbröts. Avbröts. Okänt
4 Primtalstest
Asymmetriska kryptosystem bygger på att det är relativt lätt att kryptera och dekryptera med-
delandet med fullständig information, och svårt att dekryptera ett meddelande med endast den
offentliga informationen. En del i krypteringen av meddelanden när man använder RSA är att hitta
stora primtal. För att hitta stora primtal genereras först ett stort slumpmässigt heltal n, vilket
ger upphov till Primalitetsproblemet : Att bestämma definitivt eller med hög sannolikhet om n är
ett primtal. För att lösa primalitetsproblemet använder man så kallad primtalstestning. I det här
Kapitlet går vi igenom tre algoritmer för att avgöra om ett givet tal n är ett sammansatt tal eller
ett primtal.
4.1 Direkt Metod för primtalstest
Den mest grundläggande metoden för att lösa Primalitetsproblemet är att dela vårt tal n med
i = 2, 3, 4, · · · , b√nc. Ger en av dessa operationer ett heltal är vi klara, n är sammansatt. Om vi
går igenom hela listan utan att få ett heltal är n definitivt ett primtal. Detta är den enda metoden
vi redovisar som med säkerhet kan bestämma om n är ett primtal eller sammansatt. Ett sätt att
snabba upp processen är att endast testa för udda värden på i.
Steg 1: Antag att n är ett positivt udda tal, välj i = 3.
Steg 2: Beräkna ni . Om det är ett heltal avbryts algoritmen, n är ett sammansatt tal. Får vi inte ett
heltal går vi vidare till Steg 3.
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Steg 3: Om i ≥ b√nc avbryts algoritmen, n är ett primtal. Annars välj i = i+ 2 och gå till Steg 2.
Anledningen till att vi med säkerhet kan bestämma om n är ett primtal är att vi testar alla möjliga
primtalsfaktorer. n är udda och kan därför inte ha 2 eller något jämnt tal som faktor, och vi testar
alla udda tal mindre än d√ne. Algoritmen tar i värsta fall √n steg och utför lika många divisioner.
Vi har därmed en komplexitet på O(√n).
4.2 Solovay-Strassens test
För att snabbare bestämma om ett positivt heltal n är ett primtal kan man använda stokastiska
test. Ett stokastiskt test visar aldrig definitivt att n är ett primtal, utan kan endast definitivt visa





vara Jacobisymbolen. Eulers kriterium säger oss att (se [2, s.43])






(mod p) , för varje heltal b. (4.2.1)
Det finns inget som hindrar sambandet (4.2.1) att gälla för sammansatta n. Baserat på definitionen
av ett Euler-pseudoprimtal (se [2, s.128]) bildar vi följande definition.
Definition 4.2.2. Låt n vara ett sammansatt tal, låt b ∈ (0, n) vara ett heltal. Vi säger att b är






(mod n) . (4.2.2)
Anledningen till att vi kan konstruera ett primtalstest följer från nästa proposition.
Proposition 4.2.3. Låt n vara ett sammansatt tal, då gäller att minst 50% av alla heltal b mellan
1 och n− 1 är Euler-vittnen till n (se Solovays och Strassens bevis i [11]).
Propositionen ger oss en möjlighet att uppskatta sannolikheten att n är ett primtal efter ett
fullbordat test. Vi kan nu beskriva en algoritm för att utföra Solovay-Strassens test.
Steg 1: Antag att n är ett positivt udda tal, välj slumpmässigt k heltal b sådana att 0 < b < n för
alla b. Vi har då en lista [b1, b2, . . . , bk]. Sätt i = 1.
Steg 2: Använd bi och beräkna både vänster och högerled i (4.2.1).
Steg 3: Om ekvation (4.2.2) uppfylls vittnar b om att n är sammansatt och algoritmen avslutas.
Annars sätter vi i = i+ 1, och går vidare till Steg 4.
Steg 4: Om i = k + 1 är n ett primtal med sannolikhet minst 1 − 2−k (enligt Proposition 4.2.3).
Annars går vi tillbaka till Steg 2.
Komplexiteten för att räkna ut vänsterledet är densamma som för högerledet, O(log3(n)) enligt
Koblitz [2, s.129]. I värsta fall räknar vi ut ekvationen k gånger. Den totala komplexiteten för
algoritmen blir O(k × log3(n)).
4.3 Miller-Rabins test
Låt oss införa lite teori.
Proposition 4.3.1 (s.126 i [3]). Låt p > 2 vara ett primtal och skriv p = 2kq+ 1 med q udda. Låt
a vara ett tal ej delbart med p. Då gäller ett av följande två fall
(i) aq ≡ 1 (mod p)
(ii) a2
iq ≡ −1 (mod p) , något i sådant att 0 ≤ i < k.
Likt tidigare använder vi propositionen för att skapa definitionen av ett vittne, och utvecklar
Miller-Rabintestet.
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Definition 4.3.2. Låt n vara ett udda tal med n− 1 = 2kq med q udda. Vi säger att ett heltal a
där sgd(a, n) = 1 är ett Miller-Rabinvittne till n ifall följande villkor är uppfyllda
(i) aq 6≡ 1 (mod n) (4.3.1)
(ii) a2
i 6≡ −1 (mod n), ∀ i ∈ {0, 1, ..., k − 1}. (4.3.2)
Till skillnad från Solovay-Strassens test använder vi inte Jacobisymbolen som i Definition 4.2.2
utan undersöker huruvida kongruenserna (4.3.1) och (4.3.2) gäller.
Nedan ger vi en proposition som vi kan använda för att avgöra sannolikheten för att ett tal n
är ett primtal om Miller-Rabin ger troligtvis primtal.
Proposition 4.3.3 (sid. 127 [3]). Låt n vara ett sammansatt tal. Då är minst 75% av talen a
mellan 1 och n− 1 Miller-Rabin vittnen till n.
4.3.1 Algoritmen
Låt n vara ett udda heltal.
Steg 1: Välj i > 0 för att ange hur många varv algoritmen skall köras innan avslut.
Sätt q = (n− 1)/2d med d ∈ N sådant att q är ett udda heltal. Vi har n− 1 = q2d.
Steg 2: Sätt a < n till ett slumpmässigt valt positivt heltal större än 1, b = an−1 (mod n) och k = 0.
Gå till steg 3.
Om b = 1 är a per definition inget vittne. Gå till Steg 4.
Steg 3: Här är aq 6≡ 1 (mod n) så villkor (i) i Proposition 4.3.1 är inte uppfyllt.
Så länge b 6≡ ±1 (mod n) och k ≤ d− 2, tilldela b värdet b2 (mod n) och öka k med ett.
Om b 6= n − 1 det vill säga b 6≡ −1 (mod n) är inte heller det andra villkoret i Proposition
4.3.1 uppfyllt varför vi avslutar och returnerar sammansatt.
Steg 4: Minska i med 1. Om i > 0 gå till Steg 2. Annars avsluta och returnera troligtvis primtal.
Algoritmen har en komplexitet runt O(log3(n)). Se [12, s.415].
4.4 Resultat
Vi har testat algoritmerna för olika heltal n, se Appendix C. Vi körde Solovay-Strassen 200 runor,
och Miller-Rabin 100 rundor, vilket ger en sannolikhet för primtal på 1− 2−200.
n Direkt metod Solovay-Strassen Miller-Rabin (C#)
Primtal av storlek ≈ 1019 24, 479s. 0, 006s. 0, 003s.
Primtal av storlek ≈ 10173 > 15m. algoritmen avbröts. 0, 026s. 0, 786s.
Sammansatt tal med faktor 5
av storlek ≈ 10174 0, 005s. 0, 005s. 0, 003s.
5 Faktoriseringsalgoritmer
I det här kapitlet studerar, implementerar och testar vi några utvalda algoritmer för att faktorisera
ett stort tal N = pq där p och q är udda primtal. Med ett stort N är det svårare att dekryptera
meddelandet utan information om faktoriseringen till N . Med den privata informationen p och q
kan vi enkelt utföra dekrypteringen. Därifrån kommer intresset att studera faktoriseringsalgoritmer.
För att jämföra de olika faktoriseringsalgoritmerna förklarar vi deras komplexitet samt tiden det
tar att faktorisera olika storlekar av N med två valda primtal.
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5.1 Direkt Metod för faktorisering
I kapitlet Primtalstest beskrevs en direkt metod (se avsnitt 4.1) som enkelt anpassas till en algoritm
för faktorisering.
Steg 1: Antag att N är ett positivt udda tal, välj i = 3.
Steg 2: Beräkna Ni . Om resultatet är ett heltal avslutas algoritmen, N har två faktorer i och
N
i . Får
vi inte ett heltal går vi vidare till Steg 3.
Steg 3: Om i = b√Nc är N är ett primtal och kan inte faktoriseras, algoritmen avslutas. Annars välj
i = i+ 2 och gå tillbaka till Steg 2.
Algoritmen tar i värsta fall
√
N steg och utför lika många divisioner. Vi har därmed en komplexitet
på O(√N).
5.2 Pollards rho-algoritm
En version av Pollards rho-algoritm är när vi använder två talföljder enligt algoritmen nedan.
Denna version av Pollards rho-algoritm är baserad på teorin från [3, s.234-243].
Steg 1: Välj en funktion f : ZN → ZN , ett startvärde x0 = y0 ∈ ZN och sätt i = 0.
Steg 2: Beräkna xi+1 = f(xi) och yi+1 = f(f(yi)).
Steg 3: Beräkna sgd(xi+1 − yi+1, N).
Om sgd(xi+1− yi+1, N) = 1 eller sgd(xi+1− yi+1, N) = N öka i med 1 och fortsätt från Steg
2. Annars får vi att sgd(xi+1 − yi+1, N) = p är en faktor till N .
Vi börjar med att välja en funktion f : ZN → ZN som mixar, se [2, s.142], de N elementen
i mängden ZN . Med mixar menar vi att f(x) kan anses vara relativt slumpmässig för olika x
men eftersom funktionen är deterministisk så antar f(x) alltid samma värde för samma x. I vår
implementation valde vi f(x) = x2+1. I Steg 2 beräknar vi våra två följder. Eftersom vi applicerar
funktionen f två gånger på den ena följden har vi att yi = x2i, därmed är följden yi dubbelt så
snabb som följden xi. Efter ett antal iterationer T , kommer följden yi att ta sig in i en loop av
längdM . Vi fortsätter att uppdatera följderna xi och yi tills vi finner ett i sådant att yi = xi, alltså
att x2i = xi. En fördel med den här algoritmen är att vi endast behöver spara det senaste värdet
av följderna xi och yi vilket kan vara en stor fördel vid faktorisering av större tal. Nu kommer en
sats som säger något om komplexiteten för Pollards rho-algoritm. För ett bevis till att yi = xi för
något 1 ≤ i < T +M , se Appendix A.11.
Sats 5.2.1. Låt f : ZN → ZN och låt x ∈ ZN vara ett startelement. Låt vidare T och M vara som
i texten ovan. Om f mixar elementen i ZN tillräckligt bra så är det förväntade antalet iterationer
E(T +M) ≈ 1.2533 ·
√
N (5.2.1)











För en fullständig lösning se Appendix A.10.
Vi vill räkna ut sannolikheten att alla värden x0, x1, ..., xk−1 är distinkta. Vi antar att f gene-
rerar alla xi slumpmässigt ur ZN med återplacering, alltså att f kan generera samma xi igen. Vi
får för k ≈ √N att
P (x0, x1, ..., xk−1 är olika ) =
k−1∏
i=1















Vi kommer nu att använda det faktum att 1− t ≈ e−t för små värden på t. Vi tar t = iN i F vilket






N = e−(1+2+...+(k−1))/N = e−(
k2−k







2 när k är stort. Nu har vi sannolikheten att de k− 1 valda elementen bland N
möjliga är distinkta. Vi vet att sannolikheten att xk är en match, alltså lika med, till något av de
första k − 1 är kN . Sannolikehten att xk är den första matchningen är då
P (xk är den första matchningen ) = P (xk är en match och x0, x1, ..., xk−1 är distinkta)





















Vi behöver nu ett lemma för att uppskatta (5.2.3).














Med (5.2.4) kan vi fortsätta beräkningen av (5.2.3). Vi låter F (t) = t2e−
t2






























Det Sats 5.2.1 säger är att komplexiteten för den här versionen av Pollards rho-algoritm är
approximativt O(√N) om N är stort. I praktiken visar sig O(√N) vara en övre gräns för komplex-
iteten och under antagandet att f fördelar xi pseudoslumpmässigt så blir den förväntade komplex-
iteten O( 4√N) [13]. I Appendix A.12 finns en alternativ version av Pollards rho-algoritm. Där finns
även en analys av komplexiteten för den alternativa versionen av Pollards rho-algoritm under an-





Idén bakom Fermats algoritm visas av följande proposition.
Proposition 5.3.1. Låt a2 − b2 = kN och N = pq där a, b, k, p, q ∈ N samt c = sgd(a+ b,N) och
d = sgd(a− b,N). Låt även p och q vara primtal samt p 6= q. Om nu c och d varken är 1 eller N
så är N = cd.
För bevis se Appendix A.7. Denna proposition ger ett effektivt sätt att hitta faktoriseringen
av N givet att man vet a, b ∈ N sådana att kN = a2 − b2. Vi skriver om ekvationen och får att
a2 ≡ b2 (mod N). Både Fermats algoritm och Dixons algoritm, se avsnitt 5.4, bygger på att finna
tal a och b som uppfyller denna proposition, men deras metoder för att finna dessa tal är olika.
Fermats algoritm kan förklaras som:
Steg 1: Börja med i = 1.
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Steg 2: xi = b
√
Nc+ i
Steg 3: Om ∃b : x2i ≡ b2 (mod N) och 0 ≤ b < N fortsätt till Steg 4. Annars öka i med 1 och gå
tillbaka till Steg 2.
Steg 4: Om sgd(a + b,N) 6= 1 och sgd(a + b,N) 6= N så är sgd(a + b,N) en faktor av N och vi är
klara. Annars öka i med 1 och gå till Steg 2.
Komplexiteten för Fermats algoritm, med en mindre modifikation, är O(N 13 ) [14]. En nackdel
med denna algoritm är att vi testar varje xi separat istället för att testa alla kombinationer av
olika xi, vilket Dixons algoritm gör.
5.4 Dixons algoritm
Både Dixons algoritm och Fermats algoritm bygger på Proposition 5.3.1. Skillnaden är att Dixons
algoritm testar om kombinationer av tal kan multipliceras till en jämn kvadrat. Vi behöver följande
definition.
Definition 5.4.1. Ett heltal kallas B-glatt om dess primtalsfaktorer är mindre än eller lika med
B (se [3, s.146]).
Dixons algoritm för att faktorisera N = pq, där p och q är primtal, kan beskrivas med följande
4 steg.
Steg 1: Välj två tal k, r ∈ N.
Steg 2: Bilda mängderna A = {a1, a2, . . . , ar} och C = {c1, c2, . . . , cr} sådana att ai, ci ∈ N, a2i ≡




j där γi,j ∈ N.








j , det vill säga en produkt
av ci vars primtalsfaktorisering har jämna exponenter.




i , det vill säga a är produkten av de ai som motsvarar de ci vilkas produkt utgör
c. Om nu a 6≡ c (mod N) och a 6≡ −c (mod N) så är sgd(a+√c,N) och sgd(a−√c,N) de
två faktorerna i N .
I Steg 2 låter vi ci ≡ a2i (mod N), 0 ≤ ci < N för ett givet ai. Vi väljer ai slumpmässigt från
an likformigfördelning mellan 1 och N . Om ai ger ett k-glatt ci lägger vi till ai i A och ci i C.
Annars väljer vi ett nytt ai ur den likformiga fördelningen. Vi fortsätter tills |A| = r.
I Steg 3 vill vi hitta en delmängd till C sådan att deras produkt är en jämn kvadrat. Låt







j . Notera nu att γi,j är exponenten hos det j:te primtalet i primtalsfaktoriseringen











Vi kan nu lösa problemet igenom att finna ui sådana att∑
i
γi,jui ≡ 0 (mod 2) ∀j. (5.4.1)
För att lösa ekvationerna skapar vi en matris M vars element på plats (j, i) är den ekvivalensklass
i F2 som korresponderar med γi,j . Denna matris rader korresponderar mot exponenterna för ett
specifikt primtal hos alla ci och kolumnerna korresponderar med exponenterna för varje primtal
hos ett specifikt ci. Nu gauss-eliminerar vi matrisen och hittar nollrummet, vilket spänner upp alla
lösningar till ekvationen. Vi minns från algebran att matrisräkningen fungerar eftersom F2 är en
kropp. Vi får även att det existerar ui som löser ekvation (5.4.1) pågrund av vårt val av r, (se
förklaringen av Steg 1).





i . Om sedan a ≡ c (mod N) eller a ≡ −c (mod N) så har vi inte hittat en faktorisering
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och vi väljer en annan uppsättning ui som löser ekvation (5.4.1), annars är sgd(a +
√
c,N) och
sgd(a − √c,N) faktorerna enligt Sats 5.3.1. Om vi testat alla lösningar vi hittade till ekvation
(5.4.1) och inte funnit en faktorisering så väljer vi ett större r, slumpar fram fler ai tills vi åter har
att |A| = r och fortsätter från Steg 3. Notera att vi kan beräkna √c enligt √c = ∏j p∑i γi,jui/2j .
I Steg 1 ska vi välja passande värden på r och k. Låt d vara antalet primtal mindre än k. Vi
väljer r = d+2 och får en d× (d+2) matris till ekvation (5.4.1) som är lösbar enligt linjär algebra.
Valet av k bestämmer nu storleken på matrisen, storleken på A men också hur stor sannolikheten är
att ett givet ai korresponderar med ett c-glatt tal. För stora k kan det krävas mycket fysiskt minne
att spara matrisen eftersom storleken på matrisen växer med d2 (även kallat minneskomplexitet
O (d2)).
5.4.1 Komplexitet
Steg 2, 3 och 4 i Dixons algoritm har sin egen komplexitet. Men den totala komplexiteten blir
eC
√
log(N) log(log(N)) [2, s.152]. För en enklare härledning till den här komplexiteten se Appendix
A.14.
5.5 Kedjebråksmetoden
I början av 1930-talet introducerade de två matematikerna D.H. Lehmer och R.E. Powers ked-
jebråksmetoden som med den tidens beräkningskraft hade begränsat användningsområde. Anled-
ningen till det var de mycket omfattande beräkningarna som behövdes göras för hand.
5.5.1 Enkla kedjebråk
Låt C ∈ R+ och a0 vara heltalsdelen till C. Om a0 6= C kan vi skriva
C = a0 + b0 = a0 + 1/b
−1
0 , 0 < b0 < 1. (5.5.1)
Eftersom b−10 > 1, låter vi a1 vara heltalsdelen till b
−1
0 och om a1 6= b−10 sätter vi
b−10 = a1 + b1 = a1 + 1/b
−1
1 , 0 < b1 < 1. (5.5.2)
Vi har således





, där b−11 > 1. (5.5.3)
Vi kan nu upprepa ekvation (5.5.2) och ersätta b−11 med a2 + 1/b
−1
2 och så vidare.
Om C = a0 är C ett heltal och kedjebråket framställs endast med C. Om det för något heltal
n gäller att an = b−1n−1 avbryts utvecklingen med an som den sista nämnaren. Vi kallar högerledet
i ekvation (5.5.3) för ett enkelt kedjebråk och inför notationen
C = [a0, a1, b
−1
1 ] alternativt C = [a0, a1, a2, ...],
och för ändliga kedjebråk skriver vi
C = [a0, a1, ..., an]. (5.5.4)
Definition 5.5.1. Låt R = [a0, a1, a2...] vara ett oändligt kedjebråk. Sätt Kn = [a0, a1, a2, ..., an].
Vi säger att Kn är den n : te konvergenten i kedjebråksutvecklingen av R.
Eftersom Kn i definitionen ovan har en ändlig kedjebråksutveckling är Kn ett rationellt tal och
vi kan skriva
Kn = An/Bn, An, Bn ∈ Z.


















, n ≥ 2 (5.5.5)
där sgd(An, Bn) = 1 för alla n (se[2, s.155]).
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5.5.2 Idé
Antag att vi vill faktoriseraN ∈ N. Låt An/Bn vara den n:te konvergenten i kedjebråksutvecklingen
av
√
N . Faktum är att An/Bn ger snabbt en mycket god approximation till
√










(−1)nQn ≡ A2n−1 (mod N) .
Att Qn ≈ 0 betyder här att Qn  N . I praktiken gäller att |Qn| ≤ 2
√
N för alla n (se s. 185 i
[15]). Fördelen med att Qn är förhållandevis små är att vi kan fakorisera dessa genom att testa
delbarheten med element ur en förvald mängd av primtal, en så kallad primtalsbas, för att i sin





2, X ∈ Z, för något µ ⊂ N. (5.5.6)







X2 ≡ Y 2 (mod N) . (5.5.7)
Ekvationen (5.5.7) medför att för något heltal j har vi
X2 − Y 2 = (X + Y )(X − Y ) = jN
vilket ger oss goda chanser till att X − Y och N har gemensamma äkta delare varför vi beräknar
D = sgd(X − Y,N).
Visar det sig att D är en äkta delare till N är vi klara ty i det här projektet intresserar vi oss
endast av N sådana att dess faktorisering består av två olika primtal. Annars går vi tillbaka för
att beräknar fler Qn och fortsätter så.
5.5.3 Algoritmen
Låt N > 2 vara ett udda heltal.
Steg 1: I detta steget skapar vi en mängd M = {(Qn, An−1) | 0 ≤ n ≤ S} där S är ett förvalt heltal.
S skall väljas så stort att det finns Fj ⊂M sådana att
∏
(Qn,An−1)∈Fj Qn = X
2 där X ∈ Z.
För att hitta paren (Qn, An−1) använder vi följande algoritm [15] som utvecklar kedjebrå-
ket för
√
kN , beräknar alla Qn och An−1. Multiplikatorn k använder vi om faktoriseringen
misslyckas och sätter den i början till 1.
1: Sätt A−2 = 0, A−1 = 1, Q−1 = kN , r−1 = g = b
√
kNc, P0 = 0, Q0 = 1.
2: qn = b(g + Pn)/Qnc.
3: rn = g + Pn − qnQn.
4: An = qnAn−1 +An−2 (mod N).
5: Pn+1 = g − rn.
6: Qn+1 = Qn−1 + qn(rn − rn−1).
7: n < s =⇒ Tilldela n värdet n+ 1 och gå till 2. Annars avsluta.
Nu har vi M.
13
Steg 2: Här skapar vi mängderna Fj som vi nämnde i Steg 1.
Undersök vilka element i M som har egenskapen (5.5.6) och bilda mängderna Fj .
I [15] beskrivs en mycket effektiv metod för att göra detta där man utnyttjar egenskapen att
ett heltal C är en kvadrat omm varje primtalsfaktor till C har en jämn exponent. I denna
framställning ger vi en, minst sagt, komprimerad beskrivning av tillvägagångsättet.
Faktorisera alla nya Qn vi erhållit från Steg 1 fullständigt. Om Q0 ingår bland dessa börja
med att skapa en radvektor
P = (−1, p1, p2, ..., pi) (5.5.8)
där pj , 1 ≤ j ≤ i är alla distinkta primtal som uppkommit vid faktoriseringen. För varje
Qn : n ≥ 1 skapa en exponentvektor
En,ρ =
{
1 om (ρ = 0 och n udda) eller (ρ ≥ 1 och pρ|Qn med udda exponent),
0 om (ρ = 0 och n jämn) eller (ρ ≥ 1 och pρ|Qn med jämn exponent).
(5.5.9)
Låt E vara en matris vars (i, j):te element är Ei,j och bilda en i× i identitetsmatris H. Låt
Em och Hm vara de m:te radvektorerna i E resp. H.
Radreducera E och H enligt följande schema[15]:
1: Sätt δ = i
2: För kolumn δ, låt ∆(δ) = {n : En,δ = 1, En,γ = 0, γ > δ}.
Om ∆(δ) = ∅, hoppa till Steg 4. Annars sätt d = inf ∆(δ).
3: ∀n ∈ ∆(δ)\{d} tilldela En värdet En + Ed (mod 2) och Hn värdet Hn +Hd (mod 2)
4: Minska δ med 1. Om δ ≥ 0 gå till 2. Annars avsluta.
Sätt
L = {k :
i∑
α=0
Ek,α = 0} (5.5.10)
och låt
∀k ∈ L, Fk = {(Qn, An−1) : Hk,n = 1} (5.5.11)




Qn (mod N) och Y =
∏
(Qn,An−1)∈Fj
An−1 (mod N) . (5.5.12)
Beräkna D = sgd(X−Y,N). Om D inte är en äkta delare till N för något Fj , kan vi antingen
utöka M genom lägga något heltal till S och gå till Steg 1.7, eller välja ett annat värde på k
och köra hela algoritmen igen.
5.6 Kvadratiskt såll
Det kvadratiska sållet är en optimering av Dixons algoritm, först beskriven av Carl Pomerance
1982 [16, s.130]. Det kvadratiska sållet är fortfarande den snabbaste faktoriseringsalgoritmen för
stora allmänna tal upp till ca N = 2350, enligt Hoffstein m.fl. [3, s. 152]. Namnet kvadratiskt såll
kommer från kombinationen av att sålla värden på en följd yi för att hitta glatta tal (se Definition
5.4.1), och den valda formen på talföljden yi, skapad med hjälp av ett kvadratiskt polynom.
5.6.1 Idé
Idén är som tidigare baserad på Fermats faktoriseringsalgoritm: hitta x och y sådana att N =
x2 − y2 = (x + y)(x − y). Detta ger en faktorisering av N , se Appendix A.7. Denna faktorisering
kan vara trivial vilket diskuteras senare. Vi skapar först en talföljd xi = b
√
Nc + i, i ∈ N. Med
hjälp av polynomet y = x2 −N skapas nu en motsvarande talföljd av element yi = x2i −N . Målet
är likt i avsnitt 5.4 och 5.5 att hitta en mängd av tal yi sådana att y =
∏
i yi (mod N) är en jämn
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kvadrat. Detta gör man genom att sålla sekvensen yi med primtalen i den utvalda primtalsbasen.
Anledningen till att yi väljes med hjälp av ett kvadratiskt polynom är för att man kan minska på
primtalsbasen. De primtal som är relevanta för sållet är alla pj som delar polynomet x2 −N , för
något x ∈ N, ekvivalent uttryckt om (Np ) = 1 (se [17, s. 265]).
5.6.2 Algoritm
Vi beskriver kortfattat en algoritm som implementerar en grundläggande version av det kvadratiska
sållet, baserad på Pomerances beskrivning (se [17, s. 266]).
Steg 1: Skapa en primtalsbas P , det vill säga en mängd bestående av alla primtal pj mindre än en





= 1. Skapa talföljden, xi = b
√
Nc+ i, i ∈ N.
Steg 2: Sålla talföljden yi = x2i −N , för tal sådana att alla deras primtalsfaktorer är i P .




j , γij ∈ N. Ställ upp en matris
A = {γij} (mod 2), där varje rad representerar ett yi och varje kolonn ett primtal pj i prim-
talsbasen P . Hitta med hjälp av linjär algebra en linjärkombination av rader som summerar
till 0-raden, vilket ger en kombination av yi sådana att y =
∏n
i=1 yi är en jämn kvadrat.
Steg 4: Välj ut alla värden yi som i Steg 3 summerade till en 0-rad, och välj ut motsvarande xi.
Beräkna X =
∏n
i=1 xi (mod N), Y =
√∏n
i=1 yi (mod N). Slutligen, beräkna D = sgd(X−
Y,N) för att få en faktor till N .
I Steg 1 är valet av B viktigt, ett litet värde innebär att färre tal yi måste sållas fram, men det blir





logN log logN . (5.6.1)
En annan aspekt att beakta är det begränsade minnet på datorn som kör algoritmen. Att gå under
det optimala värdet i ekvation (5.6.1) leder till längre beräkningstid men mindre minnesanvändning.
I vår implementering har vi valt att begränsa oss till primtal under ≈ 4 × 106. Vi har även en
minimigräns då det optimala värdet ovan inte fungerar bra för att faktorisera små tal.
I Steg 2 bildas en lång talföljd yi = x2i −N , vi kallar följden för F . Primtalen pj i primtalsbasen
P är valda just så att ekvationen
x2 −N ≡ 0 (mod pj)⇐⇒ x2 ≡ N (mod pj) (5.6.2)




2 −N) ⇔ (x+ kp)2 −N = x2 + 2kp+ k2p2 ≡
≡ x2 −N ≡ 0 (mod pj) ⇔ pj |(x2 −N), ∀k ∈ Z.
Detta tillsammans med ekvation (5.6.2) låter oss konstruera ett såll. För varje primtal pj ∈ P ,
hitta de två första yj0, yj1 ∈ F som är delbara med pj och dela bort alla deras faktorer pj . Efter
det hoppar vi pj steg i följden F och delar bort alla faktorer pj ur följande två tal yj0+pj , yj1+pj .
Upprepa tills vi har gått igenom listan F . De ursprungliga tal i listan F som slutligen blir 1 är de
som passar in i vår faktorbas.
Det är här den stora tidsbesparingen uppstår jämfört med Fermats & Dixons faktoriseringsal-
goritmer. Används en direkt metod (se 5.1) för att hitta tal som passar in i primtalsbasen P skulle
det kräva k steg, där k är antalet primtal i P , och ha en komplexitet O(k), per tal. Med ett såll
som beskrivet ovan går komplexiteten ner till O(log logB) per tal [17, s. 264].
I Steg 3 utför vi Gauss-elimination på en matris reducerad modulo 2, detta beskrivs detaljerat
i Kapitel 5.4. Att ta kvadratroten ur Y i Steg 4 beskrivs även detta i Kapitel 5.4.
Det finns fyra möjliga värden på D varav endast två är intressanta. Om vi i Steg 2 väljer att
hitta k + 1 värden yi är det ≈ 50% risk att vi endast hittar en trivial faktor. Det är vanligt att
man väljer ut fler värden yi i Steg 2 till en kostnad av mer beräkningstid. Varje ytterliggare värde
skapar en till nollrad i Steg 3 och väljer vi då k + n styck yi har vi n möjliga kombinationer som




)n [17, s. 258].
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Komplexiteten för det kvadratiska sållet är föreslagen som ≈ O(e√logN log logN) enligt Pome-
rance ([8, s. 1478][17, s.265]). Den föreslagna komplexiteten är subexponentiell och därmed lägre
än för alla faktoriseringsalgoritmer som hittills har studerats i detta arbete.
5.7 Resultat
Vi har testat algoritmerna för olika värden N på en gemensam testbädd, se Appendix C.
N = pq Direkt metod Pollard-Rho Fermat
Storlek ≈ 106 0, 004s. 0, 009s. 0, 006s.
Storlek ≈ 1011 0, 012s. 0, 006s. 0, 006s.
Storlek ≈ 1024 13m. 53s. 0, 167s. > 15m. Avbröts.
Storlek ≈ 1030 > 15m. Avbröts. 6s. > 15m. Avbröts.
Storlek ≈ 1018, med liten faktor. 0, 006s. 0, 006s. > 15m. Avbröts
Storlek ≈ 10578. > 15m. Avbröts. > 15m. Avbröts. > 15m. Avbröts
N = pq Dixon Kedjebråk (C#) Kvadratiskt Såll
Storlek ≈ 106 0, 015s. 0, 298s. 0, 151s.
Storlek ≈ 1011 0, 189s. 0, 316s. 0, 193s.
Storlek ≈ 1024 11m. 35s. 1, 444s. 15, 207s.
Storlek ≈ 1030 > 15m. Avbröts. > 15m. Avbröts 1m. 47s.
Storlek ≈ 1018 med liten faktor. 7, 740s. 0, 171s. 2, 926s.
Storlek ≈ 10578. > 15m. Avbröts. > 15m. Avbröts. > 15m. Avbröts
6 En kvantalgoritm
Hittills har vi fokuserat på så kallade klassiska algoritmer, vilket innebär att de är genomförbara
med operationer som en klassisk dator tillåter. I detta kapitlet kommer vi diskutera en naturlig
breddning av dessa, nämligen kvantalgoritmer. Detta är alltså motsvarigheten som endast kan
utföras på en kvantdator. Mer specifikt ska vi fokusera på Shors algoritm, en kvantalgoritm som
visar sig ha lägre komplexitet än någon känd klassisk algoritm.
Det som skiljer kvantdatorer från klassiska datorer är att de baseras på kvantfysik, vilket
tillåter fenomen som superpositioner av olika tillstånd och sammanflätningar av dessa tillstånd
med mera. Målet med detta kapitlet är att ge en kort introduktion till kvantfysik för att beskriva
vissa verktyg inom området. Vi kommer sedan använda verktygen för att slutligen redovisa för
hur Shors algoritm fungerar, en faktoriseringslgoritm som visar sig vara mycket snabbare än alla
hittills kända klassiska algoritmer. I just detta kapitlet kommer vi huvudsakligen använda oss av
Dirac-notation, se Appendix B.1.
Avsnitten 6.1-6.3 är huvudsakligen en sammanställning av De Wolfes föreläsningsanteckningar
[18] med fokus mot just Shors algoritm, med vissa personliga justeringar. I avsnitt 6.4 går vi in
djupare på bevisen om framgångssannolikhet genom att följa Hirvensalos resonemang i [19].
6.1 En kort introduktion till kvantfysik
Kvantfysik är en fysisk teori om hur ljus och materia beter sig på framförallt atomisk skala [20]. Vi
kommer dock fokusera på några få användbara fenomen inom kvantfysiken. En egenskap som vi
utnyttjar är att ett system kan befinna sig i en superposition av flera klassiska tillstånd samtidigt.
Tillstånd kan representera olika egenskaper hos olika system, till exempel positionsuppgifter hos
ett objekt eller spinn på en partikel. Vi gör en mer matematisk definition av fenomenet.
Definition 6.1.1. Låt |1〉 , |2〉 , . . . , |N〉 vara N olika ömsesidigt uteslutande klassiska tillstånd. En






där ai ∈ C, i = 1, 2, . . . , N är konstanter som kallas för tillståndens amplituder. Dessa konstanter
begränsas av 1 =
∑N
k=1 |ak|2.
Anledningen till ovanstående begränsning är att amplitudernas kvadrat tolkas som sannolik-
heten att en superposition kollapsar till motsvarande tillstånd. Man kan nämligen inte observera
en ren superposition, utan en så kallad mätning ger alltid klassiska tillstånd. Märk också att en
mätning inte nödvändigtvis är en en mänsklig observation, utan sker när systemet interagerar med
sin omgivning.
Det finns sätt man kan manipulera superpositioner förutom mätningar, bland annat genom
att applicera unitära operatorer på dem. För att förstå hur dessa verkar är det nyttigt att tänka
på hur tillstånden |1〉 , |2〉 , . . . , |N〉 spänner ett N -dimensionellt rum. En superposition kan då ses
som en vektor i detta rum. Det är enkelt att visa att just unitära operatorer krävs, och att dessa
kan representeras med N ×N -matriser. I nästa avsnitt kommer vi gå igenom två sådana nyttiga
transformer som används i Shors algoritm.
6.2 En kort introduktion till kvantberäkningar
Framöver kommer vi bara intressera oss för två olika tillstånd, |0〉 och |1〉. En kvantdators minsta
beståndsdel, en så kallad qubit, är en kvantbit som kan befinna sig i en superposition av dessa. Vi
kommer även representera tillstånden med vektorer, så att |0〉 = (1, 0)T och |1〉 = (0, 1)T , för att
enklare visualisera kommande ideér.
Man kan tänka sig att en qubit lever i C2 från definitionerna ovan, och system av flera qubits
lever i tensorprodukten mellan dess komponenter, eftersom att vardera komponent spänner ett
delrum till systemet. Till exempel har system med två qubits fyra basvektorer, |0〉 ⊗ |0〉, |0〉 ⊗ |1〉,
|1〉 ⊗ |0〉 och |1〉 ⊗ |1〉. Vi kommer ofta förkorta denna notation på följande vis: |a〉 ⊗ |b〉 = |ab〉.
Med två eller fler qubits kan vi stöta på fenomenet sammanflätning. Om vi tittar på till exempel




|01〉 så ser vi att värdet på den andra qubiten
bestäms om vi mäter den första och tvärtom. Man säger då att de är sammanflätade. Generellt
innebär det att att ett objekts karaktär är beroende av ett annat objekts karaktär.
Ett annat verktyg vi kommer använda framöver är grindar. Vi kommer representera dem med
unitära matriser (se Appendix B.2), som verkar på en eller flera qubits. Grindar är alltså unitära
operatorer. Vi kommer fokusera på två olika typer av grindar i denna uppsats, fasskiftsgrindar och
Hadamard-transformen.
Fasskiftsgrindar är grindar som inte påverkar amplituden om invärdet är |0〉, men som roterar








Hadamardtransformen H är en reell matris som fördelar amplituderna likformigt över alla
tillstånd, med en teckenväxling på amplituden om invärdet var |1〉 på följande vis:
H |0〉 = 1√
2
(|0〉+ |1〉), H |1〉 = 1√
2
(|0〉 − |1〉)







Hadamardtransformer kan även appliceras på system med flera qubits. Det generella uttrycket
för transformen av en godtycklig sträng med n bits j ∈ {0, 1}n är:





där k · j är skalärprodukten mellan k och j.
Nästa verktyg vi behöver för Shors algoritm är kvantfouriertransformen, en kvantfysisk tolkning
av den klassiska fouriertransformen.
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6.3 Kvantfouriertransformen
I detta avsnitt gör vi en snabb genomgång av klassisk diskret fouriertransform och hur vi kan gene-
rera den effektivt genom snabb fouriertransform. Vi ska också undersöka hur detta kan appliceras
på en superposition för att få den så kallade kvantfourieranalysen.
6.3.1 Klassisk diskret fouriertransform
Den diskreta fouriertransformen kan appliceras på data för att analysera periodiciter och starka
frekvenser hos indatan [21]. Motiveringen är att de flesta tänkbara signalvågerna går att brytas
ner som kombinationer av vågor med olika frekvenser. Det finns många fall då detta förenklar olika
frågeställningar i områden som till exempel differentialekvationer, men i denna uppsats kommer vi
fokusera på dess definition och några åtråvärda egenskaper. Vi kommer även att se på den diskreta
fouriertransformen som en N × N -matris för tydlighets skull när vi visar att transformen är en
unitär operator.
Definition 6.3.1 (Diskret fouriertransform). Låt wN = e
2pii
N vara den N :te enhetsroten, det
vill säga den icke-triviala N :te roten till 1. Fouriertransformen FN representeras då av matrisen
med elementen 1√
N
wjkN för varje index (j, k), j, k = 0, . . . , N − 1. Vektorn vˆ = FNv kallas för







I Appendix B.4 motiverar vi varför FN är en unitär matris, och visar hur man kan tillämpa
transformen i O(N logN) steg med hjälp av snabb fouriertransform.
6.3.2 Kvantfouriertransform
Som tidigare nämnts kan FN beskrivas med en unitär matris, vilket är tillåtet inom kvantfysiken.
Transformen kallas då kvantfouriertransformen (kort QFT för quantum Fourier transform) och ser
ut på följande vis:





Märk att j och k är n-bitsträngar och tolkas som binära tal. Märk också att FN |k〉 inte beter sig
som en klassisk fouriertransform, utan fortfarande är en superposition som vi inte kan observera
direkt. I Appendix B.5 visar vi hur transformen kan brytas ner till operationer på enskilda qubits,
för att lättare visualisera hur detta skulle tillämpas som en serie grindar i en så kallad kvantkrets.
6.4 Shors faktoriseringsalgoritm
Som vi tidigare sett i uppsatsen så löser vissa faktoriseringsalgoritmer det enklare problemet att
hitta ett elements ordning (hädanefter kommer vi referera till ordningen som period) inom en
modulo-grupp, med avseende på multiplikation. Liknande koncept tillämpas nämligen i Pollards
rho-algoritm i Avsnitt 5.2. Detta gör även Shors algoritm, och härnäst ska vi motivera varför.
Säg att vi har ett x ∈ {2, . . . , N−1} som är relativt primt till N (ty om x och N inte är relativt
prima har vi redan en icketrivial faktor till N , nämligen sgd(x,N)). Nästa steg är att inse att det
finns ett minsta tal r ∈ {2, ..., N − 1} så att xr ≡ 1 (mod N), det vill säga elementet x: s period.
Anta nu att xr/2 6≡ −1 (mod N) och att r är jämnt. Då ser vi att
xr ≡ 1 (mod N)⇒
xr − 1 = (xr/2 − 1)(xr/2 + 1) ≡ 0 (mod N)⇒
(xr/2 − 1)(xr/2 + 1) = kN, för något k ∈ Z.
Eftersom att xr/2 6≡ ±1 (mod N) enligt periodens egenskaper och antagande måste alltså sgd(xr/2±
1, N) vara två icketriviala faktorer till N .
Det visar sig att hitta ett element som uppfyller villkoren ovan inte är särskilt svårt, sannolik-
heten att ett slumpvalt x gör det är minst 38 , se Appendix B.6.
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6.4.1 Shors periodsökaralgoritm
Det Shors algoritm gör är att hitta perioden i fråga. Låt först N2 ≤ Q = 2n < 2N2 för något
n ∈ Z. Q behöver vara stort eftersom att vi vill se flera perioder i de kommande stegen, och
förhållandet till N kommer senare förenkla räkningarna när det kommer till kedjebråkskonvergens.
Vi börjar algoritmen med strängen som består av 2n nollor. Anledningen till att vi väljer just 2n
är för att strängen ska kunna representera två olika värden i två olika register, ett index a och ett
f(a) = xa (mod N). Hädanefter kommer vi för enkelhet referera till de olika registren efter vilket
binärt tal de representerar.
Första steget är att applicera Hadamardtransformen på första registret. Vi får:





Därefter kallar vi på varje funktionsvärde f(a) i andra registret (det finns snabba klassiska











|jr + s〉 |f(s)〉 .
där 0 ≤ s < r, och m är antalet element så att jr+ s < Q. Vi kan nu ignorera andra registret och




























Om vi gör en mätning på denna superpositionen så kommer det visa sig att vissa speciella b
kommer framträda med god sannolikhet. Dessa b kan vi använda för att hitta perioden. Vi visar
först detta i ett enkelt fall då r|Q.
6.4.2 Enkel framgångssannolikhet då r|Q



























r om b = c
Q
r , c ∈ Zr
0 annars.
Vi kan konstatera att alla b ∈ {0, Qr , . . . (r − 1)Qr } sammanlagt har sannolikhet 1 att observeras
i en mätning. Därefter kan vi lösa ut r genom att applicera kedjebråk på bQ för att få ut
c
r och
identifiera r i nämnaren (se avsnitt 5.5 för att läsa mer om kedjebråk). Detta fungerar dock bara
om sgd(c, r) = 1, men det visar sig vara tämligen sannolikt, se Appendix B.7. Vad som däremot
inte är särskilt sannolikt är r|Q, eftersom att Q är 2-potens, men vi ska visa att b vi kan utnyttja
dyker upp även i det generella fallet.
6.4.3 Generell framgångssannolikhet då r - Q
Även om b inte är en multipel av Qr kan
c
r vara en så kallad konvergent (se 5.5) till kedjebråksut-
vecklingen av bQ . Detta är fallet om
|br − cQ| ≤ r
2
(se [19, sid. 57-58, sid. 169-175]). Det finns r sådana b för varje bråk cr , ty c ∈ Zr. Härnäst har vi
ett lemma som säger att vi sannolikt kan välja ett sådant b med O(1) steg.
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Lemma. Låt N ≥ 100. Då är sannolikheten att observera ett b i (6.4.1) sådant att |br − cQ| ≤ r2
inte mindre än 15 .
Bevis. Se Appendix B.8.
Slutsatsen är alltså att oavsett om r delar Q eller inte så kan vi sannolikt välja ett b som vi
kan hitta perioden med i O(1) steg. Den slutgiltiga komplexiteten för att Shors algoritm sannolikt
hittar icke-trivial faktor till N blir O(log3(N) log log(N)), se Appendix B.10.
7 Slutsats
Bakgrunden till arbetet är de två kryptosystemen ElGamal och RSA som beskrevs i Kapitel 2.
Där visades att RSA är ett snabbt och effektivt kryptosystem givet att man har två väl valda stora
primtal. I Kapitel 4 visades att det är väldigt enkelt att hitta primtal med hjälp av stokastiska test
som Solovay-Strassens och Miller-Rabins. Även om dessa stokastiska test inte definitivt bestämmer
om ett givet tal är ett primtal så kan de ge en extremt hög sannolikhet vilket är tillräckligt för
tänkbara tillämpningar. Därmed har det visats att med RSA är det enkelt och snabbt att utföra
själva krypteringen och dekrypteringen, om man har den privata nyckeln.
I Kapitel 3 jämfördes två metoder för att lösa DLP och vi såg en stor skillnaden i beräkningstid
beroende på vilken algoritm som valdes. Vi såg även att tiden för att lösa DLP ökade snabbt
med storleken på primtalet p. Vi drar slutsatsen att de nycklar som används idag är säkra för
våra algoritmer som angriper det diskreta logaritmproblemet direkt. Men det finns anledning till
viss oro, Diffie-Hellman kryptering som baserar sin säkerhet på 512-bit nycklar har redan visat sig
möjlig att lösa i många fall, t.ex. i den uppmärksammade logjam-attacken. Adrian med flera [6]
uppskattar att en aktör med tillräckliga resurser, t.ex. NSA, skulle kunna lösa system med 1024-bit
nycklar som används flitigt idag.
När vi testade våra faktoriseringsalgoritmer i Kapitel 5 fick vi flera intressanta resultat. Den
direkta metoden samt Fermats algoritm var väldigt långsamma som väntat. Mer intressant var att
Dixons algoritm bara var aningen snabbare än den direkta metoden i ett fall, och att det kvadratiska
sållet aldrig var snabbast. Det kvadratiska sållet har lägst komplexitet av samtliga implementarade
faktoriseringsalgoritmer och flera författare så som Koblitz [2, s. 160], Hoffstein med flera [3, s. 152],
och Pomerance [8, s. 1] beskriver det Kvadratiska Sållet som den snabbaste algoritmen av de vi har
testat. Detta visar på att komplexitet aldrig berättar hela historien, kanske är det så att vi testat
för små tal. Pollards rho-algoritm tog en oväntad första plats i samtliga test men visar tecken på att
inte skala lika bra med stora värden på N som Kedjebråksmetoden och det Kvadratiska Sållet. Det
finns ingen känd algoritm till en klassisk dator för att lösa faktoriseringsproblemet i polynomiell
komplexitet (se t.ex. [17, s.278]). Detta innebär att problemet är mycket känsligt för storleken på
N . Våra algoritmer saktade in snabbt och vi kan dra slutsatsen att ingen av dem skulle kunna
användas till att lösa faktoriseringsproblemet för primtal som används till RSA idag.
I Kapitel 6 beskrivs kvantalgoritmen Shors algoritm. Det intressanta med den är att dess kom-
plexitet är mycket mindre än alla hittills kända klassiska algoritmer. Som tidigare nämnt är det
ett öppet problem om klassiska algoritmer kan faktorisera tal med polynomiell komplexitet. Detta
lyckas dock Shors algoritm med. Ledande forskare ser kvantdatorer som det största hotet mot klas-
siska kryptosystem och flera aktörer arbetar med att ta fram så kallade kvantsäkra kryptosystem
(se [23, s. 6]).
Slutsatsen om dagens kryptosystem är säkra blir Ja, om man väljer sina parametrar korrekt. I
framtiden finns det möjlighet både för att kvantdatorer slår igenom (se [23, s. 8]), och att klassisk
beräkningskraft ökar stort (se [24, s. 3]). Detta kan utgöra en risk.
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Vi har tidigare stött på en hel del moduloräkning, och den kinesiska restklassatsen säger något om
när vi kan hitta unika lösningar till system av moduloekvationer.
Sats A.1.1 (Kinesiska restklassatsen). Låt m1,m2, ...,mk vara k relativt prima heltal, och
a1, a2, ..., ak vara godtyckliga heltal. Då har systemet
x ≡ a1 (mod m1) , x ≡ a2 (mod m2) , ... , x ≡ ak (mod mk)
en lösning, x = c. Om x = c′ också är en lösning har vi att c ≡ c′ (mod m1m2...mk).
Beviset är ett induktionsbevis och visar inte bara existens hos lösningen utan även konstruktion.
För att tydliggöra börjar vi med ett exempel.
Exempel. Låt {
x ≡ 1 (mod 3)
x ≡ 6 (mod 7) .
Från första ekvationen ser vi att x = 1 + 3y för godtyckligt heltal y. Om vi sätter in detta i vår
andra ekvation får vi
1 + 3y ≡ 6 (mod 7) ⇒ 3y ≡ 5 (mod 7) .
För att lösa ut y här multipliceras höger- och vänsterledet med den multiplikativa inversen av
3 modulo 7. Eftersom sgd(3, 7) = 1 vet vi att inversen existerar (enligt Sats A.4.2), och i detta fall
är det lätt att hitta den med trial and error. Vi har att 3−1 ≡ 5 (mod 7) och därmed fås
y ≡ 25 ≡ 4 (mod 7) ⇒ y = 4 + 7z, z ∈ Z
x = 1 + 3(4 + 7z) = 13 + 21z.
Alltså är x ≡ 13 (mod 21) alla lösningar till systemet. Nu när vi sett tillvägagångssättet kan
vi generalisera processen och bevisa tidigare sats.
Bevis. Säg att vi har löst första ekvationen, så att x ≡ a1 (mod m1). Vi vill visa att vi kan lösa
hela systemet induktivt. Anta nu att vi har löst de första 0 ≤ i < k ekvationerna så att
x ≡ a1 (mod m1) , x ≡ a2 (mod m2) , ... , x ≡ ai (mod mi)
och låt x = ci +m1m2 · · ·miy. För att lösa ännu en ekvation behöver vi välja y så att
ci +m1m2 · · ·miy ≡ ai+1 (mod mi+1) .
Eftersom att m1,m2, ...,mk är relativt prima kan vi alltid finna ett sånt y (enligt sats A.4.2).
För att visa att lösningen är unik modulo m1m2 · · ·mk antar vi att x = c och x = c′ är lösningar.
Eftersom att
m1|c− c′, m2|c− c′, ... mk|c− c′
och eftersom att alla m är relativt prima har vi att
m1m2 · · ·mk|c− c′ ⇒ c ≡ c′ (mod m1m2 · · ·mk) .
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Satsen har fått sitt namn av att problemet formulerades för första gången runt sent 300-
tal till tidigt 400-tal av kinesiska matematiker[3]. Den visar sig var väldigt användbar i många
sammanhang, bland annat när man löser diskreta logaritmproblem. Pohlig-Hellman algoritmen
beskriver detta, ty lösningen x lever som tidigare nämnt i Z/(p − 1)Z, så genom att faktorisera
p−1 kan vi dela upp det ursprungliga problemet i flera moduloproblem, och sedan berättar kinesiska
restklassatsen hur vi flätar ihop det till den slutgiltiga lösningen.
A.2 Komplexitet
För att kunna uppskatta hur snabb en algoritm är kommer vi behöva begreppet komplexitet, vår
definition är baserad på Hoffsteins m.fl. beskrivning (se [3, s.152]).
Definition A.2.1. Låt g : R → N och f : R → R. En algoritm som tar g(n) steg att lösa för
indatan n har komplexitet O (f (n)) om ∃N,∈ R, C ∈ R sådant att
g(n) ≤ C · f (n) ∀n ≥ N.
En algoritm som tar g(n) steg att lösa för indatan n har komplexitet Ω (f (n)) om ∃N,∈ N, C ∈ R
sådant att
g(n) ≥ C · f (n) ∀n ≥ N.




· f (n) ≤ g(n) ≤ C · f (n) ∀n ≥ N.
Notera: Med att algoritmen tar ett steg kan avses att man gör en addition, en multiplikation
eller en antagningsvis grundläggande beräkning.
För att kunna förenkla analysen av komplexiteterna i arbetet använder vi följande räkneregler:
• O(g(x)) +O(f(x)) = O(g(x) + f(x)).
Bevis. O(g(x)) +O(f(x)) ger O(g(x) + f(x)):
Låt C3 = max(C1, C2). Vi får att
C1g(x) + C2f(x) ≤ C3g(x) + C3f(x) = C3(g(x) + f(x)).
O(g(x) + f(x)) ger O(g(x)) +O(f(x)):
C3(g(x) + f(x)) = C3g(x) + C3f(x).
Alltså är O(g(x)) +O(f(x)) = O(g(x) + f(x)).
• Om ∃N ∈ R : g(x) ≤ f(x) ∀x ≥ N så är O(g(x)) +O(f(x)) = O(f(x)).
Bevis. O(g(x)) +O(f(x)) ger O(f(x)):
Vi har att
C1g(x) + C2f(x) ≤ C1f(x) + C2f(x) = (C1 + C2)f(x), ∀x ≥ N.
O(f(x)) ger O(g(x)) +O(f(x)):
Enligt Definition A.2.1 finns det C5 ∈ R : 0 ≤ C5g(x) ∀x ≥ N eftersom C5g(x) är större än
en funktion i N.
C4f(x) ≤ C4f(x) + C5g(x), ∀x ≥ N.
Därav är O(g(x)) +O(f(x)) = O(f(x)).
• O(g(x))O(f(x)) = O(g(x)f(x)).
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Bevis. Vi har att
C1g(x)C2f(x) = (C1C2)g(x)f(x).
Därav är O(g(x))O(f(x)) = O(g(x)f(x)).
• Antag att det finns ett N i R sådant att 1 ≤ g(x) och 1 ≤ f(x), för alla x större än N . Då
har vi att komplexiteten O(g(x)h(x) + h(x)f(x)) ger O(g(x)h(x)f(x)).
Bevis. Vi har att
C1(g(x)h(x) + h(x)f(x)) ≤ C1(g(x)h(x)f(x) + g(x)h(x)f(x)) =
= 2C1(g(x)h(x)f(x)), ∀x ≥ N.
Därav stämmer påståendet.
A.3 Fast Powering Algorithm
Fast powering algorithm används för att beräkna det minsta positiva heltal h som löser ekvationen
h ≡ ga (mod p)














För de k som ck = 0 så får vi att gck2
k
= g0 = 1 och vi ser att vi inte behöver multiplicera med
dem i produkten. Nu behöver vi endast beräkna g2
k
och sedan multiplicera de faktorer vars ck 6= 0.
Vi beräknar g2
k
faktorerna igenom upprepad kvadrering, det vill säga
v0 ≡ g (mod p) ,
vk+1 ≡ (vk)2 (mod p) , ∀k ∈ N : 1 ≤ k ≤ n.
Slutligen multiplicerar vi de vk som korresponderar med ck 6= 0, tar modulo p i varje multiplikation
och då erhåller vi h.
Sats A.3.1. Komplexiteten för Fast Powering Algorithm är O (log (a)).
Notera: Vi antar här att multiplikation och att hämta tal ur en dators minne är grundläggande
operationer.
Bevis. I en dator är tal skrivna i binärt, så att finna a:s binära utvecklingen anses ha komplexitet
O (1). För att beräkna alla vk behöver vi kvadrera n gånger vilket ger komplexiteten O (n) =
O (log (a)). Denna omskrivning fungerar eftersom n = blog2 (a)c ≤ log(a)log(2) . Slutligen multiplicerar
vi ihop talen och eftersom det finns n stycken så blir komplexiteten O (n) = O (log (a)). Den totala
komplexiteten blir då
O (1) +O (log (a)) +O (log (a)) = O (log (a))
och vi är klara.
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A.4 Sats A.4.1 och A.4.2 med bevis
Här visar vi två satser som är viktiga inom RSA.
Sats A.4.1. Låt p och q vara två olika primtal. Låt även
g = sgd(p− 1, q − 1).
Då är
a(p−1)(q−1)/g ≡ 1 (mod pq) ∀a s.a. sgd(a, pq) = 1.
Särskilt om p och q är udda primtal, då är
a(p−1)(q−1)/2 ≡ 1 (mod pq) ∀a s.a. sgd(a, pq) = 1
Bevis. Eftersom p - a och g|q−1 kan vi beräkna a(p−1)(q−1)/g = (ap−1)(q−1)/g ≡ {enligt fermats lilla} ≡
1(q−1)/g ≡ 1 (mod p). Analoga beräkningar för q ger att a(p−1)(q−1)/g ≡ 1 (mod q). Det här visar
att a(p−1)(q−1)/g−1 är delbart med p och q, som är relativt prima, vilket ger att pq|a(p−1)(q−1)/g−
1.
Sats A.4.2. Låt a,m ∈ N. Då gäller att
∃ b ∈ N : ab ≡ 1 (mod m) ⇐⇒ sgd(a,m) = 1. (A.4.1)
Bevis. Antag först att sgd(a,m) = 1. Man kan då visa att det finns heltal u, v sådana att au+mv =
1. Av det följer att m delar au− 1 så
au ≡ 1 (mod m) (A.4.2)
vilket ger oss ett b.
Antag nu att a har en invers b modulo m, det vill säga att
ab ≡ 1 (mod m) . (A.4.3)
Då finns det ett heltal c sådant att ab−1 = cm. Men då gäller sgd(ab, cm) = 1⇒ sgd(a,m) = 1.
A.5 RSA-algoritmen
Här ges algoritmen som Alice och Bob följer [sid. 123[3]].
Bob tar fram den publika nyckeln.
1: Välj två hemliga primtal p och q.
2: Välj en krypteringsexponent e s.a sgd(e, (p− 1)(q − 1)) = 1.
3: Beräkna N = pq.
4: Publicera N och e.
Alice krypterar sitt meddelande.
5: Välj meddelande m1.
6: Använd den publika nyckeln (N, e) för att beräkna chiffret c ≡ me1 (mod N).
7: Skicka c till Bob.
Bob avkrypterar chiffret c.
8: Beräkna d s.a ed ≡ 1 (mod (p− 1)(q − 1)).
9: Beräkna m2 ≡ cd (mod N).
Nu är m1 = m2.
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A.6 Försållning
Miller-Rabin primtalstest kräver flertalet moduloberäkningar. Detta gäller även då n är delbart
med små primtal. Emellertid krävs endast en moduloräkning för att avgöra att ett tal är delbart
med ett annat fixt tal. Antag att vi vill slumpmässigt erhålla ett N siffror stort primtal med hjälp
av Miller-Rabin. Det man då kan göra är att låta en slumpgenerator ge ett udda tal n för att sedan
primtalstesta det. Visar det sig att detta tal är sammansatt undersöker man n+ 2 och så vidare.
Sats A.6.1 (Primtalssatsen). Om pi(n) är antalet olika primtal mindre än n så gäller
pi(n) −→ n
ln(n)
då n −→∞. (A.6.1)
Av primtalssatsen ovan följer det vi kan förvänta oss 1 primtal på 1381 sammansatta i en
omgivning runt 10600. Däremot är exakt vart tredje tal delbart med tre, vart femte delbart med
fem osv. Därför undersöker vi delbarheten med de lägre primtalen för att slippa testa dessa med
Miller-Rabin-algoritmen.
Med Erastotenes såll får man mycket snabbt en lista med primtal som man kan använda för
detta ändamål. Hur stora primtal denna lista ska innehålla bestäms av storleken på det önskade
primtalet.
A.7 Bevis av proposition 5.3.1
Proposition. Låt a2 − b2 = kN , N = pq där a, b, k, p, q ∈ N samt c = sgd(a + b,N) och d =
sgd(a− b,N). Låt även p och q vara primtal samt p 6= q. Om nu c och d varken är 1 eller N så är
N = cd.
Bevis. Vi ser att eftersom c = sgd(a+ b,N) och N = pq så måste c ∈ {1, p, q,N} på grund av att
p och q är primtal. Satsen sa att c 6= 1 och c 6= N vilket ger att c ∈ {p, q}. Samma argument för d
ger att d ∈ {p, q}. Vi ser nu att de enda sätten som ger att N 6= cd är då c = d = p eller c = d = q.
Antag att c = d = p. Vi observerar nu att
kN = a2 − b2 = (a+ b)(a− b).
Vi har att c är den största gemensamma delaren mellan (a + b) och N vilket ger att ∃m1 ∈ N
sådant att m1c = (a+ b) och q 6 |m1. På samma sätt gäller att ∃m2 ∈ N sådant att m2d = (a− b)
och q 6 |m2. Vi använder detta och får
(a+ b)(a− b) = m1cm2d = m1m2p2
vilket ger att
m1m2p
2 = kN = kpq.
Vi ser nu att q delar högerledet men inte vänsterledet eftersom q 6 |m1 och q 6 |m2. Notera även att
q 6 |p eftersom p är ett primtal och p 6= q. Samma argument visar att c = d = q ger en motsägelse.
Vi kan nu konstatera att c = p, d = q eller c = q, d = p vilket ger att N = cd.
A.8 Översätta meddelanden till tal
Att göra om ett meddelande till ett tal i en dator är ganska lätt. Man kan ta varje tecken i medde-
landet och översätta det till sitt ascii-värde [25]. Sedan sätter man samman värdena eftervarandra
varvid man får ett tal. Om detta talet är för stort kan man dela upp meddelandet i mindre bi-
tar och skicka dem mindre meddelandena vart för sig. Om man vill använda mer tecken än vad
so är definierat i den vanliga Ascii kodningen så kan man istället använda Unicode [26] men ef-
tersom Unicode tecknens korresponderande värden är större så kommer man kanske behöva dela
upp meddelandet i mindre bitar än om man använder Ascii.
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A.9 Att finna inverser modulo primtal.
Att finna inversen till ett tal modulo ett primtal p går att göra i O (log (p)) tid med hjälp av Fast
Powering Algorithm , se A.3, och Fermats lilla sats. Om vi har ett primtal p och ett heltal a så ger
fermats lilla sats att
ap ≡ a (mod p) .
Om vi förkortar bort ett a får vi att ap−1 ≡ 1 (mod p). Vi kan nu bryta ut ett a och se att
ap−1 = ap−2 · a ≡ 1 (mod p), vilket ger att ap−2 ≡ a−1 (mod p) eftersom 1 = a−1 · a i Fp.
Nu återstår det endast att beräkna ap−2 (mod p) för att finna a−1 (mod p), vilket går att
göra i O (log (p)) tid med Fast Powering Algorithm.













x = r · cos θ























I sista likheten använde vi den trigonometriska ettan cos2 θ + sin2 θ = 1. Vi har nu gjort om I2
till en produkt av två integraler. Vi börjar med att beräkna den första integralen med hjälp av
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A.11 Kollision i Pollards rho-algoritm
Sats A.11.1. Låt f : ZN → ZN och låt x0 ∈ ZN vara ett startelement. Antag att banan O+f (x) =
x0, x1, x2, . . . är av längd T och att loopen är av längd M . Då är
x2i = xi för något 1 ≤ i < T +M
Bevis. Låt j > i då har vi att xj = xi om och endast om i ≥ T och j ≡ i mod M , eftersom vi får
att xj = xi när i har tagit sig in i loopen och xj har tagit sig igenom loopen och förbi xi ett antal
gånger. Vi har alltså att j − i är en multipel till M . Därför är x2i = xi om och endast om i ≥ T
och 2i ≡ i mod M . Vi har alltså att M |i så vi får att x2i = xi när i är första multipeln till M som
är större än T . Men vi vet också att något av talen T, T + 1, ..., T +M − 1 är delbart med M , det
visar att x2i = xi för något 1 ≤ i < T +M .
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A.12 Alternativ version av Pollards rho-algoritm
I den alternativa versionen av Pollards rho-algoritm har vi ett heltal N som är produkten av
två primtal, N = pr, och vi vill hitta en av dess faktorer, kallad r. Denna versionen av Pollards
rho-algoritm baseras på teorin från s.138-143 i [2].
Vi börjar med att visa algoritmen och idéerna bakom algoritmen innan vi förklarar varför denna
metod fungerar. Denna version av Pollards rho-algoritm är följande
Steg 1: Välj en funktion f : ZN → ZN , ett startvärde x0 ∈ ZN och sätt k=0.
Steg 2: Beräkna xk+1 = f(xk).
Steg 3: Finn det h som uppfyller att 2h ≤ k < 2h+1 och beräkna j = 2h − 1.
Steg 4: Beräkna sgd(xk − xj , N).
Om sgd(xk −xj , N) = 1 eller sgd(xk −xj , N) = N öka k med 1 och gå till Steg 2, annars får
vi att sgd(xk − xj , N) = r, det vill säga en faktor av N .
Valet att endast beräkna sgd(xk − xj , N) då 2h ≤ k < 2h+1 och j = 2h − 1 görs för att få bättre
komplexitet. Vi kommer nedan välja f som ett polynom för att förenkla komplexitetsanalysen. Vi
kommer även att anta att polynom modulo N beter sig approximativt som pseudoslumptal vilket
kommer ge en bättre komplexitet men om antagandet är giltigt och om den komplexitet vi får
reflekterar den förväntade komplexiteten är ett öppet problem [13].
Komplexiteten kommer diskuteras nedan men vi kommer då behöva en uppskattning på hur
många fler xk vi kommer behöva beräkna med denna metod, det vill säga innan vi hittar k, j
sådant att xk ≡ xj (mod r) om vi endast testar j = 2h − 1 för varje k : 2h ≤ k < 2h+1 jämfört
med att testa ∀j < k. Vi kommer visa att om k är det minsta tal som löser problemet då man
testar med j = 2h − 1 och k0 är det minsta tal som löser problemet då man testar med all j < k
så är k < 4k0.
Detta betyder att k är det minsta talet sådant att xk ≡ xj (mod r) där 2h ≤ k < 2h+1,
j = 2h−1 och k0 är det minsta tal sådant att ∃j0 : xk0 ≡ xj0 (mod r). Innan vi gör detta behöver
vi ett kort lemma.
Lemma A.12.0.2. Låt fk(x) vara notation för f ◦ ... ◦ f︸ ︷︷ ︸
k times
(x).
Om fk(x) = f j(x) så är fk+a(x) = f j+a(x) ∀a ∈ N.
Bevis. Vi gör ett enkelt induktions bevis. För a = 1 får vi
fk+1(x) = f(fk(x)) = f(f j(x)) = f j+1(x).
Om vi antar att fk+a(x) = f j+a(x) så får vi att
fk+(a+1)(x) = fk+a+1(x) = f(fk+a(x)) = f(f j+a(x)) = f j+a+1(x) = f j+(a+1)(x).
Per induktion får vi då att fk+a(x) = f j+a(x) ∀a ∈ N.
Enligt s.140-141 i [2] gäller det även att fk(x) ≡ f j(x) (mod r) och f är ett polynom ger
fk+a(x) ≡ f j+a(x) (mod r) ∀a ∈ N. Vi formulerar uppskattningen nedan.
Proposition A.12.1. Låt k = mink∈N k : ∃j, h ∈ N : 2h ≤ k < 2h+1, j = 2h−1, xk ≡ xj (mod r).
Låt sedan k0 = mink∈N k : ∃j ∈ N : xk ≡ xj (mod r) , j < k. Slutligen om vi har att xk+1 ≡
f(xk) (mod N) med samma notation som i Lemma A.12.0.2, f : Z→ Z är ett polynom, x0 ∈ Z,
N = pr och r,N, p ∈ N.
Då gäller att k < 4k0.
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Bevis. Låt j0 vara det j0 ∈ N sådant att xk0 ≡ xj0 (mod r). Låt även h ∈ N : 2h ≤ k0 < 2h+1.
Betrakta k′ = j + k0 − j0, med j = 2h+1 − 1. Vi har nu att
k′ = j + k0 − j0 = 2h+1 − 1 + k0 − j0.
Vi använder att k0 > j0 och k0, j0 ∈ N ger k0 − j0 ≥ 1 och får
k′ = 2h+1 − 1 + k0 − j0 ≥ 2h+1 − 1 + 1 = 2h+1.
Vi har även att
k′ = 2h+1 − 1 + k0 − j0 < 2h+1 + k0 < 2h+1 + 2h+1 = 2 · 2h+1 = 2h+2
Nu ser vi att 2h+1 ≤ k′ < 2h+2 och j = 2h+1 − 1.




j+k0−j0(x0) = f (j−j0)+k0(x0).
Vi använder nu att fk(x) ≡ f j(x) (mod r) och f är ett polynom ger fk+a(x) ≡ f j+a(x) (mod r) ∀a ∈
N (se kommentaren efter Lemma A.12.0.2 eller s.140-141 i [2]). Detta ger att
f (j−j0)+k0(x0) ≡ f (j−j0)+j0(x0) (mod r) ,




j(x0) vilket ger att xk′ ≡ xj (mod r) vilket var det vi ville.
Eftersom k′ uppfylller alla krav för k och eftersom k är det minsta tal som uppfyller de kraven
så har vi att k ≤ k′. Slutligen får vi att k ≤ k′ < 2h+2 = 4 · 2h < 4k0.
Vi kommer även behöva en proposition.
Proposition A.12.2. Låt S vara en mängd med |S| = r samt f : S → S, x0 ∈ S och xi+1 = f(xi).
Låt även l ∈ N, l = 1 + b√2λrc. Då gäller att sannolikheten att (f, x0), (f, x1), ..., (f, xl) alla är
distinkta är mindre än e−λ.
Bevis. Om vi undersöker på hur många sätt man kan välja ett xi, om vi inte kräver att de ska vara
distinkt, så ser vi att det är r sätt eftersom |S| = r. Vi kan välja f på rr sätt eftersom vi för varje
x sådant att f(x) = y så finns det r stycken y eftersom |S| = r. Vi får nu att de totala antalet
kombinationer av par på formen (f, xi) är rr+1.
Om vi istället undersöker på hur många sätt vi kan välja distinkta xi så får vi att x0 kan
väljas fritt, r sätt, x1 kan väljas på r − 1 sätt eftersom vi inte kan välja x0, om vi fortsätter detta
resonemang så ser vi att xk kan väljas på r − k sätt. Detta bestämmer hur f måste mappa sina
första l tal men de övriga kan mappas på godtyckligt sätt, vilket ger att f här kan väljas på rr−l
sätt. Detta ger att
P(Alla par är distinkta) =
rr−l
∏l











Vi använder ett resultat från envariabelanalysen och minns att log(1− x) < −x ∀x ∈ (0, 1) samt
regler för summor. Vi använder detta till att






















































och eftersom ex är en växande funktion ger log(P(Alla par är distinkta)) < −λ att
P(Alla par är distinkta) < e−λ
Vi kan nu skriva satsen som knyter ihop allting.
Sats A.12.3. Låt N = pr där p, r är primtal och r <
√
N . Låt även f : ZN → ZN vara ett polynom







, detta är med en sannolikhet större än 1 − e−λ för ett λ som vi förenkelhetens
skull lämnar till bevisdelen.
Bevis. Varje steg kommer vi göra en beräkning av en sgd och en beräkning av f(x). Vi vet från
teorin att dessa har komplexitet O (log3(N)) respektive O (log2(N)) vilket ger att varje steg tar
C1 log
3(N)+C2 log
2(N) för några C1, C2. Om vi antar att algoritmen tar k steg och att k0 är första
gången vi hade hittat r om vi testade att ta sgd mellan N och differensen av alla kombinationer














Vi väljer ett fixt tal l som en uppskattning av vårt k0 om vi antar att (f, x0) valdes slumpmässigt
och definierar nu λ sådant att l = 1+b√2λrc. Per definition av k0 så är alla xi distinkta för i < k0.
Med hjälp av Proposition A.12.2 får vi då att sannolikheten att k0 > l är mindre än e−λ. Om vi
därför betraktar de fall då k0 ≤ l = 1 + b
√
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N samt att log2(N) < log3(N) för att få



































med en sannolikhet större än 1− e−λ, vilket var vad vi ville visa.
A.13 Komplexitet för att finna ett matchande element mellan två listor
Antag att vi har två listor innehållande heltal, x respektive y. Låt xi vara det i:te elementet i x
och yj vara j:te elementet i y. Låt även n vara antalet element i x och y. Vi vill hitta de index i
och j för vilka xi = yj . Detta kan göras med att man jämföra alla element i x med alla element i y
men detta kommer ge komplexiteten O (n2). Vi skriver här en kort algoritm som löser detta med
komplexitet O (n log (n)).
Steg 1: Sortera x och y.
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Steg 2: Sätt i = 0 och j = 0.
Steg 3: Om i ≥ n eller j ≥ n så finns inga element i x och y som är lika och vi är klara. Annars gå
till Steg 4.
Steg 4: Om xi = yj så är vi klara. Annars gå till Steg 5.
Steg 5: Om xi < yj öka i med 1 gå till Steg 3. Om xi > yj öka j med 1 gå till Steg 3.
För att få en bättre komplexitet sorterar vi först båda listorna, vilket kan göras med komplexitet
O (n log (n)), se Quicksort [27] eller Mergesort [28]. För att nu undersöka om några element är lika
så börjar vi med var sitt index på de minsta elementen i listorna och sedan ökar vi med ett på
det indexet som pekar på de minsta av de värden som indexen pekar på. Detta upprepas tills
de värden indexen pekar på är lika eller tills det ena indexet blir större än storleken på listan.
Om det finns element som är lika så kommer vi hitta dem eftersom algoritmen kommer nå en
av dem och då kan det indexet inte passera innan algoritmen har hittat indexet i den andra
listan. Här kommer vi passera varje element i båda listorna max en gång och får då 2n som det
största antal steg som krävs. Den slutliga komplexiteten för att finna de matchande elementen blir
O (n log (n)) +O (n) = O (n log (n)).
Notera att implementeringen av Mergesort till stor del baseras på [29].
A.14 Komplexitet för Dixons algoritm
Följande uträkningar och resonemang är förkortade och baseras på teorin i Koblitz bok [2, s.148-
153]. Vi delar in komplexiteten för Dixons algoritm i tre steg. Det första steget är att finna slump-
mässiga ai ∈ [1, N ] sådana att a2i mod N kan skrivas som en produkt av primtal mindre än y
tills vi har r stycken sådana. Det andra steget är att finna linjärt beroende rader i en matris av
storleken d × d + 1 där r = d + 1. Matrisen består av nollor och ettor för att få en kongruens på
formen a2i ≡ ci mod N . Det tredje är att upprepa steg 1 och steg 2 tills vi funnit ett ai sådant att
sgd(a+
√
c,N) och sgd(a−√c,N) ger två icketriviala lösningar.
Vi börjar med komplexiteten för första steget. Låt u = log(N)log(y) där N är talet vi vill faktorisera
och y är de högst tillåtna primtalen. Om N är ett r−bit tal och y ett s−bit tal så är u ≈ rs .
Det tar en fix tid att slumpa ett tal bi mellan 1 och N , alltså O(r). Därefter ska vi beräkna
b2i mod N som har en komplexitet på O(r2). Nu måste vi dividera b2i mod N med alla primtal
≤ y. Att dividera ett ≤ r−bit heltal med ett ≤ s−bit heltal ger komplexiteten O(rs). Varje test
av ett slumpmässigt bi har alltså komplexiteten O(rsy). Vi kommer att testa uu(pi(y) + 1), där
pi(y) är antalet primtal < y, värden på bi innan vi hittar pi(y) + 1 stycken b2i som är en produkt
av primtal ≤ y. Enligt Sats A.6.1 vet vi att pi(y) ≈ ylog(y) = O(ys ). Hela komplexiteten för steg ett
blir därmed O(uu ys · rsy) = O(uuy2r).
I steg två säger vi inte så mycket mer än att de operationer som görs är polynomiella för y
och r eftersom operationerna som görs är radreducering samt att finna a2i ≡ ci mod n. Det ger
O(yjrh) för lämpliga heltal j och h.
Steg tre är att upprepa de två första stegen tills vi finner en icketrivial faktor. Vi behöver därför
uppskatta komplexiteten





för några heltal h, k och α. Vi har nu att r är antalet bit i N som är fixt, vårt problem blir därmed
att hitta s så att vi minimerar (A.14.1). Eftersom r är fixt ska vi minimera ( rs )
r
s eks eller ekvivalent



















+ k = 0. (A.14.2)
Vi vill alltså hitta s så att ks ≈ rs log rs+ks. Eller om vi går tillbaka till vårt ordinarie problem så att
( rs )
r
s och eks är ungefär lika stora. Eftersom k är konstant så är s2 enligt (A.14.2) av samma storlek
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som r · log( rs) = r(log(r) − log(s)). Detta betyder att s är av storlek mellan √r och √r · log( rs).
Vi kan nu använda approximationen log(s) ≈ 12 log(r) och med (A.14.2) får vi att
− r
2s2
log(r) + k ≈ 0. (A.14.3)
Ekvationen (A.14.3) ger att s ≈ √ r2k log(r). Eftersom ( rs ) rs och eks är ungefär lika stora så upp-






2k = C och vi har att r = O(log(N))




I vår implementation av Kedjebråksmetoden har vi valt att förbättra algoritmen med redan kända
delalgoritmer.
A.15.1 Legendresymbolen
Definition A.15.1. Låt N vara ett positivt heltal relativt prim med ett primtal p. Definiera
Legendresymbolen (Np ) enligt:
(Np ) =

1 om ∃ x s.a x2 ≡ N (mod p) ,
0 om p|N,
−1 om x2 6≡ N (mod p) , ∀x.
I primtalsbasen används endast primtal p sådana att (Np ) = 1.[[12]sid. 472]
A.15.2 Övre gräns till primtalsbas
Upptäcker vi i faktoriseringen av Qn att den innehåller primtalsfaktorer större än en vald övre
gräns bortser vi från Qn. I resultatdelen återges de tiderna som, enligt våra experiment, motsvaras
av de bästa värdena på den övre gränsen.
B Kvantteori
B.1 Dirac-notation
Dirac-notation används huvudsakligen i fysik. Vi noterar en godtycklig vektor v som |v〉 och dess
konjugat v∗ som 〈v|.
B.2 Unitära matriser
En matris kallas unitär om U−1 = U∗. I valfri linjär algebra-bok kan läsaren konstatera att följande
egenskaper är ekvivalenta:
1. U är unitär,
2. U bevarar normen, så ‖U |v〉‖ = ‖|v〉‖, samt att
3. kolumnerna i U skapar en ortonormal bas.
Ovanstående egenskaper används löpande genom texten.
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B.3 Tensorprodukt
Låt A = (Ai,j) vara en m1×n1-matris och B en m2×n2-matris. Deras tensorprodukt är definierad
som m1m2 × n1n2-matrisen
A⊗B =
 A11B · · · A1n1B... . . . ...
Am11B · · · Am1n1B
 .
Följande räkneregler är enkla att bekräfta:
1. c(A⊗B) = (cA)⊗B = A⊗ (cB) för godtycklig konstant c,
2. (A⊗B)∗ = A∗ ⊗B∗,
3. A⊗ (B + C) = (A⊗B) + (A⊗ C),
4. A⊗ (B ⊗ C) = (A⊗B)⊗ C,
5. (A⊗B)(C ⊗D) = (AC)⊗ (CD).
B.4 Bevis för fouriertransform
B.4.1 FN är en unitär matris
Det är lätt att se att FN är en unitär matris ifrån vår Definition i 6.3.1, ty normen hos varje kolumn

















1 if k1 = k2
0 if k1 6= k2
.
B.4.2 Snabb fouriertransform
Att räkna ut fouriertransformen med matrismultiplikationen i 6.3.1 är tidskrävande, för varje ele-
ment i vˆ krävs O(N) steg, och med sammanlagt N element har vi O(N) i komplexitet. Därför ska
vi beskriva ett mycket snabbare tillvägagångssätt, den snabba fouriertransformen, med komplexi-
tet O(N logN). Vi antar först och hädanefter att N = 2n för något n ∈ N, vilket alltid är möjligt
eftersom att vi kan fylla ut skillnaden med nollor i en vektor annars. Metoden börjar med en insikt



























































Vi ser här att med en mild justering så kan vi beräkna transformen rekursivt. Vi börjar med
att räkna ut de N/2-dimensionella transformerna av vektorn som bildas av de jämna indexen i v








Den lilla justeringen vi gör nu för att göra denna ekvation väldefinierad är att (v̂jämna)j+N/2 =
(v̂jämna)j och motsvarande för v̂udda. Eftersom att vi för varje rekursivt steg beräknarN/2, . . . , N/2n
och N = 2n måste vi göra O(n) räkningar för varje element vˆj . N element i vˆ ger oss en komplexitet
O(Nn) = O(N logN) för snabb fouriertransform.
B.5 Kvantfouriertransform
Transformen kommer konstrueras av Hadamard- och fasskiftsgrindar för att ge oss denna transform.
Vi kan få en insikt om hur detta skulle gå till genom att undersöka följande













































För att förstå varför det blir en tensorprodukt i slutändan kan man titta närmre på summan
av produkter i tredje steget och vilka amplituder som genereras. Minns också att |j1 . . . jn〉 =
|j1〉⊗· · ·⊗|jn〉. För att få konkreta exempel på hur en krets för ovanstående utvärden skulle kunna
se ut, se [19, sid. 47-49].
B.6 Sannolikhet för lyckat val av x i Shors algoritm
Sats B.6.1. Anta att sgd(x,N)= 1. Sannolikheten att ett sådant slumpvalt x har en jämn period
r modulo N och uppfyller xr/2 6≡ ±1 (mod N) är minst 38 .
Bevis. Vi börjar med att visa sannolikheten för att x har en jämn period. För att göra detta
påminner vi oss om Kinesiska restklassatsen (se Appendix A.1), som antyder att välja ett slumpvalt
x modulo N är ekvivalent med att välja ett slumpvalt x1 modulo p och ett slumpvalt x2 modulo q.
De kommer ha perioder r1 respektive r2, och det är tydligt att r1, r2|r. Eftersom att grupper med
multiplikation modulo primtal är cykliska vet vi att det finns generatorer g1 och g2 till grupperna.
Därav är x1 ≡ gk11 (mod p) för något k1 och x2 ≡ gk22 (mod q) för något k2. Från Fermats lilla
sats vet vi också att ap−1 ≡ 1 (mod p) och motsvarande för q ty de är primtal. Vi har att
xp−11 ≡ xr11 ≡ gk1r11 ≡ 1 (mod p)
och liknande för x2. I ekvationen ovan ser vi att p − 1|k1r1 och q − 1|k2r2. Vi kan anta p och q
udda, annars är N redan väldigt lätt att faktorisa. Då har vi att r1 är jämn om k1 udda, och r1
är jämn om k2 udda. Eftersom att x1 och x2 är slumpvalda är också k1 och k2 slumpvalda, så
sannolikheten att någon av perioderna är jämn är 34 . Därför är sannolikheten att x har en jämn
period 34 .
Anta nu r jämn. Vi vill visa att P (xr/2 ≡ ±1 (mod N)) ≤ 12 . Detta är fallet eftersom att vi
har totalt två rötter till xr ≡ 1 (mod p) och två rötter till xr ≡ 1 (mod q). Dessa är ±1 modulo
p och ±1 modulo q. Enligt Kinesiska restklassatsen (se Appendix A.1) har vi därför fyra rötter till
1 modulo N , varav två av dem uppfyller xr/2 6≡ ±1 (mod N). Därför är den totala sannolikheten
för ett lyckat val av x minst 38 .
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B.7 Sannolikhet för sgd(c, r)= 1
Låt ϕ(r) vara Eulers fi-funktion. Det vill säga ϕ(r) är antalet heltal mindre än r som är relativt
prima med r.
Sats B.7.1. Om r ≥ 3 har vi att:
r
ϕ(r)




där γ = 0.5772156649 . . . är Eulers konstant.
Bevis. Se [30]
Lemma. Om r ≥ 19 är sannoliketen att r och slumpvalt c relativt prima minst 14 log log(N) .
Bevis. Beviset följer direkt från B.7.1 för r ≥ 19:
r
ϕ(r)











vilket vi ville bevisa.
B.8 Bevis av lemma
Lemma. Låt N ≥ 100. Då är sannolikheten att observera ett b i (6.4.1) sådant att |br − cQ| ≤ r2
































































på intervallet. Vi kan konstatera att f är jämn och att den har minimipunkter i ändpunkterna.



















Detta tillsammans med minimipunkterna hos f och det faktum att sin(x) är symmetrisk runt















Eftersom att Q är stort relativt till r (ty r < N , och Q ≥ N2) är rQ försumbart, och vi kan använda
oss av olikheterna sin(x) ≤ x samt att sin2(pi2 (1 + x)) ≥ 1 − (pi2x)2 (tydligt i Taylor-utvecklingen














går mot 1 då Q växer, och är större än 0.9999 då N ≥ 100. Vi har att























då r ≥ 2. Men som tidigare nämnt finns det precis r stycken b som uppfyller |br − cQ| ≤ r2 . Den
totala sannolikheten är alltså större än 15 . Märk också att gränsvärdet av (B.8.1) är
2
5 då r växer,
samt att vi tidigare i Appendix B.7 antagit att r ≥ 19.
B.9 Analys av f(x) =
sin2(pimxQ )
sin2(pixQ )
Det är tydligt att f(x) är en jämn funktion. Därav är det tillräckligt att motivera att f ′(x) är
strikt negativ på intervallet x ∈ (0, r2 ] för att konstatera att f(x) har ett maximum i x = 0 och
lokala minimipunkter i x = ± r2 . Vi har att





































































m2 − 1) sin(pixQ ) sin(pimxQ )
Q
> 0, x ∈ (0, r2 ],
enligt samma argument som för de tidigare termerna. Därmed måste g(x) > 0, och därav vet vi
att f ′(x) < 0. Vi kan nu konstatera att f(x) har lokala minimipunkter i ändpunkterna x = ± r2 ,



























B.10 Komplexitet hos Shors algoritm
Följande resonemang gör Hirvensalo i [19, sid. 61]. Att beräkna sgd(x,N) med Euklides algo-
ritm kräver O(log3(N)) steg. Det är sedan möjligt att testa om x har en period mindre än 19
i O(log3(N)) med klassiska algoritmer (r ≥ 19 krävs för beviset för Lemma B.7). Vi kan sedan
applicera Hadamard-transformen i O(log(N)) steg. Nästa steg är att beräkna xa (mod N), vilket
vi kan göra i O(log3(N)) steg. Därefter genomför vi en kvantfouriertransform med komplexitet
O(log2(N)). Sedan beräknar vi konvergenter i O(log3(N)) steg och tillslut använder vi än en gång
Euklides algoritm för att beräkna sgd(xr/2 ± 1) med samma komplexitet som tidigare.
Den totala komplexiteten är därför O(log3(N)), men sannolikheten för en lyckad algoritm är
bara Ω( 1log log(N) ) (se Appendix B.7). Därav krävs O(log3(N) log log(N)) steg för att vi ska hitta
en icke-trivial faktor med god sannolikhet.
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C Information kring test av algoritmer
C.1 Tal
Följande tal användes vid de olika testerna:
Diskreta logaritmproblemet, kap 3.
1: p = 502217, g = 12653, gx = 64641, x = 190447
2: p = 4129232533, g = 126543, gx = 64641, x = 14183331086
3: p = 4129232533, g = 123134134, gx = 1325278813, x = 200
4: p = 123456791, g = 123134134, gx = 67277073, x = 12833413


















1: 1613 ∗ 2143 = 3456659
2: 1609161918110111 ∗ 1510553619999637 = 2430725360566787603875546029707
3: 10000000000283 ∗ 111161191111 = 1111611911141458617084413
4: 502217 ∗ 524287 = 263305844279

















All kod, förutom CFRAC och MR, testades på en gemensam dator:
CPU: Intel(R) Core(TM) i5-7500 CPU @ 3.40GHz, endast en kärna användes av våra algoritmer.
RAM: 16GB
OS: GNU/Linux kernel 3.10
För koden: GCC version 4.8.5, GMP version 6.1.2.
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CFRAC och MR:
CPU: Intel(R) Core(TM) i5-7300 CPU @ 2.5000GHz, endast en kärna.
RAM: 8GB
OS:Windows 10 64-bitars




D.1 Direkt metod för DLP
#include <s td i o . h>
#include <gmp . h>
int main ( ) {
mpz_t gOfX , g , p , t e s t , i ;
// Val j h , p , och g
mpz_init_set_str (gOfX , "67277073" , 10)
mpz_init_set_str (p , "123456791" , 1 0 ) ;
mpz_init_set_str ( g , " 123134134" , 1 0 ) ;
mpz_init ( t e s t ) ;
mpz_init_set_ui ( i , 0 ) ;
int done = 0 ;
while (mpz_cmp( i , p ) ) {
mpz_powm( te s t , g , i , p ) ;
i f ( !mpz_cmp(gOfX , t e s t ) ) {
p r i n t f ( "x=" ) ;
mpz_out_str ( stdout , 10 , i ) ;
p r i n t f ( " . \ n" ) ;
mpz_clears (gOfX , g , p , t e s t , i , NULL) ;
return 0 ;
}
mpz_add_ui( i , i , 1 ) ;
}
mpz_clears (gOfX , g , p , t e s t , i , NULL) ;





#include <s td i o . h>
#include <s t d l i b . h>
#include <math . h>
#include <gmp . h>
#include <s td i n t . h>
#include <in t type s . h>





//Merge s o r t :
// Merges two subarrays o f arr [ ] .
// F i r s t subarray i s arr [ l . .m]
// Second subarray i s arr [m+1.. r ]
void merge ( struct Pair ∗ arr , uint64_t l , uint64_t m, uint64_t r )
{
uint64_t i , j , k ;
uint64_t n1 = m − l + 1 ;
uint64_t n2 = r − m;
/∗ c r ea t e temp arrays ∗/
struct Pair ∗ L = ( struct Pair ∗) mal loc ( n1∗ s izeof ( struct Pair ) ) ;
struct Pair ∗ R = ( struct Pair ∗) mal loc ( n2∗ s izeof ( struct Pair ) ) ;
/∗ Copy data to temp arrays L [ ] and R[ ] ∗/
for ( i = 0 ; i < n1 ; i++){
mpz_init (L [ i ] . number ) ;
mpz_init (L [ i ] . index ) ;
mpz_set (L [ i ] . number , a r r [ l + i ] . number ) ;
mpz_set (L [ i ] . index , a r r [ l + i ] . index ) ;
}
for ( j = 0 ; j < n2 ; j++) {
mpz_init (R[ j ] . number ) ;
mpz_init (R[ j ] . index ) ;
mpz_set (R[ j ] . number , a r r [m + 1+ j ] . number ) ;
mpz_set (R[ j ] . index , a r r [m + 1+ j ] . index ) ;
}
/∗ Merge the temp arrays back uint64_to arr [ l . . r ] ∗/
i = 0 ; // I n i t i a l index o f f i r s t subarray
j = 0 ; // I n i t i a l index o f second subarray
k = l ; // I n i t i a l index o f merged subarray
while ( i < n1 && j < n2 )
{
i f (mpz_cmp(L [ i ] . number , R[ j ] . number ) <= 0)
{
mpz_set ( a r r [ k ] . number , L [ i ] . number ) ;






mpz_set ( a r r [ k ] . number , R[ j ] . number ) ;





/∗ Copy the remaining e lements o f L [ ] , i f t h e r e
are any ∗/
while ( i < n1 )
{
mpz_set ( a r r [ k ] . number , L [ i ] . number ) ;




f r e e (L ) ;
/∗ Copy the remaining e lements o f R[ ] , i f t h e r e
are any ∗/
while ( j < n2 )
{
mpz_set ( a r r [ k ] . number , R[ j ] . number ) ;




f r e e (R) ;
}
/∗ l i s f o r l e f t index and r i s r i g h t index o f the
sub−array o f arr to be so r t ed ∗/
void mergeSort ( struct Pair ∗ arr , uint64_t l , uint64_t r )
{
i f ( l < r )
{
// Same as ( l+r )/2 , but avo ids ove r f l ow f o r
// l a r g e l and h
uint64_t m = l+(r−l ) / 2 ;
// Sort f i r s t and second ha l v e s
mergeSort ( arr , l , m) ;
mergeSort ( arr , m+1, r ) ;
merge ( arr , l , m, r ) ;
}
}
//Algori thms t ha t s o l v e DLP.
//g^a=h (mod p)
//Note % g i v e s the remainder under d i v i t i o n ( t h ink mod ) .
//The a l gor i thm might g i v e another than Al i ce s e c r e t key in . . .
// . . . D i f f i e−Hellman i f g i s not a genera tor .
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void Shanks_Babystep_Gigantstep_Algorithm (mpz_t ans , mpz_t g , . . .
. . . mpz_t h , mpz_t p){
// s t ep 1 :
//n = 1 + s q r t l ( p ) ;
mpz_t n ;
mpz_init (n ) ;
mpz_sqrt (n , p ) ;
mpz_add_ui(n , n , 1 ) ;
mpz_t temp ;
mpz_init ( temp ) ;
// s t ep 2 :
struct Pair ∗ L i s t 1 = ( struct Pair ∗) . . .
. . . mal loc ( (mpz_get_ui (n)+1)∗ s izeof ( struct Pair ) ) ;
mpz_init ( L i s t 1 [ 0 ] . number ) ;
mpz_set_ui ( L i s t 1 [ 0 ] . number , 1 ) ;
mpz_init ( L i s t 1 [ 0 ] . index ) ;
mpz_set_ui ( L i s t 1 [ 0 ] . index , 0 ) ;
mpz_t i ;
mpz_init_set_ui ( i , 1 ) ;
for ( ; mpz_cmp( i , n)<=0; mpz_add_ui( i , i , 1 ) ){
mpz_init ( L i s t 1 [ mpz_get_ui ( i ) ] . number ) ;
mpz_set ( temp , L i s t 1 [ mpz_get_ui ( i )−1] . number ) ;
mpz_mul( temp , temp , g ) ;
mpz_mod( temp , temp , p ) ;
mpz_set ( L i s t 1 [ mpz_get_ui ( i ) ] . number , temp ) ;
mpz_set ( L i s t 1 [ mpz_get_ui ( i ) ] . index , i ) ;
}
// Steg 3 :
mpz_t gninv ;
mpz_init ( gninv ) ;
mpz_sub_ui ( temp , p , 2 ) ;
mpz_powm( gninv , L i s t 1 [ mpz_get_ui (n ) ] . number , temp , p ) ;
//Fran Fermats l i l l a s a t s .
// Steg 4 :
struct Pair ∗ L i s t 2 = ( struct Pair ∗) . . .
. . . mal loc ( (mpz_get_ui (n)+1)∗ s izeof ( struct Pair ) ) ;
mpz_init ( L i s t 2 [ 0 ] . number ) ;
mpz_set ( L i s t 2 [ 0 ] . number , h ) ;
mpz_init ( L i s t 2 [ 0 ] . index ) ;
mpz_set_ui ( L i s t 2 [ 0 ] . index , 0 ) ;
mpz_set_ui ( i , 1 ) ;
for ( ; mpz_cmp( i , n)<=0; mpz_add_ui( i , i , 1 ) ){
mpz_init ( L i s t 2 [ mpz_get_ui ( i ) ] . number ) ;
mpz_set ( temp , L i s t 2 [ mpz_get_ui ( i )−1] . number ) ;
mpz_mul( temp , temp , gninv ) ;
mpz_mod( temp , temp , p ) ;
mpz_set ( L i s t 2 [ mpz_get_ui ( i ) ] . number , temp ) ;
mpz_set ( L i s t 2 [ mpz_get_ui ( i ) ] . index , i ) ;
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}// Step 5 :
mergeSort ( List1 , 0 , mpz_get_ui (n)−1);
mergeSort ( List2 , 0 , mpz_get_ui (n)−1);
/∗ p r i n t f (" L i s t 1 : " ) ;
mpz_set_ui ( i , 0 ) ;
f o r ( ; mpz_cmp( i , n)<=0; mpz_add_ui( i , i , 1)){
p r i n t f ( " ( " ) ;
mpz_out_str (0 , 10 , L i s t 1 [ mpz_get_ui ( i ) ] . number ) ;
p r i n t f ( " , " ) ;
mpz_out_str (0 , 10 , L i s t 1 [ mpz_get_ui ( i ) ] . index ) ;
p r i n t f (") , " ) ;
}
p r i n t f ("\n\n " ) ;
p r i n t f (" L i s t 2 : " ) ;
mpz_set_ui ( i , 0 ) ;
f o r ( ; mpz_cmp( i , n)<=0; mpz_add_ui( i , i , 1)){
p r i n t f ( " ( " ) ;
mpz_out_str (0 , 10 , L i s t 2 [ mpz_get_ui ( i ) ] . number ) ;
p r i n t f ( " , " ) ;
mpz_out_str (0 , 10 , L i s t 2 [ mpz_get_ui ( i ) ] . index ) ;
p r i n t f (") , " ) ;
}
p r i n t f ("\n\n " ) ; ∗/
mpz_set_ui ( i , 0 ) ;
mpz_t j ;
mpz_init_set_ui ( j , 0 ) ;
//Om ingen matchning .
mpz_set_si ( ans , −1);
int foundAns=0;
while (mpz_cmp( i , n)<0 && mpz_cmp( j , n)<0 && ! foundAns ){
i f (mpz_cmp( L i s t 1 [ mpz_get_ui ( i ) ] . number , . . .
. . . L i s t 2 [ mpz_get_ui ( j ) ] . number)==0){
// Steg 6 :
//ans=Li s t 1 [ i ] . index+Li s t 2 [ j ] . index ∗n ;
mpz_mul( temp , L i s t 2 [ mpz_get_ui ( j ) ] . index , n ) ;
mpz_add( temp , temp , L i s t 1 [ mpz_get_ui ( i ) ] . index ) ;
mpz_set ( ans , temp ) ;
foundAns=1;
}
else i f (mpz_cmp( L i s t 1 [ mpz_get_ui ( i ) ] . number , . . .
. . . L i s t 2 [ mpz_get_ui ( j ) ] . number)<0){
mpz_add_ui( i , i , 1 ) ;
}
else {
mpz_add_ui( j , j , 1 ) ;
}
}
f r e e ( L i s t 1 ) ;
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f r e e ( L i s t 2 ) ;
}
int main ( ){
//A = g^x mod p = g^ans mod p (om ans =/= −1).
mpz_t x ;
mpz_init_set_str (x , "373373123" , 1 0 ) ;
mpz_t g ;
mpz_init_set_str ( g , "1234567" , 1 0 ) ;
mpz_t p ;
mpz_init_set_str (p , " 123456789012345" , 1 0 ) ;
mpz_nextprime (p , p ) ;
p r i n t f ( "p : ␣" ) ;
mpz_out_str (0 , 10 , p ) ;
p r i n t f ( "\n" ) ;
mpz_t A;
mpz_init (A) ;
mpz_powm(A, g , x , p ) ;
mpz_t ans ;
mpz_init ( ans ) ;
Shanks_Babystep_Gigantstep_Algorithm ( ans , g , A, p ) ;
p r i n t f ( "ans : ␣" ) ;
mpz_out_str (0 , 10 , ans ) ;




D.3 Direkt metod för primtalstest & faktorisering
#include <s td i o . h>
#include <gmp . h>
int main ( ) {
mpz_t s , N, i ;
mpz_init ( s ) ;
mpz_init_set_str (N, "1784560567184113099" , 1 0 ) ; // Val j t a l
mpz_init_set_ui ( i , 3 ) ; // s a t t i = 3
mpz_sqrt ( s ,N) ;
i f ( mpz_divisible_ui_p (N, 2 ) ) { // Kont ro l l e ra a t t n ar udda
mpz_out_str ( stdout , 10 , N) ;
p r i n t f ( "␣ ar ␣jamnt , ␣ e j ␣ e t t ␣ pr imta l . \ n" ) ;
return 0 ;
}
// For t s a t t t i l l s v i nar kvadroten av N
while (mpz_cmp( s , i ) > 0) {
i f ( mpz_divisible_p (N, i ) ) {
mpz_out_str ( stdout , 10 , N) ;
p r i n t f ( "␣ ar ␣ e j ␣ e t t ␣ pr imtal , ␣har␣ f ak to r ␣" ) ;
mpz_out_str ( stdout , 10 , i ) ;
p r i n t f ( " . \ n" ) ;
mpz_clears ( s , N, i , NULL) ;
return 0 ;
}
mpz_add_ui( i , i , 2 ) ;
}
mpz_out_str ( stdout , 10 , N) ;
p r i n t f ( "␣ ar ␣ e t t ␣ pr imta l . \ n" ) ;





#include <s td i o . h>
#include <gmp . h>
#include <time . h>
#include <s t d l i b . h>
#include <s td i n t . h>
#include <math . h>
#include <mpfr . h>
void Fermat_Factorizat ion (mpz_t ans , mpz_t n){
mpz_t b ;
mpz_init (b ) ;
mpz_sqrt (b , n ) ;
//Test i f b2=b^2.
mpz_t b2 ;
mpz_init ( b2 ) ;
mpz_mul(b2 , b , b ) ;
//Testa om n=b^2.
i f (mpz_cmp(b2 , n)==0){
mpz_set ( ans , b ) ;
}
else {
//b_i=s q r t (n)+ i .
mpz_add_ui(b , b , 1 ) ;
mpz_t temp ;
mpz_init_set_ui ( temp , 0 ) ;
mpz_t a ;
mpz_init ( a ) ;
mpz_t a2 ;
mpz_init ( a2 ) ;
mpz_t d i f f ;
mpz_init ( d i f f ) ;
while (1 ){
mpz_mul( temp , b , b ) ;
mpz_mod( temp , temp , n ) ;
mpz_sqrt ( a , temp ) ;
mpz_mul( a2 , a , a ) ;
//Testa om a^2=b^2 mod n .
i f (mpz_cmp( a2 , temp)!=0){
mpz_add_ui(b , b , 1 ) ;
continue ;
}
//ans=gcd ( b−a , n ) .
mpz_sub( d i f f , b , a ) ;
mpz_gcd( ans , n , d i f f ) ;
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// I f ans =/= 1 and ans =/= n then ans . . .
. . . i s a f a c t o r o f n .
i f ( ! ( mpz_cmp_ui( ans , 1)==0 . . .










void General_Fermat_Factorization (mpz_t ans , mpz_t n , mpz_t k ){
mpz_t tmp ;
mpz_init (tmp ) ;
mpz_add_ui(tmp , k , 1 ) ;
long kplus1 = mpz_get_ui (tmp ) ;
mpz_t tmp2 ;
mpz_init ( tmp2 ) ;
i f (mpz_root ( tmp2 , n , kplus1 ) ){




mpz_init (b ) ;
mpz_mul(b , k , n ) ;
mpz_sqrt (b , b ) ;
mpz_add_ui(b , b , 1 ) ;
mpz_t temp ;
mpz_init_set_ui ( temp , 0 ) ;
mpz_t a ;
mpz_init ( a ) ;
mpz_t a2 ;
mpz_init ( a2 ) ;
mpz_t d i f f ;
mpz_init ( d i f f ) ;
mpz_t kn ;
mpz_init ( kn ) ;
mpz_mul(kn , n , k ) ;
while (1 ){
mpz_mul( temp , b , b ) ;
mpz_mod( temp , temp , n ) ;
mpz_sqrt ( a , temp ) ;
mpz_mul( a2 , a , a ) ;
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i f (mpz_cmp( a2 , temp)!=0){
mpz_add_ui(b , b , 1 ) ;
continue ;
}
mpz_sub( d i f f , b , a ) ;
mpz_gcd( ans , n , d i f f ) ;
i f ( ! ( mpz_cmp_ui( ans , 1)==0 | | . . .









int main ( ){
mpz_t ans ;
mpz_init ( ans ) ;
mpz_t p ;
mpz_init (p ) ;
mpz_set_str (p , "2" , 1 0 ) ;
mpz_nextprime (p , p ) ;
mpz_out_str (0 , 10 , p ) ;
p r i n t f ( "\n" ) ;
mpz_t d ;
mpz_init (d ) ;
mpz_set_str (d , "100000000" , 1 0 ) ;
mpz_nextprime (d , d ) ;
mpz_out_str (0 , 10 , d ) ;
p r i n t f ( "\n" ) ;
mpz_t k ;
mpz_init ( k ) ;
mpz_set_str (k , "2" , 1 0 ) ;
mpz_out_str (0 , 10 , k ) ;
p r i n t f ( "\n" ) ;
//n=p∗d
mpz_t n ;
mpz_init (n ) ;
mpz_mul(n , p , d ) ;
mpz_out_str (0 , 10 , n ) ;
p r i n t f ( "\n" ) ;
c lock_t s ta r t , end ;
double cpu_time_used ;
s t a r t = c l o ck ( ) ;
Fermat_Factorizat ion ( ans , n ) ;
end = c lock ( ) ;
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cpu_time_used = ( (double ) ( end − s t a r t ) ) / CLOCKS_PER_SEC;
mpz_out_str (0 , 10 , ans ) ;
p r i n t f ( "\n" ) ;
// I f we found a s o l u t i o n .
i f (mpz_cmp_ui( ans , 0)>0){
mpz_t q ;
mpz_init ( q ) ;
mpz_tdiv_q(q , n , ans ) ;
mpz_out_str (0 , 10 , q ) ;
p r i n t f ( "\n" ) ;
}




#include <s td i o . h>
#include <gmp . h>
#include <time . h>
#include <s t d l i b . h>
#include <s td i n t . h>
#include <math . h>
#include <mpfr . h>
//Like the normal f a c t o r i z a t i o n but wi th mod to −n/2 to n/2.
void Improved_dixon (mpz_t ans , mpz_t n , . . .
. . . uint32_t maxPrime , uint32_t nrOfRetr i e s ){
// Berakna Eras to thenes s a l l
mpz_t numbersVector [ maxPrime ] ;
mpz_init_set_si ( numbersVector [ 0 ] , −1);
for ( uint32_t i =1; i<maxPrime ; i++) {
mpz_init_set_ui ( numbersVector [ i ] , i ) ;
}
for ( uint32_t i =2; i<sq r t (maxPrime ) ; i++) {
i f (mpz_cmp_ui( numbersVector [ i ] , 0 ) !=0 ) {
for ( uint32_t j=i ∗2 ; j<maxPrime ; j=j+i ) {




// Ca l cu l a t e the number o f primes .
uint32_t nrOfPrimes=0;
for ( uint32_t i =0; i<maxPrime ; i++) {
i f (mpz_cmp_ui( numbersVector [ i ] , 0 ) !=0 &&.. .




//Our f i n a l pr imevector .
mpz_t primesVector [ nrOfPrimes ] ;
uint32_t r=0;
for ( uint32_t i =0; i<maxPrime ; i++) {
i f (mpz_cmp_ui( numbersVector [ i ] , 0 ) !=0 &&.. .
. . . mpz_cmp_ui( numbersVector [ i ] , 1 ) !=0){




//Number o f b i to choose randomly .
uint32_t nrOfBi=nrOfPrimes+2;
// L i s t o f the b i : s .
mpz_t b i s [ nrOfBi+nrOfRetr i e s ] ;
for ( uint32_t i =0; i<nrOfBi+nrOfRetr i e s ; i++) {
mpz_init ( b i s [ i ] ) ;
}
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State for the random va r i a b l e s .
gmp_randstate_t s t a t e ;
gmp_randinit_mt ( s t a t e ) ;
uint32_t j =0;
mpz_t bi ;
mpz_init ( b i ) ;
mpz_t c i ;
mpz_init ( c i ) ;
mpz_t nDividedBy2 ;
mpz_init ( nDividedBy2 ) ;
mpz_tdiv_q_ui ( nDividedBy2 , n , 2 ) ;
//matrixOfPrimeVectors i s in F_2 and numberedMatrixOfPrimeVectors . . .
. . . i s the exponents in Z .
short matrixOfPrimeVectors [ nrOfPrimes ] [ nrOfBi+nrOfRetr i e s ] ;
short numberedMatrixOfPrimeVectors [ nrOfPrimes ] [ nrOfBi+nrOfRetr i e s ] ;
uint32_t vec to r [ nrOfPrimes+nrOfRetr i e s ] ;
mpz_t ci_copy ;
mpz_init ( ci_copy ) ;
//vectorMod2 i s in F_2 and nrOfPrimesVector i s the exponents in Z .
short vectorMod2 [ nrOfPrimes ] ;
short nrOfPrimesVector [ nrOfPrimes ] ;
//Choose random b i u n t i l the number o f b i i s equa l to nrOfBi .
while ( j<nrOfBi ){
mpz_urandomm( bi , s ta te , n ) ;
mpz_mul( c i , bi , b i ) ;
mpz_mod( c i , c i , n ) ;
//Here we c a l c u l a t e mod from −n/2 to n/2.
i f (mpz_cmp( c i , nDividedBy2 )>0){
mpz_sub( c i , c i , n ) ;
}
// We ar not i n t e r e s t e d in b_i where b_i^2 = 0 mod n .
i f (mpz_cmp_ui( c i , 0)==0){
continue ;
}
//Finding the v e c t o r s o f the primes
mpz_set ( ci_copy , c i ) ;
for ( uint32_t i =0; i<nrOfPrimes ; i++){
vectorMod2 [ i ]=0;
nrOfPrimesVector [ i ]=0;
while ( ( i==0 && (mpz_cmp_ui( ci_copy , 0)<0)) | | . . .
. . . ( i !=0 && mpz_divisible_p ( ci_copy , pr imesVector [ i ] ) ) ) {
vectorMod2 [ i ] ^= 1 ;
nrOfPrimesVector [ i ]++;




// I f c_i i s maxPrime−smooth i t i s save , o the rw i s e i t i s not .
i f (mpz_cmp_ui( ci_copy , 1)==0){
mpz_set ( b i s [ j ] , b i ) ;
for ( uint32_t i =0; i<nrOfPrimes ; i++){
matrixOfPrimeVectors [ i ] [ j ]=vectorMod2 [ i ] ;
numberedMatrixOfPrimeVectors [ i ] [ j ] = . . .





mpz_set_ui ( ans , 0 ) ;
// Var iab l e s f o r the loop :
mpz_t upper l im i t ;
mpz_init ( upper l im i t ) ;
mpz_t indexVector ;
mpz_init ( indexVector ) ;
mpz_t t e s tb ;
mpz_t testTemp ;
mpz_t d i f f ;
mpz_t indexAns ;
mpz_init ( t e s tb ) ;
mpz_init ( testTemp ) ;
mpz_init ( d i f f ) ;
mpz_init ( indexAns ) ;
mpz_t tes tArray ;
mpz_init ( te s tArray ) ;
mpz_t t e s t c ;
mpz_t tempExp ;
mpz_init ( t e s t c ) ;
mpz_init ( tempExp ) ;
//This loop w i l l on ly run ones i f we can f i nd a f a c t o r i z a t i o n
// wi th the b i we have go t t en . Otherwise we w i l l add more b i a t
// the end o f the loop and run i t u n t i l we f i nd the answer .
while (mpz_cmp_ui( ans , 0)==0 && nrOfBi < nrOfPrimes+2+nrOfRetr i e s ){
uint32_t searchingRow=0;
uint32_t searchingRowStart=0;
short tempVect [ nrOfBi ] ;
int foundAOne ;
//Gauss e l im ina t i on o f the matrix .




//Find a row with a 1 .
while ( searchingRow<nrOfPrimes ){
i f ( matrixOfPrimeVectors [ searchingRow ] [ c o l ]==1 & . . .





else i f ( matrixOfPrimeVectors [ searchingRow ] [ c o l ]==1){
//Move i t to the f i r s t row
for ( uint32_t colTemp=0; colTemp<nrOfBi ; . . .
. . . colTemp++){
tempVect [ colTemp ] = . . .
. . . matrixOfPrimeVectors [ searchingRowStart ] [ colTemp ] ;
matrixOfPrimeVectors . . .
. . . [ searchingRowStart ] [ colTemp]=matrixOfPrimeVectors [ searchingRow ] [ colTemp ] ;
matrixOfPrimeVectors . . .










i f ( foundAOne ){
//Add i t to any o ther row with a one in t ha t p l ace .
for ( uint32_t row=0; row<nrOfPrimes ; row++){
i f ( row!= searchingRowStart−1 & . . .
. . . matrixOfPrimeVectors [ row ] [ c o l ]==1){
for ( uint32_t colTemp=0; colTemp < . . .
. . . nrOfBi ; colTemp++){
matrixOfPrimeVectors [ row ] . . .
. . . [ colTemp ]=(matrixOfPrimeVectors [ row ] [ colTemp ] + . . .






// So l v ing Ax=0
//Find f r e e v a r i a b l e s
uint32_t f r e eVa r i a b l e s [ nrOfBi ] ;
uint32_t row=0;
uint32_t nrOfFreeVar iabe l s =0;
int f oundFi r s tP ivot =0;
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for ( uint32_t co l =0; co l<nrOfBi ; c o l++){
i f ( matrixOfPrimeVectors [ row ] [ c o l ]==1){
row++;
f r e eVa r i a b l e s [ c o l ]=0;
}
else {
nrOfFreeVar iabe l s++;
f r e eVa r i a b l e s [ c o l ]=1;
}
}
//Finding spanning v e c t o r s
uint32_t spanningVectors [ nrOfBi ] [ nrOfFreeVar iabe l s ] ;
uint32_t va r i ab l e =0;
uint32_t rowsWithoutPivot ;
for ( uint32_t co l =0; co l<nrOfBi ; c o l++){
rowsWithoutPivot=0;
i f ( f r e eVa r i a b l e s [ c o l ]==1){
for ( uint32_t row=0; row<nrOfBi ; row++){
i f ( co l<row ){
spanningVectors [ row ] [ v a r i ab l e ]=0;
}
else i f ( c o l==row){
spanningVectors [ row ] [ v a r i ab l e ]=1;
}
else i f ( f r e eVa r i a b l e s [ row]==1){




i f ( rowsWithoutPivot>row ){
spanningVectors [ row ] . . .
. . . [ v a r i ab l e ]=0;
}
else {
spanningVectors [ row ] . . .
. . . [ v a r i ab l e ]=




va r i ab l e++;
}
}
//Try a l l combinat ions o f the spanning v e c t o r s .
/∗
Here we w i l l use an i n t e g e r as an array o f b i t s
where a b i t be ing 1 means t ha t we shou ld inc l ude i t and 0
means we shou ld not . The i : th b i t can be r e c i e v ed by
t a k ing ( (The i n t ) & (2 to the power o f i ) ) !=0 .
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Note : we s t a r t a t t e s tArray=1 because
we are not i n t e r e s t e d in the zero vec to r .
∗/
mpz_t upper l im i t ;
mpz_init_set_ui ( upper l imit , 1 ) ;
for ( uint32_t i =0; i<nrOfFreeVar iabe l s ; i++){
mpz_mul_ui( upper l imit , upper l imit , 2 ) ;
}
int boolean ;
short cVector [ nrOfPrimes ] ;
mpz_set_ui ( testArray , 1 ) ;
for ( ; mpz_cmp( testArray , upper l im i t )<0; mpz_add_ui . . .
. . . ( testArray , testArray , 1 ) ){
mpz_set_ui ( testb , 1 ) ;
for ( uint32_t i =0; i<nrOfPrimes ; i++){
cVector [ i ]=0;
}
//Create the t e s t b and cVector
mpz_set_ui ( indexVector , 1 ) ;
for ( uint32_t index=0; index<nrOfFreeVar iabe l s ; index++){
mpz_and( indexAns , testArray , indexVector ) ;
i f (mpz_cmp_ui( indexAns , 0) !=0){
for ( uint32_t row=0; row<nrOfBi ; row++){
i f ( spanningVectors [ row ] [ index ]==1){
mpz_mul( testb , testb , b i s [ row ] ) ;
mpz_mod( testb , testb , n ) ;
for ( uint32_t i =0; i<nrOfPrimes ; i++){
cVector [ i ]= cVector [ i ] + . . .





mpz_mul_ui( indexVector , indexVector , 2 ) ;
}
mpz_set_ui ( t e s t c , 1 ) ;
for ( uint32_t i =0; i<nrOfPrimes ; i++){
i f ( cVector [ i ] !=0){
mpz_powm_ui( tempExp , primesVector [ i ] , cVector [ i ] / 2 , n ) ;
mpz_mul( t e s t c , t e s t c , tempExp ) ;
mpz_mod( t e s t c , t e s t c , n ) ;
}
}
//Try the t e s t b and t e s t c
boolean = mpz_cmp( testb , t e s t c ) !=0 ;
mpz_mul_si ( testTemp , t e s t c , −1);
mpz_add( testTemp , testTemp , n ) ;
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boolean = boolean && mpz_cmp( testb , testTemp ) !=0 ;
i f ( boolean ){
mpz_sub( d i f f , tes tb , t e s t c ) ;
mpz_mod( d i f f , d i f f , n ) ;




// I f we do not f i nd a s o l u t i o n .
i f (mpz_cmp_ui( ans , 0)==0){
j=nrOfBi ;
nrOfBi++;
//Choose random b i u n t i l the number o f b i i s equa l to nrOfBi .
while ( j<nrOfBi ){
mpz_urandomm( bi , s ta te , n ) ;
mpz_mul( c i , bi , b i ) ;
mpz_mod( c i , c i , n ) ;
//Here we c a l c u l a t e mod from −n/2 to n/2.
i f (mpz_cmp( c i , nDividedBy2 )>0){
mpz_sub( c i , c i , n ) ;
}
// We ar not i n t e r e s t e d in b_i where b_i^2 = 0 mod n .
i f (mpz_cmp_ui( c i , 0)==0){
continue ;
}
//Finding the v e c t o r s o f the primes
mpz_set ( ci_copy , c i ) ;
for ( uint32_t i =0; i<nrOfPrimes ; i++){
vectorMod2 [ i ]=0;
nrOfPrimesVector [ i ]=0;
while ( ( i==0 && (mpz_cmp_ui( ci_copy , 0 ) <0 ) ) . . .
. . . | | ( i !=0 && mpz_divisible_p ( ci_copy , primesVector [ i ] ) ) ) {
vectorMod2 [ i ] ^= 1 ;
nrOfPrimesVector [ i ]++;
mpz_divexact ( ci_copy , ci_copy , . . .
. . . pr imesVector [ i ] ) ;
}
}
// I f c_i i s maxPrime−smooth i t i s save , o the rw i s e i t i s not .
i f (mpz_cmp_ui( ci_copy , 1)==0){
mpz_set ( b i s [ j ] , b i ) ;
for ( uint32_t i =0; i<nrOfPrimes ; i++){
matrixOfPrimeVectors [ i ] [ j ] = . . .
. . . vectorMod2 [ i ] ;
numberedMatrixOfPrimeVectors [ i ] [ j ] = . . .








// I f we have used a l l r e t r i e s but have not found a f a c t o r .
i f ( nrOfBi==nrOfPrimes+2+nrOfRetr i e s ){
p r i n t f ( "\nDid␣not␣ f i nd ␣ s o l u t i o n \n\n" ) ;
}
}
int main ( ){
mpz_t ans ;
mpz_init ( ans ) ;
mpz_t p ;
mpz_init (p ) ;
mpz_set_str (p , " 1609161918110111" , 1 0 ) ;
//mpz_nextprime (p , p ) ;
mpz_out_str (0 , 10 , p ) ;
p r i n t f ( "\n" ) ;
mpz_t d ;
mpz_init (d ) ;
mpz_set_str (d , "1109" , 1 0 ) ;
//mpz_nextprime (d , d ) ;
mpz_out_str (0 , 10 , d ) ;
p r i n t f ( "\n" ) ;
//n=p∗d
mpz_t n ;
mpz_init (n ) ;
mpz_mul(n , p , d ) ;
mpz_out_str (0 , 10 , n ) ;
p r i n t f ( "\n" ) ;
//Maxprime=J
uint32_t J=5500;
uint32_t nrOfRetr i e s =10;
c lock_t s ta r t , end ;
double cpu_time_used ;
s t a r t = c l o ck ( ) ;
Dixon ( ans , n , J , nrOfRetr i e s ) ;
end = c lock ( ) ;
cpu_time_used = ( (double ) ( end − s t a r t ) ) / CLOCKS_PER_SEC;
mpz_out_str (0 , 10 , ans ) ;
p r i n t f ( "\n" ) ;
i f (mpz_cmp_ui( ans , 0)>0){
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mpz_t q ;
mpz_init ( q ) ;
mpz_tdiv_q(q , n , ans ) ;
mpz_out_str (0 , 10 , q ) ;
p r i n t f ( "\n" ) ;
}




#include <s td i o . h>
#include <gmp . h>
#include <time . h>
#include <s t d l i b . h>
//Don ’ t care about s i gn .
void gcd (mpz_t ans , mpz_t a , mpz_t b){
mpz_t r ;
mpz_init ( r ) ;
mpz_t temp ;
mpz_init ( temp ) ;
mpz_t a_new ;
mpz_init (a_new ) ;
mpz_t b_new ;
mpz_init (b_new ) ;
mpz_abs(a_new , a ) ;
mpz_abs(b_new , b ) ;
int go_On=1;
while (go_On){
// I f a_new < b_new they sw i t ch p l a c e s .
i f (mpz_cmp(a_new , b_new)<0){
mpz_set ( temp , b_new ) ;
mpz_set (b_new , a_new ) ;
mpz_set (a_new , temp ) ;
}
else {
// r i s the reminder under d i v i t i o n i f you d i v i d e . . .
. . . a_new by b_new .
mpz_tdiv_r ( r , a_new , b_new ) ;
// I f the reminder was 0 we are done .
i f (mpz_cmp_ui( r , 0)==0){




//Otherwise we run i t again but wi th b_new and r .
mpz_set (a_new , b_new ) ;





void Rho_func (mpz_t value , mpz_t n){
// f ( x)=x^2+1 mod n .
mpz_mul( value , value , va lue ) ;
mpz_add_ui( value , value , 1 ) ;
mpz_mod( value , value , n ) ;
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}void pollard_Rho_algorithm_two_steps (mpz_t ans , mpz_t X, mpz_t n){
mpz_t Y;
mpz_init_set (Y, X) ;
mpz_t d i f f ;
mpz_init ( d i f f ) ;
int go_On=1;
while (go_On){
//x_{ i+1}=f ( x_i )
//y_{ i+1}=f ( f ( y_i ) )
Rho_func (X, n ) ;
Rho_func (Y, n ) ;
Rho_func (Y, n ) ;
//ans = gcd ( x_i − y_i , n)
mpz_sub( d i f f , X, Y) ;
mpz_gcd( ans , d i f f , n ) ;
// I f ans =/= 1 and ans =/= n then ans i s a f a c t o r o f n .





void pollard_Rho_algorithm_two_steps_own_gcd (mpz_t ans , mpz_t X, mpz_t n){
mpz_t Y;
mpz_init_set (Y, X) ;
mpz_t d i f f ;
mpz_init ( d i f f ) ;
int go_On=1;
while (go_On){
//x_{ i+1}=f ( x_i )
//y_{ i+1}=f ( f ( y_i ) )
Rho_func (X, n ) ;
Rho_func (Y, n ) ;
Rho_func (Y, n ) ;
//ans = gcd ( x_i − y_i , n)
mpz_sub( d i f f , X, Y) ;
gcd ( ans , d i f f , n ) ;
// I f ans =/= 1 and ans =/= n then ans i s a f a c t o r o f n .





int check_if_binary (mpz_t k ){
mpz_t q ;
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mpz_init_set (q , k ) ;
mpz_t r ;
mpz_init ( r ) ;
//Divide k by 2 u n t i l i t i s not d i v i s i b l e by 2 ( not b inary ) . . .
. . . or you reach 1 ( binary ) .
while (mpz_cmp_ui(q , 1)>0){
mpz_tdiv_qr_ui (q , r , q , 2 ) ;






void pollard_Rho_algorithm_binary_slow (mpz_t ans , mpz_t X, mpz_t n){
mpz_t k_plus_1 ;
mpz_init_set_ui ( k_plus_1 , 1 ) ;
mpz_t Xk ;
mpz_init_set (Xk, X) ;
mpz_t Xj ;
mpz_init_set (Xj , X) ;
mpz_t d i f f ;
mpz_init ( d i f f ) ;
int go_On=1;
while (go_On){
Rho_func (Xk, n ) ;
mpz_add_ui( k_plus_1 , k_plus_1 , 1 ) ;
//ans=gcd (Xk−Xj , n)
mpz_sub( d i f f , Xk , Xj ) ;
mpz_gcd( ans , d i f f , n ) ;
// I f ans =/= 1 and ans =/= n then ans i s a f a c t o r o f n .
i f ( ! ( mpz_cmp_ui( ans , 1)==0 | | mpz_cmp( ans , n)==0)){
go_On=0;
}
// I f k_plus_1 i s b inary then k=2^h−1 f o r some h .
i f ( check_if_binary ( k_plus_1 ) ){




void pollard_Rho_algorithm_binary (mpz_t ans , mpz_t X, mpz_t n){
mpz_t j_plus_1 ;
mpz_init_set_ui ( j_plus_1 , 1 ) ;
// j_plus_1 = 2^h , steps_unti l_change_j = 2^(h+1) − k
mpz_t steps_unti l_change_j ;
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mpz_init_set ( steps_until_change_j , j_plus_1 ) ;
mpz_t Xk ;
mpz_init_set (Xk, X) ;
mpz_t Xj ;
mpz_init_set (Xj , X) ;
mpz_t d i f f ;
mpz_init ( d i f f ) ;
int go_On=1;
while (go_On){
Rho_func (Xk, n ) ;
mpz_sub_ui ( steps_until_change_j , steps_until_change_j , 1 ) ;
//ans=gcd (Xk−Xj , n)
mpz_sub( d i f f , Xk , Xj ) ;
mpz_gcd( ans , d i f f , n ) ;
// I f ans =/= 1 and ans =/= n then ans i s a f a c t o r o f n .
i f ( ! ( mpz_cmp_ui( ans , 1)==0 | | mpz_cmp( ans , n)==0)){
go_On=0;
}
// I f s teps_unti l_change_j=0 then i t i s time to update . . .
. . . j_plus_1 = 2^h to 2^(h+1).
//This means t ha t steps_unti l_change_j = 2^(h+2) − k . . .
. . .= 2^(h+2) − 2^(h+1) = 2^(h+1) = j_plus_1 .
i f (mpz_cmp_ui( steps_until_change_j , 0)==0){
mpz_set (Xj , Xk ) ;
mpz_mul_ui( j_plus_1 , j_plus_1 , 2 ) ;




int main ( ){
//n=p∗d , X=X_0, f ( x)=x^2+1.
mpz_t p ;
mpz_init (p ) ;
mpz_set_str (p , " 1609161918110111" , 1 0 ) ;
//mpz_nextprime (p , p ) ;
mpz_out_str (0 , 10 , p ) ;
p r i n t f ( "\n" ) ;
mpz_t d ;
mpz_init (d ) ;
mpz_set_str (d , "1109" , 1 0 ) ;
//mpz_nextprime (d , d ) ;
mpz_out_str (0 , 10 , d ) ;
p r i n t f ( "\n" ) ;
mpz_t n ;
mpz_init (n ) ;
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mpz_mul(n , p , d ) ;
mpz_out_str (0 , 10 , n ) ;
p r i n t f ( "\n" ) ;
mpz_t X;
mpz_init_set_ui (X, 1 ) ;
mpz_out_str (0 , 10 , X) ;
p r i n t f ( "\n" ) ;
mpz_t ans ;
mpz_init_set_ui ( ans , 0 ) ;
mpz_out_str (0 , 10 , ans ) ;
p r i n t f ( "\n" ) ;
c lock_t s ta r t , end ;
double cpu_time_used ;
s t a r t = c l o ck ( ) ;
pollard_Rho_algorithm_two_steps ( ans , X, n ) ;
end = c lock ( ) ;
cpu_time_used = ( (double ) ( end − s t a r t ) ) / CLOCKS_PER_SEC;
mpz_out_str (0 , 10 , ans ) ;
p r i n t f ( "\n" ) ;
mpz_t q ;
mpz_init ( q ) ;
mpz_tdiv_q(q , n , ans ) ;
mpz_out_str (0 , 10 , q ) ;
p r i n t f ( "\n" ) ;




#include <s td i o . h>
#include <s t d l i b . h>
#include <math . h>
#include <s td i n t . h>
#include <gmp . h>
#include <mpfr . h>
int main ( ) {
// Steg 0 : i n i t i a l i s e r a v a r i a b l e r
uint32_t sieveMax , count , antalPrim ;
mpz_t N, sqrtN , square , B, tmp , faktor , x , y , d ;
mpz_inits ( square , B, faktor , tmp , x , y , NULL) ;
mpz_init_set_ui (d , 1 ) ;
/∗∗∗ Har ar a l l a v a r i a b l e r man s t a l l e r in manue l l t . ∗∗∗/
// V i l l man t e s t a "pa r i k t i g t " s a t t ena va r i a b e l n nedan
// t i l l 1 och den andra t i l l t a l e t som ska f a k t o r i s e r a s .
// Nagra exempel pr imta l f o r a t t t e s t
mpz_init_set_str (N, "502217" , 1 0 ) ; //502217 1613 2143 1609161918110111
mpz_init_set_str (tmp , "2087" , 1 0 ) ; //524287 2087 1109 1510553619999637
uint32_t kandidatMax=200000; // Hur manga t a l v i s a l l a r
uint32_t l inDep=10; // Hur manga ex t ra t a l v i l l v i h i t t a ?
/∗∗∗ ∗∗∗/
mpz_mul(N, N, tmp ) ;
mpz_t xKandidat [ kandidatMax ] , yKandidat [ kandidatMax ] ; // Kandida t ta l
for ( uint32_t i =0; i<kandidatMax ; i++) {
mpz_init ( xKandidat [ i ] ) ;
mpz_init ( yKandidat [ i ] ) ;
}
// Rakna ut upper bound B fo r a t t v a l j a ut B−g l a t t a t a l .
// B=c e i l ( s q r t ( e^( s q r t ( ln n ∗ l n ln n ) ) ) )
mpfr_t LofN , lnN ;
mpfr_inits (LofN , lnN , NULL) ;
mpfr_set_z ( lnN , N, MPFR_RNDD) ;
mpfr_log ( lnN , lnN , MPFR_RNDD) ;
mpfr_log (LofN , lnN , MPFR_RNDD) ;
mpfr_mul (LofN , LofN , lnN , MPFR_RNDD) ;
mpfr_sqrt (LofN , LofN , MPFR_RNDD) ;
mpfr_exp (LofN , LofN , MPFR_RNDD) ;
mpfr_sqrt (LofN , LofN , MPFR_RNDU) ;
mpfr_get_z (B, LofN , MPFR_RNDU) ;
mpfr_clears (LofN , lnN , NULL) ;
i f (mpz_cmp_ui(B, 4294967295) > 0) {
sieveMax=4294967295; // Av imp l emente r ing s ska l begransar v i
} // oss t i l l max f o r en 32 b i t in t ,
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else i f (mpz_cmp_ui(B,120) <0) { // v i har aven en minimigrans f o r a t t





// Steg 1 : Berakna fak t o r ba s en med h j a l p av Eras to thenes s a l l
uint32_t s i eveTab le [ sieveMax ] ;
for ( uint32_t i =0; i<sieveMax ; i++) {
s i eveTab le [ i ]= i ;
}
for ( uint32_t i =2; i<sq r t ( sieveMax ) ; i++) {
i f ( s i eveTab le [ i ] !=0) {
for ( uint32_t j=i ∗2 ; j<sieveMax ; j=j+i ) {





for ( uint32_t i =3; i<sieveMax ; i++) { // Rakna an t a l e t pr imta l ,
i f ( s i eveTab le [ i ] != 0) { // Och b e h a l l bara de med
i f (mpz_kronecker_ui (N, s i eveTab le [ i ])==1) {
antalPrim++; // Legendre (N, p)=1.
}
else {




uint32_t faktorBas [ antalPrim ] ;
count=0;
// Varan s l u t g i l t i g a f a k t o r b a s
for ( uint32_t i =2; i<sieveMax ; i++) {
i f ( s i eveTab le [ i ] !=0) {




// Steg 2 : S a l l a sekvensen x^2−N fo r g l a t t a t a l .
mpz_t xVec [ antalPrim+linDep ] ;
mpz_t yVec [ antalPrim+linDep ] ;
for ( uint32_t i =0; i<antalPrim+linDep ; i++) {
mpz_init ( xVec [ i ] ) ;
mpz_init ( yVec [ i ] ) ;
}
uint32_t aVec1 [ antalPrim ] ; // Star tvarden f o r s a l l e t , v a r j e t a l
uint32_t aVec2 [ antalPrim ] ; // har tva s t .
for ( uint32_t i =0; i<antalPrim ; i++) {
aVec1 [ i ]=0;
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aVec2 [ i ]=0;
}
count=0;
mpz_set_ui (tmp , 0 ) ;
// Medan v i i n t e har t i l l r a c k l i g t med g l a t t a polynom
while ( count < antalPrim+linDep ) {
for ( uint32_t j =0; j<kandidatMax ; j++) { // Fy l l l i s t a n med kand ida te r
mpz_add_ui(tmp , tmp , 1 ) ;
mpz_root ( sqrtN , N, 2 ) ;
mpz_add( sqrtN , sqrtN , tmp ) ;
mpz_set ( xKandidat [ j ] , sqrtN ) ;
mpz_pow_ui( sqrtN , sqrtN , 2 ) ;
mpz_sub( yKandidat [ j ] , sqrtN ,N) ;
}
// Hi t ta s t a r t va rden f o r s a l l e t
for ( uint32_t j =0; j<antalPrim ; j++) {
for ( uint32_t k=0; k<kandidatMax ; k++) {
i f ( mpz_divisible_ui_p ( yKandidat [ k ] , faktorBas [ j ] ) ) {
aVec1 [ j ]=k ;
for ( uint32_t l=k+1; l<kandidatMax ; l++) {
i f ( mpz_divisible_ui_p ( yKandidat [ l ] , faktorBas [ j ] ) ) {








for ( uint32_t j =0; j<antalPrim ; j++) {
mpz_set_ui ( faktor , faktorBas [ j ] ) ;
for ( uint32_t l=aVec1 [ j ] ; l<kandidatMax ; l=l+faktorBas [ j ] ) {
mpz_remove( yKandidat [ l ] , yKandidat [ l ] , f a k t o r ) ;
}
for ( uint32_t l=aVec2 [ j ] ; l<kandidatMax ; l=l+faktorBas [ j ] ) {
mpz_remove( yKandidat [ l ] , yKandidat [ l ] , f a k t o r ) ;
}
}
for ( uint32_t j =0; j<kandidatMax ; j++) {
i f ( !mpz_cmp_ui( yKandidat [ j ] , 1 ) ) {
mpz_set ( xVec [ count ] , xKandidat [ j ] ) ;
mpz_pow_ui( sqrtN , xVec [ count ] , 2 ) ;
mpz_sub( yVec [ count ] , sqrtN ,N) ;
count++;
}





// Steg 3 : Skapa matr is med exponentvek torer , radreducera
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// f o r a t t h i t t a k v ad r a t i s k kongruens .
uint32_t ∗ exponentMatrix = ( uint32_t ∗) mal loc . . .
. . . ( ( antalPrim+linDep ) ∗ antalPrim ∗ s izeof ( uint32_t ) ) ;
for ( uint32_t i =0; i <(antalPrim ∗( antalPrim+linDep ) ) ; i++) {
∗( exponentMatrix+i )=0;
}
for ( uint32_t i =0; i<antalPrim+linDep ; i++) {
for ( uint32_t j =0; j<antalPrim ; j++) {
i f ( mpz_divisible_ui_p ( yVec [ i ] , faktorBas [ j ] ) ) {
mpz_set_ui ( faktor , faktorBas [ j ] ) ;





uint16_t ∗ reducedMatrix = ( uint16_t ∗) mal loc ( ( antalPrim+linDep ) ∗ . . .
. . . antalPrim ∗ s izeof ( uint16_t ) ) ;
for ( uint32_t i =0; i <(antalPrim+linDep )∗ antalPrim ; i++) {
∗( reducedMatrix+i )=∗( exponentMatrix+i )%2;
}
uint16_t ∗ h i s toryMatr ix = ( uint16_t ∗) mal loc ( ( antalPrim+linDep ) ∗ . . .
. . . ( antalPrim+linDep ) ∗ s izeof ( uint16_t ) ) ;
for ( uint32_t i =0; i <(antalPrim+linDep )∗ ( antalPrim+linDep ) ; . . .
. . . i=i+antalPrim+linDep+1) {
∗( h i s toryMatr ix+i )=1;
}
uint16_t on e t o t h e l e f t =0;
uint32_t startRow=0, row=0;
for ( uint32_t co l =0; co l<antalPrim ; c o l++) {
on e t o t h e l e f t =0;
row=startRow ;
while ( ! ∗ ( reducedMatrix+row∗antalPrim+co l)&&row<antalPrim+linDep ) {
row++;
}
i f ( c o l ) {
for ( uint32_t i =0; i<co l ; i++) {
i f (∗ ( reducedMatrix+row∗antalPrim+i ) ) {




// Om det i n t e fanns nagon e t t a i kolonnen gar v i t i l l nasta












for ( uint32_t i =0; i<antalPrim+linDep ; i++) {
i f (∗ ( reducedMatrix+i ∗antalPrim+co l)&&i !=row ) {
for ( uint32_t j =0; j<antalPrim+linDep ; j++) {
∗( h i s toryMatr ix+i ∗( antalPrim+linDep)+ j )= . . .
. . . ( ∗ ( h i s toryMatr ix+i ∗( antalPrim+linDep)+ j )+ . . .
. . . ( ∗ ( h i s toryMatr ix+row ∗( antalPrim+linDep)+ j )))%2;
}
for ( uint32_t j =0; j<antalPrim ; j++) {
∗( reducedMatrix+i ∗antalPrim+j )= . . .
. . . ( ( ∗ ( reducedMatrix+row∗antalPrim+j )+ . . .






// Steg 4 : T i t t a e f t e r no l l r a d i radreducerad matr is
// h i s t o ryMat r i x l a t e r oss se v i l k a rader som summeras




// done markerar om v i f a r t r i v i a l f a k t o r
while ( ! done ) {
for ( uint32_t i =0; i<antalPrim ; i++) {
yExpVec [ i ]=0; // Rensa denna vek torn va r j e loop
}
// Hi t ta n o l l rad
for ( uint32_t row=nollRad ; row<antalPrim+linDep ; row++) {
sum=0;
for ( uint32_t co l =0; co l<antalPrim ; c o l++) {
sum=sum+(∗( reducedMatrix+row∗antalPrim+co l ) ) ;
}





//Skapa exponentvek torn f o r s l u t g i l t i g a y samt skapa x
mpz_set_ui (x , 1 ) ;
for ( uint32_t whichY=0; whichY<antalPrim+linDep ; whichY++) {
i f (∗ ( h i s to ryMatr ix + nollRad ∗( antalPrim+linDep)+whichY ) ) {
for ( uint32_t primeIndex=0; primeIndex<antalPrim ; primeIndex++) {
yExpVec [ primeIndex ]=yExpVec [ primeIndex ] + . . .
. . . ( ∗ ( exponentMatrix+whichY∗( antalPrim)+primeIndex ) ) ;
}
mpz_mul(x , x , xVec [ whichY ] ) ;
}
}
mpz_mod(x , x ,N) ;
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// Skapa y
mpz_set_ui (y , 1 ) ;
for ( uint32_t i =0; i<antalPrim ; i++) {
yExpVec [ i ]=yExpVec [ i ] / 2 ; //Forst t a r v i ro ten ur
mpz_ui_pow_ui(tmp , faktorBas [ i ] , yExpVec [ i ] ) ;
mpz_mul(y , y , tmp ) ;
}
mpz_mod(y , y ,N) ;
mpz_sub(x , x , y ) ;
mpz_gcd(d , x ,N) ; // Vart svar , kand ida t f a k t o rn
done=1;
nol lRad++;
i f ( !mpz_cmp_ui(d , 1 ) ) { // Leta e f t e r t r i v i a l a f a k t o r e r
done=0;
}
else i f ( !mpz_cmp(d ,N)){
done=0;
}




p r i n t f ( "N=␣" ) ;
mpz_out_str ( stdout , 1 0 ,N) ;
putchar ( ’ \n ’ ) ;
p r i n t f ( " faktorBas : " ) ;
for ( uint32_t i =0; i<antalPrim ; i++) {
p r i n t f ( "␣%d" , faktorBas [ i ] ) ;
}
p r i n t f ( "\n\nMatris ␣av␣ exponentvektorer : \ n" ) ;
for ( uint32_t i =0; i<antalPrim + linDep ; i++) {
for ( uint32_t j =0; j<antalPrim ; j++) {
p r i n t f ( "%d␣" , ∗( exponentMatrix + i ∗( antalPrim)+ j ) ) ;
}
putchar ( ’ \n ’ ) ;
}
p r i n t f ( "\n␣\n␣xVec=,␣␣␣␣␣␣␣␣yVec=\n" ) ;
for ( uint32_t i =0; i<antalPrim+linDep ; i++) {
mpz_out_str ( stdout , 10 , xVec [ i ] ) ;
p r i n t f ( "␣␣␣␣" ) ;
mpz_out_str ( stdout , 10 , yVec [ i ] ) ;
putchar ( ’ \n ’ ) ;
}
p r i n t f ( "\n␣aVec1=" ) ;
for ( uint32_t i =0; i<antalPrim ; i++) {
p r i n t f ( "␣%d" , aVec1 [ i ] ) ;
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}
p r i n t f ( "\n␣aVec2=" ) ;
for ( uint32_t i =0; i<antalPrim ; i++) {
p r i n t f ( "␣%d" , aVec2 [ i ] ) ;
}
p r i n t f ( "\n\nRadreducerad␣matr i s : \ n" ) ;
for ( uint32_t i =0; i<antalPrim +linDep ; i++) {
for ( uint32_t j =0; j<antalPrim ; j++) {
p r i n t f ( "%d␣" , ∗( reducedMatrix + i ∗( antalPrim)+ j ) ) ;
}
putchar ( ’ \n ’ ) ;
}
p r i n t f ( "\ nH i s t o r i emat r i s : \ n" ) ;
for ( uint32_t i =0; i<antalPrim +linDep ; i++) {
for ( uint32_t j =0; j<antalPrim+linDep ; j++) {
p r i n t f ( "%d␣" , ∗( h i s toryMatr ix + i ∗( antalPrim+linDep)+ j ) ) ;
}
putchar ( ’ \n ’ ) ;
}
p r i n t f ( "\nnollRad=%d\n" , nollRad −1);
p r i n t f ( "\nyExpVec=" ) ;
for ( uint32_t i =0; i<antalPrim ; i++) {
p r i n t f ( "␣%d" ,yExpVec [ i ] ) ;
}
p r i n t f ( "\nx=" ) ;
mpz_out_str ( stdout , 10 , x ) ;
p r i n t f ( " , ␣y=" ) ;
mpz_out_str ( stdout , 1 0 , y ) ;
p r i n t f ( " , ␣gcd (x−y ,N)=Faktor=" ) ;
mpz_out_str ( stdout , 1 0 , d ) ;
putchar ( ’ \n ’ ) ;





us ing System ;
us ing System . Co l l e c t i o n s . Generic ;
us ing System . Linq ;
us ing System . Text ;
us ing System . Threading . Tasks ;
us ing System . Numerics ;
namespace Ked j eb rak s f ak to r i s en ing
{
c l a s s Program
{
// ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ Legendre symbol ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
List<sbyte> tab2 = new List<sbyte> { 0 , 1 , 0 , −1, 0 , −1, 0 , 1 } ;
sbyte v = 0 ;
int kre tur = 0 ;
int r e s ;
int a ;
p r i va t e int Legendre ( int b , B ig Intege r N)
// Returnerar 0 om (N/p)=−1, 1 annars .
{
//Console . WriteLine (" Legendre "+ N) ;
//2
v = 0 ;
kre tur = 1 ;
//3
//Console . WriteLine (" i s t e g 3 : N=" + N + " a=" + a + " b=" + b ) ;
a = ( int ) (N % b ) ;
//4
while ( t rue )
{
//Console . WriteLine ("N="+N+" b="+b ) ;
i f ( a == 0)
{
i f (b > 1) { return 0 ; }
i f (b == 1) { return kre tur ; }
}
//5
v = 0 ;
while ( a % 2 == 0)
{
v++;
a = a / 2 ;
}
i f ( v % 2 == 1)
{
kre tur = kre tur ∗ tab2 [ b % 8 ] ;




r e s = b − a ;
i f ( r e s > 0)
{
i f ( (2 & b & a ) > 0) { kre tur = −kre tur ; }
// k = k ∗ ( i n t )Math .Pow(−1, (N − 1) ∗ ( b − 1) / 4 ) ;
b = a ;
a = r e s ;
}
else
{ a = −r e s ; }
}
}
// ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ Tria l and Error ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
List<BigInteger> qF = new List<BigInteger >() ;
B ig Intege r fp ;
p r i va t e Lis t<BigInteger> TrialAndError ( B ig Intege r Q, Lis t<BigInteger > . . .
. . . Pr imta lL i s ta )
{
qF . Clear ( ) ;
while (Q != FirstPr ime (Q) )
{
//Console . WriteLine (" I W") ;
fp = FirstPr ime (Q) ;
qF .Add( fp ) ;
Q = Q / fp ;
}
qF .Add(Q) ;
B ig Intege r FirstPr ime ( B ig Intege r K)
{
fo r each ( B ig Intege r p in Pr imta lL i s ta )
{
//Console . WriteLine (" Tr ia l 2 "+ p+" " ) ;







//Console . WriteLine (" QFakoriser ing k l a r " ) ;
return qF ;
}
// ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ Eratos t enes S o l l ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
pr i va t e Lis t<BigInteger> Era to s thene sSo l l ( int n)
{
//Console . WriteLine ("ERA "+n ) ;
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DateTime s t = DateTime .Now;
Lis t<BigInteger> primvekt = new List<BigInteger >() ;
L i s t<BigInteger> ErasResu l tat = new List<BigInteger >() ;
B ig Intege r nsq = Sqrt (n ) ;
// l i s t a a l l a t a l tom n
for ( int i = 0 ; i < n ; i++) { primvekt .Add( i ) ; }
//Rensa mu l t i p l a r
for ( int i = 0 ; i < nsq ; i++)
{
//Console . WriteLine (" pr imvekt= " + primvekt [ i ]+" i= "+i+" nsq= "+nsq ) ;
i f ( primvekt [ i ] > 1)
{
for ( int j = i + i ; j < n ; j = j + i )
{




primvekt [ 0 ] = 0 ;
primvekt [ 1 ] = 0 ;
for ( int i = 3 ; i < primvekt . Count − 1 ; i++)
{
//Console . WriteLine ( pr imvekt [ i ] ) ;
i f ( primvekt [ i ] > 2 && Legendre ( ( int ) primvekt [ i ] , NN) == −1)
{
//Console . WriteLine ("∗∗∗∗ s o l l " + primvekt [ i ] ) ;
primvekt [ i ] = 0 ;
}
}
//Rensa no l l o r och baka ihop
for ( int i = 0 ; i < n ; i++)
{
i f ( primvekt [ i ] != 0) { ErasResu l tat .Add( primvekt [ i ] ) ; }
}
DateTime t t = DateTime .Now;
//Console . WriteLine ("Tid Era t o s t h ene sSo l l " + ( t t − s t ) . M i l l i s e c ond s ) ;
// foreach ( i n t pr in primvekt )
//{ Console . WriteLine ( pr ) ; }
//Console . WriteLine (" Era tos tenes k l a r t ! " + ErasResu l ta t . Count ) ;
return ErasResu l tat ;
}
// ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ Roten ur ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
List<BigInteger> kvoter = new List<BigInteger >() ;
pub l i c B ig Intege r Sqrt ( B ig Intege r n)
{
//Console . WriteLine ("Roten ur " + n ) ;
//Console . WriteLine ("n="+n ) ;
Big Intege r X0 = 0 ;
B ig Intege r X1 = n ;
int i = 0 ;
while (X0 != X1)
{
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X0 = X1 ;
X1 = X0 − ( B ig Intege r .Pow(X0 , 2) − n) / (2 ∗ X0 ) ;
i++;
}
while ( ! ( B ig Intege r .Pow(X1 , 2) <= n && BigIntege r .Pow(X1 + 1 , 2) > n ) )
{
//Console . WriteLine ( B ig In t eger .Pow(X1, 2) + "\ t " + Big In teger .Pow . . .
. . . ( X1 + 1 , 2 ) ) ;
i f ( B ig Intege r .Pow(X1 + 1 , 2) < n) { X1++; }
i f ( B ig Intege r .Pow(X1 , 2) > n) { X1−−; }
//Console . WriteLine (" s q r t 3") ;
}
//Console . WriteLine ( i ) ;
return X1 ;
}
Lis t<BigInteger> Q = new List<BigInteger >() ;
L i s t<BigInteger> P = new List<BigInteger >() ;
L i s t<BigInteger> r = new List<BigInteger >() ;
L i s t<BigInteger> q = new List<BigInteger >() ;
L i s t<BigInteger> A = new List<BigInteger >() ;
L i s t<BigInteger> QfaktorerTemp = new List<BigInteger >() ;
L i s t<List<BigInteger>> Qfaktorer = new List<List<BigInteger >>();
B ig Intege r NN;
int k = 0 ;
// ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ Fak t o r i s e r i n g ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
void QF( Big Intege r N)
{
Console . WriteLine ( "QF" ) ;
NN = N;
int varv = 1200 ;
int l im i t =800;
B ig Intege r r e s u l t a t = 1 ;
B ig Intege r g ;
bool f o r t s a t t = true ;
L i s t<BigInteger> Primtal = new List<BigInteger >() ;
L i s t<List<bool>> expoMatris = new List<List<bool >>();
L i s t<int> indexVektor = new List<int >();
bool nyVektor = f a l s e ;
L i s t<bool> Li = new List<bool >() ;
Console . WriteLine ( "N=␣␣␣␣␣" + N) ;
Console . WriteLine ( "Limit=␣" + l im i t ) ;
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Console . WriteLine ( "Varv=␣␣" + varv ) ;
int numberOfRows = Primtal . Count ;
Console . WriteLine ( "NoRows=␣" + numberOfRows ) ;
while ( f o r t s a t t )
{
Q. Clear ( ) ; P . Clear ( ) ; r . Clear ( ) ;
q . Clear ( ) ;A. Clear ( ) ; Qfaktorer . Clear ( ) ;
expoMatris . Clear ( ) ; Primtal . Clear ( ) ; indexVektor . Clear ( ) ;
k++;





//Console . WriteLine ("K=" + k ) ;
Primtal = Era to s thene sSo l l ( l im i t ) ;
Primtal . I n s e r t (0 ,−1) ;
g = Sqrt ( k ∗ N) ;
//PrimBas = Era t o s t h ene sSo l l ( g ) ;
A.Add ( 0 ) ; //−2
A.Add ( 1 ) ; //−1
Q.Add ( 0 ) ; //−2 . . . . nonsens
Q.Add(k ∗ N) ; //−1
Q.Add ( 1 ) ; //0
r .Add ( 0 ) ; //−2 . . . . . nonsens
r .Add( g ) ; // −1
P.Add ( 0 ) ; // − 2 . . . . . . nonsens
P.Add ( 0 ) ; // − 1 . . . . . . . . nonsens
P.Add ( 0 ) ; // 0
q .Add ( 0 ) ; // −2 . . . . nonsens
q .Add ( 0 ) ; // −1 . . . . nonsens
Qfaktorer .Add(new List<BigInteger >() ) ; //−2 nonsens ;
Qfaktorer .Add(new List<BigInteger >() ) ; //−1 nonsens ;
Qfaktorer .Add(new List<BigInteger >() ) ; // 0 nonsens ;
//Console . WriteLine ("n\ t g+Pn\tQn\ tqn \ trn \tA(n−1)\ t \ tQnfact " ) ;
int i = 1 ;
while ( i < varv | | expoMatris . Count < numberOfRows + 2)
{
i++;
//Console . WriteLine ("Varv nr " + i +" ,K= "+k ) ;
q .Add( Big Intege r . Divide ( g + P[ i ] , Q[ i ] ) ) ;
r .Add( B ig Intege r . Remainder ( g + P[ i ] , Q[ i ] ) ) ;
A.Add( Big Intege r . Remainder (q [ i ] ∗ A[ i − 1 ] + A[ i − 2 ] , N) ) ;
P .Add( g − r [ i ] ) ;
Q.Add(Q[ i − 1 ] + q [ i ] ∗ ( r [ i ] − r [ i − 1 ] ) ) ;
i f ( i > 2)
{
//Console . WriteLine ("TAE " + Q[ i ] ) ;
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Qfaktorer .Add( TrialAndError (Q[ i ] , Primtal ) ) ;
}
// ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ExponentMatris ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
nyVektor = f a l s e ;
f o r each ( B ig Intege r Qfaktor in Qfaktorer [ i ] )
{
//Console . Write ( Qfaktor + "\ t " ) ;
i f ( Qfaktorer [ i ] [ Qfaktorer [ i ] . Count − 1 ] < l im i t &&.. .
. . . Qfaktorer [ i ] . Count !=1)
{ nyVektor = true ; }
}
i f ( nyVektor ) //∗∗∗Gor en ny vek t o r t i l l expomatr is ∗∗∗
{
//Console . WriteLine ("Gor ny vektor , " +expoMatris . Count ) ;
indexVektor .Add( i ) ;
bool udda = Math .Pow(−1 , i ) == −1;
expoMatris .Add(new List<bool >() ) ;
f o r each ( B ig Intege r p in Primtal )
{
expoMatris [ expoMatris . Count−1] .Add . . .
. . . ( p == −1 ? udda : f a l s e ) ;
}
f o r each ( B ig Intege r Qfakt in Qfaktorer [ i ] )
{
expoMatris [ expoMatris . Count − 1 ] [ Primtal . IndexOf ( Qfakt ) ] = . . .





// ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ Extend h i s t o r y companion matrix ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
int compainionStart = expoMatris [ 0 ] . Count ;
int j = 0 ;
//Console . WriteLine ("Gor h i s t o r y companion " ) ;
f o r each ( Lis t<bool> Rad in expoMatris )
{
for ( int ku = 0 ; ku < expoMatris . Count ; ku++)
{
i f ( ku == j ) { expoMatris [ j ] . Add( t rue ) ; }





int kn = 0 ;
/∗
//∗∗∗∗∗∗∗∗∗∗∗ Skr i v ut expomatr ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
Console . WriteLine ("Expmatr " ) ;
fo reach ( Lis t<bool> L in expoMatris )
{
Console . Write ( ( indexVektor [ kn ] − 2) + "\ t " ) ;
kn++;
foreach ( boo l b in L)
{
Console . Write ( b + "\ t " ) ;
}
Console . Write ("\n " ) ;
}
∗/
// ∗∗∗∗∗∗∗∗∗∗∗∗∗ Radreducering ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
int r j = compainionStart ;
int m = expoMatris . Count ;
int totLangd = expoMatris [ 0 ] . Count ;
bool EttorFinns = f a l s e ;
Console . WriteLine ( " radreducerar ␣k=" + k ) ;
while ( r j > 0)
{
j = 0 ;




i f ( expoMatris [ j ] [ r j − 1 ] )
{
for ( int ku = j + 1 ; ku < m; ku++)
{
i f ( expoMatris [ ku ] [ r j − 1 ] )
{
// k o l l a n o l l o r e f t e r
EttorFinns = f a l s e ;
for ( int q = r j ; q < compainionStart − 1 ; q++)
{
EttorFinns = EttorFinns | | expoMatris [ ku ] [ q ] ;
}
i f ( ! EttorFinns )
{
for ( int h = 0 ; h < totLangd ; h++)
{
expoMatris [ ku ] [ h ] = . . .










Console . WriteLine ("∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗");
Console . Write ("\ t " ) ;
fo reach ( Big In t ege r p in Primtal )
{
Console . Write ( p + "\ t " ) ;
}
Console . Write ("\n " ) ;
kn = 0;
//∗∗∗∗∗∗∗∗∗∗∗ Skr i v ut expomatr matr reducerad ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
Console . WriteLine ("Reducerad " ) ;
fo reach ( Lis t<bool> L in expoMatris )
{
Console . Write ( ( indexVektor [ kn ]−2) + "\ t " ) ;
kn++;
foreach ( boo l b in L)
{
Console . Write ( b + "\ t " ) ;
}
Console . Write ("\n " ) ;
}
∗/
//∗∗∗∗∗∗ Nol l rader ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
bool n o l lKo l l = f a l s e ;
L i s t<List<BigInteger>> AQ = new List<List<BigInteger >>();
B ig Intege r Qsquare = 1 ;
B ig Intege r Qu = 1 ;
B ig Intege r Qmod = 1 ;
B ig Intege r Amod = 1 ;
for ( int rad = 0 ; rad < expoMatris . Count ; rad++)
{
no l lKo l l = f a l s e ;
for ( int ko l = 0 ; ko l < compainionStart ; ko l++)
{
no l lKo l l = no l lKo l l | | expoMatris [ rad ] [ ko l ] ;
}
i f ( ! n o l lKo l l )
{
Qsquare = 1 ;
for ( int ko l = compainionStart ; ko l < expoMatris [ rad ] . Count ; . . .
. . . ko l++)
{
i f ( expoMatris [ rad ] [ ko l ] )
{
Console . WriteLine (Q[ indexVektor [ ko l − . . .
. . . compainionStart ] ] + "␣" + . . .
. . . A[ indexVektor [ ko l − compainionStart ] − 1 ] ) ;
Qsquare = Qsquare ∗ Q[ indexVektor [ ko l . . .
. . . − compainionStart ] ] ;
Amod = (Amod ∗ A[ indexVektor [ ko l − . . .
. . . compainionStart ] − 1 ] ) % N;
}
}
Qu = Qsquare == 1 ? 1 : Sqrt ( Qsquare ) ;
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Qmod = Qu % N;
r e s u l t a t = Big Intege r . GreatestCommonDivisor (N, Amod − Qmod) ;
i f ( ! ( r e s u l t a t == 1 | | r e s u l t a t == N))
{
f o r t s a t t = f a l s e ;
Console . WriteLine ( "Resu l tat : ␣" + r e s u l t a t ) ;









stat ic void Main( s t r i n g [ ] a rgs )
{
DateTime s t = DateTime .Now;
Program p = new Program ( ) ;
p .QF( Big Intege r . Parse ( " 1784560567184113099" ) ) ;
// Extra t a l a t t t e s t a :
//1111611911141458617084413 1009168486435149 5886154573
//2430725360566787603875546029707 87465768453 768764568745
// Printa t i d
Console . WriteLine ( "Tid ; ␣" +(DateTime .Now−s t ) . Minutes+"min␣" + . . .
. . . ( DateTime .Now − s t ) . Seconds + " s ␣" + (DateTime .Now − s t ) . M i l l i s e c ond s + "ms" ) ;






#include <s td i o . h>
#include <gmp . h>
int main ( ) {
gmp_randstate_t r s t a t e ;
gmp_randinit_default ( r s t a t e ) ; // For a t t slumpa t a l
mpz_t vanster , hoger , b , N, tmp , expo ; // Al la s t o ra varden v i behover
mpz_inits ( vanster , hoger , b , tmp , expo , NULL) ;
int rundor = 200 ; // Val j an ta l rundor
mpz_init_set_str (N, "15␣" , 1 0 ) ; // Val j t a l
mpz_sub_ui (tmp ,N, 1 ) ;
mpz_divexact_ui ( expo , tmp , 2 ) ;
for ( int i =1; i<rundor ; i++) {
// b ar s lumpat i (0 , tmp−1) = (0 , n−2)
mpz_urandomm(b , r s t a t e , tmp ) ;
mpz_add_ui(b , b , 1 ) ; // r a t t a i n t e r v a l l e t t i l l (1 ,n−1)
mpz_powm( vanster , b , expo , N) ;
mpz_set_si ( hoger , mpz_jacobi (b ,N) ) ;
mpz_mod( hoger , hoger , N) ;
i f (mpz_cmp( vanster , hoger ) ) {
mpz_out_str ( stdout , 10 , N) ;
p r i n t f ( "␣ ar ␣ e j ␣ e t t ␣ pr imta l . \ n" ) ;
mpz_clears ( vanster , hoger , b , N, tmp , expo , NULL) ;
return 0 ;
}
i f (mpz_gcd(b , n ) !=1) { // Om b de l a r n ar de t s a k l a r t sammansatt
mpz_out_str ( stdout , 10 , N) ;
p r i n t f ( "␣ ar ␣ e j ␣ e t t ␣ pr imta l . \ n" ) ;




mpz_out_str ( stdout , 10 , N) ;
p r i n t f ( "␣ ar ␣ e t t ␣ pr imta l ␣med␣ sanno l i khe t ␣2^−%d .\ n" , rundor ) ;




D.10 RSA tillsammans med Miller-Rabin
us ing System ;
us ing System . Co l l e c t i o n s . Generic ;
us ing System . Secu r i ty . Cryptography ;
us ing System . Numerics ;
// Krypterar e t t meddelande e n l i g t RSA−a lgor i tmen med
// tva slumpmassigt valda pr imta l .
// Ink luderade Algor i tmer :
// Eratosthenes s o l l , Mi l l e r−Rabin Pr imta l s t e s t och Euc l ide s .
namespace erReSsA
{
c l a s s Program
{
c l a s s Algos
{
//∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗PRIMTATHET∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
pr i va t e double PrimDens ( i n t s t r l )
{
// pr imta l s a t s en
double dense = s t r l ∗ Math . Log ( 1 0 ) ;
Console . WriteLine("−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−");
Console . WriteLine (" s t r l= " + s t r l ) ;
Console . WriteLine (" dense= " + dense ) ;
r e turn dense ;
}
//∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ PRIMLISTA Eratos tenes s o l l ∗∗∗∗∗∗∗
pub l i c L i s t<int> Era to s thene sSo l l ( i n t n)
{
Console . WriteLine (" Eratosthenes S o l l (" + n + ") " ) ;
DateTime s t = DateTime .Now;
Lis t<int> primvekt = new List<int >() ;
L i s t<int> ErasResu l tat = new List<int >() ;
i n t nsq = ( i n t )Math . Round(Math . Sqrt (n ) ) ;
// l i s t a a l l a t a l tom n
f o r ( i n t i = 0 ; i < n ; i++) { primvekt .Add( i ) ; }
f o r ( i n t i = 0 ; i < nsq ; i++)
{
i f ( primvekt [ i ] > 1)
{
f o r ( i n t j = i + i ; j < n ; j = j + i )
{




primvekt [ 0 ] = 0 ;
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primvekt [ 1 ] = 0 ;
primvekt [ 2 ] = 0 ;
//Rensa n o l l o r och baka ihop
f o r ( i n t i = 0 ; i < n ; i++)
{
i f ( primvekt [ i ] != 0) { ErasResu l tat .Add( primvekt [ i ] ) ; }
}
DateTime t t = DateTime .Now;
Console . WriteLine ("Tid Era to s thene sSo l l " + ( t t − s t ) . M i l l i s e c ond s ) ;
r e turn ErasResu l tat ;
}
//∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ PRIMTEST ∗∗∗∗∗∗∗∗∗∗∗
pub l i c bool PrimTestMil lerRabin ( B ig Intege r PrimKandidat , . . .
. . . i n t nvarv , L i s t<int> Primvect )
{
//0
DateTime s t = DateTime .Now;
// Kol la de lbarhe t med de mindre pr imta len
i f ( boost1 )
{
fo r each ( i n t x in Primvect )
{
i f ( B ig Intege r . GreatestCommonDivisor . . .
. . . ( PrimKandidat , x ) > 1) { i n i k++; re turn f a l s e ; }
}
}
Big Intege r PminusEtt = PrimKandidat − 1 ;
bool probPrime = true ;
B ig Intege r v i t t n e ;
B ig Intege r q ;
B ig Intege r b ;
// Mi l lerRabin Algotitmen
f o r ( i n t i = 0 ; i < nvarv ; i++)
{
v i t t n e = Slump (3 , f a l s e ) ;
whi l e ( v i t t n e < 3) { v i t t n e = Slump ( ( i n t )Math . Sqrt ( q s t r l ) , . . .
. . . f a l s e ) ; }
q = PminusEtt ;
probPrime = f a l s e ;
//1
i f ( B ig Intege r . GreatestCommonDivisor ( v i t tne , PrimKandidat ) > 1)
{ re turn f a l s e ; }//probPrime = f a l s e ; break ; }
//2 rensa 2− f a k t o r e r
i n t s = 0 ;
whi l e ( q % 2 == 0) { q = q / 2 ; s++; }
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//3
b = Big Intege r .ModPow( v i t tne , q , PrimKandidat ) ;
//4
i f ( ( b − 1) % PrimKandidat == 0)
{ probPrime = true ; }
e l s e
{
//5
f o r ( i n t j = 0 ; j < s ; j++)
{
i f ( ( b + 1) % PrimKandidat == 0)
{ probPrime = true ; break ; }
b = Big Intege r .ModPow(b , 2 , PrimKandidat ) ;
}
}
//Console . WriteLine ( probPrime ) ;
// double P = Math .Pow(0 . 2 5 , i + 1 ) ;
i f ( probPrime == f a l s e ) { break ; }
}
DateTime t t = DateTime .Now;
Console . WriteLine ("Tid Mil leRabin " + ( t t − s t ) . Seconds + . . .
. . . " s " + ( t t − s t ) . M i l l i s e c ond s + " ms" ) ;
r e turn probPrime ;
}
//∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ SLUMPGENERATOR ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
pub l i c B ig Intege r Slump( i n t s t r l , bool prim )
{
RNGCryptoServiceProvider rnd = new RNGCryptoServiceProvider ( ) ;
byte [ ] t a l = new byte [ 1 ] ;
s t r i n g S lumpta lStr ing = "" ;
B ig Intege r slumpTal ;
f o r ( i n t i = 0 ; i < s t r l ; i++)
{
rnd . GetBytes ( t a l ) ;
i f ( t a l [ 0 ] < 250) { S lumpta lStr ing = Slumpta lStr ing + . . .
. . . Convert . ToString ( t a l [ 0 ] % 10 ) ; }
e l s e { i−−; }
}
slumpTal = Big Intege r . Parse ( S lumpta lStr ing ) ;
i f ( prim )
{
List<int> Primvektor = new List<int >() ;
i f ( boost1 )
{
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i f ( ( i n t ) ( EraFaktor ∗ PrimDens ( s t r l ) ) > 0)
{ Primvektor = Era to s thene sSo l l ( ( i n t ) ( EraFaktor . . .
. . . ∗ PrimDens ( s t r l ) ) ) ; }
e l s e
{ Primvektor .Add ( 2 ) ; }
}
Console . WriteLine("−−−−−−−−−−−−−−−−−−−");
Console . WriteLine (" Pr imtestar " ) ;
DateTime s t a r t 2 = DateTime .Now;
i f ( slumpTal % 2 == 0)
{ slumpTal = slumpTal + 1 ; }
i n t anta lTest = 0 ;
i f ( boost1 )
{
whi l e ( ! PrimTestMil lerRabin ( slumpTal , . . .
. . . Mil lerRabinHardness , Primvektor ) )
{ slumpTal = slumpTal + 2 ; anta lTest++; }
}
DateTime s l u t t i d 2 = DateTime .Now;
Console . WriteLine (" Antal pr imtes t : " + anta lTest ) ;
i f ( boost1 )
{
Console . WriteLine ("Varav Boost : " + i n i k ) ;
i n i k = 0 ;
Console . WriteLine ("Tid : " + ( s l u t t i d 2 − s t a r t 2 ) . Seconds . . .
. . .+ " s " + ( s l u t t i d 2 − s t a r t 2 ) . M i l l i s e c ond s + " ms" ) ;
Console . WriteLine (" Sn i t t i d per t e s t : " + (1000 ∗ . . .
. . . ( s l u t t i d 2 − s t a r t 2 ) . Seconds + ( s l u t t i d 2 − s t a r t 2 ) . . . .
. . . M i l l i s e c ond s ) / anta lTest + " ms" ) ;
}
//Console . WriteLine (" s lumptal : " + slumpTal ) ;
}
//Console . WriteLine (" s lumptal : " + slumpTal ) ;
r e turn slumpTal ;
}
//∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ TEXT TILL TAL ∗∗∗∗∗∗∗∗∗∗∗∗∗
pub l i c B ig Intege r TextToNum( s t r i n g TXT)
{
Big Intege r mess = new Big Intege r ( 0 ) ;
i n t n = TXT. Length ;
B ig Intege r expo = new Big Intege r ( 1 ) ;
i n t asva lu ;
f o r each ( char s in TXT)
{
asva lu = Convert . ToInt32 ( s ) ;
//Console . WriteLine ( asva lu ) ;
expo = expo ∗ 1000 ;
mess = mess + asva lu ∗ expo ;
}
Console . WriteLine (" text i nummer : " + mess ) ;
r e turn mess ;
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}
//∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ TAL TILL TEXT ∗∗∗∗∗∗∗∗∗∗∗
pub l i c s t r i n g NumToText( B ig Intege r NUM)
{
Big Intege r t i oPotens = new Big Intege r ( 1 ) ;
s t r i n g meddelande = "" ;
i n t t a l = 0 , k o l l = 0 ;
whi l e (NUM > tioPotens ) { t ioPotens = t ioPotens ∗ 10 ; k o l l++; }
f o r ( i n t i = 0 ; i < k o l l ; i = i + 3)
{
NUM = NUM / 1000 ;
t a l = ( i n t ) (NUM % 1000) ;
meddelande = meddelande + Convert . ToChar ( t a l ) ;
}
re turn meddelande ;
}
//∗∗∗∗∗∗∗∗∗∗ Hitta i nv e r s d=e^−1 (mod m) ∗∗∗∗∗∗∗∗∗∗∗∗
pub l i c B ig Intege r InvModFind ( Big Intege r Number , B ig Intege r Modul )
{
Console . WriteLine("−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−");
Console . WriteLine (" Beraknar inve r s en " ) ;
//Console . WriteLine (" Beraknar Inver sen d sa at t d∗\n " . . .
. . .+ Number + "\n=1 mod\n " + Modul ) ;
//Finn inve r s en d t i l l Number sa at t d∗Number=1 mod Modul
//Box algor i thm
Big Intege r r e s t = new Big Intege r ( 1 ) ;
B ig Intege r qvot = new Big Intege r ( 1 ) ;
B ig Intege r Inve r s = new Big Intege r ( 1 ) ;
L i s t<BigInteger> q = new List<BigInteger >() ;
L i s t<BigInteger> r = new List<BigInteger >() ;
L i s t<BigInteger> above = new List<BigInteger> { 0 , 1 } ;
L i s t<BigInteger> below = new List<BigInteger> { 1 , 0 } ;
/ / . . . . . . . . . . . . . . . . . . Euc l id . . . . . . . . . . . . . . . . . . . . . . . . . . . .
i n t i = 0 ;
qvot = (Modul ) / Number ;
r e s t = (Modul ) − Number ∗ qvot ;
q .Add( qvot ) ;
r .Add( r e s t ) ;
qvot = Number / r e s t ;
r e s t = Number % r e s t ;
q .Add( qvot ) ;
r .Add( r e s t ) ;
whi l e ( r [ i + 1 ] != 0)
{
q .Add( r [ i ] / r [ i + 1 ] ) ;
r .Add( r [ i ] % r [ i + 1 ] ) ;
//Console . WriteLine (q [ i +1] + " qvot " + r [ i +1] + " r e s t " ) ;
i++;
}
Console . WriteLine (" Eucl id loops : " + i ) ;
i = 1 ;
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/ / . . . . . . . . . . . . . Box . . . . . . . . . . .
wh i l e ( above [ i ] != Modul )
{
i++;
above .Add(q [ i − 2 ] ∗ above [ i − 1 ] + above [ i − 2 ] ) ;
below .Add(q [ i − 2 ] ∗ below [ i − 1 ] + below [ i − 2 ] ) ;
//Console . WriteLine ( above [ i ]+" above "+below [ i ]+" below " ) ;
}
Console . WriteLine ("Box loops : " + i ) ;
i f ( above [ i − 1 ] >= 0 && Big Intege r .ModPow( above [ i − 1 ] . . .
. . . ∗ Number , 1 , Modul ) == 1)
{ Inve r s = above [ i − 1 ] ; Console . WriteLine (" Hit3 " ) ; }
i f ( above [ i − 1 ] >= 0 && Big Intege r .ModPow(−(above [ i − 1 ] . . .
. . . − Modul ) ∗ Number , 1 , Modul ) == 1)
{ Inve r s = −(above [ i − 1 ] − Modul ) ; Console . WriteLine (" Hit4 " ) ; }
Console . WriteLine (" Returnerar inve r s en " ) ;
//Console . WriteLine (" Returnerar inve r s en : \ n " + Inve r s ) ;
r e turn Inve r s ;
}
}
//∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ S t a t i c v a r i a b l e r ∗∗∗∗∗∗∗∗
s t a t i c bool boost1 = true ;
s t a t i c i n t i n i k = 0 ;
s t a t i c readonly i n t Mil lerRabinHardness = 100 ;
s t a t i c readonly i n t p s t r l = 173 ;
s t a t i c readonly i n t q s t r l = 173 ;
s t a t i c readonly double EraFaktor = 10 ;
s t a t i c bool mrStandAlone = f a l s e ;
s t a t i c bool rsaStandAlone = ! mrStandAlone ;
//∗∗∗∗∗∗∗∗∗∗∗∗∗MAIN∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
s t a t i c void Main ( s t r i n g [ ] a rgs )
{
i f ( rsaStandAlone )
{
Console . WriteLine (" Antal s i f f r o r i p : " + p s t r l ) ;
Console . WriteLine (" Antal s i f f r o r i q : " + q s t r l ) ;
Console . WriteLine (" Mi l lerRabin loops : " + Mil lerRabinHardness ) ;
Console . WriteLine (" Mi l lerRabin sakerhet : " + . . .
. . . ( 1 − Math .Pow(0 . 2 5 , Mil lerRabinHardness ) ) ∗ 100 ) ;
Console . WriteLine ("Ange e t t meddelande ! " ) ;
s t r i n g meddelande = Console . ReadLine ( ) ;
DateTime s t a r t = DateTime .Now;
Algos a l go s = new Algos ( ) ;
B ig Intege r mIn ;
B ig Intege r p = a lgo s . Slump( p s t r l , t rue ) ;
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mIn = a lgo s .TextToNum(meddelande ) ;
s t r i n g e s t r i n g = "32132135454541313513132325";
Console . WriteLine ("p= " + p ) ;
B ig Intege r n = new Big Intege r ( 0 ) ;
B ig Intege r e u l e r f i = new Big Intege r ( 0 ) ;
B ig Intege r e ;
e = Big Intege r . Parse ( e s t r i n g ) ;
B ig Intege r d = new Big Intege r ( 1 ) ;
B ig Intege r mUt;
B ig Intege r c = new Big Intege r ( 0 ) ;
B ig Intege r GCD = new Big Intege r ( 0 ) ;
B ig Intege r j = new Big Intege r ( 1 ) ;
Random slump = new Random ( ) ;
n = p ∗ q ;
d = a lgo s . InvModFind ( e , e u l e r f i ) ;
//∗∗∗∗∗∗∗∗∗∗∗∗∗Enkrypt ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
//Console . WriteLine (" Krypterar \n"+mIn ) ;
Console . WriteLine (" Krypterar " ) ;
DateTime s1 = DateTime .Now;
c = Big Intege r .ModPow(mIn , e , n ) ;
DateTime t1 = DateTime .Now;
Console . WriteLine ("Tid Krypter ing : " + ( t1 − s1 ) . M i l l i s e c ond s ) ;
Console . WriteLine (" Cipher : \ n" + c + "\n " ) ;
//∗∗∗∗∗∗∗∗∗∗∗∗Dekrypt ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
//Console . WriteLine (" Dekrypterar \n" + c ) ;
Console . WriteLine (" Dekrypterar " ) ;
DateTime s2 = DateTime .Now;
mUt = Big Intege r .ModPow( c , d , n ) ;
DateTime t2 = DateTime .Now;
Console . WriteLine ("Tid Derypter ing : " + ( t2 − s2 ) . M i l l i s e c ond s ) ;
Console . WriteLine ("Meddelande a t e r : \ n" + mUt + "\n " ) ;
Console . WriteLine ( a l go s .NumToText(mUt ) ) ;
// t i d
DateTime s l u t t i d = DateTime .Now;
Console . WriteLine ( ( s l u t t i d − s t a r t ) . Seconds + . . .
. . . " s och " + ( s l u t t i d − s t a r t ) . M i l l i s e c ond s + " ms" ) ;
Console . ReadKey ( ) ;
}
i f (mrStandAlone )
{
s t r i n g p s t r i ng = "13138797184561042259219955";
Algos a = new Algos ( ) ;
L i s t<int> l = new List<int >() ;
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l = a . Era to s thene sSo l l ( 500000 ) ;
Console . WriteLine ( a . PrimTestMil lerRabin . . .
. . . ( B ig Intege r . Parse ( p s t r i ng ) , 10 , l ) ) ;
Console . ReadKey ( ) ;
}
}
}
}
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