Modes of competition and the fitness of evolved populations by Rogers, Tim & McKane, Alan J.
ar
X
iv
:1
40
7.
31
37
v2
  [
q-
bio
.PE
]  
23
 Se
p 2
01
5
Modes of competition and the fitness of evolved populations
Tim Rogers1 and Alan J. McKane2
1Centre for Networks and Collective Behaviour, Department of Mathematical Sciences,
University of Bath, Claverton Down, Bath, BA2 7AY, UK
2Theoretical Physics Division, School of Physics and Astronomy,
The University of Manchester, Manchester M13 9PL, UK
Competition between individuals drives the evolution of whole species. Although the fittest
individuals survive the longest and produce the most offspring, in some circumstances the resulting
species may not be optimally fit. Here, using theoretical analysis and stochastic simulations of
a simple model ecology, we show how the mode of competition can profoundly affect the fitness
of evolved species. When individuals compete directly with one another, the adaptive dynamics
framework provides accurate predictions for the number and distribution of species, which occupy
positions of maximal fitness. By contrast, if competition is mediated by the consumption of a
common resource then demographic noise leads to the stabilization of species with near minimal
fitness.
PACS numbers: 87.10.Mn, 87.23.Kg, 05.40.-a
I. INTRODUCTION AND MODEL
SPECIFICATION
Evolution is often thought of as a process of optimiza-
tion: beneficial mutations are accrued over generations as
individuals adapted to best exploit their environment are
selected for. Here, the meaning of ‘beneficial’ is restricted
to the sense of conferring a competitive advantage, allow-
ing the mutant individual to produce more and more suc-
cessful offspring than members of the general population.
So it is that the basic mechanisms of mutation and com-
petition together shape the characteristics of individuals
and species.
There have been many attempts to formalize these
concepts in a mathematical setting, including dynamical
models [1] and comparisons to optimization theory [2, 3].
The theory of adaptive dynamics is a popular framework
for describing the evolution of phenotypes in a simplified
‘trait space’ [4–12]. Adaptive dynamics is intended to
describe the long-term behaviour of species in the limit
of large population sizes, under the assumption that the
occurrence of new mutations is vanishingly rare. Un-
der these conditions, evolution follows a gradual course
of speciation and optimization, until (typically) a con-
figuration of species is found in which each occupies a
position of maximal fitness. Situations exist, however, in
which evolution appears to deterministically drive pop-
ulations towards sub-optimal states or even to the point
of extinction [13, 14]. Here we will show how stochastic
effects arising from demographic noise can also drive the
formation of sub-optimal species.
Historically, the link between the interaction of indi-
vidual organisms and the collective change of a species
as a whole has been somewhat taken for granted, with
demographic noise thought to play only a secondary role
in the evolution of species. However, we have recently
shown that even in very large populations stochasticity
can have a powerful effect on the outcome of competitive
processes [15, 16], and it may be argued that these con-
siderations can be important for large classes of organ-
isms [17]. This work demonstrates the need to examine
in detail the relationship between mutation rate, popula-
tion size and competition between individual organisms.
In this article, we explore the role played by the type
of competition on the formation and fitness of species in
a stochastic model ecology. The number and variety of
models exploring the phenomenon of speciation is very
large (for reviews see, for instance [18–20]), but here we
are concerning specifically with those formulated within
the context of adaptive dynamics, and more particularly
models which are inherently stochastic. Even then, there
have been many studies of stochasticity and instabilities
in adaptive dynamics [21–31], but here we will be es-
pecially interested in the differences that arise between
direct predation, and indirect competition for a common
resource. Numerical simulations of these processes sug-
gest that in the first case, the population organizes into
species of optimal fitness, and we are able to employ
adaptive dynamics to make successful predictions about
this process. With indirect competition, however, species
form which are typically of near minimal fitness. This be-
haviour does not agree with the predictions of adaptive
dynamics, and a full stochastic analysis is required.
The paper is organised as follows. In the remainder of
this section we give details of the model specification. In
Section II the adaptive dynamics analysis of the model in
the case of direct competition is described, while Section
III explores the role of demographic noise when com-
petition is indirect. In the final section we discuss the
implications of our work for evolutionary theory.
The model specification is the same as that studied
in [15, 17], which we now recap. We note that our model
is of a type which is expected to exactly conform to the
predictions of adaptive dynamics, as established in [22].
At time t the state of the system consists of N = N(t)
organisms, with phenotypes having values x1 , . . . , xN in
a trait space. We choose this trait space to be the one-
dimensional line segment [−pi, pi) with periodic boundary
2conditions; this choice is made for mathematical conve-
nience and to eliminate boundary effects. The dynamics
of the model are as follows. Each organism reproduces
asexually with rate one, with the phenotype of the off-
spring being that of the parent, plus a random mutation
chosen from the normal distribution with mean zero and
variance µ. Organisms die as a result of competition; the
death rate of an organism with phenotype x is given by
d(x) =
1
K
N∑
i=1
g(x− xi) . (1)
Here the parameter K controls the carrying capacity of
the system and the competition kernel g describes the
strength of competition as a function of the difference in
phenotype. We take g to be positive, symmetric, and
monotonically decreasing away from zero. The biologi-
cally relevant parameter regime describes large popula-
tions with very weak mutation effects. Mathematically
this corresponds to the limit K → ∞ and µ → 0, with
the product µK being small.
The state of the system at a given moment in time, t,
is specified by the population density
φ(x, t) =
1
K
N∑
i=1
δ(x− xi) . (2)
Here the time dependence derives from the varying trait
values xi and the number of organisms, but we will not
make this dependence explicit to avoid clutter. Either
on phenomenological grounds, or following the calcula-
tions of [15], we are able to write down a macroscopic
description of the dynamics of φ in the limit K →∞,
∂φ(x, t)
∂t
= s(x, t)φ(x, t) + µ∇2φ(x, t) . (3)
The function s(x, t) used here is the invasion fitness, de-
fined by
s(x, t) = 1−
∫ pi
−pi
φ(y, t)g(x − y) dy . (4)
The invasion fitness is so called because s(x, t) describes
the per-capita growth rate which would be experienced
by a new species inserted at position x in trait space at
time t. The adaptive dynamics formalism is based on an
analysis of this function, which is assumed to dominate
the behaviour of (3) when µ is small.
We now go on to discuss separately the cases of direct
and indirect competition.
II. DIRECT COMPETITION
We begin by analyzing the behaviour of the model in
the case that two organisms compete directly if their phe-
notypes are within some measure of similarity, and not at
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FIG. 1: Left: density map of a stochastic simulation of
the direct competition model, with parameters
K = 103, µ = 10−5, w = 1.2 and kernel
g(x) ∝ exp{((x/w)2 − 1)−1}. Right: snapshots of the
population density φ (black) and invasion fitness s (red)
at various time points.
all otherwise. The closest biological analogies in this sit-
uation are cannibalism, and symmetric intra-guild preda-
tion [32] whereby two individuals may attack each other
if they share some of the same prey.
We assume that there is a finite interaction range
[−w,w] outside of which the competition kernel is zero.
To obtain sensible predictions using adaptive dynamics,
it is useful to make two further assumptions: (i) nega-
tive curvature at the origin, g′′(0) < 0, and (ii) that g′
and g′′ are zero at the edges ±w. Although these condi-
tions appear to rule out several simple choices, such as a
top-hat or truncated Gaussian, there is still considerable
freedom, and it is possible to choose g arbitrarily close
to these examples.
Stochastic simulations of the model with this choice of
competition kernel are possible using the Gillespie algo-
rithm [33, 34]. As shown in Fig. 1, the simulated popula-
tion develops a number of distinct clusters of organisms,
which may be interpreted as species. We will analyze the
behaviour of these species using adaptive dynamics. It
should be stressed that the following analysis holds for
any g with the above listed properties.
The adaptive dynamics framework is intended to apply
in the limit of almost faithful reproduction (that is, the
diffusion term in Eq. (3) is ignored), where it is claimed
that the basic properties of a model can be determined
from an analysis of the invasion fitness [4–10]. In this
regime, we may assume that the population is composed
of M distinct species, with all members of a species hav-
ing the same phenotype. The population density φ may
3thus be decomposed as
φ(x, t) =
M∑
α=1
δ(x− xα)ψα(t) , (5)
where xα and ψα respectively denote the phenotype and
population size of species α (here and hereafter we use
Greek indices for species, and Roman indices for individ-
uals). The delta-function in Eq. (5) may be replaced by
a distribution with some spread in trait space [35], but
we will not study this model variant here.
To extract the value ψα from the population density
φ, we define a small interval, Iα, which contains all in-
dividuals of phenotype xα, and no individuals of other
phenotypes. Then using Eq. (5),
∫
Iα
φ(x, t) dx =
M∑
β=1
ψβ(t)
∫
Iα
δ(x − xβ) dx = ψα(t) .
(6)
Putting µ = 0 in Eq. (3) and integrating over Iα we
obtain
dψα(t)
dt
= s(xα, t)ψα(t) , (7)
where the invasion fitness now takes the form
s(x, t) = 1−
M∑
β=1
g(x− xβ)ψβ(t) . (8)
According to adaptive dynamics, the propensity for
species α to adapt is captured by the local fitness gra-
dient at xα,
s′(xα, t) = −
M∑
β=1
g′(xα − xβ)ψβ(t) , (9)
where the prime denotes differentiation with respect to
the first argument, x. In what follows we will drop the
explicit t-dependence of s to avoid clutter.
For as long as s′(xα) 6= 0, species α is expected move
slowly uphill in s, as a result of many small mutation
events. If it has reached a state where s′(xα) = 0 then
there is no preferred direction of movement. There are
now two possibilities. If s′′(xα) < 0 then the species
resides at a local maximum of the fitness landscape, and
is considered to be stable. Alternatively, if s′′(xα) >
0, then the species is located at a fitness minimum and
would be expected to speciate, that is, the population
will bifurcate into two sub-populations with phenotypes
just either side of that of the ancestor species. These
daughter species are then likely to experience a non-zero
fitness gradient and will begin to move.
The long-term prediction of adaptive dynamics is that
all species will undergo a process of continuing evolu-
tion and bifurcation, until every species resides at a lo-
cal fitness maximum. The final configuration is referred
to as an evolutionarily stable strategy. In the remain-
der of this section, we will follow the adaptive dynamics
calculation in detail to derive a prediction for the final
state of the model. As we will explain, we expect to
find species evenly spread around trait space, with their
number given by a certain stability condition.
We begin with the case where there is only one ini-
tial species (M = 1). From Eq. (8), the invasion fit-
ness is simply given by s(x) = 1 − g(x − x1)ψ1(t). At
large times, we would expect ψ1(t) to approach a con-
stant value, which from Eq. (7) implies that s(x1) = 0.
From this we can predict the quasi-stable population size:
ψ1 = 1/g(0). In the absence of other species there is
no advantage to be gained by a change in phenotype;
the local fitness gradient at x1 is from Eq. (9) s
′(x1) =
−g′(0)/g(0) = 0, since g is even. To find the stability of
the species, we differentiate Eq. (8) twice with respect to
x and set x = x1 to obtain s
′′(x1) = −g′′(0)/g(0). Since,
by assumption, g′′(0) < 0, s′′(x1) > 0, and the single ini-
tial species is always unstable and prone to bifurcation.
Following the bifurcation of the initial species, we now
have two species of approximately equal sizes and nearby
phenotypes. For M = 2 species, the fitness gradient at
x1 is given by
s′(x1) = −g′(x1 − x2)ψ2(t) . (10)
Because g is symmetric and decreasing with |x|, we know
that its derivative changes from positive to negative at
the origin. Thus s′(x1) ≥ 0 if x1 ≥ x2 and s′(x1) ≤ 0 if
x1 ≤ x2. The results for s′(x2) can be found by inter-
change of the indices 1 and 2. Therefore, if the species
move uphill in fitness — as we would expect — they will
be moving apart in phenotypic space.
Once the species have moved a distance w apart, they
will no longer compete and the phenotypes will cease to
evolve. At this stage, we see from Eq. (7), that s(x1) = 0
and s(x2) = 0, which using Eq. (8) gives
g(0)ψ1 + g(w)ψ2 = 1, g(w)ψ1 + g(0)ψ2 = 1, (11)
using g(x1−x2) = g(x2−x1) = g(w). However, g(x) (and
all its derivatives) are zero for |x| ≥ w, and therefore we
have once again that ψα = 1/g(0), α = 1, 2. Proceeding
as in the M = 1 case we can again show that s′(xα) = 0
and s′′(xα) = −g′′(0)/g(0) > 0, for α = 1, 2, and so the
M = 2 configuration is also unstable.
Although both species are now prone to bifurcation,
it is extremely unlikely that they will do so at the same
time. Instead, we expect that one will speciate before the
other, leading to a situation with three species; two close
together and one at distance just less than w. Repeating
the arguments for the two species situation, we expect
that the three species will mutually move apart.
For an arbitrary number of species M ≥ 3, it is nec-
essary to start to consider the possibility that not all
species will be able to get to a distance more than w
apart, since they may not be able to fit into the interval
[−pi, pi). More specifically, if Mw < 2pi, then it is possi-
ble for the species to achieve a separation of at least w
4between any pair. In this case, by an analogous set of
arguments to those used above, all the species are unsta-
ble, and so one will bifurcate, leading to an increase in
the number of species to M + 1.
We are therefore led to consider the case whereMw ≥
2pi. The best that can be achieved now is for the species
to move as far away from others as possible, leading to
the species being evenly spaced around phenotypic space.
In this configuration the species may be stable, or they
may not; further analysis is required.
We begin by finding the long time properties of the
configuration consisting of M equally spaced species. As
before, from Eq. (7) we have s(xα) = 0 and from Eq. (8)
M∑
β=1
g(xα − xβ)ψβ = 1, α = 1, . . . ,M. (12)
We can solve for ψα by regarding g as a matrix. One
finds that ψα has the same value for all α, and so all
species have the same population size. By translational
invariance we can assume that one species is located at
the origin, which leads to
ψα = ψ =
1∑M
β=1 g(xβ − xα)
=
1∑M
β=1 g(xβ)
, (13)
which clearly satisfies Eq. (12). In addition, from Eq. (9)
s′(xα) = −ψ
M∑
β=1
g′(xβ) . (14)
To evaluate the sum in Eq. (14) we look at the cases
M odd and M even separately. First suppose that M
is odd. One species is at the origin, but g′(0) = 0, and
so it does not contribute to the sum. The other M − 1
species will occur in pairs at x < 0 and x > 0, equidis-
tant from the origin. Since g′(x) = −g′(x) these will
cancel in pairs. Therefore the sum is zero. If M is even,
the same argument goes through, except there will be an
additional species at −pi, which will also not contribute
since g′(−pi) = 0. So the sum is again zero. We conclude
that the configuration with M equally spaced species
with equal populations is a fixed point of the adaptive
dynamics.
It only remains to determine the stability of this con-
figuration. To do this, we need to calculate the sign of
s′′(xα) = −ψ
M∑
β=1
g′′(xβ) . (15)
It will be useful later to introduce an equivalent measure,
the population average of the fitness curvature
Q =
1
N
N∑
i=1
s′′(xi) . (16)
Note that the sum here is over individuals, not species.
Since from Eq. (15) the second derivative of s is inde-
pendent of species, in the present case we simply have
Q = s′′(xα). If Q < 0 the M -species configuration is
stable and if Q > 0 it is not.
The adaptive dynamics story for this model then is
as follows. From an initial monomorphic population, we
expect species to bifurcate and move apart (either to dis-
tance w or as much as possible) until finding a configura-
tion of M stable species for which Q < 0. Simulation of
the stochastic version of the model for large K generally
shows good agreement with these predictions, as shown
in Fig. 1.
III. INDIRECT COMPETITION
We move on now to consider the situation that organ-
isms do not predate on each other directly, but rather
they consume a common resource. This is the more com-
mon mode of competition in real ecosystems. We take the
function g from the previous section to now denote the
range and amount of resources an organism can exploit,
so that the relative competition two organisms experience
is related to the overlap of their respective resource-use
curves. In Appendix A we show that the resulting com-
petition kernel is given by
h(x) =
1
2pi
∫ pi
−pi
g(x− y)g(y) dy . (17)
Note that the spatial extent of the kernel h is twice that
of g, although this does not in fact have a big effect on the
dynamics. More importantly, the shape of the kernel has
changed: h is necessarily smoother and shallower than g.
The adaptive dynamics calculation for the model with
this competition kernel proceeds along the same lines as
in the previous section, with g replaced everywhere by h.
In fact, the same conclusion holds: species will continue
to move apart and to speciate for as long as Q is positive.
What is different, however, is that for this choice of com-
petition kernel, Q is always positive. To see this, we pass
to Fourier space, writing φk, gk and hk for the Fourier
modes of φ(x), g(x) and h(x), respectively. These are
defined as follows:
φ(x, t) =
1
2pi
∑
k
φk(t)e
ikx, (18)
where k = 0,±1,±2, . . . and
φk(t) =
∫ pi
−pi
φ(x, t)e−ikx dx . (19)
To obtain an expression for Q which we can analyze,
we begin by differentiating Eq. (4) twice with respect to
x to find
s′′(x) = −
∫ pi
−pi
φ(y, t)h′′(x− y) dy ,
where we are now using h as the competition kernel
rather than g. Multiplying by φ(x, t) and integrating
5over x gives
−
∫ pi
−pi
dx
∫ pi
−pi
dy φ(x, t)h′′(x − y)φ(y, t)
=
∫ pi
−pi
s′′(x)φ(x, t) dx =
1
K
N∑
i=1
s′′(xi), (20)
where we have used the definition (2) in the last line.
Therefore from the definition of Q, and suppressing the
time dependence,
Q =
1
N
∑
n
s′′(xn)
= −K
N
∫ pi
−pi
dx
∫ pi
−pi
dy φ(x)h′′(x− y)φ(y)
=
K
N
(
1
2pi
)3∑
n,m,k
φnφmk
2hk
∫∫
ei(n+k)x+i(m−k)y dx dy
=
K
N
∑
k
k2hk
2pi
φkφ−k .
(21)
Since φ(x) is a real-valued function, we know that
φkφ−k = |φk|2. In addition, from Eq. (17) we find the re-
lationship hk = g
2
k/2pi, and from Eq. (B4) in Appendix B
that φ0 = N/K. Therefore
Q =
1
φ0
∑
k
(
kgk
2pi
)2
|φk|2 , (22)
and thus Q is expressed as a sum of positive terms.
So for a competition kernel of the form (17), adaptive
dynamics predicts a never-ending process of spreading
and subdivision of species, with the eventual outcome
being a uniformly populated trait space. Indeed, in the
case of a uniform population density φ(x) ≡ 1/2pi we have
from Eq. (19), φk = δk,0 and from Eq. (22) we see that the
fitness curvature achieves its theoretical minimum value
of Q = 0.
In stochastic simulations, however, the system does not
achieve a uniform distribution. Instead, we observe the
creation of a finite number of well-separated species of ap-
proximately equal populations: see Fig. 2 for an example.
Surprisingly, these species tend to occupy areas of fitness
space which are below average, often being located near
fitness minima. A simple test of this observation is to
measure the distance from the nearest local fitness maxi-
mum and minimum. For each organism i we measure the
distance ∆+i to the nearest local fitness maximum, and
∆−i to the nearest fitness minimum, then compute the rel-
ative distance from optimality ∆i = ∆
+
i /(∆
+
i +∆
−
i ). Av-
eraging this over the population (∆ = 1
N
∑
i∆i) gives an
indication whether the species that have formed occupy
favorable locations in the fitness landscape. In Fig. 3 we
show how this quantity varies with µ for both direct and
indirect competition. In the case of direct competition we
see a straightforward relationship with ∆ starting very
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FIG. 2: Left: density map of a stochastic simulation of
the indirect competition model, with parameters
K = 103, µ = 10−5, w = 1, and the underlying kernel g
is the same as in Figure 1. Right: snapshots of the
population density φ (black) and invasion fitness s (red)
at various time points. Note that the five apparently
stable species do not occupy positions of maximal
fitness; in fact at least two are near fitness minima.
small and increasing as µ is increased. The organisms
are arranged in clusters centered at fitness maxima with
width controlled by µ; reducing mutation rate therefore
enhances the overall fitness of the population by reduc-
ing the “noise” around the peak in the fitness landscape.
For the case indirect competition there is no such rela-
tionship: for the whole range of µ tested we find species
that are on average closer to fitness minima than max-
ima.
As well as this simulation test we are able to develop
theoretical predictions for another quantity that is proxy
to fitness. We define the ‘invasibility’ of a population by
comparing the average fitness of extant organisms with
the fitness of an invader introduced with a randomly cho-
sen phenotype. Mathematically this is expressed as
S =
1
2pi
∫ pi
−pi
s(x) dx− 1
N
N∑
i=1
s(xi) . (23)
The first term here is the fitness of a randomly placed
invader, the second is the average fitness of the exist-
ing population. If S ≤ 0 then an invading individual is
typically no fitter than the members of the resident pop-
ulation; if S > 0 then a random invader will be expected
to out-compete the other organisms, meaning that the
population is susceptible to invasions. In Appendix B we
show that
S =
1
φ0
∑
k 6=0
( gk
2pi
)2
|φk|2 ≥ 0 , (24)
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FIG. 3: Relative distance to optimality ∆ (see text for
explanation) as a function of mutation rate µ. Average
over 100 samples with error-bars for standard
deviation) at time t = 106 for populations developing
under direct (black squares) and indirect (blue circles)
competition. Parameters used were the same as figures
1 and 2. The red dashed line marks the halfway point;
values above this line imply species that are closer to
fitness minima than maxima.
meaning that any non-uniform distribution will be sus-
ceptible to invasion.
The species observed in Fig. 2 are unfit: they are sus-
ceptible to invasion and they occupy locations which have
positive fitness curvature. To understand the mechanism
responsible for maintaining these unfit species, we must
examine the model in greater detail, taking into account
stochastic fluctuations in the population density. This
requires working at large, but finite, carrying capacity.
Following [15], it is possible to derive a mesoscopic
description of the system in terms of a stochastic differ-
ential equation
∂φ(x, t)
∂t
= s(x, t)φ(x, t) + µ∇2φ(x, t) + η(x, t)√
K
, (25)
where η(x, t) is a Gaussian white noise with zero mean
and a correlator which is given in Appendix C.
Our previous analysis suggested that the uniform pop-
ulation density should be an attractive fixed-point for
the system, although simulations have shown otherwise.
Taking the uniform population density as a starting point
(that is, φ(x, 0) = 1/2pi), we will examine the growth of
stochastic deviations away from this state by making the
change of variables
ζ(x, t) = φ(x, t) − 1
2pi
. (26)
This analysis will apply to small times t when ζ(x, t) is
assumed to also be small, corresponding to the early-
onset regime describing the emergence of species clusters
from a uniform density. Inserting (26) into (25) yields
∂ζ(x, t)
∂t
= µ∇2ζ(x, t) − 1
2pi
∫ pi
−pi
h(x− y)ζ(y, t) dy
−
∫ pi
−pi
ζ(x, t)h(x − y)ζ(y, t) dy + η(x, t)√
K
. (27)
As before, the analysis is facilitated by moving to
Fourier space. Defining ζk(t) and ηk(t) to be the Fourier
coefficients of ζ(x, t) and η(x, t) respectively, analogously
to Eq. (18), the Fourier transform of Eq. (27) is
dζk
dt
= −
(
µk2 +
hk
2pi
)
ζk− 1
2pi
∑
l
hlζlζk−l+
ηk√
K
. (28)
From Eqs. (22) and (24), we see that to determine the
average of the stability measures, Q and S, we need to
know the average value of |φk|2. We therefore seek equa-
tions for the average values of ζk and |ζk|2. The first may
simply be obtained by taking the average of Eq. (28) re-
membering that the noise ζk(t) has zero mean:
d
dt
〈ζk〉 = −
(
µk2 +
hk
2pi
)
〈ζk〉 − 1
2pi
∑
l
hl〈ζlζk−l〉 . (29)
It is more straightforward to obtain an analogous expres-
sion for the time evolution of the product of ζkζl within
the Fokker-Planck formalism. Using the results given in
Appendix C one can show for any pair of integers k and
l that
d
dt
〈ζkζl〉 =−
(
µ(k2 + l2) +
hk + hl
2pi
)
〈ζkζl〉
− 1
2pi
∑
m
hm
(
〈ζmζk−mζl〉+ 〈ζmζl−mζk〉
)
+
1
Kpi
+
1
K
(
2− µ(k + l)2 + hk+l
2pi
)
〈ζk+l〉
+
1
2piK
∑
m
hm〈ζmζk+l−m〉 .
(30)
As is frequently the case, the hierarchy of moment
equations is not closed: the equation for the rate of
change of 〈ζk〉 depends on 〈ζkζk−l〉, that for the rate of
change of 〈ζkζl〉 depends on 〈ζmζl−mζk〉, and that for rate
of change of nth-order moments will depend on those of
order n+1. To make progress we consider the early-onset
behaviour as ζ(x, t) departs from zero. In this regime it
is reasonable to assume that the third-order moments are
sufficiently small that we may put 〈ζkζlζm〉 ≈ 0. Return-
ing to Eqs. (29) and (30), we obtain the linear system for
the infinite set of modes |ζk|2 and ζ0:
d
dt
〈ζ0〉 = −〈ζ0〉 − 1
2pi
∑
k
hk〈|ζk|2〉 , (31)
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FIG. 4: Damping strength 2µk2 + hk/pi for different
Fourier coefficients of the population density, with
parameters the same as those of Fig. 2.
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FIG. 5: The growth of invasibility (S, left) and mean
fitness curvature (Q, right) in time, starting from an
initially homogeneously distributed population, with
parameters the same as those of Fig. 2. Thick lines
represent the theoretical prediction (obtained by
numerically integrating Eqs. (31) and (32) for the first
1000 wave modes), while thin lines show simulation
results averaged over 200 samples.
d
dt
〈|ζk|2〉 = −
(
2µk2 +
hk
pi
)
〈|ζk|2〉
+
1
Kpi
+
3
K
〈ζ0〉+ 1
2piK
∑
l
hl〈|ζl|2〉 . (32)
The first term on the right hand side of (32) describes
a deterministic damping force, acting to reduce the am-
plitude of fluctuations. The remaining terms (of order
1/K) capture the excitation due to demographic noise,
which is independent of wave number.
In terms of Fourier coefficients, the formation of k
species clusters in the population would be indicated by
an excitation of wave number k. It is thus possible to
predict the number of species that will form by comput-
ing the damping strength 2µk2 + hk/pi for different k.
The wave number with the smallest damping will expe-
rience the largest noise-induced excitation. Fig. 4 shows
the strength of damping for different values of k, with
model parameters the same as those of Fig. 2. A clear
minimum is achieved at k = 5, correctly predicting the
formation of five species.
Using Eqs. (31) and (32) we are also able to predict
the evolution of the fitness measures S and Q for these
noise-induced species. This is achieved by solving for
the trajectories of 〈|ζk|2〉 and 〈ζ0〉, deducing the values
〈|φk|2〉, and inserting into Eqs. (22) and (24). As the sys-
tem is linear, an explicit expression for the solution could
in principle be written down. In practice, however, it is
more convenient to truncate after a suitably large kmax
and numerically integrate the resulting finite system. In
Fig. 5 we show a comparison between the simulated and
theoretical values for S and Q. In both cases the theory
provides a successful description of the growth of these
measures at early times, with deviations beginning to
appear later. Since these measures are minimized by op-
timally fit species, the growth seen here indicates that
the population as a whole is actually becoming less well
suited to its environment.
IV. CONCLUSIONS
The analyses presented here have revealed the evo-
lutionary consequences arising from different modes of
competition. We considered a simple stochastic model
of an evolving population under two different choices of
competition kernel, one corresponding to direct compe-
tition (e.g. intraguild predation, cannibalism), the other
arising from indirect competition induced by the need to
consume a common resource.
In the first case we found that direct competition
leads eventually to the formation of a number of distinct
species able to permanently coexist in an evolutionary
stable situation. The number and distribution of species
can be reliably predicted using the methods of adap-
tive dynamics. The evolutionary mechanisms at work
in this regime are relatively straightforward: species mi-
grate slowly ‘uphill’ in the fitness landscape, with those
located at local minima being prone to speciation and
those at local maxima being stable. The final state of
the population is one in which all species reside at local
maxima of the fitness landscape; in this sense the process
of evolution as reached an optimal configuration.
The behaviour of the population evolving under in-
direct competition is more surprising. Snapshots of
stochastic simulations of the system initially appear very
similar to those in the case of direct competition, with
the formation of several distinct species at approximately
equidistant locations. Investigation of the fitness land-
scape, however, reveals that these species occupy loca-
tions of near minimal fitness. It appears that the usual
adaptive dynamics argument employed in Section II —
that populations near a fitness minimum would be ex-
pected to speciate — is no longer applicable.
At a technical level, this phenomenon is just an exam-
ple of the way that stochastic effects can modify deter-
ministic dynamics, to give an effective dynamics which
may differ considerably from the original form. For in-
stance, new effective extrema may be formed through
the effects of noise [36], as well as the effective location
of extrema being moved. In the present case, the effect is
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FIG. 6: Illustration of (a) the increasing diversity of
descendants of a single initial organism, and (b) the
typical time since a given population shared a single
common ancestor.
more closely related to the situation found in some kinds
of stochastic pattern formation [37, 38], where the region
of stability of patterns can be increased by the stochastic
effects giving a new effective condition for stability which
differs from that found through a purely deterministic
analysis.
In the present ecological context, a deeper intuition
can be gained by considering the speed with which a
species can explore phenotype space. As a result of many
small mutations, the descendants of a single initial organ-
ism come to occupy a typical width W (t) of trait space,
which increases as a function of time, see Figure 6(a).
Conversely, the common ancestors of a population can
be traced back to form the phylogenetic tree; eventually
leading to a single common ancestor at some time T in
the past, see Figure 6(b). A typical mature species will
occupy an area of size around W (T ). If this value is
too small in comparison to the width of the competition
kernel, then species will be unable to bifurcate as they
cannot explore a new areas of trait space fast enough.
This phenomenon is responsible for the spontaneous spe-
ciation seen in [15, 17], and has recently been observed for
very small population sizes in another model of adaptive
dynamics [39].
The work presented here can be extended and gener-
alized in several different ways. There has been some
progress made in the analysis of more complex models,
showing that in some cases they may be shown to be
equivalent to a generic adaptive dynamics model, but
only in the case of deterministic dynamics [40]. It would
be interesting to study if stochastic models also show
generic features. We have also made some assumptions
which warrant further investigation. For instance, we as-
sumed periodic boundary conditions in the trait space,
not of course because we expect the trait to be peri-
odic, but to ensure analytic tractability. Previous au-
thors have used this assumption, for instance Scheffer
and van Nes [41], who note that their result is robust
against change of the niche axis from circular (“infinite
periodic”) to finite linear. A more realistic way of deal-
ing with the boundaries might be to put a fitness penalty
into the model to ensure low population densities in their
vicinity. We have used this approach in this past in a re-
lated model [17], as well as studying a model in which
trait boundaries were entirely absent [16]. From our ex-
perience in these cases, we do not believe that the precise
prescription that is used in dealing with the boundaries
is important, but this needs to be studied further. More
generally, we hope that the ideas we have presented here
will encourage other researchers to probe the effects of
demographic stochasticity on the theory of adaptive dy-
namics.
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Appendix A: Derivation of h
In the main text we asserted that when organisms com-
pete for a common resource, the effective interaction be-
tween individuals is described by the competition kernel
h(x) =
1
2pi
∫ pi
−pi
g(x− y)g(y) dy . (A1)
Here we motivate this definition.
Suppose that the organisms depend on certain re-
sources to live, and that position in trait space corre-
sponds to resource type. We use the function g(x− y) to
now describe the efficiency with which an organism whose
‘favorite’ resource is of type x can consume resources of
a different type y. The death rate for organisms of type
x can then be written as
d(x) = d0 − γ
∫ pi
−pi
g(x− y)r(y, t) dy , (A2)
where d0 is the baseline death rate, γ is a constant de-
scribing the fraction of resources to be consumed, and
r(y, t) denotes the quantity of available resources of type
y at time t. Let us suppose that the distribution of
resources is itself described by a population dynamical
equation. To obtain an expression for r(y, t) we assume
that the population will grow logistically, but also be de-
pleted as it is consumed by the organisms:
∂r(y, t)
∂t
= αr(y, t)
(
1− r(y, t)
κ
)
−γr(y, t)
∫ pi
−pi
g(y − z)φ(z, t) dz, (A3)
where κ is the carrying capacity for the resources and
α the growth rate. Let us assume that the resources
are sufficiently abundant and quick-growing that we can
9ignore the possibility of them being driven to extinction
due to over-feeding by the organisms (i.e. κ and α are
both large). In that regime the large size of r(y, t) implies
a separation of timescales between the fast dynamics of
the resources and comparatively slow changes in the main
population. For a given population distribution φ, the
resource distribution will quickly approach a value close
to
r(y, t) = κ
(
1− γ
α
∫ pi
−pi
g(y − z)φ(z, t) dz
)
, (A4)
which, according to our assumptions on the parameters,
is a stable positive fixed point of (A3). Inserting this
definition into equation (A2) yields
d(x) = d0 − 2piγκ+ 2piγ
2κ
α
∫ pi
−pi
h(x− z)φ(z, t) dz ,
(A5)
where h is given by (A1). This expression shows how
the slowly varying distribution of resources may be in-
tegrated out to reveal an effective interaction between
individuals, mediated by the competition kernel h. In
principle the parameters here are free (up to assump-
tions on size), however, to draw fair comparisons with
the case of direct competition it makes sense to choose
parameters to match the characteristics of the kernel.
This means setting d0 = 2piγκ, so that the death rate is
zero in the absence of other organisms to compete with,
and α = γd0, so that the effective interaction h has the
same normalisation as in the case of direct competition.
Appendix B: Calculation of S, the invasibility of the
population
In this appendix we prove the form for S given by
Eq. (24), from its definition (23). Any time-dependence
will be suppressed throughout.
Using the definition of φ given in Eq. (2), we have that
∫ pi
−pi
s(x)φ(x) dx =
1
K
N∑
i=1
∫ pi
−pi
s(x)δ (x− xi) dx
=
1
K
N∑
i=1
s(xi).
This allows us to write S in the alternative way
S =
∫ pi
−pi
s(x)
[
1
2pi
− K
N
φ(x)
]
dx
=
∫ pi
−pi
[
1−
∫ pi
−pi
h(x− y)φ(y) dy
] [
1
2pi
− K
N
φ(x)
]
dx,
(B1)
using Eq. (8).
Now,∫ pi
−pi
[
1
2pi
− K
N
φ(x)
]
dx = 1− K
N
∫ pi
−pi
φ(x) dx = 0,
using Eq. (2), and
1
2pi
∫ pi
−pi
dx
∫ pi
−pi
dy h(x− y)φ(y) dy =
∫ pi
−pi
dy φ(y) =
N
K
,
again using Eq. (2). Therefore Eq. (B1) becomes
S = −N
K
+
K
N
∫ pi
−pi
dx
∫ pi
−pi
dy φ(x)h(x − y)φ(y). (B2)
The double integral in this expression is almost exactly
the same as that appearing Eq. (21) for Q — only h′′
is replaced by h. It may be evaluated in the same way,
leading to an analogous expression to Eq. (22):
S = −N
K
+
K
N
∑
k
( gk
2pi
)2
|φk|2 . (B3)
We now recall, from integrating over Eq. (2) and from
Eq. (19), that
φ0 =
∫ pi
−pi
dxφ(x) =
N
K
, (B4)
and so the k = 0 term in the sum appearing in Eq. (B3)
is
N
K
( g0
2pi
)2
=
N
K
,
since
∫ pi
−pi
g(x) dx = 2pi. Thus this term exactly cancels
the −N/K term in Eq. (B3) and Eq. (24) is proved.
Appendix C: The mesoscopic evolution equation
In the limit of large carrying capacity, the behaviour of
the population is governed by a functional Fokker-Planck
equation, first derived in [15]:
∂
∂t
P (φ, t) =
−
∫ pi
−pi
δ
δφ(x)
(
A(φ, x) − 1
2K
δ
δφ(x)
B(φ, x)
)
P (φ, t) dx ,
(C1)
where
A(φ, x) = φ(x) + µ∇2φ(x) −
∫ pi
−pi
φ(x)φ(y)h(x − y) dy ,
B(φ, x) = φ(x) + µ∇2φ(x) +
∫ pi
−pi
φ(x)φ(y)h(x − y) dy .
(C2)
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In this equation, P describes the probability of finding
population density φ at time t, while A andB capture the
deterministic dynamics and demographic noise effects.
Equivalently, the stochastic dynamics of the system
may be formulated as a stochastic partial differential
equation with statistical properties matching those of the
functional Fokker-Planck equation (C1). Following [42],
this formulation is given by
∂φ(x, t)
∂t
= A(φ, x) +
η(x, t)√
K
, (C3)
where η(x, t) is a Gaussian white noise with zero mean
and correlator
〈φ(x, t)φ(x′, t′)〉 = B(φ, x) δ(x − x′) δ(t− t′), (C4)
understood in the sense of Ito¯. This is precisely equation
(25) from the main text.
As described in the main text (see Eq. (26)), we in-
troduce the new variable ζ(x, t) = φ(x, t) − (1/2pi). To
perform the integral in Eq. (C1) we express the compo-
nents in terms of Fourier coefficients:
A(φ, x) = − 1
2pi
∑
k
(
µk2 +
hk
2pi
)
ζke
ikx
− 1
4pi2
∑
k,l
hkζkζle
i(k+l)x ,
B(φ, x) =
1
pi
+
1
2pi
∑
k
(
2− µk2 + hk
2pi
)
ζke
ikx
+
1
4pi2
∑
k,l
hkζkζle
i(k+l)x ,
δ
δφ(x)
=
∑
k
e−ikx
∂
∂ζk
. (C5)
Performing the integral over x, we obtain
∂P
∂t
=
∑
k
∂
∂ζk
P
[(
µk2 +
hk
2pi
)
ζk +
1
2pi
∑
l
hlζlζk−l
]
+
1
2K
∑
k,l
∂
∂ζk
∂
∂ζl
P
[(
2− µ(k + l)2 + hk+l
2pi
)
ζk+l
+
1
pi
+
1
2pi
∑
m
hmζmζk+l−m
]
,
(C6)
where we use P as a shorthand for P ({ζp}, t), the dis-
tribution of Fourier coefficients of ζ(x). To calculate the
quantities S and Q, defined in equations (16) and (23),
we are required to make predictions for the behaviour
of |ζk|2. We will consider the typical behaviour of the
model, as captured by the ensemble average
〈 · · · 〉 = ∫ (· · · )P ({ζp}, t)∏
l
dζl . (C7)
Equations of motion for the moments of P are deduced
by inserting (C6) into the definition (C7) and integrating
by parts (we assume that P decays exponentially in the
tails). Specifically, multiplying (C6) by ζk and integrat-
ing both sides yields Eq. (29) of the main text. Similarly
for any pair of integers k and l we find Eq. (30).
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