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HYPERPLANE ARRANGEMENTS AND MIXED HODGE
NUMBERS OF THE MILNOR FIBER
MAX KUTLER AND JEREMY USATINE
Abstract. For each complex central essential hyperplane arrangement A, let
FA denote its Milnor fiber. We use Tevelev’s theory of tropical compact-
ifications to study invariants related to the mixed Hodge structure on the
cohomology of FA. We prove that the map taking each arrangement A to the
Hodge-Deligne polynomial of FA is locally constant on the realization space of
any loop-free matroid. When A consists of distinct hyperplanes, we also give a
combinatorial description for the homotopy type of the boundary complex of
any simple normal crossing compactification of FA. As a direct consequence,
we obtain a combinatorial formula for the top weight cohomology of FA, re-
covering a result of Dimca and Lehrer.
1. Introduction
Let H1, . . . , Hn be a central essential arrangement of hyperplanes in C
d, and let
f1, . . . , fn be linear forms defining H1, . . . , Hn, respectively. Then the Milnor fiber
F of the arrangement is defined to be the subvariety of Cd defined by f1 · · · fn − 1.
Because f1 · · · fn is homogeneous, a result of Milnor implies that F is diffeomorphic
to the topological Milnor fiber of f1 · · · fn at the origin [Mil68]. There has been
much interest in understanding how the invariants that arise in singularity the-
ory, such as the Milnor fiber F , vary as hyperplane arrangements vary with fixed
combinatorial type. A major open conjecture predicts that the Betti numbers of
F are combinatorial invariants. Randell has shown that the diffeomorphism type
of F remains constant in smooth families of a fixed combinatorial type [Ran97].
Budur and Saito proved that a related invariant, the Hodge spectrum, is a com-
binatorial invariant [BS10]. On the other hand, Walther has recently shown that
the Bernstein-Sato polynomial is not a combinatorial invariant [Wal17]. Dimca and
Lehrer have also recently studied the mixed Hodge structure on the cohomology of
F [DL12, DL16]. We refer to [Suc17] for a survey on related topics.
In this paper, we use Tevelev’s theory of tropical compactifications [Tev07] to
study invariants related to the mixed Hodge structure on the cohomology of F .
We show that the Hodge-Deligne polynomial of F remains constant as we vary
the arrangement H1, . . . , Hn within the same connected component of a matroid’s
realization space. We also give a combinatorial description for the homotopy type
of any boundary complex of F , and this gives a combinatorial formula for the top
weight cohomology of F .
1.1. Statement of main results. Throughout this paper, k will be an alge-
braically closed field.
Let d, n ∈ Z>0, let µn ⊂ k× be the group of n-th roots of unity, and let Grd,n be
the Grassmannian of d-dimensional linear subspaces in Ank = Spec(k[x1, . . . , xn]).
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For each A ∈ Grd,n(k), let XA ⊂ Ank be the corresponding linear subspace, and
let FA be the scheme theoretic intersection of XA with the closed subscheme of
Ank defined by (x1 · · ·xn − 1). Endow FA with the restriction of the µn-action on
Ank where each ξ ∈ µn acts by scalar multiplication. If XA is not contained in
a coordinate hyperplane of Ank , then the restriction of the coordinates xi define a
central essential hyperplane arrangement in XA, and FA with its µn-action is that
arrangement’s Milnor fiber with its monodromy action.
Remark 1.1. If H1, . . . , Hn is a central essential arrangement of hyperplanes in
Adk, any choice of linear forms defining the Hi defines a linear embedding of A
d
k into
Ank , and H1, . . . , Hn is the hyperplane arrangement associated to the resulting linear
subspace of Ank . Thus we lose no generality by studying the hyperplane arrangements
associated to d-dimensional linear subspaces of Ank .
Let M be a rank d loop-free matroid on {1, . . . , n}, and let GrM ⊂ Grd,n be
the locus parametrizing linear subspaces whose associated hyperplane arrangements
have combinatorial type M. Our first main result concerns how certain additive
invariants of FA vary as A varies within a connected component of GrM. By
additive invariants, we mean invariants that satisfy the cut and paste relations.
Let Kµn0 (Vark) be the µn-equivariant Grothendieck ring of k-varieties, let L ∈
Kµn0 (Vark) be the class of A
1
k with trivial µn-action, and for any separated finite
type k-scheme Y with good µn-action, let [Y, µn] ∈ K
µn
0 (Vark) denote the class of
Y with its µn-action. Let Z[L] denote the polynomial ring over the symbol L, and
endow Kµn0 (Vark) with the Z[L]-algebra structure given by L 7→ L.
Remark 1.2. We mention another interpretation of the additive invariants of FA
with its µn-action. We note that by additive invariants of a k-variety with µn-
action, we mean those invariants defined by group homomorphisms from the µn-
equivariant Grothendieck ring of k-varieties. Let k have characteristic 0, and let
K µˆ0 (Vark) = lim−→ℓ
Kµℓ0 (Vark). Then [NP17, Theorem 4.1.1] implies that the canon-
ical inclusion Kµn0 (Vark) →֒ K
µˆ
0 (Vark) takes [FA, µn] to the motivic nearby fiber
of the arrangement associated to A. Therefore the additive invariants of [FA, µn]
are in fact determined by the motivic nearby fiber of the arrangement.
Definition 1.3. Let P be a Z[L]-module, and let ν : Kµn0 (Vark)→ P be a Z[L]-
module morphism. We say that ν is constant on smooth projective families with
µn-action if the following always holds.
• If S is a connected separated finite type k-scheme with trivial µn-action
and X → S is a µn-equivariant smooth projective morphism from a scheme
X with µn-action, then the map S(k) → P : s 7→ ν[Xs, µn] is constant,
where Xs denotes the fiber of X → S over s.
We can now state our first main result and its direct corollary.
Theorem 1.4. Let P be a torsion-free Z[L]-module, let ν : Kµn0 (Vark) → P be
a Z[L]-module morphism that is constant on smooth projective families with µn-
action, and assume that the characteristic of k does not divide n.
If A1,A2 ∈ GrM(k) are in the same connected component of GrM, then
ν[FA1 , µn] = ν[FA2 , µn].
3Corollary 1.5. If k = C and A1,A2 ∈ GrM(k) are in the same connected com-
ponent of GrM, then the Hodge-Deligne polynomial of FA1 is equal to the Hodge-
Deligne polynomial of FA2 .
The varieties FA are not compact, so it is not immediately clear how the Hodge-
Deligne polynomials of the FA vary in families. To address this difficulty, we show
that certain tropical compactifications of the FA can be constructed in families. A
similar idea was used in [ET12, Lemma 2.13] to study the virtual Hodge numbers
of non-degenerate complete intersections. We extend the µn-action on FA to the
boundary of these compactifications, and we compare the µn-equivariant classes of
the boundary strata to classes of Milnor fibers of related hyperplane arrangements.
We then obtain Theorem 1.4 by inducting on the number of bases in M.
In a forthcoming paper, we use Theorem 1.4 to obtain a similar result for spe-
cializations of the Denef-Loeser motivic zeta functions of hyperplane arrangements.
Our next main result concerns the boundary complexes of compactifications of
FA in the case where A ∈ GrM(k) andM has no pairs of distinct parallel elements.
Note that this is the case where the associated hyperplane arrangement consists of
distinct hyperplanes, so in particular, FA is irreducible.
If X is an irreducible k-variety and X ⊂ X is a simple normal crossing compact-
ification, i.e., an open immersion into a smooth irreducible proper k-variety such
that ∂X = X \X is a simple normal crossing divisor, then let ∆(∂X) denote the
dual complex of the boundary ∂X. See for example [Pay13, Section 2]. Thuillier
proved that the homotopy type of ∆(∂X) does not depend on the choice of simple
normal crossing compactification, as long as such a compactification exists [Thu07].
Let µ(M) denote the Mo¨bius number ofM. The Mo¨bius number is equal to the
absolute value of the constant term of the characteristic polynomial of M, and in
particular, it depends only on the matroid M. We also refer to [MS15, Chapter 4]
for some equivalent definitions of the Mo¨bius number µ(M).
Theorem 1.6. Suppose that M has no pairs of distinct parallel elements, let A ∈
GrM(k), and assume that the characteristic of k does not divide n.
Then FA admits a simple normal crossing compactification. Furthermore, if
FA ⊂ FA is a simple normal crossing compactification, then the boundary complex
∆(∂FA) is homotopy equivalent to a wedge of µ(M) (d− 2)-dimensional spheres.
Because the homotopy type of ∆(∂F ) does not depend on the choice of F , it
suffices to find one simple normal crossing compactification whose boundary has
dual complex with the desired homotopy type. We show that a certain tropical
compactification of FA is smooth and has simple normal crossing boundary, and we
show that this tropical compactification has boundary complex homeomorphic to
the so-called Bergman complex ofM. We then use Ardila and Klivan’s computation
of the homotopy type of the Bergman complex [AK06] to obtain Theorem 1.6.
If k = C, the top weight cohomology of FA with rational coefficients, in the
sense of mixed Hodge theory, can be computed in terms of the reduced homology
of ∆(∂FA) with rational coefficients. See for example [Hac08, Theorem 3.1]. We
thus get the following corollary of Theorem 1.6, recovering a result of Dimca and
Lehrer [DL12, Theorem 1.3].
Corollary 1.7. Suppose that M has no pairs of distinct parallel elements, let
k = C, and let A ∈ GrM(k). Then the dimensions of the top weight cohomology of
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FA are given by
dimGrW2(d−1)H
i(FA) =
{
µ(M), i = d− 1
0, otherwise
.
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2. Preliminaries
We will set notation and recall facts about the equivariant Grothendieck ring of
varieties, tropical compactifications, matroids, linear subspaces, and Milnor fibers
of hyperplane arrangements.
2.1. Equivariant Grothendieck ring of varieties. Let G be a finite group. An
action of G on a scheme is said to be good if each orbit is contained in an affine
open subscheme. For example, any G-action on a quasiprojective k-scheme is good.
We will recall the definition of the G-equivariant Grothendieck ring of varieties
KG0 (Vark). As a group, K
G
0 (Vark) is generated by symbols [X,G] for each sepa-
rated finite type k-schemeX with good G-action, up to G-equivariant isomorphism.
We then obtain the group KG0 (Vark) by imposing the following relations.
• [X,G] = [Y,G] + [X \ Y,G] if Y is a closed G-equivariant subscheme of X .
• [V,G] = [W,G] if V and W are G-equivariant affine bundles, of the same
rank and over the same separated finite type k-scheme, with affine G-action.
The ring structure of KG0 (Vark) is given by [X,G][Y,G] = [X ×k Y,G], where
X ×k Y is endowed with the diagonal G-action. We will let L ∈ KG0 (Vark) denote
the class of A1k with trivial G-action. For more information on the ring K
G
0 (Vark),
see for example [Har15, Definition 4.1].
In the case where G = µn ⊂ k× is the group of nth roots of unity, the ring
Kµn0 (Vark) plays an important role in Denef and Loeser’s theory of motivic zeta
functions and motivic nearby fibers. In particular, the equivariant Grothendieck
ring of varieties is used to encode the monodromy action for the Denef-Loeser
motivic zeta function, which is related to the monodromy action on the cohomology
of the topological Milnor fiber. We refer to [DL01] for more on these ideas.
2.2. Tropical compactifications. Let n ∈ Z>0, let M ∼= Zn be a lattice, let
N = M∨ = Hom(M,Z), and let T = Spec(k[M ]) be the algebraic torus with
character lattice M .
By a cone in N , we will mean a rational pointed cone in NR = N ⊗Z R, and by
a fan in N , we will mean a fan in NR consisting of cones in N .
Let d ∈ Z>0, and let X be a pure dimension d reduced closed subscheme of
T . Let ∆ be a fan in N , let Y (∆) be the T -toric variety defined by ∆, and let
X∆ be the closure of X in Y (∆). Then we may consider the multiplication map
T ×kX∆ → Y (∆). The fan ∆ is called a tropical fan for X →֒ T if X∆ is complete
and the multiplication map T×kX∆ → Y (∆) is faithfully flat. If ∆ is a tropical fan
for X →֒ T , then X∆ is called a tropical compactification. If ∆ is a tropical fan for
X →֒ T and the multiplication map T ×kX∆ → Y (∆) is smooth, then X∆ is called
a scho¨n compactification. If ∆ is unimodular and X∆ is a scho¨n compactification,
then X∆ is smooth and X∆ \X is a simple normal crossing divisor. If there exists
5some ∆ such that X∆ is a scho¨n compactification, then X is said to be scho¨n in T .
It can be shown that X is scho¨n in T if and only if all of its initial degenerations
inwX are smooth. Also, if X is scho¨n in T , then any tropical fan for X gives a
scho¨n compactification. We refer to [Tev07] where tropical compactifications were
introduced.
We recall the following elementary fact. See for example [HK12, Lemma 3.6].
Fact 2.1. Let ∆ be a tropical fan for X →֒ T , let σ ∈ ∆, and let Oσ be the torus
orbit of Y (∆) associated to σ. Then for all w ∈ relint(σ), the initial degeneration
inwX is isomorphic to G
dimσ
m,k ×k (X
∆ ∩ Oσ).
We will also use the following theorem of Luxton and Qu [LQ11, Theorem 1.5].
Theorem 2.2 (Luxton–Qu). If X is scho¨n in T , then any fan ∆ in N that is
supported on Trop(X) is a tropical fan for X →֒ T .
2.3. Matroids. Let d, n ∈ Z>0, and letM be a rank d matroid on {1, . . . , n}. We
will let B(M) denote the set of bases in M. If w = (w1, . . . , wn) ∈ Rn, we will set
B(Mw) = {B ∈ B(M) |
∑
i∈B
wi = max
B′∈B(M)
∑
i∈B′
wi}.
Then for all w ∈ Rn, the set B(Mw) consists of the bases of a rank d matroid on
{1, . . . , n}, and we will let Mw denote that matroid. We will let Trop(M) ⊂ Rn
denote the Bergman fan of M, so
Trop(M) = {w ∈ Rn |Mw is loop-free}.
If B ∈ B(M) and i ∈ {1, . . . , n} \B, we will let C(M, i, B) denote the fundamental
circuit of B with respect to i inM, i.e., C(M, i, B) is the unique circuit ofM that
is contained in B ∪ {i}.
2.4. Linear subspaces. Let d, n ∈ Z>0. We will let Grd,n denote the Grassman-
nian of d-dimensional linear subspaces in Ank = Spec(k[x1, . . . , xn]), and for each
A ∈ Grd,n(k), we will let XA ⊂ Ank denote the corresponding linear subspace. For
each w ∈ Rn and A ∈ Grd,n(k), the ideal generated by
{inw f | f in the ideal defining XA in A
n
k} ⊂ k[x1, . . . , xn]
defines a d-dimensional linear subspace in Ank , and we let Aw ∈ Grd,n(k) denote
the point corresponding to that linear subspace.
The combinatorial type of XA is the rank d matroid on {1, . . . , n} in which
I ⊂ {1, . . . , n} is independent if and only if the set of restrictions {xi|XA | i ∈ I} is
linearly independent. For each rank d matroid M on {1, . . . , n}, let GrM ⊂ Grd,n
denote the locus parametrizing linear subspaces with combinatorial type M. GrM
is a locally closed subset of Grd,n. We make no essential use of any particular
scheme structure on GrM, so we may as well consider it with its reduced structure.
Remark 2.3. By a version of Mne¨v universality, the schemes GrM can be ar-
bitrarily singular and have arbitrarily many connected components. For a precise
statement, see for example [Kat16, Proposition 9.7 and Theorem 9.8].
Let M be a rank d matroid on {1, . . . , n} and let w ∈ Rn. For all A ∈ GrM(k),
we have that Aw ∈ GrMw(k). We briefly recall an elementary fact about the map
GrM(k) → GrMw (k) : A 7→ Aw. Let Grd,n →֒ Proj(k[yI | I ⊂ {1, . . . , n},#I = d])
be the Plu¨cker embedding, and consider the rational map on the ambient projective
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space given in homogeneous coordinates by (aI)I 7→ (awI )I , where a
w
I = aI if
I ∈ B(Mw) and awi = 0 otherwise. It is straightforward to check that this rational
map induces the map GrM(k) → GrMw(k) : A 7→ Aw. In particular, we get the
following facts that will be used in the induction step of our proof of Theorem 1.4.
Fact 2.4. Let M be a rank d matroid on {1, . . . , n}, and suppose that A1,A2 ∈
GrM(k) are in the same connected component of GrM. Then for all w ∈ Rn, we
have that (A1)w, (A2)w ∈ GrMw (k) are in the same connected component of GrMw .
Fact 2.5. Let M be a rank d matroid on {1, . . . , n}, and suppose that w ∈ Rn is
such that Mw =M. Then the map GrM(k)→ GrM(k) : A 7→ Aw is the identity.
We now establish notation for certain useful linear forms. If C is a circuit of M
and A ∈ GrM(k), we will let LAC ∈ k[x1, . . . , xn] denote a linear form in the ideal
defining XA in A
n
k such that the coefficient of xi in L
A
C is nonzero if and only if
i ∈ C. Such an LAC exists and is unique up to nonzero scalar multiple. Once and
for all, we fix such an LAC for all C and A.
2.5. Milnor fibers of hyperplane arrangements. Let d, n ∈ Z>0. We will
let Gnm,k = Spec(k[x
±1
1 , . . . , x
±1
n ]) ⊂ A
n
k denote the complement of the coordinate
hyperplanes, and for each A ∈ Grd,n(k), we will let UA denote the intersection
XA ∩ G
n
m,k. In the context of tropical geometry, we will consider each UA as
a closed subscheme of Gnm,k. For all A ∈ Grd,n(k) and all w ∈ R
n, the initial
degeneration inw UA is equal to UAw . For all rank d matroidsM on {1, . . . , n} and
all A ∈ GrM(k), the tropicalization Trop(UA) ⊂ Rn is equal to Trop(M).
For each A ∈ Grd,n(k), we will let FA denote the intersection of XA with the
closed subscheme of Ank defined by (x1 · · ·xn− 1). We will endow each FA with the
restriction of the µn-action on A
n
k where each ξ ∈ µn acts by scalar multiplication.
In the context of tropical geometry, we will consider each FA as a closed subscheme
of the algebraic torus Gnm,k.
Note that if A ∈ Grd,n(k) is such that XA is not contained in any coordinate
hyperplane of Ank , then the restrictions of the coordinates xi define a central essen-
tial hyperplane arrangement in XA. In that case, UA is the complement of that
hyperplane arrangement, and FA with its µn-action is that arrangement’s Milnor
fiber with its monodromy action. Note that if XA has combinatorial typeM in the
sense of Section 2.4, then XA is not contained in a coordinate hyperplane if and
only if the matroidM is loop-free, in which case the corresponding central essential
hyperplane arrangement in XA has combinatorial type M.
IfM is a rank d loop-free matroid on {1, . . . , n} and the characteristic of k does
not divide n, then FA is smooth and pure dimension d− 1 for all A ∈ GrM(k).
LetM be a rank d loop-free matroid on {1, . . . , n}. The relation of being parallel
in M is an equivalence relation on {1, . . . , n}. Let I1, . . . , Im ⊂ {1, . . . , n} be
the resulting equivalence classes. If the greatest common divisor of {#Iℓ | ℓ ∈
{1, . . . ,m}} is equal to 1, then FA is irreducible for any A ∈ GrM(k).
3. Generators for the ideal defining a linear subspace
Let d, n ∈ Z>0, and letM be a rank d matroid on {1, . . . , n}. We first recall the
following well-known lemma. See [Oxl11, Exercise 1.2.5].
Lemma 3.1. Let B ∈ B(M), and let i ∈ {1, . . . , n} \B. Then
C(M, i, B) \ {i} = {j ∈ B | (B \ {j}) ∪ {i} ∈ B(M)}.
7We now prove some elementary facts about matroids.
Proposition 3.2. Let w = (w1, . . . , wn) ∈ Rn, let B ∈ B(Mw), and let i ∈
{1, . . . , n} \B. Then
min
j∈C(M,i,B)
wj = wi.
Proof. Let j ∈ C(M, i, B) \ {i}. Then by Lemma 3.1,
(B \ {j}) ∪ {i} ∈ B(M).
Because B ∈ B(Mw), this implies that wi ≤ wj . 
Proposition 3.3. Let w = (w1, . . . , wn) ∈ Rn, let B ∈ B(Mw), and let i ∈
{1, . . . , n} \B. Then
C(Mw, i, B) = {j ∈ C(M, i, B) |wj = wi}.
Proof. Let j ∈ B. By Lemma 3.1,
j ∈ C(Mw, i, B) ⇐⇒ (B \ {j}) ∪ {i} ∈ B(Mw)
⇐⇒ (B \ {j}) ∪ {i} ∈ B(M) and wj = wi
⇐⇒ j ∈ C(M, i, B) and wj = wi,
and we are done. 
We will now study certain generators of the ideal defining a linear subspace.
Proposition 3.4. Let A ∈ GrM(k), let w ∈ R
n, let B ∈ B(Mw), and let i ∈
{1, . . . , n} \B. Then inw LAC(M,i,B) is a nonzero scalar multiple of L
Aw
C(Mw,i,B)
.
Proof. By Proposition 3.2 and Proposition 3.3, the coefficient of xi in the initial
form inw L
A
C(M,i,B) is nonzero if and only if i ∈ C(Mw, i, B). The proposition then
follows from the fact that inw L
A
C(M,i,B) is in the ideal defining XAw in A
n
k . 
Proposition 3.5. Let A ∈ GrM(k) and B ∈ B(M). Then the ideal defining XA
in Ank is generated by
{LAC(M,i,B) | i ∈ {1, . . . , n} \B} ⊂ k[x1, . . . , xn].
Proof. For any i, j ∈ {1, . . . , n}\B, we have that i ∈ C(M, j, B) if and only if i = j.
Therefore {LA
C(M,i,B) | i ∈ {1, . . . , n}\B} is a set of n−d linearly independent linear
forms in the ideal defining XA in A
n
k , so we are done. 
Proposition 3.6. Let A ∈ GrM(k), let w ∈ Rn, and let B ∈ B(Mw). Then the
ideal defining XA in A
n
k is generated by
{LAC(M,i,B) | i ∈ {1, . . . , n} \B} ⊂ k[x1, . . . , xn],
and the ideal defining inw UA in G
n
m,k is generated by
{inw L
A
C(M,i,B) | i ∈ {1, . . . , n} \B} ⊂ k[x
±1
1 , . . . , x
±1
n ].
Proof. By Proposition 3.5, the ideal defining XA in A
n
k is generated by
{LAC(M,i,B) | i ∈ {1, . . . , n} \B} ⊂ k[x1, . . . , xn],
and the ideal defining XAw in A
n
k is generated by
{LAw
C(Mw,i,B)
| i ∈ {1, . . . , n} \B} ⊂ k[x1, . . . , xn].
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By Proposition 3.4, this implies that the ideal defining XAw in A
n
k is generated by
{inw L
A
C(M,i,B) | i ∈ {1, . . . , n} \B} ⊂ k[x1, . . . , xn].
Then we are done by the fact that inw UA = UAw = G
n
m,k ∩XAw . 
4. Initial degenerations of Milnor fibers
Let d, n ∈ Z>0 and letM be a rank d matroid on {1, . . . , n}. In this section, we
will compute the initial degenerations of the Milnor fiber of a hyperplane arrange-
ment. We will begin by stating the main result of this section.
Theorem 4.1. If A ∈ GrM(k) and w ∈ Trop(M) ∩ (1, . . . , 1)⊥, then
inw FA = FAw .
Before proving Theorem 4.1, we show that it implies the next two corollaries,
which will eventually be used in proving the main results of this paper.
Corollary 4.2. If A ∈ GrM(k), then
Trop(FA) = Trop(M) ∩ (1, . . . , 1)
⊥.
Proof. Suppose w ∈ Rn \ (1, . . . , 1)⊥. Then inw(x1 · · ·xn − 1) is a unit that is in
the ideal defining inw FA in G
n
m,k, so inw FA = ∅.
Suppose w ∈ Rn \ Trop(M). Then inw FA ⊂ inw UA = ∅.
Now suppose that w ∈ Trop(M) ∩ (1, . . . , 1)⊥. We only need to show that
inw FA 6= ∅. By Theorem 4.1, we have that inw FA = FAw . Because w ∈ Trop(M),
we have thatMw is loop-free, so XAw is not contained in a coordinate hyperplane
of Ank . Thus FAw 6= ∅. 
We note that if the characteristic of k does not divide n, then Theorem 4.1 and
Corollary 4.2 imply that FA is scho¨n for all A ∈ GrM(k).
Corollary 4.3. Let A ∈ GrM(k), let w ∈ Rn, and let B ∈ B(Mw). Then the ideal
defining FA in G
n
m,k is generated by
{LAC(M,i,B) | i ∈ {1, . . . , n} \B} ∪ {x1 . . . xn − 1} ⊂ k[x
±1
1 , . . . , x
±1
n ],
and the ideal defining inw FA in G
n
m,k is generated by
{inw L
A
C(M,i,B) | i ∈ {1, . . . , n} \B} ∪ {inw(x1 . . . xn − 1)} ⊂ k[x
±1
1 , . . . , x
±1
n ].
Proof. By Proposition 3.6, the ideal defining FA in G
n
m,k is generated by
{LAC(M,i,B) | i ∈ {1, . . . , n} \B} ∪ {x1 . . . xn − 1} ⊂ k[x
±1
1 , . . . , x
±1
n ].
Set Iw to be the ideal in k[x±11 , . . . , x
±1
n ] generated by
{inw L
A
C(M,i,B) | i ∈ {1, . . . , n} \B} ∪ {inw(x1 . . . xn − 1)}.
Suppose that w ∈ Rn \ (1, . . . , 1)⊥. Then inw(x1 · · ·xn− 1) is a unit, so inw FA = ∅
is defined by Iw.
Suppose that w ∈ Rn \Trop(M) = Rn \Trop(UA). Then Proposition 3.6 implies
that {inw LAC(M,i,B) | i ∈ {1, . . . , n} \B} generates the unit ideal in k[x
±1
1 , . . . , x
±1
n ],
so inw FA = ∅ is defined by Iw.
Finally, suppose that w ∈ Trop(M) ∩ (1, . . . , 1)⊥. Then inw(x1 · · ·xn − 1) =
(x1 · · ·xn − 1), so Proposition 3.6 implies that inw FA = FAw is defined by I
w. 
94.1. Gro¨bner bases for Milnor fibers. The remainder of this section will be
dedicated to proving Theorem 4.1. If M has a loop, then Trop(M) = ∅, so we will
assume for the remainder of this section that M is loop-free.
For all I ⊂ {1, . . . , n}, let xI ∈ k[x1, . . . , xn] denote the monomial
∏
i∈I xi. For
any A ∈ GrM(k), let IA ⊂ k[x1, . . . , xn] denote the ideal defining FA in Ank . For
each A ∈ GrM(k), each circuit C in M, and each i ∈ C, let L
A
C,i ∈ k[x1, . . . , xn]
denote the nonzero scalar multiple of LAC whose coefficient of xi is equal to 1. For
each A ∈ GrM(k) and each B ∈ B(M), let gAB ∈ k[x1, . . . , xn] denote
gAB = xB
∏
i∈{1,...,n}\B
(xi − L
A
C(M,i,B),i).
By construction and the fact that M is loop-free, each gAB is a homogeneous poly-
nomial of degree n in the variables {xi | i ∈ B}.
Lemma 4.4. Let A ∈ GrM(k) and let B ∈ B(M). Then IA is generated by
{LAC(M,i,B) | i ∈ {1, . . . , n} \B} ∪ {g
A
B − 1} ⊂ k[x1, . . . , xn].
Proof. We can rewrite gAB as
gAB =
∑
I⊂{1,...,n}\B
(−1)#Ix{1,...,n}\I
∏
i∈I
LAC(M,i,B),i.
Therefore
gAB − 1 = (x1 · · ·xn − 1) +
∑
I⊂{1,...,n}\B
I 6=∅
(−1)#Ix{1,...,n}\I
∏
i∈I
LAC(M,i,B),i.
The lemma thus follows from Proposition 3.5. 
For each A ∈ GrM(k), let JA ⊂ k[x0, x1, . . . , xn] denote the homogenization of
IA. We will compute Gro¨bner bases for each JA at certain monomial orders.
For each u ∈ Z{0,1,...,n}, let xu ∈ k[x0, . . . , xn] denote the monomial (x0, . . . , xn)u.
We will always assume a monomial order ≺ satisfies xu  1, and for all f ∈
k[x0, . . . , xn], we will let the initial term in≺ f be the term of f that is ≺-minimal.
Remark 4.5. It is more standard in Gro¨bner theory to use the opposite convention,
i.e., that 1 is the minimal monomial and that in≺ f is the maximal term, but we
have chosen our convention to be consistent with our convention for initial forms.
If ≺ is a monomial order on k[x0, . . . , xn] and v ∈ R
{0,...,n}
≤0 , let ≺v denote the
monomial order defined by
xu1 ≺v x
u2 ⇐⇒ u1 · v < u2 · v or u1 · v = u2 · v and x
u1 ≺ xu2 .
Note that because v has nonpositive entries, ≺v satisfies xu v 1 for all u.
Proposition 4.6. Let A ∈ GrM(k), let w ∈ R
n, let B ∈ B(Mw), and let λ ∈ R
be such that v = (0, w) + λ(1, . . . , 1) ∈ R
{0,...,n}
≤0 . Let ≺ be a monomial order on
k[x0, . . . , xn] such that xi ≺ xj for all i ∈ {1, . . . , n} \B and j ∈ B. Then
{LAC(M,i,B) | i ∈ {1, . . . , n} \B} ∪ {g
A
B − x
n
0 } ∈ k[x0, . . . , xn]
is a Gro¨bner basis for JA with respect to ≺v.
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Proof. By Lemma 4.4, {LA
C(M,i,B) | i ∈ {1, . . . , n} \B} ∪ {g
A
B − x
n
0 } generates JA.
Let i ∈ {1, . . . , n} \ B. We will show that in≺v L
A
C(M,i,B) is a nonzero scalar
multiple of xi. By Proposition 3.2 and Proposition 3.3, the coefficient of xj in
the initial form inw L
A
C(M,i,B) is nonzero if and only if j ∈ C(Mw, i, B). Because
LA
C(M,i,B) is homogeneous, this implies that the coefficient of xj in the initial form
inv L
A
C(M,i,B) is nonzero if and only if j ∈ C(Mw, i, B). Because C(Mw, i, B) ⊂
B ∪ {i}, this implies that in≺v L
A
C(M,i,B) is a nonzero scalar multiple of xi.
Therefore, because gAB − x
n
0 is a polynomial in {x0} ∪ {xj | j ∈ B}, the initial
terms {in≺v L
A
C(M,i,B) | i ∈ {1, . . . , n}\B}∪{in≺v(g
A
B −x
n
0 )} are pairwise relatively
prime. The proposition then follows from Buchberger’s criteria. 
We can now apply this result to better understand each IA.
Proposition 4.7. Let A ∈ GrM(k), let w ∈ Rn, and let B ∈ B(Mw). Then
{inw L
A
C(M,i,B) | i ∈ {1, . . . , n} \B} ∪ {inw(g
A
B − 1)}
generates the ideal (inw f | f ∈ IA) ⊂ k[x1, . . . , xn].
Proof. Let λ ∈ R be such that v = (0, w) + λ(1, . . . , 1) ∈ R
{0,...,n}
≤0 , and let J
w
A ⊂
k[x0, . . . , xn] be the ideal
(in(0,w) f | f ∈ JA) = (inv f | f ∈ JA).
We will now use a standard argument to show that Proposition 4.6 implies that JwA
is generated by
{in(0,w) L
A
C(M,i,B) | i ∈ {1, . . . , n} \B} ∪ {in(0,w)(g
A
B − x
n
0 )}.
Let ≺ be a monomial order on k[x0, . . . , xn] such that xi ≺ xj for all i ∈ {1, . . . , n}\
B and j ∈ B. Let in≺v JA = in≺ J
w
A ⊂ k[x0, . . . , xn] be the ideal
(in≺v f | f ∈ JA) = (in≺ f | f ∈ J
w
A).
Then by Proposition 4.6, the initial ideal in≺ J
w
A = in≺v JA is generated by
{in≺(in(0,w) L
A
C(M,i,B)) | i ∈ {1, . . . , n} \B} ∪ {in≺(in(0,w)(g
A
B − x
n
0 ))}.
This implies that JwA is generated by
{in(0,w) L
A
C(M,i,B) | i ∈ {1, . . . , n} \B} ∪ {in(0,w)(g
A
B − x
n
0 )}.
Now let f ∈ IA, and let g ∈ JA be the homogenization of f . Then in(0,w) g ∈ J
w
A is
in the ideal of k[x0, . . . , xn] generated by
{in(0,w) L
A
C(M,i,B) | i ∈ {1, . . . , n} \B} ∪ {in(0,w)(g
A
B − x
n
0 )},
so inw f = (in(0,w) g)|x0=1 is in the ideal of k[x1, . . . , xn] generated by
{inw L
A
C(M,i,B) | i ∈ {1, . . . , n} \B} ∪ {inw(g
A
B − 1)},
completing our proof. 
In the next two lemmas, we compute certain initial forms of each (gAB − 1).
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Lemma 4.8. Let A ∈ GrM(k), let w = (w1, . . . , wn) ∈ Trop(M), let B ∈ B(Mw),
and let i ∈ {1, . . . , n} \B. Then
inw(xi − L
A
C(M,i,B),i) = xi − L
Aw
C(Mw,i,B),i
,
and for all u ∈ supp(xi − L
Aw
C(Mw,i,B),i
),
u · w = wi.
Proof. By Proposition 3.2 and Proposition 3.3,
inw L
A
C(M,i,B),i = L
Aw
C(Mw,i,B),i
.
Because Mw is loop-free, L
Aw
C(Mw,i,B),i
is not a monomial, so
inw(xi − L
A
C(M,i,B),i) = xi − inw L
A
C(M,i,B),i = xi − L
Aw
C(Mw,i,B),i
,
and for all u ∈ supp(xi − L
Aw
C(Mw,i,B),i
),
u · w = wi.

Lemma 4.9. Let A ∈ GrM(k), let w ∈ Trop(M)∩(1, . . . , 1)⊥, and let B ∈ B(Mw).
Then
inw(g
A
B − 1) = g
Aw
B − 1.
Proof. Write w = (w1, . . . , wn). By Lemma 4.8,
inw g
A
B = xB
∏
i∈{1,...,n}\B
inw(xi − L
A
C(M,i,B),i)
= xB
∏
i∈{1,...,n}\B
(xi − L
Aw
C(Mw,i,B),i
)
= gAwB ,
and for all u ∈ supp(inw gAB ),
u · w = w1 + · · ·+ wn = 0.
Because gAB is homogeneous of degree n, and in particular 0 /∈ supp(inw g
A
B ), this
implies that
inw(g
A
B − 1) = inw(g
A
B )− 1 = g
Aw
B − 1.

Now let A ∈ GrM(k) and w ∈ Trop(M)∩ (1, . . . , 1)⊥. We complete the proof of
Theorem 4.1.
Proof of Theorem 4.1. By construction, the ideal defining FA in G
n
m,k is generated
by the image of IA in k[x
±1
1 , . . . , x
±1
n ]. Thus the ideal defining inw FA in G
n
m,k is
generated by the image of (inw f | f ∈ IA) ⊂ k[x1, . . . , xn] in k[x
±1
1 , . . . , x
±1
n ].
Let B ∈ B(Mw). Then by Proposition 3.2, Proposition 3.3, Proposition 4.7, and
Lemma 4.9, the ideal defining inw FA in G
n
m,k is generated by
{LAw
C(Mw,i,B)
| i ∈ {1, . . . , n} \B} ∪ {gAwB − 1} ⊂ k[x
±1
1 , . . . , x
±1
n ].
The theorem thus follows from Lemma 4.4. 
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5. Boundary complex of the Milnor fiber
Let d, n ∈ Z>0, and let M be a rank d loop-free matroid on {1, . . . , n}. In this
section, we will prove Theorem 1.6.
We begin by proving the following combinatorial lemma.
Lemma 5.1. Let w = (w1, . . . , wn) ∈ Trop(M), let i ∈ {1, . . . , n} such that wi =
maxℓ∈{1,...,n}wℓ, and suppose j ∈ {1, . . . , n} is such that i and j are parallel in
Mw. Then i and j are parallel in M.
Proof. We may assume that i 6= j. Because Mw is loop-free, there exists B ∈
B(Mw) such that j ∈ B. Because i and j are parallel in Mw, we have that i /∈ B
and C(Mw, i, B) = {i, j}. By Proposition 3.2 and the hypotheses,
wi = min
ℓ∈C(M,i,B)
wℓ ≤ max
ℓ∈C(M,i,B)
wℓ ≤ wi.
Then by Proposition 3.3,
{i, j} = C(Mw, i, B) = {ℓ ∈ C(M, i, B) |wℓ = wi} = C(M, i, B),
so i and j are parallel in M. 
We can now prove the following irreducibility statement.
Proposition 5.2. Suppose that M has no pairs of distinct parallel elements, and
let A ∈ GrM(k). Then for all w ∈ Rn, the initial degeneration inw FA is irreducible.
Proof. We may assume that w ∈ Trop(FA) = Trop(M) ∩ (1, . . . , 1)⊥. Then by
Lemma 5.1, there exists i ∈ {1, . . . , n} that is not parallel in Mw to any other
element. Therefore FAw , which is equal to inw FA by Theorem 4.1, is irreducible.

Now suppose thatM has no pairs of distinct parallel elements, assume that the
characteristic of k does not divide n, and let A ∈ GrM(k). Let ∆ be a unimodular
fan in Zn supported on Trop(FA), let Y (∆) be the smoothG
n
m,k-toric variety defined
by ∆, and let F∆A be the closure of FA in Y (∆). Because FA is scho¨n in G
n
m,k, we
have that FA ⊂ F∆A is a simple normal crossing compactification. By [Thu07], the
dual complex of F∆A \ FA is homotopy equivalent to the dual complex of FA \ FA
for any simple normal crossing compactification FA ⊂ FA. Therefore Theorem 1.6
follows from the next proposition.
Proposition 5.3. The dual complex of F∆A \FA is homotopy equivalent to a µ(M)-
wedge of dimension d− 2 spheres.
Proof. Because FA has irreducible initial degenerations, each intersection of F
∆
A
with a torus orbit of Y (∆) is irreducible. Thus the dual complex of F∆A \ FA is
homeomorphic to the dual complex of Y (∆) \ Gnm,k, which is homeomorphic to
the intersection of Trop(FA) = Trop(M) ∩ (1, . . . , 1)⊥ with the unit sphere in Rn.
By [AK06][corollary to Theorem 1], this intersection is homotopy equivalent to a
µ(M)-wedge of dimension d− 2 spheres. 
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6. Functions defining tropical compactifications
Throughout Sections 6, 7, and 8, let n ∈ Z>0, let M ∼= Z
n be a lattice, let
N =M∨, let T = Spec(k[M ]) be the algebraic torus with character lattice M , and
for each u ∈ M , let χu ∈ k[M ] denote the corresponding character. The following
notation and lemma will be used in Sections 6 and 7.
Notation. If σ is a cone in N , we will let ψσ : k[σ
∨ ∩M ]→ k[σ⊥ ∩M ] denote the
k-algebra map defined by
χu 7→
{
χu, u ∈ σ⊥ ∩M,
0, otherwise,
and we will let ϕσ : k[σ
∨ ∩M ] → k[M ] denote the composition of ψσ with the
inclusion k[σ⊥ ∩M ] →֒ k[M ].
Lemma 6.1. Let f ∈ k[M ], and let σ be a cone in N such that for each face τ of
σ and each pair w1, w2 ∈ relint(τ), we have that
inw1 f = inw2 f.
Let u ∈M be such that −u ∈ supp(inw f) for all w ∈ relint(σ).
Then for all faces τ of σ,
χuf ∈ k[τ∨ ∩M ],
and for all w ∈ relint(τ),
ϕτ (χ
uf) = χu inw f.
Proof. By the hypotheses, for each face τ of σ, there exists fτ ∈ k[M ] such that
fτ = inw f for all w ∈ relint(τ).
Let τ be a face of σ. By continuity and the definition of initial forms,
−u ∈ supp(fσ) ⊂ supp(fτ ).
Thus for all v ∈ supp(fτ ) and all w ∈ relint(τ),
〈v, w〉 = 〈−u,w〉,
and for all v ∈ supp(f) \ supp(fτ ) and all w ∈ relint(τ),
〈v, w〉 > 〈−u,w〉.
Thus by continuity, for all v ∈ supp(fτ ) and all w ∈ τ ,
〈v, w〉 = 〈−u,w〉,
and for all v ∈ supp(f) \ supp(fτ ) and all w ∈ τ ,
〈v, w〉 ≥ 〈−u,w〉.
This implies that for each v ∈ supp(fτ ),
u+ v ∈ τ⊥ ∩M,
and for each v ∈ supp(f) \ supp(fτ ),
u+ v ∈ (τ∨ ∩M) \ (τ⊥ ∩M).
Therefore,
χuf ∈ k[τ∨ ∩M ].
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Now write
f =
∑
v∈supp(f)
avχ
v,
where each av ∈ k
×. Then for all w ∈ relint(τ),
ϕτ (χ
uf) =
∑
v∈supp(fτ )
avϕτ (χ
u+v) +
∑
v∈supp(f)\supp(fτ )
avϕτ (χ
u+v)
=
∑
v∈supp(fτ )
avχ
u+v
= χu inw f.

In the remainder of this section we show that under certain conditions, we can
give functions that define partial compactifications of subvarieties of tori.
Let d ∈ Z>0, let f1, . . . , fn−d ∈ k[M ], let ∆,∆ be fans in N , and let σ ∈ ∆. Let
X →֒ T be the closed subscheme defined by the ideal generated by f1, . . . , fn−d,
and suppose that the following hypotheses hold.
(i) X is pure dimension d and reduced.
(ii) ∆ ⊂ ∆.
(iii) ∆ is unimodular.
(iv) ∆ is a tropical fan for X →֒ T .
(v) For each face τ of σ, each pair w1, w2 ∈ relint(τ), and each i ∈ {1, . . . , n− d},
inw1 fi = inw2 fi.
(vi) For each w ∈ σ, we have that inw f1, . . . , inw fn−d generate the ideal defining
inwX in T .
Let Y (σ) = Spec(k[σ∨ ∩M ]) be the affine T -toric variety defined by σ, and let
Xσ →֒ Y (σ) be the closure of X .
Proposition 6.2. Let u1, . . . , un−d ∈M be such that for each i ∈ {1, . . . , n− d},
−ui ∈ supp(inw fi)
for all, or equivalently some, w ∈ relint(σ).
Then χu1f1, . . . , χ
un−dfn−d ∈ k[σ∨∩M ], and χu1f1, . . . , χun−dfn−d generate the
ideal defining Xσ in Y (σ).
6.1. Proof of Proposition 6.2. Let u1, . . . , un−d ∈ M be such that for each
i ∈ {1, . . . , n− d},
−ui ∈ supp(inw fi)
for all w ∈ relint(σ). We now prove the first part of Proposition 6.2.
Proposition 6.3. We have that χu1f1, . . . , χ
un−dfn−d ∈ k[σ∨ ∩M ].
Proof. This follows directly from Lemma 6.1. 
Now let X ′ →֒ Y (σ) be the closed subscheme defined by the ideal generated by
χu1f1, . . . , χ
un−dfn−d. Note that by construction, X
σ is a closed subscheme of X ′.
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Proposition 6.4. Let τ be a face of σ, and let Oτ be the torus orbit of Y (σ)
associated to τ . Then the closed immersion
Xσ ∩ Oτ →֒ X
′ ∩ Oτ
is surjective.
Proof. Let w ∈ relint(τ). Because σ ∈ ∆ and ∆ contains a tropical fan for X →֒ T ,
we have that
G
dim τ
m,k ×k (X
σ ∩ Oτ ) ∼= inwX.
Let Y (τ) = Spec(k[τ∨ ∩M ]) ⊂ Y (σ) be the affine T -toric variety defined by τ .
Note that Oτ = Spec(k[τ⊥ ∩M ]), and the inclusion
Oτ →֒ Y (τ)
is given by the map ψτ : k[τ
∨ ∩M ] → k[τ⊥ ∩M ]. Thus by construction, X ′ ∩ Oτ
is the closed subscheme of Oτ defined by the ideal in k[τ
⊥ ∩M ] generated by
ψτ (χ
u1f1), . . . , ψτ (χ
un−dfn−d).
Let T → Oτ be the morphism defined by the inclusion k[τ
⊥ ∩M ] →֒ k[M ]. Then
the preimage of X ′ ∩ Oτ under the morphism T → Oτ is defined by the ideal in
k[M ] generated by
ϕτ (χ
u1f1), . . . , ϕτ (χ
un−dfn−d).
By Lemma 6.1, for each i ∈ {1, . . . , n− d},
ϕτ (χ
uifi) = χ
ui inw fi.
Then because inw f1, . . . , inw fn−d generate the ideal defining inwX in T , we have
that the preimage of X ′ ∩ Oτ under the morphism T → Oτ is equal to inwX .
Because the morphism T → Oτ is isomorphic to the projection morphism Gdim τm,k ×k
Oτ → Oτ , this implies
G
dim τ
m,k ×k (X
′ ∩ Oτ ) ∼= inwX ∼= G
dim τ
m,k ×k (X
σ ∩ Oτ ).
Therefore there exists a dimension preserving bijection between the irreducible
components of X ′∩Oτ and the irreducible components of Xσ∩Oτ , and this implies
that that the closed immersion Xσ ∩Oτ →֒ X ′ ∩ Oτ is surjective. 
We now get the following corollary.
Corollary 6.5. The closed immersion Xσ →֒ X ′ is surjective.
Proof. This is a direct consequence of Proposition 6.4 and the fact that the torus
orbits stratify Y (σ). 
We can now prove the following.
Proposition 6.6. The scheme X ′ is reduced.
Proof. Because X has pure dimension d, we have that Xσ has pure dimension
d. Thus by Corollary 6.5, X ′ has pure dimension d. Because X ′ is defined in
Y (σ) by n− d functions, this implies that X ′ is Cohen-Macaulay. By construction,
X ′ ∩ T = X , and by Corollary 6.5, X is dense in X ′. Then because X is reduced,
X ′ is generically reduced and therefore reduced. 
The following corollary completes the proof of Proposition 6.2.
Corollary 6.7. The closed immersion Xσ →֒ X ′ is an isomorphism.
Proof. This follows directly from Corollary 6.5 and Proposition 6.6. 
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7. Tropical compactifications and group actions
Let G be a finite group. In this section we will prove that if we equip certain trop-
ical compactifications with certainG-actions, then their classes in the G-equivariant
Grothendieck ring of varieties can be related to classes of initial degenerations.
Let G → T be an algebraic group homomorphism, where G is considered as a
k-scheme in the standard way, and endow T with the G-action induced by G→ T
and the action of T on itself given by left multiplication.
We begin with the following elementary lemma.
Lemma 7.1. We have that
[T,G] = (L− 1)n ∈ KG0 (Vark).
Proof. First consider the case where n = 1. Then the action of T on itself extends
to a linear action on A1k ⊃ T , so the G-action on T extends to a linear action on
A1k. Thus
[T,G] = [A1k, G]− 1 = L− 1 ∈ K
G
0 (Vark).
Now consider the case where n is arbitrary, and fix an isomorphism T ∼= Gnm,k. On
each Gm,k factor of G
n
m,k, we have a G-action on Gm,k induced by the composition
G → T → Gm,k, where the second map is the projection onto the given factor.
Then the action of G on T is the diagonal action induced by these actions. Thus
by the case above
[T,G] = (L− 1)n ∈ KG0 (Vark).

Let d ∈ Z>0, let f1, . . . , fm ∈ k[M ], and let ∆ be a fan in N . Let X →֒ T be the
closed subscheme defined by the ideal generated by f1, . . . , fm, and suppose that
the following hypotheses hold.
(i) X is pure dimension d and reduced.
(ii) ∆ is unimodular.
(iii) ∆ is a tropical fan for X →֒ T .
(iv) For each σ ∈ ∆, each pair w1, w2 ∈ relint(σ), and each i ∈ {1, . . . ,m},
inw1 fi = inw2 fi.
(v) For each σ ∈ ∆, there exist i1, . . . in−d ∈ {1, . . . ,m} such that fi1 , . . . , fin−d
generate the ideal defining X in T and inw fi1 , . . . , inw fin−d generate the ideal
defining inwX in T for all w ∈ σ.
Let Y (∆) be the T -toric variety defined by ∆, and endow Y (∆) with the G-
action induced by G → T and the action of T on Y (∆). For each σ ∈ ∆, choose
some wσ ∈ relint(σ). Let X
∆ →֒ Y (∆) be the closure of X .
Proposition 7.2. Suppose that X is invariant under the G-action on T . Then
(a) X∆ is invariant under the G-action on Y (∆),
(b) inwσ X is invariant under the G-action on T for each σ ∈ ∆,
(c) and
(L− 1)dim∆[X∆, G] =
∑
σ∈∆
(L− 1)dim∆−dimσ[inwσ X,G] ∈ K
G
0 (Vark),
where X∆ and each inwσ X are endowed with the G-actions induced by restric-
tion of the G-actions on Y (∆) and T , respectively.
17
Remark 7.3. Note that each G-orbit of Y (∆) is contained in a T -invariant open
affine, so the G-action on Y (∆) is good. The G-action on T is good because T is
affine. Therefore the classes in the statement of Proposition 7.2 are well defined.
7.1. Proof of Proposition 7.2. Suppose that X is invariant under the G-action
on T . We begin by proving the first part of Proposition 7.2.
Proposition 7.4. We have that X∆ is invariant under the G-action on Y (∆).
Proof. Because X∆ is the closure of X , as a set X∆ is invariant under the G-action
on Y (∆). Because X is reduced, so is X∆, and therefore as a closed subscheme
X∆ is invariant under the G-action on Y (∆). 
For each σ ∈ ∆, let Oσ be torus orbit of Y (∆) corresponding to σ.
Proposition 7.5. For each σ ∈ ∆, the scheme theoretic intersection X∆ ∩ Oσ is
invariant under the G-action on Y (∆).
Proof. This follows from Proposition 7.4 and the fact that each torus orbit of Y (∆)
is invariant under the G-action. 
For each σ ∈ ∆, let T → Oσ = Spec(k[σ⊥ ∩M ]) be the algebraic group ho-
momorphism given by the inclusion k[σ⊥ ∩M ] → k[M ], let Tσ be the kernel of
T → Oσ, and fix an identification of T with Tσ ×k Oσ given by a splitting of the
sequence 0→ Tσ → T → Oσ → 0.
Remark 7.6. Note that the G-action on Oσ induced by restriction of the G-action
on Y (∆) is the same as the G-action induced by G → T → Oσ and the action of
Oσ on itself given by left multiplication.
Proposition 7.7. Let σ ∈ ∆. Then under the identification of T with Tσ ×k Oσ,
the initial degeneration inwσ X is equal to Tσ ×k (X
∆ ∩ Oσ).
Proof. Let i1, . . . , in−d ∈ {1, . . . ,m} be such that fi1 , . . . , fin−d generate the ideal
defining X in T and inw fi1 , . . . , inw fin−d generate the ideal defining inwX in T
for all w ∈ σ. Because X has pure dimension d, we have that fij 6= 0 for all
j ∈ {1, . . . , n− d}. Thus we may let u1, . . . , un−d ∈M be such that
−uj ∈ supp(inw fij )
for all j ∈ {1, . . . , n− d} and all w ∈ relint(σ). Then by Proposition 6.2,
χu1fi1 , . . . , χ
un−dfin−d ∈ k[σ
∨ ∩M ],
and χu1fi1 , . . . , χ
un−dfin−d generate the ideal defining X
σ in Y (σ), where Y (σ) =
Spec(k[σ∨ ∩M ]) is the affine T -toric variety defined by σ and Xσ →֒ Y (σ) is the
closure of X . Thus X∆ ∩ Oσ is the closed subscheme of Oσ defined by the ideal
generated by
ψσ(χ
u1fi1), . . . , ψσ(χ
un−dfin−d) ∈ k[σ
⊥ ∩M ].
Thus the preimage ofX∆∩Oσ under the morphism T → Oσ is the closed subscheme
defined by the ideal generated by
ϕσ(χ
u1fi1), . . . , ϕσ(χ
un−dfin−d) ∈ k[M ].
Then by Lemma 6.1, the preimage of X∆∩Oσ under the morphism T → Oσ is the
closed subscheme defined by the ideal generated by
inwσ fi1 , . . . , inwσ fin−d ∈ k[M ].
18 MAX KUTLER AND JEREMY USATINE
Thus this preimage is equal to inwσ X in T . Under the identification of T with
Tσ ×k Oσ, this preimage is equal to Tσ ×k (X∆ ∩ Oσ), and we are done. 
We can now prove the next part of Proposition 7.2.
Proposition 7.8. Let σ ∈ ∆. Then inwσ X is invariant under the G-action on T .
Proof. This follows from Proposition 7.5, Remark 7.6, and Proposition 7.7. 
For the remainder of this section, endow X∆ with the G-action induced by
restriction of the G-action of Y (∆), and for each σ ∈ ∆, endow inwσ X with the
G-action induced by the restriction of the G-action on T and endow X∆ ∩Oσ with
the G-action induced by the restriction of the G-action on Y (∆).
Proposition 7.9. Let σ ∈ ∆. Then
[inwσ X,G] = (L− 1)
dimσ[X∆ ∩ Oσ, G] ∈ K
G
0 (Vark).
Proof. Let G → Tσ be the composition of G → T and the projection T → Tσ
induced by the indentification of T with Tσ ×k Oσ. Endow Tσ with the G-action
induced by G→ Tσ and the action of Tσ on itself given by left multiplication. By
Remark 7.6 and Proposition 7.7,
[inwσ X,G] = [Tσ, G][X
∆ ∩Oσ, G] ∈ K
G
0 (Vark).
Then by Lemma 7.1,
[inwσ X,G] = (L− 1)
dimσ[X∆ ∩ Oσ, G] ∈ K
G
0 (Vark).

The next proposition completes the proof of Proposition 7.2.
Proposition 7.10. We have that
(L− 1)dim∆[X∆, G] =
∑
σ∈∆
(L− 1)dim∆−dimσ[inwσ X,G] ∈ K
G
0 (Vark).
Proof. We have that
[X∆, G] =
∑
σ∈∆
[X∆ ∩ Oσ, G] ∈ K
G
0 (Vark),
so by Proposition 7.9,
(L− 1)dim∆[X∆, G] =
∑
σ∈∆
(L− 1)dim∆−dimσ(L− 1)dimσ[X∆ ∩Oσ, G]
=
∑
σ∈∆
(L− 1)dim∆−dimσ[inwσ X,G] ∈ K
G
0 (Vark).

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8. Scho¨n compactifications in families
In this section we will show that under certain conditions, scho¨n compactifica-
tions can be constructed in families.
Let S = Spec(A) be a nonempty connected smooth finite type scheme over k,
and for each s ∈ S(k) and f ∈ A[M ], let f(s) ∈ k[M ] denote the restriction of f to
T = T ×k {s} ⊂ T ×k S = Spec(A[M ]).
Let f1, . . . , fm ∈ A[M ] \ {0} be such that for each i ∈ {1, . . . ,m},
fi =
∑
u∈M
a(i)u χ
u,
where each a
(i)
u ∈ A× ∪ {0}. Let d ∈ Z>0, and let ∆,∆ be fans in N .
Let X →֒ T ×k S be the closed subscheme defined by the ideal generated by
f1, . . . , fm, for each s ∈ S(k), let Xs →֒ T denote the fiber of X over s, and
suppose that the following hypotheses hold.
(i) For all s ∈ S(k), Xs is pure dimension d and scho¨n in T .
(ii) ∆ ⊂ ∆.
(iii) ∆ is unimodular.
(iv) For all s ∈ S(k), we have that Trop(Xs) is equal to the support of ∆.
(v) For each σ ∈ ∆, each pair w1, w2 ∈ relint(σ), each i ∈ {1, . . . ,m}, and each
s ∈ S(k),
inw1(fi(s)) = inw2(fi(s)).
(vi) For each σ ∈ ∆, there exist i1, . . . , in−d ∈ {1, . . . ,m} such that for all s ∈ S(k),
we have that fi1(s), . . . , fin−d(s) ∈ k[M ] generate the ideal defining Xs in T
and inw(fi1(s)), . . . , inw(fin−d(s)) generate the ideal defining inw(Xs) in T for
all w ∈ σ.
Let Y (∆), Y (∆) be the T -toric varieties defined by ∆,∆, respectively, and for
each s ∈ S(k), let X∆s →֒ Y (∆) be the closure of Xs.
Proposition 8.1. There exists a closed subscheme X∆ →֒ Y (∆)×kS that is smooth
over S and such that for each s ∈ S(k), the fiber of X∆ over s is equal to X∆s as a
closed subscheme of Y (∆) ⊂ Y (∆).
8.1. Proof of Proposition 8.1. We begin our proof with the following lemma.
Lemma 8.2. Let σ ∈ ∆. For each i ∈ {1, . . . ,m}, there exists uσi ∈ M such that
for all s ∈ S(k) and all w ∈ relint(σ),
−uσi ∈ supp(inw(fi(s))).
Proof. By the fact that each a
(i)
u ∈ A× ∪ {0} and by hypothesis (v), we have that
for all i ∈ {1, . . . ,m}, all w1, w2 ∈ relint(σ), and all s1, s2 ∈ S(k),
supp(inw1(fi(s1))) = supp(inw2(fi(s2))).
Thus we only need to show that there exists uσi ∈M such that
−uσi ∈ supp(inw(fi(s)))
for some s ∈ S(k) and some w ∈ relint(σ). Fix some w ∈ relint(σ), and because
S is nonempty, we can fix some s ∈ S(k). Because each fi 6= 0, the hypothesis on
each a
(i)
u implies that each fi(s) 6= 0, and therefore each supp(inw(fi(s))) 6= ∅. The
lemma follows. 
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For the remainder of this section, for each σ ∈ ∆ and each i ∈ {1, . . . ,m}, fix
some uσi ∈M such that for all s ∈ S(k) and all w ∈ relint(σ),
−uσi ∈ supp(inw(fi(s))).
By hypothesis (vi), for each σ ∈ ∆, we may fix iσ1 , . . . , i
σ
n−d ∈ {1, . . . ,m}
such that for all s ∈ S(k), we have that fiσ
1
(s), . . . , fiσ
n−d
(s) ∈ k[M ] generate the
ideal defining Xs in T and inw(fiσ
1
(s)), . . . , inw(fiσ
n−d
(s)) generate the ideal defining
inw(Xs) in T for all w ∈ σ.
For each σ ∈ ∆, let Y (σ) = Spec(k[σ∨∩M ]) be the affine T -toric variety defined
by σ, and for each s ∈ S(k), let Xσs →֒ Y (σ) be the closure of Xs.
Proposition 8.3. Let σ ∈ ∆. Then χ
uσ
iσ
1 fiσ
1
, . . . , χ
uσ
iσ
n−d fiσ
n−d
∈ A[σ∨ ∩M ], and
for all s ∈ S(k), we have that χ
uσiσ
1 fiσ
1
(s), . . . , χ
uσiσ
n−d fiσ
n−d
(s) ∈ k[σ∨ ∩M ] generate
the ideal defining Xσs in Y (σ).
Proof. Let s ∈ S(k). Because Xs is scho¨n, it is smooth and therefore reduced. By
Theorem 2.2 and hypothesis (iv), we have that ∆ is a tropical fan for Xs →֒ T .
Therefore the hypotheses and Proposition 6.2 imply that
χ
uσiσ
1 fiσ
1
(s), . . . , χ
uσiσ
n−d fiσ
n−d
(s) ∈ k[σ∨ ∩M ],
and χ
uσ
iσ
1 fiσ
1
(s), . . . , χ
uσ
iσ
n−d fiσ
n−d
(s) generate the ideal defining Xσs in Y (σ). Because
each a
(i)
u ∈ A× ∪ {0}, this also implies that
χ
uσ
iσ
1 fiσ
1
, . . . , χ
uσ
iσ
n−d fiσ
n−d
∈ A[σ∨ ∩M ],
and we are done. 
For each σ ∈ ∆, letXσ →֒ Y (σ)×kS = Spec(A[σ∨∩M ]) be the closed subscheme
defined by the ideal generated by χ
uσ
iσ
1 fiσ
1
, . . . , χ
uσ
iσ
n−d fiσ
n−d
.
Remark 8.4. By Proposition 8.3, for each σ ∈ ∆ and each s ∈ S(k), the fiber of
Xσ over s is equal to Xσs as a closed subscheme of Y (σ).
Proposition 8.5. For each σ ∈ ∆, the morphism Xσ → S is smooth.
Proof. For all s ∈ S(k), Xs is pure dimension d and scho¨n in T , and ∆ is a
unimodular fan containing a tropical fan for Xs →֒ T , so X
σ
s is smooth and pure
dimension d. Thus by Remark 8.4, each irreducible component ofXσ has dimension
at most
dimS + d = dim(Y (σ)×k S)− (n− d).
Because Xσ is a closed subscheme of Y (σ) ×k S defined by n − d functions, each
irreducible component of Xσ has dimension at least dim(Y (σ) ×k S)− (n− d), so
Xσ is a complete intersection in a smooth variety and is thus Cohen-Macaulay, and
d = dimXσ − dimS.
Then by Remark 8.4, the fact that each Xσs is smooth and pure dimension d, and
the fact that S is smooth, we have that Xσ → S is smooth. 
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In the remainder of this section, we will define X∆ →֒ Y (∆)×k S, show that it
is glued together from the Xσ →֒ Y (σ)×k S, and obtain a proof of Proposition 8.1.
There is an ideal sheaf on Y (∆) ×k S such that on each Y (σ) ×k S, the ideal
sheaf is given by
(χufi | i ∈ {1, . . . ,m} and u ∈M such that χ
ufi ∈ A[σ
∨ ∩M ]) ⊂ A[σ∨ ∩M ].
Let X∆ →֒ Y (∆)×k S be the closed subscheme defined by this ideal sheaf.
Proposition 8.6. For each σ ∈ ∆, we have that X∆∩ (Y (σ)×k S) = Xσ as closed
subschemes of Y (σ)×k S.
Proof. Let σ ∈ ∆. We first note that by construction, X∆∩ (Y (σ)×k S) is a closed
subscheme of Xσ. We will next show that X∆∩ (Y (σ)×k S) and Xσ have the same
support. To do this, it will be sufficient to show that for each s ∈ S(k), the fiber
of X∆ ∩ (Y (σ) ×k S) over s is equal to the fiber of Xσ over s.
Let s ∈ S(k). By construction, Xσs is a closed subscheme of the fiber of X
∆ ∩
(Y (σ)×kS) over s. Also, the fiber of X∆∩(Y (σ)×kS) over s is a closed subscheme
of the fiber of Xσ over s, which by Remark 8.4, is equal to Xσs . Thus the fiber of
X∆ ∩ (Y (σ)×k S) over s is equal to the fiber of X
σ over s.
Therefore, X∆ ∩ (Y (σ) ×k S) is a closed subscheme of X
σ that is supported on
all of Xσ. By Proposition 8.5 and the fact that S is smooth over k, we have that
Xσ is smooth over k, and in particular, Xσ is reduced. Thus we are done. 
The following corollary completes the proof of Proposition 8.1.
Corollary 8.7. The morphism X∆ → S is smooth, and for each s ∈ S(k), the
fiber of X∆ over s is equal to X∆s as a closed subscheme of Y (∆) ⊂ Y (∆).
Proof. The fact that X∆ → S is smooth follows immediately from Propositions 8.5
and 8.6. Let s ∈ S(k), and let X∆s →֒ Y (∆) be the closure of Xs. Then Remark 8.4
and Proposition 8.6 imply that X∆s is equal to the fiber of X
∆ over s. Because ∆
is a tropical fan for Xs →֒ T , we have that X
∆
s is proper over k. Thus X
∆
s = X
∆
s ,
and we are done. 
9. Additive invariants of the Milnor fiber
Let d, n ∈ Z>0, let M be a rank d loop-free matroid on {1, . . . , n}, and as-
sume that the characteristic of k does not divide n. In this section, we will prove
Theorem 1.4.
Let µn → Gnm,k be the algebraic group homomorphism given by composing the
inclusion µn →֒ Gm,k with the diagonal morphism Gm,k → Gnm,k. Endow G
n
m,k
with the µn-action induced by µn → Gnm,k and the action of G
n
m,k on itself given
by left multiplication.
Remark 9.1. Each ξ ∈ µn acts on Gnm,k by scalar multiplication, so for each
A ∈ GrM(k), the Milnor fiber FA is invariant under the µn-action on G
n
m,k, and
the µn-action on FA is equal to the restriction of the µn-action on G
n
m,k.
We now show the existence of fans that will be used in proving Theorem 1.4.
Lemma 9.2. There exist fans ∆,∆ in Zn such that
(i) ∆ ⊂ ∆,
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(ii) the Gnm,k-toric variety defined by ∆ is smooth and projective,
(iii) the support of ∆ is equal to Trop(M) ∩ (1, . . . , 1)⊥,
(iv) for each σ ∈ ∆ and each pair w1, w2 ∈ relint(σ),
inw1(x1 · · ·xn − 1) = inw2(x1 · · ·xn − 1),
(v) for each σ ∈ ∆, each pair w1, w2 ∈ relint(σ), each circuit C in M, and each
A ∈ GrM(k),
inw1 L
A
C = inw2 L
A
C ,
and
(vi) for each σ ∈ ∆, there exists B ∈ B(M) such that for all A ∈ GrM(k), we
have that {LA
C(M,i,B) | i ∈ {1, . . . , n} \B} ∪ {x1 · · ·xn − 1} is a generating set
for the ideal defining FA in G
n
m,k and {inw L
A
C(M,i,B) | i ∈ {1, . . . , n} \ B} ∪
{inw(x1 · · ·xn − 1)} is a generating set for the ideal defining inw FA in Gnm,k
for all w ∈ σ.
Proof. Let Σ be a fan in Zn supported on Trop(M)∩(1, . . . , 1)⊥. There exists a fan
Σ in Zn supported on Rn and containing Σ. See for example [Ewa96][III. Theorem
2.8]. Let Σ1 be the dual fan to the Newton polyhedron of (x1 · · ·xn − 1). For each
circuit C in M, let ΣC be the dual fan to the Newton polyhedron of LAC for some,
or equivalently for all, A ∈ GrM(k). Let Σ2 be a fan in Zn, supported on Rn, such
that the function (w1, . . . , wn) 7→ maxB∈M
∑
i∈B wi is linear on each cone in Σ2.
Now let ∆1 be the common refinement of Σ,Σ1,Σ2, and ΣC for each circuit C
in M. By construction, ∆1 satisfies (iv) and (v) and contains a fan supported on
Trop(M) ∩ (1, . . . , 1)⊥. By the choice of Σ2, for each σ ∈ ∆1,⋂
w∈σ
B(Mw) 6= ∅.
Thus by Corollary 4.3, we have that ∆1 satisfies (vi).
By construction, ∆1 is supported on R
n. Thus by toric Chow’s lemma and toric
resolution of singularities, there exists a refinement ∆ of ∆1 whose associated toric
variety is smooth and projective. Letting ∆ be the subfan of ∆ that is supported
on Trop(M) ∩ (1, . . . , 1)⊥, we see that we are done. 
Let ∆,∆ be fans in Zn satisfying the conclusion of Lemma 9.2. Let Y (∆) (resp.
Y (∆)) be the Gnm,k-toric variety defined by ∆ (resp. ∆), and endow it with the
µn-action induced by µn → Gnm,k and the G
n
m,k-action on Y (∆) (resp. Y (∆)).
For each A ∈ GrM(k), let F∆A →֒ Y (∆) be the closure of FA. By Proposition 7.2
and our choice of ∆, we see that each F∆A is invariant under the µn-action on Y (∆),
so we endow each F∆A with the µn-action given by restriction of the µn-action on
Y (∆).
Proposition 9.3. Let A ∈ GrM(k), and for each σ ∈ ∆, choose some wσ ∈
relint(σ). Then
(L− 1)dim∆[F∆A , µn] =
∑
σ∈∆
(L− 1)dim∆−dimσ[FAwσ , µn] ∈ K
µn
0 (Vark).
Proof. This follows immediately from Proposition 7.2, our choice of ∆, and the fact
that inw FA = FAw for all w ∈ Trop(M) ∩ (1, . . . , 1)
⊥. 
In the following lemmas, we construct families of linear subspaces of type M.
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Lemma 9.4. There exists a set {aCi } of units on GrM, indexed by circuits C inM
and elements i ∈ C, such that if X →֒ Ank ×k GrM is the closed subscheme defined
by the ideal generated by
{
∑
i∈C
aCi xi |C a circuit in M},
then for each A ∈ GrM(k), the fiber of X over A is equal to XA as a closed
subscheme of Ank .
Proof. For each regular function a on GrM and each A ∈ GrM(k), let a(A) ∈ k
denote the evaluation of a at A. It is sufficient to show that if C is a circuit in
M, then there exists a set {aCi } of units on GrM, indexed by i ∈ C, such that∑
i∈C a
C
i (A)xi is equal to a nonzero scalar multiple of L
A
C for all A ∈ GrM(k).
Let C be a circuit in M. Let B ∈ B(M) and j ∈ {1, . . . , n} \ B be such
that C = C(M, j, B). Let Grd,n →֒ Proj(k[yI | I ⊂ {1, . . . , n},#I = d]) be the
Plu¨cker embedding of Grd,n. For each I ⊂ {1, . . . , n} with #I = d, set bI to be
the restriction of yI/yB to GrM. Then bI is a unit if I ∈ B(M), and bI = 0
otherwise. Write B ∪ {j} = {i1, . . . , id+1} with i1 < i2 < · · · < id+1. For each
ℓ ∈ {1, . . . , d+ 1}, set
aCiℓ = (−1)
ℓb(B∪{j})\{iℓ}.
By Lemma 3.1, aCi is a unit for all i ∈ C, and a
C
i = 0 for all i ∈ (B ∪ {j}) \ C. By
construction, for all A ∈ GrM(k),∑
i∈C
aCi (A)xi =
∑
ℓ∈{1,...,d+1}
(−1)ℓb(B∪{j})\{iℓ}(A)xiℓ
is in the ideal defining XA in A
n
k . Thus
∑
i∈C a
C
i (A)xi is a nonzero scalar multiple
of LAC , and we are done. 
Lemma 9.5. Let A1,A2 ∈ GrM(k) be in the same irreducible component of GrM.
Then there exists an affine nonempty connected smooth finite type scheme S =
Spec(A) over k and a subset {aCi } ⊂ A
×, indexed by circuits C in M and elements
i ∈ C, such that if X →֒ Ank ×k S is the closed subscheme defined by the ideal
generated by
{
∑
i∈C
aCi xi |C a cricuit in M} ⊂ A[x1, . . . , xn],
then
(i) for each s ∈ S(k), there exists A ∈ GrM(k) such that the fiber of X over s is
equal to XA as a closed subscheme of A
n
k , and
(ii) there exist s1, s2 ∈ S(k) such that the fiber of X over s1 (resp. s2) is equal to
XA1 (resp. XA2) as a closed subscheme of A
n
k .
Proof. We will show that there exists an affine nonempty connected smooth finite
type scheme S = Spec(A) over k and a morphism S → GrM whose image contains
both A1 and A2. If such a morphism exists, then we may set {aCi } to be the
pullbacks of the units shown to exist in Lemma 9.4, and our proof would be done.
Let S1 be an integral curve inside GrM containing A1 and A2. Such a curve
exists, for example, by [CP16, Corollary 1.9]. Let S2 be the normalization of S1,
and let S2 → GrM be the composition of the normalization map with the inclusion
of S1 into GrM. Then S2 is a smooth connected curve and A1,A2 are in the image
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of S2 → GrM. Now let S be an open affine in S2 containing points that get mapped
to A1 and A2, and we are done. 
For the remainder of this section, let P be a Z[L]-module and let ν : Kµn0 [Vark]→
P be a Z[L]-module morphism that is constant on smooth projective families with
µn-action.
Proposition 9.6. Let A1,A2 ∈ GrM(k) be in the same connected component of
GrM. Then
ν[F∆A1 , µn] = ν[F
∆
A2 , µn].
Proof. We may assume that A1 and A2 are in the same irreducible component
of GrM. Then we may let S = Spec(A) and {aCi } be as in the conclusion of
Lemma 9.5. For each circuit C in M, set
LC =
∑
i∈C
aCi xi ∈ A[x1, . . . , xn],
and let X →֒ Ank ×k S be the closed subscheme defined by the ideal generated by
{LC |C a circuit in M} ⊂ A[x1, . . . , xn].
For each s ∈ S(k), let As ∈ GrM(k) be such that the fiber of X over s is equal to
XAs as a closed subscheme of A
n
k .
For each s ∈ S(k) and each circuit C in M, the restriction of LC to the fiber of
Ank ×k S over s is a linear form in the ideal of XAs supported on the coordinates
indexed by C, so this restriction is equal to a nonzero scalar multiple of LAsC .
Now let F →֒ Gnm,k×k S be the closed subscheme defined by the ideal generated
by the set
{LC |C a circuit in M}∪ {x1 · · ·xn − 1} ⊂ A[x
±1
1 , . . . , x
±1
n ].
Then for each s ∈ S(k), the fiber of F over s is equal to FAs as a closed subscheme
of Gnm,k. Therefore by Proposition 8.1 and our choice of ∆,∆, there exists a closed
subscheme F∆ →֒ Y (∆)×kS that is smooth over S and such that for each s ∈ S(k),
the fiber of F∆ over s is equal to F∆As as a closed subscheme of Y (∆) ⊂ Y (∆).
Endow Y (∆)×k S with the diagonal µn-action induced by the µn-action on Y (∆)
and the trivial µn-action on S.
We will show that F∆ is invariant under the µn-action on Y (∆)×k S. Because
F∆ is smooth over the smooth k-scheme S, we have that F∆ is reduced. Therefore
it is sufficient to show that F∆(k) is invariant under the µn-action on Y (∆)×k S.
This holds because F∆As is invariant under the µn-action on Y (∆) for each s ∈ S(k).
Therefore F∆ is invariant under the µn-action on Y (∆)×k S.
We now endow F∆ with the µn-action given by restriction of the µn-action on
Y (∆) ×k S. By construction, the smooth projective morphism F
∆ → S is µn-
equivariant, where S is given the trivial µn-action. Thus because S is connected,
the map
S(k)→ P : s 7→ ν[F∆As , µn]
is constant. By the choice of X and S, there exist s1, s2 ∈ S(k) such that F∆As1
=
F∆A1 and F
∆
As2
= F∆A2 , and we are done.

25
The following proposition completes the proof of Theorem 1.4.
Proposition 9.7. Let A1,A2 ∈ GrM(k) be in the same connected component of
GrM, and suppose that P is torsion-free as a Z[L]-module. Then
ν[FA1 , µn] = ν[FA2 , µn].
Proof. We will prove the proposition by induction on the number of bases of M.
For each σ ∈ ∆, choose some wσ ∈ relint(σ). Note that for all σ ∈ ∆, we have
that (A1)wσ and (A2)wσ are in the same connected component of GrMwσ . Thus
by induction, for all σ ∈ ∆ such that Mwσ 6=M,
ν[F(A1)wσ , µn] = ν[F(A2)wσ , µn].
Now set
q(L) =
∑
σ∈∆
Mwσ=M
(L− 1)dim∆−dimσ ∈ Z[L],
set
q∆(L) = (L− 1)
dim∆ ∈ Z[L],
and for each σ ∈ ∆, set
qσ(L) = (L− 1)
dim∆−dimσ ∈ Z[L].
Then by Propositions 9.3 and 9.6,
q(L) · ν[FA1 , µn] = q∆(L) · ν[F
∆
A1 , µn]−
∑
σ∈∆
Mwσ 6=M
qσ(L) · ν[F(A1)wσ , µn]
= q∆(L) · ν[F
∆
A2 , µn]−
∑
σ∈∆
Mwσ 6=M
qσ(L) · ν[F(A2)wσ , µn]
= q(L) · ν[FA2 , µn].
By its definition, we see that q(L) 6= 0. Therefore,
ν[FA1 , µn] = ν[FA2 , µn].

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