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Abstract-The two-dimensional steady flow of a gas-particle mixture through an orifice is numerically 
modeled using the particle-source-in-cell approach. The results show the extent of the recirculation zone 
behind the orifice and the effect of particles on the gas velocity and pressure distributions. The predicted 
pressure drop across the orifice agrees favorably with experimental results. 
INTRODUCTION 
The capability to meter the flow rate of gas-solid mixtures is sought in many chemical and energy- 
related industries. The fuel flow rate to a pulverized coal combustor, the feed rate to coal gasification 
systems and the accurate monitoring of pulp flow rates for dry-forming processes for paper are 
but a few examples in which there is a need to reliably meter the flow rate of dispersed-phase 
mixtures. The techniques currently available are crude and not amenable to fine control. For 
example, monitoring the coal feed rate to a pulverized coal furnace is accomplished by weighting 
the coal deposited on a moving belt. 
Recognizing the need to develop this capability, various research groups are now looking into 
other techniques such as tracer methods, ultrasonics, laser-Doppler anemometry and other 
sophisticated iagnostic techniques [l]. The utility of such techniques under long-term operation 
in an industrial environment is of obvious concern. 
A very common and reliable instrument for measuring the flow rate of a single-phase fluid is the 
orifice or Venturi. It would appear that these simple instruments would also have application in 
measuring the flow rate of gas-particle mixtures, provided information on flow coefficients were 
availab1e.t Some attempts [2,3] have been made to establish flow coefficients for gas-particle flow 
through orifices and Venturis. Early studies [4] indicated that the presence of particles in a gas 
stream had no detectable ffect on the pressure drop across an orifice; i.e. the pressure drop across 
an orifice could be used to measure the gas flow rate even though particles were present in the gas 
stream. Further studies indicated that particles did affect the pressure drop across the Venturi, the 
pressure drop being that corresponding to a homogeneous gas-particle mixture. Thus the Venturi 
measured the flow rate of the mixture. This observation was applied to the design of a flow- 
metering system consisting of an orifice and a Venturi in series which yielded data sufficient to 
determine the flow rate of each phase. Even though the device was successful on the laboratory 
scale, it was found inoperative on an industrial scale [S]. A re-evaluation of this technique [6] 
shows that its failure in industrial applications was due to the unavailability of adequate scaling 
laws or analytical models to assess cale effects. These studies have shown that the effect of particles 
on the pressure drop across a Venturi or orifice depends on the loading (mass of particles/mass of 
gas) and Stokes number. 
The Stokes number is defined as the ratio of the kinetic relaxation time of the particle to the 
system transit time. If the Stokes number is large, insufficient time is available for the particle to 
t Other problems include plugging of pressure lines and accumulation of the condensed phase on the walls. It is 
conceivable, however, that periodic purging of the lines and rapping might alleviate these problems. 
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maintain velocity equilibrium with the gas and, correspondingly, there is little effect of the particles 
on the pressure field. Such is the situation for the orifice. On the other hand, if the system transit 
time is large compared to the particle’s relaxation time, the particles are better able to maintain 
velocity equilibrium with the gas, and there is a corresponding effect on the pressure field. Such 
are the conditions for the Venturi. At very large scale, the Stokes bumber is small for both the 
orifice and Venturi, so the combination is incapable of detecting the flow rate of the individual 
phases. The limits of applicability can only be established by experiment or valid numerical models. 
Gas-particle flow through a Venturi can be analyzed assuming quasi-one-dimensional flow, and 
the predictions based on this model show excellent agreement with experimental results [7]. The 
flow through an orifice cannot be treated as a one-dimensional flow, so a more complex and 
sophisticated model is necessary. Previously the PSI-cell (particle-source-in-cell) model has been 
effectively applied in the numerical analysis of other two-dimensional gas-particle flow systems 
[&lo]. The purpose of this paper is to illustrate the application of the PSI-cell to model the steady 
two-dimensional flow of a gas-particle mixture through an orifice. The predictions are compared 
with experimental results. The agreement lends support to the model’s viability. 
PSI-CELL CONCEPT 
The basic approach is first to divide the flow field into a series of computational cells and to 
regard each cell as a control volume. The change in the momentum of the particles as they pass 
through a cell is regarded as a source (or sink) to the momentum of the gaseous phase; i.e. if a 
particle is accelerated by the flow field then there must be a corresponding decrement of the gas 
momentum in the same direction within the cell. The concept of regarding the condensed phase as 
a source of mass, momentum and energy to the continuum phase was first proposed by Migdal 
and Agosta [l 11. 
Finite-difference quations for conservation of mass and momentum of the gas phase are written 
for each cell, incorporating the contribution due to the condensed phase as a source term. The 
entire flow-field solution is obtained by solving the system of algebraic equations constituting the 
finite-difference quations for each cell. The continuum flow field thus is analyzed using the Eulerian 
approach, which is the most straightforward approach for treating continuum flows. 
The particle trajectories are obtained by integrating the equations of motion for the particles in 
the gas flow field, utilizing an appropriate expression for the drag coefficient. The particle trajectories 
and velocity along trajectories are accomplished using the Lagrangian approach, which is the most 
straightforward approach for the particulate phase. Recording the momentum of the particles upon 
crossing cell boundaries provides the particle momentum source terms for the gas flow equations. 
The complete solution for the particle-gas flow field is executed as shown in Fig. 1. The 
calculation is done by first solving the gas flow field assuming no particles are present. Using this 
flow field, particle trajectories are calculated, and the momentum source terms for each cell 
throughout the flow field are determined. The gas glow field is solved again incorporating these 
source terms. The new gas flow field is used to establish new particle trajectories which constitute 
the effect of the gas phase on the particles. Calculating new source terms and incorporating them 
into the gas flow field constitutes the effect of the particle cloud on the gas phase, thereby completing 
the “two-way” coupling. After several iterations the flow field equations are satisfied to within a 
predetermined value and the solution which accounts for the mutual interaction of the particles 
and gas is obtained. 
The following sections outline the equations used for the gas flow field, the particle trajectories 
and the evaluation of the particle source terms. 
GAS FLOW EQUATIONS 
The basic equations governing the gas-particle flow field for the computational model described 
here are derived using the principles of conservation of mass and momentum for the gas-particle 
mixture. The flow field of interest is subdivided into rectangular cells, and each cell is treated as a 
control volume for the analysis. The technique adopted here is an extension of the TEACH program 
developed by Gosman and Pun [12] at Imperial College of Science and Technology, London. 
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Fig. 1. Computational cell for the conservation of mass 
equation. 
Fig. 2. Computational cell for conservation of 
momentum in the x-direction (u-cell). 
Mass conservation equation 
Refer to the cell shown in Fig. 2 which encloses a typical node (I,J). The four faces of this cell 
are identified as points on a compass: North, South, East and West. The continuity equation for 
steady flow of the gas-particle mixture through this cell (control volume) is 
GE + GN - Gw - Gs + Ati, = 0, (1) 
where Gi is the mass flow rate of the gas through the “ith” face and A$, is the net mass efflux rate 
of the particles from the cell. The mass flux through the west face is given by 
Gw = +%v(p,,, + PI - 1 J/L (2) 
where uw is the velocity component in the x-direction on the west face and A, is the cross-sectional 
area of the cell. A linear variation in density between nodes is assumed. The gas flow through the 
remaining faces is calculated in the same fashion. 
One notes that the particle source Ati, in equation (1) can be regarded as a source (or sink) of 
mass to the gaseous space, which is the basis of the PSI-cell model. If the particles are not reacting 
(burning, evaporating or condensing), then the mass source term is zero. Such is the situation for 
the application considered in this paper. 
Momentum equation 
Having located the cells for the continuity equation as enclosing the nodal points, the cells for 
the momentum equation must be located between nodes. Referring to Fig. 2, one notes that the 
u-component of velocity in the continuity equation is not the velocity at the nodal point but 
halfway between nodes. Consequently, the control volume used to solve for u from the x-momentum 
equation is displaced from that used for the continuity equation as shown in Fig. 3. The 
x-component of the velocity calculated from the momentum equation for this cell (u-cell) is the one 
needed at the west face of the continuity cell. Thus, the x-component of velocity in the u-cell is, in 
fact, the velocity component halfway between nodes (I-1,J) and (I,J). It is identified, however, by 
the node (Z,J). 
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Fig. 3. Simplified flow diagram for the numerical solution scheme. 
The momentum equation in the x-direction for steady flow requires that 
-M”w + ME - M; + Mi + AM; = (P,-l,J - P&AN + S;, (3) 
where Mf is the momentum of the gas in the x-direction across the ‘7th” face, AM: is the net efflux 
of x-momentum from the cell due to the particles, P,,, is the pressure at node (I,J) and S% arises 
from the variation in effective viscosity in the flow field [13]. The body force term due to gravity 
has been neglected. 
The momentum flux is due to two mechanisms: convection and diffusion. The momentum flux 
in the x-direction across the “ith” face can be written as 
M; = Gp - pA,@u/c?xJ, (4) 
where Ai is the area of face “i” and xi is the spatial coordinate in the i-direction (normal to the 
area Ai). Assuming Gi and p are constant, equation (4) can be integrated along the i-direction to 
yield 
Mf = Gi[fiui + (1 - fi)~], (5) 
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where u is the velocity component within the cell and ui is the x-component of velocity outside 
face “i”. For example, uvv would be the velocity in the cell to the west of the cell in question. The 
function 5 is given by 
fi = exp(Re,)/[exp(Re,) - 11, (6) 
where Rei is the Reynolds number at face “2 based on the distance between cells in the i-direction 
and it assumes the sign of the velocity ui. If Re >> 1, then 
M; = Giui (7) 
and correspondingly, if Re c - 1 (ui is negative), 
M; = Giu; (8) 
which means that the momentum flux is due entirely to convection from the upstream cell (upwind- 
difference formulation). However, if [ReJ << 1, then Mf is given by 
M; = GiAi(u + Ui)/2 - CIAi(Ui - U)/Axi, (9) 
which includes momentum transfer by both mechanisms and represents the central difference 
scheme to evaluate the derivative in equation (4). The program utilizes a “hybrid” differencing 
scheme [9]; i.e. upwind difference for IReJ > 2 and central difference for IReJ < 2. 
Substituting the momentum flux into equation (3) results in u as a function of ui, the pressure 
gradient and the droplet momentum flux: 
u& = &ui + Ai(P,_t.J - PI,,) - AM”,, (10) 
where a, are the resulting velocity coefficients, and the summation is performed over all faces of 
the cell. Note that the net efflux of particle momentum can be regarded as a body force acting on 
the gaseous phase. 
The cell used for the y-momentum equation is located below and midway between the nodes 
(I, J) and (I, J-1). Equivalent finite difference equations are derived for the y-component of velocity 
u as a function of the velocities Ui, the pressure gradient and the particle momentum efflux in the 
y-direction. The resulting velocity component is identified by the node (Z,J). 
Turbulence equations 
Two more equations are used in the numerical program to model the turbulence and to determine 
the effective viscosity. The turbulent field is described by the local intensity of turbulence and the 
dissipation rate, commonly referred to as the k-d model. The finite-difference forms of the equations 
are incorporated into the program to yield the kinetic energy of turbulence and the dissipation 
rate as related to the local mean velocity field according to the scheme proposed by Launder and 
Spalding [14]. Having evaluated the turbulence intensity and dissipation rate in a cell, the effective 
viscosity is determined using Prandtl-Kolmogorov formula. 
No attempt is made to include the effect of the particles on the turbulent field in that little is 
known as to the quantitative effect of particle size and concentration of the turbulent parameters. 
Solution of the gas flow equation 
The gas flow equations are solved by first assuming a pressure and velocity field and using the 
momentum equation to solve for a new velocity field. This new velocity field is used to evaluate 
the mass fluxes and solve for a new pressure field (based on a pressure formulation of the continuity 
equation). The cycle is repeated by returning to the momentum equation to solve for a new velocity 
field. The solution is complete when the finite-difference equations are satisfied to within a 
predetermined value. 
The reader is referred to the original reference [12] for more details on the solution procedure. 
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PARTICLE EQUATIONS 
In order to evaluate the source terms in the gas-phase flow equation due to the presence of the 
particles, it is necessary to establish particle trajectories and velocities in the flow field. This is 
accomplished by integrating the particle equation of motion utilizing the velocity, pressure and 
temperature field of the gas. 
Particle trajectories 
The equation of motion of a particle is given by 
m,dV/dt = C&U - v)lu - v&/2, (11) 
where Co is the drag coefficient, V is the particle velocity, U is the gas velocity, mp is the mass of 
the particle and A, is the particle area. The body force has been neglected. Other terms contributing 
to aerodynamic forces on the particle (buoyancy, virtual mass and Basset erm) have been neglected 
because they are of the order of the gas-particle density ratio which, for the problem addressed 
here, is approx. 10m3. The Saffman and Magnus lift forces are also neglected because the particles 
are not in a high-shear egion of the gas flow field. 
The drag coefficient for a droplet depends primarily on the Reynolds number, based on the gas- 
particle relative velocity: 
Re = plU - VJ d/p, (12) 
where d is the particle diameter. For a nonreacting particle the drag coefficient can be well- 
represented by 
CD = 24(1 + 0.15 Re0.687)/Re (13) 
for Re values up to 1000. 
Considerable economy in computing time is realized if the particle trajectory equation is 
integrated once analytically. Rewriting the above equation for particle motion, one has 
dV/dt = (1 S&p,d2)(U - V), (14) 
where f is equal to CDRe/24 and pp is the density of the particle matter. Integrating equation (14), 
assuming the gas velocity is constant over the time of the integration, yields 
V = U - (U - V,)exp( - At/r), (1% 
where V, is the initial particle velocity, At is the time interval and T is the characteristic time, 
defined by 
T = ppd2/18pj-. (16) 
After determining the new particle velocity after time At, the new particle location is determined 
from 
xp = xp,o + (V + V,)At/2, 
where xp,o is the particle position at the beginning of the time increment. 
Particle source terms 
According to the philosophy of the PSI-cell approach, the particles are regarded as sources of 
momentum to the gaseous phase. The source terms are incorporated into the gas flow equations, 
providing the influence of the particles on the gas velocity field. 
As shown in the previous section, once the gas flow field has been established the particle 
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momentum equation is integrated using the Lagrangian approach to yield the particle trajectories 
and velocities along each trajectory throughout the flow field. 
The entry of the particles is represented by a finite number of entry ports. The mass of each 
particle size di which enters per unit time at port j is given by 
~p,~di) = GlpXjx, (17) 
where I$, is the total particle mass inflow rate, x is the fraction of particle mass with initial diameter 
di. The number flow rate of particles of initial diameter di along a given trajectory is determined 
by 
assuming the particles are spherical and pp is the density of the particle matter. The number flow 
rate of particles of a given size is constant along a particle trajectory provided no particle shattering 
or coalescence is occurring. 
The net efflux rate of particle momentum due to particle trajectory i traversing a cell is given 
by 
AM,,i = ~Ppfii(Vi.outdi3.ou~ - Vi,i”d&)/6 (19) 
and the corresponding net efflux rate of momentum for the cell is 
AMp = 1 AMp,i, (20) 
1 
where the summation is performed over all trajectories which traverse the cell. The momentum 
source terms are evaluated in this fashion for every cell in the flow field through which particles 
pass. 
APPLICATION TO ORIFICE FLOW 
The flow field configuration chosen to analyze the gas-particle flow through an orifice is shown 
in Fig. 4. The grid pattern consisted of 21 lines (19cells) in the principal flow direction and 16 grid 
lines (14cells) between the centerline and the wall. 
The calculations were performed for Re = 1750 based on the pipe diameter. It was assumed also 
that the turbulence intensity level in the pipe was 3%. The particle size distribution was represented 
15 - 
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Fig. 4. Extent and configuration of the flow field used for the numerical model. 
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by 10 discrete size ranges as shown in Fig. 5. This size distribution corresponded to the experimental 
conditions for the tests performed at Washington State University and with which the numerical 
predictions are compared. The particles were glass beads with a material density of 2500 kg/m3. It 
was also assumed that the particles were in kinetic equilibrium with the gas three pipe diameters 
upstream of the orifice region. The numerical program calculates the velocity nonequilibrium in 
the remainder of the flow field. The calculations were performed for particle/gas mass flow rate 
ratios from 0 to 2, which corresponded to the range of the experimental data. 
To demonstrate the applicability of the numerical model, the results corresponding to a p-ratio 
(orifice diameter/pipe diameter) of 0.5, a particle/gas mass flow ratio (Z) of 1.4 and a reciprocal 
Stokes’ number of 5.12 are illustrated. The reciprocal Stokes’ number is defined as 
(St)-’ = 18@/p,d2U, (21) 
where D is the pipe diameter, U is the gas velocity in the pipe and d is the mass median diameter 
of the particle size distribution. 
The gas flow field and particle trajectories are illustrated in Fig. 6. The arrows represent he 
magnitude and direction of the gas velocity at the points indicated. The particle trajectories are 
illustrated in the lower half of the figure. The reflections of the trajectories on the centerline 
represent particles crossing the centerline from the opposite side. One notes the circulation region 
which extends about 1 pipe diameter downstream of the orifice. The grid spacing used for the 
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Fig. 5. Discrete particle size distribution used for the numerical calculations. 
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Fig. 6. Predicted gas flow velocities and particle trajectories in the orifice region. 
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Fig. 7. Predicted axial gas velocities for particle-laden and particle-free flows. 
numerical model was too coarse to permit an accurate prediction of the size of the vena contracta. 
The model predicts a flow coefficient for particle-free flow through the orifice of 0.69, which is in 
close agreement with the 0.68 obtained from ASME curves [15]. 
The axial gas velocity distribution across the orifice plane and planes 0.6 pipe diameters upstream 
and downstream of the orifice are shown in Fig. 7. Here one notes that the gas velocity for the 
particle-laden flow is somewhat less than that for particle-free flow. This is the result of gas-particle 
momentum coupling; i.e. the aerodynamic drag on the particles acts as an adverse pressure gradient 
on the gas phase. The effect is most predominant near the centerline, as one would anticipate. 
The predicted pressure distributions along the pipe wall for particle-laden and particle-free flows 
are shown in Fig. 8. The pressure is expressed in terms of a pressure coefficient referenced to 
pressure and velocity 3 pipe diameters upstream of the orifice. The predicted pressure distributions 
are similar except that a 55% higher pressure drop is predicted for the particle-laden flow. This 
higher pressure drop is the result of accelerating more mass through the orifice. If one were to 
treat the gas-particle mixture as a homogeneous fluid of modified density, a pressure drop 240% 
(1 + 2) higher than the particle-free pressure drop would be predicted. However, the velocity 
nonequilibrium between phases does not permit one to treat the mixture as a homogeneous fluid. 
The comparison of the predicted and measured pressure drops across an orifice is shown in 
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Fig. 8. Variation of the pressure coefficient along a pipe 
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Fig. 9. Comparison of measured and predicted difieren- 
tial pressure ratios as a function of the mass flow ratio. 
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Fig. 9. The data are plotted as the ratio of pressure drop with particles to that for a clean gas vs 
the loading ratio (mass flow rate of particles/mass flow rate of gas). By definition, the pressure ratio 
is unity at a loading ratio of zero. The data were obtained at Washington State University [6]. 
One notes favorable agreement between the predicted and measured values, which lends support 
to the validity of the model. The predicted inflection in the curve has not been interpreted. 
The program requires about 80K of sto_dge and 2.5 min execution time on the IBM 360-67. 
CONCLUSIONS 
The two-dimensional flow of a gas-particle mixture through an orifice can be aptly modeled 
using the PSI-cell approach. The predicted pressure drop as a function of loading agrees favorably 
with the experimental results. The utility of the numerical scheme in the design and interpretation 
of gas-particle metering systems is obvious. The model can be easily extended to gas-droplet flow 
through orifices and Venturis. 
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