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Abstract
Power law distributions, in particular Pareto distributions, describe data across
diverse areas of study. We have developed a package in R to estimate the tail index
for such datasets focusing on speed (in particular with large datasets), keeping in
mind ease of use, as well as accuracy. In this short article, we provide a user guide
to our package along with the results obtained highlighting the speed advantages of
our package.
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Pareto distributions, tail index, tail estimation, fast computation, R.
1. Introduction
Power law distributions account for phenomena and observations across diverse fields
including physics, astronomy, biology, economics and the social sciences (Sornette 2004).
Newman (2005) cites plenty of specific real-world examples including distribution of
wealth, word frequency in a given text, population in a city etc. Taleb (2019) states the
ar
X
iv
:2
00
6.
10
30
8v
1 
 [s
tat
.M
E]
  1
8 J
un
 20
20
2 Fast Tail Index Estimation for Power Laws
most general form of the survival function1 describing power law distributions as
P (x) = L(x)x−α (1)
where L(x) is a slowly-varying function, i.e.
lim
x→∞
L(λx)
L(x) = 1 ∀λ > 0
The (tail) exponent α is referred to as the tail index2. The main motivation for this
article and the accompanying R (R Core Team 2018) package is a study in a forthcoming
publication (Munasinghe et al. 2020) analyzing power law data, in particular that of
Pareto distributions, a special class of power laws with probability density function3
(pdf) defined for x ≥ xmin > 0:
p(x) = αx
α
min
x1+α
(2)
In the present ‘Big Data’era, it is essential for programs to be optimized for speed and
have the ability to handle large data sets. In particular, there are applications in genetics
involving large data sets where power-law distributions describe network connectivity
Zhang and Horvath (2005). We found some of the existing tail estimation packages are
not optimized for speed especially when dealing with a large data set. Our team then
decided that it would be better to code our own parameter estimation tools in R with
the main goal being fast computation of the tail index α. We would also like to have
the ability to rapidly generate (large) Pareto data sets . This resulted in the creation of
our R-package ptsuite.
Our main objective with our estimator package is to address the speed advantage. In
particular, we want to examine how long the code takes to run. The effect of the sample
size on the speed was examined. We compared our run times against some existing R
packages. The other objective is to test for the accuracy of our tail index estimates by
seeing how close the tail index estimates are on known tail index values corresponding
to generated Pareto data. As the tail index estimation algorithms are well-known, this
is a secondary objective4 We will also look at the size of the sample and the effect it
has on accuracy. Finally, we look at tail index estimation for heavy tailed non-Pareto
distributions.
This rest of the paper is structured in the following format. We review the Tail Index
Estimation methods for the functions used in the package ptsuite in Section 2. Next in
Section 3 we present our speed results by comparing run times for functions in ptsuite
1The cumulative density function (cdf) is P (x), which is the probability that random variable X
is less than x. The complementary cumulative density function (ccdf) also referred to as the survival
function is given by P (x) = 1− P (x)
2The tail index is also referred to as shape parameter in the context of Pareto distributions, stability
parameter in the context of stable distributions and degrees of freedom in the context of t-distributions.
3The pdf is the derivative of the cdf: p(x) = dP (x)
dx4In the Appendix E, we also look at the accuracy of the estimates produced by the other packages.
All packages studied in this paper produce high accuracy estimates which improve with sample size.
3with their counterpart functions from other R-packages. We conclude this section with
a brief comparison of run times of the functions in ptsuite. The next Section 4 looks
at the accuracy of the ptsuite tail index estimates, in particular focusing on the Hill
Estimate. Section 5 follows and is a guide on using the ptsuite package. We conclude
with Section 6 which summarizes this work and discusses future directions.
In this article our main considerations are Pareto distributions which are pure power
law distributions as per the definition in equation (2). With regards to the general
definition of power law distributions as per (1) we see there are three scenarios:
1. Right tails, i.e. power law behavior in the limit x → ∞. The Pareto family is
in this class.
2. Left tails, i.e. power law behavior in the limit x→ −∞
3. Both left and right tails, i.e. power law behavior in limit x→ ±∞
Symmetric stable distributions and Student-T distributions fall into the last class.
More general forms of stable distributions include a skew parameter that can result
in exclusively left or right tails - for more details please refer to Nolan (2017).
4 Fast Tail Index Estimation for Power Laws
2. Overview of Tail Index Estimation Methods
To identify Pareto behavior we can start with a frequency plot/histogram and try to
visually identify a lower bound (c.f. xmin) and ‘strict power law’ behavior. We may also
do further heuristics such as log-log plots and log-log rank plots and look for a linear
relationship to identify power law behavior, though these methods are not fool proof
Nair et al. (2019). In Hubert et al. (2013) there is another Pareto test given which
looks for linear behavior in the QQ-plots of the log transformed data against standard
exponential data5. A simple implementation of this method is included in our package.
We focus on the tail index estimators given below.
Estimation methods 1 - 5 estimate the tail index working under the assumption of
Pareto distributed data. To apply these methods for the general power law form
(1), we would look to identify where tail (power law) behavior starts which is not a
precise or easy task (Nair et al. 2019). For a comprehensive list and the background
theory, the interested reader is referred to Hill (1975); Nair et al. (2019); Pokorna
(2016); Hubert et al. (2013). The reference by Fedotenkov (2018) is a useful catalog
of Pareto-tail index estimation techniques.
1. Maximum Likelihood Estimation (MLE) (Newman 2005)
The MLE formula leads to a biased estimator αˆ:
αˆ = N ·
[
N∑
i=1
xi
xˆmin
]−1
(3)
Here xi represents the data point for i = 1, . . . , N . The minimum value, xmin, is
estimated from the data set and hence denoted xˆmin. As MLE leads to asymp-
totic normality for the estimator, the error bounds may be given by the standard
deviation:
σˆ =
√
n+ 1
n
· αˆ (4)
The estimate (3) can be converted to an unbiased version α∗ as follows Rizzo
(2009):
α∗ = n− 2
n
· αˆ
2. Least Squares Estimation (LS) (Zaher et al. 2014; Nair et al. 2019)
The first step in this method is to sort the data in increasing order. Next for each
value i (of N data points) we calculate yi the number of points greater than the
ith data point. In this method one seeks to minimize the sum of the squared errors
between the rank plot and the logarithm of the ccdf. The estimator is given by
αˆ =
∑N
i=1
(
yˆi − 1N
∑N
i=1 yˆi
) (
ln xi − 1N
∑N
i=1 ln xi
)
∑N
i=1
(
ln xi − 1N
∑N
i=1 ln xi
)2 (5)
5The slope of this line would give the α estimate.
53. Weighted Least Squares Estimation (WLS) (Nair et al. 2019)
The formulation is the same as for the LS method, except that the sum of squared
errors is weighted. The choice of weight wi is defined to be
wi =
[
ln
(
xi
xˆmin
)]−1
(6)
For this choice of weight the WLS method is closely related to the MLE, in that
they will converge in the large N -limit. The tail index estimate is then given by
αˆ = −
∑N
i=1 ln (yˆi/N)∑N
i=1 ln (xi/xˆmin)
(7)
If there are no ties in the sorted data we may directly write:
αˆ = −
∑N
i=1 ln [(N + 1− i)/N ]∑N
i=1 ln (xi/xˆmin)
(8)
4. Percentile Method (PM) (Bhatti et al. 2018)
The PM estimator for the tail index is given by
αˆ = ln 3ln(P ∗75)− ln(P ∗25)
(9)
Here P ∗q is the qth percentile of the data set. We also test a modified version using
the median which we refer to here as the Modified Percentile Method (MPM). This
is given by
αˆ = ln 2ln(P ∗75)− ln(P ∗50)
(10)
The final modification we test makes use of the geometric mean and is written here
in the shorthand Geometric Mean Percentile Method (GMPM):
αˆ = 1− ln 41
N
∑N
i=1 ln xi − ln(P ∗75)
(11)
There are further variations on PM estimation in Bhatti et al. (2018).
5. Method of Moments (MoM) (Rytgaard 1990),
The MoM estimator is derived by equating the sample mean to the theoretical
mean of the Pareto distribution.
αˆ =
∑N
i=1 xi∑N
i=1 xi −N · xˆmin
(12)
The major drawback with this method is that if α ≤ 1 the estimator will not
converge to the true value - a Pareto distribution with α ≤ 1 has infinite mean.
(For this estimator αˆ −→ 1 when α ≤ 1 (Brazauskas and Serfling 2000)) It is
always better to use this method in conjunction with another to check the validity
of the estimate.
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6. Hill Estimator (HE) (Nair et al. 2019; Pokorna 2016; Hill 1975)
The HE method is a type of MLE method (Hill 1975; Hubert et al. 2013; Fe-
dotenkov 2018) which can be used for general power law setting (1) and one would
need to specify where the tail starts. In particular the HE formula requires the
specification of the tuning parameter (starting point) k. Identifying where the tail
starts is an art in itself and requires a thorough examination of the data. If one
chooses the parameter k to be too large the variance of the estimator increases; on
the other hand if it is too low the bias increases (Fedotenkov 2018). The data first
needs to be sorted in increasing order and then we may write:
αˆ(k) = k ·
 k∑
j=1
ln xN−j+1
xN−k
−1 (13)
3. Results for Speed
In this section we look at the performance of functions in the ptsuite package against
their (comparable) counterparts in other packages. All estimator functions in the pt-
suite package have been coded in C++ to ensure the highest possible performance.
We compare the speed of the functions available in the package using the package mi-
crobenchmark (Mersmann 2018). We compare the following estimators/functions from
the ptsuite package and their counterparts:
Estimator/function Package Function in Package
Hill’s Estimator
ptsuite alpha_hills
laeken thetaHill
evir gpd (set nextremes accordingly)
Method of Moments ptsuite alpha_momentlaeken thetaMoment
MLE
ptsuite alpha_mle
EnvStats epareto (set method = ‘mle’)
evir gpd (set nextremes to the sample size)
DeMAND pareto.fit
Leaset Squares ptsuite alpha_lsEnvStats epareto (set method = ‘ls’)
Pareto Data Generation
ptsuite generate_pareto
EnvStats rpareto
evir rgpd
Table 1: Existing R packages and their functions corresponding to functions in ptsuite.
We complete a hundred runs for a selected sample using ptsuite and the counterpart. We
7capture the following times: mean, maximum, median and minimum. These times are
all measured in microseconds (µs)6. In all the tests, ptsuite comes out on top. We should
note however for some of the functions, the fastest (minimum) time of the competing
package has been faster than the slowest (maximum) time of the ptsuite.
6Times are displayed in log microseconds in the graphs. Sample sizes are presented in log units.
Overall the display is better with these unit adjustments.
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(a) Speed comparison of ptsuite and laeken.
(b) Speed comparison of ptsuite and evir.
Figure 1: Time plot of Hill’s estimates for sample 1.
9Sample Size Package Mean (µs) Maximum (µs) Median (µs) Minimum (µs)
102
ptsuite 1.03E+01 1.58E+01 1.01E+01 7.30E+00
laeken 5.64E+01 9.20E+01 5.54E+01 4.39E+01
evir 5.77E+02 8.18E+02 5.66E+02 5.59E+02
103
ptsuite 4.50E+01 7.27E+01 4.33E+01 3.92E+01
laeken 1.05E+02 2.26E+02 1.04E+02 8.52E+01
evir 2.81E+03 4.69E+03 2.67E+03 2.61E+03
104
ptsuite 3.91E+02 4.26E+02 3.91E+02 3.74E+02
laeken 5.28E+02 5.87E+02 5.20E+02 4.96E+02
evir 2.44E+04 3.92E+04 2.36E+04 2.29E+04
105
ptsuite 3.94E+03 4.17E+03 3.97E+03 3.79E+03
laeken 5.92E+03 8.23E+03 4.82E+03 4.51E+03
evir 2.40E+05 3.47E+05 2.38E+05 2.32E+05
106
ptsuite 4.18E+04 5.28E+04 4.19E+04 3.95E+04
laeken 7.21E+04 1.15E+05 9.19E+04 4.67E+04
evir 2.47E+09 2.58E+09 2.49E+09 2.37E+09
107
ptsuite 4.47E+05 4.92E+05 4.44E+05 4.21E+05
laeken 7.10E+05 1.23E+06 8.11E+05 4.69E+05
evir 2.49E+10 2.67E+10 2.46E+10 2.41E+10
Table 2: Function timing results using microbenchmark for Hill’s Estimate with sample
1.
Figure 2: Time plot of MoM estimates for sample 2.
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Sample Size Package Mean (µs) Maximum (µs) Median (µs) Minimum (µs)
102 ptsuite 2.95E+01 1.77E+02 3.06E+01 1.71E+01laeken 1.04E+03 8.49E+04 1.90E+02 1.30E+02
103 ptsuite 4.29E+01 5.81E+01 4.32E+01 4.09E+01laeken 1.36E+02 2.30E+02 1.35E+02 1.32E+02
104 ptsuite 3.85E+02 4.03E+02 3.85E+02 3.80E+02laeken 9.60E+02 1.03E+03 9.74E+02 9.06E+02
105 ptsuite 3.79E+03 3.92E+03 3.79E+03 3.76E+03laeken 9.81E+03 1.72E+04 9.36E+03 9.25E+03
106 ptsuite 3.91E+04 5.12E+04 3.87E+04 3.81E+04laeken 1.33E+05 1.71E+05 1.29E+05 1.19E+05
107 ptsuite 3.86E+05 4.12E+05 3.84E+05 3.82E+05laeken 1.44E+06 1.58E+06 1.43E+06 1.39E+06
Table 3: Function timing results using microbenchmark for MoM Estimate with sample
2.
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(a) Speed comparison of ptsuite and EnvStats.
(b) Speed comparison of ptsuite and evir.
Figure 3: Time plots of MLE estimates for sample 3.
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Sample Size Package Mean (µs) Maximum (µs) Median (µs) Minimum (µs)
102
ptsuite 7.07E+00 3.83E+01 6.80E+00 5.50E+00
EnvStats 3.23E+01 1.20E+02 3.03E+01 2.85E+01
evir 5.72E+02 7.94E+02 5.66E+02 5.59E+02
103
ptsuite 3.91E+01 2.47E+02 3.58E+01 3.41E+01
EnvStats 9.80E+01 1.93E+02 9.15E+01 8.73E+01
evir 2.94E+03 8.18E+03 2.93E+03 2.61E+03
104
ptsuite 3.23E+02 4.50E+02 3.21E+02 3.17E+02
EnvStats 7.38E+02 8.19E+02 7.35E+02 6.60E+02
evir 2.57E+04 4.87E+04 2.46E+04 2.41E+04
105
ptsuite 3.22E+03 3.54E+03 3.19E+03 3.15E+03
EnvStats 7.94E+03 2.10E+04 7.53E+03 6.84E+03
evir 2.47E+05 3.70E+05 2.45E+05 2.33E+05
106
ptsuite 3.23E+04 3.48E+04 3.21E+04 3.18E+04
EnvStats 1.23E+05 1.70E+05 1.18E+05 1.06E+05
evir 2.66E+06 2.84E+06 2.66E+06 2.54E+06
107
ptsuite 3.21E+05 3.35E+05 3.20E+05 3.17E+05
EnvStats 1.40E+06 1.53E+06 1.39E+06 1.30E+06
evir 2.66E+07 2.83E+07 2.65E+07 2.61E+07
Table 4: Function timing results using microbenchmark for MLE Estimate with sample
3.
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Figure 4: Time plot of MLE estimates for sample 1.
Sample Size Package Mean (µs) Maximum (µs) Median (µs) Minimum (µs)
102 ptsuite 8.61E+00 1.21E+01 8.80E+00 5.80E+00DeMAND 1.59E+04 3.64E+04 1.50E+04 1.47E+04
103 ptsuite 3.90E+01 5.78E+01 3.77E+01 3.44E+01DeMAND 3.33E+05 4.14E+05 3.29E+05 3.16E+05
104 ptsuite 3.27E+02 3.52E+02 3.24E+02 3.18E+02DeMAND 1.99E+07 2.09E+07 1.99E+07 1.95E+07
Table 5: Function timing results using microbenchmark for MLE Estimate with sample
1.
14 Fast Tail Index Estimation for Power Laws
Figure 5: Time plot of LS estimates for sample 4.
Sample Size Package Mean (µs) Maximum (µs) Median (µs) Minimum (µs)
102 ptsuite 2.02E+01 8.80E+01 1.55E+01 9.20E+00EnvStats 2.10E+03 1.17E+05 7.23E+02 6.65E+02
103 ptsuite 7.83E+01 1.28E+02 7.73E+01 7.28E+01EnvStats 9.06E+02 3.47E+03 8.65E+02 8.19E+02
104 ptsuite 7.81E+02 1.20E+03 7.73E+02 7.26E+02EnvStats 3.19E+03 5.84E+03 3.20E+03 2.52E+03
105 ptsuite 7.84E+03 1.73E+04 7.56E+03 7.34E+03EnvStats 4.12E+04 6.60E+04 3.77E+04 3.42E+04
106 ptsuite 9.45E+04 1.91E+05 8.06E+04 7.66E+04EnvStats 3.28E+05 4.15E+05 3.23E+05 2.63E+05
107 ptsuite 9.17E+05 1.61E+06 8.79E+05 8.09E+05EnvStats 3.66E+06 4.87E+06 3.62E+06 3.34E+06
Table 6: Function timing results using microbenchmark for LS Estimate with sample
4.
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(a) Speed comparison of ptsuite and EnvStats.
(b) Speed comparison of ptsuite and evir.
Figure 6: Time plots of generating Pareto data for sample 5.
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Sample Size Package Mean (µs) Maximum (µs) Median (µs) Minimum (µs)
102
ptsuite 2.02E+01 2.71E+01 2.00E+01 1.79E+01
EnvStats 4.89E+02 3.23E+03 4.48E+02 4.07E+02
evir 1.97E+01 3.87E+01 1.93E+01 1.86E+01
103
ptsuite 1.60E+02 1.91E+02 1.59E+02 1.56E+02
EnvStats 3.63E+03 5.44E+03 3.51E+03 3.24E+03
evir 1.62E+02 1.96E+02 1.61E+02 1.59E+02
104
ptsuite 1.55E+03 1.60E+03 1.55E+03 1.54E+03
EnvStats 3.58E+04 7.29E+04 3.52E+04 3.23E+04
evir 1.57E+03 1.62E+03 1.57E+03 1.56E+03
105
ptsuite 1.61E+04 2.33E+04 1.56E+04 1.54E+04
EnvStats 3.62E+05 4.05E+05 3.58E+05 3.31E+05
evir 1.57E+04 2.42E+04 1.56E+04 1.56E+04
106
ptsuite 1.59E+05 2.11E+05 1.56E+05 1.55E+05
EnvStats 3.69E+06 4.02E+06 3.67E+06 3.59E+06
evir 1.61E+05 1.79E+05 1.60E+05 1.58E+05
107
ptsuite 1.57E+06 1.68E+06 1.56E+06 1.55E+06
EnvStats 3.67E+07 4.00E+07 3.64E+07 3.59E+07
evir 1.60E+06 1.67E+06 1.60E+06 1.59E+06
Table 7: Function timing results using microbenchmark for generating Pareto data with
sample 5.
3.1. Comparison of Estimation Methods within ptsuite package
In this section, we compare and present the speed of the (estimation method) functions
available in the package ptsuite using the package microbenchmark (Mersmann 2018).
We do not include Hill’s Estimator as it restricts the domain to a subset of the sample.
The results of this comparison can be seen in Table 8.
We note here that the most computationally intensive functions are the LS and the WLS
methods with the WLS method consuming a very large time for progressively larger
datasets. It is seen that the PM and the MPM are consistently the fastest methods
regardless of the sample size (but we remind the reader that the results of the percentile
methods are also the least accurate for small sample sizes).
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Figure 7: Function timing results using microbenchmark for various sample sizes.
Method Sample Size Minimum (µs) Median (µs) Maximum (µs)
MLE
103 2.36E+01 2.45E+01 5.77E+01
104 2.20E+02 2.23E+02 3.55E+02
105 2.17E+03 2.23E+03 2.63E+03
106 2.19E+04 2.23E+04 2.33E+04
107 2.22E+05 2.30E+05 2.50E+05
LS
103 5.46E+01 5.63E+01 8.53E+01
104 5.44E+02 5.92E+02 6.81E+02
105 5.56E+03 5.82E+03 1.83E+04
106 5.88E+04 5.96E+04 7.32E+04
107 6.27E+05 6.79E+05 7.53E+05
WLS
103 5.09E+01 5.26E+01 9.79E+01
104 5.17E+02 5.39E+02 7.50E+02
105 5.20E+03 5.38E+03 5.78E+03
106 7.70E+04 7.82E+04 1.04E+05
107 3.12E+07 3.53E+07 3.70E+07
PM
103 6.83E+00 7.40E+00 7.14E+01
104 7.08E+01 7.20E+01 1.04E+02
105 8.01E+02 8.17E+02 1.36E+03
106 9.37E+03 9.66E+03 1.18E+04
107 1.30E+05 1.36E+05 7.45E+05
Table 8 – Continued on next page
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MPM
103 7.11E+00 7.54E+00 8.16E+01
104 7.05E+01 7.23E+01 1.52E+02
105 8.02E+02 8.15E+02 1.11E+03
106 9.35E+03 9.66E+03 2.44E+04
107 1.30E+05 1.36E+05 1.88E+05
GMPM
103 2.90E+01 3.02E+01 1.12E+02
104 2.93E+02 2.95E+02 6.61E+02
105 3.03E+03 3.07E+03 4.19E+03
106 3.19E+04 3.24E+04 8.90E+04
107 3.55E+05 3.72E+05 4.34E+05
MoM
103 2.56E+01 2.70E+01 1.83E+02
104 2.39E+02 2.44E+02 3.44E+02
105 2.36E+03 2.42E+03 2.81E+03
106 2.40E+04 2.43E+04 6.68E+04
107 2.42E+05 2.52E+05 2.79E+05
Table 8: Function timing results using microbenchmark for various sample sizes.
4. Results for Accuracy
We begin by noting that we test the HE method separately as we have to supply an
extra parameter, namely the tuning parameter k. To test each of the other six methods
methods we do the following:
1. Simulate Pareto data for 4 different values of α: 0.5, 1.5, 2.2, 5. Pareto data is
generated via
xi =
xmin
u
1/α
i
where ui is a standard uniform random number. We work with xmin = 2 for all
the tests.
2. For each α value we generate 3 different sample sizes: 103, 105, 106 to test the effect
of sample size on the accuracy.
3. For each sample size we generate four different samples (by changing the random
number generator seed).
In total we run 288 = 6× 4× 3× 4 tests. To economize on space we present a sample of
the results (Table 9) with the complete set of results given in Appendix A. The αˆ error
given is calculated as follows:
Error% = |α− αˆ|
α
× 100%
We also remark here that for the LS and PM methods, there is a peculiarity in that
the accuracy dips slightly for particular increases in sample size. The reader is referred
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to Figure 8 to observe the counter-intuitive behavior7. For example when considering
sample 1, the LS α-estimate with 103 samples has error 0.95% and an error of 2.08%
with 104 samples. When we increase the sample size to 105, the error drops as expected.
Similarly for sample 1, the PM α-estimate with 104 samples has error 0.07% and an error
of 0.85% with 105 samples. As with the LS method, when we increase the sample size
to 106, the error drops as expected. We are not certain as to the reason for the drop in
accuracy for a certain values of larger samples - we consider other samples (by changing
the seed) and these results are presented in Appendix C and Appendix D respectively.
The other samples also have this counter-intuitive behavior but at different sample sizes.
Figure 8: Accuracy plot of selected methods of estimation available in ptsuite. Sample
results for α = 2.2 (using sample 1 from each run).
7Note that the error percentages are in log scale - hence larger negative bars indicate smaller error.
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Method Sample Size αˆ αˆ error
MLE
102 2.52705 14.87%
103 2.22869 1.30%
104 2.18519 0.67%
105 2.19168 0.38%
106 2.19971 0.01%
107 2.19954 0.02%
LS
102 2.31566 5.26%
103 2.22096 0.95%
104 2.15422 2.08%
105 2.18542 0.66%
106 2.20057 0.03%
107 2.19946 0.02%
MoM
102 2.62537 19.34%
103 2.28164 3.71%
104 2.18505 0.68%
105 2.19049 0.43%
106 2.19942 0.03%
107 2.20004 0.00%
PM
102 2.7422 24.65%
103 2.27278 3.31%
104 2.20158 0.07%
105 2.18126 0.85%
106 2.19776 0.10%
107 2.20044 0.02%
Table 9: Sample results for α = 2.2 (using sample 1 from each run). The sample sizes
are 103, 104, 105, 106 and 107.
4.1. Accuracy of Hill’s Estimator - Results
The HE method differs from the other methods in this paper as one needs to specify
a cut-off point from which to consider the “tail” portion of the distribution. This is
denoted by the k value which is the kth largest observation of the data set. In other
words, it can be thought of as the number of observations of the tail to be considered in
estimating the shape parameter (tail index). We may also specify a value as a starting
point of the tail estimation area instead of a ranked order.
4.2. Hill’s Estimator for Strictly Pareto data
In this section we look at the impact of k when HE is used on strictly Pareto data. We
consider the same random Pareto samples (with α = 0.5, 1.5, 2.2 and 5.0) used for the
previous estimators but only consider 103, 105 and 106 sample sizes along with k set at
the 25th, 50th and 75th percentiles for each sample size. (Refer Appendix B for the full
set of results.)
We also generate four samples from the Pareto distribution with α = 1.5 and xˆmin = 5.
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Figure 9b shows how the HE varies with k. Since the data supplied is strictly Pareto,
increasing k (from 1 to n = 100,000) increases the accuracy of the estimate and we can
see the estimate stabilizing around αˆ = 1.5.
(a) Density plot of Pareto distribution. (b) Hill’s estimate for α with varying k.
Figure 9: Plot of pdf of Pareto distribution (α = 1.5, xˆmin = 5) and Hill’s estimate for
varying k.
4.3. Hill’s Estimator for Non-Pareto data
To further test the accuracy of the HE method and understand the relationship of the
value of k in estimating α, we vary k in the presence of non-Pareto power law data. We
consider data sampled from a i) t-distribution and ii) stable distribution respectively,
and estimate the tail-index.
For this purpose we first generate four samples from the t-distribution with degrees of
freedom (d.f.) equal to 3. The tail index α is estimated by varying k from 1 to n (where
n = 100,000). It can be seen from Figure 10b that using a smaller value of k results
in a more accurate estimation of the tail index - we feel this is because a smaller value
of k avoids including observations from the “body” of the distribution. We should note
however the earlier point about the bias of the estimator for small k.
Next we simulate four samples from a symmetric stable distribution8 with stability
parameter9 (tail index) α=1.5 and vary k to estimate α. The results of this simulation
are similar to that of t-distribution in that a smaller value of k leads to a closer estimate
of the true α. The results are as follows:
8A symmetric stable distribution was generated using sin(αV )(cos(V ))1/α (
cos((1−α)V )
W
)(1−α)/α where V ∼
Unif [−pi/2, pi/2] and W ∼ Exp(1) (Glasserman 2004, p.149).
9A symmetric stable distribution with stability parameter α has the following property
limx→±∞ p(x) ∼ |x|1+α.
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(a) Density plot of t-distribution. (b) Hill’s estimate for α with varying k.
Figure 10: Plot of pdf of t-distribution (d.f. = 3) and Hill’s estimate for varying k.
(a) Density plot of stable distribution. (b) Hill’s estimate for α with varying k.
Figure 11: Plot of pdf of stable distribution (α = 1.5) and Hill’s estimate for varying k.
5. Using the ptsuite Package
The ptsuite is built with ease of use in mind. Here we go over the use of each of the func-
tions provided in the package. The ptsuite is available on Centralized R Archive Network
(CRAN): https://cran.r-project.org/web/packages/ptsuite/index.html.
5.1. The generate_pareto function
This function is able to generate random Pareto distributed data with the specified
shape and scale parameters. The function has been written to be similar in type to
the popular runif and rexp type of functions for generating data from a particular
distribution.
The full call of the function is:
generate_pareto(sampleSize, shape, scale)
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For example to generate a sample of size 100, 000 with α (shape parameter) = 1.2 and
xmin (scale parameter) = 3 and store it in the variable data, the following code could
be used:
R> set.seed(1234)
R> d <- generate_pareto(100000, 1.2, 3)
R> head(d)
This produces the following output:
[1] 18.364397 4.454392 4.533604 4.447960 3.398763
4.349730
5.2. The pareto_qq_test function
The pareto_qq_test function can be used as a first step to identify whether the data
is Pareto distributed before estimating the tail index. If most of the data points appear
to be distributed along a line, it is possible that the data may be Pareto. Conversely, if
most of the data are distributed non-linearly, then the data is most probably not Pareto
distributed.
This function10 plots the quantiles of the standard exponential distribution on the x-axis
and the log values of the provided data on the y-axis. If Pareto data was supplied, a log
transformation of this data would result in an exponential distribution with mean α−1.
These data points would then show up on the QQ-plot as line with slope α−1.
Note: This is a heuristic test where one can look for data being distributed along a
straight line indicating a possible Pareto distribution.
The full call of the function is:
pareto_qq_test(dat)
Demonstration of this function is carried out using a Pareto distributed sample of size
100, 000 with α (shape parameter) = 1.2 and xmin (scale parameter) = 3, and using an
exponentially distributed sample of size 100, 000 with λ (reciprocal of mean) = 5 as an
example of non-Pareto data.
Q-Q Plot constructed for Pareto distributed data:
R> set.seed(1234)
R> d <- generate_pareto(100000, 1.2, 3)
R> pareto_qq_test(d)
10For added interactivity this package makes use of the plotly package (Sievert 2018) to generate the
Q-Q plots if it is available in the user’s R library. If unavailable, it defaults to the R base plot.
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Q-Q Plot constructed for exponentially distributed data:
R> set.seed(1234)
R> exp_data <- rexp(100000, 5)
R> pareto_qq_test(exp_data)
(a) Q-Q Plot for Pareto distributed data. (b) Q-Q Plot for exponentially distributed data.
Figure 12: Outputs of pareto_qq_test function.
5.3. The pareto_test function
The pareto_test function can be used to identify whether the data is Pareto distributed
(Gulati and Shapiro 2008). The test generates a p-value corresponding to the actual
distribution of the data and is tested for significance. In the case of Pareto data, the
p-value should be greater than the pre-determined significance level (generally taken
as 0.05). In addition to using the function on Pareto data, we tested the function on
selected non-Pareto (generated) data sets to ensure the test would reject those as Pareto.
The tests were conducted on generated data sets of various sizes. The results11 obtained
are shown in Table 10.
The full call of the function is:
pareto_test(dat)
Demonstration of this function is carried out using a Pareto distributed sample of size
100, 000 with α (shape parameter) = 1.2 and xmin (scale parameter) = 3, and using an
exponentially distributed sample of size 100, 000 with λ (reciprocal of mean) = 5 as an
example of non-Pareto data.
11In the table, half-normal distribution is taken to be the positive tail of the standard normal distri-
bution excluding zeros.
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Distribution Sample Size p-value
Pareto (shape = 1.2, scale = 3)
102 0.5056804
103 0.1595162
105 0.849023
Exponential (rate = 5)
102 4.76× 10−43
103 0
105 0
Binomial (n = 20, p = 0.6)
102 1.06× 10−44
103 0
105 0
Normal (mean = 5, std = 3); positive tail
102 1.26× 10−104
103 0
105 0
Table 10: Results of pareto_test function for various sample sizes.
R> set.seed(1234)
R> d <- generate_pareto(100000, 1.2, 3)
R> pareto_test(d)
$`p-value`
[1] 0.8604162
R> set.seed(1234)
R> exp_data <- rexp(100000, 5)
R> pareto_test(exp_data)
$`p-value`
[1] 0
5.4. The alpha_mle function
This function can be used to estimate the shape parameter (α) using the Maximum
Likelihood Estimator method - please refer equation (3). It can be used to obtain biased
and unbiased estimates of the shape and scale parameters as well as the confidence
interval for the shape parameter for the biased estimates.
The full call of the function is:
alpha_mle(dat, biased = TRUE, significance = NULL)
To demonstrate the various possibilities of this function we first generate Pareto data
with α = 1.2 and xmin = 3 and assign it to the variable data. alpha_mle is then used
to obtain:
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1. Biased Estimates for α and xmin
2. Unbiased Estimates for α and xmin
3. Biased Estimates for α and xmin and the 95% confidence interval for α
R implementation of the above mentioned demonstration is given below.
Generating data from a Pareto Distribution:
R> set.seed(1234)
R> d <- generate_pareto(100000, 1.2, 3)
Obtaining the biased maximum likelihood estimates for α and xmin:
R> alpha_mle(d)
$shape
[1] 1.201384
$scale
[1] 3.000005
Obtaining the unbiased maximum likelihood estimates for α and xmin:
R> alpha_mle(d, FALSE)
$shape
[1] 1.201359
$scale
[1] 2.99998
Obtaining the biased maximum likelihood estimator for α and xmin and the correspond-
ing 95% confidence interval for α:
R> alpha_mle(d, TRUE, 0.05)
$shape
[1] 1.201384
$lower_bound
[1] 1.193937
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$upper_bound
[1] 1.20883
$scale
[1] 3.000005
5.5. The alpha_hills function
The Hill’s Estimator - please refer equation (13) - is particularly useful in the fact that
it allows the specification of k as either the number of observations to be included in the
tail (where value = FALSE) or the minimum value to be considered in the tail of the
distribution (where value = TRUE). When k=n, the Hill’s Estimator returns the same
estimate as alpha_mle with a warning notifying the user.
The full call of the function is:
alpha_hills(dat, k, value = FALSE)
We demonstrate the usage of the Hill’s Estimator by generating Pareto data with α=1.2
and xmin=3, assigning it to the variable data and then using alpha_hills
R implementation of the above mentioned demonstration is given below with the respec-
tive outputs:
R> set.seed(1234)
R> d <- generate_pareto(100000, 1.2, 3)
R> alpha_hills(d, 8000, FALSE)
$shape
[1] 1.198717
$scale
[1] 24.54499
R> alpha_hills(d, 5000, TRUE)
$shape
[1] 1.125696
$scale
[1] 5002.76
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R> alpha_hills(d, 100000, FALSE)
$shape
[1] 1.201384
$scale
[1] 3.000005
Warning message:
In alpha_hills(d, 1e+05, FALSE) :
Setting k as the number of observations makes it equivalent
to the MLE (alpha_mle function).
5.6. The alpha_ls function
This function can be used to estimate the shape parameter (α) using the Least Squares
Estimator method - please refer equation (5).
The full call of the function is:
alpha_ls(dat)
We demonstrate the usage of the Least Squares Estimator by generating Pareto data
with α=1.2 and xmin=3, assigning it to the variable data and then using alpha_ls.
R implementation of the above mentioned demonstration is given below with the respec-
tive output:
R> set.seed(1234)
R> d <- generate_pareto(100000, 1.2, 3)
R> alpha_ls(d)
$shape
[1] 1.20067
$scale
[1] 3.000005
5.7. The alpha_percentile function
This function can be used to estimate the shape parameter (α) using the Percentile
Estimator method - please refer equation (9).
The full call of the function is:
29
alpha_percentile(dat)
We demonstrate the usage of the Percentile Estimator by generating Pareto data with
α=1.2 and xmin=3, assigning it to the variable data and then using alpha_percentile.
R implementation of the above mentioned demonstration is given below with the respec-
tive output:
R> set.seed(1234)
R> d <- generate_pareto(100000, 1.2, 3)
R> alpha_percentile(d)
$shape
[1] 1.20048
$scale
[1] 3.000005
5.8. The alpha_modified_percentile function
This function can be used to estimate the shape parameter (α) using the Modified
Percentile Estimator method - please refer equation (10).
The full call of the function is:
alpha_modified_percentile(dat)
We demonstrate the usage of the Modified Percentile Estimator by generating Pareto
data with α=1.2 and xmin=3, assigning it to the variable data and then using
alpha_modified_percentile.
R implementation of the above mentioned demonstration is given below with the respec-
tive output:
R> set.seed(1234)
R> d <- generate_pareto(100000, 1.2, 3)
R> alpha_modified_percentile(d)
$shape
[1] 1.196936
$scale
[1] 3.000005
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5.9. The alpha_geometric_percentile function
This function can be used to estimate the shape parameter (α) using the Geometric
Percentile Estimator method - please refer equation (11).
The full call of the function is:
alpha_geometric_percentile(dat)
We demonstrate the usage of the Geometric Percentile Estimator by generating Pareto
data with α=1.2 and xmin=3, assigning it to the variable data and then using
alpha_geometric_percentile.
R implementation of the above mentioned demonstration is given below with the respec-
tive output:
R> set.seed(1234)
R> d <- generate_pareto(100000, 1.2, 3)
R> alpha_geometric_percentile(d)
$shape
[1] 1.195801
$scale
[1] 3.000005
5.10. The alpha_wls function
This function can be used to estimate the shape parameter (α) using the Weighted Least
Squares Estimator method - please refer to equations (7) and (8).
The full call of the function is:
alpha_wls(dat)
We demonstrate the usage of the Weighted Least Squares Estimator by generating Pareto
data with α=1.2 and xmin=3, assigning it to the variable data and then using alpha_wls.
R implementation of the above mentioned demonstration is given below with the respec-
tive output:
R> set.seed(1234)
R> d <- generate_pareto(100000, 1.2, 3)
R> alpha_wls(d)
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$shape
[1] 1.201303
$scale
[1] 3.000005
5.11. The alpha_moment function
This function can be used to estimate the shape parameter (α) using the Moment Esti-
mator method - please refer equation (12).
The full call of the function is:
alpha_moment(dat)
We demonstrate the usage of the Moment Estimator by generating Pareto data with
α=1.2 and xmin=3, assigning it to the variable data and then using alpha_moment.
R implementation of the above mentioned demonstration is given below with the respec-
tive output:
R> set.seed(1234)
R> d <- generate_pareto(100000, 1.2, 3)
R> alpha_moment(d)
$shape
[1] 1.241772
$scale
[1] 3.000005
5.12. The generate_all_estimates function
This function can be used to obtain estimates of the shape parameter (α) using all
estimators except the HE.
The full call of the function is:
generate_all_estimates(dat)
We demonstrate the usage of the function by generating Pareto data with α=1.2 and
xmin=3, assigning it to the variable data and then using generate_all_estimates.
R implementation of the above mentioned demonstration is given below with the respec-
tive output:
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R> set.seed(1234)
R> d <- generate_pareto(100000, 1.2, 3)
R> generate_all_estimates(d)
Method.of.Estimation Shape.Parameter Scale.Parameter
1 Maximum Likelihood Estimate 1.201384 3.000005
2 Least Squares 1.200670 3.000005
3 Method of Moments 1.241772 3.000005
4 Percentiles Method 1.200480 3.000005
5 Modified Percentiles Method 1.196936 3.000005
6 Geometric Percentiles Method 1.195801 3.000005
7 Weighted Least Squares 1.201303 3.000005
6. Summary and Future Work
Our R package ptsuite can be used in tail index estimation for Pareto distributed data.
One may use the pareto-qq-test function as a first step to test (heuristically) if the
data is Pareto. There are a number of methods which can be called on to estimate
the tail index, and it is advisable to use more than one method as a comparison for
the estimate.
Our main focus in developing this package was on run-times for parameter estimation
for large data samples. The estimation methods on ptsuite were faster than their
counterpart methods in the packages laeken and EnvStats. The Pareto data gen-
eration function on ptsuite was also faster than that of the package EnvStats. All
functions on ptsuite performed reasonably well in the speed tests, where we tested
data sets with up to 107 data points.
For future work we hope to add more tail estimation methods and functions found
in the references to this package. In particular we hope to eventually incorporate the
vast catalog of estimators in reference Fedotenkov (2018).
Computational details
The results in this paper were obtained using R 3.5.2. and Microsoft R 3.5.1 (Mi-
crosoft and Team 2017)12 with the ptsuite 1.0.0 package. R itself and all packages used
are available from the Comprehensive R Archive Network (CRAN) at https://CRAN.
R-project.org/. Microsoft R may be obtained from https://mran.microsoft.com/
open.
12Microsoft R was used for the benchmark results of the speed and we note here that this version of
R appeared to use slightly lower times in running the same tests.
33
RStudio V 1.1.423 (RStudio Team 2016) was used as the IDE for all tasks related to
package development and generating results. The packages devtools (Wickham et al.
2018b) and roxygen2 (Wickham et al. 2018a) were used to assist in package documenta-
tion and development. The Rcpp package (Eddelbuettel and François 2011; Eddelbuettel
2013; Eddelbuettel and Balamuta 2017) was used in the compilation of C++ code used
in all estimation functions of the package.
microbenchmark 1.4-4, ggplot2 3.0.0 (Wickham 2016) and plotly 4.8.0 were used in
generating the results included in this paper.
Two computers were used in the building of this package and the generation of the
results. The technical specifications of the two computers are as follows:
Specification Laptop Desktop
CPU
Intel(R) Core(TM) i5-8250U
@ 1.60GHz, 1800 Mhz,
4 Core(s), 8 Logical Processor(s)
Intel(R) Core(TM) i7-7700
@ 3.60GHz, 3601 Mhz,
4 Core(s), 8 Logical Processor(s)
RAM 8 GB 32 GB
OS Windows 10 EnterpriseLTSC 10.0.17763 Build 17763
Windows 10 Pro
10.0.17763 Build 17763
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A. Complete Tables of Estimates
Method Sample Size Sample αˆ xˆmin αˆ error
MLE
103
1 5.0652128 2.000028 1.30%
2 4.8768226 2.000292 2.46%
3 5.1345472 2.000087 2.69%
4 4.7497352 2.000301 5.01%
105
1 4.9810971 2.000021 0.38%
2 5.0083374 2.000011 0.17%
3 4.9807569 2.000002 0.38%
4 5.0034707 2.000001 0.07%
106
1 4.9993293 2.000001 0.01%
2 5.0041973 2.000000 0.08%
3 4.9976888 2.000000 0.05%
4 4.9974922 2.000000 0.05%
LS
103
1 5.0476293 2.000028 0.95%
2 4.7059973 2.000292 5.88%
3 5.0180434 2.000087 0.36%
4 4.5705256 2.000301 8.59%
105
1 4.9668545 2.000021 0.66%
2 4.9963066 2.000011 0.07%
3 4.9709030 2.000002 0.58%
4 5.0056427 2.000001 0.11%
106
1 5.0012983 2.000001 0.03%
2 5.0005891 2.000000 0.01%
3 4.9995475 2.000000 0.01%
4 4.9986945 2.000000 0.03%
MoM
103
1 5.1021780 2.000028 2.04%
2 4.8865050 2.000292 2.27%
3 5.1537270 2.000087 3.07%
4 4.7433810 2.000301 5.13%
105
1 4.9795270 2.000021 0.41%
2 5.0083190 2.000011 0.17%
3 4.9799920 2.000002 0.40%
4 5.0053840 2.000001 0.11%
106
1 4.9999360 2.000001 0.00%
2 5.0037260 2.000000 0.07%
3 4.9984560 2.000000 0.03%
4 4.9980840 2.000000 0.04%
PM
103
1 5.1654072 2.000028 3.31%
2 4.5323446 2.000292 9.35%
3 5.1056805 2.000087 2.11%
4 4.8577159 2.000301 2.85%
105
1 4.9574049 2.000021 0.85%
2 4.9728086 2.000011 0.54%
3 4.9921967 2.000002 0.16%
4 4.9938595 2.000001 0.12%
106
1 4.9949127 2.000001 0.10%
2 4.9947259 2.000000 0.11%
3 4.9959874 2.000000 0.08%
4 4.9975729 2.000000 0.05%
Table 11 – Continued on next page
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Method Sample Size Sample αˆ xˆmin αˆ error
MPM
103
1 5.5241262 2.000028 10.48%
2 4.4701475 2.000292 10.60%
3 4.9320572 2.000087 1.36%
4 5.0637775 2.000301 1.28%
105
1 4.9419910 2.000021 1.16%
2 4.9524059 2.000011 0.95%
3 4.9728058 2.000002 0.54%
4 4.9907899 2.000001 0.18%
106
1 4.9857602 2.000001 0.28%
2 4.9911313 2.000000 0.18%
3 4.9964677 2.000000 0.07%
4 4.9969832 2.000000 0.06%
GMPM
103
1 5.2572589 2.000028 5.15%
2 4.2810147 2.000292 14.38%
3 5.1427862 2.000087 2.86%
4 5.1208210 2.000301 2.42%
105
1 4.9431381 2.000021 1.14%
2 4.9554940 2.000011 0.89%
3 5.0087703 2.000002 0.18%
4 4.9784400 2.000001 0.43%
106
1 4.9854361 2.000001 0.29%
2 4.9928066 2.000000 0.14%
3 4.9986738 2.000000 0.03%
4 4.9955151 2.000000 0.09%
WLS
103
1 5.0430631 2.000028 0.86%
2 4.8554967 2.000292 2.89%
3 5.1120943 2.000087 2.24%
4 4.7289651 2.000301 5.42%
105
1 4.9807646 2.000021 0.38%
2 5.0080031 2.000011 0.16%
3 4.9804244 2.000002 0.39%
4 5.0031367 2.000001 0.06%
106
1 4.9992902 2.000001 0.01%
2 5.0041581 2.000000 0.08%
3 4.9976496 2.000000 0.05%
4 4.9974531 2.000000 0.05%
Table 11: Sample results for α = 5.0 (for all samples).
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Method Sample Size Sample αˆ xˆmin αˆ error
MLE
103
1 2.2286936 2.000063 1.30%
2 2.1458019 2.000664 2.46%
3 2.2592007 2.000197 2.69%
4 2.0898835 2.000683 5.01%
105
1 2.1916827 2.000048 0.38%
2 2.2036685 2.000025 0.17%
3 2.1915330 2.000005 0.38%
4 2.2015271 2.000002 0.07%
106
1 2.1997049 2.000001 0.01%
2 2.2018468 2.000000 0.08%
3 2.1989831 2.000001 0.05%
4 2.1988966 2.000000 0.05%
LS
103
1 2.2209569 2.000063 0.95%
2 2.0706388 2.000664 5.88%
3 2.2079391 2.000197 0.36%
4 2.0110313 2.000683 8.59%
105
1 2.1854160 2.000048 0.66%
2 2.1983749 2.000025 0.07%
3 2.1871973 2.000005 0.58%
4 2.2024828 2.000002 0.11%
106
1 2.2005712 2.000001 0.03%
2 2.2002592 2.000000 0.01%
3 2.1998009 2.000001 0.01%
4 2.1994256 2.000000 0.03%
MoM
103
1 2.2816390 2.000063 3.71%
2 2.1801250 2.000664 0.90%
3 2.2992300 2.000197 4.51%
4 2.0812090 2.000683 5.40%
105
1 2.1904890 2.000048 0.43%
2 2.2085240 2.000025 0.39%
3 2.1897800 2.000005 0.46%
4 2.2048300 2.000002 0.22%
106
1 2.1994210 2.000001 0.03%
2 2.2021380 2.000000 0.10%
3 2.1998500 2.000001 0.01%
4 2.2005870 2.000000 0.03%
PM
103
1 2.2727792 2.000063 3.31%
2 1.9942276 2.000664 9.35%
3 2.2464994 2.000197 2.11%
4 2.1373945 2.000683 2.85%
105
1 2.1812582 2.000048 0.85%
2 2.1880358 2.000025 0.54%
3 2.1965665 2.000005 0.16%
4 2.1972982 2.000002 0.12%
106
1 2.1977616 2.000001 0.10%
2 2.1976794 2.000000 0.11%
3 2.1982344 2.000001 0.08%
4 2.1989321 2.000000 0.05%
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Method Sample Size Sample αˆ xˆmin αˆ error
MPM
103
1 2.4306180 2.000063 10.48%
2 1.9668589 2.000664 10.60%
3 2.1701057 2.000197 1.36%
4 2.2280617 2.000683 1.28%
105
1 2.1744760 2.000048 1.16%
2 2.1790586 2.000025 0.95%
3 2.1880345 2.000005 0.54%
4 2.1959476 2.000002 0.18%
106
1 2.1937345 2.000001 0.28%
2 2.1960978 2.000000 0.18%
3 2.1984458 2.000001 0.07%
4 2.1986726 2.000000 0.06%
GMPM
103
1 2.3131938 2.000063 5.15%
2 1.8836362 2.000664 14.38%
3 2.2628257 2.000197 2.86%
4 2.2531594 2.000683 2.42%
105
1 2.1749808 2.000048 1.14%
2 2.1804174 2.000025 0.89%
3 2.2038589 2.000005 0.18%
4 2.1905136 2.000002 0.43%
106
1 2.1935919 2.000001 0.29%
2 2.1968349 2.000000 0.14%
3 2.1994165 2.000001 0.03%
4 2.1980267 2.000000 0.09%
WLS
103
1 2.2189478 2.000063 0.86%
2 2.1364185 2.000664 2.89%
3 2.2493215 2.000197 2.24%
4 2.0807446 2.000683 5.42%
105
1 2.1915364 2.000048 0.38%
2 2.2035214 2.000025 0.16%
3 2.1913868 2.000005 0.39%
4 2.2013802 2.000002 0.06%
106
1 2.1996877 2.000001 0.01%
2 2.2018296 2.000000 0.08%
3 2.1989658 2.000001 0.05%
4 2.1988794 2.000000 0.05%
Table 12: Sample results for α = 2.2 (for all samples).
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Method Sample Size Sample αˆ xˆmin αˆ error
MLE
103
1 1.5195638 2.000093 1.30%
2 1.4630468 2.000974 2.46%
3 1.5403641 2.000289 2.69%
4 1.4249206 2.001002 5.01%
105
1 1.4943291 2.000071 0.38%
2 1.5025012 2.000037 0.17%
3 1.4942271 2.000007 0.38%
4 1.5010412 2.000002 0.07%
106
1 1.4997988 2.000002 0.01%
2 1.5012592 2.000001 0.08%
3 1.4993066 2.000001 0.05%
4 1.4992477 2.000000 0.05%
LS
103
1 1.5142888 2.000093 0.95%
2 1.4117992 2.000974 5.88%
3 1.5054130 2.000289 0.36%
4 1.3711577 2.001002 8.59%
105
1 1.4900564 2.000071 0.66%
2 1.4988920 2.000037 0.07%
3 1.4912709 2.000007 0.58%
4 1.5016928 2.000002 0.11%
106
1 1.5003895 2.000002 0.03%
2 1.5001767 2.000001 0.01%
3 1.4998643 2.000001 0.01%
4 1.4996084 2.000000 0.03%
MoM
103
1 1.5974170 2.000093 6.49%
2 1.5323020 2.000974 2.15%
3 1.6119070 2.000289 7.46%
4 1.4335130 2.001002 4.43%
105
1 1.4960330 2.000071 0.26%
2 1.5201780 2.000037 1.35%
3 1.4872030 2.000007 0.85%
4 1.5105550 2.000002 0.70%
106
1 1.4956750 2.000002 0.29%
2 1.5064640 2.000001 0.43%
3 1.5007780 2.000001 0.05%
4 1.5062520 2.000000 0.42%
PM
103
1 1.5496222 2.000093 3.31%
2 1.3596983 2.000974 9.35%
3 1.5317042 2.000289 2.11%
4 1.4573142 2.001002 2.85%
105
1 1.4872215 2.000071 0.85%
2 1.4918426 2.000037 0.54%
3 1.4976590 2.000007 0.16%
4 1.4981578 2.000002 0.12%
106
1 1.4984738 2.000002 0.10%
2 1.4984178 2.000001 0.11%
3 1.4987962 2.000001 0.08%
4 1.4992719 2.000000 0.05%
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Method Sample Size Sample αˆ xˆmin αˆ error
MPM
103
1 1.6572410 2.000093 10.48%
2 1.3410367 2.000974 10.60%
3 1.4796178 2.000289 1.36%
4 1.5191328 2.001002 1.28%
105
1 1.4825973 2.000071 1.16%
2 1.4857218 2.000037 0.95%
3 1.4918417 2.000007 0.54%
4 1.4972370 2.000002 0.18%
106
1 1.4957281 2.000002 0.28%
2 1.4973394 2.000001 0.18%
3 1.4989403 2.000001 0.07%
4 1.4990950 2.000000 0.06%
GMPM
103
1 1.5771776 2.000093 5.15%
2 1.2842916 2.000974 14.38%
3 1.5428356 2.000289 2.86%
4 1.5362441 2.001002 2.42%
105
1 1.4829414 2.000071 1.14%
2 1.4866482 2.000037 0.89%
3 1.5026311 2.000007 0.18%
4 1.4935320 2.000002 0.43%
106
1 1.4956308 2.000002 0.29%
2 1.4978420 2.000001 0.14%
3 1.4996021 2.000001 0.03%
4 1.4986545 2.000000 0.09%
WLS
103
1 1.5129189 2.000093 0.86%
2 1.4566490 2.000974 2.89%
3 1.5336283 2.000289 2.24%
4 1.4186895 2.001002 5.42%
105
1 1.4942294 2.000071 0.38%
2 1.5024009 2.000037 0.16%
3 1.4941273 2.000007 0.39%
4 1.5009410 2.000002 0.06%
106
1 1.4997871 2.000002 0.01%
2 1.5012474 2.000001 0.08%
3 1.4992949 2.000001 0.05%
4 1.4992359 2.000000 0.05%
Table 13: Sample results for α = 1.5 (for all samples).
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Method Sample Size Sample αˆ xˆmin αˆ error
MLE
103
1 0.5065213 2.000278 1.30%
2 0.4876823 2.002923 2.46%
3 0.5134547 2.000866 2.69%
4 0.4749735 2.003009 5.01%
105
1 0.4981097 2.000212 0.38%
2 0.5008337 2.000112 0.17%
3 0.4980757 2.000021 0.38%
4 0.5003471 2.000007 0.07%
106
1 0.4999329 2.000007 0.01%
2 0.5004197 2.000002 0.08%
3 0.4997689 2.000004 0.05%
4 0.4997492 2.000000 0.05%
LS
103
1 0.5047629 2.000278 0.95%
2 0.4705997 2.002923 5.88%
3 0.5018043 2.000866 0.36%
4 0.4570526 2.003009 8.59%
105
1 0.4966855 2.000212 0.66%
2 0.4996307 2.000112 0.07%
3 0.4970903 2.000021 0.58%
4 0.5005643 2.000007 0.11%
106
1 0.5001298 2.000007 0.03%
2 0.5000589 2.000002 0.01%
3 0.4999548 2.000004 0.01%
4 0.4998695 2.000000 0.03%
MoM
103
1 1.0007560 2.000278 100.15%
2 1.0003550 2.002923 100.07%
3 1.0014970 2.000866 100.30%
4 1.0000360 2.003009 100.01%
105
1 1.0000010 2.000212 100.00%
2 1.0000100 2.000112 100.00%
3 1.0000000 2.000021 100.00%
4 1.0000030 2.000007 100.00%
106
1 1.0000000 2.000007 100.00%
2 1.0000000 2.000002 100.00%
3 1.0000000 2.000004 100.00%
4 1.0000010 2.000000 100.00%
PM
103
1 0.5165408 2.000278 3.31%
2 0.4532280 2.002923 9.35%
3 0.5105681 2.000866 2.11%
4 0.4857708 2.003009 2.85%
105
1 0.4957405 2.000212 0.85%
2 0.4972809 2.000112 0.54%
3 0.4992197 2.000021 0.16%
4 0.4993859 2.000007 0.12%
106
1 0.4994913 2.000007 0.10%
2 0.4994726 2.000002 0.11%
3 0.4995987 2.000004 0.08%
4 0.4997573 2.000000 0.05%
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Method Sample Size Sample αˆ xˆmin αˆ error
MPM
103
1 0.5524166 2.000278 10.48%
2 0.4470051 2.002923 10.60%
3 0.4932065 2.000866 1.36%
4 0.5063772 2.003009 1.28%
105
1 0.4941991 2.000212 1.16%
2 0.4952406 2.000112 0.95%
3 0.4972806 2.000021 0.54%
4 0.4990790 2.000007 0.18%
106
1 0.4985760 2.000007 0.28%
2 0.4991131 2.000002 0.18%
3 0.4996468 2.000004 0.07%
4 0.4996983 2.000000 0.06%
GMPM
103
1 0.5257258 2.000278 5.15%
2 0.4280850 2.002923 14.38%
3 0.5142783 2.000866 2.86%
4 0.5120792 2.003009 2.42%
105
1 0.4943138 2.000212 1.14%
2 0.4955494 2.000112 0.89%
3 0.5008770 2.000021 0.18%
4 0.4978440 2.000007 0.43%
106
1 0.4985436 2.000007 0.29%
2 0.4992807 2.000002 0.14%
3 0.4998674 2.000004 0.03%
4 0.4995515 2.000000 0.09%
WLS
103
1 0.5043063 2.000278 0.86%
2 0.4855497 2.002923 2.89%
3 0.5112094 2.000866 2.24%
4 0.4728965 2.003009 5.42%
105
1 0.4980765 2.000212 0.38%
2 0.5008003 2.000112 0.16%
3 0.4980424 2.000021 0.39%
4 0.5003137 2.000007 0.06%
106
1 0.4999290 2.000007 0.01%
2 0.5004158 2.000002 0.08%
3 0.4997650 2.000004 0.05%
Table 14: Sample results for α = 0.5 (for all samples).
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B. Hill’s Estimates
Sample Size k Sample αˆ xˆmin αˆ error
103
250
1 5.1384879 2.622409 2.77%
2 5.0187719 2.688776 0.38%
3 5.1645221 2.619874 3.29%
4 4.7188721 2.662987 5.62%
500
1 5.358747 2.314142 7.17%
2 4.7658326 2.301751 4.68%
3 4.9729643 2.276799 0.54%
4 4.84922 2.32247 3.02%
750
1 5.1040343 2.120318 2.08%
2 4.7126907 2.108961 5.75%
3 5.0974016 2.112979 1.95%
4 4.7370529 2.124039 5.26%
105
25,000
1 4.9723687 2.643396 0.55%
2 5.0014969 2.639987 0.03%
3 4.9550096 2.640709 0.90%
4 5.0164426 2.639534 0.33%
50,000
1 4.9599243 2.297478 0.80%
2 4.9784265 2.295197 0.43%
3 4.9626286 2.297129 0.75%
4 5.0032577 2.297264 0.07%
75,000
1 4.968077 2.117967 0.64%
2 4.9870807 2.116682 0.26%
3 4.9819341 2.119073 0.36%
4 5.0027546 2.118298 0.06%
106
250,000
1 5.0046153 2.639683 0.09%
2 5.0012057 2.638868 0.02%
3 4.9950568 2.639315 0.10%
4 4.9990826 2.639467 0.02%
500,000
1 4.9958074 2.297068 0.08%
2 4.9965736 2.296702 0.07%
3 4.9951842 2.297432 0.10%
4 4.9973861 2.297595 0.05%
750,000
1 5.0002598 2.11851 0.01%
2 4.9976201 2.117838 0.05%
3 4.9951151 2.118314 0.10%
4 4.9987034 2.118581 0.03%
Table 15: Sample results for α = 5.0 (Hill’s Estimate).
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Sample Size k Sample αˆ xˆmin αˆ error
103
250
1 2.2609347 3.702224 2.77%
2 2.2082596 3.918605 0.38%
3 2.2723897 3.694097 3.29%
4 2.0763037 3.833704 5.62%
500
1 2.3578487 2.786314 7.17%
2 2.0969663 2.752523 4.68%
3 2.1881043 2.685175 0.54%
4 2.1336568 2.809155 3.02%
750
1 2.2457751 2.283975 2.08%
2 2.0735839 2.256266 5.75%
3 2.2428567 2.266049 1.95%
4 2.0843033 2.293095 5.26%
105
25,000
1 2.1878422 3.769907 0.55%
2 2.2006586 3.758865 0.03%
3 2.1802042 3.761201 0.90%
4 2.2072347 3.7574 0.33%
50,000
1 2.1823667 2.740923 0.80%
2 2.1905077 2.734741 0.43%
3 2.1835566 2.739976 0.75%
4 2.2014334 2.740342 0.07%
75,000
1 2.1859539 2.278224 0.64%
2 2.1943155 2.275084 0.26%
3 2.192051 2.280928 0.36%
4 2.201212 2.279033 0.06%
106
250,000
1 2.2020307 3.757883 0.09%
2 2.2005305 3.755245 0.02%
3 2.197825 3.756693 0.10%
4 2.1995964 3.757182 0.02%
500,000
1 2.1981553 2.739811 0.08%
2 2.1984924 2.738818 0.07%
3 2.197881 2.740798 0.10%
4 2.1988499 2.741238 0.05%
750,000
1 2.2001143 2.279551 0.01%
2 2.1989528 2.277909 0.05%
3 2.1978506 2.279071 0.10%
4 2.1994295 2.279726 0.03%
Table 16: Sample results for α = 2.2 (Hill’s Estimate).
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Sample Size k Sample αˆ xˆmin αˆ error
103
250
1 1.5415464 4.934745 2.77%
2 1.5056316 5.363466 0.38%
3 1.5493566 4.918864 3.29%
4 1.4156616 5.193897 5.62%
500
1 1.6076241 3.252596 7.17%
2 1.4297498 3.194905 4.68%
3 1.4918893 3.08091 0.54%
4 1.454766 3.291777 3.02%
750
1 1.5312103 2.429964 2.08%
2 1.4138072 2.38685 5.75%
3 1.5292205 2.402043 1.95%
4 1.4211159 2.444209 5.26%
105
25,000
1 1.4917106 5.067623 0.55%
2 1.5004491 5.045869 0.03%
3 1.4865029 5.050468 0.90%
4 1.5049328 5.042983 0.33%
50,000
1 1.4879773 3.175178 0.80%
2 1.493528 3.16468 0.43%
3 1.4887886 3.173568 0.75%
4 1.5009773 3.174191 0.07%
75,000
1 1.4904231 2.420997 0.64%
2 1.4961242 2.416103 0.26%
3 1.4945802 2.425212 0.36%
4 1.5008264 2.422256 0.06%
106
250,000
1 1.5013846 5.043935 0.09%
2 1.5003617 5.038743 0.02%
3 1.4985171 5.041592 0.10%
4 1.4997248 5.042554 0.02%
500,000
1 1.4987422 3.173289 0.08%
2 1.4989721 3.171602 0.07%
3 1.4985553 3.174965 0.10%
4 1.4992158 3.175713 0.05%
750,000
1 1.5000779 2.423064 0.01%
2 1.499286 2.420505 0.05%
3 1.4985345 2.422317 0.10%
4 1.499611 2.423337 0.03%
Table 17: Sample results for α = 1.5 (Hill’s Estimate).
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Sample Size k Sample αˆ xˆmin αˆ error
103
250
1 0.5138488 30.042363 2.77%
2 0.5018772 38.572395 0.38%
3 0.5164522 29.753256 3.29%
4 0.4718872 35.028376 5.62%
500
1 0.5358747 8.602613 7.17%
2 0.4765833 8.152935 4.68%
3 0.4972964 7.311007 0.54%
4 0.484922 8.917257 3.02%
750
1 0.5104034 3.587069 2.08%
2 0.4712691 3.399504 5.75%
3 0.5097402 3.464835 1.95%
4 0.4737053 3.65052 5.26%
105
25,000
1 0.4972369 32.535157 0.55%
2 0.5001497 32.11795 0.03%
3 0.495501 32.20586 0.90%
4 0.5016443 32.062887 0.33%
50,000
1 0.4959924 8.002846 0.80%
2 0.4978427 7.923726 0.43%
3 0.4962629 7.990674 0.75%
4 0.5003258 7.995384 0.07%
75,000
1 0.4968077 3.547502 0.64%
2 0.4987081 3.526034 0.26%
3 0.4981934 3.566063 0.36%
4 0.5002755 3.553042 0.06%
106
250,000
1 0.5004615 32.081033 0.09%
2 0.5001206 31.982071 0.02%
3 0.4995057 32.036353 0.10%
4 0.4999083 32.054697 0.02%
500,000
1 0.4995807 7.988564 0.08%
2 0.4996574 7.975831 0.07%
3 0.4995184 8.001228 0.10%
4 0.4997386 8.006891 0.05%
750,000
1 0.500026 3.556597 0.01%
2 0.499762 3.545339 0.05%
3 0.4995115 3.553309 0.10%
4 0.4998703 3.557801 0.03%
Table 18: Sample results for α = 0.5 (Hill’s Estimate).
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C. LS Estimates
Figure 13: Accuracy plot of LS estimates for distinct samples.
Sample Size Sample αˆ αˆ error
102
1 2.31566 5.26%
2 1.88102 14.50%
3 1.98422 9.81%
4 1.91018 13.17%
103
1 2.22096 0.95%
2 2.07064 5.88%
3 2.20794 0.36%
4 2.01103 8.59%
104
1 2.15422 2.08%
2 2.20883 0.40%
3 2.20648 0.29%
4 2.1769 1.05%
105
1 2.18542 0.66%
2 2.19838 0.07%
3 2.1872 0.58%
4 2.20248 0.11%
106
1 2.20057 0.03%
2 2.20026 0.01%
3 2.1998 0.01%
4 2.19943 0.03%
Table 19 – Continued on next page
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107
1 2.19946 0.02%
2 2.19896 0.05%
3 2.2001 0.00%
4 2.20043 0.02%
Table 19: Sample results for α = 2.2 (LS Estimate).
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D. PM Estimates
Figure 14: Accuracy plot of PM estimates for distinct samples.
Sample Size Sample αˆ αˆ error
102
1 2.7422 24.65%
2 1.90896 13.23%
3 1.99232 9.44%
4 2.23726 1.69%
103
1 2.27278 3.31%
2 1.99423 9.35%
3 2.2465 2.11%
4 2.1374 2.85%
104
1 2.20158 0.07%
2 2.18846 0.52%
3 2.15231 2.17%
4 2.19973 0.01%
105
1 2.18126 0.85%
2 2.18804 0.54%
3 2.19657 0.16%
4 2.1973 0.12%
106
1 2.19776 0.10%
2 2.19768 0.11%
3 2.19823 0.08%
4 2.19893 0.05%
Table 20 – Continued on next page
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107
1 2.20044 0.02%
2 2.20077 0.03%
3 2.19956 0.02%
4 2.20107 0.05%
Table 20: Sample results for α = 2.2 (PM Estimate).
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E. A note on the Generalized Pareto Distribution and evir package
In this section we discuss briefly the R-package evir. The other packages and their respective functions
considered in this paper are straight forward in that they work directly with Pareto distributions for data
generation/tail index estimation. The R-package evir, on the other hand, works with the Generalized
Pareto Distribution (GPD). The GPD has the following form for its probability density function:
g(x) = 1
σ
[
1 + ξ(x− µ)
σ
]−(1+1/ξ)
(14)
The pdf (14) is defined for x ≥ µ when ξ > 0 and is then equivalent to the Pareto distribution when
making the following identifications:
xmin =
σ
ξ
= µ (15)
α = 1
ξ
(16)
To compare our package ptsuite with evir we work with the transformations above. In particular to
generate Pareto data, we call the function rgpd in evir and input ξ, σ, µ in terms of the corresponding
xmin and α. For the tail index evaluation in evir, we call the function gpd. One of the outputs of gpd is an
estimate of ξ which would need to be inverted to give the tail index as per (16) . In addition, there is an
input nextremes for the function gpd whereby the number of data points is specified. The function gpd
uses MLE when nextremes is set to the sample size. To use HE method we specify nextremes accordingly,
e.g. for a sample size = 1000, setting nextremes = 990 would omit the ten smallest observations.
Sample Size α ptsuite EnvStats
αˆ αˆ error αˆ αˆ error
103
0.5 0.50476 0.95% 0.51848 3.70%
1.5 1.51429 0.95% 1.55544 3.70%
2.2 2.22096 0.95% 2.28131 3.70%
105
0.5 0.49669 0.66% 0.49709 0.58%
1.5 1.49006 0.66% 1.49127 0.58%
2.2 2.18542 0.66% 2.1872 0.58%
106
0.5 0.50013 0.03% 0.50019 0.04%
1.5 1.50039 0.03% 1.50057 0.04%
2.2 2.20057 0.03% 2.20084 0.04%
Table 21: Comparison of ptsuite and EnvStats with respect to the accuracy of Least
Squares estimates.
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Sample Size α ptsuite EnvStats
αˆ αˆ error αˆ αˆ error
103
0.5 0.50652 1.30426% 0.50652 1.30426%
1.5 1.51956 1.30426% 1.51956 1.30426%
2.2 2.22869 1.30426% 2.22869 1.30426%
105
0.5 0.49811 0.37806% 0.49811 0.37806%
1.5 1.49433 0.37806% 1.49433 0.37806%
2.2 2.19168 0.37806% 2.19168 0.37806%
106
0.5 0.49993 0.01341% 0.49993 0.01341%
1.5 1.49980 0.01341% 1.49980 0.01341%
2.2 2.19970 0.01341% 2.19970 0.01341%
Table 22: Comparison of ptsuite and EnvStats with respect to the accuracy of Maximum
Likelihood estimates.
Sample Size α ptsuite evir
αˆ αˆ error αˆ αˆ error
103
0.5 0.50652 1.3043% 0.51762 3.5248%
1.5 1.51956 1.3043% 1.62836 8.5575%
2.2 2.22869 1.3043% 2.45783 11.7196%
105
0.5 0.49811 0.3781% 0.50211 0.4217%
1.5 1.49433 0.3781% 1.55212 3.4752%
2.2 2.19168 0.3781% 2.30633 4.8334%
106
0.5 0.49993 0.0134% 0.47815 4.3709%
1.5 1.49980 0.0134% 1.40399 6.4005%
2.2 2.19970 0.0134% 2.03166 7.6520%
Table 23: Comparison of ptsuite and evir with respect to the accuracy of Maximum
Likelihood estimates.
Sample Size α ptsuite DeMAND
αˆ αˆ error αˆ αˆ error
102
0.5 0.574330 14.8661% 1.608003 221.6007%
1.5 1.722991 14.8661% 2.824010 88.2673%
2.2 2.527054 14.8661% 3.675215 67.0552%
103
0.5 0.506521 1.3043% 1.524971 204.9941%
1.5 1.519564 1.3043% 2.574912 71.6608%
2.2 2.228694 1.3043% 3.309871 50.4487%
104
0.5 0.496634 0.6732% 1.493813 198.7627%
1.5 1.489903 0.6732% 2.481440 65.4293%
2.2 2.185191 0.6732% 3.172779 44.2172%
Table 24: Comparison of ptsuite and DeMAND with respect to the accuracy of Maxi-
mum Likelihood estimates.
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Sample Size α ptsuite laeken
αˆ αˆ error αˆ αˆ error
103
1.5 1.59742 6.49447% 1.5974 6.49362%
2.2 2.28164 3.71086% 2.40145 9.15664%
5 5.10218 2.04355% 6.06443 21.28859%
105
1.5 1.49603 0.26447% 1.49015 0.65662%
2.2 2.19049 0.43230% 2.18272 0.78563%
5 4.97953 0.40947% 4.93508 1.29831%
106
1.5 1.49567 0.28834% 1.50101 0.06757%
2.2 2.19942 0.02631% 2.20232 0.10545%
5 4.99994 0.00129% 5.01286 0.25726%
Table 25: Comparison of ptsuite and laeken with respect to the accuracy of method of
moment estimates.
Sample Size k α ptsuite laeken
αˆ αˆ error αˆ αˆ error
103 900
2.2 2.2055 0.24996% 2.20475 0.21581%
1.5 1.50375 0.24996% 1.50324 0.21581%
0.5 0.50125 0.24996% 0.50108 0.21581%
105 99,900
2.2 2.19203 0.36248% 2.19201 0.36301%
1.5 1.49456 0.36248% 1.49455 0.36301%
0.5 0.49819 0.36248% 0.49818 0.36301%
106 999,900
2.2 2.1997 0.01366% 2.1997 0.01372%
1.5 1.4998 0.01366% 1.49979 0.01372%
0.5 0.49993 0.01366% 0.49993 0.01372%
Table 26: Comparison of ptsuite and laeken with respect to the accuracy of Hill’s
estimates.
