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Abstract
English: Experimental investigations were carried out in pipe flow of New-
tonian and Non Newtonian fluids. The investigations of Newtonian flow were
focused on the origin of laminar turbulent intermittency in the flow. It was
found that upon reduction of the Reynolds number starting from fully turbu-
lent flows laminar regions appear randomly. Unlike reported for other shear
flows there was no wavelength induced instability in pipe flow. The develop-
ment of intermittent patterns and in particular the minimum spacing between
turbulent puffs is shown as a consequence of an interaction between neighbor-
ing puffs which has been identified. The puff interaction distance is found to
decrease with increase in Re and it is in quantitative agreement with minimum
spacing of plane Couette and Taylor Couette flow.
In the second part of this thesis the transition to dilute polymer solutions has
been investigated. Compared to the Newtonian case transition is delayed. At
higher concentrations however Newtonian like transition disappears. Instead
disordered motion sets in globally and onset of transition is independent of
additional perturbation to the flow. This new type of instability , a combined
effect of elastic and inertial effects, termed as elasto inertial instability sets
in and ultimately results in the asymptotic state of maximum drag reduction
(MDR). Most strikingly disordered motion is observed at much lower Re than
Newtonian turbulence.
German: Diese Arbeit bescha¨ftigt sich mit der experimentellen Unter-
suchung des Turbulenzu¨bergangs Newtonscher und nicht Newtonscher Flues-
sigkeiten in der Rohrstro¨mung. Die Untersuchung Newtonscher Fluide konzen-
trierte sich auf den Ursprung laminar turbulent Intermittenter Stro¨mungen. Es
konnte gezeigt werden, dass als folge einer Reynoldszahlreduzierung, ausgfehend
von einer voll turbulenten Stro¨mung, laminare Regionen zufa¨llig erscheinen.
Dies steht im Gegensatz zu intermittenten Stro¨mungmustern in anderen Sch-
erstro¨mungen fu¨r die eine feste Wellenla¨nge fu¨r solche Muster vorhergesagt
wurde. Wir zeigen dass in der Rohrstro¨mung intermittente Muster keine feste
Wellenla¨nge haben stattdessen kann man einen minimalabstand definieren der
eine Folge der puff-Interaktion ist.
Im zweiten Teil der Arbeit wurden Polymerlo¨sungen untersucht und hier
wurde fr niedrige Konzentrationen eine Verzo¨gerung des Turbulenzu¨bergangs
beobachtet. Fu¨r ho¨here Konzentrationen trat u¨berraschenderweise ein qualita-
tiv anderer U¨bergang auf. Im Gegensatz zu Newtonschen Stro¨mungen trat hier
Turbulenz global und ohne zusa¨tzliche a¨ussere Sto¨rungen auf. Diese Intabilita¨t
tritt als Folge von Tra¨gheits und elastischen Kra¨ften auf. Die Vermessung der
Reibungsbeiwerte zeigt dass die fu¨r Polymerlo¨sungen wohlbekannte maximale
Reibungsreduzierung eine Eigenschaft dieses neuen Turbulenzsutandes ist. Zu-
dem kann diese Art der Trubulenz.
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Chapter 1
Aim and scope of the thesis
1.1 General Introduction
Fluid mechanics has been an important branch of study at least since Archimedes’
‘Eureka moment’ when discovering the law of floatation. The legacy of fluid me-
chanics research had been carried by Bernoulli, Euler to Prandtl and Taylor in
last century. Fluid dynamics is all pervasive to tiniest scales in micro fluidics
apparatus or flow of blood vesicles to large scale oceanic circulations or planet
formation. Fluid mechanics is useful in understanding many natural phenomena
like cloud patterns, waves in atmospheric circulations, formation of sand dunes
, earth’s mantle convection and solar granulation (Tritton, 1988).
Understanding of fluid dynamics is vital for technological applications like
hydraulic machineries e.g. pump or turbine and aerospace applications like air-
planes and hypersonic rockets. Flow visualization images depicting various fluid
dynamics phenomena presented in Van Dyke’s Gallery of fluid motion book (fig-
ure 1.1) are beautiful enough to capture the attention of non specialists. Today
the knowledge of fluid dynamics has been so vast that the whole domain of
fluid dynamics is segregated into different sub branches like biofluid dynamics,
micro fluidics, compressible flow and gas dynamics, environmental fluid dynam-
ics, free surface flows, geophysical fluid dynamics (Stone, 2010) only to name a
few. Although conservation of mass, momentum and energy equations prevail
everywhere, it requires expertise to delve deep into each arena of fluid dynamics.
Figure 1.1: Ka´rma´n Vortex street behind a circular cylinder at Re=140
(VanDyke, 1982)
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1.2 Transition to turbulence in pipe flow
Fluid motion comprises of two states. At low velocities, it is mathematically
describable by well defined set of equations and accurate predictability. This
well behaved state is laminar flow. Phenomena like motion of zooplanktons,
applications in micro fluidic chips require a good understanding of this regime.
However the more interesting and challenging state is the turbulent state in-
volving flow of much higher velocities. In turbulent state the velocity field is
fluctuating with time and is highly disordered in space resulting multitude of
spatial and temporal scales. So far there are no analytical solutions to predict
the turbulent motion accurately. It is unpredictable in a sense that small change
in the initial systems can induce large changes in the fluid motion, reminiscent of
chaotic systems. The celebrated physicist Richard Feynman once remarked tur-
bulence as “the most important unsolved problem of classical physics”. Between
laminar and turbulent states, there exists a mixed state where laminar and tur-
bulent states coexist. This state is known as laminar turbulent intermittency
or as transitional flow. In some flows like Rayleigh Be´nard systems, channel
flow transition sets in at a well defined non dimensionless number. However,
in cases like pipe flow, plane Couette or counter rotating Taylor Couette flow
where there are no well defined points for transition, sudden increase in pressure
fluctuations or torque occur, resulting in a drastic increase of the friction coef-
ficient compared to laminar flow. The present thesis focuses on the transition
regime in pipe flow. In chapter 2 there is a brief discussion on various issues of
transition in Newtonian pipe flow. In chapter 5 experimental investigations on
laminar turbulent spacing in the transition regime of pipe flow is presented.
1.3 Non Newtonian fluids
Fluids surrounding us are of two types. The first category of fluids like air, water
is known as Newtonian fluids whose viscosity is independent of shear rate. How-
ever there exists another class of fluids known as Non Newtonian fluids whose
viscosity depends on shear rate and shear history. Fluids like blood, syrup, paint
or molasses are known as shear thinning liquids whose viscosity decreases with
increasing shear whereas in cases of shear thickening fluids like suspensions of
corn starch or quick sand viscosity increases with shear. A great deal of studies
on characterization of Non Newtonian fluid properties and subsequent formu-
lation of constitutive models has generated the branch of fluid Rheology. In
addition to complexity of the non linear inertial terms (v.∇v) in Navier Stokes
equation 1.1, the constitutive equation of polymeric stress involves non linear
terms (equation 1.2):
ρ(
∂v
∂t
+ v.∇v) = −∇p+∇τs (1.1)
τp + λ(
∂τp
∂t
+ v.∇τp −∇vt.τp − τp.∇v) = ηp(∇v +∇vt) (1.2)
In equation 1.1 p, v, ρ and τs are pressure, velocity, density and Newtonian
solvent shear stress respectively. In equation 1.2 λ is the relaxation time of
polymer i.e. the time taken by a fully stretched polymer chain to regain its
equilibrium configuration in absence of shear. The first two terms (τp+ λ
∂τp
∂t )
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Figure 1.2: (a) Polymer solution rises along the rod when the
rod is rotated. This phenomenon is known as Weissenberg effect
(http://web.mit.edu/nnf/research/phenomena) (b) When a Newtonian fluid
(N) is extruded through a dye there is no increase of diameter on coming out.
Polymeric fluid (P) exhibits increase of diameter on being extruded out Bird
et al. (1987)
is the change in τp on the time scale of λ. The terms (
∂τp
∂t +v.∇ τp) is the sub-
stantial derivative of polymeric stress. The remaining third ∇vt.τp and fourth
term τp.∇v within the bracket are required to maintain frame invariance of the
time dependent polymeric stress .
Many interesting phenomena due to non Newtonian properties like rod climb-
ing (figure 1.2 a), die swell (figure 1.2 b), siphoning effect etc has been well
documented in (Bird et al., 1987). The rod climbing phenomenon (figure 1.2
a) popularly known as Weissenberg effect means that the non Newtonian fluid
rises along the rod when the fluid is continuously rotated whereas there is dip
near the rod when the Newtonian fluids like water is rotated. This happens
due to non zero normal stress effects i.e. the magnitude of the stress along flow
direction τxx is not equal to the stress along the direction of the flow gradient
τyy. When a polymer melt is extruded through a die, diameter of the extruded
liquid is much larger than the diameter of the circular die. This phenomenon
known as die swelling effect(figure 1.2 b) also happens due to nonzero normal
stress.
Among non Newtonian fluids, dilute polymer solutions are extensively stud-
ied by fluid dynamicists due to its drag reduction capacity which has important
industrial applications like gas and oil transport through pipes over long dis-
tances. On minute addition of polymers to a Newtonian solvent, the friction
factor or drag (Toms, 1948) as well as heat transfer (Hoyt, 1990) are reduced.
This drag reduction capacity by polymers has generated a vast deal of literature
focusing on the interactions of polymers with turbulent structures. Earlier find-
ings on DR and transition in non Newtonian pipe flow are discussed in chapter
3. In the present thesis, drag reduction measurements and transitions in pipe
flow of dilute polymer solutions are presented in chapter 6.
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Chapter 2
Transition in pipe flow of
Newtonian fluids
2.1 Introduction
Transition to turbulence in pipe flow is of great practical importance and de-
spite many investigations since the pioneering work of Osborne Reynolds (1883),
many aspects of the process are only poorly understood. In his original experi-
ments Reynolds observed that at low flow rates a filament of dyed fluid would
be transported to the end of the tube without mixing. At higher flow veloci-
ties on the other hand the dyed fluid mixed rapidly and the whole pipe section
was colored. However at intermediate velocities, usually referred to as the tran-
sitional regime, laminar and turbulent states were observed to coexist (figure
2.1). Reynolds (1883) described this regime as follows “Another phenomenon
very marked in smaller tubes was the intermittent character of the disturbance.
The disturbance would suddenly come on through a certain length of the tube
and pass away and then come on again, giving the appearance of flashes, and
these flashes would often commence successively at one point in the pipe. The
appearance when the flashes succeeded each other rapidly was as shown.” These
‘flashes’ of turbulence are now commonly referred to as turbulent puffs or slugs
and will be discussed in more detail in section 2.3.
Reynolds’ main observation was that for pipes of different diameter and flu-
ids of different viscosity these turbulent structures could first be observed if the
dimensionless parameter UD/ν (where U is the mean flow velocity; D is the
pipe diameter and ν as kinematic viscosity) was larger than 2000. This non di-
mensional parameter was later named in his honour as Reynolds number (Re).
Figure 2.1: Intermittent character of transition stages as described by Reynolds
(1883)
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However in this paper (Reynolds, 1883) there was a caveat -“the critical velocity
was very sensitive to disturbance in the water before entering the tubes.” He
noticed that in a carefully constructed pipe setup this transition was delayed to
Re 13000. Reynolds however also proposed that there should be a true critical
point where turbulence once created by a sufficient disturbance, becomes sus-
tained indefinitely. In later studies a variety of values of Re were reported for
this critical point ranging from 1700 and 2300 (Kerswell, 2005). On the other
hand, in absence of additional perturbation in the flow and by minimizing entry
disturbances, transition to turbulence occurs at much higher Re and this value
is not unique but depends on the ambient noise of the specific setup. In the
subsequent sections the latter Re is called natural transition point. Experiments
(Pfenniger, 1961) showed that the natural transition Re can be increased upto
Re 105. In numerical simulations (Meseguer & Trefethen, 2003) the laminar
profile was found to be stable upto Re=107 and it is generally believed that
Hagen-Poiseuille flow is most likely linearly stable for all Re. Hence pertur-
bations of finite amplitude are responsible for the transition to turbulence and
this aspect will be discussed in more detail in section 2.2. Another question of
interest is how minimum disturbance amplitude that triggers turbulence scales
with Re. Recent experiments (Hof et al., 2003) showed that for an injection
perturbation this amplitude scales inversely proportional to Re from 2000 to
20000. So transition in pipe flow depends on initial conditions like type and
amplitude of the disturbance as well as Re. This observation clearly signifies
the complexity of the transition scenario.
The onset of turbulence in pipe flow is marked by a sudden increase in ve-
locity and pressure fluctuations and hence friction factor. Increase of drag or
friction factor can lead to less efficient fluid transport which has vast implications
in industrial applications involving oil and gas transport through pipelines. The
accompanying sudden enhancement of pressure fluctuations can increase struc-
tural vibrations causing damage of equipments (Park & Lauchle, 2009). This
erratic behavior in transition regime is believed to be one of the reasons behind
the growth and ultimately the rupture of aneurysms (Khanafer et al., 2007; Tan
et al., 2009). Hence a better understanding of the transition process is not only
of academic interest but also for many practical applications such as an efficient
turbulence control (el Hak & Tsai, 2005).
2.2 Finite amplitude instability and transient growth
In many early studies of the transition to turbulence linear stability analysis
was applied in order to predict hydrodynamic instability and the transition to
turbulence (e.g. Rayleigh (1880a); Orr (1907a,b); Sommerfeld (1908); Taylor
(1923); Heisenberg (1924)). Linear stability analysis was successful in predicting
roll formation in circular Couette flow (Taylor, 1923) and onset of hexagon or
roll patterns in Rayleigh-Be´nard convection (Rayleigh, 1917). In case of pipe
flow and plane Couette flow, linear stability analysis yielded no positive eigen
values and hence growth of infinitesimal perturbations was ruled out. Therefore
the laminar profile of pipe flow is believed to be linearly stable at all Re(Salwen
et al., 1980; Drazin, 2002). Other plane shear flows like plane Poiseuille and
boundary layer flows are linearly unstable. However turbulence is usually ob-
served below the linear instability threshold. The transition scenario in these
11
Figure 2.2: Laser Induced Fluorescence (LIF) visualization of puffs at Re 2250
(Bandyopadhyay, 1986). The flow is from left to right.
flows shares many features similar to the pipe flow such as localized turbulent
structures (i.e. intermittency). Unlike Rayleigh Be´nard convection or Taylor
Couette flow, in pipe flow the linear operator is non normal. Non orthogonality
of the linearized operator (Grossmann, 2000; Boberg & Z.Brosa, 1988; Brosa &
Grossmann, 1999a; Trefethen et al., 1993) can amplify perturbations temporar-
ily by extracting energy from the laminar profile before its decay in the long
run. This phenomenon therefore is called transient growth and is believed to be
one of the key mechanisms responsible for transition in plane shear flow (Tre-
fethen et al., 1993; Henningson & Reddy, 1994). In pipe flow the fastest growing
modes are streamwise rolls and they can create streaks several orders of mag-
nitude larger. Although for the linear system all disturbances eventually decay,
the reasoning is that once the disturbances have grown significantly the linear
assumption breaks down. It is assumed that non linear instabilities will then
give rise to turbulence. Numerical simulations (Meseguer & Trefethen, 2003)
showed that at high Reynolds number of 107 perturbations can be amplified by
several orders of magnitude.
2.3 Puffs and slugs
Localized turbulent structures (figure 2.2) observed in transitional pipe flow
are usually referred to as puffs at lower Re (Re≤2400) and slugs for larger
Re≥2600. The main difference between these two structures is that puffs main-
tain more or less constant size whereas slugs grow. Early works of Lindgren
(1957, 1969),Wygnanski & Champagne (1973); Wygnanski et al. (1975) and
Bandyopadhyay (1986) have revealed various features of these localized turbu-
lent structures. In general, puffs are 20-30 D long. Puffs have a distinct laminar
turbulent interface at the trailing edge and a not so clear interface at the leading
edge (figure 2.3a). From figure 2.3a it is evident that at trailing edge of the puffs
the parabolic profile is recovered immediately while at the downstream leading
edge of the puff the parabolic profile is recovered slowly. The turbulent activity
is strongest in the central region (figure 2.2) and comparatively less intense near
the walls (Wygnanski & Champagne, 1973). Also turbulent intensity increases
gradually towards the trailing edge where centerline velocity is the lowest. Puffs
travel at approximately the mean velocity. The leading edge and trailing edge
of puffs move with same speed.
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Figure 2.3: (a) Puff and (b) Slug center line velocity signal initiated by iris
diaphragm triggering device (Nishi et al., 2008)
In case of slugs, the leading edge is faster than the trailing edge and conse-
quently their size increases as they travel downstream. Turbulent slugs have a
distinct trailing and leading edge laminar turbulent interface (figure 2.3b) and
the turbulence activity in the core region is uniform. Ensembled averages of the
velocity profiles at the leading and trailing edge shows that they are axisym-
metric and are blunt around pipe axis (Wygnanski & Champagne, 1973).
2.3.1 Lifetime measurements in Newtonian pipe flow
One salient feature of turbulent puffs is that they only have a finite lifetime.
Brosa (1989) in his numerical simulations observed that turbulent states in shear
flow occasionally decayed to laminar states. He conjectured that turbulence in
shear flows is of transient nature. Such transient behavior is signature of systems
which are dynamically a chaotic saddle and not a chaotic attractor (Kadanoff &
Tang, 1984; Kantz & Grassberger, 1985; Tel, 1991). With the advancement of
computational facilities and experimental techniques, systematic studies were
carried out to quantify the transient nature of the puffs (Faisst & Eckhardt,
2004; Hof et al., 2006; de Lozar & Hof, 2009; Kuik et al., 2010; Avila et al., 2010;
Willis & Kerswell, 2009; Peixinho & Mullin, 2006). These investigations showed
that the probability of a puff decay is independent of the time elapsed since its
inception. Therefore the distribution of lifetimes is an exponential distribution,
which is a memoryless process. A well known example of exponential process in
nature is radioactive decay where the probability of a radioactive substance to
decay by a certain amount is independent of previous history. Same exponential
dependence applies to the decay of puffs for pipe flow and the probability for a
puff to survive after time t at a fixed Reynolds number (Re) is then given by
equation 2.1:
P (t− to, Re) = exp[−(t− to)/τ(Re)] (2.1)
where the total observation time since the introduction of perturbation in
the flow t and to is the time required for the disturbance to transform into a puff.
The characteristic lifetime of the puff i.e. the time for which a puff typically
travels before it decays is τ (τ−1 can be interpreted as the escape or decay rate).
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Figure 2.4: Time series of kinetic energy of a turbulent puff. Different colors
represent different initial conditions.
Figure 2.5: Puff survival probabilities at different Reynolds number (Avila et al.,
2010).
In the case of radioactive decay, it is common to state the half lifetime which is
equal to the characteristic time τ times ln2. The exponential decay of localized
turbulence has also been observed in other shear flows e.g. Couette flow (Bottin
& Chate, 1998; Bottin et al., 1998), Taylor Couette flow (Borrero-Echeverry
et al., 2010) and in superfluid turbulence (Schoepe, 2004). Typically there is a
short initial period after the flow has been disturbed which is non exponential
and depends on initial conditions. However the tail of the distribution soon
loses its dependence on initial conditions and become exponential (Hof et al.,
2006).
The exponential scaling is a characteristic feature of a chaotic saddle (Eck-
hardt et al., 2007). Various studies on lifetimes of puffs in pipe flow (Faisst
& Eckhardt, 2004; Peixinho & Mullin, 2006; Willis & Kerswell, 2007) predicted
that decay rates go to zero linearly with Re so that at a distinct Re puffs will lose
their transient nature and become sustained. In terms of dynamical systems,
then the chaotic saddle is transformed into a chaotic attractor. However in an-
other study with much longer observation times (Hof et al., 2006) no critical
point could be determined and decay rates were observed to only approach zero
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Figure 2.6: Experimental observations on probability for a puff survival (Hof
et al., 2006)
asymptotically for Re→∞. To resolve these conflicting observations further ex-
perimental investigations were carried out with more number of runs to enhance
the sample population size and hence reduction of statistical uncertainty. Also
the long term drifts in Re settings were reduced considerably by an improved
temperature control and the puff detection was automated to avoid human in-
tervention (Hof et al., 2008; Kuik et al., 2010), and these studies confirmed the
nondivergence of lifetimes. Furthermore numerical simulations were carried out
in large domains with much increased sample sizes (Avila et al., 2010) and excel-
lent agreement with the experimental data (Hof et al., 2008) was found. It has
been shown that the lifetime of individual puffs remains finite, which implies
that turbulent state remains a chaotic repellor (de Lozar & Hof, 2009). The
characteristic lifetime τ increases faster than exponentially with the Re.
Numerical simulations (Avila et al., 2010) showed that puffs decay randomly
at various times without any prior indication (fig. 2.4). Probability for a puff
survival at a given Re falls on straight line in a loglog plot (fig. 2.5) highlight-
ing its exponential nature. In experimental investigations (fig. 2.6) lifetime
measurements were done at fixed pipe length (Hof et al., 2006) for various Re
and ‘S’ shaped probability curves for different lengths are obtained. In one of
the studies (de Lozar & Hof, 2009) four different perturbation schemes like jet
injection, simultaneous injection and extraction, placing a obstacle in the flow
and reduction of Re are used to trigger puffs in the flow. Puff decay rate was
observed to be invariant of perturbation schemes in the flow (figure 2.7), which
is a feature of a chaotic saddle where the trajectories quickly erase memory of
initial conditions.
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Figure 2.7: The decay rate τ−1 vs. Re (de Lozar & Hof, 2009). Different per-
turbation schemes [Square: injection; cross: injection/extraction; down triangle:
decreasing Re; star: obstacle] are used to show invariance of puff decay process
on initial conditions
2.3.2 Puff splitting
Puff splitting has been previously reported for Re ≥2300 (Wygnanski & Cham-
pagne, 1973; Nishi et al., 2008). Avila et al. (2011) however showed that puffs
already split at much lower Re, only with a much lower probability. Figure 2.8
vividly describes the temporal evolution of a puff splitting process. For suste-
nance of a turbulent puff, the velocity profile beyond the trailing edge of a puff
must be laminar (Hof et al., 2010). However just downstream of a turbulent
puff the laminar profile is not yet fully recovered (Hof et al., 2010). Hence tur-
bulence can’t be sustained just downstream of a turbulent puff. From figure 2.8
(bottommost) it is observed that new patches of vorticity are generated from the
leading edge. Just downstream the parent puff, the patches of vorticity can not
sustain themselves in absence of laminar profile (second and third picture from
bottom in fig. 2.8) . When these offspring vortices manage to travel sufficient
downstream distance where laminar profile is present, new puffs are formed (top
picture in fig. 2.8) .
At lower Re ≈ 2000 there is a competition between puff decay and splitting
process deciding its final outcome of persistently turbulent or laminar state.
Therefore, in order to determine the critical Re beyond which turbulence be-
comes sustained, probability of both puff decay and puff splitting need to be
measured. In figure 2.9, lifetime of a puff before decaying and lifetime of a puff
before splitting is plotted with Re. At Re ≈ 2040 the lifetime for a puff survival
is same as lifetime for a puff to split. To the right of the intersection point Re
2040, puff splitting dominates over puff decay resulting net increase in turbulent
fraction. Hence the flow regime near Re 2040 can be interpreted as the zone
where turbulence becomes sustained from transient state. Below this critical
point the flow will eventually turn into fully laminar phase whereas above it
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Figure 2.8: Visualisation of a puff splitting process at Re 2300. Temporal
evolution is from bottom to top.(Avila et al., 2011)
Figure 2.9: Mean lifetime of a puff before decaying or splitting. The two curves
intersect at Re 2040 determining the onset of sustained turbulence from decaying
state.(Avila et al., 2011)
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turbulent fraction will increase with the Re. Therefore Re ≈2040 is the critical
transition point to the sustained turbulence.
This phase transition from laminar state to sustained turbulence is analo-
gous to the phase transition observed in coupled map lattices (Kaneko, 1985).
Also this study (Avila et al., 2011) unlike previous studies (Moxey & Barkley,
2010; Nishi et al., 2008; Wygnanski & Champagne, 1973) proved that spatial
proliferation of chaotic domains does not set in abruptly at a critical Re, rather
turbulence has the inherent propensity to grow in the form of splitting even
at low Re. At Re>2400 puff dynamics becomes more complex. Besides split-
ting, growth and merging of individual turbulent segments increase percentage
of turbulent fraction downstream. This recent study (Avila et al., 2011) is in
contrast with the classical Landau-Ruelle-Takens (Landau & Lifshitz, 1959; Ru-
elle & Takens, 1971) view of turbulence generation due to successive temporal
complexity. Rather spatial growth of turbulent domains is the key factor in
sustained turbulence in pipe flow. Therefore splitting and growth of turbulent
puffs gradually lead to increase of turbulence fraction in pipe flow. This spatio
temporal intermittency in the pipe flow can be linked to directed percolation
process (Pomeau, 1986) where the disordered state (turbulence) would invade
the laminar one through contamination. In this case laminar state would be
‘absorbing’ or ‘passive’ state while the turbulent state would be ‘active’ or ‘con-
taminant’ phase.
Numerical simulations (Moxey & Barkley, 2010) were also carried out to
study puff splitting in more detail. Comparison of spatio-temporal intermittency
at Re 2250 and Re 2350 showed that turbulent fraction at Re 2250 remains same
along the distance whereas the turbulent fraction at Re 2350 increases down-
stream distance due to higher probability of puff splitting. Since the turbulence
at Re 2250 remains independent of domain size, it’s called intensive turbulence
whereas turbulence at Re 2350 is termed as extensive due to its dependence on
domain size.
2.4 Coherent structures and traveling waves
Chaotic turbulent dynamics in the transition stage is the cumulative effect of
many simpler unstable periodic solutions. These unstable solutions are believed
to evolve the turbulent dynamics and provide the building blocks of the tur-
bulent state. These solutions are analogous to chaotic attractors in dynamical
systems. It can be generally shown that chaotic attractors are dense in periodic
orbits (Shea-Brown et al., 2006). Periodic orbit theory suggests that out of these
infinitely many orbits a finite number will dominate the dynamics(Cvitanovic,
1988; Auerbach et al., 1987; Kawahara et al., 2012). Following this analogy
also turbulence should be dominated by a finite number of unstable solutions
and this has inspired a quest for simple building blocks for shear flows yielded
regular solutions in PC flow (Nagata, 1990; Clever & Busse, 1992, 1997; Waleffe,
2003), plane Poiseuille flow (Ehrenstein & Koch, 1991) in the form of traveling
waves.
For pipe flow the first unstable invariant solutions have been identified by
Faisst & Eckhardt (2003) and Wedin & Kerswell (2004) as coherent states in
pipe flow comprising of different vortex pairs that generate ‘n’ (where n=1,2,3..)
high speed streaks close to wall and ‘n’ low speed streaks to center (figure 2.10).
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Figure 2.10: Paired (A and B, C and D, E and F) cross sections of flow structures
detected experimentally (top row) and numerically determined traveling waves
(bottom row)
These high speed streaks stay near to walls. The low speed streaks change shape
and wriggle in an azimuthal direction. These different pairs of vortices generate
symmetric coherent traveling states. These states have shift and reflect symme-
try. The lowest Re at which they appear vary with n. For n=3 the traveling
waves appear at Re as low as 1250. For n=2 and n=4 traveling waves are ob-
served at Re 1350 and Re 1600 respectively in numerical simulations. The steep
velocity gradients produced adjacent to the wall create higher pressure drop.
So the friction factor of the traveling waves is higher than the laminar profile
(Faisst & Eckhardt, 2003). Experimentally it was difficult to track individual
solutions as they were unstable due to ambient noise in the pipe setup. By PIV,
traveling waves of n=2, 3 and 6 of vortex pairs were detected in pipe flow at Re
2500, 2000 and 5300 respectively (Hof et al., 2004) although they were not as
periodic as those obtained from numerical simulations.
Energetically these unstable states are sustained by a sustaining mechanism
originally suggested for turbulence in wall bounded flows (Hamilton et al., 1995):
here stream wise vortices draw faster fluid form center to the walls and slower
fluid from wall to the center simultaneously. This creates anomalies in stream
wise velocities generating inflexionally unstable streaks. Non linear self inter-
action of these unstable modes regenerates stream wise vortices completing the
feedback loop and sustaining the flow states against viscous dissipation. The
traveling waves are a signature of this self sustaining process.
2.5 Edge of chaos
To trigger turbulence in the transition stage perturbation has to be of sufficient
amplitude, otherwise the perturbed state will decay very quickly. The so called
edge state marks the boundary separating the perturbations strong enough to
create turbulence from those which are unable to. By monitoring the lifetimes of
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Figure 2.11: Edge state at Re 2875. Contour plot of streamwise velocity. Red
regions are faster than the mean parabolic profile and blue is slower. Vectors
indicate in-plane velocity (Schneider et al., 2007)
the perturbations at a given Re the edge is constructed. The edge is not mono-
tonically smooth and has sudden kinks. The unique time invariant dynamical
state energetically different from both laminar and turbulent states existing in
the edge of chaos is called edge state. Edge states in the flow field have two high
speed streaks and a corresponding pair of counter rotating vortices adjacent to
wall (figure 2.11). Isosurfaces of the axial vorticity showed that the dynamics
doesn’t settle down to periodic or quasiperiodic traveling waves.
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Chapter 3
Introduction to Non
Newtonian pipe flow
Out of a broad class of non Newtonian fluids, this chapter focuses on dilute
polymer solutions in pipe flow. Due to the drag reduction capacity of polymers
in wall bounded flows, this subject has received considerable attention. In this
chapter we discuss the relevant literature of polymer drag reduction and earlier
studies on transition in pipe flow of polymer solutions.
3.1 Drag reduction (DR)
Since Toms (1948) discovered that addition of high molecular weight flexible
chain polymers like PEO (polyethylene oxide) or PAAM (polyacrylamide) to
a Newtonian solvent can drastically reduce the drag by upto eighty percent, a
vast amount of literature on polymer drag reduction (DR) has been generated.
DR due to polymers is also known as ‘Toms effect’. It is worth mentioning that
Mysels (Mysels, 1949) noticed the DR effect at the same time but published
later due to the ongoing second world war. The earliest evidence of DR was ob-
served in works on paper pulp transport, although the investigators overlooked
its significance (Forrest, 1931; Brautlecht & Sethi, 1933; Brecht & Heller, 1939).
DR in bounded flows can also be achieved through addition of solid particle
suspensions (Vanoni, 1946), biological additives (Hoyt & Soli, 1965), surfac-
tants (Savins, 1967b), bubbles (den Berg et al., 2007)in the flow and sensor
actuation or surface modification among many strategies (Choi & Karniadakis,
2003; el Hak, 1980). From a fundamental viewpoint, detailed understanding of
polymers interaction with turbulent structures can provide more insight into
self-sustaining cycles of wall turbulence and eventually more efficient DR meth-
ods.
DR during fluid transport is one of the active areas of interest due to its
huge implication on expenditure of transport of oil and gas through pipelines.
Examples of applications and potential areas of interest include the annulus
between the drill and the wall while drilling for oil (Draad et al., 1998), increase
of fluid discharge rate in fire fighting devices, improved marine propulsions and
possible medical applications like prevention of hemorrhagic shock (Kamenva
et al., 2004), improvement of flow through arterial stenoses (Unthank et al.,
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Figure 3.1: Trans Alaskan Pipeline system (TAPS) extended over 800 miles.
1992), fluid mechanics of dilute polymer solutions has been an active area of
interest. One of the successful applications is the 800 mile long Trans Alaskan
oil pipeline (figure 3.1) where addition of polymers has substantially reduced
the expenses of oil transport (White & Mungal, 2008). Use of polymers on
submarines showed that speed can by increased by 10-15 % but the benefits are
overshadowed by logistics costs (Council, 1997). Even in nature, it was observed
that the fish slime which has an important contribution in drag reduction during
fish locomotion, contains polymers (Povkh et al., 1979).
3.1.1 Onset of DR
Early studies of DR showed that skin friction reduces only when the flow is
turbulent. No noticeable change in the skin friction is observed when the flow
is laminar. This implies that mutual interaction of polymer dynamics and tur-
bulence results in drag reduction. It has also been observed that the onset of
DR depends on the number of monomers in the macromolecule of the polymer
in the flow (White & Mungal, 2008). Based on experimental observations and
theoretical considerations (Hershey & Zakin, 1967; Lumley, 1969) it has been
shown that DR starts when the polymer relaxation time λ (i.e. average time
taken for a stretched polymer to restore its coiled configuration) is greater than
time scale of wall turbulence λ > µρU2τ
where µ is fluid viscosity, ρ is fluid density
and Uτ=
√
τw/ρ is wall friction velocity and τw is wall shear stress. Therefore
the onset of DR happens when the ratio of the two time scales, defined as wall
shear Weissenberg number Weτ=
λρU2τ
µ exceeds unity. Berman (1977) showed
that the onset Weτ ranges from 1 to 8 depending upon properties of the polymer
and the solvents. Theoretical studies (Goldshtik et al., 1982) showed that the
onset Weτ are 1 and 5-6 for Maxwell model and Oldroyd B model respectively
with a ratio of solvent viscosity to solution viscosity=0.9.
Although the reason for the onset of DR has not been fully resolved, two
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schools of thought have emerged since its discovery, one emphasizing on viscous
effects (Lumley, 1969; Lyvov et al., 2004; Ryskin, 1987) whereas the second
group advocates elastic effects (Joseph, 1969; Tabor & de Gennes, 1986). The
first category argues that when the polymer relaxation time becomes greater
than the characteristic time scale of wall turbulence, polymers adjacent to the
wall are substantially stretched which is known as coil stretch transition. Due
to polymer stretching elongational viscosity increases almost by four orders of
magnitude (Metzner & Metzner, 1970; Landahl, 1973; Hinch, 1977). The ef-
fect of this increase is predominant adjacent to walls due to high extensional
strain rates. The increased extensional viscosity is believed to suppress turbu-
lent fluctuations, increase the buffer layer and finally reduce wall friction. On
the other hand, the proponents of elastic theory claim that the randomly fluc-
tuating strain rates in turbulent flows cannot cause full stretching of polymer
chains. Consequently no coil stretch transition would be happening in the flow.
Experimental studies (Smith & Chu, 1998) also showed that moderate stretch-
ing of polymers is the norm even under rapid strain rates. Hence moderately
stretched polymers cannot result in an appreciable change of viscosity. There-
fore, the onset of DR occurs when the stored elastic energy of the partially
stretched polymers becomes comparable to the turbulent kinetic energy. With
decreasing length scales the elastic energy increases whereas turbulent kinetic
energy decreases. When the elastic energy becomes comparable with the turbu-
lent kinetic energy, the classical Kolmogorov energy cascade is then terminated
prematurely and the scales below this cutoff scale act elastically (Joseph, 1990).
This causes an increase of the buffer layer and subsequent DR. In the previous
studies by Sreenivasan & White (2000) and Gennes (1990) it was found that the
elastic energy of polymers per unit volume was dependent on polymer stretch-
ing and number of monomers of polymers in unit volume or concentration. It
was argued that for solutions with very low polymer concentrations, the scale
at which elastic energy is equal to turbulent energy is less than Kolmogorov
scale. So no effect of DR is observed at very low polymer concentration. With
increase of polymer concentration the cutoff scale increases and minute stretch-
ing of polymers leads to DR. Onset of DR happens adjacent to the pipe wall,
not in the core region (Sreenivasan & White, 2000; Cadot et al., 1998). Numer-
ical simulations of channel flow with polymer solutions (Min et al., 2003, 2004)
showed that elastic effects should be considered in correct prediction of onset of
DR.
3.1.2 Maximum Drag Reduction (MDR) Asymptote
DR is typically found to increase with increase in flow rate, polymer concentra-
tion (Virk et al., 1970), polymer molecular weight (White & McEligot, 1970)
and decrease in pipe diameter (Dodge & Metzner, 1959). However, there is an
upper bound on DR called the Maximum Drag reduction asymptote (MDR) or
Virk’s asymptote (figure 3.2). For a given polymer concentration, the friction
factor(f = ∆p/(1/2ρU2L/D), where ∆p is the pressure drop over a length L ,ρ
is the fluid density, D as pipe diameter and U being the mean velocity) settles
down to MDR asymptote and remains there even in case of further increase of
Re. Also, for a given Re the friction factor does not go below MDR on further
addition of polymers to the Newtonian solvent.
An alternative way to plot friction factors, also known as Prandtl-Ka´rma´n
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Figure 3.2: Friction factor vs. Reynolds number with MDR asymptote (Virk
et al., 1970).
coordinates is to plot 1/
√
f versus log (Re
√
f)(figure 3.3). The ordinate 1/
√
f
can be interpreted as ratio of bulk velocity to wall shear velocity (Ubulk/
√
2Uτ )
and abscissa Re
√
f=
√
2(dUτ )/ν is the ratio of pipe diameter to turbulent length
scale (ν/Uτ ). Prandtl Ka´rma´n coordinates are often used for pipe flow since
most of the polymer dynamics takes place in the near wall region where wall
shear velocity and turbulent length and time scales ( ν/U2τ ) are relevant pa-
rameters. As shown in figure 3.3 for this choice of coordinates , the DR regime
shows higher values of(1/
√
f) than turbulent flow eventually reaching the upper
MDR bound.
Till date, no universally accepted theory is available for explaining the MDR
asymptote. Initially it was thought that at MDR, polymer chains in high concen-
tration polymer solutions mutually overlap and make the strain rate dependent
stretching mechanism ineffective (Sreenivasan & White, 2000). However experi-
mental investigations showed that MDR is reached at concentrations much lower
than the overlap concentration. There are two phenomenological explanations:
(a) MDR takes place when polymer effects are felt through the entire spectrum
of turbulence, resulting the buffer layer thickness to spread across the whole
boundary layer (Sreenivasan & White, 2000; Virk, 1975) and (b) MDR occurs
when Reynolds stresses are strongly suppressed and polymer stresses sustain
turbulence in the flow (Min et al., 2004; Ptasinski et al., 2001; Warholic et al.,
1999).
3.1.3 Velocity statistics and Reynolds stress:
The DR phenomenon is sometimes divided into two regimes : LDR (low) and
HDR (high). DRs greater than 40 % is termed as HDR (Warholic et al., 1999;
Dubief et al., 2004.). Experimental and numerical investigations in the LDR
regime have revealed that the log law region of mean streamwise velocity shift
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Figure 3.3: Different trajectories of laminar, fully turbulent and MDR are il-
lustrated. The red dash line symbolizes the upper bound on drag when Re is
fixed and polymer concentration is varied. The yellow trajectory symbolizes
the saturation of DR capacity when Re is increased keeping the concentration
varied (White & Mungal, 2008).
more upward with increasing DR but stay parallel to the Newtonian case (figure
3.4). However in recent studies it has been claimed that the upward shift is
not exactly parallel to the logarithmic profile, rather an increase in the slope
with the DR (White et al., 2012; den Toondner et al., 1997; Escudier et al.,
1999). With increase of DR there is an increase in peak of streamwise velocity
fluctuations (u′2) and a reduction of wall normal (v′2 ) and spanwise (w′2)
velocity fluctuations as well as Reynolds stress (-ρu′v′). Strong reduction of
transverse velocity fluctuations indicate that the polymers affect the vortices
preferentially which are responsible for fluctuations in wall normal and spanwise
direction (Dubief et al., 2004.).
In case of HDR there is an increase in slope in the log region of the mean
streamwise velocity profile, a decrease of the peak of streamwise velocity fluc-
tuations and an increase in the contribution of the polymer shear stress to the
maintenance of turbulence (figure 3.4). According to previous studies (Virk
et al., 1970; Virk, 1975) the mean velocity profile during MDR can be divided
into three radial zones: (a) the viscous sublayer which is the layer adjacent
to the wall. This layer is similar to Newtonian cases implying the absence of
polymer dynamics in this layer. The normalized mean streamwise velocity pro-
file is: u+=y+ where y+<15. Here u is normalized by the wall shear velocity
Uτ=
√
τw/ρ and the height from the wall is normalized by the turbulent length
scales near the wall ν/Uτ .
(b)The elastic sublayer is the zone where the DR mechanisms take place. In
this radial zone, increase of axial streamwise velocity fluctuation and decrease of
radial velocity fluctuations, turbulent shear stress and u-v correlation coefficient
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Figure 3.4: Mean velocity profiles during drag reduction (Virk et al., 1970)
take place. The reduction in the u-v correlation coefficient signifies the reduction
in radial transport of axial momentum and turbulent kinetic energy. With
increasing DR the peak of the streamwise velocity fluctuations shifts away from
the wall (Warholic et al., 1999). Here the normalized mean streamwise velocity
profile is u+=11.7lny+−11.70 for 15<y+<60.
(c) The outermost region is known as Newtonian plug region where the
turbulence features during DR are similar to Newtonian turbulence. Outside
the elastic sublayer, due to less shear polymer stretching is minimal. In this
region, the velocity profile is similar to the Newtonian log law: u+≈2.5lny++5.5
for y+>60. However it must be noted that the plug region is minimized in the
MDR region and the elastic sublayer is extended almost to the central axis of
the pipe.
One of the main features of polymer DR is the reduction of Reynolds stress
which is responsible for the momentum transfer from the mean flow to the
turbulence. Therefore Reynolds stress is an important quantity during DR
studies. In experiments determination of Reynolds stress (-ρu′v′) is generally
done by LDV based single point measurements or instantaneous velocity fields
obtained by PIV measurement techniques. The total shear stress (τ) can be
written as the sum of the mean shear (µ ∂U∂y ), the Reynolds shear stress and the
polymer shear stress (τpxy): (τ)=(µ
∂U
∂y )-ρu
′v′+(τpxy)
The instantaneous flow velocity u(x, y, z, t) can be decomposed into mean ve-
locity (u(x, y, z)) and fluctuating component (u(x, y, z)
′
). Subsequently the role
of polymer shear stress can be indirectly estimated if the remaining two stress
components (µ ∂U∂y ) and -ρu
′v′ are measured from experiments. Warholic et al.
(1999) found total extinction of Reynolds stress for high DR>64 % over most
of the channel section except y/H<0.1 while for lower DR regimes Reynolds
stress is present in the center of the channel. Other studies (Dubief et al., 2004.;
Min et al., 2004; Ptasinski et al., 2001) showed that although Reynolds stress
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Figure 3.5: Mean shear rates at top (t) and bottom (b) walls of channel are
presented. Threshold of shear stress is considered 1.8. Below this threshold, if
the shear stress drops for time period of t=50, then that duration is hibernating
period. Comparison of top figure (a) Newtonian and (b) drag reduction regime
of Wi =29 shows that hibernating periods are more frequent in the drag reduc-
tion regime. In the hibernating periods, noticeable increase in bulk velocity is
noticed. (Xi & Graham, 2010).
is strongly suppressed, it has a finite contribution in the flow.
3.1.4 Hibernating and Active turbulence
Recent numerical studies (Xi & Graham, 2010) in turbulent channel flow of
drag reducing polymers showed that the turbulent activity varies over time.
The time when the turbulence activity is high i.e. Reynolds stress and wall
shear are high and streamwise velocity is low is called active period (figure 3.5).
During the active period streamwise vortices are highly three dimensional with
abundant low speed streaks. On the contrary, the period when the centerline
velocity is high with lower wall shear is called hibernating period. During hi-
bernating turbulence only weak streamwise vortices are present with almost no
streamwise variation and a comparatively much smaller number of low speed
streaks. The interpretation given by (Xi & Graham, 2010) is that in the active
periods the polymer chains are substantially stretched resulting in a reduction
of Reynolds stresses and hence the hibernating period starts. In the hiber-
nating period polymer molecules regain the original configuration. Eventually
turbulent fluctuations start to grow and the active period starts resulting in a
stochastic cycle of active and hibernating turbulence. It is argued that hiber-
nating periods are few and far between in Newtonian turbulence (Webber et al.,
1997). In non Newtonian fluid flows during active events polymer chains are
substantially stretched in spanwise and transverse directions which mainly con-
tribute to streamwise vortex suppression (Xi & Graham, 2010). This leads to
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reduction in the duration of active events even though the duration of hibernat-
ing periods are not affected by polymer interaction and shown to be insensitive
to Weissenberg number. Therefore, inspite of increase in the fraction of du-
ration of hibernating events increase over We, there is no significant change
on addition of more polymers or higher molecular weight or longer molecular
chain polymers. Thus at MDR, the saturation point of the DR capacity due to
polymers is achieved.
Subsequent studies (Xi & Graham, 2012) explored potential connections
between edge states and MDR. It is shown that edge states at low Re are
unaffected by viscoelasticity. The edge states are weakly three dimensional
and minimum stretching of polymers takes place. The mean velocity profile in
the edge states matches with experimentally observed mean velocity profiles at
MDR. Strong similarity of flow structures e.g. extremely weak vortices, almost
streamwise invariant streaks and extremely low Reynolds stress during both
hibernating events and edge states has been observed leading to a suggestion
that hibernating events are excursion towards the edge state. Hence a possible
connection between edge states and the MDR asymptote has been proposed.
3.1.5 Early turbulence and transition delay
In the seventies of the twentieth century several investigators observed an in-
creased drag ( with respect to the laminar value) for polymer solutions at low
Re i.e. in regimes where for Newtonian fluids no turbulence can be sustained.
This phenomenon was coined as early turbulence (Forame et al., 1972; Zakin
et al., 1977). This phenomenon was believed to happen when large shear rate
is achieved due to pipe of sufficiently small diameter and large solvent viscosity.
In a previous study (Ram & Tamir, 1964) it was shown that the onset of early
turbulence is a function of shear stress and not Re. It was also observed that
the critical Re for onset of early turbulence decreases with increasing molecular
weight, concentration and capillary diameter(Ram & Tamir, 1964). Early tran-
sition sets in irrespective of inlet disturbances (Hansen et al., 1974). Pressure
measurements show that smooth transition takes place to turbulence with re-
duced drag. No large pressure fluctuations due to intermittent puffs or slugs in
Newtonian cases are observed (Zakin et al., 1977). In the work of Zakin et al.
(1977) a deviation from the laminar pressure scaling was observed at Re 1400.
It has been observed that even when no pressure rise can be detected, the in-
crease of the turbulent intensity from the laminar level and the flattening of the
velocity profiles are two salient features to track the onset of early turbulence.
Studies of transition in Non Newtonian pipe flow have been focused on the
effect of polymers on transition delay or enhancement. Theoretical studies (Por-
teous & Denn, 1972a) using the Maxwell model showed that elasticity in the
polymer solutions can reduce the critical Re below which there will be no linear
growth of disturbances. On the other hand calculations with rod like suspen-
sions predicted transition delay (Bark & Tinoco, 1978). These behaviors are
related to coiled and stretched polymer configuration respectively. Experimen-
tal studies (Virk & Wagger, 1990) classified drag reduction behavior of two
types : Type A for coiled configuration and type B for stretched configuration
where transition delay was observed. In extensive experimental studies carried
out by Draad et al. (1998) it was reported that for a pipe setup with natural
transition Re ≈ 60000 for water, fresh polymer solutions with stretched confor-
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mation exhibited natural transition at Re≈8000 and degraded as well as coiled
configuration polymer showed transition at Re ≈ 30000. Decrease in natural
transition number for polymers was not clear and attributed to a non optimal
shape of the contraction of the settling chamber or a possible destabilization of
the boundary layer in the entry region due to elastic effects (Porteous & Denn,
1972a,b). For stretched polymers the friction factor smoothly deviated from the
laminar profile without showing any characteristic jump present during Newto-
nian transition. However mechanical degradation of the same polymer solution
showed the jump in friction factor. Regarding artificially triggered transition
polymers showed stabilizing effect i.e. transition happened at higher Re than
water(Draad et al., 1998). The stabilizing effect decreases with the increase of
salt content in the polymer solution resulting more coiled configuration of the
polymers.
3.2 Discussion
Based on the discussions in the previous sections of this chapter, it can be sum-
marized that the reasons for onset of DR have been mainly attributed to either
enhancement of elongational viscosity effects or elastic effects due to stretch-
ing and coiling of the polymer chains. In spite of substantial experimental and
numerical observations on Reynolds stress, velocity profile and velocity fluctu-
ations no universally acceptable theory for MDR asymptote exists. Numerical
simulations of Xi & Graham (2010) have suggested that alternating active and
hibernating turbulence events observed in minimal flow units may be linked
with MDR. Besides DR, early deviation from laminar profile at Re below onset
of Newtonian turbulence i.e. early turbulence was reported in pipe flow of dilute
polymer solutions. Onset of early turbulence was observed to be dependent on
shear stress. Stability analysis showed that elasticity reduces the natural tran-
sition number whereas polymer solutions show transition delay when the flow
is artificially perturbed.
In the present thesis different transition scenarios with varying polymer con-
centration and flow geometry are studied. Subsequently the DR capacity of
solutions of varying polymer concentrations is measured. Attempts are made to
explore plausible causes behind MDR. Experimental investigations on hibernat-
ing and active turbulence events at MDR state is also carried out. Experimental
observations on transition delay during artificial triggering and early turbulence
have also been reported. The experimental results and discussion is presented
in chapter 6 of this thesis.
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Chapter 4
Experimental setup
4.1 Introduction
This chapter contains a description of the experimental setup used for studies of
the transition to turbulence in Newtonian and Non Newtonian pipe flow. In sec-
tion 4.2 the construction and design of the pipe setup used for Newtonian fluids
are described. In addition the instrumentation for temperature control, pressure
drop measurements and flow visualization techniques are also described in this
section. In section 4.3 the Non Newtonian pipe flow setup and the characteri-
zation of Non Newtonian fluids i.e. rheometry are discussed. The rheometry of
the Non Newtonian fluids has been carried out in the Lab of Professor Christian
Wagner at the University of Saarbrucken. Overall, this chapter contains infor-
mation on the subtleties required in successful implementation of experiments
in Newtonian and Non Newtonian pipe flow.
4.2 Newtonian Pipe flow setup
4.2.1 Pipe
Figure 4.1 is the schematic of the experimental setup used for studying transition
in Newtonian pipe flow. The setup consisted of a 6 m long glass pipe of 1 cm
diameter. The flow system was pressure driven. Flow velocity can be changed
by varying the height of the reservoir placed before the pipe entrance. At the
pipe exit, the working fluid was collected in another container and recirculated
back to the reservoir by a pump.
In order to allow us to study the response of the laminar flow to external
perturbations, flows should be laminar upto sufficiently high Re. Therefore dis-
turbances that originated from the setup e.g. the pipe entrance, pipe joints etc.
had to be minimized. In particular, the pipe inlet had to be designed carefully
to increase the ‘natural transition number’. In order to minimize inlet distur-
bances, a settling chamber was used before the pipe entrance (figure 4.2). The
settling chamber was made from Plexiglas. The chamber consisted of a 200 mm
long cylinder with a diameter of D =100 mm. There were three screens within
the cylinder. The screens were used to break down turbulence to dissipative
scales. The three screens were made of stainless steel and the mesh size was 1
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Figure 4.1: Schematic of experimental setup
Figure 4.2: Settling chamber used in our pipe setup
mm, denoted as ‘fine’ screens. Regular cleaning of these meshes was done for
better performance of the settling chamber.
The settling chamber had a converging section at the pipe entry. The
contraction of the converging section was essential in suppressing flow non-
uniformities. Using Bernoulli’s theorem (Ward-Smith, 1980) it can be shown
that the velocity fluctuations with respect to mean flow velocity is proportional
to the fourth power of the diameter ratio (diameter of smaller section/ diam-
eter of larger section). In our case the outer section was 10 cm whereas the
smaller section was 1 cm. So the efficiency of suppression of the axial velocity
fluctuations is 104.
For optimum performance of the settling chamber no air bubble should be
trapped in the settling chamber. This could be achieved by the following pro-
cedure. Once the pipe was fully filled with water, the reservoir was set to the
maximum height (≈2 m) to generate high pressure. Then the pipe exit sec-
tion was blocked with a rubber stop and the bleed hole in the settling chamber
(figure 4.2) was opened to remove the entrapped air. Smaller bubbles got dis-
solved in the fluid once the pipe flow resumed for some time. Once the settling
chamber was devoid of bubbles, attention could be diverted to other parts of
the experimental setup.
Pipe sections were connected with specially machined connectors (figure 4.3)
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Figure 4.3: (a) Top view and (b) Side view of a connector
Figure 4.4: Connector with multi holes on side walls
with the same inner diameter that had 0.5 mm holes which could be used either
for pressure drop measurement or for jet injection to disturb the flow. O rings
were used when pipes were inserted in the connectors. Circular Aluminum plates
were used on both sides of the connector to compress the O rings. Figure 4.4
shows a connector with multi holes where pressure drop measurements could be
carried over lengths of 3 D and 10 D respectively. The junctions were carefully
machined to avoid disturbances in the flow. Care was taken to avoid any gaps
at the joints. A flat aluminium profile formed the base of the pipe and provided
a flat horizontal level. The pipe was held at a fixed distance of 10 cm above
base profile using aluminum supports that were screwed to the base and allow
for horizontal alignment of the pipe. In the absence of external perturbations,
flow remained laminar up to Re=8000. Measurements of flow velocity and the
time required of turbulence to arrive at the pipe exit showed that at the natural
transition Re, turbulence was triggered at the pipe inlet and not inside the pipe
itself.
When the flow changed from laminar to turbulent, the drag increased and
consequently the flow rate in gravity driven pipe was reduced. This undesired
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effect was minimized by circulating the water through a big flow resistance
(in our case a tube of small diameter) before entering the pipe. Since ≈ 96
% of the pressure drop occured over this entrance resistance, the mean flow
was virtually unaltered by the increase of drag during transition in the pipe.
Detailed flowrate measurements showed that in the present setup the Reynolds
number decreased by less than 10 when the flow was changed from laminar to
intermittent. If the flow was in a steady state (i.e. laminar or intermittent at
a fixed turbulent fraction), so either before or shortly after such a reduction,
instantaneous pressure measurements (Validyne DP45 low pressure transducer)
showed that fluctuations in the flow rate and hence in Re were smaller than Re
± 1.
Distilled water was used as the working fluid. Prevention of algae growth
is very important in these experiments as the liquid properties as well as pipe
surface roughness properties may change due to algae or biofilm growth. Biofilm
formation can cause reduction of internal pipe diameter leading to erroneous
calculation of Re. Algae growth was prevented by adding 300 ppm of sodium
hypochlorite. Viscosity change due to addition of sodium hypochlorite was
negligible. The distilled water was kept for one day in a separate container
to avoid the formation of air bubbles. Presence of bubbles is undesirable as it
may trigger turbulence and hamper the study of puff generation and generate
unwanted fluctuations in pressure drop measurement.
The mean flow velocity was determined by weighing the mass of discharged
fluid over a period of time (typically 60 s). The flow velocity was regulated by
altering the height of a reservoir tank connected to the pipe. The reservoir tank
had a large surface area (90x40 cm2) to minimize the drop in water level during
one pump cycle. To maintain constant pressure head a pump was employed at
the pipe end that periodically recirculated the water to the reservoir. To increase
the accuracy even further a second pump of lower capacity could be placed in
the reservoir tank itself which continuously circulated water to a smaller bucket
which constantly overflowed thereby maintaining constant height and supplied
the fluid for the pipe.
4.2.2 Temperature control
For any controlled study of laminar turbulent transition regime, maintenance
of constant Re is essential. Re is inversely proportional to viscosity which is
strongly dependent on temperature. In order to reduce temperature fluctua-
tions that alter the liquid viscosity, the water was circulated through a heat
exchanger (figure 4.5 b). While the working fluid passed through the smaller
copper tubes in the cylinder, temperature controlled water was pumped through
the large surrounding tube using a commercial thermostat (Lauda RK20) which
was set to 20±0.01oC. In the outer portion of the cylinder a bleed valve was
present. Bubbles should be taken out through this valve for faster heat ex-
change between the working fluid and the fluid running through the tubes in
the outer periphery. After a brief period of running the pipe, the working fluid
was uniformly heated. The temperature of the water was continuously moni-
tored by a PT100 thermal probe which showed typical variations of 0.1 K over
3-4 h. Repeated measurements showed that Re variations were less than ±0.5%
over a 3-4 h period. In addition to the heat exchanger, the pipe was insulated
by polystyrene foam. The largest variations in Re were caused by long term
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Figure 4.5: Heat exchanger: (a) the box where liquid was heated to the desired
temperature (b) the metal cylinder where heat exchange between heated fluid
and working fluid of the pipe took place.
temperature drifts (typically take place on order of hours) where a change by
0.1 K results in a change of about ∆Re=6.
4.2.3 Pressure measurement and flow visualization tech-
nique
Pressure drop measurements were carried out to determine the friction factor
of the flow. A Validyne DP45 very Low Differential Pressure Transducer (figure
4.6) was used to measure pressure differences with a resolution of 0.5 % of the full
range of the measurable pressure difference. The range of measurable pressure
drop was from less than 1 mm to 225 cm of water column. Different diaphragms
could be inserted into the sensor depending on the required pressure range. For
the most sensitive diaphragm the maximum pressure was 1.4 cm of water column
whereas the least sensitive one can measure up to 2.25 m of water column. This
type of pressure sensor was extremely helpful where dynamic response at low
pressure drops is required. In order to select the correct pressure range, initially
the maximum pressure drop over a certain distance was estimated using the
Blasius friction factor formula for turbulent flows (f=0.3164/Re0.25). The two
ports of the pressure sensor were connected via pvc tubing to two pressure
tabs of the pipe. Once the flow was started the steel membrane got deflected
accordingly due to the pressure difference on the two sides. This deflection
was quantified through a voltage demodulator. The two sides of the sensor
were connected to the pipes through tubes attached to 1 mm holes in the pipe
connections. On the two metal cases ‘+’ and ‘-’ signs were engraved. The metal
case with the ‘+’ sign was placed on the upstream side whereas the ‘-’ sign was
on the downstream side.
The pressure sensor was calibrated before the measurements. Calibration
of the sensor was carried out within the prescribed optimum range for pressure
difference measurement. The steel diaphragms were extremely delicate and
needed careful handling. Regular cleaning of the diaphragms was carried out to
prevent rust on the membrane surface. The tubes attached to the sensor should
be free of bubbles as to avoid erroneous readings. In order to free any trapped
bubble within the metal casing the bleed valves on the surface of the casings
were opened until all the air was removed.
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Figure 4.6: A Validyne pressure sensor connected to a pipe setup
In addition to pressure measurements flow structures could be visualized
by adding neutrally buoyant anisotropic particles (Mearlmaid AA) of 10 to 50
micron size. These particles have the form of flat platelets which align with
the shear (Savas, 1985; Gauthier et al., 1998) and hence turbulent flow can be
easily distinguished from laminar flow. Images were taken with a CCD camera
(Matrix Vision Bluefox 121G)of 1 mega pixel resolution and 10 Hz frequency.
A pipe segment of about 10 D length was captured in each frame.
4.2.4 Perturbation method
In order to trigger turbulent flow structures, the laminar flow was disturbed us-
ing a controlled perturbation scheme. Different types of controlled perturbations
have been used in the past, like pressure pulses from loudspeakers (Wygnanski
et al., 1975), jet injection in the pipe (Darbyshire & Mullin, 1995) or devices
like iris diaphragm which can block the flow temporarily (J.Rotta, 1956; Wyg-
nanski & Champagne, 1973; Durst et al., 2003) or simultaneous injection and
suction (de Lozar & Hof, 2009). However it was shown (de Lozar & Hof, 2009)
that except for a brief period after the introduction of perturbation in the flow,
the turbulent structures in the transitional regime (turbulent puffs) were in-
dependent of puff perturbation. It was also shown (Hof et al., 2003) that the
minimum perturbation amplitude to trigger turbulence depended on Re as well
as the pulse width (duration). We therefore selected a jet perturbation where
the amplitude and the duration could be very accurately controlled. However
since amplitudes were <1 % of the pipe mass flow and pulses were only several
ms long the perturbations effect on the overall flow rate is negligible. Water was
injected through a 1 mm hole in the pipe wall via a commercial fuel injection
valve. The solenoid valves were very fast and allow to time the jets with an
accuracy of 1 µs. An injection driver unit was required for controlled injection.
The valve was opened by TTL voltage signal of 5 volts through signal generator
express in Labview . The flow could also be perturbed periodically, for this pur-
pose the voltage signal was a periodic square wave(figure 4.7). The time period
was tpert and the valve opening time was tvalve. The valve opening time (tvalve)
was adjusted through Injector Driver Unit from 0.1-10 seconds and tpert could
be controlled by selecting frequency of the voltage signal. The perturbation
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Figure 4.7: A square wave signal where tpert is time period and tvalve is the
time for which the valve remains open
amplitude was strong enough to transform into a puff (Darbyshire & Mullin
(1995),Hof et al. (2003)). As shown in figure 2.1 at Re≈2000 such a disturbance
resulted in a localized turbulent puff which developed its typical shape in less
than 50 advective time units.
4.3 Experimental setup of Non Newtonian pipe
flow
4.3.1 Pipe setup
The experimental setup was similar to the Newtonian pipe flow setup (figure
4.1). The pipe had a diameter of 4±0.01 mm and a length of 3.6 meters (900
L/D) comprising of 1.2 m long pipe segments made of precision bore glass.
Using an inlet with a smooth contraction from 20 mm to 4mm flows remained
laminar upto Re 6500. The temperature was kept constant at 20±0.2oC for
three to four hours.
4.3.2 Working fluid
Polyacrylamide (5-6 million g/mol molecular weight) manufactured by Sigma
Aldrich was used for preparing Non Newtonian solutions. Polymers were weighed
using a precision scale (resolution of 0.01 mg) for preparing solutions of desired
concentration. The polyacrylamide was then gently sprinkled over 30 liters of
distilled water. The solution was kept for two days to fully dissolve. Generally
magnetic stirrers were used for small amounts of polymer solutions and large
quantities of solution were stirred manually. In order to avoid large shear rate,
in the later case, a cylindrical rod was used and this method was found to be
much more gentle than commercial mixing devices. For high polymer concen-
trations, care was taken to prevent lump formation on the floor and corners of
the container. Lump formation should be strictly avoided so that the solution
could dissolve the amount of polymers fully to obtain the desired concentration.
One of the complications in carrying out the experiments is polymer degrada-
tion caused by mechanical stresses. Degradation of polymers is undesirable as it
leads to breakdown of polymer chains leading to reduction of molecular weight
and change in drag reduction properties. Particularly, the high shear rates in
the pump can cause severe degradation of the polymers. During lifetime mea-
surements, to minimize degradation no pumps were used to recirculate the fluid,
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instead, the solution was collected in a container placed at the pipe exit. The
collected solution was then manually put again into the reservoir making the
whole process more time consuming than for Newtonian fluids.
4.3.3 Puff detection during lifetime measurements
In order to create turbulent puffs the flow was perturbed by a jet of 50 ms
duration injected through a 1mm diameter radially through the pipe wall. At
the pipe exit, the arrival of puffs could be determined by visual inspection of
the outflow angle. In the transition stage the laminar flow assumes a parabolic
profile. In case of the turbulent puffs, redistribution of momentum causes lower
centerline velocity and faster velocity adjacent to walls . Due to this difference
in centerline velocity, turbulent puffs have a different outflow angle than laminar
flow (Hof et al., 2006, 2008; J.Rotta, 1956). Monitoring the flow angle at the
pipe exit allowed to determine whether the puff has survived till the pipe exit.
4.3.4 Rheometry
In complex fluids the viscosity typically changes with shear rate and therefore
a Rheometer is required to determine the shear rate dependent viscosity. Since
dilute polymer solutions are viscoelastic they exhibit elastic properties also.
The elastic nature of the fluids is quantified through a parameter named relax-
ation time (λ) which is specified as the time required by a stretched polymer
chain under shear to regain its random coiled configuration. Determination of
viscosity and relaxation times is very important in estimating Reynolds and
Weissenberg number respectively. To determine these properties of the fluid,
rheometry was carried out in the lab of Professor Christian Wagner at univer-
sity of Saarland. Measurements were carried out at the same temperature of
20oC with a controlled shear rate Rheometer (MARS, Thermo Fischer Scien-
tific, Karlsruhe, Germany) equipped with a double cone geometry (2o/60). This
geometry is suitable to measure viscosities down to µ≈ 1 mPa-s. The solutions
were tested before and after the experiments in the pipe and in addition we
tested samples that were prepared in smaller quantities (250ml). All these so-
lutions gave similar results within the experimental resolution of ±5% and in
agreement with former studies (Zell et al., 2010). We did not observe any no-
table degradation of the polymer. The viscosity was measured at shear rates
5< γ• < 100 s−1 and no shear thinning was observed i.e. the viscosity was
constant. The results are shown in figure 4.8. The viscosity µ increases with
the concentration and from the dilution series (figure 4.8 b) we can extract an
overlap concentration of cov = 1150ppm. The overlap concentration (cov) is
the polymer concentration at which viscosity of the polymer solution becomes
twice the viscosity of the solvent. Since polymers have no influence on the drag
in laminar flow, pressure drop measurements at laminar flow conditions were
performed . Assuming a parabolic profile for the laminar state the wall shear
rate is calculated. Since the shear stress is already estimated from the pres-
sure drop measurements, viscosity can be calculated by dividing shear stress by
shear strain rate. Rheological data and viscosity calculated from pressure drop
measurements were in agreement within ± 5 %.
Due to the low viscosity of dilute polymer solutions elasticity and relaxation
times is very low in magnitude. Resolutions of ordinary rheometers are not
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Figure 4.8: (a)Viscosity measurements of different polymer concentration solu-
tions at shear rate ranging from 0 to 100 /s ; cyan diamonds : 50 ppm; blue
inverted triangle : 100 ppm; both green symbols : 200 ppm; black solid square
: 400 ppm; red hollow square : 500 ppm (b) Shear viscosity vs. polymer con-
centrations
low enough to measure relaxation times of dilute polymer solutions. Therefore
the second rheological characterization was performed with a self build Capil-
lary Break-up Elongational Rheometer (CaBER)(Anna & McKinley, 2001). A
droplet of the sample was placed between two steel plates from which the upper
one is displaced by a linear motor until the capillary bridge becomes unstable
to the Rayleigh-Plateau instability. In the following thinning process a parallel
filament is formed that shrinks exponentially in time. The characteristic time
scale from the thinning process λc (Fig 4.9) can be related to the polymer re-
laxation time λ. Simple models predict λ=3λc but it has been shown that in
reality the relation is far more complex (Zell et al., 2010; Clasen et al., 2006).
However, the CaBER is still most sensitive to the elasticity of diluted aqueous
solutions and the time scale λc is commonly used to define a Weissenberg num-
ber Wi (Rodd et al., 2005). The relaxation time λc scales with a power law
with an exponent of 0.8 with the concentration n, λc ≈ n0.8 which was in good
agreement with previous measurements (Zell et al., 2010).
4.3.5 Particle Image Velocimetry (PIV)
PIV is a non intrusive optical measurement technique used for determining
instantaneous velocity field. Based on the working fluid, tracer particles e.g.
glass beads, polystyrene or aluminum particles of size ranging from 10 to 100
µm are used in the flow and assumed to faithfully follow the fluid motion. The
particles should be of optimum size so that they follow the flow with good
precision and scatter sufficient amount of light for image acquisition. An area
of investigation is illuminated by laser for very short exposure time and at very
high frequencies. The particles in the illuminated flow field scatter light to the
camera lens placed perpendicular to the plane of investigation. High speed CCD
or CMOS cameras are used for image acquisition of the flow field. After the
data acquisition, two successive frames with very short time difference between
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Figure 4.9: Characteristic relaxation time of the polymer solutions in the
CaBER experiments. The relaxation time λc scales with a power law with
an exponent of 0.8 with the concentration.
their acquisition are analyzed using cross correlation techniques to determine
the velocity vectors.
PIV measurements were carried out to obtain quantitative measurements of
streamwise and spanwise velocity fluctuations. The PIV system was supplied
by La Vision, Goettingen, Germany. For flow visualization glass particles of 10
to 50 micron size were used. For PIV measurements refraction index matching
with the fluid in the pipe is essential for acquiring good images. A customised
plastic box was used as the test section. The transparent plastic box was filled
to capacity with the same polymer solution to maintain same refractive index.
Two black semicircular metallic segments were wrapped around the test pipe
section in such a way that laser light can illuminate the horizontal plane passing
through the central axis of the pipe. The top segment had an opening through
which the planar view could be acquired by the high speed camera. Before
image acquisition the camera was calibrated. Tests were carried out to verify
whether the camera was focusing the central plane. Frequency of the image
acquisition had to be estimated properly so that the movement of glass particles
in successive images could be used for image correlation. In our measurements
the images were captured at 50 or 100 Hz for 2-3 seconds depending on the Re.
The images were then postprocessed by the software provided by La Vision to
get the desired quantities of the flow field.
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Chapter 5
Newtonian pipe flow
measurements
5.1 Introduction
In the transition stage of pipe flow at Re ≈2000, turbulence only occurs in local-
ized patches (Reynolds, 1883; J.Rotta, 1956) also referred to as equilibrium puffs
(Wygnanski & Champagne, 1973; Wygnanski et al., 1975), which are separated
by laminar fluid. Only when the Reynolds number is further increased turbulent
patches begin to spatially expand. A better understanding of the processes un-
derlying localization and localized states in shear flows (Schneider et al., 2010)
is an essential requirement to allow further theoretical progress. In addition
edge states (Mellibovsky et al., 2009; Willis & Kerswell, 2009; Duguet et al.,
2010) separating laminar from turbulent flow and which are potentially rele-
vant for the transition process remain bounded in axial direction even at much
higher Re. This indicates that even beyond the intermittent regime localization
is relevant to some aspects of the flow.
Laminar turbulent intermittency can be identified in a number of canonical
shear flows, but unlike in pipe , for Torsional Couette flow ( figure5.1 a), plane
Couette flow (PCF) (figure 5.1 b) and Taylor-Couette flow (TCF) ( figure 5.1 c)
regular spatio-temporal structures consisting of tilted laminar-turbulent stripes
have been reported. Cros & Gal (2002) showed that in torsional Couette flow
nucleation of turbulent spirals is initiated by generation of structural defects in
a periodic roll pattern. Then with the increase of rotation, turbulent spirals
are arranged almost periodically around the circumference, especially during
their initial appearance. Eventually turbulent spots appear in the flow with
increase of Re and capture the whole domain. In PCF and TCF by decreasing
Re, during reverse transition from fully turbulent flow to laminar state, an well
defined pattern of regularly spaced inclined turbulent stripes are observed in the
flow domain (Prigent et al., 2003). In the case of TCF, the localized turbulent
stripes are traditionally known as turbulent spirals (Coles, 1965).
The existence of a distinct preferred wavelength has led to the speculation of
a wavelength instability preceding turbulence (Cros & Gal, 2002; Prigent et al.,
2002b; Barkley & Tuckerman, 2005). In pipes, on the other hand, many earlier
investigations of the intermittent regime (J.Rotta, 1956; Wygnanski & Cham-
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Figure 5.1: (a) Periodic rolls called SR III in Torsional Couette flow at
Re=106700 (Cros & Gal, 2002) (b) Plane Couette Flow R=716 (Prigent et al.,
2002b)(c) Taylor Couette flow Rei = 703 Reo =-699 (Prigent et al., 2002b)
pagne, 1973) were focused on quantities like intermittency factors and turbu-
lence fraction which for observation times typically realized in experiments and
simulations (≈ a few hundred D/U), are strongly dependent on initial conditions
as well as imperfections, such as disturbances created at the pipe entrance.
In this chapter, we aim to determine an upper bound on turbulence frac-
tions and friction factors, which unlike above quantities do not depend on the
specifics of the experimental setup. The nature of the resulting puff spacing
which naturally occur after a sudden Re reduction from a fully turbulent flow is
discussed in this chapter. Also we presented the quantitative measurements of
spatial interaction in the transition regime of pipe flow. The flow is periodically
perturbed and subsequently corresponding rate of puff generation is studied.
Beyond a certain frequency the perturbed flow segments start to interact mutu-
ally and lead to lower rate of puff generation. The distance corresponding to this
frequency is termed as interaction distance. Finally the resulting puff spacing
from reduction experiments and interaction distances obtained from periodic
perturbation experiments are compared to typical wavelength in intermittent
Couette and TCFs.
5.2 Periodic perturbation
The first set of experiments is concerned with determining the distance at which
puffs start to interact. When two puffs are located too close to each other, the
downstream puff decays (Hof et al., 2010). Determination of the interaction
distance of turbulent puffs has implications on the drag since puffs located to
each other at distances lower than the interaction distance will annihilate each
other downstream and eventually reduce drag. To find the exact distance where
this interaction starts, periodic perturbations were applied to the flow at a fixed
position and the rate of puff triggering as response of the injected disturbance
was observed at a downstream distance.
The perturbation consisted of a water jet injected by a solenoid valve, placed
100D downstream of the pipe entrance, which was run at frequencies ranging
from f =0.2 Hz to f =2.5 Hz. The valve opening time, frequency and water
discharge were independently controlled. The duration of each jet was tjet
=0.11 s ≈ 2.5 D/U and the amount of water injected was 0.15 ml per discharge
41
0 10 20 30 40
0
0.2
0.4
0.6
0.8
1
perturbation period
ra
tio
 o
f o
bs
er
ve
d 
pu
ffs
 to
 n
um
be
r o
f p
uf
fs
 
 
Re 2300
Re 2200
Re 2100
Re 2000
101 102
101
102
103
perturbation period
pu
ff 
sp
ac
in
g
 
 
Re 2000
Re 2100
Re 2200
Re 2300
0 1 2
0
1
2
45o
Figure 5.2: (a) Ratio of number of puffs to number of perturbations vs. pertur-
bation period. (b)Distance between puffs vs. perturbation period.
which corresponded to less than 1 % of the pipe discharge at Re=2000. At
the distance of 400D downstream of the perturbation point, the number of
induced puffs, Npuffs, was counted during 300 s ≈7500D/U. For each frequency
of the input disturbance, the experiments were repeated five times to extend the
observation period to tobs ≈37500 D/U. In the following, the temporal spacing of
perturbations is converted into an axial spacing of pulses by multiplication with
the mean velocity U, assuming that perturbations are advected with the mean
flow speed. This assumption is supported by a previous studies (e.g. de Lozar
& Hof (2009)) where it was shown that at Re 2000 the puff speed agrees with
the mean velocity to within 2 %.
For large axial spacing (small frequencies) each perturbation results in a
single puff. However once the puff spacing is below ≈ 20-25 D, new generated
puffs interact and annihilate each other and the ratio of created puffs to per-
turbations drops below 1. The ratio of the number of observed puffs to the
number of perturbation pulses is shown in figure 5.2(a) as a function of the
perturbation period. Figure 5.2(b) shows the distance between the generated
puffs in response to the perturbation period. From figure 5.2(a) and 5.2(b), it
is evident that the rate of puff generation is in synchrony with the rate of in-
jected perturbation for large axial spacing and that the puff spacing is identical
to the spacing preselected by the perturbation (highlighted by the slope of 45o
in the log-log plot figure 5.2 b). Once puffs are created at too short distances
(< 20-25D), the number of puffs observed downstream drops resulting in an
increase in puff spacing. The minimum of each curve in figure 5.2(b) corre-
sponds to the perturbation frequency generating the maximum number of puffs
which can sustain themselves in a given length of the pipe. The corresponding
distance will be referred to as the optimum spacing as it provides the maximum
turbulent fraction. For times between perturbations shorter than the minimum
one (high frequencies), the generation of puffs decreases quite sharply for the
lower Re. For instance, at Re=2000, only one puff each 1000D is observed at
high perturbation frequencies (1/f=7D/U). At these frequencies perturbed re-
gions typically annihilate each other and only rarely merge to form a single puff.
This decrease of generated puffs is smaller for the higher Re where the distance
between puffs seems to saturate for large frequencies.
Next we investigated whether the generation of puffs depends on the intri-
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timings (0.11, 0.22 & 0.33 sec) were used. In the x-axis t∗pert is the time between
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cacies of the jet injection method, i.e. the water injected per perturbation and
the valve opening time. The puff spacing is found to remain unchanged when
the jet discharge is varied from 0.15 ml discharge−1 to 0.25 ml discharge−1. The
impact of the jet duration on puff spacing has also been investigated. Here the
valve opening time was varied from tvalve =0.11 s to 0.22 s and to 0.33 s for
Re=2000. From figure 5.3 it is evident that all curves collapse when plotted as
a function of the time between perturbation pulses, i.e. the time between the
end of one jet and the beginning of the next one (t∗pert = tpert-tvalve). This high-
lights that the relevant time is not the period of the perturbation but the time
for which the flow is unperturbed. Since the minimum of all curves is the same,
the optimum puff spacing is independent of the details of the perturbation.
Subsequently we measured friction factors over the puff regime of Re 1900-
2400. Since a perturbed flow in this regime is neither fully laminar nor fully
turbulent, there has to be a highest turbulent packing fraction in the transition
regime. From the periodic perturbation experiments, an optimum puff spacing
was already obtained. Since optimum puff spacing signifies highest turbulent
packing fraction, the corresponding friction factor will be the upper bound for
friction factor in this regime. In the following the friction factor was measured
for three cases: for a flow without perturbation, when the flow is tripped by
obstacle of two different sizes and for the periodic perturbation described ear-
lier. The friction factor is defined in a pipe as f = ∆p/(1/2ρU2L/D), where ∆p
is the pressure drop over a length L ,ρ is the fluid density, D as pipe diameter
and U being the mean velocity. When the flow is not perturbed, the friction
factor closely follows the Hagen-Poiseuille law f = 64/Re (figure 5.4b) till Re ≈
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Figure 5.4: (a) Friction factor vs. perturbation period. (b) Friction factor vs.
Reynolds number using different perturbation types as indicated in the legend.
8000 (not shown in figure 5.4 b). For a fully turbulent flow, the friction factor
lies on the Blasius curve f = 0.3164Re−0.25. On the other hand, in the transi-
tional regime the friction factor strongly depends on initial conditions as well as
experimental imperfections. To demonstrate this dependence, friction factors
resulting from two different obstacles are shown in figure 5.4(b) (red squares
and black stars). The large obstacle is a small cubic magnet of 4 mm whereas
the small obstacle is a 2mm thick iron wire of 2cm long. Both the obstacles are
held to a fixed position at 150 D from the pipe entrance in the pipe by a strong
magnet placed beside the pipe. For the small obstacle, transition sets at ∆Re
≈1500 higher than the large obstacle. Depending on the type of perturbation,
the perturbation amplitude and the observation point any transitional friction
factor (i.e. points between the Hagen-Poiseuille and the Blasius curves) can be
observed for Re>2000.
In order to investigate the dependence of the friction factor on initial condi-
tions, we studied the pressure drop for varying frequencies of the jet perturba-
tion. The flow was again periodically perturbed as described earlier and 100D
downstream of the perturbation point the pressure drop was measured over a
length of 770D (the pipe length was increased by 5 m for this purpose) with a
Validyne DP45 pressure sensor. The pressure drop over this length lies in the
optimal working range of the DP45 sensor resulting in accuracy better than one
percent for the pressure readings. Generally the pressure measurements were
carried out for 30 seconds and the mean value of the time series was used for fric-
tion factor calculation. Starting from small perturbation frequencies, i.e. large
spacing, the friction factor is found to first increase with frequency and then
reaches a maximum at the optimum puff spacing (figure 5.4 a). Beyond this
point the perturbed regions start to interact resulting in a lower density/packing
fraction of puffs. The maximum packing fraction data provide an upper bound
for the friction factor for a given Re, shown by the green triangles in figure 5.4
b. These data therefore provide a well-defined connection between the Hagen-
Poiseuille law and the Blasius law. While the maximum packing fraction is
clearly differentiated for Re < 2300 (figure 5.4a) the curves become flatter when
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increasing the Re until the point that the curves are almost flat and only a
very weak interaction can be detected (Re=2500). The fading of the maxi-
mum indicates that a fully turbulent flow state is approached. Beyond Re 2500
turbulent domains start to grow, split and merge resulting turbulent state to
occupy the pipe domain almost completely at downstream distance. Previous
studies (Moxey & Barkley, 2010) showed that the puff splitting phenomena is
common from Re 2350 onwards. As a result, the dependence of turbulence frac-
tion on initial perturbation frequencies is masked by downstream turbulence
dynamics from Re 2400 onwards. This is in qualitative agreement with recently
suggested transition points to fully turbulent flow at Re=2550-2600 (Moxey &
Barkley, 2010; de Lozar & Hof, 2009), although from our data no criticality can
be inferred. Contrary to common intuition that the more fluid is perturbed the
higher the turbulent fraction, the present measurements identified the existence
of an upper limit on turbulent fraction in this regime and hence friction factor.
5.3 Reduction experiments
In the following we would like to investigate if in analogy to TCF and PCF,
‘large wavelength instability’ scenario (Prigent et al., 2002b; Barkley & Tuck-
erman, 2005) can also be observed in pipe flow. In the above studies, it has
been suggested that when Re is reduced from the fully turbulent regime, an
instability occurs which gives rise to periodic laminar-turbulent patterns. If the
same holds for pipe flow, it is expected that upon reduction of Re from the fully
turbulent regime, laminar gaps open up at regular intervals giving rise to a peri-
odic laminar turbulent pattern. The technique of Re reduction in studying the
laminar-turbulent pattern in the transition regime is of interest as it eliminates
the dependence on the nature of perturbation. In order to allow an abrupt Re
reduction, a bypass tube with a valve was installed. Tube arrangements before
the pipe entrance had to be suitably adjusted to reduce the resistance to raise
the flow at Re 4500. We therefore initially created a uniform turbulent flow at
Re=4500 by putting an obstacle into the pipe directly behind the entrance and
subsequently reduced the Re to the intermittent regime by opening the valve of
the bypass tube resulting in reduction of flow rate in the main pipe. By pres-
sure measurements we verified that the friction factor lies on the Blasius curve
(5.4 b) and hence that the flow is initially turbulent throughout the pipe. Next
a bypass valve was opened allowing half the total discharge to flow through a
parallel pipe (not shown in figure 4.1). By doing so, Re in the pipe decreases
to the desired value. Care was taken to avoid air pockets or elastic components
in the setup which would cause damped oscillations in the flow rate during the
reduction. Damped oscillations are highly undesirable as it may cause momen-
tary backflow and reduction of Re beyond the desired one. On reduction, when
the outflow angle decreased gradually without making to and fro adjustment it
was ensured that there was no backflow and hence no damping agents. Flow vi-
sualization and monitoring of the outflow angle at the pipe exit showed that the
flow changes smoothly between both Re during approximately 4 s (≈100D/U).
For flow visualisation Mearlmaid particles of 50 micron size were added in
the flow. Images were captured at 10Hz with a CCD camera (Matrix Vision
Blue Fox 121G) placed 500D downstream of the entrance. Figure 5.5(a) shows
typical snapshots for a laminar and a turbulent flow. Pixel intensity values of
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Figure 5.5: (a) Flow visualization at Re = 2000 in turbulent(upper image) and
laminar flow (lower image). Images display a pipe segment of 5-6 D long. Flow
direction is from left to right. (b) Standard deviation of image intensity vs.
reconstructed pipe position at Re = 2100. Summits of the peaks (black dots)
indicate the position of a turbulent spot.
the images were read with a MATLAB program. The flow visualization particles
were aligned with the axial flow in laminar state. So the pixel intensity of the
images of laminar state was uniform. However in turbulent states flow particles
emitted more light in presence of eddies causing a non uniform pixel intensity of
the turbulent state images. Hence, the standard deviation in the image intensity
of turbulent flow is greater than that of laminar flow, which allows for a simple
identification of the turbulent regions. The laminar turbulent pattern in the
pipe was reconstructed using the Taylor’s hypothesis at the Reynolds numbers
of the experiments.
Generally it was found that after reduction, the flow rapidly (<100D/U)
adjusts to the new Re resulting in a fixed pattern of equilibrium puffs separated
by laminar flow. Consequently, initial 4 s (100 time units) of each signal were
disregarded to allow the flow to establish the equilibrium pattern allowing a
measurement time of 400 D/U. Once established, this pattern shows little dy-
namics on the time scale of the experiment for Re < 2400. This was confirmed
by a second set of measurements where the waiting time was increased to 300
D/U resulting in a remaining measurement time of 200 D/U (data not shown).
Both sets of measurements (200D/U and 400D/U) resulted in the same size
distributions (within experimental error). The dynamics of puffs only appear to
be relevant on much longer time scales, puff splitting in pipes of similar length
has been observed (Nishi et al., 2008) for Re>2450 and the probability of an
isolated puff to decay during 500 time units at Re=2000 is around 5×104 (Hof
et al., 2006, 2008; Avila et al., 2010). A sample signal at Re 2100 is presented
in figure 5.5(b). The data have been postprocessed by smoothing the original
signal. The peaks in figure 5.5(b) represent the presence of turbulent puffs and
the intermediate valleys correspond to the laminar regions. The summits of the
peaks were traced and represent the puff positions. Distances between the two
peak positions were taken as puff spacing. After 600 time units all the fluid,
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Figure 5.6: (a) Standard deviation of puff images at Re 2000 (b) at Re 2400
Figure 5.7: Spatio temporal diagram of Torsional couette flow at different Re
(a)590300 (b)596500 (c)104700 and (d)139600 (Cros & Gal, 2002)
which initially had been in the fully turbulent state, has advected past the pipe
exit and the entire flow is laminar.
For each Re 30-50 experiments were performed and this resulted in a sample
size of about 200 puff spacing. In general, the puff spacing decreased with
increasing Re. Typically 4-5 puffs appeared for Re=2000 whereas the number
of puffs for Re=2400 was 8-10 for the same time interval (figure 5.6). Time
series signal of the standard deviation of the images at Re 2000 and Re 2400
are presented in figure 5.6(a) and 5.6(b) respectively. Qualitative comparisons
of the figures 5.6(a) and 5.6(b) shows gradual increase of turbulent fraction
with increase of Re. Increase of turbulent fraction with increase of Re is also
observed in Torsional Couette flow (figure5.7). It is worth mentioning that while
the number of puffs increases with Re in pipe flow, in TCF the number of spirals
is constant all along the transition (Prigent et al., 2002a). In torsional Couette
system the number of spirals first increased with Re , but then all disappeared
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Figure 5.8: Histograms of puff spacing at (a)Re 1900 (b)Re 2000 (c)Re 2100
(d)Re 2200 (e)Re 2300 (f)Re 2400
with the onset of turbulent spots occupying the flow domain (Cros & Gal, 2002).
From figures 5.5b, 5.6a, 5.6b it is evident that the laminar turbulent domains
are not periodically spaced unlike previously studied shear flows. Histograms
of puff spacings for different Re were computed showing no preferential spacing
(figure 5.8). From figure 5.8 it is evident that for a given observation time, the
range of puff spacing decreases with increase of Re. It is obvious from the fact
that with the increase of Re especially at Re 2300 or 2400, more puffs appear
in a given time thereby eliminating the possibility for puffs to arrive at greater
distances like Re 2000. In previous studies of PC flow (Manneville, 2009), pipe
flow (Moxey & Barkley, 2010) it was shown that the standard deviation of lam-
inar lengths decrease with Re. We also computed standard deviation of the puff
spacings obtained from reduction experiments (figure 5.9). It is visually evident
that standard deviation of puff spacing is decreasing, which is in accordance
with numerical simulation results of Moxey & Barkley (2010). In addition to
our studied regime of Re 1900-2400 it has been shown by Moxey & Barkley
(2010) that the standard deviation of turbulent region spacings saturates after
Re 2600 suggesting the onset of uniform turbulence.
From the data we determined the cumulative probability P(d) that two ad-
jacent puffs are separated (peak to peak distance) by a distance d or larger. For
a spatially periodic pattern such cumulative distribution should show a sharp
drop at the wavelength of the pattern. Instead, as shown in figure 5.10(a), the
data fall on exponential tails. The fact that the spacing between the puffs is
irregular is visually evident from figure 5.5(b). The exponential distributions
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Figure 5.9: Standard deviation of puff spacings with Re.
(figure 5.10(a)) do not cross zero but reach P (d)=1 at some value d=dmin > 0
, where dmin is the minimum puff spacing. The distribution takes the form of:
P (d) ∝ e−dδ for d > d0 (5.1)
where d0 is related to the distance from which the exponential distribution ap-
plies and δ is the characteristic scale of the exponential distribution. Note that
δ+d0 is the mean distance between the puffs. The statistical analysis of an ex-
ponential distribution which only applies from a distance d0 has been performed
using techniques described in Avila et al. (2010). In general exponential dis-
tributions signify a memoryless process. This probability function implies that
the spacing between two puffs is always larger than d0 but otherwise arbitrary
and that it is not influenced by the spacing between puffs further up and down-
stream. Therefore the existence of a preferred spacing or wavelength is ruled
out.
For the lower Re (Re = 1900-2200), the exponential distribution applies from
the minimum puff distance (d0 = dmin) showing that the appearance of a puff
is not influenced by any upstream or downstream puff. Note that for Re = 2300
and 2400, there is a slight initial rounding indicating that size distributions
only become random for puff spacings slightly larger than dmin. The deviations
from the exponential distributions at long distances, on the other hand, can be
attributed to the finite size of the pipe. To rule out any effects of initial Re on the
reduction experiments, a second set of experiments was carried out where the
Re was reduced from a turbulent flow at Re=6000. Excellent agreement is found
with the reduction experiments from Re=4500 (see the inset in figure 5.10a).
Note that the deviations at the end of the tails carry little statistical weight and
can be attributed to finite sample size. This indicates that the size distribution
of the observed flow pattern does not depend on the initial intensity of the
turbulence but only on the Re established after reduction. Independence of puff
dynamics on initial Re from where reduction is carried out is also illustrated
in numerical simulations of lifetime studies of puffs (Avila et al., 2010). The
characteristic distance δ, from 5.1, clearly decreases with Re (figure 5.10b). As
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Figure 5.10: (a) Probability that puffs are separated by a distance greater than d
after reducing the Reynolds number from Re = 4500. At the initial Re the flow
is fully turbulent. The inset compares experiments with two initial Reynolds
numbers (black triangles for Re = 4500 and green circles for Re = 6000). Note
that deviations for d >100 were due to the finite sample size. (b) Characteristic
distance δ from equation 5.1 as function of the Reynolds number.Error bars
correspond to 95 % confidence interval.
expected, turbulent spots are more closely spaced with the increase of the Re.
While the quality of the data does not allow to determine the exact functional
dependence the characteristic distances appear to approach zero for Re>≈ 2500,
where maximum puff packing should be achieved. This point is very close to
where turbulence is observed to fill the domain (Rec = 2550− 2600) and to the
Reynolds number where the puff interaction diminishes ( figure 5.4(a)).
5.4 Discussion
The experiments presented in this chapter establish the existence of a minimum
distance between turbulent patches in pipe flow. In the first set of experiments,
an optimum distance corresponding to the densest packing fraction of puffs
has been determined with the aid of a periodic perturbation. Specifically we
measured the maximum achievable friction factor in the transition regime as a
function of Re. Typically the friction factor in this regime strongly depends on
initial conditions and previously reported values vary from one experiment to
another. Our data give an upper bound for the sustainable friction factor and
provide a well-defined link between the Hagen-Poiseuille and the Blasius law.
In the second set of experiments, where no periodicity was imposed externally,
a minimum spacing has been observed. In figure 5.11 we compare the minimum
distance from the reduction experiments with the optimum distance from the
periodic perturbation experiments as a function of the Reynolds number. Both
data sets overlap indicating that the minimum spacing is a property intrinsic to
the flow, independent of initial conditions or flow perturbations.
The existence of a minimum spacing in pipe flow can be explained following
the arguments presented in Hof et al. (2010) where it has been pointed out that
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Figure 5.11: Comparison of minimum puff spacing (Reduction experiments) and
optimum puff spacing (Periodic perturbation experiments) with laminar turbu-
lent wavelengths in transition regimes of Taylor-Couette and Plane-Couette flow
from Prigent et al. (2002b). The upper x axis represents the Re used for TC flow
and PC flow and the lower x axis represents the Re used in our experiments.
Figure 5.12: (a) Center line axial velocity: inset figure describes the azimuthally
averaged velocity; upstream parabolic profile (green), velocity profile with in-
flection point (blue) just upstream of the trailing edge and turbulent velocity
profile (red) (b) Numerical simulations of a turbulent puff show the magnitude
of the inflection point (red). 2D upstream of inflection point turbulent kinetic
energy curve (green) becomes maximum and vorticity transport (black) (Hof
et al., 2010)
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the instability mechanism sustaining a puff relies on an inflection point at the
rear of the puff. The process of the puff sustaining mechanism is illustrated
in figure 5.12. Figure 5.12a shows the centerline axial velocity. The flow is
from right to left. At the upstream laminar turbulent interface the centerline
velocity (blue curve in inset of fig. 5.12a) drops well below the laminar level.
The velocity profile continues for 5-10 D and gradually returns back to laminar
profile at approximately 20 D downstream the rear end. In the inset of figure
5.12a the azimuthally averaged velocity profiles are shown. The upstream pro-
file (green) is parabolic and the downstream profile ≈3 D from the trailing edge
(red) has a turbulent plug profile. Hence the velocity profile has to adjust over
a very short distance. The fluid at the center line has to decelerate and the
fluid adjacent to the boundary has to accelerate to maintain mass conservation.
This creates an inflection point in the velocity profile (blue) just downstream
of the trailing edge. The presence of inflection point in the velocity profile sat-
isfies Rayleigh’s criterion (Rayleigh, 1880b). In figure 5.12b it has been shown
that the strongest inflection point matches with the site of vorticity generation.
At ≈2 D downstream of the inflection point, turbulent kinetic energy becomes
highest. The localized nature of turbulence has been highlighted by rapid ex-
ponential decrease of energy in up and downstream distances. This emphasizes
that turbulence in a puff is indeed supported by the inflection point mecha-
nism. When an upstream puff appears too close, the profile at the rear of the
downstream puff is not parabolic anymore and the inflection point is reduced.
Eventually the downstream puff decays if the disruption by the upstream puff
is strong enough.
The nature of the instability at the rear end of the puff has also been dis-
cussed by Shimizu & Kida (2009) and Duguet et al. (2010). The self sustaining
cycle of puffs proposed by Shimizu & Kida (2009) is as follows: (a) Due to
near wall interaction low speed streaks accompanied by streamwise vortices are
generated. These low speed streaks move upstream relative to the puff and
penetrate the trailing edge. (b) Just upstream of the puff trailing edge strong
shear layers are formed due to low speed streaks travelling upstream and lami-
nar flow travelling downstream. Subsequently Kelvin-Helmholtz instability sets
in and the shear layer gets rolled up and generates new fluctuations. (c) Most
of these fluctuations travel downstream faster than the puff and penetrate the
trailing edge and increase turbulence activity in the turbulent puff. Thus the
cyclic process goes on. Similar arguments were given in an earlier study by
Bandyopadhyay (1986) emphasizing the relevance of Kelvin- Helmholtz vortices
created at the rear interface to the puff sustenance.
It should be pointed out that the active region of a turbulent puff is ≈10D
long (Hof et al. 2010). Further downstream the fluctuations have disappeared
and the profile gradually recovers the parabolic shape until the preceding puff
is encountered. This aspect is similar to the observations in stripe patterns
in PCF (Barkley & Tuckerman, 2007). The turbulent eddies are localized in
the turbulent stripes which approximately have a width of 10 wall spacing.
Between two stripes the flow relaminarizes but does not quite reach the fully
developed laminar profile. A comparison (figure 5.11) of the minimum puff
spacing in pipes measured in the present study to the wavelength measured in
PCF and TCF laminar turbulent patterns (Prigent et al., 2002b) surprisingly
shows that the wavelength closely matches the interaction distance found in
pipes when the Reynolds number is rescaled so that the intermittent region
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for the different flows overlap. The wavelength has been calculated from the
spanwise and streamwise spacings measured by (Prigent et al., 2003). Banded
laminar-turbulent patterns with similar wavelengths have been reported in TCF,
PCF, torsional Couette flow and plane Poiseiulle flow (Barkley & Tuckerman,
2007). Our measurements extend this similarity to the case of pipe flow where
the typical length scale does not appear as a wavelength but as a minimum or
optimum distance. We hope that this observation will stimulate further studies
to clarify similarities and differences between these flows. Our results indicate
that in pipes the spacing between adjacent turbulent regions is a consequence
of nearest neighbor interaction process and that no long range instability as
suggested for PCF and TCF Prigent et al. (2002b, 2003) is required. It should
also be pointed out that as a recent study shows (Avila et al., 2011) the spreading
and splitting of puffs take place on time scales much larger than those available
in typical pipe experiments. It is therefore possible that in the asymptotic
time limit more regular puff spacing is reached, which may be closer to the
maximum packing fraction. If so this flow pattern would result from nearest
neighbor interaction and not manifest a least stable wavelength of an instability.
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Chapter 6
Non Newtonian pipe flow
measurements
6.1 Introduction
Despite many studies that focused on the transition to turbulence in Non Newto-
nian pipe flow and on the onset of drag reduction there is neither quantitative nor
qualitative agreement on the effect of polymers on the transition point. While
several studies (White & McEligot, 1970; Chung & Graebel, 1972; Pereira &
Pinho, 1994) observed delay in transition, others (Paterson & Abernathy, 1972)
reported a decrease in natural transition Re. More recent findings obtained
in Newtonian pipe flows like the transient nature of localized turbulent puffs
to date have not been investigated in flows of dilute polymer solutions. Since
lifetimes of puffs are accurately known for Newtonian flows, this quantity poten-
tially offers a robust way to quantify the influence of polymers on the transition
point. In addition we will investigate the DR capacity of polymer solutions as
Re is increased above the transition point and the approach of the friction factor
to the MDR asymptote.
6.2 Results
6.2.1 Lifetime measurements in dilute polymer solutions
Experiments were carried out to quantify the transient nature of puffs in pipe
flow for non Newtonian fluids. Dilute polymer solutions of polyacrylamide
(PAAM) of 50, 100, 125, 150 and 175 ppm were used. Puff decay measure-
ments were carried out at 760 D from the point of perturbation. For each Re
200 measurements were carried out to generate a reasonable sample size and to
reduce statistical uncertainty. For each run one turbulent puff was created with
the injection perturbation described in chapter 4.2.4. The puff survival rate was
determined by visual inspection at the pipe outlet 760 D from the perturbation
point (see chapter 4.3.3 for details). Figure 6.1 shows the probability of puff
survival for a Newtonian fluid (blue line) (Hof et al., 2008) and three different
polymer concentrations of 50, 100 and 175 ppm. It is evident from figure 6.1
that all probability distributions are ‘S’ shaped and P=1 is only approached
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Figure 6.1: Probability of a puff survival at different concentrations of polyacry-
lamide in water
asymptotically. This implies that also in polymer solutions lifetimes of localized
structures remain finite. In comparison to Newtonian fluid (blue curve) prob-
ability curves of polymer solutions get shifted more rightward with increase of
polymer concentrations. Hence the transition is delayed with increasing poly-
mer concentrations. The puff regime (in Newtonian flows ≈ 1700≤Re≤ 2400)
is pushed to higher Re. For 175 ppm localized puffs are still observed at Re
as large as 3000 where Newtonian fluid flows are fully turbulent. Therefore the
polymer dynamics appear to be be disrupting the puff sustaining mechanisms
and postpone the transition to fully turbulent flow.
In figure 6.2 the characteristic lifetimes of puffs (see equation 2.1) in polymer
solutions are compared with those in Newtonian flow. The formation time to
was estimated as 70 D/U similar to the Newtonian cases (Hof et al., 2008).
Figure 6.2 shows that the lifetime of puffs at a given Re is shortened in the
presence of polymers. This is consistent with the drag reduction behavior of the
polymers where vortices and turbulent fluctuations are suppressed. It is likely
that the eddies at the trailing edge of the puffs which help in puff sustenance
are suppressed due to polymer stretching eventually leading to lower lifetimes
in comparison to Newtonian fluids.
Memorylessness : Memorylessness is an essential feature of puff decay in
Newtonian flow (see chapter 2.3.1). We here want to examine whether the puff
decay in polymer solutions is still memoryless and hence follows equation 2.1
or if qualitative differences arise. In order to test the memorylessness property,
lifetimes of puffs were measured at three different distances simultaneously. If
the decay process is memoryless, decay rates should only depend on Re and not
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Figure 6.2: Characteristic lifetime of puffs in water and two polymer solutions
of 50 and 100 ppm
on the age of the puff (i.e. the distance from the perturbation point). It must
be noted that the three measurements at three different distances were simulta-
neously carried out to avoid any aging effects of polymer solutions due to shear.
Aging effect or polymer degradation can change the drag reducing properties of
the fluid considerably leading to inconsistent observations. For this experiment
we placed two pressure sensors at 332 D and 595 D to detect the presence of
puffs. By monitoring the pressure signals of the two pressure sensors by Labview
software, puff survival rates were measured. It was assumed that consecutive
puffs had a spacing of at least 20-25 D. This ensured that no interaction between
puffs would take place. The polymer solution was collected in a container at the
pipe exit. Then the accumulated solution was again transferred manually to the
reservoir to maintain constant height as well as constant Re. At the pipe exit
of 760 D from the perturbation injection point, the survival rate of the puff was
determined by inspection of the outflow. Since the centerline velocity of puffs
is lower than that for laminar flow, puffs will leave the pipe exit at a different
angle than the laminar flow (see chapter 4.3.3). So if the flow angle changes
after some time of perturbation injection in the flow it implies that the puff has
survived till that distance.
Figure 6.3 shows the lifetime measurements of the 100 ppm solution at three
different distances. With increasing distance or observation time the proba-
bility for a puff to survive decreases. Based on probability measurements the
characteristic lifetime was calculated and presented in figure 6.4. If the process
is memoryless the decay rate τ should be constant in time. Figure 6.4 shows
56
2000 2200 2400
0
0.2
0.4
0.6
0.8
1
Re
pr
ob
ab
ili
ty
 o
f a
 p
uf
f s
ur
vi
va
l
 
 
100 ppm 760d
100 ppm 595d
100 ppm 332d
Figure 6.3: Lifetime measurements at three different distances for 100 ppm
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Figure 6.4: Characteristic lifetime of puffs estimated from measurements at
different distances
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Figure 6.5: Lifetime measurements of 125 ppm and 150 ppm solutions
that characteristic lifetime τ estimated from measurements at three different
distances overlap on each other. This implies that the polymer stretching dy-
namics has no impact on the memoryless nature of the puff decay process. So
even if polymers can delay the arrival of puffs to higher Re, the memorylessness
property of puff decay process is preserved.
Subsequently lifetime measurements were carried out with several different
polymer concentrations (the data for 125 and 150 ppm is shown in figure 6.5). A
measure of the effect of the polymer concentration on transition can be obtained
by plotting the Re at which the probability of a puff to survive for 760 D
becomes 50 % and this is presented in figure 6.6. The Re marking this 50
% survival rate increases faster than linear with concentration manifesting the
transition delay. This confirms the earlier claims (White & McEligot, 1970;
Chung & Graebel, 1972; Pereira & Pinho, 1994) that the transition threshold
increases and provides a quantitative measure of this effect. This is also in line
with previous nonlinear stability calculations using an Upper convected Maxwell
(UCM) model in plane Poiseuille flow which showed that polymeric flows have
a stabilizing effect compared to Newtonian cases (Draad et al., 1998) and that
transition is postponed when Weissenberg number (We) exceeds 1. With the
increase of polymer concentration the relaxation time as well as the shear rate
increase (since higher polymer concentration solutions are more viscous resulting
higher flow velocity at a given Re compared to lower concentration solutions),
hence leading to an increase in We.
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Figure 6.6: Influence of polymer concentration on Reynolds number at which
probability of puff survival becomes 50 percent
6.2.2 Drag reduction and transition in low concentration
polymer solutions
Subsequently we measured the pressure drop across a 120 D long section and
a 3 D long section of the pipe. These quantities were used to determine the
friction factor and fluctuation levels respectively. For measuring the friction
factor, a long distance (here 120 D) is preferable as it smoothes out spatial
variations in the flow. On the other hand to measure fluctuations in the time
series of the pressure signal a short distance of 3 D was selected. Pressure
signals were measured for 30 seconds (which for water in a 4mm dia pipe flow
at Re =2000 corresponds to 3750 advective units D/U). The standard deviation
of the pressure signal is a good tool to identify the transition point in the flow
because the spatio-temporal variations encountered at transition lead to a sharp
increase in fluctuation levels.
Figure 6.7 shows the friction factor measurements as a function of Re for a 50
ppm paam solution and for water. If the flow is perturbed (obstacle in the form
of a 1mm thick and 2 cm long thick wire at the entrance), the drag of the solution
for Re ≥2000 is reduced when compared to the Newtonian turbulence friction
scaling (Blasius law, f=0.079Re−0.25 as red line in figure 6.7, measurements in
water represented in open squares). The blue and the green line in the figure 6.7
are the Hagen- Poiseuille and the Maximum Drag reduction (MDR) asymptote
respectively. The latter is also called Virk’s asymptote given by f=0.58Re−0.58.
Comparisons of friction factors of water and 50 ppm paam solution show that
natural transition (i.e. when the flow is unperturbed) sets in at Re≈ 6000 and
Re≈ 3800 respectively whereas triggered transition (when the flow is perturbed
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Figure 6.7: Friction factor measurements at 50 ppm and water in perturbed and
unperturbed conditions
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Figure 6.8: Pressure signal at different flow conditions in 50 ppm: (a)laminar
flow at Re 1600 (b)intermittent flow with turbulent puffs at Re 2100
(c)intermittent flow with turbulent slugs at Re 3900 (d)uniformly turbulent
flow at Re 4300. For better comparison all the signals are superimposed on
each other by rescaling the mean value of the signals to 1
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Figure 6.9: Standard deviation of pressure signal of 50 ppm
by placing a thin wire at 120 D from the pipe entrance) sets in at about Re≈2000
for both cases. From figure 6.7 it can be observed that the transition Re to
turbulence for 50 ppm solution is different depending on the perturbation in the
flow. Except the difference in onset Re of natural and triggered transition with
respect to water, the pressure signals in case of 50 ppm (figure 6.8) solutions are
similar to that of water. This is reminiscent of transition in Newtonian cases
where transition sets in depending upon the perturbation amplitude. This type
of transition is called subcritical bifurcation where hysteresis i.e. different Re
for onset of transition for different flow conditions is observed. Like in the
Newtonian case, transition in the 50 ppm solution is still hysteretic, however
the hysteresis loop has decreased and already ends at Re ≈ 3800. Therefore the
transition scenario in the 50 ppm paam solution is similar to Newtonian case as
subcritical bifurcation is also exhibited in this case (fig. 6.7).
Time series of pressure signals of different conditions: laminar flow(blue
curve), flow with puffs in perturbed condition (black curve), flow with slugs in
unperturbed condition (red curve) and fully turbulent flow in 50 ppm solution
are plotted in figure 6.8. The standard deviation of the pressure signal acquired
over 3 D for 30 seconds for different Re is plotted in figure 6.9. The standard
deviation of the signal is normalized by the noise level of the sensor in the
absence of flow. As soon as the puffs appear in the flow due to perturbations,
the flow alternates between laminar and turbulent states. Because of the large
pressure fluctuations the standard deviation of pressure is very large. When
the flow becomes uniformly turbulent the pressure fluctuations saturates to
lower values, but substantially higher than the laminar levels. In unperturbed
state, when transition sets in at higher Re≈ 3900 slugs appear in the flow, the
fluctuation level is also higher than fully turbulent flow. This method provides
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Figure 6.10: Friction factors of water and 100 ppm Paam solutions
a more accurate way to determine the onset of turbulence than friction factor
measurements.
The same kind of measurements was carried out for a 100 ppm solution.
Figure 6.10 shows the friction factor for perturbed and unperturbed condition
of 100 ppm solution and water. The transition is still hysteretic and when com-
pared to 50 ppm the natural transition set in at earlier Re≈3000 and triggered
transition was delayed beyond Re ≈2100. As expected with increase of polymer
concentration in the flow, DR was higher than 50 ppm. Also the friction factor
seems to reach MDR at lower Re values if the downward trend is extrapolated
to MDR curve (red triangles both filled and unfilled). Figure 6.11 shows the
comparisons of the pressure fluctuations of 100 ppm solution and water. The
hysteresis loop in case of water i.e. the difference between the Re at which
natural transition takes place and the Re at which triggered transition sets in
is much larger than 100 ppm which on the other hand is smaller than that of
50 ppm. So in case of 100 ppm also the bifurcation is similar to hydrodynamic
case however flow cannot be held laminar beyond Re ≈ 3000.
6.2.3 Deviation from Newtonian stability
It will be a natural tendency to carry on the lifetime measurements with in-
creasing polymer concentration in the flow and measure the transition delay in
the flow. However when 200 ppm solution was used there were no puffs or slugs
in the flow. Due to lack of intermittency in the flow it was difficult to track the
transition point by visual inspection. This has been reported in earlier studies
(Escudier et al., 1999) where it was claimed that for highly drag reducing poly-
mer solutions, from a friction factor vs. Re curve it was difficult to track the
transition point as it smoothly deviates from the laminar friction factor curve.
Naturally lifetime measurements were not possible anymore.
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Figure 6.12: Friction factors of 300 ppm solutions
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Figure 6.13: Standard deviation of pressure signals in 300 ppm
Figure 6.12 shows the friction factor in 300 ppm solution of both perturbed
and unperturbed cases. In both cases the friction factor makes a smooth digres-
sion from laminar profile towards the MDR asymptote. Unlike 50 or 100 ppm
solutions there is no considerable rise of friction factor from the laminar profile
and subsequent decrease of friction factor towards the Virk’s asymptote. The
most striking fact is that friction factors in both the perturbed and unperturbed
cases are similar to each other and shows no dependence on perturbation. Since
there is no distinction between triggered transition and natural transition, hys-
teresis behavior is lost within limit of our experimental resolution. Earlier it was
observed that the hysteresis loop in 100 ppm is smaller than 50 ppm. Compar-
ison of the two friction factor diagrams (fig. 6.7 and fig. 6.10) may lead to the
conjecture that with the increase of polymer concentration in the flow hysteresis
behavior might disappear at certain concentrations. At 300 ppm solution the
conjecture is confirmed when it’s observed that the hysteresis really vanishes
with increase of polymer concentration. It is worthwhile to mention that fresh
200 ppm solutions also showed no hysteresis. However, 200 ppm solutions of 3
to 4 days old exhibited intermittent flows and puffs appeared in the flow. Due
to this ambiguity in transition behavior, it’s difficult to distinguish the criti-
cal polymer concentration from where Newtonian transition scenario changes.
Nevertheless, the classical subcritical bifurcation scenario is absent in 300 ppm
solution and a new type of instability sets in this regime of polymer concentra-
tion solutions. We don’t know if it’s a linear instability or not. It should be
noted that transition point could slightly vary due to minor differences in the
mixing procedure, difference in chemical features from one batch of polymers
to another or slight variation in the polymer quantity actually mixed in the
polymer solutions. Hence transition points in different runs could vary by as
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Figure 6.14: Friction factor of 500 ppm solution
much as 10 % due to these subtle differences. Still, in every run the absence
of hysteresis definitely confirms the deviation from the Newtonian subcritical
bifurcation.
At these high drag reducing polymer flows, due to lack of puffs or slugs it is
difficult to track transition by visual inspection at the pipe exit. To resolve these
situations, measurements of pressure fluctuations are very useful in tracking the
transition point. Figure 6.13 shows the pressure fluctuations diagram of 300
ppm solution. From figure 6.13 it is clear that pressure fluctuations rise from
laminar level at Re ≈ 2000 in both perturbed and unperturbed conditions.
Unlike previous pressure fluctuation diagrams of 50 ppm and 100 ppm, in 300
ppm solution there is no abrupt rise of pressure fluctuations as there is no
more spatial intermittency in the flow which can cause high standard deviation
in the pressure signal. Another contrasting fact discernible from figure 6.13
in comparison to figures 6.9 and 6.11 is that the pressure fluctuations show a
monotonic increase with the Re and doesn’t saturate at some values in uniformly
turbulent state.
Similar measurements are carried out for 400, 500 and 600 ppm solutions.
These set of solutions also showed the same type of transition as the 300 ppm
solution i.e. deviation from Newtonian transition. Figure 6.14 shows the friction
factor measurements in 500 ppm solution. Friction factor was measured till Re
15000. In figure 6.14 also there is a smooth deviation from the laminar friction
factor. Once the friction factor reaches MDR, it will remain on MDR. Figure
6.15 shows the pressure signal at different Reynolds number for 500 ppm. At all
Re flows are fluctuating throughout unlike at lower polymer concentrations (50
ppm, see figure 6.8) turbulent structures are not localized but appear globally.
The fluctuation level of the pressure signals are increasing with the increase
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Figure 6.15: Pressure signal in 500 ppm solution at different Re ≈(a)400 (b)1000
(c)3200 (d)5000. Pressure signals are rescaled to convert the mean value of the
signals to 1.
of Re. Based on figure 6.15, standard deviation of the pressure fluctuations is
calculated and shown in figure 6.16. Pressure fluctuations show deviation from
laminar level at very early Re ≈800. Deviation from laminar level at low Re
800 is drastically different from hydrodynamic turbulence. This behavior is pre-
viously observed (Forame et al., 1972; Zakin et al., 1977) and coined as ‘early
turbulence’ due to its appearance at Re lower than hydrodynamic cases (see
chapter 3.1.5 for further detail). Since this deviation from laminar behavior
at Re≈800 is not evident from the friction factor diagram 6.14, we needed a
more reliable measure of the onset of turbulence. In earlier studies (Escudier
et al., 1999; Park et al., 1989), streamwise velocity fluctuations were measured
to track transition in the flow. To measure streamwise velocity fluctuations
PIV or LDV techniques can be useful. So in another set of 500 ppm solution,
simultaneously PIV and pressure measurements were performed. Figure 6.17
shows a comparison of streamwise velocity fluctuations and pressure fluctuation
measurements. In both cases due to ambient noise non zero fluctuations of a
constant level are measured for laminar flow. Both signals start to rise above
the noise level at Re ≈1000. Even though the transition point varies from the
other set of measurements (figure 6.16 and figure 6.17) due to already discussed
reasons like slight differences in mixing procedure, transition points are compa-
rable and much lower than values for hydrodynamic turbulence. Hence both the
velocity as well as the pressure signals are equally well suited to determine the
transition points. Since pressure readings can be obtained more easily transition
points for all other concentrations were measured in this way.
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Figure 6.16: Pressure fluctuations at 500 ppm solution in perturbed and unper-
turbed condition
Figure 6.17: Comparisons of (a) velocity fluctuations and (b) pressure fluctua-
tions measured simultaneously by PIV and pressure sensor in 500 ppm
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Figure 6.18: The transition threshold to elasto-inertial turbulence is plotted for
different concentrations (red squares). The red line is a guide to the eye. The
green points mark the transition delay to ordinary turbulence. Consequently for
concentrations below 200ppm the elasto-inertial instability sets in at Reynolds
numbers where ordinary turbulence can already occur whereas in the D=4mm
pipe above 200ppm only the elasto-inertial instability is found
6.2.4 Elasto inertial instability
Based on the lifetime studies and pressure fluctuations measurements in the 4
mm pipe, the natural transition point for different polymer concentrations are
plotted in figure 6.18. The red squares in figure 6.18 signify the Re above which
deviation from laminar flow occurs. With the increase of polymer concentration
there is an an increase in relaxation times and hence viscoelastic effects. With
increasing viscoelastic effects natural transition Re can be lowered at Re as low
as 800. This instability at lower Re compared to Newtonian transition regime is
clearly a combined effect of inertia and elasticity. Hence the instability is called
as elasto-inertial instability. The reduction of naturally triggered transition Re
due to polymers is consistent with previous experimental observations where
the natural transition Re is lowered from 60000 in case of water to 8000-12000
for fresh polymer solutions (Draad, 1996). On the other hand, the green squares
symbolize the triggered transition in the flow when intermittent puffs arrive in
the flow. In contrast to the natural transition Re, in case of triggered transition
Re is increased with the increase of polymer concentration. So viscoelasticity
has a stabilizing effect in case of triggered transition.
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In the existing literature there were contrasting results on transition to tur-
bulence in pipe flow. Depending upon the pipe geometry and polymer concentra-
tion either transition delay or an earlier onset of turbulence has been reported.
The present study clarifies this seeming contradiction. Our study shows that
polymers delay the transition to Newtonian turbulence i.e. the ‘turbulent state’
is suppressed. At high shear flows an elasto inertial instability sets in causing
a different type of turbulence. In small tubes where shear rates are high and
for sufficient concentrations this instability will set in at low Reynolds numbers,
before any Newtonian turbulence exists. Hence we clarified that there are two
different types of turbulence and while ordinary turbulence becomes suppressed
with polymer concentration the threshold to elasto inertial turbulence decreases.
6.2.5 Role of critical shear rate
We next investigated the dependence of the transition point on the shear rate. In
addition to 4 mm pipe used above, pipes of D=2 mm and D=10 mm were used.
The shear rate (γ•) at a given Re for laminar state is inversely proportional to
square of the pipe diameter. The critical shear rate is estimated assuming the
flow to be laminar and parabolic until the instability sets in. Following calcula-
tion establishes the inverse square dependence of shear rate on pipe diameter:
γ•=∂u∂y=
∣∣∣∂(Umax(1−(r/R)2∂y ∣∣∣ where Umax , R are centerline velocity and pipe ra-
dius respectively. On the other hand at the same Re, Umax ∝ 1/R . Therefore
shear rate is inversely proportional to square of pipe radius.
In the preceding sections it is observed that Newtonian like transition oc-
curs until 175 ppm and above 200 ppm polymer concentration, Newtonian type
transition disappears. In case of 400 ppm or 500 ppm solutions deviation from
laminar level occurs at Re where hydrodynamic turbulence doesn’t exist. For
a 500 ppm solution in a 10 mm pipe, unlike 4 mm pipe, the instability is still
subcritical with a large hysteresis loop (figure 6.19). For the 10 mm pipe the
natural transition for water is Re ≈10000. In the case of 500 ppm the natural
transition is lowered to Re 6000 and the triggered transition takes place a little
above Re≈2000. Since the shear rate for the 1 cm pipe is 6.25 times smaller
than in the 4 mm pipe, a different bifurcation scenario is encountered here.
From figure 6.22 it can be observed that the critical shear rate for both cases of
transition in case of 500 ppm solution is almost same. The critical shear rate
which causes deviation from subcritical bifurcation in the 4 mm pipe for 500
ppm is encountered at much higher Re in case of 10 mm pipes. At this high Re
inertial effects are already dominant resulting in appearance of slugs. At lower
Re or at low shear rates since the polymers are not sufficiently stretched, hydro-
dynamic or inertial turbulence becomes dominant. Therefore in both triggered
and natural transition, puffs and slugs appear intermittently.
Then we did measurements in a 2 mm diameter pipe. Since in a 2 mm
pipe shear rate will be 4 times greater than that in a 4 mm pipe at same
Re, it is expected that the deviation from Newtonian transition will take place
at lower polymer concentrations. We started with 25 ppm polymer solutions.
Figure 6.20 shows the pressure fluctuations measurement of 25 ppm solutions.
Deviation from laminar profile starts as early as Re 1000. Also it is observed
that the fluctuations start from the laminar level independent of perturbation.
Again from figure 6.22 it is clear that the critical rate for 25 ppm solutions in 2
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Figure 6.19: (a)Friction factor and (b)pressure fluctuations in 500 ppm solution
in 10 mm pipe
mm and 4 mm pipes is same although the bifurcations are of different nature.
Additional measurements were carried out with 300 ppm solutions in 2 mm
pipe. From figure 6.21 pressure fluctuations studies show that transition sets in
at Re as early as 400. This observation suggest that this instability will occur
at even lower Re for smaller pipe diameters and higher polymer concentrations
opening up possibilities of better mixing in micro fluidic devices where mixing
is a tricky issue due to low Re.
Figure 6.22 shows that the critical shear rate for transition is decreasing
with polymer concentration. Elastic energy of the polymer solution increases
with number of monomers per unit volume i.e. polymer concentration (Gennes,
1990). Therefore it can be justifiably said that even at lower shear rates , cumu-
lative elastic energy due to minute stretching of individual polymer molecules
in a high polymer concentration flows is strong enough to create instability in
the flow. This same argument can be used for reduction in the onset of natural
transition Re with increase of polymer concentration (figure 6.18) Based on the
critical shear rate, the critical Weissenberg number is calculated based on the
shear rate in figure 6.23. Figure 6.23 shows that for 4 mm pipe the critical Wi
is increasing with ppm upto 300 ppm and then a decreasing trend once the de-
viation from subcritical bifurcation sets in from 300 ppm. The exhibited trend
is not conclusive enough for further claims.
6.2.6 Relevance of active and hibernating turbulence
Recent numerical simulations (Xi & Graham, 2010) claimed that during drag
reduction regime there are periods of ’active’ and ’hibernating’ turbulence when
wall shear stress increases and decreases respectively. It was argued that the
hibernating periods are insensitive to polymer dynamics. Hence MDR effect
occurs when the turbulent dynamics comprises mostly hibernating periods with
active periods few and far between. However the pressure signal time series
presented in figure 6.15 shows uniform intensity. No distinction can be observed
where the pressure signal seems to be of decreasing magnitude and increasing
magnitude with time. Therefore the claim, that MDR results from the satura-
tion in the fraction of hibernation periods over the whole time duration need to
be reexamined.
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Figure 6.20: Pressure fluctuations in 25 ppm solution in 2 mm pipe
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Figure 6.21: Pressure fluctuations in 300 ppm solution in 2 mm pipe
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In these cases transition occurs at the same critical shear rate. Hence unlike
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Figure 6.23: Dependence of critical Weissenberg number on polymer concentra-
tion
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6.2.7 MDR: an asymptotic state of elasto-inertial insta-
bility
When elasto-inertial instability sets in at lower Re compared to Newtonian
transition regime , the friction factor directly approaches the MDR asymptote
without any intermediate jump from the laminar level due to puffs or slugs in
the flow. Previous studies (White & Mungal, 2008) on DR claims that MDR
state is a modified version of hydrodynamic turbulence with reduced Reynolds
stress and appearance of polymeric stress. From our experimental studies it has
been observed that once the elasto inertial instability sets in at early Re, an
uniformly fluctuating state (figure 6.15)arises with increase of Re without any
excursion towards intermittent puff or slug regime. We therefore propose that
MDR state is not just a modified version of Newtonian turbulence weakened by
polymer actions, rather an asymptotic state of elasto-inertial instability.
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Chapter 7
Summary
7.1 Newtonian pipe flow
7.1.1 Results
Experiments on localized puffs in Newtonian pipe flow were carried out. In
earlier studies on other shear flows like PC flow and TC flow (Prigent et al.,
2002b; Barkley & Tuckerman, 2005), upon reduction from fully turbulent regime
to transition regime regularly spaced laminar turbulent stripes appeared in the
flow. The existence of a preferred spacing has led to the speculation that a wave-
length induced instability sets in preceding turbulence. Reduction experiments
were carried out in pipe flow. No preferred puff spacing has been observed.
However puffs are observed to appear at a vast range of distances. The appear-
ance of a puff at a given distance from downstream puff follows an exponential
process i.e. it doesn’t depend upon the preceding puff. The mean puff spacing
decreases with Re. Linear interpolation of the mean distance with Re suggests
that the mean puff spacing ceases to zero at approximately Re 2550-2600.
Subsequently periodic perturbation experiments were carried out. It has
been observed that above certain frequency of perturbations, puffs are so closely
spaced that their mutual interaction starts causing decay of the puffs eventu-
ally. The corresponding puff spacing is termed as interaction distance and is
observed to be independent of perturbation duration and amplitude. The inter-
action distance decreases with increase of Re. It has been observed that above
Re 2400 the influence of interaction distance on puff generation is diminished
due to puff splitting and merging. The interaction distance corresponds to the
maximum turbulent packing fraction in the transition regime. Elimination of
turbulence at low Re using the puff interaction process has been exhibited in pre-
vious works of Hof et al. (2010). Comparison of the minimum puff spacing and
interaction distance in pipe flow with laminar turbulent spacings of PC and TC
flow were observed to be of similar length scale. Overall from our experiments
it has been concluded that instead of a single wavelength instability, nearest
neighbor interaction process results the puff spacing. It has been proposed that
in an asymptotic time limit even if the regularly spaced puff spacing ultimately
appears, it will still result from the nearest neighbor interaction process instead
of long range wavelength instability.
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7.1.2 Future scope
We believe that this study will stimulate further investigations on the similarity
and differences in the localization process of different shear flows. Investigations
on the existence of interaction distance in plane Poiseuille flow is an interesting
problem also. Previously coupled amplitude equation also known as complex
Ginzburg-Landau equation was used to show the large scale finite wavelength
instability in TC and PC flow (Prigent et al., 2002b). It would be an interesting
project to simulate the laminar turbulent dynamics in the pipe transition using
Ginzburg-Landau equation.
7.2 Non Newtonian pipe flow
7.2.1 Results
Lifetime measurements were extended to Non Newtonian pipe flow using dif-
ferent polymer concentrations of polyacrylamide (paam). By lifetime measure-
ments transition delay is quantified. With increasing polymer concentration
transition delay is exhibited at higher Re. Hence viscoelastic effects of poly-
mer solution is stabilizing against triggered transition . With increasing poly-
mer concentration lifetime of puffs are reduced due to greater polymer actions.
Memorylessness of puff decay process is preserved even in presence of polymer
actions in the flow.
Friction factor measurements were done for different polymer concentrations.
At low polymer concentration flows Newtonian like transition is observed. Tran-
sition delay as well as reduction in natural transition Re is exhibited i.e. the
hysteresis loop compared to water is reduced. Reduction in natural transition
Re implies that viscoelasticity has a destabilizing effect in unperturbed flows.
The drag reducing capacity increased with Re and ultimately saturated at MDR
asymptote.
With increasing polymer concentration puffs or slugs were not observed in
the transition regime. Also the transition from the laminar flow happened at
same Re irrespective of perturbed or unperturbed conditions. Hence hysteresis
is lost and deviation from Newtonian transition occurs in the flow. At high
concentrations like 500 ppm, early transition is noticed as early at Re 800.
Previous studies have confirmed that this phenomena is early transition.
Further experiments in different pipe geometry ensured that critical shear
rate is the driving parameter in causing instability in the flow. If the critical
shear is reached at high Re greater than 2000 , inertial effects become dominant
and Newtonian like transition is observed. If the critical shear rate is observed
at Re less than onset of Newtonian elastic effects become dominant. Then elasto
inertial instability sets in. In that case no localised turbulence is observed and
the friction factor directly approaches the MDR asymptote. We propose that
MDR is an asymptotic state of this elasto inertial instability.
7.2.2 Future scope
Determination of the critical polymer concentration at which deviation from
Newtonian bifurcation happens should be more meticulously done. The in-
fluence of pipe geometry on this critical polymer concentration can be also
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studied. Flow devices where erratic pressure fluctuations during the transition
regime needs to be fully eliminated, can utilize the optimum amount of polymer
concentration to ensure a smoother transition from laminar state.
As critical shear rate is the driving parameter for elasto inertial instability,
smaller pipe geometry can induce instability at a lower Re. This provides an
opportunity for enhanced mixing in micro-fluidic devices.
MDR is proposed as an asymptotic state of elasto inertial instability. In order
to strengthen our claims, other viscoelastic fluids like surfactant solutions can
be also experimentally studied. Preliminary investigations showed the deviation
from Newtonian instability at certain concentrations (see Appendix A). However
more detailed studies are essential to confirm our claims.
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Appendix A
Surfactant drag reduction
A.1 Introduction
Surfactants are known to be DR agents on addition of minute amount in the
solvent (Mysels, 1949) . Just like polymers, for surfactants there is a satura-
tion limit for DR, also known as Zakin’s asymptote (Zakin et al., 1996). This
asymptote is lower than polymer MDR and given by the formula f=0.32Re−0.55
. Pipe flow of surfactant solutions also shows reduction in Reynolds stress and
decrease in radial and spanwise turbulence intensities (Chara et al., 1993; Myska
et al., 1996) . Drag reduction studies of surfactant solutions (Savins, 1967a)
have claimed that viscoelasticity of the surfactant solutions is responsible for
DR. However surfactants are less popular compared to polymers as greater DR
can be achieved with lower polymer concentration (Zakin & Bewersdorff, 1998).
However unlike polymers, surfactants can regain their original configuration af-
ter mechanical degradation due to high shear. The surfactants are effective as
DR agents only when the molecules are rod shaped and lose their efficiency in
spherical shapes. There exists a critical wall shear stress independent of pipe
diameter above which the surfactant solutions lose their DR property (White,
1967; Savins, 1967a). However the process is reversible i.e. the solution exhibits
DR behavior once the shear rate is lowered. DR behavior of surfactants is also
affected by temperature. Beyond a critical temperature, the surfactants lose
DR property.
Inspite of many differences with polymer DR there are certain similarities
with polymer DR. Our aim was to investigate whether elasto inertial instability
sets in pipe flows of surfactant solutions also to result in final asymptotic states
of MDR.
A.2 Setup
For our experiments Cetyl try methyl ammonium chloride (CTAC) is used as
surfactant and Sodium salicylate is used as counterions to generate the rod like
structures of the surfactant molecules in the surfactant solution. The different
surfactant concentrations are 75 ppm, 150 ppm and 400 ppm respectively. The
experimental setup is similar to that of Non Newtonian case. We used a pipe
of diameter 2mm and a length of 2 meters.
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Figure A.1: Friction factor measurements (perturbed and unperturbed condi-
tion) of pipe flow of 75 ppm surfactant solution in a 2 mm pipe
A.3 Results
Figure A.1 shows the friction factor measurements for 75 ppm surfactant solu-
tion. The friction factor diagram shows that the friction factor rises smoothly
from the laminar profile without any characteristic jump in the transition zone
like Newtonian cases. Also there?s no dependence on perturbation in the flow
implying the deviation from subcritical bifurcation.
Figure A.2 represents the friction factor measurements of 150 ppm surfactant
solution flow in a 2 mm diameter pipe. The friction factor stayed on the laminar
curve in the measured regime (Re¡ 2500). Figure A.3 shows the time series
of pressure signals at different Re. The mean values of the pressure signals
(measured in volts) are rescaled to 1 and different signals are superimposed on
each other for easier comparison. However a major discrepancy with time series
signal of polymer flows is possibility of high oscillations in the signal over time
instead of uniformly increasing fluctuations over time. There is a possibility of
time periodicity in the flow of surfactant solutions. Moreover, shear banding
in surfactant solutions may lead to another type of elastic instability (Britton
& Callaghan, 1999) . So much more detailed measurements need to be carried
out to extend our claims to surfactant solutions. Figure A.4 shows the pressure
fluctuation diagram for 150 ppm. Pressure fluctuations rise from laminar level
at a very low Re > 500 showing signatures of early turbulence.
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Figure A.2: Friction factor of pipe flow of 150 ppm surfactant solution
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Figure A.3: Pressure signals at different Re of 150 ppm surfactant solution in 2
mm pipe flow
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