pacity by precisely matching their tuning curve to the statistics of natural stimuli (Laughlin, 1981 vere problem, as any specific prediction derived from ceptor neurons, we find that their optimal stimulus the hypothesis depends crucially on the measured (or ensembles differ from the natural environment, but assumed) distribution of natural stimuli. In particular, largely overlap with a behaviorally important subnatural stimuli vary in their behavioral relevance, and ensemble of the natural sounds. This indicates that the set of behaviorally relevant stimuli often differs from the receptors are optimized for peak rather than avspecies to species, even for animals living in the same erage performance. More generally, our results sughabitat. Studies that are based on a heuristic collection gest that the coding strategies of sensory neurons of natural stimuli may thus undersample or even comare heavily influenced by differences in behavioral pletely miss features that are of utmost importance for relevance among natural stimuli. the investigated species. Furthermore, a sensory system may efficiently process stimuli that are not even Introduction encountered in nature. For instance, animals often prefer artificially enhanced ("supernatural") communicaSensory systems exhibit an astounding diversity in tion signals over those of potential mating partners form and function-from the chemosensation of arch-(Hauser, 1996). Accordingly, sensory systems may not aebacteria to mammalian vision-and are often exquiseek an efficient representation of natural stimuli per sitely adjusted to the natural environment of the spese; rather, their optimization may be heavily biased tocific organism (Hauser, 1996). Although their functional ward those natural stimuli that are behaviorally most reorganization reflects the particular evolutionary adaptalevant. tions, their design may also be guided by general prinIn order to investigate if and in which way a given ciples that hold across sensory modalities and species. sensory system is optimized with respect to its environ-A prominent candidate for such a general principle is ment, we here perform a systematic online search for the "efficient coding hypothesis," which was first forthe ensemble of stimuli that are encoded best, using mulated by Barlow more than 40 years ago (Barlow, the live responses of receptor neurons as a guide. The 1961; Simoncelli, 2003). The hypothesis asserts that attributes of the determined optimal stimulus ensemble sensory systems seek to provide an efficient represencan then be compared to the stimuli of the organism's tation of the complex and dynamic signals occurring in natural environment. This procedure provides an indean animal's natural environment. To achieve this goal, pendent test of the efficient coding hypothesis and may single sensory neurons should strive to fully employ ultimately lead to a better understanding of the general their information capacity in response to natural stimuli, principles that underlie the functional design of neural and different neurons should aim to operate as largely systems. To do so, we use a search technique that auindependent encoders. tomatically finds optimal stimulus ensembles under Various experimental findings support the efficient well-specified constraints. For concreteness, the qualcoding hypothesis. For example, it has been demonity with which stimuli are encoded will be quantified in strated that single neurons can use their full output caterms of the mutual information between stimulus and neural response. Finding optimal stimulus ensembles requires suffi-*Correspondence: machens@cshl.edu cient knowledge of the (probabilistic) stimulus-response
matical framework is straightforward, the high dimensionality of behaviorally relevant stimulus spaces seems to preclude any such attempt in neurobiological experiments, as it is impossible to completely cover the stimulus-response relation. Using a recently developed online algorithm (Machens, 2002) , we demonstrate that optimal stimulus ensembles can nevertheless be approximated through an iterative process.
We perform our studies on the auditory system of grasshoppers, for which much is known about the importance of specific signals in the acoustic environment. Grasshoppers use species-specific acoustic communication signals for mate selection and mate localization (von Helversen and von Helversen, 1994; Stumpner and von Helversen, 2001). These "calling songs" feature cues on time scales that range from a few seconds down to a few milliseconds. Correspondingly, the audi- Laughlin, 1981; Stemmler and Koch, 1999) . Given a distribution of stimulus intenmatch the natural stimulus ensemble. In Figures 1D and 1E, we illustrate this idea for grasshopper auditory resities in the world ( Figure 1B ), how should a neuron choose its input-output function to encode these intenceptor neurons. Figure 1D (blue line) shows the average firing rate of a neuron as a function of the sound intensities? Note that a neuron has only a finite range of responses. To avoid loss of information, the neuron sity of a pure tone. To obtain the OSE, we simply take the derivative of this input-output function ( Figure 1E , should therefore set its sensitivities such that most of the encountered intensities fall above threshold and blue line). So far, the calculation neglects that the number of below the saturation level. Information theory provides a rigorous solution to this problem: for a noiseless sysspikes in response to a particular sound varies from trial to trial due to intrinsic noise sources. If some retem, the neuron needs to construct its input-output function such that all response levels are used with sponses are more reliable than others, then information theory prescribes to use the reliable responses more equal frequency. This can be achieved if the neuron's input-output curve corresponds to the cumulative often than the unreliable and ambiguous responses. In this case, the OSE needs to be computed numerically probability distribution of the stimuli ( Figure 1C ). This way, the neuron uses its response range to obtain a (see the Supplemental Experimental Procedures available online). The solution is shown in Figure 1E (red high resolution of common events, without reserving large portions for improbable events. line). If the receptor neuron were to encounter sound intensities with these relative frequencies, then its firing This concept of efficient coding is invertible. Instead of taking the distribution of natural stimuli as given and rates would transmit the maximum amount of information possible, which is also called the information caask what the optimal input-output function is, we can also take a neuron's input-output function as given (Fig- pacity of the neuron (Cover and Thomas, 1991). Note that some of the probability has been shifted from stimure 1C) and then infer the distribution of stimuli that lets the neuron perform as an efficient device ( Figure 1B) . uli around 30-40 dB SPL (sound pressure level) to stimuli that fall below the threshold of the cell (<20 dB SPL). We will call this distribution the optimal stimulus en-These stimuli trigger the response "no spikes," which, response pairs. There are simply too many combinations. To circumvent this problem, we describe the in the absence of spontaneous activity, is produced with high reliability. To exploit this excess reliability, the stimulus ensemble by a small set of parameters. As the key step of our approach, we then use an iterative on-OSE features increased probabilities for stimuli with low intensities. line procedure (Machens, 2002) to determine the parameter values that come closest to the OSE. This These results demonstrate several important issues. First, the OSE is the result of a compromise. On the approach is explained in detail in the Supplemental Experimental Procedures. one hand, it should be designed such that the neuron generates all response symbols with equal probability;
For the present study, our stimuli are 80 ms sound snippets consisting of bandwidth-limited random amon the other hand, it should be designed such that the neuron avoids the production of noisy response symplitude modulations of a sine-wave carrier (Figure 2) . We characterize each snippet by its sample mean and bols. Second, the OSE is not unique. Since stimuli falling below threshold (<30 dB SPL) generate no spikes, standard deviation. Figure 2B shows ten such snippets with different means and standard deviations, as well we can replace them by stimuli that are even quieter, e.g., by shifting the leftward bump 10 dB to the left. The as the elicited responses. We assume that the OSE can be approximated by a Gaussian distribution over mean resulting ensemble is just as optimal as the ensemble shown in Figure 1E . We call this property an invariance and standard deviation of the snippets. To keep the graphics as simple as possible, we represent this of the OSE. In this context, we also note that the detailed shape of the OSE only marginally influences the Gaussian by a single contour line (an ellipse that is a single standard deviation from the center of the transmitted information. Whereas the OSE (red curve in Figure 1E ) yields an information rate of I opt = 29.3 bits/s, Gaussian) in the two-dimensional plane spanned by the sample mean and standard deviations of the snippets the blue ensemble is almost as good with I = 28.4 bits/s. That does not make the OSE arbitrary, however: the ( Figure 2A ). One step of the iterative algorithm on a single recepbulk of the probabilities must fall between 25 and 55 dB SPL, i.e., into the rising part of the neuron's inputtor neuron is presented in Figures 2A-2C . Starting with some initial choice for the Gaussian stimulus ensemble output function; other probability distributions would yield much lower bit rates. Third, we note that grass-(ellipse in Figure 2A ), a set of snippets is drawn and the neuron's responses to several stimulus repetitions are hoppers have several receptor neurons with different thresholds. Accordingly, the OSE of one neuron capmeasured (n = 10, cf. Figure 2B ). We then estimate the contribution of each snippet to the information rate, as tures only a part of the stimulus region that the peripheral auditory system is optimized for. In summary, the visualized by the size of the dots in Figure 2C . Figure 2D ) until the best Gaussian fit of the OSE is reached (black ellipse). Figure 2E illustrates the correbiological point of view: acoustic stimuli vary in time, and the precise timing of spikes conveys important insponding growth in information rates. After about 20 iterations, the information rates converge to a value of formation about song signals used by grasshoppers (Machens et al., 2001 (Machens et al., , 2003 .
I z 48 bits/s. In the remainder of this paper, we take a two-step approach to analyze the OSE under biologically more Optimal Stimulus Ensembles-Firing-Rate Code realistic conditions. In a first series of experiments, we
In a first series of experiments, we investigated the estimate the OSEs for time-varying stimuli while retainstimulus information encoded in the firing rate of the ing the assumption that neurons convey information in receptor neurons, which we determined in 80 ms wintheir firing rates. In a second series of experiments, we dows. For a single neuron, the results of the online prouse time-varying stimuli and consider the additional incedure are shown in Figure 3 . Final estimates of the formation due to the precise timing of spikes. In these OSEs, obtained from the same neuron in different runs latter experiments, we make full use of a neuron's poof the algorithm, are depicted as ellipses in Figure 3A . tential to convey information and therefore approximate In all cases, the iterative procedure converged to rather a neuron's true information capacity. This two-step prosimilar information rates (I z 47.4 bits/s). While the recess allows us also to investigate potential OSE differsulting stimulus ensembles are therefore all valid estiences for the two different read-out modes.
mates of optimal stimulus ensembles, they are not unique and thus reveal invariances in the neural inputoutput mapping.
Online Determination of Optimal Ensembles for Time-Varying Stimuli
To understand the properties of the OSEs, we compare them to the neural tuning curves, shown as conWhen moving from constant to arbitrarily fluctuating sound intensities, it becomes technically impossible to tour lines in Figure 3A . Along the x axis (mean of the stimulus snippets), each OSE is located such that it map the stimulus-response relation for all stimulus- tion of the stimulus snippets in the present setting. The observed invariances are a result of the dimensional reduction of the input-output mapping, from a highdimensional stimulus space into the one-dimensional covers almost the full range of firing rates. Hence, the ensembles make use of all response symbols. As noted firing rate. That does not mean that the OSE is arbitrary, however, since there can also be variant directions above, the OSE should stay away from stimulus regions along which the OSE is uniquely determined. Within the presently assumed read-out mode, the stimulus mean could be a candidate for defining such a variant direction. However, the differences in the probability distributions in Figure 3C demonstrate that the OSEs are not uniquely determined along the mean of the stimulus snippets either. In fact, a simple transformation of the stimuli yields a much better approximation of the variant direction for the investigated receptor neurons: given the threshold and saturation point for a cell, we clip the snippets at these two values, i.e., we set all stimulus values below threshold to the threshold value and all stimulus values above the saturation point to the value of the saturation point. For each snippet, we can then calculate the mean intensity after this transformation, which we call the "clipped stimulus mean." When we recompute the Gaussian fits using these clipped stimulus means, the three distributions become nearly identical ( Figure 3D ). Despite the high dimensionality of the stimulus space, the OSEs for the ratecode paradigm can therefore be condensed into a onedimensional distribution over the clipped stimulus means.
The efficient coding hypothesis thus suggests that responses and therefore a high response entropy. This output patterns; to obtain reliable estimates of the stimdemonstrates that stimuli that fluctuate strongly (stanulus-response relation, we therefore used 25 repetitions dard deviation z10 dB) achieve a high response enof every stimulus (see the Supplemental Experimental tropy. To drive the neuron reliably, the optimal stimulus Procedures for the reliability of these estimates).
ensemble should also lead to a low noise entropy, An example for an OSE thus obtained is shown in which quantifies the average variability in response to Figure 4 . This OSE focuses on stimulus snippets with the exact same stimulus and therefore serves as a mearelatively large standard deviations (z10 dB) and with sure of the trial-to-trial variability. Figure 4C shows the means around 48 dB SPL. Moreover, the OSE is much local noise entropy for snippets with a given mean and narrower along the x axis (mean of the stimulus snipstandard deviation. Accordingly, the noise entropy varpets) than before, clinging to a regime of intermediate ies mostly with the mean of the stimulus snippets: low firing rates z200-300 Hz. These findings were repromeans lead to reliable responses, high means lead to duced in all investigated cells. Hence, the OSEs for a unreliable responses. On the basis of these characteristiming read-out differ strongly from the OSEs for a ratebased read-out.
tics of the stimulus-response relation, the algorithm has
Figure 5. Examples of Snippets s Sorted According to Their Probabilities p(s) and the Respective Responses
The OSE assigns a probability p(s) to every snippet tested. This probability is indicated in ppm by the second number in each panel. The first number specifies the rank of each stimulus when sorted by its probability. Accordingly, the snippets in the top row do not contribute to the Figure 5 , sorted by the probabilities p(s) assigned to them in the OSE. The first thresholds of the cells, we represent the Gaussian OSE fits relative to the stimulus mean for each cell. For the row contains examples with unreliable spiking and correspondingly small probabilities p(s). In the last row, rate read-out, the optimal stimulus ensembles (r-OSEs) fully cover the receptor's dynamic range of around 20-some examples led to exactly the same spike pattern in all 25 trials and are therefore associated with large 30 dB, which is given by the rising part of the tuning curve ( Figure 6A ). For higher standard deviations, the probabilities p(s). While large-intensity fluctuations are necessary for such high spiking reliability, they are by r-OSEs broaden along the axis of stimulus means. This broadening reflects the broadening of the neuron's tunno means sufficient: the middle row shows some counterexamples of stimuli with large fluctuations that do ing curve for stimuli with larger standard deviation, as shown by the larger spread of the iso-firing-rate lines not lead to reliable spiking. These snippets have mean intensities around 50 dB SPL and therefore fall into in Figure 3A . Note that these changes in the neuron's tuning curve are not caused by adaptation mechastimulus regions with high noise entropy (red region in Figure 4C ). Furthermore, a detailed analysis of the OSE nisms, but by an invariance in the neuron's input-output mapping. For the timing read-out, we find that the optishows that response symbols corresponding to repetitive firing at the maximum rate are used less frequently. Figure 6C , we show the mean and standard deviations of a random sample of 20 ms-long sections from an ensemble of environmental sounds (green) and an ensemble of grasshopper songs (magenta). The ellipses denote the contours of Gaussian fits to these ensembles. While both ensembles partially match the r-OSEs, there is a clear mismatch with the t-OSEs. Hence, neither ensemble in itself provides the stimulus statistics required to fully employ the information capacity of the receptor neurons.
OSE, as also suggested by the highly unreliable responses (spike rasters, spikes binned at a resolution of 2 ms). The snippets in the bottom row (and hundreds of others not shown) are distinguished by the high reliability (small noise entropy) and mutual distinction (leading to a high response entropy) of the respective responses. Whereas the snippets in the bottom
The choice and design of the two stimulus ensembles is, of course, a somewhat arbitrary division of natural sounds. Rather than focusing on predetermined stimulus ensembles, we can also ask which particular natural stimuli match the statistics of the t-OSEs. For each sample segment of the natural sounds, we can determine how well it matches the parameters of the OSE. We therefore split the natural stimulus snippets into two sub-ensembles, one of which closely matches the statistics of the t-OSEs ( Figure 6D, red ensemble) while the other contains all the remaining sound segments ( Figure 6D, blue ensemble) . In turn, we can take a closer look at the natural sound segments that are covered by the t-OSEs. Since almost all of these sound segments come from grasshopper songs, we show their occurrence in these songs in Figure 6E . Here, stimulus segments that fall into the range of the t-OSEs are colored red; all other stimulus segments are colored blue. In the examples shown, the red sections usually mark the transient onsets of song "syllables" whose that fully utilize the information capacity of a specific
The red sections mark the on-and offsets of rhythmic subpatterns model system, the auditory periphery of grasshoppers.
(called syllables) which are of specific behavioral relevance. (F) Information rates for the rate read-out. Shown are the information rates for six different stimulus ensembles, each data point corresponds to measurements from one cell. The labels "Environment" and "Grasshoppers" refer to the natural sound ensembles in (C), lus ensembles, the ensemble of environmental sounds (green) the labels "High SD Sounds" and "Low SD Sounds" to the natural leads to the smallest information rates, while the red sub-ensemble sound ensembles in (D).
of grasshopper sound sections leads to the highest information (G) Information rates for the timing read-out, same format as in (F), rates, which are similar to those reached by the Gaussian fits to but note the different scale on the y axis. Among the natural stimuthe t-OSEs (black).
These optimal stimulus ensembles can be calculated optimal for even higher standard deviations than those occurring at the particular features of the communicafrom the stimulus-response relation. If the recording time does not suffice to measure the full stimulustion signals. Accordingly, the parameter values of some OSEs exceed the naturally occurring range. Since sevresponse relation, OSEs can be approximated from the system's responses by use of an iterative online algoeral animal species are known to prefer supernatural communication signals to those of potential mates rithm.
The OSE can subsequently be compared to the en-(Hauser, 1996), our observation raises the hypothesis that it may be possible to find neural correlates of this semble of natural stimuli and thereby allows us to identify the aspects of the natural world that the sensory preference already at early stages of the system. Whether female grasshoppers prefer male songs with neurons encode best. In general, this comparison will be subject to assumptions made about the neural supernatural syllable on-and offsets remains a question for further investigation. code, i.e., the context in which a sensory neuron is embedded. Here, this context is given by the read-out
We therefore We have shown in this work that, for a specific neural system, OSEs can be obtained from electrophysiologi-
