ABSTRACT Inter-datacenter networks need to support datacenter communication with the end-users, as well as content replication and synchronization between datacenters in a reliable manner. This paper presents a survivable manycast, anycast and replica placement strategy for optical inter-datacenter networks resulting in reduced overall network resource consumption.
II. SURVIVABLE MANYCAST, ANYCAST AND REPLICA PLACEMENT: S-MARP
For a given set of contents, DC nodes and user demands, the survivable manycast, anycast and replica placement (SMARP) problem aims at determining the DC nodes to host the content replicas and establishing a set of connections to support the user-DC and DC-DC traffic in a survivable manner such that the total amount of resources assigned to all connections is minimized.
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A. Problem Definition
Given is a network topology modeled as a graph
, where a subset of nodes D ∈ V D ∈ V D ∈ V host datacenters. A set of contents C C C is also given, where k k k replicas of each content need to be placed at different datacenters. A set A A A of user demands is also given, where each demand is defined by a source node s ∈ V and requested content c ∈ C. The objective of the S-MARP problem is to determine the locations of all replicas for each content, establish a multicast light-tree among nodes hosting replicas of a particular content, and set up a working and a backup path between the source node of each user request and a DC, such that the total length of established paths is minimized. To protect user demands from different types of failures, we apply dedicated path protection and consider three variants of S-MARP, described as follows. The link-disjoint S-MARP, denoted as S-MARP-L protects user requests from failures along working paths by assigning link-disjoint backup path that connects the source node to the same DC as the working path. The DC-disjoint S-MARP, denoted as S-MARP-DC, provides protection from link-and DC-failures by assigning a backup DC different from the working one, as well as a link-disjoint backup path. Finally, we also consider the optional variant of S-MARP, denoted as S-MARP-O, where the backup path is allowed to use any DC that results in the lowest overall cost of the established solution.
B. Integer Linear Program for the Survivable MARP Problem: S-MARP
Input parameters:
a directed graph where V is the set of vertices that represent the network nodes, E is the set of edges that represent the network links; C C C: set of contents; D ∈ V D ∈ V D ∈ V : set of datacenter locations; k k k: number of needed replicas for each content; M M M: set of manycast demands (d, c), where d ∈ D is the root/main datacenter for content c ∈ C; A A A: set of anycast demands (s, c), where s ∈ V is the source node and c ∈ C is the requested content; W W W: set of available wavelengths;
set of constants with values such thatˆl
K l Kˆl, used for assigning a unique identifier to each node of D;
∈ {0, 1}-equal to 1 if w ∈ W is used on link (i, j) ∈ E for manycast demand (d, c) and 0 otherwise;
∈ Z-denote the order of vertices included in the route tree for manycast demand (d, c);
∈ {0, 1}-equal to 1 if w ∈ W is used on link (i, j) ∈ E for working lightpath of anycast demand (s, c) and 0 otherwise;
∈ {0, 1}-equal to 1 if w ∈ W is used on link (i, j) ∈ E for backup lightpath of anycast demand (s, c) and 0 otherwise; 
Constraints
The objective (1) is to minimize the number of wavelength-links required to establish the requested manycast light-trees and survivable anycast lightpaths. Constraint (2) selects k locations for content replicas. Constraints (3) (4) (5) (6) (7) (8) are used to build each manycast light-tree. Constraint (3) specifies that there must be at least one wavelength associated with content c outgoing from the main DC node. Constraint (4) prohibits any incoming wavelengths to the main DC location. Constraint (5) ensures that the destination nodes of each tree host the associated content replicas. Constraint (6) specifies that each node other than the main DC can have outgoing wavelengths only if it has incoming wavelengths. Constraint (7) ensures that nodes which are not in the set of possible DC locations and have an incoming wavelength must have at least one outgoing wavelength. Note that the last two constraints (i.e., constraints (6,7)) differ from the flow conservation constraints, since the number of outgoing wavelength links for intermediate nodes in a light-tree can be greater than the number of input wavelength links due to branching of the tree. Constraint (8) prevents the formation of loops in established paths. Constraints (9,10) enforce the wavelength continuity constraint for manycast light-trees.
Constraints (11) (12) (13) ) are used to establish the anycast working lightpaths. Constraint (11) enforces flow conservation for each working lightpath by making sure that the number of outgoing and incoming wavelength links is equal for every node along its path, except for the source node of the demand and the selected destination DC node. Constraint (12) ensures that only one DC is assigned per anycast working lightpath. Constraint (13) guarantees that a DC can be selected for a working lightpath 
III. NUMERICAL RESULTS
The performance of the proposed approaches is evaluated and compared to alternative strategies for manycast and anycast RWA for replica placement that minimize the network resource usage for each type of traffic independently. The first strategy, denoted as Survivable Anycast-First (SAF), first finds an optimal RWA along with replica placement for the survivable anycast demands and then uses this replica placement as input for finding the RWA for the inter-DC traffic. Note, this second step implies solving the multicast RWA problem (not manycast) since the destination nodes are known. The second strategy, denoted as Survivable Manycast-First (SMF), first solves the manycast RWA problem optimally for inter-DC traffic and then uses this replica placement to solve the anycast RWA problem for the survivable user-driven demands. Similar to SMARP, three different cases, i.e., link-disjoint, DC-disjoint, and optional are considered for SAF and SMF. All ILP formulations are solved by running the commercially available CPLEX on the 16 node European topology with 21 bidirectional fiber links, each one supporting 128 wavelengths [11] . 10 test cases were run for each strategy with the values of C, D, and k set to 10, 8, and 3, respectively. Fig.1(a) shows the overall resource usage obtained by all three S-MARP variants as well as the corresponding versions of SAF and SMF. In all test scenarios, S-MARP-O obtains the lowest resource usage. Compared to the SMF-O and SAF-O, S-MARP-O reduces the resource usage by 16% and 7%, respectively. When backup paths are limited to connect to the same DC as the corresponding working paths, compared to the SMF-L and SAF-L, the S-MARP-L approach reduces the resource usage by 12% and 9% on average, respectively. The savings are comparable for the DC-disjoint approaches, where the average resource usage of S-MARP-DC is by 19% and 12% lower than the one obtained by SMF-DC and SAF-DC, respectively. When different versions of S-MARP are compared, the S-MARP-O performs the best due to the highest degree of flexibility. Interestingly, the S-MARP-DC variant which forces the working and backup paths of a same demand to connect to distinct DCs obtains 22% lower resource usage than S-MARP-L which connects both paths to the same DC. A similar trend is also present for the DC and L variants of the SMF and SAF approaches. This indicates the ability of the algorithm to optimally place content at different DCs so as to provide survivability from DC failures at a lower overall network resource usage. Fig.1(b) and Fig.1(c) break down the total resource usage into the resources used for lightpaths serving the user-DC traffic and light-trees serving the DC-DC traffic. SMF obtains the highest lightpath resource usage in all three variants, due to the fact it establishes multicast communication between DCs first, before proceeding to serving the user demands. Consequently, it yields the lowest light-tree resource usage ( Fig.1(c) ) for all three variants. Conversely, the SAF approach obtains the highest light-tree resource usage ( Fig.1(c) ) because it begins by minimizing the network resources needed to support user-DC communication. Consequently, it obtains the lowest lightpath resource usage ( Fig.1(b) ). The proposed S-MARP approach obtains a favorable trade-off between the resources used for user-DC and DC-DC communication compared to the benchmarking approaches that prioritize either type. For instance, S-MARP-O uses the same amount of resources for user-DC lightpaths as SAF-O, while reducing the DC-DC light-tree resource usage by 23%. Compared to the SMF approach, it can also be noticed how S-MARP-O trades off the minimization of the overall resource usage ( Fig.1(a) ) for a slight increase of the total light-tree length ( Fig.1(c) ).
IV. CONCLUSION
This paper studies the problem of manycast and anycast routing and replica placement in datacenter networks to guarantee user demand survivability in the presence of single link and DC failures. By considering three variations of the S-MARP problem, we investigate the tradeoffs between the usage of network resources to support user-DC lightpaths and DC-DC lighttrees necessary to protect from link and/or DC failures. Compared to approaches that solve the routing of user-DC and DC-DC traffic subsequently, along with finding the corresponding replica placement, the S-MARP approach is capable of obtaining the lowest overall resource usage.
V. ACKNOWLEDGMENT
This work was jointly supported by the Swedish Research Council (VR) framework grant No. 2014-6230, Celtic-Plus subproject SENDATE-EXTEND funded by Vinnova, and H2020-ICT-2014 project 5GEx (Grant Agreement no. 671636), and Spanish Grant TEC2014-53071-C3-1-P (ONOFRE).
