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ABSTRACT OF THE DISSERTATION 
 
Video Bioinformatics: Human Embryonic Stem Cell Analysis With Machine Learning 
 
by 
 
Benjamin Xueqi Guan 
 
Doctor of Philosophy, Graduate Program in Electrical Engineering 
University of California, Riverside, December 2019 
Dr. Bir Bhanu, Chairperson 
 
Human Embryonic Stem Cell (hESC) have a great potential for regenerative 
medicine to provide treatments for Parkinson’s disease, Huntington’s disease, Type 1 
diabetes mellitus, etc. Consequently, hESC are often used as a model in the biological 
assay to study the effects of chemical agents on the human body. Video analysis plays an 
important role for biological assays in the field of prenatal toxicology and stem cell 
differentiation. This thesis introduces machine learning techniques for detection, 
segmentation and classification for hESC analysis. For the detection, a bio-driven 
algorithm was used to detect cell regions in hESC images. Cell region detection is 
essential in stem cell focused analysis. It can prevent background information from 
contaminating the analysis and put more emphasis on processing the cell region. For the 
segmentation part, a bio-inspired method was proposed for bleb extraction and analysis 
over time. Bleb formation is a strong health indicator of the stem cell undergoing 
chemical reactions. Therefore, it is significant to biologist to analyze the formation 
process over time. For the classification, a deep learning structure was built with both 
labeled and unlabeled hESC data to classify the six common classes in stem cell images. 
The six classes are: 1). cell clusters, 2). debris, 3). unattached cells, 4). attached cells, 5). 
vii 
dynamically blebbing cells, and 6). apoptotically blebbing cells. Various results are 
provided on real video datasets collected using a phase contrast microscope and a Nikon 
Bio-station. 
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CHAPTER 1 Introduction 
 
Video Bioinformatics is an emerging field in providing solutions to biologists’ 
need for faster and easier ways to analyze large volumes of video data. The biologists 
who study human embryonic stem cells (hESC) have to deal with stem cell videos every 
day, and the analysis of videos is a laborious manual process. It is important to use the 
information from time lapse videos to study hESC’s behavior during exposure to various 
chemical agents. Most stem cell videos are taken with the phase contrast microscopy. It is 
challenging to analyze these videos automatically.  The low signal to noise ratio (SNR) of 
the phase contrast images makes it hard to analyze the contents in the image. 
Consequentially, machine learning techniques such as segmentation, detection and 
classification are explored for automated and fast analysis in hESC. In order to have a 
sound system, modularization structure must be implemented. Modularized components 
allow for flexibility and adaptability in the system [1] [2] [3]. We consider detection, 
segmentation and classification as three separate modularized components or subsystems. 
Detection, segmentation and classification subsystems are addressed as individual 
chapters in this paper. 
For detection component, we introduced a bio-driven algorithm that detects cell 
regions automatically in hESC images obtained using a phase contrast microscope. The 
algorithm uses both statistical intensity distributions of foreground/hESC and 
background/substrate as well as cell property for cell region detection. The intensity 
distributions of foreground/hESC and background/substrate are modeled as a mixture of 
two Gaussians.  The cell property is translated into local spatial information. The solution 
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of the algorithm is optimized by parameters of the modeled distributions and cell regions 
evolve with the local cell property. This chapter validates the method with various videos 
acquired using different microscope objectives. In comparison with the state-of-the-art 
methods, the proposed method is able to detect the entire cell region instead of 
fragmented cell regions. It also yields high marks on measures such as Jaccard similarity, 
Dice coefficient, sensitivity and specificity.   Automated detection by the proposed 
method has the potential to enable fast quantifiable analysis of hESC using large datasets 
which are needed to understand dynamic cell behaviors. 
For segmentation component, we proposed a bio-optimized method for 
segmentation of hESC blebs in videos. Full bleb formation consists of bleb expansion and 
retraction. The bleb changes its size and image properties dynamically in both processes. 
The proposed method uses adaptive parameters in segmentation algorithms for bleb 
region detection during both processes.  The adaptive parameters are found by using an 
optimization metric. The metric parameters are derived from model fitting of bleb area 
change over time for both bleb processes.  Through model fitting, we observed that both 
processes showed different rates in change of area over time. Therefore, two models are 
used in the optimization metric. In comparison to complete manual analysis, the proposed 
method provides a fast and accurate method to analyze videos of bleb expansion and 
retraction. 
For classification component, we present random network (RandNet) with 
autoencoded feature extractor for the classification of human embryonic stem cells. 
Automated understanding of hESC videos is essential for the quantified classification and 
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analysis of various states of hESC in experimental work. A video of recently plated hESC 
can be regarded as a set of frames that are composed of a total of six classes: 1) cell 
clusters, 2) debris, 3) unattached cells, 4) attached cells, 5) dynamically blebbing cells, 
and 6) apoptotically blebbing cells. This method focuses on using ensemble concepts and 
deep learning techniques to develop a classification model for hESC classification. The 
proposed method also compared with current state-of-art deep learning methods. 
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CHAPTER 2 Related Works and Contributions 
 
 
2.1 Cell Region Detections 
In this section, we discuss detection algorithms. K-means algorithm and mixture 
of Gaussians using an Expectation-Maximization (EM) algorithm are widely used 
techniques for image segmentation. K-means segmentation algorithm by Tatiraju et al. 
[4] considered each pixel intensity value as an individual observation. It partitions these 
observations into K clusters in which each observation belongs to the cluster with the 
nearest mean intensity value [5] [6]. However, the method does not consider the intensity 
distribution of its clusters. In contrast, the mixture of Gaussians segmentation method 
using the EM (MGEM) algorithm proposed by Farnoosh et al. [7] depends heavily on 
intensity distribution models to group the image data. The MGEM method assumes the 
image’s intensity distribution can be represented by multiple Gaussians [4] [8] [9]. 
However, it does not take into account the neighborhood information. As a result, 
segmented regions obtained by this above algorithms lack connectivity with the pixels 
within their neighborhoods. This lack of connectivity of a pixel with its neighborhood 
pixels is due to the following two characteristics of hESC images: i) an incomplete halo 
surrounds the cell body; ii) cell body intensity values are similar to the substrate intensity 
values [10].   
2.2 Computational Models for Blebbing in Biology  
In this section, we discuss the formulation of computational models for blebbing 
in biology. This idea on computation models gave rise to Chapter 4 on bio-optimized 
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segmentation of blebs in human embryonic stem cell videos. Charras et al. [11] [12] 
reasoned that blebbing depends on parameters such as pressure, membrane-cortex, 
adhesion energy and membrane tension of a cell. The plasma membrane of a hESC is 
attached under tension to a cortex of filaments. If the connection with the filaments is 
weakened, a bleb is produced by an event of pouring cytoplasmic fluid into the weakened 
region. When the growth of the bleb stops, the bleb either retracts or stays the same. If an 
actin cortex reforms under the bleb membrane, retraction is likely to occur and is driven 
by myosin-II.  
StryChalski et al. [13] assumed that blebbing occurs due to detachment of the 
cytoskeleton from the plasma membrane, which produces a pressure-driven flow of 
cytosol toward the area of detachment and into the area of expansion. They proposed a 
computational model of blebbing based on the mechanics of intracellular fluid, the actin 
cortex, and the cell membrane. The model considers the bleb formation time as a function 
of parameters derived from cytoplasmic properties [13]. A similar model also has been 
proposed in [14]. Derived from the aforementioned concepts, we proposed a bio-
optimized segmentation method for both cell expansion and retraction in video. 
2.3 Human Embryonic Stem Cell Classification 
In this section, we will solely focus on the classification component. There has 
been very limited work for building an automated classification system for stem cells in 
video with both labeled and unlabeled datasets [15]. Niioka et al. used convolutional 
neural network (CNN) to study cellular differentiation from myoblasts to myotubes [16]. 
Their classification model was built upon the concept that cellular morphology changes 
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during differentiation, and this feature was easily captured in stained fluorescent images. 
In addition, Xie et al. worked on fluorescent images with CNN for cell counting [17]. 
Although they have a successful experiment, but their classification problem was simple 
since their images contained only circular dots. Chang et al. also used CNN for human 
induced pluripotent stem cell regions classifications [18]. Their study focused on 
classifying cell cluster patterns. The dataset used in the works by Niioka [16], Xie [17] 
and Chang [18] came from experiments that use staining techniques; staining is a very 
intrusive technique to be used on cells for contrast enhancement. However, our hESC 
experiments were done without staining.   
Similar work on stem cell classification with phase contrast images was proposed 
by Theagarajan et al. [19] [20]. They suggested using a generative method to train the 
network and classify real data. However, they did not consider realistic unlabeled data 
which can be efficiently generated for training; typical generative methods have huge 
computational cost for synthetic dataset generation as well as training with a large set of 
synthetic data. Therefore, this Chapter proposed on using the unlabeled data (without the 
use of generative methods) for model training and fine-tuning the model with labeled 
data. 
We have made three contributions in this Chapter. First, we introduce the concept 
of creating a modularized system to automatically segment and classify hESC in video. 
Second, we introduce the concept of building feature extractor with unlabeled data. 
Third, we incorporate ensemble methodology into random network. Finally, we provide 
experimental results and compare them with state-of-the-art techniques.  
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CHAPTER 3 Bio-Driven Cell Region Detection in Human Embryonic 
Stem Cell Assay 
 
Human embryonic stem cells (hESC) are pluripotent cells derived from the inner 
cell mass of blastocysts, and in culture, they closely resemble epiblast cells of 
gastrulating embryos [21] [22]. Due to fact that hESC have the ability to self-renew 
indefinitely and to differentiate into all three germ layers (ectoderm, endoderm, and 
mesoderm), they are widely used in research designed to tap their potential for treating 
degenerative diseases. In addition, hESC provide one of the best models currently 
available for assessing the toxicity of environmental chemicals on prenatal development 
[23] [24]. 
Application of video bioinformatics tools to hESC problems can greatly 
accelerate research in both regenerative and preventive medicine. As an example, a video 
analysis method for quantifying the rate of hESC colony growth was used to evaluate the 
toxicity of cigarette smoke from conventional and harm reduction cigarettes [25] [26]. 
The hESC were imaged over time using a high content Nikon BioStation IM incubation 
unit equipped with a phase contrast microscope. Time-lapse videos were evaluated 
quantitatively for colony growth during treatment with cigarette smoke. Analysis showed 
that side-stream smoke from “harm reduction” brands of cigarettes was as harmful as or 
even more harmful than side-stream smoke from a conventional brand [25].  
Cell region detection using the BioStation’s cell analysis software is done either 
manually or in a semi-automatic manner [26]. The fastest rate at which BioStation IM 
can collect data is one frame per two seconds. In the current study, a new video 
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bioinformatics tool is developed to further enhance the analysis of hESC video data. With 
this new tool, cell regions are detected using a bio-driven algorithm that uses a mixture of 
two Gaussians and exploits properties of hESC. Once cell regions are detected, 
quantitative data can be utilized to determine the rate of hESC growth and numerous 
other parameters related to it such as its blebbing and attachment behavior. Therefore, 
high sensitivity and specificity on cell region detection are significant. Most importantly, 
the proposed method requires only 1.2 seconds of processing time per frame on a laptop 
with a Intel(R) Core™ 2 Duo CPU processor that run at 2.53GHz, it can perform cell 
analysis concurrently with the BioStation which is collecting live video data. The 
establishment of an automated and accurate cell detection tool is valuable and necessary 
for studying dynamic processes in hESCs. 
 
3.1 Motivation 
State of the art CL-Quant software [27] for bioinformatic image analysis requires 
users to make a recipe for the experimental data and the recipe is created with the data 
itself. It is semi-automatic, and its performance is heavily depended on the recipe maker. 
Our proposed method is intended to solve the connectivity problems by using cell 
property as well as the cell and substrate intensity distributions. Figure 1 show the 
connectivity problems in image for cell region detection: incomplete halo and similar 
substrate intensity values around the cell. The cell property manifests itself in spatial 
information where cell regions have a high intensity variation. This variation in cell 
region is due to the organelles inside the cell. We evolve the cell regions based on spatial 
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information until the optimal intensity distributions of background (substrate) and 
foreground (hESC) regions are obtained. The optimization is done on the original image 
and the spatial evolution is based on the spatial characteristic. The proposed method is 
bio-driven, fast and automated. 
 
3.2 Technical Approach 
In this subsection, we first explain the optimization metric modeled as a mixture 
of two Gaussians, and its convergence. We then elaborate on hESC property as spatial 
information. The handling of noise and over-segmentation are also discussed in this 
section. For the convenience of a reader, a summary of the symbols used in this chapter is 
provided in Table 1. 
3.2.1 Optimization Metric 
The hESC were cultured in vitro using methods described in detail previously 
[28]. The hESC are grown in culture dishes coated with a layer of substrate (Matrigel). 
The substrate becomes the background after the hESC are placed on its surface. 
Therefore, we model a hESC image with two regions of interest: foreground and 
    
Figure 1 (a)-(b). Cells with incomplete halo and similar substrate intensity values. 
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background. Figure 2 shows that the intensity distributions of these regions are similar to 
a mixture of two Gaussians with different means and variances. Consequently, we model 
the intensity distribution of foreground (cell region with a mean μf and variance σf
2) and 
background (substrate region with a mean μb and variance σb
2) as the mixture of two 
Gaussians.  Figure 3 shows our model. 
With this model, we then want to maximize the absolute difference of two mean-
to-variance ratios (MVRs); the absolute difference of the foreground MVR and 
background MVR. The MVRs of the foreground and background datasets are calculated 
by the following equations [29].  
                                    MVRf =
μf
σf
2                                        (3.1) 
                                   MVRb =
μb
σb
2                                       (3.2)       
where MVRf and MVRb are the MVRs for the foreground and background datasets 
respectively.  
Table 1 Definition of the Symbols Used in This Chapter 
Symbol Definition 
𝑀𝑉𝑅 Mean-to-variance ratio 
𝑀𝑖 Optimization metric 𝑀 at the 𝑖𝑡ℎ iteration 
F Foreground/cell region 
B Background/substrate 
𝜎𝑓
2 Foreground intensity variance  
𝜎𝑏
2 Background intensity variance 
𝜇𝑓 Foreground mean intensity value 
𝜇𝑏 Background mean intensity value 
G Squared gradient magnitude of image 
𝐼𝐺  Spatial information/high intensity variation due to organelles in the cell 
𝐻 Normalized low pass Gaussian mask 
𝐼𝐹 Filtered Image 
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 The optimization metric M is formulated as: 
                          M = |MVRf − MVRb|                               (3.3) 
Substituting (3.1) and (3.2) into (3.3), we get the following. 
 
Figure 2  Foreground and background intensity distributions for each data set. 
 
Figure 3  Intensity distribution models of foreground and background. 
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                              M = |
μf
σf
2 −
μb
σb
2|                                         (3.4) 
Equation (3.4) shows the metric that is used to determine how much the cell 
region data are different from the substrate region data. Since the algorithm is spatially 
evolving the foreground region from the initial high intensity variation region by a mean 
filter at each iteration, the foreground mean and variance are approaching to the 
background mean and variance. The limit of M is 0 as 
μf
σf
2 approaches to 
μb
σb
2  
. Therefore, our 
problem becomes finding Moptwhich is the optimal value for metric M, and the 
corresponding equation is described below: 
             Mopt = maxμf,σf
2,μb,σb
2 M(μf, σf
2, μb, σb
2)                (3.5) 
 Mopt finds the parameters that maximize the difference between foreground and 
background data.  
3.2.2 Convergence of the Metric 
The convergence of metric M can be proven from experiments. Figure 4 shows 
 
Figure 4  Metric values at each iteration for images under different objectives. 
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the metric M at each iteration for all objectives with/without filtering. 
3.2.3 Spatial Information and Intensity Distribution 
The hESC region, F, is a high intensity variation region while the substrate region, 
B, is a low intensity variation region. As a result, we are able to exploit the gradients of 
the image to segment out the cell region from the substrate region. The following 
equations show how we exploit the gradients of the image: 
                                I = F ∪ B                                        (3.6) 
                         G = (
dI
dx
)
2
+ (
dI
dy
)
2
                                (3.7) 
                 IG = loge (
(−1+e)×G
max (G)
+ 1) × 255                   (3.8) 
where G is the squared gradient magnitude of image, I. 
dI
dx
 and 
dI
dy
 are gradients of image, 
I, in the x and y directions, respectively.  IG is the spatial information produced by (3.8), 
which further emphasizes the difference between cell and substrate regions. Equation 
(3.8) normalizes G. The inner component of natural log transformation, ((−1 + e) ×
G/max (G)) + 1, ensures that the transformation result will be within the range from 0 to 
1.  When G is 0, then loge(1) is equal to 0. When G is equal to the max of G, then loge(e) 
is equal to 1 and IG is equal to 255. The natural log function transforms a narrow range of 
small input values into a wider range of output values. Equation (3.8) is essentially a 
gamma correction technique [30]. It creates a large intensity separation between the 
foreground and background. Therefore, the natural log transformation enhances the 
image’s intensity distribution to become a more visible bimodal distribution.  
14 
 
The proposed algorithm also uses a mean filter on IG at each iteration to evolve 
the cell regions. It is able to group the cell region pixels together based on local 
information; the size of the mean filter dictates how fast the cell region is evolved. The 
method updates IG and evolves the cell region until M is maximized. 
Equation (3.4) is calculated based on the mean and variance of the intensity 
distributions of the cell and substrate data.  The cell region, F, and substrate region, B, are 
updated by thresholding IG with OTSU’s method at each iteration [30]. The intensity 
distribution’s mean and variance of the cell region and substrate region data are also 
updated at each iteration by the following equations: 
                                  μf =
∑ ff∈F
Nf
                                    (3.9) 
                                  μb =
∑ bb∈B
Nb
                                   (3.10) 
                                  σf
2 =
∑ (f−μf)
2
f∈F
Nf
                              (3.11) 
                                  σb
2 =
∑ (b−μb)
2
b∈B
Nb
                              (3.12) 
where Nf and Nb are the total numbers of foreground and background pixels in the image, 
f and b are the intensity values in the corresponding foreground and background. Figure 5 
shows the intermediate and final results of the proposed method on various images. 
Figure 5(b), 5(e), 5(h) and 5(k) show the spatial information when 𝑀𝑜𝑝𝑡 is reached for 
their respective data. The pseudo algorithm is given in Algorithm 1. 
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Figure 5  (a) The original 10x image; (b) 10x image’s spatial information at 𝑴𝒐𝒑𝒕; (c) 
detected cell regions in 10x image; (d) The original 20x image; (e) 20x image’s spatial 
information at 𝑴𝒐𝒑𝒕;(f) detected cell regions in 20x image. (g) The original 40x image; 
(h) 40x image’s spatial information at 𝑴𝒐𝒑𝒕; (i) detected cell regions in 40x image. (j) 
The 40x image after the low pass Gaussian filter; (k) The filtered 40x image’s spatial 
information at 𝑴𝒐𝒑𝒕; (l) detected cell regions in the filtered 40x image. 
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3.2.4 Noise Reduction 
In some cases, the effect of system noise from the microscope is inevitably 
visible. One way to reduce the effect of the noise in the image is to use a conventional 
filtering technique in the frequency domain. We use the low pass Gaussian mask to 
attenuate the noise in the image. This allows the improvement of detection accuracy. 
Figure 6 shows the process and results of the filtering with a low pass Gaussian mask, H, 
and the equations for noise reduction technique are given below [30].  
Algorithm 1:  Cell Region Detection 
 
Input:  
I: hESC phase contrast image. 
Output: 
F: the hESC region (foreground). 
B: the substrate region (background). 
1: Procedure  Cell_Region_Detection(I); 
2: Set 𝑀0 = 0. 
3:  Set iteration 𝑖 ← 1. 
4: Calculate G and 𝐼𝐺  With equation (3.7) and (3.8). 
5:  Update 𝐼𝐺  by applying a mean filter to 𝐼𝐺  from step 3  
      (spatial grouping). 
6:  Determine foreground and background regions 𝐹1and 𝐵1 respectively by applying 
Otsu’s method to 𝐼𝐺 . 
7: Calculate 𝜇𝑓, 𝜇𝑏, 𝜎𝑓
2 and 𝜎𝑏
2 using equations (3.9)-(3.12). 
8: Calculate 𝑀1 with equation (3.4). 
9: While(𝑀𝑖 >  𝑀𝑖−1){  
10:           Iteration 𝑖 ← 𝑖 + 1.  
11:           Update 𝐼𝐺  by applying a mean filter to 𝐼𝐺from the   last iteration.  
12:           Determine 𝐹𝑖 and 𝐵𝑖regions by applying Otsu’s  method to 𝐼𝐺 . 
13:           Update 𝜇𝑓, 𝜇𝑏, 𝜎𝑓
2and 𝜎𝑏
2 with equations (3.9)-(3.12). 
14:           Update 𝑀𝑖 with equation (3.4). 
15:           } 
16: F ← 𝐹𝑖; 
17: B ← 𝐵𝑖; 
18: end procedure 
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                               hgaus(r, c) = e
−
r2+c2
2σgaus
2
                         (3.13) 
                               H(r, c) =
hgaus(r,c)
∑ ∑ hgaus(r,c)cr
                      (3.14) 
                               IF = ℱ
−1{ℱ{I}°ℱ{H}}                          (3.15) 
IF and H have the same dimensionality as image, I, where it has R rows and C 
columns. r ∈ {1, . . , R} and c ∈ {1, . . , C}. hgaus(r, c) is a low pass Gaussian mask value at 
location (r, c) and σgaus is the standard deviation of the Gaussian mask. ℱ{∗} is a 2D 
Fourier transform operation, and ℱ−1{∗} is the inverse 2D Fourier transform operation. 
 
Figure 6 (a) The original noisy 40x image; (b) noisy 40x image after 2D Fourier 
transformation; (c) low pass Gaussian  mask with standard deviation equal to 80; (d) 
resulting image after noise filtering. 
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3.2.5 Over-Segmentation Reduction 
Since the mean filter is used to evolve the foreground region, over-segmentation 
is inevitable. Therefore, we use a morphological erosion technique to reduce the error 
caused by over-segmentation. The erosion parameter is identified from receiver operating 
characteristic (ROC) curve where the minimum of 90% true positive rate and a false 
positive rate lower than 10% are achieved for each data set with/without filtering [31]. 
Figure 7 shows the ROC and the optimal points where the erosion parameters are picked. 
 
3.3 Experimental Results 
3.3.1 Data 
All time lapse videos were obtained with a BioStation IM [32]. The frames in the 
video are phase contrast images with 600 x 800 resolutions. The videos were acquired 
using three different objectives: 10x, 20x and 40x and each objective has a set of 40 
 
Figure 7 ROC plots for images under different objectives with varying erosion 
parameter. 
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images, with a total of 120 images. Each video frame is taken roughly 2 minutes apart for 
the purpose of data variation from frame to frame. The ground-truth is generated 
manually by the expert biologists. 
Note that for all the video data used in this paper, the hESC culture conditions are 
considered to be excellent. All videos used are of small colonies or single hESC, and the 
cells look excellent for unattached hESC and colonies. Most hESC culture today is not 
done on mouse embryonic fibroblasts (MEFs). We have not cultured hESC on feeders 
since 2008. We use mTeSR medium [33]. This modern culture media does not require the 
use of MEFs, so they are seldom used. With an exception for maintenance, MEFs are not 
used in experiments. Since it is highly unlikely that we will analyze hESC cultured on 
MEFs, we have not tested our algorithms on data sets with hESC cultured on MEFs. 
Moreover, the images in this manuscript have very few dead cells and debris. In fact, they 
are remarkably clean considering the cells have been stripped and replated. 
3.3.2 Parameters 
Each video collected with different objectives has a different default size of 
neighborhood for spatial grouping. The default sizes are determined by observing the 
ROC plots with various window sizes for each objective. Based on the experimental 
analysis in [10], we concluded that the optimal neighborhood sizes for 10x, 20x and 40x 
are 5 x 5, 7 x 7 and 11 x 11 respectively. The selection criteria for the neighborhood sizes 
are based on finding a window for which its ROC plot yields a high true positive rate 
while keeping the low false positive rate. A low pass Gaussian mask with a standard 
deviation equal to 80 pixels is used to get rid of the noise that occurs during the video 
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acquisition process. For erosion parameters, we use a disk with radius 2, 5, 4, 8, 0, and 1 
for 10x, filtered 10x, 20x, filtered 20x, 40x and filtered 40x datasets, respectively. 
3.3.3 Performance Measures 
The true positive, TP, is the overlapped region between the detected cell region 
and the cell region ground-truth. True negative, TN, is the overlapped region between the 
detected background region and the background ground-truth. The false positive, FP, is 
the detected background that is falsely identified as part of the cell region. The false 
negative, FN, is the detected cell region that is falsely identified as part of the 
background.  
The true positive rate or sensitivity, TPR or SEN, measures the proportion of 
actual positives which are correctly identified. 
                                    TPR =
TP
(TP+FN)
                                      (3.16) 
 The false positive rate, FPR, measures the proportion of false positives which are 
incorrectly identified.  
                                    FPR =
FP
(FP+TN)
                                      (3.17) 
 The specificity, SPC, is the true negative rate which is a complement of false 
positive rate.  
                                    SPC =
TN
(FP+TN)
                                      (3.18) 
The Jaccard similarity, JAC, is a measure of similarity between experimental 
results and the ground-truth.   
                                    JAC =
TP
(TP+FP+FN)
                                 (3.19) 
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The Dice coefficient, DIC, measures the agreement between experimental results 
and ground-truth. 
                                    DIC =
2TP
(2TP+FP+FN)
                    (3.20) 
The average detection error is an average of type I (1-SPC) and type II (1-SEN). 
ANOVA test [34] is also used for comparison of detected foreground and background 
intensity distributions with the corresponding ground-truth intensity distributions. 
3.3.4 Methods Compared 
We compared the proposed method with k-means, Mixture of Gaussians, and CL-
Quant software with various recipes [4] [7] [27]. In addition, we evaluated the datasets 
with Otsu’s algorithm [30]. However, it was not able to detect the entire cell region due 
to fact that the intensity values of the cell body are similar to the substrate intensity 
values. As shown in Figure 8, the result was not useful. Therefore, Otsu’s algorithm is 
not compared in this paper. 
3.3.5 Results and Discussion 
The proposed method was tested with three videos (each with 40 frames) that 
were acquired with 10x, 20x and 40x objectives.  The proposed method achieves above 
90% in sensitivity and specificity on 10x with/without filtering, 20x with/without filtering 
and 40x with filtering datasets. Since pre-filtering gets rid of high frequency noise, it 
improves the performance of the proposed algorithm on noisy data. The 10x and 20x 
datasets are not corrupted with high frequency noise. Therefore, pre-filtering on those 
datasets would not affect the algorithm’s performance on JAC, DIC, SEN and SPC   
22 
 
measures as shown in Table 2 and 3. However, the 40x dataset is corrupted with high 
frequency noise. The pre-filtering improves the yield on its SEN measure significantly as 
shown in Table 4. In this paper, we compared the proposed method with K-means, 
mixture of Gaussians segmentation method and CL-Quant software under different 
recipes. Tables 2-4 show the results of the K-means, MGEM segmentation, CL-Quant 
software, and the proposed method on all experimental data. The proposed method   
 
Figure 8 (a) The original 10x image; (b) binary result of (a) with Otsu’s; (c) the original 
20x image; (d) binary result of (c) with Otsu’s; (e) the original 40x image; (f) binary 
result of (e) with Otsu’s. 
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outperforms the other methods in JAC and DIC measures. Moreover, the proposed 
method yields above 90% in both SEN and SPC measures. K-means clusters the image 
data based only on the nearest mean while the MGEM method groups the data solely on 
the modeled intensity distribution. Consequently, neither method was able to detect the 
entire cell regions. Instead, they have detected fragments of the actual cell regions. Their 
Table 2 Comparisons of 10x Data Set (* denotes filtered data) 
Method Jaccard Dice SEN SPC 
Proposed 0.737 0.848 0.907 0.911 
Proposed* 0.728 0.843 0.905 0.907 
KM 0.465 0.635 0.519 0.956 
KM* 0.403 0.574 0.428 0.977 
MGEM 0.608 0.756 0.793 0.884 
MGEM* 0.591 0.743 0.852 0.831 
CLQuant with 10x recipe 0.674 0.806 0.722 0.973 
CLQuant* with 10x recipe 0.579 0.734 0.610 0.980 
CLQuant with 20x recipe 0.622 0.767 0.978 0.781 
CLQuant* with 20x recipe 0.538 0.700 0.988 0.680 
CLQuant with 40x recipe 0.558 0.716 0.918 0.753 
CLQuant* with 40x recipe 0.477 0.646 0.916 0.648 
 
Table 3 Comparisons of 20x Data Set (* denotes filtered data) 
Method Jaccard Dice SEN SPC 
Proposed 0.754 0.860 0.906 0.924 
Proposed* 0.739 0.850 0.908 0.914 
KM 0.446 0.617 0.516 0.941 
KM* 0.358 0.527 0.378 0.978 
MGEM 0.585 0.738 0.804 0.859 
MGEM* 0.581 0.735 0.827 0.840 
CLQuant with 10x recipe 0.689 0.816 0.767 0.958 
CLQuant* with 10x recipe 0.652 0.789 0.709 0.967 
CLQuant with 20x recipe 0.663 0.797 0.797 0.924 
CLQuant* with 20x recipe 0.600 0.750 0.860 0.837 
CLQuant with 40x recipe 0.596 0.747 0.915 0.799 
CLQuant* with 40x recipe 0.547 0.707 0.932 0.735 
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performance is further degraded by the presence of noise. The CL-Quant software’s 
performance depends heavily on the recipe maker. The recipes for the datasets used in 
this paper are created by a fourth year biology Ph.D. student.  More importantly, the 
proposed method’s performance is good on the image data with or without filtering.  
In term of performance, the proposed method yields lower than 10% average 
detection error of foreground and background on 10x and 20x with/without filtering, and 
Table 4 Comparisons of 40x Data Set (* denotes filtered data) 
Method Jaccard Dice SEN SPC 
Proposed 0.735 0.847 0.749 0.968 
Proposed* 0.866 0.928 0.902 0.931 
KM 0.674 0.805 0.797 0.697 
KM* 0.411 0.583 0.412 0.995 
MGEM 0.621 0.766 0.634 0.963 
MGEM* 0.775 0.874 0.827 0.890 
CLQuant with 10x recipe 0.724 0.840 0.734 0.976 
CLQuant* with 10x recipe 0.567 0.724 0.569 0.994 
CLQuant with 20x recipe 0.792 0.884 0.885 0.803 
CLQuant* with 20x recipe 0.737 0.849 0.801 0.855 
CLQuant with 40x recipe 0.831 0.908 0.952 0.758 
CLQuant* with 40x recipe 0.805 0.892 0.930 0.741 
 Table 5 Average Detection Errors of Foreground and Background 
Data K-means MGEM 
CL 
Quant 
with 10x 
Recipe 
CL 
Quant 
with 20x 
Recipe 
CL 
Quant 
with 40x 
Recipe 
Proposed 
10x Data 26.28% 16.18% 15.26% 12.05% 16.46% 9.07% 
10x Data 
(Filtered) 
29.79% 15.84% 20.51% 16.61% 21.80% 9.41% 
20x Data 27.15% 16.83% 13.77% 13.96% 14.34% 8.47% 
20x Data 
(Filtered) 
32.16% 16.62% 16.20% 15.16% 16.62% 8.90% 
40x Data 25.33% 20.14% 14.46% 15.60% 14.50% 14.17% 
40x Data 
(Filtered) 
29.64% 14.17% 21.84% 17.20% 16.46% 8.36% 
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40x with filtering datasets as shown in Table 5.  MGEM has a minimum of 14.17% and a 
maximum of 20.14% average detection error [7].  K-means algorithm yields above 25% 
average detection error on all datasets [4]. CL-Quant gives a minimum of 12.05% and a 
maximum of 21.84% average detection error [27].   In terms of convergence, the 
proposed method converges in 7 iterations on the average, and each iteration requires 
0.17 second. It reaches the global optimum since the mean filter is used for grouping 
similar regions in the algorithm. 
3.4 Conclusion 
The proposed method incorporated the concept of local property of a hESC as 
well as cell and substrate intensity distributions for cell region detection in phase contrast 
images.  It uses the spatial information to improve the connectivity of local pixels to their 
corresponding regions. More importantly, it enables fast convergence to the maximum 
absolute difference of foreground and background mean-to-variance ratios. The proposed 
method is able to split the image data into two Gaussian distributions; intensity 
distribution of the foreground and background data. Table 5 shows that the proposed 
method yields a lower average detection error than the K-means, MGEM and CL-Quant 
methods [4] [7] [27]. Figure 9 shows an ANOVA test for all experimental data sets. It 
shows low error in comparison between the intensity distributions of the proposed 
method and the ground-truth intensity distributions.  In the case of noisy images, the pre-
filtering of the image data can greatly improve the performance of the algorithm. In term 
of speed, the proposed method converges in less than 1.2 seconds while K-means and 
MGEM take about 3.61 and 25.3 seconds respectively on a laptop with a Intel(R) Core™ 
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2 Duo CPU processor that run at 2.53GHz. The CL-Quant software requires at least 6 
minutes of user inputs from the expert biologist for each recipe. Application of this 
automated method to hESC will facilitate the analysis of their dynamic behaviors and 
benefit research in both regenerative and preventive medicine. 
 
 
 
  
 
Figure 9 ANOVA test of foreground and background distributions for all data sets. 
SS = sum of squares, df = degree of freedom, MS = mean square, F = F-statistic, [] = 
not applicable. 
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CHAPTER 4 Bio-Optimized Segmentation of Blebs in Human 
Embryonic Stem Cell Videos 
 
 
The detection of blebs is important for understanding human embryonic stem cell 
(hESC) blebbing behavior and can be used to evaluate cell health. The ability to analyze 
rates of bleb formation and retraction are important in the field of toxicology and could 
form the basis of an assay that depends on a functional cytoskeleton [24] [25] [35].  
The experiment in this chapter uses the H9 line of hESC (WiCell, Madison, WI.) 
which are normally about 10 microns in diameter. The average bleb-to-cell body ratio is 
about 16:57. In 2D images, a single cell can have an average of 6 or a maximum of 11 
blebs with a 20x objective. This chapter is intended to explain the bleb formation 
phenomena and to introduce a method to segment out sequences of bleb regions in video 
for further analysis. Bleb formation consists of two processes: 1) expansion; 2) retraction 
[11] [12]. During the first stage, the bleb expands sporadically. During the retraction 
stage, the bleb either retracts back and disappears or partially retracts. Complete bleb 
retraction normally occurs during dynamic blebbing, which is characteristic of a healthy 
cells.  However, if bleb retraction does not occur or occurs slowly, the cell is likely 
undergoing apoptosis or cell death. Figure 10 shows the sequences of both bleb 
expansion and retraction. During expansion, bleb size increases while cell body size 
decreases. In contrast, during bleb retraction, bleb size decreases while cell body size 
increases. At the final stage of expansion, the bleb is called an intermediate bleb. The 
intermediate bleb indicates that transition from expansion to retraction is occurring. The 
intermediate bleb has the maximum bleb size during expansion. 
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Figures 11 and 12 show phase contrast images of blebbing sequences for both 
expansion and retraction. The expansion and retraction processes are visually similar but 
biologically distinct [13] [14]. Computationally, we can consider one as a reversed 
sequence of the other yet with different rates in bleb size changes over time. Therefore, 
the retraction process can be viewed as a bleb in the final bleb expansion stage that 
retracts back to its initial bleb expansion stage. Because both processes are very different 
in their rates of bleb area change over time, we propose a bio-optimized approach for 
 
Figure 10 Expansion and retraction processes occurring over time. 
 
Figure 11 Example of reversed bleb expansion sequence. 
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image segmentations with two distinct models in this chapter. The expansion and 
retraction processes’ area change are both characterized by a power law function but with 
different parameters. 
Section 4.1 presents the motivation of this chapter. Section 4.2 describes the technical 
approach in detail. Section 4.3 provides experimental results and discussions on video 
data. Finally, Section 4.4 provides the conclusions of the chapter. 
4.1 Motivation 
Segmentation and object detection are closely related. Guan et al. [36] [10] 
present detection/segmentation methods for hESC in phase contrast images. Their 
 
Figure 12 Example of bleb retraction sequence. 
  
30 
 
methods work for extraction of cell and cell colony from a phase contrast video. In this 
paper, we are concerned with the detection of blebs of a single cell. Since there is no 
previous work on detection of blebs, we are going to exploit the following methods.  
Four commonly used methods for image segmentation are region growing, 
normalized cut, meanshift and watershed. Region growing (RG) is an attractive method 
for object detection. The seeded region growing method by Adams et al. [37] [38] grows 
a region initially from a seed point and groups its neighboring pixels to its region based 
on their similarity coefficient threshold. Its performance is dictated by the similarity 
threshold. The normalized cut (NC) method by Shi et al. [39] is a graph based approach. 
This approach performs segmentation by maximizing association within groups while 
minimizing disassociation between groups. This method requires prior knowledge on the 
number of segmented regions and performance depends on this parameter. The meanshift 
(MS) method by Comaniciu et al. [40] is a well-known density based approach. It 
partitions the image by assigning pixels into clusters with the same mode. The MS 
method requires spatial and range bandwidths as well as minimum region area as input, 
and its performance varies on those input parameters [41] [42]. The watershed (WS) 
method performs a flooding process on a gradient image where it starts at the local 
minima and builds watersheds to separate adjacent catchment basins [43].  The gradient 
image is generated by performing a Euclidean distance transform of the marker image. 
The marker image, which is a binary image, is obtained by finding the extended 
minimum of the original image [44]. Since the suppressing value of the extended 
minimum method needs to be known for the binarization of the gray level image, the 
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construction of the gradient image is also dependent on the suppressing value. Therefore, 
the right choice of a suppressing value is important for the watershed method.  
Since a bleb is part of the cell, it brings the following challenges: i) bleb intensity 
and texture vary for different cells; ii) blebs are connected to the cell body; iii) blebs have 
similar intensity/texture as the cell body or background; iv) neighboring blebs share 
similar intensity and texture. Figure 13 shows a set of expanding and retracting blebs. 
Although these blebs look similar, they are different from each other in intensity and 
texture. Therefore, the conventional segmentation methods with constant parameters will 
not work well on all the bleb images in a video. Most importantly, blebbing is a dynamic 
process, and the bleb properties change over time. As a result, subsequent blebs in the 
same video sequence might have different image properties.  Consequently, the 
performance of RG, NC, MS and watershed methods will suffer from any constant input 
parameters. 
We proposed an interactive system with a bio-optimized segmentation method. 
The proposed approach adapts parameters for images in the bleb formation process. The 
parameters for the bio-optimized metric are derived directly from the expansion and 
retraction rates of bleb area change over time. Since the health status of a cell can be 
 
Figure 13 (a)-(e) A sample of expanding blebs; (f)-(j) A sample of retracting blebs. 
(Note: the variety of blebs that are circled in these images) 
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determined from the bleb expansion and retraction time, it is possible to use the bleb 
formation process as a health index. Therefore, the proposed method is essential in 
developing an automated system for bleb analysis. 
4.2 Technical Approach 
In this section, we first introduce the concept of intermediate blebs in bleb 
detection. We then explain the derivation of the statistical models for the bio-optimized 
metric which is a part of an optimized segmentation approach. We also elaborate on the 
optimization metric. In addition, a flowchart of the bio-optimized segmentation approach 
is also provided. Figure 14 shows the overview of the proposed system. For the 
convenience of the reader, a summary of the symbols used in this paper is given in Table 
6.  
 
Figure 14 Overview of the proposed system. 
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4.2.1 Intermediate Bleb Detection 
There are two important reasons for the detection of intermediate bleb. First, the 
intermediate bleb is a transitional bleb that divides expansion and retraction. Second, it 
has the largest bleb size in the bleb formation process. The significantly larger bleb size 
makes the detection of the intermediate bleb in the video easier. Since the intermediate 
bleb is the initial stage of retraction and the final stage of expansion, it is a good starting 
point for the bio-optimized segmentation approaches. Once the intermediate bleb frame is 
estimated, the video is then split into expansion and retraction processes. A decision 
Table 6 Definition of the Symbols Used in Chapter 4 
Symbol Definition 
𝑡 Frame index value. 
𝐸(𝑡; 𝐴𝐸 , 𝐵𝐸) Exponential function. 
𝐴𝐸  Overall scaling parameter of the exponential. 
𝐵𝐸 Growth/Decay parameter of the exponential. 
𝐿(𝑡; 𝐴𝐿 , 𝐵𝐿) Linear function. 
𝐴𝐿 The slope of the linear function. 
𝐵𝐿  The y-intercept of the linear function 
𝐺(𝑡; 𝐴𝐺 , 𝐵𝐺) Gaussian function. 
𝐴𝐺  The mean for the Gaussian function. 
𝐵𝐺  The standard deviation for the Gaussian function. 
𝐿𝑂𝐺(𝑡; 𝐴𝒩 , 𝐵𝒩) Logarithmic function. 
𝐴𝐿𝑜𝑔 Overall scaling parameter of the logarithmic. 
𝐵𝐿𝑜𝑔 The growth rate of the logarithmic function. 
𝒫(𝑡; 𝐴𝒫 , 𝐵𝒫) Power law function. 
𝐴𝒫  Overall scaling parameter of power law. 
𝐵𝒫  Power law exponent parameter. 
𝛹  Bio-optimization metric. 
𝐴𝑟𝑒𝑎𝑖𝑛𝑖𝑡  Initial intermediate bleb area. 
𝐴𝑟𝑒𝑎𝑡(𝑖)  Area at 𝑖𝑡ℎ iteration in frame index 𝑡. 
𝐴𝑟𝑒𝑎𝑝𝑟𝑒(𝑡)  Predicted area at index  𝑡 . 
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mechanism is used to determine which of the three cases, as shown in Figure 14, is 
occurring. The decision mechanism is further explained in later section for identifying 
whether an expansion or retraction process is occurring.  
In this chapter, the intermediate blebs have been already identified by an expert 
biologist for both expansion and retraction videos. In the case of the full bleb formation 
videos, intermediate blebs were also identified by an expert biologist, and the results 
obtained are compared with the result from estimated intermediate bleb frame location 
method (see Section 4.3.5).  
4.2.2 Statistical Model of Blebbing 
We used a model fitting technique on the average interpolated bleb area 
distributions to determine the best distribution to represent expansion and retraction. 
Figure 15 shows the model fitting with various distributions on the average interpolated 
sample area distribution data for the expansion and retraction processes. The average 
interpolated expansion and retraction sample area distributions are normalized area 
curves derived from the 29 sets of full bleb area distributions. The parameters for each 
curve in Figure 15 are shown in Table 7. 
Figure 16 shows the distribution of both expansion and retraction training datasets 
derived from the 29 sets of full bleb formation datasets. Since the length of both 
expansion and retraction processes depends on the size of the intermediate bleb, the 29 
sets of training data have different numbers of frames for each of the expansion and 
retraction area distribution curves. However, we assumed that the rate of bleb area 
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change is similar within expansion and retraction processes. Equations (4.1)-(4.5) are 
used in our model fitting technique [45].  
Exponential Function: 
                          E(t; AE, BE) = AEe
BEt                                       (4.1) 
Linear Function: 
                   L(t; AL, BL) = ALt + BL                                          (4.2) 
Gaussian Function: 
               G(t; AG, BG) =
1
BG√2π
e
− 
(t−AG)
2
2BG
2
                                   (4.3) 
 
Figure 15 Plots of curve fitting the average interpolated bleb area distribution: (a) in 
expansion for all methods; (b) in expansion for original and optimal curve. (c) in 
retraction for all methods; (d) in retraction for original and optimal curve. 
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Logarithmic Function: 
                LOG(t; ALog, BLog) = ALog + BLog ln(t)                   (4.4) 
Power Law Function: 
                    𝒫(t; A𝒫 , B𝒫) = A𝒫t
B𝒫                                            (4.5) 
The variable t is the frame index value which varies from 1 to 16 (longest length) 
for expansion and from 1 to 30 (longest length) for retraction. The statistics in Table 8 
shows the total mean squared errors (MSE) of each combination of fittings during 
expansion and retraction processes. Since the power law function has the low average 
Table 7 Parameters for each function shown in Figure 15 
Method Exp. Linear Gauss. Log. Power Law 
Expansion 
A 6.377 1.870 20.077 0.000 4.192 
B 0.086 2.953 10.208 3.767 0.822 
Retraction 
A 5.939 -0.135 -10.226 0.000 5.472 
B 0.061 3.956 17.948 3.767 1.168 
Note:  Exp. → Exponential; Gauss. → Gaussian; Log. → Logarithmic; 
 
 Table 8  
Mean Squared error of Curve Fitting results for bleb area distribution 
  
Retraction 
 
Method Exp. Linear Gauss. Log. 
Power 
Law 
E
x
p
a
n
si
o
n
 
Exp. 0.2235 0.1299 0.1376 2.5128 0.1131 
Linear 0.1468 0.0532 0.0609 2.4361 0.0364 
Gauss. 0.1650 0.0714 0.0791 2.4543 0.0546 
Log. 0.4392 0.3455 0.3533 2.7285 0.3287 
Power 
Law 
0.1410 0.0474 0.0552 2.4303 0.0306 
Note:  Exp. → Exponential; Gauss. → Gaussian; Log. → Logarithmic; 
(Bold number denotes the best performance that was achieved.) 
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MSE for both expansion and retraction processes, we conclude that expansion and 
retraction area distributions can be represented by equation (4.5) with different 
parameters. 
4.2.3 Bio-optimized Segmentation 
4.2.3.1 Usage of Bio-optimization Metric in Segmentation Methods 
The bio-optimization metric provides an adaptive solution to the segmentation 
problem. It finds parameters in segmentation methods that yield the best solution to a 
given predicted area distribution in the video sequence.  
Region growing is a region based segmentation method. It starts with an initial 
seed point and iteratively evolves its region by evaluating its region’s neighboring 
contour. It groups the contour pixels based on a similarity threshold. The contour pixels 
are grouped into the region if the similarity between the pixel and region feature is less 
than a threshold. As a result, the performance of the region growing method depends on 
 
Figure 16 Frame distribution of training dataset for expansion (blue) and retraction (red). 
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the selection of the threshold. In the bio-optimized region growing approach, the 
threshold is an adaptive parameter that is needed to be found. The search range for the 
optimal threshold in the bio-optimized region growing is from 0 to 1 with stepsize 0.01.  
Normalized cut is a graph based approach. It considers each pixel as a vertex and 
edge as a connection weight between pixels. The main objective of this approach is to 
minimize the disassociation between the groups while maximizing the association within 
the groups. The number of possible groups is determined by the end user. As a result, the 
number of possible groups in an image is the adaptive parameter in the bio-optimized 
normalized cut. Since the bleb is the foreground and the rest of the image is the 
background, we have at least two components in the image. Based on observation, each 
frame consists of five different regions: 1) background; 2) cell body; 3) halo; 4) bleb; 5) 
debris or part of neighboring cell. Since the image contains these five basic regions, the 
number of expected regions is five under ideal condition. With the consideration of the 
worst case scenario, we double the number of possible components in an image.  
Therefore, the search range is set to be 2 to 10 components. 
The meanshift method is a density based approach. It has two parameters: spatial 
and range bandwidths. It also requires the minimum size of a region. In this paper, the 
minimum size of a region is set to be 60 pixels which is the smallest recognizable bleb. 
The spatial range determines the size of the search window that computes the meanshift. 
The range bandwidth determines the window size that is used to compute the feature. In 
this paper, the optimization search range for the spatial bandwidth is from 1 to 8 and the 
range bandwidth is from 1 to 16. 
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Watershed is a topological based method. It is often applied on a gradient image. 
It partitions the image into two different sets: catchment basins and watershed line. The 
watershed method floods the topographic surface of a gradient image from its regional 
minima. It builds watershed lines to prevent waters in different catchment basins from 
merging. In this paper, the gradient image is the Euclidean distance transform of the 
marker image. The marker image (binary image) is obtained with the extended minimum 
of the original image approach [44].  The extended minimum approach depends on the 
suppressing value to binarize the image. Therefore, the suppressing value is the adaptive 
parameter for the bio-optimized watershed. Since the image is an 8 bit image, the search 
range for the optimal suppressing value is from 1 to 254.  
4.2.3.2 Bio-optimization metric 
The optimization metric Ψ has two parameters; Areat(i) and AreaPre(t). The 
metric calculates the Euclidean distance between the areas obtained from the 
segmentation result at  ith iteration and the predicted area at frame index t.  
            Ψt(i) = √(Areat(i) − AreaPre(t))
2
                                  (4.6) 
The variable Areat(i) is the bleb area at the  ith iteration under specific 
parameters. AreaPre(t) is the predicted area at the frame index t which is obtained from 
equation (4.7).  Its value is assigned conditionally by the following equation. 
 Areapre(t) = {
           AreainitA𝒫et
B𝒫e  ,      if expansion
           AreainitA𝒫rt
B𝒫r  ,      if retraction
                 (4.7) 
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where Areainit is an estimated initial intermediate bleb area. The final bio-optimized 
metric is shown below: 
            Ψopt(t) = mini Ψ(Area
t(i); Areapre(t))                            (4.8) 
The optimized Ψ is found when at ith iteration the metric value is minimized. 
4.2.3.3 Update Parameters and Output 
The initial seed point to locate the intermediate bleb is given by the end user. The 
subsequent seed points in a video sequence are generated automatically. The seed point 
of the next frame is predicted by finding the centroid of the detected bleb region at the 
current video frame [30]. The assumption of smooth/gradual transition between 
consecutive frames is made for both expansion and retraction processes. The detected 
bleb region is a region that has an area that minimized the bio-optimization metric with 
the predicted area at the current frame. The output of the method for a video is a sequence 
of binary masks of the detected blebs.  
4.2.3.4 Bleb Region Detection Algorithm Flowcharts 
The bleb region detection algorithm requires five inputs, and it will return a 
binary image sequence of segmented blebs. The five inputs are: 1) hESC bleb phase 
contrast video; 2) seed point to identify intermediate bleb initially; 3) intermediate bleb 
area; 4) intermediate bleb frame index; 5) model selection for segmentation. The 
interactive part occurs in finding either the seed point or the initial intermediate bleb area. 
These two parameters can be acquired in two ways: 1) user defines the seed point and 
obtains the intermediate bleb area through a conventional segmentation method; 2) user 
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outlines the intermediate bleb region and uses the centroid of the bleb region as the seed 
point. In this paper, we chose the second approach for the seed point and intermediate 
bleb area. The first approach requires fine tuning of parameters in a conventional 
segmentation method to get a desirable segmentation result. Figure 17 shows the main 
flowchart of the algorithm. The bio-optimized segmentation method with retraction 
statistics is shown in Figure 18. The implementation for the bio-optimized segmentation 
with expansion statistics is similar to the flowchart shown in Figure 18 with two 
exceptions: 1) need to use expansion statistics; 2) expansion video sequence must be 
reversed to be similar as a retraction process. 
 
Figure 17 Flowchart of the bleb region detection algorithm. 
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4.2.3.5 Model Selection for Segmentation 
The proposed method can be performed offline or online. The offline system will 
use the pre-determined intermediate bleb for its processes. For the online system, a 
correction for the wrongful detection of the intermediate bleb detection method is 
required. Since we have expansion and retraction processes, we have two basic cases and 
one full bleb formation case for the online system. If the bleb sequence is shrinking in 
size, then the system will use the bio-statistic parameters for the retraction process. 
However, if the bleb sequence is expanding, then the bio-statistic parameters for the 
 
Figure 18 Flowchart for the bio-optimized segmentation of the retraction process 
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expansion process will be used. In the event of full bleb formation, the video will be split 
into expansion and retraction videos, which will be used in expansion and retraction 
processes, respectively. Since the video is split based on the intermediate bleb frame 
location, the intermediate bleb frame location must be accurate as it will affect the 
performance of both processes. 
4.3. Experimental Results 
4.3.1 Data 
All time lapse videos were obtained with a BioStation IM [32] [46]. The frames in 
the video are phase contrast images. The videos were acquired using 20x objectives with 
600 x 800 resolutions. We analyze 60 cell videos of expansion and retraction which are 
cropped randomly from the original videos. There are 30 videos for expansion and 30 
videos for retraction.  Figure 19(a) shows the frame distribution for each video. The 
expansion videos have an average of 8.5 frames. The retraction videos have an average of 
12.6 frames. The peak at Figure 19(a) for video #9 is a special phenomenon when the 
bleb neither expands nor retracts. Each video frame is taken 2 seconds apart. In addition, 
we also analyzed 29 sets of videos for bleb area distribution over time for expansion and 
retraction model parameters. Figure 19(b) shows the frame distribution of the training 
data set for the bio-statistic parameters, and it has an average of 17.3 frames. Further, 
nine new videos (not a part of the above dataset) of full bleb formation sequences were 
used to demonstrate the importance of the learned parameters for expansion and 
retraction. The ground-truth for all videos was generated manually by expert biologists.  
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4.3.2 Parameters 
The intermediate bleb area and seed point were needed initially for each video 
sequence and were provided by the end user. In the case of full bleb formation, 
intermediate frame number can either be given by the end user or predicted by 10/28 
ratio. The estimated length of the expansion data is 10 frames and the estimated length of 
retraction training data is 18 frames.  The estimated lengths are calculated by following 
equation.  
                                      T = ⌈
Tmin+Tmax
2
⌉                                   (4.9) 
 
Figure 19 (a) Frame distribution of experimental dataset; (b) frame distribution of the 
training dataset. 
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where T is the final parameter search range index. Tmin and Tmax are the minimum and 
maximum number of frames of the expansion or retraction process, respectively, derived 
from the 29 sets of bleb formation sequences.  
Since the power law function yields the lowest total mean squared error in model 
fitting, both expansion and retraction processes are characterized by a power law function 
with different parameters. For expansion,  A𝒫e and B𝒫e have values 4.192 and 0.822, 
respectively. The parameters A𝒫r and B𝒫r of retraction process are 5.472 and 1.168. 
4.3.3 Performance Measures 
For comparison, we use methods suggested by Shattuck et al. [47]. Our 
comparison metrics are Jaccard similarity (JAC), Dice coefficient (DIC), sensitivity 
(SEN), and specificity (SPC). The JAC is a measure of similarity between experimental 
results and the ground-truth. The DIC is the measure of the agreement between 
experimental results and ground-truth. The SEN is a measurement of the proportion of 
actual positives which are correctly identified. The SPC measures the proportion of the 
actual negatives which are correctly identified. The equation for each metric is shown 
below: 
                                 JAC =  
TP
(TP+FP+FN)
                               (4.10) 
                               DIC =  
2TP
(2TP+FP+FN)
                               (4.11) 
                                    SEN =
TP
(TP+FN)
                                    (4.12) 
                                    SPC =  
TN
(FP+TN)
                                   (4.13) 
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The variables are defined as follows: 1) true positive (TP), 2) true negative (TN), 
3) false positive (FP) and 4) false negative (FN). TP indicates the overlapped region of 
the detected bleb’s binary mask and the bleb ground-truth’s binary mask. TN is the 
overlapped region of the detected background’s binary mask and the background ground-
truth’s binary mask. FP is the detected background’s binary mask that is falsely identified 
as part of the bleb region. FN is the detected bleb’s binary mask that is falsely identified 
as part of the background. 
4.3.4 Comparison of Methods for Expanding and Retracting Blebs 
The segmentation parameters are identified individually by a receiver operating 
characteristic (ROC) curve [31]. Figure 20 shows the ROC curves for four different 
segmentation methods for a single video of blebs. The optimal point is the maximum true 
positive rate within the range of 0 to 0.2 false positive rates. Based on the ROC, we 
determine that the optimal range and spatial bandwidths are 1 and 1 for meanshift. Its 
minimum region criterion is set to 60 pixels which is the smallest recognizable bleb size. 
For the normalized cut method, the optimal number of components is 5. For region 
growing, the optimal similarity threshold is set to be 0.05. For watershed, the optimal 
suppressing value is 180. 
 
Figure 20 ROC plot for (a) Meanshift, (b) normalized cut, (c) region growing, (d) 
watershed. 
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The proposed method was tested on a total of 60 expansion and retraction videos 
that were acquired with a 20x objective. The segmentation algorithms with the proposed 
method outperformed all conventional segmentation methods in this chapter. The bio-
optimized meanshift outperformed the conventional meanshift by more than 24% in 
expansion and 12% in retraction for both JAC and DIC measures in mean performance as  
shown in Table 9.  The meanshift with fixed parameters outperforms other conventional 
Table 9 
Results on expansion and retraction videos (Note All Values are in Percentage) 
Results on Expansion Videos 
Metric JAC DIC SEN SPC 
Method Min Max Std Mean Min Max Std Mean Min Max Std Mean Min Max Std Mean 
Meanshift* 11.1 81.4 17.5 55.3 19.9 89.7 17.7 69.3 16.5 82.2 15.7 58.6 95.5 100.0 1.0 99.4 
Meanshift 1.2 69.1 23.1 30.8 2.3 81.7 26.9 42.5 8.7 100.0 21.9 56.8 0.1 100.0 31.6 81.7 
NCUT* 3.4 69.2 18.3 47.2 6.5 81.8 19.8 61.7 12.9 84.4 15.2 62.4 88.2 100.0 3.1 97.6 
NCUT 1.1 67.5 20.8 27.9 2.3 80.6 25.0 39.7 7.4 89.8 18.6 59.2 37.9 100.0 13.6 87.2 
Region Growing* 5.8 62.0 15.6 40.5 10.9 76.6 17.7 55.7 21.0 72.9 12.7 49.5 83.8 100.0 4.1 97.4 
Region Growing 2.7 51.8 14.5 17.3 5.3 68.2 19.2 27.2 11.4 100.0 23.6 53.8 18.6 100.0 24.6 76.0 
Watershed* 6.8 80.0 15.9 57.6 12.8 88.9 16.8 71.5 12.8 86.6 15.6 61.4 96.4 100.0 0.8 99.5 
Watershed 1.5 32.0 8.2 9.9 2.9 48.5 12.6 17.2 46.4 100.0 17.7 82.5 0.0 87.5 33.1 39.0 
Results on Retraction Videos 
Metric JAC DIC SEN SPC 
Method Min Max Std Mean Min Max Std Mean Min Max Std Mean Min Max Std Mean 
Meanshift* 12.2 70.5 14.0 52.5 21.8 82.7 14.5 67.6 16.3 71.1 12.7 54.5 96.1 100 0.8 99.6 
Meanshift 5.0 69.5 17.6 40.3 9.5 82.0 19.1 55.2 35.2 74.0 9.9 54.9 61.2 100.0 8.4 95.5 
NCUT* 1.4 62.3 17.9 39.6 2.7 76.8 21.0 54.2 2.7 81.0 19.6 53.9 92.7 99.9 2.1 97.4 
NCUT 3.2 43.8 13.1 21.5 6.2 60.9 17.3 33.6 20.0 87.2 18.5 53.9 47.6 98.0 9.3 88.0 
Region Growing* 3.7 60.5 14.2 35.9 7.1 75.4 16.4 51.3 29.7 68.4 9.2 46.8 79.5 100.0 4.7 97.2 
Region Growing 2.1 30.1 7.1 13.2 4.0 46.2 11.0 22.7 15.2 99.9 25.1 54.9 21.8 100.0 23.2 72.5 
Watershed* 7.2 67.6 16.3 46.7 13.5 80.7 18.3 61.7 9.6 70.8 15.2 48.8 94.9 100.0 1.4 99.3 
Watershed 0.6 62.9 11.1 9.5 1.2 77.2 13.7 16.1 14.2 100.0 23.3 81.0 0.1 99.0 30.5 35.2 
* denotes a bio-optimization metric was used and bold numbers denote the best performance that was achieved. 
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segmentation methods. The bio-optimized meanshift performed the best on average for 
both expansion and retraction results. All other bio-optimized methods outperformed 
their conventional counterparts by at least 18%. The bio-optimized meanshift and 
watershed can even have a maximum performance of above 80% in both JAC and DIC 
measures for the expansion case. Among all the compared methods, bio-optimized 
meanshift had the highest minimum and maximum performance in JAC and DIC 
measures.  
Table 9 shows that the bio-optimized meanshift method has lower average standard 
deviation (Std) than the bio-optimized watershed which is the second best performer. 
Since the cell and the bleb are dynamically changing over time, adaptive parameters that 
are found by the bio-optimized metric improves the performance significantly. The fixed 
parameters in the conventional segmentation methods are not sufficient to handle the 
blebbing sequence where the bleb’s image properties change over time.  
A set of bleb images with results is provided in Figure 21. The proposed method 
yields a tight boundary for the bleb regions. However, the conventional segmentation 
methods with fixed parameters suffered more from severe over-segmentation. Due to the 
bio-optimized metric, the bio-optimized segmentation methods did not suffer from severe 
over-segmentation. The bio-optimized segmentation methods’ solutions are bounded with 
the predicted area. Therefore, the bio-optimized segmentation methods have higher 
performance for the blebbing sequence than the conventional segmentation methods.  The 
constant parameters in the conventional segmentation approaches are the cause for their 
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low performance. The proposed methods with adaptive parameters are able to capture the 
local region of the bleb more accurately.  
 
Figure 21 Visual comparisons of ten different blebs with results from (a) expansion 
process and (b) retraction process. 
(Note that frames from two sets of videos are used in the figure: expansion and 
retraction videos.  Expansion results are outlined in blue and retraction results are 
outlined in red. ) 
50 
 
4.3.5 Proposed Method on Full Bleb Formation Sequence 
With the learned parameters for expansion and retraction, we tested the bio-
optimized meanshift method on nine new videos with the full bleb formation sequences 
in which both expansion and retraction occurred. The location of the intermediate bleb 
frame was automatically estimated by the 10:18 frame ratio as mentioned in Section 
4.3.2. Based on the aforementioned ratio, the intermediate bleb frame was estimated to be 
in 10/28 of the full bleb formation length of a video sequence. Once the frame that 
contains the intermediate bleb was determined, we started the expansion and retraction 
processes by locating the intermediate bleb with a single seed point (supplied by the 
user).  We compared the above results with the results we obtained manually by outlining 
the intermediate bleb in a video frame. The results based on automated and manual 
intermediate bleb detections are shown in Table 10. The reasons for video #1 failed on 
both cases were: 1) no visible divisions between the bleb and cell body/neighboring 
blebs; 2) cell body was detected as part of the bleb. Despite the low performance in video 
#1, the overall performance is still above 50% for both approaches. The average 
measures by the two methods are quite close. The maximum average difference among 
all the measures is less than 2%.  
4.3.6 Discussion 
4.3.6.1 Effect of Bio-statistic Parameters 
The bio-statistic parameters are essential in the optimization process. Inaccurate 
parameters might lead to either under-segmentation or over-segmentation of the bleb. As 
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a result, the bio-statistic parameters found through model fitting are important for 
equation (4.8) which uses predicted area found by these bio-statistic parameters. The 
predicted area is used to evaluate the segmentation result at each iteration i for an optimal 
solution.  There are no severe over-segmentations in the bio-optimized segmentation 
methods as shown in Figure 21. However, the conventional methods have at least one 
severe over-segmentation.  
4.3.6.2 Effect of the Bleb and Cell Sizes 
The bleb and cell body size are important parameters in the optimization process. 
There are three types of small blebs that have poor performance in the proposed method: 
1) Small blebs due to smaller cell (typically a small bleb has roughly 240 
pixels or less). 
2) Small blebs at the initial stage of the expansion. 
3) Small blebs at the final stage of the retraction. 
Table 10  Performances on automated and manual intermediate frame selection 
Performance on Automated Frame Selection 
 
Performance on Manual Frame Selection 
Video # JAC DIC SEN SPC 
 
Video # JAC DIC SEN SPC 
Video 1 10.39% 18.83% 16.30% 98.72% 
 
Video 1 14.67% 25.59% 24.04% 98.57% 
Video 2 54.46% 70.52% 62.36% 99.81% 
 
Video 2 54.46% 70.52% 62.36% 99.81% 
Video 3 56.90% 72.53% 61.23% 99.81% 
 
Video 3 60.52% 75.40% 62.82% 99.90% 
Video 4 39.68% 56.81% 49.18% 99.68% 
 
Video 4 39.68% 56.81% 49.18% 99.68% 
Video 5 40.43% 57.58% 56.01% 99.56% 
 
Video 5 40.43% 57.58% 56.01% 99.56% 
Video 6 63.90% 77.97% 67.16% 99.96% 
 
Video 6 60.95% 75.74% 65.51% 99.94% 
Video 7 56.65% 72.33% 58.22% 99.97% 
 
Video 7 57.15% 72.73% 58.76% 99.97% 
Video 8 65.31% 79.01% 65.64% 99.99% 
 
Video 8 65.71% 79.31% 67.41% 99.97% 
Video 9 64.03% 78.07% 67.41% 99.95% 
 
Video 9 64.03% 78.07% 67.41% 99.95% 
           
Average Results on Nine Videos of Expansion and 
Retraction (Automated Frame Selection)  
Average Results on Nine Videos of Expansion and 
Retraction (Manual Frame Selection) 
Metric JAC DIC SEN SPC 
 
Metric JAC DIC SEN SPC 
Mean 50.19% 64.85% 55.95% 99.72% 
 
Mean 50.84% 65.75% 57.05% 99.71% 
Max 65.31% 79.01% 67.41% 99.99% 
 
Max 65.71% 79.31% 67.41% 99.97% 
Min 10.39% 18.83% 16.30% 98.72% 
 
Min 14.67% 25.59% 24.04% 98.57% 
Std 17.69% 19.14% 15.98% 0.40% 
 
Std 16.53% 17.17% 13.71% 0.45% 
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The smaller blebs for any process are not fully developed and often have similar intensity 
and texture as the cell body. Therefore, over-segmentation is bound to happen if the cell 
body and its bleb share similar image properties. The proposed method yields a lower 
value in comparison metric for small blebs. Larger cells with larger blebs perform better. 
A typical large bleb has 1700 or more pixels.  
4.3.6.3 Automated Segmentation  
The bio-optimized segmentation method is an automated approach in which the 
seed is given by the user initially.  Since computationally expansion and retraction 
processes are modeled as inverse processes with different parameters for the bio-
optimized segmentation method, the following facts must be true for the cases shown in 
Figure 14. For expansion, video sequence reversal must be done to make sure it is 
computationally the same as retraction process. For the full bleb formation process, video 
must be split into expansion and retraction videos. The separation is done by following 
the 10/28 frame ratio for the estimation of intermediate bleb frame location. This 
interactive system is a vital resource for biologists to analyze bleb behavior. It alleviates 
the biologist’s burden in complete manual extraction of bleb area distribution and 
provides the bleb boundary over time. It is a useful data mining approach to help 
biologist quantify analyses on dynamic and apoptotic blebbing behavior. 
4.3.6.4 Time Complexity 
Since the proposed method was an iterative optimization process, it yielded higher 
time complexity for all bio-optimized segmentation methods. The best performer among 
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the bio-optimized segmentation methods was the bio-optimized meanshift. However, it 
required an average of 11 seconds to process a single frame as shown in Table 11. The 
bio-optimized watershed which was the second best performer had the lowest time 
complexity in all bio-optimized methods. The tradeoffs between the bio-optimized 
meanshift and bio-optimized watershed were performance and time complexity. The 
experiments were done on a desktop with an Intel(R) Core™ i7-3770 CPU processor that 
run at 3.40 GHz. 
4.4. Conclusion 
The proposed method uses parameters learned from bio-statistics to segment blebs 
in videos. The bio-optimized metric depends on the predicted area of the bleb and the 
parameters for the area prediction are learned by fitting the bleb area curve over time. 
The proposed method segments out the bleb with adaptive parameters rather with fixed 
parameters for all frames in a video. With the predicted area as a constraint, there are few 
cases of over-segmentation in the bio-optimized segmentation methods. Since the bio-
Table 11 
 Computational Time Statistics Per frame in seconds 
Method Min Max Mean Std 
Meanshift* 2.073 94.345 11.036 17.888 
Meanshift 0.006 0.090 0.020 0.020 
NCUT* 0.883 103.818 9.864 20.908 
NCUT 0.097 17.143 1.256 3.007 
Region Growing* 7.539 399.599 47.350 82.738 
Region Growing 0.007 5.506 0.539 1.132 
Watershed* 0.658 13.303 2.162 2.712 
Watershed 0.004 0.056 0.012 0.012 
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optimized approach is an attempt to find a solution that optimized the bio-optimization 
metric, it depends on the results from segmentation method under different parameters.  
However, the segmentation method might not generate an ideal/exact solution to optimize 
the metric tightly. The over-segmentation in the approach is the inability of the 
segmentation method to give a better solution. In terms of biological contribution, this 
paper introduces a new concept that the bleb formation/retraction process can be used as 
a biological indicator of cell health. Healthy cells retract their blebs back to the cell body, 
while non-healthy cells do not retract them or retract them slowly.  In terms of a 
computational contribution, this paper suggests a bio-optimization metric to segment bleb 
regions. It introduces an approach to improve bleb detection accuracy by using adaptive 
parameters instead of using constant parameters for all bleb frames in a video.  The 
proposed segmentation methods with adaptive parameters found by the bio-optimized 
metric has a higher accuracy as well as a consistently higher performance.  
This work can be used by biologists to evaluate the state of health of hESC in 
culture in various experimental conditions. It could be valuable in drug screening and in 
toxicological studies where short times to an endpoint are desirable, as well as resource 
and time saving. It may be adaptable in the future to high throughput screening of 
chemicals and drugs that need to be evaluated for embryotoxicity. In the future, we will 
explore additional features for automated intermediate bleb detection.   
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CHAPTER 5 hESC Classification: Random Network with Autoencoded 
Feature Extractor 
 
Human embryonic stem cells (hESC) are derived from the inner cell mass of 
developing blastocysts and possess two important properties: 1) self-renewal and 2) 
pluripotency [21] [22] [48]. Self-renewal is the ability to go through unlimited cycles of 
cell division, and pluripotency is the capability to differentiate into any cell types in the 
human body. hESC are an important resource for regenerative medicine, basic research 
on human prenatal development, and toxicological testing of drugs and environmental 
chemicals. Under their state of pluripotency, they can also be maintained indefinitely [24] 
[35]. Therefore, understanding the behavior of hESC is fundamental for medicinal and 
toxicological research [24] [25] [46]. 
The classification of hESC in video is essential for quantifiable analysis of hESC 
processes and behavior [15]. However, manual analysis of stem cells is laborious and 
tedious, and is often inaccurate due to the three human limitations. First, the accuracy of a 
human performing classification is inversely proportional to long working hours. Second, 
the uncertainty in classification occurs due to a wide variety of appearances of objects in 
a class. Third, the amount of time put off from working on datasets can lead to confusion 
in discerning hESC into the right classes.  Fig. 22 provides a modularized system 
overview for an automated segmentation and classification process. In this chapter, we 
focus essentially on the classification of the detected components from hESC videos; the 
detected components are the six general classes shown in Fig. 22. Guan et al. [48] 
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provide details of a method for the fast detection and segmentation of individual video 
components. 
Because phase contrast imaging is a non-invasive microscopy technique, it is 
widely used to study the behavior of live hESC in videos [49]. In this study, the hESC 
videos were taken with a BioStation IM [32]. The hESC videos consist of frames of 
phase contrast images. Each frame can contain any of the following six general 
components: 1) cell clusters, 2) debris, 3) unattached cells, 4) attached cells, 5) 
dynamically blebbing cells, and 6) apoptotically blebbing cells. Among these unattached, 
attached, dynamically blebbing and apoptotically blebbing cells are the four classes that 
are of significant interest in experimental work. These four classes are regarded as the 
four intrinsic cell types in a video. Fig. 23 shows examples of the six classes. 
Conceptually, the six classes of hESC can be distinguished with three fundamental 
human perceptual capabilities for identification and classification of objects: 1) shape, 2) 
intensity, and 3) texture. Each class can be uniquely identified by one or a combination of 
the aforementioned human perceptions. For instance, the apoptotically blebbing cells in 
 
Figure 22 System Overview. 
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Fig. 23(f) are similar in intensity, shape and texture among themselves. hESC in Fig. 
23(e) and Fig. 23(f) are dissimilar in intensity, but they are similar in shape and texture. 
The debris in Fig. 23(b) has similar intensity values as various classes shown in Fig. 23. 
Traditionally, a feature vector can be derived with the aforementioned human 
perceptions. However, with the advent of deep learning techniques, we can develop 
classification models with the given abundancy of labeled data. Therefore, the need to 
generate a feature vector manually for classification system is only suitable when data is 
limited. 
With the consideration that we often see abundant of unlabeled data rather than 
labeled data, we propose a random network with autoencoded feature extractor. The 
 
Figure 23 Six general classes in a phase contrast frame: (a) Cell clusters, (b) debris, (c) 
unattached cells, (d) attached cells, (e) dynamically blebbing cells, (f) apoptotically 
blebbing cells. 
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proposed method focuses on building random subnetworks with feature extractor derived 
with unlabeled data. Moreover, the proposed method incorporated ensemble 
methodology in the network to reduce overfitting. 
Section 5.1 discusses the motivation of this chapter. Section 5.2 presents the 
technical approach in detail. Section 5.3 provides experimental results and a discussion of 
the proposed and compared methods. Finally, Section 5.4 presents the conclusions of the 
chapter. 
 
5.1 Motivation 
In this Chapter, we first present the motivation for our proposed approach. This is 
followed by a method for automated cell region detection which is the segmentation 
component. We then describe random network (RandNet), and elaborate on the 
autoencoded feature extractor as well as the pre-trained subnetworks for the classification 
component. The classification component is part of the modularized system as shown in 
Fig. 24. A pseudo code for building the RandNet model is also provided. 
 
Figure 24 Automated Segmentation & Classification System Overview. 
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Domain knowledge often comes from human perception, which is the most 
complex yet efficient cognitive system. Through hypothetical assumption and visual 
inspection, we can sometimes identify useful features of hESC for classification. 
However, our domain knowledge is limited by the amount of information our brain can 
absorb. With tens of thousands of unlabeled and labeled data, experts can have hard times 
in either conceptualizing or generalizing the hidden information given by the data. Deep 
learning techniques can help us in understanding the vast amount of data and solve the 
difficulty in creating algorithms for human level repetitious tasks. The proposed approach 
uses an unsupervised technique to build the foundation of the encoder network. The 
proposed method also makes use of both unlabeled and labeled data to build a reliable 
classification system.  
 
5.2 Technical Approach 
5.2.1 Segmentation Component 
Guan et al. [48] proposed a model based method for automatically segmenting 
hESC. This automated cell region detection is an essential algorithm in developing 
automated frame component decomposition in hESC phase contrast videos. They 
considered the foreground and background intensity distribution as a mixture of two 
Gaussians. The objective of their algorithm is to find an optimal threshold that optimizes 
a criterion derived from the intensity distribution of foreground and background. The 
optimal segmentation is achieved at the highest criterion value. Since the segmentation 
method yields a binary image for each frame, we were able to extract a pool of individual 
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components from each frame. Fig. 25 shows the detected components of frames under 
10x and 20x objectives. These detected components are then ready to be classified into 
one of the six aforementioned classes. 
5.2.2 Classification Component 
5.2.2.1 Classification System Overview 
The proposed classification system was built with both labeled and unlabeled 
data, and it consists of many random pre-trained subnetworks. The proposed method 
utilizes unlabeled data to build the encoder component in the pre-trained subnetworks and 
labeled data to fine-tune the RandNet. RandNet structure also incorporated ensemble 
methodology to constrain overfitting. Figure 26 shows a graphical depiction of how 
RandNet is built with pre-trained subnetworks and the ensemble concept. 
5.2.2.2 Random Network 
Random network utilizes the concept of bagging in deep learning by creating 
subnetworks. Bagging or Bootstrap aggregation is a machine learning concept used to 
          
                                         (a)                                                                                         (b) 
Figure 25 Detected Components on each Frame by Reference [48] (a) image under 10x 
objective, (b) image under 20x objective. 
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reduce variance and to avoid overfitting [50] [51] [52] [53].  RandNet, developed in this 
paper, is a method that contains many subnetworks that have a common pre-trained 
model and are fine-tuned with random samples. RandNet uses all the results from each 
subnetwork and passes it to a stacking network in which it makes the final decision. The 
detail of the stacking network is shown in Figure 27. The stacking network is designed to 
be simple and has only two main dense layers. 
5.2.2.3 Autoencoded Feature Extractor 
Autoencoder network is an efficient unsupervised learning method that learns the 
representation of a set of data. Autoencoder network contains two major components: 
encoder and decoder [54] [55] [56]. In this chapter, we used a structure similar to 
AlexNet as a basis of an encoder, and then we designed a decoder network from it; 
 
Figure 26 (a) Autoencoder network, (b) pre-trained subnetwork, (c) random network 
(RandNet) with autoencoded feature extractor. 
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AlexNet structure was chosen for its simple implementation [57]. As shown in Figure 
26(a), the encoder generates a set of latent representation for the unlabeled data. The 
details of both encoder and decoder structures are shown in Fig. 28. The autoencoder 
network used Adadelta optimizer and the pixel-wise binary cross-entropy loss function. 
Since the final layer in the autoencoder network was chosen to be a sigmoid activation 
layer, pixel-wise binary cross-entropy is an applicable loss measure. The loss function 
equation is given as the following: 
LossAE = − ∑ ∑ I(r, c)log(K(r, c)) + (1 − I(r, c)) log(1 − K(r, c))
NC
c=1
NR
r=1  (5.1) 
where LossAE is the total pixel-wise loss in autoencoder network, NR and NC are the total 
number of rows and columns. I(r, c) and K(r, c) are the truth and predicted label values in 
the rth row and cth column. Both I(r, c) and K(r, c) ∈ [0,1]. 
5.2.2.4 Pre-trained Subnetwork 
The subnetwork used the encoder structure derived from the autoencoder network 
(in Step 2, Figure 26(b)) as the basis for building a subclassifier. Each pre-trained 
subnetwork is fine-tuned with random samples and has a topper structure. The layers of 
the topper structure are shown in Figure 29.  Since the encoder structure was unfrozen in 
 
Figure 27 Stacking Network 
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each subnetwork, the fine-tuning with random samples affects the weights in the encoder 
structure. Therefore, we were able to emulate bagging for the proposed method. For this 
subnetwork, we use categorical cross entropy as our loss function which is shown below. 
                    LossCCE =  − ∑ ∑ yi,jlog(pi,j)
M
j=1
NS
i=1                     (5.2) 
where LossCCE is the total categorical cross entropy in the pre-trained subnetwork. NS 
and M are the total number of samples and classes, respectively. yi,j and pi,j are the truth 
and predicted values for ith sample and jth class. The pseudo algorithm is given in 
Algorithm 2.  
 
Figure 28 Autoencoder network 
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Algorithm 2: Random Network with Autoencoded Feature Extractor  
 
Input: 𝑫𝒖𝒏𝒍𝒂𝒃𝒆𝒍𝒆𝒅 is a set of unlabeled data 
   𝑫𝒍𝒂𝒃𝒆𝒍𝒆𝒅 is a set of labeled data 
   𝒏 is total number of subnetworks 
Output: Final learned model. 
1: procedure RandNet(𝑫𝒖𝒏𝒍𝒂𝒃𝒆𝒍𝒆𝒅, 𝑫𝒍𝒂𝒃𝒆𝒍𝒆𝒅, 𝒏) 
2:  Normalized 𝑫𝒖𝒏𝒍𝒂𝒃𝒆𝒍𝒆𝒅 and 𝑫𝒍𝒂𝒃𝒆𝒍𝒆𝒅 by dividing by 255. 
3: Train autoencoder network with unlabeled data (Step 1, Figure 26a). 
4: Extract encoder structures from autoenocder network for subnetwork training 
(Step 2, Figure 26b). 
5:   Create 𝒏 subset of labeled data with stratified bootstrap [58]. These subsets are 
used to obtain 𝒏   subnetworks. 
6:    Fine-tune 𝒏 subnetworks with the above datasets. 
7:  Connect the outputs from 𝒏 subnetworks with stacking technique (Step 3, Figure 
26c) [59]. 
8: Train the final network with all the training data. 
9: Obtain the final model. 
10: end procedure 
 
 
Figure 29 Topper structure 
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5.3 Experimental Results 
5.3.1 Data 
All time lapse videos were obtained with the phase contrast microscope in 
BioStation IM [32] [46]. The videos were acquired using either 10x or 20x objective with 
600 x 800 pixel resolution. A total of 27,603 unlabeled gray scale images and 3,559 
labeled gray scale images were obtained from six 10x videos and eight 20x videos. Both 
unlabeled and labeled images were obtained automatically by the method described in 
Guan et al. [10] [36] [48]. The labeled dataset had the following numbers of gray scale 
images for each class: 1) 636 cell cluster images; 2) 773 debris images; 3) 519 unattached 
cell images; 4) 704 attached cell images; 5) 413 dynamically blebbing cell images; and 6) 
514 apoptotically blebbing cell images. The ground-truth for the datasets were generated 
manually by stem cell experts. We used 75% of the dataset for training and the remaining 
25% of the dataset for out of sample testing for each class. In order to generalize the 
classifier, five-fold cross validation was done during model learning. Model learning is 
performed with training data only. The detail of 5-Fold cross validation is given in Figure 
30. 
 
Figure 30 5-Fold cross validation scheme. (Note: the training data are splitted into 5 sets 
for the purpose of  model selection). 
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5.3.2 Parameters and Optimization 
For autoencoder network, there are two fixed parameters; epochs and batch size. 
The epochs and batch size are set to be 10 and 128 respectively. The default adadelta 
optimizer is used for the autoencoder network [60]. For RandNet, there are five 
parameters; epochs, batch size, number of subnetworks, learning rate and decay rate. We 
used 25 epochs with early stopping, a batch size of 50 and a total of 33 subnetworks. We 
also used a default adam optimizer with the learning rate of 0.001 and decay rate of 0 
[61]. All parameters are fixed except the number of subnetworks. The number of the 
subnetworks has a search range from 1 to 37 with the step size of 2. Figure 31 shows that 
when the number of subnetworks equals to 33, it has the highest average validation 
accuracy as well as the lowest average validation loss. 
5.3.3 Performance Measures 
For performance analysis and comparison, we used the confusion matrix for 
evaluation [62]. The following equations show the calculations for the overall and 
individual classification accuracy from the confusion matrix. Average classification rate 
(ACR) and individual true positive rate (TPR) are given by the following equations: 
                             ACR =
1
N
∑ CMii
Nclass
i=1                               (5.3) 
                             TPRj =
1
Nj
∑ CMij
Nclass
i=1                           (5.4) 
Note that CMii is an iith element in the confusion matrix CM. CM is an element of 
ℝNclass ×Nclass where Nclass is the total number of classes. N is the total number of 
evaluated observations. TPRj is the true positive rate/ recall for the jth class. Nj is the 
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total number of samples in the jth class. CMij is the element of CM in the ith row and jth 
column. 
There are three different categories of accuracies in evaluating the performance of 
a model, and they are: 1) training accuracies; 2) validation accuracies; and 3) out-sample 
testing accuracy. Training and validation accuracies refer to cross validation accuracies 
for training and validating sets, respectively. For example, in a 5-fold cross validation 
 
(a) 
 
 
(b) 
Figure 31 Mean accuracy vs. number of subnetworks curve; (b) mean loss vs. number 
of subnetworks curve. (5-Fold cross validation results) 
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scheme, the model is trained with the training set (see Figure 30). The out-sample testing 
accuracy is slightly different than the validation scheme. Once the best model parameters 
are learned from the model selection process, the final model is obtained with all the 
training dataset and the best parameters. This final model is then used to evaluate the 
performances of the testing dataset, and it produces the out-sample accuracy. Typically, 
training and validation accuracies show us the estimated bias and variance in the final 
model while out-sample testing accuracy shows the true variance in the final model.                 
5.3.4 Experimental Results and Discussions 
The proposed RandNet was compared with state-of-the-art methods as reported in 
Table 12. The top two performers are the proposed RandNet and the fused CNN triplet 
[20].  The proposed RandNet has 97.23% mean accuracy in a 5-fold cross validation and 
a seemingly low standard deviation in its validation results. The reason that both RandNet 
and fused CNN triplet outperformed other methods is that additional data are being used. 
Both aforementioned methods trained with data other than the given labeled data. The 
RandNet used unlabeled data to pre-train its subnetworks and then fine-tuned it with the 
Table 12  5-fold Cross validation results 
Method Mean Accuracy STD 
Fused CNN Triplet [20] 95.14% 0.91% 
ResNet18 [63] 92.16% 2.25% 
ResNet34 [63] 92.52% 3.34% 
ResNet50 [63] 89.38% 2.26% 
VGG-16 [64] 91.78% 3.35% 
VGG-19 [64] 93.60% 2.48% 
AlexNet [57] 93.23% 2.98% 
RandNet 97.23% 0.94% 
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labeled data. On the other hand, fused CNN triplet uses both synthetic data and real 
labeled data in training. ResNets, VGGs and AlexNet were trained with only labeled data. 
Consequently, they seem to have higher variance in their performance. They also deem to 
perform worst in out-sample testing which is shown in Table 13.  
When comparing to ResNets, VGGs and AlexNet, the proposed method 
outperformed those methods by at least 6% as shown in Table 13. Their performances of 
these other methods were all closely within their individual standard. The proposed 
method has significant lower standard deviation than ResNets, VGGs and AlexNet. 
Therefore, the proposed method still performed better in out-sample testing. Since the 
proposed method incorporated the concept of bagging and used 33 random subnetworks, 
the proposed method was going to have a low standard deviation in performance. 
When comparing to fused CNN triplet, RandNet outperformed fused CNN triplet 
in both 5-fold cross validation and out-sample testing. As shown in Table 12, RandNet 
was about 2% better than fused CNN triplet in validation results. In term of out-sample 
testing, the proposed method had a slight 0.45% lead on fused CNN triplet as shown in 
Table 13. The confusion matrix of the proposed method on testing dataset is shown in 
Table 13 Testing Data results 
Method Accuracy 
Fused CNN Triplet [20] 95.83% 
ResNet18 [63] 87.59% 
ResNet34 [63] 88.20% 
ResNet50 [63] 86.17% 
VGG-16 [64] 88.29% 
VGG-19 [64] 89.46% 
AlexNet [57] 87.41% 
RandNet 96.28% 
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Table 14. The proposed method also outperformed fused CNN triplet in term of training 
cost. RandNet’s computational cost in training is significantly lower than the fused CNN 
triplet. According to Theagarajan et al. [20], fused CNN triplet used additional 240,000 
synthetic images for training; 40,000 for each class. Fused CNN triplet took about a 
month for synthetic image generation and about four days for final model building.  On 
the other hand, the proposed RandNet had about 5 hours of training time, and used only 
27,603 unlabeled images for pre-training the decoder network. The proposed method was 
implemented on a desktop with 3.4GHz Intel(R) Core i7-3770 CPU and NVIDIA 
GeForce GTX 1070 GPU. 
5.3.4.1 Misclassification Examples 
The proposed method had at least 93% TPR/recall for each individual class as 
shown in Table 15. It performed better in identifying attached cells; it has a total of 
Table 14 Confusion Matrix for Testing Data with RandNet (Proposed Approach) 
                      Truth 
  Predicted 
Cell 
Cluster 
Debris 
Unattached 
Cell 
Attached 
Cell 
Dynamically 
Blebbing 
Cell 
Apoptotically 
Blebbing 
Cell 
Cell Cluster  154 0 0 2 3 1 
Debris  0 187 1 0 0 0 
Unattached Cell  0 0 121 0 0 1 
Attached Cell  0 0 6 173 2 0 
Dynamically Blebbing Cell  1 5 0 1 97 3 
Apoptotically Blebbing Cell  4 1 1 0 1 123 
Table 15 Individual class recall for RandNet 
Method Recall 
Cell Cluster 96.86% 
Debris 96.89% 
Unattached Cell 93.80% 
Attached Cell 98.30% 
Dynamically Blebbing Cell 94.17% 
Apoptotically Blebbing Cell 96.09% 
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98.30% recall.  However, it performed worst for unattached cells. Unattached cells are 
generally easy to identify as shown in Figure 23c. From the typical misclassified images 
in out-sample testing as shown in Figure 32, we concluded that the blurring effects in the 
autoencoder network might be the cause for misclassifications. As shown in Figure 32(b) 
and 32(c), two unattached cells were blurred out after passing through the autoencoder 
network. Therefore, those cells looked similar to the attached cells visually. Moreover, 
this blurring effect might be more significant on the hidden representation generated by 
the decoder which was used to build the subnetworks. 
5.4 Conclusion 
Automated classification of hESC in phase contrast videos is essential for a fast 
quantifiable analysis of hESC behaviors. The proposed random network (RandNet) 
utilized unlabeled data for pre-training, and it incorporated both transfer and ensemble 
learning concepts. RandNet not only has lower training cost with pre-trained models, but 
 
 
Figure 32 Typical misclassified images in out-sample testing: (a) Cluster predicted as 
apoptotic cell; (b) unattached cell predicted as attached cell; (c) unattached cell predicted 
as attached cell; (d) attached cell predicted as cluster; (e) dynamic blebbing cell predicted 
as attached cell; (f) dynamic blebbing cell predicted as cluster; (g) debris predicted as 
apoptotic cell; (h) debris predicted as dynamic blebbing cell. (Note: Recovered images 
are obtained from the autoencoder network) 
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it also can improve performance through fine-tuning with labeled data. It had low 
performance variance in the cross validation results. This chapter demonstrated that 
RandNet is an efficient and effective method. In term of efficiency, it uses the 
combination of subsampling and pre-trained models to generate subnetworks. In term of 
effectiveness, it is a robust method that provides a generalized solution for hESC 
classification. Our objective in this paper has been to show that we can use both labeled 
and unlabeled datasets. This software enables quantitative analysis of changes/behavior 
of hESC in video. In the future, we will explore additional deep networks for building 
subnetworks. Since the blurring effects of the current simple network had affected 
classification performance, we will explore deeper network to learn a finer hidden 
representation for hESC classification.   
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CHAPTER 6 Conclusion and Future Work 
 
The advent of machine learning makes automated, fast and quantifiable analysis 
possible. Human embryonic stem cell research has been pushed to the next level with 
software such as CL-Quant. Techniques in segmentation, detection and classification are 
becoming more important for a quantifiable and reliable analysis. Conventional methods 
such as, classification and regression trees (CART), random forest (RF), neural network 
(NN) and support vector machine (SVM) have enabled statistically significant analysis in 
many researches. Now, the state-of-art deep learning with different convolutional neural 
network (CNN) architectures is becoming a main stream for further the analysis.  It will 
help us dive deeper in understanding of human embryonic stem cell characteristics. In 
this paper, we proposed detection technique for cell regions, segmentation method for 
bleb analysis and deep learning architecture for classification as individual chapters. 
Cell region detection is essential when analyzing the growth of cell cultures under 
different assays. For instance, Chapter 3 talks about quantifying the rate of hESC colony 
growth for different brand of cigarettes.  Cell region detection can accelerate the study for 
evaluating the toxicity of cigarette smoke from conventional and harm reduction 
cigarettes. Fast analysis in toxicity test can help prevent harm and save lives. One of the 
cell region detection challenges observed in Chapter 4 is separating the close-knitted 
regions. As the result, future study on cell region detection will address this issue with 
deep learning techniques.  
For bleb analysis as discussed in Chapter 4, we found out that image quality under 
20x objective might not be sufficient for detail analysis of the bleb. Under 20x objective, 
74 
 
we can analysis the bleb area and intensity changes over time. However, the particles 
motion was not capture during bleb formation. It would be interesting to study the motion 
inside the bleb once the bleb lineage is captured in the form of segmented images.  It 
would also us to quantify the particle motions in the bleb under different environment. As 
the result, I recommend bleb analysis with 40x objectives. For Future work, we should 
explore fast bleb detection and bleb sequence segmentation in videos with 40x objective. 
Human embryonic stem cell classification is important to analyze the four 
intrinsic cell types as discussed in Chapter 5. It is important to biologists to understand 
the different type of cells in the assay at a given time. Therefore, a classification system 
can assist biologists in quantifying the cell types in each assay under different chemical 
environment. As observed in Chapter 5, unattached cells can transform into attached cells 
and attached cell can undergo either dynamic or apoptotic blebbing. Such transformation 
transitions can sometimes confuse biologists when categorizing them. Therefore, it is 
important to develop a probabilistic prediction model for each cell types.  For future 
study, we will look into multi-labels for each cell with deep learnings.  
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