Constellations and hypermaps generalize combinatorial maps, i.e. embedding of graphs in a surface, in terms of factorization of permutations. In this paper, we extend a result of stating an enumerative relation between quadrangulations and bipartite quadrangulations. We show a similar relation between hypermaps and constellations by using a result of Littlewood on factorization of characters. A combinatorial proof of Littlewood's result is also given. Furthermore, we show that coefficients in our relation are all positive integers, hinting possibility of a combinatorial interpretation. Using this enumerative relation, we recover a result on the asymptotic behavior of hypermaps in Chapuy (2009).
Introduction
Maps are combinatorial structures describing an embedding of a graph in a surface. They can be encoded as factorizations of the identity element in the symmetric group. Enormous efforts have been devoted to the enumeration of these combinatorial objects and their variants, see e.g. [LZ04, BMS00, BDFG04] and references therein. In [JV99] , the following strikingly simple enumerative relation was established: Here, for D ⊆ N + , we define B (g,k)
n,D as the number of rooted bipartite maps of genus g with every face degree of the form 2d and d ∈ D, whose vertices are colored black and white, rooted in a white vertex and with n edges such that k black vertices are marked. The number E (g) n,D is the counterpart for rooted (non necessarily bipartite) maps with the same restriction on face degrees without marking. In the planar case, we have E n,D , meaning that a planar map with all faces of even degree is always bipartite. The situation in higher genera is more complicated, and every map whose faces are all of even degree is not always bipartite. Figure  1 gives such an example of a 5 × 6 rectangular grid on a torus, which is a quadrangulation but not bipartite.
The special case on D = {2} had been proved in [JV90a] , and the maps in concern are quadrangulations, which gives this special case the name quadrangulation relation. It had been [JV90b] . Despite its nice form, the combinatorial meaning of the quadrangulation relation remains unclear, though some effort is done in [JV99] to explore properties of the possible hinted bijection.
In enumeration of maps, there is a recurrent phenomenon: results on bipartite maps can often be generalized to constellations (see e.g. [BMS00, BDFG04, PS02] ). In fact, since bipartite maps are exactly 2-constellations, constellations can be seen as a generalization of bipartite maps. In the same spirit, we will generalize the quadrangulation relation to m-constellations and m-hypermaps. See Section 2.1 for the definitions of these notions. As an example, our result in the case m = 3 gives rise to the following relation (c.f. Corollary 4.4): n,3,D is the number of rooted 3-constellations with n hyperedges, and hyperface degree restricted by the set D, with a marked vertices of color 1 and b marked vertices of color 2. The number H (g) n,3,D is the counterpart for rooted 3-hypermaps without marking. We also give the same type of relation for general m. While our generalization of the quadrangulation relation still has a simple form, it involves extra coefficients in the weighted sum. Explicit expressions of these coefficients are given in Corollary 4.6 using symmetries in m-constellations. We then establish Theorem 4.2 stating that these coefficients are all positive integers, revealing the possibility that a potential combinatorial interpretation exists for our relation. Finally, we recover a relation between the asymptotic behavior of m-constellations and m-hypermaps in [Cha09] , which can be seen as an asymptotic version of our relation.
Given a partition µ ⊢ n, we note mµ the partition obtained by multiplying every part in µ by m. In [JV90a] , the quadrangulation relation was obtained using a factorization of irreducible characters of the symmetric group on partitions of the form [(mk) n ] using a notion called mbalanced partition, which is a special case of a more general result for characters evaluated on partitions of the form mµ in an article of Littlewood [Lit51] . For the sake of self-containedness, a combinatorial proof of this result is given here.
Preliminaries

Constellations and hypermaps
A map M is an embedding of a connected graph G, with possibly multi-edges or loops, into a closed, connected and oriented surface S such that all faces, i.e. components of S \ M , are topological disks. Maps are defined up to orientation-preserving homeomorphisms. We define the genus g of a map to be that of the surface it is embedded into. We thus have the Euler relation |V | − |E| + |F | = 2 − 2g.
Following [LZ04, Cha09] , we now define two special kinds of maps. An m-hypermap is a map with two types of faces, hyperedges with degree m and hyperfaces with degree divisible by m, such that every edge is located between a hyperedge and a hyperface. Each edge is then naturally oriented with the hyperedge on its right. Conventionally hyperedges are colored black and hyperfaces white. An m-constellation is an m-hypermap with the additional condition that all vertices are colored with an integer between 1 and m in a fashion that every hyperedge has its vertices colored by 1, 2, . . . , m in clockwise order. A map with faces of even degree can be considered as a 2-hypermap by replacing every edge with a 2-hyperedge, and a bipartite map can be considered as a 2-constellation in the same way. A rooted m-hypermap is an m-hypermap with a distinguished edge. Rooted m-constellations are similarly defined, with the convention that the starting vertex of the root in natural orientation has color 1. We consider only rooted m-hypermaps and rooted m-constellations hereinafter.
Figure 2 provides an example of planar 3-hypermap, which is also a planar 3-constellation with the given vertex coloring. More generally, every planar m-hypermap can have its vertices colored to become an m-constellation, that is to say, every planar m-hypermap can be considered as an m-constellation. This is because the only obstacle for an m-hypermap to be an mconstellation is the existence of a cycle whose length is not divisible by m, but in the planar case we can easily show that such a cycle does not exist using the Jordan curve theorem. However, this is not necessarily true for higher genera, in which an m-hypermap does not necessarily have a coloring that conforms with the additional condition to be an m-constellation. An example for m = 2 is presented in Figure 1 , and similar examples can be constructed for general m. • σ 1 = (1, 5, 4)(2)(3)(6, 7)
• σ 2 = (1, 2, 7)(3, 4)(5)(6) σ 3 = (1)(2, 3)(4)(5, 6, 7) φ = (1, 6)(2, 5)(3, 4)(7)
Figure 2: An example of rooted planar 3-hypermap
We now define the generating series of m-hypermaps and m-constellations. We use x to denote a sequence of variables x 1 , . . . , x m , and [x i ← f (i)] to denote the substitution of x by x i = f (i). We also introduce an infinite set of variables y = y 1 , y 2 , . . .. We define H(x, y, z, u) to be the ordinary generating series of rooted m-hypermaps, with x marking the number of vertices, y i the number of hyperfaces of degree mi for each i, z the number of hyperedges and u twice the genus. Similarly, we define C(x, y, z, u) to be the ordinary generating series of rooted m-constellations, except that with x i we mark the number of vertices with color i.
In the following, we take the convention of composing permutations from left to right, considering them as elements of the symmetric group. Let S n be the symmetric group consisting of permutations of n elements. A k-factorization of the identity (or simply k-factorization) in S n is a k-tuple of permutations (σ 1 , . . . , σ k ) in S n such that σ 1 · · · σ k = id. Such a factorization is transitive if the family acts transitively on {1, . . . , n}. There is a 1-to-(n − 1)! correspondence between rooted m-constellations with n hyperedges and transitive (m + 1)-factorizations in S n (c.f. [LZ04] ). More precisely, we first number the hyperedges from 1 to n, with the convention that the rooted hyperedge receives the number 1. There are (n − 1)! ways for such numbering. Then for each color i, we construct the permutation σ i whose cycles record hyperedges incident to each vertex of color i, in clockwise order. For hyperfaces, we construct the permutation φ whose cycles record hyperedges incident to each hyperface with an edge from color m to color 1, in clockwise order. We can simply verify that σ 1 · · · σ m φ = id, which is an (m + 1)-factorization. Figure 2 provides an example of such a factorization on a 3-constellation. Since the constellation is connected, the (m + 1)-factorization obtained is always transitive. Each numbering of hyperedges produces one such factorization, hence the 1-to-(n − 1)! correspondence.
Similarly, by numbering corners of faces instead of hyperedges, with a similar construction, we have a 1-to-(n − 1)!m n−1 correspondence between rooted m-hypermaps with n hyperedges and transitive 3-factorizations in S mn with cycle lengths in σ 1 all divisible by m.
For n ≥ 1 and λ a partition of n, we note C λ the set of permutations with cycle type λ. For a permutation φ, we note l(φ) the number of cycles in φ. 
Similarly, we can also define the generating series R C of (not necessarily transitive) (m + 1)-factorizations σ 1 · · · σ m φ = id in S n , with x i marking the number of cycles in σ i , y the cycle type of φ and z the size of the symmetric group:
By taking the logarithm of the corresponding generating series, we can pass from general k-factorizations to transitive ones (see, e.g., [JV90a] ). Using Euler's formula, we can now easily verify the following relations concerning generating series H, C of m-hypermaps and mconstellations, and R H , R C defined above:
In an algebraic point of view, the series R H and R C are much easier to manipulate than H and C. To investigate the link between m-hypermaps and m-constellations, we will start by analyzing R H and R C using the group algebra of the symmetric group.
Characters and group algebra of the symmetric group
The group algebra CS n of the symmetric group S n is a complex vector space with a canonical basis indexed by elements of S n and a multiplication of elements extending distributively the group law of S n . The center of the group algebra CS n , noted as Z(CS n ), is the subalgebra of CS n consisting of elements that commute with any element in CS n .
For θ a partition of n (noted as θ ⊢ n), we define K θ to be the formal sum of elements in S n with cycle type θ. The elements (K θ ) θ⊢n form a linear basis of Z(CS n ). According to the classic representation theory (c.f. Chapter 2.5 in [Ser77] ), Z(CS n ) has another linear basis (F θ ) θ⊢n formed by orthogonal idempotents.
For a partition λ = [1 m 1 2 m 2 . . .] ⊢ n in which i appears m i times, we note z λ = i>0 i m i m i !, and we know that n!z −1 λ is the number of permutations of cycle type λ. We denote by χ λ θ the irreducible character indexed by λ evaluated on the conjugacy class of cycle type θ, and by f λ = χ λ [1 n ] the dimension of the irreducible representation indexed by λ (c.f. [Sta99] ). The change of basis between (K θ ) θ⊢n and (F θ ) θ⊢n is thus given by (c.f. Chapter 2.5 in [Ser77] )
We now work in Z(CS n ). For arbitrary partitions α,
, can be interpreted as the number of factorizations τ 1 · · · τ k σ = id with τ i of cycle type β (i) for each 1 ≤ i ≤ k and σ a fixed permutation of cycle type α. With this interpretation, using the change of basis between (K θ ) θ⊢n and (F θ ) θ⊢n given above and the fact that (F θ ) θ⊢n are orthogonal idempotents, we have
We have just reproved a specialization of a well-known formula that is often contributed to Frobenius (c.f. Appendix A in [LZ04] ), with which we can rewrite R H and R C as following.
To further simplify the expressions above, we define the rising factorial function x (n) = x(x + 1) · · · (x + n − 1) for n ∈ N. For a partition θ, we define the polynomial H θ (x) as
, where l(θ) is the number of parts in θ. With this notation, we give the following expressions of R H and R C .
Proposition 2.1. We can rewrite R H and R C as follows:
This proposition comes from direct application of the following lemma (Lemma 3.4 in [JV90a] ) to (3) and (4). Lemma 2.1. We have the following equality:
Since no proof is directly given in [JV90a] , for self-containedness, we present here our proof using the representation theory of the symmetric group as in [VO04] . In the following proof, we identify a partition θ with its Ferrers diagram, and for a cell w ∈ θ in row i and column j, we note c(w) = j − i its content.
By the change of basis from (K θ ) θ⊢n to (F θ ) θ⊢n and the fact that (F θ ) θ⊢n are orthogonal idempotents, we have
On the other hand, F θ is the projection of CS n on the irreducible module M θ indexed by the partition θ. For a vector v T in the Gelfand-Tsetlin basis of M θ , we have T (x)v T = w∈θ (x + c(w))v T , since all J i acts diagonally on the Gelfand-Tsetlin basis with J i v T = c(i)v T where c(i) is the content of the cell occupied by i in the Young tableau T (c.f. [VO04] ). Thus T (x) acts on M θ as w∈θ (x + c(w)). Therefore, the operators T (x)F θ and w∈θ (x + c(w))F θ act identically in CS n and thus they are equal. We conclude the proof by comparing the two equalities with the observation that w∈θ (x + c(w)) = H θ (x).
We can see that the characters in R H in Proposition 2.1 are all evaluated at the partition [m n ] and partitions of the form mµ with µ ⊢ n. In [JV90a] , χ θ [m n ] is proved to have an expression as a product of smaller characters, which is a crucial step towards the quadrangulation relation. This factorization is also presented in [JK81] (Section 2.7) under the framework of p-core and abacus display of a partition. With a generalization due to Littlewood [Lit51] that applies to all partitions of the form mµ, we will give a similar relation between m-hypermaps and m-constellations in Section 4.
Factorization of characters evaluated at mλ
In this section we will present the following result on factorizing χ θ
[mλ] into smaller characters. The notion of m-splittable partition will be defined later.
Theorem 3.1 (Littlewood 1951 [Lit51] ). Let m, n be two natural numbers, and λ ⊢ n, θ ⊢ mn be two partitions. We consider partitions as multisets and we denote multiset sum by ⊎. If θ is m-splittable, we have
with sgn θ and all θ (i) depending only on θ and m.
If θ is not m-splittable, χ θ mλ = 0. An algebraic proof is given in [Lit51] . For the sake of self-containedness, we will present a combinatorial proof here. We will first give a natural combinatorial interpretation of msplittable partitions using the infinite wedge space. A brief introduction to the infinite wedge space can be found in the appendix of [Oko01] , after which some of our notations here follow. With this combinatorial interpretation, we will give a straightforward, purely combinatorial proof of Theorem 3.1.
Infinite wedge space and boson-fermion correspondence
We recall some definitions about the infinite wedge space taken from [Oko01] . Let (k) k∈Z be a set of variables indexed by integers, and ∧ be an associative and anti-commutative binary relation acting as exterior product. For S ⊂ Z, we note S + = S ∩ N and S − = Z <0 \ S. We define Λ ∞/2 as the vector space spanned by vectors of the form v S = s 1 ∧ s 2 ∧ . . . with S = {s 1 > s 2 > . . .} such that both S + and S − are finite. The vector space Λ ∞/2 is called the infinite wedge space.
We define the creation operator φ k corresponding to the variable k with φ k (v) = k ∧ v for all v ∈ Λ ∞/2 . We also define the annihilation operator φ * k as the adjoint operator of φ k with respect to the canonical scalar product, satisfying the anti-commutation relation φ * k φ k + φ k φ * k = 1. Let Λ 0 be the subspace spanned by vectors of the form v S satisfying that S + and S − are finite and |S + | = |S − |. This condition on S is called the charge condition hereinafter. Partitions are in bijection with sets satisfying the charge condition. Given a partition λ = (λ 1 , λ 2 , . . . , λ l ), we draw its diagram in French convention, then rotate the diagram by 45 degrees. The diagram is framed by a lattice path (thick line in Figure 3 ), called the framing path, consisting of two types of steps, one parallel to the line y = x and the other to y = −x. This framing path eventually coincides with the line y = −x to the left and y = x to the right. We can also consider λ as an infinite sequence by taking λ k = 0 for k > l. We define the set S λ = {λ i − i | i ∈ N}. We can see from Figure 3 that S λ is exactly the set of starting abscissas of down-going steps (parallel to y = −x).
This map from λ to S λ is a classical bijection between partitions and sets satisfying the charge condition. We illustrate the set S λ on figure as a diagram of Z where each position indexed by an element of S λ is occupied by a particle. This bijection is called the boson-fermion correspondence in the literature. More information about representing partitions by its framing path can be found in [Oko01] .
For a partition λ, we note v λ the vector v S λ corresponding to S λ . We now define a new operator σ n,k = φ k φ * n+k for n a positive integer and k an integer. The effect of σ n,k on v λ is exactly removing a border strip of length n from the appropriate position of λ when possible, and we have σ n,k v λ = (−1) ht(λ/µ) v µ with µ the partition after removal of the border strip and ht(λ/µ) the number of rows the border strip spans minus one. See Figure 4 for an example.
Combinatorially, the operator σ k,p can be viewed as a jump of a particle from position n + k back to position k, and the sign it induces corresponds to the number of particles underneath this jump, that is, the number of jump-overs of this jump. For example, in Figure 4 , three jump-overs occur. We can also see that ht(λ/µ) is exactly the number of jump-overs in the removal of the border strip λ/µ. We now define a new operator α n = k∈Z σ n,k for n = 0, which essentially tries to remove a border strip of length n from λ in all possible ways when applied to v λ . It follows from the Murnaghan-Nakayama rule (c.f. [Sta99] ) that χ θ λ is the coefficient of v (0) , which corresponds to the empty partition, in
m-splittable partitions
We now define m-splittable partitions. Let S be a set satisfying the charge condition. We define its m-split as an m-tuple of sets (S 0 , S 1 , . . . , S m−1 ) such that S i = {a | ma + i ∈ S} for i from 0 to m − 1. A set S satisfying the charge condition is called m-splittable if every set in its m-split satisfies the charge condition. A partition λ is called m-splittable if S λ is m-splittable. In this case, we define the m-split (λ (0) , . . . , λ (m−1) ) of λ to be the tuple of partitions corresponding component-wise to the m-split of S λ .
Here is an example in Figure 5 of the m-split of an m-splittable partition. We take m = 3 and we consider the partition θ = (6, 6, 4, 4, 4, 3, 3). We can verify easily that θ is 3-splittable. To obtain the 3-split of θ, we split the set S θ according to residue classes modulo 3, then rescale to obtain 3 smaller sets, and finally we reconstruct partitions corresponding to the smaller sets.
As a remark, comparing our terminology with the one in [Lit51] , it is easy to see that an m-splittable partition is exactly a partition with an empty m-core, and in this case, its m-split coincides with its m-quotient. Moreover, we can easily show that the notion of "m-balanced partitions" used in [JV90a] and [JV99] is exactly the notion of m-splittable partitions. An advantage of our point of view is that it is much more intuitive and avoids technical lemmas when dealing with these objects as in [JV90a] .
Combinatorial proof of Theorem 3.1
We are now ready to give a combinatorial proof to Theorem 3.1, alongside with explicit expression of sgn θ and all θ (i) . Essentially, using the Murnaghan-Nakayama rule, we establish a bijection between ribbon tableaux of shape θ and content mλ and sequences of m ribbon tableaux T 0 , . . . , T m−1 of shape θ (0) , . . . , θ (m−1) respectively and total content λ. Readers can refer to [Sta99] for more on ribbon tableaux and the Murnaghan-Nakayama rule.
The basic idea is that the removal of a border strip s of length multiple of m from the partition λ only affects elements in S λ in one congruence class modulo m. Since one congruence Combinatorial proof of Theorem 3.1. We try to evaluate χ θ mλ with the Murnaghan-Nakayama rule.
For any integer p, k with k > 0, the operator σ mk,p only affects particles occupying the n-th position with n ≡ p mod m. For any S, σ mk,mp+i only changes the component S i in the msplit, and its effect is equivalent to σ k,p for S i . Thus the operator α mk preserves the m-splittable property of a partition. We then have χ θ mλ = 0 for θ not m-splittable, since the empty partition is m-splittable. Now we suppose that θ is m-splittable. Let (θ (0) , . . . , θ (m−1) ) be its m-split.
A ribbon tableau T θ of shape θ and of content [1 mλ 1 2 mλ 2 . . .] can be considered as the application of a sequence of operators of the form σ mk,p on v θ , therefore m series of operators of the form σ k,p on all of the θ (i) . The operator σ mk,mp+i on v θ acts only on θ (i) , and acts as the operator σ k,p . This induces a bijection that sends a ribbon tableau of shape θ and content mλ to m ribbon tableaux T 0 , . . . , T m−1 of shapes θ (0) , . . . , θ (m−1) and total content λ. We note λ (0) , . . . , λ (m−1) the content of T 0 , . . . , T m−1 respectively.
We now consider the sign. For a ribbon tableau T , we note sgn(T ) the sign of a ribbon tableau T , which is the product of (−1) ht(s) for all strips s. We also note j(T ) the number of jump-overs in the corresponding operator sequence, and we have sgn(T ) = (−1) j(T ) . In T θ , there are two types of jump-overs: jump-overs between particles in the same congruence class, and jump-overs between particles in different congruence classes. The number of jump-overs of the first type is noted as j endo (T ), and that of the second type j inter (T ), and we have j(T ) = j endo (T ) + j inter (T ). By definition j endo (T ) = m−1 i=0 j(T i ). For j inter (T ), we can check that the parity of j inter (T ) is preserved when commuting any two operators σ mk,p 1 and σ mk,p 2 , and when replacing any operator σ m(k+l),p by σ ml,p−mk σ mk,p . Therefore, the parity of j inter (T ) depends only on θ. We thus define sgn θ as sgn θ = (−1) j inter (T ) and we have sgn(T ) = sgn θ m−1 i=0 sgn(T i ). To evaluate χ θ mλ with the Murnaghan-Nakayama rule, we consider the sum over the sign of all ribbon tableau T θ of shape θ and of content mλ. We note t k the multiplicity of k as parts in λ, and t k,i the multiplicity of k in λ (i) . We have t k = m−1 j=0 t k,j . By the bijection and the sign relation between T and T 0 , . . . , T m−1 mentioned above, we have the following formula:
As an application of this combinatorial point of view, we also have a factorization result on the polynomial H θ for m-splittable partitions θ.
Lemma 3.1. For an m-splittable partition θ ⊢ n, we have
Proof. Let θ ⊢ mn be an m-splittable partition and (θ (0) , . . . , θ (m−1) ) be its m-split. Consider an arbitrary ribbon tableau T of form θ and content [m n ]. We note T 1 , . . . , T m the corresponding ribbon tableaux of form θ (1) , . . . , θ (m) respectively. In fact, T 0 , . . . , T m−1 are all standard Young tableaux, and each cell w of θ (i) corresponds to a strip s of length m in T . Moreover, we can see that the contents of cells in s are exactly mc(w) − i + 1, mc(w) − i + 2, . . . , mc(w) − i + m. These facts are independent of the choice of T . Therefore we have:
As a final remark, the operation in Figure 5 is sometimes called drawing the abacus display in some literature in algebra. Readers can refer to, for example, Section 2.7 of [JK81] for more details on p-core, p-quotient and abacus display, even though there is only a specialized version of Theorem 3.1 in this reference.
Generalization of the quadrangulation relation
In this section, using Theorem 3.1, we establish a relation between m-hypermaps and mconstellations in arbitrary genus that generalizes the quadrangulation relation. We then recover a result in [Cha09] on the asymptotic behavior of m-hypermaps related to that of mconstellations. Finally, by exploiting symmetries of the generating function, we are able to arrange our generalized relation in a form with all coefficients being positive integers, for which there might exist a combinatorial explanation.
From series to numbers
We start by a link between the series R H and R C , using Theorem 3.1.
Proposition 4.1. The generating series R H and R C are related by the following equation.
Proof. We take the expressions of R H and R C from Proposition 2.1. We observe that, in the expression of R H , we only need to consider those θ that are m-splittable according to Theorem 3.1. For such θ, let (θ (1) , . . . , θ (m) ) be its m-split, and we have the following equality derived from Theorem 3.1.
We then substitute the equality above and Lemma 3.1 into the expression of R H in Corollary 2.1 to factorize R H into a product of R C evaluated on different points as follows:
This link between R H and R C can be translated directly into a link between the series H(x, y, z, u) of m-hypermaps and the series C(x, y, z, u) of m-constellations, resulting in our main result as follows. 
Proof. This comes directly from a substitution of (1) and (2) into Proposition 4.1.
We note H (g) (x, y, z) = [u 2g ]H(x, y, z, u) and C (g) (x, y, z) = [u 2g ]C(x, y, z, u) the generating functions of m-hypermaps and m-constellations of genus g respectively. We can now express the following corollary concerning the link between m-hypermaps and m-constellations with respect to the genus.
Corollary 4.1. We have the following relation between the generating series H (g) and C (g) :
Proof. We want to compute
To obtain the final result, we then simplify the formula above with the fact that each term in C (g) has the form x 
Proof. By specifying y i = 0 for i / ∈ D in Corollary 4.1, we obtain our result.
By taking m = 2 and D = {2}, {p} or D arbitrary, we recover the quadrangulation relation in [JV90a] and its extensions in [JV90b] and [JV99] respectively. We define C is the counterpart for rooted m-hypermaps without markings. These numbers can be easily obtained from corresponding generating series by extracting appropriate coefficients evaluated with y i = 1.
According to Theorem 3.1 in [Cha09] , the number C 
Proof. We observe that, in the second part of Corollary 4.2, for a fixed k, the number of differential operators applied to
does not depend on n, and they are all of order 2k. Since in an m-hypermap, the number of vertices with a fixed color i is bounded by the number of hyperedges n, the contribution of the term with k = t is O(n Our generalized relation, alongside with its proof, is a refinement of the asymptotic enumerative results established in [Cha09] on the link between m-hypermaps and m-constellations.
Positivity of coefficients in the expression of H (g)
In Corollary 4.1, the generating function H (g) of m-hypermaps of genus g is expressed as a sum of generating functions C (g−k) of m-constellations with smaller genus applied to various differential operators. It is not obvious that this sum can be arranged into a sum with positive coefficients of all terms, but we will show that it is indeed the case. For m = 3 and m = 4, we have the following relations. 
We notice that the coefficients are always positive integers. This is not a coincidence. In fact, by carefully rearranging terms, we can obtain the following relation, whose proof is the subject of this section. 
In the following, we will deal with this problem of positivity of coefficients and prove the two corollaries above. We start from the observation that the series C (g) (x, y, z) is symmetric in x i . This can be seen algebraically from the expression of R C in Proposition 2.1, or bijectively with a "topological surgery" that permutes the order of two consecutive colors (details are left to the readers). We can thus deduce the following property of C (g) .
Proposition 4.2. Let k 1 , k 2 , . . . , k m be natural numbers and σ ∈ S m an arbitrary permutation. We have the following equality.
Proof. Since in the evaluation all x i are given value x, any interchange of variables x i in the series has no effect on the evaluation.
We now define a new sequence of differential operators D (2k) . For m = 2p even, we define
For m = 2p + 1 odd, we define
Using these differential operators, we can rewrite the equations in Corollary 4.1 as follows.
Proposition 4.3. We have the following equation.
Proof. We observe that, according to Proposition 4.2, for any g and j, With this equality, the proposition is easily verified.
We define two kinds of coefficients e , (m = 2p + 1) .
We can now rewrite the equation in Proposition 4.3 with these coefficients. The computation for m = 2p + 1 is similar.
We will now show that the coefficients d , which we will use for telescoping. 
