In many applications, flexibility of recommendation, which is the capability of handling multiple dimensions and various recommendation types, is very important. In this paper, we focus on the flexibility of recommendation and propose a graph-based multidimensional recommendation method. We consider the problem as an entity ranking problem on the graph which is constructed using an implicit feedback dataset (e.g. music listening log), and we adapt Personalized PageRank algorithm to rank entities according to a given query that is represented as a set of entities in the graph. Our model has advantages in that not only can it support the flexibility, but also it can take advantage of exploiting indirect relationships in the graph so that it can perform competitively with the other existing recommendation methods without suffering from the sparsity problem.
INTRODUCTION
The performance of a recommender system can be assessed with respect to various criteria including accuracy, diversity, serendipity, and explainability [1] . Many existing studies have focused on improving such performance measures of recommending items to users. More formally, the traditional recommendation problem has been considered as a problem of defining an effective utility function : × → . Typically the utility function is estimated based on prior user preferences, and then it is used to predict the utility of items to the given user [2] . The typical form of recommendation is recommending top-k items to a given user with highest utility values.
However, in many real world applications, it is not sufficient to assume that there are only user and item dimensions because there is a wide range of other information that can be incorporated into the recommendation effort for better recommendation quality. For example, contextual attributes (e.g. location, time) or metadata attributes (e.g. age, address, genre) can be important factors. Moreover, it is not enough to only consider the typical form of recommendation which is recommending items to users because other types of recommendations can be very useful too. As an example, an online music service may require recommending not only items to users but also items to groups of users, users for items, items to users according to their contexts, users to users, and so on. The capability of handling multidimensional information and various types of recommendation can be called the 'flexibility' of a recommender system [3] .
In this paper, we propose a graph-based approach that provides flexibility of recommendation. Considering each dimension in a multidimensional space as a domain of entities, a node in the graph is either an entity or a combination of entities. Weights between nodes are assigned using the entity relationships implied in implicit feedback datasets. Then, the multidimensional recommendation problem can be considered as the problem of ranking the nodes representing the entities of a target domain for a given query that is also represented as a set of nodes.
Exploiting a graph data model for recommendation has several advantages. Firstly, because any type of entities can be modeled as nodes in the graph, we can easily incorporate various types of information into recommendation. Additionally, we can also take advantage of not only direct relationships between entities but also indirect relationships. This can be very helpful for resolving the data sparsity problem which is an important issue in multidimensional recommendation. Lastly, we can adapt various graph ranking algorithms such as HITS [4] , PageRank [5] , and Personalized PageRank [6] . Specifically, we adapt Personalized PageRank algorithm which provides great flexibility. To the best of our knowledge, our approach is the first graph-based recommendation method which can fully exploit multidimensional information.
Our proposed recommendation method is based on implicit feedback datasets. Although explicit feedbacks better describe users' preferences, gathering users' explicit feedbacks can be burdensome to both users and systems. Especially, in the case of multidimensional recommendation, gathering explicit preferences is infeasible since the rating space becomes extremely large as the number of dimensions increases. Many previous works have shown that exploiting implicit feedback datasets can be a good substitution to the explicit feedback datasets [7] [8] [9] [10] . An important advantage of exploiting implicit feedback datasets is that they often include multidimensional information that can be useful for recommendation. For example, assume that we have a movie rental history dataset that includes time and date of each Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. rental. The time and date information can be useful for recommendation, because they tell us when users actually preferred (implied by the renting actions) the movies. Note that the time information included in explicit ratings cannot be used in this way because they describe when users rated the items but not when they preferred the items. Besides time and date information, various types of information included in implicit feedback datasets can be utilized this way (e.g. location, temperature, weather, etc.). Thus, we believe that implicit feedback datasets are more suitable for multidimensional recommendation than explicit feedback datasets.
Although our initial aim is to achieve flexibility, we should not give up the performance of recommendation. For the evaluation of our method, we compared our method to several other existing methods using two real-world datasets that consist of music listening logs gathered from an online music streaming service last.fm [11] and application purchase logs gathered from a mobile application store LG's Oz Store [12] . The experimental results show that our method outperforms or performs competitively with several existing algorithms including ItemRank [13] and PureSVD [14] in two-dimensional space. Furthermore, we show that exploiting multidimensional information improves recommendation performance.
The rest of this paper is organized as follows: In the following section, we present related literature especially focusing on multidimensional and graph-based recommendation approaches. In section 3, we formulate the problem of multidimensional recommendation. Section 4 explains the implicit feedback dataset and describes our graph model in detail. In section 5, we present the results of our experiments on two different real world datasets. Section 6 summarizes our work and proposes several application scenarios utilizing the flexibility of our method..
RELATED WORK
Existing recommendation methods can be mainly classified into two categories, Content-based Filtering and Collaborative Filtering. Content-based Filtering is one category of recommendation methods which recommend similar items to the items that users previously accessed. Content-based filtering exploits profiles of items (e.g. size, company, category, etc.) for comparing items to find similar items. The other approach is Collaborative Filtering. Collaborative Filtering does not use explicit item profiles, but it relies on users' previously known item preferences. Collaborative Filtering methods have been acknowledged as effective recommendation methods and widely used in many commercial services such as Amazon.com. Collaborative Filtering has several advantages over Content-based Filtering, such that it does not suffer from overspecialization problem and can recommend more novel items by taking advantage of users' relationships [2] .
There are many different Collaborative Filtering (CF) methods, and they can be classified into memory-based approaches and model-based approaches in general. Memory-based approaches, such as User-based CF and Item-based CF, are straightforward. User-based CF finds similar users to the active user according to their previous preferences and aggregates the similar users' preferences to infer the given user's unknown item preferences. Item-based CF is similar, but it discovers similar items not users. Memory-based CF approaches directly infer recommendations based on users' previous preferences on items. On the other hand, a model-based approach learns a model from set of previous item access history or users' ratings, and then the model is used to recommend items. Recently, model-based approaches based on latent factor models such as matrix factorization have been introduced, and these approaches are known to provide accurate recommendation performances [14] [15] . Our model can be classified as a model-based collaborative filtering method, because we first constructs a graph, in other words, learns a graph using implicit feedback dataset, and then use the graph for recommendation.
The importance of recommender system's flexibility is introduced by Adomavicius et al. [3] . The authors proposed a REQUEST that is a SQL-like query language for recommendation and can express various recommendations on OLAP style data. Koutrika et al. [16] introduced the FlexRecs framework which is designed to combine and express various types of recommendations using operators. These approaches have concentrated on defining declarative languages or operators that can be used to express recommendations. On the other hand, the capability of handling multidimensional data for recommendation has been also researched by many researchers. Adomavicius et al. [17] proposed an approach that is called reduction-based approach, and it is a pre-filtering approach that only utilizes the dataset that matches current contexts. Although the approach seems simple and reasonable, it does not work well with real world datasets due to the sparsity problem caused by filtering out data. To reduce the sparsity problem, several methods have been introduced. Lee et al. [8] proposed a disjunctive-based approach, but it has drawbacks that it assumes independency between all dimensions. Also, Kahng et al. [18] proposed a method which integrates multidimensional contextual features using a Learning-to-Rank algorithm. Until now, the flexibility and multidimensional recommendation have been considered as separate problems. However, in this paper, we aim to achieve flexibility of recommendation by modeling a multidimensional recommendation method which can support various types of recommendation requests.
So far, several graph-based recommendation methods have been introduced such as [13] [19] [20] [21] . These methods only assume user and item environments in common. In detail, Fouss et al. [22] modeled the recommendation problem as measuring dissimilarities between nodes of a people-movie bipartite graph. The authors compared several random walk based quantities (e.g. L+, Commute Time(CT)) for recommendation. However, because the quantities such as L+ and CT are only defined between two nodes, this approach cannot be applied to recommendation types that require measuring relatedness among more than two nodes in graph (e.g. recommending items to a group of users according to current location). Gori et al. [13] presented a graph-based method named ItemRank that is a random-walk based scoring algorithm. The method is based on two key properties that are propagation and attenuation. It has shown better performance than Fouss et al. [22] , however, it cannot deal with multidimensional environments in that the random-walk is performed on the homogeneous item graph. Cheng et al. [21] introduced a querycentric random walk method on k-partite graph, which is close to our method in that it can be used for multidimensional recommendation. But, although how to create k-partite graph is very important, the authors do not explain and focus more on speeding up the random walk process. Xiang et al. [23] presented a graph-based recommendation which aims to improve recommendation accuracy by mixing users' long-term and shortterm preferences. The approach is able to deal with time dimensions, but it cannot incorporate the other types of information.
We use bipartite graph model to inherit the simplicity like [22] [24], but we extend bipartite graph model to utilize various dimensions. Getting hints from methods like [13] [21] [23], we also adapt Personalized PageRank algorithm to inherit its nice properties and scalability. Still, our method is novel in that it is designed to deal with multidimensional information and that how to construct graph and how to apply the Personalized PageRank algorithm are different from the other existing methods.
PROBLEM FORMULATION
Many existing recommender systems only operate in the two dimensional space × and do not take other dimensions into consideration. To incorporate various dimensions into recommendation and provide flexibility, we define the multidimensional recommendation problem as follow. Formally, let 1 , 2 , … , be disjoint sets, where each set represents a domain and is defined as a set of entities 1 , 2 , … ,
.Then, we can define the set ℇ as 1 ∪ 2 ∪ … ∪ . First, for a given query that defined as a subset of ℇ, we let u be a utility function ( , ) that measures the relevance score between query and entity . Then, we want to find top-k entities ∈ that maximize ( , ) where D T is the target domain that is of entities we are interested in.
The advantage of considering the problem as we defined is that the definition can express not only the traditional recommendation but also many recommendation variations. For example, the traditional recommendation problem of recommending items to users can be considered as one special case of our problem definition. Assume that we want to recommend items to user ∈ , where and are domains. Then the query = { }, and is . Because our problem definition allows query as a set of any entities, we can simply express the case of recommending items to more than one user. In this case, the query is defined as { 1 , … } where 1 , … ∈ . Context-aware recommendation is another special case of our definition. Assume that there are four domains , , , and . When we want to recommend SONG to user ∈ , the current location is l∈ , and the current weather is ∈ , we can consider the query = { , , } and is .
MODELING OUR METHOD
In this section, we explain the implicit feedback dataset and our graph model first, and then we describe our novel recommendation method that is based on random walk process on our graph model.
Data Model
To solve the problem as we defined in the previous section, we need to define a utility function ( , ) where is a query that represented as a set of entities and is an entity. We define the utility function based on a log table that implies users' implicit preferences. In this section, we discuss the implicit feedback datasets we use and explain how we construct our graph model in detail.
There are various logs such as music listening log, item purchase logs movie rental log, and so on. In our approach, we consider each attribute of such log tables as a domain and the values of the attributes as entities of the domain. Formally, we can define a set of events = � 1 , 2 , … , � from a log Log tables do not explicitly describe user preferences. So, we need to interpret the dataset. Several two dimensional existing approaches [7] [27] interpret the implicit dataset as binary preferences; a user's access to item is interpreted to rating 1, while a non-access is interpreted to rating 0. On the other hand, some approaches [8] [10] use the item access count of users as pseudoratings. Because we are dealing with multiple dimensions and consider the problem as answering queries, we need more general relatedness of entities besides user preferences on items. To do so, we firstly build a bipartite graph = { , } based on given log table, and we use random walk method to find the relatedness between given query and target entities.
A flexible recommender system should be able to reflect service providers' various requirements. Thus, we use recommendation factors given by service providers when we build our graph data model. We assume that the set = � 1 , 2 , … � is given by a service provider, where each is a recommendation factor that is defined as a set of one or more than one non-target domains (e.g. {USER}, {USER, LOCATION}). We define as the weight value for , where 1 + 2 + ⋯ + = 1 . Each decides what affects recommendation results, and each decides how much the factor affects the recommendation.
To build our graph model, first, we create a set of nodes = 1 ∪ 2 ∪ … ∪ ∪ , where the nodes in correspond to the entity combinations whose domains match the domains of and the nodes in correspond to the entities of target domain .
Then, we define a | | × | | weighted adjacent matrix for the bipartite graph = { , }.We assume that edges exist only from the nodes that are not in to the nodes in . This assumption lets the graph G be bipartite.
The Figure 1 . shows an example bipartite graph constructed based on the given Table 1 , when the set is given as { 1 , 2 , 3 }, where We use the number of co-occurrences in the same tuples of given log table to assign the weight between two nodes , ∈ 1 , … , , . Element of matrix M can be defined as:
where ( , ) is the co-occurrence number of entities, which i and correspond to, and where is the weight of that corresponds to.
Then, we can compute the transition possibility matrix by normalizing the matrix as follow:
In the following section, we will explain how we use the transition probability matrix T for ranking entities for recommendation.
Ranking Entities on Graph

Defining Ranking Function
As we defined problem earlier, we adapt Personalized PageRank algorithm [4] for ranking entities on our graph model. Personalized PageRank algorithm is a variation of the PageRank algorithm [5] . The PageRank score of a node will get higher score when if a node is connected to more important nodes with less outgoing links. The PageRank score can be calculated as:
where is the number of nodes, is the rank score for node , ⃗ = (1,1, … ,1) , and is a damping factor constant that is normally given as 0.85.
The algorithm is based on a random-walk with restart process, so the random surfer will uniformly choose a random node for restarting with possibility (1 − ) during the random walk process.
However, for calculating the Personalized PageRank score of a node, we substitute 1 ⃗ to a personalized teleport ⃗ that is the personalized bias vector that normally represents a user's interest. Thus, the Personalized PageRank is calculated as ⃗ = ⃗ + (1 − )⃗, where t i is 1 if the node is user's interest, and otherwise t i is 0. Personalized PageRank algorithm calculates the node authority value, but it adjusts the score with a personalized bias. In this work, by getting a hint from the Personalized PageRank algorithm, we use a query vector ⃗ as the teleport vector instead of using the personalized teleport ⃗ As we explained in section 3, a query for a multidimensional recommendation is defined as a set of entities. For the given query = { 1 , 2 , … }, we define a vector ⃗ � as follow:
where ℇ is a set of entities that the node v i corresponds to.
We normalize the vector ⃗ � , and we use the normalized vector ⃗ as the teleport vector for ranking entities on the graph. So, the ranking score vector is calculated as ⃗ = ⃗ + (1 − ) ⃗. The random walk with restart process makes each node get the higher ranking score if the node is more closely related to the nodes that entities in the query correspond, considering the authority of nodes at the same time.
As result, we can use the rank for each node , and then we use the value as the rank score for entity ∈ that corresponds to. As a result, we can sort the entities in and find top-k entities for the query.
Advantages of Adapting Personalized PageRank
There are several advantages of adapting the Personalized PageRank for our problem. First, we can take advantages of propagation and attenuation properties. These properties are introduced in [13] . The propagation property is that the relatedness of the nodes propagates following the links, and the attenuation property is that the propagation strength decreases as the propagation goes further from the starting node. For example, a user node is linked to a song node, and another user node is related to the song node, then these two user nodes are related to each other but less related then directly linked nodes. By using these properties, we can even measure the relatedness between nodes that are not directly linked. Also, this property lets the system handle the sparsity problem that is even more serious in multidimensional recommendation [8] . Second, through a random-walk process, we can find a rank score of target entities by blending the influences of various factors. For instance, the rank score for each movie computed using the graph in Figure 1 . can be considered as the blend of the recommendation factors 1 , 2 , and 3 , where 1 = { } implies user preferences, 2 = { , } implies user preferences depending on the date, and 3 = { , } implies user preferences depending on the location. Finally, we can take advantages of the nice properties of Personalized PageRank algorithm in that the algorithm can be pre-computed and it scales for large size datasets. Our rank score formula can be transformed to ⃗ = (1 − )( − ) −1 ⃗. It shows that if we can pre-compute the matrix (1 − )( − ) −1 which is independent from the query vector, then we can simply multiply the matrix and query vector to compute the rank score for each node according to query with reasonable time complexity O(mn). In our method, the query is given as a sparse vector with only several elements. Thus, it can be computed at online times. Although pre-computation requires matrix inversion which has time complexity of O(n 3 ), [28] has shown that we can estimate the inverse matrix with reasonable cost by using dimension reduction approach. There is another approach by Cheng et al. [21] which aims to reduce the cost by using some clustering methods.
EXPERIMENTS
We conducted several experiments to evaluate our proposed method by comparing with existing methods using a real world dataset.
Dataset and Evaluation Measure
For our experiments, we used two real-world datasets. [8] that is more suitable for measuring the performance of top-k recommendation. We can consider our problem as the problem of predicting hidden entities in test cases. HR@k is defined as #hit , where n is the number of tests and #hit is the number of cases that the hidden entity in the test case is ranked in top-k in the produced ranking list by a recommender system.
Baseline Methods
We compared the top-k recommendation performance of our method with several existing methods: Popularity-based (POP), User-based CF (UKNN), ItemRank (IRANK), and PureSVD (PSVD). Because UKNN, IRANK, PSVD are designed for two dimensional User-Item matrix, we transformed our training data set into a USER-ITEM pseudo rating matrix by considering the normalized access count of a user on an item as the user's pseudo rating on the item.
Popularity-based (POP):
Popularity-based method generates a ranking list based on the popularity of items in the training dataset. The method is not a personalized method, thus it generates the same ranking list for every user.
User-based Collaborative Filtering (UKNN):
User-based CF finds the k similar users to the active user and aggregates the ratings of the similar users. We used the aggregation function as follow:
where , is the rating of user on item , � is the average ratings of user , � is the set of k most similar users, and the ( , ' ) is the cosine similarity of rating vectors of and ' . We empirically set =70 for our experiments. The estimated ratings of the active user are used as the rank score for top-k recommendation.
ItemRank (IRANK):
As explained in the section 2, ItemRank first creates an item graph based on the given rating matrix and uses a teleport vector that is constructed using the active user's previous ratings for PageRank computation.
PureSVD (PSVD):
PureSVD [14] is one of the state-of-the art methods and known to perform very well for top-k recommendation, although the method cannot be used to estimate actual ratings of users. The PureSVD method is based on matrix factorization that reduces the dimension of the matrix, so the number of dimensions d should be decided. We empirically set the d=30 for our experiments.
Experimental Results
Although the initial aim of our research is to achieve flexibility and capability of exploiting various domains' information, we should not give up the recommendation performance. So, we conducted two experiments for evaluating our method. The first experiment is to evaluate the recommendation performance of traditional recommendation case, which is recommending items to users. Then, the second experiment is designed to look at the effects on exploiting multidimensional information that is included in the implicit feedback dataset.
In each experiment, we used two different datasets for testing two recommendation scenarios. The first scenario is a typical case that the recommender system recommends previously unseen items of the users. This scenario is suitable when dealing with contents that are not repeatedly consumed by users. For this scenario, we used the LG Oz Store dataset (OZSTORE) in that users do not purchase the same applications repetitively. The second scenario is that the system recommends items to user including the items that have been already consumed by the user. We used the last.fm dataset (LASTFM) for this case because users generally listen to the same songs repeatedly.
For the first scenario, we only sort the applications that have never been purchased by the given user, and we sort all songs to generate the predicted ranking list for the second one. We use the term GFREC (Graph-based Flexible Recommendation) as an abbreviation of our approach. The damping factor c is set to be the typical value 0.85.
Recommending Items to User
We constructed a graph for given each dataset where = � 1 = { }� and is . Each user appears in each test log can be considered as an active user. We used Q = {e user } as a query for each test case, where e user is the entity that describes the active user. Table 2 shows the result of our experiment. For the first case, which is the case of recommending previously unseen items to users using OZSTORE dataset, PSVD shows the best performance, but our method outperforms POP, UKNN, and IRANK and shows the competitive performance with PSVD. For the LASTFM case, our method significantly outperforms all of the baseline methods that we compared. We can infer that exploiting indirect relationships among entities through random walk process can resolve the data sparsity and contribute to the recommendation accuracy. So far, although only the first scenario has been considered in many previous works, the second scenario is also very important because there are many applications dealing with repeatedly consumed items (e.g., music, food). In the case of recommending items repeatedly, not only what item to recommend but also in what situation to recommend is important. Note that other baseline methods we compared can be only used for the two dimensional recommendations; however, our method has advantage in that it can be easily extended to incorporate various other contextual attributes (e.g. location, time) into recommendation. We discuss the effects on exploiting multidimensional information and the applications and applications of using flexible queries in the following sections.
Exploiting Multidimensional Information
In this experiment, we test our method, varying the settings of utilizing multidimensional information. Each test case (a tuple) in a test dataset can be considered as a set of entities. We hide the item entity in each test case and use the set of the other entities in the test case as a query. Using the query, we predict the rank of the hidden song entity's rank. Table 4 describes our experimental setting variations, and Table 3 shows the experimental result.
We can consider the 1 as the traditional two dimensional recommendation setup. 2 and 3 are the settings for recommending items to users based on contextual information without using user information. We can consider 4 and 5 as the cases of utilizing user preferences depending on a specific dimension. From 6 to 8 are the examples of merging several factors to produce ranking list. For example, 6 can be considered as the case of merging user's general preference and user's preference depending on HALF dimension. Note that there are virtually infinite settings of utilizing multidimensional information. Our method has such flexibility so that recommendation service providers can setup their recommendation to reflect their requirements. As we can see the result of 2 and 3 , recommendation performance decreases when our method does not utilize user information. It is reasonable that user preference is critical for recommendation. For some cases such as 4 , 5 (OZSTORE) and 5 (LASTFM), although our method utilizes the combination of USER and other dimensions, the recommendation performances decrease. It is because the system often cannot make a recommendation list when there is no matched node for given queries. We can consider 6 , 7 , and 8 as the solution for this problem, these three settings allow merging the factors so that it resolves the node matching problem. As results, they show better performance than the baseline ( 1 ). Note that our method provides better accuracy than PSVD for OZSTORE dataset by using additional information, although it does not in two-dimensional space. The experimental result shows that our method can improve the recommendation performance by exploiting various dimensions without suffering from the sparsity problem. Although there can be other settings that can bring on better recommendation performances, we do not focus on this issue here.
Another advantage is that it can increase the diversity of recommendation results, because the system produces different ranking results not only to different users but also to different queries. Even when the system recommends items to the same user, if the additional entities (e.g. location) besides the user entity are in the query, the recommendation will produce different ranking lists. We were not able to test the effects of utilizing various types of information such as location and temperature due to the lack of such information in our implicit feedback data, but they can be utilized also in the same way and may increase the recommendation accuracy.
CONCLUSIONS
Research in recommendation systems has been focused mainly in improving accuracy, diversity, and novelty. Relatively little effort has been directed to the flexibility of recommender systems. The flexibility of dealing with multidimensional information is very important not only for the accuracy of recommendation, but also for many aspects. In this paper, we discuss the importance of dealing with flexibility, and we consider the problem as a query answering problem in multidimensional recommendation space. In summary, the main contributions of our paper can be summarized as follows.
First, we presented a novel graph-based multidimensional recommendation method that supports flexibility without suffering the sparsity problem. Service providers can reflect their requirements depending on situation by changing the recommendation factors, queries, and target dimensions. At the same time, exploiting the indirect relationships, i.e., preference propagation in the graph, contributes to resolve the sparsity problem. Our method is scalable because it inherits the nice properties of the Personalized PageRank algorithm.
Second, through experiments using two different datasets, we compare our method to existing state-of-the-art approaches and show that our method shows better top-k recommendation performances. Also, we show that exploiting multidimensional information in implicit feedback dataset can improve recommendation quality.
The flexibility of recommender system allows various forms of recommendation; however, it is difficult to numerically measure flexibility. Thus, we propose several applications that can take advantage of the flexibility provided our method.
Recommendation for more than one user: Our method can reflect more than one user's preferences and merge them to produce one ranking list by using a set of user entities as the query. For example, "What are the best movies for Matt and his girlfriend Susan?," can be answered by Q={'Matt','Susan'}, = ) Promoting items: By using a set of items as the query, our method can find the users that are the most suitable target for the promotion of the items: "Who are the suitable target users for an Indian movie 'My name is Khan'?," -Q={'My name is Khan'}, =
Recommendation based on items:
For an anonymous user with only a list of items accessed, the system can use this set of items as a query: "What are the best songs to be recommended to an anonymous user who has listened to 'Yesterday', 'Yellow Submarine'?," -Q={'Yesterday', 'Yellow Submarine'} , =
Friends Recommendation: When a service provider wants to recommend users to users to let them share their favorites, the system can set the target dimension as the user dimension: "Who are the users that have similar taste with 'Matt'?," -Q={'Matt'}, =
Item Recommendation with Intentional Bias: Sometimes, a recommendation service provider requires biasing the recommendation results for certain marketing or promotional purposes. Such biases can be 'Jazz style songs', 'Obama's favorite songs', 'User's current explicit interests', and more. All these biases can be used as additional entities in the query so that the recommendation result can reflect the bias.
Context-aware Item Recommendation: Our method can incorporate the contextual information of users by considering a user's current context as the query: "What is the most suitable movie for Michael when the weather is Summer and the location is Home?", -Q={'Michael', 'Summer', 'Home'}, =
As shown by these examples, our method can support various types of recommendations accommodating specific requirements.
Although it is required to build different graphs for different target dimensions or different multidimensional settings, it is not a burden in that implicit feedback data can be transformed into graph in reasonable processing time. (e.g., It takes 42.50 seconds average for constructing the graph for 862,291 logs with setting 8 ). Exploiting various information included in implicit feedback dataset can improve the accuracy of recommender systems. We believe that it is possible to learn the weights of each factor by adapting Learning-to-Rank algorithms such as Ranking SVM [29] . This is reserved for our future work. Also, we plan to evaluate our work using real-world lifelog datasets [30] . 
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