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Abstract 
Peer-to-peer networks (P2P) are distributed systems that consist of equal nodes 
(“peers”). In contrast to classic client/server systems, there is no hierarchy or central enti-
ty: All peers offer services and use them at the same time. In the past decade, a multitude 
of different P2P applications has been developed – filesharing applications such as Bit-
Torrent and eMule and communication applications such as Skype are among the most 
popular of them. 
Research has shown that P2P networks are vulnerable to different kinds of attacks. 
Known attacks include, e.g., the Sybil attack and the Eclipse attack. Traditional counter-
measures against the attacks are replication and the usage of disjoint routing paths to 
reduce the probability of interacting with malicious nodes during a routing or storage 
operation. 
More recently, trust mechanisms have been proposed and analyzed for applicability to 
P2P networks. The existing related work mostly targets unstructured P2P networks – 
however, in real-world environments, the structured networks prevail. Especially imple-
mentations of the Kademlia algorithm are widely spread, as it is used by BitTorrent and 
eMule. Nevertheless, none of the trust-based approaches that aim at structured networks 
specifically attempts to enhance Kademlia’s security. 
Due to Kademlia’s prevalence, TrustedKad is particularly designed by the author to im-
prove the security of the Kademlia algorithm. In this thesis, TrustedKad is introduced and 
its functioning is explained. 
TrustedKad rates the behavior of nodes after routing and storage operations as either 
positive or negative. To do so, it defines the rules by which inoffensive and malicious be-
havior is identified in dependence of the functioning of the Kademlia algorithm. Based on 
the ratings, routing and storage trust values are calculated to identify inoffensive and ma-
licious nodes. Every node uses thresholds for these trust values to decide which nodes it 
regards as trustworthy. Non-trustworthy nodes are avoided during a node’s own opera-
tions. Furthermore, TrustedKad uses additional security features to further increase the 
security of the system. They are introduced in this thesis. 
In order to evaluate TrustedKad, it is implemented and analyzed in a simulation environ-
ment. The results presented in this thesis show that TrustedKad is able to distinguish inof-
fensive and malicious nodes. It counters miscellaneous variations of known attacks and 
improves the security of Kademlia-based networks considerably. 
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Zusammenfassung 
Peer-to-Peer-Netzwerke (P2P) sind verteilte Systeme, die aus gleichberechtigten Knoten 
(„Peers“) bestehen. Im Gegensatz zu klassischen Client-Server-Systemen gibt es in P2P-
Netzwerken keine hierarchischen Ebenen oder zentrale Kontrolleinheiten: Alle Peers bie-
ten gleichzeitig Dienste an und nutzen sie. Im vergangenen Jahrzehnt ist eine Vielzahl ver-
schiedener P2P-Anwendungen entwickelt worden – Filesharing-Anwendungen wie BitTor-
rent und eMule und Kommunikations-Anwendungen wie Skype gehören zu den bekann-
testen von ihnen. 
Forschungsarbeiten haben gezeigt, dass P2P-Netzwerke anfällig für verschiedene Arten 
von Angriffen sind. Bekannte Angriffe sind z.B. die Sybil- und die Eclipse-Attack. Die übli-
chen Gegenmaßnahmen gegen die Angriffe sind Replikation und das Verwenden von dis-
junkten Routing-Pfaden, um die Wahrscheinlichkeit zu reduzieren, während einer Rou-
ting- oder Storage-Operation mit bösartigen Knoten zu interagieren. 
Seit einiger Zeit wird die Anwendung von Vertrauensmechanismen auf P2P-Netzwerke 
untersucht. Existierende Arbeiten betrachten meist unstrukturierte P2P-Netzwerke – in 
realen Umgebungen überwiegen jedoch die strukturierten Netzwerke. Insbesondere Im-
plementierungen des Kademlia-Algorithmus‘ sind weit verbreitet, da er von BitTorrent 
und eMule genutzt wird. Dennoch versucht keiner der vertrauensbasierten Ansätze, die 
strukturierte Netzwerke behandeln, speziell die Sicherheit von Kademlia zu verbessern. 
Aufgrund der Verbreitung von Kademlia wird TrustedKad vom Autor entwickelt, um die 
Sicherheit des Kademlia-Algorithmus‘ zu verbessern. In dieser Arbeit wird TrustedKad 
eingeführt und die Funktionsweise erläutert. 
TrustedKad bewertet das Verhalten von Knoten nach Routing- oder Storage-Operationen 
als entweder positiv oder negativ. Dafür definiert TrustedKad unter Berücksichtigung der 
Funktionsweise von Kademlia die Regeln, nach denen gut- und bösartiges Verhalten iden-
tifiziert wird. Basierend auf diesen Bewertungen werden Vertrauenswerte für Routing 
und Storage berechnet, um gutartige und bösartige Knoten zu erkennen. Jeder Knoten 
nutzt Schwellwerte für diese Vertrauenswerte, um zu entscheiden, welche Knoten er als 
vertrauenswürdig ansieht. Nicht vertrauenswürdige Knoten werden während der eigenen 
Operationen eines Knotens vermieden. Darüber hinaus nutzt TrustedKad zusätzliche Si-
cherheitsfunktionen, um die Sicherheit des Systems weiter zu erhöhen. Diese werden im 
Verlauf dieser Arbeit vorgestellt. 
Um TrustedKad zu evaluieren, wird es in einer Simulationsumgebung implementiert und 
analysiert. Die in dieser Arbeit präsentierten Ergebnisse zeigen, dass TrustedKad in der 
Lage ist, gutartige und bösartige Knoten zu unterscheiden. Es wehrt verschiedene Variati-
onen von bekannten Angriffen ab und verbessert die Sicherheit von Kademlia-basierten 
Netzwerken deutlich. 
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1 Introduction and Motivation 
During the last decade, peer-to-peer (P2P) technology has emerged from only being used 
for mostly illegal filesharing activities to being used by diverse applications. Probably the 
most prominent example of a commercial P2P network is Skype [5], a Voice-over-IP (VoIP) 
system. Other applications for P2P technology include distributed storage systems such as 
Freenet [6] and the original Wuala1 [7] and media streaming and P2P television (P2PTV) 
networks such as Zattoo [8]. There are also open frameworks and protocols available 
(e.g., JXTA – Juxtapose [9] and PNRP – Peer Name Resolution Protocol [10]) to create P2P 
applications in a variety of programming languages such as Java, C/C++ and C#. JXTA is 
used, e.g., by the collaboration and content sharing system Collanos Workplace [11], 
whereas PNRP is included in Microsoft Windows Vista and newer versions and is used, 
e.g., for Remote Desktop Assistance. 
Large Internet companies such as Amazon, Facebook and Google are known to use P2P 
technology internally: Amazon Dynamo [12] is an internal data store for several of Ama-
zon’s core services that is similar to Chord [13], a structured P2P algorithm. Google’s 
equivalent is called BigTable [14] and “[…] is designed to scale to a very large size: 
petabytes of data across thousands of commodity servers” [14]. Facebook has developed 
a key-value store system called Cassandra [15] that has been used for the inbox search 
feature until 2010. It has been published as an open-source project and is now main-
tained by the Apache Software Foundation. 
Besides these more recent P2P applications, filesharing still has a considerable share of 
the total Internet traffic [16,17]. P2P technology has become widely known due to the 
filesharing application Napster2 in 1999 [18], which was used mainly to exchange music 
files. The popularity of filesharing has led to the fact that, in the public, the terms 
“filesharing” and “peer-to-peer” are sometimes even used as synonyms. 
Napster has been shut down in 2001 by a US court order [19]. As Napster has been a cen-
tralized P2P network that still relied partly on central servers, this shutdown has been 
                                                     
1
  Wuala has been acquired by the storage hardware manufacturer LaCie in 2009. LaCie has ceased the P2P service in 
October 2011, probably in order to promote fee-based centralized storage services offered under the same name. 
2
  As with “Wuala”, also the brand “Napster” is used for fee-based (music) services since 2003. 
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possible. The successful prosecution of Napster has probably a great share of the devel-
opment of P2P networks that do not require any central infrastructure. 
These examples show that P2P networks exist in various configurations: There are open 
networks such as the filesharing networks that can be joined without prior registration. 
Skype is an example for a network that requires registration and therefore also requires a 
central authority. However, Skype can still be considered an open network, as the regis-
tration is not limited to certain user groups, in contrast to the closed networks used in-
ternally by companies. 
1.1 Types of Peer-to-Peer Networks 
P2P networks can be divided into unstructured and structured networks [20]. The basic 
difference is that structured networks define a responsibility assignment between nodes 
and objects which does not exist in unstructured networks. That way, a definite set of 
nodes is responsible for a certain object, and there is an algorithm that describes how to 
reach the responsible nodes and thereby the object. This leads to the fact that every con-
tent item that exists can also be found, as only the responsible nodes need to be queried. 
This is not the case for unstructured networks: They typically use broadcasts to retrieve 
content items that terminate after a certain amount of hops. If the node storing the que-
ried item cannot be reached this way, the content item is not found despite its existence. 
Distributed Hash Tables (DHTs) are the most prominent form of structured P2P networks, 
so in most cases, the terms “structured P2P network” and “DHT” are used synonymously. 
DHTs, especially implementations of the Kademlia algorithm [21], are the state-of-the-art 
technique behind filesharing systems consisting of several million peers. They exist for 
several years now without (serious) complaints of the users about lacking security, so one 
might think that there is no reason to analyze these networks’ security, as it seems suffi-
cient. However, a closer look reveals that there are indeed security issues which the de-
veloper community tries to cope with. Their security measures are rather simple, so, e.g., 
receiving another than the desired file (e.g., a meaningless home video instead of a 
blockbuster movie) is a daily occurrence. Nevertheless, no complaints become public, as 
the users want to stay anonymous and not be subject to legal prosecution. 
Currently, the most prominent filesharing systems and applications are BitTorrent3 [22] 
and eMule [23]. They are hybrid clients, as they use both unstructured and structured P2P 
networks for their operations. The unstructured networks are called “BitTorrent” and 
“eDonkey”, the structured ones “trackerless BitTorrent”4 and “Kad”, respectively. Both 
structured networks are based on the Kademlia algorithm which uses a symmetric, XOR-
based metric to route to the target nodes. Kademlia is explained in detail in Section 2.4. 
1.2 Overlay Concept 
P2P networks form an overlay network on top of an existing network, e.g., a TCP/IP net-
work such as the Internet. The underlying network is called underlay network. Overlay 
networks introduce their own identifiers and routing concepts and use the underlay net-
work for message transmission. Overlay networks do not take the underlay networks’ 
                                                     
3
  There are several applications available that provide access to the BitTorrent and trackerless BitTorrent networks. For 
simplicity, they are summarized as “BitTorrent” in this thesis. 
4
  It should be mentioned that there are two Kademlia implementations for trackerless BitTorrent operation that are not 
compatible to each other. As the differences are not relevant for this thesis, they are summarized as “trackerless Bit-
Torrent”. 
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topology into consideration for their own overlay routing. The independent addressing 
schemes lead to the fact that logically close peers (overlay view) can easily be physically 
far away from each other (underlay view) and vice versa. Virtual Private Networks (VPNs) 
are another example for an overlay network: They introduce another addressing layer 
above the underlay network. 
Figure 1 shows an overlay network with its underlay network: The orange lines show 
overlay connections; the black lines denote underlay connections. The leftmost peer and 
the rightmost peer are directly linked in the overlay. On the shortest underlay path, how-
ever, there are four hops between them. Contrary to this, the peers at 1 and 6 o’clock are 
connected to the same underlay router, but have at least two overlay hops between 
them. 
1.3 Definition of Peer-to-Peer Systems 
Steinmetz and Wehrle [25,26] and Oram [27] define peer-to-peer systems as follows: “[a 
Peer-to-Peer system is] a self-organizing system of equal, autonomous entities (peers) 
[which] aims for the shared usage of distributed resources in a networked environment 
avoiding central services. In short, it is a system with completely decentralized self-
organization and resource usage.”5 P2P networks are not static, as peers can enter and 
leave the system as they wish. The rate by which nodes enter and leave the system is 
called “churn rate”. 
This definition clearly distinguishes peer-to-peer systems from client-server architectures 
in which a central server provides all resources: The clients only use these resources and 
do not provide resources themselves. P2P systems do not distinguish between different 
kinds of nodes (except for the hybrid systems that define two types of peers as explained 
in Section 2.2.3), because all peers are both providing and using resources. So in the fol-
lowing, the term “server” describes an entity that only provides services or resources. 
                                                     
5
  [25] Page 10, in turn referencing [26] and [27]. Reference [27] is not available to the author. 
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Analogously, a “client” only uses services or resources, but does not provide any. For the 
term “peer” as introduced above, also the terms “node” and (rarely) “servent”, a combi-
nation of “server” and “client”, are used [20]. The terms “peer” and “node” are used syn-
onymously in the literature and also in this thesis. 
The definition of a P2P system does not include services such as SETI@home: SETI@home 
is a distributed computing project of Berkeley University that aims to analyze radio signals 
from outer space to “Search for ExtraTerrestrial Intelligence (SETI)” [28]. Similar projects 
aim to find a cure for AIDS or perform other mostly scientific tasks requiring a huge 
amount of computing power. All of these projects have in common that they do not re-
quire the clients to communicate with other clients. They only receive tasks from the cen-
tral server, execute them and return the results. There is no self-organization involved, as 
the whole process is controlled by the server, so they do not match the above definition 
of a P2P system. 
1.4 Definition of Trust 
Trust is an essential part of social life, and we rely on it every day: Every time before we 
interact with somebody, we evaluate if we regard the other one as trustworthy. If we do 
not trust another person, we avoid interacting with him. Trust is based on past experi-
ences with the other and can be direct and indirect, i.e., it can be based on one’s own 
experiences or on the experiences of other persons. The sum of these past experiences is 
called “reputation”. 
Gambetta defines trust as follows: “[…] trust (or, symmetrically, distrust) is a particular 
level of the subjective probability with which an agent assesses that another agent or 
group of agents will perform a particular action, both before he can monitor such action 
(or independently of his capacity ever to be able to monitor it) and in a context in which it 
affects his own action […]. When we say we trust someone or that someone is trustwor-
thy, we implicitly mean that the probability that he will perform an action that is benefi-
cial or at least not detrimental to us is high enough for us to consider engaging in some 
form of cooperation with him.” [29] 
Trust in electronic systems can be expressed in a variety of ways: As a binary value, out of 
a set of discrete values or using continuous values, e.g., between -1 and 1. Common ex-
amples of electronic trust systems are rating systems of e-commerce platforms such as 
eBay and Amazon Marketplace. The eBay feedback system [30] asks every buyer to rate 
the seller after a transaction. These ratings are aggregated and formed into a percentage 
that denotes the fraction of positive ratings a user has received compared to his total 
number of ratings. In addition to that percentage, other users can also see the total num-
ber of ratings a user has received. This way, other users can inform themselves about 
sellers before they place their bid. eBay also asks sellers to rate their customers so that 
other sellers can deny a transaction if they regard the buyer’s rating as too low. 
1.5 Security of Peer-to-Peer Systems 
The research community has proven that P2P networks are vulnerable to a multitude of 
attacks. The commonly known ones are the Sybil attack [31], the Eclipse attack, and at-
tacks on routing and storage processes (as explained in detail in Section 2.5) [32]. Addi-
tionally, the author has shown in [1] that the Kad filesharing network is still susceptible to 
such attacks in spite of the fact that it uses security measures that are designed to coun-
ter them. 
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Also botnets use P2P technology to spread their control information. The Alureon botnet 
does not create its own P2P network, but instead abuses the Kad filesharing network for 
its purposes [33]. Currently, the presence of Alureon peers in the Kad network does not 
disturb the network, as the peers seemingly do not behave maliciously. However, this can 
change anytime. 
The successful attacks in both research and praxis and the abuse of existing P2P networks 
show that security in P2P networks is a topic that requires research. With TrustedKad, the 
author aims to improve the security of a Kademlia-based P2P network: Existing security 
measures are combined and adapted where necessary and new Kademlia-specific securi-
ty features are added to create a consistent system. 
1.6 Introduction and Scope of TrustedKad 
In this thesis, TrustedKad is presented and evaluated. As the name suggests, TrustedKad 
applies trust mechanisms to a Kademlia-based DHT. Kademlia has been chosen as the 
base algorithm because it is the DHT algorithm that has had the largest number of users 
for the past years: BitTorrent and eMule both implement Kademlia and are in use for sev-
eral years now by millions of users – BitTorrent has reached 150 million users in January, 
2012 [34]. Unstructured filesharing networks such as Gnutella 0.4 [35] have collapsed 
before reaching such a large number of users, and the functioning of the Skype network is 
not publicly known, so both cannot be used as a basis. In addition to its proven scalability 
and functioning, Kademlia has fewer restrictions regarding the choice of the next hop as 
Chord [13] or Pastry [36], for example, which makes its routing process more robust. 
Trust mechanisms have been applied to P2P systems before (more details can be found in 
Section 3.2), but none of the existing approaches specifically targets Kademlia and its 
properties. So TrustedKad is developed by the author as a system that applies trust 
mechanisms to a Kademlia-based DHT. TrustedKad is designed in due consideration of 
related work that indicates the key requirements for trust systems in P2P networks and 
takes Kademlia-specific properties into account, e.g., when defining inoffensive and mali-
cious behavior of nodes. 
The goal of trust mechanisms in the P2P context is to rate the behavior of a node and to 
avoid interaction with it if it does not behave correctly. This is also necessary in non-
anonymous networks (e.g., with a central authority that issues certified identities) be-
cause certification and identification do not prevent nodes from acting maliciously. Fur-
thermore, legitimate nodes can also be taken over by attackers so that their identities are 
abused. In addition, also a change in a node’s behavior from inoffensive to malicious can 
be detected by continuously rating a node. TrustedKad aims to enhance the security of 
open networks that do not possess a central authority for management purposes such as 
handling trust information. It is designed to be application-independent, so, for example, 
it does not rely on specific properties of filesharing networks. 
Nodes are rated after routing processes and after content item retrievals. The ratings are 
binary, i.e., they are either positive or negative, and they are separately counted for rout-
ing and for storage processes. The counters are used to determine a node’s routing and 
storage trust values on a scale from -1 to 1. These trust values are used to identify inof-
fensive and malicious nodes: High trust values indicate an inoffensive node; low trust val-
ues a malicious one. Nodes use individual trust value thresholds to decide which nodes to 
interact with. If no or not enough trustworthy nodes are available for an operation, it 
shall be cancelled. 
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These individual views on the trustworthiness of nodes lead to the fact that every node 
must be able to inform other nodes about all existing nodes, i.e., also about nodes it does 
not trust itself. For its own operations, however, a node must only use trusted nodes. In 
this thesis, this is referred to as “clean routing process” approach. Other authors such as 
[37,38] propose to keep the routing table6 free from malicious nodes, which is referred to 
as “clean routing table” approach. This approach filters the local routing table of a node 
and, as a result, a node cannot inform about all nodes that exist in the network, but only 
about a limited number of them. 
The concept of structured P2P networks of assigning responsibility for content items to 
nodes according to an algorithm interferes with the individual views of the trustworthi-
ness of a node: If a content item is successfully stored in the network and another node 
attempts to retrieve it, the item can only be found if it has been stored on nodes the que-
rying node trusts. If all replicas are stored on nodes the querying node does not trust, it 
cannot find the content item despite its existence. A similar problem exists if the querying 
node cannot find the responsible nodes because there are not enough trusted nodes on 
the route to them. The analyses published by the author in [2] have revealed that the 
impact of these effects is rather low (more details can be found in Section 3.4). 
1.7 Scope and Structure of This Dissertation 
TrustedKad aims to improve the security of a Kademlia-based DHT using trust-based 
mechanisms. In this thesis, the components of TrustedKad are introduced and explained 
and it is shown that TrustedKad achieves its goal. In order to prove that TrustedKad works 
as intended, the presented simulation results focus on the trust values given to inoffen-
sive and malicious nodes and on the success rates of the operations performed in the 
network. The optimization of TrustedKad’s performance, e.g., with regard to message 
size, number of messages or storage space, is out of the scope of this thesis; application-
specific requirements are not analyzed in detail either. 
The remainder of this thesis is structured as follows: In Chapter 2, the basics of unstruc-
tured and structured P2P networks are explained. The relevant functions of the Kademlia 
algorithm are explained in detail, followed by a description of general security challenges 
of structured P2P systems such as the Sybil attack and the Eclipse attack. The chapter 
ends with an explanation of the general attack types targeting trust systems and the key 
requirements of P2P trust systems that can be derived from these attacks. 
In Chapter 3, the current state of research is presented. A non-trust-based security sys-
tem that specifically targets Kademlia is shown in detail, followed by an explanation of a 
trust-based security approach that targets unstructured filesharing networks. In addition, 
other P2P trust systems are briefly presented, and trust-based approaches in mobile ad 
hoc networks are introduced in a short excursus. An overview of the previous work of the 
author concludes the chapter. 
TrustedKad is introduced in Chapter 4. Based on the general attacks on P2P systems and 
the key requirements of P2P trust systems, the components of TrustedKad and their func-
tioning are motivated and explained in detail. The chapter finishes with a brief discussion 
of the overhead that is introduced by TrustedKad and how it could be optimized. 
                                                     
6
 In order to communicate with other nodes, every node maintains a routing table in which it stores information about 
other nodes it knows. The structure of the routing table of Kademlia is explained in Section 2.4.3. 
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Based on the description of TrustedKad, the implementation used to evaluate it is de-
scribed in Chapter 5. The simulation framework OverSim [39] that is based on OM-
NeT++ [40] is introduced, together with the changes required by TrustedKad. The simula-
tion environment and the simplifications that have been made are described and the op-
erations that take place in the network (such as routing, content storage and content re-
trieval) are explained in detail. 
The results of the simulations are presented in Chapter 6. First, the parameters and the 
respective settings that have been used in the different configurations are explained, fol-
lowed by the statistical indicators that are used to evaluate the differences between the 
configurations and the effectiveness of TrustedKad. The chapter is then divided into four 
more parts: In the first part, baseline configurations without any security measures are 
shown that are used as a reference for the other parts. The next part presents the results 
of configurations in which only routing operations are attacked. In the following, the ef-
fectiveness of TrustedKad in countering attacks only against storage operations is shown. 
In the last part of this chapter, simulation results of attacks against both routing and stor-
age processes are presented. In this scenario, attackers can cause the most damage, so it 
is both a worst-case scenario and the most realistic one. 
In Chapter 7, the results of this thesis are summarized and a brief outlook on possible 
next steps is given. 
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2 Basics 
In this chapter, the difference between unstructured and structured P2P networks is ex-
plained first. Then, the basic layer structure of DHTs is shown and several properties of 
structured networks such as the different types of routing and storage procedures are 
introduced. Afterwards, the main functionalities of the Kademlia DHT algorithm are de-
scribed in detail, as TrustedKad is based on Kademlia. The chapter ends with a brief intro-
duction of the basic attack types against P2P and trust systems. If not noted otherwise, 
the explanations of the network types base on [20]. 
2.1 Client-Server Networks 
The classic application type on the Internet is client-server-based: A server offers services 
that the clients use. There is a strict separation between servers and clients: Servers do 
not use any other services and the clients do not offer any services. The clients do not 
depend on other clients while using any service. Figure 2 shows the network topology of a 
client-server network: The server is shown in the middle, and the clients only connect to 
the server, but not to other clients. 
The server is the bottleneck and single point of failure of this system: If it fails due to a 
failing connection or overload etc., the service is no longer available. If the number of 
clients increases, the server must be able to adapt to that which raises scalability prob-
lems. 
In order to overcome these problems, P2P systems have been developed. In P2P systems, 
 
Figure 2: Topology of a client-server network [20] 
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the load is equally distributed across all participating nodes. So if the number of partici-
pants increases, the available resources (storage space, computing power, etc.) increase 
as well. P2P systems are divided into unstructured and structured networks, with the un-
structured networks being divided again into centralized, pure and hybrid networks. 
These types are presented in the following sections. 
2.2 Unstructured Peer-to-Peer Networks 
In contrast to client-server networks, in P2P networks, all services are offered by peers – 
there is no distinction between clients and servers, as each peer offers and uses services 
at the same time. Sometimes, this is denoted by using the term “servent” instead of 
“peer” as a combination of the terms “server” and “client”. A central entity for manage-
ment purposes may still exist, but the resource usage takes place only between the peers. 
Unstructured P2P networks can be divided into three types of networks: Centralized, pure 
and hybrid. The three types are explained in the following. Because filesharing has pro-
pelled the development of the network types, filesharing examples will be given for each 
network type. 
2.2.1 Centralized Peer-to-Peer Networks 
The first widely known P2P network Napster has been a centralized network. In central-
ized networks, a central server exists for management purposes as shown in Figure 3. The 
nodes can join the network by contacting the server. 
In the case of Napster, the server is responsible for managing information about the mu-
sic files. All peers report the music files they store to the server. If the user looks for a 
certain music file, it asks the server for it. The server responds with a list of files matching 
the search criteria and the peer on which each of the files is stored. After a file has been 
chosen, the download takes place only between the peers without involvement of the 
server. This considerably reduces the amount of storage, bandwidth and computational 
resources required by the server. 
As already mentioned before, Napster has been shut down due to a US court order after 
only two years of operation. Shutting down Napster was possible because the network is 
not operational without the central server. This applies to all centralized P2P networks. As 
a result, developers aimed to eliminate this single point of failure, which has brought 
forth the pure P2P networks. 
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2.2.2 Pure Peer-to-Peer Networks 
In order to eliminate the need for a central component as required by centralized net-
works, the pure P2P networks have been developed. Examples for such networks are 
Gnutella 0.4 [35] and Freenet [6]. As shown in Figure 4, they do not possess any central 
component anymore and rely on flooding for content retrieval (see below). Any arbitrary 
peer can be removed from the network without disturbing it. Each peer knows a certain 
amount of other nodes participating in the network; for Gnutella 0.4, the average number 
of known other peers is three. Only a peer itself knows about the content it stores; there 
is no entity storing information about all available content items. 
For content retrieval, a peer sends the query to all peers it knows, which forward it to all 
peers they know (except for the one from which they have received the message), and so 
on. The forwarding terminates when the Time-To-Live counter (TTL, denoted in hops) of 
the message expires; the default TTL value of Gnutella 0.4 is seven. This retrieval tech-
nique is called flooding and creates a large messaging overhead, because the peers re-
ceive many messages concerning content items they do not store. If no node replies to 
the query, the query fails. Flooding is not able to cover the whole network, however, so it 
can occur that existing content items are not found by a peer if more hops lie between 
itself and the peer that stores the content item. 
Response messages are routed back along the path the query has been transmitted. For 
transmission of a content item, a direct connection between the uploading and the down-
loading peer is established. 
To join the network, another node that is already part of the network needs to be known, 
e.g., from the last session. A ping message is sent to it. The receiving node forwards it to 
all nodes it knows and replies with a pong message. This also repeats until the TTL limit is 
reached. 
The flooding mechanism leads to an unacceptably large amount of routed query, re-
sponse, ping and pong messages that congest the links of the peers. Thus, a too small 
share of a peer’s bandwidth remains for the actual content exchange. This large amount 
of network discovery traffic has finally led to the breakdown of the Gnutella 0.4 net-
work [41]. This in turn has resulted in the development of Gnutella 0.6 [42], a hybrid P2P 
network. 
2.2.3 Hybrid Peer-to-Peer Networks 
The pure P2P network Gnutella 0.4 has exposed the limitation of pure P2P networks: A 
too large amount of the traffic is generated by maintenance messages. Centralized P2P 
systems do not require maintenance messages to such an extent, as the server controls 
 
Figure 4: Topology of a pure P2P network [20] 
2 Basics 
12 2.2 Unstructured Peer-to-Peer Networks 
the network and the clients do not need to perform routing operations. 
Therefore, the hybrid P2P networks aim to combine the advantages of both network 
types while avoiding their disadvantages: They introduce a two-tier hierarchy of peers, 
dividing the peers into “superpeers” and “leafnodes”. This means that hybrid P2P net-
works break with the definition of a P2P network in which all peers are equal, as they de-
fine two different types of peers. 
The superpeers form a pure P2P network that replaces the central server of the central-
ized P2P networks. The leafnodes connect to a superpeer and direct all their queries to it. 
Figure 5 shows a hybrid network with six superpeers and three or four leafnodes per su-
perpeer. 
The superpeers use flooding in the superpeer network to forward queries to other super-
peers. A hybrid P2P network is therefore a combination of one pure P2P network consist-
ing of superpeers only and one centralized P2P network per superpeer with the super-
peer acting as server for its leafnodes. This way, the number of nodes in the pure part of 
the network is significantly reduced. Hybrid networks overcome the centralized networks’ 
problem of having a single point of failure and the pure systems’ problem of congestion 
created by maintenance messages. 
In the Gnutella 0.6 network, about 50 to 100 leafnodes connect to one superpeer. Just as 
with the centralized P2P networks, the leafnodes inform their superpeer about the files 
they store. Content queries are transmitted using flooding in the pure P2P part. Super-
peers only forward content queries to leafnodes that store the queried content, so 
leafnodes do not receive queries for content items they do not store. Ping and pong mes-
sage traffic is not forwarded to leafnodes. 
When a new node joins the network by sending a ping message to a superpeer, the su-
perpeer responds with information about other superpeers. This way, the leafnode is able 
to connect to another superpeer if its own superpeer leaves the network. Just as with the 
pure P2P networks, the superpeer that is contacted to join the network needs to be 
known from the previous session, for example. A superpeer regularly sends ping messag-
es to the pure superpeer network to keep its list of other superpeers up to date. 
In addition to Gnutella 0.6, the eDonkey network [43] is another example for a hybrid P2P 
network which is still in use today. 
Regrettably, all unstructured P2P networks have in common that they cannot guarantee 
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that content that exists in the network can also be found by any arbitrary peer: The flood-
ing mechanism that is limited by a TTL does not allow for that. Structured P2P networks 
overcome this limitation by assigning responsibility for a content item to algorithmically 
defined nodes. 
2.3 Structured Peer-to-Peer Networks 
Structured P2P networks have a similar topology as pure P2P networks: There is no cen-
tral instance, and the network remains functional after the removal of arbitrary peers. 
However, there is another logic working on top of the topology: Pure P2P networks use 
simple broadcasts to retrieve content items. Instead, structured P2P networks introduce 
identifiers for peers. The identifiers enable a peer to address one particular other peer 
and route a message to it. This is sometimes referred to as “Key-Based Routing” [44]. The 
routing tables of the peers of structured P2P networks are considerably larger than the 
list of three to five other nodes that peers of pure P2P networks are connected to, which 
increases the performance of routing processes. 
Most of the currently used structured P2P networks are networks for applications that 
store information using a Distributed Hash Table (DHT). Filesharing applications or te-
lephony applications that store information about the current location of a user are typi-
cal examples. In the literature, the terms “structured P2P network” and “distributed hash 
table” are often used interchangeably. 
2.3.1 Distributed Hash Table Algorithms 
The most cited DHT algorithms are Chord [13], Pastry [36] and Kademlia [21]. Out of these 
three, Kademlia is the only algorithm that is known to be implemented in applications 
that are used by millions of concurrent users; the underlying algorithm of other popular 
P2P applications such as Skype cannot be determined because they are closed-source.  
2.3.1.1 Hash Functions  
Hash functions are used to derive a fixed-length hash value from an input value with arbi-
trary finite length. Common hash algorithms include MD5 [45] and SHA-1 [46], which use 
128-bit and 160-bit hash values, respectively. The hash value can be used to identify or 
verify the input value – it is a “fingerprint” of the input value and shall be usable as if it 
were as unique as the input value [47]. 
Menezes et al. state that “[t]o be of cryptographic use, a hash function h is typically cho-
sen such that it is computationally infeasible to find two distinct inputs which hash to a 
common value (i.e., two colliding inputs x and y such that h(x) = h(y)), and that given a 
specific hash-value y, it is computationally infeasible to find an input (pre-image) x such 
that h(x) = y.” [47] Therefore, in order to find the input value to a given hash value, only a 
brute force attack can be used, because hash functions cannot be reversed. 
2.3.1.2 Key-Value Storage 
A hash table stores key-value pairs: A value is stored under a key that is derived using a 
hash function. The value can be retrieved using the key under which it has been stored. 
Distributed hash tables work in the same way, but divide the hash table into multiple 
parts stored at different peers [24]. The value stored in the DHT can be a file or location 
information, for instance. In this thesis, the terms “content item” or “item” are used for 
the value of the key-value pairs that are stored in the DHT. 
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2.3.1.3 Identifiers for Peers and Content Items  
In addition to the peer identifiers mentioned above, DHTs introduce identifiers for the 
content items that are used as the keys under which the content items are stored. DHTs 
also define how to calculate the distance between two identifiers. The peers whose IDs 
are closest to a content item’s ID are responsible for this item. In theory, a single respon-
sible node would suffice; however, in order to cope with nodes leaving the network, most 
DHT algorithms use several peers for replication [24]. 
Peers and content items share the same identifier address space, usually denoted as inte-
gers from 0 to 2n-1. The same identifier can be assigned to both a peer and a content 
item. Based on the length of the hash values generated by widely used hash functions 
such as MD5 and SHA-1, common values for n are 128 and 160, resulting in 2128 or 2160 
possible identifiers [24]. Due to this vast address space and the fact that hash functions 
are designed to avoid collisions of hash values, it is assumed that no two peers share the 
same identifier. Two peers with the same ID can still be distinguished by their IP address 
and port, so two peers having the same ID is not a problem. However, as hashing is usual-
ly used to determine the ID of a content item, a collision resolution method has to be de-
fined for the rare case of a hash collision in order to still be able to differentiate two dis-
tinct content items having the same hash value. 
2.3.1.4 Terminology 
A “common API for structured peer-to-peer overlays” [44] is introduced by Dabek et al. 
in [44]. Accordingly, the process of identifying the nodes that are responsible for a certain 
content item and routing a message to them is called “Lookup”. Storing a content item is 
called “Put”, retrieving it is called “Get”. The process of joining a network is referred to as 
“Bootstrap”. These terms are used in this thesis for the respective procedures as well. 
2.3.2 Distributed Hash Table Layers 
Dabek et al. [44] define layers of DHTs and the basic interfaces between them. Figure 6 
shows these layers: The lowermost layer is the underlay network layer. As already ex-
plained in 1.2, it is used for message transmission and reception and can consist of any 
arbitrary kind of network; however, in most cases, it will be a TCP/IP network such as the 
Internet. The authors differentiate the overlay layer into Key-Based Routing (KBR) and the 
Distributed Hash Table (DHT). OverSim [39], the simulation framework that is used in this 
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thesis for the evaluation, reflects this in its class hierarchy. As shown in the figure, the 
KBR layer is used to route a message to the correct destination node(s). The P2P algo-
rithm (e.g., Kademlia) defines how they are identified. The DHT functionality operates on 
top of the KBR layer and defines the storage procedures for the content items, e.g., num-
ber of replicas, lifetime of content items, etc. As explained before, the application inter-
acts with the DHT by sending Put(key, value) messages to store content items and 
Get(key) messages to retrieve them. As TrustedKad is designed to be application-
independent, it operates on the KBR and DHT layers only and does not use application-
specific information to determine a node’s trust value. 
The layer structure shows that Put and Get processes can be divided into two parts: The 
first part is the Lookup operation that identifies the responsible node(s). Afterwards, the 
actual Put or Get operation is performed with the node(s) identified by the Lookup. There 
are several ways of performing Lookups and storage operations that are described in the 
following two sections. 
2.3.3 Iterative vs. Recursive Routing  
There are two basic routing types in P2P networks that can be used to perform a Lookup 
operation: Recursive routing and iterative routing, with recursive routing having several 
subtypes. If iterative routing is used, a node queries one other node for nodes that are 
closer to the target. It evaluates the response and repeats querying until it has found its 
target. The querying node has the full control over which node is queried next. It is also 
possible to send out more than one query at a time to accelerate the process [48]. 
Figure 7 shows an example for iterative routing: Node A queries node B. B informs A that 
C is closer to the target than itself. A decides to query C, which informs that D is closer to 
the target. A queries D which informs A that there are no closer nodes to the target than 
D, and the Lookup ends. 
If recursive routing is used, the querying node sends its request to one other node which 
in turn forwards the query to another, closer node. The query is forwarded node by node 
until the target is reached. The querying node has no control over the next hops. The dif-
ferent kinds of recursive routing differ in the way in which the reply is routed: The target 
node can either contact the querying node directly (as shown in Figure 7), send the reply 
along the path the query has taken before or route the message [48]. 
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Only iterative routing can be used for trust-based routing because a node must be able to 
control the choice of the next hop. TrustedKad uses Kademlia as a basis, which also uses 
iterative routing. 
2.3.4 Direct vs. Indirect Storage  
When the responsible node(s) have been identified, the Put or Get operation can take 
place. A DHT can store data in two possible ways: Directly or indirectly. Direct storage 
means that the content item is stored at the nodes that are responsible for the key. This 
is feasible only with small content items that do not require a lot of storage space and 
transmission capacity, because the content items have to be transferred to all nodes that 
store a replica of the item [24]. 
In order to optimize the content retrieval when direct storage is used, the Get process is 
split in two phases: In the first phase, all responsible nodes are queried for the hash of the 
content item’s value. Based on the hashes, one node is chosen to be queried for the actu-
al value (e.g., by using a majority vote). In the second phase, only the selected node is 
asked for the value of the content item. This two-phase approach significantly reduces 
traffic, but also opens new attack possibilities that are analyzed in Chapter 6. 
Indirect storage only stores pointers to the actual content item at the responsible nodes. 
This way, the content item does not need to be transferred to all replica nodes. Indirect 
storage requires an additional “hop” for content retrieval, as the responsible nodes need 
to be queried first, and the nodes that actually store the item can be contacted only af-
terwards. Filesharing applications use indirect storage, as the shared files can be very 
large [24]. 
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Figure 8 shows the difference: Node G wants to publish a content item for which node C 
is responsible. With direct storage, the content item is stored at C. With indirect storage, 
G informs C that it stores the content item. When node F tries to retrieve the content 
item with direct storage in place, it can retrieve it from node C and the process ends. With 
indirect storage, F only learns that the content item is stored at G. F then needs to ask G 
for the actual data [24]. 
2.4 Kademlia 
In this section, the Kademlia algorithm is presented as it has been designed by the au-
thors Maymounkov and Mazières. Only the relevant parts are described in this thesis; 
several details (e.g., splitting of k-buckets in order to cope with highly unbalanced trees) 
are left out and can be found in [21]. 
The author of this thesis has analyzed the functioning of the eMule Kad implementation 
in his diploma thesis [49] by reviewing Kad’s source code. The relevant differences be-
tween the original paper and the Kad implementation are also explained in this section to 
show the adaptations and settings required for using Kademlia in a filesharing network 
with millions of concurrent users. 
2.4.1 Basics 
Kademlia uses 160-bit integers for node and content IDs. The node IDs can be chosen 
freely both in Kademlia and in Kad. As Kad has been designed as a structured successor of 
the unstructured filesharing network eDonkey, it uses 128-bit integers as identifiers to 
preserve compatibility with the 128-bit-long MD4 file hashes of the eDonkey network. 
Because Kad is a filesharing network, it uses indirect storage, so only pointers (called 
source information) are stored at the responsible nodes. As with all DHTs, content items 
are stored on nodes whose IDs are close to the content items’ IDs. 
Kademlia and Kad use  = 3 parallel queries to accelerate the Lookup process and to cope 
with node failures. In addition, the way the nodes are stored in a node’s routing table and 
removed from it is designed to be resistant to certain denial of service (DoS) attacks (as 
explained in Section 2.4.3) [21]. So the basic Kademlia algorithm already includes several 
security measures to counter simple attacks. 
Maymounkov and Maziéres have identified several weaknesses of previously presented 
DHT algorithms such as Chord [13] and Pastry [36]. The authors aim to minimize the 
number of configuration and maintenance messages by using a symmetric distance met-
ric for the identifiers and by including the sender’s node ID in every message. This enables 
a Kademlia node to use incoming messages from other nodes to gain information for its 
routing table for subsequent queries of its own. This is not possible in Chord, as its routing 
scheme is asymmetric, so nodes “[…] do not learn useful routing information from queries 
they receive” [21]. 
Pastry uses two different distance metrics, one at the beginning of a Lookup, and another 
one for the last hops in the vicinity of the target. They are not compatible to each other, 
so nodes that are close to each other by one metric can be farer away by the other. Kad-
emlia only uses one metric for all next hop decisions [21]. 
2.4.2 XOR Metric 
The distance of two IDs is calculated using the bitwise XOR (eXclusive OR, ) operation: 
d(x, y) = x  y. The result of the XOR operation is interpreted as an integer – the smaller 
its value, the closer are the IDs. The operands can be swapped without changing the re-
sult, and the result is always greater than or equal to 0. XOR is unidirectional, which 
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“[…] ensures that all lookups for the same key converge along the same path, regardless 
of the originating node” [21]. 
From the interpretation of the XOR result as an integer, it follows that the more bits at 
the beginning of the two 160-bit-long IDs are identical, the closer the IDs are: If the first 
bit of one ID is not equal to the first bit of the other ID, the distance amounts to at least 
2159 if all other bits are equal. If the first bits are equal and the second bits differ, the min-
imum distance is 2158 and the maximum distance is 2159-1, if all bits except the first one 
differ: 
𝑑(0. . . , 1. . . ) = 0. . . 1. . . 
= 1. . . 
= 2159 + x, 0 ≤ x ≤ 2159 − 1 
 
𝑑(00. . . , 01. . . ) = 00. . . 01. . . 
= 01. . . 
= 2158 + x, 0 ≤ x ≤ 2158 − 1 
So the first n bits of a node ID should be equal to the first n bits of the IDs of the content 
items it is responsible for, with n depending on the size of the network. In his diploma 
thesis [49], the author of this thesis has found out that in the Kad network with an esti-
mated size of about four million concurrent nodes at that time, at least the first 13 and up 
to the first 25 bits of node ID and content item ID have been identical. This matches the 
estimated network size: Assuming a uniform distribution of the node IDs, the first 
log2(4,000,000)  22 bits are relevant for the distance between a node ID and a content 
item ID and therefore also for the determination of the responsible nodes of a content 
item. 
Figure 9 shows this graphically for a network consisting of four uniformly distributed 
nodes (resulting in log2(4) = 2 relevant bits): It is assumed that each of the four possible 
combinations of the first two bits is used by one node’s ID. So the responsibility for one 
quarter of the address space is assigned to one node based only on the first two bits of its 
ID; the other bits are irrelevant because no other closer node exists. 
2.4.3 Routing Table Structure 
The routing table of a Kademlia node consists of so-called k-buckets. The variable k de-
notes how many nodes can be stored in one bucket. The Kademlia paper gives k = 20 as 
an example, Kad uses k = 10. Each bucket stores nodes that have a certain distance from 
the node, as there is one bucket per bit of the node ID: A bucket contains the nodes that 
share the same prefix as the node itself, beginning with 0 shared prefix bits up to n-1 
shared prefix bits. So, for example, the first bucket contains k nodes that do not have the 
first bit of their identifier set like the node itself (e.g., if the node’s identifier starts with a 
 
Figure 9: Address space with four uniformly distributed nodes and their responsibility areas 
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1-bit, the other nodes’ identifiers start with a 0-bit). The second bucket contains k nodes 
that have set the first bit like the node itself, but the second bit differs, etc. 
Figure 10 shows a binary tree representation of the identifier address space. It shows 
three k-buckets of the node whose ID begins with 001. The buckets contain other nodes 
that have 0, 1 and 2 prefix bits in common with the node, respectively. 
This structure of the routing table leads to the fact that a node knows many nodes close 
to itself and fewer nodes, the greater the distance to them becomes. The first bucket with 
no shared prefix bits contains up to k nodes that are in the other half of the tree. So the 
first routing hops cross comparatively large distances, while the last hops are small. 
The k-buckets are sorted by the time the nodes have been seen for the last time, with the 
most-recently seen node at the tail and the least-recently seen node at the top. When a 
message is received from a node, the k-bucket it is stored in is updated according to this 
rule. If the node is new, it is inserted into the appropriate k-bucket if there are less than k 
nodes in it. If the k-bucket is full, the least-recently seen node contained in it is pinged. If 
 
Figure 10: The first three k-buckets of node 001... [21] 
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it fails to respond, it is removed from the k-bucket and replaced by the new node. If it 
replies, the new node is discarded. This procedure creates the aforementioned DoS pro-
tection, as only nodes that are not reachable any longer will be removed from the routing 
table. Malicious nodes cannot replace nodes that still reply to queries. Figure 11 shows 
this procedure graphically. 
In order to reduce the number of Ping messages, the authors propose to use a replace-
ment cache. It shall contain nodes that can replace nodes which are currently in a full k-
bucket. When the node attempts to contact a node in a full k-bucket and that node does 
not respond, a node is taken from the replacement cache to replace the non-responding 
node. This way, separate Ping messages are no longer required [21]. 
2.4.4 Message Types and Content Storage and Retrieval Proce-
dures 
In [21], Maymounkov and Mazières define four basic remote procedure calls (RPCs): Ping, 
Store, Find_Node and Find_Value. Ping is used to determine whether a node is still online. 
Find_Node queries another node for nodes closer to the target. The response contains a 
list of up to k nodes that are the closest nodes to the target ID the responding node 
knows about. The Store RPC stores a key-value pair in the network. In order to find the 
nodes on which to store the key-value pair, Store first performs a Lookup using the 
Find_Node RPC repeatedly (as described in Section 2.4.6). The Store RPC is then sent to 
the k closest nodes. 
To retrieve a content item, the original Kademlia algorithm defines a Find_Value message 
type. It works in the same way as the Find_Node RPC, as it expects another node to re-
spond with up to k nodes that are closer to the target. The difference from the Find_Node 
message is that if a node stores the desired content item, it shall reply with the value as-
signed to the target key instead of the node list. So Kademlia only retrieves one replica of 
the content item [21]. 
This is not optimal in filesharing networks and from a security point of view: Querying 
only one node for the replica poses a great opportunity for a malicious node to simply 
reply with a fake content item. The querying node is unable to detect this because it ter-
minates its query as soon as one replica is retrieved. 
Kad does not implement Find_Value in this way, because in filesharing networks, all pos-
sible sources of a content item shall be found. Therefore, the k closest nodes to the target 
are all queried. As for the Store RPC, Kad uses the Find_Node RPC to locate these nodes. 
2.4.5 Bootstrap Procedure 
For joining the network, a node needs to know another node that is already part of the 
network. The original Kademlia protocol specifies that the joining node performs a 
Lookup for its own node ID to fill its routing table and to inform other nodes about its 
existence [21]. Kad uses a special Bootstrap message that queries another node for in-
formation about other nodes. The response to this message contains up to 20 nodes [49]. 
2.4.6 Lookup Procedure 
Kademlia uses an iterative Lookup procedure by which a node has full control over the 
choice of the next hop. Figure 12 shows how a lookup is performed: A node begins a 
Lookup by choosing the  closest nodes from the k-bucket that is closest to the target ID. 
If that bucket does not contain enough nodes, neighboring buckets are also taken as a 
source. The node sends  parallel Find_Node messages to the  chosen nodes. The nodes 
contained in the response messages are inserted into a temporary Lookup list which is 
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kept sorted in a way that the node closest to the target is at the top of the list. The node 
continues to send  parallel Find_Node queries to the top k nodes of the temporary 
Lookup list until these top k nodes have all been queried and have not returned any more 
closer nodes [21]. In addition, the nodes contained in the response message are inserted 
into the appropriate buckets of the routing table if possible. 
2.5 Security Challenges of Structured Peer-to-Peer Sys-
tems and Trust Systems 
Research has shown that DHT algorithms are vulnerable to various attacks. Urdaneta et 
al. state in [32] that the main attack types against DHTs are the Sybil Attack [31], eclipse 
attacks and attacks on the routing and storage mechanisms. They are briefly introduced 
in this section. Trust and reputation techniques are also prone to several basic attacks 
that are explained in this section as well. The measures with which TrustedKad counters 
the attacks are explained in Chapter 4. 
2.5.1 Sybil Attack 
Douceur has coined the Sybil attack in [31]. It describes an attack in which one attacker 
creates several logical identities. The name “Sybil attack” is derived from the main charac-
ter Sybil of the book “Sybil” [51] who suffers from schizophrenia. 
The Sybil attack interferes with the redundancy mechanisms of DHT algorithms: If the 
replicas that are supposed to be stored on different physical entities are instead stored 
on the same physical entity that has several logical identities, the redundancy is lost. Fur-
thermore, the attacker can control parts of the DHT using several logical identities, either 
for monitoring purposes only or in order to perform an Eclipse attack. 
Urdaneta et al. present and discuss several countermeasures against the Sybil attack [32]. 
However, together with Douceur, they conclude that a central authority is the only rea-
sonable countermeasure against the attack. Depending on the actual environment of a 
P2P system, other countermeasures may also be reasonable: If it can be assumed that all 
peers have about the same computing power, crypto puzzles can pose an option [52]. 
Crypto puzzles require a node to (usually repeatedly) solve cryptographic problems, e.g., 
 
Figure 12: Flowchart of a Kademlia Lookup procedure 
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finding random numbers that result in a hash value with the first n bits set to zero. This 
way, the number of fake identities that can be created by an attacker shall be limited. A 
more detailed description of crypto puzzles can be found in Section 3.1. 
2.5.2 Eclipse Attack 
An attack during which the attacker attempts to control a part of the network is called 
“Eclipse attack”. The Sybil attack can be used to perform an Eclipse attack; however, this 
is not required, because the attacker could also take over other physical entities for its 
purposes (e.g., by hacking them). According to Urdaneta et al., the attack is also known as 
“routing table poisoning” because the attacker attempts to place its own nodes into other 
nodes’ routing tables. The goal is to control all messages sent to and from a set of nodes. 
The Eclipse attack can be used to prepare routing and storage attacks [32]. 
In order to counter the Eclipse attack, the node identifiers must not be freely selectable. 
If they were, attackers could choose the region of the ID space they want to control and 
can concentrate (Sybil or hacked legitimate) nodes there. In addition, the routing table of 
a node should not be easy to influence, which is the case for Kademlia: As described 
in 2.4.3, nodes are only removed from the routing table if they are not responding to que-
ries any longer. So, poisoning a node’s routing table with fake nodes is difficult [53]. 
2.5.3 Attacks on Routing and Storage  
Attacks on routing and storage can be performed in a variety of ways. Urdaneta et al. 
state that these “[…] attacks may attempt to prevent a lookup request from being suc-
cessful. For example, an attacker may refuse to forward a lookup request. It may forward 
it to an incorrect, non-existing, or malicious node. Finally, it may pretend to be the node 
responsible for the key. Another possibility for an attacker is to route requests correctly, 
but deny the existence of a valid key or to provide invalid data as a response. These at-
tacks are generally classified as routing attacks, which try to disrupt routing, and storage 
attacks, which attempt to provide bogus responses to queries” [32]. In addition to these 
attacks, malicious nodes may attempt to overwrite existing content items with fake con-
tent. 
The common defense against such attacks is redundancy: Several replicas of content 
items are stored in the network, and several paths are used for routing [32]. Kademlia 
already performs both, but it is still susceptible to these attacks, so additional counter-
measures have to be used. A digital signature of content items by the storing node, com-
bined with a check that subsequent changes of the content item originate from the same 
node, counters attacks that attempt to change previously stored content items. 
The simulation framework OverSim that is used for evaluation provides several routing 
and storage attack types which have been extended for the purposes of this thesis. The 
detailed descriptions of the attacks and their extensions follow in Chapter 5. 
2.5.3.1 Network Partitioning  
Partitioning of a network means that there is no longer one single network, but several of 
them that exist concurrently without interconnections. It is the result of a successful at-
tack on the Bootstrap process of a node. If the Bootstrap is attacked, the malicious node 
can control the bootstrapping node’s view of the network. 
Figure 13 shows six network partitions created by malicious nodes: Inoffensive nodes that 
bootstrap from another inoffensive node stay in the same partition (as shown in the 
green, orange and purple partitions). Malicious nodes form a border between partitions 
because they do not return information about other existing nodes, but only about non-
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existing fake nodes. It is possible that partitions consist of only two malicious nodes if one 
malicious node has bootstrapped from another malicious node, as shown in the dark blue 
and grey partitions. 
If a content item is published in one partition, the other partitions cannot find it due to 
the missing links between the partitions. Even if a node in another partition knew the 
content item’s ID, e.g., from a directory containing valid content item IDs, the attempt to 
retrieve it would fail. The impact of network partitioning is analyzed in detail in Chapter 6. 
In reality, a malicious node probably attacks both routing and storage operations. In the 
simulations conducted for this thesis, however, there are configurations in which mali-
cious nodes only attack routing operations. Under such circumstances, content items may 
be available in more than one partition. This is explained in Section 6.3.1.1. 
2.5.4 Attacks on Trust Systems 
Just as DHTs have got inherent weaknesses, so do trust systems. Hoffman et al. identify 
five different types of such attacks in [54]: Self-promoting, whitewashing, slandering, or-
chestrated attacks and denial of service attacks. 
2.5.4.1 Self-Promoting Attack  
Self-promoting means that an attacker attempts to increase its own reputation by giving 
itself positive ratings, e.g., by the means of Sybil nodes. Another way is to manipulate its 
own reputation data: If it manages this information itself and in a non-authenticated way, 
it is possible to modify the information. If the trust system does not require a proof of 
interaction, the self-promoting attack is facilitated. Trust systems that only use positive 
ratings are especially vulnerable to this attack. 
The attack is usually performed by colluding nodes that generate interactions among 
themselves and give each other positive ratings for the interactions. This way, they could 
even succeed in countering negative ratings they receive from legitimate nodes [54]. 
 
Figure 13: Schema of several network partitions 
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2.5.4.2 Whitewashing Attack 
Whitewashing means that a node that has received too many negative ratings leaves the 
network and returns with a new and non-rated identifier to dispose of its negative rat-
ings. If identifiers can be changed easily, an attacker can create a new identity when the 
reputation of its old identity is too bad. Trust systems that only use negative ratings are 
vulnerable to whitewashing because newcomer nodes have the same reputation as nodes 
that participate in the network for a long time and have behaved well. 
Another form of the whitewashing attack is a changing behavior of the node: The attacker 
behaves correctly first to receive positive ratings and then abuses its high reputation to 
act maliciously. Nodes that behave this way are called traitor nodes. 
In order to make the whitewashing attack more effective, it can be combined with the 
self-promoting attack: If performed concurrently, the effective duration of the attacks will 
increase. The whitewashing attack can be countered by limiting users from switching 
identities, e.g., with a Sybil attack countermeasure, and by giving more weight to more 
recent ratings to counter traitor nodes [54]. 
2.5.4.3 Slandering Attack  
Slandering is the opposite of self-promoting: Malicious nodes give negative ratings to in-
offensive nodes in order to decrease their reputation so that their own reputation in-
creases relative to them. Just as the self-promoting attack, the slandering attack is easily 
conducted if the system does not authenticate the ratings, and it is usually performed 
with several colluding nodes. 
The countermeasures against traitor nodes and the slandering attack interfere with each 
other: In order to counter traitor nodes, more recent ratings should receive more weight. 
However, this renders a slandering attack more effective, so a balance has to be found. 
Limiting the amount of identifiers one physical attacker can obtain impedes the slander-
ing attack [54]. 
2.5.4.4 Orchestrated Attack  
In an orchestrated attack, the attacker combines several of the aforementioned attacks in 
a coordinated manner. One possible example is the oscillation attack [55]: The colluding 
nodes are divided into several groups that perform different attacks at different times, 
e.g., one group behaves correctly and another group acts maliciously. So the relative rep-
utation of the inoffensive group increases. If at the same time the inoffensive group gives 
positive ratings to the malicious group, the decline of their reputation is slowed down. 
When the reputation of the malicious group nodes is too low, the groups swap their be-
havior to balance the reputation values. Another group that uses the slandering attack to 
decrease the reputation values of legitimate nodes could also be used together with the 
two other groups [54]. 
Just as with the attacks explained before, limiting the number of logical identities a physi-
cal attacker can obtain impedes also orchestrated attacks because in order to be effec-
tive, they require a large amount of nodes that are controlled by one attacker. 
2.5.4.5 Denial of Service Attack  
A denial of service attack is typically conducted against centralized elements if the trust 
system uses any. If the ratings are stored centrally, an attack against this central element 
can disable the trust system. Then, if the routing is implemented in way that all nodes are 
regarded as trustworthy if the trust storage does not respond in time or at all, malicious 
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nodes can be used as well. Otherwise, if all nodes would be regarded as non-trustworthy 
if the trust storage is not available, the network would cease functioning [54]. 
The fewer central elements exist in a network, the fewer attack targets it presents for a 
denial of service attack, so content items and ratings should be stored in a distributed 
way. A denial of service attack that targets any arbitrary node of a P2P network cannot be 
averted by the P2P network because it can only be handled by the underlay (if at all). But 
if there are several replicas available, the attack needs to be distributed as well and there-
fore requires even more resources. 
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3 Related Work 
This chapter presents the current state of research of security and trust systems in P2P 
networks. As a representative for security systems that do not use trust mechanisms, 
S/Kademlia [53] is chosen, as it is specifically targeting to improve Kademlia. A lot of the 
existing work regarding trust systems addresses unstructured networks or mentions 
structured networks only for the storage of the trust information. As an example, a trust 
system designed by Mekouar [56] that operates in an unstructured hybrid P2P network is 
presented in detail. Considering widely used P2P applications, however, the structured 
systems prevail, so the applicability of Mekouar’s concept to structured networks is dis-
cussed. Afterwards, several often-cited trust-based approaches are briefly presented. A 
short excursus about mobile ad hoc networks (MANETs) shows that trust-based routing is 
also analyzed in related network types. Both MANETs and peer-to-peer networks are dy-
namic networks lacking a central authority and can therefore share approaches to en-
hance their security. At the end of this chapter, the previously published papers of the 
author of this thesis are introduced. 
S/Kademlia and Mekouar’s concept have been chosen because they are both described 
comprehensively in the dissertation theses of their respective authors. Both concepts 
have been published at peer-reviewed conferences before as well. 
3.1 S/Kademlia 
Baumgart and Mies present S/Kademlia in [53]; Baumgart adds more details in his disser-
tation thesis [48]. S/Kademlia aims to improve Kademlia’s security by countering several 
known attacks described in the previous chapter: The authors propose to use a secure 
identifier generation process to impede Sybil and Eclipse attacks. Additionally, other 
nodes shall not be able to steal a node’s node ID. To achieve this, S/Kademlia uses asym-
metric key pairs: Using digital signatures, every message is authenticated, proving the 
possession of the matching private key. The node ID consists of the hash value of the pub-
lic key. 
In order to counter the Sybil and Eclipse attacks, the authors propose to use either a cen-
tral certification authority to sign a node’s public key to prove its identity or to use crypto 
puzzles. For the latter variant, they introduce two types of crypto puzzles: A static one 
that denies the free generation of the node ID and a dynamic one that increases the diffi-
culty of creating a large amount of Sybil nodes. 
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The node ID is generated as the hash of the public key of a node. This way, a node cannot 
choose its node ID freely. However, by using brute force, it is still possible to generate a 
node ID that is in a desired range. The static crypto puzzle is used to increase the difficulty 
of acquiring such a node ID: It calculates a hash of the node ID and demands that it begins 
with c1 bits that are set to zero. If the node ID, and with it also the public key, does not 
fulfill this requirement, a new key pair has to be generated until the requirement is met. 
The authors of S/Kademlia assume that the available computing power of a node increas-
es over time so that the static crypto puzzle is not difficult enough at some moment in 
time. Therefore, they introduce a second, dynamic crypto puzzle. It uses a parameter c2 
which can be increased over time to cope with increasing computing power. It requires a 
node to generate a random number X and to calculate the hash of NodeID  X. If the first 
c2 bits of that hash are set to zero, the puzzle is solved; if not, the process is repeated with 
another random number. Figure 14 shows the functioning of the two crypto puzzles. The 
puzzles can be verified with O(1) complexity, but the solving of the crypto puzzles has 
O(2𝑐1 + 2𝑐2) complexity [53]. 
Additionally, S/Kademlia uses several disjoint routing paths during a lookup. Each routing 
path uses  parallel queries, so the messaging overhead is increased. The authors state 
that this way, a lookup is successful as long as at least one neighbor node is not malicious. 
Furthermore, the authors introduce a sibling table. Every node manages one sibling table 
that contains the s other nodes that are closest to it. For the evaluation of S/Kademlia, 
s = 16 has been used. The sibling table is used to accelerate the final phase of a lookup so 
that fewer nodes need to be queried for closer nodes [53]. 
As mentioned before, the usage of crypto puzzles is controversial: If the P2P network op-
erates in a homogeneous environment regarding computing power, crypto puzzles can be 
a countermeasure against the Sybil attack. If the computing power of the nodes differs by 
several orders of magnitude, though, another solution is required. Because TrustedKad is 
designed as a generic framework, it cannot assume homogeneity of the nodes, so it sup-
ports using different types of Sybil attack countermeasures (introduced later in Sec-
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tion 4.4). 
3.2 Trust Systems for Peer-to-Peer Networks 
Research of trust mechanisms and P2P networks has taken place for almost a decade 
now. Marti and Garcia-Molina give an overview of existing trust systems for P2P systems 
in [57] and analyze their components: They divide trust systems into three functionalities 
which they call “information gathering”, “scoring and ranking” and “response”. For the 
first one, “information gathering”, the identification of a node is essential. Based on this, 
information about a node can be shared between nodes. The definition of a policy how to 
handle unknown nodes is the functionality’s last part. 
“Scoring and ranking” defines the way ratings are given, collected, combined and evalu-
ated. The results lead to the selection of the peers that are interacted with and which 
ones are avoided. The third functionality “response” defines how to reward inoffensive 
nodes and how to punish malicious ones. In their discussion of these functionalities, the 
authors give hints on how to secure their operation and how to reward inoffensive nodes 
and to punish malicious ones. 
Gómez Mármol and Martínez Pérez give an overview of several trust and reputation sys-
tems for P2P networks in [58]. They identify three basic scenarios which trust and reputa-
tion models should consider: The first is a static one in which there is no churn. It is con-
sidered as a starting point, but unrealistic. The second is a dynamic one which includes 
churn. The authors call the third one “oscillating”, which means that the nodes can 
change their behavior over time. The model should be able to quickly cope with that as 
well. This scenario is the hardest to detect and therefore appears to be the most promis-
ing one for an attacker. However, TrustedKad successfully counters also malicious nodes 
that change their behavior; the results are presented in Chapter 6. 
3.2.1 Example of a Trust System for a Peer-to-Peer Filesharing 
Network 
In order to give an example of a P2P trust system, the system designed by Mekouar and 
explained in detail in her dissertation thesis [56] shall be presented. Before, Mekouar has 
published several frequently-cited papers, journal articles and book chapters on trust and 
reputation in P2P systems (such as [59,60]). Her concept targets a hybrid P2P filesharing 
network, so the network consists of supernodes and leafnodes. Afterwards, other P2P 
trust systems are outlined. 
In her thesis, Mekouar presents a P2P trust system that operates in a hybrid filesharing 
system. She uses three different indicators to rate a node’s trustworthiness: Authentic 
behavior, credibility behavior and contribution behavior. The authentic behavior value 
rates the validity of the content item the node sends when queried. The credibility behav-
ior value denotes how reliable the ratings of a node are. The contribution behavior value 
is specific to filesharing, as it measures how well a node contributes to the system by cal-
culating the ratio of its up- and downloads. 
The supernodes manage the ratings. So after every transaction, a node sends the rating of 
that transaction to its supernode. This way, the supernode gains a behavior overview of 
all of its leafnodes. In addition, the supernode forwards the rating to the supernode of 
the other involved node so that the values for that leafnode are updated as well. A su-
pernode periodically transmits a leafnode’s trust information to the leafnode in a digitally 
signed form. This way, a leafnode does not lose all of its trust information if its supernode 
fails, but is able to transfer it to its new supernode. 
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3.2.1.1 Authentic Behavior  
The author explains that not only a simple transaction counter, increased by one after 
each transaction, should be used for the authentic behavior value. Instead, the size of the 
transferred file or also other upload resource usage (e.g., processing, bandwidth, time) 
should be used by the supernode to evaluate its leafnodes: 
if (𝐷𝑜𝑤𝑛𝑙𝑜𝑎𝑑 𝑟𝑒𝑝𝑜𝑟𝑡𝑒𝑑 𝑎𝑠 𝑠𝑢𝑐𝑐𝑒𝑠𝑠𝑓𝑢𝑙) then 
    𝐷𝑖
+ = 𝐷𝑖
+ + (𝑓𝑖𝑙𝑒 𝑠𝑖𝑧𝑒) 
else 
   𝐷𝑖
− = 𝐷𝑖
− + (𝑓𝑖𝑙𝑒 𝑠𝑖𝑧𝑒) 
end if 
Mekouar explains that a simple difference-based approach to assess the behavior of a 
leafnode i is not sufficient because the difference AuthBi = Di
+ - Di
- would not consider the 
total amount of the transferred data; AuthBi denotes the authentic behavior value, Di
+  0 
the sum of the file sizes of successful downloads and Di
-  0 the sum of the file sizes of 
downloads resulting in invalid files. The author gives the following example of two nodes 
A and B with DA
+ = 40, DA
- = 20, DB
+ = 20 and DB
- = 0. If only the difference would be con-
sidered, both nodes would have the same authentic behavior value: 
𝐷𝐴
+  − 𝐷𝐴
− =  40 −  20 =  20 =  20 −  0 =  𝐷𝐵
+ −  𝐷𝐵
− 
However, the two nodes should not be considered as equal because node B has not sent 
any invalid information while node A has done so. So node B should be preferred. 
Therefore, the author proposes to also consider the sum of the values: 
if (𝐷𝑖
+ + 𝐷𝑖
− ≠ 0) then 








    𝐴𝑢𝑡ℎ𝐵𝑖 = 0 
end if 
This results in authentic behavior values in the range of [-1; 1], with -1 denoting only un-
successful downloads and 1 denoting only successful downloads. The authentic behavior 
values of the example nodes would be AuthBA = 
DA
+  - DA
-
DA











+  - DB
-
DB





= 1, so node B would be preferred. TrustedKad follows this argu-
ment and uses a similar formula to calculate trust values (as explained in Section 4.6). 
3.2.1.2 Credibil ity Behavior  
The credibility behavior value denotes whether a peer lies about the outcome of a trans-
action, which means that the peer gives a negative rating although the result has been 
correct or vice versa. Mekouar proposes to detect such lying peers by comparing the rat-
ing with the expected rating. This comparison results in a ratio denoting how many rat-
ings of a node were as expected compared to the total number of ratings (CredBi is the 
credibility behavior value, Ni is the total number of downloads, Ni
* is the number of 
downloads with an unexpected rating)7: 
                                                     
7
 Please note that Mekouar does not define CredBi for Ni = 0. 
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The author then changes the formula of the transaction counter that is used to calculate 
the authentic behavior value of a leafnode to incorporate the credibility of the node that 
gives the rating: 
if (𝐷𝑜𝑤𝑛𝑙𝑜𝑎𝑑 𝑟𝑒𝑝𝑜𝑟𝑡𝑒𝑑 𝑎𝑠 𝑠𝑢𝑐𝑐𝑒𝑠𝑠𝑓𝑢𝑙 𝑏𝑦 𝑛𝑜𝑑𝑒 𝑗) then 
    𝐷𝑖
+ = 𝐷𝑖
+ + 𝐶𝑟𝑒𝑑𝐵𝑗 × (𝑓𝑖𝑙𝑒 𝑠𝑖𝑧𝑒) 
else 
   𝐷𝑖
− = 𝐷𝑖
− + 𝐶𝑟𝑒𝑑𝐵𝑗 × (𝑓𝑖𝑙𝑒 𝑠𝑖𝑧𝑒) 
end if 
This way, the file size of the transferred file shall be multiplied with the ratio, so that the 
full file size is only taken into account if the rating node has never given an unexpected 
rating. 
3.2.1.3 Contribution Behavior 
The contribution behavior value rates how useful a node is for other nodes. According to 
Mekouar, it shall identify freeriders in a filesharing system. Freeriders are nodes that only 
download files, but do not upload any. The author argues that if only the reputation as-
sessment is used, a freerider could first upload files to gain good ratings. When its reputa-
tion is good enough, it could stop uploading and use its good reputation for downloading 
only. So the concept aims to continuously reward uploading peers and to punish peers 
that cease uploading. 
The author further states that not only peers that actually upload shall be rewarded, but 
also peers that are available for upload shall receive credit. This way, newcomer nodes 
shall be able to enter the system. Otherwise, the already existing nodes would receive all 
requests and the new nodes would not be able to gain reputation. 
The availability rating compares a node’s availability to the average availability of all 
nodes connected to the same supernode. Availablei is the number of times a node i was 
available for upload, NbrPeerssup denotes the number of peers connected to supernode 
sup, Averagesup is the mean availability of all nodes that are connected to supernode sup. 










This ensures that a node that is available for uploading receives credit for that. 
The second part of the contribution behavior value is the involvement value. It is defined 
as follows with Ui
+ and Ui
- denoting the sums of the file sizes that have been uploaded 
correctly (+) and incorrectly (-): 
if (𝐷𝑖
+ + 𝐷𝑖
− ≠ 0) then 








    𝐼𝑛𝑣𝑜𝑙𝑣𝑒𝑚𝑒𝑛𝑡𝑖 = 𝑈𝑖
+ − 𝑈𝑖
− 
                                                     
8
 Please note that Mekouar does not define Availabilityi for Averagesup = 0. 
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end if 
𝐼𝑛𝑣𝑜𝑙𝑣𝑒𝑚𝑒𝑛𝑡𝑖 = Min(𝐼𝑛𝑣𝑜𝑙𝑣𝑒𝑚𝑒𝑛𝑡𝑖, 1) 
This way, the Involvementi of a peer is the ratio between the peer’s uploads and down-
loads. Freeriders have low values, as they do not upload a lot of data. Malicious nodes 
should even have negative values, as they upload more invalid data than valid data. 
The contribution behavior value ContrBi is computed based on the availability and the 
involvement of a peer: 
𝑎 = 𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑖 
if (𝐼𝑛𝑣𝑜𝑙𝑣𝑒𝑚𝑒𝑛𝑡𝑖 < 0) then 
    𝑏 =  −1 
else 
    𝑏 = 𝐼𝑛𝑣𝑜𝑙𝑣𝑒𝑚𝑒𝑛𝑡𝑖  
end if 
𝑐 = Max(X × 𝑎 + Y × 𝑏, 0) 
𝐶𝑜𝑛𝑡𝑟𝐵𝑖 = Min(𝑐, 1) 
The two factors X and Y are application-dependent and greater than or equal to 0. They 
give a weight to the two parts of the contribution value, availability and involvement. 
3.2.1.4 Discussion of Applicabil ity to Structured Networks  
Mekouar’s concept relies on two assumptions: It makes extensive use of filesharing-
specific data and it uses the supernodes as trust management nodes. Both properties 
cannot be used to design a general-purpose trust mechanism operating in a structured 
P2P network: A P2P network such as Skype, for instance, that is used as a directory ser-
vice to look up IP addresses of users to establish a direct connection cannot use up- and 
download ratios. Supernodes do not exist in structured P2P networks, so other means 
have to be found to manage the trust information. 
However, the argumentation regarding difference-based calculation of the authentic be-
havior value still holds true: Not only the difference should be considered, but instead a 
ratio based on the total amount of data. As the usage of the file size or any other re-
sources as an increment of behavior assessment is application-specific, only the number 
of transactions can be used by TrustedKad. Section 4.6 describes how TrustedKad com-
putes trust values. 
The supernodes are not specifically considered in [56]. They are assumed to be trustwor-
thy, and their operation is not evaluated, which is a potential weakness. In hybrid net-
works, routing is performed via the supernodes. Due to the fact that they are regarded as 
trustworthy, the author does not specify a method to rate them for correct routing. 
In structured networks, however, the routing is performed by all nodes, and it is both a 
basic and a vital functionality of the network. So the correctness of a node’s routing be-
havior has to be rated and the ratings have to be considered during routing decisions. 
Additionally, the supernodes are used to manage the trust information about the 
leafnodes. As there are no supernodes in a structured network, the trust information has 
to be stored in a distributed way. 
3.2.2 Other Peer-to-Peer Trust Systems 
As hinted by the overview publications mentioned above [57,58], there are several exist-
ing trust systems for P2P networks which are briefly introduced in the following. 
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EigenTrust [61] and FuzzyTrust [62] are two frequently cited trust algorithms. They work 
similar to the eBay rating system [30], as every transaction can be rated as either positive 
or negative. Both define methods of deriving trust information from these values. Eigen-
Trust uses a distributed way to calculate a global trust value for each node with pre-
trusted peers at the root, whereas in FuzzyTrust, every node has its own set of fuzzy rules 
to derive the trust value. Just as in Mekouar’s concept, the trust value is based on the 
number of positive and negative experiences and has a value in the range [-1; 1]. 
There are two P2P trust systems that operate in P-Grid [63], a structured P2P network 
that has no wide-spread real-world implementations: Xiong and Liu present PeerTrust 
in [64]. PeerTrust uses a complex distributed scheme to calculate trust values. The other 
system is presented by Aberer and Despotovic in [65]. It is a complaint-based system that 
either regards a node as fully trustworthy or fully untrustworthy. The DHT is used to store 
trust information. In order to avoid infinite loops of lookups for trust information, it uses 
an upper limit of the search depth. 
The system presented by Galuba et al. in [66] targets unstructured and structured P2P 
networks in which messages are routed recursively. It is proposed to be used not only by 
P2P networks, but also by wireless ad-hoc networks and sensor networks. These types of 
networks need to rely on recursive routing, while structured P2P networks usually do not: 
Kademlia uses iterative routing, for example. As explained before in Section 2.3.3, itera-
tive routing enables a node to choose the next hop on its own instead of leaving the 
choice to other nodes. 
Several approaches attempt to use information gained from social networks to form 
trusted groups of nodes. Examples for such systems are SPROUT [67] by Marti et al. and 
SocialTrust [68] by Li et al. Social-network-based approaches imply that each peer has got 
its own view of trusted and untrusted nodes, so there is no global trust. Personalized Ei-
genTrust [69] extends EigenTrust (see above) by eliminating the global pre-trusted peers 
and replacing them by peers chosen individually by each peer based on social network 
connections. 
In contrast to systems that use social networks, TrustMe [70] by Singh and Liu emphasizes 
the anonymity of the nodes. TrustMe aims to hide a node’s trust management nodes 
from itself so that it cannot attempt to manipulate its trust value. The trust management 
nodes of a node are therefore randomly selected by a bootstrap server and not deter-
mined by an algorithm, and the trust values are queried by using broadcasts. Similarly, 
SuperTrust [71] by Dimitriou et al. aims to preserve the privacy and anonymity of transac-
tions. It operates in a hybrid P2P network. In contrast to Mekouar’s concept, the authors 
state that malicious superpeers can be identified by SuperTrust. 
3.3 Excursus: Trust-Based Routing in Mobile Ad Hoc 
Networks 
Research about trust-based routing is also taking place for other network types in which 
nodes communicate in a peer-to-peer way without a central authority. Mobile ad hoc 
networks (MANETs) are one example: They consist of nodes that are spread geographical-
ly and communicate wirelessly. The nodes are not necessarily stationary, but may also be 
moving. The network is usually spread in a way that does not allow every node to com-
municate directly with every other node as it is possible in P2P networks. Instead, if 
source and destination node cannot communicate directly, the messages have to be for-
warded by intermediate nodes. Depending on the size of the network, there may be sev-
eral paths between the source and the destination. 
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P2P networks and MANETs are subject to similar attacks, as both networks lack central 
authorities. Their routing operations can be harmed, e.g., by malicious nodes giving false 
routing information. In addition, the Sybil Attack can also be conducted in MANETs. 
One current example of trust-based countermeasures against such attacks is presented 
by Xia et al.: In [72], the authors propose a trust-based approach that determines the 
trustworthiness of the paths between the source and the destination node as a result of 
correct message forwarding behavior. A node is able to check if its message is forwarded 
correctly because it can overhear the transmission of the neighbor node when it forwards 
the message. The trust value of the neighbor node is calculated as percentage of correct 
forward operations. Then, the trustworthiness of a path is determined by multiplying the 
forwarding trust values of the nodes along the path. The most trustworthy path is chosen 
to send the message to the destination. 
While the approach of the most trustworthy path may be applicable to certain P2P net-
works, the way of identifying malicious behavior by overhearing another node’s commu-
nication cannot be transferred to P2P networks. Because P2P nodes cannot overhear 
each other’s communication, other means of identifying malicious behavior need to be 
found. 
3.4 Prior Work of the Author 
The author of this thesis engages himself in security of structured P2P networks since 
2008. In order to assess the current state of (classic) security measures, the Kad network 
has been taken as a basis at the start. Fortunately, the source code of eMule is open 
source and is therefore freely available for analyses. During that time, the eMule devel-
oper community has been quite active and has apparently been monitoring the research 
concerning the Kad network: A method of how to perform Eclipse attacks in the Kad net-
work published by Steiner et al. in [73] has been defeated by a new version of eMule. A 
close analysis of the source code of the new version has revealed other weaknesses, and 
so a new way of conducting an Eclipse attack in the Kad network has been designed and 
evaluated successfully by the author of this thesis in cooperation with a Bachelor student. 
The results are published in [1]. 
The mentioned security measures of the eMule client are rather static: They base on IP 
address filters that only allow a limited number of nodes per subnet to be stored in the 
routing table and also use blacklists to avoid whole IP subnets. These kinds of counter-
measures are not able to cope with nodes that change their behavior over time. So, in the 
following publications, the focus is set to trust mechanisms to be able to identify mali-
cious nodes without relying on IP filters or other static measures. 
The usage of trust mechanisms in structured DHT networks interferes with the assign-
ment of content items to nodes: If content items are stored only on trustworthy nodes 
and the opinions about which nodes are trustworthy vary between different nodes, con-
tent items might be inaccessible for some nodes if they are stored only on nodes they do 
not regard as trustworthy. 
So first of all, a basic study has been performed in cooperation with a Master student to 
analyze whether a Kademlia-based network is still functional if a fraction of the nodes 
does not use all existing nodes for their operations. For this study, simplifying assump-
tions have been made: 
 There are two types of nodes in the network: 
o “Cert” nodes with a certificate and 
o “NoCert” nodes without a certificate. 
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 Cert nodes never behave maliciously and are regarded as trustworthy. 
 NoCert nodes are not trusted. 
The simulations have revealed that Cert nodes are still able to retrieve content published 
by NoCert nodes. The reverse case (NoCert nodes attempting to retrieve content pub-
lished by Cert nodes) has also been successful. The results are published in [2]. 
The previous environment actually does not use trust mechanisms due to its simplifica-
tions: It relies on certification instead of reputation gained by positive or negative experi-
ences in the past. Hence, a concept of how to apply trust mechanisms to a Kademlia-
based DHT has been developed that constitutes the beginnings of TrustedKad and is pub-
lished in [4]. 
Based on this preliminary version of TrustedKad, routing trust values have been analyzed 
with respect to their generation, distribution and their impact on improving Kademlia’s 
resilience against attacks on the routing processes. These first tests have been successful, 
and the results are published in [3]. The final version of TrustedKad, its implementation in 
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4 TrustedKad 
In this chapter, the components of TrustedKad are motivated and explained in detail. A 
brief discussion of the overhead created by TrustedKad and of optimization opportunities 
regarding the overhead concludes the chapter. 
4.1 Parameters 
The original Kademlia uses the two variables k and : k signifies the number of nodes in a 
routing table bucket and the number of nodes in the temporary Lookup list;  indicates 
the number of Lookup messages that are sent in parallel. When retrieving a content item, 
Kademlia uses the first version it receives and terminates the Lookup. This is not reasona-
ble because it simplifies attacks on storage, so several replica nodes should be queried. 
Kad and also TrustedKad use more differentiated variables that enable a node to config-
ure several settings independently from each other: The parameter k still denotes the size 
of a routing table bucket and the parameter  still denotes the number of parallel mes-
sages during a Lookup. In addition, two new parameters are introduced: 
numLookupResult denotes the number of nodes that a Lookup process shall return when 
it finishes and numReplica indicates the number of replicas that shall be stored or re-
trieved.  
4.2 Asymmetric Key Pair and Certificate for Sender Au-
thentication 
The identity of a node should be unforgeable, i.e., it should be impossible to impersonate 
another node. In addition, nodes should be identifiable without having to rely on poten-
tially changing information such as the node ID or the IP address. Usually, an asymmetric 
key pair is used to achieve this (e.g., see Pastry [36], S/Kademlia [53], TrustGuard [55], 
PeerTrust [64]): The node can be identified by its public key and can prove its identity by 
using its private key to encrypt or digitally sign its messages. So, TrustedKad requires eve-
ry node to have a public/private key pair. 
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Using the key pair, a node creates a self-signed certificate for itself that contains the fol-
lowing information: 
 The node’s public key, 
 the time of the generation of the certificate, 
 the node’s underlay address, typically its IP address and port, and 
 anti-Sybil-attack information (explained in Section 4.4). 
The address and port are included so that a node can directly contact another node if it 
gets to knows its certificate, e.g., from a Lookup response message. The node ID is not 
part of the certificate, as it is derived from the certificate (explained in Section 4.3). 
Every message that a node sends has to contain its node ID and its certificate and has to 
be digitally signed using the sender’s private key. The receiving node can check the digital 
signature of the message using the public key contained in the certificate in the message. 
Additionally, the sender address and port have to match the data inside the certificate 
and the node ID has to match the certificate. 
If an attacker controls several nodes at different physical locations, it would be possible to 
have its nodes share logical identities. The inclusion of address and port in the certificate 
prevents an attacker from doing so, because if the messages do not originate from the 
correct address, they are discarded. This procedure is also recommended by Castro et al. 
in [52]. 
4.3 Node ID Generation and Invalidation 
The node ID is crucial for the functioning of structured P2P networks, as it is used to as-
sign responsibility for content items to a node. If the node ID can be freely chosen by a 
node, it can declare for which content it is responsible. This has to be avoided; otherwise, 
the network is vulnerable to a multitude of attacks such as routing and storage attacks 
and the Eclipse attack [32]. 
S/Kademlia [53] and PeerTrust [64] recommend using a hash of the public key as the node 
ID because it is computationally infeasible to generate an input value for a given hash 
value. This way, the node cannot choose its ID freely: Forging a node ID is impossible be-
cause the correctness of the node ID generation can easily be verified by other nodes by 
calculating the hash value of the public key. In addition, using the result of a hash function 
as node ID ensures that the IDs are distributed uniformly across the address space be-
cause hash functions are designed to generate uniformly distributed hash values [47]. 
In [38], Condie et al. induce churn into a P2P network to prevent nodes from being re-
sponsible for a certain part of the identifier space for too long a time. This way, the influ-
ence of malicious nodes decreases because they cannot manage “their” items indefinite-
ly. 
TrustedKad combines both approaches: The time of the generation of a node’s certificate 
is included in the certificate. It is used to invalidate the certificate after a certain amount 
of time. The node ID is calculated by hashing the certificate as shown in Figure 15. So if 
the certificate expires, the node ID does as well. A new certificate with a new timestamp 
has to be generated, leading to a new node ID. So even if a node is available for a long 
period of time at the same address and port, it has to use different node IDs and is there-
fore responsible for different content items because its logical location changes regularly. 
This would not be possible if the node ID was a hash value only of the IP address as in 
Chord [13] or only of a public key as in S/Kademlia [53] or PeerTrust [64]: This would re-
sult in static node IDs. 
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Using a node’s certificate, other nodes are able to verify the ID of the node. The only way 
for an attacker to generate a desired node ID is by using brute force approaches. Even if 
an attacker tried to generate a desired node ID this way (by varying the key pair, IP ad-
dress, port and/or the timestamp included in the certificate), he would have to repeat 
that process regularly due to the certificate invalidation. 
The lifetime of the certificates needs to be adjusted to the (estimated minimum) network 
size. The smaller the network is, the more often the node ID needs to change: The fewer 
nodes there are in the network, the shorter is the common prefix of the IDs of two neigh-
boring nodes and so the greater is the distance between them (cf. 2.4.2). This makes it 
easier for an attacker to generate a certificate that results in a node ID that is closest to 
the desired ID. This leads to the fact that the smaller the network is, the quicker an at-
tacker can become responsible for a desired part of the address space. So the lifetime of 
the node ID has to be shorter, the smaller the network is: If an attacker that uses brute 
force to create a certificate close to a desired ID succeeds in doing so, the certificate is 
valid only for a comparably short time, so the attacker has to repeat the brute force at-
tack more often than in a large network. 
4.4 Sybil Attack Prevention 
The Sybil attack can render a peer-to-peer network inoperative: If an attacker is able to 
control a significant share of the network, all security measures of the network become 
useless. Two examples for attack approaches are the insertion of a large amount of Sybil 
nodes into the network or the take-over of other legitimate nodes. So a countermeasure 
against the Sybil attack is mandatory for every P2P network. 
The problem is that Douceur, who has given the attack its name in [31], and Urdaneta et 
al., who have analyzed a multitude of countermeasure proposals in [32], both come to 
the conclusion that the attack cannot be completely countered without a central authori-
ty. Furthermore, the approaches discussed in [32] are applicable to special environments 
only: Crypto puzzles, for instance, rely on the fact that all devices in the network have 
about the same amount of computing power; if this was not the case, slower machines 
would need much longer to join the network than faster ones, and if an attacker manages 
to control a large amount of computing power, he can easily create Sybil nodes. Even if 
there is a functioning Sybil attack prevention system in action, it is still possible for an 
attacker to take over other legitimate nodes by hacking them. 
4.4.1 TrustedKad’s Modular Approach  
Regardless of whether an attacker uses Sybil nodes or taken-over legitimate nodes, he 
will most likely use them for an attack in which the controlled nodes collude to manipu-
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late content items. The evaluation results presented in Chapter 6 show that TrustedKad is 
able to cope with such colluding malicious nodes to a certain extent. 
In addition, TrustedKad supports to use an arbitrary Sybil attack countermeasure that 
suits the application and network environment in which TrustedKad is deployed. This 
way, the protection against Sybil attacks can be further improved. It is required to imple-
ment a suitable anti-Sybil-attack mechanism to prevent nodes from creating fake nodes 
with fake cached trust information (cf. 4.8.3). 
As stated before, the anti-Sybil-attack information is included in the certificate of a node. 
This information could be a solution to a crypto puzzle or the digital signature of a certifi-
cate authority (CA) that confirms that the physical user of the node uses only one logical 
identity. If possible, the Sybil attack countermeasure should also include the node’s IP 
address and port in addition to its public key to prevent the exchange of asymmetric key 
pairs between nodes as explained in Section 4.2. If a CA is used, its signature can easily 
include the IP address and the port; if crypto puzzles are used, IP address and port can be 
included in the input of the hash function. The anti-Sybil-attack information must have a 
limited lifetime so that an attacker cannot accumulate valid signatures for different nodes 
over time. 
It can be argued that if a CA is used for Sybil attack prevention, it could also be used to 
replace the distributed trust management system. However, the usage of a central au-
thority against the Sybil attack requires interaction with it only once during the Bootstrap 
and once every time the node ID changes. If it would manage the ratings and trust values 
as well, it would require considerably more resources because any transaction of any 
node in the network would cause trust queries during the transactions and ratings after 
the transaction. 
4.4.2 Countermeasure Against the Whitewashing Attack  
The Sybil attack countermeasure is also a countermeasure against the whitewashing at-
tack: When a node receives too many negative ratings and then switches to a new identi-
ty, this is called whitewashing attack (cf. 2.5.4.2). To do so, the node has to generate a 
new key pair and a new certificate. However, the Sybil attack countermeasure prevents 
that a node can do this repeatedly: The CA has to limit new number of logical identities 
per physical user and time, and the crypto puzzle approach requires the solution of new 
puzzles for every new identity. Other Sybil attack countermeasure approaches also pre-
vent the user from changing identities repeatedly and thereby prevent whitewashing at-
tacks. 
4.5 Types of Ratings and Trust Values 
TrustedKad rates actions and uses these ratings to identify inoffensive and malicious 
nodes. A single rating can either be positive or negative. The ratings are combined to a 
trust value (cf. 4.6): Malicious nodes are supposed to have low trust values, while inoffen-
sive ones shall have high trust values. 
As explained in Section 2.3.1, the four basic DHT actions are Bootstrap, Lookup, Put and 
Get. Bootstrap and Lookup messages can be regarded as equal in the decision if another 
node is trustworthy, as both of them are used to find new nodes in the network. Hence, 
nodes that are trustworthy for Lookups can also be used for Bootstraps. 
A separate rating for Put and Get is not reasonable, as it is impossible to evaluate if a Put 
operation has been successful: The storing node could delete the content item immedi-
ately after receiving a positive rating for storing it or anytime later without any node no-
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ticing and therefore also without any punishment. Hence, successful Put operations 
should not have any influence on the trustworthiness of a node. From this, it follows that 
only nodes that have proven to deliver correct content items during retrieval should be 
used to store content items on. 
In TrustedKad, a node is used a lot more often for routing than for content storage or re-
trieval: The final numLookupResult nodes are all used for routing and storage/retrieval. 
The nodes used during the Lookup until the final numLookupResult nodes are found are 
only used for routing. So, if there was only one type of rating for both routing and stor-
age, the node’s routing behavior would have a greater influence on the trust value than 
the storage behavior. 
TrustedKad therefore uses two trust values to assess a node’s trustworthiness: A routing 
trust value that is used for Bootstrap and Lookup operations and a storage trust value 
that is used for Put and Get operations. Sections 4.10 and 4.11 describe in detail how rat-
ings are given for routing and storage procedures, respectively. 
TrustedKad operates on the KBR and DHT layers, independently from the application, so it 
does not offer any trust values that are based on application-dependent behavior such as 
the contribution behavior value of Mekouar [56]. In most cases, application-dependent 
trust values are not required: If the application offers different qualities of service to oth-
er nodes depending on their routing and storage trust values, nodes are encouraged to 
route and store content items correctly, which should be enforced (as explained in Sec-
tion 4.14). However, if an application still requires additional trust values, TrustedKad can 
easily be extended to handle them and forward them to the application layer for interpre-
tation. 
4.6 Computation of Trust Values and Usage of Thresh-
olds 
TrustedKad takes both positive and negative ratings in consideration to determine a 
node’s trustworthiness; if only positive or only negative ratings were taken into account, 
the system would be susceptible to common attacks on trust systems that are presented 
in Section 2.5.4. A formula similar to the ones used by FuzzyTrust [62] and Mekouar [56] 
(as shown in Section 3.2.1.1) is used to compute the trust values of a node. In contrast to 
the other two algorithms, TrustedKad introduces a grace phase for newcomer nodes: A 
node is treated as trustworthy as long as it has not yet received a certain amount of rat-
ings. If the computed trust values were used from the first rating on, a node whose first 
rating is negative would never get the chance to earn better ratings, as a single rating that 
is negative results in the worst possible rating and therefore in ignoring the node. 












TR,i denotes the routing trust value of node i, RR,i
+ the number of positive routing ratings 
of node i, RR,i
- the number of its negative routing ratings, with RR,i
+, RR,i
-  0, and gR the 
number of grace routing ratings, with gR > 0 for normal operations. gR is set to 0 during 
Bootstrap (cf. 4.10.1); the formula also applies then and sets the routing trust value to 1 
only for nodes without any routing rating. 
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Similar to the routing trust value formula, TS,i denotes the storage trust value of node i, 
RS,i
+ the number of its positive and RS,i
- the number of its negative storage ratings, with 
RS,i
+, RS,i
-  0, and gS the number of grace storage ratings, with gS > 0. 
Both formulas generate trust values in the range of [-1.0; 1.0]. A trust value of -1.0 indi-
cates that a node has only received negative ratings; 1.0 means that a node has received 
only positive ratings or is a newcomer node that is still in its grace phase. Table 1 shows 
the trust values that result from selected ratios of positive and negative ratings: For ex-
ample, a trust value of 0.5 indicates that a node has three times as many positive ratings 



















The routing and storage trust values are used during Bootstrap/Lookup and Put/Get ac-
tions, respectively. Every node uses its own individual routing trust value threshold and 
storage trust value threshold to determine whether it trusts another node: Only nodes 
with a trust value equal to or greater than the threshold are used for the node’s opera-
tions, other nodes are ignored. In Chapter 6, the results of evaluations with different 
thresholds are presented. 
4.7 Distributed Storage of Trust Information 
In contrast to P2P networks with central elements, such as the login servers of the Skype 
network [5] or the supernodes of hybrid P2P networks like the one used by Mekouar [56], 
structured P2P networks do not have central elements or peers with special functionali-
ties. So, in order to store the ratings and trust values, a distributed solution has to be de-
signed. The complaint-based system presented by Aberer and Despotovic in [65] uses P-
Grid [63] to store “one or more” [65] replicas of the trust information. TrustedKad uses 
several trust management nodes that are responsible for storing the ratings of “their” 
node. 
The trust information about a node must not be bound to its IP address and port and nei-


















100 0  1.0 0 100 0.000 -1.0 
95 5 19.000 0.9 5 95 0.053 -0.9 
90 10 9.000 0.8 10 90 0.111 -0.8 
85 15 5.667 0.7 15 85 0.176 -0.7 
80 20 4.000 0.6 20 80 0.250 -0.6 
75 25 3.000 0.5 25 75 0.333 -0.5 
70 30 2.333 0.4 30 70 0.429 -0.4 
65 35 1.857 0.3 35 65 0.538 -0.3 
60 40 1.500 0.2 40 60 0.667 -0.2 
55 45 1.222 0.1 45 55 0.818 -0.1 
50 50 1.000 0.0     
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ther to its node ID because the IP address and port may change and the node ID does 
change regularly. So the public key (Kpub) of a node is used to identify it and to determine 
the location of its trust management nodes. 
4.7.1 Location of the Trust Management Nodes  
An attacker must not be able to control the trust management nodes of its node(s). By 
using the hash of a node’s certificate as the node ID, TrustedKad already prevents the free 
choice of a node ID. However, to avoid any risks of eclipse attacks against trust infor-
mation, TrustedKad stores trust information at three different locations of the ID space. 
These locations shall be determined as Hash(Kpub), Hash(Hash(Kpub)) and 
Hash(Hash(Hash(Kpub))). The actual trust management nodes of a node change regularly 
due to the node ID invalidation. Figure 16 shows a node and its trust management nodes 
graphically. The locations of the trust management nodes are not distributed evenly be-
cause they are determined by hashing. This distributed system does not have a single 
point of failure or a single target for attacks, and every node is a potential trust manage-
ment node. It also prevents a node from being able to control its own trust management 
nodes. 
If the nodes at one location report significantly different trust values than the nodes at 
the other two locations, the single location’s information is discarded. A node must not 
be its own trust management node, so if it would be responsible for its own trust infor-
mation according to its current node ID, it is ignored. 
4.7.2 Identification of the Trust Management Nodes  
When a node joins the system, it has to locate its trust management nodes and inform 
them about its presence. Then, the trust management nodes have to confirm that they 
are indeed the trust management nodes; if they are not because they know nodes that 
are closer to the trust management location, they have to inform the correct trust man-
agement nodes and the node itself. 
No grace ratings and no unchoking (cf. 4.13) are applied when the trust management 
nodes are identified, just as during a Bootstrap (cf. 4.10.1). In addition, system-wide set-
tings for the trust value thresholds have to be used instead of the node’s individual 
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thresholds. The actual setting of these global thresholds depends on the system in which 
TrustedKad is deployed. 
4.7.3 Replication of Trust Information  
Nodes that store trust information about a node have to periodically replicate and ex-
change it to also receive ratings that have not reached every trust management node, 
e.g., due to network failures. As every trust management node needs to be able to prove 
its assessment (cf. 4.9.2), the original rating messages of the rating nodes are exchanged, 
not only the current status of the rating counters. This mechanism ensures that the trust 
management nodes are up-to-date and synchronized, even if one node leaves the system 
or needs to change its node ID and another node becomes responsible. 
4.7.4 Countermeasure Against Self-Promoting and Slandering 
Attacks 
As described in Section 2.5.4, self-promoting and slandering attacks aim to increase the 
trust values of an attacker’s nodes or attempt to decrease the trust values of legitimate 
nodes, respectively. TrustedKad counters these attacks by allowing each node to rate any 
other node only once for routing and also only once for storage. The most recent rating 
that has been given is to be used. Also here, the rating nodes are identified by their public 
key and not by their node ID. 
4.8 Caching of Trust Information 
In order to determine whether to interact with another node, e.g., during a Lookup, a 
node would actually have to ask the other node’s trust management nodes for the trust 
value first. This in turn would require another Lookup to find the trust management 
nodes, again requiring a Lookup to find the trust values of other involved nodes, etc. The 
result would be an infinite loop of Lookups. Aberer and Despotovic use a limited search 
depth as described in [65] and accept to not be able to decide whether another node is 
trustworthy in some cases. They claim that “These cases should be rare” [65] but do not 
prove it. 
Therefore, TrustedKad uses a different approach: It requires the trust management nodes 
of a node to regularly cache the trust information of the managed node at the node itself. 
The cached trust information has to be included in every message to enable other nodes 
to immediately assess the trustworthiness of a node. As explained in Section 3.2.1, Me-
kouar [56] also caches trust information at the node itself, but only to be able to restore it 
at another superpeer if a node’s own superpeer leaves the network. 
4.8.1 Contents of Cached Trust Information 
The cached trust information consists of the following: 
 Certificate of the trust management node, 
 public key of the managed node, 
 the number of positive and negative routing and storage ratings and 
 a timestamp. 
This information is digitally signed by the trust management node to prevent manipula-
tion. 
The certificate of the trust management node includes its underlay address, so it can be 
contacted directly without another Lookup. This way, the trust management nodes can 
be asked to confirm the trust information and be asked for an update of the information 
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at a later time. In addition, the addresses of the trust management nodes are used to give 
the ratings. 
The public key of the node is included in the cached trust information to prove that the 
trust information applies to this node. Including the public key of the managed node in 
the cached trust information is sufficient; the full certificate is not required because it is 
contained in every message the node sends, i.e., also in the message that contains the 
cached trust information. The cached trust information contains the rating counters in-
stead of the computed trust values because nodes need to able to calculate the group 
trust value for storage as described later in Section 4.11.2. In addition, only the 
knowledge of the counters allows for different numbers of grace ratings to be used: Dur-
ing Bootstrap, the number of grace ratings is set to 0 because the Bootstrap needs to be 
especially protected (cf. 4.10.1). 
The timestamp is included to invalidate the cached trust information after a certain 
amount of time. This way, a malicious node that behaves correctly until it has reached a 
certain trust level cannot use the cached trust information attesting high trust values to 
conduct attacks indefinitely. 
4.8.2 Procedures 
When a node sends a Lookup response message, the response also has to include the 
cached trust information of all nodes contained in the response. This way, the node that 
performs the Lookup can decide which nodes to use as candidate nodes for the next hop. 
During the Bootstrap, a node identifies its trust management nodes and asks them for 
cached trust information. If this is the first time the node joins the network, the trust 
management nodes return cached information containing zero ratings. 
4.8.3 Attacks on Cached Trust Information  
A possible attack is that attackers fake cached trust information, either their own or the 
trust information of fake nodes they list in a Lookup response. Such an attack is only pos-
sible if the attacker is able to fake the anti-Sybil-attack information in a node’s certificate. 
If he is, faking cached trust information still requires the creation of several fake trust 
management nodes. Each of them must have a certificate, so one key pair per node and 
other information (timestamp, IP address, port) has to be generated. Then, the fake node 
IDs and the fake cached trust information are generated. 
Any node receiving cached trust information is able to roughly assess whether the trust 
management nodes contained in the information are indeed responsible for the managed 
node: The logical location of the trust management nodes is derived from (nested) hash 
operations using the public key of the managed node. With n depending on the (estimat-
ed minimum) size of the network, the first n bits of the (nested) hash of the public key 
should be equal to the trust management node’s IDs (as explained in Section 2.4.2). 
If this quick check fails, the cached trust information could be faked, so the node should 
attempt to confirm the cached trust information by querying the trust management 
nodes. If they are reachable, the current trust information returned by them can be used. 
If they are not reachable, the node has to be avoided. During a Lookup, instead of query-
ing the trust management nodes, the node could also query other nodes that pass the 
quick check first or in parallel in order to not lose time with the confirmation. 
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4.9 Transparent Rating Procedure 
It is necessary that a rating can only be given if an interaction has taken place before. If 
this was not the case, the slandering attack would be simplified because a malicious node 
could easily give negative ratings to any node without previous interaction. 
TrustedKad therefore requires every rating to be authorized by the node that is rated. 
Every Lookup and Get response message has to contain an acknowledgement of the re-
sponding node that the requesting node may rate it. If the message does not contain an 
acknowledgment, it is discarded. The acknowledgement contains 
 the certificate of the querying node, 
 the certificate of the responding node, 
 the type of action that may be rated (routing or storage) and 
 a timestamp. 
The acknowledgement is digitally signed by the responding node. It has to be presented 
to the trust management nodes when giving the rating. The timestamp limits the validity 
of the acknowledgement. 
4.9.1 Format and Transmission of Rating Information 
When an operation has taken place, the querying node has to rate the involved nodes. It 
creates ratings for every node that contain the following: 
 The rating (positive or negative), 
 the rating acknowledgement which contains the certificates of querying and re-
sponding node and the rating type and 
 a timestamp. 
Each rating is digitally signed and sent to the respective trust management nodes. 
4.9.2 Verifiability of Ratings 
The trust management nodes have to keep the full rating messages. They have to be able 
to present them if another node demands proof of the ratings. If only the counters were 
increased and the ratings discarded afterwards, the trust management nodes could ma-
nipulate the counters arbitrarily. 
TrustGuard [55] and TrustMe [70] both use digitally signed proofs of transactions as well, 
but they do not require the proofs to be verifiable by other nodes after they have been 
sent to the trust management instances. This enables an attacker to manipulate the rat-
ing counters at will. 
4.9.3 Rating Enforcement 
TrustedKad relies on ratings, so it has to be ensured that all interactions are rated. A node 
therefore forwards incoming Lookup and Get requests to its trust management nodes. If 
they do not receive a rating after a reasonable amount of time, they give a negative rout-
ing/storage rating to the querying node. Instead of the acknowledgement, they use the 
original message of the querying node as a proof of interaction. 
4.10 Securing Bootstrap and Lookup Procedures With 
Routing Trust Values 
This section describes how routing trust values are used to improve the security of Boot-
strap and Lookup operations. Definitions of inoffensive and malicious routing behavior 
are given, and the resulting impediment for attackers is described. 
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4.10.1 Bootstrap Procedure 
The Bootstrap operation needs to be especially protected because in most cases, a joining 
node uses a single node for the Bootstrap. If that node is a malicious node, it gains full 
control over the joining node’s view of the network. 
Therefore, during Bootstrap, the number of grace ratings is set to 0 to avoid using mali-
cious nodes. Unchoking (cf. 4.13) is also disabled. In addition, the routing trust values are 
confirmed using the trust management nodes of the Bootstrap node. If more than one 
Bootstrap node is available, several of them should be used, starting with the most trust-
worthy one. 
Due to the cached and verifiable trust information, a newcomer node is able to assess the 
trustworthiness of potential Bootstrap nodes. The responses of the Bootstrap node con-
tain the cached trust information and information about how to reach the trust manage-
ment nodes for confirmation. In systems without TrustedKad, this assessment is not pos-
sible. 
4.10.2 Lookup Procedure 
Lookups are performed as described in Section 2.4.6: At the beginning of each Lookup, a 
temporary Lookup list is created and filled with the numLookupResult closest nodes to the 
target the querying node currently knows. The temporary Lookup list is kept sorted with 
the closest node at the top and contains only trustworthy nodes, as it is used for the 
node’s own actions. 
The top  nodes of the list that have not been queried yet are queried for closer nodes. 
The nodes contained in the response messages are evaluated for trustworthiness using 
the cached trust information contained in the responses. The trustworthy nodes are in-
serted into the Lookup list. The process repeats until the top numLookupResult nodes 
have all been queried and have not returned any closer nodes. 
Section 4.11.2 introduces a “most trustworthy” approach for content retrieval. It should 
be noted that this is not reasonable for routing: DHT routing aims to reach the target 
nodes with as few hops as possible. If the Lookup list was sorted by trustworthiness, the 
duration of the Lookup would increase and the Lookup would perhaps not even reach the 
correct target nodes if the nodes that could lead to them are not among the top 
numLookupResult trustworthy nodes. So the Lookup list is sorted by distance also in 
TrustedKad. 
As mentioned before, when a node receives a Lookup request, its response includes all 
types of nodes, i.e., also nodes it does not trust itself. The querying node could use an-
other trust value threshold and therefore regard more or fewer nodes as trustworthy 
than the responding node. In addition, a node always has to answer to a query regardless 
of whether it trusts the querying node. 
4.10.3 Definition of Inoffensive and Malicious Routing Behavior  
TrustedKad defines that a node is regarded as acting inoffensively if its Lookup response 
contributes to find the final numLookupResult nodes. If the node’s response is not useful, 
it receives a negative rating. To evaluate the usefulness of the involved nodes, the query-
ing node keeps track about which node informed about which other nodes during a 
Lookup. Only nodes that have responded to queries can be rated because the querying 
node needs the acknowledgement to give the rating. Nodes that do not respond to que-
ries on purpose harm themselves as they cannot receive positive ratings to gain trust and 
achieve higher trust values (cf. 4.14). 
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A node’s usefulness is evaluated in two ways which are referred to as “bottom-up” and 
“top-down” in the following. The top-down evaluation starts with the final 
numLookupResult nodes and gives a positive rating to every node that has informed 
about at least one of the final numLookupResult nodes. Then, all nodes that have in-
formed about those nodes are given a positive rating as well until the node reaches itself 
in the hierarchy. 
A node that informs only about nodes that are so far away from the target that they are 
never among the top numLookupResult nodes of the Lookup list receives a negative rat-
ing: Its response has not led to the final numLookupResult nodes because none of its re-
ported nodes is queried. If only the top-down approach was used, a node that informs 
only about that negatively rated node would also receive a negative rating despite of the 
fact that is has led to another node that has been queried and that has responded: It is 
not part of a path leading to the final numLookupResult nodes. The same is true for nodes 
that only inform about malicious nodes that in turn only respond with non-existent 
nodes. 
Therefore, the bottom-up evaluation starts at the node itself and gives a positive rating to 
every node that has led to at least one other node that has responded to a Lookup query, 
regardless of whether the nodes contained in the Lookup response have led to the final 
numLookupResult nodes or not. 
The bottom-up approach is also required if the Lookup times out: As there are no final top 
numLookupResult nodes, the bottom-up way is the only way by which contributing nodes 
can receive a positive rating. 
If the Lookup finishes regularly, the evaluation is always performed in both ways. A nega-
tive rating is given to all nodes that do not receive a positive rating by either procedure. 
Figure 17 shows the response hierarchy created by the trust evaluations with the query-
ing node at the bottom and the final numLookupResult nodes at the top of the figure. The 
node in the second layer from the bottom on the left only receives a positive rating using 
the bottom-up evaluation: It has informed only about one other node that in turn has 
 
Figure 17: Routing trust evaluation 
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only informed about a node that is too far away from the target so it has never been que-
ried during the Lookup (and therefore does not receive any rating, see above). The neigh-
boring node on the right that has also informed about the negatively rated inoffensive 
node receives a positive rating also via the top-down way: It has also informed about oth-
er nodes that have led to the final numLookupResult nodes. 
The first queried node shown on the right would also receive a negative rating without 
the bottom-up evaluation because it only informs about a malicious node that in turn 
only responds with non-existing nodes. The final numLookupResult nodes receive a posi-
tive rating because they are all queried for closer nodes and return nodes that respond to 
queries, namely the other final numLookupResult nodes. The figure also shows that inof-
fensive nodes that respond to queries without attempting to harm the querying node can 
receive a negative rating if the nodes they deliver are not close enough to the target. 
4.10.4 Resulting Impediment of Routing Attacks  
This section first explains how an attack on routing is conducted in a network that does 
not use TrustedKad: The malicious node responds to a Lookup query only with non-
existing nodes to have the Lookup time out. The author has successfully conducted such 
an attack using a single physical node in the Kad network and has published the results in 
[1]. Afterwards, the impediments that TrustedKad creates to protect against such an at-
tack are explained. 
4.10.4.1 Network Without TrustedKad 
The Kad network allows choosing the node ID freely. So when a malicious node receives a 
Lookup query, it can generate a list of non-existing fake nodes whose node IDs are very 
close to the target ID, i.e., only the last few bits differ from the target ID. The IP address 
and port are chosen randomly. The list is sent to the querying node which inserts the fake 
nodes into its Lookup list. The list is sorted by distance to the target, so the fake nodes are 
at the top of list because their node IDs are very close to the target. Queries are sent to 
the fake nodes and no responses are received because the nodes do not exist. Finally, the 
Lookup times out without finding the target. 
4.10.4.2 Network With TrustedKad 
If TrustedKad is used, the node IDs of the fake nodes cannot be chosen freely as they are 
computed as the hash value of the node certificate. As already mentioned in Sec-
tion 4.8.3, the attack is only possible if the attacker is able to fake the anti-Sybil-attack 
information of both the fake nodes and their fake trust management nodes. If he is, he 
still has to put a lot more effort in generating the non-existing fake nodes: A key pair has 
to be created for every fake node and its certificate has to be signed using the generated 
key pair. 
In addition, several fake trust management nodes have to be created for every fake node, 
each requiring one key pair, to fake the nodes’ cached trust information. As explained in 
Section 4.8.3, a node can estimate whether the trust management nodes are indeed re-
sponsible for their managed node, so a brute force attack has to be conducted for every 
trust management node to obtain a node ID that passes the estimation. 
Furthermore, the attacker cannot prepare the fake information in advance if it wants to 
attack the whole address space. Instead, the fake information has to be generated dy-
namically when the Lookup query is received to be able to specifically attack the incoming 
request. 
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The fake nodes contained in the response message are probably not close enough to the 
target ID to fill all top places in the querying node’s Lookup list, if one is among the top 
numLookupResult nodes at all. So, there probably still remain reachable nodes to contin-
ue the Lookup. 
The required effort to create all the fake information is probably too high to timely gen-
erate a response that fulfills all conditions. However, the simulation results presented in 
Chapter 6 show that even if the attacker manages to create trustworthy fake nodes, 
TrustedKad reduces the attack’s impact significantly. 
4.11 Securing Put and Get Procedures With Storage Rat-
ings 
When the Lookup procedure has successfully terminated, all nodes in the Lookup list with 
a storage rating greater than or equal to the querying node’s individual storage trust val-
ue threshold become candidate nodes for the Put or Get operation; all other nodes are 
discarded. Only nodes that are trustworthy for routing can be candidate nodes for stor-
age operations because nodes that are not trustworthy for routing cannot be among the 
final nodes, as they are sorted out before. As a result, the candidate nodes for storage are 
always trusted for both routing and storage. 
4.11.1 Put Operation 
As explained in Section 4.5, there is no separate rating for Put and Get. Instead, there is a 
combined storage trust value. Only nodes that are trustworthy for storage are used for 
the Put operation. TrustedKad stores replicas at the numReplica nodes that are closest to 
the content item ID, so the first numReplica nodes are contacted first to store the con-
tent. If the Put action does not succeed at one or more of them, the next nodes in the list 
are used. The Put action is regarded as successful if the content item can be stored on at 
least one node. 
When a publishing node stores a content item using the Put operation, it shall sign the 
data and leave its certificate. This way, the retrieving node can verify the origin of the 
content item using the signature. Attacks that store fake content items (e.g., music files 
that have the name of an existing song but contain only white noise in filesharing net-
works) have to be handled by the application. 
As in the Kad filesharing network, content items have a limited lifetime, so they are delet-
ed from the storing nodes after a certain amount of time. In addition, they are not auto-
matically replicated between the nodes that store them. So if one node leaves the system 
or has to generate a new node ID, one replica is lost. Therefore, the node that has origi-
nally published a content item has to republish it regularly. The node that publishes a 
content item can decide whether the content item may be changed by other nodes or if 
only the publishing node itself may change the item. 
4.11.2 Get Operation 
After receiving the list of candidate nodes determined by the Lookup, the Get process 
consists of two phases: In the first phase, numReplica nodes are queried for a hash of 
their replica version of the content item using GetHash messages. Queries that reach a 
timeout or respond with “content item unknown” lead to more candidate nodes being 
queried because TrustedKad attempts to receive numReplica responses to cope with the 
different views on trustworthiness the nodes can have. Only if the first numReplica re-
sponding nodes all reply with “content item unknown”, the Get operation is terminated 
and fails. 
4 TrustedKad 
4.11 Securing Put and Get Procedures With Storage Ratings 51 
If all received hashes are equal, one node is randomly selected for the second phase, the 
actual transfer of the content item’s value. The message type used to query the content 
item value is called GetValue. If several different hashes are returned, one version has to 
be chosen. In networks without TrustedKad, a simple majority decision takes place: The 
hash value that is returned by the most nodes is chosen, the other ones are discarded. 
Instead of a majority decision, TrustedKad uses a trust-based approach to solve the prob-
lem: The nodes are grouped by the hash values they have returned. Then, group trust 












Let TS,g be the storage trust value of the node group g, RS,g
+ the sum of all positive storage 
ratings of all nodes of the group g and RS,g
– the sum of their negative storage ratings. The 
version with the highest group trust value TS,g is chosen. If there is a stalemate, the ver-
sion with the largest number of total storage ratings RS,g
+ + RS,g
– is chosen. If there still is a 
stalemate, the version of the group with more nodes in it is chosen; otherwise, the choice 
is random. Please note that in contrast to the evaluation of a single node according to 
Section 4.6, no grace values are applied when determining a node group trust value. 
Table 2 shows an example of two node groups having delivered different hashes of the 
content item’s value. If only the mean of the nodes’ storage trust values would be rele-
vant, group B would have been chosen. However, group B has a worse group trust value if 
all positive and negative ratings of the node groups are taken into account. So group A is 
chosen by TrustedKad. 
4.11.3 Definition of Inoffensive and Malicious Storage Behavio r 
Just as with the routing procedure, contributing nodes receive a positive rating. A node is 
regarded as contributing if it belongs to the node group that has delivered the chosen 
version of the content item. All other nodes receive a negative rating, i.e., nodes that 
have delivered another version of the content item, nodes that have delivered a value 
that does not match the hash, nodes that have responded to the GetHash request but not 
to the GetValue request and also nodes that have stated that the content item does not 
exist if at least one other node returns a content item. If all queried nodes state that the 
content item does not exist, then no ratings are given. In order to prevent trust manage-
ment nodes from giving a negative rating to a node because it does not give a rating, a 
special rating is sent to them indicating that the content item does not exist. 
A possible attack of a malicious node is to return the correct hash of a content item but a 
fake value afterwards. This can be easily detected by the querying node by calculating the 
Table 2: Comparison of storage ratings of two example node groups 














A 849 197 0.62  G 1,067 350 0.51 
B 365 109 0.54  H 418 28 0.87 
C 1,019 12 0.98  I 15 4 0.58 
D 342 197 0.27  Total 1,500 382 0.59 
Total 2,575 515 0.67  Mean of the nodes' trust values 0.65 
Mean of the nodes' trust values 0.60    
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hash of the value: If it does not match the previously received hash, the value is faked and 
another node is queried for the correct value. However, this attack enables a malicious 
node to falsely obtain a positive rating: If it delivers the correct hash and is not queried 
for the (fake) value, then it receives a positive rating. The results of this attack are shown 
in Chapter 6. 
4.11.4 Resulting Impediment of Storage Attacks  
This section explains how attacks on storage are conducted in non-TrustedKad networks 
and how TrustedKad impedes them. 
4.11.4.1 Network Without TrustedKad 
The common way to choose the correct version of a content item is a majority decision. 
S/Kademlia is an example of a network that uses it [48]. The majority decision simplifies 
attacks on the content retrieval operation, especially if there is no measure in place that 
keeps nodes from choosing their own ID. Only ⌈
𝑛𝑢𝑚𝑅𝑒𝑝𝑙𝑖𝑐𝑎+1
2
⌉ nodes are required to suc-
cessfully control the content item’s value; if the attacker is able to easily position its 
nodes at the content item’s location by choosing the node IDs, only this number of nodes 
is required. If the attacker cannot choose the node IDs freely, he creates as many nodes 
as required until he has enough nodes at the target location. This can be simplified by a 
Sybil attack. 
4.11.4.2 Network With TrustedKad 
Instead of the majority decision, TrustedKad uses storage trust values to choose the cor-
rect version of a content item. Using the aggregated number of ratings of the nodes in 
each group, the most trustworthy node group is chosen to retrieve the content item. It is 
possible that this “group” consists of only one node, while there is another version deliv-
ered by several nodes. However, if the storage trust value of the single node is higher 
than the group’s storage trust value, the version of the single node is chosen. 
As a result, more nodes are required to conduct the attack: All replica nodes have to be 
malicious. In addition, each of them must have a storage trust value above the threshold. 
If not all replica nodes are controlled by the attacker, his nodes furthermore have to form 
the most trustworthy node group. Conducting the attack is additionally impeded by the 
fact that TrustedKad does not allow the free choice of the node ID. The Sybil attack coun-
termeasure increases the effort even more. 
4.12 Concealment of the Content Item ID During Get Op-
erations 
A possible attack on the Get operation is that a malicious node claims to store any arbi-
trary content item [32]: If queried for a content item ID with a GetHash message, it al-
ways responds with the hash of a fake content item. If there are several of such nodes 
and if they collude by returning the same fake content item, they might be able to signifi-
cantly disrupt also TrustedKad’s trust-based approach. 
In order to counter this attack, TrustedKad requires that nodes have to prove that a con-
tent item has been stored on them before. To achieve this, the actual ID of the content 
item that shall be retrieved must not be disclosed to any other node but has to be con-
cealed so that no node is able to claim knowledge of the content item unless the item has 
truly been stored on it. This concealment of the content item ID significantly improves the 
security of the network as shown later in Section 6.5.2. 
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4.12.1 Changes to Lookup and Get Operations  
In DHTs, the Lookup process usually uses the ID of the content item to determine the re-
sponsible nodes. This way, the ID is disclosed to all involved nodes, which has to be 
avoided. Fortunately, it is not necessary to use all bits of the ID to find the responsible 
nodes: As shown in the author’s diploma thesis [49] and explained in Section 2.4.2, in a 
network with four million concurrent users, only the first log2(4,000,000)  22 bits of the 
IDs of a node and the content item have to match; the remaining bits are irrelevant for 
the determination of the responsible nodes. TrustedKad takes advantage of this and only 
uses the first 64 bits of the content item ID to find the responsible nodes, which suffices 
for networks that consist of up to 264  1.8 × 1019 nodes. The remaining bits of the Lookup 
target ID are chosen randomly as shown in Figure 18. 
When the responsible nodes have been identified, GetHash messages are used to obtain 
the hashes of the content item versions. The content item ID must not be disclosed, so 
the querying node conceals it in the messages: The node combines the content item ID 
with its node ID using XOR and hashes the result, which is used as the Get target ID. Note 
that the first 64 bits of the Lookup target ID and the Get target ID probably do not match, 
so this ID can only be used for GetHash, but not during the Lookup. 
The queried node performs the same operation with the querying node’s ID and all con-
tent items it stores and checks whether one of the results matches the Get target ID. If so, 
it responds to the query and includes the content item ID in the response. This way, the 
querying node can check whether the response refers to the correct content item. After-
wards, the original content item ID can be used in the GetValue message. 
4.12.2 Resulting Impediment of Attacks on Get Operations  
With concealment of the Get target ID, a malicious node cannot claim to be responsible 
for any content item: Figure 19 shows that a malicious node that does not know the que-
ried content item from a previous Put operation cannot respond with a fake hash if the 
 
Figure 18: Flowchart of Lookup and GetHash operations with concealed content item ID 
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Get target ID is concealed. If the ID is not concealed, the malicious node can attack all 
incoming requests by responding with a fake hash. This attack is successfully averted by 
the concealment of the ID. Inoffensive nodes do not change their behavior, regardless of 
whether the ID is concealed or not. 
The combination of the content item ID and the node ID prevents that the malicious node 
uses the received Get target ID to query its neighbor nodes for the real content item ID: If 
only a hash of the content item would be used, the malicious node could query its neigh-
bor nodes by using a replay attack after it has received the first query from another node. 
The correct content item ID is contained in the response message, so the malicious node 
could respond correctly to all subsequent queries. Therefore, the Get target ID needs to 
be concealed in a dynamic way dependent on the querying node. If the malicious node 
replays the Get target ID obtained from another node, the queried node cannot find a 
matching content item because the node IDs of the node that has sent the original query 
and the malicious node differ. 
Due to the fact that hashing is irreversible, an attacker can only use a brute force attack 
on a received Get target ID to obtain the content item ID from which it has been derived. 
The concealment of the content item ID during the Get operation prevents malicious 
nodes from attacking every Get request. Only requests for content items that have been 
previously stored on the malicious node can be attacked. 
4.13 Unchoking Feature 
The definitions of inoffensive and malicious behavior can result in negative ratings also 
for inoffensive nodes: If an inoffensive node responds to a Lookup query with nodes that 
are never among the top numLookupResult nodes, it receives a negative rating. The same 
is true if an inoffensive node does not store a content item that is stored on other nodes 
or if it only stores an older version. 
These events occur only occasionally and do not pose a problem in most cases – the re-
sults in Chapter 6 show that most inoffensive nodes do not receive a significant amount 
of negative ratings. However, if high thresholds are used, it is possible that a node’s trust 
values fall below the thresholds. If a node’s trust values have once fallen below the 
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thresholds, it is unable to restore its reputation by behaving well because it is not used 
any longer for any requests and therefore cannot receive any positive ratings anymore. 
The only way to recover from such a situation is to obtain a new identity. This, however, 
must not be legitimate behavior because malicious nodes do the same during a white-
washing attack. In addition, the Sybil attack countermeasure should not allow such a be-
havior. 
Therefore, TrustedKad uses a so-called unchoking mechanism. The term “unchoking” is 
borrowed from BitTorrent’s “optimistic unchoking”: BitTorrent regularly gives a small 
amount of upload capacity to a randomly selected other node to assess whether the new 
node offers more download capacity than one of the nodes that currently receive up-
loads. If this is the case, the old node is abandoned and the new one is used instead [22]. 
A node uses a certain unchoking probability: This probability denotes during how many 
trustworthiness evaluations an untrusted node is regarded as trustworthy to give it the 
opportunity to gain a higher trust value. So if the probability is set to 1%, 1 of 100 trust-
worthiness evaluations would allow an untrusted node to be used despite its too low 
trust value. If the evaluated node is trustworthy anyway, the process continues normally. 
The unchoking feature allows inoffensive nodes to recover from having received too 
many negative ratings accidentally. The results in Chapter 6 show that unchoking slightly 
decreases the success rates that can be achieved. It is required nevertheless because cre-
ating a new identity to get rid of negative ratings must not be legitimate behavior under 
any circumstance: This would enable malicious nodes to conduct attacks until their trust 
values are too low and then simply start all over again with a new identity. 
4.14 Scope, Incentives and Penalties 
TrustedKad operates on the KBR and DHT layers. This means that it is application-
independent and does not handle application-specific requirements. It also means that 
TrustedKad cannot give any incentive or penalty to a malicious node: TrustedKad can only 
ensure that the KBR and DHT operations, i.e., Bootstrap, Lookup, Put and Get, are han-
dled in a secure way. Penalizing malicious behavior on the KBR or DHT layer, e.g., by not 
responding to incoming queries, must not be performed because this could result in a 
partitioning of the network. Instead, the application must reward inoffensive behavior 
and penalize malicious behavior, e.g., as described by Marti and Garcia-Molina in [57]. 
The ways in which this can be performed have not been analyzed in detail because Trust-
edKad does not operate on the distributed application layer, so only several brief exam-
ples are given in the following. 
 A possible way of penalizing malicious behavior in a filesharing application could 
be to provide a lower upload bandwidth to a node with a low trust value. This en-
courages the node to contribute to the network to receive a better service. This 
system can also be combined with existing reward systems on the application lay-
er. 
 If the chosen Sybil attack countermeasure includes a differentiation to which de-
gree it is certain that the node is not a Sybil node, in the example of the filesharing 
application, the bandwidth could depend on that Sybil attack countermeasure as 
well: If crypto puzzles are used, the provided bandwidth could be the higher the 
more puzzles have been solved. 
 Nodes still in the grace phase should receive a lower quality or even no service at 
all to prevent whitewashing attacks. Also after the grace phase, the service quality 
can be linked to the total number of ratings to further secure against the attack. 
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4.15 Overhead Introduced by TrustedKad and Optimiza-
tion Potentials 
TrustedKad introduces a considerable overhead, especially if it is implemented exactly as 
described in the previous sections. In the following, the overhead of TrustedKad is pre-
sented and optimization potentials are shown and discussed. It should be noted, though, 
that the optimizations may weaken TrustedKad’s security and should therefore be thor-
oughly analyzed before deployment. 
4.15.1 Increases in Size 
The size of all existing message types increases because every message includes the cer-
tificate of the sender node and the cached trust information and is digitally signed. In ad-
dition, the Get and Lookup response messages are extended by a rating acknowledge-
ment. To reduce the message sizes, the cached trust information could be sent only on 
demand: If a node sends a query to a node of which it only has outdated cached trust 
information, it can demand that the cached trust information shall be included in the re-
sponse message. If a node receives a query without cached trust information included in 
it, it can include the demand for the cached trust information in the response, e.g., if the 
querying node is new to the queried node. An additional message containing the cached 
trust information is then sent. 
Similarly, the size of a routing table entry increases by the certificate and the cached trust 
information of the entry. In addition, the size of a Lookup response message increases 
significantly because it contains the certificates and cached trust information of all nodes 
included in it. To reduce both the size of a routing table entry and of a Lookup response 
message, a node could only keep, e.g., the cached trust information of the three trust 
management nodes that are closest to the mean of all trust management nodes of a 
node. This would significantly reduce the storage space and message size and would still 
enable a verification of the cached trust information if one or two trust management 
nodes are no longer reachable. 
4.15.2 New Messages and Requirements  
Several extra messages are required by TrustedKad: A new message type is used to send 
ratings to the trust management nodes. Likewise, a new message type is required to que-
ry a trust management node for the trust information of its managed node; this message 
can also be used by the managed node to query its trust management nodes for its own 
trust information. The trust management nodes also require a message type to exchange 
the trust information for replication. 
According to Section 4.9.1, the trust information has to be sent to all trust management 
nodes. To decrease the number of messages, only a subset of the trust management 
nodes could be chosen, e.g., one per location. As the trust management nodes have to 
replicate the trust information regularly, the new ratings can be exchanged then. 
Similarly, to ensure that ratings are given, Section 4.9.3 describes that Get and Lookup 
messages are to be forwarded to all trust management nodes. This requirement can be 
lowered by only forwarding the message to a limited number of the trust management 
nodes. However, it must be ensured that the actual rating reaches all the trust manage-
ment nodes that have received the forwarded message to prevent a negative rating from 
them. 
4 TrustedKad 
4.16 Summary of the Components of TrustedKad 57 
The trust information of a managed node also requires additional storage space at trust 
management nodes to store the ratings. The number of ratings that have to be verifiable 
could be limited so that older ratings may be discarded by the trust management nodes. 
4.16 Summary of the Components of TrustedKad 
TrustedKad is intended as a framework for arbitrary applications. It operates on the KBR 
and DHT layers and provides secure Bootstrap, Lookup, Get and Put operations to the 
application layer by using trust mechanisms. It is designed to be application-independent 
and to be used in open networks that do not have a central management element. It con-
sists of the following components: 
 Self-signed certificates: Every node must have a self-signed certificate containing a 
public key, a timestamp, the node’s underlay address and anti-Sybil-attack infor-
mation. This prevents the sharing of logical identities between nodes and identi-
fies a node even after a node ID change. 
 Node ID generation and renewal: The node ID is formed as a hash of the node’s 
certificate. This way, the node cannot freely choose its node ID. In addition, the 
node ID has a limited lifetime and needs to be renewed regularly. 
 Sybil attack countermeasure: TrustedKad uses a modular approach that enables 
the inclusion of arbitrary Sybil attack prevention methods that are suitable for the 
network in which TrustedKad is deployed. 
 Ratings after transactions: The behavior of nodes is rated after each transaction as 
either positive or negative. 
 Trust values: The ratings are combined into trust values that denote the trustwor-
thiness of a node. There are two types of trust values: One is for routing behavior, 
the other is for storage behavior. Only nodes that are trustworthy for the respec-
tive operation are used for it. In addition, during Get operations, the most trust-
worthy node group is determined and used to decide the version of the content 
item that shall be chosen if several versions are returned by the queried nodes. 
 Trust value threshold: The nodes decide which nodes to interact with in the future 
based on the trust values and a threshold. The trust value threshold can be set in-
dividually by each participating node, which is why every node has to be able to 
inform about every existing node and not only those nodes it trusts itself. This is a 
contrast to existing “clean routing table” approaches. Certainly, a node must only 
use nodes itself trusts for its own operations, so “clean routing processes” are 
used by TrustedKad. 
 Distributed storage of trust information: TrustedKad defines how the storage loca-
tion of ratings and trust values is determined. The experiences of all nodes in the 
network can be used to generate trust because TrustedKad creates a trust system 
in which the trust information is stored at well-defined places. This way, nodes do 
not have to rely only on direct experiences with other nodes or “friends of a 
friend” approaches such as web of trust systems or other hierarchical systems, 
e.g., certification systems. TrustedKad makes all ratings available to all nodes. Hi-
erarchical systems usually only cover parts of a network (e.g., in certification sys-
tems, there are usually several certification roots), whereas TrustedKad enables all 
nodes to use the experiences of all other nodes. 
 Caching of trust information: Secure caching of trust values is used to avoid the 
need to contact the trust management nodes of every node that is to be used dur-
ing operations. 
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 Transparent rating system: TrustedKad ensures that nodes cannot give unauthor-
ized ratings and that trust management cannot fake ratings. Every node that gives 
a rating must prove that an interaction has taken place and every trust manage-
ment node must maintain the original rating messages to prove the validity of the 
ratings. 
 Identification of inoffensive and malicious behavior: The rules how to identify 
whether a node behaves inoffensively or maliciously are defined. For routing, the 
nodes that help to identify the responsible nodes receive a positive rating; all oth-
er nodes receive a negative rating. For storage, the nodes that deliver the chosen 
version of the content item receive a positive rating. Nodes that deliver another 
version of the content item or respond with “unknown item” receive a negative 
rating. 
 Concealment of the content item ID: TrustedKad conceals the target ID to protect 
against nodes that attempt to attack all requests they receive by simply claiming 
responsibility for the queried content item. 
 Unchoking mechanism: Unchoking is introduced to give nodes that have received 
too many negative ratings the possibility to regain trustworthiness without having 
to create a new identity. 
4.17 How TrustedKad Protects Against Common Attacks 
TrustedKad takes existing knowledge about the possible attacks on P2P systems and on 
trust systems into account and uses appropriate countermeasures that have proven 
themselves in other contexts and independently from each other. It combines these 
countermeasures and makes adaptations where necessary to harmonize the different 
measures and create a consistent system. In addition, Kademlia-specific rules are defined 
by which inoffensive and malicious behavior is recognized and the unchoking feature is 
introduced which allows a node to recover from too many false negative ratings. 
The components of TrustedKad counter the basic attacks against P2P and trust systems 
that are described in Section 2.5. Table 3 lists these attacks and the respective counter-
measures of TrustedKad. Identity theft and impersonation attacks are countered via the 
certificates and the asymmetric key pairs, so an attacker cannot abuse another node’s 
certificate for himself. The Sybil attack is mitigated using a modular approach that de-
pends on the operational environment in which TrustedKad is deployed. The Eclipse at-
tack and attacks on routing and storage are countered using the routing and storage trust 
values: Only trustworthy nodes are used during routing and storage operations, so mali-
Table 3: Overview of common attacks and TrustedKad's respective countermeasures 




Sybil attack Modular approach based on the operational environment. Examples: 
Certification authority, crypto puzzles 
Eclipse attack No free choice of the node ID, Routing and storage trust values 
Attacks on routing and storage Routing and storage trust values, concealment of content item ID 
Self-promoting attack Only one rating per node for one node  
Slandering attack Only one rating per node for one node  
Whitewashing attack Sybil attack countermeasure, unchoking mechanism 
Orchestrated attack Sybil attack countermeasure, routing and storage trust values 
Denial of service attack Distributed storage of trust information 
Faking of trust information Ability to verify ratings at the trust management nodes 
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cious nodes are avoided. The Eclipse attack is also mitigated by denying the nodes the 
free choice of their node ID. To prevent a malicious node from claiming that it stores eve-
ry content item it is queried for, the content item ID is concealed during Get operations. 
The self-promoting and slandering attacks aim to manipulate the ratings of the attacker’s 
nodes or inoffensive nodes, respectively. Both attacks are countered by the fact that 
TrustedKad allows only one routing rating and one storage rating per node for one node. 
In combination with the Sybil attack countermeasure that prevents that an attacker can 
create an unlimited amount of identities, this countermeasure mitigates the two attacks 
on the trust values. The Sybil attack countermeasure also prevents whitewashing and 
orchestrated attacks. The unchoking mechanisms prevents that inoffensive nodes have to 
act as if they perform a whitewashing attack in order to recover from too many negative 
ratings. Routing and storage trust values also help against orchestrated attacks: In Chap-
ter 6, several configurations show that TrustedKad is able to identify nodes that change 
their behavior from inoffensive to malicious. 
Denial of service attacks against a central entity that stores trust values are impossible 
because TrustedKad uses a distributed storage scheme for the trust information. These 
nodes are located at different positions in the logical address space and most probably 
are also widely distributed physically. Hence, a denial of service attack against the distrib-
uted storage system cannot be concentrated on one physical network location, but needs 
to be spread across multiple physical locations. The transparent rating system enables 
nodes to verify that the trust management nodes do not create fake ratings. 
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Simulations are performed to evaluate if TrustedKad is able to identify inoffensive and 
malicious nodes correctly and if this classification increases the success rates of the oper-
ations in the network. The simulations are conducted using the OverSim framework pre-
sented first by Baumgart et al. in [39] and also later by Baumgart in his dissertation the-
sis [48]. 
OverSim is based on OMNeT++ [40], an event-based simulation environment. It is written 
in C++ and its source code is freely available. The details of OverSim’s functioning had to 
be reconstructed from the source code because, regrettably, the documentation only 
consists of a brief introduction on the project website, a few comments in the source 
code itself and the overviews given by [39] and [48]. 
The framework is designed in a modular way and already includes modules for several 
DHT algorithms, with Kademlia being one of them. As S/Kademlia [53] has also been pre-
sented by Baumgart et al., OverSim includes its improvements as well. OverSim has been 
chosen because its basis OMNeT++ is widely accepted as a valid simulation environment 
in the scientific community [40]. 
In the following, the intention of the simulations is explained. The components of Over-
Sim that are relevant for the evaluation of TrustedKad and the attacks that are performed 
in the simulations are introduced. For the evaluation, several of the existing components 
have been changed and extended; these extensions are also presented. Finally, the be-
havior of the simulated nodes and the management of the trust information are ex-
plained in detail. 
5.1 Focus of the Simulations 
The simulations with OverSim are used to show that TrustedKad achieves its goal of iden-
tifying and avoiding malicious nodes and thereby improves the security of the network by 
mitigating known attacks on routing and storage. All the measures described in Chapter 4 
are necessary to create a secure environment: They depend on each other and enhance 
the network’s security in a transparent and distributed way together. However, the key 
element is the calculation of the trust values and thereby the identification and avoidance 
of malicious nodes, as it forms the basis of TrustedKad. Hence, this aspect is thoroughly 
analyzed in this thesis to show that TrustedKad successfully mitigates attacks against P2P 
and trust systems. In order to be able to analyze the trust value calculation without any 
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disturbance caused by effects of other components, the other components are partly 
replaced, e.g., by central components. 
Additionally, the simulations only include components that are necessary to prove Trust-
edKad’s functioning in order to reduce the resource usage of the simulations. For exam-
ple, the simulated nodes do not generate and verify key pairs and certificates. Instead, 
the effects of the keys and certificates are simulated: For example, randomly generated 
node IDs are assigned to all nodes, also the fake ones. 
The simulations do not implement the distributed storage of the trust information, but 
use a central trust management instance instead. The reason for this is that the analyses 
aim to show that the definitions of inoffensive and malicious behavior during routing and 
storage operations are reasonable and lead to an improvement of the network’s perfor-
mance. The effectiveness of these rules has to be analyzed first and without any interfer-
ence that could, e.g., be caused by the distributed storage of the trust information. The 
same is true for other effects such as node ID changes and churn, which are not included 
in the simulations either. Due to the fact that the trust information is stored centrally, the 
caching of the trust information is also not included in the simulations, as well as the trust 
information replication and verification features. 
TrustedKad is designed to be application-independent, so a simple DHT test application is 
used which uses direct storage of content items. This is comparable, e.g., to a VoIP net-
work such as Skype that stores small pieces of information such as the IP address and port 
at which the user can be reached for a direct voice (or video) connection. 
5.2 Introduction to OverSim 
OverSim is designed in a modular way. The modules resemble the DHT layer structure as 
introduced in Section 2.3.2. Due to the modularity, the class hierarchy of OverSim makes 
intense use of inheritance: For example, algorithm classes such as the Kademlia class are 
derived from a base class called BaseOverlay and override the relevant methods of it. The 
same is true for application classes which are derived from the BaseApp class. For the 
same reason, a multitude of helper classes exists, e.g., representing messages or routing 
table entries. Additional helper classes have been defined for TrustedKad, e.g., to repre-
sent ratings and the trust information of a node. 
Figure 20 shows the relevant classes of OverSim. The SimpleUnderlay class forms the un-
derlay network. It does not simulate the complete TCP/IP protocol stack including rout-
ers; instead, it uses a database of the results of Internet latency measurements to delay 
the transmission of messages between nodes [48]. OverSim would allow using the INET 
framework [74] of OMNeT++ as well to simulate the complete protocol stack and routing, 
but this is not necessary to evaluate TrustedKad and would only waste computing time. 
An overlay node in OverSim consists of several modules: The Kademlia module imple-
ments the Kademlia algorithm and the routing table. It contains methods to define which 
nodes are responsible for which other nodes or that perform the Bootstrap. The Iterative-
Lookup class is derived from the base class AbstractLookup. An instance of it is created for 
every Lookup that is performed by a node; this instance controls the Lookup process by 
sending Lookup requests and handling the responses. Incoming Lookup requests that 
originate from IterativeLookup instances of other nodes are handled by the Kademlia 
class. Communication between two nodes always uses the methods provided by the Sim-
pleUnderlay class. 
OverSim supports using up to three layers for applications; for the evaluation of Trust-
edKad, only two of them are required. The DHT module is operating on the lowest of 
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these layers. It handles the internal requests from the DHTTestApp module and also re-
sponds to incoming Get and Put requests from other nodes. 
There are several global classes that are used for maintenance purposes: The Global-
NodeList class contains information about all existing nodes and is used to get a Bootstrap 
node for a joining node, for example. It also contains the central trust information stor-
age. The GlobalStatistics class collects statistical information from all other classes (includ-
ing the SimpleUnderlay class) and stores it at the end of each simulation run. The Glob-
alDHTStorage class belongs to the DHTTestApp and is used to store information about all 
content items that exist in the DHT to enable nodes to query only for existing content 
items and to compare the received content item value with the originally stored one. 
5.3 Attacks Performed in the Simulations  
The simulations are used to show that TrustedKad’s trust mechanisms protect against 
known attacks on routing and storage operations. These attacks are aimed against the 
four basic DHT operations: Bootstrap, Lookup, Put and Get. 
5.3.1 Attacks Against Bootstrap and Lookup Operations  
As explained in Section 4.10.1, the Bootstrap needs to be especially protected because if 
a node joins the network via a malicious node, the malicious node can control the view 
the joining node has of the network. This usually results in a network that consists of sev-
eral partitions. 
Kademlia uses a Lookup operation during the Bootstrap to learn about other nodes in the 
network, so the attacks that are directed against the Lookup process also harm the Boot-
strap process. Lookups are also used by Put and Get operations to identify the responsible 
nodes, so if the Lookup fails, so does the following operation. 
There are two basic attacks against Lookup operations: Discarding the Lookup request 
and delivering false routing data. By not responding to Lookup requests, an attacker can 
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harm the network because the querying node waits for the response for a certain amount 
of time. If this happens several times during a Lookup, the Lookup timeout limit can be 
exceeded which causes the Lookup to fail. Kademlia is quite resilient against this attack 
type because it uses several parallel requests: Hence, if one request times out, the results 
of the other parallel requests still help in identifying the target nodes [48]. 
So compared to discarding incoming Lookup requests, responding with nodes that do not 
contribute to finding the target nodes causes more harm to the routing process. The at-
tack is most effective if the response contains non-existing nodes that are very close to 
the target so that they take the first places in the Lookup list and are queried next. Then, 
all of these queries time out and the Lookup fails because the total Lookup timeout is 
exceeded [48]. This is also the way in which the attack works that has been published by 
the author in [1]. If TrustedKad is used, this most effective form of the attack is no longer 
possible because the node IDs cannot be chosen freely. This greatly reduces the impact of 
this attack. 
For the analyses, the malicious nodes respond with fake nodes whose node IDs are ran-
domly distributed. As TrustedKad uses anti-Sybil-attack information in the certificates and 
frequent re-generation of the node ID, these fake nodes are identified as such and ig-
nored. However, also a worst-case scenario is analyzed in which the malicious nodes are 
able to fake the anti-Sybil-attack information in the cached trust information as described 
in Section 4.8.3 and possess a large amount of computing resources to perform the attack 
sketched in Section 4.10.4.2. 
5.3.2 Attacks Against Put and Get Operations  
Even if the Lookup performed for the Put or Get operation is successful, the operation can 
still fail due to attacks of the responsible nodes. Attacks against the Put operation are 
easy to conduct: A malicious node can send a positive response after receiving a Put re-
quest and delete the content item stored on it immediately afterwards. This is the reason 
why TrustedKad does not use a separate trust value for Put operations, but only a joined 
storage trust value: Only nodes that have proven to return content items correctly shall 
be used to store new items on. In addition, this attack against the Put operation does not 
differ from an attack against the Get process in which the malicious nodes responds that 
it does not know the queried content item, so it is not analyzed separately [48]. 
If a malicious node only claims that the queried content item does not exist, the attack is 
not successful if the querying node finds at least one inoffensive node that responds with 
the correct content item. However, the attack’s impact can be increased by returning fake 
content items, especially if the malicious nodes collude: In a system that uses a majority 
vote to decide which content item version is the correct one, there would have to be 
more inoffensive nodes than malicious ones to have the attack fail. It is possible that a 
single inoffensive node does not suffice anymore as it is the case if the malicious nodes 
only claim that the content item does not exist [48]. 
TrustedKad does not use a majority decision, but instead chooses the content item ver-
sion that is returned by the most trustworthy node group (cf. 4.11.2). The effectiveness of 
this approach is analyzed in Section 6.5. 
In the simulations, colluding and non-colluding malicious nodes that deliver fake content 
items are analyzed. The effectiveness of the concealment of the target ID during Get op-
erations (cf. 4.12) is also shown by comparing it to operations that do not conceal the 
target ID. 
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5.4 Adaptations to OverSim 
The existing code of OverSim has been changed and extended in many ways. Several clas-
ses have been added to represent ratings, trust information of a node and to evaluate a 
node’s trustworthiness. The output of statistical data about both existing and added 
components has been enhanced; for example, a more detailed error reporting has been 
added to be able to analyze the different reasons for the failure of Put and Get requests. 
The existing classes and methods have been extended so that they use trust information 
when interacting with other nodes and that the ratings are given after the interactions. 
In addition to the new classes and actions required by TrustedKad, a lot of the details of 
the nodes’ behavior have been changed or extended. Basically, OverSim already contains 
the different attack types that are evaluated for this thesis. However, several extensions 
have been included: For the storage attack, the original OverSim only uses colluding 
nodes, so the option of having non-colluding malicious nodes has been added. Also the 
option to send the hash of the original content item but a fake value when asked for it 
with a GetValue request has been added for this thesis. This required the addition of a 
verification of whether the value matches the previously chosen hash; this verification is 
not performed in the original OverSim. Another option has been added to only attack Get 
requests if the queried content item has been stored on the malicious node before. 
The available options of the attack intensity of malicious nodes have also been enhanced: 
The original OverSim only supports malicious nodes that attack all the time. For this the-
sis, options have been added that have malicious nodes attack only some requests sent to 
them or only after a certain amount of time. This allows checking whether TrustedKad is 
able to identify changing behavior of malicious nodes that is used to improve the node’s 
own trust value. 
The invalidNodesAttack (cf. 5.5.4) has been changed to incorporate the fact that the 
nodes cannot choose their node IDs freely: Before, the node IDs of the non-existing nodes 
have been chosen to be very close to the target ID, which is not possible any longer in 
TrustedKad due to the hashing of the certificate to create the node ID. 
The reaction to Put and Get responses has also been changed: Previously, it has been suf-
ficient if half of the required amount of nodes have responded for a Put or Get operation 
to succeed. With TrustedKad enabled, this does not suffice any longer because only re-
sponding nodes are rated, so at least numReplica candidate nodes are queried. In addi-
tion, TrustedKad attempts to store and retrieve numReplica replicas, so if some requests 
time out or some Get responses state that the content item does not exist while others 
return an existing item, more queries are sent until either numReplica responses have 
been received or there are no more candidate nodes left to query. 
Lookup operations have been changed to return twice as many nodes as requested. This 
is required if the Lookup is performed for Put or Get operations because there can be 
nodes among the returned nodes that are not trusted for storage operations. In order to 
cope with that, twice as many nodes are returned so that half of the nodes can be filtered 
out without reducing the number of candidate nodes for the actual storage operation. 
Due to the fact that a node can choose not to use the node provided by the GlobalNode-
List for Bootstrap because it is not regarded as trustworthy, it has been necessary to in-
corporate a functionality to retry a Bootstrap. This was not needed before because the 
Bootstrap has been performed with the provided node in any case. Additionally, an op-
tion has been added to enforce that Bootstrap operations are only performed using inof-
fensive Bootstrap nodes in order to prevent network partitioning. It should be noted that 
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this option does not necessarily result in all Bootstraps succeeding at the first try: Even if 
the node is inoffensive, its routing trust value can still be too low so that the bootstrap-
ping node refuses to use it. 
Most of the changes and extensions have been implemented in a modular way so that 
they can be enabled and disabled independently from each other. This allows for a dis-
tinct analysis of the effectiveness of each of TrustedKad’s components. 
5.5 Behavior of the Nodes 
In the following, the behavior of the simulated nodes is explained. The DHTTestApp initi-
ates the Put and Get operations (and thereby also Lookups) that are evaluated in Chap-
ter 6. The operations that originate from a node are explained as well as the handling of 
incoming messages. 
Malicious nodes behave correctly in every way except for the attack they conduct. This 
means that they perform Lookup, Put and Get requests in the same way as inoffensive 
nodes do. In addition, malicious nodes that only attack routing processes do not attack 
storage processes and vice versa. 
5.5.1 DHTTestApp 
The DHTTestApp of OverSim is used to evaluate TrustedKad. Each node has one 
DHTTestApp instance that generates content items with random IDs and values and 
stores them in the DHT and in the GlobalDHTStorage. The Put process is performed in 
regular intervals, controlled by a timer. 
A Get process is initiated by every node in regular intervals as well: For this, the hash of a 
randomly selected content item is chosen from the GlobalDHTStorage and the node at-
tempts to retrieve its value. This way, only existing content items are attempted to be 
retrieved, leading to an expected success ratio of 100%. 
Figure 21 graphically shows both the Put and the Get process of DHTTestApp. At the end 
of each process, statistical information is recorded using the GlobalStatistics module. 
5.5.2 Performing a Bootstrap Operation 
The first operation a node has to conduct is the Bootstrap operation. Figure 22 illustrates 
the actions that are performed during a Bootstrap: If the node is the first node in the 
network, the node behavior is set to inoffensive. No further action is required and the 
node regards itself as bootstrapped. 
 
Figure 21: Flowchart of the DHTTestApp processes 
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From the second node on, the node behavior is set to malicious with a probability of M; 
M denotes the fraction of malicious nodes in the network. Then, a node retrieves an ex-
isting node from the GlobalNodeList for the Bootstrap. A configuration parameter has 
been added to be able to configure that only inoffensive nodes are returned by Global-
NodeList for Bootstrap operations to prevent network partitioning. The Bootstrap candi-
date node is checked for trustworthiness. As explained in Section 4.10.1, no grace ratings 
(and no unchoking) are used during the Bootstrap, so gR is set to 0. This leads to the fact 
that nodes without any routing rating (such as when the second node in the network at-
tempts to use the first node for Bootstrap) are regarded as trustworthy. As soon as a 
node has received at least one routing rating, the trust value is calculated and evaluated 
without any grace ratings. If the node is not trustworthy, it is discarded and the process 
repeats after 10 seconds. 
If the node is trustworthy, it is used for the Bootstrap. In order to fill its own routing table, 
the node sends a Lookup query with its own node ID as target ID to the Bootstrap node. 
Choosing its own node ID as target ID enables the node to learn about other nodes in its 
vicinity and especially about its logical neighbors, as the final nodes in the Lookup list will 
be the nodes that are closest to it. Finally, the node changes its status to “bootstrapped”. 
 
Figure 22: Flowchart of the Bootstrap operation 
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5.5.2.1 Discussion of the Partitioning Probability and Number of Part i-
tions 
The probability that a new partition is created when a node joins the network depends on 
whether its bootstrap node is malicious. If it is malicious, a new partition is created; if the 
bootstrap node is inoffensive, an existing partition is extended by the new node. The ex-
pectation value of the number of partitions can be calculated as described in the follow-
ing. 
The first node is always an inoffensive node. All other nodes can be malicious with a 
probability of M. The first node of the network forms the first partition. The second node 
uses the first node for the Bootstrap and extends the first partition. From then on, a new 
partition can be created during every Bootstrap if the bootstrap node is a malicious one. 
Therefore, the number of partitions depends on the number of malicious nodes: The 
more malicious nodes are contained in a network, the more partitions there will be. 
For example, if the second node that joins the network is malicious and the third node 
bootstraps from the second one, a second partition is created. For the Bootstrap process 
of the third node, the probability that a new partition is formed is 
1
2







Both existing nodes are chosen as bootstrap nodes with the same probability of 
1
2
.  The 
first node is not malicious; therefore, no new partition is created if it is chosen. With a 
probability of M, the second node is malicious. If it is, a new partition is created. 
The expectation value of the number of partitions after the third node has joined the 
network is 1 +
1
2
× 𝑀: One partition exists from the start and the probability that a sec-
ond partition is created is 
1
2
× 𝑀. For M = 5%, this would result in an expectation value of 
1.025 partitions after the third node has joined the network. 
In general, the probability that a new partition is formed when the n-th node joins the 
network can be calculated as 
𝑛−2
𝑛−1
× 𝑀: There are n-1 nodes in the network. The first one 
is not malicious, so only n-2 can be malicious with a probability of M. Furthermore, the 
expectation value of the number of partitions in a network with N nodes can be comput-
ed as follows: 







The limit value of the fraction is lim𝑛→∞
𝑛−2
𝑛−1
= 1. Therefore, the expectation value can be 
estimated as follows: 
𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝐸𝑥𝑝𝑒𝑐𝑡𝑎𝑡𝑖𝑜𝑛 𝑉𝑎𝑙𝑢𝑒 = 1 + ∑ 1 × 𝑀
𝑁
𝑛=3
= 1 + (𝑁 − 2) × 𝑀. 
So, for 1,000 nodes and M = 5%, the expectation value of the number of partitions is 
about 1 + (1000 − 2) × 0.05 = 50.9. 
5.5.3 Performing a Lookup Operation 
Lookups are initiated by methods in the Kademlia class and its base class BaseOverlay. 
They create an IterativeLookup class instance for every Lookup that performs and con-
trols the actual Lookup operation. Lookups are required by Put and Get operations and by 
routing table maintenance processes. The number of nodes that shall be returned by the 
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Lookup is determined by the respective operation for which the Lookup is performed, 
e.g., it depends on the number of replicas from which the content item shall be retrieved. 
However, in order to cope with untrusted nodes, a Lookup attempts to identify twice as 
many nodes as requested. For the simulations for this thesis, four replicas of a content 
item are stored and retrieved, so the number of nodes returned by the IterativeLookup 
class instance is eight. This way, half of the nodes can be untrusted without impeding the 
operation, enabling the node to handle networks with about 50% of malicious nodes. 
As shown in Figure 23, at the beginning of a Lookup, the temporary Lookup list is filled 
with the nodes that the querying node has in its routing table and that are closest to the 
target ID. Due to the fact that the routing table may contain untrusted nodes, the Lookup 
list is filtered so that it only contains nodes that are trustworthy for routing. If no trust-
worthy candidate nodes are known, the Lookup is cancelled. 
For the evaluations, the Kademlia parameter  that denotes the number of parallel que-
ries is set to Kademlia’s default of 3. When 3 requests have been sent, the next requests 
are sent out when all 3 responses have been received or the requests have timed out. The 
trustworthiness of the nodes contained in the responses is evaluated and only trustwor-
thy nodes are inserted into the sorted Lookup list. In several configurations, the fake 
nodes generated by malicious nodes with the invalidNodesAttack parameter enabled are 
 
Figure 23: Flowchart of the Lookup operation 
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regarded as trustworthy during the simulations. This way, it can be analyzed whether 
TrustedKad can counter the attack even if the attacker is able to fake the trust infor-
mation as described in Section 4.8.3. 
OverSim stores twice as many nodes in the Lookup list as shall be identified for the opera-
tion for which the Lookup is performed. So, the list contains four times the number of 
nodes requested by the calling method. As eight nodes shall be returned in the simula-
tions for this thesis (numReplica = 4), the Lookup list contains up to 16 nodes. Information 
about more nodes than required is maintained in order to cope with non-answering 
nodes. 
When the first eight nodes have all been queried and do not change anymore, the Lookup 
terminates and returns these nodes. OverSim’s default timeouts for the whole Lookup 
process and single requests are 10 and 1.5 seconds, respectively, which are used for this 
thesis as well. 
If a Lookup fails, it is impossible to tell whether it fails due to not enough trustworthy 
nodes or due to not enough nodes at all, as the route to the target nodes can differ from 
the start depending on the trust values of the nodes, so it is not possible to differentiate 
between “not enough nodes” and “not enough trustworthy nodes” in the statistics. 
5.5.3.1 Rating Procedure for the Lookup  Operation 
For the rating procedure, two lists are maintained during a Lookup: 
 Source list: Contains information about which node has informed about which 
other node. 
 Temporary rating list: Contains the ratings that are given to the involved nodes at 
the end of the Lookup. 
When a response is received from another node, this node is added to the temporary 
rating list with a default negative rating. All the nodes it informs about are added to the 
source list (if not already contained in it), and the node is added as a source for those 
nodes. Additionally, the temporary ratings of the nodes that have informed about the 
responding node are changed to positive, as they have informed about an existing and 
responding node (see “bottom-up rating” explanation in Section 4.10.3). 
At the end of a Lookup, the source list is used to change the temporary ratings of the 
nodes that have informed about the result nodes to positive. According to the “top-
down” rating approach, this is repeated until the node that gives the ratings reaches itself 
in the hierarchy. Finally, the temporary rating list is used to give the ratings to all involved 
nodes. 
5.5.4 Handling of an Incoming Lookup Request 
Incoming Lookup requests are handled by the Kademlia class and its base class BaseOver-
lay. Three parameters can be used to configure the behavior of malicious nodes: 
 ignoreLookupsAttack: If set to true, the node does not respond to incoming 
Lookup requests. Due to the parallel Lookups, this attack is not very effective in a 
Kademlia-based network, so it is not performed during the attacks that are evalu-
ated in this thesis. In addition, a node that does not respond to Lookup requests is 
removed from the routing table as it is regarded as offline. 
 isClosestAttack: If set to true, the response contains only the malicious node itself 
indicating that the node claims to be responsible for the content item and does 
not know any closer nodes. 
 invalidNodesAttack: If set to true, the response contains only non-existing nodes. 
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 isClosestAttack and invalidNodesAttack: If both parameters are set to true, the re-
sponse contains the malicious node itself and non-existing nodes, but no other ex-
isting nodes. 
An inoffensive node uses the distance between the target ID and its own node ID to de-
termine which bucket of the routing table contains the required next hop nodes for the 
querying node. If there are not enough nodes in that bucket to return as many nodes as 
demanded by the Lookup request, more buckets are used until enough nodes can be re-
turned. Figure 24 presents the handling of incoming Lookup requests graphically. 
OverSim’s handling of incoming Lookup requests has been extended to incorporate 
TrustedKad’s improvements described in Section 4.10.4: In a network without Trusted-
Kad, the malicious nodes can freely choose the node IDs of the fake nodes, so the IDs are 
chosen to be very close to the target so that they take the top positions of the Lookup list. 
In TrustedKad, however, the node IDs cannot be chosen freely, so the attack has been 
changed to take random node IDs for the fake nodes (because as explained in Section 5.1, 
certificates are not fully implemented in the simulation to save computing resources). 
5.5.5 Performing a Put Operation 
When the DHTTestApp initiates a Put request due to a timer event, it calls a method of 
the DHT class to perform the Put operation. The DHT class uses the Kademlia class to exe-
cute the Lookup which in turn creates a new instance of the IterativeLookup class that 
actually carries out the required Lookup. Figure 25 illustrates the Put operation. 
The DHT class demands numReplica = 4 candidate nodes from the Lookup. As mentioned 
before, the Lookup attempts to locate up to 2 × numReplica = 8 nodes in order to cope 
with nodes that are not trustworthy for storage operations. 
The nodes identified by the Lookup are filtered so that only nodes that are trustworthy 
for storage remain as candidate nodes. If the Lookup fails to find any trustworthy respon-
sible nodes, this is reported to the DHTTestApp which records this operation as failed. If 
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at least one candidate node is found, the DHT class sends Put requests to the candidate 
nodes to store the content item on them. Up to numReplica Put requests are sent, start-
ing with the node whose ID is closest to the content item ID. 
If at least one node replies with a positive response, the content item is stored in the 
GlobalDHTStorage and the Put operation is recorded as successful. If no node responds 
positively, the Put operation fails. 
No storage ratings are given during a Put operation because a node can respond positive-
ly and delete the content item immediately afterwards as explained in Section 4.5. Rout-
ing ratings are given at the end of the required Lookup process. 
5.5.6 Handling of an Incoming Put Request 
The DHT class handles incoming Put requests. All nodes, inoffensive and malicious ones, 
act in the same way as shown in Figure 26: The content item contained in the Put request 
is stored in the local storage of the node and a positive response is returned. Attacks on 
storage are performed only during the processing of Get requests. 
5.5.7 Performing a Get Operation 
Just as a Put operation, a Get operation is also initiated by the DHTTestApp due to a timer 
event. The DHTTestApp randomly chooses one content item from the GlobalDHTStorage 
 
Figure 25: Flowchart of the Put operation 
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and asks the DHT application to retrieve its value. Figure 27 illustrates the Get operation. 
The DHT class uses the Kademlia class to identify the numReplica = 4 closest nodes to the 
content item ID. Similar to the Put operation, the DHT class creates a new IterativeLookup 
instance to perform the Lookup and to locate up to 2 × numReplica = 8 candidate nodes; 
more nodes are returned by IterativeLookup to cope with nodes that are not trustworthy 
for storage operations. 
The DHT class removes nodes from the result list that are not trustworthy for storage. If 
the result list is empty afterwards, the Get operation fails. Otherwise, GetHash requests 
are sent to the first numReplica candidate nodes. More nodes are queried if a node does 
not respond to the GetHash request. 
The nodes that respond with “unknown item” are counted separately. If all of the first 
numReplica nodes respond with “unknown item”, this is taken as the result. This is rec-
orded as a failed Get operation, as only existing content items are attempted to be re-
trieved. The failure reasons are also recorded so that it is possible to analyze the ratios of 
the failure reasons. 
If at least one of the first numReplica nodes replies with a hash, more nodes are queried 
for the hash until numReplica nodes have responded with a hash or until all 
2 × numReplica nodes have been queried. If none of the 2 × numReplica candidate nodes 
responds at all, the Get operation fails. 
 
Figure 27: Flowchart of the Get operation 
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If at least one node has responded with a hash, the most trustworthy node group is cho-
sen to be queried for the value of the content item as explained in Section 4.11.2. A Get-
Value message is sent to one of the nodes of the group. The value returned by it is veri-
fied by calculating the hash of the delivered value and comparing it to the hash previously 
received by the GetHash responses. If the value matches the hash, the Get operation is 
successful. If the node does not respond or if the value does not match the hash, the next 
node in the node group is queried. If no node responds or returns a matching value, the 
Get operation fails. 
5.5.7.1 Rating Procedure for the Get Operation 
Two lists are maintained during a Get process to give the ratings at the end of the opera-
tion: 
 A list of all received hashes and the nodes that have sent them and 
 a list of all nodes that have responded to a GetValue request with a value that 
does not match the hash or that have not responded to the GetValue request. 
At the end of the Get operation, all nodes that have delivered the hash of the chosen ver-
sion of the content item receive a positive rating, except for nodes that have not an-
swered the GetValue request for that hash. All nodes that have returned other hashes, a 
mismatching value or no value at all receive a negative rating. 
If the chosen content item version is not the originally stored one, the nodes still receive a 
positive rating because the querying node is unable to detect this – the detection is only 
possible in the simulation. In the evaluation chapter, these Get operations are shown as 
“false positives”. 
5.5.8 Handling of an Incoming Get Request 
Incoming Get requests are handled by the DHT class. In order to simplify the illustration, 
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the GetHash and the GetValue processing is split into two figures, although both message 
subtypes are handled by one method in the source code. So, Figure 28 shows the pro-
cessing of a GetHash message and Figure 29 the processing of a GetValue message. 
Malicious nodes that attack storage operations by delivering fake content items can act in 
different ways and can be configured by the following options: 
 OnlyIfPutBefore: If set to true, a malicious node only responds with fake content if 
the content item has been stored on it before. This option is set to true for the 
simulation runs that evaluate TrustedKad because due to the concealment of the 
content item ID introduced in Section 4.12, a malicious node can only perform its 
attack if the content item has been stored on it before. If it has not, the node re-
sponds with “unknown item”. 
 SendOriginalHash: Requires OnlyIfPutBefore. If set to true, a malicious node re-
turns the hash of the original content item if queried for the hash, but returns a 
fake content item if asked for the value. 
 SameInvalidContent: If set to true, all malicious nodes send the same fake content 
item hash or value. Otherwise, each of them sends a randomly generated one. 
When an inoffensive node receives a GetHash request, it responds with the hash of the 
content item if it has been stored on it previously; otherwise, it responds with “unknown 
item”, as shown in Figure 28. If the node attacks storage operations, the OnlyIfPutBefore 
parameter is evaluated first. If it is set to true and the node does not store the content 
item, it can only respond with “unknown item”: If TrustedKad is used, a malicious node 
that does not store the queried content item cannot respond with a fake hash because 
the content item ID is concealed. If the malicious node stores the content item, it re-
sponds with the original hash if SendOriginalHash is set to true. The effects of this attack 
are shown in Section 6.5.4. If SendOriginalHash is set to false, a fake hash is sent. 
A malicious node attacks all incoming requests regardless of whether the item has been 
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stored on it before if OnlyIfPutBefore is set to false. If the malicious nodes collude 
(SameInvalidContent = true), then all of them respond with the same fake content item; 
otherwise, each one uses its own fake content item. 
A node should only receive a GetValue query if it has previously responded to a GetHash 
request and is among the node group that is chosen by the group trust value evaluation 
(with TrustedKad) or the majority decision (without TrustedKad). So the option of re-
sponding with “unknown item” is included in Figure 29 for completeness only. Inoffensive 
nodes respond to a GetValue request by sending the value of the content item. Again, a 
malicious node always attacks if OnlyIfPutBefore is set to false. If TrustedKad’s conceal-
ment of the content item ID is used (OnlyIfPutBefore = true), it can only attack GetValue 
requests if the item has been stored on it before. 
5.6 Trust Information Management 
As mentioned above, the trust information is stored centrally in the simulations per-
formed for this thesis. The central storage replaces the distributed trust management 
nodes and the caching of the trust information. The GlobalNodeList class uses the helper 
classes PeerStorage and PeerInfo: PeerInfo contains the information about one node and 
PeerStorage contains all PeerInfo objects of all simulated nodes. All three classes have 
been extended to be able to store trust information. For each node, there is a TrustInfor-
mationDetails object that contains four lists which store the positive and negative routing 
and storage ratings, respectively. This simplifies the calculation of the trust values be-
cause only the sizes of the four lists are relevant. If there were only two lists containing 
routing or storage ratings or even only one list for all routing and storage ratings, these 
lists would have to be iterated and filtered during every request, which would decrease 
the performance of the simulation. The lists are implemented as a key-value store 
(“map”). The node that gives the rating is used as key and the rating is the value. This 
way, it can be easily ensured that a node can be rated only once by another node. The 
most recent rating is kept, older ones are discarded. 
5.6.1 Storing Trust Information 
When a node rates another node, e.g., for routing, it calls the appropriate method of the 
GlobalNodeList class as shown in Figure 30. The rating is given to the TrustInformationDe-
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tails object of the rated node together with the information about which node gives the 
rating. The TrustInformationDetails object removes any existing rating from the two lists 
that contains the positive and the negative routing ratings. Afterwards, the new rating is 
inserted into the correct list. 
5.6.2 Retrieving Trust Information 
Just as when trust information is stored, the TrustInformationDetails object of a node is 
fetched from the PeerStorage when its trustworthiness is evaluated. If there is no TrustIn-
formationDetails object for the node in question, this node does not exist because such 
an object is created for each legitimate node when it joins the network; hence, the call 
evaluates the trustworthiness of a non-existing fake node. Fake nodes do not have valid 
cached trust information and are therefore discarded. However, as already mentioned in 
 
Figure 31: Flowchart of the rating retrieval procedure 
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Section 5.3.1, also a worst-case scenario is evaluated. In this scenario, the fake nodes are 
regarded as trustworthy except for when the trustworthiness of a potential Bootstrap 
node is evaluated: The cached trust information of Bootstrap nodes is verified at the trust 
management nodes, and this check fails if the cached trust information is not valid. In 
addition, the number of grace routing ratings during Bootstrap operations is set to 0 (as 
explained in Section 4.10.1). 
Figure 31 shows how a node’s trustworthiness is evaluated: If no TrustInformationDetails 
object exists for the node, it is discarded during evaluations for Lookup and Bootstrap 
operations in normal scenarios. Only if the worst case is evaluated, the node is regarded 
as trustworthy for Lookups. The node is still not a Bootstrap candidate node because in a 
full implementation of TrustedKad, the verification of the cached trust information at the 
trust management nodes would most probably fail because they do not exist. 
If the evaluated peer does exist and the storage trustworthiness is evaluated, the evaluat-
ing node first decides whether it unchokes the node; if it does, the trust value is not calcu-
lated. Instead, the node is regarded as trustworthy regardless of its trust value. If no un-
choking is performed, the total number of storage ratings is checked. If it is below the 
grace number of storage ratings, the node is regarded as trustworthy (see 
𝑇𝑆,𝑖 =  1  𝑖𝑓 𝑅𝑆,𝑖
+ + 𝑅𝑆,𝑖
− ≤ 𝑔𝑆 in Section 4.6). If the node has enough storage ratings, its 
trust value is calculated and compared to the storage trust value threshold. If it is greater 
than or equal to the threshold, the node is regarded as trustworthy for storage. 
Evaluations of the routing trustworthiness work in the same way except for when it is 
performed to assess a Bootstrap candidate node: If so, unchoking is not performed and 
the number of grace routing ratings is set to 0. However, if the node that is evaluated has 
no routing ratings yet (𝑅𝑅,𝑖
+ + 𝑅𝑅,𝑖
− = 0), it is regarded as trustworthy during the simula-
tions. This is required, e.g., for the Bootstrap of the second node that joins the network so 
that it trusts the first node for Bootstrap. 
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6 Evaluation 
This chapter presents the results of the simulations that are conducted to analyze Trust-
edKad’s effectiveness. First, the general settings of the simulation runs and the technical 
simulation environment are explained. Afterwards, the comparison indicators that are 
used to evaluate TrustedKad’s effectiveness are introduced. 
The main part of the chapter discusses the simulation results. For comparison, a baseline 
of a network that does not use TrustedKad is presented first. Then, analyses of configura-
tions in which the malicious nodes only attack routing or storage operations follow. At the 
end of the chapter, a configuration is presented in which TrustedKad counters attacks 
against both routing and storage. 
Different variations of the attacks on routing and storage are used to thoroughly analyze 
TrustedKad’s features. In addition, parts of TrustedKad’s features are disabled to show 
their influence on the results. 
6.1 Simulation Parameters and Environment  
OverSim [39] offers a multitude of parameters to configure simulation runs. In this sec-
tion, the parameters that are relevant for the simulations in this thesis and their settings 
are introduced. In the following, the technical simulation environment is presented. 
6.1.1 OverSim Parameters and Settings  
In Table 4, OverSim’s relevant parameters and their settings are listed. The network con-
sists of 1,000 nodes. This number of nodes is the setting of OverSim’s example configura-
tion “KademliaLarge” and is used by other authors as well [55,56,61]. OverSim is capable 
of simulating considerably larger networks [39]. However, the simulation time would in-
crease considerably as well and during analyses for [3], the author conducted tests with 
larger networks which did not yield significantly different results. 
The interval between two nodes that join the network is one second, so during the first 
1,000 seconds, one node per second attempts to join the network – this is also the de-
fault setting of OverSim. The attempt is successful at the first time if the node trusts its 
randomly assigned Bootstrap node for the Bootstrap operation. If it does not trust it, it 
retries to join the network after 10 seconds as described in Section 5.5.2. 
There is no churn, so no node leaves the network after it has joined it, and after 
1,000 seconds, no new nodes join the system. Hence, the initialization phase takes 
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1,000 seconds, during which no Put and Get operations take place. Afterwards, the meas-
urement phase begins and lasts for 3,000 seconds, resulting in a total simulation time of 
4,000 seconds. For [3], the author has conducted tests with shorter and longer runtimes 
which have not yielded significantly different results. In addition, randomly selected sam-
ples of the simulations for this thesis have been analyzed for earlier points in simulation 
time which also show that there are no significant changes in the last 1,000 seconds of 
simulation time, so the system is in a steady state at the end of the simulations. 
The fraction of malicious nodes is varied from 0% to 40% in steps of 5%. The lifetime of a 
content item is 300 seconds, i.e., the nodes on which it is stored delete it after 
300 seconds. Every node conducts a Get operation every 60 seconds, so in the measure-
ment phase of 3,000 seconds, every node can perform up to 50 Get operations. As al-
ready mentioned in Section 5.2, the network delays are based on latency measurements 
conducted in the Internet. The UDP timeout is set to 1.5 seconds and the timeout of a 
Lookup operation is 10 seconds; there is no packet loss. All of these settings are the de-
fault settings of OverSim. 
The number of parallel requests (α) is 3, as it is also used by Kademlia and Kad (cf. 2.4.1). 
The number of replicas that shall be stored and retrieved is 4. To eliminate effects caused 
by the selection of random numbers, every parameter combination is run 30 times with 
different seeds for the random number generator, resulting in 30 different environments 
regarding, e.g., the distribution of the nodes and content items across the ID space. 
6.1.2 TrustedKad Parameters and Settings 
Aside from the OverSim parameters, TrustedKad introduces new parameters that are 
listed in Table 5. To show the influence of malicious nodes on routing attacks and storage 
attacks, they are analyzed separately, so the malicious nodes attack either routing opera-
tions or storage operations. Afterwards, attacks on both operation types are evaluated. 
The thresholds for the routing and storage trust values are varied from -1.0 to 1.0 in steps 
of 0.1 to analyze which thresholds are reasonable, i.e., that increase the success rate and 
decrease the false positives rate. A reasonable unchoking ratio is determined in Sec-
tion 6.4.1 for routing and in Section 6.5.1 for storage. Both analyses result in an unchok-
ing ratio of 1%. 
Table 4: OverSim parameters and settings 
Parameter Setting 
Number of nodes 1,000 
Type of churn No churn 
Interval between two nodes joining the network 1s 
Interval between two join attempts 10s 
Initialization phase duration 1,000s 
Measurement time 3,000s 
Total simulation time 4,000s 
Fraction of malicious nodes 0% to 40% (in steps of 5%) 
Lifetime of a content item 300s 
Interval between two Get operations per node 60s 
Message timeout 1.5s 
Lookup operation timeout 10s 
Packet loss None 
Number of parallel requests (α) 3 
Number of stored and retrieved replicas  4 
Number of repetitions per parameter combination 30 
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The number of grace ratings depends on the scenario in which TrustedKad is deployed: 
The node should achieve the number of grace ratings as quickly as possible because dur-
ing the grace phase, it may receive only a limited service as described in Section 4.14. As 
samples, the simulations of sections 6.4.2 (attacks only on routing) and 6.5.2 (attacks only 
on storage) show that inoffensive nodes receive about 460 routing ratings and about 170 
storage ratings on an average. Hence, the amount of 10 grace ratings as it is used in the 
simulations is achieved rather quickly at the beginning of the simulation runs. 
The results do not only show TrustedKad with all of its features, but also include configu-
rations in which some of the features are disabled to show that they increase the security 
of the system. In addition, several attack variations are analyzed to show that TrustedKad 
is able to protect from them. This leads to a multitude of possible configurations of which 
a subset is presented in this thesis. 
The attack probability is set to 100% in most configurations, so the malicious nodes attack 
every request they receive. Two configurations, one for routing and one for storage, aim 
to show that TrustedKad is also able to identify malicious nodes that only attack 50% of 
the requests directed at them. The same is true for the two configurations in which the 
malicious nodes attack only after 2,000 seconds of simulation time. By behaving this way, 
the malicious nodes gain high trust values at first and attempt to abuse those high trust 
values for conducting attacks. 
The isClosestAttack parameter as described in Section 5.5.4 is set to true and false to ana-
lyze its influence. By performing attacks on Bootstrap operations, the malicious nodes can 
partition the network; this is prohibited in some configurations by having new nodes 
Bootstrap only from inoffensive nodes as described in Section 5.5.2. As stated in Sec-
tion 4.8.3, attacks on the cached trust information are possible, so for this thesis, configu-
rations in which such attacks are successful are also analyzed. 
The attacks on storage operations also have several parameters that have an influence on 
the results. The main difference between malicious storage nodes is whether they collude 
or do not collude, i.e., if they deliver the same fake content item or different fake content 
items. In order to boost their trust values, the malicious nodes can choose to return the 
hash of the originally stored content item, so this attack variation is also analyzed. The 
concealment of the content item ID is enabled in most configurations and only disabled to 
show how it improves the results (by setting OnlyIfPutBefore to false as explained in Sec-
Table 5: TrustedKad parameters and settings 
Parameter Setting 
Type of operation that is attacked Routing, storage and both 
Trust value threshold (routing and storage) -1.0 to 1.0 (in steps of 0.1) 
Unchoking probability (routing and storage) 1% 
Number of grace ratings (routing and storage) 10 
Attack probability of the malicious nodes 50% and 100% 
Start time of attacks Immediately (0s) and after 2,000s 
isClosestAttack during routing attacks True and false 
Only inoffensive Bootstrap node during routing attacks True and false 
Malicious nodes can successfully fake cached trust information 
during routing attacks 
True and false 
Colluding malicious nodes during storage attacks True and false 
SendOriginalHash during storage attacks True and false 
Concealment of content ID during storage attacks True and false 
Use most trustworthy node group during storage attacks True and false 
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tion 5.5.8). The same is true for TrustedKad’s feature of choosing the most trustworthy 
node group to retrieve the correct version of the content item. 
6.1.3 Used Simulation Configurations  
In this section, the simulation configurations that are used for the results presented in 
this thesis are introduced. The parameters explained in the previous two sections are 
combined into configurations, so a configuration defines which parameters can take 
which values. Every parameter combination is repeated 30 times, and if not stated oth-
erwise, the fraction of malicious nodes is varied from 0% to 40% in steps of 5%. 
The configurations for this thesis consist of 9 to 882 parameter combinations that are 
repeated 30 times each. Several baseline configurations only vary the number of mali-
cious nodes from 0% to 40% in steps of 5%, resulting in 9 different parameter combina-
tions × 30 repetitions = 270 simulation runs. The configuration of Section 6.6 in which the 
malicious nodes attack routing and storage operations consists of 2 different fractions of 
malicious nodes × 21 different routing trust value thresholds (-1.0 to 1.0 in steps of 
0.1) × 21 different storage trust value thresholds × 30 repetitions = 26,460 simulation 
runs. 
Table 6 shows the configurations for Section 6.3 in which the baseline runs are presented. 
The first five configurations analyze attacks against the routing operations. The first two 
represent a worst-case scenario in which the nodes claim to be responsible for all items. 
In the second one, a network partitioning is prevented by only offering inoffensive boot-
strap nodes to nodes that attempt to join the network. In the third and fourth configura-
tion, the malicious nodes do not claim to be responsible for the content item. As an ex-
ample, in the fifth configuration, the malicious nodes only attack half of all requests. 
The following three configurations analyze storage attacks. All configurations are run with 
both colluding and non-colluding malicious nodes. The effects of an attack in which the 






















































































































































6.3.1.1 True True False False - - - 100% 30 0 - 40 270 
6.3.1.2 True True True False - - - 100% 30 0 - 40 270 
6.3.1.3 True False False False - - - 100% 30 0 - 40 270 
6.3.1.4 True False True False - - - 100% 30 0 - 40 270 
6.3.1.5 True True False False - - - 50% 30 0 - 40 270 
6.3.2.1 False - - True True, False True, False False 100% 30 0 - 40 1,080 
6.3.2.2 False - - True True, False True True 100% 30 0 - 40 540 
6.3.2.3 False - - True True, False True, False False 50% 30 0 - 40 1,080 
6.3.3.1 True True False True True, False True, False False 100% 30 0 - 40 1,080 
6.3.3.2 True False False True True, False True, False False 100% 30 0 - 40 1,080 
Total 6,210 
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nodes attack all content items are shown as well as situations in which they only attack 
items that have been stored on them previously. In addition, a configuration is analyzed 
in which the malicious nodes respond with the hash of the originally stored content item, 
but then with a manipulated value. Also for the storage attack configurations, one exam-
ple is given in which the malicious nodes only attack 50% of the requests. 
In the last two configurations, the malicious nodes attack both routing and storage opera-
tions. Two exemplary configurations are used to show the difference between attacks 
with and without the isClosestAttack present. In total, 6,210 simulation runs are per-
formed for Section 6.3. 
The configurations for the analysis of attacks against routing with TrustedKad present are 
shown in Table 7. In all configurations, the routing trust value threshold is varied 
from -1.0 to 1.0 in steps of 0.1. For the analysis of the routing attacks, 85,050 simulation 
runs are required in total. 
The first four configurations are required for the analysis of the unchoking ratio. They 
represent a worst-case scenario in which the malicious nodes are able to fake the cached 
trust information and in which the network is partitioned. The remaining configurations 
always analyze the effect of the isClosestAttack, so the isClosestAttack parameter is al-
ways set to true and false. The configurations for sections 6.4.2 and 6.4.3 differ by the 
setting for the bootstrap nodes: The effect of the network partitioning is clearly visible in 
the former section and so a non-partitioned network is presented in the latter section. 
The following two sections analyze the behavior of TrustedKad if the malicious nodes are 
able to fake the anti-Sybil-attack information in the cached trust information. The results 
of the configuration with isClosestAttack set to true that are used for the unchoking ratio 
analysis can be used again for Section 6.4.4. In the last two sections, attacks are present-
ed in which the malicious nodes do not always perform their attacks. The worst-case sce-
nario is used also in these two configurations. 
















































































































































































6.4.1 0% True True False 100% 0 -1.0 - 1.0 30 0 - 40 5,670 
6.4.1, 6.4.4 1% True True False 100% 0 -1.0 - 1.0 30 0 - 40 5,670 
6.4.1 5% True True False 100% 0 -1.0 - 1.0 30 0 - 40 5,670 
6.4.1 10% True True False 100% 0 -1.0 - 1.0 30 0 - 40 5,670 
6.4.2 1% False True, False False 100% 0 -1.0 - 1.0 30 0 - 40 11,340 
6.4.3 1% False True, False True 100% 0 -1.0 - 1.0 30 0 - 40 11,340 
6.4.4 1% True False False 100% 0 -1.0 - 1.0 30 0 - 40 5,670 
6.4.5 1% True True, False True 100% 0 -1.0 - 1.0 30 0 - 40 11,340 
6.4.6 1% True True, False False 50% 0 -1.0 - 1.0 30 0 - 40 11,340 
6.4.7 1% True True, False False 100% 2000 -1.0 - 1.0 30 0 - 40 11,340 
Total 85,050 
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In Section 6.5, the malicious nodes perform only attacks on storage operations. The cor-
responding simulation configurations are shown in Table 8; they also result in 85,050 
simulation runs in total. Similar to the routing attack configurations, the storage trust val-
ue threshold varies from -1.0 to 1.0 in steps of 0.1. All configurations except for one ana-
lyze both colluding and non-colluding nodes. 
Also similar to the routing attack configurations, the first four configurations aim to de-
termine the unchoking ratio. The results of the configuration with 1% unchoking ratio are 
also used to present TrustedKad’s effectiveness against storage attacks if all of its features 
are enabled. In Section 6.5.3, two of TrustedKad’s features are disabled to show their use-
fulness: The concealment of the content item ID and the approach of using the most 
trustworthy node group to determine the correct content item. The following section 
aims to show TrustedKad’s resilience against attacks in which the malicious nodes reply 
with the correct content item hash, but with a fake value. It also shows the effects this 
attack has on the nodes’ trust values. Because all nodes return the same hash value, a 





















































































































































































6.5.1 0% True, False True False True 100% 0 -1.0 - 1.0 30 0 - 40 11,340 
6.5.1, 6.5.2 1% True, False True False True 100% 0 -1.0 - 1.0 30 0 - 40 11,340 
6.5.1 5% True, False True False True 100% 0 -1.0 - 1.0 30 0 - 40 11,340 
6.5.1 10% True, False True False True 100% 0 -1.0 - 1.0 30 0 - 40 11,340 
6.5.3 1% True, False False False False 100% 0 -1.0 - 1.0 30 0 - 40 11,340 
6.5.4 1% True True True True 100% 0 -1.0 - 1.0 30 0 - 40 5,670 
6.5.5 1% True, False True False True 50% 0 -1.0 - 1.0 30 0 - 40 11,340 
6.5.6 1% True, False True False True 100% 2,000 -1.0 - 1.0 30 0 - 40 11,340 
Total    85,050 

































































































































































































































6.6, A.2 True True True False True True True False True -1.0 - 1.0 -1.0 - 1.0 30 5, 20 26,460 
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distinction between colluding and non-colluding malicious nodes is not necessary. In the 
last two configurations, TrustedKad’s resilience against malicious nodes that do not al-
ways attack is presented. 
At the end of this chapter, a configuration is shown in which the malicious nodes attack 
both routing and storage operations. The configuration is listed in Table 9. Again, a worst-
case scenario is chosen: The malicious nodes can fake the cached trust information and 
perform the isClosestAttack. The network is partitioned and the malicious nodes collude. 
Both the routing and the storage trust value thresholds are varied from -1.0 to 1.0. To 
reduce the number of simulation runs, only fractions of 5% and 20% malicious nodes are 
analyzed. 
It should be noted that all diagrams in one section are derived from the same simulations. 
For example, the data for all diagrams in Section 6.6 and Annex A.2 is derived from the 
26,460 simulation runs shown in Table 9. 
6.1.4 Technical Simulation and Evaluation Environment 
OMNeT++ is available for several platforms with Windows and Linux being the most 
common of them. However, out of these two, OMNeT++ can run in 64-bit mode only on 
Linux. During tests, several simulation runs have required more than 4 GiB of RAM, which 
is only supported by the 64-bit variant (RAM: Random Access Memory; GiB: gibibytes, 
1 GiB = 230 bytes). So the simulations are performed with the Linux implementation of 
OMNeT++. 
Each simulation run takes at least five minutes and can last more than an hour. In order 
to reduce the time required by the simulations, the runs are distributed across several 
machines with 57 CPU cores in total. The used CPU types are Intel Xeon, Intel Core2Duo, 
Intel Core i5 and AMD Athlon 64 x2. Even with these 57 cores available, the 
202,770 simulation runs that are used for this thesis take more than 21 days. 
A Java-based server and Perl-script-based clients are used to distribute the simulation 
runs to the machines and to collect the simulation results. The simulation environment is 
also used for other simulations which have a higher priority, so the distribution software 
includes a detection of other simulations. If another simulation is started on a machine, 
the OverSim simulations are cancelled immediately and put back into the simulation run 
queue on the server. As soon as the machine is free again, OverSim simulations are dis-
tributed to that machine again. A manual exclusion of machines and also cores is possible 
as well. 
The simulation results are imported into a Microsoft SQL Server 2008 database (SQL: 
Structured Query Language). Microsoft Excel 2010 is used to evaluate the data and to 
create the diagrams. As with the simulations, the memory requirements enforce the us-
age of the 64-bit version of Excel, because the 32-bit version only supports the usage of 
less than 2 GiB. In order to automate the analyses, VBA macros (Visual Basic for Applica-
tions) are used. 
6.2 Comparison Indicators for Evaluations 
In the following, the comparison indicators that are used to evaluate TrustedKad’s effec-
tiveness are introduced. The main indicators are the success rates of the Put and Get op-
erations including the false positives rate, and the trust values of the nodes. Other indica-
tors such as the number of involved nodes and the duration of the operations are also 
presented. Finally, the gathering of the results is explained and several remarks to the 
diagrams that follow afterwards are given. 
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6.2.1 Success Rates of Put and Get Procedures 
TrustedKad aims to improve the success rates of the operations and to decrease the false 
positives rate, so these rates are main indicators. As explained before in Section 5.5.5, a 
Put operation is regarded as successful if the content item is successfully stored on at 
least one node. The operation fails if the Lookup does not return any reachable nodes or 
if none of the returned nodes responds positively to the Put request. However, the latter 
reason cannot occur in the simulations because the malicious nodes do not attack incom-
ing Put requests – every node responds positively to an incoming Put request. 
The choice of the content item that shall be retrieved is random. Analyses of samples of 
the results show that the random choice leads to a long-tail distribution of item access: 
Most items are accessed either never or one time; a few items reach up to 30 accesses. 
According to Section 5.5.7, a node regards a Get operation as successful if it can retrieve a 
version of the content item that matches the hash of the GetHash phase. If this is the 
case, all nodes that have sent the same hash receive a positive rating. However, a positive 
rating for a node does not necessarily mean that the operation is successful: If the attack 
on the storage is successful, the node gives a positive rating although it has chosen a fake 
version of the content item. 
Hence, the statistical recording of the Get operation is more differentiated: It is recorded 
as successful if the node chooses the originally stored version of the content item. If it 
chooses a faked version or if it believes that the item does not exist, this is recorded as a 
false positive. Other possible reasons for failing Get operations are that the Lookup does 
not return any nodes that could be queried or that the hash of the content item value 
does not match the hash received in the GetHash phase. 
It should be noted that Get requests only attempt to retrieve content items that have 
been stored successfully before. Therefore, the maximum Get success ratio is always 
100%, regardless of the Put success ratio. 
6.2.2 Trust Values 
In order to assess the trustworthiness of a node, TrustedKad uses trust values and 
thresholds. So, the trust values that the nodes have at the end of the simulation are a 
main indicator for the effectiveness of TrustedKad. The trust values of the inoffensive 
nodes should be close to 1.0, but at least greater than or equal to the trust value thresh-
old. Similarly, the trust values of the malicious nodes should be close to -1.0 or at least 
lower than the threshold. 
Based on the trust values, the fractions of trusted nodes that are malicious are deter-
mined by analyzing how many nodes are trusted in total and which fraction of them is 
malicious. Please note that this indicator does not denote the fraction of the malicious 
nodes that are regarded as trustworthy – instead, it considers only the trusted nodes and 
determines the fraction of malicious nodes among them. 
6.2.3 Involved Nodes 
In addition to the aforementioned main indicators, several other indicators are analyzed 
as well. One of them is the number of involved nodes: It denotes how many nodes are 
queried during a Put or Get operation. Due to the parallel querying of the nodes during a 
Lookup, the term “hop count” cannot be applied to Kademlia. The numbers of involved 
nodes are analyzed also for verification purposes: If, e.g., a malicious node attacks routing 
operations by informing about non-existing nodes, the requests sent to those nodes run 
into a timeout. Due to the Lookup timeout, the number of involved nodes should de-
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crease with increasing intensity of the attack because more and more requests run into a 
timeout. Therefore, they take more time, leading to fewer possible requests that can be 
sent. 
6.2.4 Duration of Put and Get Procedures 
Also due to timeouts, the duration of Put and Get operations should increase with in-
creasing routing attack intensity. If, e.g., only storage operations are attacked by deliver-
ing fake versions of the content item, the duration should remain unchanged because no 
timeouts are provoked by that attack. 
6.2.5 Number of Replicas 
The number of replicas should always be four for the Put operation if only storage attacks 
are conducted. During routing attacks, it is lower if fewer nodes are found during the 
Lookup. For Get operations, the number denotes how many nodes deliver the chosen 
version of the content item. For both routing and storage attacks, it decreases with in-
creasing attack intensity because either fewer nodes are found or several versions of the 
content item are identified. 
6.2.6 Levels of Aggregation 
OMNeT++ offers different levels of aggregation for the simulation results that are also 
explained in the documentation [40]. The default is to use the so-called scalar output. For 
scalar results, the samples of the indicator are aggregated during the simulation runs. 
Only the aggregated result is stored at the end of the simulation, e.g., the mean, the 
standard deviation, the minimum and the maximum. So there is one result per repetition 
of each parameter combination. Due to this, the exact distribution of the sample values 
cannot be reconstructed. 
In order to analyze the distribution of the sample values, the so-called vector output can 
be used. For vector output, every single sample value of an operation is stored as a result. 
This considerably increases the storage requirements of the simulation results: Instead of 
storing one aggregated result, the individual results of 1,000 nodes are stored. 
For the main indicators Put and Get success rates and the trust values, the vector output 
is used. Only this way, the median and quartiles can be determined and further analyses 
of the results are possible. 
Table 10 shows an example for the aggregation levels based on the Get success rate. The 
Get success rate is calculated based on the Get operations that each node performs. 
About 50 Get operations are conducted by each node. At the end of the simulation, the 
node calculates its own Get success rate by determining the fraction of successful opera-
tions compared to the total number of operations. This results in 1,000 results per repeti-
tion for the vector output. For the scalar output, the mean, standard deviation and sever-
al other statistical indicators are calculated. Only the aggregated values are stored; the 
1,000 original sample results are discarded. So for each of the 9 to 882 parameter combi-
nations of a configuration, up to 30,000 vector results are stored for main indicators such 
Table 10: Example of OMNeT++ aggregation levels 
Aggregation level Description Output level 
Get operation 50 per node  
Node 1,000 nodes in the network Vector 
Repetition 30 repetitions per parameter combination Scalar 
Parameter combination 9 to 882 per configuration  
Configuration   
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as the Get success rate; for other indicators, 30 scalar results are stored. 
6.2.7 Intention of the Graphs 
In the following sections, the results of the simulations are presented. Most of the figures 
include the results of all parameter combinations of a configuration. The intention is not 
to discuss every data point; instead, the dependency of the indicator from parameter 
variations such as the trust threshold and the fraction of malicious nodes shall be shown. 
For the main indicators, the median and the 25% and 75% quartiles are given instead of 
the mean and the standard deviation (the median is the 50% quartile). This way, the 
graphs show a better characteristic of the underlying data: The marker indicates the point 
at which 50% of the values are either lower or greater. 25% of the underlying data values 
are lower than the lower error bar, 25% are greater than the upper error bar, and 50% of 
the underlying data values are between the two error bars. In addition, the median is 
more resistant against outliers than the mean. 
Furthermore, only the median is able to give meaningful information about the trust val-
ues and therefore the trustworthiness of the nodes. The analysis of the data shows that 
the trust values are not normally distributed (cf. figures 52, 78, 101 and 110). Hence, the 
mean value cannot determine the fraction of nodes that is regarded as trustworthy: If, 
e.g., the routing trust value threshold is set to 0.4 and the routing trust values have a 
mean of 0.5, this could still mean that more than half of the nodes have a trust value be-
low the threshold due to a skewed distribution of the underlying data. In contrast, the 
median and the quartiles state the minimum trust value that 25%, 50% and 75% of the 
nodes have. This allows for analyzing which fraction of the nodes is regarded as trustwor-
thy. 
The median is also given for the success rates because they are also not normally distrib-
uted (cf. figures 53 and 79). In addition, both the trust values and the success rates have a 
limited value range of -1.0 to 1.0 or 0% to 100%. The author believes that due to these 
limited value ranges, the specification of the median and the quartiles is more meaningful 
than giving, e.g., a mean of 98% and a standard deviation of 5%. This would result in the 
upper limit of the interval being 103%, which is out of the value range. With the median 
and the quartiles, the actual distribution of the results is represented in a better way. 
In order to determine the quartiles and the median, the vector output has to be collected 
during the simulations because OMNeT++ does not offer to export them in scalars. Due to 
the large effort required to determine the medians and quartiles, the mean and standard 
deviation are given for the other indicators. 
6.3 Baseline 
In this section, the results of configurations without TrustedKad are presented as a base-
line to which TrustedKad is compared in the following sections. In these runs, no trust 
mechanisms are active, which means that all other nodes are trusted. As security 
measures, only replication of the content item on several nodes during Put operations is 
performed and majority decisions are used during a Get operation to identify the correct 
version of the content item. The Lookup process is not protected, because the measures 
used by Kad are susceptible to attacks as shown by the author in [1]. In addition, it is pos-
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sible to choose the node ID freely because Kad does not use any algorithm to prevent 
this. With this configuration, the security level is similar9 to the one of the Kad network. 
A subset of all possible parameter combinations is analyzed in this section to introduce 
the effects of different attack types and parameters. During routing attacks, a malicious 
node can claim to be the closest node to the desired item ID (see “isClosestAttack” in Sec-
tion 5.5.4), so the effects of this parameter are shown in this section. Network partition-
ing (cf. 2.5.3.1) has a great influence on the functioning of a P2P network, so configura-
tions with and without network partitioning are analyzed. 
During a storage attack, nodes can collude, so the effects of colluding and non-colluding 
malicious nodes are shown. In addition, a malicious node can respond to a GetHash re-
quest with the hash value of the original content item and send fake data as a response to 
a subsequent GetValue request. The results of this attack are also shown in this section. 
For routing and storage attacks, one example configuration is shown in which the mali-
cious nodes only attack 50% of the incoming requests. At the end of the section, a config-
uration is presented in which malicious nodes attack both routing and storage operations. 
6.3.1 Routing Attacks Only 
Five example configurations with different attack parameter settings are analyzed in this 
section. In the first two scenarios, the isClosestAttack parameter is set, so a malicious 
node responds that it knows no other node closer to the target than itself. This leads to 
the fact that the malicious node is probably contained in the final top numLookupResult 
nodes if no other inoffensive node returns enough closer nodes. In the following two sce-
narios, this behavior is deactivated to show the effect on the results. In the final section, a 
configuration in which the nodes attack only half of all incoming requests is presented. 
6.3.1.1 Routing Attacks With isClosestAttack in a Partitioned Network  
For this configuration, the malicious nodes answer each Lookup request with non-existing 
nodes and also insert themselves into the response messages as possible storage nodes 
of the desired content item. The node IDs of the non-existing nodes are chosen to be 
close to the target ID. In addition, the malicious nodes attack the Bootstrap process, 
which results in network partitioning. 
Figure 32 shows the Put and Get success rates. The median Put success rates decrease if 
the fraction of malicious nodes M is greater than 0%, but never fall below 85%. The failed 
Put operations occur when nodes query only non-existing nodes they have received from 
inoffensive nodes. These inoffensive nodes have previously stored the non-existing nodes 
in free spaces of their routing tables when they received a response from a malicious 
node that contained those non-existing nodes. If only malicious nodes are used to store 
the content item on, the Put operation succeeds: The node is reachable, and every node 
stores every item it receives. 
The median of the Get success rate rapidly decreases even for low fractions of malicious 
nodes: It drops to 62% with only 5% malicious nodes present and is 2% or less for 
M  20%. This shows that routing attacks are very effective even for low fractions of mali-
cious nodes. 
                                                     
9
 The Kad filesharing network uses indirect storage, whereas the network simulated for this thesis uses direct storage. 
Most functions (e.g., choice of the node ID, bootstrapping and routing) work the same way in both network types. 
However, the question of how to choose a version of a content item does not arise in filesharing networks: There is 
no single version of the content item, but a multitude of possible sources for the same file instead. 
6 Evaluation 
90 6.3 Baseline 
A small fraction of the queries fails because all requests time out, but most of the Get 
operations fail because all queried nodes state that the content item does not exist. This 
happens because of the network partitioning: Content items that are published in one 
partition can usually only be found in the same partition if malicious nodes attack both 
routing and storage operations. 
However, due to the fact that the malicious nodes attack only routing procedures but not 
storage ones in this simulation configuration, a malicious node returns the correct con-
tent item if it has been stored on it before. Therefore, the median Get success rates are 
larger than could be expected based on the estimated number of partitions (cf. 5.5.2.1): 
For M = 5%, an estimated number of about 50 partitions would mean that only approxi-
mately every 20th content item would be in the same partition as the querying node, re-
sulting in a maximum possible Get success rate of only 5%. 
The reason for the larger median Get success rates in this simulation is shown in Fig-
ure 33. It shows three network partitions: Partition A consists of nodes 1 to 5, partition B 
consists of nodes 5 to 10, and nodes 10 to 14 form partition C. One possible way of the 
development of this network is shown by the indicated bootstrap relations. 
If node 1 would store four replicas of a content item on nodes 2 to 5, the content item 
would be stored on a malicious node, node 5. If a node from partition B would attempt to 
find that content item and if node 5 would be among the nodes that are queried for the 
content item, the item would be retrieved despite the fact that is has been published by a 
node in partition A. This is because in this section, the malicious nodes attack only routing 
procedures, so node 5 responds with the content item that has previously been stored on 
 
Figure 32: Median Put and Get success rates 
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it. Please note that nodes 11 to 14 are not able to retrieve content items stored on 
node 5: Node 10 only informs about non-existing nodes and therefore separates parti-
tions B and C. 
A malicious node can form an arbitrary number of partitions and because it does not at-
tack storage, it makes content items that are stored on it available in all partitions it has 
created. Because of this, the median Get success rates are larger than expected. 
Figure 34 shows the average replica count, number of involved nodes and duration of the 
Put and Get processes. The first two decrease with increasing M; the greatest drop for 
both is between 0% and 5% malicious nodes, similar to the Get success rate. The duration 
increases and also has the greatest rise between 0% and 5% malicious nodes. 
The number of Get replicas is higher than the number of Put replicas. This is irritating at 
first, as it should not be possible to retrieve more replicas than have been stored previ-
ously. The reason is that the malicious nodes claim to be close to the content item that 
shall be published and only inform about non-existing nodes. So it is possible that a node 
attempts to query two non-existing nodes previously stored in its routing table and a ma-
licious node as the first three nodes. When queried, the malicious node informs about 
other non-existing nodes close to the queried content item and claims that it is close to 
the item. This leads to a termination of the lookup, as the requests to the non-existing 
nodes time out. As a result, only one replica of the content item is stored, in fact on the 
malicious node. This can happen with two or three malicious nodes in the first round as 
well, leading to two or three stored replicas. For simplicity, this phenomenon will be re-
ferred to as “single-replica phenomenon” from here on. 
This Put operation is counted as successful and decreases the mean Put replica count be-
cause only one replica is stored instead of the desired four. It can be assumed that the 
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is not located at the correct storage location of the content. (If it is found anyway, the 
originally stored item will be returned, as no storage attacks occur in this configuration; 
this results in a successful Get operation.) 
So the Get operation for the only replica fails in most cases. In contrast, the content items 
which are stored at the correct locations with four replicas can be retrieved in subsequent 
Get processes. This raises the mean Get replica count above the mean Put replica count, 
as only positive processes are counted. 
The single-replica phenomenon also explains why the number of involved nodes is great-
er and the mean duration is lower in Get processes than in Put processes: The mean 
number of involved nodes during Put processes is lowered by the single-replica Put oper-
ations, as they only have one involved node, namely the malicious one on which the con-
tent is stored. The mean Get duration is lower than the Put duration because the nodes 
can be reached quicker during the successful Get requests. During the single-replica Put 
operations, a lot of timeouts occur that increase the mean Put duration. 
6.3.1.2 Routing Attacks With isClosestAttack in a Non -Partitioned Net-
work 
In the second scenario, network partitioning is prevented by enforcing that each node 
bootstraps from an inoffensive node as explained in Section 5.5.2. Compared to the parti-
tioned network presented in the previous section 6.3.1.1, the Put success rate shown in 
Figure 35 is slightly lower because more timeouts occur when only non-existing nodes are 
asked to store the content item. The spread between the quartiles is reduced because in 
this configuration, there is only one large network in which all nodes have got the same 
number of nodes they can communicate with. In the previous configuration with different 
network partitions of different sizes, this is not the case, so the results spread more. 
The Get success rate is higher than before: Without network partitioning, the effect of the 
routing attacks are weakened. Figure 35 shows, however, that the Get success rate still 
decreases more than the fraction of malicious nodes increases. Nevertheless, the attack 
loses a lot of its impact: Before, the Get success rate was almost at 0% with only 20% ma-
licious nodes present. Now, it is still at 12% even with 40% malicious nodes in the net-
work because the content item cannot be stored in an unreachable network partition. 
This proves that it is vital to protect the Bootstrap operation as already stated in Sec-
tion 4.10.1. 
Figure 36 shows that the Get replica count has not changed significantly. The number of 
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involved nodes during Get operations has increased slightly, as has the mean duration. 
The number of Put replicas decreases stronger while the numbers of involved nodes and 
the mean durations have increased. The reason is that there is no partitioning anymore: 
More responding nodes can be found during the processes, which increases the number 
of involved nodes and the duration. 
6.3.1.3 Routing Attacks Without isClosestAttack  in a Partitioned Net-
work 
In contrast to the previous two configurations (cf. 6.3.1.1, 6.3.1.2), in this scenario, the 
malicious nodes only inform about non-existing nodes, but do not claim to be close to the 








Figure 36: Average replica counts, involved nodes and durations 
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slightly increases again with increasing malicious node ratio. There is a large spread be-
tween the 25% and 75% quartiles. This large variance between different nodes (or node 
groups) results from network partitioning and the fact that a malicious node does not 
claim to be responsible for the content item. When a node tries to store content and que-
ries a malicious node for closer nodes, the malicious node returns only non-existing fake 
nodes. In contrast to Section 6.3.1.1, in this scenario, the malicious node does not claim 
to be close to the content item and therefore does not include itself in the response. If 
the top numLookupResult nodes are fake ones, the query times out and the node is not 
able to store the content on any node. 
The Get success ratio increases only slightly compared to Section 6.3.1.1. Figure 38 shows 
that the number of Get replicas stays about the same, whereas the number of Put repli-
cas is increased. This shows that the fraction of single-replica Put processes is decreased: 
Without the isClosestAttack, only non-existing nodes are contained in the response of a 
malicious node – with the isClosestAttack, the malicious node is also included in the re-
sponse. 
Due to the attacks, not all replica nodes are found during the Get operation, so the Get 
replica count is significantly lower than the Put replica count. The number of involved 
nodes during Put processes slightly rises, and the average duration of a Put process is 
shorter because more responding nodes are found and fewer timeouts occur. 
6.3.1.4 Routing Attacks Without isClosestAttack in a Non -Partitioned 
Network 
In the next scenario, the network is not partitioned as in the previous configuration 
(cf. 6.3.1.3), but the malicious nodes still do not claim to be close to the content item. 
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node ratio and does not spread as wide as before. Again, the impact of the malicious 
nodes is disproportional to their fraction. It is important to notice that in this scenario, 
the Get success rate is almost identical to the Put success rate for all malicious node rati-
os: This shows that without network partitioning and without malicious nodes claiming to 
be close to the content item ID, the success rate of a Lookup only depends on the ratio of 
malicious nodes. 
Figure 40 shows that also the mean number of involved nodes and the mean duration are 
nearly identical. Only the number of Get replicas is lower than the number of Put replicas, 
which shows that, with increasing malicious node ratio, fewer of the replicas can be 
found. 
 






























Fraction of malicious nodes (M)




















Fraction of malicious nodes (M)




















Fraction of malicious nodes (M)



















Fraction of malicious nodes (M)
Get duration Put duration
6 Evaluation 
96 6.3 Baseline 
6.3.1.5 Routing Attacks With isClosestAttack and 50% Attack Probability  
In the final baseline configuration for routing attacks, the malicious nodes attack only half 
of the requests they receive; during the other half, they respond correctly. This drastically 
reduces the effect of network partitioning, because the inoffensive nodes can create links 
between network partitions when the malicious nodes behave correctly. This way, parti-
tions can be combined. 
So, as shown in Figure 41, the Put success rate is similar to the Put success rate of the 
configuration without network partitioning in Section 6.3.1.2; the Get success rate is even 
greater: For M = 40%, it is still at 37% compared to 15% without network partitioning and 
100% attack probability. This happens because it is sufficient if only one queried node 
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behaves correctly, either because it is inoffensive or because it is a non-attacking 
malicious node. 
As shown in Figure 42, the replica counts and numbers of involved nodes increase slightly 
compared to the configuration without network partitioning and 100% attack probability 
due to the non-attacking malicious nodes. The Put and Get durations are about the same. 
6.3.2 Storage Attacks Only 
After analyzing the effects of routing attacks against an unprotected network, simulations 
in which the malicious nodes conduct attacks only on the storage are analyzed in this sec-
tion. The malicious nodes attack the Get operation by delivering fake content items, i.e., 
they deliver random data instead of the correct data. Different parameters can influence 
the effectiveness of the attack: The malicious nodes can act independently or can collude 
to increase their impact (“SameInvalidContent”). They can attack any arbitrary content 
item by claiming that they store it or they can only attack items previously stored on 
them (“OnlyIfPutBefore”). It is also possible that a malicious node responds to a GetHash 
value with the correct hash of the original content item, but then sends fake data as a 
response to the GetValue query (“SendOriginalHash”). The differences for this parameter 
are shown here in detail because they are important for the analysis of TrustedKad. 
6.3.2.1 Storage Attacks Using a Fake Hash  
In the first configuration, the malicious nodes respond with fake content items and a 
matching hash, so the hash does not match the hash of the original content item. 
Figure 43 shows the success ratios of Put and Get processes. The Put success rate is al-
ways 100% for colluding and non-colluding nodes (so the two graphs overlap), because 
there are no attacks on the routing process. Hence, all nodes are reachable and store any 
item they are queried to store. With increasing fraction of malicious nodes, the Get suc-
cess rates decrease because the majority decision incorrectly chooses the fake content 
item. If the malicious nodes collude, i.e., deliver the same fake content item, the attack is 
more effective as if they act on their own. However, it should be noticed that even with 
40% colluding malicious nodes, the Get success rate is still at 71%. So the first impression 
of the storage attack is that it is effective, but only has significant impact with a high frac-
tion of malicious nodes. 
Additionally, the ratio of false positives is indicated. A false positive occurs if the content 
item that is regarded as valid at the end of a Get process is not the item that was original-
ly stored. The node that performs the Get process is not able to recognize this false posi-
tive. Therefore, with TrustedKad enabled, a positive storage rating would be given to the 
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node(s) delivering the fake content item. All failing Get processes are caused by false pos-
itives. 
The attack is conducted both with malicious nodes attacking only content previously 
stored on them and with them attacking every request they receive. However, the results 
do not differ significantly, so the mean value is shown in figures 43 and 44. 
Figure 44 shows the replica count of Put and Get processes. As expected, the demanded 
four replicas are always stored during a Put process. This is valid for all simulations in 
which only storage attacks are performed. The number of available replicas during a Get 
process linearly decreases with increasing fraction of malicious nodes that deliver their 
fake content instead of the original one. The reason for this is that the more often differ-
ent versions of a content item are found, the fewer replicas of the chosen version exist. 
The number of involved nodes shown in Figure 44 and the duration of the operations 
shown in are independent from the amount of malicious nodes. This confirms that no 
routing attacks are present because there are no timeouts: During a storage attack, the 
nodes respond immediately, in contrast to routing attacks during which timeouts occur 
when non-existing nodes are queried. Please note that the scale of the duration diagram 
is changed: The maximum is at 4s instead of 16s in figures 44 and 46. As the values for 
colluding and non-colluding malicious nodes do not differ significantly, the figures show 
their mean. 
6.3.2.2 Storage Attacks Using the Original Hash  
If the malicious nodes send the hash of the original item, they respond with the same 
hash value as the inoffensive nodes do during the GetHash phase of the Get process. 
Therefore, the querying node regards this as only one version of the content item. This 
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In the GetValue phase, the querying node asks for the full content item. After download-
ing it from one randomly selected node, it verifies the hash. If the content has been ob-
tained from a malicious node, the hash check fails because the fake data does not match 
the hash of the original data. So the node queries the next node for the content item until 
either one node delivers a matching content item or no node is left to query. The Get op-
eration succeeds if a matching content item is received and fails otherwise. This attack 
type is easy to detect, but can have an influence on the trust values of the malicious 
nodes if TrustedKad is used as shown later in Section 6.5.4. 
The results in Figure 45 show that no false positives occur because this is impossible in 
this configuration: Fake content does not match the original hash, so it will be discarded. 
This is also the reason why the results for colluding and non-colluding nodes do not differ: 
Fake content is always identified. 
It is notable that the Get success rate decreases only slightly even at rather high fractions 
of malicious nodes: The median is lower than 100% only for 35% and 40% of malicious 
nodes. This is because only one version of the content item is found during the GetHash 
phase, as the malicious nodes also return the original hash. Then, the Get operation is 
successful if only one inoffensive node is among the final nodes. 
Under the assumption that the routing process always leads to the responsible nodes and 
that the IDs of the content items are equally distributed, the theoretical probability that 
at least one of the four nodes answering the GetHash request is inoffensive can be com-
puted with the following formula of the hypergeometric probability distribution: 
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1 −
(𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑛𝑜𝑑𝑒𝑠 − 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑛𝑜𝑓𝑓𝑒𝑛𝑠𝑖𝑣𝑒 𝑛𝑜𝑑𝑒𝑠
4
)




For 35% of malicious nodes, this results in a success probability of 1 −
(1000 – 6504 )
(10004 )
≈ 98.5%. 
For 40% malicious nodes, the probability is about 97.5%; for lower fractions of malicious 
nodes, the success probability is at least 99%. The simulation results match the theoreti-
cal values. 
Conducting such an attack therefore seems to be very unattractive, as it has virtually no 
impact. However, Section 6.5.4 shows the impact of this attack on the storage trust val-
ues in a network using TrustedKad. 
The numbers of involved nodes do not differ from the numbers from the runs with fake 
hash values, so the figure is omitted. However, Figure 46 shows that the number of repli-
cas has increased. This is a result from the fact that the full content item value is only 
fetched from one node. As soon as the hash check succeeds, the query finishes and the 
other potential replicas that have been determined in the GetHash phase are not verified. 
As a result, the number of available replicas seems to be higher than it really is, as the 
malicious nodes also send the original hash in the GetHash phase and can therefore not 
be identified as malicious. Because the values do not differ significantly if the malicious 
nodes collude or do not collude, the mean is given in the figure. 
The duration of the Get processes slightly increases compared to the previous configura-
tion (cf. 6.3.2.1). This can be explained by the failing hash value checks: Asking the next 
potential replica node for the full content after a hash check has failed takes time. 
6.3.2.3 Storage Attacks Using a Fake Hash and 50% Attack Probability  
Figure 47 shows the success rates if the malicious nodes only attack 50% of all requests 
directed at them. The Put success rate is again at 100% for both colluding and non-
colluding nodes. The Get attack impact (1 - success rate) now is less than half as large as 
with an attack probability of 100% (as shown before in Figure 43). The Get success and 
false positives rates are stretched: Their median values for 5%, 10%, 15% and 20% 
malicious nodes and an attack probability of 100% are about the same as the values for 
10%, 20%, 30% and 40% for an attack probability of 50% for both colluding and non-
colluding nodes. Also in this configuration, colluding nodes have a greater impact on the 
success rate than non-colluding nodes. 
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The numbers of replicas shown in Figure 48 also increase compared to the configuation in 
which the malicious nodes always attack. The numbers of involved nodes and the 
duration of the requests do not change compared to Figure 44, so the figures are omitted. 
6.3.3 Combined Routing and Storage Attacks 
In this section, the results of simulation runs in which the malicious nodes attack both 
routing and storage operations are presented. Two main configurations are presented as 
examples. As the routing attacks have a much greater impact on the success rates than 
the storage attacks, the isClosestAttack parameter is varied between the two presented 
configurations. 
The results of simulation runs without network partitioning and with only 50% attack 
probability have been analyzed as well, but are not presented in detail in this thesis be-
cause they do not yield new insights compared to the previous configurations in which 
either routing or storage attacks occur (cf. 6.3.1, 6.3.2). 
6.3.3.1 Attacks With isClosestAttack 
Figure 49 shows the rates of Get and Put success and the false positives. The false posi-
tives are shown for attacks in which the malicious nodes attack any arbitrary content item 
and also for attacks in which they only attack items that have been stored on them previ-
ously (see parameter “OnlyIfPutBefore” explained in Section 5.5.8). 
It can be seen that the effects of both attack types are combined: As the routing attack 
has a much greater impact even for low fractions of malicious nodes, the Put and Get suc-
cess rates of the combined attack are similar to the ones of the routing attacks 
 
Figure 48: Average replica counts 
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(cf. 6.3.1.1). Because of the fact that the Put operations are always successful if only stor-
age attacks are conducted, the Put success rates are actually equal. However, the Get 
success rates of the combined attacks are even lower than the routing attack success 
rates alone, so the storage attacks further decrease them: If the querying node manages 
to avoid paths with malicious routing nodes, the content item can still be stored on mali-
cious nodes that harm the Get operation, so the failure rates of both attack types are 
added. 
In contrast to the configurations in which only storage attacks occur, the amount of false 
positives now differs between the configurations in which malicious nodes attack all Get 
requests and the ones in which they attack only if a Put has been performed on them 
previously. In the latter case, the false positives rate is always zero, because in almost all 
cases, the queried item has not been stored on the malicious node before, either due to 
the routing attacks or due to the network partitioning. But if the malicious nodes attack 
all Get requests, the rate increases with an increasing fraction of malicious nodes. The 
values for 25% malicious nodes mean that no Get request was successful (0% Get success 
rate) and that about 10% of the failed Get requests are caused by successful storage at-
tacks resulting in false positives. The rest fails due to the attacks on the routing process. 
The reason why there is a difference now is that due to the attacks on the routing, the 
“responsible” nodes identified during the Put process are most likely not the same ones 
that are found by the Lookup of the Get operation. So the content is stored on other 
nodes, and as the malicious storage nodes do not attack requests for content items that 
have not been stored previously, no false positives occur. 
The replica counts, numbers of involved nodes and durations are about the same ones as 
if only routing attacks are performed, so the figures are omitted. Due to the dominance of 
the routing attack effects, the configuration with the SendOriginalHash attack enabled 
does not differ significantly from the results of this configuration, so these results are also 
not presented in detail. 
6.3.3.2 Attacks Without isClosestAttack  
The difference between the previous configuration (cf. 6.3.3.1) and this one is that the 
isClosestAttack is not performed, so malicious nodes do not claim to be close to the con-
tent item. It should be kept in mind that the network is partitioned in both the previous 
and this configuration. 
Just as before, also in this configuration, the corresponding routing attack configuration 
presented in Section 6.3.1.3 dominates the Put and Get success rates as shown in 
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Figure 50. Again, the Put success rates including the spread between the quartiles are 
almost identical and the Get success rates are slightly lower now. Also as before, there 
are no false positives if OnlyIfPutBefore is active. 
The great difference occurs when OnlyIfPutBefore is not active, i.e., when the malicious 
nodes attack all requests directed at them. Compared to the previous configuration 
(cf. 6.3.3.1), the fraction of Get requests that fail due to false positives is significantly 
larger. The difference is that the malicious nodes do not claim to be close to the content 
item any longer, as they do in the previous configuration. The isClosestAttack leads to the 
fact that the malicious nodes are queried more often, because they are repeatedly insert-
ed into the Lookup list. By this, more random non-existing nodes are “created” that are 
added to the routing table of the querying node. When that node receives a Lookup re-
quest afterwards, it informs about those non-existing nodes, causing the Lookup to fail 
due to a timeout. That way, the probability that a Get operation fails without any existing 
node being queried at all is larger. So the fraction of Get requests that fail due to 
timeouts is greater than in this configuration. Therefore, there are more false positives in 
this configuration than in the previous one. 
Figure 51 shows that the values for the Put operations are about the same as if only rout-
ing attacks are conducted compared to Figure 38. The values for Get operations are all 
increased slightly for larger fractions of malicious nodes. This shows that fewer timeouts 
occur and more existing nodes are queried during the Get operations. 
6.4 How TrustedKad Protects Against Routing Attacks 
The network used for the simulations is similar to the Kad network, so the baseline results 
give an impression how vulnerable one of the widely used P2P networks is. Especially 
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In this section, TrustedKad’s measures against routing attacks are evaluated. First, the 
unchoking mechanism is analyzed and a reasonable routing unchoking ratio is defined for 
the remaining simulation runs. It should be mentioned that it is not possible to differenti-
ate the results between “no nodes found” and “no trustworthy nodes found” because the 
usage of the trust values changes the Lookup process from the beginning: The choice 
which nodes are inserted into the temporary Lookup list depends on trust values and has 
an influence on the result of the Lookup. 
The results of “replica count”, “involved nodes” and “duration” are not presented in this 
section. In the baseline configurations, they are used to further explain and verify the 
effects of the attacks. Samples of these results of the simulations runs presented in this 
and the following sections have been analyzed and have not yielded unusual results, so 
they are omitted in this thesis. 
The routing trust value threshold (RT) is varied from -1.0 to 1.0 in steps of 0.1. The stor-
age trust value threshold is always set to -1.0, so all nodes are trustworthy for storage. 
This does not have any impact on the results, because no storage attacks are conducted. 
If not mentioned otherwise, the results for RT = -1.0 are similar to the corresponding 
baseline configuration as shown in Section 6.3.1. Throughout Section 6.4, the term “trust 
value” is used as a short form for “routing trust value”. 
The first two simulation configurations show TrustedKad’s performance in a scenario in 
which all features are enabled (one configuration simulates a partitioned network, the 
other one a non-partitioned network). Afterwards, two worst-case scenarios are present-
ed in which it is possible for an attacker to create fake nodes, i.e., the anti-Sybil-attack 
measure does not work. Furthermore, the fake cached trust information of non-existing 
nodes designates them as trustworthy so that all nodes attempt to use them for routing. 
The last two sections present results of example configurations in which the malicious 
nodes do not attack all the time, but only 50% of all requests or after 2,000 seconds. 
6.4.1 Unchoking Analysis 
Before the actual evaluations are performed, the unchoking ratio that is to be used is de-
termined. As explained before in Section 4.13, unchoking aims to enable inoffensive 
nodes to recover from accidentally received negative ratings. If too many negative ratings 
are received, a node cannot recover from this because it is not used any longer and can-
not receive any positive ratings any more. However, unchoking slightly worsens the suc-
cess rates, because it leads to the situation that also malicious nodes that deserve the 
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For the determination of a reasonable setting, a configuration that represents a worst-
case scenario is used: The fake non-existing nodes are considered trustworthy because 
the cached trust information delivered by the malicious nodes passes the checks. In addi-
tion, the isClosestAttack is performed and the network is partitioned. 
As an example, the fraction of malicious nodes is set to 20% and the routing trust value 
threshold is 0.3, denoting that in order to be trusted, a node must have about twice as 
many positive ratings as negative ones (cf. 4.6). 
During the simulation runs, the mean and standard deviation (in parentheses) of the 
number of performed unchoking operations by each of the 1,000 nodes is 4.6 (5.5), 20.5 
(23.4) and 40.3 (45.5) for 1%, 5% and 10% unchoking ratio, respectively. So with 1% un-
choking ratio, about 4,600 times per simulation run, a node is used despite having a too 
low trust value. 
Figure 52 shows the cumulative distribution functions (CDF) of the trust values of inoffen-
sive and malicious nodes in the test configuration. For the inoffensive nodes, there is al-
most no difference between the unchoking ratios: More than 95% of the inoffensive 
nodes have a trust value of at least 0.9; for 1% unchoking, the value is best: Only 2% of 
the inoffensive nodes have a trust value below 0.9. 
For the malicious nodes, the results without unchoking are the clearest ones: More than 
20% of them have a trust value of -1.0, i.e., they have only negative ratings. For 1% un-
choking, this is still true for 8% of the malicious nodes. Also for 1% unchoking, most of the 
malicious nodes (94%) have a trust value below the trust value threshold of 0.3; the frac-
tions for the other settings are 93% (5% unchoking) and 92% (no and 10% unchoking), 
respectively. As a result, inoffensive and malicious nodes can be clearly identified using 
the trust values. 
In Figure 53, the CDF of the Get success rates of the four settings are shown. The configu-
ration without unchoking has the best results, as more nodes achieve higher Get success 
rates. The medians of the configurations without and with 1% unchoking are about the 
same at 63%, while the other two configurations reach a median of about 54%. The jumps 
in the graphs result from the fact that most nodes perform 50 Get operations during the 




For further analyses, the difference between the median trust values of the configura-
tions without and with 1% unchoking are shown in Table 11; a negative value means that 
the value for 1% unchoking is lower than the one for no unchoking. The median trust val-
ues of the inoffensive nodes do not differ significantly (the only non-zero value at 
M = 35% and RT = 0.1 is caused by rounding). The median trust values of the malicious 
nodes decrease slightly in the configuration with 1% unchoking. This happens because 
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unchoking leads to the fact that the actually untrusted nodes are used during routing. 
However, as they are again identified as malicious and rated negatively, their trust values 
decrease further. Only for M = 5% and RT £ 0.5, the configuration without unchoking has 
better results. This is explained by the fact that the median trust value is already at -1.0 in 
these scenarios. 
Table 12 shows that also the Get success rates of the two configurations do not differ 
significantly: For some configurations, they improve with unchoking, for others, they 
worsen. 
As a result of the unchoking analysis, an unchoking ratio of 1% is used during routing trust 
value evaluations. As explained before, unchoking nodes is necessary. The results show 
that lower unchoking ratios yield better results, so the ratio chosen for the remaining 
tests is 1%, because it is closest to the configuration without unchoking and even outper-
forms it in some cases. 
6.4.2 TrustedKad in a Partitioned Network 
In this and the following section, configurations are analyzed in which all of TrustedKad’s 
measures are enabled and function successfully. The subsequent two sections present 
results of configurations in which the malicious nodes are able to fake the cached trust 
information of the non-existing nodes to show that TrustedKad is able to improve the 
security of the network even in such a worst-case scenario. 
The results of the configurations with and without the isClosestAttack are similar in this 
and the following section; the graphs for both parameter settings are included anyway as 
a reference for the following results in which differences occur. The similarity is expected: 
In this scenario, the non-existing nodes returned by malicious nodes are identified as fake 
because the verification of the cached trust information fails. Therefore, they are not 
added to the temporary Lookup list and only existing nodes are contained in it. If the 
Table 11: Differences between median routing trust values of no unchoking and 1% unchoking 
  
Table 12: Differences between median Get success rates of no unchoking and 1% unchoking 
 
0% 5% 10% 15% 20% 25% 30% 35% 40%
0.0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -0.01 0.00
0.2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00















0% 5% 10% 15% 20% 25% 30% 35% 40%
0.0 0.06 -0.02 -0.03 -0.05 -0.06 -0.10 -0.10 -0.08
0.1 0.06 -0.03 -0.03 -0.06 -0.07 -0.10 -0.09 -0.06
0.2 0.06 -0.03 -0.03 -0.05 -0.07 -0.10 -0.13 -0.08
0.3 0.06 -0.02 -0.02 -0.06 -0.07 -0.12 -0.13 -0.06
0.4 0.07 -0.03 -0.03 -0.05 -0.07 -0.10 -0.13 -0.04
0.5 0.06 -0.03 -0.03 -0.05 -0.09 -0.11 -0.09 -0.09
0.6 0.00 -0.03 -0.04 -0.08 -0.09 -0.10 -0.12 -0.04
0.7 -0.04 -0.06 -0.08 -0.11 -0.08 -0.14 -0.06 -0.10
0.8 -0.07 -0.11 -0.14 -0.12 -0.22 -0.18 -0.18 -0.04















0% 5% 10% 15% 20% 25% 30% 35% 40%
0.0 0% 0% -2% -4% -4% -4% 2% 0% 0%
0.1 0% -2% -2% -4% 3% -2% 2% 0% 0%
0.2 0% -2% -2% -3% -3% -1% 2% 0% 0%
0.3 0% -2% -2% -2% 0% 2% 4% 2% 0%
0.4 0% -2% -2% -2% -4% -5% 1% 2% 0%
0.5 0% 0% -2% -5% -5% 0% -2% 0% 0%
0.6 0% 0% -2% -3% -4% 0% 0% 0% 0%
0.7 0% -2% -2% 1% 6% -2% 0% 0% 0%
0.8 0% 0% 0% -4% -2% 0% 0% 0% -2%
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cached trust information can be faked successfully, the Lookup list also contains non-
existing nodes, which leads to timeouts. Then, with isClosestAttack, a malicious node is 
inserted into the Lookup list repeatedly, which results in a difference between the config-
urations with and without isClosestAttack as described in the subsequent two sections. 
The line “border” in the diagrams is the border between the trusted zone and the un-
trusted zone: Values above the line indicate trustworthiness; nodes with a value below 
the line are not trusted. So if the median is below the line, at least 50% of the nodes are 
not trustworthy. Ideally, all quartiles of the inoffensive nodes are on or above the line, 
and all quartiles of the malicious nodes are below the line. 
The median trust values of the malicious nodes are -1.0 in almost all cases as shown in 
Figure 54, so they are clearly identified as malicious. This is also true for the inoffensive 
nodes for all M and RT £ 0.2. For larger RT, the median trust values decrease below the 
trust threshold towards the minimum of -0.4; this happens the earlier, the larger M is. 
The reason why the inoffensive nodes receive negative ratings is as follows: When a node 
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performs a Lookup, it inserts all nodes that are included in the response message into its 
routing table regardless of their trust value because it needs to be able to inform about all 
nodes (cf. 4.10.2). When it receives a Lookup request from another node afterwards, it 
responds with nodes from its routing table. Among these nodes, there are also non-
existing fake nodes it received during its own previous Lookups. Because of this, the inof-
fensive node does not lead to the final node or even to any responding other node and 
therefore receives a negative rating. 
Starting at a trust threshold of 0.3 with M ≥ 30%, the median trust value of the inoffensive 
nodes is below the threshold. This means that less than half of the inoffensive nodes are 
regarded as trustworthy. However, Figure 55 shows that even in these cases in which the 
median trust values of the inoffensive nodes are lower than the threshold, more than half 
of the trusted nodes are inoffensive. The only reason why there are trusted malicious 
nodes is because they are still in the grace phase: The trust values of the malicious nodes 
are either -1.0 (not trustworthy) or 1.0 (still in grace phase). Due to the fact that fewer 
inoffensive nodes are trusted for larger RT, the fraction of trusted nodes that are mali-
cious increases. The values for RT = -1.0 are included for completeness: All nodes are re-
garded as trustworthy, so the fraction of trusted nodes that are malicious is equal to M. 
In Figure 56, it can be seen that all Put operations are successful except for when all 
nodes are trusted regardless of their trust value (RT = -1.0). So TrustedKad enables the 
nodes to find other nodes on which they can store their content items even if the net-
work is partitioned. As the results for RT = -1.0 are similar to the results of the corre-
sponding baseline runs (cf. 6.3.1.1, 6.3.1.3), TrustedKad improves the functioning of the 
network significantly: Regardless of the fraction of the malicious nodes, the Put opera-
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Figure 57 shows the median Get success rates for M = 5%, M = 20% and M = 35%; the 
other results can be found in Annex A.1.1. Also here, the Get success rates improve signif-
icantly compared to the baseline results. For M = 5%, it is greater than 95% for RT ≤ 0.6 
with the baseline being less than 70%. Due to the network partitioning, the results have a 
large spread between the quartiles, as it is visible in the corresponding baseline simula-
tions in sections 6.3.1.1 and 6.3.1.3. As explained in Section 6.3.1.1, the queried content 
items cannot be found if they have been published in an unreachable partition. This effect 
grows stronger with an increasing fraction of malicious nodes, as more partitions are 
formed. Also because of this, the median fluctuates more the larger the fraction of mali-
cious nodes is. 
Nevertheless, the Get success rates increase significantly compared to the baseline runs. 
This is because the creation of network partitions is limited considerably by TrustedKad: 
During Bootstrap operations, a grace value of 0 is used during the computation of routing 
trust values (cf. 4.10.1). Therefore, as soon as a node has received its first routing rating, 
it is evaluated if it is trustworthy for routing operations before it is used as Bootstrap 
node. So nodes that have received too many negative ratings are not used for Bootstrap. 
This way, the number of partitions is limited significantly because if malicious nodes are 
used less often for Bootstrap operations, fewer partitions are created. 
6.4.3 TrustedKad in a Non-Partitioned Network 
In the previous section 6.4.2, the network is partitioned. This section analyzes a network 
in which only inoffensive nodes are used for the Bootstrap, leading to a non-partitioned 
network. TrustedKad enables a node to enhance the security of its Bootstrap operation by 
verifying the cached trust information of a node at its trust management nodes as de-
scribed in Section 4.10.1. So the normal case for a network that uses TrustedKad should 
be that it is not partitioned. 
Figure 58 shows that the median trust values of the inoffensive nodes are slightly greater 
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than the ones of the previous section. The decrease of the lines, however, starts at about 
the same values for M and RT. The median trust values of the malicious nodes are now 
always -1.0 without exceptions. 
The fractions of trusted nodes that are malicious are shown in Figure 59. In almost all 
cases, no malicious nodes are trusted. However, there are several outliers in the figure: 
They occur in parameter combinations in which the total amount of trusted nodes is very 
low – in several combinations, there are no trusted inoffensive nodes at all, resulting in 
outliers in which the fraction of trusted nodes that are malicious is 100% if there is a sin-
gle malicious node that is still in its grace phase. In the previous configuration (cf. 6.4.2), 
there are significantly more nodes in total that are trusted, so outliers do not occur. 
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tion. However, now, the median Put success rate is 100% even for RT = -1.0. This is due to 
the fact that every node knows at least one inoffensive node, namely its bootstrap node. 
The median Get success rates shown in Figure 61 are significantly greater than in the par-
titioned network. In addition, they do not have such large spreads between the quartiles 
as before, so all lines can be included in the figure. As with the Put success rates, even for 
RT = -1.0, the median Get success is 100%. This shows that TrustedKad is able to signifi-
cantly improve the security of the network. The median Get success rates begin to de-
crease at about the same value of RT as when the median trust value of the inoffensive 
nodes starts to decrease as well. So the number of trustworthy nodes decreases quickly, 
and with it the Get success rate, because the nodes are not able to reach the nodes on 
which the content item has been originally stored by the publishing node. 
6.4.4 TrustedKad in a Partitioned Network  With Successfully 
Faked Cached Trust Information  
The results of the previous two sections 6.4.2 and 6.4.3 show that TrustedKad is able to 
significantly improve the Get success rates compared to the baseline. However, as ex-
plained in Section 2.5.1, the Sybil attack and therefore the creation of fake cached trust 
information cannot be completely averted. So in the following configurations, the non-
existing nodes contained in the Lookup response messages of the malicious nodes are 
regarded as trustworthy. The querying nodes therefore attempt to contact those nodes. 
The effects of this worst-case scenario are analyzed in this and the following section, 
starting with a partitioned network. 
Figure 62 shows the median trust values of inoffensive and malicious nodes. It contains 
two different configurations, one with isClosestAttack enabled and one without. In both 
configurations, malicious nodes do not inform about other existing nodes, but only about 
non-existing nodes. In the configuration with isClosestAttack, the malicious nodes addi-
tionally declare themselves as responsible for the content item’s ID space and insert 
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themselves into the response list as the only existing node in it. The results of the configu-
rations with and without isClosestAttack differ now because the malicious nodes’ re-
sponses contain one reachable node if the attack is conducted and no reachable node if 
not. 
With isClosestAttack, the inoffensive nodes are clearly identified as such for RT £ 0.8. The 
median trust values of the malicious nodes are below the border for -0.5 £ RT £ 1.0. For 
M £ 35%, this is also true for the 75% quartile for -0.1 £ RT ≤ 0.6, and for -0.9 £ RT £ 0.8, 
the median trust value of the malicious nodes is below 0, which indicates more negative 
than positive ratings. 
Without isClosestAttack, inoffensive nodes are also clearly identified, but with slightly 
greater spread than with isClosestAttack. Their median trust value decreases earlier for 
M  20%. This is because with the isClosestAttack, the malicious nodes always insert 
themselves in the response list, which leads to them being queried repeatedly during one 
Lookup operation. Without the isClosestAttack, the malicious nodes only inform about 
non-existing nodes and are not queried several times per Lookup. So without the isClos-
estAttack, more inoffensive nodes are potentially queried and can get false negative rat-
ings, e.g., for only informing about non-existing nodes that they previously inserted into 
their routing tables. 
The malicious nodes are identified more clearly than with isClosestAttack present: Their 
median trust value is always -1.0 for RT  -0.9; only for M  30% and RT = -1.0, all nodes, 
inoffensive and malicious ones, have a median trust value of 1.0. The 75% quartile of the 
median trust values is also -1.0 in most cases; the only exceptions are M = 40% and 
RT = 0.1 and RT  0.3, M = 35% and RT  0.7 and M = 30% and RT  0.9. So in part, the 
isClosestAttack is successful, as it increases the median trust values of the malicious 
nodes. 
However, Figure 63 shows that the fraction of trusted nodes that are malicious is always 
below the fraction the malicious nodes have in total. Only without isClosestAttack and 
large M and RT, the fraction of trusted nodes that are malicious is one or two percentage 
points larger than the fraction of malicious nodes in total. For the vast majority of param-
eter combinations, the fraction is well below 10%. 
In Figure 64, the median Put success rates are shown. Compared to the baseline (about 
the same as the values for RT = -1.0; cf. 6.3.1.1, 6.3.1.3), they have increased in all cases, 
so TrustedKad is able to counter the routing attacks in scenarios with network partitions 
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The Get success rates are only shown for fractions of malicious nodes of 5%, 20% and 35% 
to retain clarity in Figure 65. The diagrams for all fractions of malicious nodes can be 
found in Annex A.1.2. TrustedKad improves the Get success rates significantly: For 
M = 5%, the median Get success rate is greater than 90% for -0.9 £ RT £ 0.8; the baseline 
was only at 63% (cf. 6.3.1.1). Even with 35% malicious nodes present, the median Get 
success rate is greater than the value of 0% of the baseline; the 75% quartiles are often 
even greater than 40%. For the attacks without isClosestAttack, the tendency is the same 
with slightly greater values in almost all cases. For greater M, the spread between the 
quartiles increases because of the network partitioning. The difference is shown in the 
following section in which a non-partitioned network is analyzed. 
The reason for the greatly improved Get success despite the successfully faked cached 
trust information rates is that with TrustedKad, the node IDs of the non-existing nodes 
cannot be chosen freely any longer. So now, the non-existing nodes are not necessarily 
the closest nodes to the target ID. Therefore, the possibility that there is still an existing 
node among the top nodes of the Lookup list after a malicious node has sent information 
about fake nodes is much greater than before. The baseline values shown in Sec-
tions 6.3.1.1 and 6.3.1.3 are generally even worse than the values for RT = -1.0 for the 
same reason. 
Due to the fact that more existing nodes are asked for content items, almost no Get op-
erations fail anymore because no responding node can be found. Instead, almost all op-
erations fail because the existing nodes respond that the item does not exist. This is 
caused by the network partitioning and the fact that in this configuration, all nodes would 
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6.4.5 TrustedKad in a Non-Partitioned Network With Success-
fully Faked Cached Trust Information 
In this section, the effects of routing attacks on a non-partitioned network in which the 
malicious nodes can successfully fake the cached trust information are analyzed. Com-
pared to the previous section 6.4.4 with a partitioned network, the median trust values of 
both inoffensive and malicious nodes spread less as shown in Figure 66. With the isClos-
estAttack, the median trust values of the inoffensive nodes are also at 1.0 for RT ≤ 0.7. 
Afterwards, they decrease slightly stronger. As a balance, the median trust values of the 
malicious nodes also decrease significantly, as all quartiles are in the untrusted zone (ex-
cept for RT ≤ -0.9). So the malicious nodes are clearly identified. 
If the malicious nodes do not perform the isClosestAttack, this situation is clearer yet: 
Even the 75% quartiles of the trust values of the malicious nodes are never greater 
than -0.95. As before in the partitioned network, the median trust values of the inoffen-
sive nodes decrease earlier; but compared to that configuration, they are greater now 
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and decrease later for M ≥ 25%. 
Figure 67 shows that the fractions of trusted nodes that are malicious are considerably 
lower than in the partitioned network; they are close to 0% in most cases. The increases 
towards RT = 1.0 result from the fact that the total number of trusted nodes rapidly de-
creases because the median trust values of the inoffensive nodes quickly fall below the 
threshold for these large RT. So a much smaller fraction of malicious nodes that has a 
trust value above the threshold is required to have a significant effect on the network. 
The result that the nodes perform better in the non-partitioned network can also be ob-
served in the median of the Put success rates in Figure 68, as they also increase. As in the 
previous section, they increase compared to the baseline (cf. 6.3.1.2, 6.3.1.4). 
The Get success rates can be shown for all analyzed fractions of malicious nodes in 
Figure 69 because they only spread slightly and significantly less than in the partitioned 
network. In addition, they are also considerably greater, especially for large fractions of 
malicious nodes. So the nodes on which the content item has been stored can be found in 
many cases. Thus, the effect of the routing attacks with successfully faked cached trust 
information is diminished if at least the Bootstrap process can be protected successfully 
so that no network partitioning occurs. 
This example shows very impressively how important the protection of the Bootstrap 
operation is. Both with and without the isClosestAttack, the threshold up to which the 
results are acceptable is RT = 0.7; larger thresholds result in much fewer nodes that are 
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6.4.6 Attack Probability 50% With Successfully Faked Cached 
Trust Information 
In all previous configurations presented in Section 6.4, the malicious nodes attack all in-
coming requests. Now in this configuration, the malicious nodes attack only half of them. 
The cached trust information is successfully faked as in Sections 6.4.4 and 6.4.5. The net-
work is partitioned at first, but due to the fact that the nodes only attack in 50% of all 
cases, the partitions become connected when a malicious node responds with existing 
nodes when it does not attack instead of only with non-existing ones. 
Compared to the results shown in Section 6.4.5 in which the malicious nodes always at-
tack, Figure 70 shows that the median trust values of the inoffensive nodes in the config-
uration with isClosestAttack are about the same up to RT = 0.8. As could be expected, the 
median trust values of the malicious nodes are greater than before because the nodes 
only attack half of the requests. This also explains why the median trust value is close 
to 0: It means that a node has received about as many positives ratings as negative ones, 
 
With isClosestAttack, inoffensive nodes 
 
Without isClosestAttack, inoffensive nodes 
 
With isClosestAttack, malicious nodes 
 
Without isClosestAttack, malicious nodes 























Routing trust value threshold (RT)
Border M=0% M=5% M=10% M=15%


















Routing trust value threshold (RT)
Border M=0% M=5% M=10% M=15%


















Routing trust value threshold (RT)
Border M=5% M=10% M=15% M=20%


















Routing trust value threshold (RT)
Border M=5% M=10% M=15% M=20%







-1.0 -0.5 0.0 0.5 1.0
TN
M
Routing trust value threshold (RT)
M=0% M=5% M=10% M=15% M=20%







-1.0 -0.5 0.0 0.5 1.0
TN
M
Routing trust value threshold (RT)
M=0% M=5% M=10% M=15% M=20%
M=25% M=30% M=35% M=40%
6 Evaluation 
6.4 How TrustedKad Protects Against Routing Attacks 117 
which should be the result if a node only attacks half of the requests. 
For RT ≥ 0.9, the median trust values of the inoffensive nodes decrease as with 100% at-
tack probability. The trust values of the malicious nodes spread. Due to the fact that they 
are only queried if the unchoking process allows it, they can improve their trust value. 
Therefore, the median trust values increase in the configurations with larger fractions of 
malicious nodes: In these configurations, fewer nodes are trusted in total, so the unchok-
ing mechanism chooses a malicious node for unchoking more often than in the configura-
tions with fewer malicious nodes. 
In the parameter combinations without isClosestAttack, the median trust values of inof-
fensive and malicious nodes have a greater spread for RT < 0.0: The malicious nodes do 
not claim to be the closest nodes to the content item and are only queried once during 
the routing, so it is more likely that they are not contained in the final result list. This way, 
they are harder to identify as malicious. This changes for RT ≥ 0.0 because then, the me-
dian trust values of the malicious nodes are below the threshold and they are queried less 
frequently. So the inoffensive nodes receive more positive ratings. The median trust val-
ues of both kinds of nodes decrease towards RT = 1.0: The number of false negative rat-
ings given to the inoffensive nodes is too high, so the total number of trusted nodes de-
creases. 
Figure 71 confirms this: for RT < 0.0, the number of trusted nodes that are malicious is 
about equal to M. Beginning at about RT = 0.0, the number of trusted nodes that are ma-
licious is close to zero until the total number of trusted nodes decreases. 
The median Put success rates are shown in Figure 72. For RT ≥ 0.0, they are close to 100% 
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be successful. This can also be a malicious node, which is the reason why the median Put 
success rate are only slightly lower than 100% with isClosestAttack and lower RT: The ma-
licious nodes always insert themselves into the result list. This way, in most cases, there is 
at least one node among the final result nodes. This is not the case without the isClos-
estAttack: Due to the fact that nearly all malicious nodes are trusted for RT < 0.0, the Put 
success rate is rather low: They are trusted and, hence, their routing attacks succeed. 
Figure 73 shows that the Get success rates are greatly improved compared to the configu-
ration with 100% attack probability in a partitioned network as shown in Section 6.4.4. In 
addition, all parameter combinations can be shown in the figure because the results do 
not spread as much as before. Also compared to the results of a non-partitioned network 
in which the nodes always attack as presented in Section 6.4.5, the Get success rates im-
prove slightly. The attacks with 50% attack probability are more successful for thresholds 
below 0.0; however, choosing such a threshold means that it is acceptable if a node re-
ceives more negative than positive ratings, which is not reasonable. 
In summary, the malicious nodes reach their goal of achieving a better trust value. The 
drawback of attacking only in 50% of all cases is that the network is not harmed as much 
as if the nodes attacked always, so the Put and Get success rates improve. 
However, the malicious nodes are still clearly identified, and because of this, the overall 
success rates improve considerably compared to a partitioned network. The impact of the 
attacks is less than half as strong as when the malicious nodes attack always. The Put and 
Get success rates also improve compared to a non-partitioned network, so TrustedKad 
successfully counters this attack variation. 
6.4.7 Malicious Nodes Attack after 2,000 Seconds  With Success-
fully Faked Cached Trust Information 
In this configuration, the nodes do not attack during the first half of the simulation time – 
they act as traitor nodes as described in Section 2.5.4.2. The goal of this attack variation is 
to receive positive ratings at the beginning and to exploit the high trust values afterwards 
to conduct attacks. Due to the fact that the nodes do not attack at the beginning, the 
network is not partitioned. It should be kept in mind that the results show the situation 
after 4,000 seconds of simulation time, so the success rates contain the results from the 
first 2,000 seconds in which no attacks occur and the results of the last 2,000 seconds in 
which attacks are conducted. The trust values and fractions of malicious trusted nodes 
are taken at the end of the simulation time. 
The reason for giving the combined results of both phases is to be able to compare the 
results in this section to, e.g., the results of the previous Section 6.4.6, in which the nodes 
attack from the start, but only 50% of all requests. In addition, the combination of the 
non-attacking and the attacking phase shows the “net present value”10 of the attack vari-
ation for the malicious nodes and whether it is worthwhile to behave inoffensively for a 
certain amount of time so that the attacks might be more effective afterwards. 
The median trust values of the malicious nodes shown in Figure 74 indicate that this at-
tack variation does not improve the impact of routing attacks. After the total simulation 
time of 4,000 seconds, the malicious nodes are clearly identified: Beginning at RT = -0.3 
with isClosestAttack and RT = -0.4 without it, their median trust value is below the 
threshold, so they are not trusted for routing. Because of this, they are not able to receive 
                                                     
10
 In finance, the net present value shows the value of a series of incoming and outgoing cash flows. 
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any more ratings, so their trust values will stay below the threshold. From time to time, 
they may receive requests due to unchoking; however, this will further decrease their 
trust value (cf. 6.4.1). 
For lower values of RT, the median trust values of the malicious nodes are between -0.3 
and -0.4 and -0.4 and -0.5, respectively, which denotes that they have about two to three 
times as many negative ratings as positive ones. As in the previous configuration with 
50% attack probability (cf. 6.4.6), the inoffensive nodes have a median trust value of 1.0 
with isClosestAttack and a median trust value that spreads from about 0.7 to 1.0 without 
isClosestAttack. This value improves the clearer the malicious nodes are identified and 
the higher the trust value threshold is set. 
Figure 75 shows that similarly to the previous configuration, the fraction of malicious 
trusted nodes is 0 for 0.0 ≤ RT ≤ 0.9 with isClosestAttack; without it, it is 0 even for lower 
RT because the trust values of the malicious nodes are lower. This shows that TrustedKad 
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is able to cope with malicious nodes that attempt to cover themselves by behaving well at 
first and then start to attack. 
The median Put success rates are shown in Figure 76. With isClosestAttack, the Put suc-
cess rates are always close to 100% because the malicious nodes always insert them-
selves into the result list if they attack. This way, at least one node on which the content 
item can be stored is found during most operations. Without isClosestAttack and for low 
values of RT, the situation is similar to the previous configuration (cf. 6.4.6). However, it 
can be seen that the attack variation has a greater impact on the Put success: In this con-
figuration, all malicious nodes start acting maliciously at the same time after having 
earned high trust values. The malicious behavior can be identified immediately and is pe-
nalized with negative ratings, but it still takes time for the trust value of a malicious node 
to fall below the threshold. So, the attack is more effective at first than always attacking 
half of all requests. But at the end of the simulation, TrustedKad has identified the mali-
cious nodes, so they will be avoided afterwards, leading to even higher success rates for 
new Put operations. 
The same is true for the Get success rates shown in Figure 77. In the configuration with 
isClosestAttack, they are greater than the success rates with 50% attack probability be-
cause of the unimpeded first 2,000 seconds. Without the isClosestAttack, the results are 
worse: As the malicious nodes do not insert themselves into the result list, they are not 
queried even if they store the desired content item (remember that malicious nodes only 
attack routing operations, so they return the correct item if queried for it). Still, also the 
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6.5 How TrustedKad Protects Against Storage Attacks 
In the previous section 6.4, TrustedKad’s effectiveness to counter attacks against the 
routing process is evaluated. In this section, attacks against the storage operations are 
analyzed. Hence, in all configurations that are presented in this section, the malicious 
nodes do not conduct any routing attacks and the routing trust value threshold (RT) is set 
to -1.0. The storage trust value threshold (ST) is varied from -1.0 to 1.0 in steps of 0.1. 
Similar to the previous section, the term “trust value” is used as a short form for “storage 
trust value” throughout Section 6.5. 
As before, the unchoking ratio is determined at first, followed by the simulation results. 
The exemplary configurations are chosen to show that TrustedKad’s approaches of the 
most trustworthy group and the concealment of the node ID are useful and lead to im-
proved results. In addition, the impact of the SendOriginalHash attack is evaluated as well 
as attacks by malicious nodes that attack only 50% of all requests or after 2,000 seconds. 
6.5.1 Unchoking Analysis  
As before for routing attacks in Section 6.4.1, a reasonable unchoking ratio needs to be 
determined also for storage attacks. Again, unchoking ratios of 0%, 1%, 5% and 10% are 
analyzed for M = 20% and ST = 0.3. For the analyses, only configurations with non-
colluding malicious nodes are used. For 1%, 5% and 10% unchoking ratio, the mean and 
standard deviation (in parentheses) of the number of unchoking operations conducted by 
every node is 2.1 (2.6), 10.4 (10.9) and 20.7 (21.4), respectively. 
Figure 78 shows the CDFs of the trust values. For the malicious nodes, the results of the 
different unchoking ratio settings are about the same. For all configurations, 99% of the 
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they are correctly identified. About the same is true for the inoffensive nodes: 89% to 
91% of the inoffensive nodes are correctly identified as trustworthy. The trust value dis-
tribution below the threshold is better if 1% unchoking is used because more nodes have 
a trust value that is close to the threshold: The closer to the threshold the trust value is, 
the sooner the node can be regarded as trustworthy again because it needs fewer posi-
tive ratings to balance its negative ratings. 
As shown in Figure 79, there are no significant differences between the unchoking rates 
for the Get success rates and the false positives rates. The Get success rates are virtually 
identical. The false positives rates differ only in the amount of nodes that have not re-
ceived any false positives. So, for further analyses, a storage unchoking ratio of 1% is 
used. 
Table 13 shows the differences between median storage trust values of the configura-
tions without unchoking and with 1% unchoking ratio. A positive value means that the 
value for 1% unchoking is higher than the corresponding value for no unchoking. The me-
dian trust values of the malicious nodes do not differ at all because in both configura-
tions, they are -1.0. The median trust values of the inoffensive nodes differ the more, the 
higher the threshold is chosen and the more malicious nodes are present. However, the 
amount of trustworthy nodes is almost equal as shown in Figure 78. In that figure, it is 
also visible that, e.g., the 5% percentile differs considerably between the configurations. 
Nevertheless, the amount of trusted nodes is almost equal, and the distribution of the 1% 
unchoking ratios is more advantageous than the distribution of 5% and 10% unchoking. 
The difference becomes visible in Table 13 because with increasing ST and M, this behav-
ior shifts from the 5% percentile to higher percentiles such as the median (which is the 
50% percentile). 
As shown in Table 14, there is almost no difference in the rates of false positives and only 
Table 13: Differences between median storage trust values of no unchoking and 1% unchoking 
  
Table 14: Differences between median Get success rates and false positives rates of no unchoking and 
1% unchoking 
  
0% 5% 10% 15% 20% 25% 30% 35% 40%
0.0 0.00 0.00 0.00 0.00 0.00 0.00 -0.01 -0.01 0.00
0.1 0.00 0.00 0.00 0.00 0.00 0.00 -0.01 0.00 0.00
0.2 0.00 0.00 0.00 0.00 0.00 -0.01 -0.01 0.00 0.01
0.3 0.00 0.00 0.00 0.00 -0.01 -0.01 0.00 0.02 0.03
0.4 0.00 0.00 0.00 0.00 -0.01 0.01 0.04 -0.04 -0.12
0.5 0.00 0.00 0.00 -0.01 -0.02 -0.05 -0.13 -0.16 -0.20
0.6 0.00 0.00 0.01 -0.06 -0.13 -0.18 -0.23 -0.23 -0.26
0.7 0.00 -0.06 -0.15 -0.20 -0.24 -0.26 -0.27 -0.28 -0.31
0.8 0.00 -0.15 -0.21 -0.23 -0.25 -0.26 -0.26 -0.26 -0.29















0% 5% 10% 15% 20% 25% 30% 35% 40%
0.0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00















0% 5% 10% 15% 20% 25% 30% 35% 40%
0.0 0% 0% 2% 2% 2% 2% 2% 2% 4%
0.1 0% 0% 2% 2% 2% 4% 2% 4% 4%
0.2 0% 0% 2% 2% 2% 2% 2% 2% 6%
0.3 0% 0% 2% 2% 2% 2% 4% 4% 4%
0.4 0% 0% 2% 2% 2% 2% 2% 4% 4%
0.5 0% 2% 2% 4% 2% 4% 3% 4% 3%
0.6 0% 2% 4% 4% 2% 2% 3% 3% 2%
0.7 0% 3% 1% 1% -1% 1% -1% -1% -1%
0.8 0% -1% -2% -4% -3% -5% -5% -3% -4%















0% 5% 10% 15% 20% 25% 30% 35% 40%
0.0 0% 0% 0% 0% 0% 0% 0% 0% 0%
0.1 0% 0% 0% 0% 0% 0% 0% 0% 1%
0.2 0% 0% 0% 0% 0% 0% 0% 0% 0%
0.3 0% 0% 0% 0% 0% 0% 0% 0% 0%
0.4 0% 0% 0% 0% 0% 0% 2% 0% 0%
0.5 0% 0% 0% 0% 0% -2% 0% 0% 0%
0.6 0% 0% 0% 0% 0% 0% 0% -2% 0%
0.7 0% 0% 0% 0% 0% 0% 0% 0% 0%
0.8 0% 0% 0% 0% 0% 0% 0% 0% 0%
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minor differences in the Get success rates. As explained before, unchoking nodes is nec-
essary. The results show, however, that lower unchoking ratios yield better results not 
only against routing attacks, but also against storage attacks, so the ratio chosen for the 
remaining tests is 1%. 
6.5.2 TrustedKad 
In this section, TrustedKad’s effectiveness against storage attacks is analyzed. All of the 
countermeasures presented in Chapter 4 are used: The content item provided by the 
most trustworthy group is chosen (as explained in Section 4.11.2), and due to the con-
cealment of the content item ID, malicious nodes cannot attack any arbitrary content 
item they are queried for, but only items that have been previously stored on them (as 
explained in Section 4.12). 
In Figure 80, the median trust values of inoffensive and malicious nodes are shown for 
colluding and non-colluding nodes. With non-colluding nodes, the inoffensive nodes’ me-
dian trust values are above the threshold for all fractions of malicious nodes for ST ≤ 0.3; 
for M = 5%, this is true up to ST = 0.6. It is also visible that even the 25% quartile never 
falls below 0.0, so most of the inoffensive nodes do not receive more negative ratings 
than positive ones. The median stays close to the threshold, so if an untrusted inoffensive 
node that is unchoked and used during a Get process, it has a higher trust value than an 
unchoked malicious node, so the choice of the content item based on the most trustwor-
thy node group is still correct. The malicious nodes are clearly identified as such: For all 
ST, their median trust values are -1.0, and only for large M and ST, the 75% quartile is 
greater than -1.0. 
The results are almost the same for the configuration with colluding nodes: Depending on 
M, the median trust values of the inoffensive nodes fall below the threshold between 
ST = 0.4 and ST = 0.7. Due to the collusion of the malicious nodes, the spread between the 
25% and 75% quartiles increases because some of them are able to manipulate the choice 
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of the content item in their grace phase: In this phase, they are regarded as trustworthy, 
so malicious and inoffensive nodes both have a trust value above the threshold. If the 
malicious nodes collude, they deliver only one fake version of the content item, so the 
chance to win the most trustworthy node group decision is greater than if they delivered 
several fake content items. However, due to the concealment of the content item ID, this 
is only possible if the content item has been stored on them before. Almost all of the me-
dian trust values of the malicious nodes are still at -1.0, and only for M ≥ 30%, the 75% 
quartiles reach values above 0.0. So despite their collusion, the malicious nodes are still 
clearly identified. 
The fraction of trusted nodes that are malicious is very small for non-colluding nodes as 
shown in Figure 81: For M ≤ 15%, it is always 0% (except for ST = -1.0), and even for 
M = 40%, the maximum is 6%. The attack is significantly more effective if the malicious 
nodes collude; nevertheless, TrustedKad is still able to keep the amount of trusted nodes 
that are malicious considerably lower than M: For M ≤ 30%, the fraction is not greater 
than 15%, and for M ≤ 20%, it is 5% at most. 
The median Put success rates are shown in Figure 82. They do not differ significantly in 
dependence of whether the nodes collude or not. The rates are greater than 90% for all 
M and ST ≤ 0.4. For larger ST, they decrease. This happens because the total number of 
trusted nodes decreases quickly for ST ≥ 0.6: The fewer nodes are trusted in total, the 
greater is the probability that there is no node in the final Lookup result list that is trusted 
for storage. If this is the case, the Put operation fails. For example, for ST = 0.8 and 
M ≥ 5%, only 6% to 10% of all nodes are trustworthy for storage. Still, the median Put 
success rate is at 58% to 73% (values for non-colluding malicious nodes), so in these cas-
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the low numbers of trusted nodes because the final node list contains up to 16 nodes to 
cope with situations in which many nodes are trusted for routing but not for storage (as 
explained in Section 5.5.2.1). The results also match the theoretical results of the hyper-
geometric probability distribution formula shown in Section 6.3.2.2. 
Figure 83 shows the median Get success and the false positives rates. A Get operation is 
regarded as successful if the node is able to retrieve the content item that has been 
stored originally. A false positive denotes that a node believes to have found the correct 
content item, but actually has chosen a wrong version of it, which should be avoided in 
any case. 
For colluding and non-colluding nodes, the Get success rates are better than the baseline 
results for ST ≤ 0.3 (cf. 6.3.2.1). For larger ST, the Get success rates start to decrease. The 
reason for the failing Get success operations is that a node has not found any trustworthy 
node to retrieve the content item from, so it cancels the operation: TrustedKad enables 
the node to decide to not choose any item from any node because it does not trust the 
result to be correct. Consequently, TrustedKad leads to a decrease of the false positives 
rates towards ST = 1.0, as the nodes rather choose to cancel the operation instead of 
choosing a fake content item. So the Get success rates decrease only because the nodes 
decide to cancel the operation and not because they accept wrong data. 
6.5.3 Majority Decision, No Content ID Concealment 
The effectiveness of TrustedKad’s functions “most trustworthy node group” and “con-
cealment of the content item ID” is proven in this section. Hence, the nodes perform a 
majority decision instead of the most trustworthy node group approach. Additionally, the 
malicious nodes attack every Get request directed at them instead of only the ones con-
cerning content items that have been stored on them previously. 
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Compared to TrustedKad with all features activated, the median trust values of the inof-
fensive nodes shown in Figure 84 decrease earlier and stronger: They fall below the 
threshold already for lower ST than before. In addition, the medians are lower and the 
quartiles spread more, so there are more inoffensive nodes with lower trust values. The 
effect is greater if the malicious nodes do not collude: If they collude, they are able to 
gain high trust values during their grace phases as shown in Section 6.5.2, so TrustedKad 
does not identify them as clearly as if they do not collude. However, the majority decision 
and the missing concealment of the content item ID still decrease the median trust values 
of the inoffensive nodes. 
The comparison of the median trust values of the malicious nodes yields even greater 
differences. For non-colluding nodes, the median trust values are always -1.0 for Trusted-
Kad. Now, in this configuration, they rise up to -0.17, and the 75% quartiles even reach 
values above 0.0. The difference is even larger for colluding malicious nodes: Before, the 
median trust values are rarely greater than -1.0. But without the two TrustedKad func-
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tions, they rise up to 0.5 for large fractions of malicious nodes; even for only 5% of mali-
cious nodes, they rise up to -0.22. 
The colluding malicious nodes can achieve such high trust values because they win the 
majority decision in many cases and receive positive ratings due to that. In addition, the 
inoffensive nodes whose correct version is not chosen receive a negative rating. And be-
cause the malicious nodes attack all incoming Get requests, they can also win the decision 
if they do not collude with a higher probability because if only one of the nodes that are 
queried during a Get operation is inoffensive, the choice of the majority decision is ran-
dom: There are as many different versions as there are responses. So the malicious nodes 
achieve larger trust values also if they do not collude. 
In Figure 85, the trend continues: The number of trusted nodes that is malicious increases 
significantly compared to the full TrustedKad. For non-colluding nodes, this fraction in-
creases for M ≥ 20% and towards ST = 1.0, so more and more malicious nodes can disrupt 





Figure 86: Median Put success rates 
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the fraction of trusted nodes that is malicious is even higher than the fraction of the total 
number of nodes that is malicious. This shows that the two features are required for 
TrustedKad to be able to protect the network from malicious nodes. 
Also the Put success rates shown in Figure 86 are worse than with full TrustedKad with 
non-colluding malicious nodes. The rates with colluding nodes, however, are only slightly 
worse because enough “trusted” nodes are found to store the content items on. 
As with the Put success rates, also the Get success rates shown in Figure 87 are worse due 
to the reduced trust values of the inoffensive nodes and the improved ones of the mali-
cious nodes. For both colluding and non-colluding nodes, the decrease of the success 
rates starts earlier than with full TrustedKad; the higher M, the earlier it starts. Also the 
minimum is lower than before. In addition, the false positives rates do not decrease 
steadily as before, but instead increase before decreasing slightly again. For colluding 
nodes, the maximum fraction of false positives is even considerably greater than M for 
M ≥ 30%. 
Summarizing, the results of this section clearly show that the two features “most trust-
worthy node group” and “concealment of the content item ID” significantly improve 
TrustedKad’s ability to protect the network. With a majority decision for the choice of the 
content item version and with the malicious nodes attacking any arbitrary Get request, 
the results worsen substantially. 
6.5.4 Resilience Against SendOriginalHash Attack 
For the remaining configurations, all of TrustedKad’s features are active again. The attack 
parameter “SendOriginalHash” as explained in Section 5.5.8 is enabled in this configura-
tion. This way, the malicious nodes respond with the hash value of the original content 
item during the GetHash phase and only send fake content in the GetValue phase. A dis-
tinction between colluding and non-colluding nodes is not required: All nodes (inoffensive 
and malicious ones) send the same hash, so there is only one version of the content item 
identified in the GetHash phase (instead of at least two as in the previous configurations). 
In addition, there are no false positives: The fake content is always discarded, as it does 
not match the hash of the original content item. 
The attack can be used by a malicious node to boost its trust value: As only one node is 
asked for the value of the content item, all nodes that have responded with the same 
hash receive a positive rating. So if an inoffensive node is asked for the value, also all ma-
licious nodes that are in the most trustworthy node group receive a positive rating. 
The attack reaches its goal as shown in Figure 88: The median trust values of the mali-
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tion 6.3.2.2, the number of replicas rises compared to attacks using fake hashes because 
the nodes are not identified as malicious. For the same reason, in this configuration, the 
trust values of the malicious nodes increase. 
However, the median trust values of the inoffensive nodes improve as well: Now that 
there is only one version of the content item, there is also only one node group that is 
queried in the GetValue phase, so the inoffensive nodes cannot accidentally be in one of 
the groups that are not chosen after the GetHash phase. However, the inoffensive nodes 
can still receive negative ratings if they do not know the queried item but other nodes do. 
The fractions of trusted nodes that are malicious decreases with increasing trust value 
threshold as shown in Figure 89. With increasing threshold, fewer negative ratings suffice 
for a malicious node to fall below the threshold, so the fraction of trusted nodes that are 
malicious decreases. In addition, the total number of trusted nodes decreases as well, so 
the graphs in Figure 89 decrease more quickly beginning at ST  0.5. 
Figure 90 shows that the attack effect is not improved by using SendOriginalHash to gain 
high trust values and then attacking by sending the hash of the fake content: The median 
Put and Get success rates are higher than in configurations without the SendOriginalHash 
parameter enabled. In addition, there are no false positives as the fake value can be iden-
tified because it does not match the hash. The operations can still fail because the total 
number of trusted nodes decreases towards ST = 1.0. 
Summarizing, TrustedKad is able to defend against malicious nodes that use the Send-
OriginalHash attack in spite of the fact that the attack is partly successful by enabling the 
malicious nodes to achieve higher trust values. 
 
Figure 89: Fractions of trusted nodes that are malicious (TNM) 
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6.5.5 Resilience Against Malicious Nodes With an Attack Prob-
ability of 50% 
The previous sections show that TrustedKad is able to counter attacks of nodes that at-
tack always (cf. 6.5.2, 6.5.3, 6.5.4). In this configuration, the results of a scenario in which 
the malicious nodes only attack 50% of the requests they receive are presented. With this 
attack variation, the malicious nodes also aim to increase their storage trust values so 
that their attacks are more successful. Due to the fact that the malicious nodes attack 
only half of all requests, the results of colluding and non-colluding malicious nodes are 
very similar, so they are not differentiated in the following. 
Figure 91 shows that the malicious nodes reach their first goal: Their median trust values 
increase compared to the configuration in which they always attack. Nevertheless, they 
are still clearly identified, and their median trust values stay below 0.0, so they still re-
ceive more negative ratings than positive ones. In addition, the trust values of the inof-
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fensive nodes improve. 
The median trust values of the malicious nodes fall below the trust value threshold al-
ready for low values of ST. Hence, the fractions of trusted nodes that are malicious de-
crease early and are 0% in all cases for ST ≥ 0.1 as shown in Figure 92. For lower ST, the 
fractions are larger than before in some cases; however, choosing a threshold below 0.0 
means to trust nodes that have more negative than positive ratings, which is not reason-
able. 
The Put success rates shown in Figure 93 are almost the same as the ones for the configu-
ration in which all requests are attacked. So the attack variation does not have any impact 
on the success of the Put operations. For the Put success, the total number of available 
trusted nodes is important, and these numbers do not differ significantly for the thresh-
olds whose success rates are below 100%. 
Compared to the “always attack” configurations, the Get success rates improve for low 





Figure 93: Median Put success rates 
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impact because their attacks are not coordinated. The increase of the Get success rates is 
expected because the malicious nodes behave correctly in 50% of all requests. In 
Figure 94, it is also visible that the malicious nodes do not reach their actual goal of using 
their increased trust values to harm the network: The false positives rates are always 0% 
for ST ≥ -0.4. For lower ST, the fractions of trusted nodes that are malicious are large 
enough to harm the network slightly, but these thresholds are too low to be reasonable. 
6.5.6 Resilience Against Malicious Nodes That Attack After 
2,000 Seconds 
The goal of the malicious nodes remains the same in the configuration presented in this 
section: Gain high trust values in order to harm the network. The difference is that the 
malicious nodes behave correctly now for the first 2,000 seconds of the simulation time 
and then attack every request they receive. A worst-case scenario is presented here be-
cause all malicious nodes turn malicious at the same time, which requires coordination of 
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the malicious nodes. As in the corresponding routing attack section (cf. 6.4.7), the mali-
cious nodes deliberately allow the operations to succeed during the first 2,000 seconds. 
The results shown here are taken at the end of the simulation after 4,000 seconds; be-
cause of that, the success rates are a mean between the successful first 2,000 seconds 
and the impaired operations afterwards. So as in Section 6.4.7, the results show the net 
present value of the attack variation. 
Figure 95 shows the median trust values of the nodes. Again, the median trust values of 
the inoffensive nodes improve compared to Section 6.5.2. Also the median trust values of 
the malicious nodes increase. However, for ST ≥ -0.3, the median trust values are lower 
than the threshold (except for colluding nodes and M = 40%, where this is only true for 
ST ≥ 0.0). For non-colluding nodes, this is also true for the 75% quartiles; as expected, the 
colluding nodes are more successful, so the 75% quartiles are partly above the threshold 
for large M, but also only for ST ≤ 0.6. This clearly shows that TrustedKad is able to identi-





Figure 97: Median Put success rates 
 
Non-colluding nodes, Get success rate 
 
Colluding nodes, Get success rate 
 
Non-colluding nodes, false positives rate 
 
Colluding nodes, false positives rate 




















Storage trust value threshold (ST)
M=0% M=5% M=10% M=15% M=20%




















Storage trust value threshold (ST)
M=0% M=5% M=10% M=15% M=20%





















Storage trust value threshold (ST)
M=0% M=5% M=10% M=15% M=20%





















Storage trust value threshold (ST)
M=0% M=5% M=10% M=15% M=20%























Storage trust value threshold (ST)
M=0% M=5% M=10% M=15% M=20%























Storage trust value threshold (ST)
M=0% M=5% M=10% M=15% M=20%
M=25% M=30% M=35% M=40%
6 Evaluation 
134 6.6 How TrustedKad Protects Against Combined Routing and Storage Attacks 
kept in mind that a node may rate another node only once, so this one rating can change 
from positive to negative. This has a greater impact on the trust value than an additional 
negative rating, because the total number of ratings does not change. Furthermore, the 
nodes with trust values below the threshold are not able to receive new ratings because 
they are no longer used for storage, so their trust values will stay below the threshold (as 
described for the routing trust values of the malicious nodes in Section 6.4.7). 
Figure 96 shows the fractions of trusted nodes that are malicious. For non-colluding mali-
cious nodes, the results are about the same for 0.0 ≤ ST ≤ 0.8. For other thresholds, the 
values are higher now, so the attack variation succeeds to have more malicious nodes 
that are regarded as trustworthy for low and very high thresholds. If the malicious nodes 
collude, this is even true for all thresholds. However, this does not necessarily mean that 
the attack impact is greater because TrustedKad uses the most trustworthy node group to 
determine the content item version that is chosen. 
Compared to the full TrustedKad configuration (cf. 6.5.2), the Put success rates increase 
as shown in Figure 97. So despite the attack variation, the nodes are more successful in 
finding nodes on which the content item can be stored. 
The Get success rates are shown in Figure 98. Compared to Section 6.5.2, they are at a 
higher level and stay there for greater trust thresholds before they decrease. This is as 
expected because the malicious nodes do not attack during the first 2,000 seconds. The 
amount of false positives decreases slightly. So, as before with the 50% attack probability, 
TrustedKad is able to identify the malicious nodes and avert their attack. Because of the 
clear identification of the malicious nodes, they cannot perform their attack any longer, 
so for longer simulation times, the Get success and false positives rates would increase 
even more. 
6.6 How TrustedKad Protects Against Combined Routing 
and Storage Attacks 
This last section of the evaluation chapter presents the results of the simulations in which 
the malicious nodes perform both routing and storage attacks. For the analyses, the rout-
ing trust value threshold (RT) and the storage trust value threshold (ST) are varied 
from -1.0 to 1.0 in steps of 0.1, which considerably increases the number of parameter 
combinations that are tested. So, as an example, the following settings have been used to 
create a worst-case scenario which would be used by an attacker who attempts to cause 
the most damage: 
 The network is partitioned, 
 the isClosestAttack is enabled, 
 the malicious nodes attack all incoming requests all the time, 
 the malicious nodes can successfully fake the cached trust information, 
 the malicious nodes collude and 
 the malicious nodes send the fake hash that matches the fake content. 
During the GetHash phase, malicious nodes can only attack content items that have been 
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previously stored on them because of the concealment of the content item ID. 
This scenario is evaluated with 5% and 20% malicious nodes. The tendency of the results 
is the same, so for reasons of clarity, only the figures for the configuration with 5% mali-
cious nodes are shown here. The figures for 20% malicious nodes can be found in An-
nex A.2.1. 
It should be kept in mind that nodes that are not trustworthy for routing cannot be 
among the final Lookup result nodes, so their storage trustworthiness does not matter, as 
it is not even evaluated. 
The former configurations vary the fraction of malicious nodes and the trust value 
threshold of either the routing or the storage trust value; now, both trust value thresh-
olds are varied. Hence, another form of presentation is chosen: In the following, the re-
sults are shown in tables that contain 21×21 cells for the possible combinations of RT and 
ST. The cells are color-coded as shown in Figure 99: The maximum value (1.0 for trust 
values, 100% for success rates and fractions) is green, the medium value (0.0 or 50%) is 
yellow and the minimum value (-1.0 or 0%) is red. For orientation, the thresholds 0.0 are 
indicated in the figures. Only the figures for the medians are included here; the figures for 
the 25% and 75% quartiles can be found in Annex A.2.2. 
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Figure 100: Median routing and storage trust values of inoffensive and malicious nodes (M = 5%) 
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136 6.6 How TrustedKad Protects Against Combined Routing and Storage Attacks 
Figure 100 shows the median routing and storage trust values of the inoffensive and the 
malicious nodes. The routing trust values of the inoffensive nodes are greater than or 
equal to 0.96 for RT ≤ 0.8, so the decrease of the trust values occurs at the same thresh-
old as if only routing attacks are performed (as presented in Section 6.4.4 and visible in 
Figure 100 in the line with ST = -1.0). 
The storage trust values of the inoffensive nodes also do not vary considerably from the 
configuration in which only storage attacks occur (as presented in Section 6.5.2 and visi-
ble in Figure 100 in the column with RT = -1.0). The decrease of the routing trust values 
has an effect on the storage trust values as well because only nodes that are trustworthy 
for routing can be used for storage. So, the trust values vary a lot for RT ≥ 0.9 and also 
have a large spread between the quartiles as shown in the figures in Annex A.2.2. 
For the malicious nodes, the median routing trust values behave in similar ways to the 
ones of the inoffensive nodes. The median storage trust values, however, show a totally 
different situation: The malicious nodes have rather large storage trust values which are 
even larger than the storage trust values of the inoffensive nodes. For M = 20%, the situa-
tion is extreme: For almost all thresholds, the median storage trust value of the malicious 
nodes is 1.0 as shown in Figure 107 in Annex A.2.1. 
This happens because many malicious nodes are still in the storage grace phase in which 
they have a trust value of 1.0. On the other hand, the fact that the median trust values of 
the inoffensive nodes are slightly lower than 1.0 shows that most of them have left the 
grace phase and have received considerably more positive ratings than negative ones. 
The reason why the malicious nodes are still in the storage grace phase is as follows: The 
malicious nodes attack both routing and storage and are quickly identified as malicious 
due to their routing behavior. Therefore, they are not considered for storage operations 
any longer and cannot earn any more storage ratings. So many of them still have less than 
11 storage ratings and are therefore still in the storage grace phase when their routing 
trust values fall below the routing trust value threshold. However, this does not pose a 
threat as they are not considered for storage because of their low routing trust values. In 
addition, due to the fact that they are not considered for storage anymore, they cannot 
receive more storage ratings and leave the storage grace phase. 
The CDFs show that the malicious nodes that have left the grace phase have very low 
trust values. Figure 101 shows the CDF for configurations in which both thresholds are set 
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to 0.0, 0.5 and 0.6. The median11 storage trust values in these configurations 
are -1.0, -0.92 and 1.0, respectively. All three graphs start at rather high values for -1.0, 
indicating the nodes that have left the storage grace phase, and stay almost constant for 
trust values below 1.0, denoting almost no nodes with a trust value between -0.5 and 1.0. 
The remaining nodes have a trust value of 1.0 because they are still in the storage grace 
phase. 
The jumps in the graphs result from small numbers of positive ratings some of the mali-
cious nodes have received during their grace phase: For example, a malicious node has a 
trust value of -0.82 if it leaves the grace phase with 11 ratings in total with one positive 











The fractions of trusted nodes that are malicious are shown in Figure 102. For routing, 
almost none of the trusted nodes are malicious, so the malicious nodes are identified very 
well. For storage, the fractions are high only for high storage trust value thresholds and 
routing trust value thresholds between -0.8 and 0.8. Because there are only 5% malicious 
nodes in total in the network, the large median storage trust values of the malicious 
nodes only have an impact on the fractions of trusted nodes that are malicious for these 
high thresholds. 
As in the configurations in which only storage attacks occur, the Put success rates de-
crease for ST ≥ 0.5 as shown in Figure 103 because the total number of trusted nodes falls 
as well. Hence, for these thresholds, some of the Put operations fail because no node that 
is trustworthy first for routing and then also for storage can be found. 
                                                     
11
 In Figure 101, the median for RT = ST = 0.5 seems to be -1.0 because the CDF starts at (-1.0; 50%). This is due to the 
fact that the underlying results have an even number of elements. Because there is no single element in the middle of 
the sorted list of the elements that could be chosen as the median, the definition of the median for a set with an even 
number of elements is the mean value of the two elements that are in the middle. In this case, exactly half of all mali-
cious nodes have a storage trust value of -1.0. The two elements in the middle of the list are -1.0 and -0.83, resulting 





Figure 102: Fractions of trusted nodes that are malicious (M = 5%) 























































































138 6.6 How TrustedKad Protects Against Combined Routing and Storage Attacks 
In spite of the large median storage trust values of the malicious nodes, the false positives 
rates are always 0% as shown in Figure 104. This happens because the most trustworthy 
node group approach does not take the trust values into account, but uses the amount of 
positive and negative ratings the nodes have, so no grace phase is applied (as explained in 
Section 4.11.2). In addition, a significant fraction of the malicious nodes is soon no longer 
considered during Get operations because they are already identified as malicious due to 
their routing attacks (as explained above). 
The median Get success rate of the corresponding baseline configuration (cf. 6.3.3.1) is 
63% for M = 5%, so TrustedKad still improves the rate for ST ≤ 0.4 and RT ≤ 0.7 in this 
worst-case scenario. Additionally, the concealment of the content item ID prevents the 
choice of false positives also for higher thresholds. For M = 20%, the baseline median Get 
success rate is only 2%. In that configuration, TrustedKad at least matches the baseline 
Get success rate for all storage trust value thresholds if the routing trust value threshold 
is greater than -1.0 and exceeds it in many cases. The maximum Get success rate that is 
 
Figure 103: Median Put success rates (M = 5%) 
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Figure 104: Median Get success and false positives rates (M = 5%) 
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achieved in the simulations is 74%, so TrustedKad increases the Get success rate by a fac-
tor of thirty-four. 
6.7 Summary of the Simulation Results  
In this chapter, the results of the simulations that are used to evaluate the functioning 
and effectiveness of TrustedKad have been presented. First, evaluations of baseline sce-
narios of an unprotected network have been performed (cf. 6.3). They have shown that 
despite its robustness, the Kademlia network is still susceptible for attacks. Even small 
amounts of malicious nodes can have a tremendous effect on the functioning of the net-
work – especially routing attacks in partitioned networks do considerable harm to the 
network. 
Afterwards, configurations in which TrustedKad is used to protect the network against 
either routing or storage attacks have been presented (cf. 6.4, 6.5). The results have 
shown that TrustedKad improves the security of the network to a small to large extent, 
depending on the scenario and the amount of malicious nodes in the network. The simu-
lations have also shown that all of TrustedKad features are required in order to achieve 
the greatest security improvement, but that TrustedKad can still increase the success 
rates if a part of its features is successfully attacked. As an example shown in Sec-
tions 6.4.4 and 6.4.5, TrustedKad still improves the security of the P2P network if the 
cached trust information is faked by malicious nodes. In Section 6.5.3, TrustedKad’s ap-
proaches of the most trustworthy node group and the concealment of the content item 
ID are deliberately deactivated. This results in a decrease of the success rates, but still 
improves the network security compared to the unprotected baseline configuration. 
Finally, a network has been analyzed in which the malicious nodes attack both routing 
and storage operations (cf. 6.6). Even in this scenario, TrustedKad is able to improve the 
security of the P2P network. 
Based on the Put and Get success rates of this configuration, the choice of a routing trust 
value threshold (RT) of about 0.5 and a storage trust value threshold (ST) of about 0.2 
appears reasonable. For thresholds up to these values, the success rates of the simula-
tions with 5% and 20% malicious nodes in the network are comparably large; for larger 
thresholds, they start to decrease quickly. These recommended values for the thresholds 
also achieve comparably good results in the previous scenarios in which the malicious 
nodes attack either routing or storage operations (cf. 6.4, 6.5). Although the results of 
Section 6.6 show that even negative thresholds can achieve good success rates, this is 
discouraged because nodes with such low trust values have received more negative than 
positive ratings. In addition, this would result in worse success rates if the malicious 
nodes attack routing operations during only 50% of all requests as shown in Section 6.4.6. 
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7 Conclusion and Outlook 
In this chapter, TrustedKad and its features are summarized briefly. Afterwards, a résumé 
of the simulation results is given, followed by an outlook on possible next steps. 
7.1 TrustedKad Features 
In this thesis, TrustedKad has been introduced and evaluated. TrustedKad extends the 
Kademlia algorithm by trust mechanisms to improve its security. It uses trust values for 
routing and storage operations to identify inoffensive and malicious nodes (cf. 4.5, 4.6). In 
addition, it defines rules that recognize inoffensive and malicious behavior in order to 
rate the nodes accordingly after every interaction. Based on the trust values, trust value 
thresholds are used to avoid interaction with malicious nodes (cf. 4.10, 4.11). Further-
more, the unchoking mechanism by which nodes can recover from too many false nega-
tive ratings is defined (cf. 4.13) and evaluated (cf. 6.4.1, 6.5.1). 
In order to impede attacks on certain content items, TrustedKad uses an algorithm to cre-
ate verifiable node IDs that cannot be chosen freely by a node (cf. 4.3). They are derived 
from a self-signed certificate (cf. 4.2) that also includes modular anti-Sybil-attack infor-
mation created by an algorithm that is chosen to be appropriate for the network in which 
TrustedKad is deployed (cf. 4.4). In addition, a node’s ID has to change regularly so that 
the node is not responsible for the same logical location indefinitely. Moreover, the actual 
content item ID is concealed during Get operations to prevent attackers from attacking 
every Get request that reaches them (cf. 4.12). 
TrustedKad uses anti-Sybil-attack information to keep attackers from creating Sybil nodes. 
However, even if the attacker would succeed in creating Sybil nodes to have them collude 
in attacks, the fact that the nodes cannot choose their node ID freely considerably im-
pedes such collusion attacks. In large networks (such as the trackerless BitTorrent net-
work with more than 150 million users), a vast amount of Sybil nodes would be required 
to control certain parts of the ID space. Additionally, the simulations have shown that 
TrustedKad even protects against colluding malicious nodes (cf. 6.5, 6.6). 
The trust values are stored in a distributed way to avoid a bottleneck server and to im-
pede attacks on the trust value storage (cf. 4.7). In order to not decrease the performance 
of the system, a node’s trust information is cached at the node itself (cf. 4.8). The rating 
procedure is transparent and traceable because every rating has to be proved by present-
ing the original message of the rated node to show that an interaction has taken place. 
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The trust management nodes have to be able to prove the ratings by delivering the origi-
nal rating messages (cf. 4.9). Finally, a node cannot manipulate its own cached trust in-
formation because it is signed by the trust management nodes. 
7.2 Evaluation Results 
In order to evaluate the aforementioned security measures, the key features have been 
implemented in a simulation environment. For this, OMNeT++ [40] and the OverSim 
framework [39] have been used. Comprehensive extensions of the existing code have 
been necessary to include the trust mechanisms. Additionally, the variations of the at-
tacks on routing and storage operations and their implementation have been presented 
in Chapter 5. 
Afterwards, the parameter settings for the simulation runs have been explained and the 
simulation environment has been introduced (cf. 6.1). Then, the key indicators for the 
evaluations have been identified: The Put and Get success rates, the false positives rates 
and the routing and storage trust values of the nodes (cf. 6.2). 
7.2.1 Baseline 
As a first evaluation step, a baseline has been determined to which TrustedKad is com-
pared. The baseline configurations shown in Section 6.3 do not include trust mechanisms. 
Their security level is comparable to the level of current real-world implementations of 
the Kademlia algorithm as used by eMule [23] and BitTorrent [22]. The results have 
shown that the Kademlia algorithm is still susceptible to routing and storage attacks de-
spite its robust design. Especially the attacks on routing operations have been very effec-
tive even for low fractions of malicious nodes; the greatest effect has been achieved if the 
malicious nodes succeed in attacking the Bootstrap process and therefore in creating sev-
eral network partitions. 
Storage attacks have proven to be less effective than routing attacks, as the Get success 
rates have been significantly greater compared to the scenarios in which only routing at-
tacks have been performed. During storage attacks, colluding nodes have had a greater 
influence on the network than non-colluding nodes. If malicious nodes attack both rout-
ing and storage, the impact on the success rates is the combination of the impacts of the 
configurations in which either routing or storage operations are attacked. 
7.2.2 Attacks Only Against Routing Operations 
After determining the baseline, TrustedKad and its features have been evaluated, starting 
with attacks only against routing operations in Section 6.4. TrustedKad has clearly identi-
fied the malicious nodes in both partitioned and non-partitioned networks. Also, most of 
the inoffensive nodes have been identified as such in most configurations. As a result, 
TrustedKad has improved the Get success rate considerably compared to the baseline, 
especially in non-partitioned networks. Due to the fact that new nodes can verify the 
trustworthiness of a potential Bootstrap at that node’s trust management nodes, Trusted-
Kad significantly impedes network partitioning. 
TrustedKad’s effectiveness has also been demonstrated in a scenario in which one of its 
features, namely the caching of the trust information at the node itself, is successfully 
attacked (cf. 6.4.4, 6.4.5). In this scenario, the malicious nodes have not been identified as 
such as clearly as before, but still clearly enough. In addition, the inoffensive nodes have 
been identified even better. Therefore, the Get success rate has still improved compared 
to the baseline in a partitioned network; in a non-partitioned network, the improvement 
is considerably larger than in a partitioned network. TrustedKad has also proven to be 
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resistant to attack variations by which malicious nodes attempt to improve their trust 
values by either attacking only half of all requests or only after collecting positive ratings 
first (cf. 6.4.6, 6.4.7). 
7.2.3 Attacks Only Against Storage Operations 
The impact of attacks only against storage operations has not been as large as if routing 
operations were attacked. Nevertheless, also in this situation, TrustedKad has improved 
the security of the P2P network as shown by the results presented in Section 6.5. The 
inoffensive and the malicious nodes have been clearly identified and distinguished from 
each other even in configurations in which the malicious nodes have colluded. The Get 
success rates have improved significantly for low and medium trust value thresholds; for 
higher thresholds, the inoffensive nodes have decided to cancel their operations due to a 
too small amount of trustworthy nodes. As a consequence, the false positives rates have 
decreased compared to the baseline. So TrustedKad has improved the security of the 
network also during storage attacks and reaches its goal of enabling a node to cancel op-
erations instead of conducting them with non-trustworthy nodes. 
Variations of the attacks have been conducted also for the storage attacks to demon-
strate the usefulness of TrustedKad’s features. In one configuration, the features “most 
trustworthy node group” and “concealment of the node ID” have been disabled 
(cf. 6.5.3). This has led to a less clear distinction of inoffensive and malicious nodes. 
Therefore, the Get success rates have worsened and the false positives rates have in-
creased, proving the need for and effectiveness of the two features. 
As in the routing attack analysis, the two variations in which the malicious nodes do not 
always attack are equally well averted (cf. 6.5.5, 6.5.6). In addition, a third attack variation 
has been performed for the storage attack analysis: In that variation, the malicious nodes 
have sent the original hash value of the previously stored content item during the 
GetHash phase. Also this variation aims to obtain higher trust values and to abuse them 
to deliver fake content items. The first goal of the attack variation has been achieved, as 
the median trust values of the malicious nodes have increased considerably. However, 
the Get success and false positives rates have even improved because the fake content 
item does not match the hash value and is therefore discarded (cf. 6.5.4). 
7.2.4 Attacks Against Routing and Storage Operations 
A worst-case scenario of a network in which the malicious nodes attack routing and stor-
age operations at the same time has been presented in Section 6.6 as an example. This 
scenario represents a realistic scenario that would be chosen by attackers who attempt to 
cause the most damage. The analysis has shown the dependence of the storage trust val-
ues from the routing trust values: Only nodes that are trustworthy for routing can achieve 
storage ratings. Compared to the baseline, the Get success and the false positives rates 
have improved in almost all cases, and in many of them to a considerable extent. 
So the evaluations have shown that TrustedKad is able to improve the security of a Kad-
emlia-based P2P network. Malicious nodes are identified and avoided. The nodes are able 
to decide whether they trust the results of their operations and can choose to cancel op-
erations if no trustworthy nodes can be found to interact with. This leads to improved Get 
success and false positives rates, so fewer Get operations end with a node choosing a 
fake content item. 
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7.3 Outlook 
The feasibility and effectiveness of using trust mechanisms in a Kademlia-based P2P net-
work have been demonstrated in this thesis. However, some of TrustedKad’s features still 
have optimization potential: For example, the unchoking mechanism can be optimized 
because at the moment, a node that is unchoked during a Get operation probably cannot 
return a content item if it has not been stored on it before because it has not been un-
choked during the corresponding Put operation. So TrustedKad could be extended by 
storing content items not only on trustworthy nodes, but also on non-trustworthy nodes 
that would be used if they were trustworthy. This way, if the nodes are unchoked during a 
Get operation, they would be able to respond with the correct content item to receive a 
positive rating. However, the implications and the attack potential of such a measure 
need to be analyzed thoroughly. 
The decision of whether a positive or negative storage rating is given to a node group 
could be delegated to the application layer. In such a scenario, TrustedKad would not re-
turn a single content item version to the application layer, but a list of items. The applica-
tion layer could then verify the items and determine the correct one. The node group that 
has delivered the correct version receives positive ratings. It would also be possible to not 
give any positive ratings if none of the versions is valid. 
The results presented in this thesis have shown that network partitioning has a great im-
pact. As future work, a detailed analysis of the number of partitions and how quickly ma-
licious nodes are identified as such and therefore are discarded as bootstrap nodes could 
be performed. 
The focus of further analyses could be set on performance evaluations and, e.g., deter-
mining a reasonable frequency of verifying the cached trust information at the trust man-
agement nodes. 
For the simulations of this thesis, a central trust information store has been used instead 
of distributed storage because the goal of this thesis has been to demonstrate that a DHT 
is still functional if the nodes have a different view on the network and the nodes that are 
responsible for a content item. Now that this has been confirmed, further research is re-
quired to analyze the effects of the distributed storage of the trust information and at-
tacks against that storage. 
After this research has been done, TrustedKad should be implemented and analyzed in 
real-world networks such as Kad or trackerless BitTorrent. These networks deliberately 
refrain from using central entities and have known vulnerabilities that can be exploited 
easily. Therefore, they are ideal candidates for a live implementation of TrustedKad. 
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A Detailed Simulation Results 
A.1 How TrustedKad Protects Against Routing Attacks 





Figure 105: Median Get success rates 
A.1.2 TrustedKad in a Partitioned Network With Successfully 
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A.2 How TrustedKad Protects Against Combined Routing 
and Storage Attacks 
A.2.1 Figures for 20% Malicious Nodes  
 
Inoffensive nodes, routing trust values 
 
Inoffensive nodes, storage trust values 
 
Malicious nodes, routing trust values 
 
Malicious nodes, storage trust values 
Figure 107: Median routing and storage trust values of inoffensive and malicious nodes (M = 20%) 
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Inoffensive nodes, routing trust values 
 
Inoffensive nodes, storage trust values 
 
Malicious nodes, routing trust values 
 
Malicious nodes, storage trust values 
Figure 108: 25% quartiles of routing and storage trust values of inoffensive and malicious nodes (M = 20%) 
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Inoffensive nodes, routing trust values 
 
Inoffensive nodes, storage trust values 
 
Malicious nodes, routing trust values 
 
Malicious nodes, storage trust values 
Figure 109: 75% quartiles of routing and storage trust values of inoffensive and malicious nodes (M = 20%) 
 
Figure 110: CDF of storage trust values of malicious nodes (M = 20%) 
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Figure 111: Fractions of trusted nodes that are malicious (M = 20%) 
 





Figure 113: 25% and 75% quartiles of the Put success rates (M = 20%) 
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Get success rates 
 
False positives rates 





Figure 115: 25% and 75% quartiles of the Get success rates (M = 20%) 
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Figure 116: 25% and 75% quartiles of the false positives rates (M = 20%) 
A.2.2 Quartiles for 5% Malicious Nodes  
 
Inoffensive nodes, routing trust values 
 
Inoffensive nodes, storage trust values 
 
Malicious nodes, routing trust values 
 
Malicious nodes, storage trust values 
Figure 117: 25% quartiles of routing and storage trust values of inoffensive and malicious nodes (M = 5%) 
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Inoffensive nodes, routing trust values 
 
Inoffensive nodes, storage trust values 
 
Malicious nodes, routing trust values 
 
Malicious nodes, storage trust values 





Figure 119: 25% and 75% quartiles of the Put success rates (M = 5%) 
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Figure 121: 25% and 75% quartiles of the false positives rates (M = 5%) 
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