Inversion confirms the apparent correlation between trends in the helioseismic data and the photospheric temperature data. Although the helioseismic data are noisy, the radial dependence in our results appear to support a model of a cold or hot thermal shadow arising from, perhaps, the dynamo magnetic field seated near the base of the convection zone.
I. INTRODUCTION The Sun's 22 year activity cycle is due to the interplay of rotation, magnetism, and convection. The study of the solar oscillations-helioseismology-provides our best hope for determining the internal properties of the Sun which is critical to an understanding of the cycle. In particular, Duvall, Harvey, and Pomerantz (1986) used their oscillation data to show that the entire convection zone mimicks the surface differential rotation. Brown et al (1989) and Dziembowski, Goode, and Libbrecht (1989) used oscillation data to suggest that the solar dynamo is seated near the base of the convection zone. Dziembowski and Goode (1989) have inverted the oscillation data of to find evidence for a 2 ± 1 mG quadrupole toroidal field near the base of the convection zone. This field has the symmetry and location which is expected for the dynamo field but is about two orders of magnitude more intense than anticipated for that magnetic field (Parker 1987 and Gilman 1987) . Kuhn (1988a) argued that oscillation frequencies change systematically through the cycle, and that the changes are associated with corresponding changes in the observed photospheric latitudinal temperature distribution (Kuhn, Libbrecht, and Dicke 1988, hereafter KLD) . Recognizing the phenomenological connection, Kuhn (1988a) postulated that both the changes in the frequencies and the surface temperature distribution arise from a varying nonradial thermal stratification. He suggested that stratification is due to effects of the dynamo field on the heat transport through the convection zone. It is our purpose to use solar oscillation data to check the consistency of nonradial variations in the Sun's temperature structure throughout the activity cycle.
II. FORMALISM
The frequency splitting in solar oscillation data is usually defined by 5 Vnlm Vnlo ^ ¿L tii' n tPi(nî/L),
¿=1 where v nlm is the frequency of the oscillation and n, /, and m are its radial order, angular degree, and angular order, respectively, and where P t is a Legendre polynomial. The choice of whether L 2 = /(/ + 1) or l 2 is made by the observer. Consistent with the available data, the expansion on the right-hand-side of equation (1) is cutoff at 5. The solar oscillations under consideration here have a period near five minutes. In the absence of rotation or any perturbation which would distort the cavity for these acoustic waves, each (ni) multiplet would be (21 + 1) fold degenerate in m. Implicit in the use of equation (1) for splitting data is the conclusion that the axis of rotation is the axis of symmetry for significant perturbations. The a^, a 3 -, and a 5 -coefficients are due to advection and are used to determine the internal rotation rate of the Sun. The a 2 -and a 4 -coefficients are due to an axially symmetric distortion of the Sun's cavity for these sound waves. Such a distortion could be caused by centrifugal stretching or an axisymmetric magnetic field. Dziembowski and Goode (1990) and Gough and Thompson (1990) have discussed the role in splitting of a combination of centrifugal distortion and simple poloidal or toroidal fields. Following Kuhn (1988a) , we assume that something, like a deep magnetic field, forces a nonradial perturbation of the Sun's temperature structure. This perturbation is reflected in the surface temperature bands reported by KLD. In contrast with Kuhn (1989h) , we determine the temperature perturbation from the oscillation data starting with the variational principle of Lynden-Bell and Ostriker (1967) ,
where p is the solar density and oe is the oscillation frequency of the normal mode, Ç. The terms B(Ç) and C(£) are defined under the assumption that pressure acts as the restoring force. Since we are ignoring the linear effect of rotation implicit in the a^, a 3 -, and a 5 -coefiicients, we know
For a Lagrangian perturbation of the p-modes under consideration here,
where c is the local speed of sound. The speed of sound is given by c 2 (r, 6) = cg(r)[l + E t 2s (r)P 2s (cos 0)] , 
and A s = 2s(2s + 1).
This result is more accurate and more general than the corresponding expression derived by Kuhn (1989h) . The normal coordinate, £ n/m , is given by SmÂr, o, <t>) = (ry"i(r) + rz nl (r)\ H )YT(6, 0) .
(9) The observational data, as represented in equation (1), give the left-hand-side of equation (6). Thus, equation (6) poses the inverse problem for T 2s (r). That is, different oscillations sample different regions of the solar interior. Given a sufficient variety of oscillation data, we can use equation (6) to determine T 2 (r) and T 4 (r). The fact that s = 1 or 2, in equation (6), reflects the fact that we know only a 2 -and a 4 -coeflIcients. In detail, formulating the inverse problem involves equating the equivalent coefficients of the expansions in and M 2s . This task is made easier because it can be shown that for L 2 > 1, where
Thus, there is a simple degree-to-degree correspondence between the Legendre expansion for the splitting coefficients of equation (1) III. THE INVERSION There are five available sets of a 2 -and a 4 -data spanning the current solar cycle. Inverting these data gives us five sets of r 2 (r)-and T 4 (r)-functions. The data of Duvall, Harvey, and Pomerantz (1986) were obtained at the end of 1981 and the beginning of 1982. The data of Tomczyk (1988) were taken in the spring and summer of 1984. The data of Brown and Morrow (1987) were obtained in the beginning of November 1984, those of in the summer of 1986 and those of Jefferies et al (1988) near the end of 1987. The current cycle had its maximum in 1981 and minimum in 1986. The surface perturbations, r 2 (r = R 0 ) and t 4 (r = R 0 \ calculated by inversion can be compared with the observations of KLD over the same time period. The frequency splittings have been measured in the /-regime between 10-120. The lower the degree of the oscillation the deeper it samples. Since / = 10 only weakly samples below 0.4 R 0 , the inversions give us information between 0.4 R 0 and the surface-the region over which the inversions are performed. Before using the a 2 -and a 4 -splitting data we remove the effect of centrifugal stretching. We employ the a 2 -and ¿^-coefficients due to centrifugal stretching, as cal-IN HELIOSEISMIC DATA 311 culated by Dziembowski and Goode (1990) . The mean internal rotation law in that calculation follows from the data of and exhibits surface differential rotation throughout the interior. A rough approximation to the true value for / between 10-120 is
and a 4 ~ 0 nHz. The a 4 -term is small because the calculated centrifugal stretching would not result in an appreciable hexadecupole distortion. The a 2 -and a 4 -data show no uniform trend in / from set to set. However, the data sets do show trends with time. Since the data are noisy, we first assume that t 2 (r) and r 4 (r) have no radial dependence. In Figure 1 , the results for these inversions, multiplied by the surface temperature, T s , are compared with the photometric result, from KLD. The splittings of Jefferies et al (1988) are averaged over l in bins 10 /-values wide. So in addition to averaging over n, as is done for each set of splitting data except Libbrecht's (1989), we average over 10 /-values for each kernel in equation (6) for the Jefferies et al data. The results in Figure 1 show clear trends in time. In fact, it is easy to imagine an 11 yr periodicity for r 2 (r = R 0 )T S and, perhaps a 22 year periodicity for r 4 (r = R 0 )T S . Our results are similar to those in Kuhn (1988a Kuhn ( , 1989a except that the scatter is reduced. This increased clarity in the trends is compelling because our calculation which is more accurate, includes one more set of splitting data and removes the effect of centrifugal distortion. Removing centrifugal distortion yields T 2 (r)T s values which are 0.1-0?2 K smaller. The results in Figure 1 contrast with Gough's (1988) conclusion, in which he argued, based on a variable mixing length model, that the temperature perturbation must be much larger to account for the splitting data.
It would be premature to conclude that our calculations imply that the entire convection zone is involved in producing the systematic splitting variations that are seen through the first two-thirds of the solar cycle. A complete inversion, using the /-dependence in the splitting data, has not shown that this deep perturbation model provides the best description of the helioseismic observations. In fact, Kuhn (1988Z?) argued that an asphericity confined to the outer 5% of the Sun describes the data. Either of these two views is consistent with a picture in which a toroidal magnetic field at the base of the convection zone causes a shadow observable as hot or cool temperature bands at the photosphere. Elements of this picture seem to be supported by the full second order perturbation theory calculations of Dziembowski and Goode (1989) , which include the dynamic effects of such a toroidal field. They find that a 2 mG field near the base of the convection zone is consistent with the splittings. Here we report the results of inverting on the even coefficient splitting data, arguing that the splittings have their phenomenological origin in a nonradial perturbation to the speed of sound.
We assume that r 2 (r) and T 4 (r) are zero below a certain radius, and plot the results of the inversions (the surface temperature amplitude vs. the assumed cutoff radius) in Figure 2 for the data of Brown and Morrow (1987) . Clearly, if the function is cutoff above 0.9 R, the solution is not consistent with the surface temperature measurements of Figure 1 . We find similar results for regularized inversions in which the radial integral of the squared temperature is minimized. In particular, Figure 3 shows the resulting fractional temperature variation GOODE AND KUHN Vol. 356 312 with depth for the data of Brown and Morrow (1987) . It should be added that the detailed form of the solution depends on the choice of the constraint. In our regularized least-squares inversion, we minimized af = Xs +fls MP s
rather than x*, where M is the number of multiplets in the data set and where
When rj s is large, the constraint dominates and T s (r) = 0 reflecting our lack of knowledge about T s (r). We emphasize that the quantity rj s is not a free parameter. Rather in the minimization IV. INTERPRETATION The fractional latitudinal sound speed variation appears to peak in the outer part of the convection zone and to change in amplitude and latitudinal distribution during the solar cycle. Can this be the result of a dynamo field near the bottom of the convection zone? In other words, can the field rearrange the heat flux and directly cause the frequency splitting or induce another, unspecified force that causes the splitting? A straightforward argument supports this picture.
First we note that a large toroidal flux " tube " near the top of the radiative zone or bottom of the convective zone might result in either a local heat flux excess or deficit depending on exactly where the field lies. For example, if the field is confined to the radiative zone then we might expect a larger radiative flux above the horizontal flux tube because of the locally diminished density (as in faculae near the photosphere), and corresponding enhanced photon-free path length. In this case the heat flux at the base of the convection zone is enhanced at latitudes corresponding to a peak in the toroidal field. On the other hand, if the field penetrates the convection zone where radiation is no longer the dominant transport mechanism, convection is inhibited, and we could expect a deficit in the heat flux above the field region (see Parker 1987) . In this case the field should lead to a cool shadow above. A fully self-consistent treatment must include the resulting circulation currents, nevertheless this reasoning suggests that the sign of the flux excess at the surface due to a field near the bottom of the convection zone may be of either sign.
An alternative view might be that a fibril magnetic field is the direct cause of the phenomena described here. After all, it has been argued, Bogdan and Zweibel (1985) , that a subphotospheric magnetic field may cause frequency shifts comparable in magnitude to those discussed here. Unfortunately, the splittings induced by this hitherto unobserved field depend on details of the fibril field morphology, like the magnetic field filling factor and geometry, so that even the sign of the induced splittings is difficult to calculate. Nevertheless, it may be possible to construct a global scale fibril field model which also accounts for the observed splittings. However, Dziembowski and Goode (1988) have shown that a global toroidal field centered slightly beneath the photosphere would have to have a kilogauss amplitude to account for the even-a splitting data of Duvall, Harvey, and Pomerantz (1986) . Given this and the independent observation of a thermal flux variation (KLD) and the success of our model in describing the splittings without the need for free parameters in the model, we prefer the picture presented in the preceding paragraph.
It is important to note that a small relative change in the temperature at the bottom of the convective zone, due to a change in the incident energy flux from beneath, may lead to a larger fractional temperature change in the shallow, superadiabatic region of the convection zone. Figure 4 illustrates this point. We have used the mixing length theory formulation of Spruit (1974) and computed the relative temperature variation between two similar convection zones that differ only in that the incident energy flux is slightly different at the lower boundaries of the two one-dimensional models. It would appear that to transport the excess flux through the convection zone requires a larger fractional temperature variation near the top, where the convective efficiency falls. Note that if these models describe the latitudinal variations in the Sun, where we assume that transverse hydrostatic equilibrium is maintained by (for example) turbulent Reynolds stresses, then we can account for the apparent radial dependence of the derived temperature asphericity. J. R. K. is supported by a Sloan Foundation grant and by the NSF through grant no. ATM-8901689. P. R. G. is supported by AFOSR 89-0098. GOODE AND KUHN Fractional Radius Fig. 4. -The fractional temperature perturbation due to a 1% flux excess at the base of the convection zone, calculated using the mixing length formalism of Spruit (1974) .
