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VARIATIONAL INEQUALITIES FOR BILINEAR AVERAGING
OPERATORS OVER CONVEX BODIES
YONG DING, GUIXIANG HONG, XINFENG WU∗
Abstract. We study q-variation inequality for bilinear averaging operators over convex
bodies (Gt)t>0 defined by
A
G
t (f1, f2)(x) =
1
|Gt|
ˆ
Gt
f1(x+ y1)f2(x+ y2) dy1 dy2, x ∈ Rd.
where Gt are the dilates of a convex body G in R
2d. We prove that
‖Vq(AGt (f1, f2) : t > 0)‖Lp . ‖f1‖Lp1‖f2‖Lp2 ,
for 2 < q < ∞, 1 < p1, p2 ≤ ∞, 1/2 < p < ∞ with 1/p = 1/p1 + 1/p2. The target
space Lp should be replaced by Lp,∞ for p1 = 1 and/or p2 = 1, and by dyadic BMO
when p1 = p2 = ∞. As applications, we obtain variational inequalities for bilinear
discrete averaging operators, bilinear averaging operators of Demeter-Tao-Thiele, and
ergodic bilinear averaging operators. As a byproduct, we also obtain the same mapping
properties for a new class of bilinear square functions involving conditional expectation,
which are of independent interest.
1. Introduction
For 1 ≤ q < ∞, the q-variation seminorm (or Vq seminorm) of a family (at(x))t>0 of
complex-valued functions is defined as
Vq(at(x) : t > 0) = sup
{
(
∑
k≥0
|atk+1(x)− atk(x)|q)
1
q
}
,
where the supremum runs over all increasing sequences (tk)k≥0 of positive numbers. The
q-variation inequality is a crucial tool in studying the pointwise convergence for a family
of operators, due to the fact that it immediately implies the pointwise convergence of the
underlying family of operators without using the Banach principle via the corresponding
maximal inequality. Moreover, the variational inequality is stronger than the maximal
inequality, in the following sense:
sup
t>0
|at(x)| ≤ |at0(x)|+ 2Vq(at(x) : t > 0)
for any t0 > 0, and hence is of more interest.
The first q-variation inequality was proved by Le´pingle [37] for martingales. Bourgain [3]
proved variational inequalities for the ergodic averages, and directly deduced pointwise
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convergence results. Bourgain’s work [3] has inaugurated a new research direction in
harmonic analysis and ergodic theory. In [6, 7, 30, 31, 32], Jones and his collaborators
systematically studied variational inequalities for ergodic averages and truncated singular
integrals of homogeneous type. Since then many mathematicians established variational
inequalities for various operators in ergodic theory and harmonic analysis (see [33, 34, 14,
49, 43, 44, 42, 36, 29, 40, 35, 39, 26, 9, 47, 45, 46, 48, 5, 4, 52], among others).
The purpose of this article is to establish variational inequalities for a class of multilin-
ear averaging operators over convex bodies. This is the first q-variation inequality in the
multi-linear Caldero´n-Zygmund theory. In the linear case, similar results on averaging
operators were studied first by Bourgain [3], and subsequently by Jones et al [30, 32].
The weighted case was investigated by Ma-Torrea-Xu [40, 41]. The dimension-free vari-
ational inequalities for averaging operators over convex bodies were recently established
by Bourgain-Mirek-Stein-Wro´bel in [5]. For relevant maximal inequalities, we refer the
reader to the works of Bourgain [1, 2] and Carbery [8].
The present article is concerned with variational inequalities in the multilinear setting.
For t > 0, let Q˜t = Qt × Qt be the cube in R2d centered at origin of side length t. The
bilinear averaging operators AQ˜t over cubes Q˜ are just the tensor product of two linear
averaging operators AQt :
A
Q˜
t (f1, f2)(x) =
(
1
|Qt|
ˆ
Qt
f1(x+ y1)dy1
)(
1
|Qt|
ˆ
Qt
f2(x+ y2) dy2
)
=: AQt (f1)(x) · AQt (f2)(x), x ∈ Rd.
Applying the trivial estimate
Vq(at · bt : t > 0) ≤
(
sup
t>0
|at|
)
· Vq(bt : t > 0) +
(
sup
t>0
|bt|
)
· Vq(at : t > 0),(1.1)
the desired variational inequalities for AQ˜t follow easily from known variational inequal-
ities for AQt (see [31, 26]) and the Hardy-Littlewood maximal inequality. However, for
multilinear averaging operators over balls (and more generally, over convex bodies), the
variational inequalities are not so simple, and cannot be deduced from results in the linear
case. Moreover, in contrast to the case of maximal operators, the q-variation seminorms
are not monotone, i.e., at ≤ bt for all t > 0 does not imply Vq(at : t > 0) ≤ Vq(bt : t > 0).
Hence there is no a priori comparison between q-variations of averaging operators over
cubes and the ones over balls (or convex bodies), and estimates for one average operator
do not imply the same estimates for the other. Therefore, it would be interesting and
non-trivial to establish variational inequalities for multilinear averaging operators over
convex bodies, which is the main goal of the current paper.
To state our main result, we need to recall some definitions. For notational simplicity,
in this article, we shall concentrate on the bilinear case. Let G be a non-empty convex
body in R2d, which means that G is a bounded convex open subset of R2d. For t > 0 set
Gt = {(x, y) ∈ R2d : t−1 · (x, y) ∈ G}.
For f, g ∈ L1loc(Rd), the bilinear averaging operator associated to Gt is defined by
AGt (f1, f2)(x) =
1
|Gt|
ˆ
Gt
f1(x+ y1)f2(x+ y2) dy1 dy2, x ∈ Rd.
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The dyadic BMO space, BMOd, is defined via the seminorm:
‖f‖BMOd ≃ sup
Qdyadic
inf
aQ
1
|Q|
ˆ
Q
|f(x)− aQ| dx.
The main result of this article is the following:
Theorem 1.1. Let 2 < q <∞. Then the following statements are true:
(i) For 1/2 < p < ∞, 1 < p1, p2 ≤ ∞ satisfying 1/p = 1/p1 + 1/p2 there exists a
constant C = C(p1, p2, q, d) such that for any f1 ∈ Lp1(Rd), f2 ∈ Lp2(Rd),
‖Vq(AGt (f1, f2) : t > 0)‖p ≤ C‖f1‖p1 ‖f2‖p2;
For either p1 =∞ or p2 =∞, L∞ should be replaced by L∞c .
(ii) For any α > 0, 1 ≤ p2 ≤ ∞, 1/2 ≤ p ≤ 1 satisfying 1 + 1/p2 = 1/p, there exists a
constant C = C(p2, q, d) such that for any f1 ∈ L1(Rd), f2 ∈ Lp2(Rd),
|{Vq(AGt (f1, f2) : t > 0) > α}| ≤
C
αp
‖f1‖p1 ‖f2‖pp2;
When p2 =∞, L∞ should be replaced by L∞c .
(iii) If p1 = p2 =∞, then there exists a constant C = C(d) such that for any f1, f2 ∈
L∞c (R
d) (the space of all compactly supported L∞ functions),
‖Vq(AGt (f1, f2) : t > 0)‖BMOd ≤ C‖f1‖∞‖f2‖∞.
Remark 1.1. (i) In contrast with the fact that linear variational inequalities are Banach
valued, Theorem 1.1 contains both Banach and quasi-Banach valued inequalities (that is,
the target space exponent p could be smaller than 1). The constraint q > 2 coincides
with the one in the linear case.
(ii) The operator Vq(A
G
t ) is not of restricted weak type (∞,∞,∞), that is, the L∞ ×
L∞ → L∞ variational inequality fails, even for characteristic functions of measurable sets
of finite measures, as will be shown via a counterexample in Section 6 below. In this
sense, the L∞ × L∞ → BMOd estimate in part (iii) cannot be strengthened.
Our strategy of the proof can be described as follows. We first establish the L∞×L2 →
L2 variation bounds. We consider the long and short variation operators separately. For
the long variation, matters are reduced to showing the L∞ × L2 → L2 bound for a new
bilinear square function:
L(f1, f2)(x) =
(∑
k∈Z
|AG2k(f1, f2)(x)− Ekf1(x) · Ekf2(x)|2
) 1
2
,
where Ekf is the conditional expectation with respect to the σ-algebra generated by
dyadic cubes of side length 2k in Rd. Such a square function falls outside the multilinear
vector-valued Caldero´n-Zygmund theory studied in literature. To achieve our goal, we
shall develop several new tools including bilinear almost orthogonality principles, a para-
product type decomposition involving conditional expectation, uniform Carleson mea-
sure estimates, and new bilinear maximal function. These, together with an adaption
of the geometric arguments in [31] to the multilinear setting, allow us to conclude the
L∞ × L2 → L2 variational estimate.
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Next, based on the L∞×L2 → L2 variation estimate, we further prove the L∞×L∞ →
BMOd estimate, which naturally extends the L
∞ → BMOd estimate for linear averages in
[26]. We also show, by constructing a counterexample, that the stronger L∞×L∞ → L∞
variation estimates fails even for characteristic functions of measurable subsets of finite
measures. Regarding the L1 endpoints, we prove the L1×Lp2 → Lp,∞ variation estimates
for all 1 ≤ p2 ≤ ∞ by using a variant of multi-linear Caldero´n-Zygmund decomposition
in [19].
Combining the above mentioned estimates, we obtain that the q-variation operator is
of restricted weak types (1,∞, 1), (∞, 1, 1), (1, 1, 1/2), (∞, s, s) and (s,∞, s), for any
2 < s < ∞. Hence the proof of Theorem 1.1 are concluded by applying the multi-
linear real interpolation of Grafakos-Kalton in [21] (see also [20]). As a byproduct of our
arguments, we obtain the same estimates for the bilinear square operator L, which are of
independent interest (see Section 7 below).
Finally, we point out that the techniques used here can be extended to the multi-linear
context as well as to the weighted setting, and are expected to be useful for other operators
such as the multilinear truncated singular integrals studied by Grafakos-Torres [23]. We
also mention that in [15] Do, Oberlin, and Palsson considered a different class of bilinear
averaging operators, which are closely related to the bilinear Hilbert transform. Similar
bilinear variational inequalities were proved for 2/3 < p < ∞ by using techniques of
time-frequency analysis, which are quite different from ours.
This article is organized as follows. In Section 2, we prove some lemmas which will be
used in the proof of Theorem 1.1. Section 3 is devoted to establishing the L∞ ×L2 → L2
bound. We further prove the L∞ × L∞ → BMOd and L1 × Lp2 → Lp,∞ variational
estimates in Sections 4 and 5 respectively. In Section 6, we first discuss the restricted
weak type estimates and then conclude the proof of Theorem 1.1. The same bounds for
the bilinear square function are established in Section 7. Finally, applications to various
bilinear averaging operators are presented in Section 8.
2. Preliminaries and some lemmas
In this section, we give some lemmas that will be used in the proof of Theorem 1.1.
Lemma 2.1 (Bilinear almost orthogonality principle). Let (Sn)n∈Z be a sequence of op-
erators, and let (σ(j))j∈Z be a sequence of positive numbers with w :=
∑
j σ(j) <∞.
(i) If ‖Sk(un, vn)‖2 . σ(n− k)a(un, vn) for any n, k ∈ Z, then
∑
k
∥∥∥∥∥∑
n
Sk (un, vn)
∥∥∥∥∥
2
2
≤ w ·
∑
n
a(un, vn)
2.
(ii) If ‖Sk(un, vn)‖2 ≤ σ(n− k)ak(un, vn) for any n, k ∈ Z, then
∑
k
∥∥∥∥∥∑
n
Sk (un, vn)
∥∥∥∥∥
2
2
≤ w · sup
n
∑
k
ak(uk−n, vk−n)
2.
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Proof. We prove (i) first. By the triangle inequality in L2,∥∥∥∥∥∑
n
Sk (un, vn)
∥∥∥∥∥
2
≤
∑
n
‖Sk (un, vn)‖2 ≤
∑
n
σ(k − n)a(un, vn).
The desired estimate then follows by taking the ℓ2 norm, and applying Young’s inequality
for (discrete) convolution of sequences
‖a ∗d b‖ℓ2 ≤ ‖a‖ℓ2‖b‖ℓ1 ,
with a = (a(un, vn))n∈Z and b = (σ(n))n∈Z, where ∗d means convolution with respect to
the counting measure.
The proof of (ii) is similar. By our hypothesis and triangle inequality,∥∥∥∥∥∑
n
Sk (un, vn)
∥∥∥∥∥
2
≤
∑
n
‖Sk (un, vn)‖2 ≤
∑
n
σ(k − n)‖ak(un, vn)‖2.
Using Minkowski’s inequality, we have∑
k
∥∥∥∥∥∑
n
Sk (un, vn)
∥∥∥∥∥
2
2
≤
∑
k
(∑
n
σ(k − n)‖ak(un, vn)‖2
)2
=
∑
k
(∑
n′
σ(n′)‖ak(uk−n′, vk−n′)‖2
)2
≤
(∑
n′
σ(n′) · (
∑
k
‖ak(uk−n′, vk−n′)‖22)1/2
)2
≤ w2 · sup
n
∑
k
‖ak(uk−n, vk−n)‖22,
concluding the proof. 
For any cube in Rd, denote by ℓ(Q) the side-length of Q. For j ∈ Z, denote by Dj
(resp. D˜j) the set of all dyadic cubes of side-length 2
j in Rd (resp. R2d). The conditional
expectation of a locally integrable function f with respect to the increasing family of
σ-algebras generated by Dj is defined by
Ejf(x) =
∑
Q∈Dj
(
1
|Q|
ˆ
Q
f(y)dy
)
· 1Q(x), ∀ j ∈ Z.
The dyadic martingale difference operator dj is defined by dj(f) = Ej−1f − Ejf .
The following result is a paraproduct type decomposition involving conditional expec-
tation.
Lemma 2.2. For k ∈ Z and f1, f2 ∈ L2, define bilinear operators Lk by
Lk(f1, f2)(x) = AG2k(f1, f2)(x)− Ekf1(x) · Ekf2(x).
Then, for almost every x ∈ Rd,
Lk(f1, f2)(x) =
∑
n∈Z
Lk(d1,n, En−1f2)(x) +
∑
n∈Z
Lk(Enf1, d2,n)(x).
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Proof. By the Cauchy-Schwarz inequality, for any given x ∈ Rd,
|Ejfi(x)| ≤ [Ej|fi|2(x)] 12 ≤ 2−jd‖fi‖2 → 0, i = 1, 2,
as j → +∞. Moreover, for any (y1, y2) ∈ R2d and any x ∈ Rd,
sup
j
|Ejf1(y1)Ejf2(y2)| ≤ M(f1)(y1)M(f2)(y2) ∈ L1((x, x) +G2k).
It follows by the Lebesgue dominated convergence theorem that
lim
j→+∞
Lk(Ejf1, Ejf2)(x) = 0, a.e. x ∈ Rd.
On the other hand, Lebesgue differentiation theorem yields Ejfi(x) → f(x) a.e. as j →
−∞, which, by the Lebesgue dominated convergence theorem, implies
Lk(f1, f2)(x) = lim
j→−∞
Lk(Ejf1, Ejf2)(x), a.e. x ∈ Rd.
Hence, by the bi-linearity of Lk, we can express Lk(f1, f2) as
Lk(f1, f2)(x) = lim
l→−∞
Lk(El−1f1, El−1f2)(x)− lim
j→+∞
Lk(Ejf1, Ejf2)(x)
= lim
l→−∞
j→+∞
j∑
n=l
[Lk(En−1f1, En−1f2)(x)−Lk(Enf1, Enf2)(x)]
= lim
l→−∞
j→+∞
j∑
n=l
{
[Lk(En−1f1, En−1f2)(x)−Lk(Enf1, En−1f2)(x)]
+ [Lk(Enf1, En−1f2)(x)− Lk(Enf1, Enf2)(x)]
}
=
∑
n∈Z
Lk(d1,n, En−1f2)(x) +
∑
n∈Z
Lk(Enf1, d2,n)(x),
(2.1)
where all series converge for a.e. x ∈ Rd. 
Lemma 2.3. Let b ∈ BMO(Rd), δ2k(t) be the Dirac mass at the point t = 2k, and let
ζ(x) = (1 + |x|)−d−ǫ for some ǫ > 0. Then
(i) (dµn(x, t))n∈N = (
∑
k∈Z |Ek+1−nb(x)−Ek−nb(x)|2 dx δ2k(t))n∈N is a sequence of Car-
leson measures on Rd+1+ with norm bounded by C‖b‖2BMO uniformly in n.
(ii) (dνn(x, t))n∈N =
(∑
k∈Z(ζk ∗ |Ek+1−nb− Ek−nb|2)(x) dx δ2k(t)
)
n∈N
is a sequence of
Carleson measures on Rd+1+ with norm bounded by C‖b‖2BMO uniformly in n. Here
ζk(x) = 2
−kdζ(2−kx).
Proof. For a cube Q in Rd we let Q∗ be the cube with the same center and orientation
whose side-length is 100
√
d ℓ(Q), where ℓ(Q) denotes the side-length of Q. Fix a cube Q
in Rd, split b as
b = (b− b2Q)1Q∗ + (b− b2Q)1(Q∗)c + b2Q,
where b2Q = |2Q|−1
´
2Q
b(y) dy. Let T (Q) = Q × (0, ℓ(Q)). Since Ek+1−nb2Q = Ek−nb2Q =
b2Q,
Ek+1−nb2Q − Ek−nb2Q = 0.
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Thus,
µ(T (Q)) :=
∑
2k≤ℓ(Q)
ˆ
Q
|Ek+1−nb− Ek−nb|2 dx ≤ 2I1 + 2I2,
where
I1 =
∑
k∈Z
ˆ
Rd
|Ek+1[(b− b2Q)1Q∗](x)− Ek[(b− b2Q)1Q∗](x)|2dx
and
I2 =
∑
2k≤ℓ(Q)
ˆ
Q
|Ek+1−n[(b− b2Q)1(Q∗)c ](x)− Ek−n[(b− b2Q)1(Q∗)c ](x)|2 dx.
By the L2 boundedness of martingale square function (see e.g. [33]), we have
I1 .
ˆ
Q∗
|b(x)− b2Q|2dx . |Q| ‖b‖2BMO,
where the implicit constant is independent of n.
Next, let us show that I2 = 0. Indeed, for any x ∈ Q and for any k with 2k ≤ ℓ(Q),
Ek+1−n[(b− b2Q)1(Q∗)c ](x) = 1|Q(k − n, x)|
ˆ
Q(k−n,x)∩ (Q∗)c
(b(y)− b2Q) dy,
where Q(k − n, x) is the unique dyadic cube in Rd of side-length 2k+1−n that contains x.
For all n ∈ N, ℓ(Q(k − n, x)) ≤ 2ℓ(Q), which implies Q(k − n, x) ∩ (Q∗)c = ∅. Hence
I2 = 0 for all n ∈ N.
Altogether, we obtain
µ(T (Q)) ≤ C|Q| ‖b‖2BMO,
where C is independent of n. This means (µn)n∈N is a collection of Carleson measures
with norms at most C‖b‖2BMO, uniformly in n.
Let us now prove part (ii). We need to show that, for any cube Q = Q(x0, ℓ(Q)) and
any n ∈ N, ˆ
Q
∑
2k≤ℓ(Q)
(ζk ∗ |Ek+1−nb− Ek−nb|2)(x) dx . ‖b‖2BMO,
uniformly in Q and n ∈ N. Define
F (y, 2k) =
ˆ
Rd
ζk(y − z)1Q(z) dz, ∀ y ∈ Rd, k ∈ Z;
F ∗(x) = sup
(y,k): |x−y|≤2k
|F (y, 2k)|, ∀ y ∈ Rd.
Clearly F (y, 2k) ≤ ‖ζ‖L1. Moreover, for |y − x0| ≥ 2
√
d ℓ(Q) and z ∈ Q, the triangle
inequality implies |y − z| ≥ |y − x0| − |z − x0| ≥ |y − x0|/2; therefore
F (y, 2k) ≤ C ℓ(Q)
d
2kd
(
|y−x0|
2k
)d+ǫ ≤ C ( |y − x0|ℓ(Q)
)−d−ǫ
≤ C
( |x− x0|
ℓ(Q)
)−d−ǫ
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for all x satisfying |x − y| ≤ 2k, where the constants C is independent of k. Hence
F ∗(x) ≤ C(1 + |x−x0|
ℓ(Q)
)−d−ǫ, and therefore F ∗ ∈ L1(Rd). By part (i) and the Carleson
inequality (see [16] or [51]), we haveˆ
Q
∑
2k≤ℓ(Q)
(ζk ∗ |Ek+1−nb− Ek−nb|2)(x) dx . ‖b‖2BMO‖F ∗‖L1 . ‖b‖2BMO,
uniformly in Q and n. 
For a locally integrable function f on Rd, the uncentered Hardy-Littlewood maximal
function M(f) is defined as
M(f)(x) = sup
B
1
|B|
ˆ
B
f(y) dy,
where the supremum is taken over all balls B in Rd which contain x.
The following lemma establishes a uniform Carleson measure estimate, which can be
viewed as a martingale version of Grafakos-Miyachi-Tomita’s result in [22] and will be a
crucial tool for our proof of the theorem.
Lemma 2.4. Let 1 < l < 2 and ζ be defined as above. Then there exists a constant C
depending on d, ζ and l, but not on n, such that∑
k
ˆ
Rd
(ζk ∗ |f |l)2/l(x)(ζk ∗ |Ek+1−nb− Ek−nb|l)2/l(x) dx ≤ C‖f‖22 ‖b‖2BMO, ∀n ∈ N.
Proof. First, the Ho¨lder inequality gives
(ζk ∗ |Ek+1−nb− Ek−nb|l)2/l ≤
(
‖ζ‖1−l/2L1 [ζk ∗ |Ek+1−nb− Ek−nb|2(x)]l/2
)2/l
∼ (ζk ∗ |Ek+1−nb− Ek−nb|2)(x),
which implies ∑
k
ˆ
Rd
(ζk ∗ |f |l)2/l(ζk ∗ |Ek+1−nb− Ek−nb|l)2/l dx
.
∑
k
ˆ
Rd
(ζk ∗ |f |l)2/l(ζk ∗ |Ek+1−nb− Ek−nb|2)(x) dx.
By Lemma 2.3 (ii),
∑
k∈Z ζk ∗ |Ek+1−nb−Ek−nb|2(x)dx δtk(t) is a sequence of Carleson mea-
sures on Rd+1+ with norm bounded by C‖b‖2BMO, uniformly in n. By Carleson’s inequality
and the L
2
l boundedness of M, the last term above is dominated by a constant multiple
of
‖b‖2BMO
ˆ
Rd
sup
|z−x|≤2k
[(ζk ∗ |f |l)(x)]2/ldx . ‖b‖2BMO‖M(|f |l)‖2/lL2/l . ‖b‖2BMO‖f‖2L2,
where the implicit constant does not depend on n. This completes the proof. 
The following easy variational inequality was stated in [10, pp. 13-14].
Lemma 2.5. [10]. For q > 2, we have
‖Vq(Ejf1 · Ejf2 : j ∈ Z)‖L2(Rd) . min(‖f1‖L2(Rd)‖f2‖L∞(Rd), ‖f1‖L∞(Rd)‖f2‖L2(Rd)).
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We now introduce a new maximal function for k-measurable functions, which will be
used to pointwise dominate the bilinear averages. Assume that h1 and h2 are (n − 1)-
measurable functions on Rd, which means that they are constant on each atom Q ∈ Dn−1.
For every Q ∈ Dn−1, denote by MQi , i = 1, 2, the maximum of |hi| on Q and the cubes
neighbouring Q (i.e., contained in 3Q). Define the maximal functions h∗i on R
d by setting
h∗i (x) = M
Q
i , where Q is the unique atom in Dn−1 containing x. It was observed in [32]
that the maximal function h∗i dominates the linear ball averages A2k(hi) if k ≤ n−1, and
is bounded on L2: ˆ
Rd
[h∗i ]
2 .
ˆ
Rd
h2i .
In the bilinear contexts, it is easy to see that |AG
2k
(h1, h2)| is smaller than h∗1(x) · h∗2(x)
when k < n (see (3.1) below). However, the desired L2 boundˆ
Rd
(h∗1)
2 · (h∗2)2 .
ˆ
Rd
|h1|2 · |h2|2
fails. Indeed, in 1-dimensional case, let I1, I2 be two adjacent dyadic intervals, suppose
h1 = 1 in I2, and h1 = 0 elsewhere, and let h2 = 1 on I1 and h2 = 0 elsewhere. Then it is
easy to see that the above inequality fails.
To fix this issue, we observe that the following inequalities holdˆ
Rd
[(h∗1 · |h2|)∗]2 .
ˆ
Rd
[h∗1 · |h2|]2 .
ˆ
Rd
[|h1| · |h2|]2,
ˆ
Rd
[(|h1| · h∗2)∗]2 .
ˆ
Rd
[|h1| · h∗2]2 .
ˆ
Rd
[|h1| · |h2|]2.
This observation leads to the following definition of bi-sublinear maximal function:
[h1, h2]
+(x) = max{(h∗1 · |h2|)∗, (|h1| · h∗2)∗}.
Then
(2.2)
ˆ
Rd
{[h1, h2]+}2 .
ˆ
Rd
|h1|2 · |h2|2.
Moreover, this maximal function dominates the bilinear averages, which is given by
Lemma 2.6. Let k < n. Assume that h1 and h2 are (n− 1)-measurable functions on Rd,
which means that they are constant-valued on each atom Q ∈ Dn−1. Then
|AG2k(h1, h2)(x)| ≤ [h1, h2]+(x), ∀ x ∈ Rd.
Proof. Let k ≤ n − 1. For any x ∈ Rd, by (3.1), (x, x) + G2k ⊂ (x, x) + B˜2k . There-
fore, (x, x) + G2k can intersect with at most 2
2d atoms in D˜n−1. Recall that D˜j de-
notes the set of all dyadic cubes in R2d of side-length 2j. We only deal with the case
where (x, x) + G2k intersects with exactly 2
2d atoms in D˜n−1, as the other cases are eas-
ier and can be treated in the same way. We denote these 22d atoms by Q˜(I,J), where
(I, J) = (i1, . . . , id, j1, . . . , jd) ∈ Zd×Zd denotes the coordinates of their lower-left corner.
Without loss of generality, we may assume that n = 1 and the lower-left corner of the
union of these atoms is the origin so that ik, jℓ ∈ {0, 1} for all k, ℓ = 1, . . . , d. In other
words, (I, J) ∈ {0, 1}d × {0, 1}d.
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Writing
|AG2k(h1, h2)(x)| ≤
1
|G2k |
∑
I,J∈{0,1}d
ˆ
[(x,x)+G
2k
]∩ Q˜(I,J)
|h1(y1)h2(y2)|dy1dy2,
we see that it suffices to show the pointwise bound: For every (I, J) ∈ {0, 1}2d,
|h1(y1)h2(y2)| ≤ [h1, h2]+(x), ∀ (y1, y2) ∈ Q˜(I,J) = QI ×QJ .
A key observation is that, for any I, J ∈ {0, 1}d, either QI = QJ or QI neighbours QJ ;
so, in either case, we have |h(z)| ≤ h∗(w) for all (n − 1)-measurable functions h and all
z ∈ QI and w ∈ QJ . Hence, for any (I, J) ∈ {0, 1}2d and (y1, y2) ∈ Q˜(I,J) = QI ×QJ ,
|h1(y1)h2(y2)| ≤ (|h1| · h∗2)(y1) ≤ (|h1| · h∗2)∗(x) ≤ [h1, h2]+(x),
concluding the proof. 
Let S(Rd) denote the space of functions of the form
∑N
i=1 ci1Ei, where each measurable
subset Ei of R
d has finite measure. The following lemma is a multilinear version of
Marcinkiewicz interpolation theorem with initial restricted weak type conditions (cf. [21,
Theorem 4.6]), which will be used to prove Theorem 1.1.
Lemma 2.7. [21, 20] Let m be a positive integer, and let T be a multi-sublinear operator
defined on S(Rd) × · · · × S(Rd) taking values in the set of measurable functions on Rd.
For 1 ≤ k ≤ m+ 1 and 1 ≤ j ≤ m we are given pk,j, with 0 < pk,j ≤ ∞ and 0 < qk ≤ ∞.
Suppose that the open convex hull of the points
~Pk =
( 1
pk,1
, · · · , 1
pk,m
)
is an open set in Rd, and T is of restricted weak types (pk,1, . . . , pk,m, qk) for all 1 ≤ k ≤
m+ 1, that is,
‖T (1E1, . . . ,1Em)‖Lqk,∞ ≤ θk
m∏
j=1
|Ej |
1
pk,j
for all 1 ≤ k ≤ m+ 1 and for all subsets Ej of Rd with |Ej| <∞. Let
~P =
( 1
p1
, · · · , 1
pm
)
=
m+1∑
k=1
ηk ~Pk
for some ηk ∈ (0, 1) such that
∑m+1
k=1 ηk = 1, and define 1/q =
∑m+1
k=1 ηk/qk. If γj 6= 0 for
all j = 1, . . . , m and 1/q ≤ 1/p1 + · · ·+ 1/pm, then T is bounded from Lp1 × · · · × Lpm to
Lq, and moreover,
‖T (f1, . . . , fm)‖Lq .
(m+1∏
k=1
θηkk
)( m∏
j=1
‖fj‖Lpj
)
for all fj ∈ Lpj , j = 1, . . . , m.
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3. L∞ × L2 → L2 estimate
Since Vq(A
G
t (f1, f2) : t > 0) = Vq(A
Gt0
t (f1, f2) : t > 0) for any t0 > 0, we may assume
throughout that G is normalized such that
(3.1) B˜τ ⊂ G ⊂ B˜1 for some 0 < τ < 1.
We shall show that the L∞ × L2 → L2 estimate holds when f1 ∈ L∞c and f2 ∈ L2. To
proceed, we first divide the q-variation into long and short variations. Let (ti)i≥0 be an
increasing sequence. For each interval Ii = (ti, ti+1], we consider two cases.
• Case 1: Ii does not contain any power of 2;
• Case 2: Ii contains powers of 2. In this case, we decompose Ii further as disjoint
union of intervals like (ti, 2
mi]∪(2mi , 2ni]∪(2ni , ti+1] such that (ti, 2mi] or (2ni, ti+1]
do not contain any more power of 2.
Let S be the set of all “short intervals” consisting of all intervals that is contained in
(2k, 2k+1] for some k ∈ Z, that is the intervals in Case 1 and the ones of the form (ti, 2mi]
or (2ni, ti+1] in Case 2. Let L consist of all disjoint intervals of the form (2
mj , 2nj ] in Case
2.
Clearly, S ∪L is a disjoint family of intervals. We use the following pointwise inequal-
ity: (∑
i≥0
|(AGti+1 −AGti )(f1, f2)|q
) 1
q
. sup
(ti)i
( ∑
Ii∈L
|(AGti+1 −AGti )(f1, f2)|q
) 1
q
+ sup
(ti)i
( ∑
Ii∈S
|(AGti+1 −AGti )(f1, f2)|q
) 1
q
. Vq(A
G
2k(f1, f2) : k ∈ Z) +
(∑
k∈Z
V qq (A
G
t (f1, f2) : t ∈ (2k, 2k+1])
) 1
q
=: LVq(AGt )(f1, f2) + SVq(AGt )(f1, f2).
We call LVq(AGt ) and SVq(AGt ) long and short variation operators respectively.
The bounds of LVq(AGt ) and SVq(AGt ) will be proved in the following two subsections.
3.1. Long variation estimates. To prove the long variation estimates, we shall compare
the bilinear averaging operators with conditional expectation, which reduces matters to
bounding a certain bilinear square function. More specifically, define a bilinear operator
Lk by
Lk(f1, f2)(x) = AG2k(f1, f2)(x)− Ekf1(x) · Ekf2(x),
and the square operator L by
L(f1, f2)(x) =
(∑
k∈Z
|Lk(f1, f2)(x)|2
) 1
2
.
Then the following estimate holds pointwise
LVq(AGt )(f1, f2) . L(f1, f2) + sup
(ni)i
(∑
i
|(Eni+1 − Eni)(f1, f2)|q
) 1
q
.
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The second term is just the q-variation for martingales, for which the desired bound
follows from (1.1) and the known q-variation inequalities for martingales (cf. [50]). It
suffices to establish
‖L(f1, f2)‖2 . ‖f1‖∞‖f2‖2.
Since f1, f2 ∈ L2(Rd), we may write f1 =
∑
n∈Z d1,n and f2 =
∑
m∈Z d2,m, where
d1,n = dn(f1) and d2,n = dn(f2) are martingale differences and both series converge almost
everywhere and in the topology of L2. Moreover,∑
n
‖d1,n‖22 = ‖f1‖22,
∑
n
‖d2,n‖22 = ‖f2‖22.
Using Lemma 2.2, it thus suffices to show∑
k∈Z
‖
∑
n>k
Lk(d1,n, En−1f2)‖22 . ‖f1‖2∞‖f2‖22,(3.2) ∑
k∈Z
‖
∑
n≤k
Lk(d1,n, En−1f2)‖22 . ‖f1‖2∞‖f2‖22,(3.3) ∑
k∈Z
‖
∑
n>k
Lk(Enf1, d2,n)‖22 . ‖f1‖2∞‖f2‖22,(3.4) ∑
k∈Z
‖
∑
n≤k
Lk(Enf1, d2,n)‖22 . ‖f1‖2∞‖f2‖22.(3.5)
We first prove (3.2) and (3.4). We assume n > k, then Ekd1,n = d1,n. Write
‖Lk(d1,n, En−1f2)‖22 =
∑
Q∈Dn−1
ˆ
Q
|Lk(d1,n, En−1f2)(x)|2 dx.
Since d1,n and En−1f2 are both constants on the atom Q ∈ Dn−1, we have
Lk(d1,n, En−1f2)(x) = AG2k(d1,n, En−1f2)(x)− d1,n(x) · En−1f2(x) = 0
if (x, x)+G2k ⊂ Q×Q. Thus, for x ∈ Q, Lk(d1,n, En−1f2)(x) is nonzero only if (x, x)+G2k
intersects with the complement of Q×Q. For any subset E of R2d containing the origin,
denote
H(E,Q) = {x ∈ Q : [(x, x) + E] ∩ (Q×Q)c 6= ∅}.
By (3.1), H(G2k , Q) ⊂ H(B˜2k , Q), and
|H(G2k , Q)| ≤ |H(B˜2k , Q)| . 2(d−1)n · 2k.
From this, the Cauchy-Schwarz inequality and Lemma 2.6, it follows thatˆ
Q
|Lk(d1,n, En−1f2)|2 =
ˆ
H(G
2k
,Q)
|Lk(d1,n, En−1f2)|2
. 2(d−1)n · 2k · {[d1,n, En−1f2]+}2 = 2−|k−n|
ˆ
Q
{[d1,n, En−1f2]+}2.
Summing this over Q ∈ Dn−1 and using (2.2), we get
‖Lk(d1,n, En−1f2)‖2 . 2−
|k−n|
2 ‖[d1,n, En−1f2]+‖2 . 2−
|k−n|
2 ‖d1,n · En−1f2‖2.
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Applying Lemma 2.1, (i) with Sk = Lk, un = d1,n, vn = En−1f2, a(d1,n, En−1f2) = ‖d1,n ·
En−1f2‖2 and σ(n) = −|n|/2, Lemma 2.3, (i), and the Carleson inequality, we obtain∑
k
(∑
n>k
‖Lk(d1,n, En−1f2)‖2
)2
.
(∑
n
2−|n|/2
)2
·
(∑
n
ˆ
Rd
|d1,n|2 · |En−1f2|2
)
. ‖f1‖2BMO‖M(f2)‖22 . ‖f1‖2∞‖f2‖22.
This concludes the proof of (3.2).
To show (3.4), by the same arguments as above, we get∑
k
(∑
n>k
‖Lk(Enf1, d2,n)‖2
)2
.
∑
n
ˆ
Rd
|Enf1|2 · |d2,n|2.
Now, using the simple estimate supn ‖Enf1‖∞ ≤ ‖f1‖∞, the last term above is majorized
by ‖f1‖2∞
∑
n ‖d2,n‖22 = ‖f1‖2∞‖f2‖22, which gives (3.4).
We first prove (3.3) and (3.5). Assume n ≤ k. Since Ekd1,n = 0 in this case, (3.3) and
(3.5) will follow from the following pointwise estimates respectively: For 1 < l < 2,
(3.6) |AG2k(d1,n, En−1f2)|2 . 2−|k−n|(2−2/l)AG2k(|d1,n|l, |En−1f2|l)2/l,
and
(3.7) |AG2k(Enf1, d2,n)|2 . 2−|k−n|(2−2/l)AG2k(|Enf1|l, |d2,n|l)2/l.
Indeed, assume that (3.6) and (3.7) hold for the moment, let us prove (3.3) and (3.5).
Denote by Q2k the cube centered at origin and having side-length 2
k in Rd and let 1˜Q
2k
=
|Q2k |−11Q2k . Recalling that G2k ⊂ B˜2k , we have
AG2k(|g1|, |g2|)(x) .
(
1
|Q2k |
ˆ
Q
2k
|g1(x− y1)|dy1
)(
1
|Q2k |
ˆ
Q
2k
|g2(x− y2)|dy2
)
= (1˜Q
2k
∗ |g1|)(x) · (1˜Q
2k
∗ |g2|)(x) . (ζk ∗ |g1|)(x) · (ζk ∗ |g2|)(x),
where ζ(x) = (1 + |x|)−d−ǫ for some ǫ > 0. Applying (3.6) and the above estimate with
g1 = |d1,n|l and g2 = |En−1f2|l, we get
‖AG2k(d1,n, En−1f2)‖2 . 2−(1−1/l)|k−n|‖AG2k(|d1,n|l, |En−1f2|l)1/l‖2
. 2−(1−1/l)|k−n|‖(ζk ∗ |d1,n|l)1/l · (ζk ∗ |En−1f2|l)1/l‖2.
Applying Lemma 2.1, (ii) with ak(un, vn) = ‖(ζk ∗ |un|l)1/l · (ζk ∗ |vn|l)1/l‖2, un = d1,n and
vn = En−1f2, and Lemma 2.4 with b = f1 and f =Mf2, we deduce that∑
k
‖
∑
n≤k
AG2k(d1,n, En−1f2)‖22
. sup
n′∈N
∑
k
ˆ
Rd
(ζk ∗ |d1,k−n′|l)2/l(x)(ζk ∗ |Ek−n′−1f2|l)2/l(x) dx
. sup
n′∈N
∑
k
ˆ
Rd
(ζk ∗ |d1,k−n′|l)2/l(x)(ζk ∗ |Mf2|l)2/l(x) dx
. ‖f1‖2BMO‖Mf2‖22 . ‖f1‖2∞‖f2‖22,
which gives (3.3).
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For (3.5), integrating both sides of (3.7) and using the same arguments as above, we
have ∑
k
∥∥∥∑
n≤k
AG2k(Enf1, d2,n)
∥∥∥2
2
. sup
n′∈N
∑
k
ˆ
Rd
(ζk ∗ |d2,k−n′|l)2/l(x)(ζk ∗ |Ek−n′−1f1|l)2/l(x) dx
. sup
n′∈N
∑
k
ˆ
Rd
M(|d2,k−n′|l)2/l(x) ·M(Mf l1)2/l(x) dx
. ‖M(Mf l1)2/l‖∞ sup
n′∈N
∑
k
‖M(|d2,k−n′|l)‖2/lL2/l
≤ ‖f1‖2∞ ·
(
sup
n′∈N
∑
k
‖d2,k−n′‖22
)
. ‖f1‖2∞‖f2‖22,
which gives (3.5).
Let us now show (3.6) and (3.7) under the assumption n ≤ k. We divide R2d into all
atoms Q˜ in D˜n, and writeˆ
(x,x)+G
2k
(d1,n ⊗ En−1f2) =
∑
Q˜∈D˜n
ˆ
[(x,x)+G
2k
]∩ Q˜
(d1,n ⊗ En−1f2).
Writing Q˜ = Q1 ×Q2 ∈ Dn ×Dn, then
´
Q1
d1,n = 0 if Q˜ ⊂ (x, x) +G2k , which impliesˆ
Q˜
(d1,n ⊗ En−1f2) =
(ˆ
Q1
d1,n
)(ˆ
Q2
En−1f2
)
= 0.
Hence
´
[(x,x)+G
2k
]∩ Q˜
(d1,n ⊗ En−1f2) is non-zero only if Q˜ intersects with the boundary of
(x, x) + G2k . Recall that
(3.8) I((x, x) +G2k , n) =
⋃
{[(x, x) +G2k ] ∩ Q˜ : Q˜ ∈ D˜n, [(x, x) + ∂G2k ] ∩ Q˜ 6= ∅}.
Then ˆ
(x,x)+G
2k
(d1,n ⊗ En−1f2) =
ˆ
I((x,x)+G
2k
,n)
(d1,n ⊗ En−1f2)
and
(3.9) |I((x, x) +G2k , n)| . 2n−k2k2d
(See [31] for more discussions on (3.9)).
Using Ho¨lder’s inequality, (3.9) and (3.1), we get that for 1 < l < 2,
|AG2k(d1,n, En−1f2)|l =
1
|G2k |l
∣∣∣∣∣
ˆ
I((x,x)+G
2k
,n)
(d1,n ⊗ En−1f2)
∣∣∣∣∣
l
.
1
(22dk)l
(2n+(2d−1)k)l−1
ˆ
(x,x)+G
2k
(|d1,n|l ⊗ |En−1f2|l)
. 2(n−k)(l−1)
1
|G2k |
ˆ
(x,x)+G
2k
(|d1,n|l ⊗ |En−1f2|l),
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which implies (3.6). Inequality (3.7) can be proved analogously, the details being omitted.
This concludes the proof of the L∞ × L2 → L2 long variation estimates.
3.2. Short variation estimates. By the embedding ℓ2 →֒ ℓq, it suffices to bound
SV2(AGt ) instead of SVq(AGt ). Define a bi-subadditive operator Gk by
Gk(f1, f2)(x) =
( ∑
Ii∈Sk
|(AGti+1 −AGti )(f1, f2)(x)|2
) 1
2
,
where we recall that Ii ∈ Sk means that Ii = (ti, ti+1] ⊂ (2k, 2k+1]. We need to show
(3.10)
∥∥∥∥(∑
k∈Z
[Gk(f1, f2)]2
)1/2∥∥∥∥
2
. ‖f1‖∞‖f2‖2.
Similar to (2.1), we can express (AGti+1 −AGti )(f1, f2) as
(AGti+1 −AGti)(f1, f2)
=
∑
n∈Z
(AGti+1 −AGti )(d1,n, En−1f2) +
∑
n∈Z
(AGti+1 −AGti )(Enf1, d2,n),(3.11)
where the series converges pointwise. Taking the ℓ2 norm over Ii ∈ Sk and using triangle
inequality, we get
Gk(f1, f2) ≤
∑
n∈Z
Gk(d1,n, En−1f2) +
∑
n∈Z
Gk(Enf1, d2,n).
To show (3.10), we consider two cases n > k and n ≤ k separately, and it then suffices
to show ∑
k∈Z
‖
∑
n>k+1
Gk(d1,n, En−1f2)‖22 . ‖f1‖2∞‖f2‖22,∑
k∈Z
‖
∑
n≤k+1
Gk(d1,n, En−1f2)‖22 . ‖f1‖2∞‖f2‖22,∑
k∈Z
‖
∑
n>k+1
Gk(Enf1, d2,n)‖22 . ‖f1‖2∞‖f2‖22,∑
k∈Z
‖
∑
n≤k+1
Gk(Enf1, d2,n)‖22 . ‖f1‖2∞‖f2‖22.
(3.12)
We only show the first two inequalities as the others can be handled similarly.
Let us show the first inequality of (3.12). We assume n > k + 1. By the almost
orthogonality principle, matters are reduced to showing
‖Gk(d1,n, En−1f2)‖22 . 2−(n−k)‖d1,n · En−1f2‖22.(3.13)
In fact, once (3.13) is established, it then follows from Lemma 2.1, (i) with Sk = Gk,
un = d1,n, vn = En−1f2 and a(un, vn) = ‖d1,n · En−1f2‖2 that∑
k∈Z
‖
∑
n>k+1
Gk(d1,n, En−1f2)‖22 .
∑
n
‖d1,n · En−1f2‖22,
which is bounded by C‖f1‖2∞‖f2‖22, as shown in the proof of (3.2) and (3.4).
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Let us show (3.13). We write
‖Gk(d1,n, Enf2)‖22 =
∑
Q∈Dn−1
ˆ
Q
∑
Ii∈Sk
|(AGti+1 −AGti )(d1,n, En−1f2)(x)|2 dx.
We have (∑
Ii∈Sk
|(AGti+1 −AGti )(d1,n, En−1f2)|2
) 1
2
(x)
≤
∑
Ii∈Sk
|(AGti+1 −AGti )(d1,n, En−1f2)|(x)
≤
∑
Ii∈Sk
1
|Gti |
ˆ
(x,x)+Gti+1\Gti
|d1,n| ⊗ |En−1f2|
+
∑
Ii∈Sk
(
1
|Gti |
− 1|Gti+1 |
) ˆ
(x,x)+Gti+1
|d1,n| ⊗ |En−1f2|
≤ 1|G2k |
∑
Ii∈Sk
ˆ
(x,x)+Gti+1\Gti
|d1,n| ⊗ |En−1f2|
+
(∑
Ii∈Sk
1
|Gti|
− 1|Gti+1|
)ˆ
(x,x)+G
2k+1
|d1,n| ⊗ |En−1f2|
.
1
|G2k |
ˆ
(x,x)+G
2k+1
|d1,n| ⊗ |En−1f2|
. AG2k+1(|d1,n|, |En−1f2|)(x) ≤ [d1,n, En−1f2]+(x),
where we used Lemma 2.6 in the last inequality. For each Q ∈ Dn−1 and x ∈ Q, since
d1,n ⊗ En−1f2 is constant on Q×Q, we see that∑
Ii∈Sk
|(AGti+1 −AGti)(d1,n, En−1f2)(x)|2
is nonzero only if, for some Ii ∈ Sk, the convex body (x, x) +Gti+1 (hence (x, x) +G2k+1)
intersects with the complement of Q×Q. Henceˆ
Q
∑
Ii∈Sk
|(AGti+1 −AGti)(d1,n, En−1f2)|2 .
ˆ
H(G
2k+1
,Q)
{[d1,n, En−1f2]+}2
. 2(d−1)n2k{[d1,n, En−1f2]+}2
= 2k−n
ˆ
Q
{[d1,n, En−1f2]+}2,
where
H(G2k+1, Q) = {x ∈ Q : [(x, x) +G2k+1] ∩ (Q×Q)c 6= ∅},
and its measure is no more than 2(d−1)n2k. Summing the above over Q ∈ Dn−1, and using
(2.2), we obtain∑
Q∈Dn−1
ˆ
Q
∑
Ii∈Sk
|(AGti+1 −AGti )(d1,n, En−1f2)|2
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. 2k−n
ˆ
Rd
{[d1,n, En−1f2]+}2 . 2k−n
ˆ
Rd
|d1,n|2 · |Enf2|2,
which verifies (3.13), and hence the first inequality in (3.12).
Finally, let us prove the second inequality in (3.12). We assume k ≥ n−1. By arguments
similar to that in the long variation case, (3.12) will follow from the pointwise estimate:
For 1 < l < 2,
(3.14)
∑
Ii∈Sk
|(AGti+1 −AGti)(d1,n, En−1f2)|2 ≤ 2(n−k)(2−2/l)AG2k+1(|d1,n|l, |En−1f2|l)2/l.
To show (3.14), we write∑
Ii∈Sk
|(AGti+1 −AGti )(d1,n, En−1f2)|2
.
∑
Ii∈Sk
∣∣∣∣∣ 1|Gti|
ˆ
(x,x)+Gti+1\Gti
(d1,n ⊗ En−1f2)
∣∣∣∣∣
2
+
∑
Ii∈Sk
(
1
|Gti |
− 1|Gti+1 |
)2 ∣∣∣∣∣
ˆ
(x,x)+Gti+1
d1,n ⊗ Enf2
∣∣∣∣∣
2
.
1
|G2k |2
∑
Ii∈Sk
∣∣∣∣∣
ˆ
(x,x)+Gti+1\Gti
(d1,n ⊗ En−1f2)
∣∣∣∣∣
l
2/l
+
∑
Ii∈Sk
(
1
|Gti|
− 1|Gti+1|
)l
sup
Ii∈Sk
∣∣∣∣∣
ˆ
(x,x)+Gti+1
d1,n ⊗ Enf2
∣∣∣∣∣
l
2/l
=: I + II.
For the first term I, by the fact thatˆ
Q˜
(d1,n ⊗ En−1f2) =
(ˆ
Q1
d1,n
)
·
(ˆ
Q2
En−1f2
)
= 0
for any Q˜ = Q1 ×Q2 ∈ D˜n, we haveˆ
(x,x)+Gti+1\Gti
(d1,n ⊗ En−1f2) =
ˆ
I((x,x)+Gti+1\Gti ,n)
(d1,n ⊗ En−1f2),
where I((x, x) + Gti+1\Gti , n) was defined as in (3.8). From Ho¨lder’s inequality, the
estimate |I((x, x) +Gti+1\Gti, n)| . 2n2(2d−1)k and (3.1), it follows that
I l/2 .
1
(22kd)l
(2n2(2d−1)k)l−1
∑
Ii∈Sk
ˆ
(x,x)+Gti+1\Gti
(|d1,n|l ⊗ |En−1f2|l)
. 2(n−k)(l−1)
1
|G2k+1|
ˆ
(x,x)+G
2k+1
(|d1,n|l ⊗ |En−1f2|l),
which gives the required bound for I.
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For the second term II, we have∑
Ii∈Sk
(
1
|Gti |
− 1|Gti+1 |
)l
≤
(
1
|G2k |
− 1|G2k+1|
)l
. 2−2dkl.
Using Ho¨lder’s inequality, the estimate |I((x, x) + Gti , n)| . 2n2(2d−1)k, and (3.1), we
deduce that
II l/2 .
1
(22dk)l
(2n2(2d−1)k)l−1 sup
Ii∈Sk
ˆ
(x,x)+Gti+1
(|d1,n|l ⊗ |En−1f2|l)
. 2(n−k)(l−1)
1
|G2k+1|
ˆ
(x,x)+G
2k+1
(|d1,n|l ⊗ |En−1f2|l),
which gives the required bound for II. This verifies (3.14) and hence completes the proof
of the L∞ × L2 → L2 short variation estimate.
Remark 3.1. The hypothesis f1 ∈ L∞c can be replaced by f1 ∈ L∞ ∩ L2, and the
L∞×L2 → L2 bound still holds true. Interchanging the roles of f1 and f2, we can conclude
that the L2 × L∞ → L2 variational inequality holds for f1 ∈ L2 and f2 ∈ L∞ ∩ L2.
4. L∞ × L∞ → BMOd estimate
Let us prove the long variation inequality first, namely, LVq(AGt ) is bounded from
L∞ × L∞ to BMOd for f1, f2 ∈ L∞c .
For fi ∈ L∞c and a dyadic cube Q in Rd, we divide fi into the local and global parts:
fi = fi1Q∗ + fi1Rd\Q∗ = f
0
i + f
∞
i ,
where Q∗ = 3
√
dQ. By the triangle inequality,
1
|Q|
ˆ
Q
|LVq(AGt )(f1, f2)− aQ|
≤ 1|Q|
ˆ
Q
|LVq(AGt )(f 01 , f 02 )|+
1
|Q|
ˆ
Q
|LVq(AGt )(f 01 , f∞2 )|
+
1
|Q|
ˆ
Q
|LVq(AGt )(f∞1 , f 02 )|+
1
|Q|
ˆ
Q
|LVq(AGt )(f∞1 , f∞2 )− aQ|
=: I1 + I2 + I3 + I4,
where aQ is a constant depending on Q which will be determined later.
Since the first three terms I1, I2, I3 can be estimated in the same way, we just estimate
I2. Since f
0
1 ∈ L2 and f∞2 ∈ L∞ ∩ L2, by the L∞ × L2 → L2 boundedness of LVq(AGt )
(see Remark 3.1),
I2 ≤
(
1
|Q|
ˆ
Q
|Vq(AG2k)(f 01 , f∞2 )|2
) 1
2
.
1√|Q|‖f 01‖L2(Q∗)‖f∞2 ‖L∞(Q∗) ≤ ‖f1‖∞‖f2‖∞.
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It remains to estimate I4. Choosing aQ = LVq(AGt )(f 21 , f∞2 )(cQ), by triangle inequality
in ℓq and the embedding ℓq →֒ ℓ2, it suffices to show that for any x ∈ Q,(∑
k∈Z
|AG2k(f∞1 , f∞2 )(x)−AG2k(f∞1 , f∞2 )(cQ)|2
)1/2
. ‖f1‖∞‖f2‖∞,(4.1)
where the implicit constant is independent of x and Q.
If 2k < ℓ(Q), then for any x ∈ Q and any (y, y′) ∈ G2k ,
|x+ y − (cQ)| ≤ |x− (cQ)|+ |y| <
√
d ℓ(Q),
which implies that (x, x) +G2k is contained in Q
∗ ×Q∗. Hence, by the support of f∞1 ,
AG2k(f
∞
1 , f
∞
2 )(x) = A
G
2k(f
∞
1 , f
∞
2 )(cQ) = 0
for all x ∈ Q.
If 2k ≥ ℓ(Q), then
|AG2k(f∞1 , f∞2 )(x)−AG2k(f∞1 , f∞2 )(cQ)|
=
1
|G2k |
∣∣∣∣∣
ˆ
(x,x)+G
2k
f∞1 ⊗ f∞2 −
ˆ
(cQ,cQ)+G2k
f∞1 ⊗ f∞2
∣∣∣∣∣
=
1
22kd
|
ˆ
R2d
(f∞1 ⊗ f∞2 )(1[(cQ,cQ)+G2k ]\[(x,x)+G2k ] − 1[(x,x)+G2k ]\[(cQ,cQ)+G2k ])|
≤ 1
22kd
‖f1‖∞‖f2‖∞ |[(cQ, cQ) +G2k ] ∆ [(x, x) +G2k ]|
.
ℓ(Q)2k(2d−1)
22kd
‖f1‖∞‖f2‖∞,
(4.2)
where E∆F denotes the symmetric difference of two sets E and F. In the last inequal-
ity we used the observation that, by (3.1), the measure of projection of the symmetric
difference [(cQ, cQ) + G2k ] ∆ [(x, x) + G2k ] to a hyperplane perpendicular to the vector
(x, x)− (cQ, cQ) is not more than the “volume” of (2d− 1)-dimensional ball B2d−1(0, 2k),
and therefore
|[(cQ, cQ) +G2k ] ∆ [(x, x) +G2k ]| . ℓ(Q) · 2k(2d−1).
Summing over {k : 2k ≥ ℓ(Q)}, we obtain( ∑
k:2k≥ℓ(Q)
|AG2k(f∞1 , f∞2 )(x)− (AG2k(f∞1 , f∞2 )(cQ)|2
)1/2
.
∑
k:2k≥ℓ(Q)
ℓ(Q)
2k
‖f1‖∞‖f2‖∞ . ‖f1‖∞‖f2‖∞,
which concludes the proof of the long variation inequality.
Let us now treat the short variation operator. By arguments similar to that given in
the long variation case, it suffices to show that, for any x ∈ Q and any increasing sequence
(ti)i,∑
2k≥ℓ(Q)
∑
Ii∈Sk
|(AGti+1 −AGti)(f∞1 , f∞2 )(x)− (AGti+1 −AGti )(f∞1 , f∞2 )(cQ)|2 . ‖f1‖2∞‖f2‖2∞,
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where the implicit constant is independent of Q and the sequence (ti)i. By comparing
ti+1 − ti with ℓ(Q), we divide the summation in Ii ∈ Sk into two pieces according to
whether ti+1 − ti is bigger or smaller than ℓ(Q).
We consider the case ti+1− ti > ℓ(Q) first. Since the family (Gti)i of convex bodies are
nested, we have that for any z ∈ Q,
|AGti+1(f∞1 , f∞2 )(z)−AGti (f∞1 , f∞2 )(z)|
=
∣∣∣∣∣
(
1
|Gti+1 |
− 1|Gti |
) ˆ
(z,z)+Gti
f∞1 ⊗ f∞2 +
1
|Gti+1 |
ˆ
(z,z)+[Gti+1\Gti ]
f∞1 ⊗ f∞2
∣∣∣∣∣
≤
(
1
|Gti|
− 1|Gti+1|
) ˆ
(z,z)+Gti
|f∞1 ⊗ f∞2 |+
1
|Gti+1 |
ˆ
(z,z)+[Gti+1\Gti ]
|f∞1 ⊗ f∞2 |
≤
(
1
|Gti|
− 1|Gti+1|
)
|Gti |‖f1‖∞‖f2‖∞ +
1
|Gti+1 |
(|Gti+1 | − |Gti |)‖f1‖∞‖f2‖∞
= 2(|Gti+1| − |Gti|)
1
|Gti+1|
‖f1‖∞‖f2‖∞
. ‖f1‖∞‖f2‖∞
ˆ |Gti+1 |
|Gti |
1
u
du.
Applying the Cauchy-Schwarz inequality and using ti+1 − ti < ℓ(Q) and ti ∼ ti+1, we can
continue the above estimates by
. ‖f1‖∞‖f2‖∞(|Gti+1| − |Gti|)1/2
(ˆ |Gti+1 |
|Gti |
1
u2
du
)1/2
. ‖f1‖∞‖f2‖∞ℓ(Q)1/2td−1/2i
(ˆ |Gti+1 |
|Gti |
1
u2
du
)1/2
.
Hence ( ∑
2k≥ℓ(Q)
∑
Ii∈Sk
ti+1−ti<ℓ(Q)
|AGti+1(f∞1 , f∞2 )(x)−AGti (f∞1 , f∞2 )(x)|2
)1/2
. ‖f1‖∞‖f2‖∞ℓ(Q)1/2
 ∑
2k≥ℓ(Q)
2k(2d−1)
∑
Ii∈Sk
ˆ |Gti+1 |
|Gti |
1
u2
du
1/2
≤ ‖f1‖∞‖f2‖∞ℓ(Q)1/2
 ∑
2k≥ℓ(Q)
2k(2d−1)
ˆ 22(k+1)d
(τ2k)2d
1
u2
du
1/2
≤ ‖f1‖∞‖f2‖∞ℓ(Q)1/2
 ∑
2k≥ℓ(Q)
τ−2d2−k
1/2
. ‖f1‖∞‖f2‖∞,
where τ is the constant in (3.1).
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It remains to treat the case ti+1 − ti ≥ ℓ(Q). By an argument similar to (4.2), we can
get
|AGti (f∞1 , f∞2 )(x)−AGti (f∞1 , f 22 )(cQ)| . |Q|2‖f1‖∞‖f2‖∞
1
|Gti|
.
Since the number of intervals Ii ∈ Sk satisfying ti+1 − ti ≥ ℓ(Q) is not more than C2k/
ℓ(Q), we conclude that
II2 =
( ∑
2k≥ℓ(Q)
∑
Ii∈Sk
ti+1−ti≥ℓ(Q)
|AGti+1(f∞1 , f∞2 )(x)−AGti+1(f∞1 , f∞2 )(cQ)|2
)1/2
. |Q|2‖f1‖∞‖f2‖∞
( ∑
2k≥ℓ(Q)
∑
Ii∈Sk
ti+1−ti≥ℓ(Q)
1
|Gti |2
)1/2
. |Q|2‖f1‖∞‖f2‖∞
( ∑
2k≥ℓ(Q)
2k
ℓ(Q)
1
24kd
)1/2
. ‖f1‖∞‖f2‖∞.
This completes the proof of the short variational inequality.
5. L1 × Lp2 → Lp,∞ estimates, 1 + 1/p2 = 1/p
This section is devoted to the proof of L1×Lp2 → Lp,∞ estimates for 1 ≤ p2 ≤ ∞, 1/2 ≤
p ≤ 1 with 1 + 1/p2 = 1/p. We distinguish two cases 1 ≤ p2 < ∞ and p2 = ∞, as the
Caldero´n-Zygmund decomposition does not hold for functions in L∞. In the following
two subsections, we treat the two cases 1 ≤ p2 <∞ and p2 =∞ respectively.
5.1. L1 × Lp2 → Lp,∞ estimates with 1 ≤ p2 < ∞. Fix an α and assume f1 ∈ L1
and f2 ∈ Lp2 , both with compact supports. Without loss of generality, we may assume
‖f1‖1 = ‖f2‖p2 = 1. Set p1 = 1. For i = 1, 2, we perform a variant of Caldero´n-Zygmund
decomposition given in [19] for Lpi functions fi at height α
p/pi to obtain “good” and “bad”
functions gi and bi, and families of cubes {Qi,j}j with disjoint interiors such that
(i) fi = gi + bi,
(ii) bi =
∑
j bi,j,
(iii) supp (bi,j) ⊂ Qi,j ,
(iv)
´
bi,j(x) dx = 0,
(v) ‖bi,j‖pipi ≤ 2d+piαp|Qi,j|,
(vi)
⋃
j |Qi,j| ≤ Cα−p‖fi‖pipi,
(vii) ‖bi‖pi ≤ 2
d+pi
pi ‖fi‖pi,
(viii) ‖gi‖pi ≤ ‖fi‖pi, ‖gi‖∞ ≤ 2
d
pi α
p
pi .
Indeed, to show the above decomposition, one can imitate the same idea of classical
Caldero´n-Zygmund decomposition, but select a cube Q when ( 1
|Q|
´
Q
|fi|pi)1/pi > αp/pi;
the functions gi and bi are defined as in the classical case. Now, let us begin to treat the
long and short variation operators separately.
22 Y. DING, G. HONG, X. WU
5.1.1. Long variation estimates. By the Caldero´n-Zygmund decomposition mentioned
above, we have
|{LVq(AGt )(f1, f2)(x) > α}|
≤ |{LVq(AGt )(g1, g2)(x) > α/4}|+ |{LVq(AGt )(g1, b2)(x) > α/4}|
+ |{LVq(AGt )(b1, g2)(x) > α/4}|+ |{LVq(AGt )(b1, b2)(x) > α/4}|,
where LVq(AGt ) represents the long variation operator defined in Section 3. Next we
estimate each of these terms separately.
Estimate for the first term. We note that g2 ∈ L∞c and ‖g1‖22 ≤ ‖g1‖∞‖g1‖1 . αp
by property (viii) of the Caldero´n-Zygmund decomposition. Now the L2 × L∞ → L2
boundedness of LVq(AGt ) gives
|{LVq(AGt )(g1, g2) > α/4}| . α−2‖LVq(AGt )(g1, g2)‖22
. α−2‖g1‖22‖g2‖2∞ . α−2 · αp · (αp/p2)2 = α−p.
Estimate for the second term. By the trivial pointwise estimate
LVq(AGt )(g1, b2)(x) ≤ 2
(∑
k∈Z
|AG2k(g1, b2)(x)|2
)1/2
,
it suffices to show
|{x ∈ Rd : (
∑
k
|AG2k(g1, b2)(x)|2)1/2 > α/8}| . α−p.
We use Qi,j (or Qi,j′) to denote the cubes stemming from the Caldero´n-Zygmund de-
composition, and Q′i,l to denote the cubes in Dn. Denote by Q
∗ a certain dimensional
dilate of a cube Q in Rd, and let
Ω =
⋃
j, j′
(Q1,j ∪Q2,j′), Ω∗ =
⋃
j, j′
(Q∗1,j ∪Q∗2,j′).
By property (vi) of the Caldero´n-Zygmund decomposition,
(5.1) |Ω∗| ≤
∑
j, j′
(|Q∗1,j |+ |Q∗2,j′|) .
∑
j, j′
(|Q1,j |+ |Q2,j′|) . α−p.
It thus suffices to show
(5.2) |{x ∈ Rd\Ω∗ : (
∑
k
|AG2k(g1, b2)(x)|2)1/2 > α/8}| . α−p.
By Chebyshev’s inequality, we have
|{x ∈ Rd\Ω∗ : (
∑
k
|AG2k(g1, b2)(x)|2)1/2 > α/8}| . α−2
ˆ
Rd\Ω∗
∑
k
|AG2k(g1, b2)(x)|2 dx.
For each n ∈ Z and i = 1, 2, let Qin be the collection of cubes Qi,j of side length 2n.
Define
hi,n =
∑
j:Qi,j∈Qin
bi,j , i = 1, 2.
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Then
bi =
∑
n∈Z
∑
j:Qi,j∈Qin
bi,j =
∑
n∈Z
hi,n.
Notice that AG
2k
(g1, h2,n)(x) = 0 if n ≥ k since (x, x) + G2k is disjoint from the strip
Rd ×Q2,j for any Q2,j contained in the support of h2,n. It thus suffices to show
(5.3)
ˆ
Rd\Ω∗
∑
k
|AG2k(g1,
∑
n<k
h2,n)(x)|2 dx . α2−p.
Let 1i,n =
∑
Qi,j∈Qin
1Qi,j , i = 1, 2. Then (5.3) will follow if we show that
(5.4) |AG2k(g1, h2,n)(x)|2 . 2n−k · α2−pAGc2k(|g1|, |12,n|)(x), ∀x ∈ Rd, n < k,
where c =
√
d+1. Indeed, integrating both sides of (5.4), applying Minkowski’s inequality
and properties (vi) and (viii) of Caldero´n-Zygmund decomposition, we get
‖AG2k(g1, h2,n)‖22 . 2n−k · α2−p‖AGc2k(|g1|, |12,n|)‖1
≤ 2n−k · α2−p 1|Gc2k |
ˆ
G
c2k
‖g1(·+ y1)12,n(·+ y2)‖1 dy1dy2
≤ 2n−k · α2−p‖g1‖∞‖12,n‖1.
(5.5)
Applying Lemma 2.1, (ii) with Sk = A
G
2k
, σ(j) = 2−
|j|
2 , un = g1, vn = h2,n and a(un, vn) =
(α2−p‖un‖∞‖vn‖1)1/2, the fact that the cubes in Q2n are pairwise disjoint, and property
(vi) of the Caldero´n-Zygmund decomposition, we conclude that
LHS of (5.3) ≤ α2−p‖g1‖∞
∑
n∈Z
‖12,n‖1 . α2
∑
n∈Z
∑
j:Q2,j∈Q2n
|Q2,j | . α2−p.
To finish the estimate for the second term, it remains to show (5.4). Assume n < k.
It follows from property (v) of Caldero´n-Zygmund decomposition and Ho¨lder’s inequality
that
(5.6) ‖b2,j‖L1(Q2,j) ≤ ‖b2,j‖Lp2 |Q2,j |1−
1
p2 . α
p
p2 |Q2,j|.
Write the support of g1 ⊗ h2,n as
R
d ×
( ⋃
j:Q2,j∈Q2n
Q2,j
)
=
⋃
Q′1,l×Q2,j∈Dn×Q
2
n
Q′1,l ×Q2,j =:
⋃
Q˜l,j∈Dn×Q2n
Q˜l,j,
where Q˜l,j = Q
′
1,l ×Q2,j , which leads to the decompositionˆ
(x,x)+G
2k
g1(y1)h2,n(y2) dy1dy2
=
∑
Q˜l,j∈Dn×Q2n
ˆ
[(x,x)+G
2k
]∩ Q˜l,j
g1(y1)b2,j(y2) dy1dy2.
Since each b2,j has mean zero, the integral on the right hand side is nonzero only if Q˜l,j
intersects with the boundary of the ball (x, x) +G2k . Denote by I (G2k) the collection of
such cubes Q˜l,j, i.e.,
I (∂G2k) = {Q˜l,j ∈ Dn ×Q2n : [(x, x) + ∂G2k ] ∩ Q˜l,j 6= ∅}.
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For n < k, the union of the cubes Q˜l,j ∈ I (∂G2k) is contained in (x, x) + Gc2k for
c =
√
d+ 1. Hence∣∣∣∣∣
ˆ
(x,x)+G
2k
g1(y1)h2,n(y2) dy1dy2
∣∣∣∣∣
≤
∑
Q˜l,j∈I (∂G2k )
(ˆ
Q′1,l
|g1(y1)| dy1
)
·
(ˆ
Q2,j
|b2,j(y2)| dy2
)
.
∑
Q˜l,j∈I (∂G2k )
(ˆ
Q′1,l
|g1(y1)| dy1
)
· (α pp2 |Q2,j |)
= α
p
p2
∑
Q˜l,j∈I (∂G2k )
ˆ
Q˜l,j
|g1(y1)|1Q2,j(y2) dy1dy2
≤ α pp2
ˆ
(x,x)+G
c2k
|g1(y1)|12,n(y2) dy1dy2,
(5.7)
where in the second inequality we used (5.6). Therefore,
(5.8) |AG2k(g1, h2,n)(x)| . α
p
p2AGc2k(|g1|,12,n)(x).
On the other hand, using ‖g1‖∞ . αp we have∣∣AG2k(g1, h2,n)(x)∣∣
≤ 1|G2k |
∑
Q˜l,j∈I (∂G2k )
(ˆ
Q′1,l
|g1(y1)|dy1
)
·
(ˆ
Q2,j
|h2,n(y2)|dy2
)
. α · 1|G2k |
∑
Q˜l,j∈I (∂G2k )
|Q˜j | . α · 2
n2(2d−1)k
22kd
= 2n−k α.
(5.9)
Combining (5.8) with (5.9), we obtain (5.4). This completes all estimates for the second
term.
Estimate for the third term. The estimate of the third term is similar to that of the second
one, the details being omitted.
Estimate for the last term. We write
b1 =
∑
m∈Z
∑
Q1,i∈Q1m
b1,i =:
∑
m∈Z
h1,m,
and similarly for b2. Define
h˜i,n =
∑
m≤n
hi,m, 1˜i,n =
∑
m≤n
1i,m, i = 1, 2.
As above, AG2k(h1,m, h2,n)(x) = 0 if k ≤ m or k ≤ n since (x, x) +G2k is disjoint from any
of Q1,j ×Q2,j′ in the support of h1,m ⊗ h2,n. These discussions together with Chebyshev’s
inequality yields
|{x ∈ Rd\Ω∗ : Vq(AG2k(b1, b2)(x) : k ∈ Z) > α/8}|
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. α2
ˆ
Rd\Ω∗
∑
k
|AG2k(
∑
m<k
h1,m,
∑
n<k
h2,n)(x)|2 dx
. α2
ˆ
Rd\Ω∗
∑
k
|
∑
n<k
AG2k(
∑
m≤n
h1,m, h2,n)(x)|2 dx
+ α2
ˆ
Rd\Ω∗
∑
k
|
∑
m<k
AG2k(h1,m,
∑
n<m
h2,n)(x)|2 dx
= α2
ˆ
Rd\Ω∗
∑
k
|
∑
n<k
AG2k(h˜1,n, h2,n)(x)|2 dx
+ α2
ˆ
Rd\Ω∗
∑
k
|
∑
m<k
AG2k(h1,m, h˜2,m−1)(x)|2 dx.
Since these two terms can be handled in the same way, we only treat the first. We need
to show
(5.10)
∑
k∈Z
ˆ
Rd\Ω∗
|
∑
n<k
AG2k(h˜1,n, h2,n)(x)|2 dx . α2−p.
We claim that there exists a constant c > 1 such that
(5.11) |AG2k(h˜1,n, h2,n)(x)|2 . 2n−k · α2AGc2k(1˜1,n,12,n)(x).
Assume the claim for the moment. Let us prove (5.10). Integrating both sides and using
the trivial estimate 1˜1,n ≤ 1 yield
‖AG2k(h˜1,n, h2,n)‖22 . 2n−k · α2‖AGc2k(|d˜1,n|, |d2,n|)‖1
≤ 2n−k · α2 1|Gc2k |
ˆ
G
c2k
∑
Q2,j∈Q2n
|Q2,j| dy1dy2
= 2n−k · α2
∑
Q2,j∈Q2n
|Q2,j |.
(5.12)
Then (5.10) follows by utilizing Lemma 2.1, (i) with Sk = A
G
2k , σ(j) = 2
−
|j|
2 and
a(un, vn) = α(
∑
Q2,j∈Q2n
|Q2,j|)1/2.
Finally, let us prove (5.11). Noting that n < k and using property (vii) of Caldero´n-
Zygmund decomposition ‖b1,j‖L1(Q1,j) . αp|Q1,j| and ‖b2,j‖L1(Q2,j) . α
p
p2 |Q2,j|, we have∣∣∣ ˆ
(x,x)+G
2k
h˜1,n(y1)h2,n(y2) dy1dy2
∣∣∣
≤
∑
Q˜l,j∈I (∂G2k )
ˆ
Q˜l,j
|h˜1,n(y1)b2,j(y2)| dy1dy2
≤
∑
Q˜l,j∈I (∂G2k )
(ˆ
Q′1,l
|h˜1,n(y1)| dy1
)
·
(ˆ
Q2,j
|b2,j(y2)| dy2
)
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. α
∑
Q˜l,j∈I (∂G2k )
∣∣∣∣Q′1,l ∩ ( ⋃
m≤n
⋃
Q1,j′∈Q
1
m
Q1,j′
)∣∣∣∣ · |Q2,j|
= α
∑
Q˜l,j∈I (∂G2k )
ˆ
Q˜l,j
|1˜1,n(y1)12,n(y2)| dy1dy2
≤ α
ˆ
(x,x)+G
c2k
|1˜1,n(y1)12,n(y2)| dy1dy2,
where Q˜l,j = Q
′
1,l ×Q2,j .
We also have
1
|G2k |
∣∣∣∣∣
ˆ
(x,x)+G
2k
h˜1,n(y1)h2,n(y2)dy1dy2
∣∣∣∣∣
.
α
|G2k |
∑
Q˜l,j∈I (∂G2k )
∣∣∣∣Q′1,l ∩ ( ⋃
m≤n
⋃
Q1,j′∈Q
1
m
Q1,j′
)∣∣∣∣ · |Q2,j|
≤ α|G2k |
∑
Q˜l,j∈I (∂G2k )
|Q˜l,j| . α · 2
n2(2d−1)k
22kd
= 2n−k α.
Combining the above two estimates yields (5.11), and hence concluding the proof of
L1 × Lp2 → Lp,∞ long variation estimate.
5.1.2. Short variation estimates. By the triangle inequality,∣∣∣{SVq(AGt )(f1, f2) > α}∣∣∣
≤
∣∣∣{SVq(AGt )(g1, g2) > α/4}∣∣∣ + ∣∣∣{SVq(AGt )(g1, b2) > α/4}∣∣∣
+
∣∣∣{SVq(AGt )(b1, g2) > α/4}∣∣∣+ ∣∣∣{SVq(AGt )(b1, b2) > α/4}∣∣∣.
The first term can be treated using the L2 × L∞ → L2 estimate as in the long variation
case.
For the second term, by an argument similar to that used in the proof of long variation
estimates for the second term, we only need to show
(5.13)
∑
k∈Z
ˆ
Rd\Ω∗
∑
Ii∈Sk
|
∑
n<k
[AGti+1(g1, h2,n)−AGti (g1, h2,n)]|2 . α2−p.
Recalling that the bi-subadditive operator Gk was defined by
Gk(f1, f2)(x) =
( ∑
Ii∈Sk
|AGti+1(f1, f2)(x)−AGti (f1, f2)(x)|2
)1/2
,
by Minkowski’s inequality for series, it suffices to show
(5.14)
∑
k∈Z
‖
∑
n<k
Gk(g1, h2,n)‖2L2(Rd\Ω∗) . α2−p.
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Applying Lemma 2.1, (i) and using the simple estimate
‖AGc2k+1(|g1|,12,n)‖1 . ‖g1‖∞‖12,n‖1,
matters are reduced to showing the pointwise estimate
(5.15) Gk(g1, h2,n)(x)2 . α2−p2n−kAGc2k+1(|g1|,12,n)(x), ∀ x ∈ Rd.
Since the left hand side is majorized by a constant multiple of J1 + J2, where
J1 =
∑
Ii∈Sk
∣∣∣∣ 1|Gti+1 |
ˆ
(x,x)+(Gti+1\Gti)
(g1 ⊗ h2,n)
∣∣∣∣2
and
J2 =
∑
Ii∈Sk
(
1
|Gti |
− 1|Gti+1 |
)2 ∣∣∣∣ˆ
(x,x)+Gti
(g1 ⊗ h2,n)
∣∣∣∣2,
it suffices to bound J1 and J2 by the right hand side of (5.15).
We treat first J2 which is easier. Denote
I (∂Gti) = {Q˜l,j = Q′1,l ×Q2,j ∈ Dn ×Q2n : [(x, x) + ∂Gti ] ∩ Q˜l,j 6= ∅}.
By similar arguments to that in (5.7), we have√
J2 .
( ∑
Ii∈Sk
(
1
|Gti |
− 1|Gti+1 |
)
)
sup
Ii∈Sk
∣∣∣∣∣
ˆ
(x,x)+Gti
(g1 ⊗ h2,n)
∣∣∣∣∣
.
1
22kd
sup
Ii∈Sk
∑
Q˜l,j∈I (∂Gti )
(ˆ
Q′1,l
|g1(y1)| dy1
)
·
(ˆ
Q2,j
|b2,j(y2)| dy2
)
.
1
22kd
sup
Ii∈Sk
∑
Q˜l,j∈I (∂Gti )
(ˆ
Q′1,l
|g1(y1)| dy1
)
· (α pp2 |Q2,j |)
.
1
22kd
α
p
p2 sup
Ii∈Sk
∑
Q˜l,j∈I (∂Gti )
ˆ
Q˜l,j
|g1(y1)12,n(y2)| dy1dy2
. α
p
p2 ·AGc2k+1(|g1|,12,n)(x),
and √
J2 .
1
22kd
sup
Ii∈Sk
∑
Q˜l,j∈I (∂Gti )
(ˆ
Q′1,l
|g1(y1)| dy1
)
·
(ˆ
Q2,j
|b2,j(y2)| dy2
)
.
1
22kd
sup
Ii∈Sk
∑
Q˜l,j∈I (∂Gti )
(
αp|Q′1,l|
) · (α pp2 |Q2,j |)
= α · 1
22kd
sup
Ii∈Sk
∑
Q˜l,j∈I (∂Gti )
|Q˜l,j| . α · 2
k(2d−1) · 2n
22kd
= α2n−k.
Combining the above two estimates, we obtain (5.15).
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For J1, we have
sup
Ii∈Sk
∣∣∣∣ 1|Gti+1 |
ˆ
(x,x)+(Gti+1\Gti)
g1(y1)h2,n(y2) dy1dy2
∣∣∣∣
≤ 1
22kd
sup
Ii∈Sk
∑
Q˜l,j∈I (∂(Gti+1\Gti ))
( ˆ
Q1,l
|g1(y1)| dy1
)
·
( ˆ
Q2,j
|h2,n(y2)| dy2
)
.
1
22kd
sup
Ii∈Sk
∑
Q˜l,j∈I (∂(Gti+1\Gti ))
(αp|Q1,l|) · (α
p
p2 |Q2,j |)
. α · 2
n2(2d−1)k
22kd
= α · 2n−k.
On the other hand,
∑
Ii∈Sk
∣∣∣∣∣ 1|Gti+1|
ˆ
(x,x)+(Gti+1\Gti )
g1(y1)h2,n(y2) dy1dy2
∣∣∣∣∣
.
1
22kd
∑
Ii∈Sk
ˆ
(x,x)+(Gti+1\Gti )
|g1(y1)h2,n(y2)| dy1dy2
≤ 1
22kd
ˆ
(x,x)+G
2k+1
|g1(y1)h2,n(y2)| dy1dy2
≤ 1
22kd
∑
Q˜l,l∈I (G2k+1 )
(ˆ
Q′1,j
|g1(y1)| dy1
)
·
(ˆ
Q2,j
|h2,n(y2)| dy2
)
. α
p
p2
1
22kd
∑
Q˜l,j∈I (G2k+1 )
(ˆ
Q′1,j
|g1(y1)| dy1
)
· |Q2,j|
= α
p
p2
1
22kd
∑
Q˜l,j∈I (G2k+1 )
ˆ
Q˜l,j
|g1(y1)12,n(y2)| dy1dy2
≤ α pp2 1
22kd
ˆ
G
c2k+1
|g1(y1)12,n(y2)| dy1dy2
≈ α pp2AGc2k+1(|g1|,12,n)(x).
Combining these two inequalities, we obtain the desired bound for J1. This completes the
estimate of the second term. The other terms can be similarly treated, the details being
omitted.
5.2. L1×L∞ → L1,∞ estimate. Since the proof is similar to that in the case 1 < p2 <∞,
we only sketch the proof of the long variation estimate. Assume that f1 ∈ L1(Rd) and
f2 ∈ L∞c (Rd) with ‖f1‖1 = ‖f2‖∞ = 1. We need to show
|{LVq(AGt )(f1, f2) > α}| . α−1.
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We adopt the same notations as used in previous subsection. By the Caldero´n-Zygmund
decomposition f1 = g1 + b1, we have
|{LVq(AGt )(f1, f2) > α}| ≤|{LVq(AGt )(g1, f2) > α/2}|+ |{LVq(AGt )(b1, f2) > α/2}|.
By the L2×L∞ → L2 boundedness of LVq(AGt ) and the estimate ‖g1‖22 ≤ ‖g1‖∞‖g1‖1 .
α, we have
|{LVq(AGt )(g1, f2) > α/2}| . α−2‖LVq(AGt )(g1, f2)‖22
. α−2‖g1‖22‖f2‖2∞ . α−2 · α = α−1.
For the second term, by an argument similar to that used in Section 5.1.1, we can
reduce the matters to showing
(5.16)
∑
k∈Z
ˆ
Rd\Ω∗
|AG2k(
∑
n<k
h1,n, f2)(x)|2 dx . α.
Assuming n < k, we claim that
(5.17) |AG2k(h1,n, f2)(x)|2 . 2n−k · α2AGc2k(11,n, |f2|)(x), ∀ x ∈ Rd.
Assume this claim holds for the moment, let us show (5.16). Integrating both sides and
using the hypothesis that ‖f2‖∞ = 1, we get
‖AG2k(h1,n, f2)‖22 . 2n−k · α2‖AGc2k(11,n, |f2|)‖1 . 2n−k · α2
∑
j:Q1,j∈Q1n
|Q1,j|.
Then (5.16) follows by applying Lemma 2.1 with Sk = A
G
2k , σ(j) = 2
− |j|
2 , and a(h1,n, f2) =
α(
∑
j:Q1,j∈Q1n
|Q1,j|)1/2.
It suffices to establish claim (5.17). By arguments similar to those given in (5.7) and
(5.9) (with the good function g2 replaced by the function f2 itself in the current case),
one can derive that
1
|G2k |
∣∣∣∣∣
ˆ
(x,x)+G
2k
h1,n(y1)f2(y2) dy1dy2
∣∣∣∣∣ . α|G2k |
ˆ
(x,x)+G
c2k
11,n(y1)|f2(y2)| dy1dy2
and
1
|G2k |
∣∣∣∣∣
ˆ
(x,x)+G
2k
h1,n(y1)f2(y2) dy1dy2
∣∣∣∣∣ . 2n−k · α.
Combining these two estimates yields (5.17), and hence concludes the proof of long vari-
ation inequality.
The short variation estimate can be proved analogously, the details being omitted.
6. Restricted weak type estimates and concluding the proof of Theorem
1.1
In this section, we will conclude our proof of Theorem 1.1 by multilinear real interpola-
tion of Grafakos-Kalton [21] based on the previous estimates. To begin with, let us recall
some definitions.
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Denote by S(Rd) the space of functions of the form
∑N
i=1 ci1Ei, where each measurable
subset Ei ofX has finite measure. An operator T defined on S(R
d)×· · ·×S(Rd) and taking
values in the set of complex-valued measurable functions on Rd is called multisublinear if
for all 1 ≤ j ≤ m, all fj , gj in S(Rd) and all λ ∈ C the statements
|T (f1, . . . , λfj, . . . , fm)| = |λ| |T (f1, . . . , fj , . . . , fm)|,
|T (. . . , fj + gj, . . .)| ≤ |T (. . . , fj, . . .)|+ |T (. . . , gj, . . .)|
hold almost everywhere.
Definition 6.1. Let 0 < p1, p2, · · · , pm, p ≤ ∞. We say that an m-sublinear operator T
is of restricted weak type (p1, . . . , pm, p) if there is a constant C = C(p1, . . . , pm, p) such
that for all measurable subsets A1, . . . , Am of finite measure we have
sup
λ>0
λ|{x ∈ Rd : |T (1A1, . . . ,1Am)| > λ}|
1
p ≤ C|A1|
1
p1 · · · |Am|
1
pm
when p <∞ and
‖T (1A1, . . . ,1Am)‖∞ ≤ C|A1|
1
p1 · · · |Am|
1
pm
when p =∞.
Proof of Theorem 1.1. In order to prove the main result by using multilinear real in-
terpolation (cf. [21]), we need to show that Vq(A
G
t : t > 0) is of restricted weak types
(1,∞, 1), (∞, 1, 1), (1, 1, 1/2), (∞, s, s) and (s,∞, s), for any 2 < s <∞. The first three
follows from the corresponding estimates obtained in previous sections by taking f1 = 1A
and f2 = 1B. It remains to show the restricted weak types (∞, s, s) and (s,∞, s) for any
2 < s <∞.
For any fixed f1 ∈ L∞ ∩ L2, define a sublinear operator Tf1 by
Tf1(g)(x) = Vq(A
G
t (f1, g) : t > 0)(x), ∀ g ∈ Lp.
From the boundedness results of Vq(A
G
t : t > 0) proved in previous sections, it follows that
Tf1 is bounded from L
2 to L2, from L∞c to BMOd, and from L
1 to L1,∞, and the operator
norms are both bounded by a constant multiple of ‖f1‖∞. By classical Marcinkiewicz
interpolation for sublinear operators, Tf1 is bounded on L
s for all 1 < s < ∞, with
operator norm at most Cp,d‖f1‖∞. This implies that
‖Vq(AGt (f1, f2) : t > 0)‖s = ‖Tf1(f2)‖s . ‖f1‖∞ ‖f2‖s
for any 1 < s <∞, any f1 ∈ L∞ ∩ L2, f2 ∈ Ls. Applying this with f1 = 1A and f2 = 1B,
we see that Vq(A
G
t : t > 0) is of restricted weak type (∞, s, s) for any 1 < s < ∞. By
symmetry, Vq(A
G
t : t > 0) is of restricted weak type (s,∞, s) for any 1 < s <∞.
Finally, for 1 < p1, p2 < ∞ and 1/p = 1/p1 + 1/p2, (p1, p2, p) lies in the convex hull of
(1,∞, 1), (∞, 1, 1), (1, 1, 1/2), (∞, s, s) and (s,∞, s) for sufficiently large constant s. The
required Lp1×Lp2 → Lp bound then follows by applying the multilinear real interpolation
in Lemma 2.7. This concludes the proof of Theorem 1.1. 
We conclude this section by showing that Vq(A
G
t (f1, f2)) is, in general, not of the
restricted weak type (∞,∞,∞). This means that the L∞ × L∞ → BMOd estimate
proved in Section 4 cannot be strengthened to L∞ × L∞ → L∞ estimate even for f1, f2
being characteristic functions of measurable sets of finite measures. We do this in the case
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G = B˜(0, 1) := B˜, the unit ball of R2d. To this end, we construct two sequences (En)n
and (Fn)n of measurable sets of finite measures in R
d such that
‖Vq(AB˜t : t > 0)(1En,1Fn)‖∞ & n, ∀n ∈ N.
Take α > 1 large enough so that |[(B1)c × Rd] ∩ B˜α| > 45 |B˜α|. There exists ǫ0 > 0 such
that |[(B1)c × Rd] ∩ [(x, x) + B˜α]| > 34 |B˜α| for all x ∈ Bǫ0. For each n ∈ N, define
En =
n⋃
i=1
Bα2n+1\Bα2n and Fn = Bα2n+2 .
Then for 1 ≤ i ≤ 2n + 1 and any x ∈ Bǫ0,
AB˜αi(1En,1Fn)(x) =
|[(x, x) + B˜αi ] ∩ [En × Fn]|
|B˜αi |

>
3
4
, i odd;
<
1
4
, i even.
Let ti = α
i for i ∈ N. Then for 0 ≤ i ≤ 2n and x ∈ Bǫ0 ,∣∣∣AB˜ti+1(1En,1Fn)−AB˜ti (1En,1Fn)∣∣∣ > 12 ,
which implies
Vq(A
B˜
t (1En,1Fn) : t > 0)(x) > 2
−q+1n, ∀ x ∈ Bǫ0 .
This shows that Vq(A
B˜
t : t > 0) is not of restricted weak type (∞,∞,∞).
7. Bounds for new bilinear square functions involving conditional
expectation
Recall that the square function L is defined by
L(f1, f2)(x) =
(∑
k∈Z
|Lk(f1, f2)(x)|2
) 1
2
,
where
Lk(f1, f2)(x) = AG2k(f1, f2)(x)− Ekf1(x) · Ekf2(x).
As a byproduct of our arguments, we obtain the Lp1 × Lp2 → Lp boundedness of the
bilinear square function L, which is the content of the following
Theorem 7.1. The square function L is bounded from Lp1 × Lp2 to Lp for all Let 1 <
p1, p2 <∞ and 1/p = 1/p1 + 1/p2, bounded from L∞c × L∞c to BMOd, and bounded from
L1 × Lp2 to Lp,∞ for all 1 ≤ p2 ≤ ∞ and 1/p = 1 + 1/p2.
Proof. By arguments similar to that given in the proof of Theorem 1.1, it suffices to
show the L2 × L∞ → L2, L∞ × L∞ → BMO, and L1 × Lp2 → Lp,∞ bounds of L. The
L2 × L∞ → L2 has been established in Section 3.
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Let us now show the L∞ × L∞ → BMO bound. Following similar arguments as in
Section 4, we have
1
|Q|
ˆ
Q
|L(f1, f2)− aQ| ≤ 1|Q|
ˆ
Q
|L(f 01 , f 02 )|+
1
|Q|
ˆ
Q
|L(f 01 , f∞2 )|
+
1
|Q|
ˆ
Q
|L(f∞1 , f 02 )|+
1
|Q|
ˆ
Q
|L(f∞1 , f∞2 )− L(f 21 , f∞2 )(cQ)|
=: II1 + II2 + II3 + II4.
The required bounds for II1, II2 and II3 follows easily from the L
∞×L2 → L2 bound-
edness of L as before. The estimate for II4 will follow if we show that, for any x ∈ Q,(∑
k∈Z
|[AG2k(f∞1 , f∞2 )(x)− Ekf∞1 (x) · Ekf∞2 (x)]
− [AG2k(f∞1 , f∞2 )(cQ)− Ekf∞1 (cQ) · Ekf∞2 (cQ)]|2
)1/2
. ‖f1‖∞‖f2‖∞,
(7.1)
where the implicit constant is independent of x and Q.
We consider two cases as before. If 2k < ℓ(Q), then for any x ∈ Q, both Ekf∞1 and
Ekf∞2 are supported in Rd\Q, so
Ekf∞1 (x) · Ekf∞2 (x) = Ekf∞1 (cQ) · Ekf∞2 (cQ) = 0.
If 2k ≥ ℓ(Q), then in this case, there exists an atom in Dk that contains Q, so Ekf∞1 (x) ·
Ekf∞2 (x) = Ekf∞1 (cQ) · Ekf∞2 (cQ).
In both cases, the conditional expectations on the left side of (7.1) are equal to zero,
and hence (7.1) follows from (4.1). This completes the proof of the L∞ × L∞ → BMO
bound of L.
Finally, let us show the L1 × Lp2 → Lp,∞ bounds of L. We will see that again the
conditional expectation will play no role and the estimates follows from corresponding
estimates in Section 4. By the Caldero´n-Zygmund decomposition, we have
|{L(f1, f2)(x) > α}| ≤ |{L(g1, g2)(x) > α/4}|+ |{L(g1, b2)(x) > α/4}|
+ |{L(b1, g2)(x) > α/4}|+ |{L(b1, b2)(x) > α/4}|,
The first term can be treated as in Section 4 by using the L2 × L∞ → L2 bound of L,
together with the properties of good functions g1 and g2.
To estimate the second term, by (5.1), it suffices to prove
(7.2) |{x ∈ Rd\Ω∗ : (
∑
k
|AG2k(g1, b2)(x)− Ekg1(x) · Ekb2(x)|2)1/2 > α/8}| . α−p.
Write
b2 =
∑
n∈Z
∑
j:Q2,j∈Q2n
b2,j =
∑
n∈Z
h2,n.
We shall show that for x /∈ Ω∗, Ekb2(x) = 0 for every k. Indeed, if k ≤ n, then Ekh2,n(x) = 0
since the atom of Dk containing x is disjoint from the support of h2,n; if n < k, for each
Q2,j ∈ Q2n, there exists an atom of Dk containing Q2,j. Then Ekb2,j = 0 due to the
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cancellation condition of b2,j , and hence Ekh2,n(x) = 0. Now (7.2) is equivalent to (5.2)
established in Section 5. The other terms can be treated in the same way.
This concludes the proof of the L1 × Lp2 → Lp,∞ bounds of L, and hence Theorem
7.1. 
8. Applications
8.1. Discrete bilinear averaging operators. Let 1 < p1, p2 < ∞. Consider the dis-
crete bilinear averaging operator defined by
A
G,d
t (f1, f2)(j) =
1
♯(Gt ∩ Z2d)
∑
(k,m)∈Gt ∩Z2d
f1(j − k) f2(j −m), t > 0, j ∈ Zd
for f1 ∈ ℓp1(Zd) and f2 ∈ ℓp2(Zd), where ♯(S) is the cardinality of the set S.
By arguments similar to that used in the proof of Theorem 1.1, we can prove
Corollary 8.1. Let 2 < q < ∞. Then for any 1 < p1, p2 < ∞, 1/2 < p < ∞ with
1/p = 1/p1 + 1/p2, there exists a constant Cp,q such that
‖Vq((AG,dt )t>0)(f1, f2)‖ℓp ≤ Cp,q‖f1‖ℓp1‖f2‖ℓp2 .
Remark 8.1. This result provides a bilinear analogue of the result obtained by Jones-
Rosenblatt-Wierdl [32].
8.2. Bilinear averaging operators of Demeter-Tao-Thiele. Demeter, Tao, and Thiele
[12] studied a general class of multilinear averaging operators and proved maximal inequal-
ities for them. We consider a special case where the averaging operator takes the form
MΛ,t(f1, f2)(x) =
1
t2d
ˆ
|u1|<t
|u2|<t
f1(x+ λ1,1u1 + λ1,2u2)f2(x+ λ2,1u1 + λ2,2u2) du1 du2.
Here Λ = {λi,j}2×2 is assumed to be nonsingular.
This operator can be expressed as an averaging operator over convex bodies. Indeed,
let Γ be the inverse of Λ, which is also nonsingular. Then the following set
GΓ = {(y1, y2) ∈ R2d : |γ1,1y1 + γ1,2y2| < 1, |γ2,1y1 + γ2,2y2| < 1}
is a symmetric convex body in R2d, whose “volume” is given by the absolute value of its
determinant | det(Γ)|. Changing the variable we have
MΛ,t(f1, f2)(x) =
1
| det(Γ)| · t2d
ˆ
(GΓ)t
f1(x+ y1)f2(x+ y2) dy1 dy2
=
1
|(GΓ)t|
ˆ
(GΓ)t
f1(x+ y1)f2(x+ y2) dy1 dy2 = A
GΓ
t (f1, f2)(x).
Then the following corollary follows immediately from Theorem 1.1.
Corollary 8.2. Let 2 < q < ∞. If Λ is nonsingular, then for any 1 < p1, p2 < ∞,
1/2 < p <∞ with 1/p = 1/p1 + 1/p2, there exists a constant Cp,q such that
‖Vq(MΛ,t)t>0)(f1, f2)‖Lp(Rd) ≤ Cp,q‖f1‖Lp1(Rd)‖f2‖Lp2(Rd).
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8.3. Ergodic bilinear averaging operators. Let (Ω, µ) be a measurable space. For
x ∈ Rd, let T x : Ω→ Ω be a family of measure preserving transformations on (Ω, µ) which
satisfy the following semigroup properties: T x+y = T x · T y, ∀ x, y ∈ Rd.
For t > 0, f1, f2 ∈ L1loc(Ω), define a family of ergodic bilinear averaging operators by:
At(f1, f2)(ω) = 1|Gt|
ˆ
Gt
f1(T
xω) · f2(T yω) dx dy, ω ∈ Ω.
Corollary 8.3. Let 2 < q < ∞. Then for any 1 < p1, p2 < ∞, 1/2 < p < ∞ with
1/p = 1/p1 + 1/p2, there exists a constant Cp,q such that
‖Vq((At)t>0)(f1, f2)‖Lp(Ω) ≤ Cp,q‖f1‖Lp1 (Ω)‖f2‖Lp2 (Ω).
Proof. The proof uses the transference principle. For a family (ft)t>0 of functions, we use
the notation ‖ft‖Vq(t∈(0,R)) := Vq((ft)t : t ∈ (0, R)). For any fixed R > 0, we have∥∥∥∥∥∥∥( 1|Gt|
ˆ
Gt
f1(T
xω)f2(T
yω) dx dy)
∥∥∥
Vq(t∈(0,R))
∥∥∥∥p
Lp(Ω)
=
∥∥∥∥ 1|Gt|
ˆ
Gt
f1(T
zT x−zω)f2(T
zT y−zω) dx dy
∥∥∥∥p
Lp(Ω,Vq(t∈(0,R)))
=
1
cdJd
ˆ
|z|≤J
∥∥∥ 1|Gt|
ˆ
Gt
T˜ z[f1(T
x−z·)f2(T y−z·)](ω) dx dy
∥∥∥p
Lp(Ω,Vq(t∈(0,R)))
dz
.
1
Jd
ˆ
|z|≤J
∥∥∥∥(T˜ z ⊗ id)( 1|Gt|
ˆ
Gt
[f1(T
x−z·)f2(T y−z·)](ω) dx dy
)∥∥∥∥p
Lp(Ω,Vq(t∈(0,R)))
dz.
(8.1)
Notice that ‖T˜ z‖Lp(Ω)→Lp(Ω) = 1 implies
‖T˜ z ⊗ id‖Lp(Ω,Vq(t∈(0,R)))→Lp(Ω,Vq(t∈(0,R))) = 1.
Therefore the last term in (8.1) is equal to
1
Jd
ˆ
|z|≤J
∥∥∥ 1|Gt|
ˆ
Gt
[f1(T
x−z·), f2(T y−z·)](ω) dx dy‖pLp(Ω,Vq(t∈(0,R))) dz
=
1
Jd
ˆ
|z|≤J
∥∥∥At[f1(T−z·), f2(T−z·)](ω)∥∥∥p
Lp(Ω,Vq(t∈(0,R)))
dz
=
1
Jd
ˆ
Ω
‖AGt [F1(·, ω), F2(·, ω)](z)‖pLp(Rd,Vq(t∈(0,R))) dω,
where F1(z, ω) = f1(T
−zω)1|z|≤J+R and F2(z, ω) = f2(T
−zω)1|z|≤J+R.
Applying Theorem 1.1, the last term above is bounded by
1
Jd
ˆ
Ω
‖F1(·, ω)‖pLp1(Rd)‖F2(·, ω)‖pLp2(Rd) dω
≤ 1
Jd
(ˆ
Ω
ˆ
Rd
|F1(z, ω)|p1 dz dω
) p
p1
(ˆ
Ω
ˆ
Rd
|F2(z, ω)|p2 dz dω
) p
p2
≤ 1
Jd
(ˆ
|z|≤J+R
ˆ
Ω
|f1(T−zω)|p1 dω dz
) p
p1
(ˆ
|z|≤J+R
ˆ
Ω
|f2(T−zω)|p2 dω dz
) p
p2
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.
(J +R)d
Jd
‖f1‖pLp2(Ω)‖f2‖pLp2(Ω).
Since the estimates holds for all J > 0, letting J → +∞, we obtain
1
Jd
ˆ
Ω
‖F1(·, ω)‖pLp1(Rd)‖F2(·, ω)‖pLp2(Rd) dω . ‖f1‖pLp2 (Ω)‖f2‖pLp2 (Ω).
Putting all together we have for any R > 0,∥∥∥∥∥∥∥ 1|Gt|
ˆ
Gt
f1(T
xω)f2(T
yω) dx dy
∥∥∥
Vq(t∈(0,R))
∥∥∥∥p
Lp(Ω)
. ‖f1‖pLp2(Ω)‖f2‖pLp2(Ω).
Letting R→ +∞ and applying monotone convergence theorem, Corollary 8.3 follows. 
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