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Three elements U , V , and W in the complete lattice I(A) of
weak∗-closed inner ideals in a JBW∗-triple A are said to be in
general position when (U , V ) form a rigidly collinear pair, and
(U ,W ) and (V ,W ) form orthogonal pairs. A complete description
of the supremum U ∨ V ∨ W in I(A) in terms of the Peirce
spaces corresponding to U , V , and W is given for the case in
which all three inner ideals are Peirce and three other conditions
are satisﬁed. By considering an example in the Albert JBW∗-triple
H3(O) it is shown that none of these is redundant and, therefore,
that the result obtained is the best possible.
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1. Introduction
This paper presents a further investigation into the structure of JBW∗-triples. The work of Kaup
and Upmeier [39–41] and Vigué [52–55] shows how the holomorphic structure of the open unit ball
in a complex Banach space A leads to the existence of a closed subspace As of A and a triple product
{. . .} from A× As × A to A. The purely algebraic properties of the triple product, namely the linearity
and symmetry in the ﬁrst and third variables, the conjugate linearity in the second variable and, most
important, the existence of a Jordan triple identity, relate any complex Banach space to the Jordan
triple systems studied by Koecher [42], Loos [43] and Meyberg [47]. When As exhausts A or, equiva-
lently, when the open unit ball in A is a bounded symmetric domain, the complex Banach space A is
said to be a JB∗-triple. A JB∗-triple that is the dual of a necessarily unique complex Banach space is
said to be a JBW∗-triple. Because of the intimate nature of the relationship between their geometric
and algebraic structure and their applications in physical theories, considerable attention has been
given to their properties in the past. See, for example, [3–5,18,23,24,30–37]. Important examples are
JBW∗-algebras, W∗-algebras, Hilbert spaces, spin triples, and other Cartan factors.
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closed inner ideals in A. This has been the subject of intensive investigation over past years [13,14,
18–23]. It has been shown that every weak∗-closed inner ideal in A is the range of a unique structural
projection on A which is, in turn, the adjoint of a unique neutral GL-projection on the predual A∗
of A. As a consequence, the set S(A) of structural projections on A and the set S∗(A∗) of neutral
GL-projections on A∗ are both complete lattices order isomorphic to I(A). Moreover, structural pro-
jections, which are purely algebraically deﬁned, are automatically contractive and weak∗-continuous.
It follows that any discussion of weak∗-closed inner ideals can equally well be regarded as one about
structural projections on A or neutral GL-projections on A∗ .
For each element J in I(A), the kernel Ker( J ) of J is deﬁned to be the set of elements a in A for
which { J a J } is equal to zero and the annihilator J⊥ of J is deﬁned to be the set of elements a in A
for which { J a A} is equal to zero. For each element J in I(A), the set J⊥ also lies in I(A) and A
enjoys the Peirce decomposition
A = J2 ⊕ J1 ⊕ J0, (1.1)
where
J2 = J , J1 = Ker( J ) ∩ Ker
(
J⊥
)
, J0 = J⊥. (1.2)
The structural projections onto J and J⊥ are denoted by P2( J ) and P0( J ), respectively, and the
projection idA − P2( J ) − P0( J ) onto J1 is denoted by P1( J ). Moreover,
{ J2 J0 A} = { J0 J2 A} = {0}, (1.3)
and, for j, k, and l equal to 0, 1, or 2, the Peirce arithmetical relations
{ J j Jk Jl} ⊆ J j−k+l, (1.4)
when j − k + l is equal to 0, 1 or 2, and
{ J j Jk Jl} = {0}, (1.5)
otherwise, hold, except in the cases when ( j,k, l) is equal to (0,1,1), (1,1,0), (1,0,1), (2,1,1),
(1,1,2), (1,2,1) or (1,1,1). A weak∗-closed inner ideal J in A for which the Peirce relations hold
in all cases is said to be a Peirce inner ideal. It was shown in [24] that this algebraic property of a
weak∗-closed inner ideal is equivalent to several others of a purely geometric nature. In particular,
the weak∗-closed inner ideal J is Peirce if and only if the Peirce-one projection P1( J ) is contractive,
or, possibly of even greater interest from a physical viewpoint, if and only if the pre-adjoint projection
P1( J )∗ is contractive. It was shown in [13] that if J is Peirce then so also is J⊥ .
A pair ( J , K ) of weak∗-closed inner ideals in the JBW∗-triple A is said to be compatible if
A =
2⊕
j,k=0
J j ∩ Jk. (1.6)
A study of compatible pairs was made in [17] and several criteria were shown to be equivalent to
that given above. In particular, the pair ( J , K ) is compatible if and only if for j and k equal to 0, 1,
and 2,
P j( J )Pk(K ) = Pk(K )P j( J ). (1.7)
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Furthermore, in [13], it was shown that if J is Peirce and K is compatible with J then K is also
compatible with J⊥ .
A pair (U ,W ) of elements of the complete lattice I(A) of weak∗-closed inner ideals in the JBW∗-
triple A which give rise to the Peirce decompositions,
A = U2 ⊕ U1 ⊕ U0 = W2 ⊕ W1 ⊕ W0,
is said to be orthogonal if U2 is contained in W0 or, equivalently, if W2 is contained in U0. The results
of [15] and [45] show that, an orthogonal pair (U ,W ) of Peirce inner ideals is compatible and that
the supremum U ∨ W is a Peirce inner ideal, giving rise to the Peirce decomposition
A = (U ∨ W )2 ⊕ (U ∨ W )1 ⊕ (U ∨ W )0
= (U2 ⊕ U1 ∩ W1 ⊕ W2) ⊕ (U1 ∩ W0 ⊕ U0 ∩ W1) ⊕ (U0 ∩ W0). (1.8)
Moreover, any element of I(A) compatible with U and W is compatible with U ∨ W .
A pair (U , V ) of elements of I(A) which give rise to the Peirce decompositions,
A = U2 ⊕ U1 ⊕ U0 = V2 ⊕ V1 ⊕ V0,
is said to be rigidly collinear if U2 is contained in V1 and V2 is contained in U1. The results of [14]
show that, provided that U and V are Peirce inner ideals, (U , V ) forms a compatible pair and the
supremum U ∨ V gives rise to the Peirce decomposition
A = (U ∨ V )2 ⊕ (U ∨ V )1 ⊕ (U ∨ V )0
= (U2 ⊕ W2) ⊕ (U1 ∩ V1 ⊕ U1 ∩ V0 ⊕ U0 ∩ V1) ⊕ (U0 ∩ W0). (1.9)
Moreover, any element of I(A) compatible with U and V is compatible with U ∨ W .
This paper is concerned with a triple (U , V ,W ) of Peirce inner ideals in the JBW∗-triple A which
are ‘in general position’. That is to say that (U , V ) is a rigidly collinear pair and both (U ,W ) and
(V ,W ) are orthogonal pairs. An attempt is made to identify the supremum U ∨V ∨W in the complete
lattice I(A). It is clear from (1.9) that, for such a triple (U , V ,W ), the pair (U ∨ V ,W ) is orthogonal.
At ﬁrst sight, it may appear that the solution to the problem is given by (1.8) with U ∨ V replacing U .
However, this argument assumes that U ∨ V is a Peirce inner ideal which is not always true. For
example, when A is the bi-Cayley triple M1,2(O) of 1×2 matrices over the complex octonions O and
u and v are minimal collinear tripotents in A, the inner ideals Cu and Cv are rigidly collinear Peirce
inner ideals, but the inner ideal Cu⊕Cv is not Peirce [25,29]. The problem is, of course, easily solved
when A is a JBW∗-triple all of the weak∗-closed inner ideals of which are Peirce, an example of which
is a W∗-algebra. The solution to the general problem turns out to be much more complicated than it
might initially appear.
The main result of the paper was ﬁrst proved in [18] for a special class of Peirce weak∗-closed
inner ideals, namely the Peirce-two spaces corresponding to tripotents. However, the theorem that is
proved in this paper should not be thought of as providing a new proof of the theorem in [18], since
the much more general theorem proved here depends crucially on the main result of [18] that every
weak∗-closed inner ideal in a JBW∗-triple is the range of a structural projection.
It should be remarked that the terminology ‘in general position’ must not be confused with that
of three closed subspaces of a Hilbert space lying ‘in generic position’. In fact when A is a complex
Hilbert space, which is an example of a JBW∗-triple, the triple (U , V ,W ) of closed subspaces, which
are themselves Peirce inner ideals, are ‘in general position’ if and only if W is equal to {0} and U
and V are orthogonal in the Hilbert space sense.
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certain preliminary results are described. Section 3 is devoted to a discussion of the central structure
of the complete lattice I(A), whilst, in Section 4, a series of lemmas lead to the proof of the main
result. In the ﬁnal section, various consequences of the result are given and the example which shows
that the main theorem is the best possible is described in detail.
2. Preliminaries
A complex vector space A equipped with a triple product (a,b, c) → {a b c} from A × A × A to A
which is symmetric and linear in the ﬁrst and third variables, conjugate linear in the second variable
and, for elements a, b, c, and d in A, satisﬁes the identity
[
D(a,b), D(c,d)
]= D({a b c},d)− D(c, {d a b}), (2.1)
where [ , ] denotes the commutator, and D is the mapping from A × A to the algebra of linear opera-
tors on A deﬁned by
D(a,b)c = {a b c},
is said to be a Jordan∗-triple. For each element a in A, the conjugate linear mapping Q (a) from A to
itself is deﬁned, for each element b in A, by
Q (a)b = {a b a}.
For details about the properties of Jordan∗-triples the reader is referred to [43].
A Jordan∗-triple A which is also a Banach space such that D is continuous from A × A to the
Banach algebra B(A) of bounded linear operators on A, and, for each element a in A, D(a,a) is
hermitian in the sense of [6, Deﬁnition 5.1], with non-negative spectrum, and satisﬁes
∥∥D(a,a)∥∥= ‖a‖2,
is said to be a JB∗-triple. A subspace J of a JB∗-triple A is said to be a subtriple if { J J J } is contained
in J , and is said to be an inner ideal if { J A J } is contained in J . Every norm-closed subtriple of a
JB∗-triple A is a JB∗-triple [39]. A JB∗-triple A which is the dual of a Banach space A∗ is said to be a
JBW∗-triple. In this case the predual A∗ of A is unique and, for all elements a and b in A, the operators
D(a,b) and Q (a) are weak∗ continuous. It follows that a weak∗-closed subtriple B of a JBW∗-triple
A is a JBW∗-triple. Examples of JB∗-triples are JB∗-algebras and examples of JBW∗-triples are JBW∗-
algebras. The second dual A∗∗ of a JB∗-triple A is a JBW∗-triple. For details of these results the reader
is referred to [3,4,10,11,34,38–40,50,51].
A pair a and b of elements in a JBW∗-triple A is said to be orthogonal when D(a,b) is equal to
zero. By [24, Lemma 3.1], it follows that orthogonality is a symmetric relation. For a subset L of A,
denote by L⊥ the subset which consists of all elements in A which are orthogonal to all elements
in L. The subset L⊥ is said to be the annihilator of L. By [24, Lemma 3.2], L⊥ is a weak∗-closed inner
ideal in A. Moreover, for subsets L, M of A, L⊥ ∩ L ⊆ {0}, L ⊆ L⊥⊥ , L ⊆ M implies that M⊥ ⊆ L⊥ , and
L⊥ and L⊥⊥⊥ coincide.
For each non-empty subset J of the JBW∗-triple A, the kernel Ker( J ) of J is the weak∗-closed
subspace of elements a in A for which { J a J } is equal to {0}. It follows that the annihilator J⊥
of J is contained in Ker( J ) and that J ∩ Ker( J ) is contained in {0}. A subtriple J of A is said to be
complemented [23] if A coincides with J ⊕ Ker( J ). It can easily be seen that every complemented
subtriple is a weak∗-closed inner ideal. A linear projection P on the JBW∗-triple A is said to be a
structural projection [44] if, for each element a in A,
P Q (a)P = Q (Pa). (2.2)
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subtriple, that the kernel ker P of the map P coincides with Ker(P A), that every structural projection
is contractive and weak∗-continuous, and, most signiﬁcantly, that every weak∗-closed inner ideal is
complemented.
Let I(A) denote the complete lattice of weak∗-closed inner ideals in the JBW∗-triple A and let
S(A) denote the set of structural projections on A. The results of [18] can be used to show that the
set S(A) of structural projections on A is a complete lattice with respect to the ordering deﬁned,
for elements R1 and R2, by R1  R2 if R2R1 is equal to R1 and the mapping R → RA is an order
isomorphism from S(A) onto the complete lattice I(A) of weak∗-closed inner ideals in A.
3. Central structure
For any complex Banach space A, a linear projection S on A is said to be an M-projection if, for
each element a in A,
‖a‖ = max{‖Sa‖,‖a − Sa‖}.
A closed subspace which is the range of an M-projection is said to be an M-summand of A, and A is
said to be equal to the M-sum
A = S A ⊕M (idA − S)A
of the M-summands S A and (idA − S)A. For details the reader is referred to [1,2,8,9]. A subspace J of
a JB∗-triple A is said to be an ideal if {A A J } and {A J A} are contained in J . A structural projection
P2(I) on the JBW∗-triple A which commutes with every structural projection on A is said to be
central.
The proof of the following result can be found by referring to [7,12,27].
Lemma 3.1. Let A be a JBW∗-triple and let I be a weak∗-closed subspace of A. Then, the following conditions
on I are equivalent:
(i) I is an M-summand of A;
(ii) I is an ideal in A;
(iii) {A A I} ⊆ I;
(iv) {A I A} ⊆ I;
(v) {A I I} ⊆ I;
(vi) I is an inner ideal the structural projection P2(I) corresponding to which is central;
(vii) I is an inner ideal compatible with every weak∗-closed inner ideal in A;
(viii) I is an inner ideal the Peirce-one space I1 corresponding to which is equal to {0}.
The set ZI(A) of weak∗-closed ideals in A is a Boolean sub-complete lattice of I(A), such that
the annihilator I⊥ of each element I in ZI(A) also lies in ZI(A). The central hull c(L) and central
kernel k(L) of a subspace L of A are deﬁned by
c(L) =
∧{
I ∈ZI(A): L ⊆ I},
the smallest weak∗-closed ideal in A that contains L, and
k(L) =
∨{
I ∈ZI(A): I ⊆ L},
the greatest weak∗-closed ideal in A that is contained in L.
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Lemma 3.2. Let A be a JBW∗-triple, let J be an element of the complete lattice I(A) of weak∗-closed inner
ideals in A which gives rise to the Peirce decomposition (1.1), and, for a subspace L of A, let k(L) and c(L),
respectively, be the central kernel and central hull of L. Then, the following results hold.
(i) k( J0) coincides with c( J2)⊥ .
(ii) k( J2) coincides with ( J1)⊥ ∩ J2 .
(iii) k( J0) coincides with ( J1)⊥ ∩ J0 .
(iv) k( J1) coincides with {0}.
(v) For each weak∗-closed ideal K in J , K coincides with J ∩ c(K ).
Lemma 3.3. Under the conditions of Lemma 3.2, suppose that J is a Peirce inner ideal. Then, the following
results hold.
(i) ( J1)⊥ coincides with the ideal k( J2) ⊕M k( J0).
(ii) c( J1) coincides with the ideal k( J2)⊥ ∩ c( J2).
A weak∗-closed inner ideal J in the JBW∗-triple A is said to be faithful if its central kernel k( J ) is
equal to {0}. The main result of [28] shows that a weak∗-closed inner ideal J has a unique orthogonal
decomposition into a weak∗-closed ideal and a faithful weak∗-closed inner ideal given by
J = k( J ) ⊕M f ( J ),
where f ( J ) coincides with k( J )⊥ ∩ J .
The proof of the following non-trivial result can be found in [45].
Lemma 3.4. Under the conditions of Lemma 3.2, let j, k, and l be equal to 0, 1, or 2. Then, if j − k + l is equal
to 0, 1, or 2 and ( j,k, l) is not equal to (2,2,0), (0,2,2), (2,0,0), or (0,0,2), the weak∗-closed linear span
lin({ J j Jk Jl})w∗ of the set { J j Jk Jl} is given by
lin
({ J j Jk Jl})w∗ = J j−k+l ∩ c( J j) ∩ c( Jk) ∩ c( Jl),
and
{ J j Jk Jl} = {0}
otherwise.
When (U , V ) is a rigidly collinear pair of weak∗-closed inner ideals in the JBW∗-triple A, their
central structure is described in the following result, the proof of which can be found in [14].
Lemma 3.5. Let A be a JBW∗-triple, and let (U , V ) be a rigidly collinear pair of weak∗-closed inner ideals in A,
having Peirce spaces U0 , U1 , and U2 , and V0 , V1 , and V2 , respectively. Then, the following results hold.
(i) The weak∗-closed inner ideals U and V are faithful.
(ii) The central hulls c(U2), c(V2), c(U1) and c(V1) coincide.
(iii) The central hull c(U ∨ V ) of the smallest weak∗-closed inner ideal U ∨ V containing U and V coincides
with c(U ) and c(V ).
4. General position
Let A be a JBW∗-triple and let (U , V ,W ) be a triple of Peirce inner ideals for which (U , V ) is
a rigidly collinear pair and both (U ,W ) and (V ,W ) orthogonal pairs. Then, the triple (U , V ,W ) is
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result.
Lemma 4.1. Let (U , V ,W ) be a triple of Peirce inner ideals in general position and let the associated Peirce
decompositions be
A = U2 ⊕ U1 ⊕ U0 = V2 ⊕ V1 ⊕ V0 = W2 ⊕ W1 ⊕ W0. (4.1)
Then, the following results hold.
(i) The smallest weak∗-closed inner ideal U ∨ V containing U and V is the subspace U + V of A, the Peirce
decomposition of A corresponding to U ∨ V is given by
A = (U ∨ V )2 ⊕ (U ∨ V )1 ⊕ (U ∨ V )0
= (U2 ⊕ V2) ⊕ (U1 ∩ V1 ⊕ U1 ∩ V0 ⊕ U0 ∩ V1) ⊕ (U0 ∩ V0), (4.2)
the set {U , V ,U ∨ V ,U⊥, V⊥,U⊥⊥, V⊥⊥,U⊥⊥ ∩ U1, V⊥⊥ ∩ V1} of weak∗-closed inner ideals in A
forms a compatible family, and any weak∗-closed inner ideal in A compatible with U and V is compatible
with all members of the family.
(ii) The smallest weak∗-closed inner ideal U ∨ W containing U and W is the subspace U2 ⊕ U1 ∩ W1 ⊕ W2
of A, which is a Peirce inner ideal in A, the Peirce decomposition of A corresponding to U ∨ W is given by
A = (U ∨ W )2 ⊕ (U ∨ W )1 ⊕ (U ∨ W )0
= (U2 ⊕ U1 ∩ W1 ⊕ W2) ⊕ (U1 ∩ W0 ⊕ U0 ∩ W1) ⊕ (U0 ∩ W0), (4.3)
the set {U ,W ,U ∨ W ,U⊥,W⊥,U⊥⊥,W⊥⊥,U⊥⊥ ∩ U1,W⊥⊥ ∩ W1, (U ∨ W )⊥, (U ∨ W )⊥⊥, (U ∨
W )⊥⊥ ∩ (U ∨ W )1} of weak∗-closed inner ideals in A forms a compatible family, and any weak∗-closed
inner ideal in A compatible with U and W is compatible with all members of the family.
(iii) The set {U , V ,W ,U ∨ V ,U ∨ W , V ∨ W } forms a compatible family, and any weak∗-closed inner ideal
in A compatible with U , V and W is compatible with all members of the family.
Proof. (i) The form of the Peirce decomposition corresponding to U ∨ V is given in [14, Theorem 3.5],
where it is also shown that the Peirce projections corresponding to the weak∗-closed inner ideal
U ∨ V are given by
P2(U ∨ V ) = P2(U ) + P2(V );
P1(U ∨ V ) = P1(U )P1(V ) + P1(U )P0(V ) + P0(U )P1(V );
P0(U ∨ V ) = P0(U )P0(V ).
Since, by [14, Theorem 3.4], (U , V ) forms a compatible pair it follows that the projections P2(U ),
P1(U ), P0(U ), P2(V ), P1(V ), and P0(V ) form a commuting family. Observe that, by [13, Lemma 4.1]
and [14, Theorem 3.5], the Peirce projections corresponding to all the weak∗-closed inner ideals in
the given set consist of linear combinations of products of P2(U ), P1(U ), P0(U ), P2(V ), P1(V ), and
P0(V ) and central structural projections and, therefore, form a commuting family. It follows that the
given set forms a compatible family. Furthermore, if J is a weak∗-closed inner ideal compatible with
U and V then the projections P2( J ), P1( J ), and P0( J ) commute with any linear combination of
products of P2(U ), P1(U ), P0(U ), P2(V ), P1(V ), P0(V ) and central structural projections. Since, from
above, the Peirce projections of all the weak∗-closed inner ideals in the given set have this property,
the proof is complete.
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and [45, Corollary 5.5.6], the corresponding Peirce projections being given by
P2(U ∨ W ) = P2(U ) + P1(U )P1(W ) + P2(W );
P1(U ∨ W ) = P1(U )P0(W ) + P0(U )P1(W );
P0(U ∨ W ) = P0(U )P0(W ).
Moreover, in the same corollary it is shown that U ∨ W is a Peirce inner ideal. Since, by [15, Theo-
rem 3.4], (U ,W ) forms a compatible pair, the projections P2(U ), P1(U ), P0(U ), P2(W ), P1(W ), and
P0(W ) form a commuting family. Since U ∨ W is a Peirce inner ideal, it is again possible to appeal
to [13, Lemma 4.1] to conclude that the Peirce projections corresponding to every weak∗-closed inner
ideal in the given set are linear combinations of products of P2(U ), P1(U ), P0(U ), P2(W ), P1(W ),
P0(W ) and central structural projections, and, therefore, form a commuting family. It follows that
the given set forms a compatible family. As in (i), if J is a weak∗-closed inner ideal compatible with
U and W then the Peirce projections P2( J ), P1( J ), and P0( J ) commute with all the linear com-
binations of products of the projections P2(U ), P1(U ), P0(U ), P2(W ), P1(W ), P0(W ) and central
structural projections. Since the Peirce projections corresponding to all the weak∗-closed inner ideals
in the given set have this property, as in (i) above, the proof is complete.
(iii) From (i) and (ii), the Peirce projections corresponding to U , V , and W form a commuting fam-
ily and those corresponding to U ∨ V , U ∨W , and V ∨W are linear combinations of products of those
corresponding to U , V , and W . It follows that {U , V ,W ,U ∨ V ,U ∨ W , V ∨ W } forms a compatible
family of weak∗-closed inner ideals. If J is a weak∗-closed inner ideal in A that is compatible with U ,
V , and W , then, from (i) and (ii), J is compatible with U ∨ V , U ∨ W , and V ∨ W , as required. 
Observe that if (U , V ,W ) are Peirce inner ideals in general position and U ∨ V is Peirce, then
U ∨ V is orthogonal to W and, by Lemma 4.1(ii),
U ∨ V ∨ W = (U ∨ V )2 ⊕ (U ∨ V )1 ∩ W1 ⊕ W2
= (U2 ⊕ V2) ⊕ (U1 ∩ V1 ⊕ U1 ∩ V0 ⊕ U0 ∩ V1) ∩ W1 ⊕ W2
= U2 ⊕ V2 ⊕ W2 ⊕ U1 ∩ V1 ∩ W1 ⊕ U1 ∩ V0 ∩ W1 ⊕ U0 ∩ V1 ∩ W1,
and the problem is solved. Unfortunately, it is not always the case that U ∨ V is Peirce.
In order to continue the analysis of the weak∗-inner ideal U ∨ V ∨ W in the general situation, in
the interests of brevity, the following notation will be employed. For j, k, and l equal to 0, 1, or 2,
the weak∗-closed subtriple A jkl of A is deﬁned by
A jkl = U j ∩ Vk ∩ Wl. (4.4)
Observe that
A210 = U , A120 = V , A002 = W , (4.5)
and, for j, k, and l equal to 0, 1, or 2,
A2kl = {0}, (k, l) = (1,0),
A j2l = {0}, ( j, l) = (1,0),
A jk2 = {0}, ( j,k) = (0,0). (4.6)
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A =
2⊕
j,k,l=0
A jkl. (4.7)
Since it is the case that, in general, the weak∗-closed inner ideals U ∨ V , U ∨ W , and V ∨ W are all
contained in the weak∗-closed inner ideal U ∨V ∨W , it follows from (4.1)–(4.7) that the weak∗-closed
subspace L of A deﬁned by
L = A210 ⊕ A120 ⊕ A002 ⊕ A111 ⊕ A101 ⊕ A011,
is contained in U ∨ V ∨ W . Observe that the components A jkl of L are weak∗-closed subtriples of A
and, hence, closed under triple multiplication. However, there is no reason why the triple products in-
volving different components should lie in L. For example, the sets {A101 A002 A011}, {A210 A111 A011},
and {A120 A111 A101} all lie in A110 which has zero intersection with L. Hence, for L and U ∨ V ∨ W
to coincide each of these three sets would have to be equal to {0}. It is therefore necessary to examine
the triple products of the components of L. A straightforward calculation using the Peirce arithmetical
relations (1.1)–(1.5) and the compatibility condition (1.6) shows that the three triple products above
are the only triple products of the components of L that are not either zero or contained in L. A care-
ful analysis of their properties is therefore required. This is achieved in a series of results, some of
independent interest, which prepare the ground for the main theorem. The ﬁrst results are of a purely
algebraic nature.
Lemma 4.2. Under the conditions of Lemma 4.1 using the notation (4.4), the following results hold:
(i)
{
A210 A210 {A101 A002 A011}
}= {A210 {A210 A101 A002} A011}
⊆ {A210 A111 A011};
(ii)
{
A120 A120 {A101 A002 A011}
}= {A120 {A120 A011 A002} A101}
⊆ {A120 A111 A101};
(iii)
{{A002 A002 A011} A111 A210}= {{A210 A111 A002} A002 A011}
⊆ {A101 A002 A011};
(iv)
{{A002 A002 A101} A111 A120}= {{A120 A111 A002} A002 A101}
⊆ {A101 A002 A011};
(v)
{{A002 A002 A011} A011 A110}= {{A110 A011 A002} A002 A011}
⊆ {A101 A002 A011};
(vi)
{{A002 A002 A101} A101 A110}= {{A110 A101 A002} A002 A101}
⊆ {A101 A002 A011}.
Proof. (i) Using (2.1), observe that
D
(
A210, {A210 A101 A002}
)
A011 = D
({A101 A002 A210}, A210)A011
+ D(A210, A210)D(A101, A002)A011
− D(A101, A002)D(A210, A210)A011. (4.8)
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{A101 A002 A210} ⊆ {A W2 W0} = {0}, (4.9)
and
{A210 A210 A011} ⊆ {A U2 U0} = {0}. (4.10)
Therefore, by (4.8)–(4.10),
D
(
A210, {A210 A101 A002}
)
A011 = D(A210, A210)D(A101, A002)A011,
from which, using (1.4), the result follows.
(ii) This result follows from (i) because of the invariance under the interchange of U and V .
(iii) Using (2.1), observe that
D
({A210 A111 A002}, A002)A011 = D(A002, {A002 A210 A111})A011
+ D(A210, A111)D(A002, A002)A011
− D(A002, A002)D(A210, A111)A011. (4.11)
However, by (1.3),
{A002 A210 A111} ⊆ {W2 W0 A} = {0}, (4.12)
and
D(A002, A002)D(A210, A111)A011 =
{
A002 A002 {A210 A111 A011}
}
⊆ {A W2 W0} = {0}. (4.13)
Therefore, by (4.11)–(4.13),
D
({A210 A111 A002}, A002)A011 = D(A210, A111)D(A002, A002)A011,
from which, using (1.4), the result follows.
(iv) This result again follows from (iii) by symmetry.
(v) Using (2.1), observe that
D
({A110 A011 A002}, A002)A011 = D(A002, {A002 A110 A011})A011
+ D(A110, A011)D(A002, A002)A011
− D(A002, A002)D(A110, A011)A011. (4.14)
However, by (1.3),
{A002 A110 A011} ⊆ {W2 W0 A} = {0}, (4.15)
and
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{
A002 A002 {A110 A011 A011}
}
⊆ {A W2 W0} = {0}. (4.16)
Therefore, by (4.14)–(4.16),
D
({A110 A011 A002}, A002)A011 = D(A110, A011)D(A002, A002)A011,
from which, using (1.4), the result follows.
(vi) This result again follows from (v) by symmetry. 
The linearity and weak∗-continuity of the triple product and Lemma 4.2 lead immediately to the
following result.
Lemma 4.3. Under the conditions of Lemma 4.2, the following results hold:
(i)
{
A210 A210 lin{A101 A002 A011}w∗
}⊆ lin{A210 A111 A011}w∗ ;
(ii)
{
A120 A120 lin{A101 A002 A011}w∗
}⊆ lin{A120 A111 A101}w∗ ;
(iii)
{
lin{A002 A002 A011}w∗ A111 A210
}⊆ lin{A101 A002 A011}w∗ ;
(iv)
{
lin{A002 A002 A101}w∗ A111 A120
}⊆ lin{A101 A002 A011}w∗ ;
(v)
{
lin{A002 A002 A011}w∗ A011 A110
}⊆ lin{A101 A002 A011}w∗ ;
(vi)
{
lin{A002 A002 A101}w∗ A101 A110
}⊆ lin{A101 A002 A011}w∗ .
The analysis of the three subsets of the weak∗-closed subtriple A110 of A under consideration
continues with the following result.
Lemma 4.4. Under the conditions of Lemma 4.2, for j, k, and l equal to 0, 1, or 2, the following results hold:
(i)
{
A jkl A jkl lin{A101 A002 A011}w∗
}⊆ lin{A101 A002 A011}w∗ ;
(ii)
{
A jkl A jkl lin{A210 A111 A011}w∗
}⊆ lin{A210 A111 A011}w∗ ;
(iii)
{
A jkl A jkl lin{A120 A111 A101}w∗
}⊆ lin{A120 A111 A101}w∗ .
Proof. Observe that, using (2.1),
{
A jkl A jkl {A101 A002 A011}
}= D(A jkl, A jkl)D(A101, A002)A011
= D(A101, A002)D(A jkl, A jkl)A011
− D(A101, {A002 A jkl A jkl})A011
+ D({A jkl A jkl A101}, A002)A011
= {A101 A002 D(A jkl, A jkl)A011}
− {A101 D(A jkl, A jkl)A002 A011}
+ {D(A jkl, A jkl)A101 A002 A011}
⊆ lin{A101 A002 A011}.
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and third results are proved in a similar manner. 
The following lemma, which is not, of course, the most general possible, is suﬃcient to satisfy the
needs of this paper.
Lemma 4.5. Under the conditions of Lemma 4.2, let j1 , j2 , j3 , k1 , k2 , k3 , l1 , l2 , and l3 be equal to 0, 1, or 2
and such that, for n equal to 1, 2, or 3, jn − kn + ln is equal to 0, 1, or 2. Then, the weak∗-closed subspace
lin{A j1 j2 j3 Ak1k2k3 Al1l2l3 }w
∗
is an ideal in the weak∗-closed subtriple A j1−k1+l1 j2−k2+l2 j3−k3+l3 ∩ c(Uk1 ) ∩
c(Vk2 ) ∩ c(Wk3 ) of A.
Proof. Since Uk1 , Vk2 , and Wk3 are contained in c(Uk1 ), c(Vk2 ), and c(Wk3 ), respectively, and, since
c(Uk1 ) ∩ c(Vk2 ) ∩ c(Wk3 ) is a weak∗-closed ideal in A, using (1.4) it can be seen that
{A j1 j2 j3 Ak1k2k3 Al1l2l3} =
{
A j1 j2 j3 Ak1k2k3 ∩ c(Uk1) ∩ c(Vk2) ∩ c(Wk3) Al1l2l3
}
⊆ A j1−k1+l1 j2−k2+l2 j3−k3+l3 ∩ c(Uk1) ∩ c(Vk2) ∩ c(Wk3). (4.17)
Observe that, by (2.1) and Lemma 3.1,
{{A j1 j2 j3 Ak1k2k3 Al1l2l3} A j1−k1+l1 j2−k2+l2 j3−k3+l3 A j1−k1+l1 j2−k2+l2 j3−k3+l3}
⊆ {A j1 j2 j3 Ak1k2k3 {A j1−k1+l1 j2−k2+l2 j3−k3+l3 A j1−k1+l1 j2−k2+l2 j3−k3+l3 Al1l2l3}}
+ {{A j1−k1+l1 j2−k2+l2 j3−k3+l3 A j1−k1+l1 j2−k2+l2 j3−k3+l3 A j1 j2 j3} Ak1k2k3 Al1l2l3}
− {A j1 j2 j3 {Ak1k2k3 A j1−k1+l1 j2−k2+l2 j3−k3+l3 A j1−k1+l1 j2−k2+l2 j3−k3+l3} Ak1k2k3}
⊆ lin{A j1 j2 j3 Ak1k2k3 Al1l2l3}. (4.18)
Therefore, using (4.17)–(4.18),
{{A j1 j2 j3 Ak1k2k3 Al1l2l3} {A j1 j2 j3 Ak1k2k3 Al1l2l3}
A j1−k1+l1 j2−k2+l2 j3−k3+l3 ∩ c(Uk1) ∩ c(Vk2) ∩ c(Wk3)
}
⊆ {{A j1 j2 j3 Ak1k2k3 Al1l2l3} A j1−k1+l1 j2−k2+l2 j3−k3+l3 A j1−k1+l1 j2−k2+l2 j3−k3+l3}
⊆ lin{A j1 j2 j3 Ak1k2k3 Al1l2l3}. (4.19)
By the linearity and weak∗-continuity of the triple product it follows from (4.19) that
{
lin{A j1 j2 j3 Ak1k2k3 Al1l2l3}w
∗
lin{A j1 j2 j3 Ak1k2k3 Al1l2l3}w
∗
A j1−k1+l1 j2−k2+l2 j3−k3+l3 ∩ c(Uk1) ∩ c(Vk2) ∩ c(Wk3)
}
⊆ lin{{A j1 j2 j3 Ak1k2k3 Al1l2l3} A j1−k1+l1 j2−k2+l2 j3−k3+l3
A j1−k1+l1 j2−k2+l2 j3−k3+l3 ∩ c(Uk1) ∩ c(Vk2) ∩ c(Wk3)
}w∗
⊆ lin{A j1 j2 j3 Ak1k2k3 Al1l2l3}w
∗
,
and, hence, by Lemma 3.1, that lin{A j1 j2 j3 Ak1k2k3 Al1l2l3 }w
∗
is a weak∗-closed ideal in
A j1−k1+l1 j2−k2+l2 j3−k3+l3 ∩ c(Uk1) ∩ c(Vk2) ∩ c(Wk3). 
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Lemma 4.6. Under the conditions of Lemma 4.2, let
B = A002 ⊕ A101 ⊕ A011 ⊕ A110.
Then B is a weak∗-closed subtriple of A.
Proof. Observe that, using (1.3)–(1.5), a straightforward calculation shows that each of the sixty-four
triple products of the components of B of the form
{A j1 j2 j3 Ak1k2k3 Al1l2l3}
is either zero or is contained in a component of B . Since each component of B is weak∗-closed, it
follows that B is a weak∗-closed subtriple of A. 
Let C be a weak∗-closed subtriple of A. In discussing Peirce decompositions and central structure
of subspaces of C relative to C the same symbols as those used for the same objects relative to A
will be used but with the addition of a subscript C . For example, the central hull of a subspace L
of C relative to C will be denoted by cC (L). Observe that in this case, since c(L) ∩ C is an ideal in C
containing L, it follows that the relative central hull cC (L) of L is contained in c(L) ∩ C .
Lemma 4.7. Under the conditions of Lemma 4.6, the weak∗-closed inner ideal W , which is equal to A002 , is a
Peirce inner ideal in the JBW∗-triple B, the corresponding Peirce decomposition of B being given by
B = WB,2 ⊕ WB,1 ⊕ WB,0 = A002 ⊕ (A101 ⊕ A011) ⊕ A110.
Proof. Since W is a weak∗-closed inner ideal in A that is contained in the subtriple B , it follows
that W is a weak∗-closed inner ideal in B . Then, using the compatibility of the triple (U , V ,W ) and
Lemma 4.1(ii),
WB,0 = W0 ∩ B = W0 ∩ (A002 ⊕ A101 ⊕ A011 ⊕ A110)
= W0 ∩ A002 ⊕ W0 ∩ A101 ⊕ W0 ∩ A011 ⊕ W0 ∩ A110
= A110. (4.20)
Notice that, by (1.3)–(1.5),
{W A101 ⊕ A011 ⊕ A110 W } = {A002 A101 ⊕ A011 ⊕ A110 A002} = {0},
which, since A002 is complemented in B , implies that
B = A002 ⊕ (A101 ⊕ A011 ⊕ A110) ⊆ W ⊕ KerB(W ) = B.
It follows that
KerB(W ) = A101 ⊕ A011 ⊕ A110. (4.21)
It can be seen from (4.20) that A110 is a weak∗-closed inner ideal in B . A similar calculation to that
above shows that
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which implies that
KerB(WB,0) = A002 ⊕ A101 ⊕ A011. (4.22)
Therefore, by (4.21)–(4.22),
WB,1 = KerB(W ) ∩ KerB(WB,0) = A101 ⊕ A011. (4.23)
It remains to show that W is a Peirce inner ideal in B . By [24, Corollary 4.6], ﬁve Peirce relations
need to be shown to hold. Using (1.3)–(1.5), (4.20), (4.23), and compatibility, the proof is completed
by the following ﬁve calculations.
(i) {WB,0 WB,1 WB,1} = {A110 A101 ⊕ A011 A101 ⊕ A011}
= {A110 A101 A101} + {A110 A101 A011}
+ {A110 A011 A101} + {A110 A011 A011}
⊆ A110 + A200 + A020 + A110
= A110 = WB,0.
(ii) {WB,2 WB,1 WB,1} = {A002 A101 A101} + {A002 A101 A011}
+ {A002 A011 A101} + {A002 A011 A011}
⊆ A002 + {0} + {0} + A002 = WB,2.
(iii) {WB,1 WB,0 WB,1} = {A101 A110 A101} + {A101 A110 A011} + {A011 A110 A011}
⊆ {0} + A002 = WB,2.
(iv) {WB,1 WB,2 WB,1} = {A101 A002 A101} + {A101 A002 A011} + {A011 A002 A011}
⊆ A020 + A110 + A200 = WB,0.
(v) {WB,1 WB,1 WB,1} = {A101 A101 A101} + {A101 A101 A011} + {A101 A011 A101}
+ {A101 A011 A011} + {A011 A011 A011} + {A011 A011 A101}
+ {A011 A101 A011} + {A011 A101 A101}
⊆ A101 + A011 + {0} + A101 + A011 + {0} + A101 + A011 = WB,1.
This completes the proof of the lemma. 
The following result provides an important step in the proof of the main theorem.
Lemma 4.8. Under the conditions of Lemma 4.6, let cB(W ) be the central hull of the Peirce inner ideal W in
the JBW∗-triple B. Then, the following results hold.
(i) There exists a weak∗-closed ideal A110 ∩ cB(W ) in the weak∗-closed subtriple A110 of B such that
lin{A101 A002 A011}w∗ = A110 ∩ cB(W ).
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in A110 contained in the weak∗-closed ideal A110 ∩ cB(W ) in A110 .
Proof. (i) Observe that, by (1.4) and (4.6),
{A101 W A101} = {A101 A002 A101} ⊆ A200 = {0}, (4.24)
and
{A011 W A011} = {A011 A002 A011} ⊆ A020 = {0}. (4.25)
By Lemma 4.7, W is a Peirce inner ideal in B . Moreover, by Lemma 4.7, WB,0 coincides with A110,
and, because kB(W ) is contained in W ,
WB,0 = W⊥ ∩ B ⊆ kB(W )⊥. (4.26)
Therefore, applying Lemma 3.4, using (4.24)–(4.26) and Lemma 3.3(ii),
lin{A101 A002 A011}w∗ = lin{A101 ⊕ A011 A002 A101 ⊕ A011}w∗
= lin{WB,1 WB,2 WB,1}w∗
= WB,0 ∩ cB(WB,1) ∩ cB(WB,2)
= WB,0 ∩ kB(W )⊥ ∩ B ∩ cB(W )
= A110 ∩ cB(W ).
Therefore, lin{A101 A002 A011}w∗ is a weak∗-closed ideal in A110, as required.
(ii) From Lemma 4.5 it can be seen that lin{A120 A111 A101}w∗ is a weak∗-closed ideal in the
JBW∗-triple A110 ∩ c(U1)∩ c(V1)∩ c(W1). By Lemma 3.5(ii), c(U1) and c(V1) coincide and contain the
subtriple A110. Moreover, by Lemma 3.3(ii), c(W1) coincides with k(W )⊥ ∩ c(W ). Furthermore,
A110 ⊆ W⊥ ⊆ k(W )⊥.
It follows that lin{A120 A111 A101}w∗ is a weak∗-closed ideal in the JBW∗-triple A110 ∩ c(W ).
Since the weak∗-closed ideal cB(W ) in B is contained in c(W ) it only remains to show that
lin{A120 A111 A101}w∗ is contained in the weak∗-closed ideal A110 ∩ cB(W ) in A110.
Again appealing to Lemma 4.7, Lemma 3.3(ii), and Lemma 3.5(ii), observe that
lin{A002 A002 A101 ⊕ A011}w∗ = lin{WB,2 WB,2 WB,1}w∗
= WB,1 ∩ cB(WB,2) ∩ cB(WB,1)
= WB,1 ∩ cB(WB,1) = WB,1
= A101 ⊕ A011. (4.27)
Let P0(V ) be the weak∗-continuous structural projection onto the weak∗-closed inner ideal V0. Then,
observe that, by (2.2),
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{
A002 P0(V )A002 A101 ⊕ A011
}
= {P0(V )A002 A002 P0(V )(A101 ⊕ A011)}
= {A002 A002 A101}. (4.28)
By the linearity and weak∗-continuity of the projection P0(V ), it follows from (4.27)–(4.28) that
A101 = P0(V )(A101 ⊕ A011) = P0(V )lin{A002 A002 A101 ⊕ A011}w∗
= lin{A002 A002 A101}w∗ . (4.29)
It can now be seen from Lemma 4.3(iv), (4.29), and (i) above that
{A120 A111 A101} =
{
A120 A111 lin{A002 A002 A101}w∗
}
⊆ lin{A101 A002 A011}w∗
= A110 ∩ cB(W ). (4.30)
Therefore, by (4.30), lin{A120 A111 A101}w∗ is contained in the weak∗-closed ideal A110 ∩ cB(W )
in A110, as required. The second result follows because of the symmetry between U and V . 
The following result, that is an immediate consequence of Lemmas 4.4 and 4.8, completes the
preliminaries to the main theorem.
Lemma 4.9. Under the conditions of Lemma 4.6, for j, k, and l equal to 0, 1, or 2,
{
A jkl A jkl A110 ∩ cB(W )
}⊆ A110 ∩ cB(W ).
It is now possible to prove the main result of the paper.
Theorem 4.10. Let A be a JBW∗-triple, let (U , V ,W ) be a triple of Peirce inner ideals in general position giving
rise to Peirce decompositions
A = U2 ⊕ U1 ⊕ U0 = V2 ⊕ V1 ⊕ V0 = W2 ⊕ W1 ⊕ W0,
of A, and, for j, k, and l equal to 0, 1, or 2, let
A jkl = U j ∩ Vk ∩ Wl.
Let I110 be the weak∗-closed ideal in the weak∗-closed subtriple A110 of A deﬁned by
I110 = lin{A101 A002 A011}w∗ ,
let
I = A210 ⊕ A120 ⊕ A002 ⊕ A111 ⊕ A101 ⊕ A011 ⊕ I110,
and suppose that
{I A I} ∩ A100 = {I A I} ∩ A010 = {I A I} ∩ A001 = {0}.
Then I is the smallest weak∗-closed inner ideal U ∨ V ∨ W in A containing U , V , and W .
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L = A210 ⊕ A120 ⊕ A002 ⊕ A111 ⊕ A101 ⊕ A011
is contained in U ∨ V ∨ W . Moreover, the weak∗-closure lin{A101 A002 A011}w∗ of the linear span
lin{A101 A002 A011} of the set {A101 A002 A011}, which is equal to I110 is also contained in U ∨ V ∨W .
It therefore remains to prove that the weak∗-closed subspace I is an inner ideal in A.
Observe that, using Lemmas 4.1 and 4.7, the algebraic inner ideal property of the inner ideals
(U ∨ V )2, (U ∨ V )0, (U ∨ W )2, (U ∨ W )0, (V ∨ W )2, and (V ∨ W )0 in A, and of WB,2 and WB,0 in B
lead to the following results:
{A210 ⊕ A120 A A210 ⊕ A120} ⊆ A210 ⊕ A120; (4.31)
{A002 ⊕ A001 ⊕ A000 A A002 ⊕ A001 ⊕ A000} ⊆ A002 ⊕ A001 ⊕ A000; (4.32)
{A210 ⊕ A111 ⊕ A101 ⊕ A002 A A210 ⊕ A111 ⊕ A101 ⊕ A002}
⊆ A210 ⊕ A111 ⊕ A101 ⊕ A002; (4.33)
{A010 ⊕ A000 A A010 ⊕ A000} ⊆ A010 ⊕ A000; (4.34)
{A120 ⊕ A111 ⊕ A011 ⊕ A002 A A120 ⊕ A111 ⊕ A011 ⊕ A002}
⊆ A120 ⊕ A111 ⊕ A011 ⊕ A002; (4.35)
{A100 ⊕ A000 A A100 ⊕ A000} ⊆ A100 ⊕ A000; (4.36)
{A002 A002 ⊕ A101 ⊕ A011 ⊕ A110 A002} ⊆ A002; (4.37)
{A110 A002 ⊕ A101 ⊕ A011 ⊕ A110 A110} ⊆ A110. (4.38)
In order to show that I is an inner ideal in A it is necessary to prove that, for ( j,k, l) and ( j′,k′, l′)
equal to (2,1,0), (1,2,0), (0,0,2), (1,1,1), (1,0,1), or (0,1,1), the following hold:
(i) {A jkl A A j′k′l′ } ⊆ I;
(ii) {A jkl A I110} ⊆ I;
(iii) {I110 A I110} ⊆ I .
Most of these follow immediately from (4.31)–(4.38). Those that do not are considered separately
below.
(a) Using Lemma 4.8(ii),
{A210 A A011} ⊆ I + {A210 A111 A011} ⊆ I + I110 = I,
and
{A120 A A101} ⊆ I + {A120 A111 A101} ⊆ I + I110 = I.
(b) Using Lemma 4.8(i),
{A101 A A011} ⊆ I + {A101 A111 A011} + {A101 A002 A011}
⊆ I + {I A I} ∩ A001 + I110 = I.
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{A210 A I110} ⊆ I + {A210 A210 I110} ⊆ I + I110 = I,
and
{A120 A I110} ⊆ I + {A120 A120 I110} ⊆ I + I110 = I.
(d) Again using Lemma 4.9,
{A002 A I110} ⊆ I + {A002 A111 I110} + {A002 A002 I110}
⊆ I + {I A I} ∩ A001 + I110 = I.
(e) Once more using Lemma 4.9,
{A101 A I110} ⊆ I + {A101 A210 I110} + {A101 A111 I110} + {A101 A101 I110}
⊆ I + {I A I} ∩ A001 + {I A I} ∩ A100 + I110 = I,
and, similarly,
{A011 A I110} ⊆ I + {I A I} ∩ A001 + {I A I} ∩ A010 + I110 = I.
(f) Again using Lemma 4.9,
{A111 A I110} ⊆ I + {A111 A111 I110} ⊆ I + I110 = I.
(g) Finally, using the fact that I110 is an ideal in the JBW∗-triple A110,
{I110 A I110} ⊆ I + {I110 A210 I110} + {I110 A120 I110} + {I110 A110 I110}
⊆ I + {I A I} ∩ A010 + {I A I} ∩ A100 + I110 ⊆ I.
This completes the proof of the theorem. 
5. Examples and remarks
Recall that, in the special case in which the JBW∗-triple A has the property that all of its weak∗-
closed inner ideals are Peirce, then, in Theorem 4.10,
A110 ∩ cB(W ) = {0}, (5.1)
and
{I A I} ∩ A100 = {I A I} ∩ A010 = {I A I} ∩ A001 = {0}. (5.2)
The question therefore arises of whether or not (5.2) is also true in general. The following example
will show that this is not the case.
Recall that the non-associative algebra O of complex octonions can be represented as the complex
vector space of matrices of the form
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[
α x
y β
]
,
where α and β lie in C, and x and y lie in C3. Addition is pointwise, whilst multiplication is given
by
uu′ =
[
α x
y β
][
α′ x′
y′ β ′
]
=
[
αα′ + x.y′ αx′ + β ′x+ y∧ y′
α′y+ βy′ − x∧ x′ ββ ′ + x′.y
]
.
Let i, j, and k be unit basis vectors in C3 in the three co-ordinate directions. Then the following
elements of O form a basis:
c+1 =
[
1 0
0 0
]
; c−1 =
[
0 0
0 1
]
; c+2 =
[
0 0
i 0
]
; c−2 =
[
0 −i
0 0
]
;
c+3 =
[
0 0
j 0
]
; c−3 =
[
0 −j
0 0
]
; c+4 =
[
0 0
k 0
]
; c−4 =
[
0 −k
0 0
]
.
This basis is known as the Cayley grid for O. The natural involution u → u is given by
[
α x
y β
]
=
[
α¯ y¯
x¯ β¯
]
,
where
(α1i+ α2j+ α3k)¯ = (α¯1i+ α¯2j+ α¯3k).
Let M3(O) be the family of 3 × 3 matrices over O, and, for each element a of M3(O), with ma-
trix (a jk), let
a jk =
[
α jk x jk
y jk β jk
]
,
and let a˜ be the element (a˜ jk) of M3(O), where
a˜ jk =
[
β jk −x jk
−y jk α jk
]
.
Let A be the family H3(O) of elements a of M3(O) for which
a˜ jk = akj.
Notice that, in particular,
a jj =
[
α j j 0
0 α j j
]
.
This twenty-seven-dimensional complex vector space is a Jordan∗-algebra with respect to the Jordan
matrix multiplication
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2
(ab + ba)
and involution a → a∗ , where
a∗ = (a∗jk)= (akj),
and is known as the Albert algebra. It follows that, with respect to the triple product (a,b, c) → {a b c}
deﬁned by
2{a b c} = (a ◦ b∗) ◦ c + (c ◦ b∗) ◦ a − (a ◦ c) ◦ b∗,
A is a JBW∗-triple. For m and n equal to 1, 2, or 3, with m < n, for l equal to 1, 2, 3 and 4, and for 
equal to + or −, let el,mn be the element of A such that, for j and k equal to 1, 2, or 3, with j < k,
(
el,mn
)
jk = δmjδnkcl ,
and, with j  k,
(emm) jk = δmjδmk1O.
These twenty-seven minimal tripotents form a basis for A. For details of these and related results
see [46,48,49].
Let the Peirce inner ideals U , V , and W in A be deﬁned by
U =Ce1+12 =
⎡
⎢⎢⎢⎢⎢⎢⎣
0
[
C 0
0 0
] [
0 0
0 0
]
[
0 0
0 C
]
0
[
0 0
0 0
]
[
0 0
0 0
] [
0 0
0 0
]
0
⎤
⎥⎥⎥⎥⎥⎥⎦
,
V =Ce2+12 =
⎡
⎢⎢⎢⎢⎢⎢⎣
0
[
0 0
Ci 0
] [
0 0
0 0
]
[
0 0
Ci 0
]
0
[
0 0
0 0
]
[
0 0
0 0
] [
0 0
0 0
]
0
⎤
⎥⎥⎥⎥⎥⎥⎦
,
and
W =Ce3+13 =
⎡
⎢⎢⎢⎢⎢⎢⎣
0
[
0 0
0 0
] [
0 0
Cj 0
]
[
0 0
0 0
]
0
[
0 0
0 0
]
[
0 0
Cj 0
] [
0 0
0 0
]
0
⎤
⎥⎥⎥⎥⎥⎥⎦
.
Then, the Peirce zero and one spaces corresponding to U , V , and W , are given by
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⎡
⎢⎢⎢⎢⎢⎢⎣
0
[
0 0
0 C
] [
0 0
C
3
C
]
[
C 0
0 0
]
0
[
C C
3
0 0
]
[
C 0
C
3 0
] [
0 C3
0 C
]
C
⎤
⎥⎥⎥⎥⎥⎥⎦
,
U1 =
⎡
⎢⎢⎢⎢⎢⎢⎣
C
[
0 C3
C
3 0
] [
C C
3
0 0
]
[
0 C3
C
30 0
]
C
[
0 0
C
3
C
]
[
0 C3
0 C
] [
C 0
C
3 0
]
0
⎤
⎥⎥⎥⎥⎥⎥⎦
,
V0 =
⎡
⎢⎢⎢⎢⎢⎢⎣
0
[
0 Ci
0 0
] [
C Ci
Cj+Ck 0
]
[
0 Ci
0 0
]
0
[
C Ci
Cj+Ck 0
]
[
0 Ci
Cj+Ck C
] [
0 Ci
Cj+Ck C
]
C
⎤
⎥⎥⎥⎥⎥⎥⎦
,
V1 =
⎡
⎢⎢⎢⎢⎢⎢⎣
C
[
C Cj+Ck
Cj+Ck C
] [
0 Cj+Ck
Ci C
]
[
C Cj+Ck
Cj+Ck C
]
C
[
0 Cj+Ck
Ci C
]
[
C Cj+Ck
Ci 0
] [
C Cj+Ck
Ci 0
]
0
⎤
⎥⎥⎥⎥⎥⎥⎦
,
W0 =
⎡
⎢⎢⎢⎢⎢⎢⎣
0
[
C Cj
Ci+Ck 0
] [
0 Cj
0 0
]
[
0 Cj
Ci+Ck C
]
C
[
0 Cj
Ci+Ck C
]
[
0 Cj
0 0
] [
C Cj
Ci+Ck 0
]
0
⎤
⎥⎥⎥⎥⎥⎥⎦
,
W1 =
⎡
⎢⎢⎢⎢⎢⎢⎣
C
[
0 Ci+Ck
Cj C
] [
C Ci+Ck
Ci+Ck C
]
[
C Ci+Ck
Cj 0
]
0
[
C Ci+Ck
Cj 0
]
[
C Ci+Ck
Ci+Ck C
] [
0 Ci+Ck
Cj C
]
C
⎤
⎥⎥⎥⎥⎥⎥⎦
.
It is clear that U , V , and W are in general position. Moreover, the subtriple B of A consisting of
matrices (a jk) all the elements of which are zero with the exception of a12, a13, a21 and a31 is
isomorphic to the bi-Cayley triple M1,2(O), and U , V , and W are contained in B . However, as shown
in [14], U ∨ V , which is also contained in B , is not Peirce in B and, therefore, not Peirce in A, a fact
that can easily be corroborated by direct calculation of the Peirce relations in A. Consequently, there
is no reason to expect that (5.1) and (5.2) hold. Recall that
A210 = U2 = U , A120 = V2 = V , A002 = W2 = W ,
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A111 =
⎡
⎢⎢⎢⎢⎢⎢⎣
C
[
0 Ck
Cj 0
] [
0 Ck
0 0
]
[
0 Ck
Cj 0
]
0
[
0 0
0 0
]
[
0 0
0 0
] [
0 Ck
0 0
]
0
⎤
⎥⎥⎥⎥⎥⎥⎦
,
A110 =
⎡
⎢⎢⎢⎢⎢⎢⎣
0
[
0 Cj
Ck 0
] [
0 Cj
0 0
]
[
0 Cj
Ck 0
]
C
[
0 0
Ci C
]
[
0 Cj
0 0
] [
C 0
Ci 0
]
0
⎤
⎥⎥⎥⎥⎥⎥⎦
,
A101 =
⎡
⎢⎢⎢⎢⎢⎢⎣
0
[
0 Ci
0 0
] [
C Ci
0 0
]
[
0 Ci
0 C
]
0
[
0 0
Cj 0
]
[
0 Ci
0 C
] [
0 0
0 0
]
0
⎤
⎥⎥⎥⎥⎥⎥⎦
, A011 =
⎡
⎢⎢⎢⎢⎢⎢⎣
0
[
0 0
0 C
] [
0 0
Ci C
]
[
C 0
0 0
]
0
[
0 Ck
0 0
]
[
C 0
Ci 0
] [
0 0
Cj 0
]
0
⎤
⎥⎥⎥⎥⎥⎥⎦
,
A100 =
⎡
⎢⎢⎢⎢⎢⎢⎣
0
[
0 0
0 0
] [
0 0
0 0
]
[
0 0
0 0
]
0
[
0 0
Ck 0
]
[
0 0
0 0
] [
0 0
Ck 0
]
0
⎤
⎥⎥⎥⎥⎥⎥⎦
, A010 =
⎡
⎢⎢⎢⎢⎢⎢⎣
0
[
0 0
0 0
] [
0 0
0 0
]
[
0 0
0 0
]
0
[
0 Cj
0 0
]
[
0 0
0 0
] [
0 Cj
0 0
]
0
⎤
⎥⎥⎥⎥⎥⎥⎦
,
A001 =
⎡
⎢⎢⎢⎢⎢⎢⎣
0
[
0 0
0 0
] [
0 0
Ck 0
]
[
0 0
0 0
]
0
[
C Ci
0 0
]
[
0 0
Ck 0
] [
0 Ci
0 C
]
C
⎤
⎥⎥⎥⎥⎥⎥⎦
, A000 = {0}.
In order to study the ideal I110 in the JBW∗-triple A110, observe that A110 is a six-dimensional sub-
triple of A with basis elements e3−12 , e
4+
12 , e
3−
13 , e
2+
23 , e
1−
23 , and e22. Straightforward calculations show
that
2e3−12 = −
{
e1+13 e
3+
13 e
1−
12
} ∈ {A101 A002 A011}, (5.3)
2e4+12 = −
{
e1−13 e
3+
13 e
2−
12
} ∈ {A101 A002 A011}, (5.4)
2e3−13 = −
{
e2−13 e
3+
13 e
2+
13
} ∈ {A101 A002 A011}, (5.5)
2e2+23 = −
{
e1+13 e
3+
13 e
4−
23
} ∈ {A101 A002 A011}, (5.6)
2e1−23 =
{
e3+23 e
3+
13 e
1−
13
} ∈ {A101 A002 A011}, (5.7)
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4e22 =
{
e1−12 e
3+
13 e
3+
23
} ∈ {A101 A002 A011}. (5.8)
It follows from (5.3)–(5.8) and Lemma 4.8 that
A110 ⊆ lin{A101 A002 A011} = I110 ⊆ A110,
and, hence, that I110 and A110 coincide. Therefore, the subspace I of A given by
I = A210 ⊕ A120 ⊕ A002 ⊕ A111 ⊕ A101 ⊕ A011 ⊕ A110
=
⎡
⎢⎢⎢⎢⎢⎢⎣
C
[
C C
3
C
3
C
] [
C C
3
Ci+Cj C
]
[
C C
3
C
3
C
]
C
[
0 Ck
Ci+Cj C
]
[
C C
3
Ci+Cj C
] [
C Ck
Ci+Cj 0
]
0
⎤
⎥⎥⎥⎥⎥⎥⎦
,
is of dimension twenty-one. Since A110 and I110 coincide, the proof of Theorem 4.10 shows that
{I A I} ∩ A001 = {A101 A111 A011} + {A002 A111 A110}
+ {A101 A210 A110} + {A011 A120 A110}. (5.9)
Observe that the elements e4+13 , e
1+
23 , e
2−
23 , and e33 form a basis for A001. Calculations show that
2e4+13 = −
{
e2−12 e
1+
12 e
3−
13
} ∈ {A101 A210 A110}, (5.10)
2e1+23 =
{
e2−12 e
1+
12 e
2+
23
} ∈ {A101 A210 A110}, (5.11)
2e2−23 = −
{
e2−12 e
1+
12 e
1−
23
} ∈ {A101 A210 A110}, (5.12)
and
4e33 =
{
e1+13 e
1+
12 e
1−
23
} ∈ {A101 A002 A011}. (5.13)
Therefore, by (5.9)–(5.13),
A001 ⊆ lin{A101 A210 A110} ⊆ {I A I} ∩ A001 ⊆ A001.
In particular,
{I A I} ∩ A001 = {0} (5.14)
and I is not an inner ideal in A.
The proof of Theorem 4.10 shows that
{I A I} ∩ A100 = {A101 A111 A110} + {A110 A120 A110}. (5.15)
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4+
23 . A calculation shows
that
2e4+23 = −
{
e1+13 e
4−
13 e
1−
23
}⊆ {A101 A111 A110}. (5.16)
It follows from (5.15)–(5.16) that
A100 ⊆ lin{A101 A111 A110} ⊆ {I A I} ∩ A100 ⊆ A100.
In particular,
{I A I} ∩ A100 = {0}, (5.17)
and, by symmetry,
{I A I} ∩ A010 = {0}. (5.18)
A consequence of (5.14), (5.17), and (5.18) is that, in Theorem 4.10, none of the conditions (5.2) is
redundant and, therefore, that the theorem gives the best possible result.
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