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In this paper, we prove that, if the product A = A1 · · · An is a Fredholm operator where
the ascent and descent of A are ﬁnite, then A j is a Fredholm operator of index zero for
all j, 1 j  n, where A1, . . . , An be a symmetric family of bounded operators. Next, we
investigate a useful stability result for the Rakoc˘evic´/Schmoeger essential spectra. Moreover,
we show that some components of the Fredholm domains of bounded linear operators on
a Banach space remain invariant under additive perturbations belonging to broad classes
of operators A such as γ (Am) < 1 where γ (·) is a measure of noncompactness. We also
discuss the impact of these results on the behavior of the Rakoc˘evic´/Schmoeger essential
spectra. Further, we apply these latter results to investigate the Rakoc˘evic´/Schmoeger
essential spectra for singular neutron transport equations in bounded geometries.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let X and Y be two Banach spaces. We denote by L(X, Y ) (resp. C(X, Y )) the set of all bounded (resp. closed, densely
deﬁned) linear operators from X into Y . For A ∈ C(X, Y ), we write D(A) ⊂ X for the domain, N(A) ⊂ X for the null space
and R(A) ⊂ Y for the range of A. The nullity, α(A), of A is deﬁned as the dimension of N(A) and the deﬁciency, β(A), of A
is deﬁned as the codimension of R(A) in Y . The set of upper semi-Fredholm operators is deﬁned by
Φ+(X, Y ) =
{
A ∈ C(X, Y ) such that α(A) < ∞ and R(A) is closed in Y },
and the set of lower semi-Fredholm operators is deﬁned by
Φ−(X, Y ) =
{
A ∈ C(X, Y ) such that β(A) < ∞ and R(A) is closed in Y }.
The set of bounded upper (resp. lower) semi-Fredholm operators from X into Y is deﬁned by
Φb+(X, Y ) = Φ+(X, Y ) ∩ L(X, Y )
(
resp. Φb−(X, Y ) = Φ−(X, Y ) ∩ L(X, Y )
)
.
Φ(X, Y ) := Φ+(X, Y ) ∩ Φ−(X, Y ) denote the set Fredholm operators from X into Y and Φ±(X, Y ) := Φ+(X, Y ) ∪ Φ−(X, Y )
the set of semi-Fredholm operators from X into Y . The set of bounded Fredholm operators from X into Y is deﬁned by
Φb(X, Y ) = Φ(X, Y ) ∩ L(X, Y ). If A is a semi-Fredholm operator (either upper or lower) the index of A is deﬁned by
i(A) := α(A) − β(A). It is clear that if A ∈ Φ(X, Y ) then i(A) < ∞. If A ∈ Φ+(X, Y ) \ Φ(X, Y ) then i(A) = −∞ and if
A ∈ Φ−(X, Y ) \ Φ(X, Y ) then i(A) = +∞. The subset of all compact operators of L(X, Y ) is designated by K(X, Y ).
If X = Y then L(X, Y ), K(X, Y ), C(X, Y ), Φ(X, Y ), Φ+(X, Y ), Φ−(X, Y ), Φ±(X, Y ), Φb(X, Y ), Φb+(X, Y ), Φb−(X, Y )
and Φb±(X, Y ) are replaced, respectively, by L(X), K(X), C(X), Φ(X), Φ+(X), Φ−(X), Φ±(X), Φb(X), Φb+(X), Φb−(X)
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F. Abdmouleh, A. Jeribi / J. Math. Anal. Appl. 364 (2010) 414–423 415and Φb±(X). For A ∈ C(X), we denote σ(A) (resp. ρ(A)) the spectrum (resp. the resolvent set) of A. A complex num-
ber λ is in ΦA , Φ+A , Φ−A or Φ±A , if λ − A is in Φ(X), Φ+(X), Φ−(X) and Φ±(X) respectively, also, we deﬁne Φ0A by
Φ0A = {λ ∈ ΦA, such that i(λ − A) = 0}.
For a self-adjoint operator in a Hilbert space, there seems to be only one reasonable way to deﬁne the essential spectrum:
the set of all points of the spectrum that are not isolated eigenvalues of ﬁnite algebraic multiplicity [28,29].
In this paper we are concerned with the following essential spectra
σeap(A) :=
⋂
K∈K(X)
σap(A + K ),
σeδ(A) :=
⋂
K∈K(X)
σδ(A + K ),
where
σap(A) :=
{
λ ∈ C such that inf‖x‖=1, x∈D(A)
∥∥(λ − A)x∥∥= 0}
and
σδ(A) := {λ ∈ C such that λ − A is not surjective}.
The subsets σeap(·) was introduced by V. Rakoc˘evic´ in [22] and designates the essential approximate point spectrum and
σeδ(·) is the essential defect spectrum and was introduced by C. Schmoeger [26]. It is proved in [16] that
σess(A) = σeap(A) ∪ σeδ(A), σeg(A) ⊂ σeap(A) and σew(A) ⊂ σeδ(A),
where
σeg(A) :=
{
λ ∈ C such that λ − A /∈ Φ+(X)
} := C \ Φ+A,
σew(A) :=
{
λ ∈ C such that λ − A /∈ Φ−(X)
} := C \ Φ−A,
and
σess(A) :=
⋂
K∈K(X)
σ (A + K ).
The subsets σeg(·) and σew(·) are the Gustafson and Weidmann essential spectra [7]. σess(·) is the Schechter essential
spectrum [7–14,23,24]. Note that all these sets are closed and if X is a Hilbert space and A is a self-adjoint operator on X ,
then all these sets coincide.
We denote by PK(X) the set of polynomially compact operators deﬁned by
PK(X) :=
{
A ∈ L(X) such that there exists a nonzero complex polynomial
P (z) =
p∑
r=0
ar z
r satisfying P (A) ∈ K(X)
}
.
Let A ∈ C(X). It follows from the closeness of A that D(A) (the domain of A) endowed with the graph norm ‖ · ‖A
(‖x‖A = ‖x‖ + ‖Ax‖) is a Banach space denoted by XA . Clearly, for x ∈ D(A) we have ‖Ax‖ ‖x‖A , so A ∈ L(XA, X). If B
be a linear operator with D(A) ⊆ D(B), then B is said to be A-deﬁned. The restriction of B to D(A) will be denoted by Bˆ .
Moreover, if Bˆ ∈ L(XA, X), we say that B is A-bounded.
Let B be an arbitrary A-bounded operator, hence we can regard A and B as operators from XA into X , they will be
denoted by Aˆ and Bˆ respectively, these belong to L(XA, X). Furthermore, we have the obvious relations⎧⎨⎩
α( Aˆ) = α(A), β( Aˆ) = β(A), R( Aˆ) = R(A),
α( Aˆ + Bˆ) = α(A + B),
β( Aˆ + Bˆ) = β(A + B) and R( Aˆ + Bˆ) = R(A + B).
(1.1)
Now, we give a new deﬁnition:
Deﬁnition 1.1. Let A1, . . . , An be operators in L(X). We say that A1, . . . , An is a symmetric family if Aσ(1) · · · Aσ(n) =
A1 · · · An , for every permutation σ .
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analysis uses that if the product of mutually commuting operators is a Fredholm operator then each operator is a Fredholm
operator. The aim of this part is to pursue the analysis started in [24] and to extend it to a symmetric family of operators
when we prove that if the product of a symmetric family of operators is a Fredholm operator with ﬁnite ascent and descent
then each operator is a Fredholm operator of index zero. In the same way, if the product of a symmetric family of operators
is equal to λ − K where K is a polynomially compact operator then each operator is a Fredholm operator of index zero.
In the second part of this article we derive also useful stability results for the Rakoc˘evic´ and Schmoeger essential spectra.
In fact, let A and B be two closed linear operators in Φ(X). Assume that there are A0, B0 ∈ L(X) and K1, K2 ∈ PK(X) such
that AA0 = I − K1 and BB0 = I − K2. Then if 0 ∈ ΦA ∩ ΦB , A0 − B0 is upper (resp. lower) semi-Fredholm perturbation and
i(A) = i(B) then σeap(A) = σeap(B) (resp. σeδ(A) = σeδ(B)).
The remainder of this work is to extend the analysis in [19] to bounded linear operators K such that γ (Km) < 1 where
γ (·) is a measure of noncompactness. More precisely, let A, B ∈ L(X, Y ), if λ − A ∈ Φ+(X, Y ) (resp. Φ−(X, Y )) and Aλr is a
left (resp. Aλl right) Fredholm inverse of λ− A, such that γ ([B Aλr]m) < 1 (resp. γ ([Aλl B]m) < 1), then σeap(A+ B) ⊆ σeap(A)
(resp. σeδ(A + B) ⊆ σeδ(A)). Finally, we study the latest results on the following singular neutron transport operator
Aψ(x, v) = −v∇xψ(x, v) − σ(x, v)ψ(x, v) +
∫
V
κ
(
x, v, v ′
)
ψ
(
x, v ′
)
dμ
(
v ′
)
, (1.2)
with vacuum boundary conditions, i.e., ψ|Γ− = 0 with
Γ− =
{
(x, v) ∈ ∂D × V such that v · νx < 0
}
,
where νx stands for the outer unit normal vector at x ∈ ∂D . Here (x, v) ∈ D × V , D is an open bounded set of Rn , dμ(·)
is a bounded positive Radon measure on Rn satisfying dμ(0) = 0. We denote by V the support of dμ(·), and we refer
to V as the velocity space. This operator describes the transport of particles (neutrons, photons, gas molecules, etc.) in the
domain D . For the neutrons, the function ψ(x, v) represents the number (or probability) density of gas particles having
the position x and the velocity v . For the photons, ψ describes the speciﬁc intensity of the light. For the molecules of
gas, ψ describes the deviation of the number density of the gas molecules from their equilibrium number density. For
gas molecules, the transport equation is obtained by linearization of the nonlinear Boltzmann equation or some nonlinear
simpliﬁcation of it (such as the Enskog equation or the BGK model) about the equilibrium distribution. The function σ(·,·)
and κ(·,·) are called, respectively the collision frequency and the scattering kernel.
We organize the paper in the following way: Section 2 contains general results on Fredholm, semi-Fredholm operators
and Fredholm, semi-Fredholm perturbation and give the notion of measure of noncompactness. The next section is devoted
to proving the result in Theorem 3.1 that the index of a Fredholm operator is equal to zero if the ascent and descent are
ﬁnite. In Theorem 3.2 we show that if the product of a symmetric family is a Fredholm operator with ﬁnite ascent and
descent then each operator is a Fredholm operator of index zero. Also, in Corollary 3.3 we prove that if the product of a
symmetric family is a Fredholm operator where the nullity and deﬁciency of its positive integer powers are bounded above,
then each operator is a Fredholm operator of index zero. The main result in Section 4 is Theorem 4.1 where we have the
stability for the Rakoc˘evic´/Schmoeger essential spectra. Next, in Section 5, using the concept of measure of noncompactness
for bounded linear operators, we discuss in Theorem 5.1 the impact of these results on the behavior of Rakoc˘evic´/Schmoeger
essential spectra of operators in L(X). Finally, in Section 6, we apply the results obtained in the last section to investigate
the essential spectra of singular neutron transport equations in bounded geometries.
2. Preliminaries
We start this section by giving the following concepts. If A ∈ L(X) we consider the quantities
r(A) = lim
n→+∞α
(
An
)
and r′(A) = lim
n→+∞β
(
An
)
.
We deﬁne the ascent of A
asc(A) := min{n 0 such that N(An)= N(An+1)}
and the descent of A
desc(A) := min{m 0 such that R(Am)= R(Am+1)}.
It is well known that if A := I − K with K ∈ K(X) (resp. K ∈ L(X) such that there exists a nonzero complex polynomial
P (z) =∑pr=0 ar zr satisfying P (1) = 0 and P (1) − P (0) = 0 and P (K ) ∈ K(X)), then both r(A) and r′(A) are ﬁnite (see [24,
p. 122] resp. [18, Proposition 2.1]). In [15], it is shown that this result remains valid for K ∈ PK(X) (i.e., there exists a
nonzero complex polynomial P (z) =∑pr=0 ar zr satisfying P (K ) ∈ K(X) and A := λ − K where λ ∈ C with P (λ) = 0).
Theorem 2.1. (See [15, Theorem 2.1].) Let K ∈ PK(X), i.e., there exists a nonzero complex polynomial P (z) =∑pr=0 ar zr satisfying
P (K ) ∈ K(X). Let λ ∈ C with P (λ) = 0 and set A := λ − K . Then A is a Fredholm operator on X with ﬁnite ascent and descent.
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Proposition 2.1. (See [27, Theorem 3.6].) Let A be a bounded linear operator on a normed space X. If asc(A) and desc(A) are ﬁnite,
then asc(A) = desc(A).
In Schechter’s book [24] the following results are proved:
Lemma 2.1. (See [24, Lemma 2.2, p. 111].) Let X be a Banach space and suppose that X = N ⊕ X0 , where X0 is a closed subspace and
N is ﬁnite dimensional. If X1 is a subspace of X containing X0 , then X1 is closed.
Theorem 2.2.
(i) (See [24, p. 123].) If A ∈ Φ(X), r(A) and r′(A) are ﬁnite then i(A) = 0.
(ii) (See [24, Lemma 5.3, p. 125].) Let A1, . . . , An be operators in L(X) which commute. If their product A = A1 · · · An is a Fredholm
operator on X. Then each A j ∈ Φb(X) for all j, 1 j  n.
Deﬁnition 2.1. Let X and Y be two Banach spaces and let K ∈ L(X, Y ).
(i) The operator K is called Fredholm perturbation if A + K ∈ Φ(X, Y ) whenever A ∈ Φ(X, Y ). The set of Fredholm
perturbations denote by F(X, Y ).
(ii) The operator K is called an upper semi-Fredholm perturbation if A + K ∈ Φ+(X, Y ) whenever A ∈ Φ+(X, Y ). The set
of upper semi-Fredholm perturbations denote by F+(X, Y ).
(iii) The operator K is called a lower semi-Fredholm perturbation if A + K ∈ Φ−(X, Y ) whenever A ∈ Φ−(X, Y ). The set
of lower semi-Fredholm perturbations denote by F−(X, Y ).
In general we have
K(X, Y ) ⊆ F+(X, Y ) ⊆ F(X, Y ) and K(X, Y ) ⊆ F−(X, Y ) ⊆ F(X, Y ).
In Deﬁnition 2.1, if we replace respectively Φ(X, Y ), Φ+(X, Y ) and Φ−(X, Y ) by Φb(X, Y ), Φb+(X, Y ) and Φb−(X, Y ) we
obtain the sets Fb(X, Y ), Fb+(X, Y ) and Fb−(X, Y ). These classes of operators were introduced and investigated in [6]. In
particular, it is shown that Fb(X, Y ) is a closed subset of L(X, Y ) and by [3], it is proved that the two sets F(X, Y )
and Fb(X, Y ) are equal. It must be noted that the problem of the equalities between the sets Fb+(X, Y ) and Fb−(X, Y )
respectively with the sets F+(X, Y ) and F−(X, Y ) remains open.
If X = Y we write F(X), F+(X), F−(X), Fb(X), Fb+(X) and Fb−(X) for F(X, X), F+(X, X), F−(X, X), Fb(X, X),
Fb+(X, X) and Fb−(X, X) respectively. It is shown that Fb−(X) is closed. Fb(X) and Fb+(X) are closed two-sided ideals
of L(X).
We recall the following result established in [16].
Lemma 2.2. (See [16, Lemma 2.1].) Let A ∈ C(X, Y ) and K ∈ L(X, Y ). Then:
(i) If A ∈ Φ(X, Y ) and K ∈ F(X, Y ), then A + K ∈ Φ(X, Y ) and i(A + K ) = i(A).
(ii) If A ∈ Φ+(X, Y ) and K ∈ F+(X, Y ), then A + K ∈ Φ+(X, Y ) and i(A + K ) = i(A).
(iii) If A ∈ Φ−(X, Y ) and K ∈ F−(X, Y ), then A + K ∈ Φ−(X, Y ) and i(A + K ) = i(A).
The following proposition gives a characterization of the Rakoc˘evic´/Schmoeger essential spectra by means of upper semi-
Fredholm and lower semi-Fredholm operators respectively.
Proposition 2.2. (See [16, Proposition 3.1].) Let A ∈ C(X), then:
(i) λ /∈ σeap(A) if and only if λ − A ∈ Φ+(X) and i(λ − A) 0.
(ii) λ /∈ σeδ(A) if and only if λ − A ∈ Φ−(X) and i(λ − A) 0.
(iii) If A is a bounded linear operator, then σeδ(A) = σeap(A∗), where A∗ stands for the adjoint operator.
We use the notion of measure of noncompactness. In order to recall the measure of noncompactness, let X be a Banach
space, we denote by MX the family of all nonempty and bounded subsets of X while NX denotes its subfamily consisting
of all relatively compact sets. Moreover, let conv(A) denotes the convex hull of a set A ⊂ X . In [2] a mapping γ : MX →
[0,+∞[ is said to be a measure of noncompactness in the Banach space X , if it satisﬁes the following condition: The
family N(γ ) = {D ∈ MX ; γ (D) = 0} is nonempty and N(γ ) ⊂ NX . The family N(γ ) is called the kernel of the measure of
noncompactness γ .
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conditions:
(1) γ (λS) = |λ|γ (S) for λ ∈ R (γ is said to be homogeneous).
(2) γ (S + T ) γ (S) + γ (T ) (γ is said to be subadditive).
(ii) A measure of noncompactness γ is referred to as measure with maximum property if max(γ (S), γ (T )) = γ (S ∪ T ).
(iii) A measure of noncompactness γ is said to be regular if N(γ ) = NX , sublinear and has the maximum property.
For S ∈ MX , the most important example of measures of noncompactness [25] is:
• Kuratowski measure of noncompactness
γ (S) = inf{ε > 0: S may be covered by ﬁnitely many set of diameter  ε}.
Remark 2.1. The Kuratowski measure of noncompactness γ (·) is regular.
Let A ∈ L(X). We say that A is k-set-contraction if for every set S ∈ MX , we have γ (A(S)) kγ (S). We deﬁne γ (A) by
γ (A) := inf{k: A k-set-contraction}.
We use the following proposition:
Proposition 2.3. (See [1, Corollary 2.3].) Let X be a Banach space and A ∈ L(X). If γ (Am) < 1 for somem > 0 then I− A is a Fredholm
operator with i(I − A) = 0.
We denote by Pγ (·) the set deﬁned by
Pγ (X) :=
{
A ∈ L(X) such that γ (Am)< 1, for somem > 0}.
Deﬁnition 2.3. Let X and Y be two Banach spaces.
(i) An operator A ∈ C(X, Y ) is said to have a left Fredholm inverse if there are maps Rl ∈ L(Y , X) and K ∈ K(X) such
that I X + K extends Rl A. The operator Rl is called left Fredholm inverse of A.
(ii) An operator A ∈ C(X, Y ) is said to have a right Fredholm inverse if there is a map Rr ∈ L(Y , X) such that Rr(Y ) ⊂
D(A) and ARr − IY ∈ K(Y ). The operator Rr is called right Fredholm inverse of A.
3. Product Fredholm operators of indices zero
We start our investigation with the following theorem, which is a preparation for the proofs of the results of this section.
Theorem 3.1. Let A be a bounded linear operator on a Banach space X. If A ∈ Φb(X) with asc(A) and desc(A) are ﬁnite. Then
i(A) = 0.
Proof. Since asc(A) and desc(A) are ﬁnite. Applying Proposition 2.1, there exists an integer k such that asc(A) = desc(A) = k,
hence N(Ak) = N(Ak+n) and R(Ak) = R(Ak+n) for all n 0. Therefore
i
(
Ak
)= i(Ak+n).
However A ∈ Φb(X) then by Theorem 5.7 in [24] implies that i(Ak) = ki(A) = i(Ak+n) = (k + n)i(A), for all n 0. Hence
i(A) = 0. 
In the following theorem, we prove that the index of each operator is equal to zero.
Theorem 3.2. Let A1, . . . , An be a symmetric family in L(X). Suppose that their product A = A1 · · · An ∈ Φb(X), with asc(A) and
desc(A) are ﬁnite. Then each A j ∈ Φb(X) and i(A j) = 0 for all j, 1 j  n.
Proof. By Lemma 5.19 in [24], we have
A j ∈ Φb(X) for all j, 1 j  n.
Now, we prove that i(A j) = 0 for all j, 1 j  n. In fact,
N
(
Ak
)⊆ N(Ak · · · Akn)= N(Ak) for all j, 1 j  n and k ∈ N. (3.1)j 1
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By Eq. (3.1) we have α(Akj) α(Ak) for all k ∈ N. Therefore
α
(
Aasc(A)+kj
)
 α
(
Aasc(A)
)
for all j, 1 j  n and k ∈ N.
Suppose α(Akj) < α(A
k+p
j ) for all k ∈ N, and p ∈ N − {0}. On the other hand, we have α(Akj)  α(Aasc(A)) and α(Ak+pj ) 
α(Aasc(A)) for all k ∈ N, and p ∈ N − {0}, a contradiction. Then there exists an integer k0 such that N(Ak0j ) = N(Ak0+pj ) for
all p ∈ N. Therefore
asc(A j) < ∞ for all j, 1 j  n. (3.2)
By a similar reasoning as before, we show that
desc(A j) < ∞ for all j, 1 j  n. (3.3)
We have A j ∈ Φb(X) for all j, 1 j  n. Applying Eqs. (3.2), (3.3) and Theorem 3.1 we deduce
i(A j) = 0 for all j, 1 j  n. 
Corollary 3.1. Let A1, . . . , An be a symmetric family in L(X). Let K ∈ PK(X), i.e., there exists a nonzero complex polynomial P (z) =∑p
r=0 ar zr satisfying P (K ) ∈ K(X). Let λ ∈ C with P (λ) = 0. If their product A := A1 · · · An = λ − K , then each A j (1 j  n) is a
Fredholm operator on X of index zero.
Proof. This corollary immediately follows from Theorems 2.1 and 3.2. 
Accordingly, from Theorem 3.2 and Proposition 2.3, we have the following corollary.
Corollary 3.2. Let A1, . . . , An be a symmetric family on a Banach space X. If their product A := A1 · · · An = λ− K , where λ ∈ C \ {0}
and K ∈ L(X) such that γ (Km) < |λ|m with asc(A) and desc(A) are ﬁnite. Then each A j (1 j  n) is Fredholm operator X of index
zero.
Remark 3.1. If A ∈ Φb(X), asc(A) < ∞ and desc(A) < ∞, if and only if r(A) < ∞ and r′(A) < ∞.
In view of Remark 3.1, the following corollary is a trivial consequence of Theorem 3.2.
Corollary 3.3. Let A1, . . . , An be a symmetric family in L(X). Suppose that their product A = A1 · · · An ∈ Φb(X), r(A) and r′(A) are
ﬁnite, then each A j ∈ Φb(X) and i(A j) = 0 for all j, 1 j  n.
4. Invariance of essential spectra
In this section, we have also the following useful stability result for the Rakoc˘evic´/Schmoeger essential spectra.
Theorem 4.1. Let X be a Banach space and let A, B ∈ Φ(X). Assume that there are A0, B0 ∈ L(X) and K1, K2 ∈ PK(X) such that
AA0 = I − K1, (4.1)
BB0 = I − K2. (4.2)
(i) If 0 ∈ ΦA ∩ ΦB , A0 − B0 ∈ F+(X) and i(A) = i(B) then
σeap(A) = σeap(B). (4.3)
(ii) If 0 ∈ ΦA ∩ ΦB and A0 − B0 ∈ F−(X) and i(A) = i(B) then
σeδ(A) = σeδ(B). (4.4)
Proof. Let λ be a complex number, Eqs. (4.1) and (4.2) imply
(λ − A)A0 − (λ − B)B0 = K1 − K2 + λ(A0 − B0). (4.5)
(i) If λ /∈ σeap(B), then by Proposition 2.2 we have (λ − B) ∈ Φ+(X) and i(λ − B) 0. Let XB = (D(B),‖ · ‖B) is Banach
space for the graph norm ‖ · ‖B . It is clearly that B ∈ L(XB , X). We can regard B as operator from XB into X . This will be
denoted by Bˆ . Using Eq. (1.1) we can show that
λ − Bˆ ∈ Φb+(XB , X) and i(λ − Bˆ) 0.
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consequently (λ − Bˆ)B0 ∈ Φb+(X). Since A0 − B0 ∈ F+(X), by Eq. (4.5) and Lemma 2.2 (ii), we can prove that (λ − Aˆ)A0 ∈
Φb+(X) and
i
(
(λ − Aˆ)A0
)= i((λ − Bˆ)B0). (4.6)
A similar reasoning as before combining Eqs. (1.1), (4.1), [24, Corollary 1.6, p. 166] and [24, Theorem 2.6, p. 170] shows that
A0 ∈ Φb(X, XA) where XA := (D(A),‖ · ‖A). By [24, Theorem 1.4, p. 108] we can write
A0S = I − F on XA, (4.7)
where S ∈ L(XA, X) and F ∈ K(XA), by Eq. (4.7) we have
(λ − Aˆ)A0S = (λ − Aˆ) − (λ − Aˆ)F . (4.8)
Since S ∈ Φb(XA, X), using [24, Theorem 6.6, p. 129] we show that (λ − Aˆ)A0S ∈ Φb+(XA, X). Applying [24, Theorem 6.3,
p. 128] we prove that (λ − Aˆ) ∈ Φb+(XA, X), using Eq. (1.1) we have
(λ − A) ∈ Φ+(X). (4.9)
On the other hand K1, K2 ∈ PK(X) and Eqs. (4.1), (4.2) and [24, Theorem 2.3, p. 111] give
i(A) + i(A0) = i(I − K1) = 0 and i(B) + i(B0) = i(I − K2) = 0,
since i(A) = i(B) then i(A0) = i(B0).
Using Eq. (4.6) and [21, Theorem 12, p. 153] we can write
i(λ − A) + i(A0) = i(λ − B) + i(B0).
Therefore
i(λ − A) 0. (4.10)
Using Eqs. (4.9) and (4.10), we conclude that
λ /∈ σeap(A).
Therefore we prove the inclusion
σeap(A) ⊂ σeap(B).
The opposite inclusion follows from symmetry and we obtain (4.3).
(ii) The proof of (4.4) may be checked in a similar way to that in (i). It suﬃces to replace σeap(·), Φ+(·), i(·)  0,
[24, Theorem 6.6, p. 129], [24, Theorem 6.3, p. 128] and Proposition 2.2 (i) by σeδ(·), Φ−(·), i(·)  0, [21, Theorem 5 (i),
p. 150], [24, Theorem 6.7, p. 129] and Proposition 2.2 (ii) respectively. The details are therefore omitted. 
5. Stability of essential spectra
The following theorem is the main result of this section.
Theorem 5.1. Let X be a Banach space, A and B be two operators in L(X). Then the following statements hold:
(i) Assume that for each λ ∈ Φ+A , there exists a left Fredholm inverse Aλl of λ − A such that B Aλl ∈ Pγ (X), then
σeap(A + B) ⊆ σeap(A). (5.1)
(ii) Assume that for each λ ∈ Φ−A , there exists a right Fredholm inverse Aλr of λ − A such that Aλr B ∈ Pγ (X), then
σeδ(A + B) ⊆ σeδ(A). (5.2)
Proof. (i) Suppose that λ /∈ σeap(A) then by Proposition 2.2 (i) we get λ − A ∈ Φ+(X) and i(λ − A) 0. Since Aλl is a left
Fredholm inverse of λ − A, then there exists F ∈ F0(X) such that
Aλl(λ − A) = I − F on X . (5.3)
It follows from Eq. (5.3) that the operator λ − A − B can be written in the form
λ − A − B = λ − A − B(Aλl(λ − A) + F )= (I X − B Aλl)(λ − A) − BF . (5.4)
Using the fact that B Aλl ∈ Pγ (X), applying Proposition 2.3 we have I X − B Aλl ∈ Φ(X) and i(I X − B Aλl) = 0. Then I X − B Aλl ∈
Φ+(X), using [21, Theorem 12, p. 153] we have
(I X − B Aλl)(λ − A) ∈ Φ+(X)
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i
[
(I X − B Aλl)(λ − A)
]= i(I X − B Aλl) + i(λ − A)
= i(λ − A) 0.
Applying Eq. (5.4) and Lemma 2.2 (ii), we get λ − A − B ∈ Φ+(X) and i(λ − A − B) = i(λ − A)  0. This proves that
λ /∈ σeap(A + B). We ﬁnd
σeap(A + B) ⊆ σeap(A).
(ii) Suppose that λ /∈ σeδ(A) then applying Proposition 2.2 (ii) we get λ − A ∈ Φ−(X) and i(λ − A) 0. So Aλr is a right
Fredholm inverse of λ − A, then there exists F ∈ F0(X) such that
(λ − A)Aλr = I − F on X . (5.5)
It follows from Eq. (5.5) that the operator λ − A − B can be written in the form
λ − A − B = λ − A − ((λ − A)Aλr + F )B = (λ − A)(I X − Aλr B) − F B. (5.6)
A similar proof as (i), it suﬃces to replace Φ+(·), σeap(·), Eq. (5.4) and Lemma 2.2 (ii) by Φ−(·), σeδ(·), Eq. (5.6) and
Lemma 2.2 (iii) respectively. Hence, we show that
σeδ(A + B) ⊆ σeδ(A). 
Remark 5.1. (i) The results of Theorem 5.1 remains valid if we suppose that A ∈ C(X) and assume that B is an A-bounded
operator on X . Clearly, applying Theorem 5.1, we prove the statements for Â ∈ L(XA, X) and B̂ ∈ L(XA, X) and applying
Eq. (1.1) we conclude the desired results.
(ii) If we replace Pγ (X) by J (X) (introduced in [13]) where J (X) = {A ∈ L(X) such that 1 ∈ Φ0A}, then we can prove
the same results in Theorem 5.1. So, J (X) is the most general for Theorem 5.1.
6. Application to transport equation
The purpose of this section is to apply Theorem 5.1 to study the essential spectra of the following singular neutron
transport operator (1.2) (cf. [16]).
We introduce the different notions and notations which we shall need in the sequel. Let us ﬁrst make precise the
functional setting of the problem.
We also deﬁne the space
X := L1
(
D × V ,dxdμ(v)).
We deﬁne the partial Sobolev space W by
W = {ψ ∈ X such that v · ∇xψ ∈ X}.
Now, we deﬁne the streaming operator T by{
Tψ(x, v) = −v · ∇xψ(x, v) − σ(x, v)ψ(x, v),
D(T ) = {ψ ∈ W such that ψ|Γ1 = 0},
where the collision frequency satisﬁes σ(·,·) ∈ L∞(D × V ), and ψ|Γ− denotes the trace of ψ on Γ− . Set
λ∗ := dμess inf
(x,v)∈D×V σ(x, v).
It is well known that
σ(T ) = {λ ∈ C such that Reλ−λ∗}.
As an immediate consequence of these facts, by a reasoning similar to [17, Corollary 12.11, p. 272], we show that σ(T ) is
reduced to σ C(T ), the continuous spectrum of T , that is that
σ(T ) = σC(T ) = {λ ∈ C such that Reλ−λ∗}. (6.1)
On the other hand, since σeap(·) and σeδ(·) are enlargements of the continuous spectrum (see [16, Lemma 3.2]), we infer
that
σeap(T ) = σeδ(T ) =
{
λ ∈ C such that Reλ−λ∗}. (6.2)
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K : X → X,
ψ →
1∫
−1
κ
(
x, v, v ′
)
ψ
(
x, v ′
)
dv ′
and the kernel κ : D × V × V → R is assumed to be measurable with D(A) = D(T ).
Observe that the operator K ∈ L[L1(D × V ;dxdμ)] is an abstract linear operator local in x ∈ D . Hence, it can be viewed
as a mapping
K : x ∈ D → K (x) ∈ L[L1(V ;dμ)]. (6.3)
We assume that K is strongly measurable, i.e.,
x ∈ D → K (x)ϕ ∈ L1(V ;dμ) is measurable for any ϕ ∈ L1(V ;dμ)
and bounded, i.e.,
ess− sup
x∈D
∥∥K (x)∥∥L[L1(V ;dμ)] < ∞.
It easily follows that K deﬁnes a bounded operator on the space X according to the rule
ψ ∈ X → K (x)ψ(x) ∈ X .
Thus, ∥∥K (x)∥∥L(X)  ess− sup
x∈D
∥∥K (x)∥∥L[L1(V ;dμ)].
To this follows, we give the class of regular collision operators introduced in [20].
Deﬁnition 6.1. Let K⊂ L[L1(V ;dμ)] be the subspace of compact operators. A collision operator
K : x ∈ D → K (x) ∈ L[L1(V ;dμ)]
is regular if K (x) ∈ K almost everywhere, x ∈ D → K (x) ∈ K is measurable and{
K (x): x ∈ D} is relatively compact L[L1(V ;dμ)].
We present now a compactness result in L1 spaces. To this end we need a speciﬁc geometrical property of the mea-
sure dμ ∫
k1|x|k2
dμ(x)
k3∫
0
χΩ(tx)dt → 0 as |Ω| → 0 (6.4)
for every k1 < k2 < ∞ and k3 < ∞, where |Ω| is the Lebesgue measure of Ω ⊂ Rn and χΩ(·) is the indicator function of Ω .
Next, this is a result proved in [20, Theorem 4.4] which we needed below.
Proposition 6.1. (See [20, Theorem 4.4].) Let dμ be a positive Radon measure satisfying the condition (6.4) and the collision operator
K is regular. Then K (λ − T )−1K is weakly compact on X, for all λ ∈ C such that Reλ > −λ∗ .
Theorem 6.1. Let dμ be a positive Radon measure satisfying the condition (6.4). If K is a regular collision operator. Then
σeap(A) ⊆ σeap(T ) =
{
λ ∈ C such that Reλ−λ∗},
and
σeδ(A) ⊆ σeδ(T ) =
{
λ ∈ C such that Reλ−λ∗}.
Proof. It follows from Eqs. (6.1) and (6.2) that
ΦT = ρ(T ) =
{
λ ∈ C such that Reλ > λ∗}.
According to semi-group theory we have limReλ→∞ ‖(λ− T )−1‖ = 0, because T generates a strongly continuous semi-group
on X (see [4,20]). Hence there exists η > −λ∗ such that for Reλ > η we have rσ (K (λ − T )−1) < 1 (rσ (·) is the spectral
radius). Therefore, the open half plane O= {λ ∈ C; Reλ > η} is contained in ΦT ∩ ΦA , then ΦT ∩ ΦA = ∅.
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all λ ∈ ρ(T ). This implies λ ∈ ρ(A).
Consequently, we have K (λ − T )−1 ∈ Pγ (X) and (λ − T )−1K ∈ Pγ (X). Now, applying Theorem 5.1 we obtain
σeap(A) ⊆ σeap(T ) =
{
λ ∈ C such that Reλ−λ∗},
and
σeδ(A) ⊆ σeδ(T ) =
{
λ ∈ C such that Reλ−λ∗}. 
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