entropy. With these substitutionsand provided that a density p(.) of the form ( 3 ) and satisfying (4) exists-the nonasymptotic part of the first proof, and thus the bound (2), is still valid. We conclude with the following example due to G. D. Forney, Jr., (private communication).
Ce-Q+,+WJ'W](W] -wl) e -A ( u , + w J ' ( W l
-
The monotonic decrease of H ( p ) follows from the relation ( d / d A ) H ( p )
=I dP1 log e) - d h = Alogecw,-dP1 I d A = A l o g e x -(plwl)-d dP, , dP, d h d d h = A log e -E [ w ] .
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I. INTRODUCTION
We consider binary channels over which codewords from a block code E are sent. If a received word differs in e coordinates from the transmitted word, we say that e (symmetric) errors have occurred. If these transitions are all of the same type (either 1 + 0 or 0 -1), the error pattern is said to be unidirectional, while if all transitions are of the 1 -0 type, the error pattern is said to be asymmetric. So any asymmetric error pattern is also unidirectional, and any unidirectional error pattern is also symmetric. We call e the weight of the error pattern. Manuscript received December 23, 1993; revised May 9, 1994 A necessary and sufficient condition for a code to have the property described above is given in the next theorem. For a proof, we refer to [2] . For two vectors x and y of equal length, we define N ( x , y ) = I(i : x , = 0 A y, = 111, while D ( x , y ) denotes the Hamming distance between x and y , i.e., D ( x , y ) = N ( x , y )
When studying the asymptotic behavior of (2), it is convenient to define log, A ( n , n6> a ( 6 ) = limsup
__ (3)
In order to study the asymptotic behavior of (11, we now similarly define P(71,72,731 61,6z, 63) (4) for T , I T , I T,, 8, 5 6, I 8,, 0 I T~ I 6, I 1. Hence, we fix the ratios between the error control parameters and the length, and consider the rate when n is large. Next, we derive two lemmas, which are useful in evaluating (4). Pro08 Let %2 be a code of length n, size A(n, t , + max(t, + l)M(n,t,,t,,t,,d,,d,,d,) . we have P (T,, r z , T , , 61, 62, 6,) log, A ( n , n r , + maxInT, + l , n 6 , ) + 1)
By taking into consideration that A(n, d ) is nonincreasing in d, we can further evaluate the result from Theorem 4. On one hand, we have, P ( T I , 7 2 , 733 81, 6 2 , 6,) Iog,A(n,nT, + max{m, + 1,n8,1 + 1) n log, A(n,n (T, + max(T,, 6 , ) 
and on the other hand, we have C L ( T l ,~, ,~, > 61, 62,6,) log, A(n,nT, + max{nr, + l , n 6 , } + 1) A ( n , n~, + m a x ( n~, + n E / 2 , n 
-t ( T ) + I I I d X ( T~. 61))-

U
By Corollary 5 , we can easily apply well-known bounds on a ( S ) in order to bound p ( r l , T,, T,, S,, 6,, 6,) . An overview of bounds on a ( S ) can be found in [l, ch. 51. Since it is known that a ( 6 ) = 0 if 6 2 1/2, we thus have P ( T , , T , , T~, a,, 6,, 6 ,) = 0 if r , + max(r3, 6,) 2 1/2. (7) If r3 + max{T3, 6,) < 1/2, then we can bound p (~~, r,, r3, 6,, 6,, 6,) by taking the best known lower and upper bounds on (~( 6 1 , i.e., the Gilbert-Varshamov bound and the McEliece-Rodemich-Rumsey-Welch bound, respectively, both at 6 = T~ + m a x (~~, aI).
By observing from Theorem 4 that p ( r l , r2, r3, 6,, 6,, 6,) only depends on r, and SI, we have the following result.
Corollary 6: For r , I T , I T~, 6, I 6, I S,, 0 I r, I 6, I 1, we have 0 We can thus conclude that asymptotically any error control combination can be upgraded to simultaneous symmetric error correction/detection and all unidirectional error detection, without losing rate. In other words, speaking of costs in terms of rate, we can say that correction of unidirectional and/or asymmetric errors is as expensive as correction of symmetric errors, while detection of unidirectional and/or asymmetric errors is free.
