This paper deals with the local asymptotic structure, in the sense of Le Cam's asymptotic theory of statistical experiments, of the signal detection problem in high dimension. More precisely, we consider the problem of testing the null hypothesis of sphericity of a high-dimensional covariance matrix against an alternative of (unspecified) multiple symmetry-breaking directions (multispiked alternatives). Simple analytical expressions for the asymptotic power envelope and the asymptotic powers of previously proposed tests are derived. These asymptotic powers are shown to lie very substantially below the envelope, at least for relatively small values of the number of symmetry-breaking directions under the alternative. In contrast, the asymptotic power of the likelihood ratio test based on the eigenvalues of the sample covariance matrix is shown to be close to that envelope. These results extend to the case of multispiked alternatives the findings of an earlier study (Onatski, Moreira and Hallin, 2011) 
Introduction
In a recent paper, Onatski The extension from the single-spiked alternatives of OMH to the multi-spiked alternatives considered here, however, is all but straightforward. The difficulty arises because the extension of the main technical tool in OMH (Lemma 2), which analyzes high-dimensional spherical integrals, to integrals over high-dimensional real Stiefel manifolds obtained in Onatski (2012) is not easily amenable to the Laplace approximation method used in OMH. Therefore, in this paper, we develop a completely different technique, inspired from the large deviation analysis of spherical integrals by Guionnet and Maida (2005) .
Let us describe the setting and main results in more detail. Suppose that the data consist of n independent observations X t , t = 1, ..., n of a p-dimensional Gaussian vector with mean zero and positive definite covariance matrix Σ. Let Σ = σ 2 (I p + V HV ′ ) , where I p is the p-dimensional identity matrix, σ is a scalar, H an r×r diagonal matrix with elements h j ≥ 0, j = 1, ..., r along the diagonal, and V a (p × r)-dimensional parameter normalized so that V ′ V = I r . We are interested in the asymptotic power of tests of the null hypothesis H 0 : h 1 = ... = h r = 0 against the alternative H 1 : h j > 0 for some j = 1, ..., r, based on the eigenvalues of the sample covariance matrix of the data when n, p → ∞ so that p/n → c with 0 < c < ∞, an asymptotic regime which we abbreviate into n, p → c ∞. The matrix V is an unspecified nuisance parameter, the columns of which indicate the directions of the perturbations of sphericity.
We consider the cases of specified and unspecified σ 2 . For the sake of simplicity, in the rest of this introduction, we only discuss the case of specified σ 2 = 1, although the case of unspecified σ 2 is more realistic. Denoting by λ j the j-th largest sample covariance eigenvalue, let λ = (λ 1 , ..., λ m ) , where m = min (n, p). We begin our analysis with a study of the asymptotic properties of the likelihood ratio process L (h; λ) ; h ∈ 0,h r , where h = (h 1 , ..., h r ) ,h ∈ [0, √ c) and L (h; λ) is defined as the ratio of the density of λ under H 1 to that under H 0 , considered as a λ-measurable random variable. Note that L (h; λ) depends on n and p, while λ is m = min {n, p} -dimensional. An exact formula for L (h; λ) involves the integral O(p) e tr(AQBQ ′ ) (dQ) over the orthogonal group O (p), where the p × p matrix A has a deficient rank r. In the single-spiked case (r = 1), OMH link this integral to the confluent form of the Lauricella function, and use this link to establish a representation of the integral in the form of a contour integral (see Wang (2010) and Mo (2011) for independent different derivations of this contour integral representation for this particular r = 1 case). Then, the Laplace approximation to the contour integral is used to derive the asymptotic behavior of L (h; λ).
Onatski (2012) generalizes the contour integral representation to the multispiked case (r > 1). For complex-valued data, such a generalization allows him to extend OMH's results to the multi-spiked context. Unfortunately, for realvalued data, which we are concerned with in this paper, this generalization is not straightforwardly amenable to the Laplace approximation method. Therefore, in this paper, we consider a totally different approach. For the r = 1 case, Guionnet and Maida (2005) (hereafter GM) use large deviation methods to derive a secondorder asymptotic expansion of O(p) e tr(AQBQ ′ ) (dQ) as the non-zero eigenvalues of A diverge to infinity (see their Theorem 3). We extend GM's second-order expansion to the r > 1 case, and use that extension to derive the asymptotics of L (h; λ).
More precisely, we show that, for anyh such that 0 <h < √ c, the sequence of log-likelihood processes {ln L (h; λ) ; h ∈ [0,h] r } converges weakly to a Gaussian process L λ (h); h ∈ 0,h r under the null hypothesis H 0 as n, p → c ∞. The index λ in the notation L λ (h) is used to distinguish the limiting λ-log-likelihood process in the case of specified σ 2 = 1, from that of the µ-log-likelihood process considered in the case of unspecified σ 2 , which we denote by L µ (h) (see Section 2). The limiting An asymptotic power envelope for λ-based tests of H 0 against H 1 can be constructed using the Neyman-Pearson lemma and Le Cam's third lemma. We show that, for tests of size α, the maximum achievable asymptotic power against a point
, where Φ is the standard normal distribution function and W (h) = − 1 2 r i,j=1 ln (1 − h i h j /c). As we explain in the paper, this asymptotic power envelope is valid not only for the λ-based tests, but also for all tests that are invariant under left orthogonal transformations of the data X t , t = 1, ..., n.
Next, we consider previously proposed tests of sphericity and of the equality of the population covariance matrix to a given matrix . We focus on the tests studied in Ledoit and Wolf (2002) , Bai et al (2009) , and Cai and Ma (2012) . We find that, in general, the asymptotic powers of those tests are substantially lower than the corresponding asymptotic power envelope value. In contrast, our computations for the case r = 2 show that the asymptotic powers of the λ-and µ-based likelihood ratio tests are close to the power envelope.
The rest of the paper is organized as follows. Section 2 establishes the weak convergence of the log-likelihood ratio process to a Gaussian process. Section 3 provides an analysis of the asymptotic powers of various sphericity tests, derives the asymptotic power envelope, and proves its validity for general invariant tests. Section 4 concludes. All proofs are given in the Appendix.
Asymptotics of likelihood ratio processes
Let X be a p×n p matrix with independent Gaussian N (0, σ 2 (I p + V HV ′ )) columns.
Let λ p1 ≥ ... ≥ λ pp be the ordered eigenvalues of
where m = min {p,n p }. Similarly, let µ pi = λ pi /(λ p1 +...+λ pp ) , i = 1, ..., m and
As explained in the introduction, our goal is to study the asymptotic power, as n p , p → c ∞, of the eigenvalue-based tests of H 0 : h 1 = ... = h r = 0 against 
We have
whereγ depends only on n p and p;
is the set of all p × p orthogonal matrices; and (dQ) is the invariant measure on the orthogonal group O (p), normalized to make the total measure unity. Formula (1) is a special case of the density given in James (1964, p.483) for n p ≥ p, and follows from Theorems 2 and 6 in Uhlig (1994) for n p < p. 
where
Consider the likelihood ratios (1) and (2) imply the following proposition. 
In the special case where r = 1, the rank of the matrix D p equals one, and the integrals over the orthogonal group in (3) and (4) Consider the Hilbert transform of
That transform is well defined for real x outside the support of F
M P p
, that is, on
Using (5), we get
where the sign of the square root is chosen to be the sign of (x − c p − 1). It is not hard to see that
, we can define an inverse function K
, with values
The so-called R-transform R
takes the form
For ε > 0 and η > 0 sufficiently small, consider the subset of R
− ε for c < 1.
with probability approaching one as n p , p → c ∞.
. Assume that, for some ε > 0 and η > 0, 2θ pj ∈ Ω ε,η with probability
where o(1) is uniform over all sequences {Θ p } satisfying the assumption.
This proposition extends Theorem 3 of Guionnet and Maida (2005) to cases
when rank (Θ p ) > 1, θ pj depends on p, and Λ p is random. When r = 1, θ p1 = θ > 0 and v p1 = v are fixed, it is straightforward to verify that 1 − 4θ
Setting r = 1 and
in Proposition 2 and using formula (3) from Proposition 1 gives us an expression for L p (h; λ p ) which is an equivalent of formula Let θ pj = h j /2c p (1 + h j ) and
The condition h j ∈ H δ for some δ > 0 implies that 2θ pj ∈ Θ εη for some ε > 0, η > 0 and p sufficiently large. Below, we are only interested in non-negative values of h j , and assume that h j ∈ (0, √ c − δ] under the alternative hypothesis. The corresponding θ pj , thus, is positive.
With the above setting for θ pj , we have v pj = 1 + h j and K
Theorem 3 Suppose that the null hypothesis is true (h = 0). Let δ be any fixed number such that 0 < δ < √ c, and let
r equipped with the supremum norm. Then, as (1)) and (10)
almost surely, where
Var (L µ (h)) , and, for any Proposition 2, it should not be difficult to generalize Theorem 3 to the case of fully (h j = 0, all j's) or partially (h j = 0, some j's) two-sided alternatives. This problem will not be discussed here, and is left for future research.
Asymptotic power analysis
Denote by β λ (h) and β µ (h) , respectively, the asymptotic powers of the asymptotically most powerful λ-and µ-based tests of size α of the null h = 0 against a point alternative h = (h 1 , ..., h r ) = 0 with h j < √ c, j = 1, ..., r. As functions of h, β λ and β µ are called the asymptotic power envelopes. 
Proposition 4 Let Φ denote the standard normal distribution function. Then, Figure 1 shows the asymptotic power envelopes β λ (h) and β µ (h) as functions
It is important to realize that the asymptotic power envelopes derived in Propo- .. = h r = 0, and let H 1 be any of the following alternatives:
, where ε n,p is a positive constant that may depend on n and p. Note that the asymptotic mean and autocovariance functions of the log likelihood ratios derived in Theorem 3 depend on h j only through
Therefore, under the new parametrization, they depend only on θ = (θ 1 , ..., θ r ).
The parameter θ plays the classical role of a "local parameter" in our setting. In the remaining part of this section, we consider examples of some of the tests that have been proposed previously in the literature, and, in Proposition 6, derive their asymptotic power functions. 
whereΣ is the sample covariance matrix. He shows that, when n > p, such a test is locally most powerful invariant. Ledoit and Wolf (2002) study John's test when n, p → c ∞. They prove that, under the null, nU − p d → N (1, 4) . Hence, the test with asymptotic size α rejects the null of sphericity whenever propose
as a test statistic for testing the hypothesis that the population covariance matrix is the unit matrix. They show that, under the null, nW − p
As in the previous example, the null is rejected at asymptotic size α whenever 
where TW(r) denotes the r-dimensional Tracy-Widom law of the first kind, σ n,c = 
to test the hypothesis that the population covariance matrix is the unit matrix. Under the null, as n, p → c ∞,
2 ) . The null hypothesis is rejected at asymptotic level α whenever T n is larger than 2 p (p + 1) /n (n − 1)Φ −1 (1 − α). Cai and Ma (2012) show that this test is rate-optimal against general alternatives from a minimax point of view.
Consider the tests described in Examples 1, 2, 3, 4 and 5, and denote by β J (h) , β LW (h) , β CLR (h) , β CM (h) and β T W (h) their respective asymptotic powers at asymptotic level α.
Proposition 6
The asymptotic power functions of the tests described in Examples 1-5 are
, and (20)
for any h = (h 1 , ..., h r ) = 0 such that h j ∈ [0, √ c) for j = 1, ..., r. β CLR (h) converges to α, which corresponds to the case of trivial power. As c converges to zero, β CLR (h) converges to β LW (h) = β CM (h). In Figure 7 , we provide plots of β CLR (h) that correspond to c = 0.5. 
Conclusion
This paper extends Onatski, Moreira and Hallin's (2011) (OMH) study of the power of high-dimensional sphericity tests to the case of multi-spiked alternatives.
We derive the asymptotic distribution of the log-likelihood ratio process and use it to obtain simple analytical expressions for the maximal asymptotic power envelope and for the asymptotic powers of several tests proposed in the literature. These asymptotic powers turn out to be very substantially below the envelope. We propose the likelihood ratio test based on the data reduced to the eigenvalues of the sample covariance matrix. Our computations show that the asymptotic power of this test is close to the envelope.
Appendix
All convergence statements made below refer to the situation when n p , p → c ∞.
We start with two auxiliary results. 
There exists a constant τ > 0 such that
Proof: Let us denote the cumulative distribution function corresponding to a measure µ as F µ (x) . Further, let us denote inf
. Consider the following three distances between measures µ and ν : the
As is well known (see, for example, exercise 1 on p.425 of Dudley (2002)), w (µ, ν) = γ (µ, ν) . Therefore, we have
As follows from Theorem 1.1 of Götze and Tikhomirov (2011), there exists a constant τ > 0 such that
→ 0 a.s., the result follows.
Corollary 8 Suppose that a sequence of functions {f p (λ)} is bounded Lipshitz
Proof of Proposition 2
Let us denote the integral 
where E Λp denotes the expectation conditional on Λ p , and the p-dimensional vectors
independent from Λ p , by a Schmidt orthogonalization procedure. More precisely,
, where A jj = 1 and
In the spirit of the proof of Guionnet and Maida's (2005) Theorem 3, define
where δ js = 1 {j = s} stands for the classical Kronecker symbol. As will be shown below, after an appropriate change of measure, γ p2 , changing the measure of integration, and using the asymptotic Gaussianity will establish the proposition.
Using this notation, (22), (23), and (24), we get, after some algebra,
where P is the standard Gaussian probability measure, and
p1 , and
Next, define the event
where M and M ′ are positive parameters to be specified later. Somewhat abusing notation, we will also refer to B M,M ′ as a rectangular region in R r 2 +r that consists of vectors with odd coordinates in (−M, M) and even coordinates in
, where 1 {·} denotes the indicator function. Below, we establish the asymptotic
(Θ p , Λ p ) as first p, and then M and M ′ , diverge to infinity. We then show that the asymptotics of
Consider infinite arrays P 
Since v pj = R pi is not well defined, we re-define it arbitrarily.
We now show that, under
, γ p a.s. converges in distribution to a centered r 2 + r-dimensional Gaussian vector, so that J M,M ′ p is asymptotically equivalent to an integral with respect to a Gaussian measure on R r 2 +r .
First, let us find the mean E p γ p , and the variance V p γ p of γ p under mea-
′ . With probability one, for sufficiently large p,
we have
which, by Corollary 1, is o (1) uniformly in 2θ pk ∈ Ω εη , a.s.. That Corollary 1 can be applied here follows from the form of expression (7) for K M P p (x). Similarly,
uniformly in 2θ pk , 2θ ps ∈ Ω εη , a.s.. Thus, sup {2θ pj ∈Ωεη,j≤r}
Next, with probability one, for sufficiently large p we have
1 + δ ks (1 + 2θ pk v pk − 2θ pk λ pi ) (1 + 2θ ps v ps − 2θ ps λ pi ) .
. Then, using Corollary 1, we get
p,ks + o(1) a.s., uniformly in 2θ pk , 2θ ps ∈ Ω εη . Similarly, we have
and
uniformly in 2θ pk , 2θ ps ∈ Ω εη , a.s..
A straightforward calculation, using formula (7), shows that
, and
uniformly in 2θ pk , 2θ ps ∈ Ω εη , a.s., where the matrix V (k,s) p has elements
This implies that
which is bounded away from zero and infinity for sufficiently large p, uniformly over {2θ pj ∈ Ω εη , j ≤ r}, a.s..
By construction, γ p is a sum of p independent random vectors having uniformly bounded third and fourth absolute moments under measure
Therefore, a central limit theorem applies. Moreover, since the function f p,θ γ p is Lipshitz over B M,M ′ , uniformly in {2θ pj ∈ Ω εη , j ≤ r} , Theorem 13.3 of Bhattacharya and Rao (1976), which describes the accuracy of the Gaussian approximations to integrals of the form (28) in terms of the oscillation measures of the integrand, implies that
where Φ x; E p γ p , V p γ p denotes the Gaussian distribution function with mean
and, uniformly in p for p sufficiently large,
Equations (27) Let us now turn to the analysis of
≤ M for all j, s ≤ r , and let
As explained in Guionnet and Maida (2005, p.455), γ
Denoting again by P the centered standard Gaussian measure on R, we have
Therefore, using Chebyshev's inequality, for j = s and τ ∈ − 1 2 √ p,
Setting τ = M/4 (here we assume that M < 2 √ p), we get
i is a stan- 
for sufficiently large p, a.s.. Using this inequality, we get, for sufficiently large p and any positive t such that
2 M (here we assume that M and M ′ are such that t satisfies the above requirements), we get
in the above derivations and combining the result with the above inequality, we get
When k = s, following a similar line of arguments, we obtain
and thus, for sufficiently large p, , which establishes (11) . The rest of the statements of Theorem 1 follow from (10), (11) , and Lemmas 12 and A2 of OMH.
Proof of Proposition 4
To save space, we only derive the asymptotic power envelope for the relatively more difficult case of real-valued data and µ-based tests. According to the NeymanPearson lemma, the most powerful test of h = 0 against the simple alternative h = (h 1 , ..., h r ) is the test which rejects the null when L p h; µ p is larger than a critical value C. It follows from Theorem 1 that, for such a test to have asymptotic size α, C must be 
Invariance issues and Proof of Proposition 5
Before turning to the proof of Proposition 5, let us clarify the invariance issues in the problem under study. For basic definitions (invariant, maximal invariant, etc.), we refer to Chapter 6 of Lehmann and Romano (2005) .
Suppose that X is a p × n random matrix with vec (X) ∼ N (0, I n ⊗ Σ). This λ (x) for any orthogonal matrix Q and any matrix x ∈ R p×n . However, λ (X) is not maximal invariant for G p , as xx ′ and (xP ) (xP ) ′ = xP P ′ x ′ = xx ′ , where P is an arbitrary n × n orthogonal matrix, share the same λ (x) = λ (xP ) although, in general, there is no p × p orthogonal matrix Q such that xP = Qx. Combining the principles of sufficiency and invariance thus leads to considering λ-measurable tests only.
A similar reasoning applies in the case of unspecified σ 2 , with a larger group combining multiplication by an arbitrary non-zero constant with the p × p left orthogonal transformations. Sufficiency and invariance then lead to restricting attention to µ-measurable tests.
Proof of Proposition 5.
With the same notation as above, write T = T (X) = XX ′ for the sufficient statistic. Consider an arbitrary invariant (under the group G p of left orthogonal transformations of R p×n ) test φ (X), and define ψ (t) = E (φ (X) |T = t). Then 
