We prove some existence and regularity results for minimizers of a class of integral functionals, defined on vector-valued Sobolev functions u for which the volumes of certain level-sets {u = li} are prescribed, with i = 1, . . . , m. More specifically, in the case of the energy density W (x, u, Du) = |Du| 2 +βF (u), we prove that minimizers exist and are locally Lipschitz, if the function F and {l1, . . . , lm} verify suitable hypotheses.
Introduction
One of the main tasks in the calculus of variations is to minimize functionals of the type
among functions u verifying, for instance, some conditions at the boundary of the domain Ω. A huge variety of problems, arising from physics and material sciences, can be formulated in terms of scalar or vector-valued functions and of associated energies like (1) . Here, our attention is focused on a class of free boundary and shape optimization-type problems, related to heat-flow through partially insulating materials (see [2] ) and, in a certain asymptotic sense, to models for systems of immiscible fluids (see [5] ). More precisely, we can state the problem as follows: let Ω ⊂ R n be open and bounded, and let l 1 , . . . , l m ∈ R d be fixed, together with corresponding real numbers v 1 , . . . , v m > 0, such that the following compatibility condition holds:
the {l i }'s, any solution is locally Lipschitz continuous near each level-set corresponding to an extremal level l i (i.e., extremal with respect to the convex hull of {l 1 , . . . , l m }). It is, of course, worth to point out that the extremality condition on the prescribed levels, originally considered in [5] for the existence of solutions, is recovered here as essential tool for proving Lipschitz-continuity. We conclude with Corollary 4.2, where the local Lipschitz-continuity of solutions is obtained in the specific case F (u) = f (|u − L|), with f : [0, ∞) → R a C 1 , convex and increasing function such that f ′ (0) = 0, and with L ∈ R d such that all {l i }'s are extremal points of the convex hull of {L, l 1 , . . . , l m }.
Definitions and preliminary results
Throughout the paper, Ω will denote an open, bounded and connected subset of R n , with Lipschitz boundary. If A ⊂ R n we write |A| for its n-dimensional Lebesgue measure. Given a positive integer N , y ∈ R N and r > 0, we denote by |y| the Euclidean norm of y, and by B r (y) the Euclidean open ball of radius r and center y in R N . Given a positive integer d, by R d×N we denote the space of (d × N )-matrices ξ with real entries, whose Euclidean norm is again denoted by |ξ| (in this case we view ξ as a vector of d · N components). The transposed of a matrix ξ will be denoted by ξ t , while I d will denote the identity matrix in R d×d . Let M 1 , M 2 ∈ R d×d be two symmetric matrices, then we shall write M 1 ≤ M 2 whenever M 2 −M 1 is nonnegative definite, that is, if its eigenvalues are nonnegative. We shall also consider the tensor product of two vectors a, b ∈ R d , denoted by a ⊗ b and represented by the matrix (
We also consider vector-valued Sobolev spaces W 1,p (Ω, R d ) and, in the case d = 1, we adopt the shorter notation W 1,p (Ω). We recall here a useful version of the Poincaré inequality: take p ≥ 1, α > 0 and l ∈ R, then there exists a constant C = C(α, p, Ω, n) > 0 such that
for all w ∈ W 1,p (Ω) verifying | {w = l} | ≥ α (from now on, we shall often write {w = l} instead of {x ∈ Ω : w(x) = l}). We will sometimes need the localized form of the energy E(u): more precisely, given A ⊂ Ω measurable, we define
Moreover, we shall frequently denote by C a generic, positive constant, depending only on the data of the problem and whose value can change from one line to another.
We will assume the following properties on the integrand W (see [6] ):
Caratheodory function satisfying (i) for some 1 < p < ∞, there exists a constant C > 0 such that
(ii) W (x, ·, ·) is locally Lipschitz for all x ∈ Ω, and satisfies
Remark 2.2 If W satisfies Hypothesis 2.1 above, then the sequential weak lower semicontinuity in W 1,p (Ω, R d ) of the functional E(u) follows from [1] . Moreover, the functional E(u) is coercive, that is, E(u) ≥ 1 C u p W 1,p − C as soon as the Lebesgue measure of the level-set L 1 (u) is greater than some positive constant (this latter assertion can be proved by combining Hypothesis 2.1 (i) with the Poincaré inequality (3)). Now, the fact that the lower semicontinuity of the energy coupled with growth conditions is not enough to prove existence of solutions to the initial problem (M) via direct methods is easily understood by noting that the volume constraints |L i (u)| = v i are not necessarily attained by the weak limit
Indeed, one has only the following estimate for all i = 1, . . . , m (see [5] ):
To overcome the fact that K is not closed with respect to weak convergence in W 1,p (Ω, R d ), one can relax the initial problem (M) by taking into account the information given by (4) . This technique has been used by Ambrosio et al. in [5] , where the following relaxed problem is considered: min
where
Hence, we still have a constrained problem, but now the constraint is closed with respect to weak convergence, and this will eventually lead to existence of weak (relaxed) solutions. A different approach has been adopted in [8] and [7] to tackle the scalar-valued case. It consists of minimizing a new energy E λ (u) over the entire space W 1,p (Ω), defined as the sum of E(u) with an extra term P λ (u) that adds a penalization when the volume of some level-set L i (u) is strictly less than its prescribed value v i :
with λ > 0 and z + denoting the positive part of z ∈ R. This clearly represents a weaker form of problem (M * ) itself: indeed, if the volume of L i (u) is greater than or equal to the prescribed value v i for all i, then P λ (u) = 0, hence E λ (u) = E(u) and we come back to (M * ) (see also Remark 2.4).
It is convenient to define some quantities related to the problems (M), (M * ) and (M λ ):
Proposition 2.3 Suppose that Hypothesis 2.1 holds, then one has
and, for each solution u to (M λ ),
Moreover, both problems (M * ) and (M λ ) admit at least a solution if λ is large enough.
Proof. One can deduce (8) and (9) as follows: (8) is a straightforward consequence of the definition and the fact that K ⊂ K * and P λ (u) = 0 whenever u ∈ K * , while to get (9) one can simply use the minimality of u and (8), to obtain
which gives (9) at once. As for the existence of solutions, both functionals E(u) and E λ (u) are lower semicontinuous, thanks to Hypothesis 2.1. The coercivity of E(u) over
vmin then |L i (u)| ≥ v min /2 and therefore by Remark 2.2 we deduce the coercivity of E λ (u). Then, the existence of solutions to (M * ) and (M λ ) follows from the application of the direct method of calculus of variations.
Remark 2.4
If there exists a solution u λ to (M λ ) for which P λ (u λ ) = 0, then we conclude that u λ solves (M * ), too; moreover, we get µ λ = µ * , hence any other solution to (M * ) is also a solution to (M λ ). On the other hand, there is no a-priori guarantee that all solutions to (M λ ) are automatically solutions to (M * ).
Relations between (M), (M *
) and (M λ )
By Proposition 2.3 we know that (M * ) and (M λ ) admit solutions. The problem is now to prove that, under some extra conditions, such solutions solve also (M). A first possible strategy is represented by Theorem 3.2 of [5] , that we quote here: Theorem 3.1 Let u be a solution to (M * ) and suppose that W depends only on the variable ξ and that (a) W is differentiable and
(c) l 1 , . . . , l m are extremal points of their convex hull.
Then u is a solution to (M).
We remark that this result does not require any continuity property of the solutions to (M * ), but the extremality condition (c) on the prescribed levels represents a strong constraint (for instance, in the scalar-valued case one can prescribe only two levels).
Another strategy has been used in [7] for the scalar-valued case. The idea is, first of all, to consider the penalized problem (M λ ) and prove that, for λ large enough, any solution u to (M λ ) actually solves (M * ): this step is quite crucial and will be object of analysis in the present section. Then, one tries to prove that (M λ ) admits continuous solutions, which is in general much easier than for the constrained problem (M * ), and finally one tries to exclude that |L i (u)| > v i for some i, thus concluding that |L i (u)| = v i for all i, i.e., that u solves (M). This last step will require special conditions on the integrand W , such as the so-called flatness property (see [7] ) saying that, roughly speaking, any weak solution u to the Euler-Lagrange equation (system) associated to E(·) in a ball B ⊂ Ω either is constant on B or has all level-sets of zero Lebesgue measure inside B. See, however, the model case discussed in Section 4 (and especially Theorem 4.1 and its proof).
In the rest of the section we shall be mainly concerned with the discussion of the equivalence of (M * ) and (M λ ) for λ large. Such equivalence will follow as soon as we guarantee that the energy E(u) increases in a controlled way after a suitable stretching of u near some chosen level. To state this in a more precise way, we introduce some notation. We fix 0 < δ < 1 2 and, for a given
In other words, u δ is obtained by stretching u at 0, and can be written as T δ (u), with
, coinciding with the identity out of B 1 , and "radially affine" on B 1 \ B δ . Note that u δ still belongs to W 1,p (Ω, R d ), since T δ is a Lipschitz map. It is also worth calculating the weak gradient of u δ :
In a similar way, we can define u δ as a stretching of u around a generic level l ∈ R d , by setting u δ = l + T δ (u − l). Then, we are led to the following definition of stretching property: Definition 3.1 (Stretching property) Given p, Ω as before, we say that W satisfies the stretching property if there exists a constant C = C(p, Ω) > 0, such that, for all ε < 1,
The stretching property (13) gives a sufficient condition for the equivalence of the two problems (M λ ) and (M * ), as showed by the following result:
Theorem 3.2 Suppose that W verifies Hypothesis 2.1 and (13). Then, there exists a constant C > 0 such that, for all λ > C, any solution u to (M λ ) is also a solution to (M * ).
Proof. By (9) we infer that, for λ > 2µ * vmin , any minimizer u of (M λ ) verifies |L j (u)| ≥ v min /2 for all j = 1, . . . , m. Moreover, the coercivity of E λ (·) (see Remark 2.2) tells us that
for some C. We only need to prove that if the strict inequality |L i (u)| < v i is verified for some i, then λ must be bounded by a constant independent on u. Again, we suppose l i = 0 and that min j =i |l j | > 1 (true up to scaling). We then consider the function u δ defined in (10), with 0 < δ < 1 2 so small that
By the fact that E λ (u) ≤ E λ (u δ ), and setting D δ = {δ < |u| < 1} and
Now, we claim that ∆E ≤ Cδ.
Indeed, thanks to Hypothesis 2.1 (ii), (14) and observing that |Du δ | ≤
Finally, by (17), (11), and thanks to (13) applied with ε = δ 1−δ , we easily obtain (16). The growth condition (i) of Hypothesis 2.1 and (15) combined with (16) imply
Now, if δ < |{0 < |u(x)| ≤ δ}| then we get immediately the uniform upper bound λ ≤ 2C, which would conclude the proof, while if |{0 < |u(x)| ≤ δ}| ≤ δ then (18) becomes
hence we can proceed as follows. Since for a, b ≥ 0 the inequality a
Then, we define w(x) = f (|u(x)|), with
and by using Fubini's theorem and Poincaré inequality (3), together with |D|u|| ≤ |Du|, we obtain
On the other hand, the inclusion
holds for all t < δ, therefore (21) and (20) give
We finally deduce that λ < In what follows, we consider two pairs of structure conditions on W , implying the stretching property (13) when coupled with Hypothesis 2.1 (as shown in Proposition 3.5). The first pair (A1) − (A2) generalizes, respectively, the hypotheses (a) and (b) of Theorem 3.1 (see Proposition 3.4), while the second pair (B1) − (B2) provides alternative conditions that seem to identify a slightly different class of integrands satisfying (13).
(A1) W is differentiable and satisfies
for some C > 0 and all (x, u, ξ)
is convex and takes its minimum at ξ = 0, for all (
Remark 3.2 (A2) implies (B2)
. Indeed, the rank-one matrix ν ⊗ ν can be approximated by the sequence of invertible matrices N ε = εI d + (1 − ε)ν ⊗ ν, as ε → 0 + , hence (B2) will follow once we prove
Now, since N ε ≤ I d we deduce that N −1 ε ≥ I d , and therefore by (A2) we get (22), as wanted.
Remark 3.3
The integrand W (x, u, ξ) = |ξ| p + F (x, u), with F bounded, measurable in x and uniformly Lipschitz in u, satisfies Hypothesis 2.1, (A1) and (A2), for any p > 1. Indeed, Hypothesis 2.1 and (A1) are quite immediate to check, while for (A2) one can observe that, given a symmetric matrix M ≥ I d , there exists an orthogonal matrix U such that M = U −1 ΛU , where Λ is a diagonal matrix with eigenvalues greater than 1. Since the Hilbert (Euclidean) norm |.| is invariant under orthogonal transformations, setting ξ ′ = U ξ one gets
In the next proposition we show that property (A2) can be derived starting from hypothesis (b) of Theorem 3.1. Proof. As before, we simplify the notation by supposing that W depends only on ξ. First, we prove that (b) implies the following relation:
for all ξ ∈ R d×n , t > 0 and ν ∈ S d−1 . Indeed, W is quasiconvex, then it is also rank-one convex, hence if we define η t = ξ + tν ⊗ νξ we get that W (η t ) is convex as a function of t. Therefore, if ξ t ν = 0 we can write
thus obtaining a strict inequality even stronger than (23). On the other hand, if ξ t ν = 0 then we may approximate ξ by means of matrices ξ ε , for which ξ t ε ν = 0, and finally take the limit as ε goes to 0 and conclude by means of the continuity of W . Now, we claim that (23) implies (A2). To see this, we fix a spectral basis ν 1 , . . . , ν d for N = M − I d , so that we have the following representation:
where t h ≥ 0 is the eigenvalue relative to ν h . It is not difficult to show that
for all k = 1, . . . , d − 1, hence by inductively applying (23) one obtains
as wanted.
Finally, we see in the following proposition that the two groups of structure conditions considered above imply the stretching property (13). Proof. From now on, to let the notation be more readable, we shall write W (ξ) instead of W (x, u, ξ), since x and u can be thought as fixed. We choose ε, t ∈ (0, 1) and ν ∈ S d−1 , then we want to prove (13), i.e.,
for all ξ ∈ R d×n . We split the proof into two parts.
Part I. First, we suppose (A1) and (A2) to hold, then observe that M ν t is invertible and ≤ I d (compare with Remark 3.2), hence we get from (A2)
On the other hand, (A1) implies
where ξ ′ belongs to the segment joining ξ and (1 + ε)ξ, hence (24) follows immediately from (25) and (26).
Part II. Now, we suppose that (B1) and (B2) are verified and, by applying (B1) and then (B2), we get (25) as before (recall that M ν t is a convex combination of ν ⊗ ν and I d ). Then, to obtain an estimate like (26) it is sufficient to observe that (1 + ε)ξ = (1 − ε)ξ + ε(2ξ), therefore by (B1) we infer
and, thanks to Hypothesis 2.1 (i),
that is, the desired estimate.
Existence and regularity of solutions in a special case
Let us consider, as an example, the case where W (x, u, Du) = |Du| 2 + βF (u). Here the existence result follows:
, convex, coercive, and such that ∇F (l i ) = 0, for all i = 1, . . . , m, and consider the energy density W (x, u, ξ) = |ξ| 2 + βF (u), with β ≥ 0. Then (M ) admits solutions, and every solution is bounded and locally Hölder continuous.
Proof. First, notice that the growth of F (u) when |u| → ∞ does not matter, since the minimization can be equivalently restricted to uniformly bounded functions, via projection onto a cube containing {l 1 , . . . , l m }: indeed, if Q is such a cube and L : R d → R d denotes the orthogonal projection on Q, then, arguing component by component, one can easily prove that |D(L • u)| ≤ |Du| almost everywhere on Ω. The functional E(u) = Ω |Du| 2 + βF (u) is lower semicontinuous in the W 1,2 topology, and the hypotheses of Theorem 3.2 are fulfilled, at least when |u| is bounded. Let u be any (bounded) solution to (M λ ). If λ is large enough, then u solves (M * ) by Theorem 3.2. Now we prove that u is continuous. Choose any ball B r in Ω and, there, replace u by the harmonic function v coinciding with u along ∂B r . Then P λ increases at most by λ|B r |, hence the minimality of u yields
Since |u| ≤ C, also |v| ≤ C and we see that the right hand side is O(r n ). Hence u is locally C γ for every γ ∈ (0, 1). We are now ready to show that u actually solves (M). Suppose that β > 0 (the case β = 0 is even simpler) and |L i (u)| > α i for some i, and let A ⊂ Ω be the open set where |u − l i | < δ for some small δ > 0. We claim that u solves in A the Euler system 2△u = β ∇F (u). Indeed, for every small ball B ⊂ A such that |B| < |L i (u)| − α i , the function u ε = u + εη, with η ∈ C ∞ 0 (B) satisfies P λ (u ε ) = P λ (u) for small ε such that ε|η| < δ, hence u is a local minimizer of E(·, B) and the Euler system holds in B. Being a local property, it holds in the whole A. But now we get a contradiction, since a.e. on the level set L i (u) we have △u = 0 (note that u ∈ W 2,2 loc (A)), whereas ∇F (l i ) = 0 by assumption and this concludes the proof.
We conclude our analysis with a regularity result (Theorem 4.2), that holds under extra hypotheses on l 1 , . . . , l m and F (u). Its proof will need the following lemma:
where C depends only on the dimension.
For simplicity, we shall prove the lemma assuming that u > 0 in B r/2 (x 0 ), since we shall need it only in this case. However, reasoning as in [4] (from which we take the main idea) one can adapt the proof to handle the general case.
Proof. By scaling, we may assume that B r (x 0 ) = B 1 and u > 0 in B 1/2 . For a.e. ξ ∈ ∂B 1 , the restrictions of u, v to the segment through ξ and the origin are absolutely continuous and u(ξ) = v(ξ). For such ξ, let r ξ denote the smallest value of those r ∈ [1/2, 1] such that u(rξ) = 0 if this set is non empty, r ξ = 1 otherwise. Then we find
If h is the harmonic function in B 1 with boundary value u, we have v(r ξ ξ) ≥ h(r ξ ξ) since v is superharmonic and, using the Poisson formula for h, we find
If r ξ < 1, we find using the last two inequalities
which is also valid if r ξ = 1. By the definition of r ξ , we have
hence we find
Integrating on ∂B 1 , and recalling that u > 0 in B 1/2 , we obtain our claim. 
, l i is an extremal point of the convex hull of the image of u);
Then, u is locally Lipschitz on a neighbourhood of the level set L i (u).
Proof. Choose a compact set K inside Ω, and let A be the open set where u = l i . Inside A, u solves the Euler system 2△u = β ∇F (u).
In particular, △u ∈ L ∞ in A and hence u is W 2,r loc (A) for every r < +∞, therefore it is locally Lipschitz inside A. Clearly, we have Du = 0 a.e. on each level set L i (u), hence we only need to bound |Du| at those points of K ∩ A which are close to Ω ∩ ∂A.
As usual, assume l i = 0 for more simplicity, and choose ν as in (i). Consider a small ball with center at x 0 ∈ K, tangent to the level set {u = 0}, then increase its radius by a small quantity and denote by B r (x 0 ) the resulting ball. For a more convenient notation, let us also suppose that x 0 = 0. Let v be the vector function which solves 2△v = β ∇F (v) in B r and which is equal to u along ∂B r . By reasoning as in Theorem 4.1, one immediately sees that |v| is uniformly bounded by a constant that does not depend on r, hence by the regularity of F we obtain |△v| ≤ C on B r , where, of course, C > 0 does not depend on r. 
