showed that optimizing pixels to match features in a convolutional network is a way to render images of high visual quality. Unrolling this gradient-based optimization can be thought of as a recurrent computation, that creates images by incrementally adding onto a visual "canvas". Inspired by this view we propose a recurrent generative model that can be trained using adversarial training. In order to quantitatively compare adversarial networks we also propose a new performance measure, that is based on letting the generator and discriminator of two models compete against each other.
Introduction
Generating realistic-looking images has been a long-standing goal in machine learning. The early motivation for generating images was mainly as a diagnostic tool, based on the belief that a good generative model can count as evidence for the degree of "understanding" that a model has of the visual world (see, example, [6] , [7] , or [16] and references in these). More recently, due to immense quality improvements over the last two years (for example, [5, 1, 15, 2] ), and the successes of discriminative modeling overall, image generation has become a goal on its own, with industrial applications within close reach.
Currently, most common image generation models can be roughly categorized into two classes: The first is based on probabilistic generative models, such as the variational autoencoder [11] and a variety of equivalent models introduced at the same time. The idea in these models is to train an autoencoder whose latent representation satisfies certain distributional properties, which makes it easy to sample from the hidden variables, as well as from the data distribution (by plugging samples into the decoder).
The second class of generative models is based on adversarial sampling [4] . This approach forgoes the need to encourage a particular latent distribution (and, in fact, the use of an encoder altogether), by training a simple feed-forward neural network to generate "data-like" examples. "Data-likeness" is judged by a simultaneously trained, but otherwise separate, discriminator neural network.
For both types of approach, sequential variants were introduced recently, which were shown to work much better in terms of visual quality: The DRAW network [5] , for example, is a sequential version of the variational autoencoder, where images are generated by accumulating updates into a canvas using a recurrent network. An example of a sequential adversarial network is the LAPGAN model [1] , which generates images in a coarse-to-fine fashion, by generating and upsampling in multiple steps.
Motivated by the successes of sequential generation, in this paper, we propose a new image generation model based on a recurrent network. Similar to [1] , our model generates an image in a sequence of structurally identical steps, but in contrast to that work we do not impose a coarse-to-fine (or any other) structure on the generation procedure. Instead we let the recurrent network learn the optimal procedure by itself. In contrast to [5] , we obtain very good samples without resorting to an attention mechanism and without variational training criteria (such as a KL-penalty on the hiddens).
Our model is mainly inspired by a third type of image generation method proposed recently by [2] . In this work, the goal is to change the texture (or "style") of a given reference image by generating a new image that matches image features and texture features within the layers of a pretrained convolutional network. As shown by [2] , ignoring the style-cost in this approach and only matching image features, it is possible to render images which are similar to the reference image. As we shall show, unrolling the gradient descent based optimization that generates the target image yields a recurrent computation, in which an "encoder" convolutional network extracts images of the current "canvas". The resulting code and the code for the reference image get fed into a "decoder" which decides on an update to the "canvas".
This view, along with the successes of trained sequential generation networks, suggests that an iterative convolutional network that is trained to accumulate updates onto a visual canvas should be good at generating images in general, not just those shown as reference images. We show in this paper that this indeed is the case.
To evaluate and compare the relative performance of adversarial generative models quantitatively, we also introduce a new evaluation scheme based on a "cross-over" battle between the discriminators and generators of the two models.
Background
Generative Adversarial Networks (GAN) are built upon the concept of a non-cooperative game [14] , that two networks are trained to play against each other. The two networks are a generative and a discriminative model, G and D. The generative model generates samples that are hard for the discriminator D to distinguish from real data. At the same time, the discriminator tries to avoid getting fooled by the generative model G.
Formally, the discriminative model is a classifier D : R M → {0, 1} that tries to determine whether a given point x ∈ R M is real or generated data. The generative model G : R K → R M generates samples x ∈ R M that are similar to the data by mapping a sample z ∈ R K drawn randomly from some prior distribution p(z) to the data space. These models can be trained by playing a minmax game as follows:
where θ G and θ D are the parameters of discriminator and generator, respectively.
In practice, the second term in Equation 1 is troublesome due to the saturation of log 1−D(G(z)) . This makes insufficient gradient flow through the generative model G as the magnitude of gradients get smaller and prevent them from learning. To remedy the vanishing gradient problem, the objective function in Equation 1 is reformulated into two separate objectives:
Although Equation 2 is not the same as Equation 1, the underlying intuition is the same. Moreover, the gradient of generators for the two different objectives are always pointing in the same direction and the two objectives have the same fixed points.
The generating and discriminating procedure are simple. We consider a Gaussion prior distribution with zero-mean and unit variance. Then, the process of generating an output is simply to pass a sample z ∼ N (µ = 0, σ = 1) to the generative model to obtain the sample x ∼ G(z; θ G ). Note that the generative model G can be a deterministic or a probabilistic model. However, only deterministic models have been deployed in the past, so that x = G(z; θ G ). Subsequently, the sample can be passed on to the discriminator to predict D(x; θ D ).
After computing the cost in Equation 2, the model parameters can be updated through backpropagation. Due to the two different min-max operators in Equation 2, the update rule is defined as follows:
Ideally, we would like the generative model to learn a distribution such that p G = p D . This requires the generative model to be capable of transforming a simple prior distribution p(z) to more complex distributions. In general, deep neural networks are good candidates as they are capable of modeling complicated functions and they were shown to be effective in previous works [4, 13, 3, 1] .
Recently, [15] showed excellent samples of realistic images using a fully convolutional neural network as the discriminative model and fully deconvolutional neural network [19] as the generative model. The l th convolutional layer in the discriminative network takes the form
and the l th convolutional transpose layer 1 in the generative network takes the form
In these equations, * is the convolution operator, is the convolutional transpose operator, M j is the selection of inputs from the previous layer ("input maps"), f is an activation function, and
j } are the parameters of the discriminator and generator at layer l. The detailed explanation of convolutional transpose is explained in the supplementary materials.
Model
We propose sequential modeling using GANs on images. Before introducing our proposed methods, we discuss some of the motivations for our approach. One interesting aspect of models such as the Deep Recurrent Attentive Writer (DRAW) [5] and the Laplacian Generative Adversarial Networks [1] is that they generate image samples in a sequential process, rather than generating them in one shot. Both were shown to outperform their ancestor models, which are the variational auto-encoder and GAN, respectively. The obvious advantage of such sequential models is that repeatedly generating outputs conditioned on previous states simplifies the problem of modeling complicated data distributions by mapping them to a sequence of simpler problems.
There is a close relationship between sequential generation and Backpropgating to the Input (BI). BI is a well-known technique where the goal is to obtain a neural network input that minimizes a given objective function derived from the network. For example, [2] recently introduced a model for stylistic rendering by optimizing the input image to simultaneously match higher-layer features of a reference content image and a non-linear, texture-sensitive function of the same features of a reference style image. They also showed that in the absence of the style-cost, this optimization yields a rendering of the content image (in a quality that depends on the chosen feature layer).
Interestingly, rendering by feature matching in this way is itself closely related to DRAW: optimizing a matching cost with respect to the input pixels with backprop amounts to first extracting the current image features f x at the chosen layer using a forward path through the network (up to that layer). Computing the gradient of the feature reconstruction error then amounts to back-propogating the difference f x −f I back to the pixels. This is equivalent to traversing a "decoder" network, defined as the linearized, inverse network that computes the backward pass. The negative of this derivative is then added into the current version, x, of the generated image. We can thus think of image x as a buffer or "canvas" onto which updates are accumulated sequentially (see the left of Figure 2 ). Like in the DRAW model, where the updates are computed using a (forward) pass through an encoder network, followed by a (backward) pass through a decoder network. This approach is almost identical to the DRAW network, except for two subtle differences (see, [5] ): (i) in DRAW, the difference between the current image and the image to be rendered is used in the forward pass, whereas here this difference is computed in the feature space (after encoding); (ii) DRAW uses a learned, attention-based decoder and encoder rather than (fixed) convolutional network. (see the right of Figure 2 ). We elaborate on the relationship between the two methods in the supplementary material.
In this work, we explore a generative recurrent adversarial network as an intermediate between DRAW and gradient-based optimization based on a generative adversarial objective function. 
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Generative Recurrent Adversarial Networks
We propose Generative Recurrent Adversarial Networks (GRAN), whose underlying structure is similar to other GANs. The main difference between GRAN versus other generative adversarial models is that the generator G consists of a recurrent feedback loop that takes a sequence of noise samples drawn from the prior distribution z ∼ p(z) and draws an ouput at multiple time steps ∆C 1 , ∆C 2 , · · · , ∆C T . Accumulating the updates at each time step yields the final sample drawn to the canvas C. Figure 2 delineates the high-level abstraction of GRAN.
At each time step, t, a sample z from the prior distribution is passed to a function f (·) along with the hidden states h c,t . Where h c,t represent the hidden state, or in other words, a current encoded status of the previous drawing ∆C t−1 . Here, ∆C t represents the output of the function f (·). (see Supp. Figure 11 .) Henceforth, the function g(·) can be seen as a way to mimic the inverse of the function f (·).
Ultimately, the function f (·) acts as a decoder that receives the input from the previous hidden state h c,t and noise sample z, and function g(·) acts as an encoder that provides a hidden representation of the output ∆C t−1 for time step t. One interesting aspect of GRAN is that the procedure of GRAN starts with a decoder instead of an encoder. This is in contrast to most auto-encoder like models such as VAE or DRAW, which start by encoding an image (see Figure 2 ).
In the following, we describe the procedure in more detail. We have an initial hidden state h c,0 that is set as a zero vector in the beginning. We then compute the following for each time step t = 1 . . . T :
where [h z,t , h c,t ] denotes the concatenation of h z,t and h c,t 2 . Finally, we sum the generated images and apply the logistic function in order to scale the final output to be in (0, 1):
The reason for using tanh(·) in Equation 7 is to rescale z to (−1, 1). Hence, rescaling it to the same (bounded) domain as h c,t .
In general, one can declare the functions f (·) and g(·) to be any type of model. We used a variant of DCGAN [15] in our experiments. Supp. Figure 11 demonstrates the architecture of GRAN at time step t. The function f (·) starts with one fully connected layer at the bottom and a deconvolutional layers with fractional-stride convolution at rest of the upper layers. This makes the images gradually upscale as we move up to higher layers. Conversely, the function g(·) starts from convolutional layers and the fully connected layer at the top. The two functions, f (·) and g(·), are symmetric copies of one another, as shown in Figure 2 . The overall network is trained via backpropagation through the time.
Model Evaluation: Battle between GANs
A problem with generative adversarial models is that there is no obvious way to evaluate them quantitatively. In the past, [4] evaluated GANs by looking at nearest-neighbours in the training data. LAPGAN was evaluated in the same way, and in addition using human inspections [1] . For these, volunteers were asked to judge whether given images are drawn from the dataset or generated by LAPGAN. In that case, the human acts as the discriminator, while the generator is a trained GAN. The problem with this approach is that human inspectors can be subjective to high variance, which makes it necessary to average over a large number of these, and the experimental setup is expensive and cumbersome. A third evaluation scheme, used recently by [15] is based on classification performance. However, this approach is rather indirect and relies heavily on the choice of classifier. For example, in the work by Radford et al, they used nearest neighbor classifiers, which suffers from the problem that Euclidean distance is not a good dissimilarity measure for images.
Here, we propose an alternative way to evaluate generative adversarial models. Our approach is to directly compare two generative adversarial models by having them engage in a "battle" against each other. The naive intuition is that, since every generative adversarial models consists of a discriminator and a generator in pairs, we can exchange the pairs and have the models play the generative adversarial game against each other. Figure 5 illustrates this approach 3 .
The training and test stages are as follows. Consider two generative adversarial models, M 1 and M 2 . Each model consists of a generator and a discriminator,
In the training phase, G 1 competes with D 1 in order to be trained for the battle in the test phase. Likewise for G 2 and D 2 . In the test phase, model M 1 plays against model M 2 by having G 1 try to fool D 2 and vice-versa.
Figure 6: Model Comparison Metric for GANs
Accordingly, we end up with the combinations shown in Table 6. Each entry in the table contains two scores, one from discriminating training or test data points, and the other from discriminating generated samples. At test time, we can look at the following ratios between the discriminative scores of the two models:
where (·) is the classification error rate, and x test is the predefined test set. These ratios allow us to compare the model performances.
The test ratio, r test , tells us which model generalizes better since it is based on discriminating the test data. Note that when the discriminator is overfitted to the training data, the generator will also be affected by this. This will increase the chance of producing biased samples towards the training data.
The sample ratio, r sample , tells us which model can fool the other model more easily, since the discriminators are classifying over the samples generated by their opponents. Strictly speaking, as our goal is to generate good samples, the sample ratio determines which model is better at generating good ("data like") samples.
We suggest using the sample ratio to determine the winning model, and to use the test ratio to determine the validity of the outcome. The reason for using the latter is due to the occasional possibility of the sample ratio being biased, in which case the battle is not completely fair when the winner is solely determined by the sample ratio. It is possible that one of the discriminators is biased towards the training data more so than the other (i.e. overfitted on the training data). In order to address this issue, our proposed evaluation metric qualifies the sample ratio to be judged by the test ratio as follows: This imposes a condition where r test 1, which assures that none of the discriminator is overfitted more than the other. If r test = 1, then this implies that r sample is biased, and thus, the sample ratio is no longer applicable.
We call this evaluation measure Generative Adversarial Metric (GAM). GAM is not only able to compare generative adversarial models against each other, but also able to partially compare other models, such as the VAE or DRAW. This is done by observing the error rate of GRAN's discriminators based on the samples of the other generative model as an evaluation criterion. For example, in our experiments we report the error rates of the GRAN's discriminators with the samples of other generative models, i.e. err(D(z)) where z are the samples of other generative models and D(·) is the discriminator of GRAN.
Experiments
In order to evaluate whether the extension of sequential generation enhances the perfomance, we assessed both quantitatively and qualitatively under three different image datasets. We conducted several empirical studies on GRAN under the model selection metrics discussed in Section 4. See Supplementary Materials for full experimental details.
The performance of GRAN is presented in Table 1 . We focused on comparing GRANs with 1, 3 and 5 time steps. For all three datasets, GRAN3 and GRAN5 outperformed GRAN1 as shown in Table 1 . Moreover, we present samples from GRAN for MNIST, cifar10 and LSUN in Figure 7 , Figure 8 , and Supp. Figure 12 . Most of the MNIST and cifar10 samples shown in Supp. Figure  12 and Figure 7 appear to be discernible and reasonably classifiable by humans. Additionally, the LSUN samples from Figure 8 seem to cover variety of church buildings and contain fine detailed textures. The "image statistics" of two real image datasets are embedded into both types of sample.
In the following, we analyze the results by answering a set of questions on our experiments. Q: How do GRAN and other GAN type of models perform compared to non generative adversarial models?
We compared our model to other generative models such as denoising VAE (DVAE) [8] and DRAW on the MNIST dataset. Although this may not be the best way to assess the two models, since the generator of GRAN is not used, Table 2 presents the results of applying GAM as described at the end of Section 4. The error rates were all below 50%, and especially low for DVAE's samples. Surprisingly, even though samples from DRAW look very nice, the error rate on their samples were also quite low with GRAN3. This illustrates that the discriminators of generative adversarial models are good at discriminating the samples generated by DVAE and DRAW. Our hypothesis is that the samples look nicer due to the smoothing effect of having a mean squared error in their objective, but they do not capture all relevant aspects of the statistics of real handwritten images. 
Q: Does GRAN overfit to the training data?
Since it is infeasible to naively examine the training data for similar looking images as GRAN's output, it is common (albeit somewhat questionable) to look at k-nearest neighbors to do a basic sanity check. As shown in Supp. Figure 13 , Supp. Figure 16 , and Supp. Figure 17 and 18, one does not find any replicates of training data cases.
Empirically speaking, we did notice that GRAN tends to generate samples by interpolating between the training data. For example, Supp. Figure 11 illustrates that the church buildings consist of similar structure of the entrance but the overall structure of the church has a different shape. Based on such examples, we hypothesize that the overfitting for GRAN in the worst case may imply that the model learns to interpolate sensibly between training examples. This is not the typical way of the term overfitting is used for generative models, which usually refers to memorizing the data. In fact, in adversarial training in general, the objective function is not based on mean squared error of the pixels which makes it not obvious how to memorize the training samples. However, this could mean that it is difficult for these models to generate images that are interpolated from training data. This behaviour is somewhat similar to [1] , as one might expect (although filling-in of color details suggest that the process is more complex than a simple coarse-to-fine generation). Note that this behaviour is not enforced in our case, since we use an identical architecture at every time step.
Q: What happens when we use a different noises for each step?
We sampled a noise vector z ∼ p(Z) and used the same noise for every time step. This is because z acts as a reference frame in [2] as shown in Figure 2 . On the other hand, the role of the sample in DRAW is to inject noise at each step, z 1 , z 2 , · · · z T , ∼ p(Z), as prescribed by the variational autoencoding framework. We also experimented with both sampling z once in the beginning versus sampling z i at each time step. Here we describe the advantages and disadvantages to these two approaches.
The samples of cifar10 and LSUN generated by injecting different noises at each time step are shown in Supp. Figure 19 and Supp. Figure 20 . Figure 7 and Figure 8 are the output samples when injected using the same noise. The samples appear to be discernible and reasonably classifiable by humans as well. However, we observe a few samples that look very alike to one other. During the experiments, we found that when using different noise, it requires more effort to find a set of hyper-parameters that produce good samples. Furthermore, the samples tend to collapse when training for a long time. Hence, we had to carefully select the total number of iterations. This illustrates that the training became much more difficult and it provokes GRAN to "cheat" by putting a lot of probability mass on samples that the discriminator cannot classify, which produce samples that look very similar to each other.
On the other hand, when we look at the intermmediate time steps of samples generated using multiple noises, we find that there are more pronounced changes within each time step as demonstrated in Supp. Figure 19 and Supp. Figure 20 . For example, the colour of the train in Supp. Figure 19 changes, and a partial church is drawn in Supp. Figure 20 . 
Conclusion
We proposed a new generative model based on adversarial training of a recurrent neural network inspired by [2] . We showed the conditions under which the model performs well and also showed that it can produce higher quality visual samples than an equivalent single-step model. We also introduced a new metric for comparing adversarial networks quantitatively and presented that the recurrent generative model yields a superior performance over existing state-of-the-art generative models under this metric. 
Supplementary Materials
Additional
Notes on Convolutional Transpose
In the following, we describe the convolutional transpose procedure in detail. For simplicity, let us consider the case of a 1-dimensional convolutional operation with one kernel and stride of 1:
where i is an input, o is an output, and * is the convolutional operator. Figure 16 and Figure 17 show an illustration of the 1D convolution. 
Note that gradient of the convolution is a convolution itself. This can be seen in Figure 18 . We can re-express the convolutional transposẽ
where is a convolutional transpose operator, andõ andĩ are just input and output of the function.
From Figure 19 , we can observe that the gradient of convolutional formula in Equation 15 is just a transpose of the replicated input matrix. Since the convolutional gradient uses the convolutional transpose operator, the convolutional transpose can be implemented by using the gradient.
Now we consider the case of strided convolution. For simplicity, we assume that the stride is 2.
Similarly to before, we can write
where i is an input, o is an output, and * is the convolution operator. Figure 20 and Figure 21 illustrate the 1D convolution. 
whereî is the upsampled input i such thatî = [i 1 , 0, i 2 , 0, i 3 , · · · , i M , 0] for stride size equal to 2. Thus, the gradient of the strided convolution is a convolutional operation on an upsampled version of the input i. This can be observed from Figure 22 .
Overall, the convolutional transpose with strides is expressed aŝ
where is a convolutional transpose operator, andô andî are just input and output of the function.
Relation between sequential modeling and backpropagation with respect to the input methods
We describe in more detail the relation between sequential modeling algorithms and backpropagation with respect to the input (BI). We will investigate their relation by examining a specific example.
The goal of BI is to find an optimal input by backpropagating an objective function with respect to the input. Let J(x) be a differentiable objective function that takes an input x. Then, depending on whether the objective function is non-linear function or not, we iterate
where t denotes time, and the chain rule yields
where f (·) is an intermediate function, which can be composed of many non-linear functions like neural networks, in the objective function J(·).
An example method that uses backpropagation with respect to the input is [2] . We will consider with only the content based objective of this method, and compare it to one of the well-known sequential generators, DRAW [5] . Figure 24 presents unrolled version. The objective function of BI is defined as f x − f I 2 where f x is the hidden representation of the input x (t) , and h I is the hidden representation of the reference content image of the convolutional network f (·). The network layers are shown as red blocks. Furthermore, the blue blocks (or the upper half) the diagram in Figure 24 is the unrolled part of backpropagation gradient with respect to the input ∂f ∂x . The architecture of DRAW is shown in Figure 25 4 . DRAW takes the input and the difference between the input and canvas at time t, and it propagates through the encoder and decoder. At the end of each time step, DRAW outputs the updated canvas C (t) by updating the previous canvas C (t−1) with what will be drawn at time t, which is equivalent to change in the canvas ∆C (t) .
Algorithm 1 GRAN's sample generating process.
Initial hidden state:
We can immediately notice the similarity between two architectures. The update procedure of draw, which is expressed as
(20) resembles the update rule of BI in Equation 18. Moreover, the encoder of DRAW, enc(·), can be seen as some function f (·), which will be the convolutional neural network in BI. Similarly, the decoder of DRAW, dec(·), can be seen as the unrolled version of BI, which corresponds to ∂f (t) ∂x (t−1) . The main difference is that BI takes the difference in the hidden representation space of f (·) and DRAW takes the difference from the original input space.
Figure 26: MNIST Samples generated by GRAN
Overall, we linked each components of two models by examining the abstraction as shown:
∂x (t−1) . • enc(·) and dec(·) reflect f (·) and ∂f (t) ∂x (t−1) .
Supplementary Material to the Experiments
The MNIST dataset contains 60,000 images for training and 10,000 images for testing and each of the images is 28×28 pixels for handwritten digits from 0 to 9 (LeCun et al. The LSUN Church dataset consists of high resolution natural scene images with 10 different classes [18] . We considered training on outdoor church images, which contains 126,227 training, 300 validaiton, and 1000 test images. These images were downsampled to 64×64 pixels. The LSUN Living Room + Kitchen dataset consists of high resolution natural scene images with 10 different classes [18] . We considered training on living room and kitchen images, which contains approx. 120,000 training, 300 validaiton, and 1000 test images. These images were downsampled to 64×64 pixels. Throughout the experiments, we used a similar architecture for the generative and discriminative network as shown in Figure 3 and Figure 2 . The convolutional layers of the networks for the discriminator and generator are shared. The number of convolutional layers and the number of hidden units at each layer were varied based on the dataset. Table 29 shows the number of convolution kernels and the size of the filters at each convolutional layer. The numbers in the array from left to right corresponds to each bottom to top layer of the convolutional neural network. One can tie the weights of convolution and convolutional transpose in the encoder and decoder of GRAN to have the same number of parameters for both DCGAN and GRAN.
The quality of samples can depend on several tricks [15] , including:
1. Removing fully connected hidden layers and replacing pooling layers with strided convolutions on the discriminator [17] and fractional-strided convolutions (upsampling) on the generator.
2.
Using batch-normalization [9] on both generative and discriminative models.
3. Using ReLU activations in every layer of the generative model except the last layer, and using LeakyReLU activations [12] in all layers of the discriminative model.
Overall, these architectural tricks make it easier to generate smooth and realistic samples. We rely on these tricks and incorporate them into GRAN. 
ImageNet samples
We also trained GRAN on ImageNet dataset. ImageNet dataset (Deng et al., 2009) is a high resolution natural images. We rescaled the images to 64 × 64 pixels. The architecture that was used for ImangeNet is same as the architecture that was used for LSUN datset except that there are three times more kerns on both generator and discriminator.
The samples are shown in Figure 40 . Unfortunately, the samples does not generate objects from ImageNet dataset. However, it also shows that they are not overfitting, because they do not show actual objects but they are quite artistic. We hypothesize that this is becasue the model does not have the capacity to model 1000 object classes. Hence, they stay as abstract objects. 
