Abstract. We show that the Hochschild-Pirashvili homology on any suspension admits the so called Hodge splitting. For a map between suspensions f : ΣY → ΣZ, the induced map in the Hochschild-Pirashvili homology preserves this splitting if f is a suspension. If f is not a suspension, we show that the splitting is preserved only as a filtration. As a special case, we obtain that the Hochschild-Pirashvili homology on wedges of circles produces new representations of Out(F n ) that do not factor in general through GL(n, Z ). The obtained representations are naturally filtered in such a way that the action on the graded quotients does factor through GL(n, Z ).
Introduction
The higher Hochschild homology is a bifunctor introduced by T. Pirashvili in [28] that to a topological space (simplicial set) and a (co)commutative (co)algebra assigns a graded vector space. Informally speaking this functor is a way to "integrate" a (co)algebra over a given space. Specialized to a circle the result is the usual Hochschild homology. The precursor to the higher Hochschild homology was the discovery of the Hodge splitting in the usual Hochschild homology of a commutative algebra [13, 21] . Indeed, the most surprising and perhaps the motivating result for T. Pirashvili to write his seminal work [28] was the striking fact that the higher Hochschild homology on a sphere of any positive dimension also admits the Hodge splitting and moreover the terms of the splitting up to a regrading depend only on the parity of the dimension of the sphere. With this excuse to be born, the higher Hochschild homology is nowadays a widely used tool that has various applications including the string topology and more generally the study of mapping and embedding spaces [28, 1, 2, 15, 25, 26, 30, 31] . It also has very interesting and deep generalizations such as the topological higher Hochschild homology [8, 29] and factorization homology [3, 14, 16, 23] .
In our work we study the very nature of the Hodge splitting. In particular we show that it always takes place for suspensions. Moreover, it will be clear from the construction that only suspensions and spaces rationally homology equivalent to them have this property. For any suspension ΣY, the terms of the splitting depend in some polynomial way onH * ΣY, which in particular explains Pirashvili's result for spheres. We also show that if a map f : ΣY → ΣZ is a suspension, than the induced map in the Hochschild-Pirashvili homology preserves the splitting and is determined by the map f * :H * ΣY →H * ΣZ. In case f is not a suspension, the Hodge splitting is preserved only as a filtration. We explain how the induced map between different layers is computed from the rational homotopy type of f .
We treat more carefully the case of wedges of circles and discover certain representations of the group Out(F n ) of outer automorphisms of a free group 1 that have the smallest known dimension among those that don't factor through GL(n, Z).
Notation.
We work over rational numbers Q unless otherwise stated. All vector spaces are assumed to be vector spaces over Q. Graded vector spaces are vector spaces with a Z-grading, and we abbreviate the phrase "differential graded" by dg as usual. We generally use homological conventions, i.e., the differentials will have degree −1. We denote by gVect and dgVect the category of graded vector spaces and the category of chain complexes respectively. For a chain complex or a graded vector space C we denote by C[k] its k-th desuspension.
We use freely the language of operads. A good introduction into the subject can be found in the textbook [22] , whose conventions we mostly follow. We use the notation P{k} for the k-fold operadic suspension. The operads governing commutative, associative and Lie algebras are denoted by Com, Assoc, and Lie respectively. By Com + we denote the commutative non-unital operad and by coLie the cooperad dual to Lie.
For a category C, we denote by mod−C the category of cofunctors C op → dgVect to chain complexes. The objects of mod−C will be called right C-modules. In the following section, C is either the category Γ of finite 2 In another definition, for a right Fin-module L (respectively right Γ-module L * ) and a topological space X (respectively pointed space X * ), the higher Hochschild homology that we also call Hochschild-Pirashvili homology HH X (L) (respectively HH X * (L * )) is the homology of the complex of homotopy natural transformations C * (X • ) → L (respectively C * (X • * ) → L * ) [28, 16] . The fact that the two definitions are equivalent is implicitly shown in the proof of [28, Theorem 2.4] by Pirashvili, see also [16, Proof of Proposition 4] and [30, Proposition 3.4] .
In case L = C ⊗• (respectively L = M ⊗ C ⊗• ), we denote the higher Hochschild homology as HH X (C) (respectively HH X * (C, M)). 3 In our paper the combinatorial definition will be used only for wedges of circles as we want to treat this case more explicitly. Later in the paper we show that for wedges of circles the first and the second definitions produce identical complexes.
Any map f : X → Y (respectively basepoint preserving map X * → Y * ) induces a map
. Two homotopic maps (respectively basepoint homotopic maps) induce the same map in higher Hochschild homology. It is also clear from the (first) definition that in case f is a rational homology equivalence, then the induced map f * is an isomorphism. One has a functor u : Γ → Fin that forgets the basepoint. If X = X * and L * = L • u, then
In case we take X and X * to be a wedge of n circles ∨ n S 1 , the automorphism group Aut(F n ) acts on ∨ n S 1 up to homotopy by basepoint preserving maps and hence we obtain a representation of Aut(F n ) on HH In particular, it is an open problem to determine the lowest dimensional representations of Out(F n ) that do not factor through GL(n, Z). 4 A lower bound has been obtained by D. Kielak [19] , who showed that the dimension must be at least n + 1 2 .
For n = 3 the lower bound was refined to 7 (instead of 6) [20] . We obtain an upper bound as follows.
Theorem 1.
For n ≥ 3, the representations of Out(F n ) on HH ∨ n S 1 (C(g)), where C(g) is the Chevalley complex of a free Lie algebra g = FreeLie(x) in one generator x of odd degree, contain a direct summand representation which does not factor through GL(n, Z) and has dimension n(n 2 + 5)
6 .
In particular, for n = 3 this representation saturates the lower bound 7 obtained in [20] .
The previously known representations with such property have the smallest dimension 21 for n = 3 and (2 n − 1) n − 1 2 for n ≥ 4, see [19, Section 4] , and also [5, 17] .
The higher Hochschild homology on spheres was introduced and studied in the original work of Pirashvili [28] and on wedges of spheres it was studied in [30, 31] in connection with the homology and homotopy of spaces of higher dimensional string links. An interesting feature of this homology is that it admits a decomposition into a direct product, and the factors of this Hodge splitting depend only on the parity of the dimensions of the spheres. In particular, if we know HH ∨ n S 1 (L * ) with the Hodge decomposition, we can reconstruct HH
On the other hand, the homotopy type of a map
is completely determined by the map in homology. Therefore, HH
we get an action of the monoid End(F n ) of endomorphisms of a free group F n . In Section 3 we define a certain explicit complex CH 
We will see in Section 4 that as an End(Z n ) module, gr HH
is (up to regrading) naturally isomorphic to
The fact that the End(F n ) action above respects the Hodge filtration is actually a manifestation of a more general phenomenon. We show in Section 4 that the Hodge filtration in HH X * (L * ), that can also be called Poincaré-Birkhoff-Witt filtration, is defined functorially in X * and L * . This filtration is an interesting phenomenon in itself that does not seem to appear earlier in any kind of functor calculus. In particular, the Hodge filtration should not be confused with the cardinality or rank (co)filtration considered, for example, in [3, 18] , and inspired from the manifold functor calculus [35] , see Subsection 4.3. In that subsection we also explain in which sense the Hodge filtration in the Hochschild-Pirashvili homology on suspensions is exhaustive: it is dense in the topology induced by the cardinality cofiltration.
Theorem 2 can be "categorified" to all suspensions and maps between them. More specifically, let Top * denote the category of pointed topological spaces with morphisms homotopy classes of pointed maps. Let Top * | Σ denote its full subcategory whose objects are suspensions. By Σ(Top * ) we denote the image category of the suspension functor Σ : Top * → Top * . Notice that any suspension is rationally equivalent to a wedge of spheres [9, Theorem 24.5]. Thus, for the sake of concreteness and slightly simplifying the matters, the reader can think about the category Top * | Σ as about the full subcategory in Top * of wedges of spheres of possibly different dimensions ≥ 1. The following theorems generalize Theorem 2 on this category Top * | Σ . 
• This functor admits an increasing (Hodge) filtration compatible with the Hodge filtration in homology.
• The completed associated graded functor gr CH (−) (L * ) factors through the reduced homology finctor H * : Top * | Σ → gVect.
• Over Σ(Top * ), the Hodge filtration in CH (−) (L * ) splits in the sense that one has a natural isomorphism
More concretely when we say that the functors gr HH (−) (L * ) : Top * | Σ → gVect and gr CH (−) (L * ) : Top * | Σ → dgVect factor throughH * : Top * | Σ → gVect we mean that for any pointed space Y * , both gr HH ΣY * (L * ) and gr CH ΣY * (L * ) can be described as a power series expression inH * ΣY * :
where C L * is some symmetric sequence in chain complexes depending on L * , and H L * is its homology symmetric sequence. The fact that the Hodge filtration splits over Σ(Top * ) means that we have isomorphisms
natural in ΣY * ∈ Σ(Top * ). The n-th term of the Hodge splitting is exactly the n-th factor in (2) and (3) . (This splitting also means that the higher Hochschild complexes for suspensions split as a product of complexes.) In case a pointed map f : ΣY * → ΣZ * is not a suspension, the Hodge splitting in the higher Hochschild complexes/homology (via isomorphisms (4)- (5)) behaves like a filtration: higher terms of the splitting can be send non-trivially to lower ones. In Section 6 we compute how from the given rational homotopy type of a map of suspensions one gets the induced map between the terms of the splitting. We also demonstrate this on some examples, such as the Hopf map S 3 → S 2 and a non-trivial pointed map S 2 → S 2 ∨ S 1 . Some of the techniques that we develop for suspensions work equally well for general spaces. In Section 7 we briefly consider this general case of non-suspensions. Theorems 5-6 and Proposition 7.4 describe these more general higher Hochschild complexes in the case L * = M ⊗ C ⊗• as some kind of homotopy base change type of Chevalley complexes. In this section we also show that for a connected pointed space X * (of finite type) the Hodge filtration splits for any coefficient Γ module L * if and only if X * is rationally homology equivalent to a suspension.
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Special case of End(F n ) action
In this section we look at the special case L * = M ⊗ C ⊗• , where C is a cocommutative coalgebra and M a C-comodule as before. If not otherwise stated we will always assume that C is simply connected. We will define a complex CH
and an End(F n ) action on it. In Section 3 we explain why this complex computes HH
and why the End(F n ) action that we define corresponds to the topological action. Define CH
⊗n , where ΩC is the cobar construction of C -as a space it is a free associative algebra generated by C [1] . The differential
where d M and d C are induced by the differentials on M and ΩC respectively and
where we used Sweedler's notation; ± is the Koszul sign due to permutation of m ′′ with b i 's. We can assume without loss of generality that C = C(g) is the Chevalley complex of a dg Lie algebra g concentrated in strictly positive degrees. (If not, take for g the Harrison complex of C.) As a cocommutative coalgebra it is freely cogenerated by g[−1]. In the latter case the aforementioned complex is quasi-isomorphic to M ⊗ (Ug) ⊗n , where Ug is the universal envelopping algebra of g, with differential 
where π : C(g) → g is the projection to the cogenerators. The action of End(F n ) on M ⊗ (Ug) ⊗n and M ⊗ (ΩC) ⊗n is described by the same formulas. Both Ug and ΩC are cocommutative Hopf algebras. In Sweedler's notation the iterated coproduct is written as
Since the coproduct is cocommutative, we will be writing instead
where ε i j = ±1, α i j ∈ {1 . . . n}. We let β i j = 1−ε i j 2 ∈ {0, 1} and define
where the sign ± is the Koszul sign arising from the factors permutations, s is the antipod. Proof. To see that Ψ * is a morphism of complexes we notice that it commutes with each term of the differentials (6) and (7): it commutes with d M by obvious reasons; it commutes with d g since both product and coproduct of Ug are morphisms of complexes; it commutes with δ since both product and coproduct respect the g action.
For the composition, it is quite easy to see that (
, where the composition Ψ 1 • Ψ 2 is understood as substitution without simplification. We only need to check that in case (Ψ 1 • Ψ 2 )(x i ) has two consecutive factors x j and x
* is the same as if these factors are cancelled out. But
, which can also be eliminated:
1.1. Hodge decomposition/filtration. The Poincaré-Birkhoff-Witt isomorphism S g → Ug respects both the coalgebra and g action structures. As a corollary, the induced map
⊗n is called (m 1 , . . . , m n ) Hodge multidegree component, whose total Hodge degree is m = m 1 + . . . + m n . One has
where 
This proposition is a particular case of Theorem 2.
Proof. The Hodge filtration is preserved because both the product and coproduct of Ug preserve the Poincaré-Birkhoff-Witt filtration. Notice also that if we apply (9) to define an End( ] is a cofree cocommutative coalgebra (in potentially odd generators), we have g = ξ 1 Q ⊕ · · · ⊕ ξ n Q as abelian Lie algebra, where the generators ξ j are degree shifted by one unit with respect to the generators x j . In this case the Hodge grading is preserved by the Aut(F n ) action (because Ug is commutative) and hence all representations obtained factor through GL(n, Z). Since the differential on C ⊗ (Ug) ⊗n vanishes the higher Hochschild homology is just
with the Out(F n ) action factoring through GL(n, Z) = GL(H 1 ), which acts by the standard action on Z n = H 1 .
Example 2: Dual numbers.
Consider the coalgebra of dual numbers Q ⊕ xQ, where x is a primitive cogenerator of even degree. The (Koszul) dual Lie algebra is the free Lie algebra in one odd generator ξ, i.e.,
Then the associated graded of CH
Here ξ j corresponds to ξ on the j-th circle and η j corresponds to η = [ξ, ξ] = 2ξ 2 on the j-th circle. Notice that ad ξ (ξ) = η and ad ξ (η) = 0. The complex has length 2:
The differential is defined such that
The differential can be identified with the de Rham differential on an n-dimensional odd vector space, identifying η j with d dR ξ j . One can identify the corresponding representations of GL(n, Z). Namely, if we fix in the associated graded the Hodge degree to be m, then the corresponding representations of GL(n, Z) one obtains correspond to partitions of the form m = ℓ + 1 + · · · + 1. To be precise the homology is the sum U I ⊕ U II , where
The part of degree k in ξ and ℓ in η is sent by d to the part of degree k − 1 in ξ and ℓ + 1 in η: 
For both U I and U II the Hodge degree of
2.3. The lowest non-trivial example worked out. Let us consider the first Out(F n ) representation obtained by the above methods that does not factor through GL(n, Z). It is obtained as the cokernel of the differential in the dual numbers example above for n = 3 and the total ξ degree 3. It was denoted by U I 3 in the previous subsection.The representation is 7 dimensional. As in Subsection 2.2 one sees that the associated graded representation splits into two GL(3, Z) representations grU
Representatives forming a basis of V (2) are
The proof of Theorem 1. More generally let us consider representation U I
3 of Out(F n ) for arbitrary n ≥ 3. We claim that this representation satisfies the requirements of Theorem 1, i.e., it does not factor through GL(n, Z) and it has dimension n(n 2 +5) 6 . Indeed, as in Subsection 2.3 we can identify the associated graded representation under the Hodge filtration with grU
where V (2) and V (1, 1, 1) are the irreducible representations of the linear group GL(n) corresponding to the partitions (2) and (1 + 1 + 1). Hence we find that indeed
Next, we check that the representation does not factor through GL(n). Consider E 12 , E¯1¯2 ∈ Out(F n ) that send
We will show that the action of E 12 is different from that of E¯1¯2 in the representation U I 3 for n ≥ 3. Indeed, choosing basis vectors as in Subsection 2.3 we find that
To recall U I 3 is the cokernel of d. Thus we need to verify that
⊗n is not in the image of d. As we have seen in Subsection 2.2, d is the de Rham differential which is acyclic on non-constant polynomials in ξ i and η j , thus we only have to check that the corresponding polynomial is not de Rham closed:
Bead representations.
Generalizing the example of dual numbers we may consider the coalgebra
where the cogenerators x i are of even degrees and primitive. The Koszul dual Lie algebra is again free
There is a Z N grading on C N and a representation of S N , and hence a similar grading and action on the higher Hochschild homology HH ∨ n S 1 (C N ). We may introduce a representation of Out(F n ) for every irreducible representation V λ of S N labelled by a partition λ of N:
Here the superscript (·) 1,...,1 shall mean that we pick out the piece of Z N -degree (1, . . . , 1). We will call U λ the bead representation 6 of Out(F n ) associated to the partition λ. Notice that the obtained complex is again of length 2. 
which partitions µ occur in the direct sum, with what multiplicity?
Recall that in case the space X (respectively pointed space X * ) is obtained as a realization of a (pointed) finite simplicial set
can be computed as the homology of the totalization of the cosimplicial chain complex
The same construction works for realizations of bisimplicial (and more generally multisimplicial) sets. Indeed, if X •• is a bisimplicial set, then its realization |X •• | is homeomorphic to the realization |diag (X •• )| of its diagonal simplicial set. On the other hand, one also has the Eilenberg-Zilber quasi-isomorphism
As 
Thus the totalization of our multicosimplial complex is
is the map induced by the inclusion s i : k * \ {i} ⊂ k * . 6 The name stems from the fact that elements of ΩC N can be understood as linear combinations of configurations of beads of N colors arranged on a string. 7 The representations U The action of End(
⊗n , see (9) . 8 Notice that the coproduct on ΩC is the sum of coshuffles, and the product is just concatenation. Let γ lie in the (k 1 , . . . , k n ) component of (11) , and Ψ ∈ End(F n ) is such that x j appears in total r j times in Ψ(x 1 ), Ψ(x 2 ), . . . , Ψ(x n ). One has that Ψ * (γ) is the sum of r
n elements each of which is obtained from γ by some permutation of its inputs. More concretely, Ψ defines a map ∨ n S 1 → ∨ n S 1 such that any point on the i-th circle has exactly r i preimages. We put k 1 points on the first circle in the target wedge, k 2 on the second, . . ., k n on the last one. These points correspond to the inputs of γ. For every point in the target we choose a preimage point (thus for the i-th circle there are r k i i choices making the total of n i=1 r k i i choices). For every such choice we get a collection of points on the source wedge, which contributes a summand in Ψ * (γ), that has to be taken with the sign of permutation of inputs of γ.
Consider examples similar to those given in Example 1.1:
. In this case,
Here and below Sh(i, j) denotes the set of shuffles of an i-elements set with a j-elements set.
1 . In this case
above coincides in the homology with the topological action.
Idea of the proof. One can check that for all elements Ψ ∈ End(F n ) their action Ψ * on CH ∨ n S 1 (L * ) can be decomposed into a composition of maps induced by multisimplicial maps, Eilenberg-Zilber maps (10) , and some natural chain homotopy inverses to those maps.
This proposition is a partial case of Theorem 4. That's why we choose not to give a detailed proof of it, but only mention that there is a proof which goes through a careful study of multi-simplical maps. (This argument is similar to the explicit identification of the surface product studied in [15] .) Indeed, Theorem 4 among other things states that the complexes CH
, where the latter ones are constructed using the definition of the Hochschild-Pirashvili homology in terms of derived maps of right Γ modules. Moreover, Remark 5.4 asserts that the induced action of End(F n ) on CH
in this section. We will also see in Subsection 5.1 that the reason that the End(F n ) action on HH ∨ n S 1 (L * ) can be lifted on the level of chains is the coformality of the induced End(F n ) action on the Ω-module C * ((∨ n S 1 ) ∧• ). 9 
Proof of Theorem 2. At this point we only need to explain what is the Hodge splitting in CH
∨ n S 1 (L * ), why it is preserved by the End(F n ) action as a filtration, and why on the associated graded complex gr CH ∨ n S 1 (L * ) this action factors through End(Z n ). In case n = 1, i.e. for the usual Hochschild complex CH S 1 (L * ), the Hodge splitting is obtained by noticing that the action of End(F 1 ) = (Z, * ) splits this complex into a direct product of spaces numbered by non-negative integers, such that on the m-th component r ∈ (Z, * ) acts as multiplication by r m [13, 21] . The projection on the m-th component is called m-th Euler idempotent e m . Notice that each component
is acted on by S ℓ and thus by the group algebra Q[S ℓ ]. The Euler idempotent e m (ℓ) is obtained via this action and is in fact an element of Q[S ℓ ]. To give a bit more insight, one has an isomorphism of symmetric sequences: 8 Recall that we assume that C is simply connected. If we only assume that C is connected, than the complex CH ∨nS 1 (M ⊗ C ⊗• ) is M⊗(ΩC) ⊗n , where instead of the cobar complex we take the completed cobar and instead of tensor product the completed tensor product. 9 By this we mean that every induced map of the action is coformal, see Definition 5.1 and Proposition 5.2.
induced by the Poincaré-Birkhoff-Witt map. The image of e m (ℓ) is exactly
When n ≥ 2, to obtain a similar splitting in Hochschild-Pirashvili homology one can use the action of the monoid (Z, * ) ×n ⊂ End(F n ) consisting of the homotopy classes of maps ∨ n S 1 → ∨ n S 1 sending each circle into itself. The complex CH (22), (23), and Remark 4.7, which describe gr CH
4. Hochschild-Pirashvili homology on suspensions. Proof of Theorem 3 4.1. Complexes gr CH ΣY * (L * ). In this subsection we describe complexes computing higher Hochschild homology on suspensions HH ΣY * (L * ). These complexes depend only onH * (Y * ) and as we will later see in Subsection 5.1 they can be naturally identified with the associated graded of CH ΣY * (L * ). One of the two reasons for the Hodge splitting in the higher Hochschild homology (on a suspension) is the formality of the Γ-module C * (X • * ) in case X * = ΣY * . Recall that a Γ-module is said formal if it is quasi-isomorphic via a zigzag of quasi-isomorphisms to its homology Γ-module. Similarly, a map between Γ-modules is formal if this map is quasi-isomorphic via a zigzag of quasi-isomorphisms of Γ-modules maps to the induced map in their homology. 
Proof. By formality of a space we understand formality of its Sullivan algebra A X * as augmented algebra and similarly for a map between spaces. We show explicitly the first statement. The second one follows from functoriality of the construction. One has a quasi-isomorphism of Γ-modules:
Lemma 4.2. Any suspension of a space of finite type is rationally formal and, moreover, any suspension of a map between spaces of finite type is rationally formal.
Recall that a map of pointed spaces is formal if the induced map of Sullivan augmented algebras is formal, i.e., quasi-isomorphic to the map of rational cohomology algebras (in the category of augmented algebras). In particular it implies that each space is formal.
Proof. Let Y * be a space of finite type and let us show that ΣY * is formal. The argument for a map between suspensions is similar. In case Y * is connected, its suspension ΣY * is simply connected. It is also a co-H-space, therefore it is coformal and its Quillen model is a free Lie algebra generated byH * (Y * ) with zero differential. The Koszul dual commutative algebra is generated byH * (ΣY * ) with all products of generators being zero.
And the wedge of formal spaces is formal.
Notice that from these two lemmas it follows that if X * is a suspension of finite type, then C * (X • * ) is a formal Γ-module and that the same is true for a suspension of a map between spaces of finite type. Proposition 4.4 below implies that the finiteness condition can be released.
Let Ω be the category of finite sets with morphisms all surjective maps. In [27] Pirashvili defines an equivalence of categories cr : mod−Γ → mod−Ω.
On objects
is induced by the map r i : k * → k * \ {i}:
On morphisms cr L * is obtained as restriction with respect to the inclusion i : Ω → Γ that adds the basepoint to any set: i(k) = k * . Recall (12) . The space cr L * (k) is isomorphic to NL * (k) via the obvious composition (14) q :
One can show that q is an isomorphism using the map 
Abusing notation we denote by m i : (k + 1) * → k * the same map extended as m i : * → * . For γ ∈ cr L * (k), one has
One can write this formula slightly differently. Recall that the structure of a right Ω-module is equivalent to the structure of a right module over the commutative non-unital operad Com + , while the structure of a right Γ-module is equivalent to the structure of an infinitesimal bimodule over the commutative unital operad Com, see [2, Proposition 4.9] or [32, Lemma 4.3] . In this terms, equation (15) is written as
The two last summands in (15) and (16) are correction terms necessary to make the right-hand side normalized. The higher Hochschild homology over a pointed space X * is computed as the space of homotopy maps of
For any pointed space X * , the cross-effect of the Γ-module C * (X • * ) is equivalent to (17) cr C * (X • * ) ≃C * (X ∧• * ), see [1] , where the Ω-module structure onC * (X ∧• * ) is induced by the diagonal maps. For any surjection p : k ։ ℓ, one gets a map X ∧ℓ * → X ∧k * defined as (18) (
It follows that the Hochschild-Pirashvili homology can also be described as
Definition 4.3. We say that a right Ω module M has a trivial Ω action if for any strict surjection p : k ։ ℓ the induced map M(ℓ) → M(k) is the zero map.

Proposition 4.4. For any pointed suspension ΣY
Proof. For the proof we will need that the Ω moduleC * ((S 1 ) ∧• ) is formal and has the trivial Ω action in homology. The first statement follows from the fact that the Γ module C * ((S 1 )
• ) is formal (by Lemmas 4.1 and 4.2) and thus is so its cross-effect cr C * ((S 1 )
The second statement is straightforward as any diagonal map S ℓ → S k for k > ℓ induces the zero map in reduced homology. The following sequence of quasi-isomorphisms of Ω modules proves the formality ofC * (ΣY * ) ∧• :
By the tensor product above we understand an objectwise tensor product of right Ω modules. The second quasiisomorphism uses the formality ofC * ((S 1 ) ∧• ). Notice that all the terms in this zigzag starting from the third one have the trivial Ω action. Notice also that all the quasi-isomorphisms are functorial in Y * except the last one, which uses a choice of a quasi-isomorphismH * Y * →C * Y * . On the other hand, any morphism of complexes (in our casẽ C * Y * →C * Z * ) is formal (i.e., is quasi-isomorphic to the induced mapH * Y →H * Z). This proves the formality of the induced map of Ω modules. Remark 4.5. It follows from (19) that for any suspension ΣY * , the right Ω moduleC * (ΣY * ) ∧• has the trivial Ω action in homology.
This property is in fact the second of the two reasons for the Hodge splitting. (The first one is the formality.) Indeed, as a consequence, the Ω-moduleH * (ΣY * ) ∧• splits into a direct sum of Ω-modules:
whereH * (ΣY * ) ⊗m denotes the Ω-module which isH * (ΣY * ) ⊗m in arity m and 0 in all others. Thus we get
As a corollary we see that the functor HH (−) (L * ) factors through the reduced homology functorH * : Top * → gVect when restricted on Σ(T op * ). The splitting by m in (21) is exactly the Hodge splitting. Now we want to make more explicit the right-hand side of (21) . Recall that the right Ω-module is the same as the right Com + -module. Applying the Koszul duality between the Lie and Com + operads, the cofibrant replacement ofH * (ΣY * ) ⊗m as a right Com + -module isH * (ΣY * ) ⊗m • coLie{1} • Com + , where • is the composition product of symmetric sequences; coLie is the Lie cooperad; {1} denotes operadic suspension [11, 2, 31] . The differential in it is obtained by taking off one cobracket from the coLie{1} factor and by making it act from the left on the Com + part as a product x 1 · x 2 , see [2, Section 5]. For a general right Com + -module M, there is another term of the differential on its cofibrant replacement M • coLie{1} • Com + , which takes off one cobracket from the coLie{1} part and makes it act from the right on M also as a product x 1 · x 2 . But in our case this action is trivial, so only the first part of the differential is present. The product over m ≥ 0 of the complexes below computes HH ΣY * (L * ):
which assuming the finiteness condition on the homology of Y * can also be written as
Here sign denotes the sign representation of S ℓ ; the reduced cohomology of Y * is viewed as a negatively graded vector space. The differential in this complex is the sum of simultaneous insertions of [x 1 , x 2 ] in one of the inputs of Lie(ℓ i ) for some i, and right action by x 1 · x 2 on the corresponding input of cr L * (ℓ). Beware that if we replace cr L * (ℓ) by NL * (ℓ) additional summands in the differential appear due to the last two terms in (15)- (16).
Remark 4.6.
In case Y * is of finite type, and
where the cohomologyH * (Y * ) is non-positively graded; L(C) is the Harrison complex of C. The symmetric power and tensor products are the completed ones. The differential (L * ) considered in Section 3. In case L * = M ⊗ C ⊗• it follows from Proposition 1.3 and Remark 4.6. For a general L * one can construct this isomorphism analogously. The idea is that elements of Lie(ℓ i ) in (23) should be viewed as linear combinations of permutations in S ℓ i , which tells us in which order the elements should be put on the corresponding circle.
Hodge filtration. Proof of Theorem 3.
We define a functorial filtration on the space of homotopy maps of right Ω-modules, which induces the desired filtration on HH X * (L * ) functorial in X * and L * . For a right Ω-module K define its m-th truncation tr m K as
This symmetric sequence has an obvious Ω-module structure, such that the projection K → tr m K is an Ω-modules map. This morphism for any Ω-module L induces a map of complexes 
Its image in homology is what we call the m-th term of the Hodge filtration in H
The Hodge filtration
should not be confused with the more widely used cardinality or rank cofiltration (depending on the context it can also be called Goodwillie-Weiss tower) [3, 18, 35] :
We have seen in the previous subsection that
, cr L * .
Proposition 4.8. The n-th term of the cardinality cofiltration is
, tr m cr L * .
Proof. Denote by Γ m and Ω m the full subcategories of Γ, respectively Ω, consisting of objects of cardinal ≤ m + 1, respectively ≤ m. One has obvious restriction functors (13) is also an equivalence in the truncated case.
For a right Ω m module K, denote by triv m (K) the Ω module extended trivially on sets of cardinal > m:
One has a Quillen adjunction
Notice that triv m • (−) ≤m = tr m . As a consequence we get
Finally, let us compare the T m and F m terms in case of a suspension to make sure that they are different.
One can see that the terms F m and T m are not the same. We need to recall some theory of right modules over Com + [11] . As we briefly explained in Subsection 4.1, a functorial cofibrant replacement of a right Ω-module or equivalently a right
Notice that it is naturally a right coLie{1}-comodule. Given any other right coLie{1}-comodule N, one can get a Com + -module N • Com + . 12 It is easy to see that N • Com + is quasi-isomorphic to M (as a Com + -module) if and only if N is quasi-isomorphic to M • coLie{1} (as a coLie{1}-comodule). If this happens we say that N is a Koszul dual of M and M is a Koszul dual of N. This is part of a general homotopy theory of right modules [11] . For any right module M over any doubly reduced operad O in chain complexes (O(0) = 0, O(1) = Q), the bar construction B(M, O, I) is a right comodule over the cooperad B (I, O, I ). By I we mean the unit object in symmetric sequences
In our case the operad O = Com + is Koszul and the bar complexes can be replaced by equivalent Koszul complexes [11] .
It was shown by [1, Lemma 11.4] , that for any pointed space X * , the Koszul dual ofC * (X
, where by ∆ n X * we understand the fat diagonal in X ∧n * . On homology the coLie{1} coaction (2) is induced by the connecting homomorphisms ∂ : On the other hand it is easy to see that any map between right coLie{1}-comodules whose homology is cofree, is formal.
Corollary 1. One has a natural isomorphism of right coLie{1}-comodules
functorial over the category Σ(Top * ). 12 The differential in N • Com + is the sum of two terms: the first one being induced by the differential on N, the second splits off one cobracket from N and makes it act from the left as a product on Com + .
One simply needs to apply the Koszul duality functor to the zigzag (19) and then take the homology. At the starting point we get the left-hand side of (26) and at the end we get the right-hand side. Notice that this corollary describes the rational homology of certain configuration spaces of points in suspensions. Now notice that the sequencesH
• ΣY * are naturally left modules over the commutative operad Com. Indeed, the first one is freely generated by its arity one componentH * (ΣY * ) ⊗1 , while the left Com-module structure on the second one is induced by the maps 
where d L * is the part of the differential induced by the differential in L * , and d Y * is induced by the differential inH
where γ i j is computed from the formula
∨ of the coLie{1} coaction. Now we check that CH (−) (L * ) satisfies the properties from Theorem 4. Firstly, CH (−) (L * ) : Top * | Σ → dgVect is a well defined functor: a pointed map ΣY * → ΣZ * induces a map of coLie{1}-comodules
It computes the Hochschild-Pirashvili homology functor by the coformality property, see Proposition 5.2. Using isomorphism (26) we can define the m-th truncation ofH * (ΣY * ) ∧• /∆ • ΣY * as the cofree part cogenerated bỹ H * (ΣY * ) ⊗i , i ≤ m. In the Hochschild homology this obviously corresponds to the Hodge filtration defined in Subsection 4.2. The map of graded quotients is determined by the morphism in homology f * :H * (ΣY) →H * (ΣZ) due to Corollary 1 and Proposition 5.3 (see also next section, where this is shown more explicitly). The splitting of the Hodge filtration over Σ(Top * ) has been shown in the previous section. Now let us check that the complexes CH
To see this one needs to identify cr L * (•) with NL * (•) by means of the isomorphism (14) . For simplicity let us start with the case n = 1. One has (S 1 )
One can check that the differentials agree. In case of arbitrary n, one has
For the last identity, see equation (11).
Remark 5.4. The monoid End(F n ) describes the homotopy classes of poined self-maps ∨ n S 1 → ∨ n S 1 and thus acts on the coLie{1}-comoduleH
. One can check that the induced action on CH
coincides with the one on CH ∨ n S 1 (L * ) described explicitly in Section 3.
Determining the map of Hochschild-Pirashvili homology from the rational homotopy type of a map
It is clear from the definition that the rational homology type of a space determines the rational higher Hochschild homology. In other words, if X * → W * is a rational homology equivalence then the induced map
is an isomorphism. Similarly, the rational homology type of any map X * → W * determines the map in rational Hochschild-Pirashvili homology. In particular, the rational homotopy type of a map must determine the higher Hochschild homology map. (In fact for suspensions the rational homology and rational homotopy equivalences are the same.) In this section we compute how exactly the map of suspensions induces the map of Hochschild complexes. For simplicity we will be assuming that the homology groups of the spaces that we consider are of finite type. Many of the results hold without this restriction, but require more technical work involving careful colimit arguments. Since the goal is to make it applicable for concrete examples which in practice always have this property, we concentrate on this case. 6.1. Determining the map of Koszul duals from the rational homotopy type of a map. First we need to understand how the map of Koszul duals
is determined by the rational homotopy type of a map f : ΣY * → ΣZ * . Any such map produces a commutative square of right coLie{1}-comodules:
The horizontal arrows are the isomorphisms from Corollary 1. We are interested in the right vertical map. (Notice that since f is arbitrary and not necessarily a suspension, this right vertical map is not determined by the induced map in homology f * :H * (ΣY * ) →H * (ΣZ * ).) According to Proposition 5.3, the horizontal maps respect the left Com action. It is quite obvious that the left vertical map does so as well. As a consequence, the right vertical map also respects this action. Its source is freely generated as a left Com-module byH * (ΣY * ) ⊗1 •coLie{1}, and its target is cofreely cogenerated as a coLie{1} right comodule byH * (ΣZ * ) ⊗• . As a consequence this map is determined by a map of symmetric sequencesH * (ΣY * )
or equivalently by a map
where FreeLie H * Z * denotes the free completed Lie algebra generated byH * Z * . The rational homotopy of a simply connected suspension is a free Lie algebra generated by its reduced homology. We claim that in the simply connected case the map obtained in (29) describes exactly the map (of generators) of rational homotopy. More generally, when the suspensions are not necessarily simply connected, one can still assign a morphism (29) to the rational homotopy type of a map f : ΣY * → ΣZ * . By Lemma 4.2 any suspension is rationally formal. Thus the induced map of their Sullivan's models 
whereÃ(−) denotes the augmented part of A(−); " ∨ " denotes taking the dual of a graded vector space. The map (33) in each arity is the dual of a tensor power of (30) . The right-hand side of (33) can also be expressed as C (FreeLie(H * Z * )) ⊗• , whereC(−) denotes the completed augmented Chevalley-Eilenberg complex (of a completed Lie algebra FreeLie(H * Z * )); "⊗" denotes the completed tensor product.
One has a zigzag of right Com + -modules
where the right arrow is an equivalence. We get a zigzag of their Koszul duals:
We claim that the right arrow has a natural left inverse. In order to construct this left inverse
it is enough to define a map of their (co)generators
In arity n the latter map of symmetric sequences is defined as the following compositioñ
The first map is induced by the projection on cogeneratorsC(FreeLie(
The second map is obtained by projecting FreeLie(H * Z * ) onto its subspace spanned by brackets of length n. The last map takes into account the duality between the spaces Lie(n) and coLie(n):
To finish the proof we notice that the composite of the first arrow in (34) and the constructed inverse is the map
(co)generated by the map dual do (31).
Determining map of Hochschild-Pirashvili homology.
In this subsection we describe how the map
encoding the rational homotopy type of f : ΣY * → ΣZ * , determines the map of higher Hochschild complexes CH (−) (−) (in fact we will work with gr CH (−) (−) instead). For simplicity we will be assuming that Y * and Z * are of finite type and we will only look at the case L * = M ⊗ C(g) ⊗• , where g is strictly positively graded. Thus we need to describe the induced map
Firstly, this map is the tensor product of the identity on the first factor M and a coalgebra homomorphism on the second one. Ergo, it's enough to describe its composition with the projection to the space of cogenerators
The map (35) is a product of maps
its n-th component (38) can be viewed as an element ρ n ∈H * Y * ⊗ Lie(n) ⊗ n (H * Z) ⊗n . This element ρ n contributes only to
in (37). The element ρ n is a sum of elements of the form
Each such summand contributes to (39) as a map sending
where the sign is as usual the Koszul one induced by permutation of elements.
In the examples below we will be omiting the hat sign over the tensor product as the induced map (36) can always be restricted on the non-completed part M ⊗ S (H * (−) ⊗ g) (where the symmetric power is also taken in the non-completed sense.) The map (36) becomes
where ⋆ is the associative (star) product on S (g) transported from Ug via the Poincaré-Birkhoff-Witt isomorphism. 
Example 6.4. Consider the Hopf map S 3 → S 2 . On the level of rational homotopy we get a map
where |x| = 1, |y| = 2, and
The induced map of higher Hochschild complexes
Hochschild-Pirashvili homology for non-suspensions
Some of the techniques given in the present paper can also be applied to study the higher Hochschild homology for non-suspensions and maps between them. This section is a short note on how this works in the special case when L * = M ⊗C(g) ⊗• , where g as usual is a strictly positively graded dg Lie algebra, and the spaces are connected and of finite type. The result of this theorem is partially known to experts. It appeared explicitly for spheres and surfaces respectively in [14, Theorem 3] and [15, Theorem 4.3.3] , see also [3] for a similar implicit statement in case X is a manifold. Notice also that in case M = C(g) (i.e., when considering unpointed version of higher Hochschild homology) the obtained higher Hochschild complex is the completed Chevalley-Eilenberg complexĈ(A⊗g). As application of this example, in case the dimension of X is less than the connectivity of Y, the space Y X of continuous maps Y → X has homology with any coefficients described as
), see [26, 28] . On the other hand, the rational homotopy type of Y X is described by the dg Lie algebra A⊗L, where A is a suitable Sullivan model for X and L is a suitabe Quillen model for Y, see [4, 6, 7] . From this we also recover thatĈ(A⊗L), i.e., our complex, computes the rational homology of Y X .
Remark 7.1. One can easily see that the mth term of the Hodge filtration in M⊗Ĉ(
Theorem 5 applied to a suspension ΣY * of a finite type is exactly the statement of Remark 4.6. Indeed, since ΣY * is formal one can takeÃ =H * ΣY * the cohomology algebra, whose product is trivial, and thus the ChevalleyEilenberg part of the differential is trivial d CE = 0. The rational homotopy type of a map of suspensions of finite type f : ΣY * → : ΣZ * is encoded by a map (31) , which is essentially the same as a Com ∞ map of commutative algebras f * ∞ :H * ΣZ * →H * ΣY * . In Subsection 6.2 we show how this map determines a map of higher Hochschild complexes
which is the identity on the first factor M and a completed coalgebras map on the second factor. The latter map can be regarded as a completed L ∞ morphismH * ΣZ * ⊗ g →H * ΣY * ⊗ g.
of (completed) abelian Lie algebras. More generally, a tensor product with a dg Lie algebra is in fact a functor from Com ∞ algebras to L ∞ algebras. We will need a completed version of this construction. LetÃ be a negatively graded Com ∞ algebra of finite type encoding the rational homotopy type of a connected pointed space X * , and let g be a positively graded dg Lie algebra. The completed L ∞ algebra structure onÃ⊗g is explicitly described by the structure maps µ n defined as composition
where FreeLie c (Ã[−1]) is the free Lie coalgebra cogenerated by A[−1] (in other words, it is the Harrison complex L c (Ã)). The first map is induced by the diagonal Com(n) → coLie(n) ⊗ Lie(n). The second map is the Com ∞ structure on the first factor and the Lie structure on the second. IfB →Ã is a Com ∞ morphism encoding the rational homotopy type of a pointed map X * → Y * , then the induced completed L ∞ mapB⊗g →Ã⊗g is described by essentially the same formulas as (41). Its n-th component is the composition 13 In our conventions all the complexes have differential of degree −1, for which reason the algebras we consider are non-positively graded.
where the first map is the same as the fist one in (41). The second map is the tensor product of the Com ∞ map B →Ã and the Lie algebra structure map on g. 
is computed by the chain map M⊗Ĉ(B ⊗ g) → M⊗Ĉ(Ã ⊗ g), which is identity on the first factor M and a completed coalgebra map corresponding to the induced completed L ∞ algebras mapB⊗g →Ã⊗g.
Proof. First we check that the statement of the theorem holds whenB →Ã is a dg commutative algebras map, which is an easy refinement of Theorem 5. On the other hand hand any Com ∞ algebra (and any Com ∞ morphism) is quasi-isomorphic to a dg commutative algebra (map of dg commutative algebras). This together with the fact that a Com ∞ quasi-isomorphismÃ 1 →Ã 2 induces an L ∞ quasi-isomorphismÃ 1⊗ g →Ã 2⊗ g proves the staement of the theorem.
The above theorem has the following corollary. Proof. In one direction the statement easily follows from the fact that a rational homology equivalence of spaces induces a quasi-isomorphism of higher Hochschild complexes. Now let X * be not equivalent to a suspension. It is well known that any Com ∞ algebra is Com ∞ quasi-isomorphic to a one with zero differential [22, Theorem 10.4.5] . LetÃ be such one encoding the rational homotopy type of X * . Since we assume X * is not rationally a suspension,Ã must have non-trivial (higher) product(s). Let k be the arity of the first non-trivial product. We choose L * = M ⊗ C(g) ⊗• , where M = Q is the comodule with the trivial coaction, and g is a free Lie algebra with k generators. By constructionÃ⊗g is an L ∞ algebra with zero differential and whose first non-trivial (higher) bracket has arity k. Applying Remark 7.1 we get that the (k − 1)th differential in the spectral sequence associated with the Hodge filtration in M⊗Ĉ(Ã ⊗ g) is non-zero. Therefore the filtration does not split. 7.1. Hochschild-Pirashvili homology as "homotopy base change". Let us conclude by remarking on a curious algebraic interpretation of the Hochschild-Pirashvili homology in the form described in Theorem 5. First, recall that to any dg commutative algebra A we may associate a functor Φ A : (Lie algebras) → (Lie algebras) by sending a dg Lie algebra g to the tensor product Φ A (g) := g ⊗ A, with the Lie algebra structure A-linearly extended in the obvious manner. We may call this functor Φ A "base change", even though this is a misnomer as we do not change the underlying ground ring. Similarly, if g is a dg Lie algebra and K is an A-module, we may define a functor Ψ A,K : (g − modules) → (Φ A (g) − modules)
by sending a g-module k to the Φ A (g)-module Ψ A,K (k) := k ⊗ K, with the module structure defined in the obvious manner. We also call the functor Ψ A,K "base change", with the same caveat as above that this is a misnomer. There is also a topological variant: If the Lie algebra g carries in addition a complete topology compatible with the Lie algebra structure, thenΦ A (g) := g⊗A is likewise equipped with a natural complete filtration. Similarly, if k is equipped with a complete filtration and the action of A is continuous, thenΨ A,K (k) := k⊗K is a complete (continuous) Φ A (g)-module. Now it is well known [22, chapter 11.3] that there is an adjunction of categories L : (conilpotent coaugmented dg cocommutative coalgebras) ⇆ (dg Lie algebras) : C given by the bar and cobar functors (i.e., the Harrison and Chevalley complex functors), such that for any conilpotent dg coalgebra C the unit of the adjunction C → C(L(C)) is a quasi-isomorphism, and such that for any dg Lie algebra g the counit of the adjunction L(C(g)) → g is a quasi-isomorphism. Concretely, the functor L takes the Harrison complex (a free Lie algebra) of the cokernel of the coaugmentation, while the functor C takes the Chevalley complex. Similar functors exist on the the level of comodules. If C is a conilpotent dg cocommutative coalgebra then we have bar and cobar functors There exist versions of the above constructions for complete topological algebras and modules, by replacing tensor products appearing there by a completed version. We denote those completed versions byL,Ĉ etc.
The above adjunctions allow us to transport any endofunctor of the category of dg Lie algebras to an endofunctor of the category of conilpotent dg cocommutative coalgebras (and vice versa). The point of this section is to remark that the Hochschild-Pirashvili homology functor is nothing but the (homology of the) well known base change functors above, transported to the category of conilpotent coalgebras via the bar and cobar adjunctions. This gives an algebraically "very simple" interpretation of the Hochschild-Pirashvili homology. Concretely, let us assume that we are given the following data:
• A conilpotent complete cocommutative dg coalgebra C, for example C = C(g), for a dg Lie algebra g as in Theorem 5, which we endow with the complete the decreasing filtration by degree.
• A a conilpotent complete C-comodule M.
• An augmented dg commutative algebra A. For example, we may take such an A from Theorem 5. We will still denote byÃ its augmentation ideal.
• We let K = Q be the one-dimensional A-module, with the action defined by the augmentation. Then we define a complete cocommutative coalgebra Clearly, these constructions are functorial in A, C and M. We will abusively call these constructions "homotopy base change". The main statement of this section is then that the complex of Theorem 5 computing the HochschildPirashvili homology may be interpreted as "homotopy base change". 
