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a b s t r a c t
The antidilation problem consists of a mapping from the set of vertices of the guest graph
G into the set of vertices of the host graph H such that distance of images of adjacent
vertices of G is maximized in H . This is a dual problem to the well known dilation problem.
In this paper, we study an interesting special case of the antidilation problem when the
guest and host graphs are the same. We prove exact results for d-dimensional meshes, tori
and Hamming graphs. In all three cases, the antidilation is very close to radius(H), which
is a desired property. As a consequence we solve an open problem of Lagarias about the
antidilation of paths in d-dimensional meshes.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Graph embedding problems appear in various areas of computer science. Typically they model the simulation of one
network (Guest) on a different network (Host) [11]. The basic criterion for measuring the quality of the embedding is the
dilation, i.e., distance between images of adjacent vertices of the guest graph in the host graph. The main goal is to find an
embedding which minimizes the dilation. In this paper, we study a dual measure called the antidilation where the goal is
to maximize distance between images of adjacent vertices of the guest graph G in the host graph H . We denote its optimal
value by ad(G,H). The problemwas introduced byMiller and Pritikin [13,14] under the name separation in graphs. Themost
interesting motivation comes from error-correcting codes where one looks for the antidilation of the complete graph in a
larger hypercube. Another motivation is naturally related to obnoxious facility location problems [4] and spreading points
in the plane [5]. So far this problem was mostly studied for cases when the host graph is a path or a cycle [1,3,6–9,12,15,
13,16,17,19,20]. For mesh as a host graph, Lagarias showed very tight bounds for the antidilation of a path embedded into a
mesh of the same size and proposed the open problem: What is the antidilation of the n1n2 . . . nd-vertex path in the meshd
i=1 Pni [10]. In this paper, we turn our attention to an interesting special casewhen the guest and host graphs are the same.
It is known that ad(Pn, Pn) = ⌊n/2⌋, see [15], and ad(Cn, Cn) = ⌈n/2⌉ − 1, see [13], for paths and cycles, respectively. We
prove exact results and tight bounds for d-dimensional meshes, tori, and Hamming graphs. In all three cases, the optimal
value of the antidilation is very close to radius(Host), which is the best possible upper bound. As a special case we solve
the Lagarias open problem concerning the antidilation of a path Pn1n2...nd in a d-dimensional mesh Pn1 × Pn2 × · · · × Pnd for
the case when n1 = n2 = · · · = nd. Our final observation relates the problem of the antidilation of the two-dimensional
Hamming graph embedded in itself to the classical orthogonal Latin squares.
2. Preliminaries
Let dist(u, v) denote distance of vertices u and v in a graph G. An embedding of the guest graph G into the host graph
H is an injection f from vertices of G into vertices of H . The antidilation of the embedding f , denoted by adf (G,H), is
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distance in the host graph between the images of adjacent vertices of the guest graph. The antidilation of G in H , denoted by
ad(G,H), is the maximum of adf (G,H) over all injections f . The optimal embedding fo is any embedding of G in H satisfying
adfo(G,H) = ad(G,H). Note that there can be more than one optimal embedding.
Recall that eccentricity of v ∈ H is defined as the greatest distance between v and any other vertex from H . Then radius
of a graph H denoted by radius(H) is defined as minimum eccentricity of any vertex from H .
A central vertex of a graph G is the vertex achieving eccentricity equal to radius(G). The following proposition gives a
known upper bound for the antidilation problem.
Proposition 2.1. Let G,H be connected graphs of the same order. Then
ad(G,H) ≤ radius(H).
Proof. Let f be an optimal embedding of G in H . Let v ∈ V (G) be a vertex mapped into a central vertex f (v) of H . From the
assumption both graphs are of the same order therefore there always exists such a vertex v. Since G is connected v has at
least one neighbourw. Since f (v) is a central vertex of H , f (w) can be at most at distance radius(H) from f (v). 
Let Pn be the n-vertex path defined on vertices {0, 1, 2, . . . , n− 1}. Consecutive vertices are adjacent. Distance between
two vertices in the path is computed as an absolute value of the difference of their labels:
dist(u, v) = |u− v|. (1)
Let Cn be the n-vertex cycle defined on vertices {0, 1, 2, . . . , n−1}. Consecutive vertices are adjacent and 0 is a neighbour
ofn−1. For any twovertices of a cycle there are exactly twodisjoint paths connecting each other. Therefore distance between
any u, v ∈ Cn is
dist(u, v) = min{|u− v|, n− |u− v|}. (2)
Graphs described in the following paragraphs are Cartesian products. The notion of Cartesian product is defined as
follows. Let G1 = (V1, E1) and G2 = (V2, E2) be two undirected graphs. The cartesian product of G1 and G2 is an undirected
graph, denoted by G1 × G2, where V (G1 × G2) = V1 × V2, two distinct vertices u1u2 and v1v2, where u1, v1 ∈ V (G1) and
u2, v2 ∈ V (G2), are linked by an edge in G1×G2 if and only if either u1 = v1 and u2v2 ∈ E(G2), or u2 = v2 and u1v1 ∈ E(G1).
For n ≥ 2, let Mdn =
d
i=1 Pn denote the d-dimensional mesh defined as the Cartesian product of d n-vertex paths.
We represent the vertices of Mdn by d-tuples (x1, x2, . . . , xd), where xi ∈ {0, 1, 2, . . . , n − 1}. Two vertices are adjacent if
the corresponding entries differ by one on precisely one position. Distance between two vertices x = (x1, x2, . . . , xd) and




|xi − yi|. (3)
For n ≥ 3, let T dn =
d
i=1 Cn denote the d-dimensional toroidal mesh defined as the Cartesian product of d n-vertex
cycles. The vertices of T dn are represented by d-tuples (x1, x2, . . . , xd), where 0 ≤ xi ≤ n − 1, for i = 1, 2, . . . , d. Two
vertices (x1, x2, . . . , xd) and (y1, y2, . . . , yd) are adjacent, if for some imin{|xi − yi| mod n, n − |xi − yi| mod n} = 1 and
xj = yj, for j ≠ i. The radius ofMdn and T dn is dn/2 for even n and (n− 1)d/2 for odd n. Now we compute distances of images
of adjacent vertices of the d-dimensional toroidal mesh. Realize that if (x1, x2, . . . , xd) and (y1, y2, . . . , yd) are vertices of T dn
then
dist((x1, x2, . . . , xd), (y1, y2, . . . , yd)) =
d
i=1
min{|xi − yi| mod n, n− |xi − yi| mod n}. (4)
Let Kn be the complete graph on n vertices 0, 1, 2, . . . , n − 1. The d-dimensional Hamming graph Hdn is defined by the
Cartesian product Hdn =
d
i=1 Kn. We represent the vertices of Hdn by d-tuples (x1, x2, . . . , xd), where xi ∈ {0, 1, . . . , n− 1}.
Two vertices are adjacent if the corresponding entries differ on precisely one position. Distance between two vertices x, y
in Hdn is equal to the number of different coordinates of x, y, i.e.
d
i=0 sgn|xi − yi| where sgn is the signum function. This
immediately implies that the radius of Hdn is d.
A Latin square of order n is an n× n square in which each of the numbers 0, 1, 2, . . . , n− 1 occurs exactly once in each
row and exactly once in each column. Two Latin squares are orthogonal, if when one is superimposed on the other, every
ordered pair (0 0), (0 1), . . . , (n− 1 n− 1) occurs. The next Lemma is an easy exercise:
Lemma 2.1. For a given n ≥ 2, there exist two orthogonal Latin squares of order n iff ad(H2n ,H2n ) = 2.
3. Tori and meshes
In this section we prove exact antidilation results for toroidal and ordinary d-dimensional meshes. We will use the
following technical lemma.
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Table 1
Left. Identification of the vertices of T 26 by tuples (x, y). A cell in the table stands for a vertex of the torus. Note that according to the definition of the torus
the first and last cells in columns and rows are adjacent. Right.Mapping of the vertices of T 26 into itself achieving the optimal antidilation value.
(0, 5) (1, 5) (2, 5) (3, 5) (4, 5) (5, 5) (0, 5) (4, 2) (2, 5) (0, 2) (4, 5) (2, 2)
(0, 4) (1, 4) (2, 4) (3, 4) (4, 4) (5, 4) (3, 1) (1, 4) (5, 1) (3, 4) (1, 1) (5, 4)
(0, 3) (1, 3) (2, 3) (3, 3) (4, 3) (5, 3) (0, 3) (4, 0) (2, 3) (0, 0) (4, 3) (2, 0)
(0, 2) (1, 2) (2, 2) (3, 2) (4, 2) (5, 2) (3, 5) (1, 2) (5, 5) (3, 2) (1, 5) (5, 2)
(0, 1) (1, 1) (2, 1) (3, 1) (4, 1) (5, 1) (0, 1) (4, 4) (2, 1) (0, 4) (4, 1) (2, 4)
(0, 0) (1, 0) (2, 0) (3, 0) (4, 0) (5, 0) (3, 3) (1, 0) (5, 3) (3, 0) (1, 3) (5, 0)
Lemma 3.1. For integers a, b and a natural number n ≥ 2
min{|a mod n− b mod n|, n− |a mod n− b mod n|} = min{|a− b| mod n, n− |a− b| mod n}.
Proof. Without lost of generality assume a ≥ b. Let a = a0 + kn, 0 ≤ a0 ≤ n and b = b0 + ln, 0 ≤ b0 ≤ n, where k and l
are integers, i.e., a0 = a mod n and b0 = b mod n. Consider two cases.
Let a0 ≥ b0. Then
LHS = min{|a0 − b0|, n− |a0 − b0|} = min{a0 − b0, n− a0 + b0},
RHS = min{(a0 − b0 + (k− l)n) mod n, n− (a0 − b0 + (k− l)n) mod n} = min{a0 − b0, n− a0 + b0}.
Let a0 < b0. Then
LHS = min{−a0 + b0, n+ a0 − b0},
RHS = min{(a0 − b0 + (k− l)n) mod n, n− (a0 − b0 + (k− l)n) mod n}
= min{(a0 − b0) mod n, n− (a0 − b0) mod n}
= min{n+ a0 − b0,−a0 + b0}. 
Theorem 3.1. Let n ≥ 3 and d ≥ 2. For the d-dimensional toroidal mesh T dn =
d
i=1 Cn




dn/2− 1, if n is even,
(n− 1)/2, if n is odd.
Proof. Divide the proof into two parts according to the parity of n.
Let n be even. Upper bound. Consider a mapping f of T dn into T
d
n . Consider the vertex (n/2, n/2, . . . , n/2) in the host graph.
Observe that the vertex (0, 0, . . . , 0) is the unique vertex in distance dn/2 from it. The vertex f −1(n/2, n/2, . . . , n/2) in the
guest graph has at least two neighbours. At most one of them can be mapped by f into (0, 0, . . . , 0). The other one will be
mapped into a vertex whose distance to (n/2, n/2, . . . , n/2) is at most dn/2− 1.
Lower bound. Define a mapping f : T dn → T dn as follows:
f (x1, x2, . . . , xd) =

((x1 + n/2) mod n, . . . , (xd + n/2) mod n), if x1 + x2 + · · · + xd is even,
(x1, x2, . . . , xd), otherwise.
(5)
Checking the injectivity is trivial.
Consider a vertex (x1, x2, . . . , xd) of the guest graph. Wemay assume that x1+ x2+· · ·+ xd is odd. Because of symmetry
we consider its neighbour ((x1 + 1) mod n, x2, . . . , xd) only. Then using (4), (5) and Lemma 3.1 we have
dist(f ((x1 + 1) mod n, x2, . . . , xd), f (x1, x2, . . . , xd))
= min{|(x1 + 1+ n/2) mod n− x1|, n− |(x1 + 1+ n/2) mod n− x1|}
+ min{|(x2 + n/2) mod n− x2|, n− |(x2 + n/2) mod n− x2|}
+ · · · +min{|(xd + n/2) mod n− xd|, n− |(xd + n/2) mod n− xd|}
= n/2− 1+ (d− 1)n/2 = dn/2− 1.
For an example of the optimal embedding in the case of n = 6 and d = 2 see Table 1. In Table 1 and later in Table 2
we use the (x, y) coordinates convention with the origin in the bottom left cell of the table. Vertex with label (1, 1) is at
the coordinates [1, 1] in the left table. The mapping function assigns new coordinates to it. In Table 1 these coordinates are
[4, 4] so in the right table the vertex (1, 1) has position with coordinates [4, 4]. The neighbours of (1, 1) in the left table are
(0, 1), (1, 2), (1, 0), (2, 1). In the right table these vertices are separated. For example distance between (1, 1) and (1, 0) is
given by the following shortest path in the right table: (1, 1), (5, 4), (2, 2), (5, 0), (3, 3), (1, 0). Note that edges (2, 2), (5, 0) and
(5, 0), (3, 3) are wrap around edges in toroidal mesh which in general connect first and last vertices in rows and columns.
Table 2 is constructed in similar way.
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Table 2
Left. Identification of the vertices of T 25 by tuples (x, y). Right.Mapping of the vertices of T
2
5 into itself achieving the optimal antidilation value.
(0, 4) (1, 4) (2, 4) (3, 4) (4, 4) (4, 1) (0, 2) (1, 3) (2, 4) (3, 0)
(0, 3) (1, 3) (2, 3) (3, 3) (4, 3) (3, 2) (4, 3) (0, 4) (1, 0) (2, 1)
(0, 2) (1, 2) (2, 2) (3, 2) (4, 2) (2, 3) (3, 4) (4, 0) (0, 1) (1, 2)
(0, 1) (1, 1) (2, 1) (3, 1) (4, 1) (1, 4) (2, 0) (3, 1) (4, 2) (0, 3)
(0, 0) (1, 0) (2, 0) (3, 0) (4, 0) (0, 0) (1, 1) (2, 2) (3, 3) (4, 4)
Odd n. Upper bound. In case of odd n there is nothing to prove as the antidilation is trivially bounded from above by the
radius of the host graph, which is d(n− 1)/2.
Lower bound. For simplicity set k = (n+ 1)/2 and X = x1 + x2 + · · · + xd. Define a mapping as follows
f (x1, x2, . . . , xd) = ((Xk) mod n, (Xk− x2) mod n, . . . , (Xk− xd) mod n).
First we prove that f is an injection. Assume that for two distinct vertices (x1, x2, . . . , xd) and (y1, y2, . . . , yd), f (x1, x2,
. . . , xd) = f (y1, y2, . . . , yd) holds. With substitution Y = y1 + y2 + · · · + yd we get d equations
(Xk) mod n = (Yk) mod n,
(Xk− xi) mod n = (Yk− yi) mod n,
for i = 2, 3, . . . , d.
The above equations imply d congruences
(Xk) mod n ≡ (Yk) mod n,
(Xk− xi) mod n ≡ (Yk− yi) mod n,
for i = 2, 3, . . . , d. Subtracting the first congruence from the i-th one we get xi ≡ yi mod n, which forces xi = yi, for
i = 2, 3, . . . , d. Substituting this into the first congruence we have kx1 ≡ ky1 mod n. As k and n are relatively prime, x1− y1
must be divisible by n, hence x1 = y1, a contradiction.
Now we compute distance of images of adjacent vertices of the guest graph. By symmetry, it is sufficient to check the
following two cases.
Case I.
dist(f ((x1 + 1) mod n, x2, . . . , xd), f (x1, x2, . . . , xd))
= dist((((X + 1)k) mod n, ((X + 1)k− x2) mod n, . . . , ((X + 1)k− xd) mod n),
((Xk) mod n, (Xk− x2) mod n, . . . , (Xk− xd) mod n))




min{|((X + 1)k− xi) mod n− (Xk− xi) mod n|,
n− |((X + 1)k− xi) mod n− (Xk− xi) mod n|}
= min{k, n− k} + (d− 1)min{k, n− k} = d(n− k) = d(n− 1)/2.
Case II.
dist(f (x1, (x2 + 1) mod n, . . . , xd), f (x1, x2, . . . , xd))
= dist((((X + 1)k) mod n, ((X + 1)k− x2 − 1) mod n, . . . , ((X + 1)k− xd) mod n),
((Xk) mod n, (Xk− x2) mod n, . . . , (Xk− xd) mod n))
= min{|((X + 1)k) mod n− (Xk) mod n|, n− |((X + 1)k) mod n− (Xk) mod n|}
+ min{|((X + 1)k− x2 − 1) mod n− (Xk− x2) mod n|, n− |((X + 1)k− x2 − 1) mod n
− (Xk− x2) mod n|} +
d
i=3
min{|((X + 1)k− xi) mod n− (Xk− xi) mod n|,
n− |((X + 1)k− xi) mod n− (Xk− xi) mod n|}
= min{k, n− k} +min{k− 1, n− k+ 1} + (d− 2)min{k, n− k} = d(n− 1)/2. 
For example, the case n = 5, d = 2 is in Table 2.





n) = ad(T dn , T dn ).
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Proof. For the upper bound, the argument is the same as for the d-dimensional toroidal mesh.
For the lower bound observe that
ad(T dn , T
d
n ) ≤ ad(Mdn , T dn ) ≤ ad(Mdn ,Mdn).
The first inequality comes from the fact that deleting an edge from the guest graph cannot decrease the antidilation.
Similarly, for the second inequality, deleting an edge from the host graph cannot decrease the antidilation. 
Lagarias showed very tight bounds for ad(Pn1n2 , Pn1 × Pn2) and proposed an open problemwhat is the antidilation of the
n1n2 . . . nd-vertex path in the general mesh
d
i=1 Pni . We solve the problem for the case n1 = n2 = · · · = nd.





dn/2− 1, if n is even,
d(n− 1)/2, if n is odd.
Proof. Observe that if G0 is a connected subgraph of G, with |VG0 | = |VG| then ad(G0,G) ≥ ad(G,G). Note that Pnd is a
subgraph ofMdn , which by Corollary 3.1, immediately gives the lower bound. The optimal upper bound for even n is proved
using the same argument as for the even torus. For d ≥ 2 there are at least four central vertices in the mesh. At least one of
them is an image of the vertex of path having the degree two. One of its neighbours is then at distance at most radius(Mdn)
and the other one at distance at most radius(Mdn)− 1.
The odd case is trivial since there is only one central vertex v inMdn and any vertex mapped into it can have its neighbour
at the distance at most radius(Mdn). 
4. Hamming graphs
We prove exact results for the antidilation of the d-dimensional Hamming graph embedded into itself. We start with a
Lemma.
Lemma 4.1. Let n = rs, where r, s ≥ 2 and d ≥ 2. Then
ad(Hdn ,H
d
n) ≥ min{ad(Hdr ,Hdr ), ad(Hds ,Hds )}.
Proof of Lemma. Let the vertices of Hdn be d-tuples (x1, x2, . . . , xd), where 0 ≤ xi ≤ n − 1. Assume we have an optimal
mappings R:Hdr → Hdr and S:Hds → Hds i.e.:
R(y1, y2, . . . , yd) = (R1(y1, y2, . . . , yd), R2(y1, y2, . . . , yd), . . . , Rd(y1, y2, . . . , yd)),
where 0 ≤ yi ≤ r − 1, and
S(z1, z2, . . . , zd) = (S1(z1, z2, . . . , zd), S2(z1, z2, . . . , zd), . . . , Sd(z1, z2, . . . , zd)),
where 0 ≤ zi ≤ s − 1. We define an injection f :Hdn → Hdn based on R and S. For 1 ≤ i ≤ d, let xi = zir + yi, 0 ≤ yi ≤
r − 1, 0 ≤ zi ≤ s− 1. Then
f (x1, x2, . . . , xd) = (S1(z1, z2, . . . , zd)r + R1(y1, y2, . . . , yd), . . . , Sd(z1, z2, . . . , zd)r + Rd(y1, y2, . . . , yd)).
Checking the injectivity is straightforward. Nowwe estimate distance of images of adjacent vertices in the host graph. Take
two adjacent vertices of Hdn : (x1, x2, . . . , xj, . . . , xd) and (x1, x2, . . . , x
′
j, . . . , xd), xj ≠ x′j and xj = zjr + yj, x′j = z ′j r + y′j .
Distinguish two cases.
(a) Let zj = z ′j . We know that (y1, y2, . . . , yj, . . . , yd) and (y1, y2, . . . , y′j, . . . , yd) are adjacent vertices in Hdr . It follows that
the d tuples
R(y1, . . . , yj, . . . , yd) = (R1(y1, . . . , yj, . . . , yd), . . . , Rd(y1, . . . , yj, . . . , yd))
and
R(y1, . . . , y′j, . . . , yd) = (R1(y1, . . . , y′j, . . . , yd), . . . , Rd(y1, . . . , y′j, . . . , yd))
differ in at least ad(Hdr ,H
d
r ) positions. Consequently
(S1(z1, . . . , zj, . . . , zd)r + R1(y1, . . . , yj, . . . , yd), . . . , Sd(z1, . . . , zj, . . . , zd)r + Rd(y1, . . . , yj, . . . , yd))
and
(S1(z1, . . . , zj, . . . , zd)r + R1(y1, . . . , y′j, . . . , yd), . . . , Sd(z1, . . . , zj, . . . , zd)r + Rd(y1, . . . , y′j, . . . , yd))
differ in at least ad(Hdr ,H
d
r ) positions.
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(b) Let zj ≠ z ′j . We know that (z1, . . . , zj, . . . , zd) and (z1, . . . , z ′j , . . . , zd) are adjacent vertices in Hds . It follows that the
d-tuples
S(z1, . . . , zj, . . . , zd) = (S1(z1, . . . , zj, . . . , zd), . . . , Sd(z1, . . . , zj, . . . , zd))
and
S(z1, . . . , z ′j , . . . , zd) = (S1(z1, . . . , z ′j , . . . , zd), . . . , Sd(z1, . . . , z ′j , . . . , zd))
differ in at least ad(Hds ,H
d
s ) positions. Consequently
(S1(z1, . . . , zj, . . . , zd)r + R1(y1, . . . , yj, . . . , yd), . . . , Sd(z1, . . . , zj, . . . , zd)r + Rd(y1, . . . , yj, . . . , yd))
and
(S1(z1, . . . , z ′j , . . . , zd)r + R1(y1, . . . , y′j, . . . , yd), . . . , Sd(z1, . . . , z ′j , . . . , zd)r + Rd(y1, . . . , y′j, . . . , yd))
differ in at least ad(Hds ,H
d
s ) positions. We used essentially the fact that if for some i
Si(z1, . . . , zj, . . . , zd) > Si(z1, . . . , z ′j , . . . , zd),
then
(Si(z1, . . . , zj, . . . , zd)− Si(z1, . . . , z ′j , . . . , zd))r + R1(y1, . . . , yj, . . . , yd)− R1(y1, . . . , y′j, . . . , yd)
≥ r + R1(y1, . . . , yj, . . . , yd)− R1(y1, . . . , y′j, . . . , yd) > 0. 
The next corollary is obvious


















d− 1, if n = 2 and d ≥ 3,
d, if n = 4k or 4k± 1, k ≥ 1 and d ≥ 3
d− 1 or d, if n = 4k+ 2, k ≥ 1 and d ≥ 3
2, if n ≠ 2, 6 and d = 2.
1, if n = 2, 6 and d = 2.
Proof. Consider the first statement of the theorem, i.e., n = 2, d ≥ 3, the hypercube case. The result follows from the fact
that Hd2 = Md2 and Theorem 3.1 and Corollary 3.1.
Consider the second and the third statement of the theorem. Let n = pm for a prime p and an integerm ≥ 1, with pm > 2.
Let GF(pm) be a finite field with operations and unit elements (+, ., 0, 1). Let i1 denote the inverse element to 1with respect
to addition. Let a ≠ 0, 1 be an element s.t. a+ i1 ≠ 0. As pm > 2, such an element must exist in the field.
The vertices of Hdn are identified by d-tuples (x1, x2, . . . , xd), where xi ∈ GF(pm). Two vertices are adjacent if the
corresponding tuples differ in one position. Define a mapping f :Hdn → Hdn as follows:
f (x1, x2, . . . , xd) = ((x1 + x2 + · · · + xd), (x1 + ax2 + · · · + xd),
(x1 + x2 + ax3 + · · · + xd), . . . , (x1 + · · · + xd−1 + axd)).
First we show the injectivity. Assume that for two vertices (x1, x2, . . . , xd) ≠ (x′1, x′2, . . . , x′d), f (x1, x2, . . . , xd) =
f (x′1, x
′
2, . . . , x
′
d) holds. It yields d equations
x1 + x2 + · · · + xd = x′1 + x′2 + · · · + x′d
x1 + · · · + axi + · · · + xd = x′1 + · · · + ax′i + · · · + x′d,
for i = 2, 3, . . . , d. Multiplying the first equation by i1 and adding it to the i-th equation we get
(a+ i1)xi = (a+ i1)x′i.
Multiplying this equation by (a + i1)−1 we have xi = x′i for i = 2, 3, . . . , d. Substituting this into the first equation we
conclude that x1 = x′1, a contradiction.
Now we compute distances of images of adjacent vertices of the guest graph. Take two adjacent vertices (x1, x2, . . . , xd)
and (x′1, x2, . . . , xd), where x1 ≠ x′1. One can see immediately that the images (d-tuples) differ in every position. Similarly,
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for i = 2, 3, . . . , d, take two adjacent vertices (x1, . . . , xi, . . . , xd) and (x1, . . . , x′i, . . . , xd). Again, the images differ in every
position as axi ≠ ax′i . So distance of images is d.
To finish this case, let n = pm11 pm22 . . . pmtt be the factorization of n, with p1 < p2 < · · · < pt .
If p1 = 2 and m1 ≥ 2 or p1 ≥ 3, i.e., n = 4k or 4k ± 1, combining the previous argument with Corollary 4.1 we prove that
ad(Hdn ,H
d
n) ≥ d. This distance is optimal as the radius of Hdn is d.
If p1 = 2 andm1 = 1, i.e., n = 4k+2, combining the first statement with Corollary 4.1 we prove that ad(Hdn ,Hdn) ≥ d−1.
The last two statements of the theorem are proved using a relation to classical orthogonal Latin squares. It is known that
for n > 2 and n ≠ 6, orthogonal Latin squares exist [2]. By Lemma 2.1 this proves the fourth statement. On the other hand,
for n = 6, orthogonal Latin squares do not exist [18], which by Lemma 2.1 forces ad(H26 ,H26 ) = 1. 
5. Conclusions
Weproved exact values of the antidilation parameter, whenmeshes and hypercubes are embedded into itself. The values
are very close to the obvious radius(Host) upper bound. Determining the exact antidilation for the case n = 4k + 2, of
Hamming graphs is left as an open problem. Another interesting problem is to extend the results for other graphs or to
find a broader class of graphs for which the radius bound is tight. The general case of investigating of ad(G,H) is almost
unexplored.
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