Abstract. The Golomb Ruler Problem asks to position n integer marks on a ruler such that all pairwise distances between the marks are distinct and the ruler has minimum total length. It is a very challenging combinatorial problem, and provably optimal rulers are only known for n up to 26. Lower bounds can be obtained using Linear Programming formulations, but these are computationally expensive for large n. In this paper, we propose a new method for finding lower bounds based on a Lagrangian relaxation. We present a combinatorial algorithm that finds good bounds quickly without the use of a Linear Programming solver. This allows us to embed our algorithm into a constraint programming search procedure. We compare our relaxation with other lower bounds from the literature, both formally and experimentally. We also show that our relaxation can reduce the constraint programming search tree considerably.
Introduction
For some positive integer n, let x 1 , . . . , x n represent the integer positions of n marks on a ruler. We can assume that x i < x j for all 1 ≤ i < j ≤ n and that x 1 = 0. A Golomb ruler has pairwise distinct distances between the marks, i.e., x j − x i for all 1 ≤ i < j ≤ n are distinct. Given n, the Golomb ruler problem asks to find a Golomb ruler with minimum length x n .
Practical applications of the Golomb ruler problem include radio communications, X-ray crystallography, coding theory, and radio astronomy [1, 2, 3, 4] . The problem continues to be very difficult to solve in practice, although it is still unknown whether it is NP-hard. Optimal Golomb rulers are only known up to n = 26. The optimality of rulers of 24, 25 and 26 marks was proven by a massively parallel search coordinated by distributed.net/ogr. The 27-mark search started in March 2009, and as of October 2012, only 65% of this project is complete.
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The Golomb ruler problem is a popular benchmark for discrete optimization, and for constraint programming methods in particular (it is problem prob006 in CSPLib). Several exact methods based on constraint programming have been proposed in the literature, (e.g., [5, 6] ). Other solution methods include algebraic methods (affine and projective plane constructions, [7, 8] algorithms [9] , and hybrid methods combining constraint programming and local search [10, 11] .
A crucial component of exact solution methods is producing lower bounds, which appears to be more challenging than providing upper bounds (feasible rulers). Lower bounds can help to dramatically prune an exhaustive search, but only if they can be found quickly enough. Lower bounds based on linear programming formulations were proposed in [12, 13, 14] . These three formulations were proved equivalent in [15] . Another bound was discussed in [6] and applied within a constraint programming approach for solving the problem. This bound is weaker than the LP bound, but it can be computed more quickly.
In this paper, we propose a new method for producing lower bounds, based on a Lagrangian relaxation of the problem. We show that our relaxation generalizes the bounds proposed in [6] , and can produce a bound that is equivalent to the LP bound. Furthermore, we present an algorithm that allows solving the relaxation in O(n 2 log n) time for fixed Lagrangian multipliers. This allows us to efficiently approximate the LP bound using a subgradient optimization method, and apply our bound within a constraint programming search procedure. We experimentally demonstrate that in practice our method can produce bounds almost as strong as the LP bound much faster than existing methods. Moreover, we demonstrate that it can decrease the search tree size up to 91%, which translates into a solving time reduction of up to 78%.
We note that Lagrangian relaxations have been applied before in the context of CP, see for example [16, 17, 18, 19, 20, 21, 22, 23] . Our results further strengthen the idea that Lagrangian relaxations are a particularly useful method from operations research for enhancing the inference process of constraint programming. In particular, Lagrangian relaxations can help improve the representation of integrating arithmetic constraints into the alldifferent constraint, which is a challenging issue in constraint programming [24] .
The rest of the paper is organized as follows. In Section 2 we present formal models of the Golomb ruler problem. In Section 3 we present the Lagrangian formulation, our efficient algorithm to solve the relaxation, and the subgradient optimization method. Section 4 discusses exact methods to solve the Lagrangian relaxation and relates our formulation to the formulations in [13] , [15] , and [6] . Section 5 contains the computational results comparing our new formulation to the formulations in [13] and [14] , the current state of the art. In Section 6 we present our search algorithm and demonstrate the benefit provided by the Lagrangian relaxation bound.
Exact Models for the Golomb Ruler Problem
We first present a formal model of the Golomb ruler problem. In the following, we will assume that the marks take their position from a range {1, . . . , L} for some appropriate upper bound L.
Rather than taking the marks x 1 , . . . , x n to be our variables, we will take the n 2 -many segment lengths d ij := x j − x i to be our variables. Then the Golomb ruler problem can be expressed as the following constraint programming (CP) model:
We can alternatively express this CP model as an integer programming (IP) model, by representing the alldifferent constraint explicitly as a bipartite matching problem. That is, we introduce a vertex set corresponding to the pairs of marks {(i, j) | 1 ≤ i < j ≤ n}, a vertex set corresponding to the possible lengths {1, 2, . . . , L}, and we define the complete bipartite graph between these two vertex sets. Clearly, a maximum matching in this graph corresponds to a solution to alldifferent [25] . For our IP model, we introduce a binary 'edge' variable such that e ijv = 1 when the pair (i, j) induces a distance v ∈ {1, . . . , L} and e ijv = 0 otherwise. The model thus becomes:
In this model, the first two constraints represent the bipartite matching. The third constraint establishes the relationship between the variables e ijv and d ij .
The fourth is the requirement that each larger segment is made up of the smaller segments it contains. We note that model (2) corresponds to the formulation suggested in [12] . We will refer to it as the matching formulation and to its objective value as z matching . We will derive our Lagrangian relaxation from this model.
Lagrangian Relaxation
In this section, we first present the Lagrangian formulation, which provides a relaxation for any fixed set of Lagrangian multipliers. We then show that each such relaxation can be solved efficiently. In order to find the best relaxation (corresponding to the LP lower bound), we lastly present a subgradient optimization method that approximates the optimal Lagrangian multipliers.
Formulation
We create a Lagrangian relaxation from model (2) as follows. For every pair of non-consecutive marks, that is, for all i, j such that 2 ≤ i + 1 < j ≤ n, we choose a coefficient λ ij ∈ R and consider the LP resulting from moving the last constraint of the matching formulation to the objective function:
s.t.
In this formulation we do not enforce
we do incur a penalty, weighted by λ ij , if we do not satisfy that constraint. Note that the optimal solution for the matching formulation is still feasible in this relaxation, and gives the same objective value. Therefore, the optimal value here is at most z matching .
We can simplify our model further by rearranging the objective function to become
Also, recall that we did not choose λ k,k+1 for any k earlier, so let us take
Then for any fixed (λ ij ) satisfying equation (5), we have the simpler LP:
This is the LP we will refer to as the Lagrangian relaxation, and we will refer to its objective value as z LR . Proof. The proposition follows from choosing (λ ij ) to be the dual variables of the last equation in (2) . (see, e.g., [26] ).
A Combinatorial Algorithm for Solving the Relaxation Proposition 2. For any fixed (λ ij ), the Lagrangian relaxation can be solved in
Proof. What the Lagrangian relaxation LP actually represents is a matching problem where we are matching each λ ij with a number in {1, . . . , L}, and we are trying to minimize the sum of the product of the pairs. It is clear that if λ ij ≥ 0 for all i < j, then to minimize the objective value we must match the largest λ ij with 1, the next largest λ ij with 2, etc. (If we have some λ ij < 0 then we will just take d ij as large as possible making our objective value −∞.) Thus our method for solving the Lagrangian relaxation will be as follows.
1 Sort (λ ij ) into decreasing order.
2 Let d ij be the location of λ ij in the sorted list.
Since our algorithm for solving the Lagrangian relaxation reduces to sorting n 2 elements, we can solve it in O(n 2 log n) time.
Subgradient Optimization Method
In order to find (close to) optimal values for (λ ij ), we designed an iterative local search scheme similar to subgradient optimization methods as applied in, e.g., [27, 28] . To approximate good values for (λ ij ), recall that λ ij is a penalty for not satisfying the constraint
Therefore, if we solve the Lagrangian relaxation and do not satisfy the constraint for pair (i, j), we should increase the penalty λ ij . Our algorithm is as follows:
1 Choose initial stepsize 2 Choose initial values for λ ij with i + 1 < j (for example, all 0)
4 Repeat until some stopping criterion {
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The performance of this algorithm highly depends on the choice and adjustment of the stepsize parameter. In our implementation, we start with a stepsize of 1 (in line 1). When an iteration results in negative values for some λ ij , we divide the stepsize in half to refine the search. Otherwise, after each 5 iterations of decreasing values for z LR , we multiply the stepsize by 0.999 (line 8).
Unfortunately, this algorithm does not have a natural stopping condition based on optimality of the solution. In fact, even if we use the optimal (λ ij ) as initial data, one iteration will return different values. Nevertheless, this algorithm produces very good approximations of z matching very quickly, as we will see in Section 5.
Relationship with Other Formulations
In this section we investigate the relationship of our Lagrangian relaxation with other, existing, formulations for obtaining lower bounds. Throughout this section we will use λ to mean (λ ij ) ∈ R ( 
Permutation Formulation
Our goal in the last section was 
We will refer to this model as the permutation formulation. This formulation was also given in [13] and [15] . The correspondence between model (7) and our Lagrangian relaxation is that by solving model (7) we obtain optimal values for λ with respect to the Lagrangian relaxation, and both models will provide the same objective value. Unfortunately, solving the permutation model directly is non-trivial; we have about n 2 ! constraints. However, we can apply Proposition 2 to solve it more quickly. We will iterate solving model (7) for a subset of constraints C ⊂ S (
Our algorithm is as follows: The sorting algorithm and the restricted permutation model provide lower and upper bounds, respectively; optimality is proved when these bounds meet (line 5). This can serve as a systematic alternative approach to our local search.
Equation Sums Bound
We next study the relationship of the Lagrangian relaxation with the lower bounds proposed in [6] . For this, we consider the constraint i≤k<j λ ij = 1 in models (7) and (8) . We assign a coefficient λ ij to each segment of the ruler, but why should we have them summing to 1 in this way? Before we answer that question, we recall the lower bounds given in [6] by illustration with an example. Let n = 5, for which the length of the ruler is given by d 15 . If we want to bound d 15 , we can first divide this segment into sub-segments in different ways:
Multiplying each equation by 1 3 and adding them together gives
Since all these numbers will be distinct naturals, we get
There are, of course, many ways we can write out d 1n as a sum of smaller segments, and [6] proposes some heuristics. We will refer to bounds of this form as equation sums bounds. Another option we have is to weight the equations differently. For example, we could have given the first two equations weights of 0.4 and the last equation a weight of 0.2 instead of giving them all a weight of We will refer to bounds of this form as generalized equation sums bounds. Proof. The weights of the equations in the generalized equation sums bound must always be distributed so that they sum to 1. This way d 1n always gets a coefficient of 1, and we always end up with a bound of the form d 1n ≥ μ ij d ij for some coefficients μ ij . Note that in each equation for each k = 1, . . . , n − 1, there is some term that encapsulates the segment (k, k + 1). That is, there is some d ij such that i ≤ k < j. Since the weights on each equation sum to one, the coefficients that encapsulate the pair (k, k + 1) should sum to 1. That is: i≤k<j μ ij = 1. Then to find the minimum value of i<j d ij μ ij we simply sort (μ) into decreasing order and assign each d ij the corresponding value. This is precisely what we did in Proposition 2.
This shows that although the bound from [6] is weaker than the LP bound, it can be generalized to be as strong as the LP bound, and it gives a nice intuition for our constraint on λ.
Computational Results for Approximating the LP Bound
The purpose of our experimental results is twofold. First, we would like to gain insight in the performance of our approximate local search scheme relative to the systematic iterative scheme based on the permutation formulation for solving the Lagrangian relaxation. Second, we wish to evaluate our Lagrangian relaxation with the state of the art for solving the LP relaxation.
Subset Formulation
The current fastest method for solving the LP relaxation for the Golomb ruler problem was proposed by [15] . It is based on the following formulation of the lower bound, proposed in [14] .
We will call this the subset formulation. Again, this LP is too big to solve as stated since it has O(2 ( n 2 ) ) constraints. However, [15] proposes an iterative solving method in which we only include the second constraint above for some subset T ⊂ P(S).
This approach is the currently best known algorithm for finding the LP bound, and we will compare our proposed algorithm to this.
Implementation and Results
We implemented the Lagrangian relaxation and the subgradient method in C++, following the description in Section 3.3. It was run using C++ on an Intel core i3 processor (2.13 GHz). The times reported are the number of seconds elapsed between when the program started running and when that lower bound was found.
We implemented both the subset formulation and the permutation formulation in AIMMS. The AIMMS implementations were run on the same Intel core i3 processor. The times reported are the sums of the solve times for each call to CPLEX, i.e., we eliminate the overhead that AIMMS may add).
We ran the cases n = 30, 40, 50, and 60 to completion, and n = 130 for 600 seconds. In each case we can see from the figures that although the Lagrangian relaxation does not achieve the LP bound, it gets close to it before the subset formulation does. We also show, for reference, the constant functions y = UB, where UB is the best known upper bound (length of the shortest known ruler 2 ) and y = LB where LB is the value of the LP bound (the final value of z in all our formulations). 
CP Implementation
We implemented a CP search program that, given n and L, finds all n-mark Golomb rulers of length L. It is implemented as a set constraint problem [29] concerning two set variables: X, the set of marks in the ruler, and D, the set of distances measured by the ruler. We apply the standard subset + cardinality domain ordering, whereby we maintain a lower bound of mandatory elements (denoted by X − and D − ) and an upper bound of possible elements (denoted by X + and D + ). Our constraints are as follows.
Our branching procedure is described in Figure 6 . Line 18 ensures that between any ruler and its mirror image only one is found by this program, reflecting the last constraint in model (10) . The search strategy considers each distance d ∈ {1, . . . , L} in decreasing order and decides where and if d will be measured in the ruler. 5 r e t u r n 0 6 Proof. Without loss of generality, suppose there is x, x + d ∈ X + with 0 < x < L − d. Then since we have decided if and where to place the distance x + d, and we know 0 will be a mark in our ruler, we already know whether we are including the mark x + d. Similarly, since d < L − x, we already know if and where we are including the distance L − x and since we are including the mark L, we also know whether we are including the mark x. If we had decided to include both x and x + d, then we would not need to decide on the distance d. Thus if d is the largest distance we have not decided whether or not to include, we only need to consider three possibilities: the mark d is in the ruler, the mark L − d is in the ruler, or the distance d is not measured by the ruler.
We ran three programs to test our algorithm, and the results are in Table 1 . The baseline program just calls the procedure above. The other two programs start by running 2000 iterations of our subgradient optimization procedure, thus fixing our values for λ, and then call a modified version of the branch procedure, which, at line 7, uses proposition 2 to check if we have violated the LP bound. LR1 performs this check when |X − | ≡ 1 mod 3, and LR2 performs this check at every node.
Our algorithm always reduces the size of the search tree, sometimes by as much as 91% as in Table 2 . The Lagrangian relaxation does not appear to speed up the algorithm when we are searching for a ruler, but it can speed up the algorithm when we are trying to prove a ruler does not exist. Interestingly, it appears the strength of this method is correlated with the strength of the LP bound. 
