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© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Themotivation for thispapercomes fromanattempt toconstruct (adiscreteversionof) thequantum
ﬁeld theory interacting with a non-trivial gravitational ﬁeld. Such a theory would describe a quantum
mechanical systemwith inﬁnitelymany degrees of freedom, assigned to the points of an inﬁnite lattice
Zd [3,9–11]. The generalizedmultidimentional discrete Poisson equation arises as a natural tool of such
a theory, as a result of the application of the principle of the extremality of the action to the discretized
action of scalar ﬁeld on a lattice. The spatial discretization is done at classical level in order to derive
the countable algebra of observables for quantization [9–11]. Other notable physical applications of
the discrete Poisson equation are in numerical simulations in electrostatics [8] and in computational
ﬂuid mechanics [5], in the case of incompressible ﬂow problems.
The best-understood are of course one-dimensional difference equations – seemonograph [1]. The
proof of existence and uniqueness for one-dimensional difference equations of any ﬁxed order was
given by Tauber [13]. In [7], the existence and uniqueness of solutions of one-dimensional boundary
value difference problems has been shown for the right-hand side (“source”) satisfying a two-sided
Lipschitz condition.
The many-dimensional case is more difﬁcult. There is no general theorem on the existence and
uniqueness of solutions. However, properties of fundamental solutions have been investigated [4,12,
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14]. The uniqueness of solutions of boundary problems for equations with dominant coefﬁcient has
been proven in [15] (in the case of an inﬁnite boundary, solutions tend to zero at inﬁnity).
In this paper, we present a proof of the uniqueness (up to an additive constant) of another class
of the solutions of generalized discrete Poisson equation, and derive the necessary conditions for the
existence of solutions.
1.1. Derivation of the generalized discrete Poisson equation in many dimensions
The equation we deal with may be derived from the following variational principle:
δW(f¯ , f ) = 0,
whereW is deﬁned as
W(f¯ , f ) :=
∑
n∈Zd
d∑
k=1
d∑
l=1
bn,kl(fn − fn−ek )(fn − fn−el ).
Here, f is the unknown solution, a complex sequence deﬁned on the lattice Zd(f : Zd → C), whereas
b : Zd → Cd×d is a sequenceofd × dpositiveHermitianmatricesbnwhose spectraσ(bn)have common
bounds
∀
n∈Zd σ(bn) ∈ (b1, b2], 0 b1  b2 < ∞. (1)
We assume that f fulﬁlls the following condition:
∀1kd
∑
n∈Zd
|fn − fn−ek |2 < ∞, (2)
that is, it has “square-summable differences”. Due to (1), this is equivalent to assuming thatW(f¯ , f ) is
ﬁnite, since
b1
d∑
k=1
|fn − fn−ek |2 <
d∑
k=1
d∑
l=1
bn,kl(fn − fn−ek )(fn − fn−el ) b2
d∑
k=1
|fn − fn−ek |2.
VaryingW(f¯ , f ) over fn, we derive the following homogeneous equation for f :
d∑
k=1
d∑
l=1
[bn+ek ,kl(fn+ek − fn+ek−el ) − bn,kl(fn − fn−el )] = 0.
In the present paper, we consider a general, non-homogeneous case
d∑
k=1
d∑
l=1
[bn+ek ,kl(fn+ek − fn+ek−el ) − bn,kl(fn − fn−el )] = gn, (3)
which we call the generalized multidimensional discrete Poisson equation. The simplest example is pro-
vided by the standard multidimensional discrete Poisson equation, corresponding to bn,kl = δk,l:
d∑
k=1
(fn+ek + fn−ek − 2fn) = gn.
Of course, adding a constant to a solution f of (3) we again obtain a solution. Within the class of
functions fulﬁlling (2), we prove that any two solutions of Eq. (3) are equal up to an additive constant.
In the classical theory of massless scalar ﬁeld on a lattice, W is the potential part of the lattice
Hamiltonian
H(f¯ , f , ∂t f , ∂t f ) = a
d
2
∑
n∈Zd
√
det hn|∂t fn|2 + adW(f¯ , f ),
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where fn is the scalar ﬁeld (if it is complex, it means that the ﬁeld has electric charge) at lattice site n
and bn,kl are functions of coefﬁcients of the spatial metric tensor h and constant lattice spacing a:
bn,kl =
√
det hnh
kl
n
a2
.
Themetrichasnonegativeeigenvalues andnodivergencies. For |n| → ∞ (the so-called spatial inﬁnity),
it becomes the spatial Euclidean metric. This justiﬁes the bounds (1).
H is derived from the continuous action of the massless scalar ﬁeld
Sc(f¯ , f , ∂t f , ∂t f ) =
∫
ημν(∂μf )(∂ν f )
√
−det η
by discretizing only the spatial derivatives (μ, ν = 1, 2, 3)
∂kfn ≈
fn − fn−ek
a
and assuming that the spacetime metric η is diagonal in the time coordinate: η0μ = −δ0,μ. The spatial
metric is the sub-block of η:
hkl = ηkl.
Discretizing Sc leads to the discrete action
S(f¯ , f , ∂t f , ∂t f ) =
∫
dt
⎛
⎝ad
2
∑
n∈Zd
√
det hn|∂t fn|2 − adW(f¯ , f )
⎞
⎠
from which H is obtained by the Legendre transformation. The quantum counterpart of this theory
is obtained by assigning meaning to fn and ∂t fn (momentum) as unbounded operators on a suitable
Hilbert space [2].
The question of the uniqueness of solutions of (3) became interesting to us in the course of our
research on the Gelfand–Neimark–Segal construction [2,6] of the Hilbert space of quantum scalar ﬁeld
on an inﬁnite d-dimensional lattice in the presence of a non-vanishing gravitational ﬁeld. It is linked
to the question of the uniqueness of the ground state (vacuum state) as a limit of the vacuum states
on ﬁnite lattices (“state” meaning here a positive normalized functional on a ∗-algebra of quantum
observables). The proof of this relation is beyond the scope of this paper and can be found in [16].
In [15], the uniqueness of solutions vanishing at inﬁnity (lim‖n‖→∞ fn = 0) has been proved for a
wide class of multidimensional discrete equations. Unfortunately, this is not sufﬁcient for purposes of
the quantumﬁeld theory. Our result presented here is valid for solutions fulﬁlling a different condition,
namely (2).
Given two solutions of (3), f and f ′, satisfying condition (2), their difference xn := fn − f ′n fulﬁlls (2)
and solves the homogeneous equation with g = 0:
d∑
k=1
d∑
l=1
[bn+ek ,kl(xn+ek − xn+ek−el ) − bn,kl(xn − xn−el )] = 0. (4)
It is, therefore, sufﬁcient to prove that, within the class of functions fulﬁlling (2), any solution of (4) is
constant.
2. Uniqueness theorem
Theorem 1. Let x : Zd → C be a solution of the homogeneous generalized discrete Poisson equation (4) in
d dimensions. Let us assume that x has the property (2),
∀1kd
∑
n∈Zd
|xn − xn−ek |2 < ∞. (5)
Then
xn = const.
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Observe that the uniqueness within the class of square-summable functions:∑
n∈Zd
|xn|2 < ∞
follows easily from the following, standard argument. We multiply both sides of (4) by xn and sum
over n ∈ Zd, obtaining
∑
n∈Zd
xn
d∑
k=1
d∑
l=1
[bn+ek ,kl(xn+ek − xn+ek−el ) − bn,kl(xn − xn−el )] = 0.
Changing the order of summation in this expression we get:
∑
n∈Zd
d∑
k=1
d∑
l=1
bn,kl(xn − xn−ek )(xn − xn−el ) = 0.
Due to (1), this implies xn = const. However, we consider solutions which are not necessarily square-
summable, and the above argument does not work.
Proof. Consider the following auxiliary quantity v : Zd ⊗ [1, d] → C, deﬁned as
vn,k := xn − xn−ek . (6)
From (5) and (6), we have that for each k, (vn,k) is a square-summable sequence,∑
n∈Zd
|vn,k|2 < ∞. (7)
The fact that v is square-summable allowsus todeﬁneanother auxiliary quantity v˜ : [1, d] ⊗ [−π ,π ]d →
C as the Fourier transform of v,
v˜k(s) :=
1
(2π)d/2
∑
n∈Zd
vn,ke
−in·s, s ∈ [−π ,π ]d. (8)
Additionally, (7) leads to v˜k being square-integrable,∫
[−π ,π ]d
|v˜k(s)|2dds < ∞.
Due to (6), we have for each pair 1 k1, k2  d and each n ∈ Zd
vn,k1 − vn−ek2 ,k1 = vn,k2 − vn−ek1 ,k2 .
The Fourier transform of this equation goes as follows:
v˜k1 (s)(1 − e
−isk2 ) = v˜k2 (s)(1 − e
−isk1 ).
Therefore, the following equality is valid for sk2 /= 0:
v˜k1 (s) = v˜k2 (s)(1 − e
−isk1 )(1 − e−isk2 )−1.
The set {s ∈ [−π ,π ]d : sk2 = 0} hasmeasure zero (in the Lebesguemeasure
∏d
j=1 dsj = dds). We rewrite
the equality as
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v˜k1 (s) v˜k2 (s)
1 − e−isk1
1 − e−isk2
, (9)
where  means ‘equal everywhere in [−π ,π ]d except for a set with measure zero’.
It is be convenient for us to introduce another pair of auxiliary quantities. Let us deﬁne y : Zd ⊗
[1, d]2 → C as
yn,kl := bn,klvn,l. (10)
Due to the bounds (1) on bn and the fact that it is a Hermitian matrix, we have |bn,kl| b2. Inserting
this into
∑
n∈Zd |yn,kl|2, we get∑
n∈Zd
|yn,kl|2  b2
∑
n∈Zd
|vn,k|2 < ∞ (11)
for each 1 k, l  d. Because of (11), we can deﬁne another quantity, y˜ : [1, d]2 ⊗ [−π ,π ]d → C, as the
Fourier transform of yn,kl ,
y˜kl(s) :=
1
(2π)d/2
∑
n∈Zd
yn,kle
−in·s, (12)
y˜kl is a square-integrable function on the domain [−π ,π ]d,∫
[−π ,π ]d
∣∣y˜kl(s)∣∣2 dds < ∞.
With the help of (6) and (10), we write (4) as
d∑
k=1
d∑
l=1
(yn,kl − yn+ek ,kl) = 0. (13)
Using the definition of y˜, we can calculate the Fourier transform of (13),
d∑
k=1
d∑
l=1
y˜kl(s)(1 − eisk ) = 0.
Multiplying both sides by v˜1(s)(1 − eis1 )−1 and using (9), we obtain
d∑
k=1
⎛
⎝ d∑
l=1
y˜kl(s)
⎞
⎠ v˜k(s) 0.
Recalling the definition of  , we can integrate this formula over s, obtaining
d∑
k=1
∫
[−π ,π ]d
v˜k(s)
⎛
⎝ d∑
l=1
y˜kl(s)
⎞
⎠dds = 0.
Since the Fourier transform preserves the L2 scalar product, we have from formulae (8), (10) and (12)
d∑
k=1
∑
n∈Zd
vn,k
⎛
⎝ d∑
l=1
bn,klvn,l
⎞
⎠ = 0. (14)
By (1) and (7), we have for each 1 k  d
∑
n∈Zd
∣∣∣∣∣∣
d∑
l=1
bn,klvn,l
∣∣∣∣∣∣
2
< ∞.
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The last result, together with (7) and the Schwartz inequality, ensures the convergence of the series
∑
n∈Zd
vn,k
⎛
⎝ d∑
l=1
bn,klvn,l
⎞
⎠
for each 1 k  d. Thus, we may transform (14) into
∑
n∈Zd
d∑
k=1
d∑
l=1
bn,klvn,kvn,l = 0. (15)
From (1) we know that for each n ∈ Zd, we have
d∑
k=1
d∑
l=1
bn,klvn,kvn,l  b1
d∑
k=1
|vn,k|2.
Since b1 > 0, Eq. (15) may be true if and only if vn,k = 0 for all n ∈ Zd and all 1 k  d. From (6), we
get xn − xn−ek = 0, which means that Theorem 1 is true,
xn = const. 
Using the above result, we prove the main theorem:
Theorem 2. Let f , f ′ : Zd → C be solutions of Eq. (3), which fulﬁll condition (2). Then
fn = f ′n + const,
which means that solutions of (3) which fulﬁll condition (2) are unique up to a constant.
Proof. The difference x := f − f ′ is a solution of Eq. (4) and fulﬁlls condition (5). Therefore, Theorem 1
applies and we have
xn = const.
Thus,
fn = f ′n + const.
This ends the proof. 
3. Existence of solutions
To complete our work, we discuss the existence of solutions of (3). Firstly, we show in Section 3.1
the sufﬁcient and necessary condition for the existence of ﬁnite solutions (i.e. |fn| < ∞ for each n), and
then derive in Section 3.2 the necessary condition for the existence of solutionswith square-summable
differences. We also give an example showing that the condition is not, in general, sufﬁcient.
3.1. Necessary and sufﬁcient condition for the existence of ﬁnite solutions
We begin with a trivial observation that, due to the bounds (1) and the locality of (3), if |fn| < ∞
for every n ∈ Zd, then |gn| < ∞ for every n ∈ Zd. Hence, the necessary condition for the existence of
a ﬁnite solution f is that g is ﬁnite.
The sufﬁciency of this condition is the subject of the following:
Lemma 1. Let gn be the right-hand side of (3), |gn| < ∞ and such that gn = 0 for n1 > 0. Then (3) has a
ﬁnite solution such that fn = 0 for n1  0.
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Proof. Let us assume that fn = 0 for n1  0. It is easy to see that (3) is fulﬁlled for every n such that
n1 > 0.
Let n1 = 0. We can rearrange terms in (3) so that
fn−e1
d∑
k=1
bn,k1 = gn +
d∑
k=1
⎡
⎣ d∑
l=2
bn,k1(fn − fn−el ) + bn,k1fn
−
d∑
l=1
bn+ek (fn+ek − fn+ek−el )
⎤
⎦.
For these n for which
∑d
k=1 bn,k1 /= 0, we deﬁne
fn−e1 =
gn +∑dk=1 [∑dl=2 bn,k1(fn − fn−el ) + bn,k1fn −∑dl=1 bn+ek (fn+ek − fn+ek−el )]∑d
k=1 bn,k1
.
Otherwise, we put fn−e1 = 0. In this way, we extend the ﬁnite solution to the hyperplane {n ∈ Zd|n1 =
−1}. By induction, we obtain a ﬁnite solution for all n. 
A similar argument can be made in the case of right-hand side g of (3) being zero for n1  0.
Therefore, since every ﬁnite g can be decomposed into a sum of g+ and g−, fulﬁlling the conditions
g+n = 0 for n1  0 and g−n = 0 for n1 > 0, respectively, we ﬁnd that for any ﬁnite right-hand side g, Eq.
(3) has a ﬁnite solution. This forms the proof of the following:
Theorem 3. The necessary and sufﬁcient solution for the existence of a ﬁnite solution of (3) is that the
right-hand side g of (3) is ﬁnite.
3.2. Necessary condition for the existence of solutions with square-summable differences
Theorem 4. If f , fulﬁlling condition (2), is the solution of (3), then its right-hand side g must be square-
summable.
Proof. Indeed, from (3) we have
∑
n∈Zd
|gn|2 =
∑
n∈Zd
d∑
k,l=1
d∑
k′ ,l′=1
bn,klbn,k′l′ (fn − fn−el )(fn − fn−el′ )
−
∑
n∈Zd
d∑
k,l=1
d∑
k′ ,l′=1
bn,klbn+ek′ ,k′l′ (fn − fn−el )(fn+ek′ − fn+ek′ −el′ )
+
∑
n∈Zd
d∑
k,l=1
d∑
k′ ,l′=1
bn+ek ,klbn+ek′ ,k′l′ (fn+ek − fn+ek−el )(fn+ek′ − fn+ek′ −el′ )
−
∑
n∈Zd
d∑
k,l=1
d∑
k′ ,l′=1
bn+ek ,klbn,k′l′ (fn+ek − fn+ek−el )(fn − fn−el′ ). (16)
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Each of these terms is bounded, for example:∣∣∣∣∣∣
d∑
k,l=1
d∑
k′ ,l′=1
bn,klbn,k′l′ (fn − fn−el )(fn − fn−el′ )
∣∣∣∣∣∣

d∑
k,l=1
d∑
k′ ,l′=1
|bn,kl||bn,k′l′ ||fn − fn−el ||fn − fn−el′ |
 b22
d∑
k,l=1
d∑
k′ ,l′=1
|fn − fn−el ||fn − fn−el′ |, (17)
since for Hermitian bn, we have |bn,kl| ‖bn‖. For each product of the type |fn − fn−el ||fn − fn−el′ |, we
have
∑
n∈Zd
|fn − fn−el ||fn − fn−el′ |
d∑
k=1
∑
n∈Zd
|fn − fn−ek |2 < ∞ (18)
and analogously for other terms in (16). Using these results, we obtain
∑
n∈Zd
|gn|2  b22d4
d∑
k=1
∑
n∈Zd
|fn − fn−ek |2 < ∞. (19)
Hence, g is square-summable. 
One can easily show that this condition is only necessary, not sufﬁcient. Consider a one-dimensional
lattice with
gn =
{
1 n = 0,
1
|n| n /= 0
on the right hand side of (3) and
bn,1 ≡ 1.
Hence, Eq. (3) acquires the form
fn+1 + fn−1 − 2fn =
{
1 n = 0,
1
|n| n /= 0
or – a more tractable one –
fn+1 − fn = fn − fn−1 +
{
1 n = 0,
1
|n| n /= 0.
(20)
As the series
∑∞
n=0 1n2 is summable, such g is square-summable. Since we are interested in a ﬁnite
solution, we assume without the loss of generality that f1 − f0 = f for ﬁnite f . For any n > 1, we have
fn − fn−1 = f +
n−1∑
n′=1
1
n
,
whichasymptotically increases like log n forn → ∞. Therefore, (20)hasnoﬁnite solutionswith square-
summable differences.
4. Summary
We have introduced the generalized discrete Poisson equation in d dimensions. With the use of
the Fourier transform, we have proved the uniqueness up to a constant of the solutions with square-
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summable discrete derivatives. We also provide the necessary condition for the existence of solution.
Because of the ubiquity of discrete equations and the Poisson equation in particular, this result is
important for many areas of physics and mathematics.
A necessary condition of the existence of the solution is provided. However, the square-summa-
bility of g does not guarantee the existence of f in (3). Investigation of the possible reﬁnement of the
conditions on b and g in (3) which would add sufﬁciency to the necessity lies beyond the scope of this
paper.
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