Abstract. We study a general method of the field intersection problem of generic polynomials over an arbitrary field k via formal Tschirnhausen transformation. In the case of solvable quintic, we give an explicit answer to the problem by using multi-resolvent polynomials.
Introduction
Let G be a finite group. Let k be an arbitrary field and k(t) the rational function field over k with n indeterminates t = (t 1 , . . . , t n ).
A polynomial f t (X) ∈ k(t)[X] is called k-generic for G if it has the following property: the Galois group of f t (X) over k(t) is isomorphic to G and every G-Galois extension L/M, #M = ∞, M ⊃ k, can be obtained as L = Spl M f a (X), the splitting field of f a (X) over M , for some a = (a 1 , . . . , a n ) ∈ M n . We suppose that the base field M , M ⊃ k, of a G-extension L/M is an infinite field.
Examples of k-generic polynomials for G are known for various pairs of (k, G) (for example, see [Kem94] , [KM00] , [JLY02] , [Rik04] ). Let f G t (X) ∈ k(t)[X] be a k-generic polynomial for G. Since a k-generic polynomial f G t (X) for G covers all G-Galois extensions over M ⊃ k by specializing parameters, it is natural to ask the following problem:
Field isomorphism problem of a generic polynomial. Determine whether Spl M f G a (X) and Spl M f G b (X) are isomorphic over M or not for a, b ∈ M n .
It would be desired to give an answer to the problem within the base field M by using the data a, b ∈ M n . Let S n (resp. D n , C n ) be the symmetric (resp. the dihedral, the cyclic) group of degree n. For C 3 , the polynomial f C 3 t (X) = X 3 − tX 2 − (t + 3)X − 1 ∈ k(t)[X] is k-generic for an arbitrary field k. We showed in [HM] the following theorem which is an analogue to the results of Morton [Mor94] and Chapman [Cha96] .
Theorem 1.1 ( [Mor94] , [Cha96] , [HM] ). Let f C 3 t (X) be as above and assume char k = 2. For m, n ∈ M with (m 2 + 3m + 9)(n 2 + 3n + 9) = 0, two splitting fields Spl M f C 3 m (X) and Spl M f C 3 n (X) over M coincide if and only if there exists z ∈ M such that either n = m(z 3 − 3z − 1) − 9z(z + 1) mz(z + 1) + z 3 + 3z 2 − 1 or n = − m(z 3 + 3z 2 − 1) + 3(z 3 − 3z − 1) mz(z + 1) + z 3 + 3z 2 − 1 .
We have Spl M f C 3 m (X) = Spl M f C 3 n (X) whenever m, n ∈ M satisfy the condition in Theorem 1.1. In particular, over an infinite field M , for each fixed m ∈ M with Gal(f C 3 m /M ) = {1} or Gal(f C 3 m /M ) = C 3 there exist infinitely many n ∈ M such that Spl M f C 3 m (X) = Spl M f C 3 n (X). We also gave analogues to Theorem 1.1 for two non-abelian groups for S 3 and D 4 in [HM07] and respectively as follows: Theorem 1.2 ( [HM07] ). Let k be a field of char k = 3 and f S 3 t (X) = X 3 + tX + t ∈ k(t)[X] a k-generic polynomial for S 3 . For a, b ∈ M \ {0, −27/4} with a = b, two splitting fields Spl M f S 3 a (X) and Spl M f (ii) a ′ = 2(ap 2 − 4bpq + abq 2 ), b ′ = (a 2 − 4b)(p 2 − bq 2 ) 2 .
In Theorem 1.3, under the assumption C 4 ≤ Gal(f a ′ ,b ′ (X)) (cf. [HM-2, Lemma 4.14]), and this fact was given by Van der Ploeg [Plo87] when M = Q.
As in the case of C 3 over an infinite field M , for a fixed a ∈ M with Gal(f S 3 a /M ) ≤ S 3 (resp. fixed a, b ∈ K with C 4 ≤ Gal(f a ′ ,b ′ (X)).
Kemper [Kem01] , furthermore, showed that for a subgroup H of G every H-Galois extension over M ⊃ k is also given by a specialization of f G t (X) as in a similar manner. Hence the following two problems naturally arise:
Field intersection problem of a generic polynomial. For a field M ⊃ k and a, b ∈ M n , determine the intersection of Spl M f G a (X) and Spl M f G b (X).
Subfield problem of a generic polynomial. For a field M ⊃ k and a, b ∈ M n , determine whether Spl M f G b (X) is a subfield of Spl M f G a (X) or not.
If we get an answer to the field intersection problem of a k-generic polynomial, we obtain an answer to the subfield problem and hence that of the field isomorphism problem.
The aim of this paper is to study a method to give an answer to the intersection problem of k-generic polynomials via formal Tschirnhausen transformation and multi-resolvent polynomials.
In Section 2, we review some known results about resolvent polynomials. In Section 3, we recall formal Tschirnhausen transformation which is given in [HM] . In Section 4, by using materials given in Sections 2 and 3, we give a general method to solve the intersection problem of k-generic polynomials.
In Section 5, we give a general method to construct a generic polynomial for the direct product H 1 × H 2 of two subgroups H 1 and H 2 of S n .
In Section 6, we take the following quintic generic polynomials with two parameters for F 20 , D 5 and C 5 , respectively, where F 20 is the Frobenius group of order 20. s,t (X) = X 5 + (t − 3)X 4 + (s − t + 3)X 3 + (t 2 − t − 2s − 1)X 2 + sX + t ∈ k(s, t)[X],
A,B (X) = X 5 − P Q 2 (A 2 − 2A + 15B 2 + 2)X 3 + P 2 Q 3 (2BX 2 − (A − 1)X − 2B) ∈ k(A, B) [X] where P = (A 2 − A − 1) 2 + 25(A 2 + 1)B 2 + 125B 4 , Q = 1 − A + 7B 2 + AB 2 . Based on the general method, we illustrate the solvable quintic cases and give an explicit answer to the problem by multi-resolvent polynomials in the final Section 7. We also give some numerical examples.
Resolvent polynomial
In this section we review known results in the computational aspects of Galois theory (cf. the text books [Coh93] , [Ade01] ). One of the fundamental tools to determine the Galois group of a polynomial is the resolvent polynomials; an absolute resolvent polynomial was first introduced by Lagrange [Lag1770] , and a relative resolvent polynomial by Stauduhar [Sta73] . Several kinds of methods to compute resolvent polynomials have been developed by many mathematicians (see, for example, [Sta73] , [Gir83] , [SM85] , [Yok97] , [MM97] , [AV00] , [GK00] and the references therein).
Let M ⊃ k be an infinite field and M a fixed algebraic closure of
be a separable polynomial of degree m with some fixed order of the roots α 1 , . . . , α m ∈ M . The Galois group of the splitting field Spl M f (X) of f (X) over M may be obtained by using suitable resolvent polynomials.
Let
. . , x m ] be the polynomial ring over k with indeterminates
We take a surjective evaluation homomorphism
We note that ω f (∆ x ) = 0 from the assumption that f (X) is separable. The kernel of the map ω f is the ideal
Let S m be the symmetric group of degree m. For π ∈ S m , we extend the action of π on m letters {1, . . . , m} to that on R by π(Θ(x 1 , . . . , x m )) := Θ(x π(1) , . . . , x π(m) ). We define the Galois group of a polynomial
We write Gal(f ) := Gal(f /M ) for simplicity. The Galois group of the splitting field Spl M f (X) of a polynomial f (X) over M is isomorphic to Gal(f ). If we take another ordering of roots α π(1) , . . . , α π(m) of f (X) with some π ∈ S m , the corresponding realization of Gal(f ) is the conjugate of the original one given by π in S m . Hence, for arbitrary ordering of the roots of f (X), Gal(f ) is determined up to conjugacy in S m .
where π runs through the left cosets on H in G, is called the formal G-relative H-invariant resolvent by Θ, and the polynomial
is called the G-relative H-invariant resolvent of f by Θ.
The following theorem is fundamental in the theory of resolvent polynomials (cf. [Ade01, p.95]).
is decomposed into a product of powers of distinct irreducible polynomials
. Then we have a bijection
where the product runs through the left cosets τ H of H in G contained in Gal(f ) π H, that is, through τ = π σ π where π σ runs a system of representatives of the left cosets of Gal(f )∩πHπ −1 ; each h π (X) is irreducible or a power of an irreducible polynomial with deg(
Corollary 2.2. If Gal(f ) ≤ πHπ −1 for some π ∈ G then RP Θ,G,f (X) has a linear factor over M . Conversely, if RP Θ,G,f (X) has a non-repeated linear factor over M then there exists π ∈ G such that Gal(f ) ≤ πHπ −1 .
Remark 2.3. When the resolvent polynomial RP Θ,G,f (X) has a repeated factor, there always exists a suitable Tschirnhausen transformationf of f (cf. §3) over M (resp. X −Θ of X − Θ over k) such that RP Θ,G,f (X) (resp. RPΘ ,G,f (X)) has no repeated factors (cf. [Gir83] , [Coh93, Alg. 6.3.4], [Col95] ).
In the case where RP Θ,G,f (X) has no repeated factors, we have the following theorem:
We assume Gal(f ) ≤ G and that RP Θ,G,f (X) has no repeated factors. Then the following two assertions hold : (i) For π ∈ G, the fixed group of the field M ω f (π(Θ)) corresponds to Gal(f ) ∩ πHπ −1 . In particular, the fixed group of Spl M RP Θ,G,f (X) corresponds to Gal(f ) ∩ π∈G πHπ −1 ; (ii) let ϕ : G → S [G:H] denote the permutation representation of G on the left cosets of G/H given by the left multiplication. Then we have a realization of the Galois group of Spl M RP Θ,G,f (X) as a subgroup of S [G:H] by ϕ(Gal(f )).
Formal Tschirnhausen transformation
We recall the geometric interpretation of Tschirnhausen transformations which is given in [HM] . Let f (X) be monic separable polynomial of degree n in M [X] with a fixed order of the roots α 1 , . . . , α n of f (X) in M . A Tschirnhausen transformation of f (X) over M is a polynomial of the form
Two polynomials f (X) and g(X) in M [X] are Tschirnhausen equivalent over M if they are Tschirnhausen transformations over M of each other. For two irreducible separable polynomials f (X) and g(X) in M [X], f (X) and g(X) are Tschirnhausen equivalent over M if and only if the quotient fields M [X]/(f (X)) and M [X]/(g(X)) are isomorphic over M .
In order to obtain an answer to the field intersection problem of k-generic polynomials via multi-resolvent polynomials, we first treat a general polynomial whose roots are n indeterminates x 1 , . . . , x n :
, and s i is the i-th elementary symmetric function in n variables x = (x 1 , . . . , x n ).
Let R x := k[x 1 , . . . , x n ] and R y := k[y 1 , . . . , y n ] be polynomial rings over k. Put R x,y := k[x, y, 1/∆ x , 1/∆ y ] where ∆ x := 1≤i<j≤n (x j − x i ) and ∆ y := 1≤i<j≤n (y j − y i ). We define the interchanging involution ι x,y which exchanges the indeterminates x i 's and the y i 's:
We take another general polynomial f t (X) := ι x,y (f s (X)) ∈ k[t][X], t = (t 1 , . . . , t n ) with roots y 1 , . . . , y n where t i = ι x,y (s i ) is the i-th elementary symmetric function in y = (y 1 , . . . , y n ). We put
it is regarded as the rational function field over k with 2n variables. We put f s,t (X) := f s (X)f t (X). The polynomial f s,t (X) of degree 2n is defined over K. We denote
We intend to apply the results of the previous section for m = 2n, G = G s,t ≤ S 2n and f = f s,t . Note that over the field Spl K f s,t (X) = k(x, y), there exist n! Tschirnhausen transformations from f s (X) to f t (X) with respect to y π(1) , . . . , y π(n) for π ∈ S n . We study the field of definition of each Tschirnhausen transformation from f s (X) to f t (X). Let
be the Vandermonde matrix of size n. The matrix D ∈ M n (k(x)) is invertible because the determinant of D equals det D = ∆ x . When char k = 2, the field k(s)(∆ x ) is a quadratic extension of k(s) which corresponds to the fixed field of the alternating group of degree n. We define the n-tuple
Cramer's rule shows
In order to simplify the presentation, we write
The Galois group G s,t acts on the orbit {π(u i ) | π ∈ G s,t } via regular representation from the left. However this action is not faithful. We put
If π ∈ H s,t then we have π(u i ) = u i for i = 0, . . . , n − 1. Indeed we see the following lemma:
Let Θ := Θ(x, y) be a G s,t -primitive H s,t -invariant. Let π = πH s,t be a left coset of H s,t in G s,t . The group G s,t acts on the set {π(Θ) | π ∈ G s,t /H s,t } transitively from the left through the action on the set G s,t /H s,t of left cosets. Each of the sets {(1, π y ) | (1, π y ) ∈ G s,t } and {(π x , 1) | (π x , 1) ∈ G s,t } forms a complete residue system of G s,t /H s,t , and hence the subgroups G s and G t of G s,t act on the set {π(Θ) | π ∈ G s,t /H s,t } transitively. For π = (1, π y ) ∈ G s,t /H s,t , we obtain the following equality from the definition (2):
Hence the set {(π(u 0 ), . . . , π(u n−1 )) | π ∈ G s,t /H s,t } gives coefficients of n! different Tschirnhausen transformations from f s (X) to f t (X) each of which is defined over K(π(u 0 ), . . . , π(u n−1 )), respectively. We call K(π(u 0 ), . . . , π(u n−1 )), (π ∈ G s,t /H s,t ), a field of formal Tschirnhausen coefficients from f s (X) to f t (X). We put v i := ι x,y (u i ) for i = 0, . . . , n − 1. Then v i is also a G s,t -primitive H s,t -invariant and K(π(v 0 ), . . . , π(v n−1 )) gives a field of formal Tschirnhausen coefficients from f t (X) to f s (X).
Hence, for each of the n! fields K(π(Θ)), we have Spl
We also obtain the following proposition:
We consider the formal G s,t -relative H s,t -invariant resolvent polynomial of degree n! by Θ:
It follows from Proposition 3.2 that RP Θ,G s,t (X) is irreducible over k(s, t). From Proposition 3.3 we have one of the basic results:
Field intersection problem
For a = (a 1 , . . . , a n ), b = (b 1 , . . . , b n ) ∈ M n , we take some fixed order of the roots α 1 , . . . , α n (resp. β 1 , . . . ,
Denote ∆ a := ω f a,b (∆ x ) and ∆ b := ω f a,b (∆ y ). We assume that both of the polynomials f a (X) and
Then we may naturally regard G a,b as a subgroup of G s,t . For π ∈ G s,t /H s,t , we put c i,
For each π ∈ G s,t /H s,t , there exists a Tschirnhausen transformation from f a (X) to f b (X) over its field of Tschirnhausen coefficients M (c 0,π , . . . , c n−1,π ); the n-tuple (d 0,π , . . . , d n−1,π ) gives the coefficients of a transformation of the inverse direction. From the assumption ∆ a · ∆ b = 0, we see the following lemma (cf. [JLY02, p. 141], [HM] ):
In order to obtain an answer to the field intersection problem of f s (X) we study the n! fields
Proposition 4.2. Under the assumption ∆ a · ∆ b = 0, we have the following two assertions :
Proposition 4.3. For a, b ∈ M n with ∆ a · ∆ b = 0, suppose that the resolvent polynomial RP Θ,G s,t ,f a,b (X) has no repeated factors. Then the following two assertions hold :
, is defined as the partition of d induced by the degrees of the irreducible factors of f (X) over M . We define the decomposition type DT(
is a Tschirnhausen transformation of f (X) over M which satisfies that RP Θ,G,f (X) has no repeated factors (cf. Remark 2.3).
We write DT(f ) := DT(f /M ) for simplicity. From Theorem 2.1, the decomposition type DT(RP Θ,G s,t ,f a,b ) coincides with the partition of n! induced by the lengths of the orbits of G s,t /H s,t under the action of Gal(f a,b ).
Hence, by Proposition 4.3, DT(RP Θ,G s,t ,f a,b ) gives the degrees of n! fields of Tschirnhausen
We conclude that the decomposition type of the resolvent polynomial RP Θ,G s,t ,f a,b (X) over M gives us information about the field intersection problem of f s (X) through the degrees of the fields of Tschirnhausen coefficients M (c 0,π , . . . , c n−1,π ) over M which is determined by the degeneration of the Galois group Gal(f a,b ) under the specialization (s, t) → (a, b).
Theorem 4.4. Let Θ be a G s,t -primitive H s,t -invariant. For a, b ∈ M n with ∆ a · ∆ b = 0, the following three conditions are equivalent :
In the case where G a and G b are isomorphic to a transitive subgroup G of S n and every subgroups of G with index n are conjugate in G, the condition that
Hence we obtain an answer to the field isomorphism problem via the resolvent polynomial RP Θ,G s,t ,f a,b (X).
Corollary 4.5 (The field isomorphism problem). For a, b ∈ M n with ∆ a · ∆ b = 0, we assume that both of f a (X) and f b (X) are irreducible over M , that G a and G b are isomorphic to G and that all subgroups of G with index n are conjugate in G. Then DT(RP Θ,G s,t ,f a,b ) includes 1 if and only if Spl M f a (X) and Spl M f b (X) coincide.
Remark 4.6. If G is one of the symmetric group S n of degree n, (n = 6), the alternating group of degree n, (n = 6), and solvable transitive subgroups of S p of prime degree p, then all subgroups of G with index n or p, respectively, are conjugate in G (cf. [Hup67] , [BJY86] ).
Example 4.7. In the case where G ≤ S n has r conjugacy classes of subgroups of index n, we get an answer to the field isomorphism problem by applying Theorem 4.4 repeatedly.
For example, when char k = 2, the polynomials
and have the same splitting field over k(s, t). However their root fields are not isomorphic over k(s, t).
Hence, by applying Theorem 4.4 twice, we obtain an answer to the field isomorphism problem.
The decomposition types of the corresponding multi-resolvent polynomials RP Θ,G s,t ,faf a ′ (X) and RP Θ,G s,t ,fag a ′ (X) are given as 8, 4, 4, 2, 2, 2, 1, 1 and 8, 8, 4, 2, 2. Note, in this case, that the latter decomposition type also means the isomorphism of the two splitting fields of f a (X) and of f a ′ (X) over M although it does not include 1 (cf. ).
generic polynomial for H 1 × H 2
Let H 1 and H 2 be subgroups of S n . As an analogue to Theorem 3.4, we obtain a k-generic polynomial for H 1 × H 2 , the direct product of groups H 1 and H 2 .
Example 5.2. In each Tschirnhausen equivalence class, we are always able to choose a specialization s → a ∈ M n of the polynomial f s (X) which satisfy a 1 = 0 and a n−1 = a n (see [JLY02, §8.2]). Thus the polynomial
is k-generic for S n with (n − 2) parameters q 2 , . . . , q n−1 over an arbitrary field k. For M = k(q 2 , . . . , q n−1 , r 2 , . . . , r n−1 ), we take a = (0, q 2 , . . . , q n−1 , q n−1 ) ∈ M n , b = (0, r 2 , . . . , r n−1 , r n−1 ) ∈ M n . While the polynomial f a (X)f b (X) of degree 2n is k-generic for S n × S n , the resolvent polynomial RP Θ,G s,t ,f a,b (X) (with no repeated factors) realizes an irreducible k-generic polynomial for S n × S n of degree n!.
Example 5.3. In the case of n = 3, some explicit examples of sextic k-generic polynomials f
(X) for transitive subgroups H 1 × H 2 of S 6 are given in [HM] . We give another examples by taking Θ =
Solvable quintic generic polynomial
We recall some solvable quintic generic polynomials (cf. [Lec98] , [JLY02] , [HT03] ). Let σ := (12345), ρ := (1243), τ := ρ 2 , ω := (12) ∈ S 5 acting on k(x 1 , . . . , x 5 ) by π(
For simplicity, in this section, we write
where C 5 (resp. D 5 , F 20 , S 5 ) is the cyclic (resp. dihedral, Frobenius, symmetric) group of order 5 (resp. 10, 20, 120). Put
Then the symmetric group S 5 of degree 5 faithfully acts on k(x, y) in the manner,
We take a D 5 -primitive τ -invariant x and have
Hence we obtain the formal
where
. By the normal basis theorem and Remark 2.3, we see that the polynomial f
s,t (X) is known as Brumer's quintic. Put
then d satisfies the relation
We note that the discriminant of f D 5 s,t (X) with respect to X is given by t 2 δ 2 s,t . In the case of char k = 2, we also see k(x, y) C 5 = k(s, t)(d); the field k(s, t, d) is a quadratic subextension of k(x, y) over k(s, t). By blowing up the surface (9), Hashimoto-Tsunogai [HT03] showed that the fixed field
We also see
Hence we obtain the generating polynomial of the field k(x, y) over k(x, y) C 5 = k(A, B):
where s, t ∈ k(A, B) are given by the above formulas (10) and (11). The polynomial f A,B (X) with respect to X is given by
We also get an alternative presentation of the k-generic polynomial f
By using s, t, d ∈ k(A, B) in (10) and (11), we have the following k-generic polynomial (cf. [HT03] ):
where P, Q ∈ k(A, B) are given as in (13) above.
We note that two polynomials f
A,B (X) and h
A,B (X) have the same splitting field k(x, y) over k(A, B). The actions of ρ and of τ = ρ 2 on the fields k(x, y)
Proposition 6.1. Assume that char k = 2.
(1) The polynomials h 
Example 6.2. In Proposition 6.1, if we specialize the parameter t := 1, then we see two polynomials
have the same splitting field over k(s) including the quadratic field k(s)( √ 47 + 24s + 28s 2 + 4s 3 ) of k(s). Now we take a base field M as a number field K and take an algebraic integer s 1 ∈ K. Note that if x is a root of f
Then we have g 1 s 1 (Y ) = g 2 s 1 (Y − 1); hence, if θ is a root of g 1 s 1 (X) then θ − 1 is a root of g 2 s 1 (X). In particular, both of θ and θ − 1 are units in the same quintic cyclic extension L 5 of K. The polynomial g 1 s 1 (X) is investigated to construct certain parametric systems of fundamental units in cyclic quintic fields (cf. [Kih01] , [LPS03] , [Sch06] ).
In the case of char k = 2, the polynomials f
Hence we should choose another generator of the field k(x, y) C 5 over k(x, y) D 5 = k(s, t). We take an S 5 -primitive C 5 -invariant
= xy 2 + y(y + 1) 2 x 2 + (y + 1)(x + y + 1) 2 x 3 y 2 + x 2 (x + 1) y + (x + 1) 2 (x + y + 1) xy 3 = x 2 + x 3 + x 4 + x 5 + y + x 4 y + y 2 + x 2 y 2 + x 5 y 2 + x 6 y 2 + y 3 + y 4 + xy 4 + x 4 y 5 + xy 6 x 3 y 3 ;
then we have k(x, y) C 5 = k(s, t)(e ′ ) and the equality
Thus we put e := e ′ s + t + st = x 2 + x 3 + x 4 + x 5 + y + x 4 y + y 2 + x 2 y 2 + x 5 y 2 + x 6 y 2 + y 3 + y 4 + xy 4 + x 4 y 5 + xy 6 x + x 5 + y + x 6 y + x 5 y 2 + x 6 y 2 + x 5 y 4 + y 5 + x 2 y 5 + x 4 y 5 + xy 6 + x 2 y 6 , and get k(x, y) C 5 = k(s, t)(e); the element e satisfies the following equality of the Artin-Schreier type:
For an arbitrary field k, by using the action of ρ on k(s, t), a k-generic polynomial for F 20 is also obtained as follows. The fixed field k(x, y) F 20 is generated by two elements {p, q} over k where
Hence the fixed field k(x, y) F 20 = k(p, q) is purely transcendental over k. The element (x − 1)/x 2 is an F 20 -primitive ρ -invariant, and we see
Then we obtain the F 20 -relative ρ -invariant resolvent polynomial by (x − 1)/x 2 as
for an arbitrary field k, therefore, the polynomial f F 20 p,q (X) is k-generic for F 20 . When char k = 2, let us put r := − 5p + 2q 2(p 2 + 4) .
Then from q = −(5p + 8r + 2p 2 r)/2 we have k(p, q) = k(p, r). Hence we obtain the following
The polynomial g F 20 p,r (X) was constructed by Lecacheux [Lec98] .
Field intersection problems for solvable quintics
The aim of this section is to give an answer to the field intersection problem of k-generic polynomials h
p,q (X) (or g F 20 p,r (X) when char k = 2) explicitly via the relative (multi-) resolvent polynomials.
for a = (a 1 , a 2 ) ∈ M 2 . Assume that G a = {1}. We take the cross-ratios
, and x ′ := ξ(y 1 , . . . , y 5 ), y ′ := η(y 1 , . . . , y 5 ) in the same way as (6) in Section 6. For the two fields k(x) = k(x, y) and k(x ′ ) = k(x ′ , y ′ ), we take the interchanging involution
which is the special case of ι x,y given by (1) in Section 3. We take elements σ, τ, ρ, ω ∈ Aut k (k(x, y)) as in the previous section; their action on k(x, y) is given by (7). We put (σ ′ , τ ′ , ρ ′ , ω ′ ) := (ι −1 σι, ι −1 τ ι, ι −1 ρι, ι −1 ωι) ∈ Aut k (k(x ′ , y ′ )) and write
Let Θ be an S 5 ×S 5 ′ -primitive F 20 ′′ -invariant and take the formal S 5 ×S 5 ′ -relative (resp. F 20 ×F 20 ′ -relative) F 20 ′′ -invariant resolvent polynomial of degree 120 (resp. 20):
Since the polynomial R 1 a,a ′ (X) divides R a,a ′ (X), we put R 2 a,a ′ (X) := R a,a ′ (X)/R 1 a,a ′ (X). Note that we need only the polynomial R 1 a,a ′ (X) of degree 20 instead of R a,a ′ (X) of degree 120 to treat the intersection problem of f H v 1 ,v 2 (X), (H ≤ F 20 ). Indeed we obtain the following theorem:
The decomposition type of the polynomial R 1 a,a ′ (X) over M and the Galois group Gal(R 1 a,a ′ /M ) give an answer to the field intersection problem of f H v 1 ,v 2 (X) as Table 1 shows. Moreover if R 1 a,a ′ (X) has no repeated factors then two splitting fields of f H a (X) and of f H a ′ (X) over M coincide if and only if the polynomial R 1 a,a ′ (X) has a linear factor over M . 
We checked the decomposition types on Table 1 using the computer algebra system GAP [GAP] . It seems, however, complicated to compute the resolvent polynomial R 1 a,a ′ (X) to display it as an explicit formula. This depends on a choice of an S 5 × S ′ 5 -primitive F ′′ 20 -invariant Θ and of a minimal basis of the fixed field K(x, y, x ′ , y ′ ) F 20 ×F ′ 20 over K. In Subsections 7.1 and 7.2, we first study the reducible and some tractable cases of char k = 2 and of char k = 2, respectively. We treat in Subsection 7.3 the dihedral case and we also evaluate the resolvent polynomial RP P,D ′′
This case includes also the cyclic case. In Subsection 7.4, we give some numerical examples of Hashimoto-Tsunogai's cyclic quintic and Lehmer's simplest quintic. Finally in Subsection 7.5 we give an answer to the field intersection problem in the case of F 20 . We do not need to make a formula of another resolvent polynomial because we can use the resolvent RP P,D ′′ 5 (X) given in the dihedral case. We note that the solution of each case is obtained as certain conditions within the base field M . 7.1. Reducible and tractable cases of char k = 2. Throughout this subsection, we assume that
. We always assume that f H a (X) has no repeated factors over M and G a = {1}. In this subsection, we treat the case where f H a (X) is reducible over M . First we take Brumer's quintic, f
Note that if f s,t (X) and suppose char k = 2. (1) For (s 1 , t 1 ) ∈ M 2 , there exists d 1 ∈ M such that d 2 1 = δ s 1 ,t 1 if and only if G s 1 ,t 1 ≤ C 5 . (2) In the case of G s 1 ,t 1 ≤ C 5 for (s 1 , s 2 ) ∈ M 2 , the quadratic subextension of L s 1 ,s 2 over M is given by M ( δ s 1 ,t 1 ).
Note that in the case of Gal(f
A,B (X) as in Section 6, (12).
We take a k-generic polynomial for F 20 ,
Note that, if necessary, we may convert a k-generic polynomial g F 20 p,r (X) to another form f F 20 p,q (X) by putting q := − 5p + 8r + 2p 2 r 2 , r = − 5p + 2q 2(p 2 + 4) .
For (p 1 , r 1 ) ∈ M 2 , if the polynomial g F 20 p 1 ,r 1 (X) is reducible over M , the decomposition type DT(g F 20 p 1 ,r 1 ) over M is 4, 1 or 2, 2, 1, and G p 1 ,r 1 ≤ C 4 . It follows from (16) that
Hence the quadratic subextension of Spl k(p,r) g F 20 p,r (X) over k(p, r) is k(p, r)( p 2 + 4).
Lemma 7.3. We take the k-generic polynomial g F 20 p,r (X) and suppose char k = 2. s 1 ,t 1 (X) over M coincide where
. By Lemmas 7.2 and 7.3, we may obtain the subquadratic fields of the splitting fields of polynomials f The quartic polynomial q) ; by Kemper's theorem [Kem01] , this quartic polynomial is k-generic for C 4 . We also see
Lemma 7.4. We take the k-generic polynomial g F 20 p,r (X) and suppose char k = 2. (1) If G p 1 ,r 1 = F 20 for (p 1 , r 1 ) ∈ M 2 , then the cyclic quartic subfield of Spl M g F 20 p,r (X) over M is given by M (d 1 ) where d 1 is a square root of δ ′ p 1 ,r 1 ; (2) For (p 1 , r 1 ) ∈ M 2 , we assume that there exists b ∈ M such that b 2 = p 2 1 +4, that is,
In the case where Gal(g F 20 p 1 ,r 1 /M ), Gal(g
or C 4 , we should know the coincidence of the cyclic quartic subfields of L p 1 ,r 1 and of
we study the field intersection problem of quartic generic polynomials; an answer to the field isomorphism problem of k-generic polynomial for C 4 is given as follows. First, the following lemma is well-known (cf. [JLY02, Chapter 2]):
a,b /M ) ≤ C 4 if and only if there exists c ∈ M such that c 2 = (a 2 − 4b)/b. From Lemma 7.5, we see that the polynomial
is k-generic for C 4 . The discriminant of f C 4 s,u (X) with respect to X equals 16 s 6 u 4 /(u 2 + 4) 3 . By using the polynomial f C 4 s,u (X) above, we get the following theorem: Theorem 7.6 ([HM-2]). We suppose char k = 2 and take the k-generic polynomial f C 4 s,u (X) := 
.
Remark 7.7. We note that the polynomial F a,a ′ (X) in Theorem 7.6 is obtained as the resolvent
. Hence the condition aa ′ = 0, c = ±c ′ and c = ±4/c ′ implies that F a,a ′ (X) has no repeated factors. We may assume that the condition aa ′ = 0, c = ±c ′ and c = ±4/c ′ without loss of generality as in Remark 2.3 (see also ).
Applying Theorem 7.6 to the polynomial g C 4 p,r (X) as in (19), in the case of
we obtain a criterion in terms of the condition within the field M to determine whether the subquartic fields of the splitting fields of g F 20 p 1 ,r 1 (X) and of g Kummer theory, the polynomial h
Indeed we see that the polynomials f C 4 a,c (X) = X 4 + aX 2 + a 2 /(c 2 + 4) and X 4 − a 2 (c − 2i)/(c + 2i) are Tschirnhausen equivalent over M because 7.2. Reducible and tractable cases of char k = 2. Throughout this subsection we assume that char k = 2. As in the previous subsection, we treat the reducible and the tractable cases for a field k of char k = 2.
We first note that, by Artin-Schreier theory, the polynomial f C 2 t (X) := X 2 + X + t ∈ k(t) is k-generic for C 2 . We take the k-generic polynomial s,t (X), the following two assertions hold : (1) For (s 1 , t 1 ) ∈ M 2 , there exists e 1 ∈ M such that e 2 1 = e 1 + ǫ s 1 ,t 1 if and only if G s 1 ,t 1 ≤ C 5 ; (2) In the case of G s 1 ,t 1 ≤ C 5 for (s 1 , s 2 ) ∈ M 2 , the quadratic subextension of L s 1 ,s 2 over M is given as the splitting field of X 2 + X + ǫ s 1 ,t 1 over M .
For the Frobenius group F 20 of order 20, we take the k-generic polynomial
as in the previous section, where k(x, y) F 20 = k(p, q). From (16), we get the relations,
It follows from
and have T 2 + T + 1/p 2 = 0. Hence the quadratic subfield k(p, q)(T ) of Spl k(p,q) f F 20 p,q (X) over k(p, q) is given as the splitting field of the polynomial
of the Artin-Schreier type over k(p, q).
Lemma 7.10. Assume char k = 2. For the k-generic polynomial f F 20 p,q (X), the following two assertions hold :
From Lemmas 7.9 and 7.10, we obtain the subquadratic fields of the splitting fields of polynomials f D 5 s 1 ,t 1 (X) and f F 20 p 1 ,q 1 (X) over M for s 1 , t 1 , p 1 , q 1 ∈ M . We are able to distinguish such quadratic fields by the following well-known lemma (cf. [AS26] ):
, the splitting fields of f C 2 a (X) and of f a+a ′ (X) = X 2 + X + (a + a ′ ) has a linear factor over M .
Next, we consider when the quartic subfields of Spl
. By Lemma 7.11, we should treat only the case where the splitting fields of X 2 + X + 1/p 2 1 and of X 2 + X + 1/p ′2 1 over M coincide. In this case, we may also assume that p 1 = p ′ 1 =: P 1 because two polynomials X 2 + X + 1/p 2 1 and X 2 + X + 1/p ′2 1 are Tschirnhausen equivalent over M . We may use the following classical lemma ([Alb34]):
Lemma 7.12 (Albert [Alb34] , Theorems 4 and 19). Let M (x) and M (y) be cyclic quartic fields over M with a common quadratic subfield M (u) over M so that we may assume
Then the fields M (x) and M (y) coincide if and only if the polynomial X 2 + X + (a + c) has a linear factor over M .
By the equalities (15), (20), (21) and (22), we see that k(x, y) F 20 = k(p, q), k(x, y) D 5 = k(p, q)(T ) and k(x, y) C 5 = k(p, q)(T, e) = k(p, q)(e), where
In order to apply Lemma 7.12 to the cyclic quartic extension k(p, q)(e)/k(p, q), we modify the primitive element e by putting
q)(T ) and the equalities
Hence we may apply Lemma 7.12 to our situation where
In particular, we obtain a criterion whether the subquartic fields of the splitting fields of f F 20 p 1 ,r 1 (X) and of f s,t (X) and f F 20 p,q (X) (or g F 20 p,r (X) when char k = 2) in the reducible cases, that is, G a ≤ C 4 , and also in the case where two splitting fields L a and L a ′ have either a quadratic or a quartic subfield over M as the intersection. Namely we determined the situation except for the cases {(I-3),(I-4),(I-5)},{(II-2),(II-3)},{(III-1),(III-2)} on Table 1. 7.3. Dihedral case. Let k be an arbitrary field. In this subsection we investigate the method to distinguish the difference of the cases {(II-2),(II-3)} and {(III-1),(III-2)} on Table 1 . We use the k-generic polynomial
where s and t are given in terms of x, y by
s,t (X), we take
To distinguish the cases (II-2) and (II-3), we evaluate the formal D 5 × D ′ 5 -relative D ′′ 5 -invariant resolvent polynomial by P . In the case of char k = 2, the result is given as follows:
and c 3 , c 2 , c 1 , c 0 ∈ k(s, t, s ′ , t ′ ) are given by
with simplifying notation a := a + ι(a) for a ∈ k(s, t, s ′ , t ′ ). It follows from the definition of ι that ι(s, t, s ′ , t ′ ) = (s ′ , t ′ , s, t). We also note that d 2 = δ s,t ∈ k(s, t) and d ′2 = δ s ′ ,t ′ ∈ k(s ′ , t ′ ) where δ is given by the formula (9). In the case of char k = 2, the result is
with simplifying notation a := a + ι(a) for a ∈ k(s, t, s ′ , t ′ ). Note that e 2 + e = ǫ s,t ∈ k(s, t) and e ′2 + e ′ = ǫ s ′ ,t ′ ∈ k(s ′ , t ′ ) where ǫ s,t is given above as the constant term in (15). Note that the polynomial F 1 s,s ′ (X) splits into two factors over the field k(s, t, s ′ , t ′ )(d, d ′ ) (resp. k(s, t, s ′ , t ′ )(e, e ′ )) when char k = 2 (resp. char k = 2) as
From Theorem 7.1 and Table 1 , we have to determine when it occurs that ω f (π(P ))
Thus we take an element ρ(P ) ∈ k(s, t) which is conjugate of P under the action of F 20 × F ′ 20 but not under the action of D 5 × D ′ 5 . We put
where ρ acts on k(s, t) as in (14). Then the polynomial
We state the result of the dihedral case.
Theorem 7.13. We take the k-generic polynomial f
s,t (X) is given by DT(F 1 a,a ′ ) and DT(F 2 a,a ′ ) as Table 2 shows. Table 2 G
Remark 7.14. In the reducible case, that is, the case of G a ′ = C 2 , we obtain an answer to the subfield problem of f
s,t (X) via DT(F i a,a ′ ) for i = 1, 2 as on Table 3 (cf. Lemma 7.2): Table 3 G
Example 7.15. We take M = Q and write L s 1 ,t 1 := Spl Q f s 1 ,t 1 /Q) for (s 1 , t 1 ) ∈ Q 2 . As in Example 6.2, for s 1 ∈ Q, two polynomials
have the same splitting field over Q, i.e. L s 1 ,1 = L s 1 +5,−1 . By Theorem 7.13, we also see L 0,1 = L −1,1 because F 1 0,1,−1,1 (X) and F 2 0,1,−1,1 (X) split over Q into the following irreducible factors:
Hence we get
can be checked via Theorem 7.13 as
In these cases, the decomposition types DT(F 2 5,−1,0,1 /Q) and DT(F 2 −1,1,4,−1 /Q) should be 5, 2 2 , 1 (cf. Theorem 2.1 about multiple factors).
For It can be checked directly that, for s 1 , s ′ 1 ∈ Z in the range −10000 ≤ s 1 < s ′ 1 ≤ 10000 and for each of i = 1, 2, (s 1 , s ′ 1 ) ∈ X i if and only if the decomposition type DT(F i
. We see G −18,1 = G −7,1 = C 5 because DT(F 2 18,1,−7,1 /Q) is 5, 1 5 as follows: F 2 18,1,−7,1 (X) = (X + 5)(X − 6) 2 (X + 16)(X − 17)
Example 7.16. We take M = Q. In [KRY] , Kida-Renault-Yokoyama showed that there exist infinitely many b ∈ Q such that the polynomials f b,1 (X) have the same splitting field over Q. Their method enables us to construct such b's explicitly via rational points of the associated elliptic curve (cf. [KRY] ). They also pointed out that in the range −400 ≤ s 1 , t 1 ≤ 400 there are 25 pairs (s 1 , t 1 ) ∈ Z 2 such that the splitting fields of f By Theorem 7.13, we see that if F 1 0,1,s 1 ,t 1 (X) (resp. F 2 0,1,s 1 ,t 1 (X)), (s 1 , t 1 ) ∈ Z 2 , has a root in Q then (s 1 , t 1 ) = (2u, 2v +1) (resp. (s 1 , t 1 ) = (2u+1, 2v +1)) for some u, v ∈ Z because F 1 0,1,s 1 ,t 1 (X) ∈ Z[X] splits into irreducible factors over the field F 2 of two elements as
and F 2 0,1,s 1 ,t 1 (X) ∈ Z[X] also splits into irreducible factors over F 2 as
We do not know, however, whether there exist infinitely many pairs (s 1 , t 1 ) ∈ Z 2 such that Spl Q f 7.4. Cyclic case. Assume that char k = 2. We take Hashimoto-Tsunogai's k-generic polynomial
for C 5 where
A,B (X) and f A,B (X) from the result of the previous subsection. In this case we see that the formal resolvent polynomials F 1 s,s ′ (X) and
-resolvent polynomial of degree 5 by ρ i−1 (P ) and given by
where the polynomials G 1 s,s ′ (X) and G 2 s,s ′ (X) are given by (24).
Example 7.17. Take the Q-generic polynomial f
A,B (X) for C 5 and M = Q. By Proposition 6.1, Example 7.18. We take M = Q(n) and regard n as an independent parameter over Q. We specialize Hashimoto-Tsunogai's generic polynomials f Then we obtain the cyclic quintic polynomial f
s,t (X) over Q(n) where s = n 5 + 5n 4 + 12n 3 + 10n 2 − 5n − 20, t = −n 3 − 5n 2 − 10n − 7 and h C 5 2n+3,1 (X) = X 5 − R(n 2 + 2n + 5)X 3 − R 2 (X 2 + (n + 1)X − 1)
where R := n 4 + 5n 3 + 15n 2 + 25n + 25. The discriminants of the polynomials f C 5 2n+3,1 (X) and h C 5 2n+3,1 (X) with respect to X are given by R 8 (n 3 + 5n 2 + 10n + 7) 2 and R 8 (2n 4 + 7n 3 + 23n 2 + 30n + 35) 2 (n 6 + 6n 5 + 19n 4 + 34n 3 + 36n 2 + 10n − 5) 2 respectively.
On the other hand, we take Lehmer's simplest quintic polynomial g n (X) which is given as g n (X) = X 5 + n 2 X 4 − (2n 3 + 6n 2 + 10n + 10)X 3 + (n 4 + 5n 3 + 11n 2 + 15n + 5)X 2 + (n 3 + 4n 2 + 10n + 10)X + 1 (cf. [Leh88] ). The discriminant of g n (X) with respect to X is R 4 (n 3 + 5n 2 + 10n + 7) 2 . By using the result in [HR] , we see that if s = n 5 + 5n 4 + 12n 3 + 10n 2 − 5n − 20 and t = −n 3 − 5n 2 − 10n − 7 then the polynomial g n (X) and Brumer's quintic f
s,t (X) has the same splitting field over Q(n). Hence we conclude that the splitting fields of f In the case of char k = 2, as we mentioned in Section 6, we may also take a k-generic polynomial of the Lecacheux's form for Method 1. Instead of the computation of R 1 s,s ′ (X), we construct F 20 × F ′ 20 -relative D ′′ 5 -resolvent polynomial H s,s ′ (X) by using the resolvent polynomial F 1 s,s ′ (X) which is explicitly given in Subsection 7.3. We put Theorem 7.19. We take the k-generic polynomial f F 20 p,q (X) (or g F 20 p,r (X) when char k = 2). For a = (a 1 , a 2 ) , a ′ = (a ′ 1 , a ′ 2 ) ∈ M 2 , we assume that G a ∼ = G a ′ ∼ = F 20 . An answer to the field intersection problem of f F 20 p,q (X) (or g F 20 p,r (X)) is given by DT(H a,a ′ ) as Table 4 shows. Method 2. We may apply the result of the dihedral case in Subsection 7.3. Indeed, in the case of char k = 2, we may convert the Brumer's polynomial f In general, we need the factoring process of a resolvent polynomial over the biquadratic extension M ( p 2 + 4, p ′2 + 4) of M . However, because we should only treat the case M ( p 2 + 4) = M ( p ′2 + 4), all we need is the factoring algorithm over M ( p 2 + 4). This is also feasible in the case of char k = 2 by using the result of Subsection 7.2. For p = (p 1 , r 1 ), p ′ = (p ′ 1 , r ′ 1 ) ∈ Z 2 in the range −100 ≤ p 1 , p ′ 1 ≤ 100, −100 ≤ r 1 ≤ r ′ 1 ≤ 100 with p = p ′ , r 1 , r ′ 1 = 2, we see that the splitting fields of g F 20 p (X) and of g p ′ (X) over Q coincide if and only if (p 1 , r 1 , p ′ 1 , r ′ 1 ) ∈ X 1 ∪ X 2 where X 1 = {(−3, −3, 3, 0), (1, −8, −1, −1), (11, 1, 11, 7), (−1, 10, 11, 22), (−1, −11, 29, 0)}, X 2 = {(7, 1, −7, 4), (11, 1, 11, 13), (11, 7, 11, 13), (11, 12, 11, 62), (11, 31, 11, 73), (−2, 6, −2, 84)}.
Using Method 2, it can be checked by Theorem 7.13, in the range above and for each of i = 1, 2, that (p 1 , r 1 , p ′ 1 , r ′ 1 ) ∈ X i if and only if two quadratic fields Q( p 2 1 + 4) and Q( p ′2 1 + 4) coincide and the decomposition type of F i p,p ′ (X) over Q( p 2 1 + 4) includes 1. We note that Gal(g F 20 p (X)/Q) ∼ = Gal(g 
