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We perform numerical measurements of the moments of the position of a tracer particle in a two-dimensional
periodic billiard model (Lorentz gas) with infinite corridors. This model is known to exhibit a weak form of
super-diffusion, in the sense that there is a logarithmic correction to the linear growth in time of the mean-
squared displacement. We show numerically that this expected asymptotic behavior is easily overwhelmed
by the subleading linear growth throughout the time-range accessible to numerical simulations. We compare
our simulations to the known analytical results for the variance of the anomalously-rescaled limiting normal
distributions.
PACS numbers: 05.60.-k, 05.40.Fb, 05.45.-a, 02.70.-c
Billiard models are among the simplest dynamical systems,
and have proven suited to model problems pertaining to a va-
riety of fields, from experimental to mathematical physics.
Within the framework of statistical mechanics and nonlinear
dynamics, the Lorentz gas, which consists of a point-like par-
ticle moving freely and bouncing elastically off a set of fixed
circular scatterers, has served as a paradigm to study transport
properties of light particles among heavier ones [1–6]. Its last-
ing popularity is due, in particular, to the fact that it allows to
choose different geometries (disordered or periodic arrange-
ments of the scatterers), and to identify regimes of both nor-
mal and anomalous transport.
In two dimensions, when the geometry is periodic and cho-
sen in such a way that the distance between any two succes-
sive collisions is bounded above (the so-called finite-horizon
condition), it is known that the transport is normal, which
is to say that the distribution of the the displacement vector
is asymptotically Gaussian, with a variance growing linearly
in time [7–9]. Indeed, a large body of research on such dis-
persing Sinai billiards has produced a number of rigorous re-
sults about the statistical and transport properties of the pe-
riodic Lorentz gas [1], among which are the exponential de-
cay of correlations for periodic observables [10], the central
limit theorem and invariance principle, i.e., convergence to
a Wiener process [7–9], and recurrence [11, 12]. The same
types of results would give recurrence for the typical aperi-
odic gas as well [13–15], but proving normal diffusion in that
case remains an open problem [16]. See also the recent survey
[17].
In this article, we are concerned with infinite-horizon pe-
riodic Lorentz gases, i.e., such that point particles can move
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arbitrarily far through regions devoid of obstacles. We refer to
these regions as corridors, following Ref. [18]; they are else-
where termed gaps [19], horizons [20], and free planes [21].
The presence of such regions leads to qualitatively differ-
ent transport than the finite-horizon case, with a weak form
of super-diffusion, in the sense that there is a logarithmic cor-
rection to the linear growth in time of the mean-squared dis-
placement [22]. The diffusion coefficient thus diverges, as
initially suggested by Friedman and Martin [23, 24]. There
and elsewhere [25, 26], numerical studies of this logarithmic
correction often focused on velocity autocorrelation functions,
which are expected to decay like 1/t [27, 28].
Bleher [18] gave a semi-rigorous discussion of super-
diffusion in the infinite-horizon Lorentz gas. A number of
proofs were subsequently obtained for the discrete-time col-
lision map by Sza´sz and Varju´ [29], including a local limit
law to a normal distribution, as well as recurrence and er-
godicity in the full space. Techniques there were based on
work of Ba´lint and Goue¨zel [30] for the stadium billiard,
which also has long segments of trajectories without a col-
lision on a curved boundary and a normal distribution with a
non-standard limit law. The extension to the continuous-time
dynamics was subsequently proved by Chernov and Dolgo-
pyat [31], who, in addition, proved the weak invariance prin-
ciple in this case.
While rigorous results are of major theoretical importance,
they have thus far not been complemented by convincing nu-
merical measurements of the logarithmic correction to the lin-
ear growth in time of the mean-squared displacement, which
has proven difficult to characterize [22, 25]. Though some au-
thors have reported numerical evidence of this growth [32],
the only attempt known to us to confront results with known
analytic formulae for the asymptotic behavior of the mean-
squared displacements [18, 29, 31] was met with limited suc-
cess [20].
Indeed, a main problem lies in trying to identify only
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2the logarithmic divergence of the mean-squared displacement
〈‖r(t)− r(0)‖2〉, while ignoring other relevant terms in its
time dependence; see Sec. I for precise definitions. As stated
by Bleher [18, Eq. (1.9)], when t→∞, the finite-time diffusion
coefficient, D(t), has the asymptotic behavior
D(t)≡ 〈‖r(t)− r(0)‖
2〉
4t
∼ log t; (1)
see also references [27, 33]. However, this asymptotic behav-
ior is attained when log t 1, which is numerically unattain-
able; cf. discussion below. In the pre-asymptotic regime, other
terms must also be taken into account on the right-hand side
of this expression, most notably a constant term, which may
actually turn out to be the largest contribution when t is large
but log t is not. Failing to do so, for example, by considering
the mean-squared displacement as a function of t log t [32],
masks the relative contributions of the two terms, and hence
does not allow to accurately measure either of them.
Rather, it is necessary to consider the finite-time diffusion
coefficient (1) as an asymptotically affine function of log t,
taking into account both the intercept and the slope, as was
previously applied by one of the present authors in other
super-diffusive billiard models [19, 34]. When t → ∞, the
slope is the second moment of the rescaled process and thus
characterizes the strength of this type of super-diffusion. The
physical interpretation of the intercept may, on the other hand,
not always be clear, for example, when this quantity is nega-
tive. However, for a system which exhibits normal diffusion,
this quantity obviously reduces to the standard diffusion co-
efficient. By extension, at least so long as the slope is small
compared to the intercept, we will think of the intercept as ac-
counting for a diffusive component of the process, coexisting
with the anomalous diffusion.
In this paper, we report numerical measurements of these
quantities for continuous-time dynamics in two-dimensional
periodic Lorentz gases with infinite horizon, comparing them
to analytical asymptotic results. We point out several diffi-
culties arising in the numerical analysis. The main one, is
that large fluctuations underlie the super-diffusive regime, and
these require a very large number of initial conditions for the
logarithmic divergences to be observed with sufficient preci-
sion. A typical trajectory exhibits long paths free of collisions,
whose frequency of occurrence decays with the cube of their
lengths [18]. We refer to these free paths as ballistic segments,
i.e., segments of a trajectory separating two successive colli-
sions with obstacles. Although they may be rare, long bal-
listic segments contribute significantly to the mean-squared
displacement measured over the corresponding time scale.
This observation points to a second, often underestimated
problem, which is that the integration time should be neither
too short, nor too long; on the one hand there are long tran-
sients before the asymptotic behavior sets in, so that integra-
tion times must not be too short; on the other hand, long inte-
gration times require averaging over prohibitively large num-
ber of trajectories to achieve a proper sampling of ballistic
segments.
The paper is organized as follows. In Sec. I, we define
the infinite-horizon periodic Lorentz gas and identify the sin-
FIG. 1. A trajectory in the infinite-horizon periodic Lorentz gas.
gle relevant parameter. The statistical properties of trajecto-
ries are discussed in Sec. II, where we obtain the asymptotic
distribution of the anomalously-rescaled displacement vec-
tor. The variance of this distribution is given in Sec. III. In
Sec. IV, we present numerical computations of the first two
moments of the rescaled displacement vector in the infinite-
horizon Lorentz gas and compare them to asymptotic results.
Conclusions are drawn in Sec. V.
I. INFINITE-HORIZON LORENTZ GAS
We study the periodic Lorentz gas on a two-dimensional
square lattice, which is the simplest billiard model with infi-
nite horizon. This is constructed starting from a Sinai billiard
with a single circular scatterer of radius 0 < ρ < `/2 at the
center of a square cell with side length `, taken to be ` ≡ 1,
and periodic boundary conditions. Unfolding this onto the
whole of R2 produces a square lattice of obstacles (or scatter-
ers), the periodic Lorentz gas. We refer to the contour of the
obstacles as the boundary of the billiard table.
The dynamics consist of point particles with unit speed that
move freely between the obstacles until they collide with one
of them. They then undergo an elastic collision, i.e., such
that the angle of reflection is equal to the angle of incidence,
and proceed to the next collision. Figure 1 shows an example
trajectory in this billiard table. The infinite horizon is syn-
onymous with the existence of ballistic trajectories, such as
horizontal or vertical trajectories along the corridors spread-
ing about the dotted lines in Fig. 1. New corridors appear
as the model’s parameter ρ decreases; see the discussion in
Sec. III.
As is standard in billiard models, the dynamics may be
studied either in discrete time or continuous time. The former
is referred to as the billiard map, the latter as the billiard flow.
The billiard map is restricted to the boundary of the billiard,
and maps points with outgoing velocity from one collision to
the next. The position at the nth collision will be denoted rn
and its velocity vn. Points under the billiard flow have posi-
3tion r(t) and velocity v(t) at continuous time t. Denoting the
time of the nth collision by tn, we thus have r(tn) = rn, while,
for tn < t < tn+1, r(t) is a point on the straight line joining rn
and rn+1, such that r(t) = rn +(t − tn)vn. Correspondingly,
the velocity v(t) remains unchanged until the next collision,
v(t) = vn. Due to the existence of open corridors, particles
may propagate arbitrarily far without collision, so that the bal-
listic segments that connect successive collisions rn and rn+1
are unbounded.
II. CONVERGENCE TO ASYMPTOTIC BEHAVIOR
We are interested in asymptotic transport properties, i.e.,
in the distribution of the displacement vector r(t)− r(0) in
the limit t→ ∞. In the remainder we shorten the notation and
denote the displacement vector simply by r(t) as no confusion
will arise. The modulus of this quantity will be denoted by
r(t).
A. Convergence in distribution
For the discrete-time dynamics, it has been proved [29, 31]
that the displacement vector distribution with anomalous
rescaling converges in distribution to a centered normal dis-
tribution: that is, as n→ ∞,
rn√
n logn
→d N (0,Ξdisc), (2)
which means that the probability that the quantity in the left-
hand side lies in a regular set K converges to the probability
that a normally-distributed random variable with mean 0 and
variance matrix Ξdisc lies in K.
The covariance matrix Ξdisc is a multiple of the identity ma-
trix, i.e., its entries are given by (Ξdisc)i, j = ξdiscδi, j. The
discrete-time limiting variance ξdisc is expressed in terms of
the geometrical parameters of the model in Sec. III.
The corresponding result for the continuous-time flow was
proved in [18, 31], and states the following: as t→ ∞,
r(t)√
t log t
→d N (0,Ξflow), (3)
where (Ξflow)i, j = ξflow δi, j and ξflow = ξdisc/τMFT. Here, τMFT
is the mean free time between collisions, which is proportional
to the available area in the unit cell, 1−piρ2, divided by the
perimeter of the boundary, 2piρ [35]:
τMFT =
1−piρ2
2ρ
. (4)
B. Asymptotic behavior of moments
A standard method to characterize convergence of random
variables numerically is via their moments. It is important to
note, however, that convergence in distribution of a sequence
of random variables to a limiting distribution does not neces-
sarily imply convergence of the moments of the sequence to
the moments of the limiting distribution.
Indeed, Armstead et al. [36] showed that the moments have
dominant behavior:
〈r(t)q〉 ∼

tq/2, q< 2,
t, q = 2,
tq−1, q> 2,
(5)
ignoring logarithmic corrections; see also Ref. [37]. A proof
of the result for q> 2 has recently been announced [38, 39].
The type of qualitative change in the scaling of the moments
seen in Eq. (5) has elsewhere been dubbed strong anoma-
lous diffusion [40], as opposed to weak when a single expo-
nent (6= 1/2) characterizes the whole spectrum of moments.
It appears to be typical for anomalous transport arising from
deterministic dynamical systems [37], as opposed to the sin-
gle scaling of the converging moments for self-similar stable
distributions [41]. Such behavior is due to the fact that the
slowly-decaying tail of the displacement vector distribution
may give no contribution to the convergence in distribution of
the rescaled variable, while nonetheless playing a dominant
role for sufficiently high moments.
We denote by Mq the qth moment of the limiting two-
dimensional normal distribution (3):
Mq ≡ Γ
(
1+ q2
)
(2ξflow)q/2, (6)
where Γ is the Gamma function. If the convergence in (3)
were sufficiently strong, then the qth moment of the rescaled
displacement vector distribution would converge to Mq, for
all q. In fact, however, the weak convergence (3) implies this
convergence of the moments only for q< 2 [42, Sec. 3.2]:〈[
r(t)√
t log t
]q〉
→Mq (q< 2), (7)
when t→ ∞. For q> 2 this does not hold, and the asymptotic
values of the qth moments of the rescaled displacement vector
distribution diverge, as follows from (5).
The case q = 2 requires special consideration. If Eq. (7)
applied in this case, we would have the asymptotic behavior
〈r(t)2〉/(t log t)∼ 2ξflow. However, this is incorrect: it has re-
cently been discovered that in fact an extra factor of 2 appears,
so that the correct asymptotic behavior is
1
2t
〈
r(t)2
〉∼ 2ξflow log t. (8)
An explanation of this phenomenon was given in Ref. [20],
and a proof has been announced [43]. A similar result appears
also in a different setting; see Ref. [44], where a rigorous argu-
ment is available for a related billiard model with cusps. This
surprising behavior is due to the fact that the contribution to
the second moment (8) of collisionless orbits is equal to that
coming from the central part of the distribution, while playing
no role in the weak convergence to a normal distribution in
Eq. (3).
We note that there has been recent interest in the extension
of these results to higher-dimensional Lorentz gases [19–21],
where additional effects come into play.
4(a) Type (0,1)
(ρ = 0.4).
(b) Type (1,1)
(ρ = 0.3).
(c) Type (1,2)
(ρ = 0.2).
FIG. 2. Examples of infinite-horizon corridors in the periodic
Lorentz gas, labelled according to their type (m,n); see text for de-
tails.
III. CORRIDORS AND VARIANCE OF LIMITING
DISTRIBUTION
Before turning to numerical measurements of the asymp-
totic behaviors (7) and (8) in the next section, we consider the
computation of the variance of the limiting distribution (3).
As proved in [31], the general expression for the discrete-
time limiting covariance matrix Ξdisc is
(Ξdisc)i, j =
cν
2 ∑x
w2x ψi(x)ψ j(x)
|ψ(x)| , (9)
where the sum runs over all fixed points x of the collision
map on the unit cell, of which there are four for each corridor.
Here wx is the width of the corresponding corridor and ψ(x) is
the vector of Cartesian components ψi(x) (i = 1,2) parallel to
the corridor, giving the translation in configuration space de-
scribed by the action of the map on x [45], and cν = 1/(4piρ)
is a normalizing constant. It follows from the symmetries of
the system that the non-diagonal elements of the covariance
matrix vanish.
Given the parameter value ρ , Eq. (9), along with an enu-
meration of all the fixed points of the collision map, allows
one to write the expression for the discrete-time limiting vari-
ance ξdisc. By including the mean free time (4), the corre-
sponding expression for the continuous-time limiting variance
ξflow may then be obtained.
When 1/(2
√
2) ≤ ρ < 1/2, the only corridors present are
horizontal and vertical corridors of width w = 1− 2ρ , which
we refer to as type (0,1) corridors; see Fig. 2(a). ξflow then
has the only contribution
(1−2ρ)2
pi(1−piρ2) . (10)
When 1/(2
√
5)≤ ρ < 1/(2√2), two new corridors, of type
(1,1), open up, along the vectors (1,±1), with width w =
1/
√
2−2ρ; see Fig. 2(b). Their contribution to ξflow is
1
pi(1−piρ2)
√
2
( 1√
2
−2ρ
)2
. (11)
Additional corridors keep appearing as ρ decreases. By
symmetry, they all occur in quadruplets. For instance, the type
(1,2) corridors, which appear when ρ < 1/(2
√
5), are shown
in Fig. 2(c); they point along the vectors (1,±2) and (2,±1)
and have width w = 1/
√
5−2ρ .
The general expression of the limiting variance is
ξflow =
1
pi(1−piρ2)
[
(1−2ρ)2+
√
2ϒ
( 1√
2
−2ρ
)
(12)
+2
∞
∑
m=1
∞
∑
n=m+1:
gcd(m,n)=1
√
m2+n2 ϒ
( 1√
m2+n2
−2ρ
)]
,
where ϒ(x) = x2 if x > 0, and 0 otherwise and gcd(m,n) de-
notes the greatest common divisor of m and n; the sum thus
runs over all pairs of relatively prime integers m and n such
that 1≤ m< n. The number of contributions to ξflow depends
on the radius ρ > 0, and is always finite. For example, for
ρ = 0.2, there are three types of corridors open, depicted in
Fig. 2.
IV. NUMERICAL MEASUREMENTS OF THE MOMENTS
We study the behavior of the moments of the distribution of
the anomalously-rescaled process r(t)/
√
t log t, relating our
numerical results to the parameters of its limiting normal dis-
tribution such as ξflow, Eq. (12), which, for simplicity, we will
henceforth refer to as the variance.
A. Time-dependence of the first and second moments
We focus on the first two moments of the rescaled displace-
ment vector. We are particularly interested in the second mo-
ment for its physical relevance, but also because the exponent
q = 2 is the onset of the anomalous behavior, Eq. (5). For
further validation of our results, we provide a comparison be-
tween the second and the first moments. As discussed earlier,
we need to critically assess the effect of finite-time measure-
ments of these quantities; the important point to notice is that
the “large” times that are needed to observe the asymptotics
of Eqs. (7)-(8) must be understood as logarithmically large
times, i.e., times so large that their logarithm is actually large.
Higher moments, q > 2, will not be analyzed here. For
these moments, it is believed that logarithmic corrections to
the scaling (5) are in fact absent [39]. Their measurement is,
however, delicate [32, 46]; we will return to this issue in a
separate publication.
Following the discussion in Sec. II B, we measure numer-
ically the left-hand side of Eq. (8), which, up to a numerical
factor, is proportional to the finite-time diffusion coefficient
D(t), Eq. (1). However, as detailed in the introduction, to ob-
tain an accurate measurement of the logarithmic divergence
of this quantity, it is necessary to include terms of order 1 in
this expression. (We do not include terms of order between 1
and log t, as they would be invisible to our simulations.) Di-
viding by the variance so as to eliminate the dependence on
the model’s parameter from the asymptotic result (8), we thus
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FIG. 3. (Color online) Left panels: numerical measurements of the normalized first (green, bottom curves) and second (blue, top curves)
moments, Eqs. (13)-(14), as functions of time. The dashed red lines show the results of linear fits of these two curves, i.e., as affine functions
of log t, computed in the interval delimited by the two vertical lines; see Sec. IV C for further details. Middle and right panels: graphs of the
measured intercepts, αi, and slopes, βi, i = 1,2, of the normalized moments as functions of time, i.e., obtained by fitting straight lines through
successive pairs of data points. The time-ranges of those graphs correspond to the fitting intervals shown on the left panels. The number of
open corridor types is four for the parameter value ρ = 0.14, Figs. 3(a)-3(c), two for ρ = 0.24, Figs. 3(d)-3(f), and one for ρ = 0.36 and 0.46,
Figs. 3(g)-3(l).
6seek an asymptotically affine function of log t:
1
2ξflowt
〈
r(t)2
〉∼ α2+β2 log t, (13)
where α2 and β2 are implicit functions of time, and are ex-
pected to converge to constant values [47] as t→∞; according
to Eq. (8), we should find β2 = 2 for large enough times.
In contrast to the second moment, the first moment (of the
norm of the displacement vector) must follow Eq. (7). Taking
the square of this quantity and dividing by the variance, we
again expect an asymptotically affine function of log t:
2
piξflowt
〈
r(t)
〉2 ∼ α1+β1 log t, (14)
now with β1 = 1 for large enough times.
We refer to the quantities on the left-hand side of Eqs. (13)-
(14) as the normalized second and first moments respectively.
Examples of numerical computations of these quantities
are provided in Fig. 3, for different parameter values. The
left panels display the graphs of these two normalized mo-
ments as functions of time, on logarithmic scales. For times
large enough, the curves tend to straight lines whose fits pro-
vide estimates of the coefficients αi and βi, shown as func-
tions of time on the middle and right panels, respectively; see
Sec. IV C for further details on the computation of these coef-
ficients.
As evidenced by the data shown in Fig. 3, when the linear
interpolation is performed on a (logarithmically) small neigh-
borhood of some given finite time t, we must think of all four
fitting parameters as functions of t. Since the asymptotic con-
vergences in Eqs. (7)-(8) occur over a logarithmic time scale,
it is reasonable to expect a slow convergence of these quanti-
ties; the deviations of the measured coefficients αi and βi from
their asymptotic values are indeed found to decay as power
laws with exponents less than one; see the discussion below.
Let us remark once again that there are in general no an-
alytical predictions for the fitting parameters αi. Though
the slopes βi (i = 1,2) are asymptotically independent of the
model’s parameter ρ , this is not expected of the intercepts
αi; using dimensional arguments, it is in fact not difficult to
convince oneself that αi should diverge with 1/(1− 2ρ) as
ρ→ 1/2. In other words, αi βi in the limit of narrow corri-
dors. At times t attainable in numerical simulations we should
thus typically expect the intercepts to be of sizes similar to the
terms βi log t on the right-hand sides of Eqs. (13)-(14), or even
much larger, as occurs when ρ→ 1/2; this regime will be an-
alyzed in a separate publication [48].
We believe this observation is key to explaining the diffi-
culties met in observing numerically the asymptotic scalings
in Eqs. (7)-(8). Recognizing that short time averages tend to
be dominated by diffusive motion helps explain the relevance
of the fitting parameters αi. Indeed the effect of ballistic tra-
jectories on the statistics of displacements is feeble and the
anomalous logarithmic divergences have a rather weak influ-
ence on the finite-time statistics, especially so when ρ is close
to its upper bound, 1/2 (so that the horizontal and vertical
corridors have narrowing widths).
B. Time span of measurements
For a given value of the parameter ρ , a key issue is to de-
termine a time interval where the fitting parameters αi and βi
in Eqs. (13)-(14) can be accurately measured. As discussed
in the introduction, integration times should be neither too
short, nor too long; they should be large enough to avoid the
regime where transient effects dominate, but cannot be too
large, since the number of initial conditions required to sample
the moments up to a given time scale grows with the square
of this scale; see the discussion below.
At the level of the dynamics, there are distinct time scales
at play. The first is the mean free time, τMFT, Eq. (4), which
measures the average time that separates successive collisions
with scatterers.
To identify a second timescale, which characterizes the mo-
tion of a point particle on the billiard table, consider a lattice
of unit cells each shifted by one half of a unit length in both
vertical and horizontal directions, so that obstacles are now
sitting at the cells’ corners rather than at their centers. The av-
erage time it takes for a particle at unit speed to exit a cell after
it entered it (with position and velocity distributed according
to the Liouville measure for the Poincare´ section given by the
four line segments delimiting each cell) is [35]
τR =
pi(1−piρ2)
4(1−2ρ) . (15)
The residence time τR provides a natural time unit of lattice
displacements. Note that, whereas τMFT, Eq. (4), diverges in
the limit of small scatterers, ρ→ 0, τR diverges in the opposite
limit of narrow corridors, ρ → 1/2.
In the presence of infinite corridors, the other relevant
timescale is of course the ballistic one, which, for horizontal
and vertical corridors, is, in the units of cell sizes and speed
of point particles,
τB = 1. (16)
As can be seen in Fig. 3, the initial regime, which is dom-
inated by transient effects, is typically longer for the first
moment than the second. For either moment, however, the
lengths of transients may depend on several factors, such as
the persistence of correlations, or the precise distribution of
ballistic segments, which vary with the parameter’s value.
Moreover, in an idealized model such that ballistic segments
are independent and identically distributed (so that correla-
tions are absent) αi and βi display 1/t corrections to their
asymptotic values [49]. For the billiard dynamics, we should
a fortiori expect a decay not faster than 1/t; the convergence
to the asymptotic regime might be even slower.
The distinction between the initial transient regime and that
where the moments follow Eqs. (13)-(14), with fitting pa-
rameters displaying small finite-time corrections, is not sharp.
There is in fact no easy way to estimate the length of the ini-
tial transient regime, a priori. Empirically, however, we find
the initial regime to subdue after a duration between 103 and
104 units of τMFT, which, in the range of parameter values ρ
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FIG. 4. (Color online) Numerical measurements of the distributions of the ballistic segments for the parameter value ρ = 0.14. Four different
types of corridors are open: (1,0) (red curve), (1,1) (green curve), (1,2) (blue curve), and (1,3) (cyan curve). The black dashed curves are
defined according to Eqs. (17)-(18), respectively, and have the same asymptotics.
investigated, may thus vary from several hundred units of τR
to a few thousand, depending on the value of the parameter.
Integration times should therefore be greater than a few
thousand units of τR. How much greater depends on one’s
ability to sample ballistic segments over that duration. Since
it is known [29] that the distribution of the lengths of ballis-
tic segments in infinite-horizon periodic Lorentz gases decays
with the cube of their lengths,
µk ∼ 1k3 , (17)
let us compare our numerical findings to the following model
for the corresponding cumulative distribution, by which we
mean the probability of having ballistic segments of lengths
at least k,
νk =
∞
∑
j=k
µ j =
1
k2
. (18)
Incidentally, ν1 = 1 is equivalent to normalization of the prob-
abilities (17), for k ranging over positive integers. The k2 de-
cay in the above equation is responsible for the logarithmic
divergence of the normalized second moment.
Now, suppose that, for times up to k, we want to accu-
rately sample ballistic segments of lengths k—assuming that
this will imply a good sampling of shorter ballistic segments
as well. Since point particles have unit speed, the flights of
lengths k cannot experience a collision in the time interval
[0,k] (modulo corrections that are negligible for large k). They
are thus indistinguishable, in the time-frame considered, from
flights of lengths ≥ k, as we do not know when the last colli-
sion before time 0 occurred or when the first one after time k
will. So we must consider the entire set of ballistic segments
of lengths≥ k, whose probability is given by (18), as a whole,
and each segment there will contribute with a length k, in the
time interval [0,k]. Accordingly, the number of initial con-
ditions we have to sample in order to accurately measure the
moments for times up to k grows like k2.
The tails of the actual distributions of ballistic segments,
shown in Fig. 4 for ρ = 0.14, differ from Eqs. (17)-(18) by a
numerical factor which is O(1− 2ρ). In the narrow corridor
limit, transitions between cells are overwhelmingly dominated
by segments of unit lengths; ballistic segments are thus infre-
quent. Away from this limit, however, ballistic trajectories
occur at manageable frequencies.
Considering the examples displayed in Fig. 3, the initial
transient regime subdues after times roughly t ∼ 104. For the
parameter values shown, and up to a constant factor of order
unity [50], the cumulative distribution of ballistic segments is
well approximated by Eq. (18), at least for k 1. We thus
typically need 108 initial conditions to sample trajectories up
to time t ∼ 104, but would need 1010 initial conditions to sam-
ple trajectories for times up to t ∼ 105. While the former is
within reach of our numerical computations, the latter is not,
at least not unless one is able to devote about ten years’ worth
of CPU time to it, notwithstanding the impact of the limited
accuracy of the integration on the results.
Statistical averages are, in practice, limited to ensembles
of at most a billion trajectories of duration 104τR. The mar-
gin between the decay of initial transients and the largest
timescale for which ballistic trajectories are accurately sam-
pled is thus typically narrow.
C. Details of the numerical procedure and results
Numerical integration of trajectories on the infinite-horizon
Lorentz gas proceeds according to standard event-driven al-
gorithms, which are common to systems with hard-core in-
teractions [51]. A specificity, however, is in the choice of
initial conditions, which are sampled from the standard Li-
ouville distribution along the vertical and horizontal borders
of a unit cell. This choice allows to sample trajectories ini-
tially in the process of completing a ballistic segment, as part
of the equilibrium distribution; such trajectories would be ab-
8ρ ttot tf N α1 β1 α2 β2
0.14 1.02×105 1.65×104 240 6.8±0.6 1.11±0.06 3.8±0.5 2.02±0.05
1.02×104 1.02×104 1440 6.50±0.02 1.142±0.002 3.67±0.07 2.029±0.007
0.24 1.24×104 1.24×104 1000 8.58±0.08 1.135±0.009 6.68±0.02 2.0059±0.0007
0.36 1.66×104 1.10×104 1000 14.33±0.03 1.152±0.003 13.54±0.05 2.069±0.005
0.46 3.29×104 7.16×103 1200 37.8±0.7 1.10±0.08 39.8±0.6 2.11±0.06
3.29×103 3.29×103 1100 37.44±0.06 1.150±0.008 40.24±0.05 1.994±0.007
TABLE I. Numerical measurements of the fitting parameters αi and βi, i = 1,2, of the normalized moments (13)-(14) for different values of
the model’s parameter, ρ . For each parameter value, we indicate ttot, the total integration time, tf the largest time in the fitting range, and N,
the number of groups of 106 trajectories used to gather the corresponding data. The values of the coefficients αi and βi, i = 1,2 reported here
are obtained by computing the means and their standard deviations for measurement times t near tf.
sent from the statistical ensemble had we instead chosen to
distribute initial conditions on the surface of the obstacle, i.e.,
where collision events take place.
Each trajectory is integrated over a given time span ttot, dur-
ing which the particle’s position on the billiard table is regu-
larly sampled, at intervals of time uniformly distributed on a
logarithmic scale. Statistical averages of observables such as
the normalized moments (13)-(14) are obtained by repeating
measurements of these quantities for a large number of initial
conditions.
As integration proceeds, the distribution of ballistic seg-
ments is computed by recording successive ballistic segments,
according to their lengths and corridor types, see Fig. 4(a). At
the end of the integration, we obtain a criterion for determin-
ing an upper bound tf, of the times up to which statistical av-
erages are reliably computed: we choose kf to be the smallest
integer k such that the percentage of unsampled ballistic seg-
ments of lengths ≤ k exceeds 0.1%. Finally we set tf = kf, as
speed is fixed to one. On the left panels of Fig. 3, tf is marked
by vertical solid lines. Of course, this is but a rough way of es-
timating the largest ballistic scale such that the cumulative dis-
tribution of ballistic segments is accurately sampled. Though
it may not be optimal, this is a quantitative criterion that has,
among its advantages, that it is easy to implement and requires
no a priori knowledge of the distribution of ballistic segments.
In Fig. 3, the lower bounds of the fitting intervals, marked
by solid vertical lines on the left panels, are taken to be
one tenth of the total integration time of the simulation, ti ≡
ttot/10, which we set to ttot ≡ 104τR. The bounds ti and tf
also correspond to the time ranges of the figures shown on the
middle and right panels of Fig. 3. The data themselves are ob-
tained by computing the averages of the normalized first and
second moments (13)-(14) as functions of time for about one
thousand groups of 106 trajectories each; see Table I for de-
tails. The times {tk}Nk=1, at which the moments are computed,
span N = 104 sub-intervals of ttot, such that tk/tk−1 = N1/N
and tN = ttot.
Having determined fitting intervals by inspection of the dis-
tributions of ballistic segments according to the criterion de-
scribed above, we compute, for each measurement time tk
within the fitting interval, ti ≤ tk ≤ tf, the values of the fit-
ting parameters αi and βi of the normalized moments aver-
aged over a group of 106 trajectories. This is achieved by
fitting straight lines through successive pairs of data points,
at tk and tk+1. Since the measurement times are spread uni-
formly on a logarithmic scale, we obtain in this way, for the
set of measurement times tk in the interval between ti and tf,
sequences of values of αi and βi, whose means (for the corre-
sponding measurement times tk) are displayed on the middle
and right panels of Fig. 3. The standard deviations of these
means yield the corresponding error bars.
In Table I, we extracted from Fig. 3 the values of the fitting
parameters αi and βi, measured at the right-ends of the fitting
intervals. The precision reported on those values reflect the
fluctuations observed over the last ten data points of each of
the fitting intervals. Increasing the time span would clearly re-
sult in smaller error bars. It must however be assumed that the
fitting parameters do not exhibit significant time dependence
over the chosen time span.
Integration times vary with the value of the model’s param-
eter ρ . For small values of ρ it is possible to take longer inte-
gration times, with large enough numbers of initial conditions.
On the contrary, when ρ increases towards 1/2, integration
times have to be decreased in order to allow for large enough
numbers of initial conditions. For ρ = 0.14, we also report in
Table I values of the fitting parameters obtained by integrating
over a total time of 105τR. The width of the fitting interval is
thus larger than that obtained by integrating over times 104τR,
but only by a small factor; accordingly, the values of the fitting
parameters do not vary appreciably.
At the opposite end of the range of parameter values shown
here, for ρ = 0.46, though the number of initial conditions
reported for integration times up to 104τR is rather large, the
precision on the fitting parameters is not as good, particularly
for β2; this is also reflected by the fluctuations observed in the
data displayed in Fig. 3(l). Repeating the measurement over a
total integration time of 103τR, we obtain better statistics for
comparable fitting times.
Overall, the convergence of β2 to its asymptotic value, 2,
is observed with better accuracy than that of β1 to 1. The
values obtained are consistent throughout the range of the
model’s parameter values, in spite of the variations in the val-
ues of the intercepts, α1 and α2. We interpret this as a clear
vindication of our methods; weak logarithmic divergences of
the mean-squared displacements of point-particles on infinite-
horizon billiard tables can be measured with satisfactory pre-
cision, regardless of their strength, gauged by the variance
ξflow, Eq. (12).
9V. CONCLUSIONS
The periodic Lorentz gases on a square lattice investigated
in this paper are prototypical examples of infinite-horizon bil-
liard tables, exhibiting a weak from of super-diffusion. Such
a regime is marginal in the sense that it lies at the border
between regimes of normal diffusion and regimes of anoma-
lous super-diffusion with mean-squared displacement grow-
ing with a power of time strictly greater than unity.
In the case of our “weak super-diffusion”, corrections to
the linear growth of the mean-squared displacement are log-
arithmic in time. For moderately large times, i.e., those
times which are accessible to numerical computations, the
slow growth of these corrections implies the coexistence of
two distinct regimes, one of normal diffusion, whereby point-
particles move short distances between collisions with obsta-
cles, i.e., of order of the inter-cell distance, and, the other, a
regime of accelerated (also termed enhanced) diffusion due to
the presence of ballistic trajectories.
Though the asymptotic regime—that which exhibits the
logarithmic divergence—has been well understood on a rig-
orous level, much less can be said about the regime of nor-
mal diffusion with which it typically coexists. As argued in
this paper, ignoring this second regime ultimately masks the
asymptotic regime itself, precluding its accurate detection. In
this respect, a great deal can be learned from a careful numer-
ical investigation.
The analysis presented in this paper has focused on two
moments of the normalized displacement, each with distinct
characteristics. On one hand, the first moment (of the modu-
lus) of the displacement vector was taken as a benchmark of
the limit law (7), for which we could check the convergence of
the corresponding moment of the anomalously rescaled pro-
cess. Though this convergence could be verified with good ac-
curacy throughout the range of the model’s parameter values
we investigated, it must be noted that it appears to be slower
in the regime of large corridors than in the opposite regime, of
narrow corridors.
The second moment, on the other hand, is of particular im-
portance because it marks the onset of the anomalous scal-
ing regime (5). As noted, the corresponding moment of the
anomalously rescaled process is expected to converge to twice
its limiting variance. This observation is indeed consistent
with numerical measurements of this quantity, to within very
good accuracy in most cases.
The numerical investigations reported in this paper are
based on standard event-driven algorithms, with uniform sam-
pling of trajectories. No attempt was made to use special
techniques to improve the sampling of ballistic trajectories.
Further investigations will focus on refined algorithms specif-
ically designed to explore phase-space regions associated with
such rare events, e.g., in the spirit of Refs. [52–54], and assess
their usefulness for the sake of computing statistical averages.
A separate perspective relates to the connection between
infinite Lorentz gases and stochastic processes. The infinite-
horizon Lorentz gas can indeed be viewed as an example
of a correlated Le´vy walk, whose distribution of free paths
scales with the inverse cubic power of their lengths. Mod-
els of such walks appear in the context of random search al-
gorithms [55]. Better understood, however, are uncorrelated
Le´vy walks [56, 57]. In this context scalings of the mean-
squared displacement such as Eq. (1) are known to occur when
the free paths are distributed as in Eq. (17). In a separate
publication, we will show that the narrow corridor limit of
the infinite-horizon Lorentz gas is a fertile study ground for a
class of such walks, where both normal and anomalous dif-
fusion coexist. Much in the spirit of the Machta-Zwanzig
approximation to the diffusion coefficient of normally diffu-
sive finite-horizon periodic billiard tables [58], correlations
between successive ballistic segments die out as the narrow
corridors limit is reached. In this limit, the terms of order
1 in the normalized moments take on a simple dimensional
form which plainly justifies the contrast between the coexis-
tence of normally and anomalously diffusive contributions in
the finite-time expression of the mean-squared displacement.
To describe this limit in an appropriate framework, we will
introduce a description in terms of continuous time random
walks with delay. As it turns out, this is but a particular case
of a much larger class, which includes models with all diffu-
sive regimes, ranging from sub- to super-diffusive. The details
will be reported elsewhere.
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