Abstract. One clock alternating timed automata (OCATA) have been introduced as natural extension of (one clock) timed automata to express the semantics of MTL [15] . In this paper, we consider the application of OCATA to the problems of model-checking and satisfiability for MITL (a syntactic fragment of MTL), interpreted over infinite words. Our approach is based on the interval semantics (recently introduced in [5] in the case of finite words) extended to infinite words. We propose regionbased and zone-based algorithms, based on this semantics, for MITL model-checking and satisfiability. We report on the performance of a prototype tool implementing those algorithms.
model-checking and satisfiability are ExpSpace-c in MITL). A comprehensive and efficient automata-based framework to support MITL model-checking (and other problems such as satisfiability) is thus highly desirable. In a recent work [5] we made a first step towards this goal in the restricted case of finite words semantics. We rely on one-clock alternating timed automata (OCATA for short), in order to avoid the direct, yet involved, translation from MITL to timed automata first introduced in [3] . The translation from MITL to OCATA -which has been introduced by Ouaknine and Worrell in the general case of MTL [15] is straightforward. However, the main difficulty with alternating timed automata is that they cannot, in general, be converted into an equivalent timed automaton, even in the one-clock case. Indeed, a run of an alternating automaton can be understood as several copies of the same automaton running in parallel on the same word. Unfortunately, the clock values of all the copies are not always synchronised, and one cannot bound, a priori, the number of different clock values that one must track along the run. Hence, contrary to the untimed word case, subset construction techniques cannot be directly applied to turn an OCATA into a timed automaton (with finitely many clocks).
Our solution [5] amounts to considering an alternative semantics for OCATA, that we call the interval semantics, where clock valuations are not punctual values but intervals with real endpoints. One of the features of this semantic is that several clock values can be grouped into intervals, thanks to a so-called approximation function. For instance, consider a configuration of an OCATA with three copies of the automata currently in the same location , and with clock values 0.42, 1.2 and 5.7 respectively. It can be approximated by a single interval [0. 42, 5.7] , meaning: 'there are two copies witch clock values 0.42 and 5.7, and there are potentially several copies with clock values in the interval [0. 42, 5.7] '. This technique allows to reduce the number of variables needed to track the clock values of the OCATA. While this grouping yields an underapproximation of the accepted language, we have showed [5] that, in the case of finite words, and for an OCATA A ϕ obtained from an MITL formula ϕ, one can always define an approximation function s.t. the language of A ϕ is preserved and the number of intervals along all runs is bounded by a constant M (ϕ) depending on the formula. Using classical subset construction and tracking the endpoints of each interval by means of a pair of clocks, we can then translate the OCATA into a Büchi TA accepting the same language.
In the present work, we continue this line of research and demonstrate that our techniques carry on to the infinite words case. Achieving this result is not straightforward because OCATA on infinite words have not been studied as deeply as in the finite words case, probably because infinite words language emptiness of OCATA is decidable only on restricted subclasses [15, 17] . Hence, to reach our goal, we make several technical contributions regarding infinite words OCATA, that might be of interest outside this work. First, in Section 3 we adapt the interval semantics of [5] to the infinite words case. Then, in Section 4, we introduce tree-like OCATA (TOCATA for short), a subclass of OCATA that exhibit some structure akin to a tree (in the same spirit as the Weak and Very Weak Alternating Automata [12,?] ). For every MTL formula ϕ, we show that the OCATA A ϕ obtained by the Ouaknine and Worrell construction [15] recognises the language of ϕ (a property that had never been established in the case of infinite words, as far as we know 1 ), is in fact a TOCATA. This shows in particular that TOCATA are semantically different from the 'weak OCATA' introduced in [17] (where 'weak' refers to weak accepting conditions), and whose emptiness problem is decidable. We prove specific properties of TOCATA that are important in our constructions (for instance, TOCATA on infinite words can be easily complemented), and we adapt the classical Miyano and Hayashi construction [14] to obtain a procedure to translate any TOCATA A ϕ obtained from an MITL formula into an equivalent timed Büchi automaton B ϕ . Equipped with these theoretical results, we propose in Section 6 algorithms to solve the satisfiability and model-checking problems of MITL. We define region-based and zone-based [2] versions of our algorithms. Our algorithms work on-the-fly in the sense that they work directly on the structure of the OCATA A ϕ (whose size is linear in the size of ϕ), and avoid building B ϕ beforehand (which is, in the worst case, exponential in the size of ϕ). Finally in Section 6, we present prototype tools implementing those algorithms. To the best of our knowledge, these are the first tools solving those problems for the full MITL. We report on and compare their performance against a benchmark of MITL formulas whose sizes are parametrised. While still preliminary, the results are encouraging.
Preliminaries
Basic notions. Let R, R + and N denote the sets of real, non-negative real and natural numbers respectively. We call interval a convex subset of R. We rely on the classical notation a, b for intervals, where is ( or [, is ) or ], a ∈ R and b ∈ R ∪ {+∞}. For an interval I = a, b , we let inf(I) = a be the infimum of I, sup(I) = b be its supremum (a and b are called the endpoints of I) and |I| = sup(I) − inf(I) be its length. We note I(R) the set of all intervals. We note I(R + ) (resp. I(N +∞ )) the set of all intervals whose endpoints are in R + (resp. in N ∪ {+∞}). Let I ∈ I(R) and t ∈ R, we note I + t for {i + t ∈ R | i ∈ I}. Let I and J be two intervals, we let I < J iff ∀i ∈ I, ∀j ∈ J : i < j.
Let Σ be a finite alphabet. An infinite word on a set S is an infinite sequence s = s 1 s 2 s 3 . . . of elements in S. An infinite time sequenceτ = τ 1 τ 2 τ 3 . . . is an infinite word on R + s.t. ∀i ∈ N, τ i ≤ τ i+1 . An infinite timed word over Σ is a pair θ = (σ,τ ) whereσ is an infinite word over Σ,τ an infinite time sequence. We also note θ as (σ 1 , τ 1 )(σ 2 , τ 2 )(σ 3 , τ 3 ) . . .. We denote by T Σ ω the set of all infinite timed words. A timed language is a (possibly infinite) set of infinite timed words.
Metric Interval Time Logic. Given a finite alphabet Σ, the formulas of MITL are defined by the following grammar, where σ ∈ Σ, I ∈ I(N +∞ ) is non-singular:
We rely on the following usual shortcuts ♦ I ϕ stands for U I ϕ, I ϕ for ¬♦ I ¬ϕ, ϕ 1ŨI ϕ 2 for ¬(¬ϕ 1 U I ¬ϕ 2 ), ϕ for [0,∞) ϕ and ♦ϕ for ♦ [0,∞) ϕ.
Given an MITL formula ϕ, we note Sub(ϕ) the set of all subformulas of ϕ, i.e.: Sub (ϕ) = {ϕ} when ϕ ∈ { } ∪ Σ, Sub (¬ϕ) = {¬ϕ} ∪ Sub (ϕ) and Sub (ϕ) = {ϕ} ∪ Sub (ϕ 1 ) ∪ Sub (ϕ 2 ) when ϕ = ϕ 1 U I ϕ 2 or ϕ = ϕ 1 ∧ ϕ 2 . We let |ϕ| denote the size of ϕ, defined as the number of U orŨ modalities it contains.
Definition 1 (Semantics of MITL).
Given an infinite timed word θ = (σ,τ ) over Σ, a position i ∈ N 0 and an MITL formula ϕ, we say that θ satisfies ϕ from position i, written (θ, i) |= ϕ iff the following holds:
We say that θ satisfies ϕ, written θ |= ϕ, iff (θ, 1) |= ϕ. We note ϕ the timed language {θ | θ |= ϕ}.
Observe that, for every MITL formula ϕ, ϕ is a timed language and that we can transform any MITL formula in an equivalent MITL formula in negative normal form (in which negation can only be present on letters σ ∈ Σ) using the operators: ∧, ∨, ¬, U I andŨ I .
Example 2. We can express the fact that 'every occurrence of p is followed by an occurrence of q between 2 and 3 time units later ' by: (p ⇒ ♦ [2, 3] q). Its negation, ¬ (p ⇒ ♦ [2, 3] q) , is equivalent to the following negative normal form formula: U [0,+∞) (p∧ ⊥Ũ [2, 3] ¬q).
Alternating timed automata. One-clock alternating timed automata (OCATA for short) have been introduced by Ouaknine and Worrell to define the language of MTL formulas [16] . We will rely on OCATA to build our automata based framework for MITL. Let Γ (L) be a set of formulas of the form , or ⊥, or γ 1 ∨ γ 2 or γ 1 ∧ γ 2 or or x c or x.γ, with c ∈ N, ∈ {<, ≤, >, ≥}, ∈ L. We call x c a clock constraint. Then, a one-clock alternating timed automaton (OCATA) [16] is a tuple A = (Σ, L, 0 , F, δ) where Σ is a finite alphabet, L is a finite set of locations, 0 is the initial location, F ⊆ L is a set of accepting locations, δ : L×Σ → Γ (L) is the transition function. Intuitively, disjunctions in δ( ) model non-determinism, conjunctions model the creation of several copies of the automata running in parallel (that must all accept for the word to be accepted) and x.γ means that x (the clock of the OCATA) is reset when taking the transition.
We assume that, for all
c, x. = and x. ⊥=⊥. Thus, we can write any formula of Γ (L) in disjunctive normal form, and, from now on, we assume that δ( , σ) is written in disjunctive normal form. That is, for all , σ, we have δ( , σ) =
The intervals semantics for OCATA on infinite words
In this section, we adapt to infinite timed words the intervals semantics introduced in [5] . In this semantics, configurations are sets of states ( , I), where is a location of the OCATA and I is an interval (while in the standard semantics states are pairs ( , v), where v is the valuation of the clock). Intuitively, a state ( , I) is an abstraction of a set of states of the form ( , v) with v ∈ I.
Formally, a state of an OCATA A = (Σ, L, 0 , F, δ) is a pair ( , I) where ∈ L and I ∈ I(R + ). We note S = L × I(R + ) the state space of A. When I = [v, v] (sometimes denoted I = {v}), we shorten ( , I) by ( , v). A configuration of an OCATA A is a (possibly empty) finite set of states of A in which all intervals associated with a same location are disjoint. In the rest of the paper, we sometimes see a configuration C as a function from L to 2
We note Config (A) the set of all configurations of A. The initial configuration of A is {( 0 , 0)}. For a configuration C and a delay t ∈ R + , we note C + t the configuration {( , I + t) | ( , I) ∈ C}. From now on, we assume that, for all configurations C and all locations : when writing C( ) as {I 1 , . . . , I m } we have I i < I i+1 for all 1 ≤ i < m. Let E be a finite set of intervals from I(R + ). We let E = |{[a, a] ∈ E}| + 2 × |{I ∈ E | inf(I) = sup(I)}| denote the number of individual clocks we need to encode all the information present in E, using one clock to track singular intervals, and two clocks to retain inf(I) and sup(I) respectively for non-singular intervals I. For a configuration C, we let C = ∈L C( ) .
Interval semantics [5] . Let M ∈ Config (A) be a configuration of an OCATA A, and I ∈ I(R + ). We define the satisfaction relation "|= I " on Γ (L) as:
We say that a configuration M is a minimal model of the formula γ ∈ Γ (L) wrt the interval I ∈ I(R + ) iff M |= I γ and there is no M M such that M |= I γ. Intuitively, for ∈ L, σ ∈ Σ and I ∈ I(R + ), a minimal model of δ( , σ) wrt I represents a configuration the automaton can reach from state ( , I) by reading σ.
Observe that the definition of M |= I x c only allows to take a transition δ( , σ) from state ( , I) if all the values in I satisfy the clock constraint x c of δ( , σ). We denote Succ(( , I), σ) = {M | M is a minimal model of δ( , σ) wrt I}. We lift the definition of Succ to configurations C as follows: Succ(C, σ) is the set of all configurations C of the form ∪ s∈C M s , where, for all s ∈ C: M s ∈ Succ(s, σ). That is, each C ∈ Succ(C, σ) is obtained by chosing one minimal model M s in Succ(s, σ) for each s ∈ C, and taking the union of all those M s .
Example 4. Let us consider again the OCATA of Fig. 1 (left) , and let us compute the minimal models of δ(
Approximation functions Let us now recall the notion of approximation functions that associate with each configuration C, a set of configurations that approximates C and contains less states than C. Formally, for an OCATA A, an approximation function is a function f : Config (A) → 2 Config(A) s.t. for all configurations C, for all C ∈ f (C), for all locations ∈ L: (i) (i) C ( ) ≤ C( ) ; (ii) for all I ∈ C( ), there exists J ∈ C ( ) s.t. I ⊆ J; and (iii) for all J ∈ C ( ), there are I 1 , I 2 ∈ C( ) s.t. inf(J) = inf(I 1 ) and sup(J) = sup(I 2 ). We note APP A the set of approximation functions for A. We lift all approximation functions f to sets C of configurations in the usual way: f (C) = ∪ C∈C f (C). In the rest of the paper we will rely mainly on approximation functions that enable to bound the number of clock copies in all configurations along all runs of an OCATA A. Let k ∈ N, we say that f ∈ APP A is a k-bounded approximation function iff for all C ∈ Config (A), for all C ∈ f (C): C ≤ k.
f -Runs of OCATA We can now define formally the notion of run of an OCATA in the interval semantics. This notion will be parametrised by an approximation function f , that will be used to reduce the number of states present in each configuration along the run. Each new configuration in the run is thus obtained in three steps: letting time elapse, performing a discrete step, and applying the approximation function. Formally, let A be an OCATA of state space S, f ∈ APP A be an approximation function and θ = (σ 1 , τ 1 )(σ 2 , τ 2 ) . . . (σ i , τ i ) . . . be an infinite timed word. Let us note t i = τ i − τ i−1 for all i ≥ 1, assuming τ 0 = 0. An f -run of A on θ is an infinite sequence C 0 , C 1 , . . . , C i , . . . of configurations s.t.: C 0 = {( 0 , 0)} and for all i ≥ 1:
Observe that for all pairs of configurations C, C s.t. C ∈ f (Succ(C + t, σ)) for some f , t and σ, each s ∈ C can be associated with a unique set dest(C, C , s) ⊆ C containing all the 'successors' of s in C and obtained as follows. Let C ∈ Succ(C + t, σ) be s.t. C ∈ f (C). Thus, by definition, C = ∪ s∈C M s , where each M s ∈ Succ(s, σ) is the minimal model that has been chosen for s when computing Succ(C, σ). Then, dest(C, C , s) = {( , J) ∈ C | ( , I) ∈ M s and I ⊆ J}. Remark that dest(C, C , s) is well-defined because intervals are assumed to be disjoint in configurations. The function dest allows to define a DAG representation of runs, as is usual with alternating automata. We regard a run π = C 0 , C 1 , . . . , C i , . . . as a rooted DAG G π = (V, →), whose vertices V correspond to the states of the OCATA (vertices at depth i correspond to C i ), and whose set of edges → expresses the OCATA transitions. Formally, V = ∪ i≥0 V i , where for all i ≥ 0:
From now on, we will mainly rely on the DAG characterisation of f -runs.
Example 5. Fig. 2 displays three DAG representation of run prefixes of A ϕ (Fig. 1) , on the word (a, 0.1)(a, 0.2)(a, 1.9)(b, 2)(b, 3) . . . (grey boxes highlight the successive configurations). π only is an Id-run and shows why the number of clock copies cannot be bounded in general: if A ϕ reads n a's between instants 0 and 1, n copies of the clock are created in location ♦ .
Please find below an equivalent definition of an f -run in which the time elapsing and discrete transition (i.e. the acting of reading a letter) are distinguished. The definition below is inspired from the classical definition of run of an OCATA [16] and is more convenient to manipulate in the proves of our results. Definition 6. Let A be an OCATA and let f ∈ APP A be an approximation function. The f -semantics of A is the transition system T A,f = (Config (A) , , −→ f ) on configurations of A defined as follows:
-the transition relation takes care of the elapsing of time:
-the transition relation −→ takes care of discrete transitions between locations and of the approximation:
Let θ = (σ,τ ) be an infinite timed word and let f ∈ APP A be an approximation function. Let us note t i = τ i − τ i−1 for all i ≥ 1, assuming τ 0 = 0. An frun of A (of state space S) on θ is also an infinite sequence of discrete and continuous transitions in T A,f that is labelled by θ, i.e. a sequence of the form:
In the rest of the paper, we (sometimes) use the abbreviation C i f -language of OCATA We can now define the accepted language of an OCATA, parameterised by an approximation function f . A branch of an f -run G is a (finite or) infinite path in G π . We note Bran ω (G) the set of all infinite branches of G π and, for a branch β, we note Inf ty(β) the set of locations occurring infinitely often along β. An f -run is accepting iff ∀β ∈ Bran ω (G), Inf ty(β) ∩ F = ∅ (i.e. we consider Büchi acceptance condition). We say that an infinite timed word θ is f -accepted by A iff there exists an accepting f -run of A on θ. We note L ω f (A) the language of all infinite timed words f -accepted by A. We close the section by observing that a standard semantics for OCATA (where clock valuations are punctual values instead of intervals) is a particular case of the interval semantics, obtained by using the approximation function Id s.t.
Then, the following proposition shows the impact of approximation functions on the accepted language of the OCATA: they can only lead to under-approximations of L ω (A). 4 TOCATA: a class of OCATA for MITL
Proof (Idea
In this section, we introduce the class of tree-like OCATA (TOCATA for short), and show that, when applying, to an MITL formula ϕ, the construction defined by Ouaknine and Worrell [16] in the setting of MTL interpreted on finite words, one obtains a TOCATA that accepts the infinite words language of ϕ. To prove this result, we rely on the specific properties of TOCATA (in particular, we show that their acceptance condition can be made simpler than in the general case). Then, we show that there is a family of bounded approximation functions f ϕ , s.t., for every MITL formula ϕ, L
. This result will be crucial to the definition of our on-the-fly model-checking algorithm in Section 5. We also exploit it to define a natural procedure that builds, for all MITL formula ϕ, a Büchi timed automaton B ϕ accepting ϕ .
From MITL to OCATA. We begin by recalling the syntactic translation from MTL (a superset of MITL) to OCATA, as defined by Ouaknine and Worrell [16] . Observe that it has been defined in the setting of finite words, hence we will need to prove that it is still correct in the infinite words setting. Let ϕ be an MITL formula (in negative normal form). We let A ϕ = (Σ, L, 0 , F, δ) where: L is the set containing the initial copy of ϕ, noted 'ϕ init ', and all the formulas of Sub(ϕ) whose outermost connective is 'U ' or 'Ũ '; 0 = ϕ init ; F is the set of the elements of L of the form ϕ 1ŨI ϕ 2 . Finally δ is defined by induction on the structure of ϕ: Tree-like OCATA Let us now define a strict subclass of OCATA that captures all the infinite words language of MTL formulas, but whose acceptance condition can be made simpler.
. . , L m s.t.: (i) each L i contains either only accepting states or no accepting states and (ii) the partial order is compatible with the transition relation and yields the 'tree-like' structure of the automaton. Here is the formal definition of a TOCATA.
-each L i contains either only accepting states or no accepting states:
. . , L m compatible with the transition relation and that yields the 'tree-like' structure of the automaton in the following sense: is s.t.
In particular, OCATA built from MTL formulas, such as A ϕ in Fig. 1 , are TOCATA. Since MTL is a superset of MITL, this proposition is true in particular for MITL formulas:
Proof. Let L = { 1 , 2 , . . . , m } be the locations of A ϕ . We consider the partition
It is easy to check that they satisfy the definition of TOCATA.
Properties of TOCATA Let us now discuss two peculiar properties of TOCATA that are not enjoyed by OCATA. The first one is concerned with the acceptance condition. In the general case, a run of an OCATA is accepting iff all its branches visit accepting states infinitely often. Thanks to the partition characterising a TOCATA, this condition can be made simpler: a run is now accepting iff each branch eventually visits accepting states only, because it reaches a partition of the locations that are all accepting.
Proof. First, remark that the "if" case is trivial. In the following, we prove the "only if" case. As A is a tree-like OCATA, there exists a partition of L into disjoint subsets L 1 , L 2 , . . . , L m satisfying:
Let π be an accepting Id-run of A and G π its associated DAG. Let β = β 0 β 1 . . . β i . . . be a (finite or infinite) branch of G π , we must prove that either β is finite, either ∃n β ∈ N s.t. ∀i > n β : β i = (( , v), i) implies ∈ F . As π is accepting, either β is finite, either there exists a smallest n 0 such that β n0 has an accepting location. If β is finite, we are done. So, let us suppose that β is infinite. In this case, there exists a smallest n 0 such that β n0 has an accepting location, say ∈ L i for a certain 1 ≤ i ≤ m. 1. implies that L i ⊆ F . Thanks to 2., β n0+1 is found:
Remark that case a. can be repeated infinitely many times, while case b. can happen at most m − 1 times. So, there exists n ≥ n 0 and 1 ≤ i ≤ m such that ∀i > n :
The second property of interest for us is that TOCATA can be easily complemented. One can simply swap accepting and non-accepting locations, and 'dualise' the transition relation, without changing the acceptance condition 2 (as in the case of OCATA on finite words [16] ). Formally, the dual of a formula ϕ ∈ Γ (L) is the formula ϕ defined inductively as follows. ∀ ∈ L, = ; f alse = true and true = f alse ; ϕ 1 ∨ ϕ 2 = ϕ 1 ∧ ϕ 2 ; ϕ 1 ∧ ϕ 2 = ϕ 1 ∨ ϕ 2 ; x.ϕ = x.ϕ ; the dual of a clock constraint is its negation (for example:
Thanks to Proposition 11, we will prove that A C accepts the complement of A's language.
Before proving this, we make several useful observations about the transition relation of an OCATA. Let δ be the transition function of some OCATA, let be a location, let σ be a letter, and assume δ( , σ) = k a k , where each a k is an arc, i.e. a conjunction of atoms of the form: , x. , x c, 0 c, or ⊥. Then, we observe that each minimal model of δ( , σ) wrt some interval I corresponds to firing one of the arcs a k from ( , I). That is, each minimal model can be obtained by choosing an arc a k from δ( , σ), and applying the following procedure. Assume
where ϕ is a conjunction of clock constraints. Then, a k is firable from a minimal model ( , σ) iff I |= ϕ (otherwise, no minimal model can be obtained from a k ). In this case, the minimal model is
From now on, we consider that δ( , σ) is always written in disjunctive normal form, i.e. δ( , σ) = k∈K A k , where the terms A k might be , x. , x c, 0 c,
Proof. Claim. Let θ be an infinite timed word. Let π be an Id-run of A on θ and π be a Id-run of A C on θ. Then, π and π have a common branch.
Proof of the claim. Let π be a Id-run of A,
. . We will recursively construct a common branch of π and π . We will denote its elements by e 0 e 1 e 2 ... (so, each e i ∈ C i ∩ C i and is a certain state ( , v)). Basis: C 0 = C 0 = {( 0 , 0)}, so, we take e 0 = ( 0 , 0). Induction: Suppose we constructed a common beginning of branch of π and π : e 0 e 1 e 2 ...e 2n−3 e 2n−2 . Let us show that we can extend this common beginning of branch, constructing e 2n−1 and e 2n . We know that e 2n−2 ∈ C 2n−2 ∩ C 2n−2 . Suppose e 2n−2 = ( , v). Then, transitions
, which can be written as (in disjunctive normal form) j∈J k∈Kj
A jk where each A jk is a term of type , x. or x c. For each j ∈ J, we can then define 
-either v i satisfies a certain clock constraint present in
In particular, the minimal model of δ( i , σ n ) wrt v i that is used in π to construct C 2n contains an element of A j [v i ] (because it does not satisfy any clock constraint in k∈K j A j k ) and there is a transition in π linking e 2n−1 = ( i , v i ) to this element. It is this element we choose to be e 2n .
We will prove the proposition thanks to this claim. We first prove that
Suppose by contradiction that there exists a timed word
. Then, there exists accepting Id-runs π and π (resp.) of A and A C on θ. By the previous claim, π and π have a common branch e 0 e 1 e 2 .... As π is an accepting Id-run of A, ∃n ∈ N, ∀m > n, the location of e m is in F . But as π is an accepting Id-run of A C , ∃n ∈ N, ∀m > n, the location of e m is in L \ F : this is impossible and so θ /
We will inductively construct an accepting Id-run of A C on θ. To actually construct an accepting Id-run, we will maintain an additional property of the beginning of Id-run we extend at each inductive step, say π 2n
"for each branch β of π 2n , there exists a beginning of Id-run of A on θ such that:
-either β is a branch of π and π can not be prolonged into a complete Id-run of A (it is "blocking"), -or π can be prolonged into a complete Id-run π c of A such that β is the beginning of a branch of π c on which each location of F only occurs a finite number of times."
We note ( 2n) this property. Basis. We construct C 0 = {( 0 , 0)}. As there is no accepting Id-run of A on θ, property ( 0) is trivially verified.
Induction. Suppose we constructed a beginning of Id-run π 2n of A C on θ:
σn −→ C 2n such that property ( 2n) is verified. We will extend π 2n to obtain a beginning of Id-run C 0 t1
We know that ( ( 2n + 1) ) for each branch β of π 2n , there exists a beginning of Id-run π of A on θ such that:
-either β is a branch of π and π can not be prolonged into a complete Id-run of A, -or π can be prolonged into a complete Id-run π c of A such that β is the beginning of a branch of π c on which each location of F only occurs a finite number of times.
In particular, for each
A jk , as previously. As there is no accepting Id-run of A on θ, whatever is the minimal model A j [v i ] we decide to take as successor of ( i , v i ) in a beginning of Id-run of A on θ, and no matter how it is then prolonged, it will contain a branch on which each location of F only occurs a finite number of times or will be "blocking". Let us note ( j i , v j i ) i∈I,j∈J the successors of ( i , v i ) on the branches on which each location of F only occurs a finite number of timed or are "blocking" 3 , considering a certain Id-run of A on θ going from
Thanks to this induction, we can construct an infinite Id-run π, C 0 t1
. . , such that for each branch β of π, there exists a Id-run or a beginning of Id-run π of A on θ such that:
-either β is a branch of π and π can not be prolonged into a complete Id-run of A (it is "blocking"): it means that β is a finite and non-blocking branch of π, 3 Remark that a branch of a Id-run of A is blocking reading σn+1 iff k∈K j A jk contains a clock constraint x c not satisfied in vi or there is no transition from i reading σn+1. In the first case A jk contains the negation of x c, which is verified by vi, and in the second case δ( i, σn+1) = false and so δ( i, σn+1) = true. In both cases (in particular) k∈K j A jk will be satisfied in δ( i, σn+1) even if no successor is attributed to ( i, vi) (the branch ending in ( i, vi) in pi2n is finite but not blocking).
-or π is a Id-run of A such that β is a branch of this Id-run on which each location of F only occurs a finite number of times.
So, all the infinite branches of π visit L \ F infinitely often and π is an accepting Id-run of A C on θ.
TOCATA and MITL Equipped with those results we can now expose the two main results of this section. First, the translation from MTL to OCATA introduced in [16] carries on to infinite words (to the best of our knowledge this had not been proved before and does not seem completely trivial since our proof requires the machinery of TOCATA developed in this paper). Second, for every MITL formula ϕ, we can devise an M (ϕ)-bounded 4 approximation function f ϕ to bound the number of intervals needed along all runs of the intervals semantics of the TOCATA A ϕ , while retaining the semantics of ϕ. Notice that this second property fails when applied to formulae ϕ of MTL.
Proof. This has been proved in the finite words case in [16, Prop. 6.4] . This proof relies crucially on the fact that OCATA can be complemented in this case.
Thanks to Proposition 12, we can adapt the proof of [16] .
We will now show there exists a family of bounded approximation functions
. We first recall from [5] the exact value of the upper bound M (ϕ) on the number of clock copies (intervals) we need to consider in the configurations to recognise an MITL formula ϕ. Then, we recall the definition, for an MITL formula ϕ, of the approximation function f ϕ . Let ϕ be an MITL formula in negative normal form. We define M (ϕ), thanks to M ∞ (ϕ) and M 1 (ϕ) defined as follows Observe that, in the former case, if I 1 is not a singleton, then Merge (S) = S − 1. Now, we can lift the definition of Merge to configurations. Let C be a configuration of A and let k ∈ N. We let:
Observe that Merge (C, k) is a (possibly empty) set of configurations, where each configuration (i) has at most k clock copies, and (ii) can be obtained by applying (if possible) or not the Merge function to each C( ). Let us now define a family of k-bounded approximation functions, based on Merge. Let k ≥ 2 × |L| be a bound and let C be a configuration, assuming that C( ) = {I 1 , . . . , I m } for all ∈ L. Then:
Roughly speaking, the F k (C) function tries to obtain configurations C that approximate C and s.t. C ≤ k, using the Merge function. If it fails to, i.e., when Merge (C, k) = ∅, F k (C) returns a single configuration, obtained from C be grouping all the intervals in each location. The latter case occurs in the definition of F k for the sake of completeness. When the OCATA A has been obtained from an MITL formula ϕ, and for k big enough (see hereunder) each θ ∈ ϕ will be recognised by at least one F k -run of A that traverses only configurations obtained thanks to Merge. We can now finally define f ϕ for every MITL formula ϕ, by letting f ϕ = F K , where K = max{2 × |L|, M (ϕ)}. We insist on the importance of Proposition 11 and Theorem 13 that enable to adapt with a large facility the proof of Theorem 13 from [5] to infinite words, providing the following theorem:
( ♦ ,0.1)
( ♦ ,0.1) Fig. 1 (right) . Hence, f ϕ groups the two clock copies created in ♦ when reading the two first a's, but keeps the third one apart. This yields the f ϕ -run π in Fig. 2 . On the other hand, the strategy of grouping all the clock copies present in each location, which yields π , is not a good solution. This prefix cannot be extended to an accepting run because of the copy in state ( ♦ , [2.1, 2.9]) in the rightmost configuration, that will never be able to visit an accepting location.
A Büchi transition system for each OCATA. Thanks to the bound M (ϕ) on the number of necessary clock copies and the approximation function f ϕ , given by Theorem 14, we can use the method of Miyano Hayashi [14] to construct a Büchi timed transition system from A ϕ : MHTS A ϕ , f ϕ . Each state of a configuration of A ϕ will be marked by or ⊥. Intuitively, a state is marked by iff all the branches it belongs to have visited a final location of A ϕ since the last accepting state of MHTS A ϕ , f ϕ (i.e., a state where all markers are ). Formally, for an OCAT A A and an approximation function f , we define the transition system
"→ MH ", representing the discrete transitions, is defined in way that (1) a transition with → MH between two states of S MH corresponds to a discrete transition between the configurations of A they represent and (2) the last component of a trio of s to be ⊥ iff its first component is not in F and, either it comes from the grouping of trios emanating from trios such that at least one of them had ⊥ as last component. Moreover, if s ∈ α, we want to start again the marking: we put all the third components of the trios of s to ⊥ before proceeding as previously. Formally:
s according to the rules in (i).
Proposition 16. Let A be an OCATA and f be an approximation function: , f ) ). Let us note t i = τ i − τ i−1 for all 1 ≤ i ≤ |θ|, assuming τ 0 = 0. We have an accepting f -run of A on θ, say π :
that there is an accepting run of MHTS (A, f ) on θ, say π :
We construct π by induction, proving additionally that the two following properties hold for j ≥ 0:
( * 2j) if a location of F occurs on all the branches of π between the last configuration C 2j such that s 2j ∈ α (or, failing that, between C 0 ) and C 2j , then, s 2j ∈ α.
Basis: We know that
It is clear that ( 0) and ( * 0) are verified because only 0 / ∈ F occurs on the (unique) branch of π. Induction: Suppose that we constructed π until s 2i and that ( 2j) and ( * 2j) are verified ∀0 ≤ j ≤ i. We will construct π until s 2(i+1) in way ( 2(i + 1)) and ( * 2(i + 1)) will still be verified.
First, we must construct s 2i+1 such that s 2i
is verified by hypothesis, it means that C 2i can also be written as {( k , I k ) k∈K }. We must choose s 2i+1 to be {( k , I k +t i+1 , m k ) k∈K }.
Remark that the following property holds:
Secondly, we must construct s 2(i+1) such that s 2i+1 + 1) ) is trivially verified. It stays to prove that ( * 2(i + 1)) is satisfied. Suppose that a location of F occurs on all the branches of π between the last configuration C 2j such that s 2j ∈ α (or, failing that, between C 0 ) and C 2(i+1) . We must prove that s 2(i+1) ∈ α, i.e. all the trios of s 2(i+1) has as last component. Let β = β 0 β 1 β 2 . . . β 2j . . . β 2j . . . β 2(i+1) . . . be a branch of π. The hypothesis implies there exists a transition σj −→ f , for j ≤ j ≤ i + 1, such that β 2j = ( , I) for a certain ∈ F . By ( * 2j), ( , I, m k ) ∈ s 2j for a certain m k in { , ⊥}, but point (i) (b) of the definition of → obliges m k to be . So, the third components associated in π to the different states of the branches of π will gradually (between s 2j and s 2(i+1) ) become . We must still ensure they will eventually never become ⊥ again. In fact, a pair ( , I) of a certain state s j (for 2j ≤ j ≤ 2(i + 1)) of π, corresponding to ( , I, ) in π , can have a successor ( , I ) in π such that this corresponds to ( , I , ⊥) in π iff s j is accepting and / ∈ F (which is not possible under the present hypothesis) or ( , I , ⊥) comes from the grouping of trios (thanks to f ) emanating from trios such that at least one of them had ⊥ as last component (case (i) (b) of the definition of →). It means that no location of F occurs on one of the branches of π leading to ( , I ), say β = β 0 β 1 β 2 . . . β 2j . . . β 2k . . . β 2(i+1) . . . , with β 2k = ( , I ), since β 2j (else, we contradict case (i) (c)). But, by hypothesis, a location of F occurs on all the branches of π between steps 2j and 2(i + 1), so there exists a transition σ 2j −→ f , for k <j ≤ i + 1, such that β 2j has its location in F : once again, point (i) (b) of the definition of → obliges m 2j to be . As a location of F occurs on all branches of π between steps 2j and 2(i + 1) and there is only a finite number of branches leading to a state of C 2(i+1) , we conclude that we can only encounter this last case a finite number of time and so s 2(i+1) ∈ α: ( * 2(i + 1)) is satisfied. To end this part of the proof, we must show that π is accepting. The previous induction proves that ( * 2j) is verified for all j ≥ 0. As π is accepting, a location of F occurs on all the branches of π infinitely often, and so there is an infinite number of j and j' such that the antecedent of ( * 2j) is true. So, in this same infinite number of times, we know that s 2j ∈ α, what proves that π is accepting. → are chosen, it is easy to see there exists a unique possible choice for the values of the m k of s 2(i+1) .
We construct π by induction, proving additionally that the two following properties hold for j ≥ 0: Induction: Suppose that we constructed π until C 2i and that ( 2j) and ( * 2j) are verified ∀0 ≤ j ≤ i. We will construct π until C 2(i+1) in way ( 2(i + 1)) and ( * 2(i + 1)) will still hold.
First, we must construct C 2i+1 such that C 2i ti+1 C 2i+1 . We know that s 2i
Secondly, we must construct
, what we wanted. It stays to prove that ( * 2(i + 1)) is satisfied. Suppose that s 2(i+1) ∈ α (i.e. ∀k ∈ K , m k = 1). We must prove that, between the last configuration C 2j such that s 2j ∈ α (or, failing that, between C 0 ) and C 2(i+1) , a location of F occurs on all the branches of π . Let β = β 0 β 1 β 2 . . . β 2j . . . β 2j . . . β 2(i+1) . . . be a branch of π and suppose by contradiction that ∀j ≤ j ≤ i + 1, β 2j has not its location in F . As s j2 ∈ α, all the third components of s 2j are replaced by ⊥ (likewise, by definition of s 0 , its unique trio has ⊥ as last component) before evolving reading σ j +1 , σ j +2 , . . . , σ i+1 thanks to the rules in (i) in the definition of → MH . But, observing rules in (i), when a trio has ⊥ as last component, it can only evolve to a trio with as last component if case (2) it satisfied, what is impossible along β. This contradicts the fact that s 2(i+1) ∈ α. To end the proof, we must show that π is accepting. The previous induction proves that ( * 2j) holds for all j ≥ 0. As π is accepting, we know that s 2j ∈ α for infinitely many j and so, between any two successive such j's all the branches of π saw F . We conclude that all the branches of π saw F infinitely often, what proves that π is accepting.
Büchi timed automata for MITL formulas. Building on this formalisation, one can define a timed automaton with Büchi acceptance condition B ϕ = (Σ, B, b 0 , X, F B , δ B ) that simulates MHTS A ϕ , f ϕ , and thus accepts ϕ , for every MITL formula ϕ. A Büchi timed automaton (TA) is a tuple B = (Σ, B, b 0 , X, F B , δ B ), where Σ is a finite alphabet, B is a finite set of locations, b 0 ∈ B is the initial location, X is a finite set of clocks, F B ⊆ B is the set of accepting locations, and
X × B is a finite set of transitions, where G(X) denotes the set of guards on X, i.e. the set of all finite conjunctions of clock constraints on clocks from X. For a transition (b, σ, g, r, b ) , we say that g is its guard, and r its reset. A configuration of a TA is a pair (b, v), where v : X → R + is a valuation of the clocks in X. We denote by Config (B) the set of all configurations of B.
where v + t is the valuation s.t. for all x ∈ X:
v (x) = 0 and for all x ∈ X \ r: v (x) = v(x). We write (b, v)
for all i ≥ 1, assuming τ 0 = 0. A run of B on θ is an infinite sequence of successor steps that is labelled by θ, i.e. a sequence of the form: v 3 ) . . . , where v 0 assigns 0 to all clocks. Such a run of B is accepting iff there is infinitely many (b i , v i ) with an accepting b i . We say that a timed word θ is accepted by B iff there exists an accepting run of B on θ. We denote by L ω (B) the language of B, i.e. the set of infinite timed words accepted by B. For an MITL formula ϕ, we construct B ϕ = (Σ, B, b 0 , X, F B , δ B ) as follows. Locations of B ϕ associate with each location of A ϕ a sequence of triples (x, y, m), where x and y are clocks that store the infimum and supremum of an interval respectively, and m is a Miyano-Hayashi marker. Formally, for a set of clocks X, we let loc(X) be the set of functions S that associate with each ∈ L a finite sequence (x 1 , y 1 , m 1 ) , . . . , (x n , y n , m n ) where, for 1 ≤ i ≤ n, m i ∈ { , ⊥} and (x i , y i ) is a pair of clocks from X s.t. each clock only occurs once in S(L). Then: -X is the set of clocks of B ϕ s.t. |X| = M (ϕ); -B = {S ∈ loc(X)} is the set of locations of B ϕ . Thus, a configuration (S, v) of B ϕ (where S is the location and v the valuation of the clocks X) encodes the labeled configuration
, where x and y are two clocks arbitrarily chosen from X;
Finally, we must define the set of transitions δ B to let B ϕ simulate the executions of A ϕ . First, we observe that, for each location ∈ L, for each σ ∈ Σ, all arcs in δ are either of the form ( , σ, true) or ( , σ, false) or of the form , σ, ∧ x.
where g is guard on x, i.e. a finite conjunction of clock constraints on x. Let S ∈ B be a location of B ϕ , ∈ L, σ ∈ Σ be a letter and (x, y, m) be a 3-tuple occurring in S( ). Let us associate to this 3-tuple an arc a of δ of the form ( , σ, γ). Then, we associate to a a guard guard (a), and two sets reset (a) and loop (a), defined as follows:
-if γ ∈ {true, false}, then, guard (a) = γ and reset (a) = loop (a) = ∅.
Thanks to those definitions, we can now define δ B . Let S be a location in B. We want that to encounter an accepting location of B ϕ in a run corresponds to the occurrence of a location of F on all branches of the corresponding run of A ϕ . When such an accepting location of B ϕ is encountered, we need to start again the marking: the following definition of S reflects this need. If S ∈ F B , we let S to be such that: ∀ ∈ L, S( ) = {(x, y, ⊥) | (x, y, ) ∈ S ( )}. If S / ∈ F B , we let S = S . We assume:
-For all i ∈ {1, . . . , k}: a i is an arc of δ of the form ( , σ, γ i ) associated to
be obtained from S( ) by deleting all the trios (x, y, m) such that (x, y) / ∈ k i=1 loop (a i ). For each ∈ L∩F , we let S ( ) = (x 1 , y 1 , )(x 2 , y 2 , ) · · · (x n , y n , ) be obtained from S( ) by deleting all the trios (x, y, m) such that (x, y) / ∈ k i=1 loop (a i ). Then, for all ∈ L:
reset (a i ) and ∈ i∈{1,...,k}
we let R = {x}; and we let R = ∅ otherwise.
Proof. To prove this, we will show that the transition system S Bϕ = (Config (B ϕ ) , , −→) induced by B ϕ in the classical semantics is MHTS A ϕ , f ϕ in which (S, v) ∈ Config (B ϕ ) corresponds to { ( , [v(x), v(y) ], m) | (x, y, m) ∈ S( )}. It is easy to see that the initial configuration of B ϕ , (S 0 , v 0 ), where for all x ∈ X, v 0 (x) = 0 corresponds to the initial state s 0 of MHTS A ϕ , f ϕ . Now, suppose that we reached a configuration (S, v) ∈ Config (B ϕ ) corresponding to the state
We will show that there exists T such that T σ −→ T in S A,f ϕ and (S , v ) and T correspond.
T / ∈ α and we let S = S and T = T . Then, for all ∈ L, an arc a (x,y) must have been associated to each (x, y, m) ∈ S( ). S is then defined in way each (x, y, m) associated to an arc that loop is still associated to the same location while the others disappear. In the last 4 cases (1., 2., 3. and 4.) all the locations to which an arc goes without looping (characterized by the fact that there is a reset through this location in our automata for MITL formula A ϕ ) are considered: either two new reset (!) clocks are associated to these locations, or a new reset (!) clock replace the clock x 1 of the first pair of clocks associated to this location (and so, to the smallest represented interval). Whatever is the case thanks to which (S , v ) has been formed, taking the corresponding arc of B ϕ , each of the intervals (x, y) of S must have satisfied the clock constraints
, what corresponds to the fact that the whole interval [v(x), v(y)] satisfies guard a (x,y) [x/x i ] (because this guard is an interval and is so convex). Moreover, v is obtained from v by associating ⊥ to each clock reset in the case 1., 2., 3. or 4. used to create (S , v ), and by associating v(x) to all other clock x. This treatment of (S, v) to obtain (S , v ) exactly correspond to the fact that
|(x, y, m) ∈ S ( )} thanks to the minimal models obtained following arc a (x,y) from each ( , [v(x), v(y)]) (f ϕ is applied to the result in way a merging is effectuated iff clock x 1 is replaced by a new reset clock from S to S ). We so take T = ∈L {( , [v (x), v (y)], m) | (x, y, m) ∈ S ( )}. It is not difficult to see that, whatever is the case thanks to which (S , v ) has been formed, the marking of pairs of clock of S enables T to satisfy conditions (b) and (c) of the definition of the transition −→ of S A,f ϕ . We so have T σ −→ T in S A,f ϕ and (S , v ) and T correspond. From S A,f ϕ to S Bϕ : Suppose that T σ −→ T in S A,f ϕ and that (S , v) and
In this case, S ∈ F B and is turned to S = {(x, y, ⊥) | (x, y, ) ∈ S(L)}, so that (S, v) corresponds to T . If T / ∈ α, S / ∈ F B and we let T = T and S = S . Then, T σ −→ T and the fact that T and (S, v) correspond imply that
It means an arc a (x,y) has been chosen for each (x, y) to create a minimal model of δ( , σ) wrt [v(x), v(y)]. We take (S , v ) to be the unique successor of (S, v) in S Bϕ obtained associating to each (x, y, m) the arc a (x,y) and such that R is a singleton iff the application of f ϕ merged the new interval created in location with the previous smallest one (it is not difficult to see that we well obtain a unique successor this way observing the definition of δ B ). As detailed in the section "From S Bϕ to S A,f ϕ " of this proof, (S , v ) will be such that
| (x, y, m) ∈ S ( )} thanks to the minimal models obtained following arc a (x,y) from each ( , [v(x), v(y)]) (f ϕ is applied to the result in way a merging is effectuated iff clock x 1 is replaced by a new reset clock from S to S ). In other words, T and (S , v ) correspond, thanks to the fact that the unique possible marking present on the third components of elements of T will be the same than the obtained marking of elements of (S , v ) (it is easy to see, observing all the cases thanks to which T has been constructed).
MITL model-checking and satisfiability with TOCATA
In this section, we fix an MITL formula ϕ and a TA B = (Σ, B, b 0 , X, δ B , F B ), and we consider the two following problems: (i) the model-checking problem asks whether L(B) ⊆ ϕ ; (ii) the satisfiability problem asks whether ϕ = ∅. The construction of the TA B ¬ϕ from ϕ of the previous section allows to solve those problems using classical algorithms [1] . Unfortunately, building B ¬ϕ can be prohibitive in practice. To mitigate this difficulty, we present an efficient on-the-fly algorithm to perform MITL model-checking, which has as input the TA B and the TOCATA A ¬ϕ (whose size is linear in the size of ϕ). It consists in exploring symbolically the state space of the timed transition system S B,¬ϕ which is obtained by first taking the synchronous product of TTS A ¬ϕ , f ¬ϕ and the transition system 6 TTS (B) of B [1] , and then associating Miyano-Hayashi markers with its states, by adapting the construction of MHTS (A, f ) given above to cope with the configurations of B. Namely, we associate a Miyano-Hayashi marker with the configurations of B too, and a state of S B,¬ϕ is accepting iff all markers (including the one on the B configuration) are . Obviously, L(B) ⊆ ϕ iff S B,¬ϕ has no accepting run (i.e., no run visiting accepting states infinitely often). Symmetrically, we can solve the satisfiability problem by looking for accepting run in MHTS A ϕ , f ϕ (since the techniques are similar for model-checking and satisfiability, we will only detail the former in this section). Formally, we define the transition system S B,¬ϕ = (Σ, S, s 0 , , →, α) where: S is the set of elements of the form {(
; α contains all the elements of S of the form {(
"→" is defined in way that (1) a transition between two states of S B,¬ϕ corresponds to a transition between the configurations of A ¬ϕ they contain, (2) a transition between the states of B they contain and (3) if V contains an integer smaller or equal to c max , and 1 − µ otherwise. We define the time successor of s 1 , noted next(s 1 ), to be {(
We will prove that: as s 1 ≡ s 2 , we have that next(s 1 ) ≡ next(s 2 ) (**). We have that next( Remark that the size of the configurations of A ¬ϕ we can encounter in S B,¬ϕ is bounded by M (¬ϕ), thanks to the use of f ¬ϕ : there is only a finite number of such configurations, and so the number of configurations of A ¬ϕ we can encounter in S B,¬ϕ is finite. Therefore, as the number of regions is also finite, the quotient of S B,¬ϕ by ≡ is finite and we can elaborate a model-checking algorithm using it. Following the approach of [16] we will represent each of these regions by a unique word. Once again, the definition of these words must be adapted. On one hand, they must maintain an additional component corresponding to markers due to the Miyano Hayashi construction. On the other hand, each interval must be split in two parts: one representing the infimum of the interval (its region and the relative value of its fractional part) and the other its supremum. Yet, we must use natural numbers to associate each infimum of interval to the suitable supremum. We encode regions of S B,¬ϕ by finite words whose letters are finite sets of tuples of the form ( , r, m, k), where ∈ L ∪ L B , r ∈ REG, m ∈ { , ⊥} and 0 ≤ k ≤ M (ϕ)/2. Here is the definition of the function H that associate to each s ∈ S the region it is in.
We treat (
B , v, m) symmetrically, and let
That is, all elements in E are tuples ( , v, m, i), where is a location (of A ϕ or B), v is a real value (interval endpoint or clock value), m is a Miyano-Hayashi marker and i is bookkeeping information that links v to an interval (if is a location of A ϕ ), or to a clock ( is a location of B). 3. We partition E into E 1 , . . . , E m s.t. each E i contains all elements from E with the same fractional part to their second component (assuming f rac(u) = 0 for all u > c max ). We assume the ordering E 1 , E 2 ,. . . , E m reflects the increasing ordering of the fractional parts. 4. For all 1 ≤ i ≤ m, we obtain H i from E i by replacing the second component of all elements in E i by the region from REG they belong to.
Thus, noting max the maximal number of interval that can be present in location ∈ L of A ¬ϕ (given by Theorem 14), H(s) will be a finite word over the
(max ), n)}. We will also view H as a function H : S → Λ .
Example 22. Consider a TA B with 1 clock, let c max = 2, and let
. The first step of the construction yields the set
Proposition 23. Let s, s ∈ S. We have: Definition 24. We define:
For all W 1 , W 2 ∈ H and σ ∈ Σ we define W Definition 26. Let W ⊆ H, we define:
We claim that, for any word W ∈ H, P ost(W ) is finite and effectively computable. Let W ∈ H. The set of all W such that W −→ T W is a finite set of words with the same number of 4-tuples than W. We form this set accumulating the words computed recursively as follows, using at each time the last W next obtained (and starting from W ):
-if the first letter of W next contains 4-tuples whose second component is {0} or {1} or ... or {c max }, 1. the 4-tupples of this first letter whose second component is {c max } are replaced by the same 4-tuples in which {c max } is replaced by (c max , +∞), 2. the other 4-tuples of this first letter are deleted from it (if it then becomes empty, it is omitted). A new set of 4-tuples is created as a new second letter: it will contain these same 4-tuples in which the second component is replaced by the immediately following region ((0, 1) instead of {0}, (1, 2) instead of {1}, ..., (c max − 1, c max ) instead of {c max − 1}). The end of the word does not change. The following W next is the word created like this ; -else, the last letter of W next is deleted. Its 4-tuples are modified to create a new set that will contain these same 4-tuples in which the second component is replaced by the immediately following region ({1} instead of (0, 1), {2} instead of (1, 2), . . . , {c max } instead of (c max − 1, c max )). This new set is either joined with the first letter of the modified W next , if it contains 4-tuples having (c max , +∞) as second components, either added as a new first letter of the modified W next otherwise. The rest of the word does not change.
The following W next is the word created like this ;
We stop when we encounter a W next that has a unique letter whose 4-tuples have (c max , +∞) as second components. Then, for each possible W we easily find a s ∈ S such that H(s) = W (note that the choice of s does not matter thanks to Proposition 25). For all σ ∈ Σ, it is easy to compute the set of elements s of S such that s σ −→ s . This set is finite and, from each of its elements s , we can get back H(s ). Once we have examined each letter σ ∈ Σ, for each possible W , the (finite !) set of all the H(s ) found form P ost(W ).
Definition 27. Let W ⊆ H and n ∈ N 0 , we define: P ost n (W) = P ost n−1 (W), with P ost 0 (W) = W and P ost 1 (W) = P ost(W). We define P ost * (W) = n∈N P ost n (W) and P ost
Remark that, as H is finite, ∃m ∈ N : P ost * (W) = P ost m (W).
Let us note H 0 := H(s 0 ) the word of H corresponding to the initial state of S B,¬ϕ . We say that a word W of H is accepting iff the third components of all the 4-tuples it contains are "1" (such words correspond to accepting states of S B,¬ϕ ). We note F ⊆ H the set of accepting words of H. Here is an (classical) algorithm for the model-checking of MITL in which the reachable words of H = S B,¬ϕ ≡ are computed "on the fly".
Algorithm 1 ModelCheckingMITL
Input: A TA B and the ATA A ¬ϕ , for ϕ ∈ M IT L.
. Output: "true" iff B |= ϕ.
return true 9: else 10:
return false 11: end if
We use the following theorem to prove that this algorithm is correct.
Theorem 28 ([13] -Theorem 2.3.20). Let A =< Q, Σ, I, →, F > be a nondeterministic Büchi automaton.
Remark that, noting E 0 = P ost (H 0 ) ∩ F and E i = P ost + (E i−1 ) ∩ F, at the end of the i-st passage in the while loop of Algorithm 1, C = E i . The following lemma proves the correctness of Algorithm 1.
Proof. (⇐) Suppose that E i−1 = GF P (λX.P ost + (X) ∩ F ∩ P ost (H 0 )). In particular, E i−1 = P ost + (E i−1 ) ∩ F ∩ P ost (H 0 ), i.e.:
We will show that, ∀j ≥ 1, E j ⊆ E j−1 : in particular it means that E i ⊆ E 0 = P ost (H 0 ) ∩ F ⊆ P ost (H 0 ). It enables to conclude from ( * ) that E i−1 = E i . Basis: We prove that E 1 ⊆ E 0 . We know that P ost (H 0 ) ∩ F ⊆ P ost (H 0 ). As function P ost + is monotonic: P ost
. We must prove that E i ⊆ E i−1 . By induction hypothesis, E i−1 ⊆ E i−2 , and as function P ost + is monotonic:
We must prove that Y = E i−1 . As we already know that
Applying inductively the same reasoning, we obtain that, ∀k ≥ 0, Y ⊆ E k . Hence, Y ⊆ E i−1 .
Here is a theorem giving a rough size of the number of words that Algorithm 1 must explore in the worst case. Zone-based algorithms In the case of TAs, zones have been advocated as a data structure which is more efficient in practice than regions [1] . Let us close this section by showing how zones for OCATA [2] can be adapted to represent set of states of S B,¬ϕ . Intuitively, a zone is a constraint on the values of the clock copies, with additional information (loc A and loc B ) to associate clock copies of A ¬ϕ and clocks of B respectively to locations and Miyano-Hayashi markers. Let us note x the unique clock of A ¬ϕ and x Definition 33. Let Z m be a zone. P ost T (Z m ) denotes the set of configurations that are timed successors of a configuration in Z m .
We can easily compute P ost T (Z m ) from Z m deleting all clock constraints of the form z − x 0 < k or z − x 0 ≤ k, for z ∈ Copies m (x) ∪ {x Definition 34. Let Z m be a zone. P ost D (Z m ) denotes the set of configurations that are discrete successors of a configuration in Z m .
We compute P ost D (Z m ), where Z m = (loc A , loc B , Z), as follows:
-for each label σ ∈ Σ, -for each possible transition t B labelled by σ of B, starting from location loc B ,
-for each possible combination of transitions of A ¬ϕ (t 1 , . . . , t m ), all labelled by σ, such that ∀1 ≤ i ≤ m, t i starts from loc A (x i ) 8 ,
we are looking for possible successors as follow. The possible successor zones are found following the arc t B from the location of loc B , t 1 from the location of loc A (x 1 ), ..., and t m from the location of loc A (x m ). First, to take t B implies to satisfy the clock constraint it carries: these clock constraints must be added to those of Z on {x n } (it can be easily done on Z using a well-known algorithm on classical zones [6] ). Location loc B must also be modified in the location t B goes to and, potentially, certain clocks among {x n } need to be reset (once again, it can be easily done using a well-known algorithm on classical zones [6] ). Second, to take transitions t i (for 1 ≤ i ≤ m) implies that (x i , y i ) must satisfy the clock constraints it carries: these clock constraints must be added to those of Z m on Copies(x). Moreover, to take transitions t 1 , . . . , t m can create new clock copies of value 0 in certain locations or/and letting clock copies with de same zone constraints in the same locations. The new copies with value 0 that have just been created in certain locations can either:
-be grouped with the previous smallest interval associated to this location let us call this location: it corresponds to reset the clock x i such that, in Z m , loc A (x i ) = ( , mark) for a certain mark ∈ {0, 1} and t i loops on for a clock copy x i with a minimum value. (We can only do this if there were such an interval associated to this location !)
-create a new interval [0,0] associated to this location in the zone. let us call this location: it corresponds to use two new unused clock copies of x, x m+1 and y m+1 , and extend function loc in way loc A (x m+1 ) = . Clocks x m+1 and y m+1 must be reset.
(We can only do this if the new number of intervals associated to the considered location does not exceed the maximal number of intervals we are allowed to associate to this location.)
Moreover, the markers of loc A and loc B must be kept updated.
Formally, let us note:
-∀σ ∈ Σ : E(c, σ) = {arcs t labeled by σ and s.t. Start(t) is the location of loc A (c)}, -∀σ ∈ Σ : E(B, σ) = {arcs starting from the location of loc B and labeled by σ}, -∀σ ∈ Σ : Z σ = {(t B , t 1 , . . . , t m ) | t B ∈ E(B, σ) and ∀1 ≤ i ≤ m : t i ∈ E(x i , σ)}, -for every arc t: Constr(t) = {c | c constraint present on the arc t},
