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A DEGENERATE ELLIPTIC SYSTEM WITH VARIABLE EXPONENTS
LINGJU KONG
Abstract. We study a degenerate elliptic system with variable exponents. Using the vari-
ational approach and some recent theory on weighted Lebesgue and Sobolev spaces with
variable exponents, we prove the existence of at least two distinct nontrivial weak solutions of
the system. Several consequences of the main theorem are derived; in particular, the existence
of at lease two distinct nontrivial nonnegative solution are established for a scalar degenerate
problem. One example is provided to show the applicability of our results.
1. Introduction
In this paper, we are concerned with the existence of nontrivial weak solutions of the elliptic
system with degenerate pi(x)-Laplacian operators{
−div(wi(x)|∇ui|
pi(x)−2∇ui) = λfi(x, u1, . . . , un) in Ω, i = 1, . . . , n,
ui = 0 on ∂Ω, i = 1, . . . , n,
(1.1)
where n,N ∈ N, Ω ⊂ RN is a bounded domain with a Lipschitz boundary ∂Ω, λ > 0 is a
parameter, pi ∈ C+(Ω) := C(Ω, (1,∞)), wi are weight functions defined in Ω, i.e., functions
measurable and positive a.e. in Ω, and fi ∈ C(Ω×R
n,R) are such that that there exists a func-
tion F ∈ C1(Ω × Rn,R) such that ∇F (x, t1, . . . , tn) = (f1(x, t1, . . . , tn), . . . , fn(x, t1, . . . , tn))
in Ω × Rn. Here, the operators div(wi(x)|∇ui|
pi(x)−2∇ui), i = 1, . . . , n, are called degener-
ate p(x)-Laplacian operators, and as usual, when wi(x) ≡ 1, they are called p(x)-Laplacian
operators.
The degeneracy or singularity of system (1.1) is considered in the case that the weight
functions wi, i = 1, . . . , n, are allowed to be unbounded and/or not separated from zero. The
character of the operator div(wi(x)|∇ui|
pi(x)−2∇ui) can be interpreted as a degeneration or as a
singularity of div(∇ui|
pi(x)−2∇ui). As is well known, degenerate phenomena occur frequently in
many areas ([3,4]). Degenerated quasilinear elliptic equations with p-Laplacian were extensively
studied in the 1990s and the related results were summarized in the monograph [6]. On
the other hand, differential equations and variational problems with variable exponents have
applications in mathematical physics ( [1, 2, 17, 19]). Moreover, in recent years, degenerate
elliptic problems with variable exponents have attracted the attention of several researchers
and many papers have been published to study these problems. See, for example, [9–11,13,15].
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We point out that the study of these problems relies heavily on the theory for weighted variable
exponent Lebesgue and Sobolev spaces, which is briefly reviewed in Section 2.
In the literature, many results have been obtained for various variations of the scalar case of
system (1.1), and in the following, we just mention a few of them. Miha˘ilescu and Ra˘dulescu
[15] studied the existence of at least two nontrivial nonnegative weak solutions for the problem{
−div(a(x,∇u)) = λ
(
uγ−1 − uβ−1
)
in Ω,
u = 0 on ∂Ω,
(1.2)
where a : Ω × RN → RN is continuous and satisfies, among others, the condition that there
exist p ∈ C+(Ω) and c1 > 0 such that |a(x, ξ)| ≤ c1
(
1 + |ξ|p(x)−1
)
for all x ∈ Ω and ξ ∈ RN and
1 < β < γ < minx∈Ω p(x). Kim et al. [13] studied the global behavior of the set of solutions
for the problem{
−div(w(x)|∇u|p(x)−2∇u) = µg(x)|u|p(x)−2u+ f(λ, x, u,∇u) in Ω,
u = 0 on ∂Ω.
(1.3)
Ho and Sim [9] considered the existence and multiplicity of weak solutions to the degenerate
problem {
−div(a(x,∇u)) = λf(x, u) in Ω,
u = 0 on ∂Ω.
(1.4)
Especially, under some suitable conditions on a(x, ξ) and f(x, t), they proved the existence of
two nontrivial solutions for problem (1.4). See [9, Theorem 4.5]. In another recent paper [10],
the authors studied the existence and multiplicity of nontrivial nonnegative solutions for the
problem {
−div(w(x)|∇u|p(x)−2∇u) = λa(x)|u|q(x)−2u+ µb(x)|u|h(x)−2u in Ω,
u = 0 on ∂Ω,
(1.5)
where p, q, h ∈ C+(Ω), w, a, b are measurable and positive a.e. in Ω, and λ, µ are real
parameters. Under some appropriate conditions on w, the authors proved, among others, that
for each µ > 0, there exists λ = λ(µ) > 0 such that for all λ ∈ (0, λ), problem (1.5) has two
nontrivial nonnegative solutions. See [10, Corollary 3.3]. Ra˘dulescu and Repovs˘ [16] applied
monotonicity methods and variational arguments to study the existence of positive solutions
of the problems {
−∆u = λk(x)uq ± h(x)uq in Ω,
u = 0 on ∂Ω,
where h, k are nonnegative.
Motivated by these works, in this paper, we study the existence of at least two nontrivial
weak solutions of system (1.1). We find sufficient conditions under which there exists λ0 > 0
such that system (1.1) has at least two distinct nontrivial weak solutions for all λ ∈ (λ0,∞).
The proof of our main theorem is variational in nature; in particular, the classic mountain pass
lemma of Ambrosetti and Rabinowitz is utilized in the proof. Several corollaries of the main
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theorem are obtained, and in particular, one corollary establishes the existence of two distinct
nontrivial nonnegative weak solutions for a scalar degenerate problem. This paper extends
and develops many existing ideas and results in the literature, for example, those in [9–11,15],
to deal with the situation where the existence of multiple solutions are investigated for a
degenerate system instead of a scalar equation.
Finally, we comment that, with little modification of the arguments, the results obtained in
this paper can be extended to the problem{
−div(ai(x,∇ui)) = λfi(x, u1, . . . , un) in Ω, i = 1, . . . , n,
ui = 0 on ∂Ω, i = 1, . . . , n,
(1.6)
where ai, i = 1, . . . , n, satisfy some appropriate properties. (See, for example, the conditions
(A0)–(A5) in [9]). For the ease of the discussion, we study system (1.1) instead of (1.6) in this
paper.
The rest of this paper is organized as follows. Section 2 contains some preliminary results,
Section 3 contains the main results, and the proofs of the main results are given in Section 4.
2. Preliminary results
Let Ω ⊂ RN be a bounded domain with a Lipschitz boundary ∂Ω, p ∈ C+(Ω), and w(x) be a
weight function in Ω. In this section, we only review some basic results for weighted Lebesgue
and Sobolev spaces Lp(x)(w,Ω) and W 1,p(x)(w,Ω) with variable exponents. These results can
be found, for example, in [10, 11, 13]. For results on unweighted variable exponent Lebesgue
and Sobolev spaces Lp(x)(Ω) and W 1,p(x)(Ω), we refer the reader to [5, 7] and the references
therein.
The variable exponent Lebesgue space Lp(x)(w,Ω) is defined by
Lp(x)(w,Ω) =
{
u : Ω→ R is measurable and
∫
Ω
w(x)|u(x)|p(x)dx <∞
}
.
Then, Lp(x)(w,Ω) is a normed space equipped with the Luxemburg norm
|u|Lp(x)(w,Ω) = inf
{
λ > 0 :
∫
Ω
w(x)
∣∣∣u
λ
∣∣∣p(x) dx ≤ 1} .
When w(x) ≡ 1 in Ω, we write Lp(x)(w,Ω) as Lp(x)(Ω) and we use the notation |u|Lp(x)(Ω)
instead of |u|Lp(x)(w,Ω).
Throughout this paper, for any h ∈ C+(Ω), we use the notations:
h+ = max
x∈Ω
h(x) and h− = min
x∈Ω
h(x), (2.1)
and let hˆ(x) denote the conjugate of h(x), i.e., 1/h(x) + 1/hˆ(x) = 1.
The following proposition can be found in [7, Proposition 2.4].
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Proposition 2.1. The space Lp(x)(Ω) is a separable and uniformly convex Banach space, and
its conjugate space is Lpˆ(x)(Ω). Moreover, for any u ∈ Lp(x)(Ω) and v ∈ Lpˆ(x)(Ω), we have the
following Ho¨lder-type inequality∣∣∣∣
∫
Ω
uvdx
∣∣∣∣ ≤
(
1
p−
+
1
pˆ−
)
|u|Lp(x)(Ω)|v|Lpˆ(x)(Ω) ≤ 2|u|Lp(x)(Ω)|v|Lpˆ(x)(Ω).
Propositions 2.2–2.4 are taken from [11, Propositions 2.2–2.4], respectively.
Proposition 2.2. Let the modular ρ : Lp(x)(w,Ω)→ R be defined by
ρ(u) =
∫
Ω
w(x)|u|p(x)dx for all u ∈ Lp(x)(w,Ω).
Then, for all u ∈ Lp(x)(w,Ω), we have
(a) |u|Lp(x)(w,Ω) > 1 (= 1, < 1) ⇐⇒ ρ(u) > 1 (= 1, < 1), respectively.
(b) |u|Lp(x)(w,Ω) ≥ 1 =⇒ |u|
p−
Lp(x)(w,Ω)
≤ ρ(u) ≤ |u|p
+
Lp(x)(w,Ω)
;
(c) |u|Lp(x)(w,Ω) ≤ 1 =⇒ |u|
p+
Lp(x)(w,Ω)
≤ ρ(u) ≤ |u|p
−
Lp(x)(w,Ω)
;
(d) |u|p
−
Lp(x)(w,Ω)
− 1 ≤ ρ(u) ≤ |u|p
+
Lp(x)(w,Ω)
+ 1.
Proposition 2.3. For ul, u ∈ L
p(x)(w,Ω), the following two statements are equivalent:
(a) liml→∞ |ul − u|Lp(x)(w,Ω) = 0;
(b) liml→∞ ρ(ul − u) = 0.
Proposition 2.4. Assume that p ∈ C+(Ω) and q ∈ C(Ω,R) satisfy pq ∈ C+(Ω).Then, for all
u ∈ Lp(x)q(x)(w,Ω), we have
(a) |u|Lp(x)q(x)(w,Ω) ≥ 1 =⇒ |u|
(pq)−
p+
Lp(x)q(x)(w,Ω)
≤ |uq|Lp(x)(w,Ω) ≤ |u|
(pq)+
p−
Lp(x)q(x)(w,Ω)
;
(b) |u|Lp(x)q(x)(w,Ω) ≤ 1 =⇒ |u|
(pq)+
p−
Lp(x)q(x)(w,Ω)
≤ |uq|Lp(x)(w,Ω) ≤ |u|
(pq)−
p+
Lp(x)q(x)(w,Ω)
.
As a consequence, we always have
|uq|Lp(x)(w,Ω) ≤ 1 + |u|
(pq)+
p−
Lp(x)q(x)(w,Ω)
.
The weighted variable exponent Sobolev space W 1,p(x)(w,Ω) is defined by
W 1,p(x)(w,Ω) =
{
u ∈ Lp(x)(Ω) : |∇u| ∈ Lp(x)(w,Ω)
}
,
equipped with the norm
|u|W 1,p(x)(w,Ω) = |u|Lp(x)(Ω) + |∇u|Lp(x)(w,Ω).
W
1,p(x)
0 (w,Ω) is defined as the closure of C
∞
0 (Ω) in W
1,p(x)(w,Ω) with respect to the norm
|u|W 1,p(x)(w,Ω).
To assure some basic properties of W 1,p(x)(w,Ω), we assume that the weight w satisfies the
condition:
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(W) w ∈ L1loc(Ω) and w
−s(·) ∈ L1(Ω) for some s ∈ C(Ω) satisfying s(x) ∈
(
N
p(x) ,∞
)
∩[
1
p(x)−1 ,∞
)
for all x ∈ Ω.
Proposition 2.5 was proved in [9, Proposition 2.4].
Proposition 2.5. Assume that (W) holds. Then, W 1,p(x)(w,Ω) is a separable and reflexive
Banach space.
For the function s(x) given in (W) and x ∈ Ω, let
ps(x) =
p(x)s(x)
1 + s(x)
and p∗s(x) =
{
p(x)s(x)N
(s(x)+1)N−p(x)s(x) if ps(x) < N,
∞ if ps(x) ≥ N.
(2.2)
For the proofs of Propositions 2.6 and 2.7, see [13, Theorem 2.11 and Corollary 2.12], re-
spectively.
Proposition 2.6. Assume that (W) holds. If q ∈ C+(Ω) satisfies q(x) < p
∗
s(x) on Ω. Then,
there exists a continuous and compact embedding W 1,p(x)(w,Ω) →֒→֒ Lq(x)(Ω).
Proposition 2.7. Assume that (W ) holds. Then
|u|Lp(x)(Ω) ≤ C|∇u|Lp(x)(w,Ω) for all u ∈ C
∞
0 (Ω),
where C is a constant independent of u.
In view of Proposition 2.7, we can define in W
1,p(x)
0 (w, p(x)) an equivalent norm
‖u‖
W
1,p(x)
0 (w,Ω)
= |∇u|Lp(x)(w,Ω).
The space setting for problem (1.1) is the product space
X =W
1,p1(x)
0 (w1,Ω)× . . .×W
1,pn(x)
0 (wn,Ω).
For any u = (u1, . . . , un) ∈ X, we equip X with the norm
‖u‖ = ‖u‖
W
1,p1(x)
0 (w1,Ω)
+ . . .+ ‖u‖
W
1,pn(x)
0 (wn,Ω)
.
Then, X is a real separable and reflexive Banach space.
Definition 2.1. We say that u = (u1, . . . , un) ∈ X is a weak solution of system (1.1) if
n∑
i=1
∫
Ω
wi(x)|∇ui|
pi(x)−2∇ui · ∇vidx = λ
n∑
i=1
∫
Ω
fi(x, u1, . . . , un)vidx
for all v = (v1, . . . , vn) ∈ X.
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3. Main results
For convenience, for any t = (t1, . . . , tn) ∈ R
n, let |t| =
∑n
i=1 |ti|, and define
F0(x) = lim
|t|→0
F (x, t1, . . . , tn)∑n
i=1 |ti|
p+i
and F∞(x) = lim
|t|→∞
F (x, t1, . . . , tn)∑n
i=1 |ti|
p−i
.
We need the following conditions.
(H1) For i = 1, . . . , n, wi ∈ L
1
loc(Ω) and w
−si(·)
i ∈ L
1(Ω) for some si ∈ C(Ω) satisfying
si(x) ∈
(
N
pi(x)
,∞
)
∩
[
1
pi(x)−1
,∞
)
for all x ∈ Ω;
(H2) for each i = 1, . . . , n, there exist C > 1, θij ∈ C+(Ω) with j = 1, . . . , n, and hi ∈
Lθˆii(x)(Ω) such that θij(x) < p
∗
j,sj
(x) in Ω and
|fi(x, t1, . . . , tn)|
≤ hi(x) + C

|ti|θii(x)−1 + n∑
j 6=i,j=1
|tj |
θij (x)(θii(x)−1)
θii(x)

 for all (x, t1, . . . , tn) ∈ Ω× Rn,
where
pj,sj(x) =
pj(x)sj(x)
1 + sj(x)
and p∗j,sj(x) =
{
pj(x)sj(x)N
(sj(x)+1)N−pj(x)sj(x)
if pj,sj(x) < N,
∞ if pj,sj(x) ≥ N,
with sj(x) given in (H1);
(H3) F ∈ L∞ (Ω× [0, T ]n) for any T > 0;
(H4) F∞(x) ≤ 0 uniformly for x ∈ Ω;
(H5) there exist a constant t0 > 0 and a ball B with B ⊂ Ω such that∫
B
F (x, t0, . . . , t0)dx > 0.
Now, we state the main results in this paper.
Theorem 3.1. Assume that (H1)–(H5) hold. Then, there exists λ0 > 0 such that system
(1.1) has at least one nontrivial weak solution for each λ ∈ (λ0,∞). If, in addition, we further
assume that
(H6) F0(x) ≤ 0 uniformly for x ∈ Ω;
(H7) max{p+1 , . . . , p
+
n } < min{p
∗
1,s1(x), . . . , p
∗
n,sn(x)} in Ω;
(H8) F (t, 0, . . . , 0) = 0 in Ω.
Then, system (1.1) has at least two distinct nontrivial weak solutions for each λ ∈ (λ0,∞).
The following two corollaries are direct consequences of Theorem 3.1.
Corollary 3.1. Assume that (H1)–(H3), (H5), (H7), (H8) hold, and
F (x, t1, . . . , tn) ≤
n∑
i=1
ψi(ti) for all (x, t1, . . . , tn) ∈ Ω× R
n
+, (3.1)
where ψi ∈ C(R+), i = 1, . . . , n, satisfy the conditions
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(H9) there exists 0 < T1 ≤ 1 such that ψi(t) ≤ 0 in [0, T1);
(H10) there exist D ≥ 1, T2 ≥ 1, and αi ∈ C+(Ω) such that α
+
i < p
−
i and ψi(t) ≤ D|t|
αi(x) in
[T2,∞).
Then, there exists λ0 > 0 such that system (1.1) has at least two distinct nontrivial weak
solutions for each λ ∈ (λ0,∞).
Corollary 3.2. Assume that a, b ∈ C(Ω) are positive, w satisfies the condition (W), and
p, β, γ ∈ C+(Ω) with β(x) < γ(x) < p
− ≤ p+ < p∗s(x) in Ω, where p
∗
s(x) is defined in (2.2).
Then, there exists λ0 > 0 such that the problem{
−div(w(x)|∇u|p(x)−2∇u) = λ
(
a(x)uγ(x)−1 − b(x)uβ(x)−1
)
in Ω,
u = 0 on ∂Ω,
(3.2)
has at least two distinct nontrivial weak solutions for each λ ∈ (λ0,∞).
Corollary 3.3 below establish the existence of at least two nontrivial nonnegative weak
solutions for a scalar problem.
Corollary 3.3. Assume that g ∈ C(Ω) is positive, w satisfies the condition (W) and w ∈
L∞(Ω), p ∈ C+(Ω) with p
− ≤ p+ < p∗s(x) in Ω, h ∈ C(R,R) with th(t) ≤ 0 on [0,∞), and
h0 = h∞ = 0, where p
∗
s(x) is defined in (2.2), h0 = lim|t|→0
h(t)
|t|p+−1
, and h∞ = lim|t|→∞
h(t)
|t|p−−1
.
Then, there exists λ0 > 0 such that the problem{
−div(w(x)|∇u|p(x)−2∇u) = λg(x)h(u) in Ω,
u = 0 on ∂Ω,
(3.3)
has at least two distinct nontrivial nonnegative weak solutions for each λ ∈ (λ0,∞).
Remark 3.1. (a) One example h satisfying the conditions in Corollary 3.3 is given by
h(t) =
{
−|t|µ(x)−2t if |t| ≤ 1,
−|t|ν(x)−2t if |t| > 1,
where µ, ν ∈ C+(Ω) satisfy µ
− > p+ and ν+ < p−.
(b) Theorem 3.1 and Corollaries 3.1–3.3 extend and complement some related results in the
literature, for example, in [9, 10,15].
In the reminder of this section, we provide the following example.
Example 3.1. In system (1.1), let n = 2, w1, w2 satisfy (H1), p1, p2 satisfy (H7), and
f1(x, t1, t2) = t
r1(x)−1
1 − t
s1(x)−1
1 + t1t2 and f1(x, t1, t2) =
t21
2
+ t
r2(x)−1
2 − t
s2(x)−1
2 (3.4)
for all (x, t1, t2) ∈ Ω× R
2
+, where ri, si ∈ C+(Ω), i = 1, 2, satisfy
s1(x) ≤ min{r1(x), 4} ≤ max{r1(x), 4} < p
−
1 in Ω (3.5)
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and
s2(x) ≤ min{r2(x), 2} ≤ max{r2(x), 2} < p
−
2 in Ω. (3.6)
Then, we claim that there exists λ0 > 0 such that system (1.1) has at least two distinct
nontrivial weak solutions for each λ ∈ (λ0,∞).
In fact, from (3.4)–(3.6), it is easy to verify that (H2) holds, and there exists a function
F (x, t1, t2), defined by
F (x, t1, t2) =
2∑
i=1
(
1
ri(x)
t
ri(x)
i −
1
si(x)
t
si(x)
i
)
+
1
2
t21t2 for all (x, t1, t2) ∈ Ω×R
2
+, (3.7)
such that ∇F (x, t1, t2) = (f1(x, t1, t2), f2(x, t1, t2)) in Ω× R
2
+. Clearly, F satisfies (H3), (H5),
and (H8). Note that 12t
2
1t2 ≤ (t
4
1 + t
2
2)/4. Then, from (3.7), we see that
F (x, t1, t2) ≤
2∑
i=1
ψi(ti) for all (x, t1, t2) ∈ Ω× R
2
+,
where
ψ1(t1) =
1
r1(x)
t
r1(x)
1 +
1
4
t41 −
1
s1(x)
t
s1(x)
1 and ψ2(t2) =
1
r2(x)
t
r2(x)
2 +
1
4
t22 −
1
s1(x)
t
s2(x)
2 .
In view of (3.5) and (3.6), ψ1 and ψ2 satisfy (H9) and (H10). We have verified that all the
conditions of Corollary (3.1) are satisfied. Hence, the claim readily follows from Corollary 3.1.
4. Proofs of the main results
Define the functionals Φ,Ψ, I : X → R by
Φ(u) =
n∑
i=1
∫
Ω
wi(x)
pi(x)
|∇ui|
pi(x)dx,
Ψ(u) =
∫
Ω
F (x, u1, . . . , un)dx,
and
I(u) = Φ(u)− λΨ(u).
Lemma 4.1. Assume that (H1) and (H2) hold. Then, we have the following:
(a) Φ ∈ C1(X,R) with the derivative given by
〈Φ′(u), v〉 =
n∑
i=1
∫
Ω
wi(x)|∇ui|
pi(x)−2∇ui · ∇vidx (4.1)
for all u = (u1, . . . , un), v = (v1, . . . , vn) ∈ X.
(b) Ψ ∈ C1(X,R) with the derivative given by
〈Ψ′(u), v〉 =
n∑
i=1
∫
Ω
fi(x, u1, . . . , un)vidx (4.2)
for all u = (u1, . . . , un), v = (v1, . . . , vn) ∈ X. Moreover, Ψ and Ψ
′ are sequentially
weakly continuous.
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(c) I ∈ C1(X,R) with the derivative given by
〈I ′(u), v〉 =〈Φ′(u), v〉 − λ〈Ψ′(u), v〉
=
n∑
i=1
∫
Ω
wi(x)|∇ui|
pi(x)−2∇ui · ∇vidx− λ
n∑
i=1
∫
Ω
fi(x, u1, . . . , un)vidx
for all u = (u1, . . . , un), v = (v1, . . . , vn) ∈ X.
The proof of the scalar case Lemma 4.1 is contained in the proofs of [11, Lemma 3.1]
and [10, Proposition 2.9]. Since much more delicate arguments are needed to deal with the
system case, we provide a proof below. The proof here is motivated by the work in [10,11].
Proof. We first prove part (a). For any u = (u1, . . . , un), v = (v1, . . . , vn) ∈ X, x ∈ Ω, and
i = 1, . . . , n, from the mean value theorem in several variables, there exists c ∈ (0, 1) such that
for any t ∈ R with 0 < |t| < 1,
wi(x)
pi(x)
|∇ui + t∇vi|
pi(x) − wi(x)
pi(x)
|∇ui|
pi(x)
t
= wi(x)|∇ui + ct∇vi|
pi(x)−2(∇ui + ct∇vi) · ∇vi.
Hence,
lim
t→0
wi(x)
pi(x)
|∇ui + t∇vi|
pi(x) − wi(x)
pi(x)
|∇ui|
pi(x)
t
= wi(x)|∇ui|
pi(x)−2∇ui · ∇vi (4.3)
and ∣∣∣∣∣∣
wi(x)
pi(x)
|∇ui + t∇vi|
pi(x) − wi(x)
pi(x)
|∇ui|
pi(x)
t
∣∣∣∣∣∣ ≤ wi(x)|(∇ui|+ |∇vi|)pi(x)−1|∇vi|. (4.4)
Note that
∣∣∣∣w 1p(x)i |∇vi|
∣∣∣∣
Lp(x)
= ‖vi‖
W
1,pi(x)
0 (wi,Ω)
. Then, by Propositions 2.1 and 2.2, we have
∫
Ω
wi(x)|(∇ui|+ |∇vi|)
pi(x)−1|∇vi|dx
≤ 2
∣∣∣∣w 1pˆi(x)i (|∇ui|+ |∇vi|)pi(x)−1
∣∣∣∣
Lpˆi(x)(Ω)
∣∣∣∣w 1p(x)i |∇vi|
∣∣∣∣
Lpi(x)(Ω)
≤ 2
[
1 +
(∫
Ω
wi(x)|(∇ui|+ |∇vi|)
pi(x)dx
) 1
pˆ
−
i
]
‖vi‖
W
1,pi(x)
0 (wi,Ω)
≤ 2

1 + 2p
+
i
−1
pˆ
−
i
(∫
Ω
wi(x)|
(
∇ui|
pi(x) + |∇vi|
pi(x)
)
dx
) 1
pˆ
−
i

 ‖vi‖
W
1,pi(x)
0 (wi,Ω)
.
Thus, wi| (∇ui|+ |∇vi|)
pi(·)−1 |∇vi| ∈ L
1(Ω) in view of Proposition 2.2 and the fact that u, v ∈
X. Then, from (4.3), (4.4), and the Lebesgue dominated convergence theorem, we have
lim
t→0
∫
Ω
wi(x)
pi(x)
|∇ui + t∇vi|
pi(x) − wi(x)
pi(x)
|∇ui|
pi(x)
t
dx =
∫
Ω
wi(x)|∇ui|
pi(x)−2∇ui · ∇vidx.
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Hence,
lim
t→0
Φ(u+ tv)−Φ(u)
t
=
n∑
t=0

lim
t→0
∫
Ω
wi(x)
pi(x)
|∇ui + t∇vi|
pi(x) − wi(x)
pi(x)
|∇ui|
pi(x)
t
dx


=
n∑
i=1
∫
Ω
wi(x)|∇ui|
pi(x)−2∇ui · ∇vidx,
i.e., Φ is Gaˆteaux differentiable and (4.1) holds.
We now show that Φ′ : X → X∗ is continuous. To this end, let ul = (ul1, . . . , uln), u =
(u1, . . . , un) ∈ X be such that ul → u in X as l→∞. Then, for i = 1, . . . , n, from Proposition
2.3, we see that liml→∞
∫
Ωwi(x)|∇uli −∇ui|
pi(x)dx = 0. Then, up to a subsequence, we have
∇uli → ∇ui a.e. in Ω as l→∞ (4.5)
and
wi(x)|∇uli −∇ui|
pi(x) ≤ mi(x) a.e. in Ω for some mi ∈ L
1(Ω). (4.6)
Note that
wi(x)|∇uli|
pi(x) ≤ wi(x)
(
|∇ui|+ |∇uli −∇ui|
pi(x)
)
≤ 2p
+
i wi(x)
(
|∇ui|
pi(x) + |∇uli −∇ui|
pi(x)
)
.
Then, from (4.6),
wi(x)|∇uli|
pi(x) ≤ 2p
+
i
(
wi(x)|∇ui|
pi(x) +mi(x)
)
. (4.7)
For any v = (v1, . . . , vn) ∈ X with ‖v‖ ≤ 1, by Proposition 2.1, it follows that
|〈Φ′(ul)− Φ
′(u), v〉|
=
n∑
i=1
∫
Ω
wi(x)
(
|∇uli|
pi(x)−2∇uli − |∇ui|
pi(x)−2∇ui
)
· ∇vidx
≤ 2
n∑
i=1
∣∣∣∣w 1pˆi(x)i ∣∣∣|∇uli|pi(x)−2∇uli − |∇ui|pi(x)−2∇ui∣∣∣
∣∣∣∣
Lpˆi(x)(Ω)
∣∣∣∣w 1p(x)i |∇vi|
∣∣∣∣
Lpi(x)(Ω)
≤ 2
n∑
i=1
∣∣∣∣w 1pˆi(x)i
∣∣∣|∇uli|pi(x)−2∇uli − |∇ui|pi(x)−2∇ui∣∣∣
∣∣∣∣
Lpˆi(x)(Ω)
.
Thus,
‖Φ′(ul)− Φ
′(u)‖X∗ ≤ 2
n∑
i=1
∣∣∣∣w 1pˆi(x)i
∣∣∣|∇uli|pi(x)−2∇uli − |∇ui|pi(x)−2∇ui∣∣∣
∣∣∣∣
Lpˆi(x)(Ω)
. (4.8)
Obviously, we have ∫
Ω
∣∣∣∣w 1pˆi(x)i (x) ∣∣∣|∇uli|pi(x)−2∇uli − |∇ui|pi(x)−2∇ui∣∣∣
∣∣∣∣
pˆi(x)
dx
=
∫
Ω
wi(x)
∣∣∣|∇uli|pi(x)−2∇uli − |∇ui|pi(x)−2∇ui∣∣∣pˆi(x) dx.
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Note from (4.5) that
wi(x)
∣∣∣|∇uli|pi(x)−2∇uli − |∇ui|pi(x)−2∇ui∣∣∣pˆi(x) → 0 a.e. in Ω as l→∞,
and from (4.7) that
wi(x)
∣∣∣|∇uli|pi(x)−2∇uli − |∇ui|pi(x)−2∇ui∣∣∣pˆi(x)
≤ 2pˆ
+
i
−1wi(x)
(
|∇uli|
pi(x) + |∇ui|
pi(x)
)
≤ 2pˆ
+
i +p
+
i −1
(
wi(x)|∇ui|
pi(x) +mi(x)
)
.
Since 2pˆ
+
i +p
+
i −1
(
wi(·)|∇ui|
pi(·) +mi(·)
)
∈ L1(Ω), from the Lebesgue dominated convergence
theorem, it follows that
lim
l→∞
∫
Ω
∣∣∣∣w 1pˆi(x)i (x)
∣∣∣|∇uli|pi(x)−2∇uli − |∇ui|pi(x)−2∇ui∣∣∣
∣∣∣∣
pˆi(x)
dx = 0.
This, together with Proposition 2.3, implies that
lim
l→∞
∣∣∣∣w 1pˆi(x)i
∣∣∣|∇uli|pi(x)−2∇uli − |∇ui|pi(x)−2∇ui∣∣∣
∣∣∣∣
Lpˆi(x)(Ω)
= 0.
Thus, from (4.8), we have
‖Φ′(ul)− Φ
′(u)‖X∗ = 0.
Hence, Φ′ : X → X∗ is continuous, and so Φ ∈ C1(X,R). This proves part (a).
Next, we show part (b). Let u = (u1, . . . , un), v = (v1, . . . , vn) ∈ X, x ∈ Ω, and t ∈ R. Then,
F (x, u1 + tv1, . . . , un + tvn)− F (x, u1, . . . , un)
t
=
n∑
i=1
∫ 1
0
fi(x, u1 + stv1, . . . , un + stvn)vids. (4.9)
From (H2), we see that
n∑
i=1
∫ 1
0
fi(x, u1 + stv1, . . . , un + stvn)vids
≤
n∑
i=1
∫ 1
0

|hi(x)||vi|+ C

|ui + stvi|θii(x)−1|vi|+ n∑
j 6=i,j=1
|uj + stvj|
θij (x)(θii(x)−1)
θii(x) |vi|



 ds
≤ K(x, u, v), (4.10)
where
K(x, u, v) =
n∑
i=1

|hi(x)||vi|+ C

|ui + vi|θii(x)−1|vi|+ n∑
j 6=i,j=1
|uj + vj |
θij (x)(θii(x)−1)
θii(x) |vi|



 .
Propositions 2.1 and 2.4 imply that∫
Ω
|hi(x)||vi|dx ≤ 2|hi|Lθˆii(x)(Ω)|vi|Lθii(x)(Ω)
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and ∫
Ω
|ui + vi|
θii(x)−1|vi|dx ≤ 2
∣∣∣(|ui|+ |vi|)θii(x)−1∣∣∣
Lθˆii(x)(Ω)
|vi|Lθii(x)(Ω)
≤ 2

1 + (|ui|Lθii(x)(Ω) + |vi|Lθii(x)(Ω))
θ
+
ii
θˆ
−
ii

 |vi|Lθii(x)(Ω),
and by Young’s inequality and Proposition 2.2, we have∫
Ω
|uj + vj|
θij (x)(θii(x)−1)
θii(x) |vi|dx ≤
∫
Ω
[
θii(x)− 1
θii(x)
(|uj |+ |vj |)
θij (x) +
1
θii(x)
|vi|
θii(x)
]
dx
≤ 2θ
+
ii
∫
Ω
(
|uj|
θij(x) + |vj |
θij(x) + |vi|
θii(x)
)
dx
≤ 2θ
+
ii
(
|uj |
θ+ij
L
θij (x)(Ω)
+ |vj|
θ+ij
L
θij (x)(Ω)
+ |vi|
θ+ii
Lθii(x)(Ω)
+ 3
)
.
Then, from Proposition 2.6 and the above estimates, we see that K(·, u(·), v(·)) ∈ L1(Ω).
Hence, in view of (4.9) and (4.10), from the Lebesgue dominated convergence theorem, it
follows that
lim
t→0
Ψ(u+ tv)−Ψ(u)
t
= lim
t→0
∫
Ω
F (x, u1 + tv1, . . . , un + tvn)− F (x, u1, . . . , un)
t
dx
=
n∑
i=1
∫
Ω
fi(x, u1, . . . , un)vidx,
i.e., Ψ is Gaˆteaux differentiable and (4.2) holds.
We now show that Ψ′ : X → X∗ is continuous. To this end, let ul = (ul1, . . . , uln), u =
(u1, . . . , un) ∈ X be such that ul → u in X as l → ∞. Then, for i, j = 1, . . . , n, from
Proposition 2.6, we see that ulj → uj in L
θij(x)(Ω) as l →∞. Then, up to a subsequence, we
obtain that
ulj → uj a.e in Ω as l→∞ (4.11)
and
|ulj(x)|
θij (x) ≤ kj(x) a.e. in Ω for some kj ∈ L
1(Ω). (4.12)
For all v = (v1, . . . , vn) ∈ X with ‖v‖ ≤ 1, from Propositions 2.1 and 2.6, we see that
|〈Ψ′(ul)−Ψ
′(u), v〉|
≤
n∑
i=1
∫
Ω
|fi(x, ul1, . . . , uln)− fi(x, u1, . . . , un)| |vi|dx
≤ 2
n∑
i=1
|fi(·, ul1(·), . . . , uln(·))− fi(·, u1(·), . . . , un(·))|Lθˆii(x)(Ω) |vi|Lθii(x)(Ω)
≤ 2Cθii
n∑
i=1
|fi(·, ul1(·), . . . , uln(·)) − fi(·, u1(·), . . . , un(·))|Lθˆii(x)(Ω) ,
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where Cθii > 0 is the embedding constant of the compact embedding W
1,pi(x)
0 (wi,Ω) →֒→֒
Lθii(x)(Ω). Hence,
‖Ψ′(ul)−Ψ
′(u)‖X∗
≤ 2Cθii
n∑
i=1
|fi(·, ul1(·), . . . , uln(·)) − fi(·, u1(·), . . . , un(·))|Lθˆii(x)(Ω) . (4.13)
For i = 1, . . . , n, from (H1) and (4.12), we have
|fi(x, ul1, . . . , uln)− fi(x, u1, . . . , un)|
θˆii(x)
≤ 2θˆ
+
ii
(
|fi(x, ul1, . . . , uln)|
θˆii(x) + |fi(x, u1, . . . , un)|
θˆii(x)
)
≤ 22θˆ
+
ii

|hi(x)|θˆii(x) + C θˆii(x)

|uli|θii(x)−1 + n∑
j 6=i,j=1
|ulj |
θij (x)(θii(x)−1)
θii(x)


θˆii(x)


+22θˆ
+
ii

|hi(x)|θˆii(x) + C θˆii(x)

|ui|θii(x)−1 + n∑
j 6=i,j=1
|uj |
θij (x)(θii(x)−1)
θii(x)


θˆii(x)


≤ D1

|hi(x)|θˆii(x) + n∑
j=1
|ulj |
θij(x) +
n∑
j=1
|uj |
θij(x)


≤ D1

|hi(x)|θˆii(x) + n∑
j=1
|kj(x)|
θij (x) +
n∑
j=1
|uj |
θij(x)

 := L(x, u),
where D1 > 0 is some appropriate constant. Clearly, L(·, u(·)) ∈ L
1(Ω). Then, from the
Lebesgue dominated convergence theorem and (4.11), it follows that
lim
l→∞
|fi(x, ul1(x), . . . , uln(x))− fi(x, u1(x), . . . , un(x))|
θˆii(x) dx = 0.
Then, by Proposition 2.3, we have
lim
l→∞
|fi(·, ul1(·), . . . , uln(·)) − fi(·, u1(·), . . . , un(·))|Lθˆii(x)(Ω) = 0.
Consequently,
lim
l→∞
n∑
i=1
|fi(·, ul1(·), . . . , uln(·))− fi(·, u1(·), . . . , un(·))|Lθˆii(x)(Ω) = 0.
This, together with (4.13), implies that
lim
l→∞
‖Ψ′(ul)−Ψ
′(u)‖X∗ = 0.
Hence, Ψ′ : X → X∗ is continuous, and so Ψ ∈ C1(X,R).
Next, we show that Ψ is sequentially weak continuous. Let ul = (ul1, . . . , uln), u = (u1, . . . , un) ∈
X be such that ul ⇀ u in X as l→∞. Then, for i, j = 1, . . . , n, from Proposition 2.6, we see
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that ulj → uj in L
θij(x)(Ω) as l → ∞. Then, in view of Proposition 2.3 with w ≡ 1, up to a
subsequence, we have{
ulj → uj a.e in Ω as l→∞,
|ulj(x)− uj |
θij(x) ≤ gj(x) a.e. in Ω for some gj ∈ L
1(Ω).
(4.14)
Then, F (x, ul1(x), . . . , uln(x)) → F (x, u1(x), . . . , un(x)) a.e. in Ω as l → ∞. From (H1), it
follows that
|F (x, ul1, . . . , uln)|
≤
∣∣∣∣∣F (x, 0, . . . , 0) +
n∑
i=1
∫ 1
0
fi(x, sul1, . . . , suln)ulids
∣∣∣∣∣
≤ |F (x, 0, . . . , 0)|
+
n∑
i=1
∫ 1
0

|hi(x)||uli|+ C

|suli|θii(x)−1|uli|+ n∑
j 6=i,j=1
|sulj|
θij (x)(θii(x)−1)
θii(x) |uli|



 ds
≤ |F (x, 0, . . . , 0)| +
n∑
i=1

|hi(x)||uli|+ C

|uli|θii(x) + n∑
j 6=i,j=1
|ulj |
θij (x)(θii(x)−1)
θii(x) |uli|



 .
Then, by Young’s inequality and (4.14), we see that
|F (x, ul1, . . . , uln)|
≤ |F (x, 0, . . . , 0)|
+
n∑
i=1

|hi(x)||uli|+ C

|uli|θii(x) + n∑
j 6=i,j=1
[
θii(x)− 1
θii(x)
|ulj |
θij(x) +
1
θii(x)
|uli|
θii(x)
]

 .
≤ |F (x, 0, . . . , 0)| +D2
n∑
i=1

|hi(x)||uli|+ n∑
j=1
|ulj|
θij(x)

 .
≤ |F (x, 0, . . . , 0)| +D2
n∑
i=1

|hi(x)|(|uli − ui|+ |ui|) + n∑
j=1
(|ulj − uj|+ |uj|)
θij (x)


≤ |F (x, 0, . . . , 0)| +D2
n∑
i=1

|hi(x)|((gi(x)) 1θii(x) + |ui|)+ n∑
j=1
(
(gj(x))
1
θij (x) + |uj |
)θij(x) .
≤ M(x, u),
where D2 > 0 is some appropriate constant and
M(x, u) = |F (x, 0, . . . , 0)| +D2
n∑
i=1

|hi(x)|((gi(x)) 1θii(x) + |ui|)+ n∑
j=1
2θ
+
ij
(
gj(x) + |uj|
θij(x)
) .
By Propositions 2.1, we obtain that∫
Ω
|hi(x)|(gi(x))
1
θii(x)dx ≤ 2|hi|Lθˆii(x)(Ω)|gi|L1(Ω)
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and ∫
Ω
|hi(x)||ui|dx ≤ 2|hi|Lθˆii(x)(Ω)|ui|Lθii(x)(Ω).
Then, in view of Proposition 2.6 and the above estimates, we see that M(·, u(·)) ∈ L1(Ω).
Thus, by the Lebesgue dominated convergence theorem, we have
lim
l→∞
∫
Ω
F (x, ul1, . . . , uln) =
∫
Ω
F (x, u1, . . . , un),
i.e., liml→∞Ψ(ul) = Ψ(u). Hence, Ψ is sequentially weakly continuous. By a similar argument,
we can sow the sequentially weak continuity of Ψ′. The details are omitted here.
Finally, part (c) readily follows from parts (a) and (b). The completes the proof of the
lemma. 
Lemma 4.2. Assume that (H1) holds. Then, the operator Φ′(u) : X → X∗ is of type
(S+), i.e., if ul = (ul1, . . . , uln), u = (u1, . . . , un) ∈ X are such that ul ⇀ u in X and
lim supl→∞〈Φ
′(ul), ul − u〉 ≤ 0, then ul → u in X.
The scalar case of Lemma 4.2 follows from [14, Theorem 4.1]; see also [11, Lemma 3.2]. The
general case can be proved using an argument similar to that of [14, Theorem 4.1].
Remark 4.1. Under the conditions (H1) and (H2), we have the following observations:
(a) In view of Lemmas 4.1 (b) and 4.2, I ′ = Φ′ − λΨ′ is the sum of a (S+) operator and a
sequentially weakly continuous operator. Hence, I ′ is of type (S+).
(b) Φ is weakly lower semicontinuous since it is convex. By Lemma 4.1 (b), Ψ is sequentially
weakly continuous. Thus, I = Φ− λΨ is weakly lower semicontinuous.
Remark 4.2. By Definition 2.1 and Lemma 4.1 (c), we see that any nontrivial critical points
of I are nontrivial weak solutions of system (1.1).
Lemma 4.4 below can be found in [18].
Lemma 4.3. Let X be a real reflexive Banach space, and let J be a weakly lower semi-
continuous functional such that lim‖u‖→∞ J(u) = ∞.Then, there exists u0 ∈ X such that
J(u0) = infu∈X J(u). Furthermore, if J ∈ C
1(X,R), then J ′(u0) = 0.
Recall that a functional I ∈ C1(X,R) is said to satisfy the Palais–Smale (PS, for short)
condition if every sequence {un} ⊂ X, such that I(un) is bounded and I
′(un)→ 0 as n→∞,
has a convergent subsequence. The sequence {un} is called a PS sequence of I. We now state
the following classic mountain pass lemma of Ambrosetti and Rabinowitz (see, for example, [12,
Theorem 7.1]). Below, we denote by Br(u) the open ball centered at u ∈ X with radius r > 0,
Br(u) its closure, and ∂Br(u) its boundary.
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Lemma 4.4. Let (X, ‖ · ‖) be a real Banach space and I ∈ C1(X,R). Assume that I satisfies
the PS condition and there exist u0, u1 ∈ X and ρ > 0 such that
(A1) u1 6∈ Bρ(u0);
(A2) max{I(u0), I(u1)} < infu∈∂Bρ(u0) I(u).
Then, I possesses a critical value which can be characterized as
c = inf
γ∈Γ
max
s∈[0,1]
I(γ(s)) ≥ inf
u∈∂Bρ(u0)
I(u),
where
Γ = {γ ∈ C([0, 1],X) : γ(0) = u0, γ(1) = u1} .
We are now in a position to prove Theorem 3.1.
Proof of Theorem 3.1. For i = 1, . . . , n, by Proposition 2.6, there exists Ci > 0 such that
|v|Lpi(x)(Ω) ≤ Ci‖v‖W 1,pi(x)0 (wi,Ω)
for all v ∈W
1,pi(x)
0 (wi,Ω). (4.15)
For any fixed λ > 0, choose ǫ = ǫ(λ) > 0 small enough so that
1
p+i
− ǫλCi > 0 for i = 1, . . . , n. (4.16)
From (H4), there exists T = T (ǫ) > 0 such that
F (x, t1, . . . , tn) ≤ ǫ
n∑
i=1
|ti|
p−i for all x ∈ Ω and t = (t1, . . . , tn) ∈ R
n with |t| > T.
This, together with (H3), implies that
F (x, t1, . . . , tn) ≤ C(ǫ) + ǫ
n∑
i=1
|ti|
p−i for all x ∈ Ω and t = (t1, . . . , tn) ∈ R
n. (4.17)
For any u = (u1, . . . , un) ∈ X, from Proposition 2.2 (d), (4.15), and (4.17), it follows that
I(u) ≥
n∑
i=1
1
p+i
∫
Ω
wi(x)|∇ui|
pi(x)dx− λ
∫
Ω
(
C(ǫ) + ǫ
n∑
i=1
|ui|
p−i
)
dx
≥
n∑
i=1
[
1
p+i
(
‖ui‖
p−i
W
1,pi(x)
0 (wi,Ω)
− 1
)
− ǫλ|ui|
p−i
Lpi(x)(Ω)
]
− λC(ǫ)meas(Ω)
≥
n∑
i=1
[(
1
p+i
− ǫλCi
)
‖ui‖
p−i
W
1,pi(x)
0 (wi,Ω)
−
1
p+i
]
− λC(ǫ)meas(Ω).
Then, in view of (4.16), I(u) → ∞ as ‖u‖ → ∞, i.e., I is coercice. By Remark 4.1 (b),
I is weakly lower semicontinuous. Now, Lemma 4.3 implies that I has a global minimizer
u1 = (u11, . . . , u
1
n) ∈ X and I
′(u1) = 0.
Now, we show that there exists u = (u1, . . . , un) ∈ X such that I(u) < 0 for large λ. For
any ǫ > 0, let Bǫ = {x ∈ Ω : dist(x,B) ≤ ǫ}, where B is the ball given in (H5). Let ǫ > 0 be
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sufficiently small so that Bǫ ⊂ Ω. There exists vǫ ∈ C
1
c (Ω) such that 0 ≤ vǫ(x) ≤ t0 on Ω and
vǫ(x) =
{
t0, x ∈ B,
0, x ∈ Ω \Bǫ,
where t0 is given in (H5). Let uǫ(x) = (vǫ(x), . . . , vǫ(x)). Then, uǫ ∈ X and
I(uǫ) = Φ(uǫ)− λ
∫
Ω
F (x, vǫ, . . . , vǫ)dx
= Φ(uǫ)− λ
∫
B
F (x, t0, . . . , t0)dx− λ
∫
Bǫ\B
F (x, vǫ, . . . , vǫ)dx
≤ Φ(uǫ)− λ
∫
B
F (x, t0, . . . , t0)dx+ λ|F |L∞(Ω×[−t0,t0]n)meas(Bǫ \B).
Choose ǫ > 0 small enough so that
|F |L∞(Ω×[0,t0]n)meas(Bǫ0 \B) ≤
1
2
∫
B
F (x, t0, . . . , t0)dx.
Then,
I(uǫ0) ≤ Φ(uǫ0)−
λ
2
∫
B
F (x, t0, . . . , t0)dx < 0
if λ > λ0, where
λ0 =
2Φ(uǫ0)∫
B
F (x, t0, . . . , t0)dx
.
Thus, I(u1) < 0 for any λ > λ0, and so u
1 is now nontrivial. Now, by Remark 4.2, we see that
u1 is a nontrivial weak solution of system (1.1) for all λ ∈ (λ0,∞).
Now, we further assume that (H6)–(H8) hold. We show that system (1.1) has a second
nontrivial weak solution for any λ ∈ (λ0,∞). Recall that I is coercive. Then, I satisfies the
PS condition since I ′ is of type (S+) by Remark 4.1 (a). Below, we show that the conditions
(A1) and (A2) of Lemma 4.4 are satisfied. For convenience, let p = max{p+1 , . . . , p
+
n }. From
(H7), there exists a constant q such that
p < q < min{p∗1,s1(x), . . . , p
∗
n,sn
(x)} on Ω. (4.18)
Then, for i = 1, . . . , n, by Proposition 2.6, there exist D3 > 1 and D4 > 1 such that
|v|
L
p
+
i (Ω)
≤ D3‖v‖
W
1,pi(x)
0 (wi,Ω)
for all v ∈W
1,pi(x)
0 (wi,Ω) (4.19)
and
|v|Lq(Ω) ≤ D4‖v‖W 1,pi(x)0 (wi,Ω)
for all v ∈W
1,pi(x)
0 (wi,Ω). (4.20)
For δ =
(
2λpDp3
)−1
, from (H4), and (H6), there exist k1 > 1 and k2 > 0 such that
F (x, t1, . . . , tn) ≤ δ
n∑
i=1
|ti|
p−i ≤ δ
n∑
i=1
|ti|
q for all x ∈ Ω and (t1, . . . , tn) ∈ R
n with |ti| > k1
and
F (x, t1, . . . , tn) ≤ δ
n∑
i=1
|ti|
p+i for all x ∈ Ω and (t1, . . . , tn) ∈ R
n with |ti| < k2.
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Thus, in view of (H3), we see that there exists D5 > 0 such that
F (x, t1, . . . , tn) ≤ δ
n∑
i=1
|ti|
p+i +D5
n∑
i=1
|ti|
q for all x ∈ Ω and (t1, . . . , tn) ∈ R
n. (4.21)
For u = (u1, . . . , un) ∈ X with ‖u‖ ≤ 1, from Proposition 2.2 (c) with w(x) ≡ 1 and (4.19)–
(4.21), we have
I(u) ≥
1
p
n∑
i=1
wi(x)|∇ui|
pi(x)dx− λδ
n∑
i=1
∫
Ω
|ui|
p+i dx− λD5
n∑
i=1
∫
Ω
|ui|
qdx
≥
1
p
n∑
i=1
‖ui‖
p+i
W
1,pi(x)
0 (wi,Ω)
− λδ
n∑
i=1
D
p+i
3 ‖ui‖
p+i
W
1,pi(x)
0 (wi,Ω)
−λD5
n∑
i=1
Dq4‖ui‖
q
W
1,pi(x)
0 (wi,Ω)
≥
1
p
n∑
i=1
‖ui‖
p+
i
W
1,pi(x)
0 (wi,Ω)
− λδDp3
n∑
i=1
‖ui‖
p+
i
W
1,pi(x)
0 (wi,Ω)
−λDq4D5
n∑
i=1
‖ui‖
q
W
1,pi(x)
0 (wi,Ω)
=
1
2p
n∑
i=1
‖ui‖
p+i
W
1,pi(x)
0 (wi,Ω)
− λDq4D5
n∑
i=1
‖ui‖
q
W
1,pi(x)
0 (wi,Ω)
≥
1
2p
n∑
i=1
‖ui‖
p
W
1,pi(x)
0 (wi,Ω)
− λDq4D5
n∑
i=1
‖ui‖
q
W
1,pi(x)
0 (wi,Ω)
.
Recall the well-known inequalities
(t1 + . . . + tn)
r ≤ 2n(r−1)(tr1 + . . .+ t
r
n) and (t1 + . . . + tn)
r ≥ tr1 + . . .+ t
r
n (4.22)
for any r ≥ 1 and ti ≥ 0, i = 1, . . . , n. Thus,
I(u) ≥
1
2n(r−1)+1p
(
n∑
i=1
‖ui‖
W
1,pi(x)
0 (wi,Ω)
)p
− λDq4D5
(
n∑
i=1
‖ui‖
W
1,pi(x)
0 (wi,Ω)
)q
=
1
2n(r−1)+1p
‖u‖p − λDq4D5‖u‖
q.
Note that p < q. Then, if we let
0 < ρ < min
{
1, ‖u1‖,
(
1
2n(r−1)+1λpDq4D5
) 1
q−p
}
,
it is clear that I(u) > 0 for all u ∈ Bρ(u0) \ {u0} and
I(u) ≥ κ :=
1
2n(r−1)+1p
ρp − λDq4D5ρ
q > 0 for all u ∈ ∂Bρ(u0),
where u0 = (0, . . . , 0). In view of (H8), we have I(u0) = 0. Note also that I(u
1) < 0. Then, the
conditions (A1) and (A2) of Lemma 4.4, with u1 = u
1, are satisfied. Hence, by Lemma 4.5, I
has a critical point u2 ∈ X with I(u2) ≥ κ > 0. Clearly, u2(x) 6≡ u1(x) and u2 is nontrivial in
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Ω. Thus, from Remark 4.2, u2 is a second nontrivial solution of system (1.1). This completes
the proof of the theorem. 
Proof of Corollary 3.1. From (3.1), (H9), and (H10), it is easy to see that (H4) and (H6) of
Theorem 3.1 hold. Then, all the conditions of Theorem 3.1 are satisfied. Hence, the conclusion
follows from Theorem 3.1. 
Proof of Corollary 3.2. With n = 1, f(x, t) = a(x)tγ(x)−1−b(x)tβ(x)−1, and F (x, t) = a(x)
γ(x)tγ(x)
−
b(x)
β(x)tβ(x)
, it is easy to verify that all the conditions of Theorem 3.1 are satisfied. The conclusion
then follows from Theorem 3.1. 
For u ∈W
1,p(x)
0 (w,Ω), denote u− = −min{ui, 0}. Lemma 4.5 below follows from [11, Lemma
4.1] and [8, Theorem 7.6].
Lemma 4.5. Let w be given as in Corollary 3.3. Then, u− ∈W
1,p(x)
0 (w,Ω) and
∇u− =
{
∇u if u < 0,
0 if u ≥ 0.
Proof of Corollary 3.3. With n = 1, f(x, t) = g(x)h(t), and F (x, t) = g(x)
∫ t
0 h(s)ds, it is easy
to verify that all the conditions of Theorem 3.1 are satisfied. Then, by Theorem 3.1, there
exists λ0 > 0 such that problem (3.3) has two distinct nontrivial weak solutions u
1 and u2 for
all λ ∈ (λ0,∞). In the following, we show they are nonnegative.
In fact, for i = 1, 2, in view of Lemmas 4.1 (c), 4.5, and the condition that th(t) ≤ 0 on
[0,∞), we have
0 =
∫
Ω
w(x)|∇ui|p(x)−2∇ui · ∇ui−dx− λ
∫
Ω
g(x)h(ui)ui−dx
=
∫
Ω
w(x)|∇ui−|
p(x)−2∇ui− · ∇u
i
−dx− λ
∫
Ω
g(x)h(ui−)u
i
−dx
≥
∫
Ω
wi(x)|∇ui−|
pi(x)dx.
Thus, ui ≥ 0 in Ω. This completes the proof of the corollary. 
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