Abstract -A new second-order accurate scheme for the computation of unsteady viscous incompressible flows is proposed. The scheme is based on the vorticity-stream function formulation along the characteristics and consists of combining the modified method of characteristics with an explicit scheme with an extended real stability interval. A comparison of the new method with the semi-Lagrangian Cranck-Nicolson and classical semi-Lagrangian Runge-Kutta schemes is presented. Numerical results are carried out on Navier-Stokes equations and this efficient second-order scheme has also made it possible to compute the driven cavity flow at a high Reynolds number on a refined grid at a reasonable cost. The procedure can be generalized to more than two dimensions.
Introduction and preliminaries
Incompressible viscous flows are a subject of very intensive research activities since they include a wide variety of difficulties that typically arise in the numerical approximation of partial differential equations describing and, consequently, determining their dynamics. Current trends in incompressible viscous flows are to combine these equations with complex components to simulate applications, for instance, in fluid mechanics, ocean circulation, turbulence and multiphase flow models. All these applications require a very efficient and robust numerical solver for the incompressible Navier-Stokes-like systems.
The existence, uniqueness and asymptotic behaviour of these systems have been studied in many books and papers in, among others, [15] and references therein. Their numerical solution is not easy to compute because of their nonlinearity, the incompressibility condition, and the presence of a convective term. Hence, in many incompressible viscous flow equations, the convective term is distinctly more important than the diffusive term; in particular, when the Reynolds numbers reach high values, this convective term is a source of computational difficulties and oscillations. It is well known that the solutions of these equations present steep fronts and even shock discontinuities, which need to be resolved accurately in applications and often cause severe numerical difficulties.
Eulerian methods use fixed grids and incorporate some upstream weighting in their formulations to stabilize the schemes. Among the class of Eulerian methods are the PetrovGalerkin methods, the streamline diffusion methods, and many other methods such as the high resolution methods from the computational fluid dynamics, in particular, the Godunov methods and the essentially non-oscillatory methods. All of these Eulerian methods are easy to formulate and to implement. However, time truncation errors dominate their solutions and are subject to the CFL stability conditions, which impose a restriction on the size of the time steps taken in numerical simulations.
Modified method of characteristics or semi-Lagrangian methods as known in meteorological community, on the other hand, make use of the transport nature of the governing equations. They combine the fixed Eulerian grids with a particle tracking along the characteristic curves of the governing equations, see for instance, [5, 11, 13, 16] . The Lagrangian treatment in these methods greatly reduces the time truncation errors in the Eulerian methods. In addition, these methods alleviate the restrictions on the Courant number, thus allowing for large time steps in the simulations. Unfortunately, research in computational fluid dynamics does not include the semi-Lagrangian schemes because do not perform well in large scale computations, since they are more diffusive than the Eulerian schemes used very often. Of course, this is true if linear interpolation was used to evaluate the variables at the characteristic feet; however, if higher order interpolation is used such drawback may be avoided. Moreover, results presented in this paper show within semi-Lagrangian framework, that it is possible to compute incompressible (laminar) flows accurately and efficiently by methods based on explicit time stepping, without employing multigrid procedures, at least for the Poisson equation and by conventional finite difference methods.
In approximating unsteady problems using semi-Lagrangian scheme, attention should be given to the choice of the time integration, especially in using high order spatial discretization, the accuracy of the solution may be limited by the time step. The choice of the time integration for incompressible Navier-Stokes equations strongly depends on the values of the Reynolds number and the mesh refinements. If the viscosity and the mesh refinement are very high, spurious oscillations due to the numerical dispersion can occur in the solution of the explicit solver, whereas the computational cost in the implicit solver can be unreasonable. One way to stabilize the explicit numerical scheme is to use the Runge-Kutta Chebyshev method [7, 8, 17] . This method adds in a natural way stabilizing stages to the conventional Runge-Kutta method, using the Chebyshev polynomials. It significantly reduces the time truncation errors present in the Eulerian methods and is not subject to CFL restrictions. It generates accurate solutions without oscillations and numerical diffusion even if large time steps are taken in the simulations.
An explicit Runge-Kutta Chebyshev procedure combined with the modified method of characteristics is presented. This procedure combines the attractive attributes of the two methods to yield a procedure for either low or high Reynolds numbers. This procedure removes the drawbacks in the existing time stepping methods for semi-Lagrangian schemes and still retains all the attractive attributes of the modified method of characteristics. The algorithm is implemented for two tests with Navier-Stokes equations on both the high Reynolds number and the high grid refinement. The numerical results demonstrate the accuracy of this hybrid procedure. For large problems, this procedure significantly reduces the computation time and storage requirements. It is more efficient computationally to use current parallel computers.
In this paper, we mainly restrict our studies to the incompressible viscous flows governed by the Navier-Stokes equations
where
, is an open bounded domain with a smooth boundary ∂Ω, (0, T ] is the time interval, u is the velocity, p is the pressure, and ν is the viscosity coefficient (Reynolds number Re). Hereafter, we focus our discussion on 2D problems. The scheme can be naturally extended to 3D, provided we use the vorticity vector potential formulation, which requires much more notations.
For two-dimensional Navier-Stokes equations (u = (u, v) T ) an alternative formulation in terms of the vorticity ω and the stream function ψ can be constructed as:
where the vorticity and the stream function are given by
together with the Poisson problem ∆ψ = ω.
To obtain a well defined problem for equations (2) and (4), initial boundary conditions and related issues for the finite difference schemes are discussed in [18] in more details. In our numerical experiments, we used the same formulation for ω, and for ψ we used the no-slip boundary conditions except for the problem with a known analytical solution, the initial and boundary conditions are derived analytically from the known functions using equations (3). The present work presents an effort to employ the semi-Lagrangian scheme in solving Navier-Stokes equations as compared to different time stepping methods when the Reynolds numbers and the mesh refinements are as high as possible. The fundamental principles of the semi-Lagrangian scheme are first briefly described in Section 2. Section 3 is devoted to the combination of the semi-Lagrangian scheme with the Crank-Nicolson and classical RungeKutta methods applied to the transport-diffusion equation (2) . The new semi-Lagrangian Runge-Kutta Chebyshev procedure is introduced in Section 4. Finally, we present two numerical examples in Section 5, in which we approximate the solutions to the Navier-Stokes equations (1). Our new method is shown to enjoy the expected accuracy as well as the robustness. We end the paper by some concluding remarks.
Semi discrete semi-Lagrangian method
Consider the convection-diffusion formulation of equation (2) Dω Dt
where Dω Dt = ∂ω ∂t + u · ∇ω is the material derivative of ω in the direction of the flow u. To discretize this formulation in time, we establish a temporal grid 0 = t 0 , t 1 , . . . , t N = T , where t n = n∆t and T = N ∆t. For every x ∈ Ω, we consider the characteristic X (t; x, t n+1 ); t ∈ [t n , t n+1 ], given by
Note that X (t; x, t n+1 ) is the departure point at time t of a fluid particle passing through x at t = t n+1 . The solution of (6) can be expressed as
For the estimation of X (t; x, t n+1 ) any explicit Runge-Kutta method can be used. In this paper, we used the method proposed in [16] to integrate the weather prediction equations. Therefore, let δ denote the displacement between a grid point on the new level, x, and the departure point of the trajectory to this point on the previous time level X ,
if we use the mid-point rule to approximate the integral in (7), we have
Using
we write
The velocity at t n+ 1 2 may be defined by extrapolation from the two previous time levels by the formula
Equations (9) and (10) give an implicit equation for δ of terms of the known velocity field at two previous time levels. We consider the following successive iteration to compute δ:
It is also well known [12] that this iterative process converges provided ∆t max{∇u} 1.
Once δ is known, the departure point values of the variables in our equations are defined as illustrated byω
In general, X (t n ; x, t n+1 ) will not coincide with the spatial position of the grid point. The requirement is then that the scheme to compute X (t n ; x, t n+1 ) be equipped with a search algorithm of location to find the host element where such a point is located. A general and easy to implement scheme to perform this step in arbitrary grids is presented in [1] . Assuming that a suitable approximation is made for δ, X will not lie on a grid point, so the velocity u and the functionω in (11) must be obtained by interpolation from the known values at the grid points. The cubic spline interpolation gives good results, however, it requires more computating time than the Hermite and Lagrange interpolations and needs additional boundary conditions. It gives results comparable to those obtained by the bicubic Lagrange interpolation. Therefore, we do not recommend it for time consuming computations. The bicubic Lagrange interpolation, on other hand, seems to be a good choice for semi-Lagrangian schemes. It gives accurate no diffusive results in conservation of mass. For simplicity, we use, in our numerical examples, the bicubic Lagrange interpolation, other interpolations as biquadratic Lagrange or cubic splines are also applicable. A schematic representation of the quantities involved in computing departure points and interpolating grid points is shown in Let us consider the standard semi-Lagrangian scheme [5] for approximating the solution of (5). If
then the derivative along the characteristic direction s := s(x) associated with the operator D Dt is given by
Then equation (5) becomes
Since the characteristic derivative is approximated by
where . is the Euclidean norm in R 2 . Then we arrive at the following semi-discrete formulation
The convergence of this version of the semi-Lagrangian scheme as ∆t −→ 0 was demonstrated in [5] for the linear convection-diffusion problems. Another detailed error analysis in the Galerkin form can be found in [3] .
Fully discrete semi-Lagrangian method
The semi-Lagrangian scheme can be used in combination with finite elements, finite differences or spectral methods. The first application to convection-diffusion problems is due to [5] , the authors combine the finite element and finite difference methods with the modified method of characteristics to treat the one dimensional linear form of the problem (2).
Here we use the finite difference discretization in space. Thus, the numerical grid is defined by Ω h = {(x i , y j ), x i = i∆x, y j = j∆y, i = 1, 2, . . . , N x, j = 1, 2, . . . , N y}, with h = max(∆x, ∆y). We use the notation w n i,j = w(x i , y j , t n ) and we define the following operators
similarly to D y ω, D
Using the semi-discrete formulation (12), the fully discrete approximation for equations (2)-(4) can be directly written as
The difference operators that have appeared here are defined by
Since the semi-Lagrangian scheme takes care of the convective term in (5), we focus on the diffusive term. In this section we present two methods to deal with the diffusive stage, both being second-order in time, but the first method is implicit and the second one is explicit.
Semi-Lagrangian Cranck-Nicolson scheme
This scheme can be formulated as
The parameter θ should be chosen depending on the time stepping scheme, where θ = 1 2 equation (15) yields a the second-order semi-Lagrangian Crank-Nicolson scheme (SLCN).
Note that the SLCN scheme is unconditionally stable, so that the choice of ∆t may be based only on accuracy considerations. To find the solution ω Step 1. Compute the departure point X (t n ; x, t n+1 ), as described in Section 2, and identify the element of the grid where such a point is located.
Step 2. Compute the approximationω n i,j employing the bicubic Lagrange interpolation.
Step 3. Solve the linear system of algebraic equations to obtain ω n+1 i,j from (15).
Step 4. Solve the Poisson problem ∆ h ψ n+1 = w n+1 .
Step 5. Update the velocity using u In general, it is possible to recover the velocity from the known values of the stream function, using the difference formula
However, in order to retain the same order of accuracy and the discrete incompressibility condition, we used the difference operator∇ ⊥ .
Semi-Lagrangian Runge-Kutta scheme
To formulate the semi-Lagrangian Runge-Kutta (SLRK) scheme for the approach of (1), we briefly recall the conventional explicit optimal second-order Runge-Kutta method used to integrate the following system of ordinary differential equations
where w(t) = (w 1 (t), . . . , w N (t)) T and g(t, w) = (g 1 (t, w) , . . . , g N (t, w)) T . Following, for example, the text book [9] , we formulate the second-order Runge-Kutta scheme to solve (16) as
If we identify the entries w i (t) and g i (t, w) in (16) with ω i,j and ν∆ h ω of (14), respectively, we can formulate the SLRK scheme to integrate (1) as follows. Given ω n i,j , ω n+1 i,j is computed by Algorithm 2: The SLRK algorithm
Step 1 -Step 2 are same as in Algorithm 1 to obtain the solutionω n .
Step 3. Compute K Because the SLRK evaluates explicitly the right-hand side of system (14) , it has to satisfy the stability criterion. This stability criterion can be attained processing from the analysis in [10] . Hence, the SLRK scheme is stable if
Roughly speaking, ∆t should linearly depend on h 2 and be a reciprocal of ν. Also, it can be seen from restriction (17) that either to decrease the grid spacing h or increase the viscosity ν, the SLRK needs time steps ∆t small enough to maintain its stability.
Semi-Lagrangian Runge-Kutta Chebyshev scheme
Using the SLCN scheme to integrate equations (1), linear algebraic equations have to be solved at every time level of the computational process. To find solutions of such systems is computationally very demanding. On other hand, integrating the equation (1) using the SLRK scheme the algebraic problem does not arise, however, the time step has to be very small because of the stability constraint (17) .
When the size of the problem is too large the CPU time and the number of evaluations of the associated right-hand side become critical and may limit the resolution of the numerical model. In this paper we present an alternative approach that takes the idea of semi-Lagrangian is explicit but with an extended real stability interval and second order in ∆t. To be more specific, we combine the explicit Runge-Kutta Chebyshev (RKC) method, proposed by Van der Houwen et al [7, 8] with the semi-Lagrangian scheme to solve (1). The RKC method is an s-stage Runge-Kutta method designed for the explicit integration of systems of parabolic equations. The method promises an extended real stability interval with a length β(s) proportional to s 2 , and can be applied with s arbitrarily large. The RKC formulas are given in [8] , and a comprehensive linear stability and convergence analysis of these formulas can be found in [17] . Turning to the ordinary differential system (16), the RKC formulas have the form
All coefficients are available in analytical form for arbitrary s 0. Consider the Chebyshev polynomial of the first kind of degree k
For the reaction-diffusion problems with a small diffusion the stiffness is modest, and the RKC method offers a very attractive alternative for standard explicit integration schemes and unconditionally stable, implicit ones. For numerical illustrations on reaction-diffusion problems see, for example, [17] .
We are now in a position to formulate our new semi-Lagrangian Runge-Kutta Chebyshev (SLRKC) scheme based on the combination of the semi-Lagrangian scheme for the convective term and the RKC for the viscous term. The implementation of the SLRKC scheme to approximate the solution of (1) Step 1 -Step 2 are same as in Algorithm 1 to obtain the solutionω n .
Step 3. Compute
Step 4 -Step 5 are same as in Algorithm 1 to update the velocity u n+1 .
It is worth remarking that the number of stages s in SLRKC and the conventional RKC schemes varies with ∆t so that (see [17] )
However, the SLRKC differs from the RKC in that SLRKC is applied during each subinterval [t n , t n+1 ], along the characteristic curves rather than in the time direction.
Numerical Examples
Two numerical experiments are presented to demonstrate the viability of the SLRKC scheme for incompressible Navier-Stokes equations. Here, the linear system of algebraic equations resulting from the discretization of Poisson problem (4) is solved using the Preconditioned Conjugate Gradient (PCG) with a convergence criterion of 10 −5 , we use the diagonal as a preconditionner. This PCG solver is used also in the SLCN scheme.
The first example consists of the Navier-Stokes equation with a known analytical solution, so that we can evaluate the error function e as
where ω(x i , y j , t n ) and ω n ij are the exact and numerical solutions, respectively, at grid-points (x i , y j ) and time t n . In all our computations the space domain Ω is covered with uniformly spaced grids with ∆x = ∆y = h. The following error norms are defined:
.
These error norms, along with streamlines and the elevation contour plots of vorticity, give a good idea of the accuracy of the procedure. The efficiency of the solvers is compared in the CPU time context using a PC with an AMD-K6 200 processor.
Navier-Stokes equation with a known analytical solution
This example is used to check the accuracy of the SLRKC scheme. We consider the NavierStokes equations (1) in the unit square, subject to the following initial condition:
u(x, y, 0) = − cos(x) sin(y), v(x, y, 0) = sin(x) cos(y).
This example was studied in [4] using the projection method while the exact solution to this problem is u(x, y, t) = − cos(x) sin(y)e −2νt , v(x, y, t) = sin(x) cos(y)e −2νt .
The purpose of this example is to illustrate the SLRKC performance by changing the viscosity values ν keeping the time step ∆t fixed to 0.001. We run our programs for T = 0.2 using different spacing grids h. Table 1 shows the relative error norms and the CPU time with ν = 0.001. Tables 2 and 3 show analogous results but with ν = 0.01 and ν = 0.1 respectively.
Examination of Table 1 shows that the three schemes give roughly similar results with differences in the CPU time especially for h = . However, by increasing the viscosity or decreasing the grid size the SLRKC results in tables 2 and 3 are slightly accurate and efficient than results obtained by SLRK and SLCN respectively. With increasing ν the SLRK scheme goes unstable (--in tables 2 and 3 corresponds to runs where the SLRK becomes unstable) and with decreasing h the computational cost referred to the CPU time in SLCN becomes larger. For example, in a run with ν = 0.1 and h = 1 256 the CPU time spent to perform a SLCN step is about twice that of a SLRKC step. Table 1 . Relative error-norms for ν = 0.001 at T = 0.2. The number between brackets refer to the main number of iterations in the SLCN or the number of stages in the SLRKC (4) In terms of the L 1 -error norm, tables 1-3 reveal that all the schemes are O(h α +∆t 2 ) with 2 α 3. In addition, if instead of computing the approximate convergence rate between two consecutive mesh refinings one approximates the convergence rate between h = , the results for ν = 0.001, are 2.83 in the L 2 -norm, 2.73 in the L 1 -norm, and 2.26 in the L ∞ -norm. This clearly demonstrates that the SLRKC scheme is of the second order. Table 3 . As Table 1 Then the Reynolds number is defined as Re = 1/ν. We impose a no-slip boundary condition. The literature is abundant for this flow configuration which shows rich vortex phenomena on many scales depending on Re. The authors of [6] presented numerical solutions up to Re= 10000 with a 257 × 257 grid points using the implicit multigrid method. Their work is the most comprehensive study of the cavity flow to date.
The main issues we wish to address in this example are concerned with the capabilities of the SLRKC scheme and comparison of the present simulations to those given in [6] . We focus on the SLRKC scheme because, at least for example 1, the SLRKC scheme gives results that are as accurate as those obtained by the SLCN scheme, but with lower computating costs, and the SLRKC can use time steps much larger than the SLRK scheme. Hence, numerical simulations were carried out using the SLRKC scheme for Re = 100, 1000, and 10000 on 128 × 128 and 256 × 256 grid points with ∆t fixed to 0.01. For this time step, the number of stages required for the SLRKC scheme are summarized in table 4. It is important to mention two points concerning the number of stages s in the SLRKC. First, the SLRKC requires a large number of stages only when the Re is low. Otherwise, two stages are sufficient for a high Re. This is relevant to the time integration for an incompressible viscous flow where parts of the flow change from laminar to turbulent ones second, refining of the grids does not mean a decrease in ∆t, since the number of stages can change. This is a remarkable feature of the SLRKC satisfactorily handling procedures using adaptive local grid refinement methods to resolve interfaces in multiphase flow problems.
Most of the numerical works on the driven cavity flow directly solve the steady state problem [6] . Although the schemes presented above should not be advertised for steadystate computations, they perform reasonably well for this problem. The dependent variables of the stream function, the vorticity, and the velocity are calculated at t = 100. At this time, the flow has all the characteristic features of the steady state [6] . Figure 2 shows plots of the stream function for the Re considered. It is apparent that the flow structure is in good agreement with the previous work [6] . These plots give a clear view of the overall flow pattern and the effect of the Reynolds number on the structure of the steady recirculating eddies in the cavity. In addition to the primary, center vortex, a pair of counterrotating eddies of a much smaller strength develop in the lower corners of the cavity. At Re= 10000, a third secondary vortex is seen in the upper left corner and a tertiary vortex in the lower right corner appears. A series of eddies with an exponentially decreasing strength in the lower corners was predicted in [6] .
For a low Re, the center of the primary vortex is located at the mid width and at about one-third of the cavity depth from the top. As the Re increases, the primary vortex center moves the right and becomes increasingly circular. Finally, with increasing Re this center moves down towards the geometric center of the cavity and becomes fixed in its location for Re= 10000. These results are also in good agreement with the results of [6] .
The vorticity plots in Figure 3 show that the steady cavity flow within closed streamlines at a high Re consists of a central inviscid core of nearly constant vorticity with viscous effects confined to thin shear layers near the walls. As the Re increases, several regions of high-vorticity gradients (indicated by the concentration of the vorticity contours) appear within the cavity. The thinning of the wall boundary layers with increasing Re is evident from these plots, although the rate of this thinning is very slow for Re= 10000. We now turn to the velocity variables. In Figure 4 we plot the velocity vectors for Re= 1000 and Re= 10000. The velocity components along the vertical and horizontal center lines are shown in Figure 5 for all Re values. The velocity profiles change from curved at lower values of Re to linear at higher Re values. These results agree with those obtained in [6] . 
Conclusions
In conclusion, the semi-Lagrangian method and the second-order explicit Runge-Kutta Chebyshev scheme are successfully connected and turned into an efficient SLRKC algorithm to tackle some difficulties in the numerical integration of the viscous incompressible flow problems. We have illustrated by two numerical examples the ability of the new SLRKC scheme to perform very well in the presence of a strong gradient and discontinuities without oscillations and numerical diffusion. We have also compared the results for the Navier-Stokes problem obtained by the SLCN and SLRK schemes with the results computed by the SLRKC scheme. The principal conclusions reached trough this comparison are the following:
i. For Navier-Stokes equations with large viscosity (low Re) coefficients, the stability criterion (17) that the SLRK scheme has to satisfy can sometimes require an unreasonably small step size ∆t and the SLRK becomes unable to approximate the numerical solution for time-consuming computations whereas the SLRKC may be a good choice for the numerical approximation of such a situation. Needless to say that with increasing ∆t the number of stages in the SLRKC increase in such away that the SLRKC remains stable.
ii. When the size of problem (1) is too large, particularly when the grids are highly refined, the SLCN scheme becomes quite slow due to the CPU time and the storage for solving the associated linear system. On the contrary, the SLRKC scheme is a suitable candidate because it is both explicit and unconditionally stable.
