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Abstract—In an industrial internet setting, ensuring trustwor-
thiness of process data is a must when data-driven algorithms op-
erate in the upper layers of the control system. Unfortunately, the
common place in an industrial setting is to find time series heavily
corrupted by noise and outliers. Typical methods for cleaning
the data include the use of smoothing filters or model-based
observers. In this work, a purely data-driven learning-based
approach is proposed based on a combination of convolutional
and recurrent neural networks, in an auto-encoder configuration.
Results show that the proposed technique outperforms classical
methods in both a simulated example and an application using
real process data from an industrial facility.
Index Terms—Autoencoders, Process control.
I. INTRODUCTION
The incorporation of industrial Internet of Things tech-
nologies to modern industrial facilities allows the real-time
acquisition of an enormous amount of process data, typically
in the form of time-series, which represents an opportunity
to improve performance by using data-driven algorithms for
supervision, modeling and control [1]–[3].
Data-driven techniques, such as statistical or machine learn-
ing algorithms, are capable of dealing with the multivariate
and intricate nature of industrial processes; however, they rely
on the consistency and integrity of the data to work properly
[3]. This imposes a limitation to online application of these
algorithms in real facilities, since process data is often highly
corrupted with outliers and noise, caused by multiple factors
as environmental disturbances, human interventions, and faulty
sensors. Consequently, there is a lack of data-driven appli-
cations operating online, and the vast majority of successful
implementations use offline preprocessed data, simulations or
generate the database in a controlled environment, as pilot-
scale deployments in laboratories [4].
A typical approach for dealing with corrupted process data
is the use of smoothing filters, like simple discrete low-
pass filters, the Savitsky-Golay (SG) filter [5] or exponential
moving average filters (EMA) [6]. The main drawback of these
techniques is their univariate nature, hence the redundancy
and correlations among variables typically present in industrial
processes are not made use of for denoising. Multivariate
denoisers, which can exploit cross-correlation between signals,
are a natural improvement to univariate filters. Approaches like
Kalman [7] or particle filters [8] are the flagship techniques;
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however, they require the selection of a suitable model and a-
priori estimation of parameters, as the covariance matrices in
the Kalman filter, which are critical for a good performance.
A different approach for denoising is the use of transforms,
like Wavelets [9] or Gabor [10], which exploit statistical
properties of the noise so the signal can be thresholded in
the transformed domain to preserve only the high-valued
coefficients, and then, by applying the inverse transform,
obtain a cleaner signal. A limitation of these approaches is the
difficulty of knowing a priori the best basis for representing
the signals, and without knowledge on the noise nature, as is
the case in real process data, is hard to determine where to
threshold the transformed data.
Learning-based denoising algorithms, like principal com-
ponent analysis (PCA) [11], Kernel PCA [12] or dictionary
learning [13], solve some of the problems that fixed transforms
have, by learning a suitable representation of the data in a
transformed space. These approaches are also multivariate in
nature, so the spatial correlations between signals is exploited;
nevertheless, these algorithms were designed for static data,
e.g., images, and hence important information from temporal
correlations are not exploited at all.
Recently, denoising autoencoders (DAE) [14], [15] have
emerged as a suitable learning-based denoising technique that
is multivariate in nature and is capable of learning complex
nonlinear structures and relationships between variables. This
represents a great advantage over traditional learning-based
techniques when dealing with highly nonlinear data. Orig-
inally, DAEs emerged for image denoising, but the use of
recurrent neural networks has allowed their application for
denoising dynamical data, such as audio and video [16], [17].
However, unlike PCA, dictionary learning or fixed transforms
techniques, DAEs are not blind in the sense that for learning
to denoise a signal, the clean version of the signal (the target)
has to be known beforehand. In addition, information about
the characteristics of the noise affecting the process is required
to create realistic training examples. This is a great limitation
for the use of DAEs in real-world applications where the clean
version of the signal and the noise characteristics are unknown.
In this work, we propose the use of a dual blind denoising
autoencoder (DBDAE) for multivariate time series denoising,
that preserves all the advantages of DAEs and eliminates
the necessity of knowing beforehand the noise characteristics
and the clean version of the signals. The network structure
is designed to exploit both spatial and temporal correlations
of the input data, by combining recurrent and convolutional
encoder networks. This dual encoding allows the network
to reconstruct missing or faulty signals, adding robustness
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2to online applications. Because of the predictive capabilities
of the network, the phase delay is minimum compared to
traditional techniques like low-pass filters, which is a critical
advantage for real-time applications built on top, as feedback
controllers. Consequently, the main contributions of this work
are: i) the formulation of a new blind denoising technique
based on DAEs that eliminates the necessity of knowing a-
priori information of the signals; and ii) a novel autoencoder
architecture that enables the network to exploit both temporal
and spatial correlations, which allows to reconstruct faulty
signals, in addition to the denoising capabilities.
The rest of this paper is organized as follows. Preliminaries
of data filtering in industrial processes are given in Section
II. In Section III the basics of autoencoders and DAEs are
presented. Denoising and reconstruction based on the proposed
DBDAE is presented and applied to a simulated dynamical
system in Section IV. Section V shows an implementation of
the DBDAE to a real industrial process. Finally, conclusions
and directions for future research are presented in Section VI.
II. PRELIMINARIES
A. Notation and Basic Definitions
In this work, R denotes the real numbers, Z≥0 the non-
negative integers, Rn the Euclidean space of dimension n,
and Rn×m the set of n × m matrices with real coefficients.
For a, b ∈ Z≥0 we use [a; b] to denote their closed interval
in Z For a vector v ∈ Rn, vi denotes its ith component.
For a matrix A ∈ Rn×m, Ai denotes its ith column and
Ai its ith row. For an n-dimensional real-valued sequence
α : Z≥0 → Rn, α(t) denotes its tth element, and α[a;b] denotes
its restriction to the interval [a; b], i.e., a sub-sequence. For
a sub-sequence α[a;b], M(α[a;b]) ∈ Rn×(b−a+1) is a matrix
whose ith column is equal to α(a+i−1), with i ∈ [1; b−a+1].
The same notation applies for an n-dimensional finite-length
sequence α : [0; T¯ ] → Rn with the understanding that for
a sub-sequence α[a;b], [a; b] ⊆ [0; T¯ ] must hold. Given an
N-dimensional sequence α, we define its T -depth window
as a matrix-valued sequence β : Z≥0 → RN×T , where
β(t) = M(α[t−T+1;t]).
B. Typical approaches for process data filtering
When dealing with real industrial time series, denoising
methods can be classified into model-based and data-driven.
However, in practice, model-based denoisers like Kalman or
particle filters cannot be applied in the vast majority of cases
since obtaining an accurate model of these processes is many
times unfeasible. On the other hand, commonly used data-
driven techniques, while much simpler, are still effective,
hence, they are preferred in real implementations.
According to [18] the most used data-driven methods for
denoising industrial time series are low-pass digital filters, as
the EMA, and the SG filter. Although the EMA filter is quite
simple, large delays can be introduced to the denoised signal
as its convergence is exponential. For a given sequence y, with
y(t) ∈ R, the EMA filter construct the smoothed version as
yˆ(t) = αyˆ(t− 1) + (1− α)y(t), (1)
y1
y2
...
yn−1
yn
fθE
...
z
yˆ1
yˆ2
...
yˆn−1
yˆn
gθD
Fig. 1. Simple AE architecture where fθE encodes the input data to a latent
representation z and then gθD decodes z to reconstruct the input.
where yˆ(t) is the tth smoothed output of the EMA filter and
α ∈ [0, 1] is the filter weight determining the importance given
to the past output.
The SG filter outperforms common low-pass filters in pre-
serving useful high-frequency information and prevention of
extra delays [18]. The SG filter calculates the smoothed output
yˆ(t) using a local discrete convolution over the 2M + 1 sam-
ples sub-sequence y[t−M ;t+M ], where the convolution coeffi-
cients are derived from a least-squares polynomial smoothing.
Because EMA and SG filters are the most used denoising
techniques in industry, they will be used as a baseline for
comparison with our DBDAE network.
III. AUTOENCODERS
A. Background
Autoencoders (AEs) [19] are unsupervised neural networks
trained for reconstructing their inputs at the output layer,
passing through an intermediate layer normally of lower
dimension. AEs can be regarded as a nonlinear generalization
of PCA aiming to encode input data in an intermediate
lower-dimensional representation, which preserves most of the
information in the inputs. This intermediate representation is
known as the latent space of the network.
Formally, for a given sequence y, the AE maps an input
vector y(t) ∈ Rn to a latent representation z ∈ Rm with
m < n. This mapping is done by a function fθE , which in the
simplest case is a linear layer with σ as an arbitrary activation
function, namely,
z = fθE = σ(WθEy(t) + bθE ), (2)
where WθE ∈ Rm×n and bθE ∈ Rm are trainable parameters
of the network. In more complex approaches, fθE can be
chosen to be any type of layer, even a stack of multiple layers.
After the encoding, the latent vector is mapped back to the
input space by a second function gθD known as the decoder:
yˆ(t) = gθD = σ(WθDz+ bθD ), (3)
where WθD ∈ Rn×m and bθD ∈ Rn.
In training, the parameters of the AE are found by solving
the following optimization problem:
θ∗ = argminθ||yˆ(t)− y(t)||2, (4)
where θ accounts for all the trainable parameters. Figure 1
illustrates a simple AE network.
3B. Denoising Autoencoder
When the input of the AE is corrupted with noise and the
target output is clean, the resulting latent space is more robust
and learns richer features [20]. Additionally, the network also
learns how to denoise corrupted inputs. This has led to many
denoising applications in static data as images [21] and, with
the use of recurrent AEs [16], this technique has also been
effectively applied to dynamic data [17]. However, DAEs work
under the assumption that the clean version of the input data is
available as well as information about the noise. As mentioned
before, this limits the applicability of DAEs to real-world data
where, in general, none of these requirements are fulfilled.
IV. PROCESS DATA FILTERING BASED ON DUAL BLIND
DENOISING AUTOENCODERS
Blind denoising autoencoders (BDAEs) were first intro-
duced in [22]. This particular type of AE enables to denoise
a signal with only few assumptions on the noise and without
access to the clean version of the signal, which makes them
an appealing alternative to denoise real-world process data.
However, in [22] this technique was applied only to static
data. In the following, we propose a technique based on
BDAEs for denoising multivariate time series based on a dual
convolutional-recurrent architecture, the proposed technique is
also capable of masking faulty sensors, making it ideal for
online processing of real industrial data.
A. General setup
Consider an underlying dynamical system generating data,
which is sampled periodically by a set of sensors with period
τ . From the sensors perspective, the plant can be modeled as
a discrete-time dynamical system given by
x(n+ 1) = Fn(x(n),w(n)). (5)
Where n denotes the time step, x(n) ∈ RW , with W the order
of the system, denotes the current value of the internal state,
x(n+ 1) is the future value of the state, w(n) denotes state-
space noise and F(n) is generally a smooth nonlinear mapping
governing the dynamics of the system.
The measurement (observation) process is given by
y˜(n) = Cn(x(n),v(n)), (6)
where y˜(n) denotes the set of variables measured by the
sensors, Cn is the output mapping, and v(n) represents
measurement noise. For a noise-free condition, we denote the
measured variables at time step n as:
y(n) = Cn(x(n), 0) (7)
Under this setup, the measurement process generates a se-
quence y˜ : Z≥0 → RN , where without loss of generality
N 6= W , therefore:
y˜(n) = [y˜1(n), y˜2(n), . . . , y˜N (n)]T ∈ RN , (8)
where each y˜i(n) represents a real-valued measured variable
of the underlying system at time instant n.
B. Problem formulation
Let Y˜ be the T -depth window of y˜. Hence
Y˜(n) = [y˜(n−T+1), y˜(n−T+2), . . . , y˜(n)] ∈ RN×T . (9)
In this setting, Y˜k(n) ∈ RN is a column vector containing the
N measurements at time instant n−T + k, and Y˜k(n) ∈ RT
is a row vector containing the last T samples of variable k.
The AE will use Y˜ both for denoising and reconstruction
of faulty signals. Since the AE is a dynamical system itself
that processes the data sequentially (due to the use of recurrent
neural networks) to accomplish these two tasks, two timescales
should be considered in the derivations. The process time
refers to the time scale at which (5) evolves and is indexed by
n. On the other hand, the AE’s time refers to the internal time
of the AE, which uses the elements of Y˜(n) that were obtained
at the process time scale but are processed at computer’s
processor speed. These elements will be indexed by j.
Since the objective of the AE is to operate in real-time,
the AE’s timescale has to be fast enough to process the
measurements in Y˜(n) before another set of measurements
captured at process timescale comes in. In this setup, we have
two dynamical systems at work, the slow system (the process)
and the fast system (the AE), which at each process time step
gets triggered and iterates itself a larger number of steps that
depends on the size of Y˜(n) and the network architecture.
The problem to be solved by the DBDAE is two-fold:
1) Denoise the current measurement y˜(n) given only noisy
measurements contained in Y˜(n). That is to say, approx-
imate as much as possible:
y(n) = Cn(x(n), 0). (10)
Unlike DAEs, in this case we do not have access to
y(n), therefore the denoising of input signals must be
done in a blind manner.
2) Reconstruct faulty signals. In this case Y˜(n) contains
a row Y˜k(n) ∈ RT of sensor measurements that is
labeled as faulty, possibly by a previous fault-detection
algorithm,
Y˜k(n) = [l, l, . . . , l],∈ RT . (11)
Here l is an arbitrary label indicating that sensor k is
faulty. The DBDAE has to learn to recognize this label
and exploit both temporal and spatial correlations among
other non-faulty measurements to approximate as much
as possible:
y(n) = Cn(x(n), 0) (12)
To recover y(n) from Y˜(n), possibly masking one or more
signals in case of faulty sensors, the DBDAE has to deal
mainly with three problems. The first one is to obtain rich
features in the latent space, from which reconstruction and
denoising can be performed concurrently. Secondly, find a
mechanism to enhance the network to reconstruct faulty input
signals. Finally, find a criterion to constrain the autoencoder
to learn only valuable information from the inputs, leaving out
noise information.
41) Obtaining rich latent features: Obtaining rich features
for multivariate time series is a challenging task since not
only spatial information matters, as in static data like images,
but also time-dependent information needs to be taken into
account. Therefore, to obtain rich features both temporal cor-
relations (within sensor information) and spatial correlations
(between sensors information) must be present. To this end, we
propose to use a dual autoencoder structure with two encoders,
a convolutional and a recurrent encoder, and one recurrent
decoder. In this case, at each process time step n, Y˜(n) is
processed independently in each encoder and then, by adding
their encodings, rich latent features can be obtained.
The recurrent encoder, generates its latent representation
hLRR , which is a QLR -dimensional finite-length sequence of
length T , by feeding the network iteratively with the elements
of Y˜(n) and then recursively feeding back the internal state
of the network, namely,
hLRR (j) = fRE(Y˜j(n),h
LR
R (j − 1)), (13)
where, fRE represents the recurrent network, with LR layers
and Ql neurons in each layer l, that in our case is composed
by Gated Recurrent Unit layers (GRU) [23]. The operations
at each GRU layer l are given by:
zl(j) = σ(Wz
lpl(j) +Uz
lhlR(j) + bz
l)
rl(j) = σ(Wr
lpl(j) +Ur
lhlR(j) + br
l)
nl(j) = tanh(Wn
lpl(j) + rl(j) ◦ (UnlhlR(j) + bnl))
hlR(j) = (1− zl(j)) ◦ nl(j) + zl(j) ◦ hlR(j),
(14)
where hlR(j) ∈ RQl is the hidden state of layer l at AE’s time
j, rl, zl and nl are Ql-dimensional finite-length sequences
representing the value of reset, update and new gates of layer
l respectively. σ and tanh are the sigmoid and the hyperbolic
tangent activation functions, ◦ is the Hadamard product and
pl(j) is the input at AE’s time j of layer l. For the first layer
(l = 1) the input, p1(j) is given by the input of the network
Y˜j(n), and for the subsequent layers the input is given by
hl−1R (j), which is the current hidden state of the previous
layer.
Finally, the latent representation of the recurrent encoder is
hLRR (T ) ∈ RQLR , which is the last hidden state of the last
layer. The final output of the recurrent encoder is obtained
by projecting hLRR (T ) by a linear layer S1 to obtain the
dimension of the latent space, Q, namely,
hR(n) = WS1h
LR
R (T ) + bS1, (15)
where WS1 ∈ RQ×QLR and bS1 ∈ RQ are trainable
parameters of S1. It should be noted that hR is indexed by n,
the process time, despite its calculation involves T iterations
of the underlying recurrent network at a faster time scale.
This latent vector is forced to contain information about
all the input sequence and, therefore, is able to capture the
temporal information in the signals.
In the case of the convolutional encoder, one dimensional
convolutions are applied to the same input Y˜(n). Each of
the N different measurement series Y˜i(n) that compose the
input at time step n are modeled as different channels of
the convolution, and by doing so, spatial correlations can be
captured. The convolutional encoder is given by
hLCC (n) = fC(Y˜(n)), (16)
where, fC represents the convolutional encoder network with
LC layers, where the output of each layer l is composed by
Kl concatenated output channels Cloutk(n) ∈ Rzl , with k ∈
[1;Kl], given I input channels. Each of the resulting output
channels for layer l at process time step n is given by:
Cloutk(n) = b
l
k +
I∑
i=1
Wlk(i) ? p
l
i(n), (17)
where blk is a particular bias vector for channel k at layer
l, Wlk(i) is the ith channel of the I-channel kernel corre-
sponding to output channel k, pli(n) is the ith channel of
the input of layer l and ? is the cross-correlation operator.
For the first layer (l = 1) the input, p1i(n) is given by a
sequence of measurements of the ith sensor Y˜i(n), while for
the subsequent layers (l > 1) pli(n) is given by an output
channel of the previous layer Cl−1outi(n). Is worth to mention
that the dimension of each output channel, zl, depends both
on the size of the input channels and on the parameters of the
convolution such as the padding, the kernel size, stride and
dilation.
Finally, after concatenating all the output channels of the
last layer LC , the convolutional enconder produces its own
latent representation hLCC (n) ∈ RzLC×KLC , which is projected
by two linear layers to match the requirements of the latent
space dimension. The first linear layer S2 transforms hLCC (n)
to a vector hˆC(n) ∈ RKLC , and the second linear layer S3
transforms this resulting vector to the required latent space
dimension Q.
hˆC(n) = (h
LC
C (n))
TWS2 + bS2
hC(n) = WS3hˆC(n) + bS3,
(18)
where WS2 ∈ RzLC , bS2 ∈ RKLC , WS3 ∈ RQ×KLC and
bS3 ∈ RQ are trainable parameters of S2 and S3.
The final latent representation of the input at time step n is
just the sum of the latent representations of both encoders.
hE(n) = hRT(n) + hC(n) (19)
For the decoding phase, we first project hE(n) with a linear
layer S4 to extract useful features for decoding.
hˆE(n) = WS4hE(n) + bS4, (20)
where WS4 ∈ RQ×Q and bS4 ∈ RQ.
Then, another recurrent GRU network fRD with LD layers
and Q¯l neurons in each layer l, receives the resulting vector
from this projection as its initial state and begins to decode the
information. The decoder hidden state Q¯l-dimensional finite-
length sequence hLDD , of length T , is generated as
hLDD (j) = fRD(pj(n),h
LD
D (j − 1)), (21)
where pj(n) ∈ RN is the input for each decoding step of
the network. This input could be either the delayed target
Y˜j−1(n) or the previous network estimate Yˆj−1(n). The
5network estimates, are calculated by projecting hLDD (j) using
a linear layer S5 as
Yˆj(n) = WS5h
LD
D (j) + bS5, (22)
where WS5 ∈ RN×Q¯LD and bS5 ∈ RN are trainable
parameters. Hence, the final output of the DBDAE for process
time n corresponds to YˆT(n). It should be noted that the
decoder starts once hE(n) is available, which involves T
previous iterations of the encoder at AE’s processing rate.
Therefore, careful should be taken when interpreting the local
time of the decoder.
Even though we have access to the entire decoder’s target
(Y˜(n)) during training and testing, and exposure bias [24] is
not a problem, we found that gradually giving the network
its own predictions Yˆj(n) yields better results. This approach
is called scheduled sampling [25] and consists in giving the
network the target at j − 1 as input for predicting the target
at j in early stages of the training phase and gradually, with
an increasing probability p, feed the network with its own
prediction at j − 1 for predicting the target at j. This gradual
shift from using the target as the input in each step to use
the network’s own predictions improves the stability of the
network, specially when the decoded sequence is long. On
the other hand, a value p = 1, i.e., the network relies solely in
its own predictions, forces hE(n) to retain all the information
of the signals and to decode the entire sequence from it. In
our case p was increased linearly as
p = min(1, k + cE), (23)
where k and c are parameters and E is the number of training
iterations.
Finally, the loss function used for training is the recon-
struction error between the autoencoder’s prediciton for all
the sequence, Yˆ(n) and the noisy measurements Y˜(n):
Loss =
1
N
1
T
N∑
k=1
T∑
j=1
(Yˆkj (n)− Y˜kj (n))2 (24)
An illustration of the DBDAE is shown in Figure 2
2) Enhancing the network to reconstruct faulty input sig-
nals: To reconstruct faulty signals, in addition to requiring a
latent space with rich latent features, a simple yet effective
method is proposed, which consists in randomly choosing an
input measurement sequence Y˜i(n) in each training iteration
and replace all its values by an arbitrary label l that will
indicate that the signal is faulty.
Y˜i(n) = [l, l, . . . , l],∈ RT , (25)
where i ∈ [1;N ] and is randomly chosen in each iteration.
Then, similar to common denoising autoencoders, we en-
force the network to reconstruct the original input without
corrupting any of its values. Additionally, we can weight the
loss function (usually MSE for autoencoders) to emphasize the
reconstruction of the faulty signal. Is worth to mention that for
stability reasons, and similar to the scheduling sampling tech-
nique, at the beginning of the training phase, the probability
of choosing one of the signals as faulty is small and then is
gradually increased.
3) Blind denoising by constraining reconstruction: Similar
to related works that use AEs for signal reconstruction, a
great effort is put in obtaining rich features that contain the
most important information of the signals since the richer the
features, the better the reconstruction. However, unlike AEs
we do not want a perfect reconstruction of the input because
that would mean reconstructing noise as well. Therefore, a
criterion to determine how rich the latent space features must
be to capture only the important information of the signals,
leaving out noise, is needed.
Intuitively, this could be achieved by using a small latent
space dimension and by doing so, the network will be forced
to only retain the most important information of the signal.
However, it is not clear what the dimension should be. This
of course depends on the application and if an excessively
small latent space dimension is selected, the network will not
be able to learn complex patterns and reconstruction will be
poor. On the other side, if an excessively big dimension is
selected, the network will learn to reconstruct noise and, again,
the objective will not be achieved.
A possible option, is to enforce sparsity in the network
to improve denosing performance, as pointed out in [26].
This can be achieved by adding an L1 regularization term
to the loss function [27], however, is unclear how strong the
regularization should be. Again, if regularization is too strong,
the network will not be able to learn complex patterns and if
too weak, the network will learn to reconstruct noise.
In order to overcome these uncertainties, we propose a novel
heuristic to restrict the network to reconstruct only the input
data, leaving out noise, while retaining complex patterns. This
method is based on analyzing the evolution of the latent space
structure during training using PCA.
PCA [11] is a linear technique that uses an orthogonal
projection of a set of vectors into a set of linearly uncorrelated
vectors in the directions where variance is maximized. Is
usually used as a dimensionality reduction technique, however,
it has many other applications [28]. In this case PCA is used to
transform and reduce the dimensionality of the DBDAE latent
space during training. The idea behind this, is that even though
PCA is a linear technique, it is able to represent to some
extent the orderly structure of the latent space of the DBDAE
with few components. After a few initial training iterations of
possibly chaotic behaviour (due to the random initialization
of the network weights), the accuracy and explained variance
of the principal components will gradually change as the
DBDAE learns the dynamics of the system. However, when
the DBDAE begins to overfit the data and starts learning noise
as well, the orderly structure of the latent space suddenly
becomes disordered due the random nature of noise. This is
reflected in a sudden increase in the reconstruction error of
the principal components and a sudden fall of their explained
variance. Therefore, the point in which the DBDAE begins
to learn the noise can be identified when the derivative of
the reconstruction error is maximum, or equivalently, when
the derivative of the explained variance is minimum. At this
point, training must be stopped to obtain the clean version of
the signals.
The complete algorithm for training the network is pre-
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Fig. 2. Dual blind denoising architecture composed by both a recurrent and a convolutional encoder that combine their resulting output features to form the
DBDAE’s latent vectors. The recurrent decoder is able to decode this latent vector and reconstruct a clean version of the input signals.
sented in Algorithm 1.
C. Simulated example
As a proof of concept, we applied the DBDAE to a
simulated industrial process, the well-known quadruple tank
configuration [29], which is a nonlinear multi-input multi-
output system. Inputs are the voltages applied to the pumps,
which vary in the range 0 to 10 volts, and the outputs are the
four levels of the tanks that vary between 0 and 50 meters.
We excited the system with different inputs, as PRBS,
sinusoidal and stairs, then we added different types of noise
to the inputs and finally we trained the network to denoise
the signals. We tested the DBDAE in the two tasks it was
designed for: blind denoising and reconstruction of faulty
measurements. Results are presented in the following
1) Blind denoising: For blind denoising, we corrupted the
signals with different types of noise, namely, white noise, pink
noise, brownian noise, impulsive noise, and a combination of
all of them meaning that different sensors suffer from different
types of noise. As mentioned before, as a performance baseline
we used both an EMA and a SG filter.
For training the DBDAEs, we used the procedure described
in the previous section. Figures 3 and 4 show the PCA
reconstruction error and its derivative for different number of
principal components while training the autoencoder. Accord-
ing to the PCA-based heuristic, the point where the network is
optimal for denoising the signal is where the derivative of the
PCA reconstruction error is maximum, i.e., when the DBDAE
training error is 10. Figure 5 confirms that the root mean
square error (RMSE) between the output of the DBDAE and
the ground truth (noise-free) is minimum at the same point
where the PCA-based heuristic indicates that training must
stop. Denoising results in terms of RMSE for different types
of noise are shown in Table I. The DBDAE outperforms the
EMA and SG filters in all cases but impulsive noise, where
the SG filter shows slightly better performance.
To illustrate the application of the PCA heuristic in a linear
system, the procedure was repeated for the linearized version
of the quadruple tank system. As expected, the linear charac-
teristics of the system are reflected in the latent space as well,
Figure 6 presents the derivative of the PCA reconstruction
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Fig. 3. PCA reconstruction error of the DBDAE latent space for different
number of principal components, when denoising the quadruple tank system.
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Fig. 4. Derivative of the PCA reconstruction error of the DBDAE latent space
for different number of principal components, when denoising the quadruple
tank system. The derivative is maximum when the training error is 10, at this
point the network is able to denoise and reconstruct the input signals without
reconstructing noise. The red dot indicates where the training procedure must
be stopped.
error, a clear maximum is observed when the training error is
7. Results indicate that the PCA-based heuristic can be applied
to linear systems as well.
Evaluation Loss
RM
SE
Fig. 5. RMSE of the DBDAE output with respect to the clean (true) signal.
The minimum is achieved when the DBDAE training error is 10, which
matches the value given by the PCA reconstruction error method.
7TABLE I
COMPARISON OF DENOISING RESULTS IN TERMS OF THE AVERAGE RMSE [M] FOR ALL THE TANK LEVELS.
Technique White Noise Pink Noise Brownian Noise Combination Impulsive noise
Original 2.05 1.98 1.88 1.52 1.52
Autoencoder 0.40 1.47 1.72 1.36 0.67
Low Pass F. 1.25 2.01 2.27 1.84 1.24
Savitsky Golay F. 0.66 1.73 1.88 1.43 0.51
Algorithm 1 Dual Blind Denoising Autoencoder Training
Procedure
1: Net: Given E: Number of epochs, µ, σ: Normalization param-
eters extracted from Y˜, T : depth of the window, M : length
of the training set, l: the label value to mask a faulty sensor,
s0, cs: offset and slope of the scheduled sampling probability
and f0, cf : offset and slope of the sensor fault probability.
P : Number of PCA components to preserve. W : Number of
warming iterations before applying the criterion, to account for
the random initialization of the weights.
2: procedure TRAINING
3: Initialize network weights θ randomly
4: Normalization of the training set by Y˜ = Y˜−µ
σ
5: f = f0
6: s = s0
7: Initialize list pcaE where PCA reconstruction error of the P
selected components for each epoch will be saved.
8: Initialize list checkpointsL where all the network’s weights
will be saved.
9: Initialize list hL where all hidden states for each epoch will
be saved.
10: for e in E epochs do
11: for n in [T, M] do
12: Select from Y˜ a sliding window Y˜(n)
13: Select two random numbers i, j ∈ [0, 1]
14: F = True If i < f Else False (Simulate a faulty
sensor)
15: SS = True If j < f Else False (Use scheduled
sampling when predicting)
16: if F is True then
17: k = Select randomly a sensor index ∈ [1, N ]
18: Y˜k(n) = [l, l, . . . , l],∈ RT . Labeled as faulty
19: end if
20: Set network gradients to zero
21: Yˆ(n),h(n) = Net(Y˜(n))
22: Save h(n) in hL
23: J(θ) = 1
N
1
T
∑N
k=1
∑T
j=1(Yˆ
k
j (n)− Y˜kj (n))2
24: Compute Backpropagation
25: Gradient Descent: θ = θ −∇θJ(θ)
26: end for
27: if e > W then
28: Calculate PCA reconstruction error derivative pre-
serving P components of PCA(hL) and save it in pcaDE
29: end if
30: Clear hL
31: Save Net weights in checkpointsL
32: f = min(1, f0 + cfe)
33: s = min(1, s0 + cse)
34: end for
35: weights = checkpointsL(argmax(pcaDE))
36: Load weights to Net
37: end procedure
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Fig. 6. Derivative of the PCA reconstruction error of the DBDAE latent space
for different number of principal components, when denoising the linearized
version of the quadruple tank system. The derivative is maximum when the
training error is 7. The red dot indicates where the training procedure must
be stopped.
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Fig. 7. DBDAE reconstruction of a faulty signal. The signal labeled as
”Noisy” represents the input signal had the sensor been operating correctly.
2) Reconstruction: The network was also evaluated for
reconstruction of faulty sensors, when receiving noisy mea-
surements. Figure 7 shows reconstruction for one of the
outputs when its respective sensor is faulty. It can be seen
that the DBDAE is able to reconstruct the signal, from where
it can be inferred that the network is capable of learning the
dynamics and exploit both temporal and spatial information
while denoising. Table II summarizes the reconstruction results
for all the process variables, under different types of noise.
TABLE II
RECONSTRUCTION RESULTS IN TERMS OF RMSE FOR ALL THE PROCESS
VARIABLES UNDER DIFFERENT TYPES OF NOISE. ui : PROCESS INPUTS IN
VOLTS; yi : PROCESS OUTPUTS IN METERS.
Type of noise u1 u2 y1 y2 y3 y4
White Noise 0.99 1.16 1.18 1.37 1.33 1.31
Pink Noise 1.69 1.59 1.94 2.02 1.6 1.77
Brownian Noise 1.81 1.7 1.71 1.93 1.65 1.62
Combination 1.29 1.34 1.37 1.49 1.3 1.48
Impulsive noise 1.03 1.05 1.4 1.54 1.44 1.42
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Fig. 8. Process and instrumentation diagram of the thickener under study.
Time series are available for the following variables: feeding and discharge
rates, flocculant addition rate, feeding and discharge density, internal states of
the thickener (mud, interface and clarity levels).
V. APPLICATION TO AN INDUSTRIAL PASTE THICKENER
A. Thickening process
Thickening is the primary method in mineral processing for
producing high density tailings slurries. The most common
method generally involves a large thickener tank (see Figure 8)
with a slow turning raking system. Typically, the tailings slurry
is added to the tank after the ore extraction process, along
with a sedimentation-promoting polymer known as flocculant,
which increases the sedimentation rate to produce thickened
material discharged as underflow. In this context, the main
control objectives are: 1) to stabilize the solids contents in the
underflow; 2) to improve the clarity of the overflow water, and
3) to reduce the flocculant consumption [3].
Due to its complexity and highly non-linear dynamics,
deriving a first-principles-based mathematical model is very
challenging. Therefore, an appealing approach is to use data-
driven modeling techniques. However, sensors in charge of
providing data are expose to strong disturbances and noise and
an effective online preprocessing technique is needed. Hence,
the thickener is an interesting real process to test the DBDAE.
B. Blind denoising
The DBDAE was trained with 12 months of real operational
data from the industrial thickener to learn how to denoise
8 different variables. The PCA-based heuristic was used for
restricting training of the network. Afterwards, the DBDAE
was tested online as the preprocessing tool for a model
predictive control implementation.
Figure 9 shows the PCA reconstruction error for differ-
ent training losses. As mentioned before, training should be
stopped when the reconstruction error is maximized, after an
initial transient due to the random initialization of weights.
The warming parameter in Algorithm 1 accounts for this
phenomenon. Figures 10 and 11 present the denoising results
for the input flow and input solids concentration, two of the
noisiest measurements present in the thickener operation. It
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Fig. 9. Derivative of the PCA reconstruction error for different number of
principal components when training the DBDAE for denoising the thickener’s
signals. Two maxima are observed; however, the first should be discarded since
it is due to the random initialization of the weights.
Fig. 10. Denoising of the input flow variable using the DBDAE.
can be appreciated that the DBDAE delivers a clean signal
that follows the dynamics and does not present major lag.
C. Reconstruction
Reconstruction, or sensor masking, relies on an algorithm
capable of detecting and labeling a faulty sensor. In the thick-
ener implementation, an already existing statistical algorithm
was used, which was artificially modified to label healthy
signals as faulty, in order to evaluate the DBDAE. Figure
12 shows the results when reconstructing one of the process
output signals after this signal was labeled as faulty. It can be
seen that the reconstructed signal not only mimics closely the
target signal, but also is a denoised version of it.
From this real implementation example, it can be seen that
the DBDAE is able to both denoise time series from a real
industrial process and reconstruct faulty signals on the fly.
VI. CONCLUSION
In this work, a novel autoencoder architecture coined as
Dual Blind Denoising Autoencoder (DBDAE) was presented
as an alternative for denoising and reconstructing time series
from an underlying dynamical system. The dual architecture
is based on two encoders, a recurrent network for exploiting
Fig. 11. Denoising of the input solids concentration variable using the
DBDAE.
9Fig. 12. DBDAE reconstruction of the output solids concentration variable.
The signal labeled as ”Noisy” represents the input signal to the DBDAE had
the sensor been operating correctly.
temporal information and a convolutional network for exploit-
ing spatial correlations. A PCA-based heuristic is proposed
for constraining learning so denoising can be done in a blind
manner without knowledge on the real clean target signal.
Experimental results show that the DBDAE outperforms
classical methods as the EMA and SG filters in denoising
tasks. A real implementation in an industrial thickener illus-
trates the capabilities when faced with real process data.
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