Abstract: Nanoparticles of transparent conducting oxides, such as indium tin oxide, can be used in printing techniques to generate functional layers for various optoelectronic devices. Since these deposition methods do not create fully consolidated films, the optical properties of such layers are expected to be notably different from those of the bulk material and should be characterized on their own. In this work we present a way to measure the effective refractive index of a particulate ITO layer by refraction of light. The obtained data points are used to identify an accurate layer model for spectroscopic ellipsometry. In this way the complex refractive index of the particle layer is determined in a wide spectral range from ultra violet to near infrared.
Introduction
Indium tin oxide (ITO) is a transparent semiconductor material commonly used in various optoelectronic devices such as solar cells, liquid crystal displays, touch-screens, and many others [1, 2] . In these devices conductive ITO films are coated on the desired substrates by vacuum deposition methods [3] [4] [5] . Recently, alternative methods for ITO layer generation from nanoparticle suspensions have attracted considerable attention as a possible inexpensive alternative route for production of functional electronics [6] [7] [8] [9] [10] . If such materials are used for optoelectronic applications or laser processed, knowledge about their optical properties, especially their complex refractive index is needed. Since functional layers fabricated from nanoparticles tend to have residual porosity their optical properties are expected to be quite different from bulk material and must be investigated on their own.
Due to low accuracy in measurement or estimation of the porosity of thin nanoparticulate layers, effective medium theories like the often-cited Bruggeman theory [11] together with data for the bulk material cannot be used to gain accurate values of the film complex refractive index. Furthermore, the optical properties of bulk ITO depend on multiple factors, such as the composition i.e. content of tin-oxide and indium-oxide and the level of oxidization [12] [13] [14] [15] . Thus, bulk material properties cannot be simply adopted from literature. Although there are a number of methods for determination of the material refractive index, they appear to be not well suited for the present case. Simplified approaches like estimating the layer absorption based on transmission curves and calculating the real part of the refractive index by Kramers-Kronig relations can provide only coarse estimations. As ITO is highly transparent in the visible wavelength region, accurate determination of the absorption is challenging. Furthermore the influences of the substrate as well as reflections and interferences have to be taken into account. The technique of attenuated total reflection spectroscopy (ATR), which is rather used for qualitative measurements, has deficits in the measurable range of refractive indices by nature, dependent on the material used to achieve total reflection. Moreover, in this method it is difficult to ensure optical contact between the sample layer and the ATR crystal.
Spectroscopic ellipsometry is commonly used for accurate determination of the complex refractive indices of thin films, but being an indirect measurement technique it requires an analytical model for the physical behavior and composition of the layered structure, which is not always known upfront. Furthermore, for porous layers the reflected light used for the measurement may deviate from the direct reflection by a comparable dense layer due to light scattering by particles within the layer [16] .
In this paper we present results of experimental determination of the effective complex refractive index of ITO nanoparticle films obtained by combining diffraction analysis with spectroscopic ellipsometry. In the first step, the refractive index of an ITO film is determined for a finite set of light wavelengths using diffraction analysis. In the second step, the obtained values of n are used to identify an accurate layer model for ellipsometry data evaluation i.e. to remove ambiguity among the layer models that come into consideration.
Experimental details

Sample preparation
In our experiments, we used ITO nanoparticles with a particle size distribution ranging from 20 nm to 120 nm commercially available from Evonik Industries AG. We prepared an ITO suspension by dispersing the nanoparticles in ethanol at a 20 wt % loading. In order to prevent agglomeration of the particles in the suspensions we added 2-[2-(2-Methoxyethoxy)ethoxy]acetic acid, also known as trioxydecanoic acid, which works as a steric stabilizer. Details about the suspension preparation can be found in [17] . Then we generated ITO nanoparticle layers of uniform thickness on 25 mm x 25 mm x 1 mm soda-lime glass substrates by spin coating. Therefore, we deposited 200 µl of the suspension on the substrates and spun between 2600 rpm and 3000 rpm for 20 s. In order to determine the film thickness we introduced scratches on the sample surface and measured several height profiles of these structures with a laser scanning microscope (Olympus Lext OLS4000). We performed these height measurements for each analyzed sample. For the measurement of the optical transmission properties of the layers we used an UV-Vis spectrometer (Shimadzu, UV-3600).
Determination of the refractive index by diffraction
In order to determine the refractive index of the nanoparticulate ITO layers we fabricated transmission gratings by partly ablating the deposited particle films with an ultrafast laser (Time Bandwidth Fuego, 1064 nm central wavelength, 10 ps pulse duration). The target structure is shown in Fig. 1(a) . For this experiment we used ITO layers produced at a spinning rate of 2700 rpm with a resulting film thickness of 740 nm ± 20 nm. We placed the coated glass plates in the focal plane of the structuring laser beam (30 µm in diameter), and scanned the beam over the sample surface in a linear raster pattern. We kept the scanning speed constant at 50 mm/s with a pulse repetition rate of 200 kHz. In order to tune the diameter of the circular ablations, we adjusted the laser power keeping it below 3 W where the ablation threshold for the glass substrates is reached. To achieve circular ablations with a diameter of 25 µm, we used a laser power of 1.30 W. With a line separation of 50 µm we produced a grating structure with a period of 50 µm (50% fill factor) and a spatial dimension of 15 mm x 20 mm. Figure 1 (b) shows a 3D image of the fabricated ITO grating. We used low intensity collimated beams of different diode lasers with wavelengths of 405 nm, 632 nm and 980 nm as well as a frequency doubled Nd:YAG laser at 532 nm to illuminate the grating from the glass side at normal incidence. For each wavelength, we recorded the diffraction pattern produced by the grating by a CCD camera (UI-2140SE from IDS Imaging) which was moved on a rail perpendicular to the incident nondiffracted laser beam at a distance of 4 m away from the grating. Since the dynamic range of the 8 bit camera was not sufficient to cover the full range of occurring intensities, we equalized the peak intensities of the diffraction orders by introducing calibrated neutral density filters into the beam path. 
Analysis of the diffraction pattern
If the transparent structure shown in Fig. 1 is irradiated with a collimated light beam, it will diffract the light into multiple diffraction orders according to the well-established diffraction theory. The deflection angles can be calculated from the diffraction grating law and will depend on the wavelength of the incident light and the grating period, while the relative intensity of the diffracted orders will be affected by the grating fill factor and the phase shift introduced by the imposed ITO structure. Extending the phasor analysis presented in [18, 19] 
Here, p is the diffraction period with the transmittance profile g(x) given by:
In this calculation, A 2 is the relative amplitude of the light intensities transmitted through the coated and bare glass regions of the grating, 
The relative light transmission A 2 through the air -glass and air -ITO -glass interfaces, that can be evaluated based on Fresnel's equations, also depends on the ITO layer refractive index. Although the latter is not known, the possible variation of A can easily be estimated by assuming that the typical refractive index of a dense, sputtered ITO layer of about 2.2 at 400 nm [20] represents an upper boundary for the layer refractive index resulting in1 2 . 2 ITOlayer n < < . The refractive index of soda-lime glass ranges from 1.5 to 1.6 depending on its chemical composition [21] , which leads to 0.93 A 1 < < . This holds true in the wavelength region between 400 nm and 1000 nm where the imaginary part of the refractive index should be close to zero according to transmission curves shown in Fig. 4 . Based on those measurements absorption in the ITO film was estimated to be below 4% for the spectral range specified above. For a relatively porous ITO layer the effective refractive index is expected to be in the vicinity of the mid value (n ITO layer ~1.6) being quite close to the refractive index of the glass substrate and effectively making the term (1-A) 2 
Since only the relative amplitude of the diffraction orders is of interest the linear dependence of I m on A was omitted as it occurs for all m. By measuring the relative peak intensity of the diffraction orders and fitting the experimental data with formula (4), the grating induced phase shift can be determined allowing the deduction of the layer effective refractive index. Figure 2 shows the experimentally measured diffraction order intensity distribution normalized with respect to the highest occurring intensity as well as the fitted values for a single wavelength (632 nm), while data for the other wavelengths is omitted for picture clarity. Although, there is some ambiguity in determination of the phase shift φ due to the periodicity and symmetry of sin 2 function, it can be removed by physical considerations. The acceptable values of the refractive index are expected to be in the range 1 < n < n sputtered due to layer porosity and consistency with the Clausius-Mossotti equation and they shall show normal monotonical dispersion behavior as well. After elimination of the nonphysical results the values consistent with the above specified criteria are presented in Table 1 . The given errors are calculated based on the accuracy in the measurement of the layer thickness. The values are compared later on with values obtained by spectroscopic ellipsometry in order to identify an accurate model for the physical behavior of the nanoparticulate layer. 
Determination of the complex refractive index based on ellipsometry
We took ellipsometric spectra of a particle layer prepared by spin coating at 3000 rpm with a thickness of 540 nm ± 20 nm on a soda-lime substrate as well as spectra of an uncoated substrate using the above-mentioned spectroscopic ellipsometer (UVISEL, Horiba Jobin Yvon). The spectra were taken in the wavelength range between 190 nm and 2000 nm, while the angle of incidence was kept constant at 70°. The modulator and analyzer of the ellipsometer were fixed at 0° and 45°, respectively so that the Mueller matrix elements I s and I c are given by: sin 2 sin sin 2 cos
Here Ψ and Δ denote the ellipsometric parameters. It is worth mentioning that due to scattering of light by the particles polarization is likely to not be fully conserved especially for short wavelengths. As a consequence fitting of an appropriate model for the layer is impeded resulting in a certain ambiguity in the choice of models.
We benchmarked the models used for ellipsometric analysis based on the merit function χ 2 between the experimental and predicted data for I c and I s . The merit function should be minimal and is given by: 
Here, N and P denote the number of experimental data points and the number of parameters modeling the sample. I s-mi and I c-mi are the measured quantities at wavelength λ i while I s-ci and I c-ci are the corresponding quantities calculated by the model used. σ s-mi and σ c-mi are the associated experimental errors. The software used for data evaluation was DeltaPsi2 by Horiba Jobin Yvon provided with the ellipsometer. In order to obtain the optical properties of the soda-lime glass substrates we measured the spectrum of an uncoated glass piece. Its dielectric function was modeled by a Lorentzian oscillator and treated as being infinitely thick. This model fits excellently, which becomes apparent in a value of χ 2 as low as 0.03. For modeling the particle layer, besides minimizing the merit function χ 2 in the range from 300 nm to 1500 nm also the obtained values for n resulting from the particular model were compared with the values for n measured by evaluation of the grating diffraction presented above. The setup used to model the particle layer behavior which best matches these values while at the same time possessing a minimal merit function was a planar soda-lime substrate of infinite thickness with the previously determined optical properties and a dense coating with an unknown thickness. We modeled the optical behavior of the coating by a single Lorentzian oscillator in combination with Drude absorption representing the band gap and the presence of free electrons, respectively. The corresponding dielectric function is given by [22, 23] 
Where ω t and ω p are the the resonance frequencies of the bandgap and the plasma edge, respectively and Γ 0/D denote the corresponding damping factors. All of these variables as well as the layer thickness were used as fitting parameters. While the value of the merit function χ 2 of 7.56 appears to be relatively high for the chosen model, the values for n determined by evaluation of the diffraction patterns match very well to the curve given by the model (see Fig. 3 ). At the same time the layer thickness was determined to be 558.6 nm ± 4.3 nm by the fit which is in good agreement with the expected layer thickness.
Validation of the obtained results by simulation
In order to validate the obtained results for the layer refractive index by an independent method, we carried out simulations in FDTD solutions 8.5.1. by Lumerical Solutions, Inc. Here, the particle layer was modeled as a two dimensional slab placed on a soda-lime substrate. A continuous light source was applied pointing towards the slab surface perpendicularly. For the effective refractive index of the slab we used the data for n and k given by the ellipsometer measurement. The result of the simulation are shown in Fig. 4 for an exemplary simulation of an ITO slab with a thickness of 800 nm in comparison with the experimentally acquired transmission of an actual particle layer with a thickness of 800 nm ± 20 nm on a soda-lime substrate. The larger sample thickness shown was chosen due to its more pronounced decay in transmission for longer wavelengths in comparison to thinner layers. Further simulations for different layer thicknesses (not shown here) are also in good agreement with the corresponding measurements. Fig. 4 . Transmission, absorption and reflection (direct + diffuse) calculated in the simulation as well as the measured transmission for a particle layer with a thickness of 800 nm (dashed line)
Conclusion
In this work we proposed a way of determining the effective complex refractive index of a porous ITO layer. Discrete values of the refractive index have been measured by evaluation of refraction patterns produced by gratings of the considered material. Here the values of the real part of the refractive index can be found easily by a simple and unique formula. This approach works for wavelengths where the layer has close to zero absorption. The obtained values were used to identify an appropriate layer model for spectroscopic ellipsometry. In this way a data set of refractive indices over the whole wavelength region from 300 nm to 1500 nm was obtained without requiring information about the actual layer porosity. However, equal porosity has to be assumed for all particle layers. Simulations of the transmission of thin layers were in excellent agreement with experimentally determined transmission curves confirming the accuracy of the measurement.
