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abstract
We compare three dynamo solutions incorporating laterally varying boundary heat ﬂux with paleomag-
netic models and data. The boundary condition is deﬁned by the D   seismic shear-wave velocity and the
three solutions have boundary anomalies with different amplitudes. The generated ﬁelds appear to divide
into a stationary, boundary-locked part and a time-varying part with persistent centres of activity. Both
partscontributetothetimeaverage.Averylongaveragingtimecanbeneededfornearly-lockedsolutions,
but a rough time average that remains within the threshold set by the accuracy of paleomagnetic data is
achieved in a few diffusion times. The locked part dominates for larger amplitude boundary anomalies. In
previous work the locked ﬁeld was shown to have strong similarities with the modern geomagnetic ﬁeld.
Previous dynamo solutions that were not locked to the boundary show similarities with our solutions
with weak boundary forcing. The axisymmetric time average has small g0
2 and larger g0
3 components and
peaks in inclination anomaly in high latitudes (associated with the locked ﬁeld) and low latitudes (asso-
ciated with the time average of the time-varying ﬁelds). The non-axisymmetric time average displays a
striking longitudinal variation in inclination anomaly, with a large negative anomaly in the Paciﬁc region
in agreement with observations. None of the dominant geomagnetic coefﬁcients are axisymmetric and g0
2
negligible in all three models. Secular variation is concentrated in equatorial latitudes, as in some recent
paleomagnetic models. The locked ﬁeld agrees with the inclination difference found between Hawai’i and
Réunion,inagreementwithpaleomagneticaverages.Thelockedﬁeldagreeswiththepaleomagnetictime
average rather better than the ﬁelds with less boundary variations. We conclude that, because the locked
ﬁeld agrees with the modern ﬁeld as well as some aspects of the long-term time average, the geomagnetic
ﬁeld spends a considerable time in the present four-lobe conﬁguration: it is not a coincidence that the
present ﬁeld resembles the time average. Longitudinal variations are likely to be at least as important as
latitudinal variations in the paleomagnetic time average. This presents a challenge for dynamo theory,
since a move to more geophysically realistic parameters would appear to destroy the locked solutions.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Lowermantleconvectiontakesplaceontimescalesmuchlonger
than those associated with core convection and is subjected to
a uniform lower boundary temperature. The outer core is there-
fore subjected to an imposed laterally varying heat ﬂux on its
upper boundary. It is then inevitable that the outer core is inﬂu-
enced by the overlying mantle; the only question is whether the
mantle’s inﬂuence is detectable in observations. In this paper we
compare dynamo simulations incorporating laterally varying heat
∗ Corresponding author.
E-mail address: c.davies@see.leeds.ac.uk (C.J. Davies).
ﬂux boundary conditions with paleomagnetic data to ascertain
whether observational data contain a signature of thermal mantle
control.
There is now a body of observational evidence pointing towards
core–mantle coupling: four ‘lobes’ of intense magnetic ﬂux, sym-
metrically displaced about the equator at high latitudes, are
observed in historical (Bloxham and Gubbins, 1985; Jackson et
al., 2000) and paleomagnetic (Kelly and Gubbins, 1997; Korte
and Constable, 2005) models; sediment (Laj et al., 1991) and lava
(Love, 1998) data indicate that paths traversed by virtual geomag-
netic poles (VGPs) during geomagnetic reversals appear to prefer
one of two longitudes; and secular variation in the Paciﬁc hemi-
sphere appears persistently low (Doell and Cox, 1972; Johnson
and Constable, 1998). These observations indicate departures from
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spherical symmetry, which can only be caused by boundary inho-
mogeneities.
A heat ﬂux map of the core–mantle boundary (CMB) may be
derived by using seismic shear-wave velocity as a proxy for heat
ﬂux.Thisassumesthatvariationsinseismicshear-wavevelocityare
due to temperature (rather than compositional) variations in the
lower mantle boundary layer, and because the CMB is isothermal,
suchtemperaturedifferencesgeneratelateralvariationsinheatﬂux
conducted through the lower mantle boundary layer. We use the
seismic shear-wave model of Masters et al. (1996); it comprises a
spherical harmonic map of heat ﬂux at the CMB out to degree 12
and contains a large term of harmonic degree and order 2. We are
therefore testing two hypotheses: (1) that D
  
seismic anomalies are
correlated with temperature and (2) that CMB heat ﬂux variations
create a detectable paleomagnetic signal.
Many previous studies have incorporated inhomogeneous
core–mantle coupling derived from seismic tomography (e.g.
Glatzmaier et al., 1999; Kutzner and Christensen, 2004; Aubert et
al.,2007;ChristensenandOlson,2003).Usinga2.5Dmodel,Sarson
etal.(1997)foundnearlysteadydynamoswithﬂuxlobeslyingover
regions of high heat ﬂux, consistent with studies of locking of ther-
mal convection to boundary heterogeneities (Zhang and Gubbins,
1993). The dynamically self-consistent models of Bloxham (2002)
supported this. Bloxham (2000), also using the tomographic model
of Masters et al. (1996), was able to match numerical and observed
magnitudes of secular variation (SV). He found a rapid increase
in SV near the equator but no average difference in SV between
thePaciﬁcandAtlantichemispheres.OlsonandChristensen(2002)
used a variety of inhomogeneous boundary conditions to investi-
gate time-averaged properties of simulated magnetic ﬁelds. Their
results for the tomographic boundary condition are closest to the
results reported here and we discuss these at length in Section 4.
The above examples generally produced magnetic ﬁelds that
varied too rapidly in time to allow direct correlation with the
observed geomagnetic ﬁeld. Gubbins et al. (2007) (see also Willis
et al., 2007) were the ﬁrst to produce dynamos with ﬁelds that lock
to the CMB thermal anomalies for many magnetic diffusion times.
The striking similarities between their solutions and the historical
ﬁeldencouragedustomakecomparisonswithpaleomagneticdata.
Wemakecomparisonswiththetime-averagedpaleomagneticﬁeld,
paleosecular variation (PSV), and paleomagnetic data from Hawai’i
and Réunion Island.
This paper is organised as follows. In Section 2 we discuss the
dynamo solutions of Gubbins et al. (2007), time averaging, and
limitations imposed by the choices of input parameters. Results
for the time-averaged ﬁeld and PSV data are reported in Section 3
along with a comparison to data from Hawai’i and Réunion Island.
Discussion and conclusions are presented in Section 4.
2. Method
We use the magnetic ﬁelds generated by the three dynamo
models reported in Gubbins et al. (2007) and in further detail by
Willis et al. (2007). These solutions were found by timestepping
the equations of momentum, heat, and magnetic induction using
a pseudospectral code. The ﬂuid is contained in a rotating spher-
ical shell with aspect ratio 0.35. The temperature is ﬁxed on the
lower boundary; on the outer boundary the heat ﬂux is prescribed
to be proportional to the seismic shear-wave velocity of the low-
ermost mantle in the tomographic model of Masters et al. (1996).
Rigid velocity boundary conditions are used and the inner core is
conducting but not free to rotate.
The governing non-dimensional equations depend on ˛ the
thermal expansion coefﬁcient, g the acceleration due to gravity, ˝
the spin rate, ˇ the mean temperature gradient imposed at the core
surface,   the thermal diffusivity,   the kinematic viscosity,   the
magneticdiffusivity,anddtheshellwidth.Thesearecombinedinto
ﬁve non-dimensional parameters whose numerical values were
chosen to favour locked solutions with strong correlations between
the generated ﬁeld and boundary anomalies:
• Ekman number, the ratio of viscous and Coriolis forces, E =
 /2˝d2 = 1.2 × 10−4, was set low enough for the dynamics to
be dominated by rotation (as in the real Earth) but large enough
to allow computations to be completed in a reasonable amount
of time.
• Prandtl number, the ratio of kinematic viscosity and thermal dif-
fusion, Pr =  /  = 1, is kept large enough to retain the desired
magnetostrophic balance in which inertia plays a secondary role.
• Rayleigh number, measuring the strength of the buoyancy force,
Ra = g˛ˇd5/   = 1.5Rc, where Rc is the critical Rayleigh num-
ber for the onset of non-magnetic convection with homogeneous
boundary conditions. Ra is kept low so as to obtain solutions that
were as steady as possible.
• Roberts number, the ratio of thermal and magnetic diffusion, q =
 /  = 10, must be kept large (given choices already made for the
other parameters) for dynamo action to occur.
• HorizontalRayleighnumber,RaH,measuringthestrengthoflateral
variations in heat ﬂux through the lower mantle boundary layer.
The parameter   = RaH/Ra measures the peak-to-peak variation
of heat ﬂux on the boundary relative to the average heat ﬂux
leaving the core.
Sets of synthetic geomagnetic coefﬁcients {gm
l ,h m
l } are com-
puted at each time point for comparison with data. This paper is
restricted to exploring the effects of changing  , the amplitude of
lateral surface heating, for ﬁxed vertical heating.
Here we use three solutions for   = 0.3, 0.6 and 0.9 in order to
assess the inﬂuence of boundary variations. These solutions have
time averages showing one remarkable property: their generated
magnetic ﬁelds on the outer surface tend to concentrate in four
main lobes in similar locations to those of the historical geomag-
netic ﬁeld. When boundary variations are strong (  = 0.9) the ﬁeld
is almost stationary and the lobes lie within about 5◦ of the corre-
sponding locations on the surface of the Earth’s core. No dynamo
action occurs for   = 0o r  much above 1, so we cannot compare
our results with those for homogeneous boundary conditions and
we cannot lock the solutions more tightly to the boundary. A sim-
ilar problem was encountered by Olson and Christensen (2002) in
a related study.
The surface ﬁeld for the   = 0.9 solution is nearly stationary
with four dominant high latitude concentrations of ﬂux. The time
dependence is dominated by small movements of these lobes and
the occasional appearance of “clover-leaf” patterns of ﬂux near two
equatorial centres at longitudes   =± 90◦ that sometimes detach
and drift west. In the   = 0.6 solution the main lobes are inter-
mittent and more mobile, particularly the western pair, and the
equatorial patches drift more readily. In the   = 0.3 solution the
mainlobesarelessstablestillandtheequatorialregionmoreactive.
The whole group of solutions are characterised by a locked part,
revealed most clearly in the   = 0.9 solution, and a time-varying
part with persistent centres of activity, most notably beneath
Indonesia and Central America, with westward drift of ﬂux patches
between these centres. The behaviour of the main lobes at high lat-
itudes appears to be independent of the behaviour at low latitudes.
The persistent nature of the low latitude centres of activity means
that they contribute to a time average, and we might therefore be
abletoseparateitfromthelockedpartbycomparingtimeaverages
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Fig. 1. Es and its time derivative, ˙ Es, as a function of time for   = 0.3 (short-dashed
line),   = 0.6 (dashed line) and   = 0.9 (solid line). Time is measured in units of the
magnetic diffusion time (100kyr). Periods of “hang up” are clearest for   = 0.3f r o m
t = 1–4 and t = 5–10 while change in ﬁeld conﬁguration is evident between t = 4
and 5. The   = 0.9 solution reaches a steady state within two magnetic diffusion
times.
Some of the parameters are far from the values thought to be
correct for the Earth, but the same is true for all numerical geo-
dynamo models (except perhaps for the large Roberts number, a
limitation that might be removed in future work by changing the
buoyancy proﬁle; Sreenivasan and Gubbins, 2008). This means we
must be cautious in what we compare with observation.
First, we have done nothing to force the overall magnetic ﬁeld
strength to match that of the Earth; we should not therefore expect
the absolute intensity to be right. We could adjust Ra to improve
this, but it would take us out of the locked regime and perhaps
even out of the magnetostrophic regime thought to hold in the
Earth’s core. The ﬁeld intensity decreases as   increases because
the stronger lateral variations in surface heat ﬂux tend to concen-
trate downwelling and focus magnetic ﬂux into smaller features,
which attenuate strongly when upward continued to the Earth’s
surface. This is not an effect we could hope to detect with paleo-
magnetic data. Secondly, E is too large, which is likely to affect the
short-term SV in particular.
This leaves the geographical morphology of the time-averaged
ﬁeld and long-term SV. The spectacular correspondence of the four
main lobes of the locked ﬁelds and those of the historical geomag-
netic ﬁeld reported in Gubbins et al. (2007) encourage us to make
comparisons with paleomagnetic data. We also make comparison
with PSV data; again we do not expect to have successfully mod-
elled the amplitude of the PSV because the solutions are tightly
locked to the boundary, we are interested only in geographical
variations.
We obtain time averages from the models by simple time inte-
gration. Inspection of the plots of averaged inclination, intensity,
and their standard deviations suggests the sufﬁcient averaging
time decreases with  :  ave = 5.0, 4.0, 1.5 for   = 0.3, 0.6, 0.9. We
attempted to verify this by plotting the time-integral of the surface
energy:
Es =

B2 dS =

l,m
(l + 1)[(gm
l )
2 + (hm
l )
2] (1)
and its time derivative as functions of time (Fig. 1). Separate aver-
aging times are required for secular variation because there is no
reason to suppose they are the same as for main ﬁeld.
A decrease in averaging time with   seems reasonable because
models with a higher   are more tightly locked to the boundary
and therefore have less time dependence, but this argument is
naïve. Consider the simple case of locked non-magnetic convec-
tion with temperature boundary conditions studied by Zhang and
Gubbins (1993). For homogeneous boundary conditions the con-
vection takes the form of a few rolls drifting steadily in azimuth;
the ﬂow is periodic in time and stationary in a co-rotating frame
of reference. The ﬂow continues to be periodic in time after lateral
variationsoftemperatureareimposedontheboundarybutthedrift
ratebecomesuneven,slowingdownwhenarisinglimbofaconvec-
tion roll falls beneath a hot part of the boundary and speeding up
whenitfallsbeneathacoldpartoftheboundary.Asboundaryvari-
ations( )areincreasedfurther,theﬂowbecomesstationary,locked
into a position with rising limbs beneath hot boundary, the most
favourable conﬁguration for convection. The bifurcation between
the stable locked solution and the unevenly drifting solution is a
saddle node and the instability sets in as a wave of inﬁnite period.
The averaging time required for this ﬂow is exactly one period
oftheperiodicsolutions.At  = 0thisisthetimeforonerolltopass
a point on the boundary; for  >0 uneven drifting may increase or
decrease the period but eventually it must increase it because the
ﬂow spends more time close to the stable, locked, position. Finally,
as the saddle point is approached, the averaging time goes to inﬁn-
ity: then, as the critical value of   is passed and the ﬂow becomes
steady, the averaging time falls abruptly to zero! This shows that
even simple regimes exist where larger boundary anomalies cause
larger averaging times.
Unfortunately no dynamos are known that exhibit such simple
behaviour, but even in our more complex, “locked”, dynamos it is
possible for the ﬂow to “hang up” on a boundary anomaly for a
time. The solutions for   = 0.3 and 0.6 both have quite long inter-
vals when four main lobes appear, followed by intervals when the
ﬁeld is rather chaotic. The ﬁeld can be in quite different conﬁgu-
rations each time it “hangs up”. Behaviour like this is responsible
for the rise between t = 4 and 5 seen for   = 0.3i nFig. 1. We can-
not therefore assume a short averaging time for these dynamos,
and even 10 diffusion times may not be long enough to produce a
good time average. For the practical purposes of this paper, com-
parison with paleomagnetic data, an average over the entire run
of about 10 diffusion times is satisfactory because the plots and
numerical values we use are changing by less than the errors in the
data.
A further problem arises when interpreting any dimensionless
time in terms of real times because of the compromised choice of
parameters. The relevant intrinsic physical timescales are those of
magnetic diffusion and advection. We choose   = 1.6m 2 s−1as
typical for the core, which gives a diffusion time    = d2/  =
100kyr, the same for all models. The more usual measure of the
diffusion time is that for a dipole ﬁeld to fall by a factor e: here
 dip = c2/ 2  = 25kyr, where c is the core radius. The advection
time is  v = d/ , where   is the mean velocity calculated from the
kinetic energy,   =
√
2K.E. This gives  v = 200yr. The correspond-
ing magnetic Reynolds number is Rm = 500. The ﬂow is dominated
by the toroidal component, the poloidal part comprising only 20%
of the total kinetic energy. The rise time is therefore approximately √
5 v and the overturn time, the time taken for a ﬂuid particle to
traverse the core and return to its original position, the usual mea-
sure of advection, is twice the rise time, or about 1000yr. These
are all reasonable geophysical numbers. The only unfortunate con-
sequence of ﬁxing   ﬁrst is that the combination of q = 10, Pr = 1,
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long. This problem is common to all numerical geodynamo solu-
tions to some extent.
This dimensionalisation gives averaging times for our three
models of 150, 400 and 500kyr, much longer than the advection
time, but even these long times do not produce a completely sta-
tionarysolution:integrationofwellover1Myrmightbeneededfor
this. All time averages used in this paper are for more than 10 mag-
netic diffusion times. Carlut et al. (1999) found that at least 10kyr
is needed to extract the mean ﬁeld if the recent ﬁeld is representa-
tive of the past. Merrill and McFadden (2003) reviewed the subject
and endorse the (seemingly unwritten) idea that 5Myr is an ade-
quate period to obtain the true average ﬁeld. We do not believe too
muchshouldbereadintotheaveragingtimesforthethreedynamo
models used in this paper; a more thorough study of the effect on
determining paleomagnetic poles from a larger class of dynamo
models is required.
Most analyses of paleomagnetic data have concentrated on the
axisymmetric time average, and we deal with this ﬁrst. We check
for departures from the geocentric axial dipole (GAD), equatorial
symmetry, and inﬂuence of the tangent cylinder. The morphology
of the 3D time-averaged ﬁeld is explored by plotting the inclina-
tion anomaly  I = I − ID, where I is the measured inclination and
ID the dipole inclination, relative total ﬁeld anomaly  F = F − FD,
where FD is the dipole intensity and F is the intensity of the ﬁeld
normalisedbyg0
1,anddeclinationD.Wealsoexaminerelativesizes
ofgeomagneticcoefﬁcientsouttodegree4.PSVisestimatedbycal-
culating the standard deviations of I, D, and F, and the VGP scatter
function deﬁned in the usual way as
S2 =
1
N
N 
i=1
 2
i (2)
where i istheangulardistancebetweentheithVGPandthemean
VGP position. A dynamo model for the entire ﬁeld gives us the lux-
ury of comparing predictions at speciﬁc sites with observations at
those sites, and we focus on Hawai’i and Réunion using the recent
study of Love and Constable (2003).
3. Results
3.1. Axisymmetric ﬁeld
Fig.2showstheaxisymmetricinclinationanomalyasafunction
of latitude   for the three cases   = 0.3, 0.6, 0.9. All three curves
show two pairs of maxima and minima, one at high latitude and
one at low latitude. The high latitude extrema are most prominent
in the locked solution with   = 0.9; the low latitude extrema are
larger for the weakly locked   = 0.3 and 0.6 solutions.
It would seem that the high latitude extrema in Fig. 2 are asso-
ciated with the main lobes of the locked ﬁeld and those at low
latitude are associated with the time-averaged secular variation
around the equator. The main lobes dominate at   = 0.9, the locked
solution, because they persist and the secular variation is relatively
small. The SV events dominate the   = 0.6 and 0.3 solutions, which
explainsthelargerlow-latitudeextremainFig.2.Non-dipoleinten-
sities (Fig. 2) are very small except near the poles. This is the effect
of weak ﬂux within the tangent cylinder. The anomalies elsewhere
are less than 10% and it would therefore be difﬁcult to detect with
paleointensity data, a single site measurement having an error of
1 0 %o rm o r e .Table 1 gives the numerical values of the ﬁrst three
axisymmetric geomagnetic coefﬁcients. Dimensional values of g0
1
aregeophysicallyreasonablebutweattachlittlesigniﬁcancetothis.
RelativequadrupoletermsG0
2 areallsigniﬁcantlysmallerthanpale-
omagnetic estimates and are the opposite sign (cf. Merrill et al.,
1996). Octupole components are comparable with, or larger than,
Fig. 2. Axisymmetric inclination anomaly (top) and normalised intensity anomaly
for   = 0.3 (solid line),   = 0.6 (dashed line) and   = 0.9 (short-dashed line).  I
shows two pairs of maxima and minima in both hemispheres for each value of  .
Departures of F from a dipole exceed 10% only in polar regions.
the corresponding quadrupole component. A similar result was
found by Olson and Christensen (2002); the preference of these
dynamo models for octupole ﬁelds may reﬂect a high degree of
equatorial symmetry.
3.2. Nonaxisymmetric ﬁeld
Fig. 3 shows the time-averaged intensity anomaly, inclination
anomaly and declination for the three values of  . There are consid-
erableandsurprisingvariationswith .Weattributethedifferences
totheseparatetime-varyingandlockedcontributionsineachsolu-
tion.Thesolutionfor  = 0.9isdominatedbythelockedﬁeldandits
fourmainlobes,whichgivethehighsinintensityandfourblue–red
pairs in declination. Solutions for   = 0.3 and 0.6 are strongly inﬂu-
enced by equatorial time-dependent activity on the CMB as well
as smoothing of the four main lobes caused by drift and intermit-
tency.Thisleavesjusttwoblue–redpairsinthedeclinationplotand
a dominant low equatorial ring in intensity. The inclination maps
are also smeared out in longitude.
We do not attempt any comparisons of the intensity anomalies
with data because the anomalies are too weak and paleointensity
measurementstooinaccurateforanycomparisontobemeaningful.
The inclination anomalies, on the other hand, are large compared
with the error in a single paleomagnetic measurement. The peak
anomalies are ±8◦, easily detectable by paleomagnetism. The plot
for   = 0.9i nFig. 3 shows a large negative anomaly in the Paciﬁc
Table 1
LeadingaxisymmetricgeomagneticcoefﬁcientsinunitsofnTandratiosofindividual
Gauss coefﬁcients G0
2 = g0
2/g0
1 and G0
3 = g0
3/g0
1 for each of the three models
Coefﬁcient   = 0.3   = 0.6   = 0.9 Merrill et al. (1996)
g0
1 −70,654 −53,436 −38,261 –
g0
2 621 362 399 –
g0
3 −992 −258 736 –
G0
2 −0.0088 −0.0068 −0.0104 0.04
G0
3 0.0141 0.0048 −0.0192 0.01
Merrill et al.’s (1996) time-averaged paleomagnetic Brunhes data is also included
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Fig. 3. Time-averaged intensity anomaly (left), inclination anomaly (middle) and declination (right) for each of the three cases   = 0.3( t o pr o w ) ,  = 0.6 (middle row) and
  = 0.9 (bottom row). Note the differences with  , showing that the low-latitude time-varying parts of the ﬁeld contribute to the time average. Stars show the locations of
Hawai’i and Réunion Island. (For interpretation of the references to colour in the citation of this ﬁgure legend, the reader is referred to the web version of the article.)
region and a large positive anomaly under southern Africa and
the south Atlantic. This reﬂects the slight displacement of the four
mainlobestowardsthePaciﬁchemisphere:theyarenotsymmetri-
cally placed in longitude but are separated by about 190◦ (Gubbins
et al., 2007). The most striking thing about the plot is the enor-
mous variation in longitude, which is greater than the variation in
latitude.
These inclination anomalies do not appear in the historical ﬁeld
but several paleomagnetic studies support the idea of a negative
inclination anomaly in the Paciﬁc; it appears in the 3 kyr model of
Constable et al. (2000) and the 7kyr model of Korte and Constable
(2005), although the dynamo prediction is weaker (∼ 6◦ compared
to ∼ 10◦ for Korte and Constable, 2005). Negative inclinations have
also been reported in more recent studies (Elmaleh et al., 2001;
Herrero-Bervera and Valet, 2003). Constable et al. (2000) ﬁnd a
positive anomaly in the south African region, displaced eastward
to that of our dynamo model. The ﬁts to observations of the   = 0.3
and 0.6 solutions are much less convincing.
Declination maps (Fig. 3) show lobe-like formations emanat-
ing from polar regions, which are visible in the archaeomagnetic
and, to a lesser extent, historical models (Korte and Constable,
2005; Jackson et al., 2000). However, the overall morphology of
the maps is very different, and the historical and archaeomagnetic
maps differ signiﬁcantly from each other, so it is difﬁcult to draw
signiﬁcant conclusions from declination. The   = 0.9 solution has
four pairs of lobes in each hemisphere, reﬂecting the four lobes
of the locked ﬁeld, while   = 0.3 and 0.6 solutions have only two
pairs.
It is also instructive to look at the low-order relative geomag-
netic coefﬁcients (Fig. 4). The non-dipole and non-axisymmetric
terms increase with  , as expected because the boundary condition
places a longitudinal preference on the solution. The axisymmet-
ric coefﬁcients G0
2 (where Gm
l = gm
l /g0
1 and similar for Hm
l ) and G0
3
are not the largest in any of the cases, the quadrupole term being
insigniﬁcant in all three models.
An anonymous reviewer has queried the small values of G0
2
in Fig. 4, indicating that the value of G0
2 over the past 5 Myr
is believed to be better constrained than the values of the non-
axisymmetric coefﬁcients, which are large in our models. Most of
these studies have only considered axisymmetric coefﬁcients in
their time-averaged ﬁeld models and hence have not constrained
the non-axisymmetric harmonics. When non-axisymmetric ﬁelds
are included they tend to be signiﬁcant, as in the time-averaged
ﬁeldmodelsofKellyandGubbins(1997)andJohnsonandConstable
(1995). This issue is discussed further in Gubbins (1998). G0
2 also
displays substantial variability in historical ﬁeld models, changing
sign in the model of Jackson et al. (2000) (see Jackson and Finlay,
2007).
The largest non-axisymmetric terms for the   = 0.9 model are
G1
1, G1
2 and G2
3, while H1
2 is prominent for the lower values of  . ThisC.J. Davies et al. / Physics of the Earth and Planetary Interiors 169 (2008) 194–203 199
Fig. 4. Ratios of various low-degree harmonics as a percentage of the axial dipole
value. The three cases are   = 0.3 (top),   = 0.6 (middle) and   = 0.9 (bottom).
Contributions of axisymmetric coefﬁcients are small in all cases while non-
axisymmetric terms increase with  .
harmonicfeaturesinPSVmodels(e.g.GubbinsandKelly,1995)and
its appearance for the low   models may be another indication of
the inﬂuence of persistent SV on the time-averaged ﬁeld.
3.3. Paleosecular variation
Fig. 5 shows the standard deviations of F,  F, and I,  I, measures
of the time variations in the model. Plots of  D, the standard devi-
ation of declination, are not informative as they are dominated by
the increase towards the poles caused by the singularities there.
The intensity plots are surprisingly similar to their time-averaged
counterparts in Fig. 3, suggesting the main time variations are pul-
sationsofthefourmainlobeswithlittlemovement.Theinclination
plots have large positive anomalies round the equator for all three
models, showing that SV is dominated by the westward-drifting
anomalies that are seen shedding from two equatorial centres on
the CMB near the downwelling limbs. Increasing   decreases the
anomalies, particularly beneath the swath between Indonesia and
the south Atlantic. These models do not show any evidence of low
SVinthePaciﬁc.Thereisaclearsimilarityintheformof I between
our models and that of Constable et al. (2000). The   = 0.3 solu-
tion displays three foci, which are also visible in the Constable et
al. (2000) model, albeit with a phase difference. The large degree
of variation in the Paciﬁc for all models is also in agreement with
Constable et al. (2000).
Fig. 6 shows the VGP scatter as a function of latitude for the
three values of  . The function is strongly symmetric about the
equator. Many paleomagnetic studies have assumed this despite
a lack of southern hemisphere coverage (e.g. Merrill et al., 1996).
Although the modern ﬁeld is strongly asymmetric about the equa-
tor, this is a recent event associated with the reversal of ﬂux in
parts of the southern hemisphere; prior to AD1800 the histori-
cal model of Jackson et al. (2000) gives a symmetric VGP scatter
function. For all the models S2 increases towards the poles, as it
does for the Earth. This is surprising because the maps of stan-
dard deviation show strongest SV in low latitudes (Fig. 5); the rise
with latitude would seem to be a result of the VGP transforma-
tion rather than a real measure of increased SV. The VGP scatter in
the models is substantially smaller than that obtained from pale-
omagnetic data (e.g. McFadden et al., 1988, 1991). This is probably
because the models are tightly locked and therefore have relatively
weak SV.
3.4. Comparison with Réunion and Hawai’i
Finally we make a comparison between these dynamo models
anddatafromthevolcanicislandsofHawai’iandRéunionusingthe
recent comprehensive study of Love and Constable (2003). These
two sites were chosen because they have almost exactly opposite
latitudes and could therefore be used to detect departures from
equatorial symmetry, assuming no persistent variation with longi-
tude.
Tables2and3displaytime-averageddirectionaldataforHawai’i
andRéunionIslandforthethreevaluesof andtheobservedmeans
from Love and Constable (2003). The Hawai’ian table shows a clear
decrease (increase) in time-averaged inclination (declination) with
increasing  . Decreasing inclination corresponds to the emergence
of a large negative inclination anomaly in the region (see Fig. 3).
Growth of D is probably because of the increased amplitude of
non-zonal harmonics as   increases. The results for   = 0.9 are the
closest to the observations; data for   = 0.3 and 0.6 do not provide
a good ﬁt.
The picture changes for Réunion, however, with no systematic
change in I or D as   changes. There is a large shift between   = 0.6
and0.9,withDdecreasingby5.1◦ andIincreasingby3.9◦.Theshift
in I occurs because of the large positive inclination anomaly in the
  = 0.9 solution. Again, a large value of D for   = 0.9 is due to the
greater amplitude of non-zonal terms. The   = 0.6 solution gives
the closest match to the observed Réunion data.
LoveandConstable(2003)drawattentiontothelargedifference
(9◦) in inclination between the two sites. For our dynamo models
the difference in mean inclination is 3.56◦ for   = 0.6 and 2.96◦ for
  = 0.9. The inclination plot in Fig. 3 shows that the difference in
inclination for the model is caused by the large positive anomaly
centeredonsouthernAfricaandthenegativeanomalyinthePaciﬁc,
but Réunion lies close to the edge of the big positive anomaly and a
small displacement in longitude, as is achieved by changing some
of the other dynamo parameters, would make a big difference to
the predicted inclination. We conclude that differences between
the sites are more likely to result from longitudinal variations in I
than any equatorial asymmetry.
There are also clear differences in D between the two sites. Val-
ues of  D in Table 2 do not differ signiﬁcantly between Hawai’i and
Réunion,whereasLoveandConstable(2003)ﬁndthehistogramfor
D in Hawai’i to be signiﬁcantly narrower than a Gaussian. This sug-
gests weak SV in the Paciﬁc data; the dynamo models do not show
weak SV.
Fig. 7 shows histograms of I and D for Hawai’i and Réunion with
the best-ﬁtting Gaussian probability density functions. The incli-
nation and declination data are well ﬁt by a Gaussian while the
intensity data shows a worse ﬁt.200 C.J. Davies et al. / Physics of the Earth and Planetary Interiors 169 (2008) 194–203
Fig. 5.  F (left column) and  I (right column) for   = 0.3( t o pr o w ) ,  = 0.6 (middle row) and   = 0.9 (bottom row).  D has not been plotted as the plots are dominated by
the increase towards the poles. Similarities between  F and  F suggest that SV takes the form of pulsations of the main ﬂux lobes rather than drift. Conﬁnement of large  I
to equatorial regions demonstrates the large SV at low latitudes.
4. Summary, discussion and conclusions
We have compared dynamo solutions with paleomagnetic data.
We only vary the parameter   that determines the strength of the
boundary heterogeneity and are therefore only testing the effect of
the boundary conditions. We are also testing the hypothesis that
lower mantle shear-wave anomalies are caused by temperature
rather than composition. We have argued that the dynamo-
generated ﬁelds can be separated into two parts, a locked part
that is relatively stationary and a time-varying part with persistent
centres of activity that give it a non-zero time average: both con-
tribute to the time average. Increasing the boundary heterogeneity
leads to stronger locked ﬁelds relative to time-varying ﬁelds. The
Fig. 6. VGP scatter function, deﬁned by Eq. (2), as a function of latitude for   = 0.3
(solid line),   = 0.6 (dashed line) and   = 0.9 (short-dashed line). Note the clear
equatorial symmetry of S2 and monotonic increase towards the poles.C.J. Davies et al. / Physics of the Earth and Planetary Interiors 169 (2008) 194–203 201
Table 2
Time-averaged directional data at Hawai’i for each of the three models
Model I (◦) D (◦)  I  D
  = 0.3 34.18 0.44 4.44 3.81
  = 0.6 33.27 0.58 6.30 4.56
  = 0.9 29.99 3.61 5.92 4.64
Love and Constable (2003) 30.49 0.11 – –
Data from Love and Constable (2003) is also included.   = 0.9 provides the closest
ﬁt to the observations.
Table 3
Time-averaged directional data at Réunion for each of the three models
Model I (◦) D (◦)  I  D
  = 0.3 −35.47 0.04 4.93 3.95
  = 0.6 −36.83 −1.82 4.79 4.26
  = 0.9 −32.93 −6.93 4.91 4.41
Love and Constable (2003) −39.99 −0.69 – –
Data from Love and Constable (2003) is also included.   = 0.6 provides the closest
match to the data.
time averages are dependent on   to a surprising degree, which we
attributetovariationsintheproportionsoflockedandtime-varying
contributions to the ﬁeld.
The averaging time required to produce a rough time average,
one where further changes are below the threshold set by paleo-
magnetic data, can be fairly short, 150–500 kyr or 1.5–5 magnetic
diffusion times; this averaging time decreases with   because the
boundary inhomogeneities reduce the time-varying part of the
ﬁeld.However,theaveragingtimetoproduceanaccuratetimeaver-
age can be much longer, over 1Myr or 10 diffusion times, because
the boundary anomalies can cause the ﬁeld to “hang up” for sig-
niﬁcant lengths of time before switching into a new interval of
rapid change. It cannot therefore be argued that averaging times
will always decrease with  , although they do here. Paleomagnetic
data can be used to estimate the time to achieve a rough time aver-
age, but inaccuracies in the data mean that they cannot be used
to determine the time for an accurate time average and therefore
probably cannot detect boundary control of the ﬁeld.
Axisymmetric time averages are dominated by peaks and
troughsininclinationanomalyathighandlowlatitudes,theformer
Fig. 7. Histograms of F (left), I (middle) and D (right) for the three cases   = 0.3( t o pr o w ) ,  = 0.6 (middle row) and   = 0.9 (bottom row). Hawai’ian data are shown positive
top and Réunion data negative bottom is each ﬁgure. The sign of I for Réunion results has been changed to facilitate comparison with the Hawai’ian data. The best-ﬁtting
Gaussian probability density function is indicated by a solid line. I and D are well-ﬁt by Gaussian distributions while F is not. Differences in mean declination increase with  .202 C.J. Davies et al. / Physics of the Earth and Planetary Interiors 169 (2008) 194–203
associated with the locked ﬁeld and the latter with the time-
averaged time-varying ﬁeld. Relative geomagnetic coefﬁcients G0
2
and G0
3 are smaller than estimates from paleomagnetic data and
have mainly different signs; G0
3 dominates, probably because the
dynamoﬁeldsarestronglysymmetricalabouttheequator.Axisym-
metric intensities are undetectably different from those of a dipole
ﬁeld except within 20◦ of the poles, resulting from lack of ﬂux
within the tangent cylinder.
The full time average is dominated by non-axisymmetric geo-
magnetic coefﬁcients, the largest being G2
3,G1
2 and G1
1 in the locked
  = 0.9 solution. The inclination anomaly for the locked solution
shows dramatic ±8◦ variation in longitude; it gives a strong neg-
ative anomaly in the Paciﬁc in agreement with observation. The
same model predicts a difference in inclination between Hawai’i
and Réunion that agrees with observation but no difference in
declination. Lower values of   do not give good agreement with
observation. Secular variation in the models is high in equato-
rial latitudes, in agreement with the observational model of Korte
and Constable (2005). Secular variation is not low in the Paciﬁc
hemisphere.
The closest study to this one is that of Olson and Christensen
(2002),whoemployedatomographicboundaryconditionforsome
of their solutions. The principal difference is their choice of Roberts
number, q = 1 or 2 compared with our 10, and a correspondingly
higher Rayleigh number to compensate for the higher diffusiv-
ity and provide dynamo action. The magnetic Reynolds numbers
of both studies are comparable at Rm = 500. Their choice of
Ekmannumbersbracketsours,andtheytruncatetheirtomographic
boundaryconditionatsphericalharmonicdegree4whereasweuse
the full set to degree 12. Their high Ra leads to more rapidly time-
varying solutions. Their time-averaged axisymmetric solutions are
dominatedbyalargeandpositiveG0
3 andalmostzeroG0
2.Thisagrees
withour  = 0.3and0.6solutionbutthereisastrikingchangewith
the   = 0.9 solution, where G0
3 changes sign (Table 1). This suggests
the Olson and Christensen (2002) time average is dominated by
the time-varying part of their solution, as with our   = 0.3 and 0.6,
rather than the locked part, as with our   = 0.9, as expected from
the high values of Ra employed.
Olson and Christensen (2002) also comment on an azimuthal
phase shift between the time-averaged ﬁeld and the boundary
heating pattern, and attribute this to the large Ekman number. Our
solutions do not show such a shift, and give excellent agreement
with the longitudes of the main lobes of the modern ﬁeld, so we
suggest the shift is caused by averaging of secular variation events
in their model rather than a shift in the locked ﬁeld. Our solu-
tionsdonotshowspirallingoftheconvectionrolls;infactchanging
the parameters to produce spiralling tends to destroy the dynamo
action (B. Sreenivasan, personal communication).
The most striking result of this paper is the strong longitudinal
variation in inclination anomaly (Fig. 3), which is larger than the
latitudinal variation. The Island of Réunion lies near the eastern
edge of the African positive anomaly; a slight eastward movement
of the anomaly would change the predicted inclination signiﬁ-
cantly, bringing it into line with the observed average of Love and
Constable (2003). Clearly Hawai’i and Réunion are a poor choice
of sites to detect north–south asymmetry, since sites that were
on the same longitude would have detected, according to this
map, asymmetry for Hawai’i’s longitude but no asymmetry for
Réunion’s longitude. Symmetry of the VGP scatter curves gives
us conﬁdence in the common paleomagnetic practise of averag-
ing both hemispheres, but the shape of the curve seems a poor
way to estimated PSV. First, axisymmetric averaging removes any
strong longitudinal variation, and secondly it is biased towards
high values at the poles simply by the mathematical transforma-
tion.
Weconcludethatpaleomagneticdataaddssomeadditionalsup-
port for a dynamo controlled by boundary heat ﬂux anomalies, and
that those heat ﬂux anomalies are adequately predicted by lower
mantle shear-wave velocities. The locked part of the ﬁelds agree
remarkably well with the more stable part of the modern geomag-
netic ﬁeld, the four main lobes that comprise the dipole, and some
aspects of the time-averaged paleomagnetic ﬁeld. The locked ﬁeld
ﬁts the paleomagnetic data better than the time-averaged time-
varying part, suggesting that we should study dynamos with ﬁelds
thataresubstantiallylockedtotheboundaryratherthantimeaver-
ages of chaotic solutions. Furthermore, the match of the locked
solution with the modern ﬁeld suggests to us that the geomagnetic
ﬁeldspendsagreatdealofitstimeinthisfour-lobeconﬁguration:it
is not a coincidence that we live at a time when the ﬁeld resembles
itslong-termaverage.Thispresentsagreatchallengetothedynamo
theory because any changes to the parameters that would make
the model more “geophysically realistic”, such as lower E, higher
Ra,o rl o w e rq, are likely to destroy the locked solution. Lastly, our
magnetic ﬁelds are dominated by non-axisymmetric terms, so an
axisymmetric average will lead to biased results if the geographical
data coverage is not longitudinally uniform.
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