ABSTRACT The network traffic of mobile wireless communication grows exponentially in recent years. In order to serve intense traffic areas, such as train stations, airports, or hot-spot buildings, the investigation on 5G networks for the next-generation mobile telecommunications has been triggered. One promising solution is the dense small cell networks which consist of a large number of small cells. Base stations (BSs) are one of the major contributors to the power consumption in cellular networks. To address the power consumption issue, the BS ON/OFF control mechanism is proposed by the 3GPP. Some previous solutions for BS ON/OFF control try to save energy by switching off as many BSs as possible. In this paper, we aim to minimize the total power consumption of a dense small cell network while offering QoS guarantees to all its user equipment (UEs). The BS ON/OFF control for minimal total power consumption of an entire network is an NP-hard problem. To this problem, we propose a clustering-based scheme for BS ON/OFF control which in the past was applied to mitigate interference. The proposed scheme is a three-phase approach, consisting of BS clustering algorithm, intra-cluster BS ON/OFF control algorithm, and inter-cluster BS ON/OFF control algorithm. By the clustering technique, we reduce an NP-hard problem to a number of manageable sub-problems. For the possibility of further power saving, we also consider the ON/OFF control of BSs residing on the boundaries of clusters. The time complexity is analyzed. Finally, experimental results reveal that the proposed scheme outperforms existing approaches in power saving and is capable of retaining QoS guarantees for all UEs.
I. INTRODUCTION
With the mature of wireless communication technology, different applications, ranging from web browsing to real-time video streaming, raise various QoS demands which the service providers need to face with. Network traffic grows exponentially over the past decades. To accommodate a vast amount of data transmissions over cellular networks, ITU has specified the 4G standard known as IMT-Advanced. The 3GPP Release 10, the so-called LTE-Advanced, has heterogeneous network architecture providing wireless network access service by pico-cell, femtocell, relay, remote radio head, and so on [1] . Through these low power nodes and effective radio resource management, the QoS requirements of UEs could be met, and system spectral efficiency also got improved. However, the challenge of mobile networking remains because network traffic has increased 5-fold in the last few years and it is estimated to be 30.6 EB by 2020 [2] .
The fifth generation mobile networks (5G) standard is specified as IMT-2020 by ITU. Extending from 4G, 5G aims at multiple objectives such as achieving a higher data rate, a lower end-to-end latency, a higher spectral efficiency, and a better energy efficiency, etc. To implement high-speed networks and to accommodate massive connections featured in M2M (Machine-to-Machine) or IoT (Internet of Things) applications, we demand a new architecture for mobile wireless networking. For its high capacity and low interference, dense small cell network is an excellent candidate in the pursuit of new architectures and is envisioned as a key feature of 5G mobile networks.
Although dense small cell networks improve the network capacity, they also bring about considerable energy consumption due to a large number of small cells, as well as BSs. The Climate Group's report shows that the information and communication technology (ICT) contributes 2 percent of the global CO2 emissions. Moreover, cellular networks account for the most substantial contribution within ICT. The power consumption in cellular networks has five sources: BSs, data centers, core transmissions, mobile switching, and retails [3] . The operation of BSs consumes up to 80 percent of the energy consumption in cellular networks [4] . Seeing that power saving is essential, 3GPP proposes the small cell on/off (BS on/off) mechanism to let small cells switch off whenever possible [5] . Under due circumstances, a BS can hand over its UEs to nearby BSs and shut itself down. It reduces not only the energy consumption but also the interferences between small cells. As dense small cell network is expected to be embraced by service providers, the power saving problem in dense small cell networks will be an essential issue deserving further investigation.
The BS on/off control is a problem more complicated than it appears to be. The approach proposed in [6] compares the past BS loading with the current BS loading to decide the on/off of a small cell. However, this approach failed to meet the QoS requirements of UEs in the network. So, a majority of papers investigate the possibility and feasibility of reducing energy consumption while maintaining QoS requirements. Wang and Zheng [7] and Niu et al. [8] sort the BS according to their loadings in ascending order and sequentially decide whether a BS can be switched off or not. Such a greedy approach might lead to locally optimal solutions. For example, assume that there are 5 BSs, BSi, i = 1, 2, · · · , 5 sorted in ascending order and all UEs demand the same amount of resources. The BSs' loads are 1, 3, 4, 5 and 9, respectively. As shown in Figure 1 , BS1 can handover its serving UEs to BS5 and switch off. Then it is BS2's turn to make the decision. BS2 finds that it cannot be switched off owing to the problem that the QoS requirements cannot be met. BS3 can handover its serving UEs to BS2 and BS4, and then switch off itself. BS4 and BS5 cannot switch off due to the same reason as for BS2. Finally, BS1 and BS3 are switched off, and the BSs' loads are 0, 5, 0, 7, 10, respectively. However, this is not the best configuration. For instance, if we switch off BS2, BS3, and BS4, we can have a BSs' loadings: 12, 0, 0, 0, 10. Although the BS1's loading changes from 1 to 12, the energy consumption is almost identical to the situation that there is no user to be served [9] . The more BSs can be switched off, the better result in energy saving. So we can have a configuration better than a sequential approach. The BS on/off control problem is, in fact, an NP-hard problem.
In this paper, we propose a clustering-based energy saving scheme for dense small cell networks that switch off as many BSs as possible without sacrificing UEs' QoS requirements. Main contributions of this study are listed as follows:
• BS clustering: We partition an entire dense small cell network into clusters of BSs. BS on/off control is conducted in parallel on individual clusters. By doing so, an NP-hard problem is reduced to a number of manageable sub-problems.
• Intra-cluster BS on/off control: There are only relatively few BSs in a BS cluster. Therefore, it becomes feasible to find out a best on/off configuration by exhaustive search. Our mechanism will arrive at an on/off configuration with a minimal number of BSs activated and without sacrificing the QoS requirements of UEs. Moreover, our mechanism tends to switch on BSs with more residual resources. This philosophy is beneficial in accommodating additional traffic in the future.
• Inter-cluster BS on/off control: We also consider the on/off control of those BSs residing on the boundary of adjacent clusters. In some situations, it is possible to turn off furthermore BSs with suitable handovers of their serving UEs.
• Through our heuristic method, within justified computational cost, a near-optimal solution can be achieved, with which the number of activated BSs is minimized, and the energy efficiency is maximized. The rest of this paper is organized as follows. Previous works on BS on/off mechanisms are briefly reviewed in Section II. In Section III, we define the network model and formulate the BS on/off control problem as an optimization problem. Then, our scheme is presented in Section IV with in-depth explanation and discussion. A series of experiments validating the feasibility and effectiveness of our approach is reported in Section V. Finally, conclusions are drawn in Section VI.
II. RELATED WORKS
There are various challenges faced by the BS on/off control problem. Feng et al. [18] provide a quality review on related issues. It points out critical technical challenges and reviews representative approaches. BS on/off control technology is also employed in different contexts for different purposes. For instance, Lee et al. [19] contribute to the BS on/off control problem in heterogeneous network environments. It hands over UEs in underutilized small cells to the macro cell for reduced interference. Another example is the approach presented in [20] . It adopts a scheme based on reduced power centralized eICIC. With the proposed approach, interference can be better controlled. As a result, cell and user throughput can be improved. VOLUME 7, 2019 There are works approaching the BS on-off control problem from different perspectives. In [21] , the BS on-off control problem is formulated as a multi-objective optimization problem and solved by Non-dominated Sorting Genetic Algorithm II (NSGA-II). Evolutionary computation, such as NSGA-II, is capable of locating near optimum within justified computational cost. However, solution quality and convergence cannot be guaranteed. In the interesting work in [22] , the BS on-off control problem is approached by game theory. They show the existence of Nash equilibriums. A potential issue is that the Nash equilibriums might not be the global optimum.
Previous works on BS on/off control can be classified into two classes according to whether they account for UEs' QoS requirements or not. The approach in [6] does not take into account the QoS requirements of UEs. It compares historical and current network traffics and decides whether the BSs should be switched off or not. The energy consumption of the network can be reduced at the cost of sacrificing the QoS requirements of some UEs.
However, QoS provisioning is an inevitable trend. As multi-media and streaming applications getting more and more popular, UEs have higher demands on available bandwidths and connection quality. It is reasonable and highly desirable to take into account the UEs' QoS requirements in the design and implementation of BS on/off control scheme. In [7] and [10] , a distributed algorithm is proposed to periodically check out if a lightly loaded BS can be switched off or not. Although this distributed method can satisfy the QoS requirements of UEs, the number of BSs can be switched off is limited. The reason is that UEs can only connect to the BS having the best Reference Signal Received Power (RSRP). It leads to a situation that most UEs cannot handover to a nearby BS. So, the energy consumption cannot be further reduced due to a limited number of switched-off BSs. Tong et al. [11] modify the approach in [7] by letting the lightest loaded BS hand over its serving UEs to nearby BSs. If there are one or more UEs that cannot be handed over, then the BS must remain turned-on. However, there is still a gap toward the optimal result because the handover decision is made one BS at a time. It is still a greedy method to a certain extent. The scheme proposed in [12] follows a similar approach to that of [11] , except that there are two thresholds for more precise BS on/off control. Whereas there are macro-cells in the environment, UEs can hand over to macro-cells and therefore more BSs can be switched off. However, this approach is not adequate for dense small cell networks.
Chang et al. [13] pay attention to the power consumption per unit area within the coverage of each BS and study the placement of BSs in order to maximize the coverage regions between BSs while minimizing the energy consumption. The primary objective of [13] is to maximize the coverage regions to avoid coverage holes, and therefore it tends to switch on more BSs than actual need. Lin et al. [14] also have studied coverage and power consumption as that of Chang et al. [13] .
In addition, it also considers the user association problem. BSs are sorted according to their loadings in ascending order. The on/off decision is made sequentially on individual BSs. The decision-making begins with the BS with the lightest load. Kumar and Rosenberg [4] focus on how to maximize uplink and downlink throughput and minimize the energy consumption within the architecture of Base Station Switching (BSS). Which BSs should be on or off is pre-determined under the BSS architecture. However, the reduction of power consumption in [4] is constrained because of that BSS do not support dynamic dispatch according to the distribution of UEs. So, redundancy BSs might be switched on. In [15] , the antenna technique is adopted to obtain the information of UEs' location. The mechanism in [15] aims to minimize the uplink power consumption. However, there are more turnedon BSs. The mechanism will result in increased total energy consumption.
Sorting BSs according to their loadings and then sequentially decide if a BS can be switched off is a common philosophy in previous approaches. Such a heuristic served well in some cases but failed to locate the global optimum in general. As we shall see in later discussion, the power saving problem in dense small cell networks is an NP-hard problem. A better heuristic based on the concept of BS-clustering will be presented in Section IV.
Clustering algorithm has been applied in most previous studies for the suppression of interference, but not for BS on/off control. In this paper, we propose a BS-clustering based approach to minimize energy consumption in dense small cell networks. BS clustering in effect reduces an NP-hard problem into several tractable sub-problems. Each BS cluster is now an isolated domain with manageable size. The BS on/off control within each cluster can be conducted in parallel. As a result, a globally near-optimal BS on/off configuration can be achieved within justified computational cost and within a reasonable time. The proposed BS on/off control scheme also arranges ahead the admission of additional traffic in the future. It prefers to leave those BSs having more residual resource turned-on. Furthermore, the proposed scheme looks for further reduction in power consumption by considering the on/off control of BSs residing on the boundaries of adjacent clusters. Figure 2 gives a typical layout of dense small cell networks. BSs are deployed regularly and densely such that they are close to each other and there is no coverage hole. We assume that the required resources of a UE served by nearby BSs are the same. we focus on maximizing overall downlink throughput while minimizing energy consumption. The optimization problem can be formulated as follows:
III. SYSTEM MODEL A. NETWORK LAYOUT
|B| j=1
where r i,j represents the transmission rate of u i when served by b j ; y j is a state variable that y j is 1 when b j is on, and 0 otherwise; P j is the power consumption of b j ; QoS i is the QoS requirement of u i ; x i,j is an association variable that u i is served by b j . Assume that there are C resources in each BS and a i,j is the required resources when u i is served by b j . The optimization problem defined in (1) is to maximize the overall network downlink throughput and to minimize the energy consumption. That is, maximize the overall energy efficiency. Equation (1a) specifies that the transmission rate of each UE must be greater or equal to its QoS requirement. Equation (1b) specifies the service capability of BSs. Equations (1c) shows that the UE can only be served by one BS. There is a tradeoff between maximizing the network throughput and minimizing the energy consumption. Because the peak power of a BS is almost the same as when the BS is not serving any UE, so we can simplify the optimization problem in (1) as to switch off as many BSs as possible under the constraint that QoS requirements of all UEs are met, as in (2) .
Equation (2a) specifies the QoS requirements of UEs, and (2b) specifies the service capability of BSs. Equation (2c) implies that each UE can only be served by one BS. Equation (2) is a classical bin packing problem, which is NP-hard. Assume that there are M bins with capacity C and N items, each with size a i . A bin packing problem is a minimization problem defined as follows:
where y j = 1 if bin j is in used and 0 otherwise, x i,j = 1 if item i is placed into bin j and 0 otherwise. Equation (3a) specifies that the total size of items in a bin cannot exceed its capacity. Equation (3b) implies that an item can only be placed in a particular bin. The objective is to minimize the number of bins used to pack all items. Compared with the BS on/off control problem in Equation (2), the BS and UE in (2) are corresponding to the bin and item in (3a), respectively. An item should be placed in a bin is equivalent to a UE should be severed by a BS. The bin packing problem had been proved to be an NP-hard problem. Therefore, the BS on/off control problem in (2) is also an NP-hard problem.
Divide-and-conquer is our approach to such an NP-hard problem. BS clustering in effect reduces an NP-hard problem into several manageable sub-problems. Optima for individual clusters can be obtained by the exhaustive search. Piecing together these individual optima leads to a near-optimum for the entire dense small cell network. Simulation results show that BS clustering is indeed an efficient and effective heuristic for the power saving problem in dense small cell networks.
IV. PROPOSED SCHEME
The power consumption of BSs takes up a majority portion of the power consumption of an entire dense small cell network. It is evident that turning off BSs will undoubtedly reduce the power consumption. However, BSs cannot be switched off arbitrarily due to the service needs or QoS requirements of UEs. It is a challenging optimization problem to decide which VOLUME 7, 2019 BSs should remain on and which BSs can be switched off. It is an NP-hard problem as discussed in the previous section. To this problem, we propose a BS-clustering based approach for the BS on/off control in dense small cell networks. The proposed scheme is a 3-phase approach, as shown in Figure 3 . In the first phase, BSs are partitioned into clusters. BSs are classified according to their loadings. Heavy loaded BSs will serve as the ''cores'' of respective clusters. Phase 2 works on individual clusters. After clustering, the BS on/off control in an individual cluster is an isolated problem, irrelevant to the BS on/off control of other clusters. That is, an NP-hard problem is reduced to several sub-problems with manageable size. These sub-problems are still NP-hard problems in nature. However, they are of manageable size now. Consequentially, it becomes feasible to solve these sub-problems by exhaustive search. The global optimum can no longer be guaranteed, however, near optima become achievable and practical. The procedure in Phase 2 employs a modified binary-search scheme to find out the best BS on/off configuration for an individual cluster, such that the number of turned-on BSs is minimal while UEs' QoS requirements are still met. The final phase considers the on/off control of BSs residing on the boundaries of clusters for a possible further reduction in power consumption.
To facilitate our discussion, symbols used in our explanation and discussion are defined and listed in Table 1 .
A. BS LOADING CLASSIFICATION
Prior to the BS clustering, we calculate the loading of each BS and classify them accordingly. The required resource block RB i,j when UE u i is served by BS b j can be calculated as follows:
where r i is u i 's transmission rate; N sy is the number of symbols in a time slot; N sub is the number of subcarriers in a resource block; MCS i,j and CR i,j are the modulation method and coding rate associated with the Channel Quality Indicator (CQI) value reported by u i . The loading of b j , ρ j , is defined as in the following equation:
We then classify BSs into three classes according to their loadings and two thresholds ρ L and ρ H . Those heavily loaded BSs will serve as the cores of individual clusters during the BS clustering process.
B. BS CLUSTERING
Previous studies on BS on/off control sort BSs according to their loadings, and then sequentially decide if a BS can be switched off or not. Such a procedure has shown to be suboptimal. Moreover, it is time-consuming for large-scale dense small cell networks. Our heuristic to this problem is divideand-conquer. We partition a dense small cell network into clusters of BSs and conduct BS on/off control on individual clusters. Intra-cluster BS on/off control can be done in parallel for all clusters and therefore lower the time complexity of the entire BS on/off control scheme. The BS clustering works as follows. Firstly, all UEs connect to the BSs having the best RSRP. A BS without any UE connected to it can be safely switched off. An isolated BS without neighboring BS turned-on is excluded from our discussion since there is no way to hand over its UEs.
The BS clustering algorithm is given in Algorithm 1. The inputs to the algorithm are set of turned-on BSs, B on , and the set of overloaded BSs, B overloaded . The output is a partition (clustering) of BSs, . At Line 3, the number of clusters, K , is initialized to the number of overloaded BSs. The set of core BSs, B K , is set to null. Those heavily loaded BSs serve as the cores of individual clusters. Line 5 to 8 decide K and B K . 14: if |ψ k | > η then 15: Select two most loaded BSs in ψ k and partition ψ k into two clusters ψ k , ψ k+1
16:
← \{ψ k } 17:
end if 19: end for
If there is no heavily loaded BS, two most loaded BSs are picked up as cores, and the K is set to 2. Each of the rest BSs joint the cluster whose core BS is nearest to it, as indicated at Line 10-11. If the number of BSs in a cluster k is larger than a threshold η, then we further partition this cluster into two clusters by picking up two most loaded BSs in it as cores. The partition process, as shown at Line 13-19, is repeated until all clusters have their size smaller than or equal to η. After clustering, we have clusters of BSs all with manageable size. These clusters are, in parallel, subject to the intra-cluster BS on/off control scheme discussed in the next sub-section.
C. INTRA-CLUSTER BS ON/OFF CONTROL SCHEME
The proposed intra-cluster BS on-off control scheme follows a refined binary-search mechanism to approach a best configuration with which the number of turned-on BSs is minimized while UEs' QoS requirements are still met.
The algorithm for the intra-cluster BS on-off control scheme is shown in Algorithm 2. The algorithm has a BS cluster, ψ k , and set of UEs in the cluster, U ψ k , as inputs. The output is the set of BSs to be turned on in the cluster, ψ k−ON . At Line 3-4, Algorithm 2 begins with an upper bound U which is set to the number of BSs in a cluster and a lower bound L which is set to the number of BSs that have to be on in the cluster. At Line 9, taking the mean of U and L, we have Num ON 
, which is the tentative number of turned-on BSs. Given Num ON , we call Algorithm 3 to examine possible combinations of turned-on BSs and see if there exist a configuration with which UEs' QoS requirements can be met. At Line 10, Algorithm 3, discussed in the next sub-section, is called to check out the existence of feasible configurations for a given Num ON . It reports a success if any of the above configurations are feasible and reports a failure if none of the above configurations is feasible. If the answer is yes, we set U to be Num ON and repeat the process for an even better configuration with less turned-on BSs. Otherwise, we update L to be
and repeat the process. Availability of feasible configurations is affected by the association between UEs and BSs. We associate UEs to BSs according to RSRP in descending order, which might not be an optimal approach. Therefore, we conservatively set L to be
, rather than Num ON . The process, from Line 9 to 15, repeats until U and L converge. 
E. ADMISSION OF FUTURE TRAFFIC
Working together, Algorithm 2 and 3 are capable of finding out a configuration with which the number of turned-on BSs is minimized and the QoS requirements can be met. However, Algorithm 3's normal mode stops when a feasible solution is found. It does not examine all possible combinations.
Considering the admission of future traffic, we should, with the same Num ON , turn on those BSs having most residual resource blocks. By exhaustive search of all possible configurations, we result in Algorithm 3's extended mode. Algorithm 3's extended mode examines all combinations and reports a failure or returns the configuration with most residual resource blocks. That is, a configuration with lowest average loading, defined as follows:
Algorithm 3's extended mode is similar to Algorithm 3's normal mode. However, Algorithm 3's extended mode does not stop at the first feasible configuration. Rather, it fully enumerates all configurations and retains the one with most residual resource, as shown at Line 20-26 in Algorithm 3.
F. INTER-CLUSTER BS on/off CONTROL SCHEME
For possible further reduction in power consumption, we consider the on/off control of BSs residing on the boundaries of clusters. We define B diff to be the set of lightly loaded BSs having neighbor BSs within two radii belonging to different clusters. We sort the elements in B diff according to loadings in ascending order. We then sequentially decide whether a BS can hand over its UEs to BSs in nearby clusters and shut down itself.
Algorithm 4 implements the proposed inter-cluster BS on/off control scheme. Line 4-12 construct B diff . After that, Line 13-19 try to turn off BSs in B diff one by one if all UEs in a BS can be handed over to neighbor BSs.
G. TIME COMPLEXITY
In this sub-section, we examine the time complexity of the proposed approach. Assume that there are n BSs and each BS has m UEs. For a fully enumerated approach, each BS can be on or off. So there are 2 n combinations. There are n − 1 options when a UE is to be handed over. As a result, the time for each ψ K −ON ∈ B on do 6: if BSj ∈ ψ K −ON then 7: if exist a BSj ∈ B on \ψ K −ON such that distance(j, j ) < 2 · radius then 8:
end if 10: end if 11: end for 12: end for 13: while B diff = ∅ do 14: 
if all UEs in BS j can be re-associated with neighboring BSs then 16: Switch off BS j and update B on 17: end if 18: B diff = B diff \BSj 19: end while complexity T optimal is
We turn to the approach adopted by most previous studies, which sorts BS by loading, and sequentially decide if a BS can be switched off. There are n BSs to be examined and there are (n − 1) options during each UE handover. So the time complexity T CellZooming is Finally, we consider our approach. The proposed approach is a 3-phase scheme. We consider the time complexity of each phase one by one. Assume there are k heavily loaded VOLUME 7, 2019 FIGURE 6. Total power consumption. BSs, n > k. A cluster is further partitioned into two if its size is larger than a threshold η. So we For intra-cluster BS on/off control scheme, assume there are k clusters and the size of cluster i is n i . For each cluster i, we look for a best configuration by a binary-search like procedure, which has the time complexity of O log 2 (n i ) . 
Each handover has m · (n i − 1) options. As a result,
Assume n k is the largest one among all n i . Then T intra can further be simplified to be
For inter-cluster BS on/off control, we need to examine up to n BSs, and there are n − 1 options for the handover of m UEs. Consequently, we have
The time complexity of the proposed scheme is
Let us pay attention to the growing rate of O (n k !) and O (2 n ). There are in general a large number of BS is a dense small cell network. With our approach, each cluster has a manageable size, that is n k is much smaller than n. Hence, in our problem domain, n k ! will be much smaller than 2 n . For instance, suppose there are 50 BSs in a dense small cell network, and each cluster has a size of 10. Then we have We can conclude that, in practice, the time complexity of the proposed scheme is higher than that of cell zooming, yet far lower than that of a global optimal approach. 
V. PERFORMANCE EVALUATION
A series of simulations were conducted with MATLAB to evaluate the feasibility and effectiveness of the proposed scheme. Parameter settings for the simulations are given in Table 2 . The proposed scheme aims to minimize the number of turned-on BSs provided that UEs' QoS requirements are met. Comparative studies were made among the proposed scheme, Max-RSRP and Cell-Zooming [8] under uniform and non-uniform UE distribution scenarios. Performance metrics considered include the number of turned-off BSs, total power consumption, throughput, and so on, for different number of UEs. We shall examine two different scenarios. One is that UEs are uniformly distributed, and the other is that UEs are non-uniformly distributed.
A. CASE OF UNIFORM DISTRIVUTION UEs
We first consider the case of uniformly distributed UEs, as shown in Figure 4 (a). Our primary concern in this study is the number of BSs that can be turned off. Figure 5 presents the number of turned-off BSs vs. different number of UEs. Unless specifically specified, Algorithm 3 operates in normal mode. Algorithm 4 is designed for the BS on/off control for those BSs residing on the boundaries of BS clusters. To examine the contribution of Algorithm 4, we also examine the situation that Algorithm 4 is disabled.
It is evident that the proposed scheme is capable of turning off most number of BSs. Max-RSRP picks up BS with strongest signal strength. As a result, most BSs need to be turned on even for a small number of UEs. The proposed scheme with Algorithm 4 disabled has inferior performance to Cell-Zooming when the number of UEs is between 100 and 300. The reason behind this phenomenon is that when there is only a small number of UEs, there will be lightly loaded BSs at the boundaries of BS clusters. If Algorithm 4 is disabled, these lightly loaded BSs will remain turned-on.
On the other hand, Cell-Zooming does not suffer from the same problem. It sorts BSs according to their loading in ascending order and tries to turn off BS one by one. However, as the number of UEs increased, the number of lightly loaded BSs decreases. Consequently, when there is a large number of UEs, the proposed scheme outperforms Cell-Zooming even with Algorithm 4 is disabled. For the same reason, Algorithm 4 no longer has its contribution as the number of UEs increased. Figure 6 reports the change of total power consumption vs. different number of UEs. The total power consumption is directly proportional to the number of turned-on BSs. Figure 6 is, in essence, another perspective of the result of Figure 5 .
Another issue of concern is the total throughput. Figure 7 shows the throughput of 3 different approaches. Max-RSRP has the best throughput since it always picks up BS with strongest signal strength for UE. The throughput of a UE degrades when it is handed over to a farther BS. For dense small cell networks, BSs are densely deployed. The degradation in throughput is limited due to BSs are close to each other. That is why there is only a limited throughput difference for different approaches, as shown in Figure 7 . Figure 8 presents the tradeoff between computational cost and solution quality. Here the ''Optimal'' represents Algorithm 3 in extended mode. Algorithm 3's extended mode locates a configuration with most residual resources by exhaustive search, rather than stop at the first feasible configuration. The number of BSs turned off by the proposed scheme is slightly less than that by the optimal approach, with a considerable saving in computational cost. On the other hand, the proposed approach can turn off more BSs than Cell-Zooming with a slight increase in computational cost.
B. CASE OF NON-UNIFORM DISTRIVUTION UEs
We now turn our attention to the case of non-uniformly distributed UEs. That is, there are hot spots caused by famous sceneries, live concerts, and shopping districts, etc. A typical example is given in Figure 4 (b). There are two hot spots in the dense small cell network environment. These two hot spots cover 22% of the environment and account for 40% of UEs. Figure 9 to Figure 11 present the simulation results. Comparing Figure 5 and Figure 9 , it can be seen that Cell-Zooming turn off less BSs in the case of non-uniformly distributed UEs. The presence of hot spots makes it difficult for Cell-Zooming to hand over UEs to nearby BSs. The situation is getting worse when the number of UEs increased. On the other hand, the proposed scheme finds out an approximated optimal solution for each BS cluster. The presence of hot spots has less effect on the performance of the proposed scheme. It is still capable of turning off more BSs than Max-RSRP and Cell-Zooming can do. The superiority of the proposed scheme in energy saving is revealed in Figure 10 . The proposed scheme has slightly inferior throughput, as shown in Figure 11 , for the same reason as discussed in uniformly distributed UEs.
We can conclude that the proposed scheme outperforms in either uniformly or non-uniformly distributed UE scenarios. The improvement is more profound with the presence of hot spots. This observation leads to an interesting issue -how the hot spot size affects the system performance. We now examine the system performance with hot spots of different sizes, as shown in Figure 12 . Figure 13 reports the number of turned-off BSs for different scenarios. It is evident that the proposed scheme outperforms the Cell-Zooming method. For Scenario (a), it has the smallest hotspot coverage, and the number of turned-off BSs are more than the scenario in which UEs are uniformly distributed. In Scenario (b), we find that the Cell-Zooming method turns off less BSs than it does in Scenario (a) as the number of UEs increases. However, the proposed method is not affected by the change in hot spot size. In Scenario 3 and 4, the gap between the proposed method and the Cell-Zooming method is even more significant.
Energy efficiency is defined to be total throughput divided by the total energy consumption. Figure 14 reports the energy efficiency in different scenarios. As revealed in Figure 7 and Figure 11 , there will be no significant difference in total throughput. Therefore, the number of turned-off BSs will decide the energy efficiency. In all cases, the proposed scheme has more turned-off BSs and therefore better energy efficiency than the Cell-Zooming does. The performance difference is getting larger for larger hotspots. It is because of that, within a hot spot, the Cell-Zooming has its difficulty in handing over its serving UEs to nearby BSs. There is also little chance for BSs at the edge of hot spots to hand over their UEs.
We can evaluate the improvement in energy efficiency from a different perspective. Figure 15 shows the difference in the average number of turned-off BSs for the proposed scheme and the Cell-Zooming method under different scenarios. It is clear that the improvement increase as the hot spot size is getting larger.
VI. CONCLUSIONS
Dense small cell network is an important architectural option for 5G mobile communication. A large number of BSs can support more traffic. However, it also brings about the power consumption issue. To address this problem, we propose a cluster-based BS on/off control scheme trying to minimize the number of turned-on BSs.
The proposed scheme is a 3-phase approach, consisting of BS clustering algorithm, intra-cluster BS on/off control algorithm and inter-cluster BS on/off control algorithm. By clustering technique, we reduce an NP-hard problem to a number of manageable sub-problems. For the possibility of further power saving, we also consider the on/off control of BSs residing on the boundaries of clusters.
Complexity analysis and simulation results validate the feasibility and effectiveness of the proposed scheme. Complexity analysis shows that the proposed scheme is a good tradeoff between computational cost and solution quality. Simulation results reveal that the proposed scheme outperforms existing approaches, including Max-RSRP and CellZooming, concerning the number of turned-off BSs and energy efficiency, in either uniformly or non-uniformly distributed UE scenarios.
