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Abstract
A roadmap for a semi-algebraic set S is a curve which has a non-empty and con-
nected intersection with all connected components of S. Hence, this kind of object,
introduced by Canny, can be used to answer connectivity queries (with applications,
for instance, to motion planning) but has also become of central importance in effective
real algebraic geometry, since it is used in higher-level algorithms.
In this paper, we provide a probabilistic algorithm which computes roadmaps for
smooth and bounded real algebraic sets. Its output size and running time are polyno-
mial in (nD)n log(d), where D is the maximum of the degrees of the input polynomials, d
is the dimension of the set under consideration and n is the number of variables. More
precisely, the running time of the algorithm is essentially subquadratic in the output
size. Even under our assumptions, it is the first roadmap algorithm with output size
and running time polynomial in (nD)n log(d).
1 Introduction
Roadmaps were introduced by Canny [17, 18] as a means to decide connectivity properties for
semi-algebraic sets. Informally, a roadmap of a semi-algebraic set S is a semi-algebraic curve
in S, whose intersection with each connected component of S is non-empty and connected:
connecting points on S can then be reduced to connecting them to the roadmap and moving
along it. The initial motivation of Canny’s work was to motion planning, but computing
roadmaps actually became the key to further algorithms in semi-algebraic geometry, such
as computing a decomposition of a semi-algebraic set into its semi-algebraically connected
components [12].
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This paper presents an algorithm that computes a roadmap of a real algebraic set, under
some regularity, smoothness and compactness assumptions. In all this work, we work over
a real field Q with real closure R and algebraic closure C (the reader may replace Q by the
field of rational numbers Q, R by the field of reals R and C by the field of complex numbers
C). To estimate running times, we count arithmetic operations (+,−,×,÷) in Q at unit
cost.
1.1 Prior results
Let S ⊂ Rn be a semi-algebraic set. If S is defined by s equations and inequalities with
coefficients in Q of degree bounded by D, the cost of Canny’s algorithm is sn log(s)DO(n
4)
operations in Q [18]; a Monte Carlo version of it runs in time sn log(s)DO(n
2). Subsequent
contributions [35, 32] gave algorithms of cost (sD)n
O(1)
; they culminate with the algorithm
of Basu, Pollack and Roy [10, 11] of cost sd+1DO(n
2), where d ≤ n is the dimension of the
algebraic set defined by all equations in the system.
None of these algorithms has cost lower than DO(n
2) and none of them returns a roadmap
of degree lower than DO(n
2). Yet, in the case of real algebraic sets, one would expect that
a much better cost DO(n) be achievable, since this is an upper bound on the number of
connected components of S, and many other questions (such as finding at least one point
per connected component) can be solved within that cost.
In [51], we proposed a probabilistic algorithm for the hypersurface case that extended
Canny’s original approach; under smoothness and compactness assumptions, the cost of that
algorithm is (nD)O(n
1.5). In a nutshell, the main new idea introduced in that paper is the
following. Canny’s algorithm and his successors, including that in [51], share a recursive
structure, where the dimension of the input drops through recursive calls; the main factor
that determines their complexity is the depth r of the recursion, since the cost grows roughly
like DO(rn) for inputs of degree D. In Canny’s version, the dimension drops by one at each
step, so the recursion depth r can reach n− 1.
In [51], we introduced new proof techniques for connectivity results that leave more
freedom in the construction of a roadmap, allowing us to decrease the depth of the recursion.
The algorithm in [51] used baby-steps / giant-steps techniques, combining steps of sizeO(
√
n)
(where the dimension decreases by roughly
√
n) and steps of unit size, leading to an overall
recursion depth of O(
√
n).
The results in [51] left many questions open, such as making the algorithm deterministic,
removing the smoothness-compactness assumptions or generalizing the approach from hy-
persurfaces to systems of equations. In [14], we answered these questions, while still following
a baby-steps / giant-steps strategy: we showed how to obtain a deterministic algorithm for
computing a roadmap of a general real algebraic set within a cost of DO(n
1.5) operations in
Q.
The next step is obviously to use a divide-and-conquer strategy, that would divide the cur-
rent dimension by two at every recursive step, leading to a recursion tree of depth O(log(n)).
In [13], Basu and Roy recently obtained such an important result: given f in Q[X1, . . . , Xn],
their algorithm computes a roadmap for V (f) ∩Rn in time polynomial in nn log3(n)Dn log2(n)
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while the output has size polynomial in nn log
2(n)Dn log(n). Note that this algorithm is not
polynomial in its output size; the extra logarithmic factors appearing in the exponents re-
flect the cost of computing with O(log(n)) infinitesimals. Since that algorithm makes no
smoothness assumption on V (f), it can as well handle the case of a system of equations
f1 = · · · = fs = 0 by taking f =
∑
i f
2
i . Note also that this algorithm is deterministic.
In this paper, we present as well a divide-and-conquer roadmap algorithm. Compared to
Basu and Roy’s recent work, our algorithm is probabilistic and handles less general situations
(we still rely on smoothness and compactness). However, it features a better running time
for such inputs: both output degree and running time are polynomial in (nD)n log(d) (where
d is the dimension of the algebraic set we consider), the running time of our algorithm is
subquadratic in the size of the output, and the complexity constants that lie in the exponent
are made explicit.
1.2 Roadmaps: definition and data representation
Definition Our definition of a roadmap in the algebraic case is as follows. Let V ⊂ Cn
be an algebraic set (the set of common solutions in Cn to some polynomial equations). An
algebraic set R ⊂ Cn is a roadmap of V if the following holds:
• R is either an algebraic curve, or empty;
• R is contained in V ;
• each semi-algebraically connected component of V ∩ Rn has a non-empty and semi-
algebraically connected intersection with R ∩Rn.
Finally, if C is a finite subset of Cn, we say that R is a roadmap of (V,C) if we have in
addition:
• R contains C ∩ V ∩Rn.
The set C will be referred to as control points. For instance, computing a roadmap of
(V, {P1, P2}) enables us to test if the points P1, P2 are on the same connected component of
V ∩Rn.
This definition is from [51]; it slightly differs from the one in e.g. [12], but serves the same
purpose: compared to [12], our definition is coordinate-independent, and does not involve a
condition (called RM3 in [12]) that is specific to the algorithm used in that reference. Most
importantly, we do not deal here with semi-algebraic sets, but with algebraic sets only.
Straight-line programs Our algorithms handle mainly multivariate polynomials, as well
as finite sets of points and algebraic curves.
The input polynomials will be given by straight-line programs. Informally, this is a
representation of polynomials by means of a sequence of operations (+,−,×), without test
or division. Precisely, a straight-line program Γ computing polynomials in Q[X1, . . . , XN ] is
a sequence γ1, . . . , γE, where for i ≥ 1, we require that one of the following holds:
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• γi = λi, with λi ∈ Q;
• γi = (opi, λi, ai), with opi ∈ {+,−,×}, λi ∈ Q and −N + 1 ≤ ai < i (non-positive
indices will refer to input variables);
• γi = (opi, ai, bi), with opi ∈ {+,−,×} and −N + 1 ≤ ai, bi < i.
To Γ, we can associate polynomials G−N+1, . . . , GE defined in the following manner: for
−N + 1 ≤ i ≤ 0, we take Gi = Xi+N ; for i ≥ 1, Gi is defined inductively in the obvious
manner, as either Gi = λi, Gi = λi opi Gai or Gi = Gai opi Gbi . We say that Γ computes
some polynomials f1, . . . , fs if all fi belong to {G−N+1, . . . , GE}. Finally, we call E the length
of Γ.
The reason for this choice is that we will use algorithms for solving polynomial systems
that originate in the references [29, 30, 28, 31, 40], where such an encoding is used. This is not
a restriction, since any polynomial of degree D in n variables can be computed by a straight-
line program of length O(Dn), obtained by evaluating and summing all its monomials.
Representing the output To represent finite algebraic sets and algebraic curves, we
respectively use zero-dimensional and one-dimensional parametrizations.
A zero-dimensional parametrization Q = ((q, v1, . . . , vn), l) with coefficients in Q consists
in polynomials (q, v1, . . . , vn), such that q ∈ Q[T ] is squarefree and all vi are in Q[T ] and
satisfy deg(vi) < deg(q), and in a Q-linear form l in the variables X1, . . . , Xn, such that
l(v1, . . . , vn) = T . The corresponding algebraic set, denoted by Z(Q) ⊂ Cn, is defined in a
parametric manner by
q(α) = 0, Xi = vi(α) (1 ≤ i ≤ n);
it is thus a finite set of points parametrized by the finitely many roots of q. The constraint
on l says that the roots of q are the values taken by l on Z(Q). The degree of Q is defined
as deg(q) = |Z(Q)|. By convention, the sequence (1) is considered as a zero-dimensional
parametrization that defines the empty set.
Any finite subset Q of Cn defined over Q (i.e., which can be written as the zero-set of
polynomials in Q[X1, . . . , Xn]) can be represented as Q = Z(Q), for a suitable Q. This kind
of description goes back to work of Kronecker and Macaulay [38, 41], and has been used in
computer algebra since the 1980’s [27, 29, 2, 30, 28, 48, 31, 40].
Next, we discuss the extension of this idea to algebraic curves. A one-dimensional
parametrization Q = ((q, v1, . . . , vn), l, l
′) with coefficients in Q consists in polynomials
(q, v1, . . . , vn), such that we have:
• q ∈ Q[U, T ] is squarefree and monic in U and T , with deg(q, U) = deg(q, T ) = deg(q),
• vi are in Q[U, T ] and satisfy deg(vi, T ) < deg(q, T ),
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and in linear forms l, l′ in X1, . . . , Xn, such that
l (v1, . . . , vn) = T
∂q
∂T
mod q and l′ (v1, . . . , vn) = U
∂q
∂T
mod q.
The corresponding algebraic set, denoted by Z(Q) ⊂ Cn, is now defined as the smallest
algebraic set containing the curve defined in a parametric manner by
q(η, ξ) = 0,
∂q
∂T
(η, ξ) 6= 0, Xi = vi(η, ξ)∂q
∂T
(η, ξ)
(1 ≤ i ≤ n). (1)
The degree δ of Z(Q) is the maximum of the cardinalities of the finite sets obtained by
intersecting Z(Q) with a hyperplane (whenever such sets are finite). In all cases we use
one-dimensional parametrizations, we request additionally that δ = deg(q).
Using for instance [52, Theorem 1], we deduce that all polynomials q, v1, . . . , vn have total
degree at most δ; this is the reason why we use these polynomials: if we were to invert the
denominator ∂q/∂T modulo q in Q(U)[T ] in (1), thus involving rational functions in U , the
degree in U would be quadratic in δ.
Thus, we are now using the points of the plane curve V (q) ⊂ C2 defined by q(η, ξ) = 0
to parametrize the space curve Z(Q); the condition on l and l′ means that the plane curve
V (q) is the smallest algebraic set containing the image of Z(Q) through the projection
x 7→ (l′(x), l(x)).
Any algebraic curve in Cn defined by polynomials with coefficients in Q can be written
as Z(Q), for some one-dimensional parametrization Q, by choosing l and l′ as random linear
forms in Q[X1, . . . , Xn] (this is classical; see for instance [31]). For a curve of degree δ, such
a description involves O(nδ2) monomials.
The output of our algorithm is a roadmap R of an algebraic set V : it will thus be
represented by a one-dimensional parametrization. Given such a data structure, we explained
in [51] how to construct paths between points in V ∩Rn, so as to answer connectivity queries.
1.3 Main result
With these definitions, our main result is the following theorem. The input polynomials are
given by means of a straight-line program, whose length will be called E; as said above, we
can always use a trivial straight-line program of length O(Dn) to encode a polynomial of
degree D, so in the worst case we can take E = O(nDn). We make a regularity assumption
on these polynomials, that they should form a reduced regular sequence. This means that for
all i in {1, . . . , s}, V (f1, . . . , fi) is equidimensional of dimension n−i and the ideal 〈f1, . . . , fi〉
is radical, in the sense that any polynomial vanishing on V (f1, . . . , fi) must belong to that
ideal (in the next section, we review basic concepts of algebraic geometry along these lines).
In all this work, the soft-O notation O (˜g) denotes the class g log(g)O(1).
Theorem 1.1. Consider f = (f1, . . . , fp) of degree at most D in Q[X1, . . . , Xn], given by a
straight-line program of length E. Suppose that V (f) ⊂ Cn has finitely many singular points,
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that V (f) ∩ Rn is bounded, and that the polynomials f form a reduced regular sequence.
Given a zero-dimensional parametrization C of degree µ, one can compute a roadmap of
(V (f),Z(C )) of degree
O˜
(
µ163d(n log2(n))
2(2d+12 log2(d))(log2(d)+6)D(2n+1)(log2(d)+4)
)
using
O˜
(
µ3169dE(n log2(n))
6(2d+12 log2(d))(log2(d)+7)D3(2n+1)(log2(d)+5)
)
arithmetic operations in Q, with d = n− p.
In other words, both output degree and running time are polynomial in the quantity
µ (nD)n log(d); the running time is essentially cubic in the output degree, and subquadratic
in the output size — recall that if the bivariate polynomials returned as output have degree
δ, the output size, in terms of number of coefficients in Q, is essentially nδ2.
The algorithm is probabilistic in the following sense: at several steps, we have to choose
random elements from the base field, typically in the form of matrices or vectors. Every time
a random element γ is chosen in a parameter space such as Qi, there will exist a non-zero
polynomial ∆ such that success is guaranteed as soon as ∆(γ) 6= 0.
To our knowledge, this is the best known result for this question; compared to the recent
result in [13], the exponents appearing here are better. Even under our assumptions, Basu
and Roy’s algorithm relies on the introduction of several infinitesimals, which allow them
to alleviate problems such as the presence of singularities; our algorithm avoids introduc-
ing infinitesimals, which improves running times and output degree but requires stronger
assumptions.
1.4 Structure of the paper
This paper is accompanied by an electronic appendix. The goal of the main text is to give
the reader a global view and understanding of the objects and properties that are used; most
proofs are postponed to the appendix. Sections in the main text are indexed as 1, 2, . . . ;
sections in the appendix as A, B, . . .
We start with a short section of notation and background definitions. In Section 3,
we introduce the notions of polar varieties and fibers that will play a crucial role in our
algorithm. Geometric properties of polar varieties and fibers allow us to give an abstract
version of our algorithm in Section 4, where data representation is not discussed yet.
We then introduce in Section 5 a construction based on Lagrange systems, that we
call generalized Lagrange system, to represent all intermediate data (as the more standard
techniques using minors of Jacobian matrices to describe polar varieties do not lead to
acceptable complexity results), from which the final form of our algorithm follows.
Properties of generalized Lagrange systems and their connection with polar varieties
and fibers are summarized in Section 5. The description of our concrete algorithm and its
complexity analysis are given in Section 7; they are based on several subroutines which are
presented in Section 6.
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2 Algebraic sets
In this section, we first recall some basic definitions related to algebraic sets, that is, zero-sets
of systems of polynomial equations (for proofs and standard notions not recalled here, see for
instance [59, 44, 53, 25]). The last subsection introduces the concepts of charts and atlases,
which will form the basis of the correctness proofs of our algorithms.
2.1 Generalities on algebraic sets
An algebraic set V ⊂ Cn is the set of common zeros of some polynomials f = (f1, . . . , fs) in
C[X1, . . . , Xn]; we write V = V (f1, . . . , fs) = V (f). We denote by I(V ) the ideal of V , that
is, the set of polynomials in C[X1, . . . , Xn] that vanish at all points of V ; the set V is said
to be defined over Q if I(V ) can be generated by polynomials with coefficients in Q.
Two fundamental integer quantities associated to algebraic sets are dimension and degree.
Before defining them, let us mention that an algebraic set V can be uniquely decomposed
into a finite union of irreducible algebraic sets (that is, algebraic sets which themselves cannot
be written as a finite union of proper algebraic subsets); they will be called the irreducible
components of V .
• The dimension dim(V ) of an algebraic set V ⊂ Cn can be defined either as the Krull
dimension of C[X1, . . . , Xn]/I(V ), or equivalently as the number of generic hyperplanes
needed to obtain a finite set after intersection with V . We often write d = dim(V ),
and the codimension of V is defined as c = n− dim(V ).
For instance, an algebraic set V ⊂ Cn defined by a single equation f = 0 (where f is
not a constant) has dimension n − 1: intersecting V with n − 1 generic hyperplanes
(defined by generic linear equations) and eliminating n − 1 variables thanks to the
linear equations leads to a univariate polynomial which has finitely many roots.
When all irreducible components of V have the same dimension, we say that V is
equidimensional, or d-equidimensional if we want to make it clear that this dimension
is d.
• The degree of an irreducible algebraic set V ⊂ Cn is the number of intersection points
between V and dim(V ) generic hyperplanes (this is also the maximal number of such
intersection points); the degree of an arbitrary algebraic set is defined as the sum of
the degrees of its irreducible components [34]. For instance, the degree of an algebraic
set V ⊂ Cn defined by a single squarefree equation f = 0 equals the degree of the
polynomial f .
Crucial for us will be the Be´zout bound [34]: if polynomials f = (f1, . . . , fs) have degree
at most D, their zero-set V (f) has degree at most Ds.
Most important for our purposes will be algebraic sets of dimension zero, and equidimensional
algebraic sets of dimension 1. The former are thus finite sets of points, for which degree equals
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cardinality; the latter are algebraic curves, for which the degree is the number of intersection
points with a generic hyperplane.
Finally, we mention that algebraic sets are the closed sets for the so-called Zariski topology
on Cn; the Zariski closure S of an arbitrary subset S of Cn is thus the smallest algebraic set
that contains it. For f = (f1, . . . , fs) as above, the complement C
n − V (f) will be written
O(f); it is open for the Zariski topology.
2.2 Local properties
Next, we discuss regular and singular points of an algebraic set. Let thus V be an algebraic
set in Cn. For f in C[X1, . . . , Xn] and x in C
n, we denote by gradx(f) the evaluation of the
gradient vector of f at x. Then, the tangent space to V at x ∈ V is the vector space TxV
defined by the equations gradx(f) · v = 0, for all polynomials f in the ideal I(V ).
If V is equidimensional, we define regular points on V as those points x where dim(TxV ) =
dim(V ) and singular points as all other points in V . The set of regular, resp. singular, points is
denoted by reg(V ), resp. sing(V ); the latter is an algebraic subset of V , of smaller dimension
than V . An equidimensional algebraic set V is said to be smooth when sing(V ) is empty.
For polynomials f = (f1, . . . , fs) in C[X1, . . . , Xn], jac(f) denotes the Jacobian matrix of
(f1, . . . , fs) with respect to X1, . . . , Xn; later on, we will also use the notation jac(f , i), which
for i ≤ n denotes the matrix obtained by removing the first i columns from jac(f). As for
gradients, jacx(f) and jacx(f , i) denote the same matrices, with entries evaluated at a point
x in Cn.
The following lemma is a direct consequence of [25, Corollary 16.20], and gives us a more
concrete description of the objects defined above.
Lemma 2.1. If V ⊂ Cn is a d-equidimensional algebraic set, whose ideal I(V ) is generated
by polynomials f = (f1, . . . , fs), then we have the following:
• at any point x of reg(V ), jacx(f) has full rank c = n− dim(V ) and its kernel is TxV ;
• sing(V ) is the zero-set of f and all c-minors of jac(f).
2.3 Changes of variables
Several statements will depend on linear changes of variables. If K is a field (typically for us
C or Q), we denote by GL(n,K) the set of n×n invertible matrices with entries in K; when
K = C, we simply write GL(n) for GL(n,C). The subset of matrices in GL(n,K) which
leave invariant the first e coordinates and which act only on the last n − e ones is denoted
by GL(n, e,K); such matrices have a 2×2 block diagonal structure, the first block being the
identity. If extra variables are added on top of X = X1, . . . , Xn, these matrices will act only
on the X variables.
Given f in C[X1, . . . , Xn], and A in GL(n), f
A denotes the polynomial f(AX) and for
V ⊂ Cn, V A denotes the image of V by the map φA : x 7→ A−1x. Thus, we have that for
polynomials f = (f1, . . . , fs), V (f
A) = φA(V (f)) = V (f)
A.
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The success of our algorithms will depend on our change of variables being “lucky”, in
a sense that will always be made explicit. Our statements will take the form: “there exists
a non-empty Zariski open subset O of GL(n) such that for A in O, . . . (some desirable
properties are guaranteed)”. Strictly speaking, we have only defined Zariski open and closed
sets in Cn, but the definition carries over to subsets of GL(n) (which itself is open in Cn
2
)
by considering the induced topology.
2.4 Fixing coordinates
The structure of the main algorithm will require us to constantly consider situations where
the first coordinates are fixed. For a fixed ambient dimension n (which will always be clear
from the context) and integers 0 ≤ e ≤ n and 0 ≤ d ≤ n−e, we denote by pie,d the projection
pie,d : C
n → Cd
x = (x1, . . . , xn) 7→ (xe+1, . . . , xe+d).
For e = 0, pi0,d is the projection on the space of the first d coordinates; in this case, we simply
write pid.
For d = 0, we let C0 be a singleton of the form C0 = {•}, and pie,0 is the constant map
x 7→ • (in this respect, we also make the convention that the empty sequence ( ) is seen as
a zero-dimensional parametrization encoding the singleton {•}).
Consider a set V in Cn and a subset Q of Cd, for some d ∈ {1, . . . , n}. Then, the fiber
of V above Q for the projection pid is the set fbr(V,Q) = V ∩ pid−1(Q); we say that V lies
over Q if pid(V ) is contained in Q. For y in C
d, we will further write fbr(V,y) instead of the
more formally correct fbr(V, {y}).
2.5 Charts and atlases
An equidimensional algebraic set V ⊂ Cn is a complete intersection if it can be defined by
a number of equations equal to its codimension. This is a particularly convenient situation,
as many geometric properties are easier to comprehend in such a case.
We will not be able to ensure this property throughout our algorithm, so we will replace
it by a local version. We will also impose a smoothness property, leading us to the following
notion of chart. This definition applies to an algebraic set V lying over a finite set Q, together
with a set S lying over Q that we wish to exclude (this will be typically the set of singular
points of V , or a superset of it).
Definition 2.2. Let n, e be integers, with e ≤ n, let Q ⊂ Ce be a finite set, and let V ⊂ Cn
and S ⊂ Cn be algebraic sets lying over Q.
We say that a pair of the form ψ = (m,h), with m and h = (h1, . . . , hc) in C[X1, . . . , Xn],
is a chart of (V,Q, S) if the following properties hold:
C1. O(m) ∩ V − S is not empty;
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C2. O(m) ∩ V − S = O(m) ∩ fbr(V (h), Q)− S;
C3. the inequality c+ e ≤ n holds;
C4. for all x in O(m) ∩ V − S, the Jacobian matrix jac(h, e) has full rank c at x.
This definition is inspired by the construction in [16, Proposition 3.3.8]. The salient
points are the set equality C2, together with the rank condition C4. To understand the
latter, consider the particular case where the finite set Q is a single point (x1, . . . , xe). Then,
the fiber fbr(V (h), Q) in C2 is defined by the equations (Xi − xi)1≤i≤e and h, and the rank
condition in C4 says that the Jacobian matrix of these equations has full rank at x.
An easy consequence of this definition is that when V is equidimensional of dimension d,
if ψ = (m, (h1, . . . , hc)) is a chart of (V,Q, S), then as one would expect, c = n− e− d. This
result is proved as Lemma A.8 in the electronic appendix.
Continuing the analogy with differential geometry, we will also rely on the notion of atlas
of (V,Q, S).
Definition 2.3. Let n, e be integers, with e ≤ n, let Q ⊂ Ce be a finite set, let V ⊂ Cn and
S ⊂ Cn be algebraic sets lying over Q.
An atlas of (V,Q, S) is the data of ψ = (ψi)1≤i≤s, with ψi = (mi,hi) for all i, such that:
A1. each ψi is a chart of (V,Q, S);
A2. s ≥ 1 (i.e., ψ is not the empty sequence);
A3. the open sets O(mi) cover V − S.
If V is equidimensional, there always exists an atlas for (V,Q, sing(V )). Conversely,
the existence of an atlas for (V,Q, S), for some set S, is not enough to ensure that V is
equidimensional. However, if this is known to be the case, and if (V,Q, S) admits an atlas,
then all singular points of V are in S. As another example of a useful property, if (V,Q, S)
admits an atlas ψ = (ψi)1≤i≤s, with ψi = (mi,hi) for all i, and if all hi have the same
cardinality c, then V is d-equidimensional, with d = n− e− c. These properties are proved
in Section A of the electronic appendix.
Given a matrix A in GL(n, e), and an atlas ψ = (ψi)1≤i≤s of (V,Q, S), with V and S in
Cn, Q in Ce and ψi = (mi,hi) for all i, we write ψ
A = (ψAi )1≤i≤s, with ψ
A
i = (m
A
i ,h
A
i ) for
all i. Then, all ψAi are charts of (V
A, Q, SA), and ψA is an atlas of (V A, Q, SA) (note that
such a matrix A leaves Q invariant, so QA = Q).
It is worth noting that the algorithms will never explicitly compute any chart or atlas;
however, we will rely on the properties of these objects to establish correctness.
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3 Fibers and polar varieties
The basic geometric constructions on which our algorithm relies are fibers, already described
above, and polar varieties. In this section, we state the main geometric properties (dimension,
smoothness) of these objects.
3.1 Polar varieties
Let Q be a finite subset of Ce, and let V be an algebraic subset of Cn lying over Q. If
V is d-equidimensional, for any integer d˜ in {1, . . . , d} the open polar variety W ◦(e, d˜, V ) is
defined as the set of critical points of pie,d˜ on reg(V ), that is, the set of points x in reg(V )
such that pie,d˜(TxV ) has dimension less than d˜. We further define the following objects:
• W (e, d˜, V ) is the Zariski closure of W ◦(e, d˜, V );
• K(e, d˜, V ) = W ◦(e, d˜, V ) ∪ sing(V ).
The set K(e, d˜, V ) turns out to be closed for the Zariski topology. For instance, if e = 0 and
if the defining ideal of V is generated by polynomials f = (f1, . . . , fs), using Lemma 2.1, we
can deduce that K(0, d˜, V ) is the subset of V where jac(f , d˜) has rank less than c, where
c = n− d is the codimension of V (this is proved as Lemma A.3 in appendix).
Since K(e, d˜, V ) contains W ◦(e, d˜, V ), and since it is Zariski closed, it must contain
W (e, d˜, V ) as well. Although we will be mostly interested in W (e, d˜, V ), the superset
K(e, d˜, V ) will turn out to be slightly simpler to compute, as suggested by the remark
above. In cases where V has no singular point, this distinction becomes irrelevant, as the
sets W ◦(e, d˜, V ), W (e, d˜, V ) and K(e, d˜, V ) all coincide.
Polar varieties as considered for instance in references [5, 6] and their successors corre-
spond to e = 0.
Polar varieties were introduced by algebraic geometers Severi and Todd in the 1930’s,
as a means to define characteristic classes, and they played an important role in singularity
theory in the 1970’s and 1980’s; see [46, 55] for a history of this subject. They were used
for algorithmic purposes in real geometry by Bank, Giusti, Heintz et al. in a series of
papers starting in 1997 [5], whose goal was to compute sample points on real algebraic sets
[6, 7, 9, 50] and for polynomial optimization [8, 33]. While these ideas are close in essence
to other forms of critical point methods [12], the rich geometry underlying the construction
of polar varieties is the key to many useful results (see also [49, 3]).
Example 3.1. Figure 1 shows the real points of the polar varieties W (0, 1, V ) and W (0, 2, V ),
where V ⊂ C3 is the 2-dimensional sphere defined by X21 + X22 + X23 − 1 = 0; these polar
varieties correspond to critical points of projections on respectively a line and a plane. In
this particular case, we see that W (0, 1, V ) is defined by
X21 +X
2
2 +X
2
3 − 1 = X2 = X3 = 0,
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Figure 1: The polar varieties W (0, 1, V ) and W (0, 2, V ), where V = V (X21 +X
2
2 +X
2
3 − 1)
and that it has dimension zero. The polar variety W (0, 2, V ) is defined by
X21 +X
2
2 +X
2
3 − 1 = X3 = 0
and it has dimension one.
This example suggests that when V is smooth and equidimensional, W (0, d˜, V ) has di-
mension d˜ − 1. The next proposition will show that this dimension property indeed holds,
provided we are in generic coordinates. In this respect, one should notice that in general,
W (e, d, V A) differs from W (e, d, V )A: the geometry of polar varieties, in particular their
dimension, may change when one applies a linear change of variables to V .
The precise form of this dimension statement (which will be required in the proof of
Proposition 5.13 below) is constructive: given an atlas for V , we build atlases for its polar
varieties.
Let Q ⊂ Ce be a finite set and let V ⊂ Cn and S ⊂ Cn be algebraic sets lying over
Q. Suppose that V is equidimensional of dimension d and consider an atlas ψ = (ψi)1≤i≤s
for the triple (V,Q, S). We are interested in the polar variety W (e, d˜, V ), for an index d˜
in {1, . . . , d}. Locally, in the chart ψi = (mi,hi), this polar variety can be defined by the
cancellation of all minors in the Jacobian matrix jac(hi, e+ d˜), but all these minors give us
too many polynomials for them to define a chart for W (e, d˜, V ). To resolve this issue, we
localize further, using in a critical manner the so-called exchange lemma of [6, Lemma 4].
This idea is best seen on an example.
Example 3.2. We will use the following less straightforward example several times. Take
n = 6, c = 2 and f = (f1, f2), with
f1 = X
2
1 +X
2
4 +X
2
5 − 1
and
f2 = X2X3 +X1X6 +X3X5 − 1.
We take e = 0, so Q = {•}; one then easily checks that the algebraic set V defined by
f1 = f2 = 0 is smooth and has dimension d = 4 in C6; the polynomials (m = 1, f) form
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a chart, and actually an atlas, of (V,Q, S), with S = ∅. This example was chosen to have
rather simple defining equations, while displaying the “generic” behavior.
Choose d˜ = bd+3
2
c = 3, as we will do in our main algorithm; the corresponding truncated
Jacobian matrix for the two polynomials (f1, f2) is
jac(f , 3) =
[
2X4 2X5 0
0 X3 X1
]
.
The set of all x in V where jacx(f , 3) has rank less than two is defined by (f1, f2), together
with three minors:
2X1X5, 2X1X4, 2X3X4.
While none of these equations can be omitted in this definition, in the open set O(X1) de-
fined by X1 6= 0, only two of them suffice, namely 2X1X5 and 2X1X4. Factoring out the
monomial X1, we see that in O(X1), the polar variety W (0, 3, V ) is defined by the equations
(f1, f2, X4, X5).
The polynomial X1 was chosen as a non-zero 1-minor of jac(f , 3). The other such minors
are (up to a constant) X3, X4, X5. One can verify that the open sets O(X1), O(X3), O(X4)
and O(X5) cover the polar variety W (0, 3, V ), and that in each of these open sets, we can
define W (0, 3, V ) using only f1, f2 and two further equations.
The following definition generalizes the construction in the example above, starting from
a (c− 1)-minor of jac(h, d˜).
Definition 3.1. For h = (h1, . . . , hc) in C[X1, . . . , Xn], for any integers d˜ in {1, . . . , n− c},
and any (c − 1)-minor m′′ of jac(h, d˜), we denote by H(h, d˜,m′′) the vector of c-minors of
jac(h, d˜) obtained by successively adding the missing row and the missing columns of jac(h, d˜)
to m′′. There are n− c− d˜+ 1 such minors.
We can then state the basic construction of charts for polar varieties, which will be
immediately followed by the corresponding construction for atlases. In addition to the choice
of a (c − 1)-minor of the truncated Jacobian matrix of jac(h, d˜), the construction involves
the choice of a c-minor of jac(h) as well (as the non-vanishing of such a minor allows us to
guarantee that jac(h) has full rank). Taking into account arbitrary values of e, and not only
e = 0 as in the example, we arrive at the following definition.
Definition 3.2. Let Q ⊂ Ce be a finite set and let V ⊂ Cn and S ⊂ Cn be algebraic sets
lying over Q. Let ψ = (m,h) be a chart of (V,Q, S) and let d˜ be an integer in {1, . . . , d}.
Suppose that h = (h1, . . . , hc). For every c-minor m
′ of jac(h, e) and every (c−1)-minor m′′
of jac(h, e+ d˜), we define Wchart(ψ,m
′,m′′) as the polynomials
Wchart(ψ,m
′,m′′) = (mm′m′′, (h,H(h, e+ d˜,m′′))).
Once we have made explicit the construction of charts, the construction of the whole
atlas follows readily.
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Definition 3.3. Let Q ⊂ Ce be a finite set and let V ⊂ Cn and S ⊂ Cn be algebraic sets
lying over Q. Suppose that V is d-equidimensional, let ψ = (ψi)1≤i≤s be an atlas of (V,Q, S)
and let d˜ be an integer in {1, . . . , d}. Write W = W (e, d˜, V ) and for i in {1, . . . , s}, write
ψi = (mi,hi).
We define Watlas(ψ, V,Q, S, d˜) as the sequence of all those Wchart(ψi,m
′,m′′), for i in
{1, . . . , s} and for m′,m′′ respectively a c-minor of jac(hi, e) and a (c−1)-minor jac(hi, e+d˜),
for which O(mim′m′′) ∩W − S is not empty.
The following result is important in several aspects: it establishes dimension properties
of polar varieties, and does so in a constructive manner, by relating the atlas of V to that
of the polar variety. This proposition is proved in Section B of the electronic appendix.
Proposition 3.4. Let Q ⊂ Ce be a finite set and let V ⊂ Cn and S ⊂ Cn be algebraic
sets lying over Q, with S finite. Suppose that V is equidimensional of dimension d. Let
ψ be an atlas of (V,Q, S), and let d˜ be an integer in {1, . . . , d}. If 2 ≤ d˜ ≤ (d + 3)/2,
there exists a non-empty Zariski open subset G1(ψ, V,Q, S, d˜) of GL(n, e) such that for A in
G1(ψ, V,Q, S, d˜), the following holds:
• either W (e, d˜, V A) is empty, or
• Watlas(ψA, V A, Q, SA, d˜) is an atlas of (W (e, d˜, V A), Q, SA), and W (e, d˜, V A) is equidi-
mensional of dimension d˜− 1, with sing(W (e, d˜, V A)) contained in the finite set SA.
The bound (d + 3)/2 for d˜ is sharp: for higher values of d˜, polar varieties develop high-
dimensional singularities [9].
For e = 0, these claims were previously established by Bank, Giusti et al. [7, 9] in the
particular case where V is smooth and a complete intersection. Without these properties,
the proof becomes more involved, but in the end relies on a local version of those in the
above references, working locally using the charts defined by ψ. Let us also point out here
the results in [4], that deal with other situations: using arguments in the same vein as the
above references, that paper proves in particular equidimensionality of polar varieties, in
generic coordinates, when we work over a smooth quasi-affine algebraic set.
The value d˜ = 1 is excluded from the above proposition, essentially because the proof
for that case would require a slight change in the arguments we use. We now show that a
stronger statement actually holds.
Our algorithm will compute the set K(e, 1,W ), with W = W (e, d˜, V A) and d˜ as the
proposition above, and will require this set to be finite. Even if we had stated the pre-
vious proposition with d˜ = 1, we would not be able to apply it to W , since K(e, 1,W ) =
K(e, 1,W (e, d˜, V A)) is in general different from K(e, 1,W (e, d˜, V )A). However, this finiteness
result holds as well; for a proof of the following proposition, see Section D of the electronic
appendix.
Proposition 3.5. Let Q ⊂ Ce be a finite set and let V ⊂ Cn be an algebraic set lying over Q.
Suppose that V is equidimensional of dimension d, with finitely many singular points, and
let d˜ be an integer such that 2 ≤ d˜ ≤ (d+ 3)/2.
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Then, there exists a non-empty Zariski open set G2(V,Q, d˜) ⊂ GL(n, e) such that, for A
in G2(V,Q, d˜), writing W = W (e, d˜, V A), either W is empty, or W is equidimensional of
dimension d˜− 1, with finitely many singular points, and K(e, 1,W ) is finite.
As claimed above, this implies in particular that W (e, 1, V A) is finite, as one can prove
that W (e, 1, V A) is a subset of K(e, 1,W ) (this is proved as Lemma A.5 in the electronic
appendix).
The proposition above was proved in [51] in the case where V is a hypersurface, that is,
defined by a single equation. In general, the basic idea of the proof remains the same (study
a suitable incidence variety and relate the choices of A that do not satisfy our constraint
to this incidence variety), but the proof requires significant adaptations, as polar varieties
cannot be described as simply as in the hypersurface case.
3.2 Fibers of a projection
In our algorithm, V ⊂ Cn is an algebraic set lying over a finite set Q ⊂ Ce, equidimensional
of dimension d and with finitely many singular points. The following result shows that if we
are in generic coordinates, these properties carry over to fibers of the projection pie+d˜−1.
Precisely, starting from an atlas for (V,Q, S), with Q in Ce, and given a finite set Q′′ ⊂
Ce+d˜−1 lying over Q, we show how to get an atlas of (V ′′, Q′′, S ′′), where V ′′ is the fiber
fbr(V,Q′′), for a suitable choice of S ′′ (the notation used below is the one we will use in the
algorithm). The construction is straightforward: we mainly replace Q by the new set Q′′ and
remove some useless charts from the collection. The only subtle point lies in the definition
of the set S ′′: we take S ′′ = fbr(S ∪W (e, d˜, V ), Q′′), as this set can be proved to contain all
singularities of the fiber V ′′.
Definition 3.6. Let Q ⊂ Ce be a finite set and let V ⊂ Cn and S ⊂ Cn be algebraic sets
lying over Q. Suppose that V is d-equidimensional, let ψ = (ψi)1≤i≤s be an atlas of (V,Q, S)
and let d˜ be an integer in {1, . . . , d}.
For i in {1, . . . , s}, write ψi = (mi,hi). Given a finite set Q′′ ⊂ Ce+d˜−1 lying over Q,
we define Fatlas(ψ, V,Q, S,Q
′′) as the sequence of all ψi for which O(mi) ∩ V ′′ − S ′′ is not
empty, with V ′′ = fbr(V,Q′′) and S ′′ = fbr(S ∪W (e, d˜, V ), Q′′).
The following statement is a counterpart of Proposition 3.4 in the context of fibers. For
a proof of this statement, see Section C of the electronic appendix.
Proposition 3.7. Let Q ⊂ Ce be a finite set and let V ⊂ Cn and S ⊂ Cn be algebraic
sets lying over Q, with S finite. Suppose that V is equidimensional of dimension d. Let
ψ be an atlas of (V,Q, S), and let d˜ be an integer in {1, . . . , d}. If 2 ≤ d˜ ≤ (d + 3)/2,
there exists a non-empty Zariski open subset G3(ψ, V,Q, S, d˜) of GL(n, e) such that for A in
G3(ψ, V,Q, S, d˜), the following holds.
Define W = W (e, d˜, V A) and let Q′′ ⊂ Ce+d˜−1 be a finite set lying over Q; define V ′′ =
fbr(V A, Q′′). Let further S ′′ = fbr(SA ∪W (e, d˜, V A), Q′′). Then:
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• S ′′ is finite,
• either V ′′ is empty or Fatlas(ψA, V A, Q, SA, Q′′) is an atlas of (V ′′, Q′′, S ′′), and V ′′ is
equidimensional of dimension d− (d˜− 1), with sing(V ′′) contained in the finite set S ′′.
The dimension claim is natural: imposing that V ′′ lies over a finite subset Q′′ of Ce+d˜−1,
we expect to reduce the number of degrees of freedom by d˜− 1.
Similar statements were proved for instance in [50] in the case e = 0, for V a complete
intersection; the proof of the proposition above reduces to this situation by working locally
on V , using the charts provided by the atlas ψ.
4 A family of algorithms
In this section, we describe in a high-level manner a family of algorithms to compute
roadmaps, that are inspired by Canny’s original design. While all geometric constructions
are specified, we do not discuss data representation yet. Correctness, and in particular the
dimension equalities written as comments in the pseudo-code, are subject to genericity pro-
perties; the main contribution of this section is to make these requirements entirely explicit.
4.1 Description
The family of algorithms described hereafter is based on a connectivity result which is the
combination of Theorem 14 and Proposition 2 in [51]; roughly speaking, this result says that
if we are in generic coordinates, to compute a roadmap of an algebraic set V , it is enough to
compute the union of (i) a roadmap of a well-chosen polar variety of V and (ii) a roadmap
of fibers of a corresponding projection.
In the resulting algorithm, we take as input an integer e ≤ n, an algebraic set V ⊂ Cn
that lies over a finite set Q ⊂ Ce, and a finite set C of control points. We make the following
assumptions:
• V is d-equidimensional, for some d > 0,
• V has finitely many singular points,
• V ∩Rn is bounded.
As output, we return a roadmap of (V,C). The algorithm is recursive, the top-level call
being with e = 0 and thus Q = {•} ⊂ C0.
When V is a curve, we simply return V . Else, we first choose a random change of variables
A and an index d˜ denoted by d˜ = Choose(d). The choice of d˜ is the subject of Subsection 4.3;
our only constraints are that d˜ is in {2, . . . , b(d+ 3)/2c} (the lower bounds ensures that the
corresponding polar variety has dimension at least one; the upper bound allows us to apply
the results of the previous section).
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After applying A, we determine a finite set of points in Cd˜−1 written Q′′ in the pseudo-
code; explicitly, they are obtained as a projection ofK(e, 1,W )∪CA, withW = W (e, d˜, V A).
We recursively compute roadmaps of the polar variety W and of the fiber V ′′ = fbr(V,Q′′),
updating the control points, and we return the union of these roadmaps.
In the recursive call for the polar variety, the index e does not change; when we deal with
V ′′, we increase the value of e to e+ d˜− 1.
The following pseudo-code describes this recursive algorithm. The dimension statements
on the right border are the expected dimensions of the corresponding objects; genericity
conditions on the change of coordinates A will ensure that these claims are indeed valid
(except when said objects turn out to be empty).
RoadmapRec(V,Q,C, d, e) d = dim(V )
1. if V is empty, return V
2. if d = 1, return V
3. let A be a random change of variables in GL(n, e,Q)
4. let d˜ = Choose(d) d˜ ≥ 2
5. let W = W (e, d˜, V A) dim(W ) = d˜− 1
6. let B = K(e, 1,W ) ∪ CA dim(B) = 0
7. let Q′′ = pie+d˜−1(B) dim(Q
′′) = 0
8. let C ′ = CA ∪ fbr(W,Q′′) new control points; dim(C ′) = 0
9. let C ′′ = fbr(C ′, Q′′) new control points; dim(C ′′) = 0
10. let V ′′ = fbr(V A, Q′′) dim(V ′′) = dim(V )− (d˜− 1)
11. let R′ = RoadmapRec(W,Q,C ′, d˜− 1, e)
12. let R′′ = RoadmapRec(V ′′, Q′′, C ′′, d− (d˜− 1), e+ d˜− 1)
13. return R′A
−1 ∪R′′A−1
The main algorithm performs an initial call to RoadmapRec with V satisfying the same
assumptions as above, e = 0, Q = {•} ⊂ C0, and C0 an arbitrary finite set of control points.
We add sing(V ) to C0 at the top-level call, resulting in the following main algorithm.
MainRoadmap(V, C0)
1. return RoadmapRec(V, {•}, C0 ∪ sing(V ), dim(V ), 0)
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4.2 Correctness
The nature of Algorithm RoadmapRec implies that the recursive calls can be organized into
a binary tree T , whose structure depends only on the dimension d of the top-level input V
and our choice function Choose. Describing this tree explicitly will be useful for the proof of
the theorem below.
Given a positive integer d, the tree T is defined as follows. Each node τ is labelled with
a pair (dτ , eτ ) of integers:
• the root ρ of T is labelled with (dρ, eρ) = (d, 0).
• a node τ is a leaf if and only if dτ = 1. Otherwise, it has two children τ ′ (on the left)
and τ ′′ (on the right). Define d˜τ = Choose(dτ ). Then, τ ′ and τ ′′ have respective labels
(dτ ′ , eτ ′) and (dτ ′′ , eτ ′′), with
dτ ′ = d˜τ − 1, eτ ′ = eτ and dτ ′′ = dτ − (d˜τ − 1), eτ ′′ = eτ + d˜τ − 1.
In other words, (dτ , eτ ) are the last two arguments given to RoadmapRec at the recursive
call considered at node τ , so that the recursive calls of the main algorithm correspond to the
nodes of T . The total number of nodes in T is 2d− 1.
The following theorem proves correctness of Algorithm MainRoadmap using this formal-
ism. In the statement of the theorem, we mention in particular internal nodes of T ; these
are the nodes that are not leaves, and they correspond to recursive calls where the dimension
is greater than one. We also refer to proper ancestors of a node τ : they consist of the parent
of τ , the parent of its parent, . . . , all the way to the root.
Theorem 4.1. Assume that V is a d-equidimensional algebraic set with finitely many sin-
gular points and that V ∩ Rn is bounded. Let C0 ⊂ Cn be a finite set of points and let
(Aτ )τ internal node of T be a family of matrices, with A in GL(n, eτ ,Q) for all τ .
There exists a family of non-empty Zariski open sets (G τ )τ internal node of T , where for all τ ,
G τ is in GL(n, eτ ) and depends on the matrices (Aτ˜ )τ˜ proper ancestor of τ , such that the following
holds: if, for all internal nodes τ of T , Aτ is in G τ and if it is used as the change of variables
in the corresponding recursive call of RoadmapRec, MainRoadmap(V,C0) returns a roadmap
of (V,C0).
This theorem is proved in Section E of the electronic appendix. Here, we discuss briefly
the ingredients involved in the proof.
Consider the algebraic set V given as top-level input to MainRoadmap, together with an
atlas ψ of (V, {•}, sing(V )). First, we show that the algorithm runs its course. To each
node τ of T , we associate the geometric objects Vτ , Qτ , Cτ that are given as input in the
corresponding recursive call, as well as all objects defined there, such as the curve Rτ (if
dim(Vτ ) = 1), and Wτ , Bτ , Q
′′
τ , C
′
τ , C
′′
τ , . . . otherwise, together with an atlas ψτ of Vτ .
This is done in a recursive manner. Assuming we have reached a node τ , we define the
Zariski open set G τ as the intersection of those sets obtained by applying Propositions 3.4, 3.5
and 3.7 to Vτ , Qτ , Sτ and the atlas ψτ . This allows us to ensure that the dimension claims
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on the right border of the description of the algorithm are valid (unless the corresponding
object is empty) and to define atlases for the children of τ , so that we can continue the
construction.
Correctness itself then follows from connectivity results proved in [51]. Propositions 3.4
and 3.5 imply that at each node τ , Vτ satisfies the assumptions of Theorem 14 in [51];
this result establishes that Wτ ∪ V ′′τ has a non-empty and connected intersection with all
connected components of Vτ ∩Rn. Knowing this, Proposition 2 in that same reference then
shows that given roadmaps R′τ and R
′′
τ for (Wτ , C
′
τ ) and (V
′′
τ , C
′′
τ ), for C
′
τ and C
′′
τ as defined
in Steps 8 and 9, Rτ
′ ∪ Rτ ′′ is a roadmap of (V Aττ , CAττ ). Restoring the initial coordinates
proves our claim.
4.3 Discussion
Let us now suggest what kind of complexity one should expect in an idealized model. As we
will see, the function Choose which selects the integer d˜ is the key factor to determine the
efficiency of the algorithm.
Assume that the input V is described by polynomials of degree D in n variables; the
Be´zout bound [34] implies that it has degree at most Dn; initially, the set Q is empty, and
we may assume for simplicity that the set C of control points has cardinality 2.
If we suppose that we enter RoadmapRec with V of degree at most δ and Q and C of
cardinality at most δ, a reasonable rule of thumb is that the polar variety W (used in one
recursive call) and the set V ′′ (used in the other recursive call) will have degree at most δDn,
and that the same would hold in terms of cardinality for the new points Q and C. Under
the further assumption that all computations at a given recursive call can be done in time
polynomial in δDn , we deduce that the overall running time is polynomial in δDnr, where
r is the depth of the recursion.
Canny’s algorithm corresponds to defining d˜ = Choose(d) = 2 at every step, so that r is at
most d = dim(V ) ≤ n−1. For this choice, one can implement all required operations within
the complexity estimates claimed above without much difficulty, since all polar varieties
we consider are curves (so there is no further recursion on their side); this leads to a cost
polynomial in Dnd.
Decreasing the depth r means increasing d˜, so that we have to deal with higher-dimensional
polar varieties; this in turn raises the question of how to efficiently represent them. In the
baby-steps / giant-steps algorithm of [51], we assume that V is defined by a single polyno-
mial, and we let d˜ = Choose(d) ' √n. In that case, the polar variety has dimension close to√
n, and we use Canny’s algorithm to process it, since polar varieties of hypersurfaces can
be described easily.
One expects to do better by choosing d˜ = Choose(d) = b(d+ 3)/2c ' dim(V )/2, yielding
a genuine divide-and-conquer algorithm, with a recursion depth of log2(d). We illustrate this
in the next subsection.
However, in the context of such divide-and-conquer algorithms, given algebraic sets V,Q
passed as input to RoadmapRec, it does not seem manageable from the complexity viewpoint
to use generators of the defining ideal of V to define W (e, d˜, V A): we already mentioned that
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polar varieties can be defined by the cancellation of minors of a Jacobian matrix, but that
there are too many of them for us to control the complexity in a reasonable manner. Our
solution will be to represent V in Cn as the Zariski closure of the projection of an open
subset of an algebraic set lying in a higher-dimensional space.
In Section 5, we introduce this main technical contribution, the use of a data structure
that we call generalized Lagrange systems, for which we can describe all objects arising
throughout the algorithm and perform all required operations in a cost matching the rough
description above.
4.4 Examples
For an algebraic set V of dimension d = 2 in 3-dimensional space, there is only one possible
behavior for the algorithm, which is to choose d˜ = 2; in this case, we recover Canny’s
algorithm. The polar variety W and the fiber V ′′ are then both curves, so there is no
need to work further in the recursive calls. Figure 2 illustrates this process on the familiar
example of a torus (see also [39, 12]). The main features of the algorithm appear on this
example: because they are critical loci, polar varieties intersect each connected component
of V ∩Rn, but the intersection may not be connected; taking fibers allows us to re-establish
connectivity.
As mentioned in the previous subsection, we will be interested in the divide-and-conquer
approach where one takes d˜ = bd+3
2
c at every step. In order to illustrate the difference
between this and Canny’s original design, we consider the algebraic set V ⊂ C6 defined by
the polynomials f = (f1, f2) introduced in Example 3.2. The algebraic set V is smooth,
equidimensional of dimension 4 and V ∩ R6 is compact. We take C0 = ∅; thus, on input
(V,C0), MainRoadmap simply performs a call to RoadmapRec with input V , Q = {•}, C = ∅,
d = 4 (we are in dimension 4) and e = 0 (we have fixed the value of no variable).
Below, we describe the behaviour of RoadmapRec with the function Choose(d) = bd+3
2
c,
assuming that all changes of variables satisfy the assumptions of Theorem 4.1.
Steps 1–4 We choose a matrix A ∈ GL(6, 0,Q) and we take d˜ = b(4 + 3)/2c = 3.
Step 5 We compute a representation of the polar variety W = W (0, 3, V A). By Proposi-
tion 3.4, if W is not empty, it is equidimensional of dimension 2.
Steps 6–9 Propositions 3.5 and 3.7 imply that the sets B,Q′′, C ′, C ′′ considered at these
steps are finite, with Q′′ ⊂ C2.
Step 11 We do a recursive call to RoadmapRec with input W , Q = {•} C ′, d = 2 (we are
in dimension 2) and e = 0 (we have not fixed the value of any coordinate).
A new matrix A′ ∈ GL(6, 0,Q) is chosen at Step 3, and we set d˜ = b(2+3)/2c = 2. The
finite sets computed at Steps 6–9 are denoted by B1, Q
′′
1, C
′
1, C
′′
1 and we have Q
′′
1 ⊂ C.
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Figure 2: The torus V with 2 control points (top), with its polar variety W (0, 2, V ) (middle)
and the whole roadmap (bottom)
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• Proposition 3.4 implies that the algebraic set R′1 = W (0, 2,WA′) considered at
Step 5 has dimension 1 or is empty; it is returned by the recursive call of Step 11.
• Proposition 3.7 implies that the algebraic set R′2 = fbr(WA′ , Q′′1) considered at
Step 10 has dimension 1 or is empty; it is returned by the recursive call of Step 12.
Step 10 We compute a representation of the fiber V ′′ = fbr(V A, Q′′). Proposition 3.7
implies that V ′′ is either empty or equidimensional of dimension 2.
Step 12 We do a recursive call to RoadmapRec with input V ′′, Q′′, C ′′, d = 2 (we are in
dimension 2) and e = 2 (since V ′′ lies over the finite set Q′′ ⊂ C2).
Since dim(V ′′) = 2, a new matrix A′′ ∈ GL(6, 2,Q) is chosen at Step 3, and we
set d˜ = b(2 + 3)/2c = 2. The finite sets computed at Steps 6–9 are denoted by
B2, Q
′′
2, C
′
2, C
′′
2 , and we have Q
′′
2 ⊂ C.
• Proposition 3.4 implies that the algebraic set R′′1 = W (2, 2, V ′′A
′′
) considered at
Step 5 has dimension 1 or is empty. It is returned by the recursive call of Step 11.
• Proposition 3.7 implies that the algebraic set R′′2 = fbr(V ′′A
′′
, Q′′2) considered at
Step 10 has dimension 1 or is empty. It is returned by the recursive call of Step 12.
Step 13 We take the union of the algebraic sets returned by the recursive calls of Steps 11
and 12 and undo the linear change of variables induced by A.
Hence, the binary tree T defined in Subsection 4.2 has the following structure.
V , Q = {•} ⊂ C0, C = ∅, d = 4, e = 0
W,Q = {•}, C ′, d = 2, e = 0
d = 1 d = 1
V ′′, Q′′ ⊂ C2, C ′′, d = 2, e = 2
d = 1 d = 1
The depth of the recursion is only 2, while it would be 3 using Canny’s algorithm.
5 Generalized Lagrange systems
5.1 Overview
The core of our construction is the following definition. When we use this definition, the
indeterminates will be X = X1, . . . , Xn together with some pre-existing blocks of Lagrange
multipliers. In the definition, we write these indeterminates as Y.
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Definition 5.1. Let h = (h1, . . . , hc) be polynomials in K[Y], where K is a field and Y a
sequence of N indeterminates, let (L1, . . . , Lc) be new indeterminates and let d˜ be an integer
in {1, . . . , N − c}. Then Lagrange(h, d˜, (L1, . . . , Lc)) denotes the entries of the vector[
L1 · · · Lc
] · jac(h, d˜).
Because our assumption on d˜ implies that c ≤ N − d˜, the existence of a non-zero vector
` = (`1, . . . , `c) that cancels the new equations Lagrange(h, d˜, (L1, . . . , Lc)) characterizes the
set where the c × (N − d˜) matrix jac(h, d˜) does not have full rank c; this will allow us
to describe polar varieties as projections of zeros of such systems. The following example
illustrates this idea.
Example 5.1. We continue with the polynomials f = (f1, f2) defined in Example 3.2. We
let [L1, L2] be a row vector of two new indeterminates, and we choose again d˜ = 3. Then,
Lagrange(f , 3, (L1, L2)) denotes the entries of the vector[
L1 L2
] · [2X4 2X5 0
0 X3 X1
]
=
[
2L1X4 2L1X5 + L2X3 L2X1
]
.
If we assume that X1 is non-zero, the last equation becomes L2 = 0, and the second and third
ones give L1X4 = L1X5 = 0. If we furthermore introduce a dehomogenization equation, such
as for instance 2L1 − L2 = 1, we obtain L1 = 1/2, L2 = 0, together with X4 = X5 = 0.
In this example, we can see the main feature of such Lagrange systems: locally, one can
solve for the unknowns L1, . . . , Lc. The projection of the solution set on the X-space gives
us equations X4 = X5 = 0; together with the original polynomials f1, f2, this yields the
equations that locally define the polar variety seen in Example 3.2. The following propo-
sition shows that this is the case in general (in this proposition, we do not discuss yet the
dehomogenization we applied above, so all equations remain homogeneous with respect to
the Lagrange multipliers).
In what follows, given a non-zero polynomial m in K[Y, L1, . . . , Lc], for some sequences
of indeterminates Y and (L1, . . . , Lc) and a field K, K[Y, L1, . . . , Lc]m denotes the ring of
rational functions of the form P/mr, for P in K[Y, L1, . . . , Lc] and r in N.
Proposition 5.2. Let all notation be as in Definition 5.1, let m′′ be a (c − 1)-minor of
jac(h, d˜) and let ι be the index of the row of jac(h, d˜) not in m′′. If m′′ 6= 0, there exist
(ρj)j=1,...,c,j 6=ι in K[Y]m′′ such that the ideal I generated in K[Y, L1, . . . , Lc]m′′ by h and
Lagrange(h, d˜, (L1, . . . , Lc)) is the ideal generated by
h, Lι H(h, d˜,m
′′), (Lj − ρjLι)j=1,...,c,j 6=ι,
with H as in Definition 3.1.
Proof. Without loss of generality, we write the proof in the case where m′′ is the upper-left
minor of jac(h, d˜). In particular, ι = c and the minors in H(h, d˜,m′′) are built by successively
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adding to m′′ the last row and columns c, . . . , n−d˜ of jac(h, d˜); below, we denote these minors
by M1, . . . ,Md−d˜+1. Write jac(h, d˜) as the matrix
jac(h, d˜) =
[
mc−1,c−1 vc−1,d−d˜+1
u1,c−1 w1,d−d˜+1
]
,
where subscripts denote dimensions. Since m′′ = det(m) is a unit in K[Y, L1, . . . , Lc]m′′ , the
ideal considered in the proposition is generated in K[Y, L1, . . . , Lc]m′′ by the entries of
[L1 · · · Lc] jac(h, d˜)
[
m−1 0
0 1
] [
1 −v
0 1
]
= [L1 · · · Lc]
[
1 0
um−1 w − um−1v
]
.
The first c − 1 entries are of the form Lj + [um−1]jLc, so they are as prescribed, and the
latter are checked to be M1Lc/m
′′, . . . ,Md−d˜+1Lc/m
′′, by computing minors of both sides
the equality.
The construction presented so far would be sufficient if only one polar variety was needed.
However, our abstract algorithm computes polar varieties of polar varieties . . . ; as a result, we
will have to introduce several blocks of Lagrange multipliers. Our starting point will be the
n-dimensional space, endowed with variables X = X1, . . . , Xn. To construct polar varieties
in an iterated manner, our blocks of Lagrange multipliers will be written L1, . . . ,Lk, where
each block Li has the form Li = Li,1, . . . , Li,ni , for some integers n1, . . . , nk. The systems
thus obtained will be called generalized Lagrange systems.
The purpose of this section is to give the precise definitions of these objects and describe
their main properties. Of particular importance will be the notion of normal form, which
expresses the fact that one can solve for the Lagrange multipliers, as we did above in the
case of a single block of multipliers.
5.2 Definition of generalized Lagrange systems
The definition of generalized Lagrange systems is simple: it involves straight-line programs
and zero-dimensional parametrizations as defined in Subsection 1.2.
Definition 5.3. A generalized Lagrange system is a triple L = (Γ,Q,S ), where
• Γ is a straight-line program evaluating a sequence F of polynomials in Q[X,L] of the
form F = (f , f1, . . . , fk), with L = (L1, . . . ,Lk) and where
– X = (X1, . . . , Xn)
– f = (f1, . . . , fp) is in Q[X] of cardinality p;
– for i = 1, . . . , k, Li = (Li,1, . . . , Li,ni) is a block of ni variables;
– for i = 1, . . . , k, fi = (fi,1, . . . , fi,pi) is in Q[X,L1, . . . ,Li] of cardinality pi and
fi,j has total degree at most 1 in Ls for 1 ≤ j ≤ pi and 1 ≤ s ≤ i;
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• Q is a zero-dimensional parametrization with coefficients in Q, defining a finite set
Q = Z(Q) ⊂ Ce;
• S is a zero-dimensional parametrization with coefficients in Q, defining a finite set
S = Z(S ) ⊂ Cn lying over Q;
• for i = 0, . . . , k, (n+ n1 + · · ·+ ni)− (p+ p1 + · · ·+ pi) ≥ e.
We will also write F = (F1, . . . , FP ) for the whole set of equations, and let N be the total
number of variables, so that
N = n+ n1 + · · ·+ nk and P = p+ p1 + · · ·+ pk.
Finally, we will write d = N − e− P , so that by the last item above we have d ≥ 0.
We also attach to a generalized Lagrange system a combinatorial information, its type,
which allows us to easily derive complexity estimates.
Definition 5.4. Let L = (Γ,Q,S ) be a generalized Lagrange system. Its type is the 4-
uple T = (k,n,p, e), where k, n = (n, n1, . . . , nk), p = (p, p1, . . . , pk) and e are as in
Definition 5.3.
In geometric terms, we will consider the set of zeros of F that lie over Q and avoid
S, and most importantly the projection of this set on the X-space. In all that follows,
this particular projection will be denoted by piX : C
N → Cn; the canonical projection
(x1, . . . , xn) 7→ (x1, . . . , xe) is still denoted by pie.
Definition 5.5. Let L = (Γ,Q,S ) be a generalized Lagrange system, let F in Q[X,L] be
the sequence evaluated by Γ, and let Q,S and N be as in Definition 5.3. We define the
following objects:
• D(L) = fbr(V (F), Q) − pi−1X (S); this is thus the set of all (x, `) in CN that cancel F,
such that pie(x) belongs to Q and x is not in S;
• U (L) = piX(D(L)) ⊂ Cn;
• U (L) ⊂ Cn is the Zariski closure of U (L).
Since U (L) is the object we will be most interested in, we will say that L defines U (L).
A few remarks are in order. First, note that the integer d in Definition 5.3 is the dimension
one would expect for D(L), if for instance the equations F define a reduced regular sequence.
Second, while we have U (L) ⊂ U (L) − S, the inclusion may be strict, as the following
example shows (with S = ∅).
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Example 5.2. We illustrate these notions with the polynomials f = (f1, f2) of Examples 3.2
and 5.1; the only mild difference with the previous example is that Lagrange multipliers will
now be denoted by L1 = [L1,1, L1,2] instead of [L1, L2]. In this example, and its extensions
below, we denote by Γ any given straight-line program that evaluates f .
Since V (f) is smooth, L = (Γ,Q,S ) is a generalized Lagrange system that defines V (f),
where the zero-dimensional parametrizations Q = ( ) and S = (1) respectively define {•} ⊂
C0 and the empty set. There is nothing else to say for L, since there are actually no Lagrange
multipliers in it.
We saw that Lagrange(f , 3,L1) is the sequence of polynomials
2L1,1X4, 2L1,1X5 + L1,2X3, L1,2X1.
Consider then the linear form ` = 2L1,1 − L1,2 − 1 already used in Example 5.1; from this,
we can derive a straight line program Γ′ that evaluates (f , Lagrange(f , 3,L1), `). The triple
L′ = (Γ′,Q,S ) is then a generalized Lagrange system of type T = (1, (6, 2), (2, 4), 0).
Example 5.1 implies that in the open set O(X1) defined by X1 6= 0, U (L′) is defined by
f1 = f2 = X4 = X5 = 0, so that U (L′) coincides locally with the polar variety W (0, 3, V ).
Globally, a calculation shows that the set U (L′) consists of the polar variety W (0, 3, V ),
minus the lines (0, 2, 1, 0,−1, u)u∈C and (0,−2,−1, 0, 1, u)u∈C. The Zariski closure of U (L′)
is exactly W (0, 3, V ).
5.3 Definition of local and global normal form properties
We now introduce some properties, called local and global normal forms, which will be
satisfied by the generalized Lagrange systems that we consider to compute roadmaps. Given
a generalized Lagrange system L = (Γ,Q,S ) that defines V = U (L), these properties will
in particular allow us to define charts and atlases related to V , establish dimension and
smoothness properties, and assert correctness of our algorithms.
We start with a definition of systems where the variables L are “solved” in terms of the
variables X. In all that follows, we still write L = (L1, . . . ,Lk), with Li = (Li,1, . . . , Li,ni)
and N = n+ n1 + · · ·+ nk.
Definition 5.6. Let M be non-zero in Q[X] and consider polynomials H in Q[X,L]M , with
X and L = (L1, . . . ,Lk) as above. We say that H is in normal form in Q[X,L]M if these
polynomials have the form
H = (h1, . . . , hc, (L1,j − ρ1,j)j=1,...,n1 , . . . , (Lk,j − ρk,j)j=1,...,nk) ,
where all hi are in Q[X] and all ρ`,j are in Q[X]M . We call h = (h1, . . . , hc) and ρ =
(Li,j − ρi,j)1≤i≤k,1≤j≤ni respectively the X-component and the L-component of H.
Remark that in this case, the total number of polynomials in H is c+N − n.
We can now define local normal forms for generalized Lagrange systems; the existence of
such local normal forms expresses the fact that we can locally solve for the variables L over
V = U (L), while having a convenient local description of V .
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Definition 5.7. Let L = (Γ,Q,S ) be a generalized Lagrange system that defines a set V ,
and let all notation Q,S, . . . be as in Definition 5.3. A local normal form for L is the data
of φ = (m, d,h,H) that satisfies the following conditions:
L1. m and d are in Q[X]−{0} and H is in normal form in Q[X,L]md, with X-component
h = (h1, . . . , hc);
L2. |H| = |F|, or equivalently n− c = N − P ;
L3. 〈F, I〉 = 〈H, I〉 in Q[X,L]md, where I ⊂ Q[X] is the defining ideal of Q;
L4. (m,h) is a chart of (V,Q, S);
L5. d does not vanish on O(m) ∩U (L).
The idea behind this definition is that the systems F and H define the same solutions
(x, `), at least for those x that lie above Q and do not cancel md (this is L3). We ask that m
defines the open set corresponding to a chart of V (this is L4), but we need more: expressing
the variables L in terms of X necessarily introduces a denominator, which is the polynomial
d; we authorize that it may vanish somewhere on V , but not on O(m) ∩ U (L); this is L5.
Given a local normal form φ as above, we will call ψ the chart associated with φ.
Example 5.3. Continuing with the same example as above,
φ1 =
(
X1, 1, (f1, f2, X4, X5), (f1, f2, X4, X5, L1,1 − 1
2
, L1,2)
)
is a local normal form for L′, corresponding to the open set O(X1), giving us the chart
(X1, (f1, f2, X4, X5)) of (W (0, 3, V ), {•}, ∅); here, we have d = 1 since solving for L1,1 and
L1,2 introduces no further denominator. Corresponding to the open set O(X3), a calculation
gives the local normal form
φ2 = (X3, X3+X5, (f1, f2, X4, X1X5), (f1, f2, X4, X1X5, L1,1− 1
2
X3
X3 +X5
, L1,2+
X5
X3 +X5
),
with in particular the chart (X3, (f1, f2, X4, X1X5)) of (W (0, 3, V ), {•}, ∅). Here, we have
d = X3+X5, which is the denominator we introduce in order to solve the linear equations for
L1,1 and L1,2 over O(X3). The locus where this denominator vanishes on O(X3)∩W (0, 3, V )
is precisely the two lines mentioned in Example 5.2.
We can finally introduce the global version of the previous property. Starting from a
family of local normal forms φi = (mi, di,hi,Hi), we will cover V − S using the open sets
O(mi), in effect obtaining an atlas of (V,Q, S). However, we may not be able to ensure that
the smaller open sets O(midi) cover V − S as well (since U (L) may be smaller than V − S,
as in the previous example). Instead, given an “interesting” irreducible set Y contained in
V , but not in S, we add the condition that as soon as some mi does not vanish identically on
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Y , midi itself does not vanish identically on Y , so we can make sense of the corresponding
description by the polynomials Hi almost everywhere on Y . For instance, if Y = {y} is a
single point, and mi does not vanish at y, dimi does not vanish there either.
Taking into account several such Y ’s, not necessarily irreducible, we are led to the fol-
lowing definition.
Definition 5.8. Let L = (Γ,Q,S ) be a generalized Lagrange system that defines a set V ,
and let all notation Q,S, . . . be as in Definition 5.3. A global normal form of L is the data
of φ = (φi)1≤i≤s such that:
G1, each φi has the form φi = (mi, di,hi,Hi) and is a local normal form of L;
G2. ψ = (mi,hi)1≤i≤s is an atlas of (V,Q, S).
Let further Y = (Y1, . . . , Yr) be algebraic sets in Cn. A global normal form of (L;Y ) is
the data of φ = (φi)1≤i≤s such that G1 and G2 hold, and such that we also have, for i in
{1, . . . , s} and j in {1, . . . , r}:
G3. for any irreducible component Y of Yj contained in V and such that O(mi)∩ Y − S is
not empty, O(midi) ∩ Y − S is not empty.
We say that L, resp. (L,Y ), has the global normal form property when there exists φ as
above satisfying (G1,G2), resp. (G1,G2,G3). Given a global normal form φ as above, we will
call ψ the atlas associated with φ.
Example 5.4. We already saw two charts for L′ above, built in the open sets O(X1) and
O(X3), where X1 and X3 are two non-zero 1-minors of the truncated Jacobian of the original
system f . Two more minors can be considered, namely X4 and X5. The Lagrange system we
consider has no solution over O(X4) ∩ V , so we need not consider X4. For X5, we obtain
the local normal form
φ3 = (X5, X3+X5, (f1, f2, X1, X3X4), (f1, f2, X1, X3X4, L1,1− 1
2
X3
X3 +X5
, L1,2+
X5
X3 +X5
).
One then checks that φ = (φ1, φ2, φ3) is a global normal form for L
′.
When L possesses the global normal form property, one can deduce several useful pro-
perties on the sets D(L) and U (L). For instance, the following proposition is proved in
Section F of the electronic appendix.
Proposition 5.9. Let L = (Γ,Q,S ) be a generalized Lagrange system and let F = (F1, . . . , FP )
in Q[X,L] and e ≥ 0 be as in Definition 5.3. If L has the global normal form property, the
following holds:
• the Jacobian matrix jac(F, e) has full rank P at every point (x, `) in D(L);
• the restriction piX : D(L)→ U (L) is a bijection.
It is important to note that just as for charts and atlases, while local and global normal
forms are a useful tool to establish properties such as the ones above, the algorithms will
not explicitly compute any global normal form.
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5.4 Initialization and changes of variables
The simplest generalized Lagrange systems involve no Lagrange multipliers at all: they
essentially consist in a straight-line program Γ that computes a reduced regular sequence
f = (f1, . . . , fp) in Q[X1, . . . , Xn], together with a zero-dimensional parametrization of the
singular locus of V (f). Here, we take e = 0 and thusQ = {•}; in this case, recall that we make
the convention that the empty sequence ( ) is seen as a zero-dimensional parametrization of
such a Q.
Because there is no canonical choice for a zero-dimensional parametrization of the singular
locus, we will take it as input. When V (f) is smooth, so that sing(V (f)) is empty, we represent
it using the sequence (1).
Proposition 5.10. Let Γ be a straight-line program that evaluates polynomials f = (f1, . . . , fp)
in Q[X] that define a reduced regular sequence and such that sing(V (f)) is finite, and let S
be a zero-dimensional parametrization of sing(V (f)).
If p < n, then L = (Γ, ( ),S ) is a generalized Lagrange system of type (0, (n), (p), 0) such
that U (L) = V (f). If Y = (Y1, . . . , Yr) are algebraic sets contained in Cn, then (L;Y ) has
the global normal form property, with φ = ((1, 1, f , f)) as a global normal form.
The proof is an immediate consequence of the definitions.
Our abstract algorithm in Section 4 uses several changes of variables. In all cases, they
are chosen in GL(n, e,Q), for some integers e ≤ n. Suppose then that L = (Γ,Q,S ) is a
generalized Lagrange system of type (k,n,p, e), and recall that Γ is a straight-line program
which evaluates a sequence of polynomials F in Q[X,L] as in Definition 5.3. For A in
GL(n, e), we define LA as LA = (ΓA,Q,S A), where ΓA is obtained from Γ by applying the
change of variable Γ to the X-variables X1, . . . , Xn only; it computes polynomials F
A. It is
immediate that LA is a generalized Lagrange system, of the same type as L. Note also the
following straightforward equalities:
U (LA) = U (L)A and U (LA) = U (L)
A
.
We can apply the same construction to systems in normal form. Given a local normal form
φ = (m, d,h,H) of L, we define φA in the natural manner, as the 4-uple (mA, dA,hA,HA).
Here as well, for the last entry, we let A act on the X variables of the polynomials H; thus,
if H has the form
H = (h1, . . . , hc, (L1,j − ρ1,j)j=1,...,n1 , . . . , (Lk,j − ρk,j)j=1,...,nk) ,
then HA is
H =
(
hA1 , . . . , h
A
c , (L1,j − ρA1,j)j=1,...,n1 , . . . , (Lk,j − ρAk,j)j=1,...,nk
)
.
Naturally, φA is a local normal form of LA.
Finally, if φ = (φi)1≤i≤s is a global normal form of L, resp. of (L, (Y1, . . . , Yr)), then
φA = (φAi )1≤i≤s is a global normal form of L
A, resp. of (LA, (Y A1 , . . . , Y
A
r )).
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5.5 Generalized Lagrange systems and polar varieties
Starting from a generalized Lagrange system L that defines an algebraic set V = U (L),
we are now interested in constructing generalized Lagrange systems for polar varieties of V .
The following definition associates to L a new generalized Lagrange system WLagrange(L,u, d˜),
where d˜ will denote the index of the polar variety we consider, and u is a vector of constants.
This definition generalizes the process described in Example 5.1.
Definition 5.11. Let L = (Γ,Q,S ) be a generalized Lagrange system of type (k,n,p, e),
with n = (n, n1, . . . , nk), p = (p, p1, . . . , pk) and L = L1, . . . ,Lk, and let F ⊂ Q[X,L] be the
polynomials computed by Γ. Let N = n+ n1 + · · ·+ nk, P = p+ p1 + · · ·+ pk, and let d˜ be
an integer in {1, . . . , N − e− P}.
Let Lk+1 = Lk+1,1, . . . , Lk+1,P be new indeterminates. For u = (u1, . . . , uP ) in Q
P , define
F′u =
(
F, Lagrange(F, e+ d˜,Lk+1), u1Lk+1,1 + · · ·+ uPLk+1,P − 1
)
,
where Lagrange(F, e+ d˜,Lk+1) denotes the entries of the vector[
Lk+1,1 · · · Lk+1,P
] · jac(F, e+ d˜).
We define WLagrange(L,u, d˜) as the triple (Γ
′
u,Q,S ), where Γ
′
u is a straight-line program
that evaluates F′u.
In other words, we take our input equations and we add the linear equations involving
Lagrange multipliers that describe that jac(F, e+ d˜) is rank-deficient. The affine form involv-
ing the coefficients u allows us to dehomogenize the equations involving the new Lagrange
multipliers.
In order to make this definition unambiguous, let us explain how to construct Γ′u: take
the straight-line program Γ, together with the straight-line program obtained by applying
Baur-Strassen’s differentiation algorithm [15] (to compute the Jacobian of F′u), and do the
matrix-product vector and the dot product in the direct manner.
Lemma 5.12. With notation as above, WLagrange(L,u, d˜) is a generalized Lagrange system
of type (k+ 1,n′,p′, e), with n′ = (n, n1, . . . , nk, P ) and p′ = (p, p1, . . . , pk, N − e− d˜+ 1). In
particular, the total numbers of indeterminates and equations involved in WLagrange(L,u, d˜)
are respectively
N ′ = N + P and P ′ = N + P − e− (d˜− 1),
so that N ′ − e− P ′ = d˜− 1.
Proof. The only point that deserves mention is that N ′ − P ′ ≥ e, which is true because
N ′ − P ′ = e+ (d˜− 1) and d˜ ≥ 1.
In the following proposition, we state how normal form properties are transferred from
L to WLagrange(L,u, d˜). The statement of the proposition is technical; here is what it says
in essence. If L defines V ⊂ Cn and has the global normal form property, we expect
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WLagrange(L,u, d˜) to possess it as well, and we expect this generalized Lagrange system to
define the polar variety W (e, d˜, V ), at least in generic coordinates. However, this may not
be the case: the global normal form of L involves denominators, and if these denominators
vanish identically on some irreducible component of W (e, d˜, V ), we are not able to derive a
meaningful description at these points.
This proposition shows why we introduced the notion of global normal form attached to
(L;Y1, . . . , Yr), for some algebraic sets Y1, . . . , Yr. Indeed, we will prove that for a generic
choice of u and of a change of coordinates A, if we assume that (LA,W (e, d˜, V A)), or equiv-
alently (L,W (e, d˜, V A)A
−1
), have the global normal form property, then our claim indeed
holds. Since we may have to prove the same property for further constructions of polar vari-
eties (or fibers, where the same issue will arise), we are led to the general kind of statement
made here, involving some extra algebraic sets Yi. The proof of the following proposition is
in Section G of the electronic appendix.
Proposition 5.13. Let Q ⊂ Ce be a finite set and let V ⊂ Cn and S ⊂ Cn be algebraic sets
lying over Q, with S finite. Suppose that V is equidimensional of dimension d, with finitely
many singular points.
Let ψ be an atlas of (V,Q, S), let d˜ be an integer in {2, . . . , d} such that d˜ ≤ (d + 3)/2,
and let A ∈ GL(n, e) be in the open set G1(ψ, V,Q, S, d˜) defined in Proposition 3.4; write
W = W (e, d˜, V A).
Let L = (Γ,Q,S ) be a generalized Lagrange system such that V = U (L), Q = Z(Q)
and S = Z(S ). Let Y = (Y1, . . . , Yr) be algebraic sets in Cn and let finally φ be a global
normal form for (L; (WA
−1
,Y )) such that ψ is the associated atlas of (V,Q, S).
There exists a non-empty Zariski open set I (L,φ,A,Y ) ⊂ CP such that for all u in
I (L,φ,A,Y ) ∩QP , the following holds:
• WLagrange(LA,u, d˜) is a generalized Lagrange system that defines W ;
• If W is not empty, then (WLagrange(LA,u, d˜);Y A) admits a global normal form whose
atlas is Watlas(ψ
A, V A, Q, SA, d˜) (Definition 3.3).
Example 5.5. We illustrate Definition 5.11 starting from the polynomials f = (f1, f2) we
have been using since Example 3.2, namely{
f1 = X
2
1 +X
2
4 +X
2
5 − 1
f2 = X2X3 +X1X6 +X3X5 − 1.
Recall that Γ denotes a straight-line program that evaluates f . Since V (f) is smooth, we saw
that L = (Γ, ( ), (1)) is a generalized Lagrange system that defines V (f).
Next, take the generalized Lagrange system L′ = (Γ′, ( ), (1)) of Example 5.2, where Γ′ is
a straight-line program that evaluates F = (f , Lagrange(f , 3,L1), `) and ` is the linear form
` = 2L1,1−L1,2−1. This generalized Lagrange system was built according to Definition 5.11,
starting from polynomials f = (f1, f2); we saw in Example 5.2 that U (L′) is none other than
W (0, 3, V (f)), which has dimension 2 (in this case, no change of variables was necessary).
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To do one more step, we now consider a (6 × 6) invertible matrix A with entries in
Q. Taking L2 = [L2,1, . . . , L2,6] and a random vector u = (u1, u2, u3, u4, u5, u6) ∈ Q6, we
build now a new generalized Lagrange system WLagrange(L
′A, 2,u) = (Γ′′,Q,S ) as in Defi-
nition 5.11, where Γ′′ is a straight-line program that evaluates FA, Lagrange(FA, 2) and the
linear form
`′ = u1L2,1 + u2L2,2 + u3L2,3 + u4L2,4 + u5L2,5 + u6L2,6 − 1.
Proposition 5.13 shows that for a generic choice of A and u, U (WLagrange(L′A, 2,u)) coin-
cides with W (0, 2,W (0, 3, V (f))A).
Since the type of L′ was (1, (6, 2), (2, 4), 0), and since we add 7 equations and 6 variables,
the type of the new generalized Lagrange system is (2, (6, 2, 6), (2, 4, 7), 0).
5.6 Generalized Lagrange systems and fibers
Suppose that L = (Γ,Q,S ) is a generalized Lagrange system which defines an algebraic set
V = U (L) ⊂ Cn; let Q = Z(Q). We now build a generalized Lagrange system that defines a
fiber of the form fbr(V,Q′′), for some Q′′ ⊂ Ce+d˜−1 lying over Q, and we study its properties
(remark that the notation Q′′ or d˜ are those that were used in our abstract algorithm).
Definition 5.14. Let L = (Γ,Q,S ) be a generalized Lagrange system of type (k,n,p, e).
Let N = n+n1+· · ·+nk and P = p+p1+· · ·+pk and let d˜ be an integer in {1, . . . , N−e−P}.
Let Q′′ be a zero-dimensional parametrization that encodes a finite set Q′′ ⊂ Ce+d˜−1 and
let finally S ′′ be a zero-dimensional parametrization that encodes a finite set S ′′ ⊂ Cn lying
over Q′′. We define FLagrange(L,Q′′,S ′′) as the triple (Γ,Q′′,S ′′).
In all cases where we use this construction, L will have the global normal form property;
then, the quantity N − e − P that appears above is none other than the dimension d of
U (L).
Lemma 5.15. With notation as above, FLagrange(L,Q′′,S ′′) is a generalized Lagrange system
of type (k,n,p, e+ d˜− 1). In particular, the total numbers of indeterminates and equations
involved in FLagrange(L,Q′′,S ′′) are respectively N ′ = N and P ′ = P, so that N ′ − (e+ d˜−
1)− P ′ = d− (d˜− 1).
Proof. The only point that deserves a verification is that (n+n1+· · ·+nk)−(p+p1+· · ·+pk) ≥
e+ d˜− 1, or equivalently that N − e−P ≥ d˜− 1; this inequality actually holds by definition
of d˜.
We can finally show how global normal form properties are inherited through this con-
struction. The following statement is a close analogue for fibers of the one we obtained
previously for polar varieties; its proof is in Section H.
Proposition 5.16. Let Q ⊂ Ce be a finite set and let V ⊂ Cn and S ⊂ Cn be algebraic sets
lying over Q, with S finite. Suppose that V is equidimensional of dimension d, with finitely
many singular points.
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Let ψ be an atlas of (V,Q, S), let d˜ be an integer in {2, . . . , d} such that d˜ ≤ (d + 3)/2,
and let A ∈ GL(n, e) be in the open set G3(ψ, V,Q, S, d˜) defined in Proposition 3.7; write
W = W (e, d˜, V A).
Let Q′′ and S ′′ be zero-dimensional parametrizations with coefficients in Q that respec-
tively define a finite set Q′′ ⊂ Ce+d˜−1 lying over Q and the set S ′′ = fbr(SA ∪W,Q′′), and
let V ′′ = fbr(V A, Q′′).
Let L = (Γ,Q,S ) be a generalized Lagrange system such that V = U (L), Q = Z(Q)
and S = Z(S ). Let Y = (Y1, . . . , Yr) be algebraic sets in Cn and let finally φ be a global
normal form for (L; (V ′′A
−1
,Y )) such that ψ is the associated atlas of (V,Q, S). Then the
following holds:
• FLagrange(LA,Q′′,S ′′) is a generalized Lagrange system which defines V ′′;
• if V ′′ is not empty, (FLagrange(LA,Q′′,S ′′);Y A) admits a global normal form whose
atlas is Fatlas(ψ
A, V A, Q, SA, Q′′) (Definition 3.6).
6 Solving generalized Lagrange systems
We now describe the routines used in our main algorithm for “solving” generalized Lagrange
systems — for instance, to compute a one-dimensional parametrization of a set of the form
U (L), when it is known to have dimension one, or compute critical points on this set.
These routines rely on variants of algorithms in [31], and as such, their running time
depends on degree bounds for the varieties defined by the systems we have to solve (see
Section 2 for preliminaries on degrees of algebraic sets). Generalized Lagrange systems
possess a multi-homogeneous structure which will allow us to give strong degree bounds
for these varieties. We start by stating these bounds; they are variants of the classical one
(see e.g. [56, 57]) adapted to our setting. Next we state our complexity results for various
computational problems as mentioned above.
6.1 Degree bounds
Let e be a non-negative integer. In this section, we consider polynomials F = (F1, . . . , FP )
in C[X,L1, . . . ,Lk], with n − e, n1, . . . , nk variables in the respective blocks X,L1, . . . ,Lk,
and having degrees in X,L1, . . . ,Lk respectively bounded by
(D1, 0, 0, . . . , 0) for F1, . . . , Fp
(D2, 1, 0, . . . , 0) for Fp+1, . . . , Fp+p1
...
...
(D2, 1, 1, . . . , 1) for Fp+···+pk−1+1, . . . , Fp+···+pk ,
so that P = p+p1+· · ·+pk; the total number of variables is N−e, with N = n+n1+· · ·+nk.
We assume that all pi’s and ni’s are positive (including n and p).
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The structure of these systems is essentially that of the generalized Lagrange systems
our algorithm will construct by repeating the constructions defined in Section 5, except
that we only have n − e variables in the first block: this accounts for the fact that in
generalized Lagrange systems, we will ensure that the first e variables can assume finitely
many values (so we may essentially see them as being constant for such degree calculations).
As for generalized Lagrange systems, we assume that the following properties are satisfied
for 0 ≤ i ≤ k:
Ni − e ≥ Pi, with Ni = n+ · · ·+ ni and Pi = p+ · · ·+ pi. (2)
Remark in particular that N = Nk and P = Pk.
Definition 6.1. Given integers k, e,D1, D2 and sequences of integers n = (n, n1, . . . , nk)
and p = (p, p1, . . . , pk) as above, we define Dg(k, e,n,p, D1, D2), as
Dg(k, e,n,p, D1, D2) = (Pk + 1)
kDp1D
n−e−p
2
k−1∏
i=0
NNi−e−Pii+1 .
The quantity Dg(k, e,n,p, D1, D2) is derived from calculations that are in essence in-
tersection products in the Chow ring of the multi-projective space Pn−e × Pn1 × · · · × Pnk .
Concretely, this means that it is an upper bound on the sum of coefficients of a truncated
product of the form
(D1ζ0)
p(D2ζ0 + ζ1)
p1 · · · (D2ζ0 + ζ1 + · · ·+ ζk)pk mod 〈ζn−e+10 , ζn1+11 . . . , ζnk+1k 〉
in Z[ζ0, ζ1, . . . , ζk].
Let ∆ be the ideal generated by all P -minors of jac(F). We consider the Zariski closure
V of V (F)− V (∆): the irreducible components of V are thus those irreducible components
of V (F) where jac(F) has generically full rank P . For i ≤ P , let Vi be the Zariski closure
of V (F1, . . . , Fi)− V (∆); thus, VP = V . Our main result in this subsection is the following
degree bound.
Proposition 6.2. Suppose that all inequalities in (2) hold. Then, for i in {1, . . . , P}, Vi
has degree at most Dg(k, e,n,p, D1, D2).
This proposition is proved in Section I of the electronic appendix of this paper. The key
feature in this bound is that even though we have many equations of degree D1 or D2 (later
on, we will have P ' n2 such equations), these degrees only appear with exponent O(n);
the other terms in the product are of a combinatorial nature. This is to be compared with
a direct application of Be´zout’s theorem, which would lead to bounds of the form Dp1D
P−p
2
and would be unsuitable for our purposes.
We will use this result in the following context. If L = (Γ,Q,S ) is a generalized
Lagrange system with the global normal form property, Proposition 5.9 will allow us to
apply the previous proposition; it will imply that the algebraic set U (L) has degree at most
κδ, with κ = deg(Q) and δ = Dg(k, e,n,p, D,D − 1): indeed, there are κ points in Z(Q),
and we apply the proposition above each of these points.
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6.2 Algorithms for generalized Lagrange systems
Let L = (Γ,Q,S ) be a generalized Lagrange system of type (k,n,p, e), where Γ is a straight-
line program of length E that computes polynomials F = (f , f1, . . . , fk), with f ⊂ Q[X] and
fi ⊂ Q[X,L1, . . . ,Li] for 1 ≤ i ≤ k. Below, the integer D denotes the maximum degree of
the polynomials in f ; then, by Definition 5.3, for 1 ≤ i ≤ k, the maximum of the degrees in X
(resp. L1, . . . ,Li) of the polynomials in fi is at most D−1 (resp. 1). We write d = N−e−P ,
still using the notation of Definition 5.3.
The goal of this paragraph is to state complexity estimates for routines which take as
input L, assuming that L has the global normal form property, and do the following:
• return a one-dimensional parametrization of U (L), when this set has dimension d = 1;
• return a zero-dimensional parametrization of W (e, 1,U (L)) − S, with S = Z(S ),
assuming that this set is well-defined and finite;
• take a zero-dimensional parametrization Q′′ as an additional input and return a zero-
dimensional parametrization of the fiber fbr(U (L),Z(Q′′)), assuming that this set is
finite.
Whenever the algorithms below return parametrizations, these parametrizations will have
coefficients in Q.
These algorithms are based on the geometric resolution algorithm of [31, 40] (that itself
follows previous work of [29, 30, 28]), with a slight modification. Indeed, since the generalized
Lagrange system L = (Γ,Q,S ) defines an algebraic set V = U (L) lying over Q = Z(Q), our
algorithms need to “solve” equations with coefficients in Q[T ]/〈q〉, where q is the squarefree
polynomial appearing in Q. If q was irreducible, we could directly apply the techniques
in [31, 40], but in general, we have to rely on dynamic evaluation techniques [22]. Details
are given in Section J.
The quantity δ = Dg(k, e,n,p, D,D − 1) introduced in Definition 6.1 will play a crucial
role in the cost analysis of our algorithms, as will the degrees κ = deg(Q) and σ = deg(S ).
The main feature of the geometric resolution algorithm of [31, 40], which will be crucial for
our main result, is that its running time is polynomial in these quantities.
We recall that our algorithms are randomized, in a sense that was described in the
introduction: failure can occur only if one of our randomly chosen values happens to belong
to some hypersurface of the corresponding parameter space.
We start with the routine SolveLagrange that computes a one-dimensional parametri-
zation of U (L) when it has dimension d = 1; the proof is in Section K of the electronic
appendix.
Proposition 6.3. There exists a probabilistic algorithm SolveLagrange which takes as input
a generalized Lagrange system L of type (k,n,p, e) such that N − e − P = 1, and returns
either a one-dimensional parametrization with coefficients in Q or fail using
O (˜N3(E +N3)(D + k)κ3δ3 +Nκδσ2)
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operations in Q, using the notation introduced above. If either
• U (L) is empty,
• or L has a global normal form,
then in case of success, the output of SolveLagrange describes U (L). In addition, U (L) has
degree at most κδ.
Next, we state complexity estimates for computing W (e, 1,U (L))− S, with S = Z(S ),
whenever this set is well-defined and zero-dimensional. For a proof of the following proposi-
tion, see Section L of the electronic appendix.
Proposition 6.4. There exists a probabilistic algorithm W1 which takes as input a general-
ized Lagrange system L of type (k,n,p, e) and returns either a zero-dimensional parametri-
zation with coefficients in Q or fail using
O (˜(k + 1)2d+1N4d+8ED2d+1κ2δ2 +Nσ2)
operations in Q, using the notation introduced above. If either U (L) is empty, or
• U (L) is d-equidimensional (so that W (e, 1,U (L)) is well-defined),
• W (e, 1,U (L)) is finite,
• and (L;W (e, 1,U (L))) has a global normal form,
then in case of success, the output of W1 describes W (e, 1,U (L)) − S, with S = Z(S ). In
addition, the finite set W (e, 1,U (L))− S has degree at most κδNd(D − 1 + k)d.
Finally, we give complexity estimates for the computation of fibers. The following pro-
position is proved in Section M of the electronic appendix.
Proposition 6.5. There exists a probabilistic algorithm Fiber which takes as input a gener-
alized Lagrange system L = (Γ,Q,S ) of type (k,n,p, e) and a zero-dimensional parametri-
zation Q′′ of degree κ′′, defining a finite set of points Q′′ ⊂ Ce+d lying over Q = Z(Q), and
which returns either a zero-dimensional parametrization with coefficients in Q or fail using
O (˜N3(NE +N3)Dκ′′2δ2 +Nσ2)
operations in Q, using the notation introduced above. If either
• U (L) is empty,
• or fbr(U (L), Q′′) is finite and (L; fbr(U (L), Q′′)) has a global normal form,
then in case of success, the output of Fiber describes fbr(U (L), Q′′)−S, with S = Z(S ). In
addition, fbr(U (L), Q′′)− S has degree at most κ′′δ.
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7 Main algorithms
We finally describe and prove the correctness of our main algorithms; they are the con-
crete version of the abstract algorithms RoadmapRec and MainRoadmap given in Section 4.
Whereas we had maintained some flexibility in the choice of the parameter d˜ in these ab-
stract algorithms, we now choose the value d˜ = b(d + 3)/2c, as we saw that it leads to a
recursion tree of logarithmic depth.
The geometric objects taken as input or constructed in the algorithms of Section 4 will
be encoded by the generalized Lagrange systems introduced in Section 5 and (for finite
sets) by zero-dimensional parametrizations; the output is encoded by a one-dimensional
parametrization.
7.1 Description
We start with the description of our recursive algorithm RoadmapRecLagrange, which is the
concrete counterpart of algorithm RoadmapRec of Section 4. It takes as input
• a generalized Lagrange system L = (Γ,Q,S ) which has the global normal form prop-
erty;
• a zero-dimensional parametrization C that describes control points.
In order to implement all operations, we use basic subroutines manipulating zero-dimensional
or one-dimensional parametrizations such as Union (of zero-dimensional or one-dimensional
parametrizations), Projection (of zero-dimensional parametrizations) and Lift (that computes
fbr(Z(C ),Z(Q)) where C and Q are zero-dimensional parametrizations). These routines are
described in Section J of the electronic appendix; here, we will simply mention that they run
in time polynomial in N and all involved degrees. We also use the routines SolveLagrange,
W1 and Fiber which were described in the previous section.
Some of these routines may return fail; in that case, by convention, the algorithm
RoadmapRecLagrange and the upcoming top-level algorithm MainRoadmapLagrange return
fail as well. Finally, in the algorithm, for A ∈ GL(n, e,Q), we use notation such as
CA for readability; more precisely, this should be read as ChangeVariables(C ,A) where
ChangeVariables is a routine that takes as input C and A and returns a zero-dimensional
parametrization that encodes Z(C )A.
RoadmapRecLagrange(L, C ) L = (Γ,Q,S )
1. if d = N − e− P ≤ 1, return SolveLagrange(L)
2. let A be a random change of variables in GL(n, e,Q) and u be a random vector in QP
3. let d˜ = b(d+ 3)/2c d˜ ≥ 2; d˜ ' d/2
4. let L′ = WLagrange(LA,u, d˜) dL′ = d˜− 1 ' d/2
5. let B = Union(W1(L′),CA) dim(Z(B)) = 0
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6. let Q′′ = Projection(B, e+ d˜− 1) dim(Z(Q′′)) = 0
7. let C ′ = Union(CA,Fiber(L′,Q′′)) new control points; dim(Z(C ′)) = 0
8. let C ′′ = Lift(C ′,Q′′) new control points; dim(Z(C ′′)) = 0
9. let S ′ = Union(S A,Fiber(L′,Q′′)) dim(Z(S ′)) = 0
10. let S ′′ = Lift(S ′,Q′′) dim(Z(S ′′)) = 0
11. let R ′ = RoadmapRecLagrange(L′, C ′)
12. let L′′ = FLagrange(LA,Q′′,S ′′) dL′′ = d− (d˜− 1) ' d/2
13. let R ′′ = RoadmapRecLagrange(L′′, C ′′)
14. return Union(R ′A
−1
,R ′′A
−1
)
Our main algorithm takes the following input:
• a straight-line program Γ that computes a reduced regular sequence f = (f1, . . . , fp) in
Q[X] = Q[X1, . . . , Xn], such that V (f) satisfies the assumptions of our main theorem,
• a zero-dimensional parametrization C encoding a finite set of points in V .
It starts by constructing a zero-dimensional parametrization S which encodes sing(V (f))
using a routine SingularPoints, then calls RoadmapRecLagrange, taking as input the general-
ized Lagrange system (Γ, ( ),S ). The routine SingularPoints is described in Section J.5.4 of
the electronic appendix.
MainRoadmapLagrange(Γ,C0)
1. S = SingularPoints(Γ)
2. return RoadmapRecLagrange((Γ, ( ),S ),Union(C0,S ))
7.2 Correctness
To prove the correctness of MainRoadmapLagrange on input (Γ,C0), it is sufficient to prove
the correctness of RoadmapRecLagrange with input (Γ, ( ),S ) and Union(C0,S ).
The strategy of our proof is to establish that this algorithm computes the same objects
as RoadmapRec when taking d˜ = b(d + 3)/2c. As in Subsection 4.2, we consider the binary
tree T recording the recursive calls to RoadmapRec.
To each node of the tree T , one can now associate integers (kτ ,nτ ,pτ , eτ ), that will be
the type of the generalized Lagrange system Lτ given as input to RoadmapRecLagrange in
the corresponding recursive call. We can then denote by Pτ the sum of the entries of pτ
(that is, the total number of equations in Lτ ). With this notation, our correctness statement
can be formulated as follows.
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Proposition 7.1. Consider polynomials f = f1, . . . , fp in Q[X1, . . . , Xn], given by a straight-
line program Γ, that define a reduced regular sequence.
Suppose that V = V (f) ⊂ Cn has finitely many singular points and that V (f) ∩ Rn is
bounded. Consider also a zero-dimensional parametrization C0 that describes a finite set
C0 ⊂ Cn.
Suppose that the matrices (Aτ )τ internal node of T satisfy the assumptions of Theorem 4.1.
Then, there exists a family of non-empty Zariski open sets I τ ⊂ CPτ , for τ an internal node
of T , such that the following holds.
Consider vectors (uτ )τ internal node of T , with uτ in Q
Pτ for all τ . If, for all internal
nodes τ of T , uτ is in I τ , Aτ and uτ are used in the corresponding recursive call of
RoadmapRecLagrange, and if all calls to subroutines such as Union, Projection, W1, Lift are
successful, then MainRoadmapLagrange(Γ,C0) returns a roadmap of (V,C0).
The proof is given in Section N of the electronic appendix; we briefly discuss its main
points here.
As in Subsection 4.2, to each node τ of T are associated the algebraic sets Vτ , Bτ , . . . that
are used by our abstract algorithm at the corresponding recursive call. In addition, we now
also have a generalized Lagrange system Lτ , together with zero-dimensional parametrizations
Bτ ,Q′′τ , etc. The gist of the proof is to establish that at each such node τ , Lτ defines Vτ ,
and similarly Z(Bτ ) = Bτ , etc.
In order to prove this by induction, we rely on Propositions 5.13 and 5.16. They show the
existence of a Zariski open I τ ⊂ CPτ such that if uτ belongs to I τ , then the generalized
Lagrange systems L′τ and L
′′
τ defined at Steps 4 and 12 respectively define the polar variety
Wτ and the fiber V
′′
τ .
In order to apply these propositions, we need to assume that Lτ has the global nor-
mal form property; then, we know that this property is transferred to the descendants L′τ
and L′′τ . However, we pointed out while stating the two propositions above that we need
slightly stronger assumptions: when for instance we build polar varieties, we actually need
(Lτ ,W
A−1τ
τ ) to have the global normal form property in order to deduce that it is still the case
for L′τ . Having in mind to apply this property recursively means that at the top-level, the
initial generalized Lagrange system must have the global normal form property in conjunc-
tion with a host of algebraic sets, corresponding in essence to all objects built throughout
the algorithm. This is however precisely guaranteed by Proposition 5.10.
7.3 Complexity analysis
This final paragraph is devoted to the complexity analysis of Algorithm MainRoadmapLagrange.
In the last section of the electronic appendix, we prove the following result. Taken with Pro-
position 7.1, it establishes the main result stated in the introduction.
Proposition 7.2. Consider polynomials f = f1, . . . , fp in Q[X1, . . . , Xn] of degrees bounded
by D, given by a straight-line program Γ of length E, that define a reduced regular sequence.
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Suppose that V = V (f) ⊂ Cn has finitely many singular points and that V (f) ∩ Rn is
bounded. Consider also a zero-dimensional parametrization C0 of degree µ that describes a
finite set C0 ⊂ Cn.
Suppose that all matrices Aτ and all vectors uτ satisfy the assumptions of Proposition 7.1,
and that all calls to subroutines such as Union, Projection, W1, Lift are successful. Then,
MainRoadmapLagrange(Γ,C0) either returns fail or returns a one-dimensional parametriza-
tion of degree bounded by
O˜
(
µ163d(n log2(n))
2(2d+12 log2(d))(log2(d)+6)D(2n+1)(log2(d)+4)
)
using
O˜
(
µ3169dE(n log2(n))
6(2d+12 log2(d))(log2(d)+7)D3(2n+1)(log2(d)+5)
)
arithmetic operations in Q, with d = n− p.
We refer the reader to Section O of the electronic appendix for the detailed cost analysis
of this proposition. Instead, we give here the main lines of an argument that shows that the
running time is polynomial in µ(nD)n log(d).
The divide-and-conquer nature of the algorithm implies that at all stages, the total
number of variables N in the generalized Lagrange systems we handle is O(n2); as a result,
the quantity Dg(k, e,n,p, D,D−1) associated to any of these generalized Lagrange systems
is seen to become (nD)O(n).
In geometric terms, all the inputs to our algorithms are pairs of the form (V,Q), with
V lying over a finite set Q, together with control points C. Using the upper bound above,
Proposition 6.2 implies that the degree of the fiber of V above each point of Q is (nD)O(n).
We also need to control the growth of the sets Q. Using the degree bound in Proposi-
tion 6.4, one can deduce that the degree of Q (as well as that of all finite sets computed
in the algorithm, and in particular the set of control points) grows by a factor (nD)O(n)
through each recursive call. Hence, all these sets admit an overall degree bound of the form
µ(nD)O(n log(d)). The running time of the algorithm can be analyzed along the same lines,
once we notice that for the subroutines we use, the running time is essentially polynomial in
the input and output degrees.
7.4 Example
We illustrate the execution of MainRoadmapLagrange when Γ is a straight-line program eval-
uating the polynomials f = (f1, f2) ⊂ Q[X1, . . . , X6] given in Example 3.2 and C0 = (1) is
the parametrization encoding the empty set (so we have no control points).
In the example of Subsection 4.4, we showed the execution of the divide-and-conquer
version of the abstract algorithm RoadmapRec on the variety V = V (f). In what follows, we
focus on data representation by means of generalized Lagrange systems, and in particular
on their types; recall that they take the form (k,n,p, e), where k is the number of blocks of
Lagrange multipliers that were introduced, n gives the number of unknowns in each block,
p gives the number of equations in each block, and e indicates how many variables are fixed.
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The set U (L) defined by a generalized Lagrange system L is expected to have dimension
|n| − e− |p|, where | | denotes the sum of the entries of a vector. The reader can then verify
how the description below matches that in Subsection 4.4.
Since V is smooth, the parametrization S computed by SingularPoints defines the empty
set and RoadmapRecLagrange is called with inputs the generalized Lagrange system L =
(Γ, ( ), (1)) and the parametrization (1); the generalized Lagrange system L has type (0, (6), (2), 0).
In what follows, we assume that we are under the assumptions of Proposition 7.1, so that
correctness is guaranteed.
Steps 1–3 We have d = 6−2 = 4; a matrix A ∈ GL(6, 0,Q) and a vector u = (u1, u2) ∈ Q2
are randomly chosen (Step 2) and we have d˜ = 3 (Step 3).
Step 4 We construct the generalized Lagrange system L′ = WLagrange(LA,u, 3); it is the
triple (Γ′, (), (1)) where Γ′ is a straight-line program evaluating
fA1 , f
A
2 , [L1,1, L1,2] ·
[
∂fA1
∂X4
∂fA1
∂X5
∂fA1
∂X6
∂fA2
∂X4
∂fA2
∂X5
∂fA2
∂X6
]
, u1L1,1 + u2L1,2 − 1.
This construction is essentially what was described in Examples 5.1 and 5.2 (except
that we did not apply a change of variables in those examples).
The type of L′ is (1, (6, 2), (2, 4), 0). By Proposition 5.13, U (L′) is the polar variety
W = W (0, 3, V (fA)); by Proposition 3.4, if it is not empty, it has dimension 2, as
confirmed by the type of L′, since 2 = (6 + 2)− 0− (2 + 4).
Step 11 This step consists in a recursive call to RoadmapRecLagrange with inputs L′ and
C ′, where C ′ is constructed in Steps 5–10. In this recursive call, we have d = 2 and
d˜ = 2. Denoting by A′ ∈ GL(6, 0,Q) the matrix chosen at Step 2 of that recursive
call, the behavior is as follows:
• the generalized Lagrange system constructed at Step 4 has type (2, (6, 2, 6), (2, 4, 7), 0);
it encodes W (0, 2,WA
′
), which either is empty or has dimension 1 = (6+2+6)−
0− (2 + 4 + 7). Its construction was illustrated in Example 5.5.
• the generalized Lagrange system constructed at Step 12 has type (1, (6, 2), (2, 4), 1)
and encodes the fiber fbr(WA
′
,Z(Q′′1)), where Q
′′
1 is built at Step 6 of that recur-
sive call; it is either empty or has dimension 1 = (6 + 2)− 1− (2 + 4).
The recursive calls at Steps 11 and 13 will consist in executing SolveLagrange on their
respective inputs and return one-dimensional parametrizations. The last step takes
the union of the curves encoded by these parametrizations.
Step 12 At this step the generalized Lagrange system L′′ = FLagrange(LA,Q′′,S ′′) is con-
structed. It has type (0, (6), (2), 2). Proposition 5.16 ensures that L′′ defines the fiber
V ′′ = fbr(V A,Z(Q′′)), which is equidimensional of dimension 2 = 6− 2− 2, if it is not
empty.
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Step 13 This step consists in a recursive call to RoadmapRecLagrange with inputs L′′ and
C ′′. Here, we have d = 2 and d˜ = 2. Denoting by A′′ ∈ GL(6, 2,Q) the matrix chosen
at Step 2, we now have the following behavior:
• the generalized Lagrange system constructed at Step 4 has type (1, (6, 2), (2, 3), 2);
it encodes W (2, 2, V ′′A
′′
), which either is empty or has dimension 1;
• the generalized Lagrange system constructed at Step 12 has type (0, (6), (2), 3)
and will encode the fiber fbr(V ′′A
′′
,Z(Q′′2)), which is either empty or has dimension
1.
The output of this step is a one-dimensional parametrization of the union of these
curves.
Step 14 This last step takes the union of the one-dimensional parametrizations computed
through the recursive calls of Steps 11 and 13, and restores the initial coordinates.
In the figure below, we show how the recursive calls are organized into a binary tree. The
labels of the internal nodes of the tree indicate the input of RoadmapRecLagrange and the
dimension of the set it defines; at, the leaves, the input defines a curve.
L = (Γ, ( ), (1)), d = 4
(L′,C ′), d = 2
d = 1 d = 1
(L′′,C ′′), d = 2
d = 1 d = 1
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A Preliminaries
In Section 2, we introduced basic material on algebraic sets. In this section, we further discuss
locally closed sets, basic properties of polar varieties and, in the last section, of charts and
atlases that are used further.
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A.1 Locally closed sets
We say that a subset V ◦ of Cn is locally closed if it can be written V ◦ = O∩Z, with O Zariski
open and Z Zariski closed. For x in such a V ◦, we define TxV ◦ as TxZ (this is independent
of the choice of Z or O).
The dimension of V ◦ is defined as that of its Zariski closure V , and we say that V ◦
is equidimensional if V is. When it is the case, we define reg(V ◦) = reg(V ) ∩ V ◦ and
sing(V ◦) = sing(V ) ∩ V ◦; we say that V ◦ is non-singular if reg(V ◦) = V ◦.
A first example of a locally closed set is the set reg(V ), for V an equidimensional algebraic
set. The following construction shows some other locally closed sets that will arise naturally
in the sequel. Let f = (f1, . . . , fp) be polynomials in C[X1, . . . , Xn], with p ≤ n. We define
V ◦reg(f) as the set of all x in V such that jac(f) has full rank p at x. Since jac(f) having rank
less than p is a closed condition, V ◦reg(f) is locally closed.
We also define Vreg(f) as the Zariski closure of V
◦
reg(f). It is the union of the irreducible
components Vi of V (f) such that jac(f) has generically full rank p on Vi; if Vreg(f) is not empty,
it is (n−p)-equidimensional by the Jacobian criterion [25, Theorem 16.19]. Besides, if jac(f)
has full rank p at some point x ∈ Vreg(f), x is in reg(Vreg(f)), so we have V ◦reg(f) ⊂ reg(Vreg(f)).
The converse may not be true, so that the inclusion may be strict in general.
Slightly more generally, let Q be a finite subset of Ce and let f = (f1, . . . , fp) be in
C[X1, . . . , Xn], with now p ≤ n − e. Just as we defined V ◦reg(f) and Vreg(f) when e = 0,
we can define V ◦reg(f , Q) and Vreg(f , Q): the former is the set of all x in fbr(V (f), Q) such
that jac(f , e) has full rank p at x, and Vreg(f , Q) is the Zariski closure of V
◦
reg(f , Q). By the
Jacobian criterion, Vreg(f , Q) is either empty or (n− e− p)-equidimensional.
The following lemma will help us to give local descriptions of algebraic sets.
Lemma A.1. Let V ⊂ Cn be an algebraic set and let O ⊂ Cn be a Zariski open set. Suppose
that there exists an integer c, and that for all x in O ∩ V there exist
• an open set O′x ⊂ O that contains x,
• polynomials hx = (hx,1, . . . , hx,c) in C[X1, . . . , Xn], with c ≤ n,
such that
• O′x ∩ V = O′x ∩ V (hx)
• jac(hx) has full rank c at x.
Then, V ◦ = O ∩ V is either empty or a non-singular d-equidimensional locally closed set,
with d = n− c, and for all x in O ∩ V , TxV ◦ = TxV = ker(jacx(hx)).
Proof. If O∩V is empty, there is nothing to prove, so we will assume it is not the case. Take
x in O ∩ V and let O′x and hx be as above. By the Jacobian criterion [25, Theorem 16.19],
we know that there exists a unique irreducible component Z of V (hx) containing x, that Z
has dimension d = n − c, that Z is non-singular at x and that TxZ is the nullspace of the
Jacobian of hx at x.
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In the next few paragraphs, we prove that Z is actually an irreducible component of V ,
and that it is the only irreducible component of V containing x.
We restrict O′x to an open set O′′x, still containing x, so as to be able to assume that
O′′x ∩ V (hx) = O′′x ∩ Z. On the other hand, by restriction to O′′x, we also deduce that
O′′x ∩ V = O′′x ∩ V (hx), so that O′′x ∩ V = O′′x ∩ Z. The Zariski closure of O′′x ∩ Z is equal to
Z (since the former is a non-empty open subset of Z), so upon taking Zariski closure, the
former equality implies that Z is contained in V .
Next, we prove that Z is actually an irreducible component of V . Let indeed Z ′ be
an irreducible component of V containing Z, so that we have Z ⊂ Z ′ ⊂ V . Taking the
intersection with O′′x, we deduce that O′′x ∩ Z ⊂ O′′x ∩ Z ′ ⊂ O′′x ∩ V . Since the right-hand
side is equal to O′′x ∩ Z, we deduce that O′′x ∩ Z = O′′x ∩ Z ′, which implies that Z = Z ′.
Similarly, we prove that Z is the only irreducible component of V containing x. Let indeed
Z ′′ be any other irreducible component of V . The inclusion Z ′′ ⊂ V yields O′′x∩Z ′′ ⊂ O′′x∩Z.
This implies that O′′x ∩ Z ′′ is empty, since otherwise taking the Zariski closure would yield
Z ′′ ⊂ Z. Thus, we have proved our claim on Z; it implies in particular that TxV = TxZ,
that is, ker(jacx(hx)).
We can now conclude the proof of the lemma. We know that O ∩ V is a locally closed
set, and we assumed that it is non-empty. Besides, its Zariski closure V ′ is the union of the
irreducible components of V that intersect O. Let V ′′ be one of them and let x be in O∩V ′′.
Because x is in O∩ V , the construction of the previous paragraphs shows that V ′′ coincides
with the irreducible variety Z defined previously, so dim(V ′′) = n − c. This proves that V ′
is d-equidimensional, with d = n− c.
Finally, we have to prove that for all x in O ∩ V , x is in reg(V ′). We know that there
exists a unique irreducible component Z of V that contains x, that Z is non-singular at x
and that TxZ = ker(jacx(hx)). But then, Z is also the unique irreducible component of V
′
that contains x, so x is indeed in reg(V ′).
A.2 Critical points and polar varieties
Let V ⊂ Cn be an equidimensional algebraic set (possibly empty) and let ϕ : V → Cm be a
polynomial mapping. A point x ∈ reg(V ) is a critical point of ϕ if dxϕ(TxV ) 6= Cm, where
dxϕ is the differential of ϕ at x. We denote by W
◦(ϕ, V ) ⊂ reg(V ) the set of all critical
points of ϕ; this is a locally closed set. A critical value of ϕ is the image by ϕ of a critical
point; a regular value is a point of Cm which is not a critical value.
We also define K(ϕ, V )as the union of W ◦(ϕ, V ) and sing(V ). The following lemma
shows in particular that this is an algebraic set.
Lemma A.2. Suppose that V is d-equidimensional. Given generators f of I(V ), the follow-
ing holds:
W ◦(ϕ, V ) =
{
x ∈ V | rank(jacx(f)) = n− d and rank
[
jacx(f)
jacx(ϕ)
]
< n− d+m
}
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and
K(ϕ, V ) =
{
x ∈ V | rank
[
jacx(f)
jacx(ϕ)
]
< n− d+m
}
.
In particular, K(ϕ, V ) is Zariski closed, and we have K(ϕ, V ) = W (ϕ, V ) ∪ sing(V ), where
W (ϕ, V ) is the Zariski closure of W ◦(ϕ, V ).
Proof. For x in V , x is in W ◦(ϕ, V ) if and only if we have x ∈ reg(V ) and dim(dxϕ(TxV )) <
m. By Lemma 2.1, the first condition amounts to the rank condition rank(jacx(f)) = n− d.
When this is satisfied, since TxV is the nullspace of jacx(f), the second condition amounts
to
rank
[
jacx(f)
jacx(ϕ)
]
< n− d+m,
which proves the formula for W ◦(ϕ, V ). To prove the one for K(ϕ, V ), observe that sing(V )
is the subset of V where jac(f) has rank less than n− d, so that K(ϕ, V ) is the subset of all
x in V such that(
rank(jacx(f)) = n− d and rank
[
jacx(f)
jacx(ϕ)
]
< n− d+m
)
or
rank(jacx(f)) < n− d.
Now, if jacx(f) has rank less than n − d, then
[
jacx(f)
jacx(ϕ)
]
has rank less than n − d + m, so
the condition above is equivalent to the one given in the statement of the lemma. The last
property follows immediately, since the above expression of K(ϕ, V ) shows that it is Zariski
closed.
Polar varieties are a particular case of the previous definition: if V is a d-equidimensional
algebraic subset of Cn lying over a finite subset Q of Ce, then we have W ◦(e, d, V ) =
W ◦(pie,d, V ), W (e, d, V ) = W (pie,d, V ) and K(e, d, V ) = K(pie,d, V ). In particular, we obtain
that
K(e, d, V ) = W (e, d, V ) ∪ sing(V ).
The following lemma, which handles the simple case e = 0, is similarly a direct consequence
of Lemma A.2.
Lemma A.3. If V ⊂ Cn is a d-equidimensional algebraic set, I(V ) = 〈f〉 and d˜ is in
{1, . . . , d}, then K(0, d˜, V ) is the zero-set of f and of all c-minors of jac(f , d˜), where c = n−d
is the codimension of V .
Lemma A.4. Let Q be a finite subset of Ce, and let V be an algebraic subset of Cn lying
over Q. If V is d-equidimensional, the following inclusions hold:
W ◦(e, 1, V ) ⊂ W ◦(e, 2, V ) ⊂ · · · ⊂ W ◦(e, d, V ).
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Proof. Lemma A.2 shows that for 1 ≤ i ≤ i′ ≤ d, W ◦(e, i, V ) and W ◦(e, i′, V ) are defined by
rank conditions on matrices
Mi,x =
[
jacx(f)
jacx(pie,i)
]
and Mi′,x=
[
jacx(f)
jacx(pie,i′)
]
,
where f is a finite set of generators of the ideal of V . The latter matrix is obtained by adding
i′ − i rows to the former one; hence, if jacx(f) has rank n − d and Mi,x has rank less than
n− d+ i, Mi′,x has rank less than n− d+ i′.
Also, one of the constructions which are used in our roadmap algorithm consists in
considering polar varieties of polar varieties (see Section 4). In this context, the following
lemma will be useful.
Lemma A.5. Let Q be a finite subset of Ce, and let V be an algebraic subset of Cn lying
over Q. Suppose that V is d-equidimensional, and let d˜ be an integer in {1, . . . , d}. Suppose
further that W = W (e, d˜, V ) is equidimensional. Then W ◦(e, 1, V ), and thus W (e, 1, V ), are
subsets of K(e, 1,W ).
Proof. When W ◦(e, 1, V ) is empty, we are done. Hence, assume it is not empty and let x
be in W ◦(e, 1, V ). Lemma A.4 implies that x is in W . Since we have assumed W to be
equidimensional, it makes sense to consider its singular and regular loci. If x is in sing(W ),
then x is in K(e, 1,W ), by definition, so we are done. Assume now that x is in reg(W ), and
denote by TxW the tangent space to W at x.
By definition of W ◦(e, 1, V ), x is in reg(V ) and dxpie,1(TxV ) 6= C. Moreover, since
W ⊂ V , TxW ⊂ TxV . We deduce that dxpie,1(TxW ) 6= C; hence x is in W ◦(e, 1,W ), and we
are done.
An essential ingredient for our algorithms is the control of the dimension of polar varieties
of an algebraic set V ⊂ Cn, together with the dimension of fibers taken on these polar
varieties, under the assumption that V is equidimensional with finitely many singular points.
We mention the following result in this direction, which holds in generic coordinates; it is
sufficient for us to state it for e = 0.
Lemma A.6. Let V be an algebraic subset of Cn, and suppose that V is d-equidimensional,
with finitely many singular points. Then, for d˜ in {1, . . . , d}, there exists a non-empty Zariski
open set G˜ (V, d˜) ⊂ GL(n) such that, for A in G˜ (V, d˜), for any x ∈ Cd˜−1, fbr(W (0, d˜, V A),x)
and fbr(K(0, d˜, V A),x) are finite.
This result is proved in [50, Theorem 1]. Note that the assumptions of that theorem
require that V be non-singular, but this result extends to our setting where sing(V ) is finite.
Indeed, that assumption was only used to ensure another property, that the dimension of
K(0, d˜, V A) be at most d˜− 1; the claim we are making here still holds as soon as sing(V ) is
finite.
Finally, we will have to consider the case of locally closed sets instead of algebraic sets.
Suppose thus that V ◦ ⊂ Cn is a locally closed set with Zariski closure V and that V ◦
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is d-equidimensional; let further ϕ be a polynomial mapping V → Cm. Then, we define
W ◦(ϕ, V ◦) as W ◦(ϕ, V ◦) = W ◦(ϕ, V )∩ V ◦. In this context, we say that y ∈ Cm is a regular
value of ϕ on V ◦ if ϕ−1(y) ∩ V ◦ and W ◦(ϕ, V ◦) do not intersect, and a critical value of ϕ
on V ◦ if they do.
In particular, if V lies over a finite set Q ⊂ Ce, for all d˜ ∈ {1, . . . , n}, W ◦(e, d˜, V ◦) is
defined as W ◦(e, d˜, V ◦) = W ◦(e, d˜, V ) ∩ V ◦.
A.3 Properties of charts and atlases
A.3.1 Charts
In this paragraph, we state a few of properties of charts, as defined in Definition 2.2.
Lemma A.7. Let Q ⊂ Ce be a finite set and let V ⊂ Cn and S ⊂ Cn be algebraic sets lying
over Q.
Let ψ = (m,h) be a chart of (V,Q, S), with h = (h1, . . . , hc). Then, O(m) ∩ V − S is a
non-singular d-equidimensional locally closed set, with d = n − e − c. Besides, for all x in
O(m) ∩ V − S, TxV = (0, . . . , 0)︸ ︷︷ ︸
e
×ker(jacx(h, e)).
Proof. Let U ⊂ Cn be the non-empty Zariski open set O(m)−S. For all x = (x1, . . . , xn) in
U ∩ V , let hx be the polynomials (X1 − x1, . . . , Xe − xe,h). Letting U ′x ⊂ U be an open set
containing x such that fbr(V (h), Q) and fbr(V (h),y) coincide in U ′x, where y = (x1, . . . , xe),
we are in a position to apply Lemma A.1 to V , U ′x and hx. The lemma proves that U ∩ V
is either empty or a non-singular d-equidimensional locally closed set, with d = n − e − c,
and that for all x in U ∩ V , TxV = ker(jacx(hx)). This is exactly the claimed result (since
we know that U ∩ V is not empty).
Lemma A.8. Let Q ⊂ Ce be a finite set and let V ⊂ Cn and S ⊂ Cn be algebraic sets lying
over Q.
Suppose that V is d-equidimensional and let ψ = (m,h) be a chart of (V,Q, S). Then
O(m) ∩ V − S is contained in reg(V ), and h has cardinality c = n− e− d.
Proof. The previous lemma implies that for all x in O(m) ∩ V − S, TxV has dimension
n− e− c, and also proves that the Zariski closure of O(m)∩ V −S has the same dimension.
Since this Zariski closure is the union of some irreducible components of V , it has dimension
d = dim(V ), so d = n− e− c, and every x as above is in reg(V ).
Conversely, provided that V is equidimensional, the following lemma shows that charts
always exist at regular points.
Lemma A.9. Let Q ⊂ Ce be a finite set and let V ⊂ Cn and S ⊂ Cn be algebraic sets lying
over Q.
Suppose that V is d-equidimensional. For x in reg(V )−S, there exists a chart ψ = (m,h)
of (V,Q, S) such that x ∈ O(m).
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Proof. Let x = (x1, . . . , xn) be in reg(V ) − S, let y = (x1, . . . , xe) ∈ Q and let H =
(X1 − x1, . . . , Xe − xe, h1, . . . , hs) be generators of the ideal of Vy = fbr(V,y). Without loss
of generality, we assume that the polynomials h1, . . . , hs lie in C[Xe+1, . . . , Xn], by evaluating
the variables X1, . . . , Xe at x1, . . . , xe. We also consider a polynomial q ∈ C[X1, . . . , Xe] such
that q vanishes at all points of Q except y; note that this implies that O(q) ∩ V = Vy.
Since x is in reg(V ), and thus in reg(Vy), the rank of jac(H) at x is the codimension c
′ =
n−d of Vy; equivalently, due to the shape of the polynomials H, jac(H, e) has rank c = c′−e
at x. Up to renumbering the polynomials in H, one can suppose that h = (h1, . . . , hc) is such
that jacx(h, e) has full rank c, or equivalently, that h
′ = (X1− x1, . . . , Xe− xe, h1, . . . , hc) is
such that jacx(h
′) has full rank c′.
We let m be a c-minor of jac(h, e) such that m(x) 6= 0 and let Z be the Zariski closure of
O(qm)∩V (h′). Since x ∈ O(qm)∩V (h′), Z is not empty. Also, at all points ofO(qm)∩V (h′),
jac(h, e) has full rank c, or equivalently jac(h′) has full rank c′. We deduce by Lemma A.1
that O(qm) ∩ V (h′) is a non-singular d-equidimensional locally closed set, lying over y and
containing x; in particular, there is a unique irreducible component Z ′ of Z which contains x,
and it has dimension d [19, Chapter 9, Theorem 9].
We claim that Z ′ is contained in Vy. Indeed, since x belongs to reg(Vy), and Vy is d-
equidimensional, there is a unique d-dimensional irreducible component Y of Vy that passes
through x. Since all polynomials H, and thus h′, vanish on Y , we deduce that O(qm) ∩ Y
is contained in O(qm) ∩ V (h′); taking the Zariski closure, we deduce that Y is contained in
Z (since O(qm) ∩ Y is a non-empty open subset of Y , its Zariski closure is Y ). Thus, Y is
d-dimensional, irreducible, and contained in Z; this implies that Y = Z ′, proving our claim.
Let now U be the Zariski closure of Z − V : it is the union of all irreducible components
of Z that are not contained in V . We proved before that there is a unique irreducible
component Z ′ of Z which contains x, and that Z ′ is contained in Vy, and thus in V ; as a
consequence, x is not in U . Then, there exists a polynomial m′ in the ideal of U such that
m′(x) 6= 0. Define m = qmm′; we claim that ψ = (m,h) is a chart of (V,Q, S).
C1. Since by construction x ∈ O(qmm′) ∩ V − S, this set is not empty.
C2. We have to prove thatO(qmm′)∩V−S = O(qmm′)∩fbr(V (h), Q)−S. Observe that due
to our choice of q, this amounts to proving thatO(qmm′)∩Vy−S = O(qmm′)∩V (h′)−S.
One inclusion is straightforward: if x′ is in O(qmm′)∩Vy−S, all polynomials H vanish
at x′, and so do all polynomials h′. Conversely, take x′ in O(qmm′) ∩ V (h′)− S. This
implies that x′ is in V ′, but it cannot be in U , since m′(x′) 6= 0; thus, x′ must be in V ,
or equivalently in Vy, and we are done.
C3. By construction, c = n− d− e, so c+ e = n− d satisfies c+ e ≤ n.
C4. Finally, take x
′ in O(qmm′) ∩ V − S. We have to prove that jac(h, e) has full rank c
at x′; this is immediate from the fact that m(x′) 6= 0, and that m is a c-minor of that
same matrix.
Since by construction x is in O(qmm′), the proof is complete.
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We finish this paragraph with a straightforward result: we can read off the polar varieties
as those points where the rank of a submatrix of the Jacobian of h drops.
Lemma A.10. Let Q ⊂ Ce be a finite set and let V ⊂ Cn and S ⊂ Cn be algebraic sets
lying over Q.
Suppose that V is d-equidimensional, let ψ = (m,h), with h = (h1, . . . , hc), be a chart of
(V,Q, S), and let d˜ be an integer in {1, . . . , d}. Then, for x in O(m) ∩ V − S, x belongs to
W (e, d˜, V ) if and only if jacx(h, e+ d˜) does not have full rank c.
Proof. Let x be in O(m) ∩ V − S. By Lemma A.7, TxV coincides with (0, . . . , 0) ×
ker(jacx(h, e)). Since x is in reg(V ) (Lemma A.8), it belongs to W (e, d˜, V ) if and only if it
belongs to W ◦(e, d˜, V ). This is the case if and only if the projection ker(jacx(h, e))→ Cn−e−d˜
is not onto, and elementary linear algebra, as in Lemma A.2, implies that this is equivalent
to the submatrix jacx(h, e+ d˜) having rank less than c.
A.3.2 Atlases
In this section, we investigate properties of atlases (Definition 2.3), as a way to describe
coverings of an algebraic set V by means of charts.
Let V ⊂ Cn and S ⊂ Cn be algebraic sets lying over a finite set Q ⊂ Ce. Consider
an atlas ψ = (ψi)1≤i≤s of (V,Q, S), with ψi = (mi,hi) for all i. When the vectors of
polynomials hi in charts ψi do not have the same cardinality, one may not expect that V
be equidimensional. Even when they all have the same cardinality, there may still be the
possibility that V has isolated points in S, so the following lemma is the best we can hope
for in this direction.
Lemma A.11. Let Q ⊂ Ce be a finite set and let V ⊂ Cn and S ⊂ Cn be algebraic sets
lying over Q.
Let ψ = (ψi)1≤i≤s be an atlas of (V,Q, S), with each ψi of the form (mi,hi). If all hi
have common cardinality c, then V − S is a non-singular d-equidimensional locally closed
set, with d = n− e− c.
Proof. Lemma A.7 shows that for all i ≤ s, O(mi) ∩ V − S is a non-singular d-equidimen-
sional locally closed set. Properties A2 and A3 in Definition 2.3 conclude the proof of the
lemma.
When we know that V is equidimensional, better can be said.
Lemma A.12. Let Q ⊂ Ce be a finite set and let V ⊂ Cn and S ⊂ Cn be algebraic sets
lying over Q.
Suppose that V is d-equidimensional and let ψ = (mi,hi)1≤i≤s be an atlas of (V,Q, S).
Then sing(V ) is contained in S, and all hi have common cardinality c = n− e− d.
Proof. Lemma A.8 proves that each O(mi)∩V −S is contained in reg(V ), so their union is.
By assumption, the union of the sets O(mi)∩V −S contains V −S, so that V −S is contained
in reg(V ). The same corollary also proves that all hi have cardinality c = n− e− d.
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Slightly less elementary, the following lemma shows that atlases always exist.
Lemma A.13. Let Q ⊂ Ce be a finite set and let V ⊂ Cn be an algebraic set lying over Q.
Suppose that V is d-equidimensional. Then, there exists an atlas of (V,Q, sing(V )).
Proof. Applying Lemma A.9 with S = sing(V ), we deduce that for all x in reg(V ), there
exists a chart ψx = (mx,hx) of (V,Q, sing(V )), such that mx(x) 6= 0. The open subsets
O(mx) cover V − S = reg(V ); the following compactness argument shows that we can
extract a finite cover from it.
Let I be the defining ideal of V . Then, the zero-set of I + 〈(mx)x∈reg(V )〉 is contained in
sing(V ). Let J = 〈f1, . . . , fr〉 be the defining ideal of sing(V ); then, every fi belongs to the
radical of I + 〈(mx)x∈reg(V )〉. Thus, there exists for all i an expression of the form
f eii =
∑
x∈K
ci,xmx + I, (3)
for some finite subset F of reg(V ). This implies that the finitely many O(mx), for x in F ,
cover reg(V ), which proves A3 by taking ψ = (ψx)x∈F .
It remains to prove that A2 holds, or in other words that F is not empty. If that were
not the case, Eq. (3) would imply that V ⊂ sing(V ), a contradiction.
B Proof of Proposition 3.4
The goal of this section is to prove Proposition 3.4 which we recall now: Let Q ⊂ Ce be a
finite set and let V ⊂ Cn and S ⊂ Cn be algebraic sets lying over Q, with S finite. Suppose
that V is equidimensional of dimension d. Let ψ be an atlas of (V,Q, S), and let d˜ be an
integer in {1, . . . , d}. If 2 ≤ d˜ ≤ (d + 3)/2, there exists a non-empty Zariski open subset
G1(ψ, V,Q, S, d˜) of GL(n, e) such that for A in G1(ψ, V,Q, S, d˜), the following holds:
• either W (e, d˜, V A) is empty, or
• Watlas(ψA, V A, Q, SA, d˜) is an atlas of (W (e, d˜, V A), Q, SA), and W (e, d˜, V A) is equidi-
mensional of dimension d˜− 1, with sing(W (e, d˜, V A)) contained in the finite set SA.
B.1 Geometry of polar varieties
We start with preliminary material. As was mentioned when we stated this proposition, we
need a local variant of results from [9, Section 3], which were proved for smooth complete
intersections. Since the proofs are somewhat subtle, we prefer to give them here in extenso,
in order to avoid overlooking any difficulties.
Throughout this subsection, we use the definitions and notation introduced in Sec-
tions 2, 3 and A.1. Let h = (h1, . . . , hc) be polynomials in C[X1, . . . , Xn]. We are going to
prove a few results about polar varieties associated to the locally closed set V ◦reg(h), provided
we are in generic coordinates. These results are summarized in the following proposition.
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Proposition B.1. Let h = (h1, . . . , hc) in C[X1, . . . , Xn], with 1 ≤ c ≤ n. Let d˜ be an
integer satisfying 1 ≤ d˜ ≤ d, with d = n− c.
Then, there exists a non-empty Zariski open set G ′(h, d˜) ⊂ GL(n) such that, for A in
G ′(h, d˜), the following properties hold:
(1) for all x in V ◦reg(h
A), there exists a c-minor m′ of jac(hA) such that m′(x) 6= 0;
(2) all irreducible components of the Zariski closure of the set W ◦(0, d˜, V ◦reg(h
A)) have
dimension d˜− 1;
(3) if d˜ ≤ (d+ 3)/2 then for all x ∈ V ◦reg(hA), there exists a (c−1)-minor m′′ of jac(hA, d˜)
such that m′′(x) 6= 0;
(4) for every c-minor m′ of the Jacobian matrix jac(hA) and for every (c − 1)-minor m′′
of the truncated Jacobian matrix jac(hA, d˜), the polynomials (hA,H(hA, d˜,m′′)) (see
Definition 3.1) define W ◦(0, d˜, V ◦reg(h
A)) in O(m′m′′), and their Jacobian matrix has
full rank n− (d˜− 1) at all points of O(m′m′′) ∩W ◦(0, d˜, V ◦reg(hA)).
The rest of Section B.1 is devoted to the proof of this proposition.
B.1.1 Sard’s lemma and weak transversality
In this paragraph, we re-prove two well-known transversality results (Sard’s lemma and
Thom’s weak transversality) in the context of algebraic sets. These claims are folklore, but
we did not find a suitable reference for them.
The cornerstone of transversality is Sard’s lemma; here, we give a version for (possibly
singular) algebraic sets. Note that [44, Proposition 3.7] establishes this claim when V is
irreducible and ϕ is dominant. We will show that the same arguments apply, up to minor
modifications.
Proposition B.2. Let V ⊂ Cn be an equidimensional algebraic set and let ϕ : V → Cm be
a polynomial mapping. Then ϕ(W ◦(ϕ, V )) is contained in a hypersurface of Cm.
Proof. Let us write the irreducible decomposition of the Zariski closure of W ◦(ϕ, V ) as
W ◦(ϕ, V ) = ∪1≤i≤rZi,
where the Zi are irreducible algebraic subsets of V . We suppose, by contradiction, that
ϕ(W ◦(ϕ, V )) is dense in Cm. Then, ϕ(Z1∪ · · · ∪Zr) is dense as well, which implies that (up
to renumbering) ϕ(Z1) is dense in C
m.
By [44, Proposition 3.6] (which applies to dominant mappings between irreducible va-
rieties), there exists a non-empty open subset Z ′1 of Z1 where all points are regular and
non-critical for ϕ.
To continue, we prove that the equality W ◦(ϕ, V ) = W ◦(ϕ, V ) ∩ reg(V ) holds. Indeed,
since W ◦(ϕ, V ) is contained in both W ◦(ϕ, V ) and reg(V ), it is contained in W ◦(ϕ, V ) ∩
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reg(V ). Conversely, Lemma A.2 implies that W ◦(ϕ, V ) = K(ϕ, V ) ∩ reg(V ), and that
K(ϕ, V ) is an algebraic set. Since W ◦(ϕ, V ) is contained in K(ϕ, V ), its Zariski closure is
contained in K(ϕ, V ) too, so W ◦(ϕ, V ) ∩ reg(V ) is contained in K(ϕ, V ) ∩ reg(V ), that is,
in W ◦(ϕ, V ).
Taking the intersection with Z1, the previous claim implies that W
◦(ϕ, V )∩Z1 = reg(V )∩
Z1; in particular, this is an open subset of Z1. More precisely, this is a non-empty open
subset of Z1: if W
◦(ϕ, V )∩Z1 were empty, we would have W ◦(ϕ, V ) = W ◦(ϕ, V )−Z1, and
thus W ◦(ϕ, V ) ⊂ W ◦(ϕ, V ) − Z1 ⊂ Z2 ∪ · · · ∪ Zr; taking the Zariski closure would yield
W ◦(ϕ, V ) ⊂ Z2 ∪ · · · ∪ Zr, a contradiction.
Hence, both Z ′1 and W
◦(ϕ, V ) ∩ Z1 are non-empty open subsets of Z1. Since Z1 is
irreducible, they must intersect at some point x. Since x is in Z ′1, x is regular on Z1 and
dxϕ(TxZ1) = C
m (recall that dxϕ denotes the differential of ϕ at x). Since x is in W
◦(ϕ, V ),
x is regular on V and dxϕ(TxV ) 6= Cm. However, dxϕ(TxZ1) is contained in dxϕ(TxV ), a
contradiction.
We continue with Thom’s weak transversality theorem, specialized to the particular case
of transversality to a point; this can be rephrased in terms of critical / regular values only.
Our setup is the following. Let n, d˜,m be positive integers and let Φ(X,Θ) : Cn×Cd˜ → Cm
be a polynomial mapping. For ϑ in Cd˜, Φϑ : C
n → Cm denotes the induced mapping
x 7→ Φ(x, ϑ).
Proposition B.3. Let O ⊂ Cn be a Zariski open set and suppose that 0 is a regular value
of Φ on O ×Cd˜. Then there exists a non-empty Zariski open subset U ⊂ Cd˜ such that for
all ϑ ∈ U , 0 is a regular value of Φϑ on O.
Before proving this proposition, let us establish a basic lemma.
Lemma B.4. Let M be a matrix of the form
[
M1
M2
]
. Then the equality
rank(M) = rank(M1) + rank(M2|ker(M1))
holds, where M2|ker(M1) denotes the restriction of the linear map defined by M2 to the
kernel of M1.
Proof. Let (a, b) be the dimensions of M. From the equalities
dim ker(M1) = rank(M2|ker(M1)) + dim ker(M2|ker(M1))
= rank(M2|ker(M1)) + dim(ker(M2) ∩ ker(M1))
= rank(M2|ker(M1)) + dim ker(M),
we deduce
b− rank(M1) = rank(M2|ker(M1)) + b− rank(M)
and thus rank(M) = rank(M1) + rank(M2|ker(M1)).
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of Proposition B.3. Let X ′ = Φ−1(0)∩ (O×Cd˜) and let X ⊂ Cn×Cd˜ be the Zariski closure
of X ′. We will first prove: if X ′ 6= ∅, X is (n+ d˜−m)-equidimensional, and X ′ is contained
in reg(X).
Assume that X ′ 6= ∅, and take (x, ϑ) in X ′; then, by assumption, jac(x,ϑ)(Φ) has full
rank m. Since in a neighborhood of (x, ϑ), X coincides with Φ−1(0), the Jacobian criterion
[25, Theorem 16.19] implies that there is a unique irreducible component X(x,ϑ) of X that
contains (x, ϑ), that (x, ϑ) is regular on this component, that dim(X(x,ϑ)) = n+ d˜−m and
that T(x,ϑ)X(x,ϑ) is the nullspace of jac(x,ϑ)(Φ).
Since every irreducible component of X intersects X ′, this implies that X itself is equidi-
mensional of dimension n + d˜ −m, and thus that X ′ is contained in reg(X). We are thus
done with our claims on X; note that we have also proved that for (x, ϑ) in X ′, T(x,ϑ)X is
the nullspace of jac(x,ϑ)(Φ) in C
n ×Cd˜.
Denote by pi : Cn × Cd˜ → Cd˜ the projection (x, ϑ) 7→ ϑ. We now prove: if ϑ ∈ Cd˜ is
such that 0 is a critical value of Φϑ on O, then ϑ is a critical value of the restriction of pi to
X.
Let ϑ ∈ Cd˜ be such that 0 is a critical value of Φϑ on O. Thus, there exists x in
W ◦(Φϑ,O) such that Φ(x, ϑ) = Φϑ(x) = 0. Since x lies in W ◦(Φϑ,O), the matrix jacx(Φϑ) =
jac(x,ϑ)(Φ;X) has rank less than m.
On the other hand, our construction shows that (x, ϑ) is in X ′ (so X ′ is not empty), and
thus, using the above claim, in reg(X). To conclude, we prove that (x, ϑ) is in W ◦(pi,X);
this is enough since by construction ϑ = pi(x, ϑ). Let us consider the matrices
jac(x,ϑ)(Φ) =
[
jac(x,ϑ)(Φ;X) jac(x,ϑ)(Φ; Θ)
]
and
M =
[
jac(x,ϑ)(Φ;X) jac(x,ϑ)(Φ; Θ)
0d˜×n 1d˜×d˜
]
.
By Lemma B.4, we have the equality rank(M) = rank(jac(x,ϑ)(Φ))+rank(pi | ker(jac(x,ϑ)(Φ))).
Since, as we saw above, the nullspace of jac(x,ϑ)(Φ) is the tangent space to X at (x, ϑ), we
get
rank(M) = rank(jac(x,ϑ)(Φ)) + rank(pi | T(x,ϑ)X).
Recall that by assumption, rank(jac(x,ϑ)(Φ)) = m, so that
rank(M) = m+ rank(pi | T(x,ϑ)X).
On the other hand, one sees that rank(M) = rank(jac(x,ϑ)(Φ;X)) + d˜. Since we have noted
that rank(jac(x,ϑ)(Φ;X)) < m, we deduce that rank(pi | T(x,ϑ)X) < d˜, as requested.
We can now conclude the proof of the proposition. Proposition B.2 shows that the critical
values of pi on X are contained in a hypersurface of Cd˜, say ∆. Let U = Cd˜ −∆; this is a
non-empty Zariski open subset of Cd˜. The former assertion shows that for all ϑ ∈ U , 0 is a
regular value of Φϑ on O, as claimed.
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B.1.2 Rank estimates
In this paragraph, we prove a key result towards Proposition B.1, following a construction
from [7, 9].
We consider polynomials h = (h1, . . . , hc) in C[X1, . . . , Xn], with 1 ≤ c ≤ n, and we let
d = n− c. We further denote by A = A1,1, . . . , A1,n, . . . , Ad,1, . . . , Ad,n a family of dn new in-
determinates. For d˜ ≤ d, A≤d˜ denotes the d˜n indeterminates A1,1, . . . , A1,n, . . . , Ad˜,1, . . . , Ad˜,n
and the (c+ d˜)× n polynomial matrix Jd˜ is defined as
Jd˜ =

jac(h)
A1,1 · · · A1,n
...
...
Ad˜,1 · · · Ad˜,n
 .
We will often view elements a ∈ Cd˜n as vectors of length d˜ of the form a = (a1, . . . , ad˜) with
all ai in C
n; for such an a, the matrix Jd˜(X, a) (where the indeterminates A are evaluated
at a) is then naturally defined. When a is a sequence of linearly independent vectors, we
say that a has rank d˜. We start with a result that is a slight generalization of [7, Lemma 3].
Lemma B.5. Let a ∈ Cd˜n, Y ◦ = {x ∈ V ◦reg(h) | rank(Jd˜(x, a)) ≤ c + d˜ − 1} and Z be an
irreducible component of the Zariski closure of Y ◦. Then, Z has dimension at least d˜− 1.
Proof. Let a be the ideal generated by all (c+ d˜)-minors of the (c+ d˜)× n matrix Jd˜(X, a).
One can rewrite Y ◦ as Y ◦ = V ◦reg(h) ∩ V (a) ⊂ Vreg(h) ∩ V (a). Thus, if the extended ideal
a ·C[Vreg(h)] is not a proper ideal of C[Vreg(h)], Vreg(h)∩V (a), and thus Y ◦, are empty, and
we are done; we suppose it is not the case.
Since V ◦reg(h) is an open subset of Vreg(h), Y
◦ is an open subset of Vreg(h)∩V (a), and its
Zariski closure is the union of some irreducible components of Vreg(h) ∩ V (a). Let us take
one of these irreducible components; call it Z. If we let p be the ideal of definition of Z in
C[Vreg(h)], then, by definition, p is an isolated prime component of the determinantal ideal
a ·C[Vreg(h)]. By [24, Theorem 3], the height of p is at most n − c − (d˜ − 1). This implies
that the codimension of Z in Vreg(h) is at most n− c− (d˜− 1). Since Vreg(h) has dimension
n− c, Z has dimension at least d˜− 1.
Our key result in this paragraph is the following claim on the rank of Jd˜, which says
that for suitable values of d˜, and for a generic a, the matrix Jd˜(x, a) has rank defect at
most one for any x in V ◦reg(h). Surprisingly, it does not use transversality; only dimension
considerations.
Proposition B.6. For d˜ in {1, . . . , b(d + 3)/2c}, there exists a non-empty Zariski open
subset Ed˜ ⊂ Cd˜n such that for all (x, a) ∈ V ◦reg(h)× Ed˜, the matrix Jd˜(x, a) has rank at least
c+ d˜− 1.
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For d˜ as above, let us denote by ad˜ the property in the proposition, so that proving the
proposition amounts to proving that ad˜ holds for d˜ = 1, . . . , b(d+3)/2c. Obviously, a1 holds,
since for all x in V ◦reg(h), jacx(h) has rank c = c+ 1− 1 (so we can take E1 = Cn). Thus, we
can now focus on the case d˜ ≥ 2.
For such a d˜, we will consider pairs of the form m = (mrow,mcol) where mrow ⊂ {1, . . . , c+
d˜−1} and mcol ⊂ {1, . . . , n} are sets of cardinality c+ d˜−2, and such that {1, . . . , c} ⊂ mrow.
To one such m, one can associate the square submatrix Jm of size c+ d˜− 2 of Jd˜ whose rows
and columns are indexed by the entries of mrow and mcol. Thus, Jm contains all rows coming
from jac(h) and excludes two rows depending on the variables A≤d˜, one of them being the
last row of Jd˜. We denote by gm the determinant of Jm; this is a polynomial in C[X,A≤d˜−1],
which we will see in C[X,A≤d˜] as well when needed.
We denote by Subd˜ the set of all pairs m = (mrow,mcol) as above such that, additionally,
there exists (x, a) ∈ V ◦reg(h)×Cd˜n such that gm(x, a) 6= 0. Then, for m ∈ Subd˜, we introduce
the following condition:
Rm : There exists a non-empty Zariski open subset Em ⊂ Cd˜n such that for all (x, a) in
V ◦reg(h)× Em, if gm(x, a) 6= 0, the matrix Jd˜(x, a) has rank at least c+ d˜− 1.
Lemma B.7. Let d˜ be in {2, . . . , d}; suppose that ad˜−1 holds, and that Rm holds for all
m ∈ Subd˜. Then ad˜ holds.
Proof. Under the assumptions of the lemma, we define Ed˜ as the intersection of Ed˜−1×Cn ⊂
Cd˜n (which is well-defined, since ad˜−1 holds) with all Em, for m ∈ Subd˜; this is still a non-
empty Zariski open subset of Cd˜n.
Let us prove that this choice satisfies our constraints. We take (x, a) in V ◦reg(h)×Ed˜, and
we prove that the matrix Jd˜(x, a) has rank at least c+ d˜− 1.
Let a′ be the projection of a in C(d˜−1)n. Because x is in V ◦reg(h), and because by con-
struction a′ is in Ed˜−1, we know by the induction assumption that the matrix Jd˜−1(x, a
′) has
rank at least c+ d˜− 2. Since (by assumption) jacx(h) has full rank c, this implies that there
exists a non-zero minor of size c+ d˜−2 of Jd˜−1(x, a′), that contains the first c rows. In other
words, there exists m in Subd˜ such that gm(x, a) 6= 0.
Because a is in Em, we deduce that Jd˜(x, a) has rank at least c + d˜ − 1, concluding the
proof.
Recall that we already established that the statement a1 of Proposition B.6 holds for
d˜ = 1. Thus, in order to prove Proposition B.6 (by induction on d˜), it suffices to establish
the following lemma.
Lemma B.8. For d˜ in {2, . . . , b(d+ 3)/2c} and m in Subd˜, Rm holds.
Proof. Let d˜ and m = (mrow,mcol) ∈ Subd˜ be fixed. We let i1, i2 in {c+ 1, . . . , c+ d˜} be the
two row indices not in mrow and j1, . . . , jd−d˜+2 be the column indices not in mcol.
Let us split the indeterminates A≤d˜ into A
′ and A′′, where A′′ contains the 2(d− d˜+ 2)
variables
Ai1,j1 , . . . , Ai1,jd−d˜+2 and Ai2,j1 , . . . , Ai2,jd−d˜+2
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and A′ contains all other ones, arranged in any order. Note in particular that the determinant
gm belongs to C[X,A
′]. Accordingly, any a ∈ Cd˜n will be written as a = (a′, a′′), with
a′ ∈ Cd˜n−2(d−d˜+2) and a′′ ∈ C2(d−d˜+2).
For u ∈ {1, 2} and v ∈ {1, . . . , d − d˜ + 2}, let us consider the (c + d˜ − 1)-minor gu,v ∈
C[X,A≤d˜] of Jd˜ obtained by selecting all rows / columns from m, as well as the one indexed
by (iu, jv), which corresponds to the position of the variable Aiu,jv in Jd˜. There are 2(d−d˜+2)
such minors, one for each variable in A′′, and they can be written as gu,v = Aiu,jvgm + hu,v,
with hu,v ∈ C[X,A′].
Introduce a new variable T and consider the algebraic set Z ⊂ Cn+d˜n+1 defined by
Z = V (h1, . . . , hc, g1,1, . . . , g2,d−d˜+2, gmT − 1).
The Jacobian matrix of these equations with respect to the variables X,A′,A′′, T is jac(h) 0 0 0? ? D 0
? ? ? gm
 ,
where D is a diagonal matrix of size 2(d − d˜ + 2) having gm on the diagonal. Thus, this
Jacobian matrix has full rank c+ 2(d− d˜+ 2) + 1 at every point of Z (note that gm(x, a) 6= 0
implies that jacx(h) has full rank c).
Next, we prove that Z is not empty. Indeed, since we assume that m is in Subd˜, there
exists (x, a) ∈ V ◦reg(h)×Cd˜n such that gm(x, a) 6= 0. Write a = (a′, a′′). Because gm belongs
to C[X,A′], we can change the values of a′′ without affecting the fact that gm(x, a) 6= 0.
Since we have seen that the polynomials gu,v have the form gu,v = Aiu,jvgm + hu,v, with
hu,v ∈ C[X,A′], it is thus always possible to find suitable values for the variables A′′ that
ensure that gu,v(a) = 0 for all u, v. To summarize, Z is not empty, and thus by the Jacobian
criterion, it is equidimensional of dimension d+ d˜n− 2(d− d˜+ 2).
Let Z ′ be the Zariski closure of the projection of Z on Cn+d˜n obtained by forgetting the
coordinate T . Note that the restriction of the projection Z → Z ′ is birational; we deduce
that Z ′ is still equidimensional of dimension d + d˜n − 2(d − d˜ + 2). Finally, let Z ′′ be the
Zariski closure of the projection of Z ′ on Cd˜n obtained by forgetting the coordinates X; thus,
Z ′′ has dimension at most d+ d˜n−2(d− d˜+2). This implies that Z ′′ is a strict Zariski closed
subset of Cd˜n. Indeed, our assumption 2d˜ ≤ d+ 3 implies that d+ d˜n− 2(d− d˜+ 2) < d˜n.
Let us take Em as the complementary of Z
′′ in Cd˜n. To conclude, we prove that for all
(x, a) in V ◦reg(h)×Em, if gm(x, a) 6= 0, the matrix Jd˜(x, a) has rank at least c+ d˜−1. Indeed,
for (x, a) in V ◦reg(h) × Em, such that gm(x, a) 6= 0, we can define t = 1/gm(x, a). The point
(x, a, t) does not belong to Z (otherwise a would be in Z ′′), which implies that gu,v(x, a) 6= 0
for some index (u, v). The claim follows.
B.1.3 Proof of Proposition B.1
As above, we consider polynomials h = (h1, . . . , hc) in C[X1, . . . , Xn], with 1 ≤ c ≤ n and
we let d = n− c. Recall what we have to prove: for d˜ ∈ {1, . . . , d}, there exists a non-empty
Zariski open subset G ′(h, d˜) ⊂ GL(n), such that for A in G ′(h, d˜), the following holds:
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(1) for all x in V ◦reg(h
A), there exists a c-minor m′ of jac(hA) such that m′(x) 6= 0;
(2) every irreducible component of the Zariski closure of W ◦(0, d˜, V ◦reg(h
A)) has dimension
d˜− 1;
(3) if d˜ ≤ (d+ 3)/2 then for all x in V ◦reg(hA), there exists a (c− 1)-minor m′′ of jac(hA, d˜)
such that m′′(x) 6= 0;
(4) for every c-minor m′ of the Jacobian matrix jac(hA) and for every (c − 1)-minor m′′
of the truncated Jacobian matrix jac(hA, d˜), the polynomials (hA,H(hA, d˜,m′′)) (see
Definition 3.1) define W ◦(0, d˜, V ◦reg(h
A)) in O(m′m′′), and their Jacobian matrix has
full rank n− (d˜− 1) at all points of O(m′m′′) ∩W ◦(0, d˜, V ◦reg(hA)).
For d˜ as above, consider the polynomial mapping
Φ : Cn+c+d˜+d˜n → Cc+n
(x, λ, ϑ, a) 7→
h(x), [λ1 · · · λc ϑ1 · · · ϑd˜] ·

jacx(h)
a1,1 · · · a1,n
...
...
ad˜,1 · · · ad˜,n

 ;
note that the matrix involved is none other than Jd˜. For a in C
d˜n, we denote by Φa the
induced mapping Cn+c+d˜ → Cc+n defined by Φa(x, λ, ϑ) = Φ(x, λ, ϑ, a).
Lemma B.9. Let A ⊂ Cn+c+d˜ be the open set defined by the rank conditions rank(jacx(h)) =
c and λ 6= (0, . . . , 0). There exists a non-empty Zariski open subset Ud˜ of Cd˜n such that for
all a in Ud˜, a has rank d˜ and for (x, λ, ϑ) in A ∩ Φ−1a (0), the Jacobian matrix jac(x,λ,ϑ)Φa
has full rank c+ n.
Proof. In Section 3.2 of [9], the following fact is proved: for any (x, λ, ϑ, a) inA , the Jacobian
matrix jac(x,λ,ϑ,a)Φ has full rank c + n. This is in particular true for (x, λ, ϑ, a) in Φ
−1(0),
so applying the weak transversality theorem (Proposition B.3) to Φ on A ×Cd˜n shows the
existence of a non-empty Zariski open subset Ud˜ of Cd˜n such that for all a in Ud˜, and for
(x, λ, ϑ) inA ∩Φ−1a (0), the Jacobian matrix jac(x,λ,ϑ)(Φa) has full rank c+n. Upon restricting
Ud˜, we may in addition assume that for all such a, rank(a) = d˜.
Let Ud˜ ⊂ Cd˜n be as in Lemma B.9. When d˜ ≤ (d + 3)/2, we let Ed˜ ⊂ Cd˜n be as in
Proposition B.6 else we set Ed˜ ⊂ Cd˜n as the set of a’s such that a has rank d˜. We consider
the subset G ′(h, d˜) ⊂ GL(n) of all invertible matrices A such that the first d˜ rows of A−1 are
in Ed˜ ∩ Ud˜. This is a non-empty Zariski open subset of GL(n). In what follows, we take A
in G ′(h, d˜), and we prove that the conclusions of the proposition hold. We will in particular
let b ∈ Cd˜n be defined by taking the first d˜ rows of A−1; thus, b is in Ed˜ and Ud˜.
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Take first x in V ◦reg(h
A). The first point is clear, by definition of V ◦reg(h
A). Consider
next the matrix identity jac(hA) = jac(h)AA. A first consequence of it is that V ◦reg(h)
A =
V ◦reg(h
A). It implies further that[
jac(hA)
1d˜ 0
]
=
[
jac(h)A
b
]
A = Jd˜(AX,b)A. (4)
Let Y ◦ = {x ∈ V ◦reg(h) | rank(Jd˜(x,b)) ≤ c+ d˜− 1}. By Lemma A.2 and the above identity,
we deduce that W ◦(0, d˜, V ◦reg(h
A)) = Y ◦A. The following lemma will allow us to estimate
the dimension of Y ◦, and thus of W ◦(0, d˜, V ◦reg(h
A)).
Lemma B.10. Let A be as in Lemma B.9. Then Y ◦ is the projection of A ∩ Φ−1b (0) on
the X-space.
Proof. A point x ∈ V ◦reg(h) belongs to Y ◦ if and only if Jd˜(x,b) has rank less than c + d˜,
that is, if and only if there exists a nonzero vector [λ1 · · · λc ϑ1 · · · ϑd˜] in the right
nullspace of Jd˜(x,b) (recall that this matrix has more columns than rows). For any such
[λ1 · · · λc ϑ1 · · · ϑd˜], λ1, . . . , λc cannot be all zero, since then this would imply that b has
rank less than d˜.
Using the Jacobian criterion in the form of Lemma A.1, together with Lemma B.9, we
deduce that A ∩ Φ−1b (0) is either empty or a non-singular d˜-equidimensional locally closed
set.
We can now prove the second point of Proposition B.1. If A ∩ Φ−1b (0) is empty, its
projection Y ◦ is empty as well, and so is W ◦(0, d˜, V ◦reg(h
A)). Otherwise, we saw in Lemma B.5
that each irreducible component of Y ◦ has dimension at least d˜− 1, so the following lemma
is sufficient to conclude. In this lemma, we denote by piX the projection on the X-space.
Lemma B.11. The locally closed set Y ◦ has dimension at most d˜− 1.
Proof. We saw that the Zariski closure C of A ∩Φ−1b (0) is a d˜-equidimensional algebraic set.
Let us write C = ∪i∈ICi, with all Ci irreducible of dimension d˜.
For i in I, let Ti be the Zariski closure of piX(Ci), so that the projection Ci → Ti is a
dominant mapping between irreducible varieties. The set Y ◦ is contained in the union of the
Ti’s, so it is enough to prove that dim(Ti) ≤ d˜− 1 holds for all i.
Remark first that for all i, Y ◦ ∩ Ti is dense in Ti. Indeed, define C ′i = A ∩ Φ−1b (0) ∩ Ci;
by construction, this is a dense subset of Ci, so that Ti is also the Zariski closure of piX(C
′
i).
On the other hand, piX(C
′
i) is contained in Y
◦, and thus in Y ◦ ∩ Ti, and we just saw that it
is dense in Ti. Thus Y
◦ ∩ Ti itself is dense in Ti.
Fix i such that dim(Ti) is maximal, and let J ⊂ I be the set of all indices j ∈ I such that
Ti = Tj; thus, for j not in J , Ti ∩ Tj is a proper subvariety of Ti. This allows us to define a
non-empty open set Ω ⊂ Ti such that for y in Ω, the following properties are satisfied:
• for all j in J , for any irreducible component F of pi−1X (y) ∩ Cj, F has dimension
d˜ − dim(Ti) (this is by the theorem on the dimension of fibers for the projection
Cj → Tj = Ti);
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• for all j not in J , pi−1X (y) ∩ Cj is empty;
• y is in Y ◦.
Take such a y. Then, pi−1X (y) ∩ C is the union of the sets pi−1X (y) ∩ Cj, for j in J , so it is an
equidimensional algebraic set of dimension d˜− dim(Ti).
On the other hand, pi−1X (y) ∩A ∩ Φ−1b (0) has positive dimension, since it is defined by a
homogeneous system (and does not consist only on the trivial solution [0 · · · 0]). Since this
set is contained in pi−1X (y)∩C, the latter must have dimension at least one. Altogether, this
implies that dim(Ti) ≤ d˜− 1, which implies that dim(Y ◦) ≤ d˜− 1.
We prove now the third point, taking x in V ◦reg(h
A) and y = Ax, so that y ∈ V ◦reg(h).
Because we assume that d˜ ≤ (d+ 3)/2 and that b is in Ed˜, we deduce from Proposition B.6
that Jd˜(y,b) has rank at least c+ d˜−1. Because A is a unit, the matrix equality (4) implies
that jac(hA, d˜) has rank at least c− 1 at x, and the third claim follows.
Only the last point is left to prove. Take m′ and m′′ as in the proposition, respectively
a c-minor of jac(hA) and a (c − 1)-minor of jac(hA, d˜); without loss of generality, we can
assume that m′′ 6= 0. Let further ι be the index of the row of jac(hA, d˜) not in m′′.
By Lemma A.2, we know that
W ◦(0, d˜, V ◦reg(h
A)) = {x ∈ V ◦reg(hA) | rank(jacx(hA)) = c and rank(jacx(hA, d˜)) < c}.
InsideO(m′), V ◦reg(hA) coincides with V (hA). As a consequence, insideO(m′), W ◦(0, d˜, V ◦reg(hA))
coincides with the set of all x in V (hA) such that all c-minors of jac(hA, d˜) vanish at
x. Restricting further, we deduce from the exchange lemma of e.g. [6, Lemma 4] that
inside O(m′m′′), W ◦(0, d˜, V ◦reg(hA)) coincides with V (hA,H(hA, d˜,m′′)), for the polynomi-
als H(hA, d˜,m′′) introduced in Definition 3.1. Thus, it remains to prove that for all x in
V (hA,H(hA, d˜,m′′)) ∩ O(m′m′′), the Jacobian matrix of (hA,H(hA, d˜,m′′)) has full rank,
equal to n− d˜ + 1. (This will in particular reprove the second item in our proposition B.1,
but only in the open set O(m′m′′).)
Let L1, · · · , Lc and T1, . . . , Td˜ be new variables. We deduce from (4) that the ideal
generated by the entries of the vector
[L1 · · · Lc T1 · · · Td˜] ·
[
jac(hA)
1d˜ 0
]
also admits for generators the entries of
[L1 · · · Lc T1 · · · Td˜] ·
[
jac(h)
b
]A
.
Looking at the first equation above, and using Proposition 5.2, we deduce that there
exist (ρj)j=1,...,c,j 6=ι and (τi)i=1,...,d˜ in C[X]m′′ such that in C[X,L,T]m′′ , the ideal generated
by the entries of
hA, [L1 · · · Lc T1 · · · Td˜] ·
[
jac(hA)
1d˜ 0
]
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admits for generators polynomials of the form
hA, LιH(h
A, d˜,m′′), (Lj − ρjLι)j=1,...,c,j 6=ι, (Ti − τiLι)i=1,...,d˜. (5)
On the other hand, we also observe that
hA, [L1 · · · Lc T1 · · · Td˜] ·
[
jac(h)
b
]A
coincide with the entries of the polynomial vector ΦAb , where Φ : C
n+c+d˜+d˜n → Cc+n is the
polynomial mapping defined at the beginning of this paragraph, and where the superscript
A indicates that A acts on the variables X.
Now, let x be in V (hA,H(hA, d˜,m′′))∩O(m′m′′). Define first λι = 1, then λj = ρj(x) for
j = 1, . . . , c, j 6= ι and ϑi = τi(x) for i = 1, . . . , d˜; these are all well-defined, since m′′(x) 6= 0.
It follows that (x, λ, ϑ) cancels all equations in (5). Let y = Ax. The previous statements
show that (y, λ, ϑ) is in Φ−1b (0). Now, recall that b is in Ud˜; besides, since m′(x) 6= 0, x is
in V ◦reg(h
A) and thus y is in V ◦reg(h). Since also λ 6= 0, Lemma B.9 implies that jacy,λ,ϑ(Φb)
has full rank c+ n at (y, λ, ϑ).
Through the change of variables A, this implies that the Jacobian of ΦAb has full rank
c+ n at (x, λ, ϑ), and this in turn implies the same property for the Jacobian of
hA, LιH(h
A, d˜,m′′), (Lj − ρjLι)j=1,...,c,j 6=ι, (Ti − τiLι)i=1,...,d˜.
This finally implies that the Jacobian matrix of (hA,H(hA, d˜,m′′)) has full rank n − d˜ + 1
at x, so the proof is complete.
B.2 Charts and atlases for polar varieties
We can now prove that if ψ is a chart for a triple (V,Q, S), the construction Wchart(ψ,m
′,m′′)
of Definition 3.2 does indeed define a chart for W (e, d˜, V ), at least in generic coordinates
and for some suitable values of d˜.
Lemma B.12. Let Q ⊂ Ce be a finite set and let V ⊂ Cn and S ⊂ Cn be algebraic sets
lying over Q. Suppose that V is d-equidimensional, let ψ = (m,h) be a chart of (V,Q, S),
and let d˜ be an integer in {1, . . . , d}.
There exists a non-empty Zariski open G chart1 (ψ, V,Q, S, d˜) ⊂ GL(n, e) such that, for A
in G chart1 (ψ, V,Q, S, d˜), the following holds, where we write W = W (e, d˜, V
A).
• For any minors m′ and m′′ of jac(hA) as in Definition 3.2, writing Wchart(ψA,m′,m′′) =
(mAm′m′′,h′), the set O(mAm′m′′)∩W−SA coincides with O(mAm′m′′)∩fbr(V (h′), Q)−
SA.
• For m′,m′′ as above, if O(mAm′m′′)∩W −SA 6= ∅, then Wchart(ψA,m′,m′′) is a chart
of (W,Q, SA).
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Moreover, when we additionally assume that d˜ ≤ (d + 3)/2, the following holds for A in
G chart1 (ψ, V,Q, S, d˜).
• The sets O(mAm′m′′)− SA, taken for all m′,m′′, cover O(mA) ∩ V A − SA.
• The sets O(mAm′m′′)− SA, taken for all m′,m′′ such that O(mAm′m′′) ∩W − SA is
not empty, cover O(mA) ∩W − SA.
Proof. For y = (x1, . . . , xe) in Q, let hy be the polynomials
h(x1, . . . , xe, Xe+1, . . . , Xn),
which are in C[Xe+1, . . . , Xn]; more generally, for any f ∈ C[X1, . . . , Xn], fy will be defined
in this manner. Let further G ′y be the non-empty Zariski open subset of GL(n−e) obtained by
applying Proposition B.1 to hy: this is valid, since, by assumption d˜ ≤ d and, by Lemma A.8,
hy involves n − e − d equations in n − e variables, so the assumptions of that proposition
are satisfied.
Let Gy ⊂ GL(n, e) be obtained by taking the direct sum of the identity matrix of size
e with the elements of G ′y, and let finally G
chart
1 (ψ, V,Q, S, d˜) be the intersection of the
finitely many Gy’s. This is a non-empty Zariski open subset of GL(n, e). We now take A in
G chart1 (ψ, V,Q, S, d˜), we let A
′ ∈ GL(n − e) be its second summand, and we prove that the
claims of the proposition hold.
Because A is block-diagonal and leaves the first e variables invariant, for any polynomial
h and for any y in Q, we have (hy)
A′ = (hA)y; we simply write it h
A
y . Geometrically, we
define the algebraic sets V Ay ⊂ Cn (by restricting the points in V A to those lying over y) and
V ′y
A ⊂ Cn−e (by forgetting the first e coordinates from V Ay ), and similarly the sets SAy ⊂ Cn
and S ′y
A ⊂ Cn−e.
Let now m′,m′′ be minors of respectively jac(h, e) and jac(h, e + d˜), and let h′ =
(h,H(h, e + d˜,m′)). We first prove the following claim: in the open set O(mAm′m′′) − SA,
fbr(V (h′), Q) coincides with W ◦(e, d˜, V A) and at any of these points, jac(h′, e) has full rank
n− e− (d˜− 1).
Fix y in Q, so that m′y and m
′′
y are minors of respectively the matrices jac(h
A
y ) and
jac(hAy , d˜). The polynomials h
′
y are precisely the polynomials considered in point (4) of
Proposition B.1. Because A′ is in G ′y, that proposition implies that the polynomials h
′
y define
W ◦(d˜, V ◦reg(h
A
y )) in O(m′ym′′y), and that their Jacobian matrix has full rank n− e− (d˜− 1)
everywhere on O(m′ym′′y) ∩W ◦(0, d˜, V ◦reg(hAy )).
Using C2 and C4 for ψ
A and restricting to the fiber above y, we deduce that in O(mAy )−
S ′y
A, V ′y
A coincides with V ◦reg(h
A
y ), so in O(mAym′ym′′y) − S ′yA, the polynomials h′y define
W ◦(0, d˜, V ′y
A) as well. Transporting all objects back to Cn, and taking the union over
all y ∈ Q, we obtain that in O(mAm′m′′) − SA, fbr(V (h′), Q) is the disjoint union of
all W ◦(e, d˜, V Ay ), which is none other than W
◦(e, d˜, V A). Besides, at any of these points,
jac(h′, e) has full rank n− e− (d˜− 1), so our claim is proved.
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We can now prove the first two items. As a preliminary, remark that the number of
polynomials in Wchart(ψ
A,m′,m′′) is c′ = n− e− (d˜− 1); then, c′ + e = n− (d˜− 1), so the
assumption d˜ ≥ 1 implies c′ + e ≤ n, which will establish C3 below.
Writing W = W (e, d˜, V A), we saw in Subsection A.2 the inclusions
W ◦(e, d˜, V A) ⊂ W ⊂ K(e, d˜, V A) = W ◦(e, d˜, V A) ∪ sing(V A).
Let us take the intersection with O(mAm′m′′)− SA. Lemma A.8 shows that O(mA)− SA
does not intersect sing(V A), so we deduce that O(mAm′m′′) ∩W − SA = O(mAm′m′′) ∩
W ◦(e, d˜, V A) − SA, which is equal to O(mAm′m′′) ∩ fbr(V (h′), Q) − SA in view of the
claim above. This remark, and the rank property for jac(h′, e) mentioned just above, prove
properties C2 and C4 for Wchart(ψ
A,m′,m′′); if O(mAm′m′′)∩W −SA is not empty, we also
have C1, and C3 was proved above. Thus, we are done with the first two items in the lemma.
The third point is easier. Take x = (x1, . . . , xn) in O(mA) ∩ V A − SA, so that y =
(x1, . . . , xe) is in Q, and let z = (xe+1, . . . , xn). Since x is in O(mA) ∩ V A − SA, by C4 for
ψA, the matrix jac(hA, e) has full rank c at x; equivalently, the matrix jacz(h
A
y ) has full rank
c at z, so z is in V ◦reg(h
A
y ).
Now, we assume additionally that d˜ ≤ (d + 3)/2. Due to our choice of A, we can apply
Proposition B.1; we deduce from points (1) and (3) of that proposition that there exist
minors m′,m′′ of jac(hAy ) and jac(h
A
y , d˜) that do not vanish at z. Now, there exist minors m
′
and m′′ of jac(hA, e) and jac(hA, e+ d˜) such that m′ = m′y and m
′′ = m′′y. In particular, we
deduce that m′(x) and m′′(x) are both non-zero, so x is actually in O(mAm′m′′)−SA. The
third item is proved.
The fourth point is obvious. Take x = (x1, . . . , xn) in O(mA) ∩W − SA. Then, x is in
O(mA)∩ V A− SA, so, since d˜ ≤ (d+ 3)/2 by assumption, there exists m′ and m′′ as before
such that x is in O(mAm′m′′)−SA. In particular, O(mAm′m′′)∩W −SA is not empty.
Lemma B.13. Let Q ⊂ Ce be a finite set and let V ⊂ Cn and S ⊂ Cn be algebraic sets
lying over Q, with S finite. Suppose that V is d-equidimensional and let d˜ be an integer in
{1, . . . , d}. Then all irreducible components of W (e, d˜, V ) have dimension at least d˜− 1.
Proof. Up to replacing n by n − e and W (e, d˜, V ) by W (0, d˜, V ), and to working over all
points of Q independently, we can assume that e = 0 (so as to allow us to use Lemma B.5,
which was written in this context). Then, it is enough to prove that for any x in W ◦(0, d˜, V ),
any irreducible component of W (0, d˜, V ) passing through x has dimension at least d˜− 1.
Consider the atlas ψ = (ψi)1≤i≤s of (V, {•}, sing(V )) introduced in Lemma A.13, and
write ψi = (mi,hi) for all i. We know from Lemma A.12 that all hi have cardinality
c = n − d. Besides, there exists an index i such that x is in O(mi) − sing(V ), and in this
open set, Lemma A.10 shows that
W (0, d˜, V ) and
{
x ∈ V ◦reg(hi) | rank(jacx(hi, d˜)) < d˜
}
coincide. In particular, the irreducible components of W (0, d˜, V ) containing x are also the
irreducible components of the Zariski closure of the locally closed set on the right-hand side.
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Now, for x in O(mi)− sing(V ), the matrix jacx(hi, d˜) satisfies the following equality:
rank
[
jacx(hi)
1d˜ 0
]
= c+ rank(jacx(hi, d˜))
so applying Lemma B.5 finishes proof.
B.3 Proof of the proposition
We can now prove Proposition 3.4. Write ψ = (ψi)1≤i≤s. To each ψi, we associate the non-
empty Zariski open subset G chart1 (ψi, V,Q, S, d˜) of Lemma B.12, and we let G1(ψ, V,Q, S, d˜)
be their intersection; it is still non-empty and Zariski open.
Take A in G1(ψ, V,Q, S, d˜) and write W = W (e, d˜, V A); assume that W is not empty
(otherwise, there is nothing to do). Then, by Lemma B.13, all irreducible components of W
have dimension at least d˜− 1 ≥ 1. Let us prove that Watlas(ψA, V A, Q, SA, d˜) is an atlas of
W .
• For all minors m′ and m′′ of jac(hAi ) as in Definitions 3.2 and 3.3, the second item in
Lemma B.12 shows that if O(mAi m′m′′)∩W − SA is not empty, Wchart(ψAi ,m′,m′′) is
a chart of (W,Q, SA). Thus, we have proved A1.
• We next prove A3, that is, that all corresponding O(mAi m′m′′) cover W −SA. For any
fixed i, the last item in Lemma B.12 shows that the sets O(mAi m′m′′)∩W −SA cover
O(mAi ) ∩W − SA. Since the open sets O(mAi ) cover V − SA, and thus W − SA, our
claim is proved.
• A2 follows from the fact that W is not contained in SA (since W have dimension at
least 1, and S is finite).
Hence, Watlas(ψ
A, V A, Q, SA, d˜) is an atlas of W . Lemma A.12 shows that all sequences
of polynomials appearing in the atlas ψ have the same cardinality; this implies that all
polynomial sequences appearing in Watlas(ψ
A, V A, Q, SA, d˜) have the same cardinality as
well. As a result, Lemma A.11 implies that W − SA is a non-singular (d˜ − 1)-equidimen-
sional locally closed set. Since all irreducible components of W have dimension at least 1,
W is the Zariski closure of W − SA. Thus, W itself is (d˜− 1)-equidimensional, and singular
points of W (e, d˜, V A) are contained in SA; in particular, they are in finite number.
C Proof of Proposition 3.7
The proof of Proposition 3.5 uses Proposition 3.7; hence, we prove the latter first. Its
statement is as follows: Let Q ⊂ Ce be a finite set and let V ⊂ Cn and S ⊂ Cn be algebraic
sets lying over Q, with S finite. Suppose that V is equidimensional of dimension d. Let
ψ be an atlas of (V,Q, S), and let d˜ be an integer in {1, . . . , d}. If 2 ≤ d˜ ≤ (d + 3)/2,
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there exists a non-empty Zariski open subset G3(ψ, V,Q, S, d˜) of GL(n, e) such that for A in
G3(ψ, V,Q, S, d˜), the following holds.
Define W = W (e, d˜, V A) and let Q′′ ⊂ Ce+d˜−1 be a finite set lying over Q; define V ′′ =
fbr(V A, Q′′). Let further S ′′ = fbr(SA ∪W (e, d˜, V A), Q′′). Then:
• S ′′ is finite,
• either V ′′ is empty or Fatlas(ψA, V A, Q, SA, Q′′) is an atlas of (V ′′, Q′′, S ′′), and V ′′ is
equidimensional of dimension d− (d˜− 1), with sing(V ′′) contained in the finite set S ′′.
The outline of this section is similar to that of Section B: we first work locally, showing
how to construct a chart for the set above, then handle global properties.
Lemma C.1. Let Q ⊂ Ce be a finite set and let V ⊂ Cn and S ⊂ Cn be algebraic sets lying
over Q. Suppose that (V,Q) is equidimensional of dimension d, with finitely many singular
points, let ψ = (m,h) be a chart of (V,Q, S) and let d˜ be an integer in {1, . . . , d}.
There exists a non-empty Zariski open G chart3 (ψ, V,Q, S, d˜) ⊂ GL(n, e) such that, for A
in G chart3 (ψ, V,Q, S, d˜), the following holds.
Let Q′′ ⊂ Ce+d˜−1 be a finite set lying over Q and define V ′′ = fbr(V A, Q′′). Let further
S ′′ = fbr(SA ∪W (e, d˜, V A), Q′′). Then either O(mA) ∩ V ′′ − S ′′ is empty or ψA is a chart
of (V ′′, Q′′, S ′′), and S ′′ is finite if S is.
Proof. For y in Q, let V ′y ⊂ Cn−e be the algebraic set obtained by forgetting the first e
coordinates in Vy = fbr(V,y), let G˜y be the Zariski open set associated to V ′y and d˜ by
Lemma A.6 and let G3
′
,y ⊂ GL(n, e) be obtained as the direct sum of the size-e identity
matrix and G˜y. Finally, we take for G chart3 (ψ, V,Q, S, d˜) the intersection of all G3
′
,y, for y in
Q.
Take A in G chart3 (ψ, V,Q, S, d˜), and let A
′ ∈ GL(n−e) be its second summand. Lemma A.6
shows that for any y in Q and x in Cd˜−1, fbr(W (0, d˜, V ′y
A),x) is finite. Transporting back
to Cn, this shows that for y in Q and x in Ce+d˜−1 lying over y, fbr(W (e, d˜, V Ay ),x) is finite.
Considering all y ∈ Q at once, this implies that for any finite Q′′ in Ce+d˜−1 lying over Q,
fbr(W (e, d˜, V A), Q) is finite. So if we assume that S is finite, S ′′ = fbr(SA∪W (e, d˜, V A), Q′′)
is finite as well.
We have thus proved the last claim. Let then V ′′ = fbr(V A, Q′′) and assume thatO(mA)∩
V ′′ − S ′′ is not empty; we can now establish the defining properties of a chart.
C1. By assumption, O(mA) ∩ V ′′ − S ′′ is not empty.
C2. By construction, O(mA) ∩ V ′′ − S ′′ = O(mA) ∩ fbr(V A, Q′′) − S ′′, which is equal to
O(mA) ∩ V A ∩ pi−1
e+d˜−1(Q
′′) − S ′′. Because ψA is a chart of (V A, Q, SA), and because
S ′′ contains SA, we can rewrite this as O(mA) ∩ fbr(V (hA), Q) ∩ pi−1
e+d˜−1(Q
′′)− S ′′, or
equivalently as O(mA)∩ fbr(V (hA), Q′′)−S ′′, since Q′′ lies over Q. Thus, C2 is proved.
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C3. We have to prove that c+ e+ d˜− 1 ≤ n. By assumption on d˜, we have c+ e+ d˜− 1 ≤
c+ e+ d− 1, and by Lemma A.8, d = n− e− c, so that c+ e+ d˜− 1 ≤ n− 1, which
is stronger than what we need.
C4. Finally, we have to prove that for all x in O(mA) ∩ V ′′ − S ′′, the Jacobian matrix
jac(hA, e + d˜ − 1) has full rank c at x. Any such x does not belong to S ′′, and thus
does not belong to fbr(W (e, d˜, V A), Q′′). Since x lies over Q′′, we deduce that x is not
in W (e, d˜, V A). Because x is in O(mA), Lemma A.10 implies that jac(hA, e+ d˜), and
thus jac(hA, e+ d˜− 1), have full rank at x.
The lemma is proved.
of Proposition 3.7. Write ψ = (ψi)1≤i≤s; for i in {1, . . . , s}, we write ψi = (mi,hi). To each
ψi, we associate the non-empty Zariski open subset G chart3 (ψi, V,Q, S, d˜) of Lemma C.1, and
we let G3(ψ, V,Q, S, d˜) be their intersection; it is still non-empty and Zariski open. Take A
in G3(ψ, V,Q, S, d˜) and write
V ′′ = fbr(V A, Q′′) and S ′′ = fbr(SA ∪W (e, d˜, V A), Q′′).
Because A is in G3(ψ, V,Q, S, d˜), it is in particular in G chart3 (ψi, V,Q, S, d˜) for some 1 ≤ i ≤ s.
Then Lemma C.1 proves that since S is finite, S ′′ is finite.
Let us further assume that V ′′ is not empty; Krull’s principal ideal theorem then implies
that every irreducible component of V ′′ has dimension at least d − (d˜ − 1) > 0. We now
prove that Fatlas(ψ
A, V A, Q, SA, Q′′) is an atlas of (V ′′, Q′′, S ′′).
• Up to reordering the ψi, we can write Fatlas(ψA, V A, Q, SA, Q′′) = ((ψAi )1≤i≤s′). In
Lemma C.1, we proved that each such ψAi is a chart of (V
′′, Q′′, S ′′), so we have proved
that A1 holds.
• By assumption, the open sets O(mi), i = 1, . . . , s, cover V −S, which implies that the
sets O(mAi ), for the same values of i, cover V A − SA. This implies that the open sets
O(mAi ), i = 1, . . . , s, cover V ′′ − S ′′, since V ′′ ⊂ V and S ⊂ S ′′. Since we kept only
those ψAi for which O(mAi ) ∩ V ′′ − S ′′ is not empty, this establishes A3.
• In order to prove A2 it suffices to verify that V ′′ is not a subset of S ′′; this is case, since
we saw that V ′′ has positive dimension, and S ′′ is finite.
Hence, we have proved that Fatlas(ψ
A, V A, Q, SA, Q′′) is an atlas of (V ′′, Q′′, S ′′).
Lemma A.12 shows that all hi have the same cardinality. As a result, Lemma A.11
implies that V ′′−S ′′ is a non-singular (d− (d˜− 1))-equidimensional locally closed set. Since
all irreducible components of V ′′ have dimension at least d− (d˜− 1) > 0, we deduce that V ′′
itself is (d˜− 1)-equidimensional and has all its singular points in S ′′.
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D Proof of Proposition 3.5
The goal of this section is to prove the finiteness properties of polar varieties stated as
Proposition 3.5; they read as follows: Let Q ⊂ Ce be a finite set and let V ⊂ Cn be an
algebraic set lying over Q. Suppose that V is equidimensional of dimension d, with finitely
many singular points, and let d˜ be an integer such that 2 ≤ d˜ ≤ (d+ 3)/2. Then, there exists
a non-empty Zariski open set G2(V,Q, d˜) ⊂ GL(n, e) such that, for A in G2(V,Q, d˜), writing
W = W (e, d˜, V A), either W is empty, or W is equidimensional of dimension d˜ − 1, with
finitely many singular points, and K(e, 1,W ) is finite.
This claim extends to an arbitrary equidimensional algebraic set V results that were
already proved in [51] in the hypersurface case. The proof techniques are similar, but slightly
simpler for some aspects (we do not rely anymore on some deep results of Mather’s on generic
projections [42]), and more involved in some others (polar varieties are easier to define for
hypersurfaces).
To prove this result, one can assume without loss of generality that e = 0. Assume indeed
that we have proved our claim in that case. For an arbitrary value of e, consider the finitely
many points y ∈ Q one after the other; for any such y, define Vy ⊂ Cn−e as the set obtained
from fbr(V,y) ⊂ Cn by projection on the last n− e coordinates: applying the case e = 0 of
our proposition to the sets Vy, it is enough to take the intersection of the finitely many open
sets G2(Vy, d˜) ⊂ GL(n − e), and embed this intersection into GL(n, e) by taking the direct
sum with the identity matrix of size e.
D.1 The locally closed set X◦
In all that follows, we use the notation of Proposition 3.5. For g = (g1, . . . , gd˜) ∈ Cd˜, let ρg
be the mapping (x1, . . . , xd˜) 7→ g1x1 + · · ·+ gd˜xd˜; we will denote by g0 ∈ Cd˜ the row vector
(1, 0, . . . , 0), so that ρg0 ◦pid˜ is simply the projection pi1. With this notation, our goal is thus
to prove that for a generic choice of A,
W ◦(0, 1,W (0, d˜, V A)) = W ◦(0, ρg0 ◦ pid˜,W (0, d˜, V A))
is finite.
In this paragraph, we define a set X◦ ⊂ Cn2 × Cn × Cd˜ consisting of triples (A,x,g)
such that x is in W ◦(0, d˜, V A) and ρg ◦ pid˜ vanishes on TxW (0, d˜, V A). In order to ensure
that this set is locally closed, we will restrict A to a suitable open set of GL(n), on which a
“uniform” description of the polar varieties will be available.
The construction is slightly technical, but simple in essence: we construct a family of
polynomials (written P below) in an algorithmic manner, which will ensure that it defines
the polar variety W (0, d˜, V A) for a generic A.
Let F = (F1, . . . , Fs) ⊂ C[X1, . . . , Xn] be generators of the ideal of V and let A =
(Ai,j)1≤i,j≤n be a matrix of new indeterminates. We define FA as usual, as the set of poly-
nomial (F1(AX), . . . , Fs(AX)), and we define the polynomials G and J in C[A][X1, . . . , Xn]
as the sets of (n − d)-minors of respectively jac(FA) and jac(FA, d˜), where the derivatives
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are taken with respect to X1, . . . , Xn only. For A in GL(n), the polynomials G(A,X) ⊂
C[X1, . . . , Xn] are defined by evaluating the variables A at A.
Lemma D.1. For A in GL(n), the zero-set of (FA,G(A,X)) is sing(V A) and the zero-set
of (FA,J(A,X)) is K(0, d˜, V A).
Proof. For A in GL(n), the ideal 〈FA〉 is the defining ideal of V A, and the polynomials
G(A,X) and J(A,X) are simply the corresponding minors of the matrix jac(FA); our claim
for sing(V A) is then straightforward, and that for K(0, d˜, V A) follows from Lemma A.3.
Applying a radical ideal computation algorithm, say for definiteness that in [58, Theo-
rem 8.99], we obtain a finite set of polynomials H ⊂ C(A)[X1, . . . , Xn] that generate the
radical of the ideal 〈FA,J〉 in C(A)[X1, . . . , Xn]. For A in GL(n), the polynomials H(A,X)
are defined similarly to the polynomials G(A,X) above (provided no denominator vanishes),
and the following lemma shows that they have the expected specialization properties.
Lemma D.2. There exists a non-empty Zariski open subset K1 ⊂ GL(n) such that for A
in K1, the polynomials H(A,X) are well-defined and the ideal 〈H(A,X)〉 is radical, with
zero-set K(0, d˜, V A).
Proof. Because we are in characteristic zero, it is possible to compute the radical of an
ideal, over either C(A)[X1, . . . , Xn] or C[X1, . . . , Xn], using an algorithm that does only
arithmetic operations in (+,−,×,÷) and zero-tests; this is the case for the algorithm of [58,
Theorem 8.99] that we mentioned above (and would not be the case in positive characteristic).
We choose for K1 a non-empty Zariski open set where all steps performed to compute
the radical of 〈FA,J(A,X)〉 over C[X1, . . . , Xn] are the mirror of those done to compute
H over C(A)[X1, . . . , Xn]. For instance, K1 can be taken as the locus where none of the
(finitely many) non-zero rational functions in C(A) that appear during the computation is
undefined or vanishes. For A in K1, the ideal 〈H(A,X)〉 is then radical, and its zero-set is
K(0, d˜, V A), in view of the previous lemma.
Doing similarly for colon ideal computation, using for instance the algorithm in [58,
Corollary 6.34], we obtain a finite set of polynomials
P ⊂ C(A)[X1, . . . , Xn]
that generate the colon ideal 〈H〉 : 〈FA,G〉.
Lemma D.3. There exists a non-empty Zariski open subset K2 ⊂ K1 such that for A in K2,
the polynomials P(A,X) are well-defined and the ideal 〈P(A,X)〉 is radical, with zero-set
W (0, d˜, V A).
Proof. The first point is proved as in the previous lemma, by choosing an open set K2 ⊂
K1 where all algorithmic steps in colon ideal computation specialize well. Then, because
〈H(A,X)〉 is radical (by the previous lemma), we know that 〈P(A,X)〉 is radical as well. To
prove the second point, we use the fact that for any A inK2, the zero-set of 〈P(A,X)〉 is the
Zariski closure of K(0, d˜, V A)− sing(V A) since 〈H(A,X)〉 is radical and defines K(0, d˜, V A)
(by the previous lemma). The latter set is simply W ◦(0, d˜, V A), so we are done.
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We are going to restrict further the Zariski open set K2 by taking its intersection with
the following subsets of GL(n):
• the non-empty open set G1(ψ, V, {•}, sing(V ), d˜) ⊂ GL(n) defined defined by applying
Proposition 3.4 to the atlas ψ of (V, {•}, sing(V )) given in Lemma A.13; it ensures that
W (0, d˜, V A) is either empty or (d˜ − 1)-equidimensional and that sing(W (0, d˜, V A)) is
contained in sing(V A).
• the non-empty open set G3(ψ, V, {•}, sing(V ), d˜) ⊂ GL(n) defined by applying Propo-
sition 3.7 to the same atlas; it has the property that for A in this set, the restriction
of pid˜−1 to K(0, d˜, V
A), or equivalently to W (0, d˜, V A), has finite fibers;
Let us then callK3 the intersection of the non-empty Zariski open setsK2, G1(ψ, V, {•}, sing(V ), d˜)
and G3(ψ, V, {•}, sing(V ), d˜) in GL(n); this is a non-empty Zariski open subset of GL(n).
Having defined K3 allows us to define X◦ ⊂ Cn2 × Cn × Cd˜ as the set of triples (A,x,g)
such that the following holds:
• A is in K3,
• x is in W ◦(0, d˜, V A),
• ρg ◦ pid˜ vanishes on TxW (0, d˜, V A).
Lemma D.4. The set X◦ is locally closed.
Proof. Let g1, . . . , gd˜ be new indeterminates that stand for the entries of g = (g1, . . . , gd˜),
and consider the set X◦′ ⊂ Cn2 ×Cn ×Cd˜ defined through the following properties:
• A is in K3,
• (A,x) is in V (P)− V (FA,G),
• the matrix obtained by adjoining to jac(P,X) the row with entries
[g1, . . . , gd˜, 0, . . . , 0]
has rank n− (d˜− 1) at (A,x,g).
By construction, X◦′ is locally closed, since it is the intersection of three locally closed sets
(note that K3 is an open subset of GL(n), which is itself open in Cn
2
). We conclude by
proving that X◦ = X◦′. The defining conditions on A are identical on both sides; we then
inspect those on (A,x) and finally on (A,x,g).
Lemmas D.1 and D.3 show that since A is in K3, (A,x) belongs to V (P)− V (FA,J) if
and only if x belongs to W (0, d˜, V A) − sing(V A), that is, to W ◦(0, d˜, V A), so the defining
conditions on (A,x) are the same for X◦ and X◦′.
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Finally, we deal with the last conditions. In view of the above, we can assume that
A is in K3 and that x is in W ◦(0, d˜, V A). Remark in particular that in this case, x is in
reg(W (0, d˜, V A)), since A ∈ K3 implies that sing(W (0, d˜, V A)) is contained in sing(V A),
whereas x is in W ◦(0, d˜, V A) ⊂ reg(V A). Remember as well that W (0, d˜, V A) is (d˜ − 1)-
equidimensional. This, together with Lemma D.3, implies that jac(P,X) has rank n−(d˜−1)
at (A,x) and that its nullspace is TxW (0, d˜, V
A). The rank condition on the augmented
matrix is then equivalent to ρg ◦ pid˜ vanishing on TxW (0, d˜, V A).
D.2 The dimension of X◦
In this paragraph, we prove that X◦ has dimension at most d˜+n2. This is done by applying
the theorem on the dimension of fibers twice. We define the projection
piA : C
n2 ×Cn ×Cd˜ → Cn2
(A,x,g) 7→ A;
and
piX : C
n2 ×Cn ×Cd˜ → Cn
(A,x,g) 7→ x.
Then, for A in K3, X◦A denotes the fiber pi
−1
A (A) ∩ X◦ ⊂ Cn
2 ×Cn ×Cd˜. In order to prove
the bound on dim(X◦), we will first prove that X◦A has dimension at most d˜ and apply a
form of the theorem on the dimension of fibers to piA. To prove the dimension bound on X
◦
A,
we will apply the same theorem, but to the restriction of piX to X
◦
A.
The definition of X◦ implies that (A,x,g) is in X◦A if and only if x is in W
◦(0, d˜, V A) and
ρg ◦ pid˜ vanishes on TxW (0, d˜, V A), and Lemma D.4 implies that X◦ and thus X◦A are locally
closed subsets of Cn
2 ×Cn ×Cd˜.
As a useful preliminary, we prove the following lemma on the dimension of fibers on
locally closed sets.
Lemma D.5. Let S◦ ⊂ Cn be a locally closed set and let r ∈ N be such that the Zariski
closure of pir(S
◦) has dimension s. Assume that for all x in pir(S◦), the fiber pi−1r (x) ∩ S◦
has dimension at most t. Then S◦ has dimension at most s+ t.
Proof. Let T be an irreducible component of the Zariski closure of S◦ and let T ′ = S◦ ∩ T ;
because S◦ is locally closed, one deduces that T ′ is an open dense subset of T .
Let further C be the Zariski closure of pir(T ). We claim that dim(C) ≤ s. Indeed,
because T ′ is dense in T , we infer that C is also the Zariski closure of pir(T ′). Since pir(T ′)
is contained in pir(S
◦), we conclude that its Zariski closure has dimension at most s.
Since T ′ is open dense in T , we can write T ′ = T − Y , where Y is a strict algebraic
subset of T ; in particular, dim(Y ) < dim(T ). Let us then consider the restriction of pir
to a projection T → C and let m be the dimension of its generic fiber, so that we have
m = dim(T ) − dim(C). We claim that for a generic x in C, the fiber pi−1r (x) ∩ Y has
dimension less than m.
76
To prove this claim, we decompose Y into its irreducible components, and distinguish
those whose projection is dense in C from the others. Let us thus write Y = Y1 ∪ · · · ∪ Yu ∪
Z1∪· · ·∪Zv, with all Yi, Zj irreducible, and such that for all i, j, pir(Yi) is not dense in C and
pir(Zj) is dense in C. We can then consider fibers of the form pi
−1
r (x) ∩ Yi and pi−1r (x) ∩ Zj
separately.
• For 1 ≤ i ≤ u, there exists an open dense subset Oi of C such that for x in Oi, the
fiber pi−1r (x) ∩ Yi is empty.
• For 1 ≤ j ≤ v, let m′j be the dimension of the generic fiber of the restriction of pir to
Zj. This implies that m
′
j = dim(Zj)− dim(C) < m (since dim(Zj) < dim(T )). Thus,
there exists an open dense subset Uj of C such that for x in Uj, the fiber pi
−1
r (x) ∩ Zj
has dimension m′j, which is less than m.
Our claim on the fibers pi−1r (x) ∩ Y is thus proved. Now, for x in C, the fiber pi−1r (x) ∩ T ′
is the set-theoretic difference of the Zariski closed sets pi−1r (x) ∩ T and pi−1r (x) ∩ Y . For a
generic x in C, pi−1r (x)∩T has dimension m, so in view of the previous discussion, we deduce
that for a generic x in C, the fiber pi−1r (x)∩T ′ is a locally closed set of dimension m as well.
On the other hand, for any x in C, our assumption says that this fiber has dimension at
most t, so that t ≥ m. Since m = dim(T )− dim(C) ≥ dim(T )− s, we get dim(T ) ≤ s + t.
Doing so for all T , we get dim(S◦) ≤ s+ t.
Let A be in K3. In order to bound the dimension of X◦A, we will apply the previous
lemma to the restriction of the projection piX to X
◦
A.
Note that the image of X◦A by piX is contained in W
◦(0, d˜, V A). For all x in W ◦(0, d˜, V A),
let thus X◦A,x be the fiber pi
−1
X (x)∩X◦A. Remark that set of all g such that (A,x,g) belongs
to X◦ is a vector space, say Ex,A ⊂ Cd˜, since ρag+a′g′ = aρg + a′ρg′ for all a, a′ ∈ C and
g,g′ ∈ Cd˜; then, X◦A,x takes the form {A} × {x} × Ex,A.
First, we need a lemma estimating the dimension of the vector space Ex,A, or equivalently
of X◦A,x.
Lemma D.6. For A ∈ GL(n) and x ∈ W ◦(0, d˜, V A), the following equality holds:
dim(pid˜(TxW (0, d˜, V
A))) + dim(X◦A,x) = d˜.
Proof. For a given A and x, g belongs to Ex,A if and only if the linear form ρg van-
ishes on pid˜(TxW (0, d˜, V
A)). Thus Ex,A is isomorphic to the dual of the cokernel of pid˜ :
TxW (0, d˜, V
A)→ Cd˜, and the dimension equality follows.
Thus, in order to control dim(X◦A,x), we need to discuss the possible dimensions of
pid˜(TxW (0, d˜, V
A)), for x ∈ W ◦(0, d˜, V A). It is then natural to introduce the sets
S◦i,A = {x ∈ W ◦(0, d˜, V A) | dim(pid˜(TxW (0, d˜, V A))) = d˜− i} for 1 ≤ i ≤ d˜.
The following lemma relates the dimension of pir(TxS
◦) and pir(S◦), for pir a projection and
S◦ a locally closed set.
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Lemma D.7. Let S◦ ⊂ Cn be a locally closed set and let r, s ∈ N be such that for all x in
S◦, pir(TxS◦) has dimension at most s. Then the Zariski closure of pir(S◦) has dimension at
most s as well.
Proof. Let Z ⊂ Cn be the Zariski closure of S◦, and let Z1, . . . , Zk be its irreducible com-
ponents. We will prove that the Zariski closure Ci of pir(Zi) has dimension at most s for all
i. This will be enough to conclude, since the union of the sets Ci contains pir(S
◦).
Fix i ≤ k. Let Bi = S◦ ∩ Zi − ∪i′ 6=iZi′ . Remark that Bi is an open dense subset of Zi,
and that for x in Bi, TxS◦ = TxZi, so that pir(TxZi) has dimension at most s.
On the other hand, applying Sard’s lemma in the form of [44, Theorem 3.7] to the
restriction of pir to Zi, we know that there exists a non-empty Zariski open subset Oi of
Ci such that for x in pi
−1
r (Oi) ∩ reg(Zi), dim(pir(TxZi)) = dim(Ci). Intersecting pi−1r (Oi) ∩
reg(Zi) with Bi, we obtain a non-empty open subset U i of Zi such that for x in U i, we have
simultaneously dim(pir(TxZi)) = dim(Ci) and dim(pir(TxZi)) ≤ s.
Lemma D.8. For all A ∈ K3 and for all i ∈ {1, . . . , d˜}, S◦i,A is a locally closed subset of
Cn of dimension at most d˜− i, and ∪d˜i=1S◦i,A is a partition of W ◦(0, d˜, V A).
Proof. Since A is in K3, W (0, d˜, V A) is either empty or (d˜−1)-equidimensional, and in that
case its singular locus is contained in that of V A.
We can of course suppose thatW (0, d˜, V A) is not empty. Then, for all x ∈ W ◦(0, d˜, V A) ⊂
reg(W (0, d˜, V A)), TxW (0, d˜, V
A) has dimension d˜−1, which implies that its image by pid˜ has
dimension at most d˜− 1. This implies in turn that ∪d˜i=1S◦i,A is a partition of W ◦(0, d˜, V A).
Next, we prove that each S◦i,A is a locally closed set. Indeed, W
◦(0, d˜, V A) is locally
closed, and for x in W ◦(0, d˜, V A) ⊂ reg(W (0, d˜, V A)), pid˜(TxW (0, d˜, V A)) having dimension
d˜ − i amounts to jac(P(A,X), d˜) having rank n − d˜ − i + 1 at x, which is a locally closed
condition.
We can now fix i ∈ {1, . . . , d˜}. Since S◦i,A is a subset of K(0, d˜, V A), and since A has
been chosen in the Zariski open set K3 ⊂ G3(ψ, V, {•}, sing(V ), d˜), we conclude from the
defining property of G3(ψ, V, {•}, sing(V ), d˜) given in Proposition 3.7 that for all y ∈ Cd˜,
the fiber pi−1
d˜
(y)∩S◦i,A is finite (precisely, the defining property of G3(ψ, V, {•}, d˜) applies to
the fibers of pid˜−1, which is stronger than what we use here).
Next, we prove that the Zariski closure of pid˜(S
◦
i,A) has dimension at most d˜ − i. Take
x in S◦i,A, so that in particular x is in reg(W (0, d˜, V
A)). We know that S◦i,A is contained in
W ◦(0, d˜, V A), so upon taking Zariski closure and tangent spaces, we deduce that TxS◦i,A is
contained in TxW (0, d˜, V
A). This implies that pid˜(TxS
◦
i,A) is contained in pid˜(TxW (0, d˜, V
A)).
Because x is in S◦i,A, we deduce that pid˜(TxS
◦
i,A) has dimension at most d˜ − i. Lemma D.7
then implies that the Zariski closure of pid˜(S
◦
i,A) has dimension at most d˜ − i, as claimed.
Using the finiteness property for the fibers of pid˜ (previous paragraph), Lemma D.5 then
implies that dim(S◦i,A) ≤ d˜− i as well.
We can then deduce an upper bound on the dimension of X◦A.
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Corollary D.9. The set X◦A has dimension at most d˜.
Proof. By Lemma D.8, W ◦(0, d˜, V A) is the disjoint union of the locally closed sets
S◦i,A = {x ∈ W ◦(0, d˜, V A) | dim(pid˜(TxW (0, d˜, V A))) = d˜− i} for 1 ≤ i ≤ d˜,
with in addition dim(S◦i,A) ≤ d˜− i for all i.
For i as above, let us further define X◦i,A = X
◦
A∩pi−1X (S◦i,A); this is still a locally closed set
in Cn
2 ×Cn ×Cd˜. By construction, piX(X◦i,A) is contained in S◦i,A, so its Zariski closure has
dimension at most d˜ − i (Lemma D.8). On the other hand, because piX(X◦i,A) is contained
in S◦i,A, we also know that for every x in piX(X
◦
i,A), the fiber pi
−1
X (x)∩X◦i,A, which is equal to
X◦A,x, has dimension i (Lemma D.6).
Applying Lemma D.5, we deduce that X◦i,A has dimension at most d˜. Since X
◦
A is the
union of the finitely many subsets X◦i,A, its Zariski closure is contained in the union of the
Zariski closures of those sets, so it has dimension at most d˜ as well.
We now come to the main result of this paragraph.
Corollary D.10. The set X◦ has dimension at most d˜+ n2.
Proof. This follows from applying Lemma D.5 to the restriction of the projection piA : C
n2×
Cn×Cd˜ → Cn2 to X◦ and using the previous lemma to bound the dimension of the fibers.
D.3 Proof of Proposition 3.5
We can now complete the proof of Proposition 3.5. We start by turning the situation around
and considering the projection
ς : Cn
2 ×Cn ×Cd˜ → Cn2 ×Cd˜
(A,x,g) 7→ (A,g).
We claim that most fibers of this projection are finite. Precisely, let Y ⊂ Cn2 ×Cd˜ be the
Zariski closure of the set of all (A,g) ∈ Cn2×Cd˜ such that the fiber ς−1(A,g)∩X◦ is infinite.
Lemma D.11. The set Y is a strict Zariski closed subset of Cn
2 ×Cd˜.
Proof. By definition, Y is Zariski closed, so it remains to prove that it does not cover
Cn
2 ×Cd˜. Let Z be an irreducible component of the Zariski closure of X◦. Corollary D.10
shows that Z has dimension at most d˜ + n2, so either ς(Z) is not dense in Cn
2 × Cd˜, in
which case for a generic (A,g) ∈ Cn2 ×Cd˜ the fiber ς−1(A,g)∩Z is empty, or it is dense in
Cn
2 ×Cd˜, in which case that fiber is generically finite.
Because Y is a strict Zariski closed set of Cn
2×Cd˜, we claim that there exists a non-zero
g1 ∈ Cd˜ and a non-empty Zariski open set K4 ⊂ K3 in Cn2 such that for A in K4, (A,g1) is
not in Y . Indeed, consider the projection Cn
2×Cd˜ → Cd˜ and its restriction to an irreducible
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component Y ′ of Y . Either this restriction is dominant, in which case its generic fiber has
dimension less than n2, or the image is contained in a strict Zariski closed subset of Cd˜.
Let us take g1 and K4 as above, with in addition g1 non-zero. For A in K4, the fiber
ς−1(A,g1) is finite. In other words, there exist finitely many x in W ◦(0, d˜, V A) such that
ρg1 ◦pid˜ vanishes on TxW (0, d˜, V A). The following lemma shows how we will obtain a similar
result for g0 = (1, 0, . . . , 0)
t instead of g1.
Lemma D.12. Let B be in GL(n) of the form
B =
[
B′ 0
0 1n−d˜
]
,
with B′ in GL(d˜). Then, for A in GL(n), the following equalities hold:
V AB = (V A)B, W ◦(0, d˜, V AB) = W ◦(0, d˜, V A)B and W (0, d˜, V AB) = W (0, d˜, V A)B.
Besides, for x in W (0, d˜, V AB), we have
TxW (0, d˜, V
AB) = (TxB−1W (0, d˜, V
A))B
and for u in TxW (0, d˜, V
AB) and g in Cd˜, we have
(ρg ◦ pid˜)(u) = (ρB′−tg ◦ pid˜)(uB
−1
).
Proof. The first equality is a direct consequence of the definition of V A; it implies in par-
ticular that sing(V AB) = sing(V A)B. In [50, Section 2.3], we prove that K(0, d˜, V AB) =
K(0, d˜, V A)B; in view of the previously noted equality of sing(V AB) and sing(V A)B, we
deduce that W ◦(0, d˜, V AB) = W ◦(0, d˜, V A)B, and similarly for their Zariski closures, that
W (0, d˜, V AB) = W (0, d˜, V A)B. The fourth equality follows immediately.
To prove the last equality, take u in TxW (0, d˜, V
AB) and g in Cd˜. The third equality
implies that u is of the form vB, for some v in TxB−1W (0, d˜, V
A). Due to the form of B,
we can write pid˜(u) = pid˜(v
B) = pid˜(v)
B′ , which implies that ρg(pid˜(u)) = ρg′(pid˜(v)), with
g′ = B′−tg.
Let us choose any B and B′ as in the lemma, with additionally B′−1g0 = g1 (such a
B′ exists, because g1 is non-zero). We then let G2 ⊂ Cn2 be the non-empty Zariski open
set defined by G2 = {AB | A ∈ K4}. We will now prove that G2 fulfills the conditions of
Proposition 3.5.
Take A in G2 and write A = A′B, with A′ in K4. Because A′ is in K4, and thus
in K3, we know that either W (0, d˜, V A
′
) is empty, or it is equidimensional of dimension
d˜− 1, with finitely many singular points. If it is not empty, the previous lemma shows that
W (0, d˜, V A) = W (0, d˜, V A
′
)B, so that W (0, d˜, V A) is equidimensional of dimension d˜ − 1,
with finitely many singular points as well. This proves the second property.
It remains to prove that K(0, 1,W (0, d˜, V A)) is finite; for this, as said in the introduction
of this section, it is enough to prove that W ◦(0, 1,W (0, d˜, V A)) is finite. By definition,
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x is in W ◦(0, 1,W (0, d˜, V A)) if and only if x is in reg(W (0, d˜, V A)) and pi1 vanishes on
TxW (0, d˜, V
A).
Remark that there are only finitely many x in reg(W (0, d˜, V A)) that are not inW ◦(0, d˜, V A):
indeed, any such x is in W (0, d˜, V A)−W ◦(0, d˜, V A), which is by construction contained in
the finite set sing(V A). Thus, to conclude, it is enough to show that there exist finitely many
x in W ◦(0, d˜, V A) such that pi1 vanishes on TxW (0, d˜, V A).
Lemma D.13. For x in W ◦(0, d˜, V A), pi1 vanishes on TxW (0, d˜, V A) if and only if (A′,xB
−1
,g1)
belongs to ς−1(A′,g1).
Proof. Take x inW ◦(0, d˜, V A) and let y = xB
−1
. The previous lemma shows that TxW (0, d˜, V
A) =
(TyW (0, d˜, V
A′))B, and that for v in TyW (0, d˜, V
A′) and u = vB, we have
pi1(u) = (ρg0 ◦ pid˜)(u) = (ρg1 ◦ pid˜)(v).
Thus, pi1 vanishes on TxW (0, d˜, V
A) if and only ρg1 ◦pid˜ vanishes on TyW (0, d˜, V A
′
). Because,
by assumption, A′ is inK3 and (by the previous lemma) y is in W ◦(0, d˜, V A
′
), this is the case
if and only if (A′,y,g1) is in X◦. This is equivalent to (A′,y,g1) belonging to ς−1(A′,g1).
The construction of G2 implies that ς−1(A′,g1) is finite, so our finiteness property is
proved.
E Proof of Theorem 4.1
In this section, we prove the following statement (Theorem 4.1) on Algorithm MainRoadmap(V,C0).
To state this result, recall that the recursive calls of RoadmapRec are organized into a binary
tree that we denoted by T .
Assume that V is a d-equidimensional algebraic set with finitely many singular points and
that V ∩Rn is bounded. Let C0 ⊂ Cn be a finite set of points and let (Aτ )τ internal node of T
be a family of matrices, with A in GL(n, eτ ,Q) for all τ .
There exists a family of non-empty Zariski open sets (G τ )τ internal node of T , where for all τ ,
G τ is in GL(n, eτ ) and depends on the matrices (Aτ˜ )τ˜ proper ancestor of τ , such that the following
holds: if, for all internal nodes τ of T , Aτ is in G τ and if it is used as the change of variables
in the corresponding recursive call of RoadmapRec, MainRoadmap(V,C0) returns a roadmap
of (V,C0).
E.1 An induction property
Let V ⊂ Cn be a d-equidimensional algebraic set with finitely many singular points and let
C be a finite set in Cn which contains sing(V ).
Let (Aτ )τ internal node of T be a family of matrices, with A in GL(n, eτ ,Q) for all τ . We
are going to associate to each node of T some algebraic sets such as Vτ , Qτ , Cτ , Sτ , . . . , and
an atlas ψτ of (Vτ , Qτ , Sτ ); if τ is an internal node, we also associate to it the subset G τ of
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GL(n, eτ ) mentioned in the theorem. In order to initialize the construction, we also consider
an atlas ψ of (V, •, sing(V )) (such an atlas always exist; see Lemma A.13).
The construction is by induction on the nodes τ of T ; the induction property will be
written as follows:
T : There exists a family of non-empty Zariski open sets (G τ˜ )τ˜ proper ancestor of τ , with G τ˜
in GL(n, eτ˜ ) for all τ˜ , and with the following properties. Suppose that Aτ˜ belongs
to G τ˜ for all proper ancestors τ˜ of τ. Then, we associate to the node τ the objects
(Vτ , Qτ , Sτ , Cτ ,ψτ ), which satisfy the following:
t1. Qτ is a finite subset of C
eτ and Sτ , Cτ are finite subsets of C
n;
t2. Vτ , Sτ , Cτ lie over Qτ ;
t3. either Vτ is empty, or Vτ lies over Qτ and is dτ -equidimensional with finitely many
singular points, in which case ψτ is an atlas of (Vτ , Qτ , Sτ );
t4. the inclusion Sτ ⊂ Cτ holds.
The root ρ of T (which has no proper ancestor) satisfies T, provided we define
Vρ = V, Qρ = •, Sρ = sing(Vρ), Cρ = C, ψρ = ψ.
Suppose now that an internal node τ satisfies T. We define the subset G τ of GL(n, eτ ) as
follows:
• If Aτ˜ belongs to G τ˜ for all proper ancestors τ˜ of τ , and if Vτ is empty, we take
G τ = GL(n, eτ ).
• If Aτ˜ belongs to G τ˜ for all proper ancestors τ˜ of τ , and if Vτ is not empty, we define
G τ as the intersection of the sets
G1(ψτ , Vτ , Qτ , Sτ , d˜τ ), G2(Vτ , Qτ , d˜τ ) and G3(ψτ , Vτ , Qτ , Sτ , d˜τ )
of Propositions 3.4, 3.5 and 3.7.
• Else, we take G τ = GL(n, eτ ).
In the first two cases, we then define Bτ , Q
′′
τ , C
′
τ , C
′′
τ , Wτ = W (eτ , d˜τ , V
Aτ
τ ) and V
′′
τ =
fbr(V Aττ , Q
′′
τ ) as in algorithm RoadmapRec.
Lemma E.1. If an internal node τ satisfies T, and if Aτ˜ belongs to G τ˜ for all ancestors τ˜
of τ (including τ itself), then Bτ , Q
′′
τ , C
′
τ , C
′′
τ are finite.
Proof. We are necessarily in one of the first two cases in the previous case discussion. When
Vτ is empty, all statements are clear. Otherwise, the finiteness ofBτ , and thus of its projection
Q′′τ , are consequences of Proposition 3.5. The first item in Proposition 3.7 implies that C
′
τ is
finite, and C ′′τ is finite because it is a subset of C
′
τ .
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Let τ ′, τ ′′ be the children of an internal node τ . If we are under the assumptions of the
previous lemma, using in particular Definitions 3.3 and 3.6, we set
Vτ ′ = Wτ , Qτ ′ = Qτ , Sτ ′ = S
Aτ
τ , Cτ ′ = C
′
τ , ψτ ′ = Watlas(ψ
Aτ
τ , V
Aτ
τ , Qτ , S
Aτ
τ , d˜τ )
and
Vτ ′′ = V
′′
τ , Qτ ′′ = Q
′′
τ , Sτ ′′ = fbr(S
Aτ
τ ∪Wτ , Q′′τ ), Cτ ′′ = C ′′τ ,
and finally
ψτ ′′ = Fatlas(ψ
Aτ
τ , V
Aτ
τ , Qτ , S
Aτ
τ , Q
′′
τ ).
Note that, by the previous lemma, Cτ ′ , Qτ ′ and Cτ ′′ , Qτ ′′ are finite.
Lemma E.2. If an internal node τ satisfies T, its children τ ′ and τ ′′ satisfy T.
Proof. This is mostly a routine verification. Property T at either τ ′ or τ ′′ amounts to
assuming that Aτ˜ belongs to G τ˜ for all ancestors τ˜ of τ , including τ itself. In particular, we
are under the assumptions of the previous lemma.
By definition, Qτ ′ = Qτ ⊂ Ceτ ′ is finite; as pointed out above, the previous lemma implies
that this is also the case for Qτ ′′ ⊂ Ceτ ′′ . Moreover, Sτ ′ is finite by construction, and Sτ ′′ is
finite by Proposition 3.7. Thus, item t1 is proved.
Then, one easily sees that Vτ ′ , Sτ ′ , Cτ ′ lie over Qτ ′ = Qτ ; the same holds for τ
′′ by
construction. Thus, item t2 is proved. Next, we have to prove that the following holds:
• either Vτ ′ is empty, or Vτ ′ lies over Qτ ′ and is dτ ′-equidimensional with finitely many
singular points, in which case ψτ ′ is an atlas of (Vτ ′ , Qτ ′ , Sτ ′);
• either Vτ ′′ is empty, or (Vτ ′′ lies over Qτ ′′ and is dτ ′′-equidimensional with finitely many
singular points, in which case ψτ ′′ is an atlas of (Vτ ′′ , Qτ ′′ , Sτ ′′).
When Vτ is empty, both Vτ ′ and Vτ ′′ are empty. Otherwise, both statements are consequences
of Propositions 3.4 and 3.7, so t3 is proved. We finally prove t4: because Cτ ′ = C
′
τ contains
CAττ , which itself contains S
Aτ
τ = Sτ ′ (by induction assumption), property t4 holds for τ
′.
For τ ′′, recall that Sτ ′′ = fbr(SAττ ∪Wτ , Q′′τ ), whereas Cτ ′′ = fbr(CAττ ∪Wτ , Q′′τ ), so the claim
follows from the similar property at τ .
Thus, repeated applications of the previous lemma allow us to define a family of non-
empty Zariski open sets G τ ⊂ GL(n, eτ ), for τ internal node of T , for which all nodes of T
satisfy property T.
E.2 Proof of the theorem
In the previous subsection, we showed how to define all objects attached to T ; we now
prove that the algorithm MainRoadmap correctly returns a roadmap of (V,C0). The proof is
similar to that of our first generalization of Canny’s algorithm [51], adapted to the fact that
we handle more general polar varieties.
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The key ingredient is a connectivity result which is part of [51, Theorem 14]. As stated,
the theorem in that reference also handles the transfer of some complete intersection proper-
ties to systems defining the polar varieties we were considering. These complete intersection
properties do not hold in our more general context, but the proof of the connectivity state-
ment given in [51, Section 4.3] does not use them.
The following statement combines this connectivity result and [51, Proposition 2], which
ensures that taking the union of roadmaps of the polar variety W and the fiber V ′′ =
fbr(V, pie+d˜−1(B)) with B = K(e, 1, V )∪K(e, 1,W ) ∪ C, one obtains a roadmap of V . Ob-
serve that Lemma A.5 implies that B = K(e, 1,W )∪C; this yields the following proposition.
Proposition E.3. Let V and Q be algebraic sets in Cn and Ce such that V lies over Q, is
d-equidimensional with finitely many singular points and V ∩Rn is bounded. Let C ⊂ Cn be
a finite set of points and let d˜ be in {1, . . . , d}. Suppose that the following assumptions hold:
• V ∩Rn is bounded;
• either the set W = W (e, d˜, V ) is empty, or W is (d˜− 1)-equidimensional with finitely
many singular points;
• the set B = K(e, 1,W ) ∪ C is finite;
• either the set V ′′ = fbr(V,Q′′), with Q′′ = pie+d˜−1(B), is empty, or V ′′ is (d− (d˜− 1))-
equidimensional with finitely many singular points;
• the set C ′ = C ∪ fbr(W,Q′′) is finite.
Let further C ′′ = fbr(C ′, Q′′). If R′ and R′′ are roadmaps of respectively (W,C ′) and (V ′′, C ′′),
then R′ ∪R′′ is a roadmap of (V,C).
This proposition allows us to prove Theorem 4.1. In the previous section, we defined a
family of non-empty Zariski open sets G τ ⊂ GL(n, eτ ), for τ internal node of T , for which
all nodes of T satisfy property T. Suppose now, as in the theorem, that Aτ is in G τ for
all internal nodes τ of T . By property T, we associate to each node τ of T the objects
Vτ , Qτ , Sτ , Cτ ,ψτ , which satisfy properties t1, . . . , t4.
To each node τ of the tree T , we can then associate an algebraic set Rτ in the obvious
manner:
• if τ is a leaf, we define Rτ as Vτ ,
• else, letting τ ′ and τ ′′ be the children of τ , we denote by Rτ the union of the curves
RA
−1
τ
τ ′ and R
A−1τ
τ ′′ .
Lemma E.4. For any node τ of T , Rτ is a roadmap of (Vτ , Cτ ).
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Proof. First, remark that if V ∩Rn bounded, Vτ ∩Rn is bounded for any τ in T : indeed,
all these algebraic sets are obtained from V by a combination of either taking polar varieties
or fibers, through changes of variables with coefficients in Q.
The proof of the lemma is by decreasing induction on the depth of τ . If τ is a leaf (i.e.
dτ = 1), we know from T that Vτ is either empty or 1-equidimensional, so our assertion
holds. Thus, we can suppose that τ is not a leaf and we let τ ′ and τ ′′ be the children of τ .
If Vτ is empty, both Vτ ′ and Vτ ′′ are empty, so (by the induction assumption) Rτ ′ and Rτ ′′
are empty; as a result, Rτ is empty, and our claim holds. Else, assumption T implies that
Vτ is dτ -equidimensional with finitely many singular points, so that V
Aτ
τ does too; besides,
similar statements hold for Vτ ′ and Vτ ′′ , and all sets Bτ and C
′
τ are finite.
We are thus in a position to apply Proposition E.3. Together with the induction assump-
tion, that proposition implies that Rτ ′ ∪ Rτ ′′ is a roadmap of (V Aττ , CAττ ). We deduce that
Rτ = R
A−1τ
τ ′ ∪RA
−1
τ
τ ′′ is a roadmap of (Vτ , Cτ ).
Applying Lemma E.4 to V and C0 ∪ sing(V ) shows that MainRoadmap(V,C) returns
a roadmap of (V,C0 ∪ sing(V )), which is in particular a roadmap of (V,C0). This proves
Theorem 4.1.
F Proof of Proposition 5.9
Let us recall the statement of Proposition 5.9. Let L = (Γ,Q,S ) be a generalized Lagrange
system and let F = (F1, . . . , FP ) in Q[X,L] and e ≥ 0 be as in Definition 5.3. If L has the
global normal form property, the following holds:
• the Jacobian matrix jac(F, e) has full rank P at every point (x, `) in D(L);
• the restriction piX : D(L)→ U (L) is a bijection.
We start with two useful lemmas.
Lemma F.1. Let L = (Γ,Q,S ) be a generalized Lagrange system, with U = U (L), V =
U (L), Q = Z(Q) and S = Z(S ), and let F = (F1, . . . , FP ) in Q[X,L] and e ≥ 0 be as
in Definition 5.3. Suppose that φ = (m, d,h,H) is a local normal form for L. Then, the
following equalities hold in Cn:
O(md) ∩ U = O(md) ∩ fbr(V (h), Q)− S
= O(md) ∩ V − S.
Proof. For the first equality, note that U is contained in pi−1e (Q). Thus, for x in O(md) ∩
pi−1e (Q), we have to prove that x is in U if and only if h(x) = 0 and x is not in S. Suppose
that x is in U and let F be the sequence of polynomials evaluated by Γ as in Definition 5.3.
Thus, there exists ` ∈ CN−n such that F(x, `) = 0. Because pie(x) is in Q, and m(x)d(x) is
not zero, L3 implies that (x, `) cancels H and so x cancels h; besides, by definition of U , x
is not in S. We are done for the first inclusion.
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Conversely, suppose that x cancels h and does not belong to S. Since m(x)d(x) 6= 0, we
can determine ` ∈ CN−n using the L-component of H, as no denominator vanishes. Then,
(x, `) is a root of H, and thus (by L3) of F. Finally, we assumed that x does not belong to
S, so (x, `) is in D(L), and x is in U = U (L), as claimed.
To prove the second equality, observe that, through property C2 of charts, L4 implies that
O(m) ∩ V − S = O(m) ∩ fbr(V (h), Q)− S and intersect with O(d).
Next, we relate the Jacobian matrix of the polynomials F in a generalized Lagrange
system L = (Γ,Q,S ) and that of the polynomials H in a local normal form.
Lemma F.2. Let L = (Γ,Q,S ) be a generalized Lagrange system, with Q = Z(Q) ⊂ Ce,
let F in Q[X,L] be the sequence of polynomials evaluated by Γ as in Definition 5.3 and let
I be the defining ideal of Q.
Suppose that φ = (m, d,h,H) is a local normal form for L, with h of cardinality c.
Then, there exists a (P × P ) matrix S with entries in Q[X]md, such that jac(H, e) =
S jac(F, e) holds over Q[X,L]md/〈F, I〉 and such that det(S) divides any c-minor of jac(h, e)
in Q[X,L]md/〈F, I〉.
Proof. Since the ideal I is generated by polynomials in Q[X1, . . . , Xe], the equality 〈H〉 = 〈F〉
in Q[X,L]md/I implies the existence of a (P ×P ) matrix S with entries in Q[X,L]md/I such
that jac(H, e) = S jac(F, e) over Q[X,L]md/〈F, I〉. We can use the L-component of H to
eliminate all L variables appearing in S, so as to take all entries of S in Q[X]md; this maintains
equality modulo 〈F, I〉, so the first point is proved.
Let then m′ be a c-minor of jac(h, e), and let m′ be the corresponding (c×c) submatrix of
jac(h, e). We can embed m′ into a unique (P × P ) submatrix M′ of jac(H, e), by adjoining
to it all rows corresponding to the L-component of H, and all columns corresponding to
the L variables. Due to the block structure of H, and thus of jac(H, e), we have that
det(M′) = det(m′) = m′.
Let finally M′′ be the (P × P ) submatrix of jac(F, e) obtained by selecting the same
columns as those for M′. From the equality jac(H, e) = S jac(F, e), we obtain M′ = S M′′
over Q[X,L]md/〈F, I〉. We deduce that the determinant of S divides that of M′, which is
m′, in Q[X,L]md/〈F, I〉.
Corollary F.3. Let L = (Γ,Q,S ) be a generalized Lagrange system, with U = U (L),
Q = Z(Q) and S = Z(S ) and F in Q[X,L] as in Definition 5.3.
Suppose that φ = (m, d,h,H) is a local normal form for L. For x in O(md)∩U , and for
all ` such that (x, `) is in D(L), the Jacobian matrix jac(F, e) has full rank P at (x, `).
Proof. Let x and ` be as in the statement of the corollary and let V = U (L). Lemma F.1
implies that O(md)∩U is contained in O(m)∩V −S. Consequently, by property L4 of local
normal forms and property C4 of charts, the Jacobian matrix jac(h, e) has full rank c at x;
this easily implies that the matrix jac(H, e) has full rank P at (x, `). Because (x, `) is in
V (F, I), Lemma F.2 above implies that the equality jac(H, e) = S jac(F, e) holds at (x, `).
Thus, jac(F, e) has full rank P at (x, `).
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of Proposition 5.9. Let U = U (L), V = U (L), Q = Z(Q) and S = Z(S ); let further
φ = (φi)1≤i≤s with φi = (mi, di,hi,Hi) be a global normal form of L and (x, `) be in D(L),
so that x is in U = U (L). Since U ⊂ V − S, property G2 of global normal forms implies
that there exists i such that x is in O(mi). By L5, x is in O(midi) ∩ U , and Corollary F.3
implies that jac(F, e) has full rank P at (x, `). We have proved the first point.
Next, we prove that the restriction piX : D(L) → U (L) is a bijection. By construction,
we know that it is onto, so we have to prove that it is injective. Let thus x be in U . As
we saw above, since φ is a global normal form, there exists i ∈ {1, . . . , s} such that x is in
O(midi) ∩ U . If ` ∈ CN−n is such that (x, `) is in D(L), then (x, `) cancels 〈F, I〉, so by
L3, it cancels 〈Hi, I〉. As a result, the value of ` is uniquely determined, as it is obtained by
evaluating the L-component of Hi at x.
Using this result, we exhibit the relationships between the sets D(L), U (L) and U (L)
associated to a generalized Lagrange system L, and the set Vreg(F, Q) defined in Subsec-
tion A.1, where F and Q are as in Definition 5.3. These claims will be used in Section K.
Lemma F.4. Let L = (Γ,Q,S ) be a generalized Lagrange system, with Q = Z(Q), S =
Z(S ), F in Q[X,L] and d = N − e− P as in Definition 5.3. Let further Y = Vreg(F, Q) ⊂
CN . If L has the global normal form property, the following holds:
D(L) = Y − pi−1X (S), U (L) = piX(Y − pi−1X (S)).
In addition, Y , D(L) and U (L) are d-equidimensional.
Proof. Using Proposition 5.9, we know that jac(F, e) has maximal rank at any point of
D(L) = fbr(V (F), Q) − pi−1X (S); this implies that D(L) = Y − pi−1X (S). The last equality is
straightforward from the fact that U (L) = piX(D(L)).
As was mentioned in Subsection A.1, the Jacobian criterion shows that Y is either empty
or d-equidimensional. By the global normal form property, U (L) is not empty, so neither is
Y ; thus, D(L) is d-equidimensional as well (in the sense that its Zariski closure is) and the
only missing part is the fact that U (L) is d-equidimensional.
This will follow from the second item in Proposition 5.9, which states that the projection
D(L) → U (L) is one-to-one. Let indeed Z be the Zariski closure of D(L), and let Z =
∪1≤i≤sZi be its decomposition into irreducible; we saw above that all Zi have dimension d.
For i in {1, . . . , s}, define Y ◦i = D(L) ∩ Zi; each Y ◦i is a locally closed set, with Zariski
closure Zi, and their union is equal to D(L). This in turn implies that U (L) is the union of
the sets piX(Y
◦
i ). Denoting by Vi the Zariski closure of piX(Y
◦
i ), this also implies that U (L)
is the union of ∪si=1Vi.
Because the Zariski closure Vi of piX(Y
◦
i ) coincides with that of piX(Zi), it must be
irreducible. The inequality dim(Vi) ≤ d clearly holds for all i; on the other hand, by
Proposition 5.9, the fibers of the restriction of piX are all finite, so Lemma D.5 implies
that d ≤ dim(Vi) holds as well for all i. This implies that U (L) is d-equidimensional, as
claimed.
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G Proof of Proposition 5.13
This section is devoted to the proof of Proposition 5.13, whose statement is as follows: Let
Q ⊂ Ce be a finite set and let V ⊂ Cn and S ⊂ Cn be algebraic sets lying over Q, with S
finite. Suppose that V is equidimensional of dimension d, with finitely many singular points.
Let ψ be an atlas of (V,Q, S), let d˜ be an integer in {2, . . . , d} such that d˜ ≤ (d + 3)/2,
and let A ∈ GL(n, e) be in the open set G1(ψ, V,Q, S, d˜) defined in Proposition 3.4; write
W = W (e, d˜, V A).
Let L = (Γ,Q,S ) be a generalized Lagrange system such that V = U (L), Q = Z(Q)
and S = Z(S ). Let Y = (Y1, . . . , Yr) be algebraic sets in Cn and let finally φ be a global
normal form for (L; (WA
−1
,Y )) such that ψ is the associated atlas of (V,Q, S).
There exists a non-empty Zariski open set I (L,φ,A,Y ) ⊂ CP such that for all u in
I (L,φ,A,Y ) ∩QP , the following holds:
• WLagrange(LA,u, d˜) is a generalized Lagrange system that defines W ;
• If W is not empty, then (WLagrange(LA,u, d˜);Y A) admits a global normal form whose
atlas is Watlas(ψ
A, V A, Q, SA, d˜) (Definition 3.3).
G.1 Local analysis
First, we deal with local normal forms. In order to prepare for the proof of the main
proposition in the next subsection, we introduce here extra statements related to a new set
of points X .
Proposition G.1. Let Q ⊂ Ce be a finite set and let V ⊂ Cn and S ⊂ Cn be algebraic sets
lying over Q, with S finite. Suppose that V is equidimensional of dimension d, with finitely
many singular points.
Let L = (Γ,Q,S ) be a generalized Lagrange system of type (k,n,p, e) that defines V ,
with Q = Z(Q) and S = Z(S ); write n = (n, n1, . . . , nk). Let φ = (m, d,h,H) be a
local normal form for L and let ψ = (m,h) be the associated chart of (V,Q, S); write h =
(h1, . . . , hc) and
H = (h1, . . . , hc, (L1,j − ρ1,j)j=1,...,n1 , . . . , (Lk,j − ρk,j)j=1,...,nk) .
Let d˜ be an integer in {2, . . . , d}, such that d˜ ≤ (d + 3)/2, let A ∈ GL(n, e) be in the open
set G chart1 (ψ, V,Q, S, d˜) defined in Lemma B.12 and let W = W (e, d˜, V
A).
Let m′ and m′′ be respectively a c-minor of jac(hA, e) and a (c− 1)-minor of jac(hA, e+
d˜) and let (m′,h′) = Wchart(ψA,m′,m′′) be as in Definition 3.2, with in particular m′ =
mAm′m′′. Suppose that the following holds:
• for each irreducible component Z of WA−1 such that O(m) ∩ Z − S is not empty,
O(md) ∩ Z − S is not empty;
• O(m′) ∩W − SA is not empty.
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Finally, let X be a finite subset of O(m′dA) ∩ V A − SA. Then, there exists a non-empty
Zariski open set I (L, φ,A,m′,m′′,X ) ⊂ CP such that for u in I (L, φ,A,m′,m′′,X )∩QP ,
the following holds:
• There exists a non-zero polynomial d′u in Q[X] and (ρk+1,j,u)1≤j≤P in Q[X]m′d′u, such
that, writing
H′u =
(
h′, (L1,j − ρA1,j)1≤j≤n1 , . . . , (Lk,j − ρAk,j)1≤j≤nk , (Lk+1,j − ρk+1,j,u)1≤j≤P
)
φ′u = (m
′, d′u,h
′,H′u) is a local normal form for WLagrange(L
A,u, d˜);
• d′u vanishes nowhere on X ;
• the sets O(m′) ∩U (WLagrange(LA,u, d˜))− SA and O(m′) ∩W − SA coincide.
The proof of this proposition will occupy this subsection; we freely use all notation introduced
in the proposition. We start by proving that the localization Q[X]m′dA is well-defined.
Lemma G.2. The polynomial m′dA is non-zero.
Proof. By L1 applied to L, the polynomial d (and thus d
A) is non-zero. Since we assume
that O(m′) ∩W − SA is not empty, m′ is non-zero.
First, we deal with the Lagrange system associated with HA. In all that follows, we
recall that we write c = |h| and that the notation Lagrange is from Definition 5.1.
Lemma G.3. Let ι be the index of the row of jac(hA, e + d˜) that does not belong to m′′.
There exist rational functions (ρ?k+1,j)j=1,...,c,j 6=ι in Q[X]m′dA such that in Q[X,L
′]m′dA, the
ideal 〈HA, Lagrange(HA, e+ d˜,Lk+1)〉 coincides with the ideal〈 hA, (L1,j − ρA1,j)1≤j≤n1 , . . . , (Lk,j − ρAk,j)1≤j≤nk ,
M1Lk+1,ι, . . . ,Mn−e−c−d˜+1Lk+1,ι,
(Lk+1,j − ρ?k+1,jLk+1,ι)j 6=ι, Lk+1,c+1, . . . , Lk+1,P
〉
,
where M1, . . . ,Mn−e−c−d˜+1 are the c-minors of jac(h
A, e+ d˜) obtained by successively adding
the missing row and the missing columns of jac(hA, e+ d˜) to m′′.
Proof. The proof is in two steps. First, due to the special form of the polynomials HA,
we show that the Lagrange system associated with these polynomials can be rewritten in a
very simple manner in terms of the Lagrange system of hA. Recall that HA takes the form
HA = hA, (Li,j−ρAi,j)1≤i≤k,1≤j≤ni . For i in {1, . . . , k} and j in {1, . . . , nj}, let us consider the
column of jac(HA, e+ d˜) corresponding to derivatives with respect to Li,j. The gradient row
of the equation Li,j − ρAi,j has a 1 at the entry corresponding to this column, and this is the
only equation giving a non-zero entry in this column. As a result, the equation Lk+1,u = 0
appears in the Lagrange system, where u is the index in {c + 1, . . . , P} of the equation
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Li,j − ρAi,j. This proves that in Q[X,L′]m′dA , the ideal 〈HA, Lagrange(HA, e+ d˜,Lk+1)〉 is the
ideal generated by〈
HA, Lagrange(hA, e+ d˜, [Lk+1,1, . . . , Lk+1,c]), Lk+1,c+1, . . . , Lk+1,P
〉
.
Lemma A.8 shows that d = n−e−c, so inequality d˜ ≤ d can be restated as e+ d˜ ≤ n−c.
Thus, since we also have m′′ 6= 0 (since m′ 6= 0), the assumption of Proposition 5.2 are
satisfied. This proposition implies that there exist rational functions (ρ?k+1,j)j=1,...,c,j 6=ι in
Q[X]m′dA such that in Q[X,L
′]m′dA , the ideal 〈hA, Lagrange(hA, e + d˜, [Lk+1,1, . . . , Lk+1,c])〉
is the ideal generated by〈
hA, M1Lk+1,ι, . . . ,Mn−e−c−d˜+1Lk+1,ι, (Lk+1,j − ρ?k+1,jLk+1,ι)j 6=ι
〉
,
where M1, . . . ,Mn−e−c−d˜+1 are the c-minors of jac(h
A, e+ d˜) obtained by successively adding
the missing row and the missing columns of jac(hA, e+ d˜) to m′′. This finishes the proof of
the lemma.
As before, call F the polynomials computed by Γ. We can now use the relationship
between HA and FA in order to rewrite the Lagrange system of FA.
Let I be the defining ideal of Q. From Lemma F.2, we know that there exists a
(P × P ) matrix S with entries in Q[X]mAdA , such that jac(HA, e) = S jac(FA, e) holds
over Q[X,L]mAdA/〈FA, I〉 and such that det(S) divides m′ in Q[X,L]mAdA/〈FA, I〉. Since
mA divides m′, all previous equalities carry over to Q[X,L]m′dA/〈FA, I〉.
Lemma G.4. There exists a matrix T with entries in Q[X]m′dA such that the product T S
computed over Q[X,L]m′dA/〈FA, I〉 is the identity matrix.
Proof. Because det(S) divides m′, and thus m′, in Q[X,L]m′dA/〈FA, I〉, S admits an inverse
with entries in Q[X,L]m′dA/〈FA, I〉. This inverse may be rewritten using the L-component
of HA, so as to involve the X variables only.
For i in {1, . . . , P}, let L?k+1,i ∈ Q[X,Lk+1]m′dA be the ith entry of the size-P column
vector Tt Ltk+1, where we see Lk as a row vector of size P , and let L
?
k+1 be the row vector
[L?k+1,1, . . . , L
?
k+1,P ].
Let further h′ be the sequence of polynomials hA1 , . . . , h
A
c ,M1, . . . ,Mn−e−c−d˜+1. Recall
that for u = (u1, . . . , uP ) in Q
P , the system we consider in the generalized Lagrange system
WLagrange(L
A,u, d˜) is
F′u =
(
FA, Lagrange(FA, e+ d˜,Lk+1), u1Lk+1,1 + · · ·+ uPLk+1,P − 1
)
.
Introducing the new equation u1Lk+1,1 + · · · + uPLk+1,P − 1 will allow us to cancel some
spurious terms Lk+1,ι appearing in Lemma G.3.
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Lemma G.5. Let u be in QP . In Q[X,L′]m′dA, the ideal 〈F′u, I〉 coincides with the ideal〈 I, h′, (L1,j − ρA1,j)1≤j≤n1 , . . . , (Lk,j − ρAk,j)1≤j≤nk ,
(L?k+1,j − ρ?k+1,jL?k+1,ι)j 6=ι, L?k+1,c+1, . . . , L?k+1,P ,
u1Lk+1,1 + · · ·+ uPLk+1,P − 1
〉
.
Proof. The matrix T satisfies the equality
jac(FA, e) = T jac(HA, e)
over Q[X,L]m′dA/〈FA, I〉. Discarding the first d˜ columns in this equality, we get jac(FA, e+
d˜) = T jac(HA, e+d˜) over Q[X,L]m′dA/〈FA, I〉. Left-multiplying by the row-vector Lk+1, and
using the fact that 〈FA, I〉 = 〈HA, I〉 shows that the ideal 〈I,FA, Lagrange(FA, e+ d˜,Lk+1)〉
is the ideal generated by 〈
I, HA, Lagrange(HA, e+ d˜,L?k+1)
〉
.
Evaluating the entries of Lk+1 at L
?
k+1,1, . . . , L
?
k+1,P and using Lemma G.3 shows that in
Q[X,L′]m′dA , the ideal 〈I,HA, Lagrange(HA, e+ d˜,L?k+1)〉 coincides with the ideal〈 I, hA, (L1,j − ρA1,j)1≤j≤n1 , . . . , (Lk,j − ρAk,j)1≤j≤nk ,
M1L
?
k+1,ι, . . . ,Mn−e−c−d˜+1L
?
k+1,ι, (L
?
k+1,j − ρ?k+1,jL?k+1,ι)j 6=ι,
L?k+1,c+1, . . . , L
?
k+1,P
〉
.
Let now u be in QP . We deduce from the previous equality that in Q[X,L′]m′dA , the ideal
〈F′u, I〉 is the ideal generated by
〈 I, hA, (L1,j − ρA1,j)1≤j≤n1 , . . . , (Lk,j − ρAk,j)1≤j≤nk ,
M1L
?
k+1,ι, . . . ,Mn−e−c−d˜+1L
?
k+1,ι,
(L?k+1,j − ρ?k+1,jL?k+1,ι)j 6=ι, L?k+1,c+1, . . . , L?k+1,P
u1Lk+1,1 + · · ·+ uPLk+1,P − 1
〉
.
Let u?1, . . . , u
?
P be the entries of the size-P vector S u, which lie in Q[X]m′dA . Then, due to
the definition of L?k+1,i as the ith entry of T
tLtk+1, the equality
u1Lk+1,1 + · · ·+ uPLk+1,P = u?1L?k+1,1 + · · ·+ u?PL?k+1,P
holds in Q[X,L′]m′dA/〈F′u, I〉. As a consequence, u?1L?k+1,1 + · · ·+ u?PL?k+1,P − 1 is in 〈F′u, I〉.
We deduce further that
(u?1ρk+1,1 + · · ·+ u?c−1ρk+1,c)L?k+1,ι − 1
is in 〈F′u, I〉, where we write ρk+1,ι = 1. This shows that the ideal 〈F′u, I〉 is the ideal
generated by 〈 I, h′, (L1,j − ρA1,j)1≤j≤n1 , . . . , (Lk,j − ρAk,j)1≤j≤nk ,
(L?k+1,j − ρ?k+1,jL?k+1,ι)j 6=ι, L?k+1,c+1, . . . , L?k+1,P ,
u1Lk+1,1 + · · ·+ uPLk+1,P − 1
〉
,
as claimed.
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To continue, we will rely on genericity properties for u, that we describe now. Let
U = (U1, . . . , UP ) be new indeterminates, let (ti,j)1≤i,j≤P be the entries of Tt and let M be
the (P × P ) matrix with entries in Q[U,X]m′dA defined by
M =

t1,1 − ρ?k+1,1tι,1 · · · t1,P − ρ?k+1,1tι,P
...
...
tι,1 − ρ?k+1,ιtι,1 · · · tι,P − ρ?k+1,ιtι,P
...
...
tc,1 − ρ?k+1,ctι,1 · · · tc,P − ρ?k+1,ctι,P
U1 · · · UP
tc+1,1 · · · tc+1,P
...
...
tP,1 · · · tP,P

. (6)
We let M? be the matrix M multiplied by the minimal power of m′dA such that M? has
entries in Q[U,X] and let further Λ ∈ Q[U,X] be the determinant of M?. Finally, for u in
QP , we denote by d′u the polynomial d
AΛ(u,X) ∈ Q[X].
Lemma G.6. Let u in QP be such that Λ(u,X) 6= 0. There exist rational functions
(ρk+1,j,u)1≤j≤P in Q[X,L′]m′d′u such that in Q[X,L
′]m′d′u, the ideal 〈F′u, I〉 is equal to the
ideal
〈I, h′, (L1,j − ρA1,j)1≤j≤n1 , . . . , (Lk,j − ρAk,j)1≤j≤nk , (Lk+1,j − ρk+1,j,u)1≤j≤P 〉.
Proof. Starting from the conclusion of Lemma G.5, it remains to solve for the variables
Lk+1,i. Let us consider the subsystem
(L?k+1,j − ρ?k+1,jL?k+1,ι)j 6=ι, L?k+1,c+1, . . . , L?k+1,P , u1Lk+1,1 + · · ·+ uPLk+1,P − 1.
This is an affine system in the indeterminates Lk+1,1, . . . , Lk+1,P , with matrix M(u,X). By
construction, the determinant of M(u,X) is invertible in Q[X,L′]m′d′u , and the result follows
using Cramer’s formulas.
In what follows, we let H′u be the polynomials in Q[X]m′d′u given by
H′u =
(
h′, (L1,j − ρA1,j)1≤j≤n1 , . . . , (Lk,j − ρAk,j)1≤j≤nk , (Lk+1,j − ρk+1,j,u)1≤j≤P
)
.
Remark that these polynomials, as well as d′u itself, depend on the choice of u.
The following results will allow us to ensure the existence of values of u that satisfy
the assumptions of the former lemma. Remark that U (WLagrange(LA,u, d˜)) is contained in
U (L), since we add equations and Q and S do not change.
Lemma G.7. For x in O(m′) ∩U (L)A, the polynomial Λ(U,x) is not identically zero.
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Proof. It suffices to prove the existence of one value of u for which Λ(u,x) 6= 0. Because x is
inO(mA)∩U (L)A, the local normal form property L5 implies that it is inO(mAdA)∩U (L)A,
and thus in O(m′dA)∩U (L)A; in particular, both matrices S and T can be evaluated at x.
Besides, because x is in U (L)A, there exists ` ∈ CN such that (x, `) is in fbr(V (FA), Q).
Since m′dA does not vanish at x, the equality T S = 1 that holds over Q[X,L]m′dA/〈FA, I〉
still holds after specialization at (x, `).
Let then u = (u1, . . . , uP ) be the value at x of the row of index ι in T
t. Evaluating
U1, . . . , UP at u1, . . . , uP in the determinant Λ(U,x) of M(U,x) gives us the determinant of
Tt(x), which is non-zero. As a result, Λ(U,x) itself is non-zero.
Lemma G.8. For u in QP and x in O(m′)∩U (WLagrange(LA,u, d˜)), d′u(x) = dA(x)Λ(u,x)
is non-zero.
Proof. We need to prove that neither dA nor Λ(u,X) vanishes at x. BecauseU (WLagrange(LA,u, d˜))
is contained in U (L)A, and O(m′) is contained in O(mA), x is in O(mA) ∩ U (L)A; so dA
does not vanish at x, by L5 for L — as claimed.
Since m′(x)dA(x) is not zero, the matrix M(u,x) of Eq. (6) is well-defined. Suppose that
its determinant is zero, or equivalently that Λ(u,x) = 0: this means that the rows of the
matrix M(u,x) are dependent. Thus, there exists v ∈ CP non-zero such that vtM(u,x) =
[0 · · · 0].
Because x is in U (WLagrange(LA,u, d˜)), there exists ` in CN
′−n such that F′u(x, `) =
0. Recall from the proof of Lemma G.6 that the system F′u involves in particular linear
equations in the unknowns Lk+1,1, . . . , Lk+1,P , with matrix M(u,X) and right-hand side
[0 . . . 0 1 0 · · · 0]t, with 1 at entry c. After evaluation at x, ` and left-multiplication by vt,
we deduce that vc = 0. As a result, the matrix M(U,x) itself is singular, or in other words
Λ(U,x) = 0. However, since x is in O(m′) ∩U (L)A, this contradicts Lemma G.7.
We are now going to prove that for a generic choice of u, the previous construction gives
a local normal form of WLagrange(L
A,u, d˜); we start by defining the Zariski open subset of
CP where this will be the case.
First, we define a finite set of points associated to W = W (e, d˜, V A). Let Z1, . . . , Z` be
the irreducible components of W , and assume without loss of generality that Z1, . . . , Z`′ are
those irreducible components of W that have a non-empty intersection with O(m′)−SA; by
assumption, `′ ≥ 1, sinceO(m′)∩W−SA is not empty. Now, recall that m′ = mAm′m′′, so for
i in {1, . . . , `′}, we have in particular that Zi has a non-empty intersection with O(mA)−SA.
Thus, by assumption, Zi has a non-empty intersection with O(mAdA)− SA. Because Zi is
irreducible, we deduce that O(m′dA) ∩ Zi − SA is not empty. We thus let zi be an element
in this set, for i in {1, . . . , `′}, and we let X (W ) = {z1, . . . , z`′}. Remark that `′ ≥ 1 means
that X (W ) is not empty.
Recall as well that we are given a finite subset X of O(m′dA) ∩ V A − SA. We can then
define X ′ = X (W ) ∪X . This is a finite subset of O(m′dA) ∩ V A − SA.
Any z inX ′ is in O(mAdA)∩V A−SA, and thus (by Lemma F.1) in O(mAdA)∩U (L)A−
SA, and eventually in O(m′)∩U (L)A, so Lemma G.7 implies that the polynomial Λ(U, z) is
not identically zero. We let I (L, φ,A,m′,m′′,X ) ⊂ CP be the non-empty Zariski open set
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defined as CP − V (Λ(U, z1) · · ·Λ(U, zs)), where we write X ′ = {z1, . . . , zs}. Since X (W )
is not empty, s ≥ 1.
Lemma G.9. Suppose that u belongs to I (L, φ,A,m′,m′′,X ). Then O(m′)∩U (WLagrange(LA,u, d˜))−
SA = O(m′) ∩W − SA.
Proof. Because s ≥ 1 and u belongs to I (L, φ,A,m′,m′′,X ), Λ(u, z1) 6= 0, which implies
that the polynomial Λ(u,X) is non-zero. We can thus apply Lemma G.6, which implies that
O(m′d′u) ∩ fbr(V (F′u), Q) = O(m′d′u) ∩ fbr(V (H′u), Q),
where the O( ) notation denotes here open subsets of CN ′ . Since m′d′u is in Q[X], we deduce
the equality
O(m′d′u) ∩ ΠX(fbr(V (F′u), Q))− SA = O(m′d′u) ∩ ΠX(fbr(V (H′u), Q))− SA,
where the O( ) now denote open subsets of Cn, as usual.
By definition, U (WLagrange(LA,u, d˜)) = ΠX(fbr(V (F′u), Q))−SA. Also, remark that H′u
is in normal form and h′ is the X-component of H′u; consequently, we have
O(m′d′u) ∩U (WLagrange(LA,u, d˜)) = O(m′d′u) ∩ fbr(V (h′), Q)− SA.
By Lemma G.8, this can be rewritten as
O(m′) ∩U (WLagrange(LA,u, d˜)) = O(m′d′u) ∩ fbr(V (h′), Q)− SA.
On the other hand, since we suppose that O(m′) ∩W − SA is not empty, and that A is in
the open set G chart1 (ψ, V,Q, S, d˜) defined in Lemma B.12, that lemma shows that (m
′,h′) is
a chart of (W,Q, SA), so that we have the equality
O(m′d′u) ∩W − SA = O(m′d′u) ∩ fbr(V (h′), Q)− SA.
Combining the former two equalities, we thus deduce
O(m′) ∩U (WLagrange(LA,u, d˜)) = O(m′d′u) ∩W − SA. (7)
We are going to relate the left- and right-hand sides of this equality to those appearing in
the statement of the lemma.
Let A be the union of the irreducible components of U (WLagrange(LA,u, d˜)) which have
a non-empty intersection with O(m′), so that we have, by an immediate verification:
a1. O(m′) ∩ A = O(m′) ∩U (WLagrange(LA,u, d˜)),
a2. A = O(m′) ∩U (WLagrange(LA,u, d˜)), because U (WLagrange(LA,u, d˜)) is the Zariski
closure of U (WLagrange(LA,u, d˜)).
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Similarly, let B be the union of the irreducible components of W which have a non-empty
intersection with O(m′)− SA; in other words, using the notation given prior to this lemma,
B = Z1 ∪ · · · ∪ Z`′ . We claim that B is also the union of the irreducible components of
W which have a non-empty intersection with O(m′d′u) − SA. Consider indeed an index i
in {1, . . . , `′}. By construction of zi, dA(zi) is non-zero, and by assumption on u, Λ(u, zi)
is non-zero; thus, d′u does not vanish at zi. Our claim is thus proved (since the converse
inclusion is immediate), so as above, we have
b1. O(m′) ∩B − SA = O(m′) ∩W − SA,
b2. B = O(m′d′u) ∩W − SA (where we use the second characterization of B).
Using Eq. (7), as well as a2 and b2, we deduce that A = B. Finally, using a1 and b1, we
conclude that
O(m′) ∩U (WLagrange(LA,u, d˜))− SA = O(m′) ∩W − SA,
as claimed.
We can now conclude the proof of Proposition G.1. Take u in
I (L, φ,A,m′,m′′,X ) ∩QP .
As we saw in the proof of the previous lemma, Λ(u,X) is non-zero, so d′u is non-zero and
H′u is well-defined. We now prove that φ
′
u = (m
′, d′u,h
′,H′u) is a local normal form for
WLagrange(L
A,u, d˜).
L1. By construction, m
′ and d′u are in Q[X] − {0} and H′u is in normal form, with X-
component h′.
L2. On one hand, we have |H′u| = |H|+n−e−c−d˜+1+P . On the other hand, Lemma 5.12
shows that |F′u| = P +N − e− d˜+ 1. By L2 for L, we know that |H|+ n− c = N , so
that |H′u| = |F′u|.
L3. We proved in Lemma G.6 that the equality
〈F′u, I〉 = 〈H′u, I〉
holds in Q[X,L]m′d′u .
L4. Since O(m′) ∩ W − SA is not empty, Lemma B.12 shows that (m′,h′) is a chart of
(W,Q, SA). Lemma G.9 shows that O(m′) ∩U (WLagrange(LA,u, d˜)) − SA = O(m′) ∩
W − SA, so (m′,h′) is also a chart of (U (WLagrange(LA,u, d˜)), Q, SA).
L5. This is a restatement of Lemma G.8.
The last point is to prove that d′u vanishes nowhere on X . Indeed, by construction, for all
z in X , dA(z) is non-zero (by assumption on X ) and Λ(u, z) is non-zero (by definition of
I (L, φ,A,m′,m′′,X )).
95
G.2 Proof of the proposition
The rest of this paragraph is devoted to prove Proposition 5.13. We start by defining the fam-
ily of local normal forms we will use for the generalized Lagrange system WLagrange(d˜, L
A,u).
Let the global normal form φ of (L;WA
−1
,Y ) be written as φ = (φi)1≤i≤s, with φi =
(mi, di,hi,Hi) for all i. For i in {1, . . . , s}, we let ψi = (mi,hi) be the chart of (V,Q, S)
associated with φi, so that ψ = (ψi)1≤i≤s.
For all (i,m′,m′′), where i is in {1, . . . , s} and m′,m′′ are respectively a c-minor of
jac(hAi , e) and a (c−1)-minor of jac(hAi , e+d˜), we let (m′i,m′,m′′ ,h′i,m′,m′′) = Wchart(ψAi ,m′,m′′)
be the polynomials introduced in Definition 3.2; in particular, m′i,m′,m′′ = m
A
i m
′m′′. We de-
fine ζ as the set of all these (i,m′,m′′), such that O(m′i,m′,m′′) ∩W − SA is not empty. Note
that ζ is empty if W is empty.
Let (i,m′,m′′) be in ζ and let Z1, . . . , Z` be the irreducible components of the sets
Y A1 , . . . , Y
A
r such that Zj ⊂ W and O(m′i,m′,m′′) ∩ Zj − SA is not empty (note that the
Zj’s, as well as the index `, depend on (i,m
′,m′′), although our notation does not reflect
this). For j in {1, . . . , `}, O(mAi )∩Zj − SA is in particular not empty; as a result, applying
G3 to Z
A−1
j shows that O(mAi dAi ) ∩ Zj − SA is not empty. Because Zj is irreducible, this
finally implies that O(m′i,m′,m′′dAi ) ∩ Zj − SA is not empty; we thus let zj be an element in
this set and we set X i,m′,m′′ = {z1, . . . , z`}.
When ζ is empty, we set I (L,φ,A,Y ) to be the whole CP . When ζ is not empty,
I (L,φ,A,Y ) will be defined using Proposition G.1. Let us first verify that for any
(i,m′,m′′) in ζ, the assumptions of Proposition G.1 are satisfied.
We take (i,m′,m′′) as above. The definition of G1(ψ, V,Q, S, d˜) given in the proof of
Proposition 3.4 proves that A is in the non-empty Zariski open set G chart1 (ψi, V,Q, S, d˜)
defined in Lemma B.12. The global normal form assumption shows that for each irreducible
component Z of WA
−1
such that O(mi)∩Z−S is not empty, O(midi)∩Z−S is not empty.
By construction of ζ, O(m′i,m′,m′′) ∩W − SA is not empty. Finally, X i,m′,m′′ is contained in
O(m′i,m′,m′′dAi ) ∩ V A − SA.
Applying Proposition G.1, we deduce that there exists a non-empty Zariski open subset
I (L, φi,A,m
′,m′′,X i,m′,m′′) ⊂ CP
such that for u in I (L, φi,A,m′,m′′,X i,m′,m′′), the following holds:
• there exists a non-zero d′i,m′,m′′,u in Q[X] and polynomials H′i,m′,m′′,u in Q[X,Lk+1]m′i,m′,m′′d′i,m′,m′′,u
such that
φ′i,m′,m′′,u = (m
′
i,m′,m′′ , d
′
i,m′,m′′,u,h
′
i,m′,m′′ ,H
′
i,m′,m′′,u)
is a local normal form for WLagrange(L
A,u, d˜);
• d′i,m′,m′′,u vanishes nowhere on X i,m′,m′′ ;
• the sets O(m′i,m′,m′′)∩U (WLagrange(LA,u, d˜))−SA and O(m′i,m′,m′′)∩W −SA coincide.
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Finally, letI (L,φ,A,Y ) be the intersection of allI (L, φi,A,m′,m′′,X i,m′,m′′), for (i,m′,m′′)
in ζ; this is a non-empty Zariski open subset of CP . In what follows, we take u in
I (L,φ,A,Y ) and we prove the assertions in the proposition. We start with an easy lemma.
Lemma G.10. With the above notation, O(m′i,m′,m′′) ∩U (WLagrange(LA,u, d˜))− SA is not
empty if and only if (i,m′,m′′) is in ζ.
Proof. Suppose first that (i,m′,m′′) is in ζ. By assumption on u, the three items above hold;
the third one, and the fact that (i,m′,m′′) is in ζ, imply thatO(m′i,m′,m′′)∩U (WLagrange(LA,u, d˜))−
SA is not empty.
Conversely, suppose now that O(m′i,m′,m′′) ∩ U (WLagrange(LA,u, d˜)) − SA is not empty.
Because U (WLagrange(LA,u, d˜)) is the Zariski closure of U (WLagrange(LA,u, d˜)), we deduce
that O(m′i,m′,m′′) ∩ U (WLagrange(LA,u, d˜)) − SA is not empty. Take x in this set. Because
U (WLagrange(LA,u, d˜)) is contained in U (L)A, we deduce from L5 applied to φAi that d
A
i
does not vanish at x. Lemma G.5 then implies that x cancels h′i,m′,m′′ , so that x is in
fbr(V (h′i,m′,m′′), Q). The first item in Lemma B.12 implies that x is in W , so we are done.
Lemma G.11. For u in I (L,φ,A,Y ), the equality U (WLagrange(LA,u, d˜)) = W holds.
Proof. For all i in {1, . . . , s}, let ζ ′i be the set of all triples (i,m′,m′′), where m′ and m′′ are
respectively c-minors of jac(hAi , e) and (c − 1)-minors of jac(hAi , e + d˜), and let ζi be the
subset of ζ ′i for which O(m′i,m′,m′′) ∩W − SA is not empty. In particular, ζ is the union of
all ζi; similarly, we let ζ
′ be the union of all ζ ′i.
By Lemma G.10, O(m′i,m′,m′′) ∩U (WLagrange(LA,u, d˜))− SA is not empty if and only if
(i,m′,m′′) is in ζ. We are going to use this remark to prove first thatU (WLagrange(LA,u, d˜))−
SA = W − SA.
Let i be in {1, . . . , s}. We know from the third item in Lemma B.12 that the sets
O(m′i,m′,m′′) − SA, for (m′,m′′) in ζ ′i, cover O(mAi ) ∩ V A − SA. Because ψA is an atlas of
(V A, Q, SA), the sets O(mAi )∩V A−SA themselves cover V A−SA, and we deduce that the
sets O(m′i,m′,m′′)− SA, for (i,m′,m′′) in ζ ′, cover V A − SA.
Since both U (WLagrange(LA,u, d˜)) and W are subsets of V A, these sets cover in parti-
cular U (WLagrange(LA,u, d˜))−SA and W−SA. However, we saw above that the only triples
(i,m′,m′′) for which the intersectionsO(m′i,m′,m′′)∩W−SA orO(m′i,m′,m′′)∩U (WLagrange(LA,u, d˜))−
SA are not empty are those in ζ (this is by construction of ζ for W and by Lemma G.10 for
U (WLagrange(LA,u, d˜))). Thus, we deduce that the sets O(m′i,m′,m′′)− SA, for (i,m′,m′′) in
ζ, cover both U (WLagrange(LA,u, d˜))− SA and W − SA.
On the other hand, due to our choice of u, we have seen that the following holds for all
(i,m′,m′′) in ζ:
O(m′i,m′,m′′) ∩U (WLagrange(LA,u, d˜))− SA = O(m′i,m′,m′′) ∩W − SA.
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The last two paragraphs imply thatU (WLagrange(LA,u, d˜))−SA = W−SA, as claimed. Since
U (WLagrange(LA,u, d˜)) is the Zariski closure of U (WLagrange(LA,u, d˜)), which does not inter-
sect SA, we deduce thatU (WLagrange(LA,u, d˜)) is also the Zariski closure ofU (WLagrange(LA,u, d˜))−
SA.
If W is empty, we are done (since then U (WLagrange(LA,u, d˜))− SA is empty, and thus
its Zariski closure U (WLagrange(LA,u, d˜)) is empty as well). On the other hand, if W is not
empty, the facts that V is equidimensional of dimension d, with finitely many singular points,
and that A is in G1(ψ, V,Q, S, d˜) show that one can apply Proposition 3.4 and deduce that
W is (d˜ − 1)-equidimensional. Since d˜ ≥ 2 (so that d˜ − 1 ≥ 1) and SA is finite, W is the
Zariski closure of W − SA. The lemma is proved.
We can now conclude the proof of the proposition. For u in I (L,φ,A,Y ), we already
know that WLagrange(L
A,u, d˜) is a generalized Lagrange system, and the previous lemma
shows that U (WLagrange(LA,u, d˜)) is equal to W . Now, we assume that W is not empty; it
remains to construct a global normal form for it.
Let φ′u be the set of all local normal forms φ
′
i,m′,m′′,u defined above, for (i,m
′,m′′)
in ζ. We prove that φ′u is a global normal form for (WLagrange(L
A,u, d˜);Y A), and that
Watlas(ψ
A, V A, Q, SA, d˜) is the associated atlas of (W,Q, SA).
G1. We saw above that all φ
′
i,m′,m′′,u are local normal forms for WLagrange(L
A,u, d˜).
G2. We must now prove that the sets
ψ′i,m′,m′′ = (m
′
i,m′,m′′ ,h
′
i,m′,m′′),
for (i,m′,m′′) ∈ ζ, form an atlas of (U (WLagrange(LA,u, d˜)), Q, SA), or equivalently of
(W,Q, SA). Remark that this family precisely defines
Watlas(ψ
A, V A, Q, SA, d˜).
Recall that V is d-equidimensional, with finitely many singular points, and that A
is in G1(ψ, V,Q, S, d˜); hence, all assumptions of Proposition 3.4 are satisfied. That
proposition 3.4 proves that Watlas(ψ
A, V A, Q, SA, d˜) is an atlas of (W,Q, SA), so our
claim is proved.
G3. Recall that we write Y = Y1, . . . , Yr. Let Z be an irreducible component of Y Aj , for
some j in {1, . . . , r}. Suppose that Z is contained in W , and let (i,m′,m′′) ∈ ζ be
such that O(m′i,m′,m′′) ∩ Z − SA is not empty. We have to prove that d′i,m′,m′′,u does
not vanish identically on Z.
By construction, for such a Z, there exists an element z in the finite set X i,m′,m′′ ∩Z.
We saw previously that for our choice of u, d′i,m′,m′′,u vanishes nowhere on X i,m′,m′′ ; as
a result, d′i,m′,m′′,u does not vanish at z, and thus does not vanish identically on Z.
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H Proof of Proposition 5.16
In this section, we prove Proposition 5.16, whose statement is as follows: Let Q ⊂ Ce be a
finite set and let V ⊂ Cn and S ⊂ Cn be algebraic sets lying over Q, with S finite. Suppose
that V is equidimensional of dimension d, with finitely many singular points.
Let ψ be an atlas of (V,Q, S), let d˜ be an integer in {2, . . . , d} such that d˜ ≤ (d + 3)/2,
and let A ∈ GL(n, e) be in the open set G3(ψ, V,Q, S, d˜) defined in Proposition 3.7; write
W = W (e, d˜, V A).
Let Q′′ and S ′′ be zero-dimensional parametrizations with coefficients in Q that respec-
tively define a finite set Q′′ ⊂ Ce+d˜−1 lying over Q and the set S ′′ = fbr(SA ∪W,Q′′), and
let V ′′ = fbr(V A, Q′′).
Let L = (Γ,Q,S ) be a generalized Lagrange system such that V = U (L), Q = Z(Q)
and S = Z(S ). Let Y = (Y1, . . . , Yr) be algebraic sets in Cn and let finally φ be a global
normal form for (L; (V ′′A
−1
,Y )) such that ψ is the associated atlas of (V,Q, S). Then the
following holds:
• FLagrange(LA,Q′′,S ′′) is a generalized Lagrange system which defines V ′′;
• if V ′′ is not empty, (FLagrange(LA,Q′′,S ′′);Y A) admits a global normal form whose
atlas is Fatlas(ψ
A, V A, Q, SA, Q′′) (Definition 3.6).
As we did in the previous section, we start with a local analysis which we use to prove
the global statement.
H.1 Local analysis
In this paragraph, we consider a local normal form φ = (m, d,h,H) of L. We show how to
deduce a local normal form for FLagrange(L
A,Q′′,S ′′), for a suitable choice of S ′′.
Proposition H.1. Let Q ⊂ Ce be a finite set and let V ⊂ Cn and S ⊂ Cn be algebraic sets
lying over Q, with S finite. Suppose that V is d-equidimensional with finitely many singular
points.
Let L = (Γ,Q,S ) be a generalized Lagrange system of type (k,n,p, e) such that V =
U (L), Q = Z(Q) and S = Z(S ). Let φ = (m, d,h,H) be a local normal form for L and let
ψ = (m,h) be the associated chart of (V,Q, S). Let d˜ be an integer in {2, . . . , d}, such that
d˜ ≤ (d+ 3)/2, let A ∈ GL(n, e) be in the open set G chart3 (ψ, V,Q, S, d˜) defined in Lemma C.1
and let W = W (e, d˜, V A).
Let Q′′ and S ′′ be zero-dimensional parametrizations with coefficients in Q, that respec-
tively define a finite set Q′′ ⊂ Ce+d˜−1 lying over Q and the set S ′′ = fbr(SA ∪W,Q′′), and
let V ′′ = fbr(V A, Q′′). If O(mA)∩ V ′′− S ′′ is not empty, then φA is a local normal form for
FLagrange(L
A,Q′′,S ′′).
In what follows, we write F for the polynomials computed by Γ. Suppose that O(mA) ∩
V ′′ − S ′′ is not empty and let A, and all further notation, be as in the proposition; note in
particular that φA = (mA, dA,hA,HA). The following items check the validity of L1, . . . , L5.
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L1. Because φ is a local normal form for L, φ
A is a local normal form for LA. Then, since
L1 concerns only the polynomials in φ
A, it continues to hold here.
L2. For the same reason, and because the defining equations in FLagrange(L
A,Q′′,S ′′) are
simply FA, L2 remains valid.
L3. Property L3 for L states that 〈F, I〉 = 〈H, I〉 in Q[X,L]md; it implies the equality
〈FA, I〉 = 〈HA, I〉 in Q[X,L]mAdA . Let then I ′ ⊂ Q[X] be the defining ideal of Q′′.
Adding I ′ to both sides of the former equality gives the requested 〈FA, I ′〉 = 〈HA, I ′〉
in Q[X,L]mAdA , since I ⊂ I ′.
L4. Because O(mA) ∩ V ′′ − S ′′ is not empty and A is in G chart3 (ψ, V,Q, S, d˜), Lemma C.1
shows that ψA = (mA,hA) is a chart of (V ′′, Q′′, S ′′).
L5. By construction, U (FLagrange(LA,Q′′,S ′′)) is contained in U (LA). Applying L5 for
LA, we deduce thatO(mA)∩UA = O(mAdA)∩U (LA). Intersecting withU (FLagrange(LA,Q′′,S ′′))
proves L5.
H.2 Proof of the proposition
We can now prove Proposition 5.16. Since we assumed that A is in G3(ψ, V,Q, S, d˜), all
assumptions of Proposition 3.7 are satisfied and we deduce that V ′′ is either empty or V ′′
equidimensional of dimension d− (d˜− 1), with finitely many singular points.
We already know that FLagrange(L
A,Q′′,S ′′) is a generalized Lagrange system; the next
lemmas then prove that V ′′ = U (FLagrange(LA,Q′′,S ′′)). Below, we write ψ = (mi,hi)1≤i≤s
and φ = (φ1, . . . , φs), with φi = (mi, di,hi,Hi) for i in {1, . . . , s}.
Lemma H.2. V ′′ is the Zariski closure of fbr(U (L)A, Q′′).
Proof. Since U (L)A is contained in V A, fbr(U (L)A, Q′′) is contained in V ′′ = fbr(V A, Q′′);
the Zariski closure of fbr(U (L)A, Q′′) is then contained in V ′′ as well. Thus, we have to
prove the converse inclusion. This is immediate when V ′′ is empty. Now we will assume that
V ′′ is not empty, so that it is equidimensional of dimension d − (d˜ − 1). Since we assumed
2 ≤ d˜ ≤ d and d˜ ≤ (d+ 3)/2, we deduce that d− (d˜− 1) ≥ 1.
Let Z be an irreducible component of V ′′. Because Z has positive dimension d˜− 1, there
exists x in Z − SA, and thus there exists x′ = xA−1 in ZA−1 − S. Because ψ = (mi,hi)1≤i≤s
is an atlas of (V,Q, S), and x′ is in V , we deduce that there exists i in {1, . . . , s} such that
x′ is in O(mi). As a consequence, O(mi) ∩ ZA−1 − S is not empty.
Remark that ZA
−1
is an irreducible component of V ′′A
−1
, and is thus contained in V .
Because (L;V ′′A
−1
,Y ) has the global normal form property, property G3 and the statement
in the last paragraph imply that Z ′ = O(midi)∩ZA−1 − S is not empty. In particular, Z ′ is
a Zariski dense open subset of ZA
−1
, and thus Z ′A is Zariski dense in Z.
On the other hand, ZA
−1
is contained in V , so Z ′ is contained in O(midi) ∩ V − S. By
Lemma F.1, Z ′ is thus contained in O(midi) ∩U (L), and thus in U (L); as a result, Z ′A is
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contained in U (L)A. Since Z, and thus Z ′A, lie over Q′′, we deduce that Z ′A is contained in
fbr(U (L)A, Q′′). Taking Zariski closures, we deduce that Z itself is contained in the Zariski
closure of fbr(U (L)A, Q′′). Proceeding in this manner with all irreducible components of
V ′′, we finish the proof.
Lemma H.3. V ′′ = U (FLagrange(LA,Q′′,S ′′)).
Proof. We have to prove that V ′′ is the Zariski closure of U (FLagrange(LA,Q′′,S ′′)). By
construction,
U (FLagrange(L
A,Q′′,S ′′)) = fbr(U (L)A, Q′′)− S ′′.
This implies the inclusions
U (FLagrange(L
A,Q′′,S ′′)) ⊂ fbr(U (L)A, Q′′) ⊂ U ′ ∪ S ′′.
Let us temporarily denote by U ′ the Zariski closureU (FLagrange(LA,Q′′,S ′′)) ofU (FLagrange(LA,Q′′,S ′′)).
Since S ′′ is finite, the previous inclusions and the previous lemma show that U ′ ⊂ V ′′ ⊂
U ′∪S ′′. Because S ′′ is finite and V ′′ is equidimensional of positive dimension, the right-hand
inclusion implies that V ′′ ⊂ U ′, from which the requested equality V ′′ = U ′ follows.
We can now prove the proposition. The first item follows from Lemma H.3, and when
V ′′ is empty, there is nothing more to prove.
If we assume that V ′′ is not empty, it remains to show how to construct a global normal
form for it. We first define the local normal forms we will use for the generalized Lagrange
system FLagrange(L
A,Q′′,S ′′). Up to reordering φ, we can suppose that there exists s′ ∈
{0, . . . , s} such that O(mAi )∩ V ′′−S ′′ is not empty for 1 ≤ i ≤ s′, and empty for i > s′. We
let φ′ = (φA1 , . . . , φ
A
s′ ). We prove now that φ
′ satisfies properties G1,G2 and G3.
G1. We saw in Proposition H.1 that for all φ
A
i , with i ≤ s′, are local normal forms for
FLagrange(L
A,Q′′,S ′′).
G2. Let ψ
′ = (ψAi )1≤i≤s′ ; we need to prove that ψ
′ is an atlas of
(U (FLagrange(LA,Q′′,S ′′)), Q′′, S ′′),
or equivalently, by Lemma H.3, of (V ′′, Q′′, S ′′). Definition 3.6 shows that ψ′ is none
other than the set of polynomials Fatlas(ψ
A, V A, Q, SA, Q′′). Since all assumptions
of Proposition 3.7 are satisfied, that proposition proves that ψ′ is indeed an atlas of
(V ′′, Q′′, S ′′), so our claim is proved.
G3. Recall that we write Y = Y1, . . . , Yr. Let Z be an irreducible component of Y Aj , for
some j in {1, . . . , r}. Suppose that Z is contained in V ′′, and let i in {1, . . . , s′} be
such that O(mAi )∩Z − S ′′ is not empty. We have to prove that O(mAi dAi )∩Z − S ′′ is
not empty.
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Let x be in O(mAi ) ∩ Z − S ′′. Because x is in Z, and thus in V ′′, x lies over Q′′. In
particular, x is not in SA (since if it were, it would belong to fbr(SA, Q′′), and thus to
S ′′). In other words, x is in O(mAi ) ∩ Z − SA.
Then, x′ = xA
−1
belongs to O(mi) ∩ ZA−1 − S, so that O(mi) ∩ ZA−1 − S is not
empty. Besides, ZA
−1
is an irreducible component of Yj, and it is contained in V . We
deduce (by applying G3 to L) that O(midi) ∩ ZA−1 − S is not empty, and thus that
O(mAi dAi ) ∩ Z − SA is not empty.
To summarize, both O(mAi ) ∩ Z − S ′′ and O(mAi dAi ) ∩ Z − SA are non-empty open
subsets of the irreducible set Z, so their intersection O(mAi dAi ) ∩Z − S ′′ is non-empty
as well.
I Proof of Proposition 6.2
The main goal of this section is to prove Proposition 6.2, whose statement is as follows:
Consider polynomials F = (F1, . . . , FP ) in C[X,L1, . . . ,Lk], with n−e, n1, . . . , nk variables in
the respective blocks X,L1, . . . ,Lk, and having degrees in X,L1, . . . ,Lk respectively bounded
by
(D1, 0, 0, . . . , 0) for F1, . . . , Fp
(D2, 1, 0, . . . , 0) for Fp+1, . . . , Fp+p1
...
...
(D2, 1, 1, . . . , 1) for Fp+···+pk−1+1, . . . , Fp+···+pk ,
the total number of variables being N − e, with N = n + n1 + · · · + nk. Write furthermore
Ni = n + n1 + · · · + ni and Pi = p + p1 + · · · + pi, for i = 0, . . . , k, and suppose that the
following holds for all i = 0, . . . , k:
• ni and pi are positive,
• Ni − e ≥ Pi.
Let finally ∆ be the ideal generated by all P -minors of jac(F) and consider the Zariski closure
V of V (F) − V (∆). Then for i in {1, . . . , P}, Vi has degree at most Dg(k, e,n,p, D1, D2),
with
Dg(k, e,n,p, D1, D2) = (Pk + 1)
kDp1D
n−e−p
2
k−1∏
i=0
NNi−e−Pii+1 .
This proposition is proved in the second half of this section; we start by proving a general
multi-homogeneous bound that is a variant of classical ones (see e.g. [56, 57]), adapted to
our setting.
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I.1 A multi-homogeneous Be´zout bound
As above, consider blocks of variables X,L1, . . . ,Lk of respective lengths n − e, n1, . . . , nk,
and let N = n + n1 + · · · + nk, so that the total number of variables is N − e. We say
that a polynomial f in C[X,L1, . . . ,Lk] has multi-degree bounded by (D0, D1, . . . , Dk) if its
degree in the group of variables X, resp. Li, is at most D0, resp. Di, for 1 ≤ i ≤ k. Our
goal here is to give an upper bound on the degree of algebraic sets defined by polynomials
in C[X,L1, . . . ,Lk] in terms of their multi-degrees.
All along, we let m be the ideal 〈ζn−e+10 , ζn1+11 , . . . , ζnk+1k 〉 in Z[ζ0, ζ1 . . . , ζk]. If A is a
polynomial in Z[ζ0, ζ1, . . . , ζk], |A|∞ is the maximum of the absolute values of its coefficients,
and |A|1 is the sum of the absolute values of its coefficients. If I is an ideal in C[X,L1, . . . ,Lk],
V (I) will denote its zero-set in CN .
Proposition I.1. Let F1, . . . , FP be polynomials in C[X,L1, . . . ,Lk] of multi-degrees respec-
tively bounded by (Di,0, Di,1, . . . , Di,k), for i = 1, . . . , P . Let V ⊂ CN−e be the equidimen-
sional component of V (F1, . . . , FP ) of dimension N − e− P . Let further
A =
P∏
i=1
(Di,0ζ0 +Di,1ζ1 + · · ·+Di,kζk) mod m.
Then deg(V ) ≤ |A|1.
This paragraph is devoted to prove Proposition I.1. This result is in essence the calcula-
tion of an intersection product in the Chow ring of the multi-projective space Pn−e × Pn1 ×
· · ·×Pnk , which is indeed Z[ζ0, ζ1, . . . , ζk]/m. However, the proof does not require familiarity
with the techniques of intersection theory; we rely on the aforementioned results of van der
Waerden and a theorem of [43] for these aspects.
Let X0, L1,0, . . . , Lk,0 be homogenization variables and let X
′ and L′1, . . . ,L
′
k be the blocks
of variables obtained by adding respectively X0, L1,0, . . . , Lk,0 to X and L1, . . . ,Lk. To a
polynomial f in C[X,L1, . . . ,Lk], we associate f
H obtained by homogenizing f in each
block of variables separately. To an ideal I in C[X,L1, . . . ,Lk], we associate the ideal I
H
generated by the polynomials {fH | f ∈ I}. Conversely, for F in C[X′,L′1, . . . ,L′k], ϕ(F ) is
the polynomial obtained from F by evaluating X0 and all Li,0 at 1.
In what follows, we let I be the radical of the ideal 〈F1, . . . , FP 〉 ⊂ C[X,L1, . . . ,Lk] and
let I = P1∩· · ·∩Pt be its prime decomposition. We further let t′ ≤ t and I ′ = P1∩· · ·∩Pt′ be
the intersection of the components of dimension d = N − e−P (reordering may be needed);
thus, we have
deg(V ) = deg(V (P1)) + · · ·+ deg(V (Pt′)). (8)
Lemma I.2. The ideal I ′H is radical and PH1 ∩ · · · ∩ PHt′ is its prime decomposition.
Proof. First, we establish the following easy facts:
1. If f is in C[X,L1, . . . ,Lk], then ϕ(f
H) = f .
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2. If J is an ideal of C[X,L1, . . . ,Lk] and F is in J
H , ϕ(F ) is in J .
The first item is obvious. To prove (2), note that the assumption says that F is a polynomial
combination of polynomials fH , for f in J ; apply ϕ to conclude, using fact (1).
Now we can prove that all ideals PHi are prime, and that for all i 6= i′ in {1, . . . , t′},(Pi ∩
Pi′)H = PHi ∩ PHi′ and PHi 6⊂ PHi′ . The first two statements are [37, Proposition 4.3.10.b–d].
For the last one, suppose that PHi ⊂ PHi′ , and let f be in Pi. Then, fH is in PHi , so fH is
in PHi′ ; applying ϕ, f = ϕ(fH) is in Pi′ (facts (1) and (2)). This proves that Pi ⊂ Pi′ , a
contradiction.
Iterating the second property above, I ′H = PH1 ∩ · · · ∩ PHt′ ; by the first property, all PHi
are prime (so I ′H is radical) and by the last one, PHi 6⊂ PHj holds for all i 6= j. This proves
the lemma.
If J is a homogeneous ideal of C[X′,L′1, . . . ,L
′
k], V
h(J) will denote the projective algebraic
set it defines in PN−e+k. If Z is a projective algebraic set in PN−e+k, we denote by deg(Z)
its degree, which is defined as in the affine case.
Finally, note that if J is an ideal in C[X,L1, . . . ,Lk], J
H ⊂ C[X′,L′1, . . . ,L′k] is multi-
homogeneous, and thus homogeneous in N − e + k + 1 variables, so V h(JH) ⊂ PN−e+k is
well-defined.
Lemma I.3. If P is a prime ideal in C[X,L1, . . . ,Lk], the inequality
deg(V (P)) ≤ deg(V h(PH))
holds.
Proof. Consider the affine cone C defined by PH in CN−e+k+1. By construction, the degree
of C equals deg(V h(PH)).
Intersecting with the linear space V (X0− 1, L1,0− 1, . . . , Lk,0− 1) yields an algebraic set
C ′, with deg(C ′) ≤ deg(C); note as well that C ′ is defined by P and all linear equations
X0 − 1, L1,0 − 1, . . . , Lk,0 − 1. Finally, projecting on CN−e, we obtain that deg(V (P)) ≤
deg(C ′), and we are done.
If J ′ is a multi-homogeneous ideal in C[X′,L′1, . . . ,L
′
k], V
mp(J ′) will denote the multi-
projective algebraic set it defines in Pn−e × Pn1 × · · · × Pnk (the super-script mp indicates
that the set lies in a multi-projective set).
The dimension of a multi-projective algebraic set Z in Pn−e×Pn1 ×· · ·×Pnk is the Krull
dimension of C[X′,L′1, . . . ,L
′
k]/I(Z) minus (k + 1), where I(Z) is the multi-homogeneous
defining ideal of Z. By [56, Par. 12, pp. 754], if P is a prime ideal in C[X,L1, . . . ,Lk],
dim(V (P)) = dim(V mp(PH)). Equidimensional multi-projective algebraic sets are defined
as in the affine or projective cases.
For any integer `, let R(`) be the set of (k + 1)-uples of integers
m = (m0,m1, . . . ,mk) ∈ Nk+1
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such that |m| = `, where we write |m| = m0 + m1 + · · · + mk. Let then Z ⊂ Pn−e × Pn1 ×
· · · × Pnk be an `-equidimensional multi-projective algebraic set. The multi-degree of Z is a
vector δ(Z) = (δ(Z,m))m∈R(`): for any such m, δ(Z,m) is the number of intersection points
of Z with m0, . . . ,mk generic hyperplanes in respective coordinates X
′,L′1, . . . ,L
′
k.
We can now return to the proof of our proposition. Recall that I ′ is the defining ideal
of V , and that P1, . . . ,Pt′ are its prime components.
Lemma I.4. The multi-projective set V mp(I ′H) is equidimensional of dimension d = N −
e− P and satisfies
deg(V ) ≤
∑
m∈R(d)
δ(V mp(I ′H),m).
Proof. By the remark above, each V mp(PHi ) has dimension d = N − e− P . Because all PHi
are prime, we can use Van der Waerden’s result [57] stating that
deg(V h(PHi )) =
∑
m∈R(d)
δ(V mp(PHi ),m).
Combining this with the bound in Lemma I.3, we obtain
deg(V (Pi)) ≤
∑
m∈R(d)
δ(V mp(PHi ),m).
Finally, we sum over i = 1, . . . , t′. On the left, from (8), we get deg(V ). On the right, we get∑
i≤t′
∑
m∈R(d)
δ(V mp(PHi ),m) =
∑
m∈R(d)
∑
i≤t′
δ(V mp(PHi ),m).
Now, V mp(I ′H) is equidimensional of dimension d and thus, for all m,∑
i≤t′
δ(V mp(PHi ),m) = δ(V mp(I ′H),m).
This proves the lemma.
Recall now that our input polynomials are denoted by F1, . . . , FP . In the following lemma,
if Z is a multi-projective algebraic set in Pn−e× Pn1 × · · · × Pnk , Zd will denote the union of
the irreducible components of Z of dimension d.
Lemma I.5. Let J be the ideal J = 〈FH1 , . . . , FHP 〉. Then
deg(V ) ≤
∑
m∈R(d)
δ(V mp(J)d,m).
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Proof. Fix a multi-index m such that |m| = d. Recall that I is the radical of the ideal
〈F1, . . . , FP 〉 and that I ′ is the intersection of those prime components of I which have
dimension d = N − e− P .
We are going to prove the inequalities
δ(V mp(I ′H),m) = δ(V mp(IH)d,m) and δ(V mp(IH)d,m) ≤ δ(V mp(J)d,m).
• Lemma I.2 shows that PH1 ∩ · · · ∩ PHt′ is the prime decomposition of I ′H ; similarly,
PH1 ∩· · ·∩PHt is the prime decomposition of IH . For j > t′, the dimension of V mp(PHj )
is greater than d; we deduce that V mp(IH)d = V
mp(I ′H), and the first equality follows.
• Let K be the ideal 〈F1, . . . , FP 〉, so that I =
√
K. Proposition 4.3.10.c of [37] shows
that IH =
√
KH , so that V mp(IH) = V mp(KH) and V mp(IH)d = V
mp(KH)d. On the
other hand, Corollary 4.3.8 of [37] shows thatKH = J : (X0L1,0 · · ·Lk,0)∞. This implies
δ(V mp(KH)d,m) ≤ δ(V mp(J)d,m) and thus gives the second claimed inequality.
The conclusion immediately follows from Lemma I.4.
For m = (m0,m1, . . . ,mk) in R(d), recall that δ(V
mp(J)d,m) is the number of intersec-
tion points of V mp(J)d with m0,m1, . . . ,mk generic hyperplanes H0,1, . . . , Hk,mk in respective
coordinates X′,L′1, . . . ,L
′
k. Because d = N − e− P , this is thus also the generic number of
isolated solutions of FH1 , . . . , F
H
P , H0,1, . . . , Hk,mk in Pn−e×Pn1 × · · · ×Pnk (the intersections
of higher-dimensional components of V mp(J) with H0,1, . . . , Hk,mk have positive dimension).
Let A0 be the polynomial
A0 =
P∏
i=1
(Di,0ζ0 +Di,1ζ1 + · · ·+Di,kζk).
By the multi-homogeneous Be´zout theorem given in [43], we deduce that
δ(V mp(J)d)m ≤ coeff(A0ζm00 · · · ζmkk , ζn0 · · · ζnkk )
≤ coeff(A0, ζn−m00 · · · ζnk−mkk ).
We deduce from Lemma I.5 the inequality
deg(V ) ≤
∑
m∈R(d)
coeff(A0, ζ
n−m0
0 · · · ζnk−mkk ).
To conclude the proof of Proposition I.1, it suffices to observe that the last sum equals |A|1,
with A = A0 mod m.
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I.2 Proof of the proposition
We can now prove Proposition 6.2. Consider a non-negative integer e, polynomials F =
(F1, . . . , FP ) in C[X,L1, . . . ,Lk], with n − e, n1, . . . , nk variables in the respective blocks
X,L1, . . . ,Lk, and having multi-degrees bounded by
(D1, 0, 0, . . . , 0) for F1, . . . , Fp
(D2, 1, 0, . . . , 0) for Fp+1, . . . , Fp+p1
...
...
(D2, 1, 1, . . . , 1) for Fp+···+pk−1+1, . . . , Fp+···+pk ,
and we assume
Ni − e ≥ Pi, with Ni = n+ · · ·+ ni and Pi = p+ · · ·+ pi. (9)
Let ∆ be the ideal generated by all P -minors of jac(F), and for i ≤ P , let Vi be the Zariski
closure of V (F1, . . . , Fi)− V (∆). Our goal is to prove that for i in {1, . . . , P}, Vi has degree
at most Dg(k, e,n,p, D1, D2), with
Dg(k, e,n,p, D1, D2) = (Pk + 1)
kDp1D
n−e−p
2
k−1∏
i=0
NNi−e−Pii+1 .
In what follows, as in the previous section, m is the ideal 〈ζn−e+10 , ζn1+11 , . . . , ζnk+1k 〉 in
Z[ζ0, . . . , ζk].
Lemma I.6. Suppose that all inequalities in (9) hold. Let 0 ≤ i ≤ k and let A be a
homogeneous polynomial in Z[ζ0, . . . , ζi] ⊂ Z[ζ0, . . . , ζk] with non-negative coefficients, of
degree less than Pi, and reduced with respect to m. Let also b = d0ζ0 + · · ·+ diζi, with all di
positive integers and B = Ab mod m. Then, |A|∞ ≤ |B|∞.
Proof. Let z = ζu00 · · · ζuii be a monomial that appears in A with a non-zero coefficient, so
that z is reduced with respect to m. We will prove that there exists ` ≤ i such that z′ = zζ`
is reduced with respect to m. Since all di’s and all coefficients of A are positive integers, this
implies that the coefficient of z in A is less than or equal to that of z′ in B, and the claim
|A|∞ ≤ |B|∞ follows.
We argue by contradiction, assuming that for all ` ≤ i, zζ` is not reduced with respect
to m.
First, remark that since A is reduced with respect to m, we have u0 ≤ n− e and u` ≤ n`
holds for ` = 1, . . . , i. On the other hand, if zζ` is not reduced with respect to m, we have
either u0 + 1 > n − e (if ` = 0) or u` + 1 > n` (otherwise), since ζ` is the only variable
whose exponent changes; in view of the inequalities above, this implies that u0 = n − e
(if ` = 0) or u` = n` (otherwise). If this is the case for all values of `, z has total degree
n − e + n1 + · · · + ni = Ni − e; this is impossible, since z has total degree less than Pi and
Pi ≤ Ni − e, by (9).
107
Let
A = (D1ζ0)
p(D2ζ0 + ζ1)
p1 · · · (D2ζ0 + ζ1 + · · ·+ ζk)pk mod m.
The next lemma shows that it will be enough to prove an upper bound on the coefficients
of A.
Lemma I.7. Suppose that all inequalities in (9) hold. For all 0 ≤ i ≤ k, the inequality
deg(Vi) ≤ (Pk + 1)k|A|∞ holds.
Proof. Define a0 = D1ζ0 and for ` = 1, . . . , k, a` = (D2ζ0 + ζ1 + · · ·+ ζ`). Let P−1 = 0 and,
for ` = −1, . . . , k − 1 and j = 1, . . . , p`+1, define further
A`,j = a
p
0 · · · ap`` aj`+1 mod m;
remark that this polynomial has degree P` + j, and that A = Ak−1,pk .
Fix now i in {1, . . . , P}. There exists a unique ` in {−1, . . . , k − 1} such that P` < i ≤
P`+1; let then j = i − P`, so that i = P` + j; note that 0 < j ≤ p`+1 and that A`,j has
degree i. Proposition I.1 gives the bound deg(Vi) ≤ |A`,j|1 (since Vi is the union of some of
the minimum dimensional components defined by the first i equations). Remark next that
for all `, j, A`,j has total degree at most Pk, so it has at most (Pk + 1)
k non-zero coefficients.
As a consequence, we get deg(Vi) ≤ (Pk + 1)k|A`,j|∞.
It remains to give an upper bound on |A`,j|∞. Fix ` in {−1, . . . , k − 1}, and take first
j in {1, . . . , p`+1 − 1}. Then, A`,j+1 = A`,ja`+1 mod m. Since A`,j lies in Z[ζ0, . . . , ζ`+1], has
degree P` + j < P`+1, and a`+1 = D2ζ0 + ζ1 + · · ·+ ζ`+1 has positive coefficients, Lemma I.6
shows that |A`,j|∞ ≤ |A`,j+1|∞.
Consider now ` in {−1, . . . , k − 2} and j = p`+1, so that
A`+1,1 = A`,p`+1a`+2 mod m.
Now, A`,p`+1 has degree P`+1 < P`+2, lies in Z[ζ0, . . . , ζ`+1] ⊂ Z[ζ0, . . . , ζ`+2], and a`+2 =
D2ζ0 + ζ1 + · · ·+ ζ`+2 has positive coefficients. Thus, as before, we deduce from Lemma I.6
that |A`,p`+1 |∞ ≤ |A`+1,1|∞. Altogether, this proves that for all `, j, |A`,j|∞ ≤ |A|∞, as
claimed.
The inequality in the next lemma is then sufficient to prove Proposition 6.2.
Lemma I.8. The inequality |A|∞ ≤ Dp1Dn−e−p2
∏k−1
i=0 N
Ni−e−Pi
i+1 holds.
Proof. The polynomial A is homogeneous of total degree Pk = p+· · ·+pk, so all its monomials
have the form ζu00 · · · ζukk , with u0 + · · ·+ uk = p+ · · ·+ pk, u0 ≤ n− e and u` ≤ n` for ` ≥ 1.
Then, considering successively ζk, . . . , ζ0, we see that the coefficient of this monomial in A is
Dp1D
p1+···+pk−(u1+···+uk)
2
(
p1 + · · ·+ pk − u2 − · · · − uk
u1
)
· · ·
(
pk−1 + pk − uk
uk−1
)(
pk
uk
)
.
Since u0 + · · ·+ uk = p+ · · ·+ pk, this equals
Dp1D
u0−p
2
(
p1 + · · ·+ pk − u2 − · · · − uk
u1
)
· · ·
(
pk−1 + pk − uk
uk−1
)(
pk
uk
)
. (10)
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Next, we use the fact that
p+ · · ·+ pk = u0 + · · ·+ uk
to deduce
p` + · · ·+ pk − u` − · · · − uk = u0 + · · ·+ u`−1 − p− · · · − p`−1
and
p` + · · ·+ pk − u`+1 − · · · − uk = u0 + · · ·+ u` − p− · · · − p`−1.
This implies respectively
p` + · · ·+ pk − u` − · · · − uk ≤ n− e+ n1 + · · ·+ n`−1 − p− · · · − p`−1 = N`−1 − e− P`−1
and
p` + · · ·+ pk − u`+1 − · · · − uk ≤ n− e+ n1 · · ·+ n`−1 + n` − p− · · · − p`−1
≤ n` +N`−1 − e− P`−1
≤ N` − e
≤ N`.
Finally, since
(
a
b
) ≤ aa−b, we have thus proved the inequality(
p` + · · ·+ pk − u`+1 − · · · − uk
u`
)
≤ NN`−1−e−P`−1` .
Using this upper bound and u0 ≤ n− e in (10) proves our claim.
J Solving polynomial systems
The contents of this section is independent from most previous ones: we revisit algorithms
for solving polynomial systems, with a focus on dimension zero and dimension one.
Finite sets of points will be encoded by zero-dimensional parametrizations: we discuss
basic algorithms for this data structure in Subsection J.1; curves will be represented by a
one-dimensional analogue, which is the subject of Subsection J.2. In Subsections J.3 and J.4,
we present extensions of these questions to computations over products of fields, which will be
needed later on. Finally, the longest paragraph in this section is Subsection J.5; it presents
an adaptation of the geometric resolution algorithm of [31] (which follows [29, 30, 28]) to
systems with coefficients in a product of fields. The ideas we use to solve this question
are well-known (dynamic evaluation techniques), but controlling their complexity is not
straightforward. The final subsection uses these results to describe an algorithm called
SingularPoints that was mentioned in the main text.
In all algorithms below, we count arithmetic operations {+,−,×,÷} in Q at unit cost.
To state our complexity estimates we use the O (˜ ) notation, so logarithmic factors are
omitted: f is in O (˜g) if there exists a constant a such that f is in O(g loga(g)). For instance,
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over Q[X], polynomial multiplication, Euclidean division, extended GCD computation and
squarefree factorization in degree D can all be done using O (˜D) operations in Q [26].
For most algorithms involving solving systems of multivariate polynomial equations, we
will use a straight-line program encoding for the input, as was already done for generalized
Lagrange systems.
Many algorithms below are probabilistic, in the sense that they use random elements in
Q. Every time a random vector v is chosen in some parameter space Qi, there will exist
a non-zero polynomial ∆ such that the choice leads to success as soon as ∆(γ) 6= 0. Most
such algorithms are Monte Carlo, since we are not always able to verify correctness in an
admissible amount of time. If we are able to detect some cases of failure, we return the string
fail (but even when we do not return fail, we do not guarantee that the output is correct).
J.1 Zero-dimensional parametrizations
Let K be a field of characteristic zero and K be its algebraic closure. A zero-dimensional
parametrization Q = ((q, v1, . . . , vN), l) with coefficients in K consists in a sequence of
polynomials (q, v1, . . . , vN), such that q ∈ K[T ] is squarefree and all vi are in K[T ] and satisfy
deg(vi) < deg(q), and in a K-linear form l in variables X1, . . . , XN , such that l(v1, . . . , vN) =
T . We already used several times the fact that the corresponding algebraic set, denoted by
Z(Q) ⊂ KN , is defined by
q(α) = 0, Xi = vi(α) (1 ≤ i ≤ N);
the constraint on l says that the roots of q are precisely the values taken by l on Z(Q). The
degree of Q is then defined as κ = deg(q), and we call q the minimal polynomial of Q. By
convention, when N = 0, Q is the empty sequence; it defines {•} ⊂ C0 and we set κ = 1.
Zero-dimensional parametrizations are used in our algorithms to represent zero-dimen-
sional algebraic sets. In the following paragraphs, we describe a few elementary opera-
tions on zero-dimensional algebraic sets defined by such an encoding. All zero-dimensional
parametrizations used in this section have coefficients in K = Q; we will use K = C as well
in the next sections.
We first mention a concept that will appear, implicitly or explicitly, on several occasions.
IfQ = ((q, v1, . . . , vN), l) is a zero-dimensional parametrization with coefficients in Q, we call
decomposition ofQ the data of parametrizationsQ1, . . . ,Qs, withQi = ((qi, vi,1, . . . , vi,N), l),
such that q = q1 · · · qs and for all i, j, vi,j = vj mod qi. Geometrically, this means that we
have decomposed Z(Q) as the disjoint union of Z(Q1), . . . ,Z(Qs).
We can now continue with our basic algorithms, starting from an algorithm performing
linear changes of variables on zero-dimensional parametrizations.
Lemma J.1. Let Q be a zero-dimensional parametrization of degree κ, with Z(Q) ⊂ CN ,
and let A be in GL(N,Q). There exists an algorithm ChangeVariables which takes as input
Q and A and returns a zero-dimensional parametrization QA such that Z(QA) = Z(Q)A
using O (˜N2κ+N3) operations in Q.
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Proof. Suppose that the input parametrization Q consists in polynomials (q, v1, . . . , vN)
in Q[T ] and a linear form l. First, we compute A−1 in time O(N3). Then, computing a
parametrization of Z(Q)A = ϕA(Z(Q)), with ϕA : x 7→ A−1x, is simply done by multiplying
A−1 by the vector [v1, . . . , vN ]t, and multiplying At by the vector of coefficients of l, so the
running time is O (˜N2κ) operations in Q.
Next, we consider set-theoretic operations such as union, intersection and difference.
The first operation of this kind takes as input zero-dimensional parametrizations Q and
Q′ encoding finite sets of points in CN ; it computes a zero-dimensional parametrization
encoding Z(Q) − Z(Q′). The algorithm is described in Lemma 3 in [47] and leads to the
following result. This result is probabilistic (the algorithm chooses at random a linear form
in X1, . . . , XN that must take pairwise distinct values on the points of both Z(Q) and Z(Q′)).
Lemma J.2. Let Q and Q′ be zero-dimensional parametrizations, with Z(Q) and Z(Q′) in
CN of respective degrees κ and κ′. There exists a probabilistic algorithm Discard which takes
as input Q and Q′ and returns either a zero-dimensional parametrization Q′′ or fail using
O (˜N max(κ, κ′)2) operations in Q. In case of success, Z(Q′′) = Z(Q)− Z(Q′).
Algorithm Union below takes as input a sequence of zero-dimensional parametrizations
Q1, . . . ,Qs and it returns a parametrization encoding Z(Q1) ∪ · · · ∪ Z(Qs). The algorithm
is given in Lemma 3 of [47] as well, for the case s = 2; the general case is dealt with in the
same manner, and gives the following result.
Lemma J.3. Let Q1, . . . ,Qs be zero-dimensional parametrizations, the sum of whose degrees
being at most κ, with Z(Qi) ⊂ CN for all i. There exists a probabilistic algorithm Union which
takes as input Q1, . . . ,Qs and returns either a zero-dimensional parametrization Q or fail
using O (˜Nκ2) operations in Q. In case of success, Z(Q) = Z(Q1) ∪ · · · ∪ Z(Qs).
The next algorithm takes as input a zero-dimensional parametrization Q and a poly-
nomial G. It returns a zero-dimensional parametrization encoding Z(Q) ∩ V (G). We will
actually not use this algorithm as it is, but rather an extension of it with coefficients in a
product of fields; we give this simpler version first as a starting point for the product of fields
version.
Lemma J.4. LetQ be a zero-dimensional parametrization of degree κ, with Z(Q) ⊂ CN , and
let G ∈ Q[X1, . . . , XN ] a polynomial given by a straight-line program Γ of length E. There
exists an algorithm Intersect which takes as input Q and Γ and returns a zero-dimensional
parametrization of Z(Q) ∩ V (G) using O (˜(N + E)κ) operations in Q.
Proof. We are given an input parametrization Q consisting in polynomials (q, v1, . . . , vN) in
Q[T ] and in a linear form l, and a straight-line program Γ that computes a polynomial G.
The output consists in polynomials ((r, w1, . . . , wN), l), with r = GCD(q,G(v1, . . . , vN)) and
wi = vi mod r for all i. To compute r, we rewrite it as r = GCD(q,G(v1, . . . , vN) mod q).
First, we compute
G(v1, . . . , vN) mod q
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by evaluating the straight-line program for G at v1, . . . , vN , doing all operations modulo q;
this takes O (˜Eκ) operations in Q. The subsequent GCD takes O (˜κ) operations in Q, and
the Euclidean divisions used to compute w1, . . . , wN cost O (˜Nκ) operations in Q.
Finally, we deal with projections and their fibers. Given a zero-dimensional paramet-
rization Q encoding Q = Z(Q) ⊂ CN and an integer e, we now want to compute a
zero-dimensional parametrization encoding pie(Q). The following result is an immediate
consequence of [47, Lemma 4].
Lemma J.5. Let Q be a zero-dimensional parametrization of degree κ, with Z(Q) ⊂ CN .
There exists a probabilistic algorithm Projection which takes as input Q and e and returns
either a zero-dimensional parametrization Q′ or fail using O (˜N2κ2) operations in Q. In
case of success, Z(Q′) = pie(Q).
In the converse direction, algorithm Lift below takes as input two zero-dimensional
parametrizationsQ andR encoding respectively Q = Z(Q) ⊂ CN and R = Z(R) ⊂ Ce with
e ≤ N . It returns a zero-dimensional parametrization of the fiber fbr(Q,R) = Q ∩ pi−1e (R).
Lemma J.6. Let Q and R be zero-dimensional parametrizations of degrees at most κ with
Z(Q) ⊂ CN , Z(R) ∈ Ce and e ≤ N . There exists a probabilistic algorithm Lift which
takes as input Q and R and returns a zero-dimensional parametrization Q′ using O (˜Nκ2)
operations in Q. In case of success, Z(Q′) = Z(Q) ∩ pi−1e (Z(R)).
Proof. We let Q = ((q, v1, . . . , vN), l) and R = ((r, w1, . . . , we), ν) with l = l1X1+ · · ·+ lNXN
and ν = ν1X1 + · · ·+νeXe. We replace ν by a new random linear form, for a cost of O (˜eκ2),
using [31, Lemma 6]. Since ν is randomly chosen, we can assume that it separates the
elements of Z(R)∪ pie(Z(Q)), that is, that it takes pairwise different values on the points of
that set.
Let s = GCD(q, r(ν1v1 + · · · + νeve)). We claim that if α is a root of q, then s(α) = 0
if and only if the point x = (v1(α), . . . , vN(α)) ∈ Z(Q) satisfies pie(x) ∈ Z(R). Indeed,
if pie(x) is in Z(R), then σ = ν(pie(x)) = ν1v1(α) + · · · + νeve(α) is a root of r, and thus
r(ν1v1+· · ·+νeve)(α) = 0. Conversely, suppose that s(α) = 0, so that r(ν1v1+· · ·+νeve)(α) =
0. In other words, ν1v1(α) + · · ·+ νeve(α) = ν(pie(x)) is a root of r. Write σ = ν(pie(x)), and
let y = (w1(σ), . . . , we(σ)) ∈ Z(R). By construction, ν(y) = σ, so ν(y) = ν(pie(x)). By our
assumption on ν, this means that y = pie(x), so pie(x) is in Z(R), as claimed.
We first compute r(ν1v1 + · · ·+νeve) mod q, by evaluating it at ν1v1 + · · ·+νeve is O (˜κ2)
operations. Then, the previous discussion shows that it is enough to return ((s, t1, . . . , tN), l),
where ti = vi mod s for all i; these are computed using O (˜Nκ) operations.
J.2 One-dimensional parametrizations
Next, we discuss the one-dimensional analogue of the parametrizations seen above. As
above, let us first consider an arbitrary field K of characteristic zero. A one-dimensional
parametrization Q = ((q, v1, . . . , vN), l, l
′) with coefficients in K consists in the following:
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• polynomials (q, v1, . . . , vN), such that q ∈ K[U, T ] is squarefree and monic in both U
and T , together with additional degree constraints explained below, and such that all
vi are in K[U, T ] and satisfy deg(vi, T ) < deg(q, T )
• linear forms l, l′ in X1, . . . , XN , such that
l (v1, . . . , vN) = U
∂q
∂T
mod q and l′ (v1, . . . , vN) = T
∂q
∂T
mod q.
This can thus be seen as a one-dimensional analogue of a zero-dimensional parametrization.
The corresponding algebraic set, denoted by Z(Q) ⊂ KN , is now defined as the Zariski
closure of the locally closed set given by
q(η, ξ) = 0,
∂q
∂T
(η, ξ) 6= 0, Xi = vi(η, ξ)∂q
∂T
(η, ξ)
(1 ≤ i ≤ N).
Remark that Z(Q) is one-equidimensional and that the condition on l and l′ means that
the plane curve V (q) is the Zariski closure of the image of Z(Q) through the projection
x 7→ (l′(x), l(x)).
We define the degree κ of Q as the degree of Z(Q). Due to our assumption on l and l′,
and using for instance [52, Theorem 1], we deduce that all polynomials q, v1, . . . , vN have
total degree at most κ.
The additional degree constraint mentioned in the first item above is that q has degree
exactly κ in both T and U (so under this assumption, we can simply read off κ from q).
This constraint is actually very weak: because K is infinite, any algebraic curve in K
N
and
defined over K can be written as Z(Q), for a suitable one-dimensional parametrization Q,
simply by choosing l and l′ as random linear forms in X1, . . . , XN with coefficients in K [31].
In the following paragraphs, we always take K = Q; we use K = C in the next sections.
We describe a few elementary operations on algebraic curves defined by such an encoding.
As a preliminary remark, note that if Q has degree κ, storing Q involves O(Nκ2) elements
of Q, as each bivariate polynomial in Q has total degree at most κ.
Lemma J.7. Let Q be a one-dimensional parametrization of degree at most κ, with Z(Q) ⊂
CN , and let A be in GL(N,Q). There exists an algorithm ChangeVariables that takes as input
Q and A and returns a one-dimensional parametrization QA such that Z(QA) = Z(Q)A
using O (˜N2κ2 +N3) operations in Q.
Proof. The proof is similar to that of Lemma J.1; it suffices to work on bivariate polynomials
instead of univariate ones, whence the extra cost.
Lemma J.8. Let Q and Q′ be one-dimensional parametrizations, with Z(Q) and Z(Q′) in
CN of respective degrees κ and κ′. There exists a probabilistic algorithm Union which takes
as input Q and Q′ and returns either a one-dimensional parametrization Q′′ or fail using
O (˜N max(κ, κ′)3) operations in Q. In case of success, Z(Q′′) = Z(Q) ∪ Z(Q′).
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Proof. First, we ensure that the pairs of linear forms associated to Q and Q′ are the same;
then, we use extended GCD techniques to combine them.
For the first step, we pick two new random linear forms h, h′ in X1, . . . , XN , and compute
two new parametrizations S and S ′, both having h and h′ as associated linear forms and
such that Z(S ) = Z(Q) and Z(S ′) = Z(Q′).
Suppose that the linear forms associated toQ are called l and l′, and let us explain how to
replace the second linear form l′ by h′ inQ. We proceed as in Lemma J.3 (up to the harmless
fact that the parametrizations of X1, . . . , XN now take the form Xi = vi/
∂q
∂T
)d, but working
over the base field Q(U). Using the results of [47, Lemma 2], this takes O (˜Nκ2) operations
in Q(U). Letting q denote the minimal polynomial ofQ, the fact that deg(q, U) = deg(Z(Q))
implies that the projection Z(Q)→ C given by x 7→ l(x) is finite; as a result, as in [31], for
a generic choice of h′, in the output of this step, all coefficients are in Q[U ].
In order to keep the cost of computing with the extra variable U under control, we work
using truncated power series in Q[[U−u0]] instead of rational functions. We choose randomly
the point of expansion u0 for our power series. For all choices of u0, except finitely many of
them, we can run the former algorithm with coefficients in Q[[U−u0]] and not encounter any
division by a series with positive valuation (if we do, we return fail). The degrees in U of all
coefficients in the output are at most κ = deg(q, U) = deg(q, T ), so is it enough to truncate
all power series modulo (U − u0)κ+1. As a result, the total cost is O (˜Nκ3) operations in Q,
instead of O (˜Nκ2) for the algorithm of Lemma J.3.
This process gives us a one-dimensional parametrization R. We then proceed similarly
to replace l by h in R, obtaining a parametrization S ; this mainly amounts to exchanging
the roles of U and T , taking into account the particular form of denominator that appears in
the parametrizations. We then follow the same steps with Q′, obtaining a one-dimensional
parametrization S ′, for a total of O (˜Nκ′3) operations.
In the second stage, we compute the union of Z(S ) and Z(S ′). As above, we want
to follow the algorithm given in Lemma J.3, but with coefficients in Q(U). We apply the
same techniques of computations with truncated power series coefficients; this induces the
same overhead O (˜max(κ, κ′)) as it did in the previous paragraphs, so the cost is again
O (˜N max(κ, κ′)3) operations in Q.
Next, we deal with projections and their fibers. Given a one-dimensional parametrization
Q encoding V = Z(Q) ⊂ CN and an integer e ≤ N , we may want to compute a one-
dimensional parametrization encoding the Zariski closure of pie(V ). Remark however that
pie(V ) may not be purely one-dimensional: some irreducible components of V may project
onto isolated points (with thus infinite fibers). These points will not be part of the output;
only the one-dimensional component will be.
Lemma J.9. Let Q be a one-dimensional parametrization of degree at most κ, with V =
Z(Q) ⊂ CN , and let e be in {2, . . . , N}. There exists a probabilistic algorithm Projection
which takes as input Q and e and returns either a one-dimensional parametrization Q′ or fail
using O (˜N2κ3) operations in Q. In case of success, Z(Q′) is the one-dimensional component
of pie(V ).
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Proof. We start from Q = ((q, v1, . . . , vN), l, l
′), and we first apply an algorithm similar to
that of Lemma J.5, with polynomials in Q(U)[T ] instead of Q[T ]. This computes polynomials
(r, w1, . . . , we) and linear forms l (given as input) and h
′, where the latter depends only
on X1, . . . , Xe. As in Lemma J.8, we circumvent the problem of computing with rational
functions by working with power series in U − u0, for a randomly chosen u0; we need power
series of precision O(κ), so the total cost increases to O (˜N2κ3). This part of the algorithm
may return fail (if we attempt a division by a power series of positive valuation); otherwise,
it returns a one-dimensional parametrization.
At this stage, we have replaced l′ by a new linear form h′, that depends only onX1, . . . , Xe.
This does not give a one-dimensional parametrization of pie(V ) yet, since l still involves all
variables. As a second step, we follow the same routine, working this time in Q(T )[U ]. The
cost is again O (˜N2κ3).
The final operation is somewhat similar to algorithm Discard introduced for zero-dimen-
sional parametrizations, with a slight twist: given a one-dimensional parametrizationQ that
defines a curve V = Z(Q) ⊂ CN , and given points S in Ce, for some e ≤ N , we want to
compute a parametrization for the Zariski closure of V − pi−1e (S).
Lemma J.10. LetQ be a one-dimensional parametrization of degree at most κ, with Z(Q) ⊂
CN , and let R be a zero-dimensional parametrization of degree at most κ′, with Z(R) ⊂ Ce.
There exists a probabilistic algorithm Discard which takes as input Q and R and returns
either a one-dimensional parametrization Q′ or fail using O (˜Nκmax(κ, κ′)2) operations in
Q. In case of success, Z(Q′) is the Zariski closure of Z(Q)− pi−1e (Z(R)).
Proof. Let us write Q = ((q, v1, . . . , vN), l, l
′) and R = ((r, w1, . . . , we), ν), with all polyno-
mials inQ in Q[U, T ] and all polynomials in R in Q[X]. The parametrization we are looking
for has the form Q′ = ((q′, v′1, . . . , v
′
N), l, l
′), for some factor q′ of q, and with v′i = vi mod q
′
for all i.
Suppose without loss of generality that q has positive degree in T (if q = 1, there is
nothing to do; if q is in Q[U ], exchange T and U). Then, we obtain the result by running the
zero-dimensional algorithms Lift from Lemma J.6 and Discard from Lemma J.2, with input
Q and R; the coefficients should be taken in Q(U), but as above, we use power series in U
of precision O(κ). The cost estimate follows from the results in these two lemmas, up to an
O (˜κ) overhead due to the fact that we work with power series of precision O(κ).
J.3 Working over a product of fields: basic operations
In the next subsections, we will deal with zero-dimensional and one-dimensional paramet-
rizations with coefficients in a product of fields instead of Q; these will be well suited to
handle algebraic sets lying over a given finite set Q. In this paragraph, we review definitions
and describe several basic operations for polynomials over a product of fields.
Let q be a monic, squarefree polynomial of degree κ in Q[T ] and define A = Q[T ]/〈q〉.
Because we do not assume that q is irreducible, A may not be a field; it is the product of the
fields A1 = Q[T ]/〈c1〉, . . . ,A` = Q[T ]/〈c`〉, where c1, . . . , c` are the irreducible factors of q.
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We describe here how complexity results for basic computations over Q can be extended
to computations over A. If q were irreducible, it would be straightforward to deduce that
working in A induces an overhead of the form O (˜κ). For a general q, one workaround would
be to factor it into irreducibles and work modulo all factors independently; however, we do
not allow the use of factorization algorithms in Q[T ]: they may not be available over Q,
or too costly. The results below show that for many questions, we will be able to bypass
factorization algorithms and pay roughly the same overhead O (˜κ) as if q were irreducible.
Regardless of the factorization of q, addition, subtraction and multiplication in A can
be done in O (˜κ) operations in Q. Similarly, addition, subtraction and multiplication of
polynomials of degree D in A[X] can be done within O (˜Dκ) operations in Q.
However, because A may not be a field, some notions need to be adapted. The first
obvious remark is that a non-zero element u in A may not be invertible; however, we can
test whether u is a unit in A, and if so compute its inverse, using O (˜κ) operations in Q,
by means of an extended GCD computation in Q[T ] between q and the canonical lift of u
to Q[T ]. In Lemma J.24, we will need the following straightforward extension of this result
to inversion in extension rings of A (the degrees we use here are those that will be needed
when we apply this result).
Lemma J.11. Let F,G be polynomials in A[Y,X], with degree at most δ in X and Y and
with F monic in X. Suppose that for any root α of q in C, the polynomials F (α, Y,X) and
G(α, Y,X) are coprime in C(Y )[X]. Then, for all u ∈ Q except a finite number, and for
any integer D, G is invertible in A[Y,X]/〈(Y − u)δD, F 〉 and one can compute its inverse
using O (˜Dκδ2) operations in Q.
Proof. Our assumption implies that for any root α of q, the polynomial G(α, Y,X) is invert-
ible in C[Y,X]/〈(Y − u), F (α, Y,X)〉 for all values of u except for a finite number. Taking
all roots of q into account, we deduce that, except for a finite number of values of u, G
is invertible in A[Y,X]/〈(Y − u), F (Y,X)〉; when it is, Proposition 6 in [20] shows that its
inverse can be computed in O (˜κδ) operations in Q. Using Newton iteration modulo the
powers of (Y − u) [26, Chapter 9], the claim of the lemma follows.
The notion of greatest common divisor (GCD) in A[X] requires a more significant adap-
tation: we require GCD’s to be monic; as a result, we may have to split q into factors and
output several polynomials that will play the role of GCD’s modulo the factors of q. Ex-
plicitly, if F,G are in A[X], a GCD of (F,G) consists in pairs (q1, H1), . . . , (qr, Hr), with qi
monic in Q[T ] and Hi monic in Q[T ]/〈qi〉[X], such that q = q1 · · · qr and such that the ideals
〈qi, Hi〉 and 〈qi, F,G〉 coincide for all i. Note that q1, . . . , qr are not necessarily irreducible,
so that such a GCD may not be unique.
To compute a GCD as above, we run the fast extended GCD algorithm in A[X], as if A
were a field, but using dynamic evaluation techniques [22]: if we are led to attempt to invert
a zero-divisor in A, knowing this zero-divisor allows us to split q into two factors; we can
then continue with further computations in two branches independently. These ideas were
studied from the complexity viewpoint in [1, 21], leading to the following result.
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Lemma J.12. Let F,G be in A[X] of degree at most δ. Then, one can compute a GCD
(q1, H1), . . . , (qr, Hr) of F and G using O (˜κδ) operations in Q.
As an application, we discuss how to define and compute a squarefree part of a polynomial
F in A[X]. As above, we impose the output to be monic. Then, a squarefree part of such
an F consists in pairs (q1, H1), . . . , (qr, Hr), such that q = q1 · · · qr and for all i, Hi is monic
in Q[T ]/〈qi〉[X], and the ideal 〈qi, Hi〉 is the radical of the ideal 〈qi, F 〉 in Q[T,X]; as for
GCD’s, this squarefree part is not uniquely defined. Using the GCD algorithm above, we
deduce easily the following cost estimate for squarefree part computation.
Lemma J.13. Let F be in A[X] of degree at most δ. Then, one can compute a squarefree
part (q1, H1), . . . , (qr, Hr) of F using O (˜κδ) operations in Q.
In a similar vein, we will say that F ∈ A[X] is squarefree if the ideal 〈q, F 〉 is radical.
This definition will carry over to multivariate polynomials F with coefficients in A (we will
need F bivariate, at most).
Finally, we discuss the computation of resultants. For this question, there will be no
splitting involved in the output, since the resultant can be defined over any ring. However,
in the algorithm of Subsection J.5, we will need further a rather complex setup: we compute
resultants of polynomials, not over A, but over a power series ring over A. Explicitly, we
work over the ring
B = A[t, t1, . . . , tN , U ]/〈(t, t1, . . . , tN)2, (U − u0)Dδ+1〉,
for some new variables t, t1, . . . , tN , U and u0 ∈ Q and integers D, δ; remark that storing an
element of B uses O(κNDδ) elements of Q. Remark as well that B is the product of the
rings Bα, for α a root of q, with
Bα = C[t, t1, . . . , tN , U, T ]/〈(t, t1, . . . , tN)2, (U − u0)Dδ+1, (T − α)〉.
For a polynomial F in B[X] and a root α of q, we denote by Fα the image of F in Bα[X]
obtained by evaluating T at α. Finally, in the following lemma, we use subresultants of two
polynomials, for which we use the definition of [26, Chapter 6] (these are elements of B; they
are sometimes called principal subresultants).
Lemma J.14. Let F,G be in B[X] with F monic of degree δ and deg(G) < δ. Suppose that
for every root α of q, every non-zero subresultant of Fα and Gα is a unit in Bα. Then, one
can compute the resultant of F and G using O (˜NDκδ2) operations in Q.
Proof. As a preliminary, remark that additions and multiplications in B can be done using
O (˜NDκδ) operations in Q (power series arithmetic in N + 1 variables induces an extra
O(N) factor; computations modulo (U − u0)Dδ+1 induce an additional O (˜Dδ)). Inversions
(when feasible) could be done for a similar cost, but we will not use this fact directly.
One can compute the resultant of polynomials with coefficients in a field in quasi-linear
time using the fast resultant algorithm of [26, Chapter 11]. For more general coefficient
rings, this may not be the case anymore, but workarounds exist in some cases.
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Precisely, we will use the fact that the former algorithm can still be applied to polynomials
over any ring, provided all the non-zero subresultants of the input polynomials are units.
Indeed, when it is the case, Theorem 11.13 in [26] implies that all remainders in the Euclidean
remainder sequence have invertible leading coefficients, so this sequence is well-defined (the
proof uses a formula established over a field in Lemma 11.12 of that reference, which actually
holds over any ring); the fast resultant algorithm can then be executed.
When the base ring is a product of fields such as A, we can always reduce to such a
situation through splittings. This may not be enough for us in general (as B is not a product
of fields), but under the assumptions of the lemma, we will see that we can ensure such a
property.
Consider first the polynomials F0 and G0 lying in A[X] obtained by evaluating U at u0
and t, t1, . . . , tN at zero in F and G. As said above, one can compute the resultant of such
polynomials by adapting the resultant algorithm of [26, Chapter 11] to work over A, similarly
to the adaptation of the fast GCD algorithm used in Lemma J.12. As in Lemma J.12, the
total time of this step is O (˜κδ) operations in Q.
Splittings may occur, yielding a result lying in a product of the form A1× · · · ×As, with
Ai of the form Ai = Q[T ]/〈qi〉 for all i and with q = q1 · · · qs. Due to these splittings, modulo
each qi, the whole Euclidean remainder sequence is well-defined (that is, all remainders have
invertible leading terms); by means again of the formulas in [26, Theorem 11.13], we deduce
that all non-zero subresultants of F0 mod qi and G0 mod qi are invertible in Ai.
For i in {1, . . . , s}, we are going to compute the resultant Ri of Fi and Gi in Bi[X], where
Bi = Ai[t, t1, . . . , tN , U ]/〈(t, t1, . . . , tN)2, (U − u0)Dδ+1〉
and where (Fi, Gi) are the images of (F,G) modulo qi (computing these remainders takes
O (˜NDκδ2) operations in Q by fast simultaneous modular reduction [26, Chapter 10]). The
last operation will then be to apply the Chinese Remainder theorem, in order to recover a
result in B, rather than in the product of the Bi’s. The cost of that step will be O (˜NDκδ).
Thus, we can focus on the computation of a single resultant Ri. Fixing an index i in
{1, . . . , s}, we claim that we can follow the same subresultant algorithm, but with coefficients
now in Bi, and that all non-zero subresultants of Fi and Gi are units in Bi: this is proved in
the last two paragraphs. If this is the case, then the running time will be O (˜δ) times the
cost of arithmetic operations (+,×,÷) in Bi, which is O (˜NDκiδ), with κi = deg(qi). The
total is O (˜NDκiδ
2) per index i, for a grand total of O (˜NDκδ2); this will prove our claim
on the cost of the calculation.
Let Fi,0 and Gi,0 be the polynomials in Ai[X] obtained by evaluating U at u0 and
t, t1, . . . , tN at zero in Fi and Gi, or equivalently by reducing F0 and G0 modulo qi. Re-
call that we pointed out earlier that all the non-zero subresultants of Fi,0 and Gi,0 are units
in Ai.
Let σ ∈ Bi be one of the non-zero subresultants of Fi and Gi, say σ = det(Sk(Fi, Gi)) for
some index k ≤ deg(Gi) using the notation of [26, Chapter 6]; we have to prove that σ is a
unit in Bi. Because σ is non-zero, there exist a root α of qi such that σ(α) ∈ Bα is non-zero,
with Bα as defined above this lemma. But σ(α) is then a non-zero subresultant of Fα and
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Gα (since F is monic). By assumption, this implies that σ(α) is a unit in Bα. In particular,
we obtain that the image of σ(α) is non-zero in Bα/〈t, t1, . . . , tN , U −u0〉, which implies that
the image of σ itself is non-zero in Bi/〈t, t1, . . . , tN , U − u0〉 = Ai. But, because F is monic,
σ mod 〈t, t1, . . . , tN , U − u0〉 ∈ Ai is a subresultant of Fi,0 and Gi,0, so the remark in the
previous paragraph implies that it is a unit in Ai. Thus, by Hensel’s lemma, we deduce that
σ is a unit in Bi.
J.4 Equations over a product of fields
In this paragraph, we show how one can make sense of systems of equations with coefficients
in a product of fields, and we explain how the notions of parametrizations seen before can be
extended to include the case of coefficients in a product of field. The last subsection shows
how to use these data structures to design an intersection algorithm that will be central to
our general polynomial system solving algorithm.
In all this section, q is a monic squarefree polynomial in Q[T ], and we define the product
of fields A = Q[T ]/〈q〉. We let κ denote the degree of q.
J.4.1 Systems of equations
Consider polynomials F = (F1, . . . , Fs) in the ring A[Xe+1, . . . , XN ] (the choice of indices in
the variables will turn out to be natural in our applications below). To a root α of q in C,
we associate the evaluation mapping φα : A → C, naturally defined as φα(f) = f(α); this
mapping carries over to polynomial rings over A.
We can then define the polynomials Fα = (φα(Fi))1≤i≤s, so that each Fα is a vector
of s polynomials in C[Xe+1, . . . , XN ]. Finally, to our system F, we can then associate the
algebraic sets (Vα)q(α)=0, where each Vα = V (Fα) lies in C
N−e.
A prominent example of this situation is when we are given a whole zero-dimensional
parametrization Q = ((q, v1, . . . , ve), l), together with polynomials f in Q[X1, . . . , XN ]. We
can then define the polynomials
F = f(v1, . . . , ve, Xe+1, . . . , XN) mod q
which lie in A[Xe+1, . . . , XN ], and the associated algebraic sets (Vα = V (Fα))q(α)=0. On the
other hand, defining as usual Q = Z(Q) ⊂ Ce, the zero-set
V = fbr(V (f), Q) ⊂ CN
can be decomposed as the disjoint union of the sets Vx, for x in Q. For any such x =
(x1, . . . , xe), α = l(x) is a root of q, such that xi = vi(α) for i = 1, . . . , e, and one verifies
that Vx can be rewritten as (x1, . . . , xe)× Vα, for Vα ⊂ CN−e as defined above.
In the same context, we may as well be interested in the set V ′ = Vreg(f , Q), which was
defined in Subsection A.1 as the Zariski closure of the set of all points in fbr(V (f), Q) where
jac(f , e) has full rank. Then, V ′ is the disjoint union of the sets V ′x, for x = (x1, . . . , xe) in
Q, with V ′x of the form V
′
x = (x1, . . . , xe)× V ′α, where α = l(x) is the root of q corresponding
to x and V ′α is defined as V
′
α = Vreg(Fα).
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In terms of data structures, we will often assume that polynomials F are given by means
of a straight-line program, say Γ. In this context of computations over A, we will assume
that Γ has coefficients in A: this means that Γ has input variables Xe+1, . . . , XN , operations
+,−,× and uses constants from A instead of Q. As before, the length of Γ is the number
of operations it performs.
J.4.2 Dimension zero
Let q and A be as above. A zero-dimensional parametrizationR = ((r, we+1, . . . , wN), h) with
coefficients in A consists in polynomials (r, we+1, . . . , wN) such that r ∈ A[X] is monic and
squarefree (in the sense of Subsection J.3) and all wi are in A[X] and satisfy deg(wi) < deg(r),
and in a linear form h in Xe+1, . . . , XN with coefficients in Q, such that h(we+1, . . . , wN) = X.
The degree of R is defined as that of r.
For any root α of q, we can then define Rα as the zero-dimensional parametrization
with coefficients in C, obtained by applying the evaluation map φα defined above to the
coefficients of all polynomials in R. The algebraic sets associated to R are then naturally
defined as the family (Z(Rα))q(α)=0, where each Z(Rα) is a subset of C
N−e.
Lemma J.15. Let q and R be as above, let κ be the degree of q and γ be the degree of
R. There exists a probabilistic algorithm Descent which takes as input q and R and returns
either a zero-dimensional parametrization R ′ with coefficients in Q or fail using O (˜Nκ2γ2)
operations in Q. In case of success, Z(R ′) = ∪q(α)=0Z(Rα) in CN−e.
Proof. First, we replace h by a new random linear form, say h′ = h′1Xe+1 + · · ·+ h′NXN ; this
is done using the algorithm of [47, Lemma 2] with coefficients in A. The algorithm involves
only operations (+,×), except for a squarefreeness test; in our case, this test is done using
Lemma J.13 (if the output is false, we return fail). Altogether, the cost of this first step
is O (˜Nκγ2) operations in Q. Call ((r′, v′e+1, . . . , v
′
N), h
′) the resulting parametrization with
coefficients in A.
Then, we compute the minimal polynomial of R ′ by applying the bivariate change-of-
order algorithm of [45] to q and r′, this time with coefficients in Q; this takes O (˜κ2γ2)
operations in Q (choosing h′ random ensures that the output polynomial is indeed square-
free). Computing the parametrizations that describe the values of Xe+1, . . . , XN is then done
by modular compositions on the polynomials v′e+1, . . . , v
′
N , as in [47], in time O (˜Nκ
2γ2).
Often, we will actually know more than q: we will be given a zero-dimensional paramet-
rization Q = ((q, v1, . . . , ve), l) with coefficients in Q. In this case, we can define Z(Q,R) as
the finite set defined by
q(α) = 0, r(α, ξ) = 0, Xi = vi(α) (1 ≤ i ≤ e), Xi = wi(α, ξ) (e+ 1 ≤ i ≤ N).
In other words, Z(Q,R) is the disjoint union of the finite sets (v1(α), . . . , ve(α)) × Z(Rα),
for α a root of q. In this situation, we can deduce a zero-dimensional parametrization with
coefficients in Q for this set.
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Lemma J.16. Let Q and R be as above, let κ be the degree of Q and γ the degree of R.
There exists a probabilistic algorithm Descent which takes as input Q and R and returns
either a zero-dimensional parametrization R ′ with coefficients in Q or fail using O (˜Nκ2γ2)
operations in Q. In case of success, Z(R ′) = Z(Q,R).
Proof. The algorithm is entirely similar to that of Lemma J.15, except that in the last
stage, we also apply modular compositions to the polynomials v1, . . . , ve in order to obtain
a description of the values of X1, . . . , Xe. The overall analysis does not change.
Not any family of finite algebraic sets (Vα)q(α)=0, with Vα ⊂ CN−e for all α, may be
described as Vα = Z(Rα), for some zero-dimensional parametrization R with coefficients in
A. For instance, since we require that r be monic and squarefree in A[X], all Vα’s must have
the same cardinality.
Thus, to represent a family of finite algebraic sets (Vα)q(α)=0, with Vα ⊂ CN−e for all α,
we will use a sequence of pairs (q1,R1), . . . , (qs,Rs) with, for all i, qi monic in Q[T ] and Ri a
zero-dimensional parametrization with coefficients in Ai = Q[T ]/〈qi〉, and with q = q1 · · · qs,
such that the following holds. For any root α of q, there exists a unique i in {1, . . . , s} such
that qi(α) = 0. Then Ri,α is well-defined, and we require that Vα = Z(Ri,α). We will call
(q1,R1), . . . , (qs,Rs) zero-dimensional parametrizations over A for (Vα)q(α)=0.
Even then, not every family of algebraic sets (Vα)q(α)=0 can be represented by zero-
dimensional parametrizations over A, since the fields of definitions of the various sets Vα
also matter. There is however one class of examples where we can assert it will be the case,
and which encompasses all examples we will see below: take two families of polynomials F
and G in A[Xe+1, . . . , XN ] and, for any root α of q, define Vα ⊂ CN−e as the set of isolated
points of the Zariski closure of V (Fα) − V (Gα). We claim that in this situation, there do
exist zero-dimensional parametrizations over A for (Vα)q(α)=0: simply take q1, . . . , qs as the
irreducible factors of q, and let Ri be the zero-dimensional parametrizations for the ideal
that defines the isolated points of the Zariski closure of V (F)− V (G) over the fraction field
of Q[T ]/〈qi〉. Of course, the algorithms below will avoid factoring q into irreducibles.
We continue with some algorithms to perform elementary set-theoretic operations on sets
(Vα)q(α)=0 using such a representation. First, we give a cost estimate for applying a linear
change of variables.
Lemma J.17. Let (q1,R1), . . . , (qs,Rs) be zero-dimensional parametrizations over A that
define algebraic sets (Vα)q(α)=0, let κ be the degree of Q and γ be the maximum of the degrees
of R1, . . . ,Rs, and let A be in GL(N − e,Q).
There exists an algorithm ChangeVariables which takes as input
(q1,R1), . . . , (qs,Rs)
and A and returns zero-dimensional parametrizations (q1,RA1 ), . . . , (qs,R
A
s ) over A that
define the algebraic sets (V Aα )q(α)=0 using O (˜N
2κγ +N3) operations in Q.
Proof. For i = 1, . . . , s, we can apply Algorithm ChangeVariables from Lemma J.1 with
coefficients in Ai = Q[T ]/〈qi〉, since this algorithm only involves operations (+,×) in Ai and
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inversions in Q. The cost is thus O (˜N2γ +N3) operations in Ai, which is O (˜N2κiγ +N3)
operations in Q, and the conclusion of the lemma follows by summing over all i.
As announced prior to Lemma J.4, we will also need below an algorithm to inter-
sect finite algebraic sets of the form (Vα)q(α)=0 with a hypersurface. We assume that the
algebraic sets (Vα)q(α)=0 are represented by means of zero-dimensional parametrizations
(q1,R1), . . . , (qs,Rs) over A, and that the hypersurface is defined by a polynomial G in
A[Xe+1, . . . , XN ]. As done before, we will assume that G is given by a straight-line program
Γ with coefficients in A.
Lemma J.18. Let (q1,R1), . . . , (qs,Rs) be zero-dimensional parametrizations over A that
define algebraic sets (Vα)q(α)=0, let κ be the degree of Q and γ the maximum of the degrees
of R1, . . . ,Rs.
Let further G be a polynomial in A[Xe+1, . . . , XN ], given by a straight-line program Γ of
length E.
There exists an algorithm Intersect which takes as input (q1,R1), . . . , (qs,Rs) and Γ and
returns zero-dimensional parametrizations (q′1,R
′
1), . . . , (q
′
t,R
′
t) over A that define the alge-
braic sets (V ′α)q(α)=0, with V
′
α = Vα ∩ V (G) for all α, using O (˜(E +N)κγ) operations in Q.
Proof. As in Lemma J.4, we first compute g = G(we+1, . . . , wN) mod r; this requiresO (˜Eκγ)
operations in Q. We can then compute a GCD
(q1, h1), . . . , (qs, hs)
of r and g in A[X]; the cost is O (˜κγ) by Lemma J.12.
We conclude by computing vi,j = vi mod qj (for i = 1, . . . , e and j = 1, . . . , s) and wi,j =
wi mod 〈qj, hj〉 (for i = e + 1, . . . , N and j = 1, . . . , s), all in O (˜Nκγ) operations. Finally,
we return the pairs Qj = ((qj, v1,j, . . . , ve,j), l) and Rj = ((hj, we+1,j, . . . , wN,j), h).
J.4.3 Dimension one
The previous idea can be extended to represent curves. A one-dimensional parametrization
R = ((r, we+1, . . . , wN), h, h
′) with coefficients in A consists in the following:
• polynomials (r, we+1, . . . , wN), such that r ∈ A[U,X] is squarefree (in the sense of Sub-
section J.3) and monic in both U and X, all wi are in A[U,X] and satisfy deg(wi, X) <
deg(q,X); we will impose the same degree constraint as in Subsection J.2 (detailed
below);
• linear forms h, h′ in Xe+1, . . . , XN with coefficients in Q such that, as in Subsection J.2,
we have
h (we+1, . . . , wN) = U
∂r
∂X
mod r and h′ (we+1, . . . , wN) = X
∂r
∂X
mod r.
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As in dimension zero, we will mostly be interested in the situation where we know a
zero-dimensional parametrization of the form Q = (q, (v1, . . . , ve), l). We can then define
Z(Q,R) as the Zariski closure of the locally closed set defined by
q(α) = 0, r(α, η, ξ) = 0,
∂r
∂X
(α, η, ξ) 6= 0
and
Xi = vi(α) (1 ≤ i ≤ e), Xi = wi(α, η, ξ)∂r
∂X
(α, η, ξ)
(e+ 1 ≤ i ≤ N).
When q or r is constant, Z(Q,R) is empty. Else, it is an algebraic curve that lies over Z(Q);
furthermore, it is the disjoint union of the finitely many curves Zx, for x in Z(Q), where Zx
is defined as Zx = fbr(Z(Q,R),x) and thus lies over x.
Equivalently, for any root α of q, we define Rα as the one-dimensional parametrization
with coefficients in C obtained by applying the evaluation map φα to the coefficients of all
polynomials in R. Then, also associated to R are the algebraic sets (Z(Rα))q(α)=0, where
each Z(Rα) is a subset of CN−e. For x = (x1, . . . , xe) in Z(Q), Zx = (x1, . . . , xe) × Z(Rα),
where α = l(x) is the root of q corresponding to x.
In terms of degree, for α a root of q, we let γα be the degree of curve Z(Rα), and let γ be
the maximum of all γα. Using [52, Theorem 1], we deduce that for any root α of q, φα(r)
has degree at most γα in both U and X, and similarly for the polynomials wi. Thus, r and
all wi’s have degree at most γ in both U and X.
Our last constraint, mentioned above, is that for all α, r(α, U,X) has degree γα in both
U and X; since we assumed that r is monic in both U and X, this actually implies that
γα = γ holds for all α.
Lemma J.19. Let q and R be as above, let κ be the degree of Q and γ the degree of R.
There exists a probabilistic algorithm Descent which takes as input Q and R and returns
either a one-dimensional parametrization R ′ with coefficients in Q or fail using O (˜Nκ3γ3)
operations in Q. In case of success, Z(R ′) = ∪q(α)=0Z(Rα).
Proof. As we did several times in Subsection J.2, we follow the zero-dimensional version of
the algorithm (which was in this case Lemma J.15), with the intent of doing all computations
over Q(U); the algorithm chooses a new linear form in Xe+1, . . . , XN at random, and for a
generic choice, the output coefficients will actually be in Q[U ].
In order to avoid computations with rational functions in U , we replace them by power
series in U − u0, for a randomly chosen u0. Since the output has degree at most κγ in U ,
the overhead compared to the zero-dimensional case is O (˜κγ), and the cost increases to
O (˜Nκ3γ3) operations in Q.
Continuing the analogy with the case of dimension zero, we may not be able to represent
any family of algebraic curves (Vα)q(α)=0 as Vα = Z(Rα), for a one-dimensional parametriza-
tion R with coefficients in A. The workaround will be the same: we consider a sequence of
pairs (q1,R1), . . . , (qs,Rs) with, for all i, qi monic in Q[T ] and Ri a one-dimensional para-
metrization with coefficients in Ai = Q[T ]/〈qi〉, and with q = q1 · · · qs, such that the following
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holds. For any root α of q, there exists a unique i in {1, . . . , s} such that qi(α) = 0. Then
Ri,α is well-defined, and we require that Vα = Z(Ri,α). We will call (q1,R1), . . . , (qs,Rs)
one-dimensional parametrizations over A for (Vα)q(α)=0. As in dimension zero, an arbitrary
family (Vα)q(α)=0 may not admit such a representation; in all cases of interest to us, though,
it will be the case.
We conclude with a cost estimate for applying a change of variables, in precisely this
context.
Lemma J.20. Let (q1,R1), . . . , (qs,Rs) be one-dimensional parametrizations over A that
define algebraic sets (Vα)q(α)=0, let κ be the degree of Q and γ the maximum of the degrees
of R1, . . . ,Rs, and let A be in GL(N − e,Q).
There exists an algorithm ChangeVariables which takes as input
(q1,R1), . . . , (qs,Rs)
and A and returns one-dimensional parametrizations (q1,RA1 ), . . . , (qs,R
A
s ) over A that de-
fine the algebraic sets (V Aα )q(α)=0 using O (˜N
2κγ2 +N3) operations in Q.
Proof. The proof is similar to that of Lemma J.7, but working over the rings Ai = Q[T ]/〈qi〉
instead of Q.
J.4.4 An intersection algorithm
Finally, we describe the main step for the algorithms of the next paragraphs, following [31,
40]. We are interested in “computing” an intersection such as V ∩V (G), or such as the Zariski
closure of V ∩ V (G) − V (H), for an algebraic set V and polynomials G,H. Following the
philosophy of those references, that goes back to [29, 30, 28], both input and output will be
represented by means of hyperplane sections, since this is sufficient to perform the required
tasks (in a numerical context, similar “witness points” feature prominently in algorithms
based on homotopy continuation methods, see [54] and references therein).
The algorithms below are direct extensions of those in [31]; the main difference is that
here, all computations are done over a product of fields.
As in the previous paragraphs, q is a monic squarefree polynomial in Q[T ], and A is
product of fields A = Q[T ]/〈q〉. As usual, we fix two integers N and e, and in what follows
we work in CN−e (these will be the actual choices of dimensions when we use this algorithm
in the next paragraph). As in Subsection J.4.1, for a root α of q and a family of polynomials
F in A[Xe+1, . . . , XN ], we write Fα for the polynomials in C[Xe+1, . . . , XN ] obtained from F
through the evaluation map φα : A→ C.
The algorithm relies on the following assumptions.
g1. (Vα)q(α)=0 is a family of algebraic sets, with each Vα either empty or d-equidimensional
in CN−e.
g2. F = (F1, . . . , FP ), with P = N − e− d, are polynomials in A[Xe+1, . . . , XN ] such that
for each α root of q, if Vα is not empty, it is contained in V (Fα), and the matrix jac(Fα)
has generically full rank P on all the irreducible components of Vα.
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In addition, we consider two further polynomials G and H in A[Xe+1, . . . , XN ]. For α root
of q, we define V ′α = Vα ∩ V (G) ⊂ CN−e; our next assumption is then the following:
g3. each V
′
α is either empty or (d− 1)-equidimensional.
We can finally define V ′′ = (V ′′α )q(t)=0 by letting V
′′
α be the Zariski closure of V
′
α − V (H) for
any root α of q.
To analyze the upcoming algorithm, we let κ be the degree of q, δ be the maximum of the
degrees of the algebraic sets Vα, for α a root of q and D = max(deg(G), deg(H)). In terms
of data representation, we will suppose that F, G,H are given by a straight-line program Γ
with coefficients in A, as defined in Subsection J.4.1; we denote by E an upper bound on
the length of it.
Finally, we use the following short-hand in all this paragraph: if y = (y1, . . . , yd) is in
Cd, we write pi(y) = (y1, . . . , yd−1) ∈ Cd−1. Then, the main result of this paragraph is the
following.
Proposition J.21. There exists a probabilistic algorithm SolveIncremental which takes as
input F, G and H as above and zero-dimensional parametrizations (q1,R1), . . . , (qs,Rs) over
A, and returns either zero-dimensional parametrizations (q′′1 ,R ′′1 ), . . . , (q′′t ,R ′′t ) over A or fail
using O (˜N(E +N3)Dκδ2) operations in Q, and with the following characteristics.
Suppose that g1, g2, g3 hold. There exist a non-empty Zariski open subset N of GL(N −
e), and, for A in N , a non-empty Zariski open subset NA of Cd, such that if y ∈ NA,
and if the input (q1,R1), . . . , (qs,Rs) describes (fbr(V Aα ,y))q(α)=0, then in case of success,
the output (q′′1 ,R
′′
1 ), . . . , (q
′′
t ,R
′′
t ) of SolveIncremental describes (fbr(V
′′
α
A, pi(y)))q(α)=0.
The proof of this proposition will occupy the rest of this paragraph. We start by dimen-
sion and degree properties.
Lemma J.22. Suppose that g1, g2 and g3 hold. There exists a non-empty Zariski open
subset M of GL(N − e), such that for A in M , and for every root α of q, the following
holds. There exists a non-empty Zariski open subset MA,α of Cd such that for y in MA,α,
we have:
• the fiber fbr(V Aα ,y) is empty or of dimension zero, and has the same degree as Vα,
• the fiber fbr(V Aα , pi(y)) is empty or one-equidimensional, and has the same degree as
Vα,
• the fibers fbr(V ′αA, pi(y)) and fbr(V ′′α A, pi(y)) are empty or of dimension zero, and have
the same degree as respectively V ′α and V
′′
α .
Proof. Fix a root α of q. If Vα is empty, all assertions obviously hold, so we will assume that
we are not in this case. By g1, we deduce that Vα is d-equidimensional.
Then, for a generic change of variables A in GL(N − e), V Aα is in Noether position with
respect to the projection on the first d variables. For such choices, all fibers for the projection
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on these d variables are zero-dimensional, and all of them in a Zariski dense subset of Cd
have degree deg(Vα). Similarly, all fibers for the projection on the first d − 1 variables are
one-equidimensional, and all of them in a Zariski dense subset of Cd−1 have degree deg(Vα)
(for all this, see for instance [23, Corollary 2.5]). The same argument applies to the set
V ′α and V
′′
α (which are either (d − 1)-equidimensional or empty by g3) to prove the third
point.
Algorithm SolveIncremental follows the intersection process of [31]; the only nontrivial
difference is that our computations take place with coefficients taken modulo q, or factors
of it. If q were irreducible, we could simply point out that the algorithm of [31] still applies
over the field A = Q[T ]/〈q〉, and we would be done. Without this assumption, the only steps
that require attention are those involving inversions in A.
The length of the exposition in [31] prevents us from giving all details of the algorithms,
let alone proofs of correctness: we briefly revisit the main steps in the algorithm and indicate
the necessary modifications. First, starting from zero-dimensional parametrizations over A
for the finite sets (fbr(V Aα ,y)), we recover one-dimensional parametrizations over A for the
curves (fbr(V Aα , pi(y))) (Lemma J.23 below, to be compared to [31, Lemma 3]). Then, we
perform an intersection process (Lemma J.24 below, to be compared to [31, Lemma 16]).
Altogether, we simply lose a factor O (˜κ) in the running time, and combining these two
lemmas proves Proposition J.21.
Lemma J.23. There exists an algorithm SolveIncremental-Lift that takes as input zero-
dimensional parametrizations (q1,R1), . . . , (qs,Rs) over A, and returns either one-dimen-
sional parametrizations (q′1,R
′
1), . . . , (q
′
s,R
′
s) over A or fail using O (˜N(E +N3)κδ2) opera-
tions in Q, and with the following characteristics.
Suppose that g1, g2, g3 hold. For A in M , there exists a non-empty Zariski open
subset M ′A of C
d, such that if y ∈ M ′A, and if the input (q1,R1), . . . , (qs,Rs) describes
(fbr(V Aα ,y))q(α)=0, then in case of success, the output (q
′
1,R
′
1), . . . , (q
′
s,R
′
s) of SolveIncremental-Lift
describes (fbr(Vα
A, pi(y)))q(α)=0.
Proof. The first restriction is that A should satisfy the assumptions of the previous lemma.
Further restrictions on y are needed: for any root α of q, the fiber fbr(V Aα ,y) should have the
same degree as Vα itself (see the previous lemma), and the square Jacobian matrix jac(Fα, d)
should be invertible on all points of fbr(V Aα ,y). Proposition 4.3 in [23] shows that under
assumption g2, this is the case for a generic choice of y. Taking all roots α into considerations
defines the set M ′A.
Let then (q1,R1), . . . , (qs,Rs) be the input zero-dimensional parametrizations over A
for (fbr(V Aα ,y))q(α)=0, with for all i, Ri = ((ri, wi,e+1, . . . , wi,N), hi), all polynomials in Ri
having coefficients in Ai = Q[T ]/〈qi〉. Remark that deg(ri) ≤ δ holds for all i and that
κ1 + · · ·+ κs = κ, with κi = deg(qi) for all i.
First, we restrict our attention to those roots α of q for which Vα is not empty. Since we
assume that Vα and fbr(V
A
α ,y) have the same degree, it suffices to discard those pairs (qi,Ri)
for which Ri defines the empty set, i.e. for which ri = 1. At the end of the process, we
will then re-introduce some “dummy” pairs for those indices, of the form (qi,R ′i), where R
′
i
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is a one-dimensional parametrization of the form (say) ((1, 0, . . . , 0), hi, h
′
i) that defines the
empty set. In order to avoid introducing further notation, we still write (q1,R1), . . . , (qs,Rs)
for the remaining objects.
We are going to work with all pairs (qi,Ri) independently. For this, we first have to
transform the straight-line program Γ that computes F into straight-line programs Γ1, . . . ,Γs,
where Γi has coefficients in Ai: for a given i, this is done by replacing all constants in A
that appear in Γ by their images modulo q1, . . . , qs; altogether, this take O (˜Eκ) operations
in Q. Then, for i = 1, . . . , s, we follow Algorithm 2 from [31], with coefficients in Ai. This
consists in two steps:
• inverting the matrix jac(F, d)(wi,e+1, . . . , wi,N) over Bi = Q[T,X]/〈qi, ri〉;
• using this inverse, applying a version of Newton iteration, to compute a one-dimensional
parametrization R ′i with coefficients in Ai.
In the first step, we compute the matrix jac(F, d) evaluated at (wi,e+1, . . . , wi,N) and its
determinant (the cost is subsumed by the cost of lifting given below). The assumption made
above on y implies that the inversion we attempt is indeed feasible (if not, we return fail).
Then, as explained in [20, Proposition 6], the determinant can be inverted using O (˜κiδ)
operations in Q.
The second part of the algorithm is the lifting per se; this part does not require any
inversion, so the analysis in [31, Lemma 3] carries over to our situation over Ai, giving a
running time of O (˜N(E+N3)δ2) operations (+,×) in Ai, or O (˜N(E+N3)κiδ2) operations
in Q. Summing over all i concludes the proof of the lemma.
Combining SolveIncremental-Lift and algorithm SolveIncremental-Intersect below is enough
to prove Proposition J.21.
Lemma J.24. There exists an algorithm SolveIncremental-Intersect that takes as input one-
dimensional parametrizations (q′1,R
′
1), . . . , (q
′
s,R
′
s) over A, and returns either zero-dimensional
parametrizations (q′′1 ,R
′′
1 ), . . . , (q
′′
t ,R
′′
t ) over A or fail using O (˜N(E +N2)Dκδ2) operations
in Q, and with the following characteristics.
Suppose that g1, g2, g3 hold. Then, there exist a non-empty Zariski open subset M ′′
of GL(N − e), and, for A in M ′′, a non-empty Zariski open subset M ′′A of Cd, such that
if y in M ′′A, and if the input (q
′
1,R
′
1), . . . , (q
′
s,R
′
s) describes (fbr(V
A
α , pi(y)))q(α)=0, then in
case of success, the output (q′′1 ,R
′′
1 ), . . . , (q
′′
t ,R
′′
t ) of SolveIncremental-Intersect describes the
set (fbr(V ′′α
A, pi(y)))q(α)=0.
Proof. The first assumptions on (A,y′) are that all sets fbr(V Aα ,y
′) are empty or one-equidi-
mensional and have the same degree as Vα; similarly, all sets fbr(V
′′
α
A,y′) must be empty or
zero-dimensional and have the same degree as V ′′α (see Lemma J.22). The algorithm requires
further assumptions on (A,y′), which are mentioned in [31, Lemma 16] and discussed in
detail in [23, Proposition 4.3]. We shall not need to give them in detail here; using [23,
Proposition 4.3], it is enough to note that they hold for generic choices of A and y′ as above,
which leads to the existence of the open sets M ′′ and M ′′A.
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Let (q′1,R
′
1), . . . , (q
′
s,R
′
s) be the input one-dimensional parametrizations over A for the
sets (fbr(V Aα ,y
′))q(α)=0, with for all i, R ′i = ((ri, wi,e+1, . . . , wi,N), hi, h
′
i), where ri is in
Ai[U,X], with Ai = Q[T ]/〈q′i〉. Now we write κi = deg(q′i) and we remark that κ1+· · ·+κs =
κ. Up to discarding all (q′i,R
′
i) for which ri = 1, we may assume that none of the sets
fbr(V Aα ,y
′) is empty; at the end of the process, we will reintroduce pairs (q′i,R
′′
i ) for those
pairs we discarded, with R ′′i = ((1, 0 . . . , 0), νi), for some linear form νi.
The algorithm starts as in the previous lemma, replacing Γ by straight-line programs
Γ1, . . . ,Γs having coefficients in respectively A1, . . . ,As. The cost of this preparation will be
negligible compared to what follows.
We will work independently with all pairs (q′i,R
′
i); this time, we follow [31, Algorithm
11]. Let us thus fix i in {1, . . . , s}. Algorithm 11 in [31] relies on four subroutines, which are
called (in that order) Algorithms 8, 7, 9 and 10 in that reference. We review them briefly
and underline the steps that require adaptation when working over a product of fields (that
is, those steps that involve inversions).
• In the first one (Algorithm 8), the only difficulty arises when we invert ∂ri/∂X modulo
the ideal 〈(U − u0)Dδ+1, ri〉 in Ai[U,X], for a randomly chosen u0 ∈ Q. Our genericity
assumptions on A and y imply that this inversion is feasible and that we are under the
assumptions of Lemma J.11; in view of that lemma, this can be done using O (˜Dκiδ
2)
operations in Q; all other steps in Algorithm 8 carry over to arithmetic over Ai without
modification and their costs add up to O (˜N2Dκiδ
2) operations in Q. If the inversion
is impossible, we return fail.
The output of this step is a sequence of polynomials
Ri, Vi,e+1, . . . , Vi,N
in Bi[X], with
Bi = Ai[t, te+1, . . . , tN , U ]/〈(t, te+1, . . . , tN)2, (U − u0)Dδ+1〉,
where t, te+1, . . . , tN are new variables.
• In the second subroutine (Algorithm 7), we perform a similar inversion as in the pre-
vious step, but with coefficients in a ring of the form
Ai[t, te+1, . . . , tN ]/〈(t, te+1, . . . , tN)2〉
instead of Ai: this can be done by first computing the inverse over Ai (as in the previous
step, so we can again apply the result of Lemma J.11), then doing one step of Newton
iteration to lift the inverse modulo
〈(t, te+1, . . . , tN)2〉.
This results in an overhead of O(N), for a total of O (˜NDκiδ
2) operations in Q.
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Then, we compute the resultant Si of two polynomials of degree at most δ in Bi[X],
with as above
Bi = Ai[t, te+1, . . . , tN , U ]/〈(t, te+1, . . . , tN)2, (U − u0)Dδ+1〉.
These polynomials are derived from G and from the output
Ri, Vi,e+1, . . . , Vi,N
of the previous step; using the straight-line program Γi for G, they are computed in
O (˜N(E +N2)Dκiδ
2) operations in Q.
The discussion in [31, Section 6.3] then shows that for a choice of A and y satisfying
the genericity assumptions mentioned in the preamble, the assumptions of Lemma J.14
are satisfied; as a result, the running time of the resultant computation is O (˜N2Dκiδ
2)
operations in Q. If these assumptions are not satisfied, Lemma J.14 will attempt a
division by a power series of positive valuation; if this is detected, we return fail.
The cost of all other operations, which involve no inversion in Ai, adds up to a similar
O (˜N2Dκiδ
2). The total for this subroutine is thus O (˜N(E + N2)Dκiδ
2) operations
in Q.
• Next subroutine is Algorithm 9, where we compute a squarefree part of a polyno-
mial (derived from polynomial Si above) of degree at most Dδ in Ai[U ], followed by
O(N) simpler operations on such polynomials (Euclidean divisions). We handle the
squarefree part computation using Lemma J.13 using O (˜Dκiδ) operations in Q; the
Euclidean divisions take O (˜NDκiδ) operations in Q.
Invoking Lemma J.13 may induce a factorization of q′i into polynomials q
′
i,1, . . . , q
′
i,ji
;
we continue the computations modulo each q′i,k separately. This requires reducing the
coefficients of O(N) polynomials of degree Dδ with coefficients in Ai modulo q′i,k: this
is done by fast modular reduction using a total O (˜NDκiδ) operations in Q.
For k = 1, . . . , ji, Algorithm 9 further requires an inversion in the ring Ai,k[U ]/〈Mi,k〉,
with Ai,k = Q[T ]/〈q′i,k〉, where Mi,k is a monic polynomial of degree at most Dδ
derived from the outcome of the above squarefree computation. For a choice of A and
y satisfying the genericity assumptions in the preamble, it is proved in [31] that all
these inversions are feasible; using again [20, Proposition 6], each of them is seen to
cost O (˜Dκi,kδ) operations in Q, where κi,k is the degree of q
′
i,k. The total for these
inversions is O (˜Dκiδ) and altogether, the cost of Algorithm 9 is O (˜NDκiδ) operations
in Q.
If some inversion turns out to be not feasible, we return fail.
• For k = 1, . . . , ji, Algorithm 10 finally entails the evaluation of our input polynomial
H at elements of residue class rings of the form Ai,k[U ]/〈M ′i,k〉, with Ai,k as above and
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all M ′i,j of degree at most Dδ (derived from the polynomials Mi,k above), followed by
a GCD computation in degree Dδ in the rings Ai,k[U ] and O(N) Euclidean divisions
in similar degrees. The output of the algorithm is then directly deduced from these
results.
For a given index k, the cost of evaluating H is O (˜EDκi,kδ) operations in Q. The
GCD computation is handled using Lemma J.12, for a cost of O (˜Dκi,kδ); the cost of
all Euclidean divisions is then O (˜NDκi,kδ). In total, the cost for a given index i is
O (˜(E +N)Dκiδ)).
In the next section, we will use again this last subroutine; as in [31], we will refer to
it as Algorithm Clean
Altogether, the cost for a given index i is O (˜N(E +N2)Dκiδ
2); the total is thus O (˜N(E +
N2)Dκδ2) operations in Q.
J.5 Polynomial system solving
We now reach the main part of this section: some algorithms for solving systems of poly-
nomial equations. As before, we consider N − e coordinates Xe+1, . . . , XN and let q be a
squarefree polynomial of degree κ in Q[T ].
Our main results in this paragraph are Propositions J.27 (in Subsection J.5.2) and J.30
(in Subsection J.5.3); these are estimates on the cost of solving equations with coefficients
in A = Q[T ]/〈q〉, respectively of the form F(x) = 0 (under some regularity assumptions)
and F = G = 0 (under regularity assumptions only on F). All are based on the geometric
resolution algorithm in [31] and its variant in [40]. The only difference is that computations
are run modulo q (or factors of it), whereas in previous references the same results were
given over Q; thus, we have to rely on the algorithm described in the previous paragraph.
J.5.1 Basic definitions
Let F = (F1, . . . , FP ) be polynomials in the ring A[Xe+1, . . . , XN ], with P ≤ N − e. In this
short paragraph, we define the objects associated to F that will play a prominent role in the
sequel.
For α a root of q, we define polynomials Fα ∈ C[Xe+1, . . . , XN ] as in Subsection J.4.1; we
will feel free to use the same notation for further families of polynomials. We will be interested
in the family of algebraic sets (Vα)q(α)=0, where each algebraic set Vα = Vreg(Fα) ⊂ CN−e is
as in Subsection J.4.1. As was pointed out in Subsection A.1, by the Jacobian criterion ([25,
Theorem 16.19], or Lemma A.1), each Vα is either equidimensional of dimension d = N−e−P
or empty.
Defining the set ∆ of maximal minors of jac(F), which thus have size P , and the Zariski
open sets Oα = CN−e−V (∆α), Vα = Vreg(Fα) is by definition the Zariski closure of V (Fα)∩
Oα.
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The algorithm will solve the whole system F by considering all intermediate systems it
defines. For 1 ≤ i ≤ P , we thus denote by Fi the sequence (F1, . . . , Fi); if α is a root of q,
we then let Vi,α the Zariski closure of V (Fi,α) ∩ Oα; when i = P , we recover Vα = VP,α.
Lemma J.25. For each root α of q, the following holds:
• for 1 ≤ i ≤ P , the matrix jac(Fi,α) has generically full rank i on each irreducible
component of Vi,α;
• for 1 ≤ i ≤ P , Vi,α is either empty or equidimensional of dimension N − e− i;
• for 1 ≤ i < P , Vi,α ∩ V (Fi+1,α) is either empty or equidimensional of dimension
N − e− i− 1.
Proof. Fix a root α of q; suppose that i ≤ P and that Vi,α is not empty.
Let ∆i,α be the set of maximal (i×i) minors of jac(Fi,α). If all the minors in ∆i,α vanish at
a point x ∈ CN−e, then all the minors in ∆α vanish at x, so V (∆i,α) is contained in V (∆α),
and thus V (Fi,α) − V (∆α) is contained in V (Fi,α) − V (∆i,α). Letting V˜i,α be the Zariski
closure of V (Fi,α)− V (∆i,α), we deduce that Vi,α is the union of the irreducible components
of V˜i,α not contained in V (∆α). By the Jacobian criterion, V˜i,α is (N−e− i)-equidimensional
or empty. This implies that all irreducible components of Vi,α have the same dimension
N − e− i, so the first two items are proved.
Suppose further that i < P . Because Vi,α is equidimensional of dimension N − e− i, any
irreducible component of Vi,α ∩ V (Fi+1,α) has dimension either N − e − i or N − e − i − 1.
Let us prove that the latter necessarily holds. Assume that there exists such an irreducible
component Z of dimension N − e − i. Then, Z must be an irreducible component of Vi,α
itself, and Fi+1,α vanishes identically on Z.
Because Z is contained in Vi,α, it is contained in V (Fi,α), and because Fi+1,α is zero
on Z, Z is actually contained in V (Fi+1,α). As a consequence, Z − V (∆α) is contained in
V (Fi+1,α)−V (∆α). Because Z is an irreducible component of Vi,α, we know that the Zariski
closure of Z − V (∆α) is Z itself, so that Z is contained in Vi+1,α. This is a contradiction,
since Vi+1,α has dimension N − e− i− 1.
The cost of our algorithms will depend on the degree of the intermediate algebraic sets
Vi,α. The actual notion we will use is the following, taken from [28].
Definition J.26. For 1 ≤ i ≤ P , we denote by δi the maximum of the degrees of the sets
Vi,α, for α a root of q. We call δ = max(δ1, . . . , δP ) the geometric degree of F.
J.5.2 Solving F = 0
With notation as above, our first goal is to give an algorithm that solves equations F = 0,
with F = (F1, . . . , FP ) in A[Xe+1, . . . , XN ]. More precisely, we restrict our attention to
dimension zero or one, and we compute zero, resp. one-dimensional parametrizations of the
family (Vα)q(α)=0, with Vα = Vreg(Fα). In other words, we focus on the cases P = N − e and
P = N − e− 1.
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Proposition J.27. There exists a probabilistic algorithm Solve F that takes as input a
squarefree polynomial q and a straight-line program Γ with coefficients in A, with the fol-
lowing characteristics: Suppose that Γ has length E, computes polynomials F of degree at
most D, that q has degree κ and let δ be the geometric degree of F. Then,
• when P = N − e, Solve F(q,Γ) outputs either zero-dimensional parametrizations over
A or fail using O (˜N3(E + N3)Dκδ2) operations in Q. In case of success, the output
describes the family (Vα)q(α)=0, where Vα = Vreg(Fα) for all α.
• when P = N − e − 1, Solve F(q,Γ) outputs either one-dimensional parametrizations
over A or fail using O (˜N3(E + N3)Dκδ2) operations in Q. In case of success, the
output describes the family (Vα)q(α)=0, where Vα = Vreg(Fα) for all α.
The proof of this proposition will occupy this paragraph. Given an (N − e)× P matrix
S with entries in Q, we will denote by JS the determinant of jac(F)S. Given such an S,
for 1 ≤ i ≤ P and for α a root of q, we denote by Vi,S,α ⊂ CN−e the Zariski closure of
V (Fi,α)− V (JS,α), with Fi,α as defined in the previous paragraph. The algebraic sets Vi,S,α
are simpler to define than the sets Vi,α (we do not need to involve all determinants in ∆α);
the following lemma shows that they coincide for a generic choice of S.
Lemma J.28. There exists a non-empty Zariski open subset S of C(N−e)P such that for S
in S, for all i in {1, . . . , P} and all roots α of q, Vi,S,α = Vi,α holds.
Proof. Let us first fix a root α of q and i in {1, . . . , P}. Recall that by construction, Vi,α is
the Zariski closure of V (Fi,α)− V (∆α), where ∆α is the ideal generated by all P -minors of
jac(Fα), and Vi,S,α is the Zariski closure of V (Fi,α)− V (JS,α). In what follows, we prove the
slightly more general result: let Z be any algebraic set in CN−e. Then, for a generic choice
of S, the Zariski closures Z ′ and Z ′′ of respectively Z − V (∆α) and Z − V (JS,α) coincide.
Let Z1, . . . , Zλ(α) be the decomposition of Z into irreducible components. Then, Z
′ is
the union of those Uk that are not contained in V (∆α), whereas Z
′′ is the union of those
that are not contained in V (JS,α). Thus, we have to prove that for a generic choice of S, for
all k, Zk is contained in V (∆α) if and only if it is contained in V (JS,α).
Suppose first that Zk is contained in V (∆α) and let x be in Zk. By assumption, the
Jacobian matrix jac(Fα) has rank less than P at x; thus, it is also the case for jac(Fα)S, for
any S in Q(N−e)P , so Zk is contained in V (JS). In other words, for any S, if Zk is contained
in V (∆), it is contained in V (JS).
Conversely, suppose that Zk is not contained in V (∆α), so there exists x in Zk such that
jac(Fα) has rank P at x. This implies that there exists S in Q
(N−e)P such that jac(Fα)S
still has rank P at x, so for this particular choice of S, Zk is not contained in V (JS,α). The
set of S for which this holds is a Zariski open subset Sk,α of C
(N−e)P (because JS(x) is a
polynomial in S), that is non empty in view of the previous remark.
Taking for S the intersection of the finitely many Zariski open subsets
S1,α, . . . ,Sl(α),α,
for all roots α of q, proves our claim and hence the lemma.
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If S satisfies the assumptions of the previous lemma, we obtain the following alternative
description for Vi+1,α from Vi,α. This shows that we will be able to apply the algorithm of
Subsection J.4.4 to the present situation.
Lemma J.29. Suppose that S belongs to S. Then, for 0 ≤ i < P , and for every root α of
q, Vi+1,α is the Zariski closure of Vi,α ∩ V (Fi+1,α)− V (JS,α).
Proof. Fix a root α of q and i in {1, . . . , P − 1}. Under our assumption on S, the previous
lemma shows that Vi,α and Vi+1,α are the Zariski closures of respectively V (Fi,α) − V (JS,α)
and V (Fi+1,α)− V (JS,α).
Let us write V (Fi,α) as A∪B, where A, resp. B, is the union of the irreducible components
of V (Fi,α) where JS,α vanishes identically, resp. is not identically zero. As a result, Vi,α = B.
On the other hand, we deduce that V (Fi+1,α) = (A ∩ V (Fi+1,α)) ∪ (B ∩ V (Fi+1,α)), so that
Vi+1,α is the Zariski closure of B ∩ V (Fi+1,α) − V (JS,α). Since we have seen that B = Vi,α,
the lemma is proved.
The bulk of Algorithm Solve F is an incremental intersection process: for i = 0, . . . , P−1,
we start from zero-dimensional parametrizations over A for the sets fbr(V Ai,α,yi), for some
random yi in Q
N−e−i and A in GL(N − e,Q) and deduce one-dimensional parametrizations
over A for the sets fbr(V Ai+1,α,yi+1), where yi+1 is obtained from yi by discarding its last
entry.
Assuming that S belongs to S, the operation above will be done by applying Algorithm
SolveIncremental of Proposition J.21 to the sets (Vi,α), the system Fi, G = Fi+1 and H = JS;
indeed, Lemmas J.25, J.28 and J.29 show that we are then under the assumptions of this
proposition. There is a slight difference, however, for i = 0: then, there are no equations
to use for the lifting step of that algorithm; in that case, it is straightforward to bypass the
lifting step and directly enter the intersection step.
As input, the algorithm of Proposition J.21 requires zero-dimensional parametrizations
over A for the sets fbr(V Ai,α,yi), together with a straight-line program that evaluates F1, . . . , Fi,
G and H. What we are given is a straight-line program Γ of length E for F = F1, . . . , FP .
However, due to the definition of JS, it is easy to deduce a straight-line program Γ
′ that
computes F and JS of length E
′ = O(NE + N4) = O(N(E + N3)), where the first term
gives the cost of computing F and its Jacobian matrix, and the extra O(N4) steps amount
to computing the determinant giving JS (which has degree at most ND). As a result, the
cost of one call to Proposition J.21 is O (˜N2(E +N3)Dκδ2).
Applying this P times, we obtain zero-dimensional parametrizations over A for the sets
(fbr(V Aα ,y))q(α)=0, for some A in GL(N − e,Q) and y in QN−e−P using O (˜PN2(E +
N3)Dκδ2) operations in Q, which is O (˜N3(E +N3)Dκδ2).
If P = N − e, each Vα is either zero-dimensional or empty, and the set fbr(V Aα ,y) is
simply equal to V Aα itself. Thus, we can finally undo the change of variables A by using
Algorithm ChangeVariables from Lemma J.17, using a negligible O (˜N2κδ + N3) operations
in Q. This proves the first part of Proposition J.27.
If P = N − e − 1, each Vα is an algebraic curve, or it is empty. Starting from the
zero-dimensional parametrizations for the sets fbr(V Aα ,y), where y is in Q, we first apply
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Lemma J.23 in order to obtain one-dimensional parametrizations over A for the sets V Aα (the
cost is within the bounds given above). As above, we conclude with a change of variables,
using Algorithm ChangeVariables from Lemma J.20. The cost is O (˜N2κδ2 +N3) operations
in Q which is negligible. This concludes the proof of Proposition J.27.
J.5.3 Solving F = G = 0
In this second paragraph, we discuss a refinement of the previous question. In addition
to q and to the polynomials F = (F1, . . . , FP ) introduced previously, we also consider a
family of new polynomials G = (G1, . . . , Gt) in A[Xe+1, . . . , XN ], where we write as before
A = Q[T ]/〈q〉. Notation for polynomials Fα or Gα is as in the previous paragraphs.
Recall from Subsection 2.4 that for a root α of q, V ◦reg(Fα) is the set of all x = (xe+1, . . . , xN)
in V (Fα) where jac(Fα) has full rank P . We are interested here in describing the sets
(Yα)q(α)=0, where for any root α of q, Yα is the set of isolated points of V
◦
reg(Fα) ∩ V (Gα) ⊂
CN−e.
Proposition J.30. There exists a probabilistic algorithm Solve FG that takes as input a
squarefree polynomial q and a straight-line program Γ′ with coefficients in A, with the follow-
ing characteristics.
Suppose that Γ′ has length E ′, computes polynomials F and G of degree at most D,
resp. D′, that q has degree κ; let δ be the geometric degree of F and δ′ = δD′N−e−P .
Then Solve FG(q,Γ′) outputs either zero-dimensional parametrizations over A or fail using
O (˜N3(tE ′ + tN +N3)D′′κδ′2) operations in Q, with D′′ = max(D,D′). In case of success,
the output describes (Yα)q(α)=0, where Yα is the set of isolated points of V
◦
reg(Fα)∩V (Gα) for
all α.
In addition, the degree of each set Yα is bounded by δ
′.
In order to prove Proposition J.30, the results of the previous paragraph cannot be applied
directly, as we do not restrict ourselves anymore to the points where the Jacobian of the
whole system F,G has full rank. However, the fact that we only want isolated solutions will
allow us to find a workaround.
We start with the degree bound. Let us first define as in Subsection J.5.1 the algebraic
sets (Vα)q(α)=0, where Vα = Vreg(Fα) ⊂ CN−e. In addition, we recall that for a root α of q,
Oα is the Zariski open set CN−e−V (∆α), where ∆α is the set of P -minors of jac(Fα). Then,
we can establish the following easy statement.
Lemma J.31. For any root α of q, Yα is the set of isolated points of Vα ∩ V (Gα) ∩ Oα.
Proof. By definition, Yα is the set of isolated points of V
◦
reg(Fα)∩ V (Gα). Starting from the
definition of Vα as the Zariski closure of V
◦
reg(Fα) = V (Fα)∩Oα, we obtain Vα∩Oα = V ◦reg(Fα).
This implies that Vα ∩ V (Gα) ∩ Oα = V ◦reg(Fα) ∩ V (Gα), and looking at the set of isolated
points on both sides proves our claim.
For any root α of q, Vα has by construction degree at most δ, and Lemma J.25 shows
that it is either equidimensional of dimension N − e − P or empty. As a consequence,
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Proposition 2.3 in [36] implies that the degree of Vα ∩ V (Gα) is at most δD′N−e−P . Using
the lemma above, this proves the first point in Proposition J.30.
Let a = (a1,1, . . . , aN−e−P,t) be in Qt(N−e−P ) and, for i in {1, . . . , N − e− P}, define
G′i = ai,1G1 + · · ·+ ai,tGt;
remark that in all that follows, polynomials G′i and the algebraic sets they define depend on
the choice of a, but we chose not to add a subscript to our notation.
For any root α of q, we denote by YP,α the algebraic set Vα = Vreg(Fα) and, for 1 ≤ i ≤ N−
e−P , we denote by YP+i,α the union of the irreducible components of Vα∩V (G′1,α, . . . , G′i,α) of
dimension N−e−(P+i) that have a non-empty intersection withOα (as before, the subscript
indicates relative codimension). In particular, for i = N − e−P , YN−e,α has dimension zero;
we will prove below that for a generic choice of a, the equality Yα = YN−e,α ∩ V (Gα) holds.
For i in {0, . . . , N − e− P}, the set YP+i,α is further decomposed into
Y RP+i,α and Y
I
P+i,α,
where Y RP+i,α (the regular part) is the union of all irreducible components of YP+i,α that are
not contained in V (G′i+1,α) and Y
I
P+i,α (the irregular part) is the union of all other irreducible
components.
In what follows, we rely on the choice of an (N − e)× P -matrix S with entries in Q, as
in the previous paragraph.
Lemma J.32. For a generic choice of S, and for i in {0, . . . , N − e−P − 1}, the following
holds for each root α of q:
• Y RP+i,α∩V (G′i+1,α) is either empty or equidimensional of dimension N−e− (P + i+1);
• YP+i+1,α is the Zariski closure of Y RP+i,α ∩ V (G′i+1,α)− V (JS,α);
• if i < N−e−P−1, Y RP+i+1,α is the Zariski closure of Y RP+i,α∩V (G′i+1,α)−V (JS,αG′i+2,α).
Proof. In all that follows, we fix a root α of q. The first item is a direct consequence of the
definition of Y RP+i,α. Next, for i = 1, . . . , N − e− P − 1, write
Vα ∩ V (G′1,α, . . . , G′i,α) = Y RP+i,α ∪ Y IP+i,α ∪ Y OαP+i,α ∪ Y dP+i,α,
where Y RP+i,α and Y
I
P+i,α are as above, Y
Oα
P+i,α is the union of the irreducible components of
YP+i,α that do not intersect the open set Oα and Y dP+i,α are all other irreducible components,
which must have dimension greater that N − e − (P + i). Intersecting with V (G′i+1,α), we
obtain that Vα ∩ V (G′1,α, . . . , G′i+1,α) is the union of the following sets:
Y RP+i,α ∩ V (G′i+1,α), Y IP+i,α ∩ V (G′i+1,α), Y OαP+i,α ∩ V (G′i+1,α), Y dP+i,α ∩ V (G′i+1,α).
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The set YP+i+1,α is obtained by keeping only the irreducible components of the above sets
that have dimension N−e−(P + i+1) and that intersect Oα. The last three terms above do
not contribute to this construction, so we deduce that YP+i+1,α is the union of the irreducible
components of Y RP+i,α ∩ V (G′i+1,α) that intersect Oα.
Because Oα = CN−e − V (∆α), we deduce that YP+i+1,α is the Zariski closure of Y RP+i,α ∩
V (G′i+1,α)− V (∆α). As we saw in the proof of Lemma J.28, this means that YP+i+1,α is the
Zariski closure of Y RP+i,α ∩ V (G′i+1,α) − V (JS,α), for a generic choice of S. This proves the
second item.
If i < N − e− P − 1, the definition of Y RP+i+1,α implies that it is obtained by discarding
from YP+i+1,α all irreducible components on which G
′
i+2,α vanishes identically; the last item
follows.
The previous lemma holds for any choice of a. For a generic choice of a, the following
lemma further gives a description of the sets Vα ∩ V (G′1,α, . . . , G′i,α).
Lemma J.33. For a generic choice of a, the following holds for any root α of q. Let i be in
{1, . . . , N − e− P} and let Z be an irreducible component of Vα ∩ V (G′1,α, . . . , G′i,α). Then,
either Z is contained in Vα ∩ V (Gα), or the following two properties hold:
• dim(Z) = N − e− (P + i);
• for x in Z ∩ Oα − V (Gα), jac(Fα, G′1,α, . . . , G′i,α) has full rank P + i at x.
Proof. This is a restatement of the first two items of Theorem A.8.7 in [54] taking into
account that for α as above, a point x in Vα ∩ Oα is a regular point on Vα.
When a satisfies the assumptions of the previous lemma, the first item in this lemma
shows that for any root α of q, Vα ∩ V (G′1,α, . . . , G′i,α) is the union of Vα ∩ V (Gα) and
(possibly) of some algebraic set of pure dimension N − e− (P + i). For i = N − e− P , we
obtain in particular the following result, as announced above.
Lemma J.34. For a generic choice of a, and for any root α of q, the equality Yα = YN−e,α∩
V (Gα) holds.
Proof. As usual, we fix a root α of q. Recall that we proved in Lemma J.31 that Yα is the
set of isolated points of Vα ∩ V (Gα) ∩ Oα.
On the other hand, taking i = N − e − P in Lemma J.33, we deduce that Vα ∩
V (G′1,α, . . . , G
′
N−e−P,α) is the union of Vα ∩ V (Gα) and of finitely many isolated points.
Since YN−e,α is the set of isolated points in Vα∩V (G′1,α, . . . , G′N−e−P,α)∩Oα, we deduce that
YN−e,α is the union of the finite set Yα we are interested in and of some isolated points, say
Y ′α, that are not in V (Gα). The conclusion follows.
As a result, we are now going to show how to compute a description of the sets YN−e,α,
since filtering out the undesired extra points will raise no difficulty. To this end, we follow
the intersection process of Subsection J.4.4.
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To start the process, we deal with equations F only. This is done using the algorithm
Solve F given in the previous paragraph; we obtain zero-dimensional parametrizations over
A for the finite sets fbr(V AP,α,y), for α a root of q, and for some A in GL(N − e) and y in
QN−e−P , using O (˜N3(E ′ + N3)D′′κδ2) operations in Q. We then remove all those points
that cancel the polynomials G′1,α, for α as above. For a generic choice of A and y, the
remaining points define the sets fbr(Y RP,α
A
,y).
This hardly impacts the running time: this last step is done using Algorithm Clean of [31],
which we already used in the proof of Lemma J.24. The analysis made in that proof remains
valid, and shows that this step takes O (˜(E ′ + t + N)Dκδ)) operations in Q, since the cost
of evaluating G′1 is O(E
′ + t). We will bound the cost so far by O (˜N3(E ′ + t+N3)D′′κδ2).
Using the last claim in Lemma J.32, the same process allows us to compute zero-
dimensional parametrizations over A of witness points for the families of algebraic sets
Y RP,α, . . . , Y
R
N−e−1,α; the last step is done by applying the second claim in that lemma in-
stead, giving us zero-dimensional parametrizations for the sets (YN−e,α)q(α)=0. Let us verify
that at every stage, we are indeed under the assumptions of Proposition J.21:
• By construction, for any root α of q, Y RP+i,α is either empty or equidimensional of
dimension N − e− (P + i).
• For any such α, the polynomials Fα, G′1,α, . . . , G′i,α vanish on Y RP+i.α, and we claim that
for a generic choice of a, the matrix jac(Fα, G
′
1,α, . . . , G
′
i,α) has generically full rank
P + i on each irreducible component Z of Y RP+i,α. The second item in Lemma J.33
ensures it: Z cannot be contained in Vα ∩ V (Gα) (otherwise, it would be contained in
V (G′i+1,α), which we assume is not the case) and Z ∩ Oα − V (Gα) is non empty, so
there exists x in Z ∩ Oα − V (Gα) where said Jacobian matrix has full rank.
• Y RP+i,α ∩ V (G′i+1,α) is either empty or (N − e − (P + 1))-equidimensional: this is the
first item in Lemma J.32.
In terms of complexity, remark that all G′1, . . . , G
′
N−e−P can be computed by a straight-
line program of length O(E ′ + tN), and that for all i ≤ N − e− P and for any root α in q,
Y RP+i,α has degree at most δ
′ = δD′N−e−P (using again Proposition 2.3 in [36]). As a result,
the total cost is O (˜N3(E ′ + tN +N3)D′′κδ′2) operations in Q.
At this stage, we have obtained a description of the sets (Y AN−e,α)q(α)=0 by means of pairs
(q1,R1), . . . , (qs,Rs). In view of Lemma J.34, we keep only the points on the sets Y AN−e,α
where GA1,α, . . . , G
A
t,α all vanish; this is done by applying t times the Algorithm Intersect
from Lemma J.18. The cost is O (˜tκδ′(E ′ + N2)), since evaluating GA induces an O(N2)
additional cost in the straight-line program for G; this is negligible compared to the previous
cost.
We are thus left with pairs of the form (q′1,R
′
1), . . . , (q
′
v,R
′
v) that form zero-dimensional
parametrizations over A for the sets (Y Aα )q(α)=0. As in the previous paragraph, we use algo-
rithm ChangeVariables from Lemma J.17 in order to obtain zero-dimensional parametrizations
over A for the sets (Yα)q(α)=0, using O (˜N2κδ + N3) operations in Q, which is negligible.
This concludes the proof of Proposition J.30.
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J.5.4 An application
We end this paragraph with a first application of the routine Solve FG. Let f = (f1, . . . , fp) ⊂
Q[X1, . . . , Xn] be a reduced regular sequence defining an algebraic set V (f) ⊂ Cn such that
sing(V (f)) is finite. We apply Solve FG to compute a zero-dimensional parametrization of
sing(V (f)).
One possible approach would be to solve the system consisting of f and all p-minors of
its Jacobian matrix. In the following proposition, we use Lagrange systems instead, since it
allows us to obtain a slightly better cost.
Proposition J.35. Let Γ be a straight-line program of length E that computes a reduced
regular sequence f = (f1, . . . , fp), with deg(fi) ≤ D for all i, and such that sing(V (f)) is
finite. Suppose that D ≥ 2.
There exists a probabilistic algorithm SingularPoints which takes as input f and either
returns fail or returns a zero-dimensional parametrization using O (˜ED4n+1) operations in
Q. In case of success, the output describes sing(V (f)) and it has degree bounded by nD2n.
Proof. Consider new indeterminates L = (L1, . . . , Lp), and the system G consisting of f and
Lagrange(f , 0,L), where the second term denotes the entries of the matrix [L1 · · · Lp] · jac(f).
The set we want to compute is the projection on the X-space of the solutions of the system
G = 0, (L1, . . . , Lp) 6= (0, . . . , 0). We are going to reduce the solution of this set of equations
and inequations to several instances of systems that can be solved by means of Algorithm
Solve FG.
Let us partition V (f) into subset (Vi)0≤i≤p, where Vi is the subset of all x in V (f) where
jac(f) has rank i; we are thus interested in describing V0, . . . , Vp−1. Fix i in {0, . . . , p−1}: at
any such point, the solution set Sx of Lagrange(f , 0,L) is a linear subspace of C
p of dimension
p− i, so that the intersection of Sx with (p− i−1) random linear forms (uj ·L = 0)1≤j≤p−i−1
and 1 random affine form u0 · L = 1 is a single point `x.
Let us thus introduce the systems Gi, for i = 0, . . . , p − 1, where Gi consists of the
2p + n − i equations f , Lagrange(f , 0,L), (uj · L = 0)1≤j≤p−i−1 and u0 · L = 1. We claim
that for a generic choice of all uj’s, the isolated points of V (Gi) ⊂ Cn+p are precisely those
points (x, `x), for x in Vi.
Take a point (x, `) in V (Gi). If the Jacobian matrix jac(f) had full rank at x, we would
necessarily have ` = 0, a contradiction with the constraint u0 · L = 1. Hence, x is in
sing(V (f)). Suppose in addition that (x, `) is isolated in V (Gi): this implies that ` is an
isolated solution of the linear system Lagrange(f , 0,L)|X=x, (uj ·L = 0)1≤j≤p−i−1, u0 ·L = 1:
since the uj’s are chosen generic, this implies that jac(f) has rank p− i at x, and x is indeed
in Vi.
Conversely, the discussion of the previous paragraphs shows that any point (x, `x), for
x in Vi, is indeed a solution of Gi; we have to prove that it is isolated. We saw above
that any point (x′, `′) in V (Gi) is in sing(V (f)), and x is isolated in sing(V (f)) (as this
set is finite). By construction, `x is isolated among the solutions of Lagrange(f , 0,L)|X=x,
(uj · L = 0)1≤j≤p−i−1, u0 · L = 1, so we are done with the proof of our claim.
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Let F be the empty set. The algorithm calls Algorithm Solve FG of Proposition J.30
p times, with inputs (say) q = X, e = 0 and straight-line programs Γ0, . . . ,Γp−1 that
respectively evaluate the polynomials G0, . . . ,Gp−1. Since there are no polynomials F, in
each case, we obtain the isolated solutions of V (Gi); then, we project them on the X-space
and return the union of the corresponding finite sets of points.
For a given index i, the polynomials in Gi involve n+p ≤ 2n variables, have total degree
at most D, and can be computed by a straight-line program of length O(nE+n2), where the
first term corresponds to the overhead induced by the calculation of all partial derivatives
of f , and the second one to all dot products. Because we assume D ≥ 2, we can neglect
polynomials in n compared to terms of the form Dn in our soft-O estimates. For each index
i, the cost of Proposition J.30 then becomes O (˜ED4n+1), and the bound on the degree of
the output is D2n; in particular, the sum of the output degrees is at most nD2n. The total
time spent in the subsequent projection and union operations (Lemmas J.3 and J.5) is then
O (˜D2n).
K Proof of Proposition 6.3
In this section, we prove Proposition 6.3. We consider a generalized Lagrange system L =
(Γ,Q,S ) of type (k,n,p, e), where Γ is a straight-line program of length E that computes
polynomials F = (f , f1, . . . , fk), with f ⊂ Q[X] and fi ⊂ Q[X,L1, . . . ,Li] for 1 ≤ i ≤ k.
As in Definition 5.3, we write d = N − e − P ; we let D denote the maximum degree of
the polynomials in f , δ = Dg(k, e,n,p, D,D − 1) is as in Definition 6.1. Finally, we write
Q = Z(Q) ⊂ Ce and S = Z(S ) ⊂ Cn, as well as κ = deg(Q) and σ = deg(S ).
With this notation, we prove the following: There exists a probabilistic algorithm SolveLagrange
which takes as input a generalized Lagrange system L as above, such that N − e − P = 1,
and returns either a one-dimensional parametrization with coefficients in Q or fail using
O (˜N3(E +N3)(D + k)κ3δ3 +Nκδσ2)
operations in Q, using the notation introduced above. If either
• U (L) is empty,
• or L has a global normal form,
then in case of success, the output of SolveLagrange describes U (L). In addition, U (L) has
degree at most κδ.
K.1 Algorithm IsEmpty
We start by an auxiliary function for testing emptiness.
Proposition K.1. There exists a probabilistic algorithm IsEmpty which takes as input a
generalized Lagrange system L and returns either true, false or fail using O (˜N3(E+N3)(D+
k)κδ2 +Nκ2δ2 +Nσ2) operations in Q, using the notation introduced above. If either
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• U (L) is empty,
• or L has a global normal form,
then in case of success, IsEmpty decides whether U (L) is empty.
Before proving this proposition, we introduce notation that will be useful below. Let us
writeQ = ((q, v1, . . . , ve), l), define A = Q[T ]/〈q〉, and let F˜ be the polynomials F(v1, . . . , ve, Xe+1, . . . , XN),
that lie in A[Xe+1, . . . , XN ]. Recall that we assume that polynomials F are given by a
straight-line program Γ; replacing all inputs X1, . . . , Xe by v1, . . . , ve in Γ, we obtain a
straight-line program Γ˜ with coefficients in A that computes the polynomials F˜. The fol-
lowing lemma gives an upper bound on the geometric degree (see Definition J.26) of these
polynomials in terms of δ.
Lemma K.2. The geometric degree of F˜ is at most δ.
Proof. The definition of generalized Lagrange systems implies that all inequalities in (9)
are satisfied. Thus, applying Proposition 6.2 to the systems F˜α = φα(F˜) (as defined in
Section J.4.1), for α a root of q, proves our inequality.
The other notation we will need is the following. Let ∆ be the set of maximal minors
of jac(F, e), let O be the Zariski open set CN − V (∆) and let finally V = Vreg(F, Q) be the
Zariski closure of fbr(V (F), Q) ∩ O. Recall as well that we denote by piX : CN → Cn the
projection on the X-space.
of Proposition K.1. Choose d random linear forms Λ with coefficients in Q in all variables
X,L1, . . . ,Lk, and let F
′ be the system obtained by adjoining Λ to F. Just as we defined V
as the Zariski closure of fbr(V (F), Q) ∩ O, we define V ′ = Vreg(F′, Q) as the Zariski closure
of fbr(V (F′), Q) ∩ O′, where O′ is the Zariski open set CN − V (∆′) and ∆′ is the set of
maximal minors of jac(F′, e). Remark that F′ consists of P + d = N − e equations, so that
jac(F′, e) is actually square of size N − e, and ∆′ simply consists in the determinant of that
matrix. In particular, by Proposition J.27, V ′ is a finite set, so we can alternatively define
it as V ′ = fbr(V (F′), Q) ∩ O′.
Under the assumptions that either U (L) is empty or L has a global normal form, we are
going to prove that for a generic choice of Λ, V ′ is contained in pi−1X (S) if and only if U (L) is
empty. The condition on V ′ will be tested using Algorithm Solve F introduced in Section J.
Suppose first that U (L) is empty. In this case, D(L) is empty as well, which implies
that fbr(V (F), Q) is contained in pi−1X (S). As a result, V
′, which is a subset of fbr(V (F), Q),
is contained in pi−1X (S) as well.
Suppose on the other hand that L has a global normal form. By Lemma F.4, V is
equidimensional of dimension d and it does not lie over S (since otherwise, the third equality
in that lemma would imply that U (L) is empty, whereas it establishes that U (L) is d-
equidimensional). As a consequence, for a generic choice of d linear forms Λ, V ∩ V (Λ) is
a non-empty finite set, not contained in pi−1X (S). To conclude this discussion, we will now
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prove that in this case, for generic Λ, V ′ = V ∩ V (Λ) (so that, as claimed above, V ′ is not
contained in pi−1X (S)).
Take x in V ′, so that x is in fbr(V (F′), Q) and jac(F′, e) has full rank N − e at x. This
implies that x is in fbr(V (F), Q) and that jac(F, e) has full rank N − e − d = P at x, so
x is in fbr(V (F), Q) ∩ O, and thus in V . Since x also cancels the linear forms Λ, x is in
V ∩ V (Λ). Conversely, for a generic choice of Λ, every point x in V ∩ V (Λ) is non-singular
on V , and V (Λ) intersects V transversally at x (this is for instance a consequence of [54,
Theorem A.8.7]). For such an x, TxV is the nullspace of jac(F, e) at x, so the transversality
condition means that jac(F′, e) has full rank N − e at x. This proves that x is in V ′.
As announced above, the discussion in the last paragraphs shows that for a generic choice
of Λ, and under the assumption that either U (L) is empty or L has a global normal form,
V ′ is contained in pi−1X (S) if and only if U (L) is empty. Algorithm IsEmpty is then simple.
Starting from polynomials F′, we define F˜′ = F′(v1, . . . , ve, Xe+1, . . . , XN), so that these
polynomials lie in A[Xe+1, . . . , XN ]. As was pointed out in Section J.4.1, V ′ is the disjoint
union of the sets x× V ′α, for x in Q, where α = l(x) is a root of q and V ′α = Vreg(F˜′α).
Thus, we use Algorithm Solve F of Proposition J.27, with input q and (a straight-line
program for) F˜′. Upon success, the output is a family of zero-dimensional parametrizations
over A of the form (q1,R1), . . . , (qs,Rs) for the sets (V ′α)q(α)=0, where each Ri has the form
Ri = ((ri, wi,e+1, . . . , wi,N), hi), and has coefficients in Ai = Q[T ]/〈qi〉. We can then define
the zero-dimensional parametrizations
R ′i = ((ri, v1 mod qi, . . . , ve mod qi, wi,e+1, . . . , wi,N), hi),
for 1 ≤ i ≤ s so that (q1,R ′1), . . . , (qs,R ′s) are zero-dimensional parametrizations over A for
the sets
((v1(α), . . . , ve(α))× V ′α)q(α)=0.
Using Algorithms Descent from Lemma J.15 and Union from Lemma J.3, we obtain a zero-
dimensional parametrization R ′ of degree κδ with coefficients in Q that defines the union of
these sets, that is, V ′. Finally, we can test whether V ′ = Z(R ′) is contained in pi−1X (S) using
Algorithm Lift from Lemma J.6.
Let us give the cost of all these steps. The system F′ can be computed by a straight-
line program Γ′ of length E ′ = E + O(N2), where the second term stands for the cost
of computing linear forms Λ. From this, we can deduce a straight-line program Γ˜′ that
computes polynomials F˜′ with the same number of steps, by replacing all inputs X1, . . . , Xe
by v1, . . . , ve in Γ
′.
If all polynomials f have degree at most D, then all polynomials in F and F′ have degree
at most D+ k. Finally, the geometric degree δ′ of F˜′ is less than or equal that of F˜, since all
additional equations are linear. Since we saw above that the latter is at most δ, we deduce
that the cost of calling Solve F(q, Γ˜′) is O (˜N3(E + N3)(D + k)κδ2) operations in Q. The
total cost of all calls to Descent, Union and Lift is O (˜Nκ2δ2 +Nσ2).
141
K.2 Proof of the proposition
We can now prove Proposition 6.3. First, we call IsEmpty (Proposition K.1): if the output
is true, we simply return the one-dimensional parametrization that defines the empty set;
the cost O (˜N3(E + N3)(D + k)κδ2 + Nκ2δ2 + Nσ2) will be negligible compared to that
of other steps. Else, we may assume that there exists a global normal form for L. Then,
by Lemma F.4, U (L) is the Zariski closure of piX(V − pi−1X (S)), with V = Vreg(F, Q). By
definition of the geometric degree (Definition J.26), and using Lemma K.2, we obtain that V
has degree at most κδ; as a consequence, the degree of U (L) admits the same upper bound.
In order to compute a one-dimensional parametrization of U (L), we first apply the
routine Solve F given in Proposition J.27 to q and the straight-line program Γ˜ that computes
F˜. This gives us one-dimensional parametrizations over A for the sets (Vα)q(α)=0, with
Vα = Vreg(F˜α), and the cost is O (˜N
3(E + N3)(D + k)κδ2) operations in Q. As in the
proof of the previous lemma, we apply next Algorithms Descent and Union, but in their
one-dimensional versions (Lemmas J.19 and J.8); the cost is O (˜Nκ3δ3) operations in Q.
As output, we obtain a one-dimensional parametrization of V with coefficients in Q, and
we saw above that it has degree at most κδ. Discarding those points in V whose image by piX
lies in S is done using the routine Discard of Lemma J.10. This requires O (˜N max(κδ, σ)2)
arithmetic operations in Q at most and the extra cost is bounded by O (˜Nκ3δ3 +Nκδσ2).
The last step of this algorithm applies projection piX, by means of algorithm Projection
from Lemma J.9; the cost is O (˜Nκ3δ3) operations in Q. The cost given in this lemma is an
upper bound on all costs seen so far.
L Proof of Proposition 6.4
We prove now Proposition 6.4. The setup is exactly as in the previous section: we consider
a generalized Lagrange system L = (Γ,Q,S ) of type (k,n,p, e), where Γ is a straight-line
program of length E that computes polynomials F = (f , f1, . . . , fk), with f ⊂ Q[X] and
fi ⊂ Q[X,L1, . . . ,Li] for 1 ≤ i ≤ k. We write d = N − e− P , D is the maximum degree of
the polynomials in f , δ = Dg(k, e,n,p, D,D − 1). Finally, we write Q = Z(Q) ⊂ Ce and
S = Z(S ) ⊂ Cn, as well as κ = deg(Q) and σ = deg(S ).
Then, we prove the following: There exists a probabilistic algorithm W1 which takes
as input a generalized Lagrange system L as above and returns either a zero-dimensional
parametrization with coefficients in Q or fail using
O (˜(k + 1)2d+1N4d+8ED2d+1κ2δ2 +Nσ2)
operations in Q. If either U (L) is empty, or
• U (L) is d-equidimensional (so that W (e, 1,U (L)) is well-defined),
• W (e, 1,U (L)) is finite,
• (L;W (e, 1,U (L))) has a global normal form,
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then in case of success, the output of W1 describes W (e, 1,U (L))−S. In addition, the finite
set W (e, 1,U (L))− S has degree at most κδNd(D − 1 + k)d.
Lemma L.1. Let Q ⊂ Ce be a finite set and let V ⊂ Cn and S ⊂ Cn be algebraic sets
lying over Q, with S finite. Suppose that V is d-equidimensional with finitely many singular
points.
Let further L = (Γ,Q,S ) be a generalized Lagrange system, with V = U (L), Q = Z(Q),
S = Z(S ), F in Q[X,L] as in Definition 5.3 and define d = N − e − P . Suppose that
(L;W (e, 1, V )) has the global normal form property and that W (e, 1, V ) is finite, and let G
be the set of P -minors of jac(F, e+1). Let finally Z be the isolated points of V ◦reg(F, Q)∩V (G).
Then, W (e, 1, V )− S = piX(Z)− S.
Proof. We denote by Y ◦ the locally closed set
fbr(V (F,G), Q)− pi−1X (S) = D(L) ∩ V (G).
First, we prove that W (e, 1, V )− S = piX(Y ◦). By assumption, there exists a global normal
form
φ = (φi)1≤i≤s
of (L;W (e, 1, V )) with φi = (mi, di,hi,Hi). We claim that W (e, 1, V ) − S is contained in
the union of the open sets O(midi). Indeed, take x in W (e, 1, V )−S, so x is in particular in
W (e, 1, V ). Since W (e, 1, V ) is by assumption finite, x is actually an irreducible component
of W (e, 1, V ). Besides, since x is in V − S, G2 implies that there exists i in {1, . . . , s} such
that x is actually in O(mi) ∩ V − S; by G3, this implies that di does not vanish at x, as
claimed.
We start by proving that piX(Y
◦) ⊂ W (e, 1, V ); this will actually prove that piX(Y ◦) ⊂
W (e, 1, V )−S, since the projection piX(Y ◦) avoids S. Let thus (x, `) be in Y ◦. Then, (x, `) is
in D(L), and x is in U (L) ⊂ V −S. We deduce by G2 and L5 that there exists i ∈ {1, . . . , s}
such that x is in O(midi) ∩U (L).
Denote by I the defining ideal of Q. By Lemma F.2, there exists a (P × P ) matrix S
with entries in Q[X]midi such that jac(Hi, e) = S jac(F, e) over Q[X,L]midi/〈F, I〉. Since, by
definition of Y ◦, jac(F, e + 1) has rank less than P at (x, `), we deduce that jac(Hi, e + 1)
also has rank less than P at (x, `). Since Hi is in normal form, we conclude that jac(hi, e+1)
has rank less than c at x. As a result, since x is in particular in O(mi)∩V −S, Lemma A.10
shows that x is in W (e, 1, V ).
Conversely, we prove that W (e, 1, V ) − S is contained in piX(Y ◦). Let thus x be in
W (e, 1, V )−S. In view of our preliminary remarks, we know that there exists i ∈ {1, . . . , s}
such that x is in O(midi). Since x is also in V − S, Lemma F.1 implies that x is in U (L).
As a result, there exists ` such that (x, `) is in D(L). It remains to prove that jac(F, e+ 1)
has rank less than P at (x, `).
By L3, (x, `) is in fbr(V (Hi), Q). On the other hand, as we saw above, there ex-
ists a (P × P ) matrix S with entries in Q[X]midi such that jac(Hi, e) = S jac(F, e) over
Q[X,L]midi/〈F, I〉. Thus, to prove that jac(F, e + 1) has rank less than P at (x, `), it is
enough to prove that
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• the determinant of S does not vanish at x;
• jac(Hi, e+ 1) has rank less than P at (x, `).
We start with the first assertion. By properties L4 and C4, we deduce that jac(hi, e) has full
rank c at x; the last statement in Lemma F.2 then implies that det(S) is non-zero at x, as
claimed. We now prove the second assertion. Because (mi,hi) is a chart of (V,Q, S), and
V is d-equidimensional with finitely many singular points, one can apply Lemma A.10 to V
and deduce that jac(hi, e+ 1) has rank less than c at x. Using again the fact that hi is the
X-component of Hi, and that Hi is in normal form, we deduce that jac(Hi, e+ 1) has rank
less than P at (x, `), as requested.
At this stage, we have proved that
W (e, 1, V )− S = piX(Y ◦), with Y ◦ = fbr(V (F,G), Q)− pi−1X (S).
Next, we prove that Y ◦ is finite and that jac(F, e) has full rank P at every point in Y ◦.
We saw above that W (e, 1, V ) − S is contained the union of the open sets O(midi) and
thus (by Lemma F.1) in U (L). Using again the global normal form property, one can apply
Proposition 5.9 and deduce that piX induces a bijection between W (e, 1, V ) − S and its
preimage pi−1X (W (e, 1, V )− S) ∩D(L), so that in particular, pi−1X (W (e, 1, V )− S) ∩D(L) is
finite; that lemma proves as well that jac(F, e) has maximal rank at any point of that set.
Applying pi−1X to both sides of the equality W (e, 1, V )−S = piX(Y ◦), and using the fact that
Y ◦ is contained in D(L), we deduce that pi−1X (W (e, 1, V )− S) ∩D(L) = Y ◦, so we are done
with the claims above.
The fact that that jac(F, e) has full rank P at every point in Y ◦ implies that Y ◦ can be
rewritten as Y ◦ = V ◦reg(F, Q)∩V (G)−pi−1X (S). Now, the locally closed set V ◦reg(F, Q)∩V (G)
can be written as V ◦reg(F, Q)∩V (G) = Z∪T , with Z being its isolated points and T the union
of all components of positive dimension, and where the union is disjoint. As a consequence,
we have Y ◦ = (Z − pi−1X (S)) ∪ (T − pi−1X (S)). Now, if T − pi−1X (S) is not empty, it must be
infinite, so Y ◦ being finite implies that Y ◦ = Z − pi−1X (S), and we are done.
As in the previous section, we define A = Q[T ]/〈q〉, and let F˜ be the polynomials
F(v1, . . . , ve, Xe+1, . . . , XN), that lie in A[Xe+1, . . . , XN ]. Recall that we assume that poly-
nomials F are given by a straight-line program Γ; replacing all inputs X1, . . . , Xe by v1, . . . , ve
in Γ, we obtain a straight-line program Γ˜ with coefficients in A that computes the polyno-
mials F˜.
The algorithm starts by checking whether U (L) is empty, using algorithm IsEmpty (Pro-
position K.1); the cost O (˜N3(E + N3)(D + k)κδ2 + Nκ2δ2 + Nσ2) of this step will be
negligible (or of the same order) compared to that of what follows. If U (L) is empty, we
return the zero-dimensional parametrization (1) that defines (by convention) the empty set,
and we are done.
We can thus assume thatU (L) lies overQ and is d-equidimensional, so thatW (e, 1,U (L))
is well-defined; we also assume that W (e, 1,U (L)) is finite and that (L;W (e, 1,U (L))) has
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a global normal form. In particular, all singular points of U (L) are contained in S = Z(S )
by Lemma A.12, so they are in finite number.
Let G be the set of P -minors of jac(F, e + 1) and denote by Z the isolated points of
V ◦reg(F, Q) ∩ V (G); then, Lemma L.1 shows that
W (e, 1,U (L))− S = piX(Z)− S.
Let us define the polynomials
G˜ = G(v1, . . . , ve, Xe+1, . . . , XN)
which lie in A[Xe+1, . . . , XN ], as do the polynomials F˜. The definition of Z then shows that
it can be written as the disjoint union of the sets Zα = x(α)× ζα, where α is a root of q and
x(α) = (v1(α), . . . , ve(α)), and ζα is the set of isolated points of V
◦
reg(F˜α) ∩ V (G˜α).
To compute a zero-dimensional parametrization of W (e, 1,U (L)) − S, we first call the
routine Solve FG of Proposition J.30 with input q and a straight-line program that evaluates
F˜ and G˜; this outputs zero-dimensional parametrizations over A for the sets (ζα)q(α)=0, of
the form (q1,R1), . . . , (qs,Rs); each Ri has the form Ri = ((ri, wi,e+1, . . . , wi,N), hi).
As in Proposition K.1, we can then define the zero-dimensional parametrizations
R ′i = ((ri, v1 mod qi, . . . , ve mod qi, wi,e+1, . . . , wi,N), hi),
so that (q1,R ′1), . . . , (qs,R
′
s) are zero-dimensional parametrizations over A for the sets (Zα)q(α)=0.
Using Algorithms Descent from Lemma J.15 and Union from Lemma J.3, we obtain a
zero-dimensional parametrization R ′ with coefficients in Q that defines the union of these
sets, that is, Z.
Next, we use the routine Projection of Lemma J.5 to obtain a zero-dimensional para-
metrization of piX (Z). Finally, we use the routine Discard of Lemma J.2 to compute a
zero-dimensional parametrization of piX(Z)− S.
First, we establish the degree bound on W (e, 1,U (L)) − S. Note that the degrees of
the polynomials in G and ∆ are at most D′ = N(D + k − 1), since G and ∆ are minors
of size at most N of matrices with polynomial entries of degrees at most D + k − 1. By
Proposition J.30, we deduce that each ζt, or equivalently each Zt, has degree at most δD
′d.
Then, the finite set Z has degree at most κδD′d; the same holds for piX(Z)−S, and thus for
W (e, 1,U (L))− S. This concludes the proof for our degree bounds.
By differentiating every step in Γ, we deduce from it a straight-line program that com-
putes both F and its Jacobian matrix using O(NE) operations. There are
t =
(
N − e− 1
P
)
≤ (N − e− 1)N−e−1−P ≤ Nd
polynomials in G. Using Berkowitz’ determinant algorithm (which evaluates any minor in
G using O(N4) steps), we obtain a straight-line program Γ′ evaluating F and G of length
E ′ = O(Nd+4 + NE). As in the previous propositions, we evaluate X1, . . . , Xe at v1, . . . , ve
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in Γ′; this results in a straight-line program Γ˜′ of length E ′, with coefficients in A, for the
polynomials F˜ and G˜. Using Proposition J.30 we deduce that we can run Algorithm Solve FG
with input q and Γ˜′ in
O (˜N3(tE ′ + tN +N3)D′′κδ2D′2d)
operations in Q, with D′′ = max(D,D′) = max(D,N(D − 1 + k)). Since t ≤ Nd, we
deduce that tN ≤ Nd+1 and tE ′ = O(N2d+4 + Nd+1E). Using the obvious inequality
D+k− 1 ≤ (k+ 1)D that holds for k ≥ 0 and D ≥ 1, and its consequence D′ ≤ (k+ 1)DN ,
we obtain
N3(tE ′ + tN +N3)D′′ = O(k(N2d+8 +Nd+5E)D) = O(kN2d+8ED)
and
D′2d ≤ (k + 1)2dN2dD2d.
Incorporating these inequalities in the above complexity estimate and using some straight-
forward simplifications, we obtain that the cost of the first step is bounded by
O (˜(k + 1)2d+1N4d+8ED2d+1κ2δ2).
Denoting by (q1,R1), . . . , (qs,Rs) the zero-dimensional parametrizations returned by the first
step, the degree estimates given above show that eachRi has degree at most δD′
d. We deduce
that the cost of applying Algorithm Descent to any given pair (qi,Ri) is O (˜Nκ2i δ
2D′2d), with
κi = deg(qi); the total cost adds up to a negligible O (˜Nκ
2δ2D′2d). The same estimate holds
for applying Algorithm Union; for Projection, the total cost is O (˜N2κ2δ2D′2d).
At this stage, we have a zero-dimensional parametrization of piX(Z). Finally, Lemma J.2
shows that removing those points in Z that lie in S can be done in O (˜N max(κδD′d, σ)2)
operations in Q; the extra cost is thus O (˜Nσ2). Summing up these estimates, we obtain
the announced cost.
M Proof of Proposition 6.5
In this section, we prove Proposition 6.5. Let us repeat the definition of the main objects
it deals with: we consider a generalized Lagrange system L = (Γ,Q,S ) of type (k,n,p, e),
where Γ is a straight-line program of length E that computes polynomials F = (f , f1, . . . , fk),
with f ⊂ Q[X] and fi ⊂ Q[X,L1, . . . ,Li] for 1 ≤ i ≤ k. We let d = N − e − P , D be
the maximum degree of the polynomials in f and δ = Dg(k, e,n,p, D,D − 1). We write
Q = Z(Q) ⊂ Ce and S = Z(S ) ⊂ Cn, as well as κ = deg(Q) and σ = deg(S ).
With these definitions, we prove the following: There exists a probabilistic algorithm Fiber
which takes as input a generalized Lagrange system L = (Γ,Q,S ) of type (k,n,p, e) and a
zero-dimensional parametrization Q′′ of degree κ′′, defining a finite set of points Q′′ ⊂ Ce+d
lying over Q = Z(Q), and which returns either a zero-dimensional parametrization with
coefficients in Q or fail using
O (˜N3(NE +N3)Dκ′′2δ2 +Nσ2)
operations in Q, using the notation introduced above. If either
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• U (L) is empty,
• or fbr(U (L), Q′′) is finite and (L; fbr(U (L), Q′′)) has a global normal form,
then in case of success, the output of Fiber describes fbr(U (L), Q′′) − S. In addition,
fbr(U (L), Q′′)− S has degree at most κ′′δ.
Lemma M.1. Let Q ⊂ Ce be a finite set and let V ⊂ Cn and S ⊂ Cn be algebraic sets
lying over Q, with S finite.
Let further L = (Γ,Q,S ) be a generalized Lagrange system, with V = U (L), Q = Z(Q),
S = Z(S ), F in Q[X,L] as in Definition 5.3 and define d = N − e− P .
Let Q′′ ⊂ Ce+d be a finite set lying over Q and suppose that fbr(V,Q′′) is finite and that
(L; fbr(V,Q′′)) has the global normal form property. Let finally Z ′ be the isolated points of
fbr(V ◦reg(F, Q), Q
′′). Then, fbr(V,Q′′)− S = piX(Z ′)− S.
Proof. Let Y ◦ be the locally closed set
fbr(fbr(V (F), Q), Q′′)− pi−1X (S).
We first prove that fbr(V,Q′′)−S = piX(Y ◦). Note from the outset that Y ◦ can be rewritten
as Y ◦ = fbr(D(L), Q′′).
Since there exists a global normal form for (L; fbr(V,Q′′)) and fbr(V,Q′′) is finite, we can
prove as in Lemma L.1 that fbr(V,Q′′)−S is contained in U (L), and thus that fbr(V,Q′′)−S
is contained in fbr(U (L), Q′′). On the other hand, U (L) is contained in V − S, so that
fbr(U (L), Q′′) is contained in fbr(V,Q′′) − S; we can thus conclude that fbr(V,Q′′) − S =
fbr(U (L), Q′′). As a consequence, we get, as claimed above:
fbr(V,Q′′)− S = fbr(U (L), Q′′)
= fbr(piX(D(L)), Q
′′)
= piX(fbr(D(L), Q
′′))
= piX(Y
◦).
To conclude, it will thus be enough to prove that Y ◦ = Z ′ − pi−1X (S). We start by proving
that proving that Y ◦ is finite and that jac(F, e) has full rank P at every point in Y ◦.
Using again the global normal form property, one can apply Proposition 5.9, to deduce
that fbr(D(L), Q′′) is in one-to-one correspondence with fbr(U (L), Q′′). Since fbr(U (L), Q′′) =
fbr(V,Q′′)−S, and fbr(V,Q′′) is finite by assumption, we deduce that Y ◦ = fbr(D(L), Q′′) is
finite. Using again Proposition 5.9, we also conclude that jac(F, e) has maximal rank at any
point in D(L) and thus in particular at every point in Y ◦; our claims above are thus proved.
As in the proof of Lemma L.1, the latter fact implies that we can rewrite Y ◦ as Y ◦ =
fbr(V ◦reg(F, Q), Q
′′) − pi−1X (S), and the fact that Y ◦ is finite allows us to prove that Y ◦ =
Z ′ − pi−1X (S), where Z ′ is the set of isolated points of fbr(V ◦reg(F, Q), Q′′).
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As in the previous propositions, we start by checking whether U (L) is empty, using
algorithm IsEmpty; the cost is O (˜N3(E+N3)(D+k)κδ2+Nκ2δ2+Nσ2). If U (L) is empty,
we return the zero-dimensional parametrization that defines the empty set, and we are done.
Else, we can assume that fbr(U (L), Q′′) is finite and that (L; fbr(U (L), Q′′)) has a
global normal form. We are thus under the assumptions of Lemma M.1. If we define as
in that lemma the set Z ′ ⊂ CN as the set of isolated points of fbr(V ◦reg(F, Q), Q′′), then
that lemma shows that fbr(U (L), Q′′) − S = piX(Z ′) − S. Because Q′′ lies over Q, the set
fbr(V ◦reg(F, Q), Q
′′) can be rewritten as the set of all points in V (F) that lie over Q′′ and at
which jac(F, e) has full rank P .
Let us writeQ′′ = ((q′, v′1, . . . , v
′
e+d), l
′), and define the product of fields A′ = Q[T ]/〈q′〉, as
well as the polynomials F¯ = F(v′1, . . . , v
′
e, Xe+1, . . . , XN) in A′[Xe+1, . . . , XN ]. We also define
the polynomials G¯ = (G¯e+1, . . . , G¯e+d), with, for all i, G¯i = Xi− v′i ∈ A′[Xe+1, . . . , XN ]. For
a root α of q′, let us then write ζ ′α ⊂ CN−e for the set of isolated points of V ◦reg(F¯α)∩V (G¯α),
and write Z ′α = (v
′
1(α), . . . , v
′
e(α)) × ζ ′α ⊂ CN . Then, using the last remark in the previous
paragraph, one verifies that Z ′ is the disjoint union of the sets Z ′α, for α a root of q
′.
Since all polynomials G¯ have degree 1, Proposition J.30 applied to F¯ and G¯ implies that
each ζ ′α has degree at most δ; this is thus also the case for the sets Z
′
α, so that Z
′ has degree
at most κ′′δ. This implies that the same inequality also holds for fbr(U (L), Q′′) − S, as
claimed.
To compute a zero-dimensional parametrization encoding fbr(U (L), Q′′)−S, we first call
the routine Solve FG of Proposition J.30 with input q′ and a straight-line program that evalu-
ates F¯ and G¯; this outputs zero-dimensional parametrizations over A′ for the sets (ζ ′α)q′(α)=0,
of the form (q′1,R1), . . . , (q
′
s,Rs); each Ri has the form Ri = ((ri, wi,e+1, . . . , wi,N), hi).
We continue as in the previous proposition: we define the zero-dimensional parametriza-
tions R ′i = ((ri, v
′
1 mod q
′
i, . . . , v
′
e mod q
′
i, wi,e+1, . . . , wi,N), hi), so that (q
′
1,R
′
1), . . . , (q
′
s,R
′
s)
are zero-dimensional parametrizations over A′ for the sets (Z ′α)q′(α)=0.
Using Algorithms Descent from Lemma J.15 and Union from Lemma J.3, we obtain a zero-
dimensional parametrization R ′ with coefficients in Q that defines the union Z ′ of these sets.
Next, we use routine Projection of Lemma J.5 to obtain a zero-dimensional parametrization
of piX (Z
′), and Discard of Lemma J.2 to compute a zero-dimensional parametrization of
piX(Z
′)− S.
From the straight line program Γ for F, we can deduce a straight-line program Γ¯ over
A′ for both F¯ and G¯: we substitute as usual X1, . . . , Xe by v′1, . . . , v′e, and we add O(N)
operations that compute the equations Xi−v′i, for i = e+ 1, . . . , e+d. Since all polynomials
in F¯ and G¯ have degree at most D, and since G¯ contains at most N polynomials, the cost
given by Proposition J.30 is O (˜N3(NE +N3)Dκ′′δ2) operations in Q.
Because all parametrizations Ri have degree at most δ, the cost of applying Descent and
Union is O (˜Nκ′′2δ2), and the cost of applying Projection is O (˜N2κ′′2δ2). Applying Discard
takes O (˜N max(κ′′δ, σ)2) operations in Q at most which is bounded by O (˜N(κ′′δ + σ)2).
Summing up the costs of all these steps yields the announced result.
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N Proof of Proposition 7.1
This section is devoted to prove of Proposition 7.1, which establishes the correctness of algo-
rithm MainRoadmapLagrange. In Subsection 4.2, we defined a binary tree T that describes
the trace of algorithm RoadmapRec, with nodes denoted by τ . We reuse this construction
for Proposition 7.1, whose statement is as follows.
Consider polynomials f = f1, . . . , fp in Q[X1, . . . , Xn], given by a straight-line program
Γ, that define a reduced regular sequence.
Suppose that V = V (f) ⊂ Cn has finitely many singular points and that V (f) ∩ Rn is
bounded. Consider also a zero-dimensional parametrization C0 that describes a finite set
C0 ⊂ Cn.
Suppose that the matrices (Aτ )τ internal node of T satisfy the assumptions of Theorem 4.1.
Then, there exists a family of non-empty Zariski open sets I τ ⊂ CPτ , for τ an internal node
of T , such that the following holds.
Consider vectors (uτ )τ internal node of T , with uτ in Q
Pτ for all τ . If, for all internal
nodes τ of T , uτ is in I τ , Aτ and uτ are used in the corresponding recursive call of
RoadmapRecLagrange, and if all calls to subroutines such as Union, Projection, W1, Lift are
successful, then MainRoadmapLagrange(Γ,C0) returns a roadmap of (V,C0).
The algorithm MainRoadmapLagrange performs a call to RoadmapRecLagrange, just as the
abstract algorithm MainRoadmap does to RoadmapRec. We already established correctness
of RoadmapRec through Theorem 4.1, where we defined the Zariski open sets G τ ⊂ GL(n, eτ )
for τ an internal node of T .
The strategy of our proof of correctness for RoadmapRecLagrange is then to prove that
it computes the same objects as RoadmapRec, assuming in the whole section that we take
d˜ = b(d + 3)/2c. We prove that this claim holds if Aτ is in G τ for all internal nodes τ of
T , and if the vector uτ is well-chosen. As we previously did, we proceed by induction on
the depth of τ . We will introduce an induction assumption which is the counterpart of the
induction assumption T given in Subsection E.1; proving this new property at a node τ will
now depend on the choice of vector uτ .
N.1 Basic constructions
Let us start by reviewing the construction of the objects attached to the binary tree T . Let Γ
and C0 be the input of MainRoadmapLagrange, where Γ computes polynomials f = (f1, . . . , fp)
in Q[X1, . . . , Xn], that define V = V (f) ⊂ Cn. We suppose that f forms a reduced regular
sequence, that sing(V ) is finite and V ∩Rn is bounded. Let finally d = n− p and ψ be the
atlas of (V, •, sing(V )) given by ψ = (ψ), with ψ = (1, f).
As in MainRoadmapLagrange, we define
S = SingularPoints(Γ) and C = Union(C0,S ),
so that Γ and C are the input to the recursive algorithm RoadmapRecLagrange; thus, we
have that C = Z(C ) satisfies C = C0 ∪ sing(V ), with C0 = Z(C0). Accordingly, on input
(V,C0), algorithm MainRoadmap indeed calls RoadmapRec with input V and C.
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Each node τ of the tree T is labelled by integers (dτ , eτ ). Let now (Aτ )τ internal node of T be
a family of matrices, with Aτ in GL(n, eτ ,Q) for all τ . We saw in the proof of Theorem 4.1
that there exist non-empty Zariski open sets G τ ⊂ GL(n, eτ ) for all internal nodes τ of T ,
with the following properties: Suppose that Aτ belongs to G τ for all internal nodes τ of T .
Then, we associate to each node τ of T the objects (Vτ , Qτ , Sτ , Cτ ,ψτ ), which satisfy the
following:
t1. Qτ is a finite subset of C
eτ and Sτ , Cτ are finite subsets of C
n;
t2. Vτ , Sτ , Cτ lie over Qτ ;
t3. either Vτ is empty, or Vτ lies over Qτ and is dτ -equidimensional with finitely many
singular points, in which case ψτ is an atlas of (Vτ , Qτ , Sτ );
t4. the inclusion Sτ ⊂ Cτ holds.
In addition, in these conditions, algorithm MainRoadmap returns a roadmap of its input
(V,C0). In algorithm RoadmapRec, we also defined algebraic sets Bτ , Q
′′
τ , C
′
τ , C
′′
τ ,Wτ =
W (eτ , d˜τ , V
Aτ
τ ) and V
′′
τ = fbr(V
Aτ
τ , Q
′′
τ ).
In what follows, as in the statement of Proposition 7.1, we assume that Aτ indeed belongs
to G τ for all internal nodes τ of T , so that the above conclusions hold.
For the analysis of RoadmapRecLagrange, we now associate to each node τ of T a family
of algebraic sets Yτ , all contained in Vτ ; this will allow us to specify some global normal form
properties that will be needed below (see property t′3).
We start by leaves, since it is then straightforward: for these nodes, Yτ is empty. Consider
next two internal nodes τ, κ in T , such that κ is one of the descendants of τ (we count τ as
one of its own descendants), and let τ1 = τ, . . . , τm = κ be the path from τ to κ in T . Let
further Bτ,κ = Aτ1 · · ·Aτm ∈ GL(n,Q) be the product of all matrices from τ to κ, so that
applying the inverse of Bτ,κ puts the geometric objects associated to κ in the coordinate
system considered at τ . Then, we define
Yτ,κ =
{
WB
−1
τ,κ
κ , W (eκ, 1,Wκ)
B−1τ,κ , fbr(Wκ, Q
′′
κ)
B−1τ,κ , V ′′κ
B−1τ,κ
}
.
Finally, for a given node τ of T , we denote by Yτ the union of all Yτ,κ, for κ a descendant of
τ . By construction, Yτ is thus a finite family of algebraic sets, that are all contained in Vτ .
It is important to note that the sets Yτ only depend on the input (V,C) and the changes of
variables Aτ . Note as well that for an internal node τ , Yτ is the union of
• the sets WA−1ττ , W (eτ , 1,Wτ )A
−1
τ , fbr(Wτ , Q
′′
τ )
A−1τ , V ′′τ
A−1τ ,
• the sets Y A−1ττ ′ and Y A
−1
τ
τ ′′ , where τ
′ and τ ′′ are the children of τ .
In particular, if τ is an internal node of T and τ ′, τ ′′ are its children, then Yτ ′ and Yτ ′′ are
both contained in Y Aττ .
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N.2 Genericity assumptions
The computations performed by RoadmapRecLagrange on input (Γ,C ) can be described using
a binary tree; as one should expect, we will verify below that this is the same tree T as for
RoadmapRec. We will indeed associate to each node τ of the tree T a type (kτ ,nτ ,pτ , eτ ),
defining kτ , nτ and pτ inductively (eτ was defined before); we will then see that, when the
random choices made in the algorithm are lucky, tracing RoadmapRecLagrange amounts to
associating to each τ ∈ T a generalized Lagrange system Lτ of type (kτ ,nτ ,pτ , eτ ).
Let us first define the integers kτ , nτ and pτ . At the root ρ, we set kρ = 0, nρ = (n),
pρ = (p). Suppose then that τ has type (kτ ,nτ ,pτ , eτ ), with nτ = (nτ , nτ,1, . . . , nτ,kτ ) and
pτ = (pτ , pτ,1, . . . , pτ,kτ ), and write as usual
Nτ = nτ + nτ,1 + · · ·+ nτ,kτ and Pτ = pτ + pτ,1 + · · ·+ pτ,kτ .
Then, if τ is an internal node of T , we define the types at his two children as follows:
• the left child τ ′ has type (kτ ′ ,nτ ′ ,pτ ′ , eτ ′), with
kτ ′ = kτ + 1, nτ ′ = (nτ , nτ,1, . . . , nτ,kτ , Pτ ),
pτ ′ = (pτ , pτ,1, . . . , pτ,kτ , Nτ − eτ − d˜τ + 1)
with d˜τ = b(dτ + 3)/2c; recall that in this case, we defined dτ ′ = d˜τ − 1 and eτ ′ = eτ ;
• the right child τ ′′ has type (kτ ′′ ,nτ ′′ ,pτ ′′ , eτ ′′), with
kτ ′′ = kτ , nτ ′′ = nτ , pτ ′′ = pτ ;
in this case, we defined previously dτ ′′ = dτ − (d˜τ − 1) and eτ ′′ = eτ + d˜τ − 1.
In particular, we deduce inductively that, for all τ , nτ = n and pτ = p hold, and that the
indices dτ and eτ associated to node τ satisfy dτ = Nτ − eτ − Pτ .
As for algorithm RoadmapRec, the node corresponding to the recursive call at Step 11
is the left child τ ′, and the node corresponding to the recursive call at Step 13 is the right
child τ ′′.
Consider now vectors (uτ )τ internal node of T , with uτ in Q
Pτ for all τ . Proof of existence of
the Zariski open sets (I τ ) will be done by induction on the node τ of T , with the following
induction assumption.
T′ : There exists a family of non-empty Zariski open sets (I τ˜ )τ˜ proper ancestor of τ , with I τ˜
in CPτ˜ for all τ˜ , and with the following properties. Suppose that uτ˜ belongs to I τ˜
for all proper ancestors τ˜ of τ. Then to the node τ are associated the objects (Lτ ,Cτ ),
such that:
t′1. Lτ = (Γτ ,Qτ ,Sτ ) is a generalized Lagrange system of type (kτ ,nτ ,pτ , eτ ) and
Cτ is a zero-dimensional parametrization;
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t′2. Vτ = U (Lτ ), Qτ = Z(Qτ ), Sτ = Z(Sτ ) and Cτ = Z(Cτ );
and, if Vτ is not empty, then
t′3. (Lτ ;Yτ ) admits a global normal form φτ ;
t′4. the atlas of (Vτ , Qτ , Sτ ) associated with φτ is ψτ .
We claim that the root ρ ofT satisfies T′. Indeed, following algorithm MainRoadmapLagrange,
we take Lρ = (Γ, ( ),S ) and Cρ = C . Then, Proposition 5.10 implies that T′ holds at the
root ρ of T , with global normal form φρ = ((1, 1, f , f)).
Suppose now that that an internal node τ satisfies T′. We define the subset I τ of CPτ
as follows:
• If uτ˜ belongs to I τ˜ for all proper ancestors τ˜ of τ , and if Vτ is empty, we take
I τ = CPτ .
• If uτ˜ belongs to I τ˜ for all proper ancestors τ˜ of τ , and if Vτ is not empty, the
sets Vτ , Qτ , Sτ , the atlas ψτ , the integer d˜τ , the change of variable Aτ , the gen-
eralized Lagrange system Lτ , its normal form φτ and the algebraic sets Yτ satisfy
the assumptions of Proposition 5.13, so that we can let I τ be the Zariski open set
I (Lτ ,φτ ,Aτ ,Yτ ) ⊂ CPτ defined in that proposition. Remark that the assumptions
of this proposition require that WA
−1
τ
τ belong to Yτ ; this is the case by construction.
• Else, we take I τ = CPτ .
Lemma N.1. If τ is an internal node that satisfies T′ and if the calls to all subroutines
Union, Projection, W1, Fiber, Lift are successful, the children τ
′ and τ ′′ of τ satisfy T′.
Proof. To prove T′ at either τ ′ or τ ′′, we assume that uτ˜ belongs to I τ˜ for all ancestors τ˜ of
τ , including τ itself. In particular, we are in one of the first two cases in the previous case
discussion.
Because τ is an internal node, we know that we are not in the case d ≤ 1, so that we
need only consider steps from 2 on in the algorithm. In all that follows, we assume that the
calls to all subroutines Union, Projection, W1, Fiber, Lift are successful. First, we prove that
all objects computed by RoadmapRecLagrange match the quantities defined in RoadmapRec.
• Vτ = U (Lτ ), Qτ = Z(Qτ ), Sτ = Z(Sτ ) and Cτ = Z(Cτ ).
These are true by assumption T′ for τ .
• L′τ is a generalized Lagrange system of type (kτ ′ ,nτ ′ ,pτ ′ , eτ ′) such that U (L′τ ) = Wτ .
The claim on the type of L′τ follows from our inductive definition of the type, together
with Lemma 5.12. The second claim is obtained through a case discussion:
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– If Vτ is empty, V
′
τ = Wτ is empty as well; on the other hand, since Vτ = U (Lτ ),
the construction of L′τ implies that U (L′τ ) is empty.
– If Vτ is not empty, our assumption on uτ shows that we can apply the results
of Proposition 5.13, which implies the claim. In addition, if Wτ is not empty,
(L′τ ;Y
Aτ
τ − {Wτ}) admits a global normal form, and the associated atlas of
(Wτ , Qτ , S
Aτ
τ ) is Watlas(ψ
Aτ
τ , V
Aτ
τ , Qτ , S
Aτ
τ , d˜τ ), that is, ψτ ′ .
• W1(L′τ ) is a zero-dimensional parametrization of W (eτ , 1,Wτ )− Z(S Aττ ).
All we need to do is to verify that the assumptions of Proposition 6.4 are satisfied,
remembering that U (L′τ ) = Wτ .
– If Wτ is empty, this is clear.
– Because Bτ is finite (Lemma E.1), K(eτ , 1,Wτ ) = K(eτ , 1,U (L′τ )) is finite, which
in turn implies that W (eτ , 1,U (L′τ )) is finite. The other point to verify is that
(L′τ ,W (eτ , 1,U (L′τ ))) has a global normal form; this is because (L
′
τ ;Y
Aτ
τ −{Wτ})
admits a global normal form, and Y Aττ − {Wτ} contains W (eτ , 1,U (L′τ )).
• Z(Bτ ) = Bτ .
Since we know that Z(S Aττ ) = S
Aτ
τ and Z(C
Aτ
τ ) = C
Aτ
τ , we deduce from the previous
item that Z(Bτ ) is the union of W (eτ , 1,Wτ ) − SAττ and CAττ . Also by assumption
T on τ , Sτ is contained in Cτ ; thus, after applying Aτ , we deduce that Z(Bτ ) is the
union of W (eτ , 1,Wτ ) and C
Aτ
τ .
Now, we claim that sing(Wτ ) is contained in S
Aτ
τ (and thus in C
Aτ
τ ): this is obvious if
Wτ is empty; else, using Lemma A.12, this is because Wτ is (d˜τ − 1)-equidimensional
and ψτ ′ is an atlas of (Wτ , Qτ , S
Aτ
τ ).
The difference K(eτ , 1,Wτ )−W (eτ , 1,Wτ ) is contained in sing(Wτ ), and thus in CAττ .
As a result, we finally conclude that Z(Bτ ) is the union of K(eτ , 1,Wτ ) and CAττ , that
is, Bτ .
• Z(Q′′τ ) = Q′′τ .
This follows from the previous item, by projecting on Ceτ+d˜τ−1.
• Z(C ′τ ) = C ′τ .
The right-hand side is equal to CAττ ∪ fbr(Wτ , Q′′τ ). For the left-hand side, remember
that Z(Q′′τ ) = Q
′′
τ , and that Z(C
′
τ ) = C
Aτ
τ ∪ Fiber(L′τ ,Q′′τ ). Let us then verify that the
assumptions of Proposition 6.5 applied to L′τ and Q
′′
τ are satisfied, keeping in mind
that Wτ = U (L′τ ):
153
– If Wτ is empty, this is clear.
– If Wτ is not empty, this is because fbr(Wτ , Q
′′
τ ) is finite, and
(L′τ , fbr(Wτ , Q
′′
τ ))
has the global normal form property (because (L′τ ;Y
Aτ
τ −{Wτ}) admits a global
normal form, and Y Aττ − {Wτ} contains fbr(Wτ , Q′′τ )).
As a result, Fiber(L′τ ,Q
′′
τ ) returns a zero-dimensional parametrization of fbr(Wτ , Q
′′
τ )−
SAττ . Since we saw above that S
Aτ
τ is contained in C
Aτ
τ , we conclude that C
Aτ
τ ∪
Fiber(L′τ ,Q
′′
τ ) defines C
Aτ
τ ∪ fbr(Wτ , Q′′τ ). As was pointed out above, this is enough to
conclude.
• Z(C ′′τ ) = C ′′τ .
This follows directly from the specifications of Lift.
• Z(S ′τ ) = SAττ ∪ fbr(Wτ , Q′′τ ).
This is the same argument as in the proof that Z(C ′τ ) = C
′
τ , replacing C
Aτ
τ by S
Aτ
τ .
• Z(S ′′τ ) = fbr(SAττ ∪Wτ , Q′′τ ).
Again, this follows from the specifications of Lift.
• L′′τ is a generalized Lagrange system of type (kτ ′′ ,nτ ′′ ,pτ ′′ , eτ ′′) such that U (L′′τ ) = V ′′τ .
The claim on the type of L′′τ follows from our inductive definition of the type, together
with Lemma 5.15. The second claim is obtained through a case discussion:
– If Vτ is empty, then V
′′
τ , which is a section of it, is empty as well. Since we have
Vτ = U (Lτ ), we deduce from Definition 5.5 that fbr(V (Fτ ), Qτ ) is contained in
pi−1X (Sτ ), where Fτ are the polynomials computed by Γτ . We will now prove that
the definition of L′′τ = FLagrange(L
Aτ
τ ,Q
′′
τ ,S
′′
τ ) given in 5.14 implies that U (L
′′
τ ) is
empty, which is what we have to establish.
Since we saw that Z(Q′′τ ) = Q
′′
τ , our claim is equivalent to
fbr(V (FAττ ), Q
′′
τ )
being contained in pi−1X (Z(S
′′
τ )), where we saw that
Z(S ′′τ ) = fbr(S
A
τ ∪Wτ , Q′′τ ).
By assumption t2 for τ , Q
′′
τ lies over Qτ . Take
(x, `) ∈ fbr(V (FAττ ), Q′′τ ).
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Then, (xA
−1
τ , `) is in fbr(V (Fτ ), Q
′′
τ ). Then previous remark shows that (x
A−1τ , `)
is in fbr(V (Fτ ), Qτ ), so that the assumption that Vτ is empty implies that x
A−1τ
is in Sτ ; equivalently, x is in S
Aτ
τ . Since x lies over Q
′′
τ , we deduce that x is in
fbr(SAτ , Q
′′
τ ), and thus in Z(S
′′
τ ), as claimed.
– If Vτ is not empty, the algebraic sets Vτ , Qτ , Sτ , the atlas ψτ , the integer d˜τ , the
change of variable Aτ , the parametrizationsQ′′τ andS
′′
τ , the generalized Lagrange
system Lτ , its normal form φτ , the algebraic sets Yτ satisfy the assumptions of
Proposition 5.16. (Remark that the assumptions of this proposition require that
V ′′τ
A−1τ belong to Yτ ; this is the case by construction).
Then, that proposition proves our claim. In addition, (L′′τ ,Y
Aτ
τ − {V ′′τ }) admits
a global normal form whose atlas is
Fatlas(ψ
Aτ
τ , V
Aτ
τ , Qτ , S
Aτ
τ , Q
′
τ )
that is, ψτ ′′ .
We can now prove that τ ′ satisfies T′. We already saw that the type of Lτ ′ = L′τ is as
claimed. Since in addition we have by definition Cτ ′ = C ′τ , and this set has dimension zero,
we deduce that t′1 holds at τ
′.
To prove t′2, notice that we have already seen that Vτ ′ = Wτ coincides with U (Lτ ′) =
U (L′τ ). By construction, Qτ ′ = Qτ , and by assumption T for τ , Qτ = Z(Qτ ); since Qτ ′ =
Qτ , we deduce that Qτ ′ = Z(Qτ ′). Similarly, Sτ ′ = SAττ , and by assumption T for τ ,
Sτ = Z(Sτ ). Since Sτ ′ = S Aττ , we obtain Sτ ′ = Z(Sτ ′). Finally, we saw above that
Z(C ′τ ) = C
′
τ , or equivalently Z(Cτ ′) = Cτ ′ . Thus, t
′
2 is proved.
Suppose finally that Wτ = Vτ ′ is not empty. We saw above that (L
′
τ ;Y
A
τ −{Wτ}) admits
a global normal form whose atlas is ψτ ′ . Because Yτ ′ is contained in Y
A
τ −{Wτ}, this proves
at once t′3 and t
′
4. So, we are done for τ
′.
To conclude, we prove that τ ′′ satisfies T′. As in the case of τ ′, we saw above that the
type of Lτ ′′ = L
′′
τ is as claimed. Since in addition we have Cτ ′′ = C
′′
τ , and this set has
dimension zero, we deduce that t′1 holds at τ
′′.
To prove t′2 at τ
′′, we have to establish the equalities Vτ ′′ = U (Lτ ′′), Qτ ′′ = Z(Qτ ′′),
Sτ ′′ = Z(Sτ ′′) and Cτ ′′ = Z(Cτ ′′). The first two items were proved above. Next, we have
to prove that Sτ ′′ = Z(Sτ ′′), or equivalently fbr(SAττ ∪Wτ , Q′′τ ) = Z(Sτ ′′): this was proved
above as well. Finally, we need to prove that Cτ ′′ = Z(Cτ ′′), or equivalently C ′′τ = Z(C
′′
τ ):
this was also proved above. Thus, t′2 is proved.
Suppose in addition that V ′′τ = Vτ ′′ is not empty. We saw above that (L
′′
τ ;Y
A
τ − {V ′′τ })
admits a global normal form whose atlas is ψτ ′′ . Because Yτ ′′ is contained in Y
A
τ − {V ′′τ },
this proves at once t′3 and t
′
4. Thus, τ
′′ satisfies T′ and the lemma is proved.
N.3 Proof of the proposition
Repeated applications of the previous lemma allow us to define a family of non-empty Zariski
open sets I τ ⊂ GL(n, eτ ), for τ internal node of T , for which all nodes of T satisfy property
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T′.
If, as Proposition 7.1, we assume that for all internal nodes τ of T , uτ is in I τ , property
T′ shows that we can associate to any node τ of T a generalized Lagrange system Lτ , that
defines the algebraic set Vτ considered when running RoadmapRec, when using the same
matrices Aτ as in RoadmapRecLagrange.
The only pending point to prove is that at the leaves τ of the recursion, the behavior
of RoadmapRecLagrange agrees with that of RoadmapRec. Indeed, after we have reached the
leaves, going up the recursion tree simply amounts to performing changes of variables and
unions, for which there is no difficulty.
Let us then consider a leaf τ . By assumption, τ satisfies T′, so in particular U (Lτ ) = Vτ ,
and either Vτ is empty or Lτ admits a global normal form (recall that Yτ is empty at the
leaves). We can then apply Proposition 6.3, and deduce that we correctly return a one-
dimensional parametrization of Vτ .
As a consequence, correctness follows from Theorem 4.1, and Proposition 7.1 is proved.
O Proof of Proposition 7.2
Finally, we prove Proposition 7.2 whose statement is as follows.
Consider polynomials f = f1, . . . , fp in Q[X1, . . . , Xn] of degrees bounded by D, given by
a straight-line program Γ of length E, that define a reduced regular sequence.
Suppose that V = V (f) ⊂ Cn has finitely many singular points and that V (f) ∩ Rn is
bounded. Consider also a zero-dimensional parametrization C0 of degree µ that describes a
finite set C0 ⊂ Cn.
Suppose that all matrices Aτ and all vectors uτ satisfy the assumptions of Proposition 7.1,
and that all calls to subroutines such as Union, Projection, W1, Lift are successful. Then,
MainRoadmapLagrange(Γ,C0) either returns fail or returns a one-dimensional parametriza-
tion of degree bounded by
O˜
(
µ163d(n log2(n))
2(2d+12 log2(d))(log2(d)+6)D(2n+1)(log2(d)+4)
)
using
O˜
(
µ3169dE(n log2(n))
6(2d+12 log2(d))(log2(d)+7)D3(2n+1)(log2(d)+5)
)
arithmetic operations in Q, with d = n− p.
We start by establishing some elementary bounds on the number of variables and polyno-
mials in the generalized Lagrange systems considered during the recursive calls of RoadmapRecLagrange.
Next, we prove uniform degree bounds on the geometric objects represented by gener-
alized Lagrange systems and zero-dimensional parametrizations computed at Steps (5–10)
of RoadmapRecLagrange. This enables us to deduce bounds on the degree of the output
roadmap and, consequently, bounds on the size of the output.
Finally, we use these degree bounds to bound the cost of RoadmapRecLagrange, and thus
of MainRoadmapLagrange. This mainly relies on algorithms SolveLagrange, W1 and Fiber
described in Propositions 6.3, 6.4 and 6.5 and the basic routines dealing with zero- and
one-dimensional parametrizations given in Section J.
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O.1 Notation and auxiliary results
We first recall notation introduced in Section N, where we attached integers and data to
the nodes of the tree, and introduce further quantities. Then, we prove basic inequalities on
these quantities, that will be needed for the cost analysis.
O.1.1 Notation
In the whole section, we assume without loss of generality that the following inequalities
hold:
• n ≥ 2
• p ≥ 1
• n− p ≥ 1
• D ≥ 2 (else, V ∩Rn cannot satisfy the boundedness assumption).
Each node τ of T is labelled with the following integers:
• dτ (defined previously; it is the dimension of the current algebraic set),
• eτ (defined previously; it is the number of variables assuming fixed values),
• hτ , which we define as the height of τ .
Since by assumption at any node τ of T , Aτ is in G τ and uτ is in I τ , and since all calls
to our various subroutines are successful, to each node τ are also associated the following
objects and quantities:
• a generalized Lagrange system Lτ = (Γτ ,Qτ ,Sτ ),
• a zero-dimensional parametrization Cτ ,
• an integer Eτ , which denotes the length of Γτ .
When τ is not a leaf, the following objects are defined:
• zero-dimensional parametrizations Bτ , Q′′τ , C ′τ , C ′′τ , S ′τ , S ′′τ , that are computed at
Steps 5–10;
• one-dimensional parametrizations R ′τ , R ′′τ , Rτ , respectively computed at Steps 11, 13
and returned at Step 14;
• generalized Lagrange systems L′τ , L′′τ constructed at Steps 4 and 12;
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• algebraic sets Yτ introduced in the previous section for the collection of all geometric
objects associated to the descendants of τ ;
• an integer d˜τ = b(dτ + 3)/2c;
• an integer kτ and vectors of integers nτ = (n, nτ,1, . . . , nτ,kτ ) and pτ = (p, pτ,1, . . . , pτ,kτ ).
For i in {0, . . . , kτ}, we define
– Ni,τ = n+
∑i
`=1 nτ,`, and Nτ = Nkτ ,τ
– Pi,τ = p+
∑i
`=1 pτ,`, and Pτ = Pkτ ,τ
– di,τ = Ni,τ − eτ − Pi,τ ; note that we have dτ = dkτ ,τ .
When τ is a leaf, the one-dimensional parametrization computed at Step 1 is denoted by Rτ .
O.1.2 Some useful inequalities
We start with a technical but simple and useful lemma. It shows that the number of equations
and unknowns is at all times at most 2n2. In what follows, we use notation such as dρ, Eρ, . . .
to denote the values of the various quantities seen above at the root.
Lemma O.1. Let τ be a node of T . The following holds:
• kτ ≤ hτ ≤ dlog2(dρ)e
• Eτ ≤ 4n4+2 log2(dρ)(Eρ + n4)
• for i in {0, . . . , kτ}, we have:
– Pi,τ + 1 ≤ Ni,τ ≤ 2in
– di,τ ≤ dρ2i + 1;
so, in particular, dτ ≤ dρ2hτ + 1.
Proof. The fact that hτ ≤ dlog2(dρ)e is true by construction, for all nodes τ . Our reasoning
for the other inequalities is by increasing induction on the height of τ . We actually prove a
slightly stronger form of the upper bound on Eτ , which reads
Eτ ≤ (3n2)hτEρ + 4hτn4+2hτ .
Note that this inequality implies that
Eτ ≤ (4n2)hτEρ + 4hτn4+2hτ ≤ (4n2)hτ (Eρ + n4) ≤ 4n4+2 log2(dρ)(Eρ + n4),
since hτ ≤ dlog2(dρ)e ≤ 1 + log2(dρ).
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At the root τ = ρ, all inequalities are immediate, except for the case i = 0 of Pi,τ + 1 ≤
Ni,τ ≤ 2in (which is the only one we have to consider); this is equivalent to n− p ≥ 1, which
is true by assumption.
Let now τ be a node of T . Assume that it satisfies the induction assumption, and that
it is not a leaf; then, it has a left child τ ′ and a right child τ ′′.
Let us work with τ ′ first. By Definition 5.11, we have kτ ′ = kτ + 1; since we have kτ ≤ hτ
by induction, and hτ ′ = hτ + 1 by definition, we deduce that kτ ′ ≤ hτ ′ . Thus, the first item
is proved.
Next, since hτ ′ = hτ + 1, we have to establish Eτ ′ ≤ (3n2)hτ+1Eρ + 4hτ+1n4+2(hτ+1).
Propagating partial derivatives in the forward manner, we would obtain that one can evaluate
Fτ and all its partial derivatives within 4NτEτ operations; however, using the reverse mode
as in Baur-Strassen’s algorithm [15], the cost reduces to 3PτEτ ≤ 3NτEτ .
Multiplying on the right jac(Fτ , eτ + d˜τ ) with a vector of Pτ variables costs at most
2NτPτ operations; a final 2Pτ operations come from the cost of computing the affine form in
WLagrange(Lτ ,uτ , d˜τ ). Using the induction assumption, we have Nτ ≤ n2 and 2NτPτ + 2Pτ ≤
2n4; we deduce that
Eτ ′ ≤ 3NτEτ + 2NτPτ + 2Pτ ≤ 3n2((3n2)hτEρ + 4hτn4+2hτ ) + 2n4,
which implies that
Eτ ′ ≤ (3n2)hτ+1Eρ + 3 · 4hτn4+2(hτ+1) + 2n4.
Now, since n ≥ 2, we have the upper bound 2n4 ≤ n4+2(hτ+1); using the inequality 3·4hτ +1 ≤
4hτ+1, we conclude that Eτ ′ ≤ (3n2)hτ+1 + 4hτ+1n4+2(hτ+1) as requested. This proves the
second point for τ ′.
For the third item, using again Definition 5.11, we have Ni,τ = Ni,τ ′ and Pi,τ = Pi,τ ′ for i
in {0, . . . , kτ}, as well as eτ = eτ ′ ; in particular, the only new inequalities we have to prove
are for index i = kτ + 1.
We first prove that Pkτ+1,τ ′ + 1 ≤ Nkτ+1,τ ′ ≤ 2kτ+1n. By Lemma 5.12, we have
Nkτ+1,τ ′ = Nτ + Pτ and Pkτ+1,τ ′ = Nτ + Pτ − eτ − d˜τ + 1
with d˜τ = bdτ+32 c ≥ 2 (Step 3). We deduce that Pkτ+1,τ ′ + 1 ≤ Nkτ+1,τ ′ . On the other
hand, by our induction assumption Pτ + 1 ≤ Nτ ≤ 2kτn2, we deduce that Nkτ+1,τ ≤ 2kτ+1n.
Finally, note that
dτ ′ = d˜τ − 1 = bdτ + 1
2
c ≤ dτ
2
+
1
2
≤
(
dρ
2kτ+1
+
1
2
)
+
1
2
≤ dρ
2kτ+1
+ 1,
as requested. Thus, we are done with τ ′.
Proving the inequalities for τ ′′ is done with a similar reasoning: we use instead Defi-
nition 5.14 and Lemma 5.15 which imply that kτ ′′ = kτ ; since hτ ′′ = hτ + 1, we obtain
kτ ′′ ≤ hτ ′′ . Next, we need to establish that Eτ ′′ ≤ (3n2)hτ ′′ + 4hτ ′′n4+2hτ ′′ . This is immediate
since by definition of Lτ ′′ , we have Eτ ′′ = Eτ and hτ ′′ = hτ + 1.
Finally, we have Pi,τ ′′ = Pi,τ and Ni,τ ′′ = Ni,τ for i in {0, . . . , kτ}, so the inequalities
Pi,τ + 1 ≤ Ni,τ ≤ 2in remain true. We also have dτ ′′ = dτ − (d˜τ − 1) ≤ dτ2 ; since we supposed
that dτ ≤ dρ2hτ , and hτ ′′ = hτ + 1, we obtain dτ ′′ ≤ dρ2hτ ′′ + 1.
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Lemma O.2. Let τ be an internal node of T . Then, the following inequality holds:
Ndττ ≤
(
n2
) dρ
2hτ
+1
.
Proof. By the previous lemma, we have that kτ ≤ hτ , that Nτ is bounded by 2kτn, and that
dτ is bounded by
dρ
2hτ
+ 1. We deduce that
Ndττ ≤
(
2kτn
) dρ
2hτ
+1 ≤ (2hτn) dρ2hτ +1 .
Now, since τ is an internal node, we actually have hτ ≤ dlog2(dρ)e−1 ≤ log2(dρ), so we have
2hτ ≤ dρ ≤ n.
O.2 Uniform degree bounds
We use the following notation for the degrees of various objects (when they are defined): for
any node τ ,
• µτ , µ′τ and µ′′τ are the degrees of respectively Z(Cτ ), Z(C ′τ ) and Z(C ′′τ );
• κτ and κ′′τ are the degrees of respectively Z(Qτ ) and Z(Q′′τ )
• στ , σ′τ and σ′′τ are the degrees of respectively Z(Sτ ), Z(S ′τ ) and Z(S ′′τ );
• βτ is the degree of Z(Bτ );
• γτ is the degree of Fiber(L′τ ,Q′′τ );
• δτ = Dg(kτ , eτ ,nτ ,pτ , D,D − 1) (see Definition 6.1).
If τ is an internal node and τ ′, τ ′′ are its children, then by construction, Qτ ′ = Qτ and
Sτ ′ = S Aττ , so (κτ ′ , στ ′) = (κτ , στ ); similarly, we have Qτ ′′ = Q
′′
τ and Sτ ′′ = S
′′
τ , so
(κτ ′′ , στ ′′) = (κ
′′
τ , σ
′′
τ ). Note also that Cτ ′ = C
′
τ and Cτ ′′ = C
′′
τ , which implies that µτ ′ = µ
′
τ
and µτ ′′ = µ
′′
τ .
The goal of this paragraph is to establish uniform bounds on the degrees µτ , κτ , γτ , βτ , στ
and δτ , for any node τ of T where they are defined (if τ is a leaf, only µτ , κτ , στ and δτ
are). Our bounds are expressed in terms of the quantities
δ = 16dρ+2n2dρ+12 log2(dρ)Dn
and
ζ = (µρ + κρ)16
2(dρ+3)(n log2(n))
2(2dρ+12 log2(dρ))(log2(dρ)+4)D(2n+1)(log2(dρ)+2).
Proposition O.3. Let τ be a node of T . Then the inequalities
δτ ≤ δ and µτ , κτ , στ ≤ ζ
hold. If τ is an internal node, we also have γτ , βτ ≤ ζ. If τ is a leaf, the output of
SolveLagrange(Lτ ) has degree at most ζδ.
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The proof of the above result will occupy most of this paragraph. We start by proving
the inequality δτ ≤ δ and next we establish a recurrence formula on the quantities βτ , γτ ,
µτ + κτ , στ when τ varies as a node of T (Lemma O.5 below), as a key ingredient for the
proof of Proposition O.3.
Lemma O.4. Let τ be a node of T . Then, the inequality δτ ≤ δ holds.
Proof. Using the definition of δτ = Dg(kτ , eτ ,nτ ,pτ , D,D − 1) given in Definition 6.1, we
can rewrite the left-hand side as
δτ = (Pτ + 1)
kτDp(D − 1)n−eτ−p
kτ−1∏
i=0
N
Ni,τ−eτ−Pi,τ
i+1,τ .
We will prove that
(Pτ + 1)
kτDp(D − 1)n−eτ−p
kτ−1∏
i=0
N
Ni,τ−eτ−Pi,τ−P
i+1,τ ≤ 16dρ+2n2dρ+3 log2(dρ)+8Dn;
from that, our conclusion will follow, since 3 log2(dρ) + 8 ≤ 12 log2(dρ) holds if dρ ≥ 2
(if dρ = 1, the upper bound we wish to establish is clearly true). Since eτ ≥ 0, we get
Dp(D − 1)n−eτ−p ≤ Dn. Thus, it remains to establish
(Pτ + 1)
kτ
kτ−1∏
i=0
N
Ni,τ−eτ−Pi,τ
i+1,τ ≤ 16dρ+2n2dρ+3 log2(dρ)+8,
which is what we do now. Lemma O.1 implies that for i in {0, . . . , kτ} we have Pi,τ + 1 ≤
Ni,τ ≤ 2in and di,τ ≤ dρ2i + 1, with di,τ = Ni,τ − eτ − Pi,τ . Recall also that Nkτ ,τ = Nτ . As a
consequence, we get
(Pτ + 1)
kτ
kτ−1∏
i=0
N
Ni,τ−eτ−Pi,τ
i+1,τ ≤ Nkττ
kτ−1∏
i=0
(
2i+1n
) dρ
2i
+1 ≤ (2kτn)k,τ kτ−1∏
i=0
(
2i+1n
) dρ
2i
+1
≤ 2k2τ+kτ+
∑kτ−1
i=0 (i+1)
dρ
2i n2kτ+
∑kτ−1
i=0
dρ
2i .
Straightforward computations show that
kτ−1∑
i=0
dρ
2i
≤ 2dρ and
kτ−1∑
i=0
(i+ 1)
dρ
2i
≤ 4dρ.
We deduce that
(Pτ + 1)
kτ
kτ−1∏
i=0
N
Ni,τ−eτ−Pi,τ
i+1,τ ≤ 24dρ+k
2
τ+kτn2dρ+2kτ
and it remains to prove that 24dρ+k
2
τ+kτn2dρ+2kτ ≤ 16dρ+2n2dρ+3 log2(dρ)+8. Using kτ ≤ log2(dρ)+
1 (Lemma O.1), one deduces that n2dρ+2kτ ≤ n2dρ+2 log2(dρ)+2. Using again kτ ≤ log2(dρ) +
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1, we also deduce that 2kτ ≤ 2n and 2k2τ ≤ (2n)log2(dρ)+1, which implies that 2k2τ+kτ ≤
(2n)log2(dρ)+2. This implies that
24dρ+k
2
τ+kτ ≤ 16dρ(2n)log2(dρ)+2
and finally,
24dρ+k
2
τ+kτn2dρ+2kτ ≤ 16dρ+log2(dρ)+2n2dρ+3 log2(dρ)+4.
Noticing that 16log2(dρ) ≤ n4, we are done.
We can now establish the recurrence formula on the quantities βτ , γτ , µτ + κτ , στ when
τ varies as a node of T .
Lemma O.5. Let τ be an internal node of T , and define
ζτ =
(
n2 log2(n)D
) dρ
2hτ
+1
.
Then, letting τ ′ and τ ′′ be respectively the left and right child of τ , all the quantities βτ , γτ ,
µτ ′ + κτ ′, µτ ′′ + κτ ′′, στ , σ
′
τ , σ
′′
τ are at most 2δ
2ζτ (µτ + κτ ).
Proof. We let Lτ be the generalized Lagrange system at node τ , and L
′
τ be the one computed
at Step 4. Remark that, as pointed out before, the quantities µτ ′ , µτ ′′ , κτ ′ , κτ ′′ are respectively
equal to µ′τ , µ
′′
τ , κτ , κ
′′
τ ; we use the latter for the proof.
• βτ ≤ µτ + κτδζτ .
By definition of B in Step 5 of Algorithm RoadmapRecLagrange, βτ is bounded by the
sum of degrees of W1(L
′
τ ) and Cτ (that is, µτ ).
From Proposition 6.4, we deduce that the zero-dimensional parametrization returned
by W1(L
′
τ ) has degree at most κτ ′δτ ′(Nτ ′(D − 1 + kτ ′))dτ ′ .
We saw previously that κτ ′ = κτ and kτ ′ = kτ + 1; then, we obtain that D− 1 + kτ ′ =
D + kτ . We claim that we can use the upper bound D + kτ ≤ log2(n)D: if n < 4,
the only possible value for kτ is kτ = 0, for which the claim clearly holds; otherwise,
because τ is an internal node, kτ ≤ log2(n), and the inequality D+log2(n) ≤ log2(n)D
holds for all D ≥ 2. Moreover, we have dτ ′ ≤ dρ2hτ + 1, so that (D − 1 + kτ ′)dτ ′ is at
most (log2(n)D)
dρ
2hτ
+1.
Next, we prove that N
dτ ′
τ ′ is at most (n
2)
dρ
2hτ
+1. If τ ′ is an internal node, this is a
consequence of Lemma O.2 (since the lemma proves that this quantity is at most
(n2)
dρ
2
hτ ′
+1
and hτ ′ ≥ hτ ). Else, τ ′ is a leaf, so that dτ ′ = 1; in that case, we have the
inequality Nτ ′ ≤ 2n2 from Lemma O.1, so our conclusion follows as well.
Finally, δτ ′ is bounded by δ by Lemma O.4 so altogether, we get that κτ ′δτ ′(Nτ ′(D −
1 + kτ ′))
dτ ′ is at most
κτδ
(
n2 log2(n)D
) dρ
2hτ
+1
.
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This proves that
βτ ≤ µτ + κτδ
(
n2 log2(n)D
) dρ
2hτ
+1
,
which we recognize as µτ + κτδζτ .
• κ′′τ ≤ µτ + κτδζτ .
We just proved that βτ = deg(Bτ ) satisfies βτ ≤ µτ + κτδζτ ; on the other hand, by
construction, κ′′τ = deg(Q
′′
τ ) satisfies κ
′′
τ ≤ βτ .
• γτ ≤ δ(µτ + κτδζτ ).
From Proposition 6.5, we deduce that
γτ = deg(Fiber(L
′
τ ,Q
′′
τ ))
satisfies γτ ≤ δ′τκ′′τ . Since δ′τ ≤ δ by Lemma O.4, the previous bound on κ′′τ implies
that γτ ≤ δ(µτ + κτδζτ ), as requested.
• µ′τ ≤ µτ + δ(µτ + κτδζτ ).
The set Z(C ′τ ) is the union of Z(Cτ )
Aτ and Fiber(L′τ ,Q
′′
τ ), so its cardinality µ
′
τ is at
most µτ + γτ .
• µ′′τ ≤ µτ + δ(µτ + κτδζτ ).
This is because the set Z(C ′′τ ) is a subset of Z(C
′
τ ).
• µ′τ + κτ ′ ≤ 2δ2ζτ (µτ + κτ ).
We know that µ′τ ≤ µτ + δ(µτ + κτδζτ ), and that κτ ′ = κτ , so that µ′τ + κτ ′ ≤
µτ + δ(µτ + κτδζτ ) + κτ , which admits the upper bound given above.
• µ′′τ + κ′′τ ≤ 2δ2ζτ (µτ + κτ ).
We know that µ′′τ ≤ µτ +δ(µτ +κτδζτ ) and κ′′τ ≤ µτ +κτδζτ , so µ′′τ +κ′′τ ≤ 2µτ +δ(µτ +
κτδζτ ) + κτδζτ , which admits the upper bound given above (since δ ≥ 2).
• στ ≤ µτ .
This is because we proved that Z(Sτ ) is contained in Z(Cτ ).
• σ′τ ≤ 2δ2ζτ (µτ + κτ ).
This is because we proved that Z(S ′τ ) is contained in Z(C
′
τ ), so σ
′
τ ≤ µ′τ ≤ µ′τ + κ′τ .
• σ′′τ ≤ 2δ2ζτ (µτ + κτ ).
Same argument as above, for the inclusion Z(S ′′τ ) ⊂ Z(C ′′τ ).
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At this stage, we are mostly done; we only need to verify that the bounds given for βτ , γτ
and στ are at most 2δ
2ζτ (µτ + κτ ), which is indeed the case.
of Proposition O.3. We proved in Lemma O.4 the inequality δτ ≤ δ. Let next τ be an
internal node of T , with children τ ′ and τ ′′. We will prove below that βτ , γτ , µτ , κτ , στ , as
well as µτ ′ , κτ ′ , στ ′ and µτ ′′ , κτ ′′ , στ ′′ are all at most ζ; this is enough to conclude, since it
covers the bounds for the two child nodes.
Let γ be a root-to-leaf path in T containing τ ; we denote by γ′ the path obtained from γ
by excluding the leaf it contains. Lemma O.5 implies that for any node γ, and in particular τ ,
all the quantities written above are at most
(µρ + κρ)
∏
ν∈γ′
2ζνδ
2.
Our first step is to prove the following:∏
ν∈γ′
2ζνδ
2 ≤ 2nδ2(log2(dρ)+1) (n2 log2(n)D)2dρ+log2(dρ)+1 . (11)
Recall that, by Lemma O.5,
ζν =
(
n2 log2(n)D
) dρ
2hν
+1
,
so that we have to give an upper bound on∏
ν∈γ′
2δ2
(
n2 log2(n)D
) ·∏
ν∈γ′
(
n2 log2(n)D
) dρ
2hν .
For the first product, since the depth of T is at most dlog2(dρ)e, the number of nodes in γ′
is at most dlog2(dρ)e ≤ log2(dρ) + 1. Thus, the first product is at most
2nδ2(log2(dρ)+1)
(
n2 log2(n)D
)log2(dρ)+1 .
For the second product, remarking that
∑
ν∈γ′
dρ
2hν
≤ 2dρ, we obtain the upper bound
(n2 log2(n)D)
2dρ , which ends the proof of (11).
Recall that δ = 16dρ+2n2dρ+12 log2(dρ)Dn, so that
δ2(log2(dρ)+1) = 162(dρ+2)(log2(dρ)+1)n2(2dρ+12 log2(dρ))(log2(dρ)+1)D2n(log2(dρ)+1)
≤ 162(dρ+2)n8(dρ+2)n2(2dρ+12 log2(dρ))(log2(dρ)+1)D2n(log2(dρ)+1).
Using the crude upper bounds 2 ≤ 162 and n ≤ n8, we deduce that the left-hand side of (11)
is at most
162(dρ+3)n8(dρ+3)n2(2dρ+12 log2(dρ))(log2(dρ)+1)D2n(log2(dρ)+1)
(
n2 log2(n)D
)2dρ+log2(dρ)+1 .
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We see that the exponent of D is at most (2n + 1)(log2(dρ) + 2). Replacing both bases n
and n2 log2(n) by (n log2(n))
2, we see that powers of n appearing in the previous expression
admit an upper bound of the form
(n log2(n))
8(dρ+3)+2(2dρ+12 log2(dρ))(log2(dρ)+1)+2(2dρ+log2(dρ)+1).
The exponent is at most 2(2dρ + 12 log2(dρ))(log2(dρ) + 4), so the proof of our upper bounds
is complete.
It remains to deal with the degrees at the leaves: this is a direct consequence of the
degree bound in Proposition 6.3, together with the above bounds on κτ and δτ .
Corollary O.6. Let τ be a node of T . Then the following inequalities hold.
κτδτ ≤ (µρ + κρ)163(dρ+3)(n log2(n))2(2dρ+12 log2(dρ))(log2(dρ)+5)D(2n+1)(log2(dρ)+3)
κτδ
2
τ ≤ (µρ + κρ)164(dρ+3)(n log2(n))2(2dρ+12 log2(dρ))(log2(dρ)+5)D(2n+1)(log2(dρ)+3)
κτδτσ
2
τ ≤ (µρ + κρ)3167(dρ+3)(n log2(n))6(2dρ+12 log2(dρ))(log2(dρ)+5)D3(2n+1)(log2(dρ)+3).
Proof. By Proposition O.3, the quantities above admit the respective upper bounds ζδ, ζδ2
and ζ3δ. Given the definitions of δ and ζ, namely
δ = 16dρ+2n2dρ+12 log2(dρ)Dn
ζ = (µρ + κρ)16
2(dρ+3)(n log2(n))
2(2dρ+12 log2(dρ))(log2(dρ)+4)D(2n+1)(log2(dρ)+2),
the bounds given in the corollary follow directly, using in particular the upper bound δ ≤
16dρ+3(n log2(n))
2dρ+12 log2(dρ)Dn.
O.3 Runtime estimates for RoadmapRecLagrange
The goal of this paragraph is to prove the following bounds on the output degree and runtime
for RoadmapRecLagrange.
Proposition O.7. Let Lρ = (Γρ, ( ),Sρ) be a generalized Lagrange system such that U (Lρ)
is d-equidimensional with finitely many singular points and U (Lρ) ∩Rn is bounded. Let Cρ
be a zero-dimensional parametrization encoding a finite set of points in Cn. Assume that the
assumptions and inequalities stated in the introduction of Subsection O.1.1 hold, and that
Z(Sρ) is contained in Z(Cρ).
Then, RoadmapRecLagrange((Γρ, ( ),Sρ),Cρ) outputs a roadmap of (U (Lρ),Z(Cρ)) of de-
gree
O˜
(
(µρ + κρ)16
3d(n log2(n))
2(2d+12 log2(dρ))(log2(dρ)+5)D(2n+1)(log2(dρ)+3)
)
using
O˜
(
(µρ + κρ)
3169dEρ(n log2(n))
6(2d+12 log2(dρ))(log2(dρ)+6)D3(2n+1)(log2(dρ)+4)
)
operations in Q.
165
Note that the number of nodes in T is O(n), because T is a binary tree of depth
bounded by dlog2(dρ)e. Thus, to bound the number of arithmetic operations of performed by
RoadmapRecLagrange, it is enough to take n times a bound on the cost of each step. Because
all our bounds will involve a term that will be at least Dn, since we ignore polylogarithmic
factors, we can safely omit the extra factor n.
We bound the cost of each step using the uniform degree bounds given in Proposition O.3,
the complexity estimates of Subsection 6.2 for solving generalized Lagrange systems and the
complexity estimates of Subsections J.1 and J.2 of Section J for basic routines on parametriza-
tions.
O.3.1 Analysis of Step 1
Lemma O.8. Under the above notation and assumptions, the total cost of all calls to Step
1 of RoadmapRecLagrange on input (Lρ,Cρ) is
O˜
(
(µρ + κρ)
3169dρEρ(n log2(n))
6(2dρ+12 log2(dρ))(log2(dρ)+6)D3(2n+1)(log2(dρ)+4)
)
operations in Q.
Proof. It is enough to give a bound on the maximal cost of calling the routine SolveLagrange.
Since the assumptions of Proposition 6.3 are satisfied, so the cost of each call to SolveLagrange
is
O (˜N3τ (Eτ +N
3
τ )(D + kτ )κ
3
τδ
3
τ +Nτκτδτσ
2
τ ) (12)
arithmetic operations in Q. By Lemma O.1, the following inequalities hold.
Nτ ≤ 2n2, Eτ = O
(
n4+2 log2(dρ)(Eρ + n
4)
)
and kτ ≤ dlog2(dρ)e.
This shows that O (˜N3τ (Eτ +N
3
τ )(D + kτ ) lies in
O˜
(
n6(n4+2 log2(dρ)(Eρ + n
4))D
)
.
Using Corollary O.6, we have
κτδτ ≤ (µρ + κρ)163(dρ+3)(n log2(n))2(2dρ+12 log2(dρ))(log2(dρ)+5)D(2n+1)(log2(dρ)+3)
and
κτδτσ
2
τ ≤ (µρ + κρ)3167(dρ+3)(n log2(n))6(2dρ+12 log2(dρ))(log2(dρ)+5)D3(2n+1)(log2(dρ)+3).
As argued previously, because the above bounds involve terms at least equal to Dn, polyno-
mial factors in n are omitted thanks to the soft-Oh notation. Then, using straightforward
simplifications, we obtain that (12) is
O˜
(
(µρ + κρ)
3169(dρ+3)Eρ(n log2(n))
6(2dρ+12 log2(dρ))(log2(dρ)+6)D3(2n+1)(log2(dρ)+4)
)
,
which is
O˜
(
(µρ + κρ)
3169dρEρ(n log2(n))
6(2dρ+12 log2(dρ))(log2(dρ)+6)D3(2n+1)(log2(dρ)+4)
)
.
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O.3.2 Analysis of Steps 2–6
Lemma O.9. Under the above notation and assumptions, the total cost of all calls to Steps
2–6 of RoadmapRecLagrange is
O˜
(
(µρ + κρ)
2166dρEρ(n log2(n))
4(2dρ+12 log2(dρ))(log2(dρ)+6)D2(2n+1)(log2(dρ)+4)
)
operations in Q.
Proof. Steps 2–6 are performed for internal nodes of T . Let τ be such a node. Steps 2–4 per-
form changes of variables and construct generalized Lagrange systems; their computational
cost is negligible compared the cost of Steps 5 and 6.
Step 5 consists in computing Bτ = Union(W1(L′τ ),C
A
τ ). Remark that Lτ ′ = L
′
τ . Since
the assumptions of Proposition 6.4 are satisfied, the call W1(L
′
τ ) uses
O (˜(kτ ′ + 1)
2dτ ′+1D2dτ ′+1N
4dτ ′+8
τ ′ Eτ ′κ
2
τ ′δ
2
τ ′ +Nτσ
2
τ ′) (13)
arithmetic operations in Q. To analyze the cost of the calls to Union (at Step 5) and
Projection (at Step 6), we use Lemmas J.3 and J.5, which state that these calls use O (˜Nτκ
2
τ )
and O (˜N2τ κ
2
τ ) arithmetic operations in Q. The costs of these calls are negligible compared
to cost of calling W1 above.
As above, thanks to the soft-Oh notation, polynomial factors in n can be omitted in
complexity estimates where n appears as an exponent, so it is enough to give an upper
bound on the expression in (13). For the same reason, as in the proof of the previous lemma,
the contribution of Eτ ′ will be n
2 log2(dρ)Eρ; similarly, since Nτ ′ ≤ 2n2 (Lemma O.1), terms
polynomial in it can be neglected. Finally, by construction, dτ ′ is at most dρ and kτ ′ is at
most dlog2(dρ)e ≤ dlog2(n)e, by Lemma O.1 again.
Finally, the term σ2τ ′ is negligible in front of κ
2
τ ′δ
2
τ ′ . Plugging these bounds in the above
complexity estimates, we obtain that the number of arithmetic operations used by the calls
to W1 lies in
O (˜(dlog2(n)e+ 1)2dρD2dρ+1(2n2)4dρn2 log2(dρ)Eρκ2τ ′δ2τ ′).
Using the upper bound dlog2(n)e+ 1 ≤ 2 log2(n), we see that this is
O (˜26dρEρ(n log2(n))
8dρ+2 log2(dρ)D2dρ+1κ2τ ′δ
2
τ ′).
Now, we can use the first bound given in Corollary O.6, which states that
κτ ′δτ ′ ≤ (µρ + κρ)163(dρ+3)(n log2(n))2(2dρ+12 log2(dρ))(log2(dρ)+5)D(2n+1)(log2(dρ)+3).
this shows that the total running time is
O˜
(
(µρ + κρ)
2166dρEρ(n log2(n))
4(2dρ+12 log2(dρ))(log2(dρ)+6)D2(2n+1)(log2(dρ)+4)
)
.
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O.3.3 Analysis of Steps 7–10
Lemma O.10. Under the above notation and assumptions, the total cost of all calls to Steps
7–10 of RoadmapRecLagrange is bounded from above by the total cost of all calls to Steps 2–6
Proof. Steps 7–10 are performed for internal nodes of T ; let τ be such a node. Recall that
these steps consist in computing Fiber(L′τ ,Q
′′
τ ), take its unions C
′
τ and S
′
τ with C
Aτ
τ and
S Aττ respectively and compute C
′′
τ = Lift(C
′
τ ,Q
′′
τ ) and S
′′
τ = Lift(S
′
τ ,Q
′′
τ ).
Denote by τ ′ and τ ′′ the left and right children of τ and observe that C ′τ = Cτ ′ , C
′′
τ = Cτ ′′ ,
S Aττ = Sτ ′ and S
′′
τ = Sτ ′′ . We deduce by Proposition O.3 that the degrees of all these
objects are at most ζ.
By Lemma J.6, the calls to Lift are polynomial in Nτ ≤ 2n2 (Lemma O.1) and quadratic
in the above degree bounds. The cost is thus at most that reported in the previous lemma,
since the estimate in (13) involved similar (and actually higher) costs.
O.3.4 Analysis of Step 14
Lemma O.11. Under the above notation and assumptions, the total cost of all calls to Step
14 of RoadmapRecLagrange is bounded from above by the total cost of all calls to Step 1.
Proof. Step 14 is performed for internal nodes of T ; let τ be such a node. The call to the
routine Union at Step 14 is linear in n and cubic in the maximum of the degrees of the
roadmaps computed at Steps 11 and 13 (Lemma J.8). The cost of Lemma O.8 involves a
cost that is at least as high, see Eq. (12).
O.3.5 Proof of Proposition O.7
Let us summarize the complexity estimates established above
• Lemma O.8, the calls to Step 1 use
O˜
(
(µρ + κρ)
3169dρEρ(n log2(n))
6(2dρ+12 log2(dρ))(log2(dρ)+6)D3(2n+1)(log2(dρ)+4)
)
operations in Q.
• Lemma O.9 implies that all calls to Steps 2–6 use
O˜
(
(µρ + κρ)
2166dρEρ(n log2(n))
4(2dρ+12 log2(dρ))(log2(dρ)+6)D2(2n+1)(log2(dρ)+4)
)
operations in Q.
• By Lemma O.10 and Lemma O.11, all other costs can be absorbed in the above bounds.
The cost from Step 1 is dominant, and gives the total reported in Proposition O.7. The
bound on the output degree follows from Proposition O.3 and Corollary O.6; removing
polylogarithmic factors, it becomes
(µρ + κρ)16
3dρ(n log2(n))
2(2dρ+12 log2(dρ))(log2(dρ)+5)D(2n+1)(log2(dρ)+3),
as claimed.
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O.4 Proof of the proposition
We finally estimate the complexity of MainRoadmapLagrange. On input Γ and C0, where
• Γ is a straight-line program of length E evaluating a sequence of polynomials f =
(f1, . . . , fp) ⊂ Q[X1, . . . , Xn] of degree ≤ D such that V (f) is d-equidimensional (with
d = n− p) with finitely many singular points, V (f) ∩Rn is bounded, and
• C0 is a zero-dimensional parametrization of degree µ encoding a finite set of points in
V (f).
MainRoadmapLagrange starts by calling the routine SingularPoints (see Proposition J.35) to
compute a zero-dimensional parametrization Sρ encoding the singular points of V (f) and
next performs a call to RoadmapRecLagrange with input (Γρ, ( ),Sρ),Cρ, where Cρ is a zero-
dimensional parametrization encoding Z(C0) ∪ Z(Sρ).
By Proposition J.35, the call to SingularPoints uses
O (˜ED4n)
operations in Q and returns a zero-dimensional parametrization of degree bounded by nD2n,
so we conclude that the degree of Cρ is bounded by µ+nD2n; the call to Union takes quadratic
time in this degree (and polynomial time in n), so we can ignore it. Also, by construction
Z(Qρ) = {•}, hence κρ = 1.
Using Proposition O.7, and after a few straightforward simplifications, we deduce that
the call to RoadmapRecLagrange on input (Γρ, ( ),Sρ),Cρ outputs a one-dimensional para-
metrization of degree
O˜
(
µ163dρ(n log2(n))
2(2d+12 log2(dρ))(log2(dρ)+6)D(2n+1)(log2(dρ)+4)
)
using
O˜
(
µ3169dρE(n log2(n))
6(2d+12 log2(dρ))(log2(dρ)+7)D3(2n+1)(log2(dρ)+5)
)
operations in Q. Observing that dρ = d ends the proof.
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Table of notations
A1, . . . ,A3 properties of atlases (Definition 2.3). 9
C algebraically closed field. 2
C1, . . . ,C4 properties of charts (Definition 2.2). 8
C zero-dimensional parametrization encoding
control points for the main algorithm.
5
D(L) constructible set defined by the generalized
Lagrange system L (Definition 5.5).
20
Dg(. . .) degree bound (Definition 6.1). 27
Fatlas( , V,Q, S,Q
00) atlas for fibers (Definition 3.6). 12
fbr, fbr(V,Q) fiber V \ ⇡ 1d (Q), for the canonical projection
⇡d : C
n 7! Cd.
8
FLagrange(L,Q00,S 00) generalized Lagrange system (L,Q00,S 00) that
defines the fiber of a projection (Defini-
tion 5.14).
25
G1, . . . ,G3 properties of global normal forms (Defini-
tion 5.8).
22
G1 non-empty Zariski open defined in Proposi-
tion 3.4.
11
G chart1 non-empty Zariski open defined in
Lemma B.12.
49
G2 non-empty Zariski open defined in Proposi-
tion 3.5.
12
G3 non-empty Zariski open defined in Proposi-
tion 3.7.
13
G chart3 non-empty Zariski open defined in
Lemma C.1.
51
GL invertible matrices; dimension is given as an
argument.
7
G 0 non-empty Zariski open defined in Proposi-
tion B.1.
41
G˜ non-empty Zariski open defined in
Lemma A.6.
38
H, H(h, d˜,m00) vector of minors of jac(h, d˜) (Definition 3.1). 11
I(V ) ideal associated to the algebraic set V . 6
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K(e, d, V ) union of the open polar variety W  (e, d, V )
and of the singular locus sing(V ).
9
L1, . . . , L5 properties of local normal forms (Defini-
tion 5.7).
21
Lagrange Lagrange system (Definition 5.1). 18
O(f1, . . . , fs) Zariski open set defined as Cn V (f1, . . . , fs). 7
⇡d canonical projection (x1, . . . , xn) 7!
(x1, . . . , xd).
8
⇡e,d canonical projection (x1, . . . , xn) 7!
(xe+1, . . . , xe+d).
8
Q real field. 2
Q zero-dimensional or one-dimensional paramet-
rization.
4
R real closed field. 2
reg(V ) regular locus of the equidimensional algebraic
set V .
7
sing(V ) singular locus of the equidimensional algebraic
set V .
7
TxV tangent space at x to an equidimensional al-
gebraic set V .
7
T Genericity assumption on the matrices chosen
in RoadmapRec.
60
T0 Genericity assumption on the matrices chosen
in RoadmapRecLagrange.
112
U (L) projection of the constructible set defined by
the generalized Lagrange system L (Defini-
tion 5.5).
20
V  reg(F) The set of all solutions of F at which the Ja-
cobian matrix of F has full rank.
36
Vreg(F) Zariski closure of V
 
reg(F) (see above). 36
W  (e, d, V ) open polar variety (set of critical points of the
restriction of ⇡e,d to reg(V )).
9
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Watlas( , V,Q, S, d˜) atlas for a polar variety (Definition 3.3). 11
Wchart( ,m
0,m00) sequence of polynomials defining a chart for
some polar variety (Definition 3.2).
11
W (e, d, V ) Zariski closure of the open polar variety. 9
WLagrange(L,u, d˜) generalized Lagrange system defining the po-
lar variety associated to V (L) and ⇡d˜ (Defini-
tion 5.11).
24
Z(Q) zero locus defined by the zero-dimensional or
one-dimensional parametrization Q.
4
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