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Let R be a ﬁnite commutative ring of odd characteristic; for instance
R ¼ O=pl, where O is the ring of integers of an algebraic number ﬁeld and p
is a prime ideal of O that lies over an odd rational prime p > 0. Let l be an
additive complex linear character of R, that is a group homomorphism
l : Rþ ! C* . The purpose of this article is to explicitly determine the
quadratic Gauss sum
GðlÞ ¼
X
r2R
lðr2Þ:
It was Gauss himself who ﬁrst computed GðlÞ when R ¼ Z=pZ. Only
after much eﬀort and many unsuccessful attempts did Gauss prove that
GðlÞ ¼
Xp1
t¼0
exp
2pt2i
p
 
¼
ﬃﬃﬃ
p
p
if p  1 mod 4;
i
ﬃﬃﬃ
p
p
if p  3 mod 4;
(
ð1Þ
provided lð1Þ ¼ expð2pip Þ. Since Gauss’ time numerous proofs of this result
have appeared. References to many of these proofs can be found in [2,
Chapter 1].
For the ring R ¼ Z=plZ the quadratic sum was calculated by Kummer in
his little known paper ‘‘Note sur une expression analogue "a la r!esolvante de
Lagrange pour l’equation zp ¼ 1’’ (see his Collected Papers, Vol. I, pp. 547–
551). For the ring R ¼ O=pl Hasse seems to be the ﬁrst one to look at the
problem in some depth. In fact, he gave it as a thesis problem to his student
Lamprecht, who published his results in [9]. Here, Lamprecht calculates the*Current address: Department of Pure Mathematics, Faculty of Mathematics, University of
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FERNANDO SZECHTMAN2Gauss sum
Gðw; lÞ ¼
X
r2R
wðrÞlðrÞ;
where w is a multiplicative linear character of R, that is a group
homomorphism R* ! C* that vanishes on R=R* . Work on GðlÞ was later
published by Lamprecht in [10].
Related research on Gauss sums was made by Lakkis}another student of
Hasse}in [8], and also by Dwork in his doctoral thesis [5]. Last, but not less
relevant, is the paper [6] of Fr .ohlich and Taylor, where quadratic Gauss sum
appears disguised as Galois Gauss sum.
Beside its intrinsic interest, our main reason to study GðlÞ is that it is
inevitably involved in the construction of the Weil representation W of the
symplectic group Sp2nðRÞ, as deﬁned in [3]. Moreover, a solid control over
GðlÞ is crucial in [4] when ﬁnding the character ﬁeld and Schur index of the
irreducible components of W .
In mentioning Schur and Weil representations, we cannot ignore the fact
that Schur himself gave a beautiful proof of (1), and his method consisted of
using what we call today the Weil representation of Sp2ðpÞ ¼ SL2ðpÞ. This
can be veriﬁed by comparing Schur’s proof, as given in [11, pp. 207–212],
with an explicit matrix version of the Weil representation, as given in [13,
Chapt. 5].
2. REDUCTION TO THE LOCAL CASE
Let R be a ﬁnite, commutative ring with 1=0 and odd characteristic. Let
us write R ¼ R1 	 
 
 
 	 Rt, the decomposition of R into local rings (cf. [1,
Chapt. 8]). Denote by li be the additive linear character of the local
component Ri, obtained by restricting l to Ri. The very deﬁnition of
quadratic Gauss sum yields
GðlÞ ¼ Gðl1Þ 
 
 
GðltÞ: ð2Þ
In view of (2) we may assume that R is a local ring, and we shall henceforth
make this assumption. Its maximal ideal will be denoted by m and its residue
ﬁeld by Fq. Here q is a power of an odd prime p > 0.
3. REDUCTION TO THE PRIMITIVE CASE
Let IðlÞ be the conductor of l, that is the largest ideal contained in the
kernel of l; such ideal exists because the sum of ﬁnitely many ideals
QUADRATIC GAUSS SUMS OVER FINITE COMMUTATIVE RINGS 3contained in ker l is also contained in ker l. We say that l is primitive if
IðlÞ ¼ ð0Þ. Deﬁne a primitive linear character #l of ðR=IðlÞÞþ by means of
#lðr þ IðlÞÞ ¼ lðrÞ; r 2 R:
The quadratic Gauss sums GðlÞ and Gð#lÞ are related as follows.
Lemma 3.1. GðlÞ ¼ jIðlÞjGð#lÞ.
Proof. If TðR=IðlÞÞ is a transversal of R relative to IðlÞ then
GðlÞ ¼
X
r2TðR=IðlÞÞ
X
s2IðlÞ
lððr þ sÞ2Þ
¼
X
r2TðR=IðlÞÞ
lðr2Þ
X
s2IðlÞ
lð2rsþ s2Þ
¼ jIðlÞj
X
r2TðR=IðlÞÞ
lðr2Þ ¼ jIðlÞjGð#lÞ: ]
In view of Lemma 3.1, we may assume then that l is a primitive linear
character of Rþ. However, this assumption should not be taken lightly, since
it is deﬁnitely false that every local ring such as R possesses a primitive linear
character. In other words, the primitivity of l forces R to belong to a class of
rings strictly smaller than the universe of all ﬁnite, commutative and local
rings of odd characteristic. We proceed to determine this class, for it has a
crucial bearing on further developments.
Lemma 3.2. Suppose that R has an additive primitive linear character l.
Let I be any ideal of R and denote by Ann I the annihilator of I in R. Then
jRj ¼ jI jjAnn I j and Ann Ann I ¼ I :
Proof. Given an ideal I of R, let #I denote the group of linear characters
of I , and let I0 denote the R-module of linear functionals of I . Let l : R! R0
be the left-multiplication map. Consider the homomorphisms R! I0 and
I0 ! #I , given by r/lr jI and f/l8f. The latter is injective}by the
primitivity of l}while the former has kernel Ann I . Applying this to the
case when I ¼ R we obtain that jRj  jR0j  j #Rj ¼ jRj, whence both maps
are bijective when I ¼ R.
For an arbitrary ideal I and f 2 #I , let j 2 #R be an extension of f to R
(which exists because the abelian group C* is divisible). The above ensures
that j is of the form l8lr, hence f is of the form l8lr jI for some r 2 R. It
follows that the composite map R! #I , given by r/l8lr jI is a surjection
with kernel Ann I , whence jRj ¼ jAnn I jj #I j ¼ jAnn I jjI j. Applying this
FERNANDO SZECHTMAN4formula to Ann I and making use of I  Ann Ann I we ﬁnally obtain that
I ¼ Ann Ann I . ]
Lemma 3.3. R possesses a primitive additive linear character if and only if
R has a unique minimal ideal.
Proof.
Sufficiency. Let min be the unique minimal ideal of R. Then the number of
non-primitive linear characters of Rþ is equal to the number jR=minj of
linear characters of ðR=minÞþ. Thus, jRj  jR=minj > 0 linear characters of
Rþ are primitive.
Necessity. Let min be a minimal ideal of R. As such the annihilator of min
is equal to m. On the other hand, the annihilator of m contains all minimal
ideals of R, and at the same time equals min by Lemma 3.2. Therefore, min
is unique. ]
For the remainder of this section, we shall assume that l is primitive. In
virtue of Lemma 3.3, R has a unique minimal ideal, which will be denoted by
min.
Given r 2 R, denote by l½r the additive linear character of R deﬁned by
r0/lðrr0Þ. The proof of Lemma 3.2 shows that the homomorphism r/l8lr
is bijective, whence all linear characters of Rþ are of the form l½r, r 2 R.
Write R* for the group of units of R. With this notation, all primitive linear
characters of Rþ are of the form l½k, k 2 R* . Set R*2 ¼ fk2 j k 2 R* g. If
k 2 R* we say that l and l½k are equivalent if k 2 R*2.
Lemma 3.4. ½R* : R*2 ¼ 2.
Proof. Consider the squaring epimorphism R* ! R*2. If k belongs to its
kernel then ðk  1Þðk þ 1Þ ¼ 0. As R is local this implies that k  1 or
k þ 1 2 m, but not both since 2 =2 m; thus precisely one of them is a unit,
whence k ¼ 1 or else k ¼ 1. We deduce that R* =f1;1g ’ R*2, and a
fortiori ½R* : R*2 ¼ 2. ]
In light of Lemma 3.4, there are precisely two equivalent classes of
primitive linear characters of Rþ.
4. REDUCTION TO THE FIELD CASE
Our next step consists of the construction of certain quadratic spaces over
Fq which arise quite naturally when attempting to compute GðlÞ. The basic
ingredient to this construction is the concept of core. Let I be an ideal of R
and let J ¼ Ann I . Consider the conductor ðI : J Þ ¼ fr 2 R j rJ  Ig of J
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this condition is equivalent to J 2  min.
Lemma 4.1. Cores exist. In fact, every ideal I of R which is maximal
relative to I2 ¼ ð0Þ is a core.
Proof. Suppose that J 2 is not contained in min. Then there exists r in m
such that rJ 2 ¼ min, whence r2J2 ¼ ð0Þ. It follows that I þ rJ is an ideal of R
of square ð0Þ that strictly contains I . This contradiction proves the
lemma. ]
In virtue of Lemma 4.1 the use of cores is allowed in R.
Lemma 4.2. Let I be a core and let J ¼ Ann I . Denote by ð ; Þ the
‘‘multiplication’’ map J=I 	 J=I ! min, given by
ðxþ I ; y þ IÞ ¼ xy; x; y 2 J :
Let m be a non-zero element of min and let y : Fq ! min be the map
yðr þmÞ ¼ rm; r 2 R:
Set
½ ;  ¼ y18ð ; Þ:
Then ðJ=I ; ½ ; Þ is a finite-dimensional quadratic space over Fq.
Proof. As I is a core, J=I is a vector space over Fq, and the map ð ; Þ is
well-deﬁned, symmetric and Fq-bilinear. It is also non-degenerate,
because if x 2 J =I then x =2 I ¼ Ann J , and hence there exists y 2 J such
that ½xþ I ; y þ I  ¼ xy=0. As min is a minimal ideal, y is an isomor-
phism of vector spaces over Fq. It follows that ½ ;  is a non-degenerate
symmetric bilinear form on the vector Fq-space J=I with values in Fq, as
desired. ]
Theorem 4.3. Let I be a core, let J ¼ Ann I and let d ¼ dimFq J=I .
(a) If d ¼ 0 then GðlÞ ¼ jI j.
ðbÞ If d > 0; ð ; Þ is the form on J=I defined in Lemma 4.2 and fx1; . . .
; xdg is any basis of J=I over Fq then
GðlÞ ¼ jI j
X
a1;...;ad2Fq
lða1x1 þ 
 
 
 þ adxd ; a1x1 þ 
 
 
 þ adxdÞ: ð3Þ
FERNANDO SZECHTMAN6Proof. If TðR=IÞ is a transversal of R relative to I then
GðlÞ ¼
X
r2TðR=IÞ
X
s2I
lððr þ sÞ2Þ ¼
X
r2TðR=IÞ
lðr2Þ
X
s2I
lð2rsÞ: ð4Þ
For a ﬁxed r 2 R, the map I3s/lð2rsÞ 2 C* is a linear character of I .
Since l is primitive, this is the trivial character if and only if r 2 Ann I ¼ J .
Thus
X
s2I
lð2rsÞ ¼
0 if r =2 J ;
jI j otherwise:
(
ð5Þ
This proves (a). As for (b), if TðJ=IÞ is a transversal of J relative to I then
(5) allows us to rewrite (4) as
jI j
X
r2TðJ=IÞ
lðr2Þ ¼ jI j
X
a1;...;ad2Fq
lða1x1 þ 
 
 
 þ adxd ; a1x1 þ 
 
 
 þ adxdÞ: ]
We intend to simplify (3) by choosing a suitable basis fx1; . . . ; xdg of J=I .
Definition 4.4. If ðP ; f ; gÞ is a non-zero finite-dimensional quadratic
space over Fq then the discriminant DðP ; f ; gÞ 2 f1;1g of ðP ; f ; gÞ is
defined to be 1 if the determinant of the Gram matrix of f ; g relative to any
basis of P belongs to F *q 2, and 1 otherwise.
As the determinant of the Gram matrix of f ; g gets multiplied
by a square by any change of basis in P , the above deﬁnition makes
sense.
In what follows, we shall make use of two basic properties enjoyed by
GðlÞ in the case R ¼ Fq. A proof for the prime ﬁeld case Fq ¼ Fp can be
found in [12]. The general result follows mutatis mutandis. The required
properties are as follows:
GðlÞ2 ¼
1
q
 
q ð6Þ
and
Gðl½kÞ ¼
k
q
 
GðlÞ; k 2 F *q : ð7Þ
Theorem 4.5. Let I be a core, J ¼ Ann I and d ¼ dimFq J=I . Suppose
that d > 0. Let m be any non-zero element of min. Let ð ; Þ and ½ ;  be the
forms on J=I defined in Lemma 4.2. Set D ¼ DðJ=I ; ½ ; Þ. Let %l be the
QUADRATIC GAUSS SUMS OVER FINITE COMMUTATIVE RINGS 7primitive linear character of F þq defined by
%lðr þmÞ ¼ lðrmÞ; r 2 R:
Then
GðlÞ ¼ DjI jGð%lÞd : ð8Þ
Proof. It is well-known (cf. [7, Chapt. 6]) that we can ﬁnd a basis
fx1; . . . ; xdg of J=I so that the Gram matrix of ½ ;  relative to this basis is
equal to diagðb; 1; . . . ; 1Þ; b 2 F *q . ThenX
a1;...;ad2Fq
lða1x1 þ 
 
 
 þ adxd ;1 x1 þ 
 
 
 þ adxd Þ
is equal toX
a12Fq
lðba21mÞ
X
a22Fq
lða22mÞ 
 
 

X
ad2Fq
lða2dmÞ ¼ Gð%l½bÞGð%lÞ 
 
 
Gð%lÞ
¼
b
q
 
Gð%lÞd by ð7Þ
¼ DGð%lÞd :
Combining this fact with (3) we obtain (8). ]
We wish to improve (8) by making an appropriate choice of core. Suppose
that I is a maximal core and let J ¼ Ann I . Then the quadratic space J=I
does not have any non-zero isotropic elements. It follows that the dimension
d ¼ dimFq J=I is equal to 0, 1 or 2. The case d ¼ 1 requires special attention.
Lemma 4.6. Let I be a maximal core and let J ¼ Ann I . Suppose that
d ¼ dimFq J=I is equal to 1. Choose any t in J but not in I and let m ¼ t
2. Let %l
be the primitive linear character of F þq defined by
%lðr þmÞ ¼ lðrmÞ; r 2 R:
Then the equivalence class of %l is independent of the choice of t and I .
Proof. In our case, the quantity D appearing in (8) is equal to 1.
Moreover, in virtue of Lemma 3.2 and d ¼ 1 we have jI j ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jRj=q
p
. Thus (8)
yields
Gð%lÞ ¼ GðlÞ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jRj=q
p
: ð9Þ
FERNANDO SZECHTMAN8In light of (6) both sides of (9) are non-zero. Moreover, as shown in Section
3 all primitive linear characters of F þq are of the form %l½k, k 2 F
*
q . It thus
follows from (7) and (9) that by varying t and I the linear character %l can
only be changed to %l½k2, k 2 F *q , as claimed. ]
Definition 4.7. The equivalence class ½%l defined in Lemma 4.6 will be
referred to as the class that l induces on F þq .
Lemma 4.8. If M=ð0Þ is any finite R-module then jM j ¼ qd for some
positive integer d.
Proof. Construct the Fq-spaces M=mM , mM=m2M , etc., and then
count. ]
In virtue of Lemma 4.8, we may write jRj ¼ qdR for some positive integer dR.
Definition 4.9. We shall say that R is of type 0 if R possesses an ideal
which is equal to its own annihilator (in this case dR is even by Lemma 3.2)
of type 1 if dR is odd, and of type 2 if dR is even by R does not have an ideal I
such that I ¼ Ann I .
Theorem 4.10. Let ½%l be the class that l induces on F þq when R is of type
1. Then the value of GðlÞ is given by
GðlÞ ¼
ﬃﬃﬃﬃﬃ
jRj
p
if R is of type 0;ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jRj=q
p
Gð%lÞ if R is of type 1;

ﬃﬃﬃﬃﬃ
jRj
p
if R is of type 2:
8><
>:
Proof. We divide the proof into three cases.
(a) R is of type 0. Choose an ideal I such that I ¼ Ann I . Then Lemma
3.2 and Theorem 4.3(a) give
GðlÞ ¼ jI j ¼
ﬃﬃﬃﬃﬃ
jRj
p
:
(b) R is of type 1. The result follows from (9).
(c) R is of type 2. Let I be a maximal core, let J ¼ Ann I and let
d ¼ dimFq J=I . In this case d ¼ 2 and J=I has a basis fx1; x2g, relative to
which the Gram matrix of the form ½ ;  deﬁned in Lemma 4.2 is equal
to 1 0
0 b
 
, with bq
 
¼ 1. Thus (8), (6) and jRj ¼ jJ jjI j ¼ q2jI j2 yield
GðlÞ ¼
b
q
 
jI j
1
q
 
q ¼
b
q
  ﬃﬃﬃﬃﬃ
jRj
p
¼ 
ﬃﬃﬃﬃﬃ
jRj
p
: ]
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Let K  F be ﬁnite ﬁelds of odd characteristic. Denote by tr the trace map
from F onto K. Consider the map f ; g : F 	 F ! K given by
fx; yg ¼ trðxyÞ; x; y 2 F : ð10Þ
It is well-known that f ; g is a non-degenerate symmetric K-bilinear form.
Denote by D 2 K * the determinant of the Gram matrix of f ; g relative to
any K-basis of F .
Lemma 5.1. D 2 K * 2 if and only if ½F :K is odd.
Proof. Write d ¼ ½F : K and suppose ﬁrst that d > 1. Let s denote the
Frobenius automorphism of F =K. Write F ¼ K½x and let x ¼ x1; . . . ; xd be
the distinct conjugates of x. Observe that s cyclicly permutes these elements.
We may thus view s as a d-cycle in the symmetric group Sd . On the other
hand, it is well-known that D ¼ E2, where E ¼
Q
1i5jd ðxi  xjÞ. Thus,
D 2 K *2 , E 2 K * , sðEÞ ¼ E , s 2 Ad , d is odd:
As the case d ¼ 1 is obvious, the proof is complete. ]
Theorem 5.2. Let l0 be a primitive linear character of F þp . Consider the
primitive linear character l ¼ l08tr of F
þ
q . If d ¼ ½Fq : Fp then
GðlÞ ¼
Gðl0Þd if d is even;
Gðl0Þd if d is odd:
(
Proof. Reasoning as in the proof of Theorem 4.5 we see that
GðlÞ ¼ DGðl0Þd ;
where D is the discriminant of F ¼ Fq viewed as a quadratic space over
K ¼ Fp via (10). In virtue of Lemma 5.1,
D ¼
1 if d is odd;
1 if d is even:
(
The result thus follows. ]
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This section combines the above results to produce an explicit formula for
GðlÞ. We maintain our assumptions that R is local and l is a primitive linear
character of Rþ (cf. Sections 2 and 3).
Let d ¼ ½Fq : Fp and let tr denote the trace map from Fq onto Fp. Consider
the primitive linear characters l0 and l08tr of Fp and Fq, respectively, where
l0ðtÞ ¼ exp
2pti
p
 
; t 2 Fp:
Denote by ½%l the class that l induces on F þq and by ½l
0
8tr the class of l
0
8tr.
With this notation we may now state our main result.
Theorem 6.1. ðaÞ If R is of type 0 then GðlÞ ¼
ﬃﬃﬃﬃﬃ
jRj
p
.
ðbÞ If R is of type 2 then GðlÞ ¼ 
ﬃﬃﬃﬃﬃ
jRj
p
.
ðcÞ If R is of type 1 then the value of GðlÞ is given by the following Boolean
table:
Proof. Conditions (a) and (b) are given in Theorem 4.10. Suppose
that R is of type 1. As shown in Section 3 there are two equivalence
classes of primitive linear characters of F þq , namely the class of l
0
8tr
and the class of ðl08trÞ½k, where k 2 F
*
q =F *q 2. Thus, in the
light of (7)
Gð%lÞ ¼
Gðl08trÞ if ½%l ¼ ½l
0
8tr;
Gðl08trÞ if ½%l=½l
0
8tr:
(
½%l ¼ ½l08tr d is odd p  1mod 4 GðlÞ
1 1 1
ﬃﬃﬃﬃﬃ
jRj
p
1 1 0
i
ﬃﬃﬃﬃﬃ
jRj
p
if d  1mod 4
i
ﬃﬃﬃﬃﬃ
jRj
p
if d  3mod 4
1 0 1 
ﬃﬃﬃﬃﬃ
jRj
p
1 0 0
ﬃﬃﬃﬃﬃ
jRj
p
if d  2mod 4

ﬃﬃﬃﬃﬃ
jRj
p
if d  0mod 4
0 1 1 
ﬃﬃﬃﬃﬃ
jRj
p
0 1 0
i
ﬃﬃﬃﬃﬃ
jRj
p
if d  1mod 4
i
ﬃﬃﬃﬃﬃ
jRj
p
if d  3mod 4
0 0 1
ﬃﬃﬃﬃﬃ
jRj
p
0 0 0

ﬃﬃﬃﬃﬃ
jRj
p
if d  2mod 4ﬃﬃﬃﬃﬃ
jRj
p
if d  0mod 4
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ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jRj=q
p
Gð%lÞ by Theorem 4.10, it follows that the value of GðlÞ in
row 4þ j of the table must be the opposite of the value of GðlÞ in row j of
the table, 1 j 4. Therefore, it suﬃces to verify GðlÞ in the ﬁrst four
rows of the table. In these rows we have GðlÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jRj=q
p
Gðl08trÞ. Moreover,
Gauss’ result (1) and Theorem 5.2 yield the table
The result thus follows. ]
We end the section by extending formulae (6) and (7) to our setting.
Denote by ð*R Þ : R* ! f1;1g the Legendre symbol of R, that is
k
R
 
¼
1 if k 2 R*2;
1 if k =2 R*2:
(
As the kernel of the canonical epimorphism R* ! F *q is a p-group, namely
1þm, one has
k
R
 
¼
k þm
q
 
; k 2 R* : ð11Þ
Theorem 6.2. ðaÞ GðlÞ2 ¼ ð1R Þ
dR jRj.
ðbÞ Gðl½kÞ ¼ ðkRÞ
dRGðlÞ; k 2 R* .
Proof. (a) If dR is even then GðlÞ
2 ¼ jRj ¼ ð1R Þ
dR jRj by Theorem 4.10. If
dR is odd then Theorem 4.10 and Eq. (6) yield GðlÞ
2 ¼ ð1þmq ÞjRj. As ð
1þm
q Þ
¼ ð1R Þ by (11), the result follows.
(b) If dR is even then the result follows from Theorem 4.10. Suppose
that dR is odd. Let k 2 R* . Let I be the maximal core and let J ¼ Ann I .
Choose t 2 J =I and set m ¼ t2. Deﬁne %l and l½k by means of r þm/lðrmÞ
and r þm/lðkrmÞ, respectively. Observe that
l½k ¼ %l½k þm: ð12Þ
d is odd p  1mod 4 Gðl08trÞ
1 1
ﬃﬃﬃ
q
p
1 0
i
ﬃﬃﬃ
q
p
if d  1mod 4
i
ﬃﬃﬃ
q
p
if d  3mod 4
0 1 
ﬃﬃﬃ
q
p
0 0
ﬃﬃﬃ
q
p
if d  2mod 4

ﬃﬃﬃ
q
p
if d  0mod 4
FERNANDO SZECHTMAN12Then
Gðl½kÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jRj=q
p
Gðl½kÞ by Theorem 4:10
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jRj=q
p
Gð%l½k þmÞ by ð12Þ
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jRj=q
p k þm
q
 
Gð%lÞ by ð7Þ
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jRj=q
p k
R
 
Gð%lÞ by ð11Þ
¼
k
R
 
GðlÞ by Theorem 4:10
¼
k
R
 dR
GðlÞ as dR is odd: ]
Note 6.3. An alternative proof of Theorem 6.2 that only uses the Weil
representation can be found in [13, Chapt. 5].
Note 6.4. It is clear that R is of one and only one of the types 0, 1 and 2.
It is true, but not so clear, that rings of all types exist. If R is principal, then
R is of type 0 or 1 depending on whether dR is even or odd. In particular if
R ¼ O=pl, as described in the introduction, then R is of type 0 if l is even and
of type 1 if l is odd. A principal ring cannot be of type 2. This type is non-
empty, as the following example shows.
Let R ¼ Fq½s; t, subject to the relations t2 ¼ bs2; st ¼ 0; s3 ¼ t3 ¼ 0,
where b 2 F *q . We have R ¼ Fq  Fqs Fqt Fqs2. The unique maximal
and minimal ideals of R are m ¼ ðs; tÞ and min ¼ ðs2Þ, respectively. Since dR
is even R must be of type 0 or 2.
Set I ¼ min and J ¼ m. On the basis fs; tg of J=I over Fq, the Gram
matrix of ½ ;  is equal to 1 0
0 b
 
. Thus R is of type 0 if ðbq Þ ¼ 1, and of type 2
if ðbq Þ ¼ 1.
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