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NODAL DOMAINS OF MAASS FORMS II
AMIT GHOSH, ANDRE REZNIKOV AND PETER SARNAK
ABSTRACT. In Part I we gave a polynomial growth lower-bound for the number
of nodal domains of a Hecke-Maass cuspform in a compact part of the modular
surface, assuming a Lindelöf hypothesis. That was a consequence of a topological
argument and known subconvexity estimates, together with new sharp lower-bound
restriction theorems for the Maass forms. This paper deals with the same question for
general (compact or not) arithmetic surfaces which have a reflective symmetry. The
topological argument is extended and representation theoretic methods are needed
for the restriction theorems, together with results of Waldspurger. Various explicit
examples are given and studied.
1. Introduction
This paper is a continuation of our [GRS13], which will be referred to as I. The main
result there gives a lower bound for the number of nodal domains for Maass forms on
a compact part of the modular surface. We indicated in I that the techniques there
can be modified and extended to deal with a general arithmetic surface. Our aim here
is to carry this out. The treatment in I relies heavily on the Fourier expansions of
the Maass forms in the cusp, and for a compact surface these are not available. Our
primary focus here will be on the compact cases. For the most part we use the same
notation and terminology as in I.
Let X=Γ\H be a finite area hyperbolic surface. Let ∆ be the Laplacian on functions
of X, and ψ (or φ) will denote L2-eigenfunctions with eigenvalue λψ = 14 + t2ψ > 0
(functions ψ are also called Maass forms [Ma49]). We let σ :X→X be an isometric
involution on X which is induced from a hyperbolic reflection on H. Next, we let Σ=
Fix(σ) denote the points of X fixed by σ; it consists of a union (possibly disconnected)
of piecewise geodesics in X (see Section 2). Our main interest is when Σ is compact
unlike the case in I where Σ ran into the cusps of X. By φ we will always mean a
σ-even eigenfunction of ∆ (we could just as well deal with σ-odd as indicated in the
Appendix of I). The nodal domains Ω of φ are inert or split according as σ(Ω)∩Ω is
equal toΩ or is empty. The method we use in I to produce inert nodal domains involved
three parts. The first part is a topological reduction, the second an investigation of
lower bounds of L2-restrictions of φ to Σ. This last appeals to QUE (Quantum Unique
Ergodicity [Li06]) but involves no arithmetic input. It is in the third step where we
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need φ to be a Hecke eigenfunction as well, that we assume X is arithmetic. This
allows us to use proven QUE in these cases ([Li06, So10]), subconvexity L∞-bounds
for eigenfunctions ([IS95]) and the theory of automorphic L-functions. All of these go
into the proof of our main Theorem 1.4 below.
We turn to the precise statements of our results and an outline of the paper. In
Section 2 we give an extension of Theorem 2.1 of I to a general surface X of genus g
and for a general Σ, which may be non-separating (for another proof of this extension
in the separating case, see [JZ13], Section 7);
Theorem 1.1. Let Nin(φ) be the number of inert nodal domains of φ and let nφ denote
the number of sign-changes of φ along Σ . Then
Nin(φ)≥
1
2
nφ− g+1.
In order to study the sign-changes of ψ’s along curves C in X, we examine the
restriction of ψ and its unit normal derivative ∂nψ to C . By Green’s theorem, sep-
arating variables and some elementary analysis we derive lower bounds for these
restrictions for simple closed curves C of constant geodesic curvature κ 6= 0 on a
hyperbolic surface Y, which is either H or a cylinder. In each case, the curve divides
Y into inside and outside regions, S+ and S−. We have the following type of lower
bound for κ=±1 (Propositions 3.2 and 3.4), and (3.5.2) for other κ’s for which an extra
term is needed.
Theorem 1.2. Let Y, C and S+ be as above. Then, for any eigenfunction ψ which is
in L2(S+), we have∫
C
(
|ψ(s)|2+ 1
λ
|∂nψ(s)|2
)
ds≥
Ï
S+
W(x)|ψ(x)|2 dµ,
with respective invariant measures. The function W(x) is a positive smooth weight
function depending only on Y and C , and not on ψ.
For our main application we need a lower bound as above for the case that C is a
closed geodesic (i.e. κ= 0). In this case an inequality as in Theorem 1.2 involving only
a positive weight function is not valid (see Section 3.5). However as in I one can infer
a similar lower bound if one inputs the equidistribution that comes from QUE. In I,
this was achieved using some arithmetical input as well (and for the "infinite" closed
geodesic). In Section 4 we use some representation theory and the full micro-local
Wigner measures to prove;
Theorem 1.3. Let X be a hyperbolic surface, C a closed geodesic on X and ψλ a
sequence of eigenfunctions on X satisfying QUE (that is ‖ψ‖2 = 1 and 〈Op(a)ψλ,ψλ〉→∫
T∗1 (X)
a(ξ)dµ(ξ) as λ→∞ for any zeroth order p.d.o with symbol a). Then for λψ large
enough we have ∫
C
(
|ψ(s)|2+ 1
λ
|∂nψ(s)|2
)
dsÀ 1,
here the implied constant depending only on C and X.
Starting with Section 5 and for the rest of the paper, we assume that the surface X
is arithmetic (in fact a congruence surface), which carries an involution, and that φ is
a σ-even and a Hecke eigenfunction. This allows us to bring in various arithmetical
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tools as in I. The most significant new one being Waldspurger’s formula [Wa85]
which allows one to express
∫
Σφ(s)ds in terms of the central values of L-functions
of automorphic forms on GL2/K , where K is a quadratic extension associated to the
closed geodesic Σ in X. With this and following the technique in I, we obtain our main
result;
Theorem 1.4. Let X, σ and φλ be as above. Then assuming the Lindelöf Hypothesis
for the L-functions of the GL2 cusp forms, we have that as λφ→∞
Nin(φλ)Àε λ
1
27−ε
φ
,
for any ε> 0. The implied constant depends only on ε, X and σ.
Remark 1.5.
(a). As noted in I, this lower bound is no doubt far from the truth. From [TZ09] it
follows that Nin(φλ)¿ λ
1
2
φ
and this upper bound is probably sharp. As far as split
nodal domains we do not know how to produce any of them in spite of the fact that
they are probably the vast majority. The expectation is that Nsplit(φλ)∼ c Area(X)4pi λφ ,
where c> 0 is the Nazarov-Sodin constant [NS09]
(b). If X comes from a quaternion algebra defined over Q (rather than a more general
totally real field k), then the exponent 127 can be replaced by
1
24 , see Section 5 .
In Section 6 we examine in some detail a variety of examples of arithmetic sur-
faces X with involutions σ and the corresponding set Σ, to which our results apply.
Examples are given, for non-compact X for which Σ has (i) disjoint components, (ii)
is separating and (iii) is non-separating. The compact examples include a descrip-
tion of Σ which is made of closed geodesic arcs. A number of these examples were
investigated (including detailed figures) in Fricke and Klein [FK].
To end, we point to a significant advance in the recent preprint [JJ15]. Using
results in [CTZ13] they first give a localised (i.e. to a piece of geodesic) version
of Theorem 1.3 which is valid more generally (i.e. is not restricted to hyperbolic
surfaces). They then go on to introduce a novel method of studying weak limits of
renormalizations of the restrictions of the φλ’s in Theorem 1.4 to Σ, and in particular
the positive definiteness of their Fourier transforms. Using this they prove without
any hypothesis that in the setting of Theorem 1.4, Nin(φλ) (and so afortiori N(φλ) )
goes to infinity with λ!
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2. Geometric preliminaries
2.1. The fixed point set.
Let G =PSL2(R) and K be the maximal compact subgroup of G. Let σ denote the
orientation reversing isometry on G/K =H given by σ(z) = −z. Let Γ be a discrete
subgroup of G satisfying the condition σΓσ = Γ, so that if (a bc d ) is in Γ, then so is( a −b
−c d
)
. For α and β in G, we will write α∼ β mod Γ to mean α= γβ for some γ ∈ Γ
(if the group is clear, we shall drop the “mod Γ”). We denote by αˆ the element σασ, so
that for the groups under consideration, αˆ ∈Γ if α ∈Γ. It is clear that α̂β= αˆβˆ, so that
if α∼β, then αˆ∼ βˆ. We note that kˆ= k−1 for all k ∈K , and if A denotes the diagonal
matrices in G then aˆ= a for all a ∈ A. Also for S = (0 −11 0 ) one has Sˆ = S in G.
Let X=Γ\H=Γ\G/K . Then σ lifts to σ∗ on X, and is given by σ∗(Γz)=Γσz. Since
σΓσ=Γ, this is well-defined as Γz=Γw implies Γσz=Γσw.
For any map f : M → M, let Fix( f ; M) = {z ∈ M : f (z) = z}. Then if I denotes the
imaginary axis in H, we have Fix(σ;H)=I . We now prove the following
Proposition 2.2. Suppose Γ is a cocompact, torsion free discrete subgroup of G
satisfying σΓσ= Γ. Then there exist a finite set of elements h1, h2, . . ., hR in G such
that
Fix(σ∗,X)=
R⋃
i=1
ΓhiI ,
with the latter a disjoint union, with hˆih−1i ∈Γ for all i.
We require the following
Lemma 2.3. For an arbitrary Γ<G, Γw ∈Fix(σ∗,X) if and only if there exists a g ∈G
with w= gi and gˆg−1 ∈Γ. Moreover, if Γ is torsion-free, there are exactly two elements
g and gS satisfying the conditions.
Proof. If g exists, then writing gˆ = γg, we have σ∗Γw = Γσgi = Γ gˆi = Γγgi = Γw so
that Γw ∈Fix(σ∗,X).
Conversely, Γw ∈ Fix(σ∗,X) implies Γw = σ∗Γw = Γσw, so that Γhi = Γhˆi for any
h ∈G with w= hi. Then there exists k ∈ K so that hˆkh−1 ∈ Γ. Writing k = η−2 with
η ∈K and putting g= hη gives us the conclusion for the first part.
For the second part, suppose Γw ∈Fix(σ∗,X) with w= g1 i = g2 i. Putting h= g−12 g1,
we see that h ∈K and hˆh−1 ∈ g−12 Γg2, so that h−2 ∈ g−12 Γg2∩K , a finite group. Since
Γ is torsion-free, so is g−12 Γg2 and so h
2 = I. Hence g1 = g2 or g1 = g2S.

Proof of Prop.2.2. Let g ∈G satisfy the conditions in the lemma for a given w, so
that if we identify g with gS, the former is determined uniquely by w. For each
a ∈ A, let wa = gag−1w = gai. Then since any element in A commutes with S, one
can identify wa with ga. Moreover, ĝa(ga)−1 ∈ Γ so that wa ∈Fix(σ∗,X). Thus, Γwa
with a ∈ A determines a curve ΓwA in X consisting of fixed points of σ∗ for any
Γw ∈Fix(σ∗,X).
These curves are disjoint as follows: suppose Γz ∈Fix(σ∗,X) with associated curve
ΓzA and suppose ΓwA and ΓzA have a point in common. Then there exist γ j ∈Γ, a j ∈ A
and g j ∈G satisfying γ1 g1a1 i = γ2 g2a2 i, with gˆ j g−1j ∈ Γ for j = 1 and 2, and with
g1 i =w and g2 i = z. It follows that if h j = g ja j, then there is a γ ∈Γ with h−12 γh1 ∈K .
Thus γh1 i = h2 i, with γ̂h1(γh1)−1 ∈ Γ and hˆ2h−12 ∈ Γ. Since Γh2 i = Γh1 i ∈Fix(σ∗,X),
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it follows from Lemma 2.3 that γh1 = h2 or γh1 = h2S. Since S commutes with A, we
have either Γg1 A =Γg2 A or Γg1 A =Γg2 AS, so that ΓzA =ΓwA .
Let A∗ = A∪AS, the subgroup of G mapping I to itself. Then from the discussion
above, we have
Fix(σ∗,X)= ⋃
h∈Γ\G/A∗
ΓhI ,
where in the (disjoint) union, h satisfies hˆh−1 ∈ Γ. The set S of representatives h
forms a discrete set, since if h ∈S and hi → h in S , then putting γi = hˆih−1i and
γ= hˆh−1 in Γ gives us γi → γ. Discreteness of Γ implies for all i and j large enough,
γi = γ j, that is h−1j hi = h−1j hi, so that hi = h ja for some a ∈ A. Then Γhi A∗ =Γh j A∗.
Since Γ\H is compact, so is S and finiteness follows.
The proposition above shows that Fix(σ∗,X) is a finite union of connected compo-
nents, each an image of a geodesic in H. We now show
Theorem 2.4. For Γ is a cocompact, torsion free discrete subgroup of G satisfying
σΓσ=Γ, the connected components of Fix(σ∗,X) are closed geodesics in X.
Remark 1. If Γ is not torsion free, then each connected component is the image of
a geodesic arc (explicit examples are given in Section 6). If there is any advantage
to having closed geodesics as components of the fixed point set, as considered in
Sections 4 and 5, one may do so as follows. By the Malcev-Selberg lemma, there is a
subgroup Γ′ <Γ of finite index that is torsion free. However we need Γ′ to satisfy the
normalizing condition σΓ′σ=Γ′. Since σΓ′σ is also a finite index subgroup of Γ, the
set Γ∗ =Γ′∩σΓ′σ is a finite indexed torsion free subgroup of Γ satisfying σΓ∗σ=Γ∗.
Thus, one may descend to such a subgroup if necessary.
Proof. Let εX > 0 be the injectivity radius of X. Choose a connected component C in
Fix(σ∗,X), with say the point Γz on it. As in Prop. 2.2, let h ∈Γ\G/A∗ with hi = z, so
that C =ΓhI . Let 0< ε< 12εX and subdivide I into subintervals I j of length ε with
i as an endpoint. The subintervals determine discs D j in X covering C with 1≤ j ≤R,
with each disc of radius 12ε mapped locally homeomorphically to a disc in H , each
containing a segment of I . By choosing ε small enough, we can ensure that each D j
contains no other arcs of components of Fix(σ∗,X) except C .
Let l > 1 be a parameter chosen sufficiently large later on and let Il consist of the
subinterval in I with endpoints at i and il. For each j, let n j denote the number
of images of the subintervals of Il in A j, and of each such image, let l jk denote the
length with 1≤ k≤ n j. Then
log l =
R∑
j=1
n j∑
k=1
l jk ≤C
R∑
j=1
n j,
for some constant C > 0 independent of l. Moreover,
R∑
j=1
Area(A j)¿Area(X),
so that there is a constant Dε > 0 with R ≤ DεArea(X). Choosing l large enough
ensures that
∑R
j=1 n j ≥ R + 1, so that there is a disc A0 containing at least two
images of subintervals of I . Since locally each neighbourhood of I contains only one
segment of I , by the homeomorphism h the images in A0 must be identical, so that
C is closed. 
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2.5. The nodal count.
Let Y be any compact surface of genus g≥ 0, possibly with boundary. Let C be a
finite set of ovals (i.e. closed simple curves) on Y satisfying (i) two distinct ovals have
no common points and (ii) ovals never have boundary points. Let N(Y,C) denote the
number of connected components of Y\C. Then we have
Proposition 2.6. N(Y,C)≥ |C|− g+1.
Proof. We proceed by induction on g. If g= 0, then N = |C|+1 as required. Assume
the result for any such surface with genus less than g≥ 1. Let γ ∈C. There are two
cases depending on whether γ is separating or not.
If γ does not separate, so that Y\γ is connected, we cut along γ to obtain a new
surface Y1 with genus g−1 with oval set C1 =C\γ. There are now |C|−1 ovals on Y1,
and they do not intersect the boundary due to the assumptions made for C. Then, by
induction,
N(Y,C)=N(Y1,C1)≥ |C1|− (g−1)+1= |C|−1− (g−1)+1= |C|− g+1.
Next, suppose γ separatesY so thatY=Y1⊕Y2 with corresponding genus g i satisfying
g= g1+g2. The ovals remaining in C\γ separate into two subsets so that C\γ=C1∪C2
with |C1|+ |C2| = |C|−1. If both g1 and g2 are not zero, we can proceed inductively to
get
N(Y,C)=N(Y1,C1)+N(Y2,C2)≥ (|C1|− g1+1)+ (|C1|− g2+1)= |C|− g+1.
If either g1 = 0 or g2 = 0 (and not both), then Y1 or Y2 determines a connected
component of Y\C. Thus we conclude that either γ determines a connected component
of Y\C or if not then necessarily N(Y,C)≥ |C|− g+1. We now repeat this argument
with another choice for γ. Repeating at least |C|− g+1 times gives us the result. 
Suppose Y has an involution ω.
Lemma 2.7. A simple ω-invariant, closed curve on Y can intersect Fix(ω,Y) in at
most two points.
Proof. Let C be a simple closed curve in Y that is ω-invariant. Let η : S → C be
an injective homeomorphism from the unit circle to C . Then η−1ωη : S → S is an
involution on the circle. Suppose C intersects Fix(ω,Y) at z, say and put z = η(t).
Then ω(z) = z implies η−1ωη(t) = t so that t is a fixed point of an involution of S.
Hence, the number of t’s does not exceed two. 
Remark 2. The Prop.2.6 and Lemma 2.7 above are valid on non-compact surfaces
Y, where we allow a finite number of cusps. An additional requirement is that the
set of ovals C satisfy the condition that for any cusp, there is a neighourhood devoid
of points from C. Then, after compactification the arguments above hold for such
surfaces.
Let Y be a genus g ≥ 0, compact orientable Riemannian manifold of dimension
two, and suppose it has an orientation reversing isometry σ. Let φ be an even
eigenfunction of the Laplace operator on Y, so that φ(σz)=φ(z). The nodal set Zφ of
φ consists of smooth curves with possible self-intersections. The complement Y\Zφ
is a finite union of connected components and its number is denoted by N(φ). To
obtain a lower bound for N(φ), the argument in [GRS13] shows that we may deform
the nodal set to remove the singularities without increasing the number of nodal
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domains. Thus, in what follows, we may assume that the deformed curves are smooth
and simple. Since φ is even, the nodal set is invariant under σ.
Let Σ denote Fix(σ,Y). In general, it is known that Σ is the disjoint union of a
finite number (not exceeding g+1) of curves and that the nodal set intersects Σ
orthogonally. If z is a sign-change of φ on Σ, then a nodal curve Cz emanates from it
and must terminate at Σ. The reflected curve σCz has the same endpoints so that
we obtain a simple smooth closed curve, an oval, which determines an inert nodal
domain. These ovals satisfy the conditions of Lemma 2.7 so that they have at most 2
intersections with Σ. Let nφ denote the total number of sign-changes of φ on Σ. Let A
be the number of ovals with intersection number one, and B with number two. Then
A+2B= nφ while the number of ovals is A+B, so that |C| ≥ 12 nφ in Prop.2.6. Then,
Prop.2.6 gives us Theorem 1.1 .
Remark 3. As mentioned before, this is valid for noncompact manifolds with a finite
number of cusps provided that there are no nodal curves in a neighbourhood of each
cusp.
2.8. Trees and connectivity.
Consider the nodal set of a function φ on a surface X, and assume it is non-singular.
We construct a tree associated with the nodal domains as follows: to each nodal
domain we associate a vertex v, with edges connecting vertices that correspond to
neighbouring nodal domains (with a common boundary), so that the degree deg(v)
counts the number of neighbours of a given nodal domain. If we remove a vertex v, the
tree decomposes into deg(v) connected components, and so the average connectivity
is given by 2|E||V | . where |E| and |V | are the number of edges and vertices respectively.
Since the number of faces and the genus is bounded, Euler’s formula shows that the
average connectivity is 2+O( 1|V | ). This tends to 2 as the number of nodal domains
grow. We also note that the tree contains a connected subtree consisting of the vertices
corresponding to the inert nodal domains (since the involution fixes the corresponding
vertices and edges), and the average connectivity of this subtree is also asymptotically
2.
In Figure 1, we have a part of the nodal set for an eigenfunction corresponding
to the eigenvalue λ= 14 + (125.52)2 on the modular surface from [HeR92], with the
associated tree in Figure 2. The dark dots denote the inert domains while the light
dots one-half of the split domains (the split domains occuring in pairs). The numbers
at the nodes count the total number of neighbours and also the number of inert
domains, if there is a mixture.
3. Soft restriction lower bounds
In this section, we give some explicit lower bounds for certain combinations of the
L2-norms of an eigenfunction and its normal derivative, restricted to some chosen
closed curves on surfaces. More precisely, we consider certain families of closed
curves Cζ depending on a parameter ζ≥ 0 and, for a real valued eigenfunction ψ with
eigenvalue λψ > 0 we construct a functional G (ψ,ζ) given by
G (ψ,ζ)= a(ζ)
∫
Cζ
ψ2ds+ b(ζ)
λψ
∫
Cζ
(∂nψ)2ds− c(ζ)
λψ
∫
Cζ
(∂sψ)2 ds,
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FIGURE 1. λ= 14 + (125.52)2 from [HeR92]
FIGURE 2. Associated tree of Fig. 1
where a,b and c are explicit non-negative functions of ζ, independent of ψ, with ∂nψ
a normal derivative and ∂sψ a tangential derivative.
For the cases under consideration, G (ψ,ζ) is an increasing function of ζ; we find
that G (ψ,ζ)−G (ψ,0) is the L2-integral of a positively weighted multiple of ψ2 (by
Green’s theorem). In the first two examples, the curve C0 is a point and so the
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functional vanishes there, giving us a suitable lower bound for the restrictions. For
the last case, C0 is a (closed) geodesic and we cannot show that G (ψ,0)≥ 0.
3.1. Hyperbolic circles.
Let CR be a hyperbolic circle on H centered at z= i with radius R . In hyperbolic
polar coordinates r and θ, this means r =R and 0≤ θ ≤ 2pi where z= x+ i y satisfies
x= sinh rsinθ
cosh r+sinh r cosθ and y=
1
cosh r+sinh r cosθ .
The hyperbolic Laplacian then becomes ∆=−( ∂2
∂r2 + coth(r) ∂∂r + 1sinh2(r)
∂2
∂θ2
). Let ψ=
ψ(r,θ) be a real valued bounded eigenfunction with eigenvalue λψ > 0.
Consider any real smooth functions U(r,θ) and V (r,θ), periodic in θ with period
2pi and satisfying additionally that U(0,θ)= 0 for any θ. Then, we have the trivial
(3.1.1)
∫
CR
Udθ =
Ï
BR
(
∂U
∂r
− ∂V
∂θ
)
drdθ ,
where BR = {(r,θ) : 0≤ r ≤R and 0≤ θ ≤ 2pi} is the hyperbolic disc determined by CR .
We apply this formula with the choice U(r,θ)=λψ sinh2(r)ψ2+sinh2(r)(∂rψ)2−(∂θψ)2
and V (r,θ)=−2(∂rψ)(∂θψ). One checks that U(0,θ)= 0 as follows: ψ has a Fourier
expansion of the form
ψ(r,θ)= ∑
n∈Z
aψ(n)W|n|,tψ (cosh r)e
inθ,
where the functions W are the real valued Mehler functions W|n|,tψ (s)= P−|n|− 12+itψ (s).
At s = 1, they vanish for all n 6= 0, and is one when n = 0, so that ∂θψ(0,θ) = 0.
Substituting U and V in (3.1.1) and using the Laplacian gives us
sinh2(R)
λψ ∫
CR
ψ2dθ+
∫
CR
(∂rψ)2dθ
− ∫
CR
(∂θψ)2dθ
= 2λψ
Ï
BR
cosh(r)ψ2dµ,
(3.1.2)
where we have used dµ = sinh(r)drdθ as the invariant area measure. Since the
invariant arclength measure on the circle is ds= sinh(R)dθ, this gives us
Proposition 3.2. Let CR denote a hyperbolic circle with fixed positive radius R.
Then, ∫
CR
ψ2ds+ 1
λψ
∫
CR
(∂nψ)2ds≥ 2sinhR
Ï
BR
cosh(r)ψ2 dµ,
where ∂nψ is the normal derivative.
3.3. Closed horocycles.
The proof here is similar to the one above. For a positive number A > 0 we consider
the cylinder YA = {z= x+ i y : y≥ A and − 12 < x≤ 12 }⊂H, where we identify the two
vertical sides and include a cusp at infinity. Let∆=−y2( ∂2
∂x2+ ∂
2
∂y2 ) be the Laplacian and
let ψ(z) is a real-valued eigefunction on YA with the eigenvalue λψ = 14 + t2ψ, periodic
in x and vanishing at the cusp. We assume that ψ is L2 in YA . For A ≤ Y < Y0 we
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consider the image of the rectangle RY ,Y0 = {z = x+ i y ; Y ≤ y≤Y0 and − 12 < x≤ 12 }
in YA (we will denote RY ,∞ by RY ).
We apply Green’s theorem on R2 to the oriented rectangle R =RY ,Y0 in the form∫
∂R Pdx+Qdy=
Î
R
(
∂Q
∂x − ∂P∂y
)
dxdy. We choose P = λψy2 ψ2+ (∂yψ)2− (∂xψ)2 and Q =
−2(∂xψ)(∂yψ) so that
(
∂Q
∂x − ∂P∂y
)
= 2λψy3 ψ2. Since ψ is periodic in x, the contribution
from the vertical integrals cancel. For A ≤ y<∞, denote by C y the closed loop on YA
given by the points z= x+ i y, with − 12 < x≤ 12 . Then we have∫
CY
(
λψ
y2
ψ2+ (∂yψ)2− (∂xψ)2
)
dx=
∫
CY0
(
λψ
y2
ψ2+ (∂yψ)2− (∂xψ)2
)
dx
+2λψ
Ï
RY ,Y0
ψ2
1
y3
dxdy .
We now let Y0 →∞ so that the integral over Co vanishes. This is due to the fact that
ψ has a Fourier expansion of the form
ψ(z)=py∑
n 6=0
aψ(n)Kitψ (2pi|n|y)e2piinx,
where Ks(y) is the MacDonald-Bessel function having exponential decay in y and
the Fourier coefficients have at most polynomial growth in n. Using the invariant
arclength measure ds=Y−1dx on CY , we have
Proposition 3.4. For fixed Y ≥ A and ψ as above,
(3.4.1)
∫
CY
ψ2ds+ 1
λψ
∫
CY
(y∂nψ)2ds≥ 2Y
Ï
RY
ψ2 y−1 dµ,
where ∂nψ is the normal derivative.
The Proposition is sharp in the following sense: suppose there are smooth positive
functions α(y) and G(y) such that
(3.4.2)
∫
CY
ψ2ds+ 1
λψ
∫
CY
(y∂nψ)2ds≥ 2α(Y )
Ï
RY
ψ2G(y) dµ ,
for all Y ≥ A and eigenfunctions ψ. We seek α and G that maximize the right hand
side and so may assume that α(Y )G(y) ≥ Y y−1 for all y ≥ Y ≥ A. By substituting
the Fourier series for ψ in (3.4.2) , one sees that (3.4.2) holds with ψ replaced by
K∗itψ (ny) for each n≥ 1, where K
∗
itψ
(y)=pyKitψ (y) satisfies the differential equation
z′′(y)+a(y)z(y)= 0 with a(y)= λψy2 −1. Put u(y)= a(y)K∗itψ (y)
2+ (∂yK∗itψ (y))
2 where ∂y
is the derivative with respect to y. Then one sees that u′(y)=−2λψy3 K∗itψ (y)
2 so that
u(y)= 2λψ
∫∞
y K
∗
it(y)
2 y−3dy . We then conclude from (3.4.2) with n= 1 that
Y K∗2itψ (Y )≥ 2λψ
∞∫
Y
K∗2itψ (y)
(
α(Y )G(y)− Y
y
)
dy
y2
≥ 0.
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Suppose for some δ > 0 we have (α(u)G(v)− uv ) > δ for (u,v) ∈ [u0,u1]× [u,v1]. We
choose Y = u0 so that
Y K∗2itψ (Y )≥ 2δλψ
v1∫
Y
K∗2itψ (y)
dy
y2
≥ 2δλψ
Y+δ∫
Y
K∗2itψ (y)
dy
y2
,
for δ small enough, independent of λψ. Letting λψ→∞ and noting that the asymp-
totics of the Bessel functions on both sides are of comparable size, we derive a
contradiction. Hence α(Y )G(y)=Y y−1 in (3.4.2).
For the modular surface with the standard fundamental domain truncated at
y= A = 1 we may apply Prop. 3.4 to a Maass eigenform. The curves CY correspond
to closed horocycles with Y ≥ 1. The double integral in (3.4.1) can then be bounded
below by a constant using arithmetic QUE (compare with Theorem 1.1 of [GRS13]).
3.5. Closed geodesics.
The situation here starts the same way as the preceding two cases. We consider a
compact surface which we view as a cylinder, closed at one end and having a circular
boundary (a closed geodesic) at the other. This can be obtained by the action of Γ, a
cocompact subgroup of PSL(2,R), on H. Let ` denote a closed geodesic on X = Γ\H.
We transform the group to a conjugate group so that the closed geodesic is the arc
{z= i y : 1≤ y≤ k} where k> 1 and γ=
(p
k 0
0 1p
k
)
∈Γ. Using geodesic polar coordinates
(ρ,θ), we have x= eθtanh ρ and y= eθsech ρ so that the closed geodesic corresponds to
ρ = 0 and 0≤ θ ≤ κ, with the endpoints identified and with κ= logk. Let φ(z)=φ(ρ,θ)
be an even L2(X)-normalised Maass form with eigenvalue λφ = 14 + t2φ, satisfying
φ(ρ,θ+κ) = φ(ρ,θ) and ρ ≥ 0. Then, we consider the cylinder Rζ = {(ρ,θ) : 0 ≤ ρ ≤
ζ and 0≤ θ ≤ κ} (giving us a flared cylinder on X). Let `ζ denote the closed curve on X
given by ρ = ζ, so that `= `0 is the closed geodesic.
The (even) eigenfunction φ has the Fourier expansion of the type
(3.5.1) φ(ρ,θ)= ∑
n∈Z
αncn(sinhρ)e(
nθ
κ
) ,
where cn(s)= eiµn− 12+itφ (s) is a conical function with µn =
2pi|n|
κ
. These conical functions
are real and even, satisfying eiµn− 12+itφ
(0)= 1 and dds e
iµn
− 12+itφ
(0)= 0 (see [Du13]).
We apply Green’s theorem as in the previous cases : here we choose
P(ρ,θ)=λφ cosh2(ρ)φ2+cosh2(ρ)(∂ρφ)2− (∂θφ)2 and Q(ρ,θ)=−2(∂ρφ)(∂θφ).
If we put G(ζ)= cosh2(ζ)
(
λφ
∫
`ζ
φ2dθ+∫`ζ (∂ρφ)2dθ)−∫`ζ (∂θφ)2dθ, we conclude that
(3.5.2) G(ζ)=G(0)+2λφ
Ï
Rζ
sinh(ρ)φ2dµ.
To obtain the analog of the propositions in the two cases considered above, it would
be ideal if one could show G(0)≥ 0. However in this generality, that is not true . This
can be seen quite easily since the Fourier expansion implies that
G(0)= κ∑
n
α2n(λφ−µ2n),
so that if φ is supported only for n with µn >
√
λφ we have G(0)< 0. If one were to in-
cooperate the term β(ζ) := ∫`ζ (∂θφ)2dθ from G(ζ) into G(0), then using the asymptotics
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of the conical functions [Du13], (8.18) for µn > (1+δ)
√
λφ, the corresponding terms in
the sum for G(0)+β(ζ) can be shown to be positive. There remains a resonance range
(see Remark 4.5) of n’s with
√
λφ <µn ≤ (1+δ)
√
λφ for which we are unable to show
positivity due to the fluctuations of the conical functions. However it is possible to
obtain an inequality with an error term if one assumes some strong conditions on the
size of the Fourier coefficients.
The question remains if one can show for a closed geodesic `0 an analog of (3.4.2)
of the following form: does there exist a function G(ρ)≥ 0 but not always zero, such
that ∫
`0
φ2dθ+ 1
λφ
∫
`0
(∂ρφ)2dθ ≥ 2
Ï
Rζ
G(ρ)φ2dµ,
for some ζ> 0 ? We find that this too is not possible. Using the Fourier series above
and the properties of the conical functions on the closed geodesic, it follows that there
is a δ> 0 small enough, and a ζ> 0 such that for all n ∈Z
κ≥ 2δ
Ï
R
ζ,ζ+δ
(
eiµn− 12+itφ
(ρ)
)2
sinh(ρ)dρ.
We now use the asymptotics of the conical function off the closed geodesic. By
[Du13], (8.18) we have that for n in a suitable range (see above) relative to λφ→∞
and ζ, one can make the conical function grow exponentially in the parameter tφ so
that we have a contradiction, giving us G(ρ)= 0.
4. Uniform lower bound for the norm of a geodesic restriction
Our aim here to prove Theorem 1.3. We show that it is a consequence of the QUE
property of eigenfunctions. We use representation theory of the group PGL2(R) to
carry out the necessary analysis. There is no arithmetic input in this section (beyond
the fact that QUE is known only in the arithmetic situation).
4.1. Restriction to closed geodesics.
Let X be a compact oriented Riemann surface endowed with a hyperbolic Riemann
metric gX, the corresponding (positive) Laplace-Beltrami operator ∆ and the volume
element dXvol as in Section 2.1. Let `⊂X be a closed geodesic. We are interested in
a lower bound for the L2-norm of the restriction to ` for eigenfunctions with large
eigenvalue. We denote by ψτ an L2-normalized (i.e., by ‖ψτ‖L2(X) = 1) eigenfunction of
∆ with the eigenvalue λ= (1−τ2)/4, τ ∈ iR∪(0,1] (slightly deviating from our previous
notation λψ = 14 + t2ψ).
Our results are applicable to sequences of Maass forms satisfying a certain equidis-
tribution property called the quantum unique ergodicity (QUE) property. In simple
words, QUE for a sequence {ψτi }
∞
i=1 of eigenfunctions means that the probability mea-
sures |ψτi |2dXvol became equidistributed on X when λi →∞. In practice, one needs
to extend the equidistribution property to microlocalization of eigenfunctions. This is
done in representation-theoretic language by Zelditch in [Ze86], [Ze87] (see Section
4.9.1 for the exact formulation we use). According to the theorem of Shnirel’man (see
[Sh74], [CdV85], [Ze87]) any orthonormal basis of Maass forms contains a full density
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subsequence satisfying the QUE property. In fact, it was conjectured in [RS94] that
QUE holds for a complete orthonormal basis for a general compact hyperbolic surface.
QUE is known to hold for arithmetic surfaces coming from congruence subgroups and
for the special (arithmetic) basis of Hecke-Maass forms thanks to the striking work of
Lindenstrauss [Li06] (see also [BL15] for results involving just one Hecke operator).
Theorem 4.2. Let {ψτi }
∞
i=1 be a sequence of Maass forms satisfying the QUE property.
There exists a constant a> 0 such that the following bound holds:
(4.2.1)
∫
`
(|ψτi |2+λ−1i · |∂nψτi |2)d`≥ a
for all i. Here ∂nψτ denotes the normal derivative along the closed geodesic `⊂X.
Remark. The constant a in the theorem is non-effective as long as the rate of conver-
gence in QUE is not known.
Our proof uses in an essential way the full force of QUE on the co-tangent bundle
of X. We approach the related analysis via representation theoretic language.
We describe now the translation of the restriction problem into the well-known
representation-theoretic language introduced by Gelfand and Fomin (see [Bu], [GGPS],
[L] among many other sources).
4.3. Representation theory.
4.3.1. Group action. Let G = PGL2(R). We denote by G+ the neutral connected
component of G , and by G− the second connected component. In what follows it is
crucial that we work with both components. The reason is that we will use the crucial
multiplicity one property (which fails for G+ 'PSL2(R)). We will identify the compact
subgroup K from Section 2.1 with K =PSO(2,R)⊂G. As before, there exists a lattice
Γ ⊂ G+ such that the Riemann surface X is given by the quotient X ' Γ\G+/K . We
denote by Z =Γ\G what we call the automorphic space and by Z± =Γ\G± two of its
connected components. The Riemann surface X− = Z−/K is naturally identified with
the orientation reversed copy of X. Let R be the right action of G on functions on
Z (i.e., R(g) f (x) = f (xg)). We extend the volume element on X to the G invariant
measure µ on Z. The representation R becomes a unitary representation of G on
L2(Z,µ).
Let A = {diag(a,b)}/{diag(a,a)} ⊂ G be the full (disconnected) diagonal subgroup,
and denote by A± = A∩G± its connected components. Let δ=
(−1
1
) ∈GL2(R), and
we denote by the same letter the corresponding element in G (in general, we will often
construct elements in G by their representatives in GL2(R)). We have A = A+ · 〈δ〉. We
now consider closed A-orbits. To a (closed) geodesic `⊂X there corresponds a (closed)
A+-orbit in Z+, which we denote by the same letter `. If `⊂ Z+ is a closed A+-orbit,
then l = ` ·A = `∪` ·δ⊂ Z is a closed A-orbit consisting of two connected components
l± ⊂ Z± interchanged by δ. We have then the pointwise stabilizer subgroup Al =
StabA l =StabA+`= 〈al〉 'Z, where a¯l = diag(eq, e−q) ∈ A+, q> 0, is an element which,
as in Section 3.5, is conjugated to a primitive hyperbolic element γl ∈Γ corresponding
to the closed geodesic ` on X (i.e., g−1l γl gl = a¯l for an appropriate gl ∈ G+ and the
corresponding geodesic is given by `= gl A+ · i ⊂X'Γ\G+/K).
We fix an A-invariant measure dl on l (e.g., consistent with the Riemannian length
of `).
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We consider characters of the disconnected group A. Any such unitary character
is given by χs,² (a¯)= |a|s ·sign(a)², where a¯= diag(a, |a|−1) ∈ A, s ∈ iR, and ² ∈ {0, 1}. A
character is called even if ²= 0 and odd if ²= 1 (note that χs,²(δ)= (−1)²).
We next consider characters which are trivial on the subgroup Al . These are given
by χsn,² with sn = 2piin/q, n ∈Z, and ² ∈ {0,1}.
We now construct A-equivariant functionals on the space of smooth functions
on Z. Let l ⊂ Z be a closed A-orbit as above. We fix a point α0 ∈ l and associate
the function χ·(α0 · a¯) = χ(a¯) to any character χ = χsn,² which is trivial on Al . This
gives rise to an A-equivariant functional dautχ : C
∞(Z)→C given by the integration
dautχ ( f )=
∫
t∈l f (t)χ¯
·(t)dl. The functional dautχ is χ-equivariant with respect to the right
action of A: dχ(R(a¯) f )= χ(a¯) f .
4.3.2. Maass forms and representations. Let ψτ be a Maass form as above. By
the principle of Gelfand and Fomin ([GGPS]), ψτ generates an irreducible unitary
representation Vψτ of the principal series under the action of PSL2(R) on the space
L2(Z+,µ) (in fact, we only consider the smooth part Vψτ ⊂C∞(Z+) of the corresponding
representation). Such a representation is called an automorphic representation (of
PSL2(R)). The function ψτ ∈Vψτ corresponds to (up to a multiple) the unique (up to a
scalar) K-invariant function in Vψτ under the natural imbedding C
∞(X)⊂C∞(Z+).
For reasons explained later (i.e., uniqueness of invariant functionals), we need
to switch to representations of G. To do this, we extend the function ψτ ∈ C∞(Z+)
to a δ-even function ψ˜τ : Z → C by ψ˜τ(zδ) = ψτ(z) for z ∈ Z+. It is then easy to see
that the (smooth) representation Vψ˜τ ⊂C∞(Z) of G generated by ψ˜τ is an irreducible
representation of G. In fact, one can easily see that the space generated by the
function ψτ extended by zero to Z− is the sum of two irreducible representations of G.
The second irreducible component is generated by ψτ extended to a δ-odd function
on Z. Note that the restriction of functions on Z to functions on Z+ maps Vψ˜τ to Vψτ .
While this is not the restriction of a representation of G to a representation of G+, it
commutes with the action of G+.
Remark 4.4. We also would like to point out that the action of δ on functions on
Z should not be confused with a symmetry σ of the Riemann surface X stabilizing
a geodesic which we crucially exploit in Section 2.1. The element δ is a part of a
general setup we use and comes from the action of G on connected components of Z.
In particular, this is present for all Riemann surfaces and not only for those with
σ-symmetry. This is the reason our restriction Theorem 4.2 holds for a general surface
and a closed geodesic. The (orientation reversing) symmetry σ appears once we have
identification of surfaces X and X− .
All unitary representations of G are well-known, and in particular could be modeled
in spaces of homogenous functions on R2\{0} (or in spaces of functions on S1, R, etc.).
We will always work with the spaces of smooth vectors of such representations. In fact,
we consider principal series representations of GL2(R) which are trivial on the center.
These are parametrized by two parameters τ ∈ iR and ε ∈ {0,1}. The corresponding
space Vτ,ε could be realized as the space of even smooth homogeneous functions of
the homogeneous degree τ−1 on the plane R2\{0}, that is f (α · x) = |α|τ−1 f (x) for
x ∈ R2\{0} and t ∈ R×. The action of GL2(R) which is trivial on the center is given
by the natural action on R2, namely piτ,ε(g) f (x)= f (g−1 · x)|det(g)| τ−12 sign(det(g))ε for
g ∈GL2(R). Hence the evenness condition is required since −1 ∈GL2(R) should act as
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the identity. The invariant norm on such a representation is given by the (normalized
by 1/2pi) integration over S1 ⊂R2.
By restricting homogeneous functions to S1 ⊂R2 we obtain the circle model of the
representation Vτ,ε ' C∞even(S1), and by restricting to the line {(x,1)| x ∈ R} ⊂ R2 we
obtain the line model. Smooth vectors in the line model are smooth functions on R
with a certain polynomial decay at infinity. These models are convenient for various
computations.
We can view the automorphic representation Vψ˜τ ⊂ C∞(Z) as a realization of
the model representation Vτ,ε. Namely, we will denote by νψ˜τ : Vτ,ε→ Vψ˜τ the cor-
responding G-map which we will assume to be an isometry. We will denote by
ψv = νψ˜τ (v) ∈C∞(Z) the image of a vector v ∈Vτ,ε under the map νψ˜τ .
We choose a (unique up to a multiple) K-invariant vector in the space Vτ,ε to be the
constant function e0 ≡ 1 on S1 (extended by the homogeneity to R2\{0}). The vector
e0 corresponds to the Maass form ψ˜τ under the isometry νψ˜τ : Vτ,ε→ Vψ˜τ ⊂ C∞(Z),
i.e., νψ˜τ (e0) = ψ˜τ on Z. In particular, δ acts on e0, and by the uniqueness we have
pi(δ)e0 = (−1)εe0. For the automorphic realization, this translates into the identity
ψ˜τ(zδ)= (−1)εψ˜τ(z), i.e., (the extension of) the Maass form is assumed to be either
δ-even or δ-odd on Z. Hence we can assume that our Maass form has even extension.
Later on we will have to deal with odd representations as well.
4.4.1. Closed geodesic expansion.We now construct certain χ-equivariant func-
tionals on a representation of the principal series of G, and compute these on some
special vectors. These functionals give the representation theoretic construction of
the special functions eiµn− 12+itψ
in (3.5.1). Let Vτ =Vτ,ε be such a representation (while
we assumed that ε= 0, we still will treat the general case). Let χs,² be a character
of A as before. To any such character, we associate the corresponding equivariant
functional ds,²;τ,ε on the representation Vτ (i.e., an element in HomA(Vτ,χs,²)) given
in the line model on R by
(4.4.1) ds,²;τ,ε(v)=pi−1
∫
R
v(x)|x| −1−τ+s2 sign(x)²+εdx ,
for any smooth vector v ∈ Vτ ⊂ C∞(R). The integral is absolutely convergent on
functions in Vτ (since the function |v(x)| decays as |x|−1 at infinity, as required by the
smoothness of vectors in Vτ). In the circle model, the same functional is given by
(4.4.2) ds,²;τ,ε(v)= (2pi)−1
∫
S1
v(θ)|cos(θ)| −1−τ+s2 |sin(θ)| −1−τ−s2 sign(θ)²+εdθ ,
for any smooth vector v ∈Vτ 'C∞even(S1). Here sign(θ) denotes the even function on S1
taking values 1 on [0,pi/2) and −1 on [pi/2,pi) (i.e., it is odd with respect to the action of
δ).
We can easily evaluate the value of ds,²,τ(e0) since this is one of the classical
integrals (see [Ma1]). We obtain
ds,²;τ,ε(e0) = δ²ε ·pi−1
∫
R
(1+ x2) τ−12 |x| −1−τ+s2 dx(4.4.3)
= δ²ε2pi−1 ·
Γ
( 1−τ+s
4
)
Γ
( 1−τ−s
4
)
Γ
( 1−τ
2
) ,
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i.e., ds,²;τ,ε(e0)= 0 if ²+ε 6≡ 0 (mod 2), and in fact is non-zero otherwise. In particular,
from the classical asymptotic for the Γ-function, we see that for any fixed constant
0<ω< 1, the bound
(4.4.4) |ds,²;τ,ε(e0)|2 ≥ cδ²ε(1+|τ|)−1
holds for |s| ≤ω|τ|, s ∈ iR, with some explicit constant c= cω > 0 depending on ω (we
assume that |τ| ≥ 1).
Remark 4.5. Note that in the resonance range when |s|− |τ| is small compared to
|τ|, the value of |ds,²;τ,ε(e0)|2 jumps. This poses a serious problem for an upper bound
for a norm of a geodesic restriction (see [Re04]). For a lower bound, however, this
complication could be treated with the help of representation theory as we show
below.
We evaluate model functionals on one more vector. Consider e′0(x)= ddx e0(x). We
have e′0 = pi(n)e0 for the standard (w.r.t. A) nilpotent element n =
(0 1
0 0
)
in the Lie
algebra of G. We have (see [Ma1])
ds,²;τ,ε(e′0) = (1−δ²ε) ·pi−1(τ−1)
∫
R
x(1+ x2) τ−32 sign(x)|x| −1−τ+s2 dx
= (1−δ²ε)2pi−1(τ−1) ·
Γ
( 3−τ+s
4
)
Γ
( 3−τ−s
4
)
Γ
( 3−τ
2
) .(4.5.1)
Hence we have the lower bound
(4.5.2) |ds,²;τ,ε(e′0)|2 ≥ c(1−δ²ε)(1+|τ|) ,
for |s| ≤ω|τ|, s ∈ iR, with some explicit constant c= cω > 0 depending on 0<ω< 1.
Note that vectors e0 and e′0 have complementary parity with respect to δ.
Geometrically, the restriction of the automorphic function ψpi(n)e0 ∈ C∞(Z) to a
point on the orbit l = gl A ⊂ Z gives the normal derivative of the Maass form ψ=ψe0
along the geodesic on X. In fact, we have
ψpi(n)e0
(
gl
(
y
1
2
y−
1
2
))
= d
dx
ψe0
(
gl
(
y
1
2 x
y−
1
2
))
x=0
.
This is equal to the normal derivative
∂nψ(z)= ddxψ(gl(yi+ yx))x=0 = y
d
dt
ψ(gl(yi+ t))t=0
evaluated at the point z= gl(yi) ∈ ` which we view as a point on the upper half plane.
Remark 4.6. Note that the function ds,²;τ,ε(piτ,ε(g)e0) (which is nothing else than a
matrix coefficient in the representation piτ,ε) as a function on G is left A-equivariant
and right K-invariant (and hence descends to the upper plane H). This implies that
it is proportional to the function eiµn− 12+itψ
from Section 3.5 since both of them are
eigenfunctions of the Laplacian on H with the same eigenvalue. Classically, special
functions are normalized by a value at a point (e.g., by eiµn− 12+itψ
(0)= 1 as in Section
3.5) or by an integral representation (e.g., our choice in (4.4.3)). Of course one have
similarly defined odd special functions related to ds,²;τ,ε(piτ,ε(g)e′0).
The central fact from representation theory that we will use is the multiplicity
one theorem for certain equivariant functionals. Namely, that for any irreducible
representation V of G and for any character χ of A, the vector space HomA(V ,χ) is
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at most one-dimensional (see, for example, [Bu] for this standard fact). Here the
fact that we work with the full diagonal subgroup is important, otherwise the space
of A+-equivariant functionals is two-dimensional (naturally splitting into δ-even
and δ-odd subspaces). For any character χ= χs,² of A which is trivial on StabA l, we
encountered two equivariant functionals on every automorphic representation: the
automorphic functional daut
ψ˜τ,χ
= dautχ
∣∣
Vψ˜τ
given by the integral along the A-orbit, and
the model functional dsn,²;τ,ε. The model functional is in fact defined for any (τ,ε)
and (s,²). From the multiplicity one theorem, we deduce that there exists a constant
aχsn ,² (ψ˜τ) ∈C such that
(4.6.1) dautψ˜τ,χ(νψ˜τ (v))= aχsn ,² (ψ˜τ) ·dsn,²;τ,ε(v),
for any vector v ∈ Vτ. The power of this relation is that the constant aχsn ,² (ψ˜τ)
does not depend on the vector v in the same automorphic representation. The
coefficients aχsn ,² (ψ˜τ) are closely related to the coefficients αn appearing classically in
the expansion (3.5.1). Namely, it follows from Remark 4.6 that
(4.6.2) αncn(0)= aχsn ,² (ψ˜τ) ·dsn,²;τ,ε(e0) ,
and hence these coefficients are essentially the same (i.e., only depend on the choice
of normalization of the corresponding special functions). Under the choice we made
for dsn,²;τ,ε, the coefficients aχsn ,² (ψ˜τ) satisfy the bound
(4.6.3)
∑
|sn|≤T
|aχsn ,² (ψ˜τ)|2 ¿X,l max(|τ|,T) ,
for any T ≥ 1 (see [Re04], [Re13]).
The Fourier series expansion on l ' S1 implies, via the orthogonality of functions
χ·sn,² in L
2(l,dl), the following expansion for the norm of the restriction to l:
(4.6.4) ‖νψ˜τ (v)‖2L2(l) = length(l) ·
∑
χsn ,ε∈A/Al
|aχsn ,ε (ψ˜τ)|2|ds,²;τ,ε(v)|2 ,
for any vector v ∈Vτ,ε.
Our aim is to prove the following lower bound for coefficients aχsn ,ε (ψ˜τ).
Theorem 4.7. Assume that QUE holds for a sequence {ψτi } of Maass forms on X (e.g.,
in in the form (4.9.1)). There exists an explicit constant ω ∈ (0,1) depending on X and
`, but not on ψτi , such that the following bound holds:
(4.7.1)
∑
|sn|≤ω|τi |, ²
|aχsn ,ε (ψ˜τi )|2 ≥ c′|τi| ,
for some constant c′ > 0 and all i.
We prove this bound by choosing an appropriate test vector v in the expansion
(4.6.4), and estimating the left hand side from below by appealing to QUE.
4.7.1. Proof of Theorem 4.2.We have∫
l
(|ψτ|2+λ−1 · |∂nψτ|2)dl = ‖νψ˜τ (e0)‖2L2(l)+λ−1‖νψ˜τ (e′0)‖2L2(l).
Using the expansion (4.6.4) and lower bounds (4.4.4) and (4.5.2) for values of
dsn,²;τ,ε(e0) and of dsn,²;τ,ε(e
′
0), we deduce the bound (4.2.1) in Theorem 4.2 from the
lower bound (4.7.1). 
4.8. Fattening the geodesic.
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4.8.1. Bound on geodesic coefficients.The idea of the proof for the bound (4.7.1)
is that for a given ω ∈ (0,1), we need to construct a test vector v= vω ∈Vτ =Vτ,ε (i.e.,
a function v ∈ C∞even(S1) of norm one), and a small fixed neighborhood U =Uω ⊂ G+
(to be specified later) such that for any g ∈U and some explicit constant α> 0, the
following spectral bounds hold:
(4.8.1) |ds,²;τ,ε(piτ,ε(g)v)|2 ≤α|τ|−1 ,
for any |s| ≤ω|τ| and any ², ε, and
(4.8.2) |ds,²;τ,ε(piτ,ε(g)v)|2 ≤α|s|−3 ,
for any |s| ≥ω|τ| and any ², ε (in fact, for the vector we construct, the bound (4.8.1) is
sharp, possibly in a shorter range of s). We will then show that for the constructed
vector v, QUE implies the lower bound
(4.8.3)
∫
x∈l·U
|ψv(x)|2 f (x)dµ≥ b ,
for some constant b> 0 which is independent of ψτ. Here f is a non-negative function
on Z constructed in the following way: we first choose a smooth non-negative function
fU ∈C∞(G) with supp( fU )⊂U and satisfying
∫
G fUdg= 1, and then consider f = δl∗ fU
(i.e., the average of the delta function on l under the right action by fU – this being
the “fattening” of the geodesic).
Assuming bounds (4.8.1), (4.8.2) and (4.8.3), we have
b ≤
∫
x∈l·U
|ψv(x)|2 f (x) dµ
=
∫
g∈U
∫
l
|ψv(l g)|2 fU (g) dldg=
∫
g∈U
∫
t∈l
|ψpiτ,ε(g)v(t)|2 fU (g) dtdg
=
∫
g∈U
 ∑
χsn ,²∈A/Al
|aχsn ,² (ψ˜τ)|2|dsn,²;τ,ε(piτ,ε(g)v)|2
 fU (g) dg
= ∑
|sn|≤ω|τ|
|aχsn ,² (ψ˜τ)|2 ·
∫
U
|dsn,²;τ,ε(piτ,ε(g)v)|2 fU (g) dg
+ ∑
|sn|≥ω|τ|
|aχsn ,² (ψ˜τ)|2 ·
∫
U
|dsn,²;τ,ε(piτ,ε(g)v)|2 fU (g) dg
≤ α|τ|−1 ∑
|sn|≤ω|τ|
|aχsn ,² (ψ˜τ)|2+α
∑
|sn|≥ω|τ|
|sn|−3|aχsn ,² (ψ˜τ)|2 .
The second sum is easily bounded above by |τ|−2 using the geometric bound (4.6.3);
in fact, this bound is also proved by the “fattening” argument (see [BR04], [Re04],
[Re13]). Hence we deduce the bound (4.7.1) from the bounds (4.8.1), (4.8.2) and
(4.8.3).
4.8.2. Test vectors. We now construct the test vector satisfying the spectral bounds
(4.8.1) and (4.8.2). Let v ∈ C∞even(S1) be a fixed even smooth function with small
support around the points pi/4 and −3pi/4 (e.g., supported in the interval of size 0.01 ·ω
around these points). We normalize it by the L2-norm. Note that while the function
v is fixed, we view it as a family of vectors in changing representations Vτ (i.e., the
action of PGL2(R) in each of these spaces is different). We then define the open
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neighborhood U ⊂G of the identity by the condition ‖g− Id‖G ≤ 0.001 ·ω on the matrix
norm (e.g., with respect to the adjoint action of G on its Lie algebra). It is easy to see
that this condition implies that the support of all vectors piτ(g)v is contained in the
interval of the size 0.02 ·ω around the points pi/4 and −3pi/4. Moreover, we have the
bound |g′(θ)| ≤ 1.1 for the derivative on these intervals.
We consider the integral (4.4.2) defining ds,²;τ,ε(piτ(g)v). Recall that for g ∈G+, the
action is given by piτ,ε(g)v(θ)= v(g−1(θ))|g′(θ)| τ−12 in the circle realization of Vτ,ε. We
have
(4.8.4) ds,²;τ,ε(piτ,ε(g)v)=
(2pi)−1
∫
S1
v(g−1(θ))|g′(θ)| τ−12 |cos(θ)| −1−τ+s2 |sin(θ)| −1−τ−s2 sign(θ)²+εdθ .
We view this integral as an oscillatory integral in the parameter |τ| → ∞, and
apply to it the stationary phase method. The main feature of the vectors v that we
are going to exploit is that the support of piτ(g)v is disjoint from singularities of the
amplitude function in the oscillatory integral (4.4.2) at points 0, pi and ±pi/2. It is
easy to see that in this oscillatory integral the phase function has at most one (up
to the central symmetry) non-degenerate critical point on the support of v(g−1(θ))
if |s| ≤ 0.5 ·ω|τ|. The amplitude function in (4.8.4) is always smooth, and hence the
stationary phase method implies the bound (4.8.1) in this range. On the other hand,
for |s| ≥ 0.5 ·ω|τ|, the phase function does not have critical points on the support of
v(g−1(θ)) and integration by parts implies the bound (4.8.2). Hence bounds (4.8.1)
and (4.8.2) are satisfied for our choice of vector v.
We remark that the resonance case in the integral (4.8.4) appears when the
stationary point of the phase is close to the singularity of the amplitude. By choosing
the function v to have small enough support, we have eliminated such a possibility.
4.9. Proof of bound (4.8.3). We now deduce the lower bound (4.8.3) from QUE on
the unit cotangent bundle S1(X)' Z+ of the compact surface X.
4.9.1. QUE. We use the following form of QUE. For a fixed even integer m, we
consider a norm one Maass form ψmτ of weight m which is obtained from the Maass
form ψτ =ψ0τ by Maass lowering/raising operators. In fact, ψmτ is the unique, up to a
multiple constant, vector of K-type m in the representation Vψτ . The QUE property
is then translated into the decay of matrix coefficients (see [Ze86], [Ze87]). Namely,
we assume that for any smooth function Ψ ∈C∞(Z+) with mean zero, we have
(4.9.1) 〈Ψψmτ ,ψnτ 〉L2(Z+) → 0
as |τ| →∞ and m, n are fixed. Note that we do not assume any dependence on m
and n of the rate of the decay in (4.9.1). We note that usually QUE is formulated
geometrically on the manifold Z+ while we will to work on Z. It is enough to assume
the decay of matrix coefficients of the form 〈Ψψmτ ,ψ0τ〉L2(Z+) since one can shift indexes
using Maass operators (or even only the decay of the coefficients 〈Ψψ0τ,ψ0τ〉L2(Z+);
however in this case the proof is more complicated and uses trilinear functionals as
in [Re11]).
4.9.2. Approximation.We consider an approximation of the test vector v by a K-
finite combination. We denote by t ∈ (0,1) a real parameter whose value we will
specify later. We choose a natural number N ≥ 0 and coefficients αi ∈ C such that
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the vector ut = v−∑Ni=−N αi e i satisfies ‖ut‖ ≤ t‖v‖. Let vt =∑Ni=−N αi e i be the finite
combination of K-types. Let f ∈C∞(Z) be as in (4.8.3). We have
(4.9.2) 〈|ψv|2, f 〉L2(Z) = 〈|vt+uε|2, f 〉 = 〈|vt|2, f 〉+〈2(uεv¯t+ u¯tvt),ψ〉+〈|ut|2, f 〉 .
From QUE (4.9.1) we have
(1) 〈|vt|2, f 〉→
∫
Z
f · ‖vt‖2 > 0 as |τ|→∞,
(2) |〈2(ut v¯t+ u¯tvt), f 〉| ≤ 2sup | f | · ‖vt‖ ·‖ut‖ = 2tsup | f | · ‖vt‖2,
(3) |〈|ut|2, f 〉| ≤ 2sup | f | · ‖ut‖2 = t2 sup | f | · ‖vt‖2.
Hence by choosing t sufficiently small depending on f , but not on τ (e.g., t ≤
(10sup | f |)−1 ·∫ f ) we can make the first term on the right in (4.9.2) to dominate other
terms. This proves there is b> 0 depending on f only, such that ∫x∈l·U |ψv(x)|2 f (x)dµ≥
b. This finishes the proof of bound (4.8.3).
5. Geodesic period, L-functions and Waldspurger’s theorem
The proof of the lower bound
n(ψλ)Àε λ
1
27−ε
ψ ,
for the number of sign changes of a Hecke-Maass form on a closed geodesic (from which
the Theorem 1.4 follows; see Section 2.5) goes exactly along the lines explained in
[GRS13], p. 1558, for the case of a split geodesic (i.e., connecting two cusps). There are
two main inputs (beyond the restriction Theorem 1.3) in the proof of the lower bound
for n(ψλ): a non-trivial bound on L∞-norm of an eigenfunction and a (conjectural)
bound on Fourier coefficients of eigenfunctions along closed geodesics. In the present
setup of general co-compact arithmetic Riemann surfaces the corresponding L∞ bound
of λ
1
4− 127 is proved by a straightforward adaption of [BM13]. This explains Remark
1.5(b). To treat Fourier coefficients along split geodesic, in [GRS13] we appealed to
the Lindelöf conjecture for the Hecke L-function L(s,ψ). For the present situation of
a closed geodesic the analogous assumption concerns the size of coefficients αn(ψλ)
coming from the expansion (3.5.1) (or what is the same the representation theoretic
coefficients aχsn ,² (ψ˜τ) from (4.6.1)). The crucial assumption we use is that these satisfy
the bound
(5.0.1) |aχsn ,² (ψ˜τ)|¿ε λεψ ,
for any ε> 0.
We claim that such a bound again would follow from the Lindelöf conjecture for
the appropriate L-functions.
In this section we discuss the relation between geodesic periods of Hecke-Maass
forms (i.e., coefficients aχsn ,² (ψ˜τ)) and certain automorphic L-functions. This is based
on the celebrated theorem of Waldspurger [Wa85]. We use this relation in order to
justify our assumption (5.0.1) on the size of geodesic periods of Hecke-Maass forms
(see also [Re13]) by showing that it again follows from the Lindelöf conjecture for the
corresponding L-functions.
5.1. Waldspurger’s formula.We start with the adelic formulation of the Wald-
spurger’s formula (in order to quote [Wa85]), and then translate it into the classical
language. Let D be a quaternion algebra over Q which we assume is split over reals. It
is well-known that the group of integer units of D gives rise to a co-compact Fuchsian
group. In fact, to cover all arithmetic Fuchsian groups, we have to consider quaternion
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algebras D over a number field k. One has to assume that k is totally real and that
D is split over exactly one archimedian completion of k. Up to comensurability, all
arithmetic Fuchsian groups are obtained from such quaternion algebras (see [Ta75]).
The Waldspurger theorem holds over a general number field. In the exposition of the
Waldsurger theorem below we will assume, for simplicity, that k =Q. We indicate
small changes needed in order to cover the general case (see Remark 5.4). All the
explicit examples in Section 6 come from quaternion algebras defined over Q.
The group G1 = D×/Q× could be viewed as a special orthogonal group of a 3-
dimensional quadratic space W over Q (i.e., preserving a rational quadratic form). Let
T be an anisotropic torus of G1. Then T could be considered as a special orthogonal
group of a rational 2-dimensional plane in W. Any such torus corresponds to a
quadratic field E (the splitting field of T), and we have the map 1→Q×→E×→T → 1.
We consider (rational) adelic points of G1 and T. A (unitary) character ω of T(A)/T(Q)
could be considered as a (Hecke) character of A×E /E
× trivial on A×
Q
/Q×. Let v be a finite
or infinite valuation of Q and let Qv be the corresponding local field (i.e., Qv is equal
to Qp or R). We fix a Haar measure on each local component Tv = T(Qv) as we will
explain below (see Section 5.3). The Tamagawa measure dAt on T(A) then satisfies
dAt=CT∏v dtv for some positive constant CT > 0 to be described later.
Let pi be an automorphic cuspidal representation of G1(A). It could be considered
as a representation of D×(A) with a trivial central character. Let Π be its base change
to GL2(AE). Choose a non-zero cusp form ψ=⊗vψv ∈pi'⊗vpiv. Then Proposition 7 of
[Wa85] states that for an appropriate finite set S of (ramified) primes depending on
G1, T, ω and ψ, the following relation holds:
(5.1.1)
∣∣∣∣∣ ∫T(A)/T(Q)ψ(t)ω(t) dAt
∣∣∣∣∣
2
〈ψ,ψ〉 =C(G1,T)
LS(Π⊗ω,1/2)
LS(pi, Ad,1)
×∏
v∈S
Iv(ψv,ωv)
‖ψv‖2v
.
Here LS(Π⊗ω, s) is the partial Hecke-Jacquet-Langlands L-function on GL2,
LS(pi, Ad, s) is the partial adjoint L-function, C(G1,T) is an explicit constant de-
pending on the group and the torus only, and the quantities Iv(ψv,ωv) are given by
an explicit local integral described below (see (5.3.1)).
An important point (for us) is that the set of ramified primes S is fixed in our
problem. Indeed, we are interested in a set of Hecke-Maass forms of a fixed level
(i.e., on a fixed Riemann surface), and hence representations pi we consider have
bounded ramification, and we only consider vectors in these representations of a
bounded ramification. This allows us to split the problem of bounding the right hand
side in (5.1.1) into two separate problems: the (difficult) global problem of bounding
L-functions and the (easy) problem of bounding local integrals.
5.2. Geodesic periods. Our aim is to show that bounds on L-functions appearing
in (5.1.1) imply bounds for periods along closed geodesics of the corresponding Hecke-
Maass form. In particular, we will show that the Lindelöf conjecture for relevant
L-functions is consistent with the bound (5.0.1). We first note that in the classical
language of geodesic periods of a Hecke-Maass form ψ one assumes that the level N of
ψ is fixed, and hence the Riemann surface is of the form YN =G1(Q)\G1(A)/K∞K(N)
for some appropriate open compact subgroup K(N) ⊂G1(A) f of the group of finite
adeles of G1. This means that outside of some finite set S of primes (i.e., those
dividing N) the vector ψv in the decomposition ψ = ⊗vψv is the standard Kv-fixed
22 Amit Ghosh, Andre Reznikov and Peter Sarnak
vector. Consider the set ΣE(N)=T(Q)\T(A)/T(A)∩K(N)⊂YN of closed geodesics on
the (congruence) Riemann surface YN corresponding to the quadratic field E (here
we assume that E is a real quadratic field and hence the set ΣE(N) is a union of
circles where the number of circles is equal to the appropriate class number). In
fact, the set ΣE(N) has the natural structure of the abelian group of the form S1×Cl
where Cl is a finite group (which coincides with an appropriate class group). We
are interested in the restriction ψ|ΣE (N), or more precisely in the restriction to every
connected component of ΣE(N). Any (smooth) function on ΣE(N) can be decomposed
into the Fourier series with respect to characters of T(A). Clearly we need to consider
only Hecke characters (i.e., characters trivial on T(Q)'E×/Q×) which are unramified
outside S. Moreover, at ramified primes the ramification is also bounded by that
of ψ (i.e., by N). The set of such characters is a discrete group Z× Ĉl. We consider
bounds on (partial) L-functions in term of their analytic conductor (see [IS00]). The
analytic conductor of L(Π⊗ω, s) depends on the infinity type of Π∞⊗ω∞ and on the
ramification of Π⊗ω. The latter however is bounded in the problem we are interested
in as explained above. Hence the analytic conductor of L(Π⊗ω, s) for the set of
characters we are dealing with essentially depends only on the infinity type of pi and
ω. In order to use the Waldspurger formula (5.1.1) for bounds on periods of ψ, we
need to have a bound on L-functions appearing on the right in (5.1.1) and a bound
on the local integrals Iv(ψv,ωv). There is a very strong bound L(pi, Ad,1)Àε C(pi)−ε
for any ε> 0, in terms of the analytic conductor C(pi) of pi. Over Q, this bound is due
to Hoffstein and Lockart [HoL94] and uses a corresponding upper bound of Iwaniec
[Iw90]. Over a number field, such a bound follows from results on Siegel zeros in
[Ba97] and [HoR95] and the upper bound in [Mo02].
While there are subconvexity bounds in all parameters for L(Π⊗ω, s) (see [MV10]),
these are far from enough for our purposes and hence we assume the Lindelöf conjec-
ture for this L-function in order to justify the bound (5.0.1). We are left to deal with
the local integrals Iv(ψv,ωv).
For the (split) infinite prime, the representation pi∞ is of principal unitary series
and the above local integrals can be evaluated explicitly in terms of the Gamma
function. It turns out that these coincide with values of invariant functionals we
computed in Section 4.4.1. Namely, for even characters ω∞ = χs,² as in Section
4.3.1, and the function ψe0 corresponding to the K∞-fixed vector, this is given by
|ds,²;τ,ε(e0)|2 from (4.4.3). For odd characters and the function ψe′0 with e
′
0 = pi(n)e0,
the corresponding value is given by |(τ−1)−1ds,²;τ,ε(e′0)|2 from (4.5.1) (the extra factor
(τ−1)−1 appears because of the L2-normalization).
Next we claim that local integrals are uniformly bounded at ramified finite primes.
5.3. Local integrals.To describe local integrals at finite primes we first have to
fix local measures. Fix a nontrivial additive character ψ of A/Q. We choose a Haar
measure dxv = ζv(1)−1|xv|−1dxv on Q×v , where dxv is the self-dual (additive) Haar
measure on Qv with respect to ψv. We choose a Haar measure on E×v in a similar
way. This defines the Haar measure dtv on Tv. These measures satisfy the global
identity dAt=Λ(χE/Q,1)−1
∏
v dtv, where Λ(χE/Q, s) is the completed L-function of the
quadratic character associated to E. We have then
Iv(ψv,ωv)=
∫
Tv
〈piv(tv)ψv,ψv〉v ω(t)dtv .(5.3.1)
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It is easy to see that the integral above is absolutely convergent. First, we note that
for places v ∈ S where the algebra D is ramified (i.e., it is not isomorphic to the algebra
of matrices M2), the corresponding group of units D×v is compact modulo the center.
Hence the integration in (5.3.1) is over a fixed compact set and the integral Iv(ψv,ωv)
is uniformly bounded for all piv and ψv (in fact in this case piv is finite-dimensional).
For places v ∈ S where D splits, the unitary representation piv is non-trivial, and
hence the decay of matrix coefficients imply the absolute convergence. However, we
need a little bit more in order to conclude that Iv(ψv,ωv) are uniformly bounded as
the cuspidal representation pi changes (i.e, pi∞ has a growing parameter, but the
ramification of pi is fixed). Note that |ω(t)| ≡ 1 and the measure dtv is essentially
integrable over Tv, i.e., any effective polynomial decay of the matrix coefficient
〈piv(tv)ψv,ψv〉v would imply the uniform bound for Iv(ψv,ωv) for all piv. Such a bound
indeed is available thanks to non-trivial bounds towards the Ramanujan-Petersson
conjecture. Indeed, we are looking for an effective polynomial decay for matrix
coefficients 〈piv(tv)ψv,ψv〉v (i.e., a bound of the type |〈piv(tv)ψv,ψv〉v| ≤ C||tv||−σ for
some absolute constants C > 0 and σ> 0 which are independent of the representation
piv and a normalized vector ψv in it). The crucial point here is that piv are assumed
to be local components of a cuspidal representation pi at a finite set of places v ∈
S, and vectors ψv have some bounded ramification (i.e., belong to a fixed finite-
dimensional space of Kv-finite vectors). For such a family of matrix coefficients the
effective polynomial decay holds if representations piv are separated from the trivial
representation, and this is what follows from any non-trivial bound towards the
Ramanujan-Petersson conjecture.
Hence we have shown that for the family of vectors ψv coming from Hecke-Maass
forms of fixed level, local integrals appearing in (5.1.1) are uniformly bounded. This
shows that an upper bound (5.0.1) on geodesic periods of Hecke-Maass forms would
follow from the Lindelöf conjecture for L(Π⊗ω,1/2) via the Waldspurger’s formula
(5.1.1). We note that other remarkable applications of the Waldspurger’s formula
(5.1.1) include non-negativity of L(Π⊗ω,1/2). This however requires much more
delicate study of local integrals Iv(ψv,ωv) (including their non-vanishing) which we
luckily can avoid.
Remark 5.4. To cover more general co-compact arithmetic Fuchsian groups one
needs to consider quaternion algebras D defined over a totally real field k. There
is very little change needed in the above argument in order to cover these. The
algebra D have to be split at exactly one real place. Hence at all other real places
a cuspidal representation pi corresponding to a Hecke-Maass eigenfunction should
be trivial (otherwise it would correspond to a function defined on a Riemann surface
times copies of the sphere S2 and would not descend to a Riemann surface alone).
For such cuspidal representations pi, the corresponding local integrals Iv(ψv,ωv) are
trivial. Also, non-trivial bounds towards the Ramanujan-Petersson conjecture are
well-known over a number field. Hence the arguments above we made for k=Q are
easily applicable.
6. Explicit examples
6.1. Symmetric fundamental domains: the non-cocompact case.
Let σ denote the orientation reversing (reflection) isometry σ(z) = −z, for z ∈H.
Let Γ be a Fuchsian group of the first kind, that is a subgroup of PSL(2,R) that acts
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FIGURE 3
discontinuously on H with every point on R being a limit point of the orbit Γz for a
z ∈ H. We shall restrict ourselves to those Γ such that σ is in the normaliser of Γ.
Every such group has Dirichlet fundamental domains given by polygons
Dw =
{
z ∈H : d(z,w)< d(z,γw) for all γ ∈Γ,γ 6= I} ,
where w ∈ H is chosen to be a point not fixed by any γ ∈ Γ (except the identity),
and d( , ) denotes the hyperbolic distance. Then, since σΓσ = Γ, if ℜw = 0, one
has σ(Dw)=Dw. By choosing w in this manner, one determines that Γ always has
fundamental domains whose closure are symmetric with respect to the action of σ. We
call such domains (by abuse of language) symmetric fundamental domains. Dirichlet
fundamental domains are sometimes not so practical for applications and in what
follows seek simpler fundamental domains.
Let Γ be a subgroup of finite index in Γ(1) = PSL(2,Z) such that σ is in the nor-
malizer of Γ (note that σ is already in the normalizer of Γ(1) ). We will use the
following notation: a closed domain D will be considered admissible if after suitable
identification of boundary arcs, the resulting surface, denoted by D˜ is a fundamental
domain of Γ (this latter is not unique and is said to be associated to the former). We
allow for the inclusion of cusps in our closed sets. Having chosen such an admissible
domain D, we seek to determine the sets
FixΓ(σ;D)=
{
z ∈D : ∃ γ ∈Γ such that σz= γz} ,
and FixΓ(σ;D˜) which is obtained from the former by requiring points on the bound-
aries to be inequivalent modulo Γ.
Let F˜ denote the standard fundamental domain of Γ(1) obtained from
F =
{
z= x+ i y : − 1
2
≤ x≤ 1
2
, x2+ y2 ≥ 1
}
,
with the appropriate identification of the boundaries; F is invariant under σ and we
will call F˜ a symmetric standard fundamental domain. We partition F and write
F =F−∪F+ with F+ = {z ∈F : ℜ(z) ≥ 0} and F− = σF+. The common boundary
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FIGURE 4
F−∩F+ is denoted by δ1 and the other boundaries ofF+ being δ2 and δ3 as indicated
in Figure 2. Let S = (0 −11 0 ) and T = (1 10 1). Then, since σz= Sz for z ∈ δ3 and σz=T−1z
for z ∈ δ2, we see that
FixΓ(1)(σ;F )= δ ∪ σδ and FixΓ(1)(σ;F˜ )= δ,
where δ := δ1 ∪δ3 ∪δ2 is topologically a closed curve (containing the cusp). The
structure of δ can be further clarified as follows (see Figure 3): the arc δ3 is mapped
to the vertical line segment δ
′
3 joining
1
2 + 12 i to ρ using U :=
(1 −1
0 −1
)
, where ρ is fixed
while i is mapped to the other endpoint. Next note that δ1 is half of the full closed
geodesic, the imaginary axis (using S) while the vertical ray δ
′
3∪δ2 is half of the
closed geodesic ℜ(z) = 12 using V :=
(1 −1
2 −1
)
; the combined curves being closed since
i is identified with 12 + 12 i, (the endpoints are equivalent). On the Riemann surface,
the two closed geodesics are distinct, each containing the cusp and another common
point.
Let {α1,α2, . . . ,αt} be a set of right coset representatives of Γ\Γ(1). It follows
that it is then possible to choose coset representatives so that they are of the form
Q = {ω1,ωˆ1,ω2,ωˆ2, . . . , ωr,ωˆr,ν1, . . . ,νs} such that ν j ∼ νˆ j mod Γ but with the ω j ’s
and ωˆ j ’s inequivalent (such a set always exists with the integers r and s uniquely
determined).
With F as above, let FΓ,Q =⋃q∈Q qF . This is an admissible domain for Γ and
we call an associated FΓ,Q a standard fundamental domain of Γ, after identification
of sides. Such a domain FΓ,Q is made up of disjoint triangles (except for possible
common boundary arcs). Moreover, any two interior points (in distinct triangles)
are never Γ-equivalent. Applying σ gives σFΓ,Q =⋃q∈Q qˆF , so that σFΓ,Q =FΓ,Q
only if νˆ j = ν j, which is certainly true if ν j = I or S. Thus, FΓ,Q is σ-symmetric only
if Q contains no ν j ’s except I and possibly S. Now suppose there exist an α ∈ Γ(1)
such that α ∉Γ∪ΓS, with α satisfying αˆ∼α mod Γ. Then any set Q must contain a
ν j 6= I or S so that the corresponding FΓ,Q cannot be symmetric. This then gives us a
criteria for checking the existence of symmetric standard fundamental domains.
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Let us now consider subgroups Γ not containing S in what follows. Suppose Γ has
a symmetric, connected fundamental domain X, that is, σXo =Xo for interior points.
Also suppose that a set of cosets Q exists containing a ν ∉Γ∪ΓS with νˆ∼ ν. Since S
is not in Γ, we will choose Q to contain both I and S. It follows that the associated
standard fundamental domain contains the imaginary axis, denoted by δ*. Let z ∈ δ*
so that there is a γ ∈ Γ with γz ∈X. We assume this image is an interior point, so
that σγz is too. Since σγz= γˆz, it follows that γˆγ−1 ∈Γ(1) fixes z, so that γ= I (with
γ = S being excluded by assumption). It follows that δ* is contained in Xo. Now
consider z= νζ ∈FΓ,Q , with ζ ∈ δ1. If γvζ ∈Xo, then again so is the reflection, so that
now we conclude there are two interior points x1 and x2 of X so that x1 = γ̂ν(γν)−1x2.
Since νˆν−1 ∈ Γ, it follows that γν = I or S, which is impossible since ν ∉ Γ∪ΓS. It
follows that if such a ν ∈Γ(1) exists with νˆ∼ ν mod Γ, then one cannot have such a
symmetric fundamental domain (i.e. domains that map interior points to interior
points of standard domains).
As an application of our criteria about standard fundamental domains, consider
Γ0(N) for N ≥ 2. It has coset representatives given by matrices
(a b
c d
)
with d|N,
(c,d)= 1, c mod Nd and with a and b chosen to satisfy ad−bc= 1.
If N = pk with p an odd prime number and k≥ 1, we may choose the following set of
representatives: I, S,
{(a b
c 1
)
,
( a −b
−c 1
)
with 1≤ |c| ≤ pk−12
}
, and for any 1≤ l ≤ k−1 the
set
{(
a b
c pl
)
,
(
a −b
−c pl
)
with 1≤ |c| ≤ pk−l−12 , (c, p)= 1
}
(this latter being empty if k = 1).
Thus, for p odd, Γ0(pk) has a symmetric standard fundamental domain.
On the other hand, if N 6= pk as above, then one can construct a ν as discussed
above. For example, if N =N1N2, with (N1, N2)= 1 and N1, N2 6= 1, then we choose
ν = ( a bN1 N2 ) ∈ Γ(1). Then νˆν−1 = ( ∗ ∗−2N ∗) ∈ Γ0(N), and ν is not equivalent to I and S.
Thus by the discussion above, Γ0(N) will not have a symmetric standard fundamental
domain.
It is also of interest to determine when, given a fundamental domain D˜ of Γ
containing a full set of inequivalent cusps (we assume 0 and infinity are cusps in D˜
assuming that Γ does not contain S), that all the cusps are contained in FixΓ(σ; D˜).
Clearly 0 and infinity belong to FixΓ(σ; D˜). If a is any other cusp in D˜ with α(∞)= a
for some α ∈ Γ(1), then there exists a non-zero b ∈ Z such that αTbα−1 ∈ Γ. It then
follows that σa∼ a mod Γ if and only if there exist a k ∈Z such that αˆTkα−1 ∈Γ. This
occurs if and only if αˆα−1 ∈Γ. We illustrate when this does and does not occur with
two explicit examples.
Suppose p 6= q are odd primes. Then Γ = Γ0(pq) has exactly four inequivalent
cusps, which we may take to be infinity, 0, 1p and
1
q in a suitable fundamental domain
(see Section 6.3.1). Choose integers a and b so that ap−bq= 1. Then put α=
(
1 −a
p −bq
)
so that α(∞)= 1p and αˆα−1 ∈ Γ0(pq). We then see that
(
1−2ap 2a
2bpq 1−2ap
)
( 1p )=− 1p =σ( 1p )
as required. The argument is analogous for the other cusp.
Now consider Γ=Γ0(p2), having p+1 inequivalent cusps. By the discussion above
there is a symmetric standard fundamental domain, so that may choose the cusps
symmetrically. It is easily shown that a set of inequivalent cusps are infinity, 0 and
the points of the set M =
{
1
jp ;1≤ | j| ≤ p−12
}
. We know that there are no α’s (except
for the discounted ones) in Γ(1) satisfying αˆα−1 ∈ Γ0(p2) so that we do not expect
any of the p−1 cusps in M to be in the fixed set, which is trivially the case since
σ( 1jp )= 1− jp .
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We now give a detailed analysis in the case of Γ0(p) and Γ0(pq).
6.1.1. Symmetric standard fundamental domain for Γ0(p).
Let ρ = 12 + i
p
3
2 denote the corner of F , it having order 3, with the other corner
being σρ := ρ˘.1 Define for each l ∈Z
αl =
(0 −1
1 −l
)= ST−l .
We note for now that
Tˆ =T−1 ; Sˆ = S and αl− j =αlT j ,
and that
(6.1.1) αˆl =α−l ; σαl =α−lσ .
Let Fl denote the image of F under the map αl . It follows from the above considera-
tions that
σFl =α−lσF =α−lF =F−l .
Put cl =αl ρ˘. Since T−1ρ = ρ˘ we have by (6.1.1)
σcl =αlρ =αlTρ˘ = (ST−l)Tρ˘ = cl−1 .
The Fl ’s are hyperbolic triangles with corners
<αl∞, αlρ, αl ρ˘ > = < 0, σc−l , cl > = < 0, cl−1, cl > .
Thus Fl and Fl+1 share a common geodesic boundary arc joining 0 to cl . By direct
computation, we have
cl =
l+ 12
(l+ 12 )2+ 34
+ i
p
3
2
(l+ 12 )2+ 34
,
so that ℑ(cl)≤
p
3
2 and |ℜ(cl)| ≤ 12 . Moreover,
ℜ(c0)=ℜ(c1)= 12 ; ℜ(c−1)=ℜ(c−2)=−
1
2
,
and otherwise, for l ≥ 1
ℜ(cl)>ℜ(cl+1)→ 0+ ; ℑ(cl)>ℑ(cl+1)→ 0+.
Since σFl =F−l , the corners of F−l , for l ≥ 0, are < 0, c−l , c−l−1 >. Hence, corre-
sponding to the sequence c0, c1, c2, . . . in x > 0, we have in x < 0 the mirror image
sequence c−1, c−2, c−3, . . . obtained by the reflection σ. Gluing together the triangles
Fl for 0≤ l ≤ L, together with their reflections F−l and with F gives the geometric
configuration in Fig.5 :
Let p 6= 2 be a prime number and put L = p−12 . Then the set {I,αl} forms a set of
right coset representatives of Γ0(p) in Γ(1) with 0≤ |l| ≤ L, so that
(6.1.2) Xp :=F ∪
⋃
l
Fl ,
gives rise to X˜p, a standard fundamental domain of Γ0(p) in H, after pairwise identifi-
cations of the boundary arcs. We will call the arc of the boundary of the Fl not having
a cusp as an endpoint an edge of Xp, and denote it by δ
(p)
l . By construction, Xp is
invariant under σ and we may decompose it so that Xp =F+(p) ∪ σF+(p), where
F+(p) consists of the elements with non-negative real part.
In what follows, we shall use ∼ to mean equivalence modulo Γ0(p).
1 When convenient we shall denote σz by z˘ .
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FIGURE 5
6.1.2. When is cu ∼ cv and when is σcu ∼ cu ?
We have ρ˘ is fixed by 1,α−1 and α2−1, so that cu ∼ cv if and only if αuα
η
−1αu ∈Γ0(p)
with η= 0 or ±1. This gives us three cases to consider namely (a) u≡ v, (b) u(v+1)≡−1
or (c) v(u+1)≡−1, all congruences modulo p.
In case (a), since −L−1≤ u,v≤ L, the only non-trivial solution is u= L,v=−L−1,
so that
cL ∼ c−L−1 =σcL.
For case (b), we first note that if v= 1, then there are two values of u, namely L and
−L−1, so that
c1 ∼ cL ∼ c−L−1 =σcL.
For all other v 6= ±1 there exist a unique −L< u< L such that cu ∼ cv. The case v= 2
gives
c−2 ∼ c1 ∼σc1,
using c−2 =σc1. Case (c) follows from case (b) by symmetry.
Collecting these together gives an answer to the second part of the question as
follows: since σcu = c−u−1, putting v = −u− 1 in the congruences above give us
the three cases namely (a) 2u ≡ −1, (b) u2 ≡ 1 and (c) (u+1)2 ≡ 1, so that the only
non-negative choices are u= L,1 and 0. As we have done above we have only
(6.1.3) cL ∼ c−L−1 =σcL ; c1 ∼ c−2 =σc1 ; c0 ∼ c−1 =σc0.
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6.1.3. We are interested in the points in Xp fixed by σ modulo Γ0(p). If z is such
a point, say σz = γz for some γ ∈ Γ0(p), then w = σz is also a fixed point since
σw=σγσw := γˆw and γˆ ∈Γ0(p) (as σ lies in the normalizer of Γ0(p)). Thus, it suffices
to find the fixed points in F+(p), and they must necessarily occur on the boundary.
Let δ(p) denote the set of all points on F+(p) that are fixed by σ, that is
δ(p) = {z ∈F+(p) : σz∼ z mod Γ0(p)} .
Let δ* denote the imaginary axis, so that it is a component of δ(p). We now determine
which of the other arcs of the boundary ofF+(p) contain points that make up δ(p). Let
δ
(p)
l denote one such arc not containing a cusp. It is an edge of Fl and is the image
under αl of the segment in F that is part of the unit circle, for some l satisfying
0≤ l ≤ L. So, if w ∈ δ(p)l , write w=αl z with |z| = 1. Since w is fixed by σ modulo Γ0(p),
there exists a γ ∈Γ0(p) so that
σw= γw ⇐⇒ σαl z= γαl z ⇐⇒ α−lσz= γαl z ⇐⇒ α−1−l γαl z=σz.
Now write α−1−l γαl =
( A B
C D
) ∈ Γ(1) so that Az+BCz+D = −z. Taking imaginary parts, with
z = x+ i y gives us y|Cz+D|2 = y, and so C2+D2+2CDx = 1. Also, we have Az+B =
−z(Cz+D) and taking imaginary parts give us A =D. If CD 6= 0, then x= 1−C2−D22CD
and since |x| ≤ 12 , it follows that (2|C|− |D|)2+3D2 ≤ 4. Hence |C| = |D| = 1, implying
x=± 12 so that z = ρ or ρ˘. Thus z = cl for some l so that by (6.1.3), the only possible
non-negative values for l are 0, 1 and L.
Next, if C = 0, we necessarily have x=− B2A and |A| = |D| = 1, so that |x| = 12 , with
the same conclusion as before. Finally, if D = 0, then ( A BC D )=±S. This implies that
α−lSαl ∈Γ0(p), which can occur only when l2 ≡ 1 mod p, so that l=1. This means the
edge with endpoints α1ρ and α1ρ˘, is fixed. This is the edge with endpoints c0 and c1.
It remains to check the two arcs in F+p with cusps. The first, joining 0 with cL is a
segment of the image of the line z=− 12 + i y under the map αL. A direct computation
shows that σαL z=
( 1 0
−p 1
)
αL z so that this arc, the one joining 0 to cL is fixed. Also, the
vertical line segment joining c0 to i∞ is trivially fixed using the map T. Finally, one
observes that the σ-reflection of these fixed curves are Γ0(p)-equivalent to themselves.
We thus have
Lemma 6.2.
(i) δ(p) above, is a simple curve consisting of three geodesic arcs: the vertical line
segment joining the two cusps 0 and i∞, the arc joining the cusp 0 and the
vertex cL, and the vertical line segment joining the vertex c1 and the cusp at
infinity. Moreover,
FixΓ0(p)(σ;Xp)= δ(p) ∪ σδ(p).
(ii) FixΓ0(p)(σ;X˜p) is a simple closed curve containg the cusp at infinity. It is closed
since cL ∼ c1. We have
FixΓ0(p)(σ;X˜p)= δ(p),
after gluing cL with c1.
(iii) FixΓ0(p)(σ;H) modulo Γ0(p) can be viewed as the union of two inequivalent
complete geodesics with the endpoints equivalent. More precisely, it is the
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union of the geodesics ℜ(z)= 0 and ℜ(z)= 12 , with the endpoints 0 and 12 being
equivalent.
Proof. To verify the third part, we observe that the arc joining 0 with cL = 2pp2+3+
2
p
3
p2+3 i
is equivalent to the vertical segment joining 12 to c1 = 12+ 12p3 i using
(L −1
p −2
) ∈Γ0(p). 
Recall the definition of a non-separating closed curve on a (connected) surface: it
is non-separating if when the surface is cut along the curve, the cut surface is still
connected.
Lemma 6.3. FixΓ0(p)(σ;X˜p) is a separating curve in X˜p for p= 2,3,5,7 and 13, these
having a simply connected fundamental domain. For all other p, FixΓ0(p)(σ;X˜p) is a
non-separating curve in X˜p.
Proof. It is seen from Fig. 5 and Fig. 6 that δ(p) is not a separating curve if and
only if one may join any point in F+(p) with any other in F−(p) by a curve that
passes through an non-vertical edge in F+(p). This will be so only when there is a
non-vertical edge in F+(p) that is Γ0(p)-equivalent to a non-vertical edge in F−(p)
(noting from the discussion above that edges are not a part of the fixed point set except
for the vertical edges from F±1). Let αl and αk determine two such equivalent edges
with 2 ≤ l ≤ L and 2 ≤ |k| ≤ L . Then it follows that this is only possible if α−1l γαk
fixes the unit circle for some γ ∈ Γ0(p). Thus either l = k or αlSα−1k ∈ Γ0(p), so that
lk ≡ −1 (mod p). Hence the existence of equivalent non-vertical edges on opposite
sides of the imaginary axis is determined by the answer to the following:
Question: Are there any l satisfying 2 ≤ l ≤ L such that, if l* denotes the unique
inverse of l in the interval [−L,L], then l* ∈ [2,L] ?
As 2L≡−1 (mod p), we may disregard ±2 and ±L from consideration. If p+1= 2Q
for an odd composite number Q = uv, then since 3≤ u,v ≤ p+16 , one may take l = u
and k = − p+1u . On the other hand if Q is even, then take l = 4 and k = − p+14 . This
argument is valid if p≥ 7 and accounts for almost all p since the remaining p’s are of
the form p+1= 2q for a prime number q, which is a thinner set of primes. We do not
have any obvious candidates for these latter primes.
We now show that if p is sufficiently large, there are many choices for l above.
For 1 ≤ K1,K2 ≤ L, let Np(K1,K2) = |{k ∈ [1,K1] : k* ∈ [1,K2]}|. We determine the
asymptotic behaviour of Np(K1,K2) as p grows and apply this to Np(L,L) to deduce
our conclusion. It is easily seen that
Np(K1,K2)= 1p2
∑
a,b(mod p)
S(a,b; p)F(a,K1)F(b,K2),
where S(a,b; p) is the Kloosterman sum and F(a,K)=∑Ks=1 e( asp ). Since S(a,b; p)=−1
if p|a or p|b but not both while S(a,b; p)= p−1 if p|a and p|b, we have
(6.3.1) Np(K1,K2)= p−1p2 K1K2 −
1
p2
∑
b(mod p)
(b,p)=1
(K1F(b,K2)+K2F(b,K1))
+ 1
p2
∑
a,b(mod p)
(ab,p)=1
S(a,b; p)F(a,K1)F(b,K2).
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As ∑
b(mod p)
(b,p)=1
F(b,K) =
K∑
s=1
∑
b(mod p)
(b,p)=1
e(
sb
p
) = −K ,
the first two terms above contribute p−1p2 K1K2+2
K1K2
p2 =
(p+1)K1K2
p2 .
The sum above involving Kloosterman sums is estimated using Weil’s estimate
|S(a,b; p)| ≤ 2pp so that the total contribution to the last sum in (6.3.1) is
≤ 2
pp
p2
∑
a(mod p)
(a,p)=1
|F(a,K1)|
∑
b(mod p)
(b,p)=1
|F(b,K2)|.
Now |F(a,K)| ≤ |sin(pi ap )|−1 ≤ 2(pi ap )−1, if 1≤ |a| ≤ L. Hence for say p≥ 100∑
a(mod p)
(a,p)=1
|F(a,K)| ≤ 2
L∑
a=1
2
(
pia
p
)−1
≤ 4
pi
p(logL+1).
Thus, the last term in (6.3.1) is bounded by 32
pi2
pp(logL+1)2.
Hence for all p sufficiently large,
Np(K1,K2)= K1K2p +O(
p
p log2 p).
Consequently, Np(L,L)= 12 L+O(
pp log2 p), so that it is equally likely that k* is in
[1,L] as not.
Thus, on average, about half the edges in F+(p) are equivalent to edges in F−(p).
Moreover since Np(K1,L) 6= 0 if K1 Àpp log2 p, it follows that there is always a l in
the interval 2≤ l¿pp log2 p which gives rise to a pair of such edges.
To deduce the statement of our lemma, we have for p≥ 100,∣∣Np(L,L)− (p+1)(p−1)24p2 ∣∣≤ 32pi2pp(log p+1)2,
so that Np(L,L)≥ p1000 for all primes p≥ 3×107. A direct computer calculation verifies
the statement of the lemma for the remaining primes greater than 13 and for p= 11.

We illustrate in Figure 6 the above results with the example from Γ0(11), which is
a subgroup of Γ(1) of index 12, with the resulting Riemann surface having genus 1.
The dark arcs make up the fixed point set, with c5 indentified with c1, giving a closed
curve. After identification of sides, the “hole” in the Riemann surface can be seen by
the two arcs denoted by a and b, with equivalent images modulo Γ0(11) denoted by a′
and b′ respectively. The fact that FixΓ0(11)(σ;X11) is not separating can then be easily
seen as one passes from the right to the left via a∪b.
6.3.1. Non-symmetric standard fundamental domain for Γ0(pq).
For p 6= q be odd prime numbers, Γ0(pq) has index (p+ 1)(q+ 1) in Γ(1) and
has four inequivalent cusps, which may be taken to be infinity, 0, 1p and
1
q . We
construct a fundamental domain for Γ0(pq) using coset representatives as follows:
Q = {I}∪Q1∪Q2∪Q3, where
(6.3.2)
(1) Q1 =
{
αl : 0≤ l ≤ pq−12
}
,
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FIGURE 6
(2) Q2 =
{
αpα j : 0≤ j ≤ q−12
}
, and
(3) Q3 =
{
αqαk : 0≤ k≤ p−12
}
.
While this choice is not of the type discussed in Section 6.1, it is more convenient
in terms of the geometry. Let us denote by X*p the closed set obtained from Xp by
removing F (see (6.1.2)); it is symmetric relative to σ. The closed domain
Xpq :=F ∪
⋃
α∈Q1
αF ∪ αpX*q ∪ αqX*p,
is admissible so that we let X˜pq denote an associated fundamental domain of Γ0(pq),
after identifications of sides. It has the four inequivalent cusps mentioned above.
Here, the first two subdomains of Xpq in (6.3.2) are σ-symmetric while the latter two
are not (though they do have a conjugated symmetry). As before, we are interested in
the structure of the fixed set of σ in Xpq. One notes that since − 1p ∼ 1p and − 1q ∼ 1q ,
all the cusps are in FixΓ0(pq)(σ;X˜pq) (see Section 6.1 for a discussion). For the rest,
we now consider three cases with z ∈FixΓ0(pq)(σ;Xpq):
(i) Suppose z ∈F ∪ ⋃α∈Q1 αF such that σz∼ z mod Γ0(pq). The domain here has the
structure of Figure 5 (see Fig. 7 as an example) and we use the notation there with
L= pq−12 . If z is in the interior, then it must be on the imaginary axis. Hence if z is
on the boundary ofF , it must be on δ2 ∪ σδ2 since they are σ-fixed by T±1 ∈Γ0(pq).
Next suppose z ∈⋃0≤|l|≤LαlS , where S is the part of F on the unit circle. This
happens only for those l with αˆlSα−1 ∈Γ0(pq), so that l2 ≡ 1 (mod pq). Apart from
l =±1, there are two other choices for l, which we denote by ±l*. These give us the
arcs α±1S ∪ α±l*S = α1S ∪ σα1S ∪ αl*S ∪ σαl*S . The arcs corresponding
to l =±1 are vertical line segments on the lines x=± 12 and they connect with δ2
and σδ2 respectively. Finally, one checks the arcs coming from α±LF containing
the cusp 0 (these being the only remaining arcs not in the interior). The arcs
joining 0 to cL and 0 to c−L−1 are fixed by
( 1 0
∓pq 1
) ∈ Γ0(pq) respectively. Thus,
FixΓ0(pq)(σ;F ∪
⋃
α∈Q1 αF ) is the union of the image αl*S and a simple curve C1,
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consisting of the imaginary axis, the arc joining 0 with cL and the vertical segment
joining c1 with the cusp at infinity, together with their σ-reflections (see Fig. 7).
(ii) If z ∈αpX*q, then write z=αpα jw, with w ∈F . Then, σz∼ z mod Γ0(pq) if and only
ifαpα jσw∼αpα jw mod Γ0(pq), so that then σw∼w mod Γ(1). Thus w ∈ δ∪σδ.
If w ∈ δ1, then we have αpα j(αpα j)−1 ∈ Γ0(pq) since σw=w (being an interior
point of F ). This happens only when p j ≡ 1 (mod q), for which there is a unique j,
which we denote by p*. Thus αpαp*δ1 ⊂FixΓ0(pq)(σ;αpX*q).
If w ∈S , we have σw= Sw, so thatαpα jS(αpα j)−1 ∈Γ0(pq). This is impossible
since it implies (p j−1)2 ≡ p2 (mod pq).
If w ∈ δ2, we have σw=T−1w, so thatαpα jT−1(αpα j)−1 ∈Γ0(pq). This holds if
2p(p j−1)≡ p2 (mod pq), so that there is a unique j1 ≡ p*+ q+12 (mod q), with the
corresponding image αpα j1δ2 in FixΓ0(pq)(σ;αpX
*
q).
Finally, if w ∈σδ2, we repeat the argument above with T−1 replaced by T to find
that αpα j2σδ2 is in FixΓ0(pq)(σ;αpX
*
q), with j2 ≡ j1−1 (mod q). One checks that
j1 6= − q−12 , so that j2 = j1−1. But then αpα j2σδ2 = αpα j1−1σδ2 = αpα j1 Tσδ2 =
αpα j1δ2 as above.
(iii) The analysis for αqX*p is identical to that above, with q
* (mod p) defined accordingly,
and with the analogous values k1 (mod p). So FixΓ0(pq)(σ;αqX
*
p) is αqαq*δ1 ∪
αqαk1δ2, where k1 ≡ q*+ p+12 mod p and qq* ≡ 1 (mod p). Note that necessarily
pp*+ qq* = 1, so that p* and q* have opposite signs.
Collecting the above together gives FixΓ0(pq)(σ,Xpq)=C1 ∪ σC1 ∪ C2, where
C2 =αl*S ∪ α−l*S ∪ αpαp*δ1 ∪ αqαq*δ1 ∪ αpα j1δ2 ∪ αqαk1δ2.
To determine FixΓ0(pq)(σ,X˜pq) we have to remove any equivalent arcs from the
above. The analysis in (i) shows that the arcs making up σC1 are equivalent to the
corresponding arcs in C1. Also note (as in the the previous section) that cL ∼ c1. Next,
one has α−l* Sα
−1
l*
∈ Γ0(pq), so that α−l*S is equivalent to αl*S . Among these two,
we keep the one whose subscript is congruent to 1 mod p and −1 mod q; we will
denote this choice by l*. One now checks that the remaining arcs are not equivalent
except possibly at endpoints. Checking the endpoints, using X :=αpαp* S(αqαq* )−1 =(
q−pp*2 −(1+p* q*)
pq(1+p* q*) qq*2−p
)
∈ Γ0(pq), one sees that αpαp* i ∼ αqαq* i mod Γ0(pq) so that
αpαp*δ1 and αqαq*δ1 have a common point in X˜pq. Similarly, using the choice of
l* above, and the definitions of j1 and k1, one shows that αl*S and αpα j1δ2 have
equivalent points at αl*ρ ∼αpα j1ρ, where the element Y :=αl*α−11 (αpα j1 )−1 ∈Γ0(pq)
maps one to the other; and αl*S and αqαk1δ2 have equivalent points at αl*σρ ∼
αqαk1ρ where Z :=αl* T−1α−11 (αqαk1 )−1 ∈ Γ0(pq) is the map (thus αl*S bridges the
other two arcs in X˜pq as in Fig. 8). We thus have schematically the following closed
curve C3 with connecting equivalent points shown and the arcs indicated by arrows:(
1
p
)
(1)−−−−→
{
αpαp* (i)
αqαq* (i)
}
X
(2)−−−−→
(
1
q
)
(3)−−−−→
{
αqαk1 (ρ)
αl*σ(ρ)
}
Z
(4)−−−−→
{
αl* (ρ)
αpα j1 (ρ)
}
Y
(5)−−−−→
(
1
p
)
.
(6.3.3)
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We have
Lemma 6.4. Let p and q be distinct odd primes.
(i) FixΓ0(pq)(σ,X˜pq) is a disjoint union C1∪C3 of two closed simple curves, each
containing a pair of cusps.
(ii) On H, FixΓ0(pq)(σ,X˜pq) can be realised as the union of two pairs of non-
intersecting geodesics with rational endpoints, with each pair having Γ0(pq)-
equivalent endpoints.
Proof. As discussed in Lemma 6.2, the curve C1 is piecewise equivalent to the two
vertical lines ℜ(z)= 0 and ℜ(z)= 12 with 0∼ 12 .
For the other curve in FixΓ0(pq)(σ,X˜pq) given in (6.3.3), we first consider the arcs
denoted by (1) and (2); we may assume p< q. The element X−1 =αqαq* S(αpαp* )−1 ∈
Γ0(pq) maps the geodesic arc (1) connecting 1p and the point αpαp* (i) in (6.3.3) to the
new geodesic arc connecting q∗qq*−1 and αqαq* (i); together with the geodesic arc (2)
connecting αqαq* (i) and
1
q in (6.3.3) this gives the full geodesic E1 having
1
q and
q∗
qq*−1
as endpoints since αqαq* (0)= q∗qq*−1 and αqαq* (∞)=
1
q . Note that if p
* < 0< q*, the
new endpoint q∗qq*−1 is between 0 and
1
q , while if q
* < 0< p*, then it lies between 1q
and 1p . Thus the curves (1) and (2) are piecewise Γ0(pq)-equivalent to the full geodesic
E1.
Next, for the arcs (3), (4) and (5), we see that Z maps 1q to αl* (−1)= 1l*+1 so that
the arc of αl*S joining αl* (−1) with αl*σρ is the image of the arc (3) in (6.3.3) under
Z. Similarly, Y maps 1p to αl* (1) = 1l*−1 ( note that by definition, l* 6= ±1), so that
the arc of αl*S joining αl* (1) with αl*ρ is the image of the arc (5) in (6.3.3) under Y .
Then together with the arc (4) we get the geodesic E2with end points 1l*+1 and
1
l*−1
and the curves (3), (4) and (5) are piecewise equivalent to it.
We see that C3 is piecewise equivalent to the geodesics E1∪E2. Comparing end-
points, we have from the above that Y ( 1p )= 1l*−1 and Y X (
q*
qq*−1 )=
1
l*−1 , so that the
endpoints are pairwise equivalent.

We illustrate the analysis above by considering Γ0(15), which is a subgroup of
index 24, with the associated Riemann surface of genus 1. In Figure 7 we see the
closed curve C1 with the points c7 and c1 identified. Figure 8 shows the closed curve
C3, where ‘a’ is α5α5* (i), and is identified with ‘d’ =α3α3* (i). Here p= 3, q= 5, 3* = 2,
5* = −1 and l* = 4. This gives us j1 = 0 and k1 = 1. Then, ‘b’ is α5α1(ρ) and ‘c’ is
α3α0(ρ). The bridge is the curve with endpoints ‘b’ and ‘c’. One sees that the curve E2
is the geodesic joining 15 and
1
3 . The other geodesic E1 joins
1
6 and
1
5 .
6.5. Symmetric fundamental domains: the cocompact case.
We consider anisotropic indefinite ternary quadratic forms for which the integral
automorphism group or a suitable subgroup is arithmetic. Associated with the chosen
group is a cocompact arithmetic subgroup of PSL(2,R) , giving us the compact surface
Y in H. By choosing the forms suitably, we ensure that Y has a reflection symmetry σ
for which the fixed set is composed of closed geodesics in H.
We first give some preliminaries: let f (x1, x2, x3)=−a1x21+a2x22+a3x23 with ai ∈
N be an integral anisotropic quadratic form. Associated to f is the two-sheeted
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FIGURE 7
FIGURE 8
hyperboloid given by f (x)=−k where k> 0 is fixed. Define the inner-product (~x,~y)=
−a1x1 y1+a2x2 y2+a3x3 y3 and choose a sheet, say with x1 > 0 and denote it by H+,
and the other sheet by H−. Let O f (R) be the real othogonal group of f , the group of
3×3 real matrices whose action fixes f . An element of O f either maps H+ to itself or
otherwise to H−. We denote the subgroup (of index two) that maps H+ to itself by O+f ,
and let SO+f be those elements with determinant one. Then SO
+
f (R) acts on this sheet
as a group of isometries and the integral automorphisms SO+f (Z) of f act as a discrete
subgroup on this space. Vinberg’s algorithm [Vi71] is used to determine a polygonal
fundamental domain for the subgroup R f in SO+f (Z) generated by all reflections .
The integrality conditions imposed above are used in Vinberg’s algorithm to obtain
root vectors which in turn determine hyperplanes that cut the hyperboloid sheet to
give the sides of the polygon. The process of finding the root vectors is algorithmic
and involves solving some diophantine inequalities determined by the form f ; the
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process always terminates. By mapping H+ to H one then creates a discrete reflection
group Γˆ in PSL(2,R) together with a fundamental domain. From Γˆ, we construct our
discrete groups of interest Γ in PSL(2,R) with σ-symmetric fundamental domains.
For suitable f , the reflective subgroup R f is of finite index in SO+f (Z) so that a
fundamental domain for SO+f (Z) can also be obtained. Since f is anisotropic, all
the fundamental domains obtained are compact. By general principles relating SO+f
to quaternion division algebras one can create an arithmetic cocompact subgroup
Γ f in PSL(2,R), obtained from SO+f (Z) by a suitable representation. In the explicit
constructions below, one finds that Γ f = Γ, giving us arithmetic cocompact groups
with σ-symmetric fundamental domains. We then analyse the fixed set for these
fundamental domains.
For p ≡ 3 (mod 4) a prime number, consider the anisotropic form f (x1, x2, x3) =
−px21 + x22 + x23 (or the form f (x1, x2, x3) = −x21 + px22 + px23, for which the analysis is
similar). The Lie group SO f (R) is a linear algebraic group over Q and has two
connected components. There is an isomorphism between PSL(2,R) and SO+f (R) the
connected 1-component, given as follows: to each
(
α β
γ δ
)
∈PSL(2,R) is associated the
matrix

1
2 (α
2+β2+γ2+δ2) 1pp (αβ+γδ) 12pp (α2−β2+γ2−δ2)pp(αγ+βδ) αδ+βγ αγ−βδpp
2 (α
2+β2−γ2−δ2) αβ−γδ 12 (α2−β2−γ2+δ2)
 ,
in SO+f (R) (see [FK]) Sec 3, Chap.2 ; [Pl]). Restricting the latter to SO
+
f (Z) gives rise
to a discrete cocompact subgroup Γ f of PSL(2,R) given by Γ f =Γ*f ∪ UΓ*f , where Γ*f
is the subgroup of PSL(2,R) consisting of all matrices of the type
(6.5.1)
(
α β
γ δ
)
=
( a+ppb
2
c+ppd
2−c+ppd
2
a−ppb
2
)
or
( a+ppb
2
c+ppd
2
c−ppd
2
−a+ppb
2
)
,
where a,b, c and d are integers all of the same parity with a2− pb2+ c2− pd2 =±4
respectively, and U =
( 1p
2
1p
2
− 1p
2
1p
2
)
. Fix integers ε1, ε2 both odd such that ε21+ε22 = 2(p−2).
Let Γ**f be the subgroup of Γ
*
f consisting of those elements in (6.5.1) of the first kind.
Then Γ**f is of index two in Γ
*
f with Γ
*
f =Γ**f unionsqεΓ**f , where ε=
(
1
2 (ε1+
pp) 12 (ε2+
pp)
1
2 (ε2−
pp) 12 (−ε1+
pp)
)
Let G f be the spin double cover of SO f (R) defined over Q; it is isomorphic to
SO+f (R). Let D f denote the quaternion division algebra over Q containing elements
u= u0+u1E1+u2E2+u3E3, where E21 =−1 and E22 =E23 = p. Then G f is composed
of the elements of norm 1 in D f , namely those u with N(u)= u20+u21− pu23− pu20 = 1.
Let G f (Z) consist of the elements of G f with ui integers (the Litschitz integral
quaternions of norm one). Let
E1 =
(
0 −1
1 0
)
; E2 =
(
0
pppp 0
)
and E3 =
(−pp 0
0
pp
)
.
To each u is associated the matrix M(u)= u0I+u1E1+u2E2+u3E3 in PSL(2,R). Then,
G f (Z) is mapped to the subgroup Γ**f (+) of Γ**f with a,b, c and d all even, so that Γ**f (+)
is arithmetic. Now fix integers ε3, ε4 both odd such that ε23+ε24 = 2(p+2)and let η=
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(
1
2 (ε3+
pp) 12 (ε4+
pp)
1
2 (−ε4+
pp) 12 (ε3−
pp)
)
. Then, Γ**f (+) is of index two in Γ**f since Γ**f =Γ**f (+) unionsq ηΓ**f (+).
Thus Γ**f , and so Γ f , are all arithmetic (note that Γ
**
f is associated with the Hurwitz
integral quaternions of norm one).
6.5.1. The form f(x1,x2,x3)=−3x21+x22+x23 .
By Vinberg’s algorithm, there are three root vectors~v1 =< 0,0,−1>,~v2 =< 0,−1,1>
and ~v3 =< 1,3,0 >, giving rise to three hyperplanes in R3 namely H1 = {~x : x3 = 0},
H2 = {~x : x2− x3 = 0} and H3 = {~x : −x1+ x2 = 0} respectively. Putting x = x3p3x1 and
y= x2p
3x1
maps the sheet (~x,~x)=−k with x1 > 0 to the interior of the Klein unit disc
x2+ y2 = 1− k
3x21
< 1. Under this map, the three hyperplanes give rise to three line
segments in the unit disc namely (1) x= 0, (2) x= y and (3) y= 1p
3
with corresponding
endpoints on the boundary (0,±1), ±( 1p
2
, 1p
2
) and (±
√
2
3 ,
1
3 ) respectively. Putting
r = 1+
p
3p
2
and mapping these to H2 gives us the three geodesics
la : x= 0 ; lb : (x−1)2+ y2 = 2 and lc : x2+ y2 = r2,
whose intersection gives us the (2,4,6)-triangle as a fundamental domain for the
associated (arithmetic) triangle group. We denote the endpoints of lb by s= 1+
p
2
and s′ = 1−p2, while those of lc are ±r.
The three reflections associated with the geodesics are respectively,
Ra(z)= z ; Rb(z)=
z+1
z−1 and Rc(z)=
r2
z
.
Let Γˆ be the reflection group generated by Ra, Rb and Rc. Put
(6.5.2) U =RaRb =
( 1p
2
1p
2
− 1p
2
1p
2
)
and Vr =RaRc =
(
0 −r
1
r 0
)
.
We see that RbRa =U−1, RcRa =V−1r , RbRc =U−1Vr = (RcRb)−1 . Let Γ⊂ PSL2(R)
be the subgroup of Γˆ consisting of words of even length. Then, Γ is generated by U
and Vr and σ is in the normaliser of Γ since σUσ =U−1 and σVrσ = Vr. Moreover,
if γ ∈ Γˆ is a word of odd length, then Raγ has even length so that γ ∈ RaΓ. Thus,
Γˆ= ΓunionsqRaΓ, with Γ a subgroup of Γˆ of index two (note that Γ= Γˆ∩PSL2(R)). Since
Γ f in (6.5.1) is generated by U and Vr (see [Ma2], page 127), it follows that Γ is a
cocompact arithmetic subgroup of PSL(2,R).
A fundamental domain for Γ can be obtained from that of Γˆ by reflection on the
imaginary axis, giving us a (2,6,6)-triangle F. We denote the segments l∗∩F by their
respective subscripts (see Figure 9), and their σ-reflections with a dash. Then, we
have the equivalence of the sides b∼ b′ using U and c∼ c′ using Vr, giving us a surface
of genus zero. Moreover this implies that FixΓ(σ,F)= a∪b∪ c. Since Vr(i0)= i∞ and
U2(s)= s′, we see that the imaginary axis and lb are closed geodesics. Next, putting
P := (VrU)−3 =
(
1 −p2rp
2
r −1
)
, we see that the same is true for lc since P(r) = −r. We
now show that all these geodesics are mapped modulo Γ piecewise onto a, b and c
respectively.
For any number τ> 0 we can define Vτ by replacing r with τ in (6.5.2), giving an
involution of PSL2(R). We have S =U2 ∈ Γ, Mτ,l := (U2Vτ)l satisfies Mτ,l(z) = 1τ2l z,
and Nτ,l := Vτ(U2Vτ)l satisfies Nτ,l(z)= τ2l+2Sz. Consider the ray {i y : y≥ 1}. We
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decompose it into subintervals [1,τ]∪ [τ,τ2]∪ [τ2,τ3]∪ . . . . Then if y ∈ [τk,τk+1], we
have
(i) for even k, M
τ, k2
(i y) ∈ a, and
(ii) for odd k, N
τ, k−12
(i y) ∈ a,
with a similar calculation holding for y< 1. Since Vr, Mr,l and Nr,l are in Γ for any
integer l, applying this argument with τ= r shows that the closed geodesic ℜ(z)= 0 is
mapped piecewise onto the segment a.
We now consider the two geodesics that make up the segments b and c of FixΓ(σ,F):
(1) For the arc c, the geodesic lc : x2+ y2 = r2 is mapped to the imaginary axis
by ηc =
(
1
r 1
− 1r 1
)
, sending −r 7→ 0, ir 7→ i and r 7→ i∞. The other endpoint
of c, denoted by w = rei pi4 is mapped to is. We then partition the imagi-
nary axis as done above with τ replaced with s. Applying the maps Ms,l
and Ns,l as above for the appropriate subintervals (with endpoints pow-
ers of s), and then applying the map η−1c , we see that subintervals of lc
are mapped onto c using the composite maps η−1c Ms,lηc and η−1c Ns,lηc. To
show these latter maps are in Γ, we write η−1c Ms,lηc =
(
(η−1c U2ηc)(η−1c Vsηc)
)l ,
and η−1c Ns,lηc = (η−1c Vsηc)
(
(η−1c U2ηc)(η−1c Vsηc)
)l . Since η−1c U2ηc =Vr ∈Γ and
(η−1c Vsηc) = (VrU)−3 ∈ Γ, we see that lc is a closed geodesic, being mapped
piecewise onto the arc c.
FIGURE 9
(2) For the arc b, the argument is similar to that of c. The geodesic lb : (x−1)2+
y2 = 2 is mapped to the imaginary axis by ηb =
( s 1
−1 s
)
, sending s′ 7→ 0, i 7→ i
and s 7→ i∞. The point w is sent to a point iq with q> 1. Then as above, we
need to evaluate η−1b Mq,lηb and η
−1
b Nq,lηb, for which it suffices to consider
η−1b U
2ηb and η−1b Vqηb. One has η
−1
b U
2ηb = S =U2 ∈ Γ. Next, η−1b Vqηb =(
1 −q1
q2 −1
)
, where q1 = s
2 q+q−1
s(q−q−1) and q2 =
s2 q−1+q
s(q−q−1) . Writing q = −iηbw, we get
q1 = 1+
p
3 = p2r and q2 =
p
3−1 = p2r−1, so that η−1b Vqηb = (VrU)−3 ∈ Γ
as in part (1) above. This shows that lb is a closed geodesic, being mapped
piecewise onto the arc b.
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6.5.2. The form f(x1,x2,x3)=−7x21+x22+x23 .
Vinberg’s algorithm gives four root vectors~v1 =< 0,0,−1>,~v2 =< 0,−1,1>,~v3 =<
1,3,0> and~v4 =< 1,2,2> giving rise to the four hyperplanes
H1 = {~x : x3 = 0} , H2 = {~x : x2− x3 = 0} ,
H3 = {~x : 7x1−3x2 = 0} , H4 = {~x : 7x1−2x2−2x3 = 0} .
Mapping to the Klein disc using x= x2p
7x1
and y= x3p
7x1
transforms the hyperplanes to
the four lines
(1) x= 0 ; (2) x= y ; (3) y=
p
7
3
and (4) x+ y=
p
7
2
.
Finally, mapping to H gives us the following four geodesics (Figure 9):
(i) la : x= 0 ; (ii) lb : (x−1)2+ y2 = 2 ;
(iii) lc : x2+ y2 =ϑ2 ; (iv) ld : (x− 23η)
2+ y2 = 1
9
η2,
(6.5.3)
where ϑ= 3+
p
7p
2
and η= (2+p7).
The reflection maps corresponding to the reflection on the four geodesics above are
(i) Ra(z)=−z ; (ii) Rb(z)=
z+1
z−1 ;
(iii) Rc(z)= ϑ
2
z
; (iv) Rd(z)= 2z−3η3η′z−2 ,
(6.5.4)
with η′ = 2−p7.
FIGURE 10
Now let ~w=< 2,1,1> so that f (~w)=−2, which implies that ~w lies on the chosen
sheet of the hyperboloid (as opposed to the vectors ~vi above). Reflection on ~w is
reflection about a point (a 180o rotation) and leads to a Cartan involution. If R~w
denotes this reflection, then one has R~w(~v3)=−~v2 and R~w(~v4)=−~v1. In the upper-half
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plane model, ~w corresponds to the point $ := η3 (1+ i
p
2). The reflection about this
point $ we denote by X and is given by the matrix in PSL2(R)
X =
(
1p
2
− ηp
2
− η′p
2
− 1p
2
)
.
The geodesic
(6.5.5) le :
(
x−
√
7
2
ϑ
)2
+ y2 = 5
2
ϑ2 ,
is orthogonal to both lb and lc and it contains the point $. It is mapped onto itself
by X , sending $ to itself and the intersections lb∩ le 7→ lc∩ le (we will denote the
intersection of two of the geodesics, say l i∩ l j by τi j) so that X : τbe 7→ τce.
Let Γˆ be the group generated by the reflections Ra, . . . ,Rd. As in the previous
example, we consider the subgroup of Γˆ (in PSL2(R)) of even length words, denoted
by Γ*. It is generated by RaRb, RaRc and RaRd and is a subgroup of Γˆ of index two,
namely Γˆ=Γ*unionsqRaΓ*. A fundamental domain F* of Γ* is the shaded region in Figure
10, together with its σ-reflection; it contains le∩F* (and so $) as interior points and
is mapped onto itself by X ∉ Γ*. A similar statement holds for the (reflected) arc of
σle with X˜ taking the place of X .
Now define Γ = Γ*unionsqXΓ* 6= Γ*. Using the relations Rd = X RaX and Rc = X RbX ,
we conclude that X ΓˆX = Γˆ, so that XΓX = Γ. These imply that Γ is a subgroup of
PSL2(R), and contains Γ* as a subgroup of index two. A set of generators for Γ is
X , U and Vϑ. Here we have used the fact that UVϑX X˜ = I, RaRd = (RaX )2 = X˜ X ,
RaRb =U and RaRc = Vϑ, with U and V∗ as given after (6.5.2). Finally, as in the
previous example, Γ f in (6.5.1) is generated by X , U and Vϑ (see [Ma2], page 128), Γ
is cocompact and arithmetic.
The fundamental domain F of Γ, obtained from that of Γ* is bounded by the
curves lb, lc, their reflections under σ, together with le and its reflection under σ.
As in the previous subsection, we denote the arcs of the polygon by the subscripts
of the corresponding geodesics (see Figure 11). We have the equivalence of sides
b∼ b′ =σb using U , and c∼ c′ =σc using Vϑ. Since the arc e (and e′) is in the interior
of F*, and since X (and X˜ ) is in the normaliser of Γ, preserving the arc, one sees
that e is not Γ-equivalent to e′. Thus, FixΓ(σ;F) = a∪b∪ c is a closed curve with
common endpoints τbe ∼ τce. The geodesics la, lb, lc and le are closed, with their
corresponding endpoints mapped to one another by Vϑ, S =U2, Vϑ and X , respectively.
As in the previous subsection, the geodesic la is mapped onto a using the map Mϑ, k2
and N
ϑ, k−12
. We now focus on lb and lc, for which we have the interplay between three
maps: S : lb 7→ lb , Vϑ : lc 7→ lc and X : lb 7→ lc . One sees that lc can be partitioned
by starting with c and going clockwise; one has four consecutive arcs c, Xb, W Xb
and Wc, which together (in order) we denote by l*c, where W = X SX . Then all of lc
is obtained from l*c as a sum of (WVϑ)
k l*c, with k ∈Z. Similarly, for lb we start with
the arcs b, Xc, W ′Xc and W ′b, denoted collectively by l*b, with W
′ = XVϑX . Then lb
is obtained from l*b as a sum of (W
′S)k l*b, with k ∈Z. The arc l*c geometrically can be
viewed as traversing c to τce, then to b from τb, then on b backwards and finally c
backward (similarly for l*b). Thus, lb and also lc are piecewise equivalent to the pair
of (joined) arcs b and c.
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