This paper presents a distributed strategy for the navigation of multiple autonomous robots. The proposed planning scheme combines a decentralized receding horizon motion planner, in which each robot computes its own planned trajectory locally, with a fast navigation controller based on artificial potential fields and sliding mode control technique. This algorithm solves the collision avoidance problem. It explicitly accounts for computation time and is decentralized, making it suited for real time applications. Simulation studies are provided in order to show the effectiveness of the proposed approach.
INTRODUCTION
The research effort in multi-robots systems (MRS) relies on the fact that multiple robots have the possibility to perform a mission more efficiently than a single robot. Among all the topics of study in this field, the issue of conflict resolution becomes an increasingly important point. Many cooperative tasks such as surveillance, search, rescue or area data acquisition need the robots to autonomously navigate without collision.
Solving conflicts in MRS consists in introducing some coordination mechanisms in order to give a coherence between the robot acts (Kuchar and Yang, 2000) . For motion planning, three coordination mechanisms are identified:
• The Coordination by Adjustment, where each robot adapts its behavior to achieve a common objective (Tomlin et al., 1998) . However, most of the planning algorithms are centralized, which often limit their applicability in real systems.
• The Coordination by Leadership (or supervision) where a hierarchical relationship exists between robots (Das et al., 2002) . Such an approach is easy to implement. However, due to the lack of an explicit feedback from the followers to the leader, the collision avoidance cannot be guaranteed if followers are perturbed (during obstacle avoidance for instance). Another disadvantage is that the leader is a single point of failure.
• The Standardization where procedures are predefined to solve some particular interaction cases (Pallatino et al., 2007) . While this approach can lead to straightforward proofs, it also tends to be less flexible with respect to changing conditions.
Here, the problem of interest is the decentralized navigation for autonomous robots through a coordination by adjustment. Each vehicle is modeled as an unicycle with a limited sensing range in order to capture the essential properties of a wide range of vehicles. They are dynamically decoupled but have common constraints that make some conflicts. Indeed, each robot has to avoid collision with the other entities. Furthermore, the proposed framework allows moving (and static) obstacles to be avoided since they can be modeled as non cooperative entities.
Motion planning consists in generating a collision-free trajectory from the initial to the final desired positions for a robot. Since the environment is partially known and further explored in real time, the computation of complete trajectories from start until finish must be avoided. Therefore, the trajectories have to be computed gradually over time while the mission unfolds. It can be accomplished using an online receding horizon planner (Mayne et al., 2000) , in which partial trajectories from an initial state toward the goal are computed by solving optimal control problems over a limited horizon.
Two strategies for motion planning in MRS are the centralized and decentralized (distributed) approaches. Although the centralized one has been used in different studies (see (Dunbar and Murray, 2002) for instance), its computation time which scales exponentially with the number of robots, its communication requirement and its lack of security make it prohibitive. To overcome these limitations, one can use a distributed strategy which results in behaviors closed to what is obtained with a centralized approach. Recently, some decentralized receding horizon planners have been proposed. In (Dunbar and Murray, 2006) , a distributed solution is provided for the rigid formation stabilization problem. In (Kuwata et al., 2006) , the navigation problem is solved through a coordination by leadership. Indeed, the robots update their trajectory sequentially. In (Defoort et al., 2007) , a decentralized algorithm based on a coordination by adjustment is proposed to solve the navigation problem for MRS. However, the large amount of information exchanged between robots and the addition of several constraints make this strategy prohibitive when the number of vehicles increases.
One of other collision avoidance algorithm is potential field method, where an artificial potential function treats each robot as a charged particle that repels all the other entities (Latombe, 1991; De-Gennaro and Jadbabaie, 2006) . However, most of them are only based on relative position information and do not consider coordination between cooperative robots.
In this paper, we proposed a practical decentralized scheme, based on a coordination by adjustment, for real time navigation of large-scale MRS. As illustrated in Fig. 1 , the scheme consists of two parallel processes:
• a distributed receding horizon planner, in which each robot computes its own planned trajectory locally, for the coordination between cooperative robots,
• a reactive approach, which combines artificial potential fields and sliding mode control technique, for simultaneously tracking the planned trajectory while avoiding collision with unexpected entities (i.e. non cooperative entities).
The main advantages of the proposed strategy, especially for large-scale MRS, are the small amount of information exchanged between cooperative robots and the robustness. The outline of this paper is as follows. In Section 2, the problem setup is described. In Section 3, the navigation algorithm is presented. Finally, numerical results illustrate the effectiveness of the strategy. 
PROBLEM STATEMENT

Dynamic Model of the Robots
Each robot A n (n ∈ (1, . . . , N) with N ∈ N), shown in Fig. 2 , is of unicycle-type. Its two fixed driving wheels of radius r n , separated by 2ρ n , are independently controlled by two actuators (DC motors) and the passive wheel prevents the robot from tipping over as it moves on a plane. Its configuration is given by:
where (x n , y n ) is the position of its mass center C n and θ n is its orientation in the global frame. The dynamic model of robot A n is given as in (Do et al., 2004) :η
where
• M n is a symmetric positive definite inertia matrix
• D n is a symmetric damping matrix
T where z r n , z l n are the angular velocities of the right and left wheels. The relationship between z z z n and the linear and angular velocities, denoted v n , w n , is
T where τ r n ,τ l n are the control torques applied to the wheels of the robot Remark 1. System (1)- (2) is flat (see (Fliess et al., 1995) for details about flatness) since all system variables can be differentially parameterized by x n , y n as well as a finite number of their time derivatives. For instance, θ n , v n and w n can be expressed as
Assumptions and Control Objective Assumption 1. The following assumptions are made:
• A n knows its position p p p n = [x n , y n ] T and its veloc-
• A n has a physical safety area, which is centered at C n with a radius R n , and has a circular communication area which is also centered at C n with a radiusR n . Note thatR n is strictly larger than 
DISTRIBUTED ALGORITHM
In order to solve the multi-robots navigation problem, a decentralized algorithm combining two parallel processes is proposed. First, a receding horizon planner, in which each robot computes its own planned trajectory locally, achieves middle-term objectives, i.e. coordination between cooperative robots which are involved in a detected potential collision. Then, a reactive navigation controller is proposed to fulfill shortterm objectives, i.e. trajectory tracking while taking into account non cooperative entities.
Conflicts and Collisions Definition 1. (conflict) A conflict occurs between two
cooperative robots A n and A j at time t k ∈ R + if they are not in collision at t k , but at some future time, a collision may occur.
The following proposition, based on the wellknown concept of velocity obstacle (Fiorini and Shiller, 1998) , is useful to check the presence of conflicts.
Proposition 1. Let us define for each pair (
the following variables depicted in Fig. 3 :
A necessary and sufficient condition for no conflict between A n and A j at t k is: 
Receding Horizon Planner
The purpose of the distributed receding horizon planner is to decompose the overall problem into a family of simple receding horizon planning problems which are implemented in each robot A n .
In every problem, the same planning horizon T p ∈ R + and update period T c ∈ R + (T c < T p ) are used. The receding horizon updates are
Remark 4. During the initialization step, that is to say before robots move, we denote t 0 = t ini .
At each update t k , robots in conflict exchange information about each others (position, velocity, . . . ).
Then, in parallel, every robot A n computes an anticipated trajectory, denoted p p p j (t,t k ) and an anticipated velocity u u u j (t,t k ), over the overall horizon, for all A j belonging to N n (t k ). These trajectories are obtained without taking the collision avoidance constraint into account. Therefore, by design, the anticipated trajectory is the same in every receding horizon planning problem in which it occurs. At last, in parallel, every robot A n computes only its own planned trajectory p p p * n (t,t k ) and planned velocity u u u * n (t,t k ), over the planning horizon T p , in order to integrate the collision avoidance between cooperative robots. From the planned trajectory and velocity associated to the planning horizon T p , only the part which corresponds to the update horizon T c is stored.
Remark 5. Note that the first argument of p p p * n , p p p n , u u u * n and u u u n denotes time. The second argument is only added to distinguish at which receding horizon update the trajectory and velocity are computed.
The collection of distributed receding horizon planning problems is formally defined as Problems 1-2 for each robot A n . Problem 1. For each robot A n and at any update t k , k ∈ N: Given: the actual positions p p p n (t k ), p p p j (t k ) and the actual velocities u u u n (t k ), u u u j (t k ) of robot A n and robots A j belonging to N n (t k ), respectively.
Find: the anticipated trajectory and velocity pairs
The anticipated trajectories are computed without taking the collision avoidance constraint into account. That is why, to integrate the path planning with local collision avoidance, the following problem is solved.
Problem 2. For each robot A n and at any update t k ,
Find: the planned trajectory and velocity pairs (p p p * n (t,t k ), u u u * n (t,t k )) that minimizes
subject to the following constraints:
a n and b n are strictly positive factors which can vary among robots to reflect differences in aggressiveness (a n < 1, b n ≪ 1) and shyness (a n > 1, b n ≫ 1). One can note that the first part of cost (11) is designed to enforce the collision avoidance between cooperative robots. The cost term p p p * n (t,t k ) − p p p n (t,t k ) in (11) is a way of penalizing the deviation of the planned trajectory p p p * n (t,t k ) from the anticipated trajectory p p p n (t,t k ), which is the trajectory that other robots rely on. In previous work, this term was incorporated into the decentralized receding horizon planner as a constraint (Defoort et al., 2007) . The formulation presented here is an improvement over this past formulation, since the penalty yields an optimization problem that is much easier to solve. (12) 
Remark 6. One can note that constraints
Reactive Navigation Controller
Hereafter, a reactive approach, which combines artificial potential fields and sliding mode control technique, for simultaneously tracking the planned trajectory while avoiding collision with unexpected entities (i.e. non cooperative entities), is proposed. Since the robot dynamics (1)- (2) is of strict feedback systems (see (Krstic et al., 1995) for details about strict feedback systems) with respect to the robot linear and angular velocities (i.e. v n and w n ), a backstepping procedure is used to design the control input τ τ τ n . That is why the control design is divided into two main steps.
Step 1 based on Artificial Potential Fields
Let us introduce the following notations:
where γ θ n and γ v n are auxiliary variables used to avoid collisions. Replacing expressions (14) into the first two equations of (1) and using (4) yield:
with ∆ 1n = γ v n (cos θ ne − 1) cosγ θ n − sin θ ne sin γ θ n sin θ ne cos γ θ n + (cosθ ne − 1) sin γ θ n and ∆ 2n = v ne cos θ n sin θ n .
The objective is to design the auxiliary variables γ v n and γ θ n such that robot A n robustly tracks its planned trajectory p p p * n while avoiding unexpected collisions. Here, artificial potential functions are used in order to design an attractive force between the robot and its planned trajectory and a repulsive force to avoid collisions.
In conventional potential field method (Latombe, 1991) , the planned robot velocity u u u * n is assumed to be zero and the obstacle velocity u u u obs i is not considered. However, to make robot A n track the planned trajectory among moving obstacles, velocities u u u * n and u u u obs i play key roles. This issue will be addressed by extending the results given in (Huang, 2009) . Let us consider the conventional potential function (Latombe, 1991) :
where U n,att and U n,rep are, respectively, the attractive potential defined to track the planned trajectory p p p * n and the repulsive potential related to collision avoidance, specified as follows:
• The attractive potential is designed such that it puts penalty on the tracking error and is equal to zero when the robot is at its desired position, i.e.
• The repulsive potential is designed such that it equals to infinity when a collision occurs with A n and decreases according to the relative distance between A n and an obstacle, i.e.
with 
with Once the sliding mode occurs on all the surfaces (which happens in finite time), based on Proposition 2, the global control objectives, defined in Section 2.2, are fulfilled.
Some specific advantages of the proposed decentralized algorithm are enumerated below:
• robustness with respect to uncertainties and disturbances (sliding mode controller), • reactivity (potential field functions),
• low communication bandwidth, i.e. small amount of information is locally exchanged, • reduction of deadlocks due to local minima in potential field (anticipation and coordination mechanism through the receding horizon planner).
SIMULATION RESULTS
This section demonstrates the performance of the proposed decentralized algorithm. The following simulations showcase two different scenarios for which the environment is partially known (i.e. the range of sensors of each robot is of radius 1.5m).
The main parameters of the robots are: ∀n, R n = 0.25m,R n = 4m and u n,max = 1m/s. For the decentralized algorithm, the following parameters are used: T p = 3s, T c = 0.5s, a n = c n = 1, b n = 2, d n = 0.5, λ 1,M = λ 2,M = 10, λ 1,m = λ 2,m = 1 and T s = 0.01s.
Scenario 1: Crossing
In this scenario, there are four robots (N = 4) start- T . One can note that this problem is not trivial due to its symmetry properties.
The simulation results are given in Fig. 5 . One can see that each robot modifies its trajectory in order to avoid collision. Figure 5 (b) depicts the evolution of the distance between robots. Since it is higher than 0.5m, the collision avoidance is guaranteed.
Scenario 2: Reconfiguration with Collision Avoidance
In this scenario, a swarm of five robots (N = 5) reconfigures its geometric shape (from "linear" to "triangular") while avoiding collisions with obstacles. The proposed decentralized controller has only a limited knowledge of the obstacles (initially unknown). It simply keeps the robots spaced out using the proposed potential field technique. The five robots make decisions in order to avoid collisions. One can note that the number of potential conflicts is high.
One can see in Fig. 6 that under the proposed decentralized algorithm, the robots meet the objective defined in Section 2.2. Note that the radius of obstacles is increased by 0.25m (dotted lines around obstacles) to take the size of robots into account.
CONCLUSIONS
A new distributed strategy for the navigation of multiple autonomous robots is presented. The proposed scheme combines a decentralized receding horizon motion planner to satisfy middle-term objectives (coordination between cooperative robots) with a fast navigation controller based on artificial potential fields and sliding mode control technique to satisfy short-term objectives (collision avoidance and trajectory tracking). The fact that there is no leader increases the security and the robustness of the missions. Simulation studies are provided in order to show the effectiveness of the proposed approach. Experimental testing on WifiBot is under way. In the future, it is planned to design real time observers to estimate the relative velocities between robots.
