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a b s t r a c t
The primary goal of this paper is to present a method of extending t-norms, t-conorms
and fuzzy negations from a sublattice M to the bounded lattice L by considering a more
general version of the idea of the sublattice. In general terms, we consider M as a sublat-
tice of the bounded lattice L, if M has the same lattice structure of the L equipped with
the restriction of operations of L and is a subset of L. However, this latter condition may
be relaxed without losing the essence of the usual definition of the sublattice. This is
done through the use of retractions. Furthermore, the same idea is employed to extend
t-subnorms and present some results related to extension and automorphism. Addition-
ally, a formalization of a relaxed notion of De Morgan triple and its extension is provided.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Fuzzy logic has awakened the interest and curiosity of innumerous researchers in a variety of scientific areas due to its
broad scope and the fact that it provides for the construction of models which better approach reality. In the literature, one
may find a substantial amount of work that introduce a fuzzy version of classic concepts [1–4] as well as some others that
deal with the improvement of techniques and tools utilizing fuzzy mathematics [5–8].
Emerging from the important work ‘‘Fuzzy Sets Theory’’ proposed by Zadeh in 1965, fuzzy logic typically considers for
membership degrees values in the unit interval [0, 1], but in modern fuzzy logic, lattices are used to range these degrees. In
following this logic, conjunctions are interpreted by triangular norms (t-norm). Thus, of course, one interpretation for the
disjunctions can be constructed from a given t-norm, T , and a fuzzy negation, N , (see Definition 2.6) by
S(x, y) = N(T (N(x),N(y))). (1)
The function, S, is called t-conorm which is N-dual of T .
The De Morgan triples [9–12] – a fuzzy version of De Morgan’s law – also play an important role in fuzzy logic. More
specifically, a triple ⟨T , S,N⟩ where T is a t-norm, S is a t-conorm and N is a negation, may be called a De Morgan triple if
⟨T , S,N⟩ satisfies both equality (1) and
T (x, y) = N(S(N(x),N(y))). (2)
In other words, given a t-norm T , ⟨T , S,N⟩ is a De Morgan triple if and only if N is a strong negation and S is N-dual to T .
There are also additional methods of defining De Morgan triples and a broader discussion of these is provided in Section 5.
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Whereas, in particular, a t-norm T , a t-conorm S and a fuzzy negation N are functions, then, if M is a sublattice of the
bounded lattice L it is reasonable to ask ourselves under what conditions can T , S and N defined on M , be extended to L?
(i.e., how convenient extensions T E, SE and NE of T , S and N could be respectively displayed such that each of themwas also
a t-norm, a t-conorm and a fuzzy negation on L). To this end, Saminger-Platz presented, in [13], a suitable way to extend a
t-norm, T , from a (complete) sublattice,M , to L. As such, based upon this definition of an extension, we would now simply
need to find a way to extend a given negation, N : M −→ M , to L and, consequently we would be provided with a t-conorm
on Lwhich is N-dual of the extension of T .
However in the extension of t-norms proposed by Saminger-Platz, the sublattice, M , is necessarily a subset of L. This
means that, the ordinary definition of a sublattice is used (see [14,15]). We would like to relax this condition and provide a
more general way of defining sublattices. More specifically, given two bounded lattices,M and L, we wish to provide a way
of identifying a copy, K , ofM into L, via retractions, such that K is isomorphic toM . This type of identification assures us that
the lattice structure of M , as well as its properties, is transported to K via this isomorphism. That is, roughly speaking, it is
as if we are embeddingM into L and, as such, the idea of referring to it as a sublattice of L arises.
In this paper, we propose amethod of extending the t-norms, t-conorms and fuzzy negations defined onM to a sublattice
of bounded lattice L, considering this more general version of sublattice definition, and in such way, generalizing the
extension proposed by Saminger-Platz. The paper is divided into three parts: in the first, we present the extension of a
given t-norm and we use the same idea to extend t-conorms and fuzzy negations. Additionally, as a consequence, we prove
a number of results which demonstrate that some properties related to t-norms are preserved by these extensions. In the
second part, we study another interesting question; based on the fact that there exist some ⟨T , S,N⟩ triples (where T is a
t-norm, S a t-conorm and N a fuzzy negation) that satisfy only one of the conditions of the definition of De Morgan triples
(see Example 5.1), we define a relaxed notion of such, namely the notion of De Morgan semitriples. Finally, we have turned
our attention to questions involving extension and automorphisms. In addition, we present results related to the concepts
studied, establishing their relationships.
The last section is devoted to addressing the issues studied in the context of the t-subnorm.
2. Preliminaries
In this section, we define some useful concepts and results that will be the base of our studies. The definition of some
elementary concepts will not be shown here; however a clear formalization of said concepts may be found in precious
studies [12,14,16–20].
Definition 2.1. Let≤ be a partial order on L. We define ⟨L,≤⟩ as a lattice if for all a, b ∈ L the set {a, b} has a supremum and
an infimum. If there are two elements, 1 and 0, in L such that x ≤ 1 and 0 ≤ x for each x ∈ L, then L = ⟨L,≤, 0, 1⟩ is called
a bounded lattice.
Definition 2.2. Let L be a nonempty set. If ∧ and ∨ are two binary operations on L, then L = ⟨L,∧,∨⟩ is a lattice provided
that for each x, y, z ∈ L, the following properties stand:
1. x ∧ y = y ∧ x and x ∨ y = y ∨ x;
2. (x ∧ y) ∧ z = x ∧ (y ∧ z) and (x ∨ y) ∨ z = x ∨ (y ∧ z);
3. x ∧ (x ∨ y) = x and x ∨ (x ∧ y) = x.
If, in L = ⟨L,∧,∨⟩, there are elements 1 and 0 such that, for all x ∈ L, x ∧ 1 = x and x ∨ 0 = x, then L = ⟨L,∧,∨, 0, 1⟩ is a
bounded lattice.
Remark 2.1. It is well known that Definitions 2.1 and 2.2 are equivalent. This allows us to use both definitions
indiscriminately. Therefore, according to necessity, we shall use one or the other.
Definition 2.3. Let (L,≤L, 0L, 1L) and (M,≤M , 0M , 1M) be bounded lattices. A mapping f : L −→ M is said to be a lattice
ord-homomorphism if, for all x, y ∈ L, it follows that
1. if x ≤ y then f (x) ≤ f (y);
2. f (0L) = 0M and f (1L) = 1M .
Definition 2.4. Let (L,∧L,∨L, 0L, 1L) and (M,∧M ,∨M , 0M , 1M) be bounded lattices. A mapping f : L −→ M is said to be a
lattice alg-homomorphism if, for all x, y ∈ L, we have
1. f (x∧L y) = f (x)∧M f (y);
2. f (x∨L y) = f (x)∨M f (y);
3. f (0L) = 0M and f (1L) = 1M .
Proposition 2.1. Every alg-homomorphism is an ord-homomorphism.
Proof. Let f : L −→ M be an alg-homomorphism. Since x≤L y if only if x∧y = x,1 therefore f (x) = f (x∧L y) = f (x)∧M f (y)
and hence f (x)≤M f (y). 
1 For a more precise formalization regarding this equivalence, see [14].
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Fig. 1. Hasse diagrams of lattices L andM .
However, in some cases, the reciprocal of Proposition 2.1 does not hold. If f : L −→ M is an ord-homomorphism, since
x ∧ y ≤ x and x ∧ y ≤ y, so f (x ∧ y) ≤ f (x) and f (x ∧ y) ≤ f (y). Thus, f (x ∧ y) ≤ f (x) ∧ f (y) = inf{f (x), f (y)}; however
it is possible for f (x ∧ y) ≠ inf{f (x), f (y)} to occur. For example, consider the lattices L and M , as in the following Hasse
diagram shown in Fig. 1. Nevertheless, the map f : L −→ M defined by f (0) = 0, f (1) = 1, f (x) = u and f (y) = v,
preserves infimum and supremum elements and, hence, is an ord-homomorphism, though it is not an alg-homomorphism
as ∧ operation is not preserved.
Remark 2.2. From this point forth, we shall only consider alg-homomorphisms and, for the sake of simplicity, they shall be
referred to as simply homomorphisms, unless in the cases where distinctions are necessary.
Definition 2.5. A homomorphism r of a lattice L onto a lattice M is said to be a retraction if there exists a homomorphism
s of M into L, called pseudo-inverse of r , which satisfies r ◦ s = idM . A lattice M is called a retract of a lattice L if there is a
retraction r , of L ontoM .
Definition 2.6. Let L andM be bounded lattices. We say thatM is a sublattice of L ifM is a retract of L. In other words,M is
a sublattice of L if there is a retraction r of L ontoM .
Typically, a sublattice of L is a nonempty subset M , of L, which is a lattice with the same meet and join operations as L.
Note that, in Definition 2.6, we are proposing amore relaxed notion of the sublattice which does not requireM to be a subset
of L; in fact, we simply require that there be a ‘‘copy’’ of M into L. The ordinary notion of sublattices is a particular case of
Definition 2.6, where s is the identity mapping. As such, we may say that our definition of a sublattice is more general than
the ordinary definition.
Definition 2.7. Every retraction r : L −→ M , (the pseudo-inverse of which is s) which satisfies s ◦ r 6L idL(idL 6L s ◦ r) is
called a lower (an upper) retraction.
Proposition 2.2. Let ⟨L,6L, 0L, 1L⟩ be a bounded lattice and ⟨M,6M , 0M , 1M⟩ be a complete2 sublattice of L. If r : L −→ M is
a lower retraction the pseudo-inverse of which is s : M −→ L, then r(x) = supM{z | s(z)6L x}.
Proof. Let K = {z ∈ M | s(z)6L x} for a fixed and arbitrary x ∈ L. We shall prove that r(x) = sup K . Note that, for all z ∈ K ,
we have s(z)6L x, and hence, r(s(z))6M r(x)which implies z 6M r(x). As such, r(x) is an upper bound of K .
Suppose there exists an a ∈ M such that z 6M a for all z ∈ K . Note that, r(x) ∈ K as we have s(r(x))6L idL(x) = x, and
hence, r(x)6M a. Thus, we can conclude that r(x) = sup K . 
Remark 2.3. Note that, given a lower retraction r : L −→ M defined by r(x) = sup{z ∈ M | s(z)6L x} and its
pseudo-inverse s, it is always possible to define an upper retraction, r ′, such that the pseudo-inverse is also s. For instance,
let L andM be lattices as shown in Fig. 2. The function s defined by s(1M) = 1L, s(a) = v, s(b) = x, s(c) = y, s(d) = z and
s(0M) = 0L, is a pseudo-inverse of r , such that s ◦ r 6L idL, i.e., r is a lower retraction. On the other hand, using the same s
and the function r ′ given by r ′(x) = inf{z ∈ M | s(z) > x}, we have idL 6L s ◦ r ′ which allows us to affirm that r ′ is an upper
retraction.
3. Extension of T -norms
Definition 3.1. Let L be a bounded lattice. A binary operation T : L× L −→ L is a t-norm if, for all x, y, z ∈ L, it satisfies
1. T (x, y) = T (y, x) (commutativity);
2. T (x, T (y, z)) = T (T (x, y), z) (associativity);
3. T (x, 1) = x (boundary condition);
4. if x ≤ y then T (x, z) ≤ T (y, z), ∀ z ∈ L (monotonicity).
Let M be a sublattice of lattice L and T a t-norm on M . In particular, T is a function, which brings forth the interesting
question of whether it is possible to extend it to a t-norm T E on L such that T E acts on s(M) as a t-norm, T , onM , or not. In
other words, how can we determine an extension of T to L in order to preserve the t-norm properties?
2 A lattice L is complete if every of its subset has an infimum and a supremum element.
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Fig. 2. Hasse diagrams of lattices N and L.
In general, this is not the case. In fact, as shall be shown in this section, it is necessary to impose some special properties.
The problem of extending the functions has been awell studied question in a number ofmathematical theories. For instance,
given a continuous map, f : W −→ Y , where W is a subset of a topological space X , it is not always true that f might be
extended to F : X −→ Y preserving continuity, and such that F |W = f , unlessW is a closed set [21,22].
Let M be a sublattice of bounded lattice L in the sense of Definition 2.6 and suppose there is a retraction, r : L −→ M ,
and a pseudo-inverse, s : M −→ L, such that r ◦ s = IdM . Thus, if T is a t-norm onM , we would like to provide a t-norm T E
on L such that T E |s(M)×s(M) = T ◦ (r × r). However, this is not the case even whenM is a sublattice in the usual sense, as we
can see in the example below.
Example 3.1. LetM ⊆ L be a sublattice and TM a t-norm onM . Define T : L× L −→ L such that
T (x, y) =

TM(x, y), if (x, y) ∈ M ×M;
x, if y = 1L;
y, if x = 1L;
0L, otherwise.
Thus, we have T |M×M = TM , i.e., T is an extension of TM . However, T is not a t-norm as the order-preserving property of T
fails (item (4) of Definition 3.1. This is due to the fact that we set T (x, y) = 0 for elements such that (x, y) ∉ M ×M, x ≠ 1L
and y ≠ 1L.
One of the first proposed solution to the problem of extending a t-norm was published by Saminger-Platz et al., in
2008 [13]. In this paper, it was shown that, if ⟨M,6, a, b⟩ is a complete sublattice of ⟨L,6, 0, 1⟩, then it is possible to extend
a given t-norm TM onM by
W LTM (x, y) =

x ∧ y, if 1 ∈ {x, y};
TM∪{0,1}(x∗, y∗), otherwise (3)
where x∗ = sup{z | z ≤ x, z ∈ M ∪ {0, 1}} and
TM∪{0,1}(x, y) =
x ∧ y, if 1 ∈ {x, y};0, if 0 ∈ {x, y};TM(x, y), otherwise. (4)
Moreover, it was shown that TM∪{0,1} is the unique t-norm extension of TM fromM toM ∪ {0, 1}.
We are interested in presenting a more general method of extending a t-norm taking into account our sublattice point
of view. To that end, it is necessary that we refer to Eq. (4). As such, we have the following theorem.
Theorem 3.1. Let ⟨L,6L, 0L, 1L⟩ be a bounded lattice and ⟨M,6M , 0M , 1M⟩ be a sublattice of L. If T is a t-norm on M and
r : L −→ M is a lower retraction with pseudo-inverse s : M −→ L then, T E : L× L −→ L, defined by
T E(x, y) =

x∧L y, if 1L ∈ {x, y}
s(T (r(x), r(y))), otherwise (5)
is a t-norm that extends T from M to L.
Proof. First note that, if 0L ∈ {x, y} then T E(x, y) = 0L, so T E satisfies Eq. (4). Moreover, it is clear that T E is an extension of
T fromM to L, is commutative and has neutral element 1L. Thus, it remains to prove that T E is monotone and associative.
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• Monotonicity
Letting x, y, z ∈ L where x6L y. Note that, 1L ∉ {x, y, z}. As such, T E(x, z) = s(T (r(x), r(z)))6L s(T (r(y), r(z))) =
T E(y, z). Moreover, we see the following.
(i) If x = 1L then y = 1L, hence T E(x, z) = T E(y, z).
(ii) Consider y = 1L and 1L ∉ {x, z}. Due to T (x, y) 6 y for all x, y ∈ L then
T E(x, z) = s(T (r(x), r(z)))6L s(r(z))6L z = 1L ∧ z = T E(y, z).
(iii) Suppose z = 1L. Thus, T E(x, z) = x ∧ z = x6L y = y ∧ z = T E(y, z).
• Associativity
First, suppose that 1L ∉ {x, y, z}. Then
T E(T E(x, y), z) = T E(s(T (r(x), r(y))), z)
= s(T (r(s(T (r(x), r(y)))), r(z)))
= s(T (T (r(x), r(y)), r(z)))
= s(T (r(x), T (r(y), r(z))))
= s(T (r(x), r(s(T (r(y), r(z))))))
= T E(x, s(T (r(y), r(z))))
= T E(x, T E(y, z)).
(i) If x = 1L then
T E(T E(x, y), z) = T E(T E(1L, y), z) = T E(y, z) = T E(x, T E(y, z)).
(ii) If y = 1L then
T E(T E(x, y), z) = T E(T E(x, 1L), z) = T E(x, z) = T E(x, T E(y, z)).
(iii) If z = 1L then
T E(T E(x, y), z) = T E(T E(x, y), 1L) = T E(x, y) = T E(x, T E(y, z)). 
Remark 3.1. Observe that, if M is a complete sublattice of L in the ordinary sense (i.e. M is a subset of L), r(x) = sup{z |
s(z)6L x} for each x ∈ L and s is an inclusionmap, then T E = W LTM . In otherwords, the extension proposed by Saminger-Platz
as shown in Eq. (3) is a particular case of our extension proposed in the above proposition. Another interesting fact is that T
can be extended in several ways as the pseudo-inverse s is not unique. For each pseudo-inverse, T E is a different extension
of T fromM to L.
Corollary 3.1. Let ⟨L,6L, 0L, 1L⟩ be a bounded lattice and ⟨M,6M , 0M , 1M⟩ be a sublattice of L. Suppose that T is a t-norm on
M, r : L −→ M is a lower retraction (the pseudo-inverse of which is s : M −→ L) such that r(x) = 0M if and only if x = 0L and
T E is the extension of T from M to L, as defined in Eq. (5). Then
1. if T is Archimedean then T E is Archimedean;
2. if T has a nilpotent element then T E has a nilpotent element;
3. if T has an idempotent element then T E has an idempotent element;
4. if a is a zero divisor of T then s(a) is a zero divisor of T E .
Proof.
1. Let (x, y) ∈ (L \ {0L, 1L})2. Since r(x) = 0M if and only if x = 0L then (r(x), r(y)) ∈ (M \ {0M , 1M})2. Thus, by hypothesis
T is Archimedean, and hence, there is an n ∈ M with T (r(x), . . . , r(x))  
n−times
6L r(y). Therefore,
T E(x, . . . , x) = s(T (r(x), . . . , r(x)))6L s(r(y))6L y.
2. Let x ∈ M \ {0M , 1M} be a nilpotent element of T . Then s(x) ∈ L \ {0L, 1L} is a nilpotent element of T E . In fact, let k be an
integer such that T (x, . . . , T (x, x))  
k−times
= 0M . Hence, since r ◦ s = IdM , it follows that
T E(s(x), . . . , s(x)) = T E(s(x), . . . , T E(s(x), s(x)) · · ·)
= s(T (r(s(x)), . . . , r(s(T (r(s(x)), r(s(x)))))))
= s(T (x, . . . , T (x, x))) = s(0M) = 0L.
3. Suppose that a ∈ M is an idempotent element of T , i.e., T (a, a) = a. Thus, since T E(s(a), s(a)) = s(a)∧L s(a) = s(a)when
a = 1L and, T E(s(a), s(a)) = s(T (r(s(a)), r(s(a)))) = s(T (a, a)) = s(a) otherwise, then s(a) is an idempotent element of
T E .
4. If a ∈ M \ {0M , 1M} is a zero divisor of T then there is an b ∈ M \ {0M , 1M} such that T (a, b) = 0M . Thus
T E(s(a), s(b)) = s(T (r(s(a)), r(s(b)))) = s(T (a, b)) = s(0M) = 0L. 
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4. Extension of T -conorms and negations
In this section, our primary goal is to present a t-conorm and negation version of the extension described in Theorem 3.1.
Definition 4.1. Let L be a bounded lattice. A binary operation S : L× L −→ L is said be a t-conorm if, for all x, y, z ∈ L, we
have
1. S(x, y) = S(y, x) (commutativity);
2. S(x, S(y, z)) = S(S(x, y), z) (associativity);
3. S(x, 0) = x (boundary condition);
4. if x ≤ y then S(x, z) ≤ S(y, z), ∀ z ∈ L (monotonicity).
In the context of fuzzy logic, t-norms are a generalization of the concept of conjunction while t-conorms are a
generalization of their disjunctions. We can also define the concept of fuzzy negation as follows.
Definition 4.2. A function N : L −→ L is called a fuzzy negation if it satisfies
1. N(0) = 1 and N(1) = 0;
2. if x 6 y then N(y) 6 N(x), for all x, y ∈ L.
In addition, fuzzy negations satisfying the involutive property
N(N(x)) = x, ∀x ∈ L (6)
are called strong fuzzy negations.
Note that, if S : M ×M −→ M is a t-conorm, a dual version of the proof presented by Saminger-Platz in [13] to t-norms
can be given in order to verify that the t-conorm
SM∪{0,1}(x, y) =
x ∨ y, if 0 ∈ {x, y};
1, if 1 ∈ {x, y};
S(x, y), otherwise
(7)
is the unique extension of S fromM toM ∪ {0, 1}.
Proposition 4.1. Let ⟨L,6L, 0L, 1L⟩ be a bounded lattice and ⟨M,6M , 0M , 1M⟩ be a sublattice of L. If S is a t-conorm on M and
r : L −→ M is an upper retraction, the pseudo-inverse of which is s : M −→ L, then SE : L× L −→ L defined by
SE(x, y) =

x∨L y, if 0L ∈ {x, y}
s(S(r(x), r(y))), otherwise (8)
is a t-conorm which extends S from M to L.
Proof. It is clear that SE is commutative and satisfies the boundary condition (i.e., SE(x, 0L) = x). Moreover, if 1L ∈ {x, y},
then SE(x, y) = 1L, as r(1L) = 1M . Thus, SE satisfies Eq. (7). Now, we shall show that SE is associative and monotone.
• Associativity
Let x1, x2, x3 ∈ L. The case x1 = x2 = x3 = 0L is straightforward from definition.
Suppose that 0L ∉ {x1, x2, x3}. Thus,
SE(SE(x1, x2), x3) = SE(s(S(r(x1), r(x2))), x3)
= s(S(r(s(S(r(x1), r(x2)))), r(x3)))
= s(S(S(r(x1), r(x2)), r(x3)))
= s(S(r(x1), S(r(x2), r(x3))))
= s(S(r(x1), r(s(S(r(x2), r(x3))))))
= SE(x1, s(S(r(x2), r(x3))))
= SE(x1, SE(x2, x3)).
If x1 = 0L and 0L ∉ {x2, x3}we have
SE(SE(x1, x2), x3) = SE(x2, x3) = SE(x1, SE(x2, x3)).
If x2 = 0L and 0L ∉ {x1, x3} then
SE(SE(x1, x2), x3) = SE(x1, x3) = SE(x1, SE(x2, x3)).
If x3 = 0L and 0L ∉ {x1, x2}we have
SE(SE(x1, x2), x3) = SE(x1, x2) = SE(x1, SE(x2, x3)).
Finally, if only xi ≠ 0L, where i ∈ {1, 2, 3}, then
SE(SE(x1, x2), x3) = xi = SE(x1, SE(x2, x3)).
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• Monotonicity
Let x1, x2 and x3 be elements of L such that x1 6 x2. Thus, we have the following cases.
(i) First, suppose that 0L ∉ {x1, x2, x3}. As such, SE(x1, x3) = s(S(r(x1), r(x3))) 6 s(S(r(x2), r(x3))) = SE(x2, x3).
(ii) Now, if x1 = 0L and 0L ∉ {x2, x3}, then SE(x1, x3) = x3 6 s(r(x3)) 6 s(S(r(x2), r(x3))) = SE(x2, x3).
(iii) In the case that x3 = 0L and 0L ∉ {x1, x2}we have: SE(x1, x3) = x1 ∨ 0L = x1 6 x2 = x2 ∨ 0L = SE(x2, x3).
(iv) If x1 = x2 = x3 = 0L then SE(x1, x3) = 0L = SE(x2, x3). 
Proposition 4.2. Let ⟨L,6L, 0L, 1L⟩ be a bounded lattice, ⟨M,6M , 0M , 1M⟩ a sublattice of L and N : M −→ M a fuzzy negation.
If r : L −→ M is a retraction, the pseudo-inverse of which is s : M −→ L, then NE(x) = s(N(r(x))) for each x ∈ L is a fuzzy
negation that extends N from M to L.
Proof. Let x, y ∈ L such that x 6 y. As r is monotone, we have r(x) 6 r(y). In this case, N(r(y)) 6 N(r(x)) since N is
a fuzzy negation. Consequently, considering the monotonicity of s, we can conclude that s(N(r(y))) 6 s(N(r(x))), that is,
NE(y) 6 NE(x).
Moreover,
NE(0L) = s(N(r(0L))) = s(N(0M)) = s(1M) = 1L
NE(1L) = s(N(r(1L))) = s(N(1M)) = s(0M) = 0L.
Therefore, according to Definition 4.2, it is apparent that NE is a fuzzy negation on L and an extension of N fromM to L. 
Remark 4.1. Note that the hypotheses of Proposition 4.2 require only that r be a retraction. This allows us to conclude that,
if r is a lower retraction or an upper retraction, the result will remain valid. This fact allows us to extend a fuzzy negation in
a more flexible way than t-norms and t-conorms, and this fact will be very useful to prove certain results in the following
section.
Remark 4.2. In general, if N is a strict (or strong) negation then NE is not a strict (or strong) negation. For instance, let
N : [0, 1] −→ [0, 1] to be a strong negation, r : [0, 2] −→ [0, 1] be a retraction given by
r(x) =

x if x ∈ [0, 1]
1 if x ∈ [1, 2]
and let s(x) = x if x ∈ [0, 1) and s(1) = 2. Hence NE(NE(3/2)) = NE(s(N(r(3/2)))) = NE(s(N(1))) = NE(s(0)) = NE(0) =
s(N(r(0))) = s(N(0)) = s(1) = 2.
5. De Morgan triples
It is well known in classic logic that the De Morgan laws are rules relating conjunctions and disjunctions via negations.
Specifically,
α ∧ β ≡ ¬(¬α ∨ ¬β) and α ∨ β ≡ ¬(¬α ∧ ¬β) (9)
or
¬(α ∧ β) ≡ ¬α ∨ ¬β and ¬(α ∨ β) ≡ ¬α ∧ ¬β. (10)
In fuzzy logic, the logical equivalences in (9) may be generalized using t-norms, t-conorms and fuzzy negations, as
described in the following equations:
T (x, y) = N(S(N(x),N(y))) (11)
and
S(x, y) = N(T (N(x),N(y))). (12)
Note that, in this case N is a strong fuzzy negation. Every triple ⟨T , S,N⟩ where T is a t-norm, S is a t-conorm and N is a
fuzzy negation, satisfying Eqs. (11) and (12), is called a De Morgan triple [20,12]. However, there is a more general way to
define De Morgan’s triples as follows.3
Definition 5.1. Let T be a t-norm, S a t-conorm andN a fuzzy negation, all defined on the same bounded lattice L. We uphold
that ⟨T , S,N⟩ is a De Morgan triple if, for all x, y ∈ L, we have
1. N(T (x, y)) = S(N(x),N(y));
2. N(S(x, y)) = T (N(x),N(y)).
3 This definition is a natural extension for bounded lattices fuzzy connectives of the definition in [23,10]. Other alternative definitions for Fuzzy De
Morgan triples can be found in [11,9,24–27].
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Remark 5.1. Naturally, every time we are talking about De Morgan triple ⟨T , S,N⟩, every operation will be considered as
defined on the same lattice. As such, in order to highlight the lattice concerned, we shall simply say that ⟨T , S,N⟩ is a De
Morgan triple on L.
Nevertheless, there are some fuzzy negationswhich are not involutive.Moreover, for some t-norms, t-conorms and fuzzy
negations only one of the items of Definition 5.1 holds true, as can be seen in the example below.
Example 5.1. Let L be the bounded lattice shown in Fig. 2. It is easy to check that the function N : L −→ L, given by setting
N(0L) = 1L,N(z) = v,N(x) = x,N(y) = N(u) = y,N(v) = N(t) = z andN(1L) = 0L, is a fuzzy negation. Thus, considering
the t-norm T and the t-conorm S defined by
T 0 z x y v u t 1
0 0 0 0 0 0 0 0 0
z 0 z z z z z z z
x 0 z x z x z x x
y 0 z z y y y y y
v 0 z x y v u v v
u 0 z z y u y y u
t 0 z x y v y v t
1 0 z x y v u t 1
S 0 z x y v u t 1
0 0 z x y v u t 1
z z z x y v 1 1 1
x x x x v v 1 1 1
y y y v y v 1 1 1
v v v v v v 1 1 1
u u 1 1 1 1 1 1 1
t t 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1
then it follows that
N ◦ T 0 z x y v u t 1
0 1 1 1 1 1 1 1 1
z 1 v v v v v v v
x 1 v x v x v x x
y 1 v v y y y y y
v 1 v x y z y z z
u 1 v v y y y y y
t 1 v x y z y z z
1 1 v x y z y z 0
S ◦ (N × N) 0 z x y v u t 1
0 1 1 1 1 1 1 1 1
z 1 v v v v v v v
x 1 v x v x v x x
y 1 v v y y y y y
v 1 v x y z y z z
u 1 v v y y y y y
t 1 v x y z y z z
1 1 v x y z y z 0
Therefore N(T (a, b)) = S(N(a),N(b)) for all a, b ∈ L. However, on the other hand, we see that N ◦ S ≠ T ◦ (N × N) as
evidenced on the following tables:
N ◦ S 0 z x y v u t 1
0 1 v x y z y z 0
z v v x y z 0 0 0
x x x x z z 0 0 0
y y y z y z 0 0 0
v z z z z z 0 0 0
u y 0 0 0 0 0 0 0
t z 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0
T ◦ (N × N) 0 z x y v u t 1
0 1 v x y z y z 0
z v v x y z y z 0
x x x x z z z z 0
y y y z y z y z 0
v z z z z z z z 0
u y y z z z y z 0
t z z z z z z z 0
1 0 0 0 0 0 0 0 0
Thus, taking into account such a possibility, we define a relaxed notion of De Morgan triples.
Definition 5.2. Let T be a t-norm, S be a t-conorm and N be a fuzzy negation, all of which are defined on bounded lattice
L. A triple ⟨T , S,N⟩ is a De Morgan T -semitriple (De Morgan S-semitriple) if, for all x, y ∈ L we have N(T (x, y)) = S
(N(x),N(y)) (N(S(x, y)) = T (N(x),N(y))).4
It is worth noting that, in the case that N is a strong negation, the notions of De Morgan T -semitriple and S-semitriple
coincide.
Subsequently, our interest in this section is to verify whether the following question holds. Let L be a bounded lattice and
M a sublattice of L. If ⟨T , S,N⟩ is a De Morgan T -semitriple onM , is ⟨T E, SE,NE⟩ a De Morgan T -semitriple on L? The answer
to this question is presented in the following proposition.
Theorem 5.1. Let ⟨L,6L, 0L, 1L⟩ be a bounded lattice and ⟨M,6M , 0M , 1M⟩ a sublattice of L. If ⟨T , S,N⟩ is a De Morgan T-
semitriple on M then the triple ⟨T E, SE,NE⟩ is a De Morgan T-semitriple on L.
4 Note that the notion of De Morgan S-semitriple coincide with the notion of De Morgan triple in [26].
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Proof. Let r and r ′ be a lower and an upper retractions, respectively, with the same pseudo-inverse s, such that, for each
x, y ∈ L \ {1L}, T E(x, y) = s(T (r(x), r(y))) and SE(x, y) = s(S(r ′(x), r ′(y))). In addition, suppose that NE(x) = s(N(r(x))) for
all x ∈ L.
Let x, y ∈ L. Suppose that 0L ∈ {x, y}. Without loss of generality, we can consider x = 0L. Then
NE(T E(x, y)) = NE(T E(0L, y)) = NE(0L) = 1L = SE(NE(x),NE(y)).
Analogously, the above identity may be verified when y = 0L.
Subsequently, consider 1L ∈ {x, y}. We prove only the case of x = 1L, as the case where y = 1L is analogous. Thus,
NE(T E(x, y)) = NE(T E(1L, y)) = NE(y) = 0L ∨ NE(y) = SE(NE(x),NE(y)).
Finally, suppose that 0L, 1L ∉ {x, y}. Recall that r ◦ s = idM and r ′ ◦ s = idM . Thus, it follows that
NE(T E(x, y)) = NE(s(T (r(x), r(y))))
= s(N(r(s(T (r(x), r(y))))))
= s(N(T (r(x), r(y))))
= s(S(N(r(x)),N(r(y))))
= s(S(r ′(s(N(r(x)))), r ′(s(N(r(y))))))
= SE(s(N(r(x))), s(N(r(y))))
= SE(NE(x),NE(y)).
Therefore, it can be concluded that NE(T E(x, y)) = SE(NE(x),NE(y)), for all x, y ∈ L. 
Proposition 5.1. Let ⟨L,6L, 0L, 1L⟩ be a bounded lattice and ⟨M,6M , 0M , 1M⟩ a sublattice of L. If ⟨T , S,N⟩ is a De Morgan
S-semitriple on M then the triple ⟨T E, SE,NE⟩ is a De Morgan S-semitriple on L.
Proof. Similar to the proof of Theorem 5.1, now taking NE(x) = s(N(r ′(x))) for all x ∈ L. 
6. Extension and automorphism
Definition 6.1. Let L be a bounded lattice. A map ρ : L −→ L is said to be an automorphism if it is a bijective and order-
preserving function, i.e., if f is one-to-one and for all x, y ∈ L, ρ(x)≤L ρ(y) if and only if x≤L y.
Using the above definition, it is easy to note that automorphisms are strictly increasing functions. Moreover, Bedregal
in [28] shows that every automorphism of bounded lattices is also a lattice homomorphism.
It is worth noting that, if ρ is an automorphism on L, then ρ−1 is also an automorphism. In fact, the set Aut(L) of all
automorphisms on L equipped with the composition operation is a group.
Proposition 6.1. If T is a t-norm and ρ an automorphism, both defined on bounded lattice L, then T ρ(x, y) = ρ
(T (ρ−1(x), ρ−1(y))) is a t-norm on L. We call T ρ the conjugate of T .
Proof. See [28]. 
Note that a complete lattice may be used instead of the bounded lattice in Definition 6.1 and Proposition 6.1, without
loss of veracity.
Theorem 6.1. Let M be a sublattice of bounded lattice L, ρ be an automorphism on M, T be a t-norm on M and r : L −→ M
be a lower retraction whose pseudo-inverse is s : M −→ L. Moreover, suppose that ψ : L −→ L given by ψ = s ◦ ρ ◦ r is an
automorphism on L. Then, if T ρ is the conjugate of T and T E is an extension of T (as in Eq. (5)) we have (T ρ)E 6 (T E)ψ .
Proof. By definition, we have
(T ρ)E(x, y) =

x∧L y, if 1L ∈ {x, y};
s(ρ(T (ρ−1(r(x)), ρ−1(r(y))))), otherwise.
On the other hand, considering that 1L ∈ {ψ−1(x), ψ−1(y)} if and only if 1L ∈ {x, y}, then
(T E)ψ (x, y) =

x∧L y, if 1L ∈ {x, y};
ψ(s(T (r(ψ−1(x)), r(ψ−1(y))))), otherwise.
It is clear that
1L ∈ {x, y} ⇒ (T ρ)E(x, y) = (T E)ψ (x, y). (13)
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Otherwise, considering that ρ−1 = r ◦ ψ−1 ◦ s since ψ = s ◦ ρ ◦ r then
(T ρ)E(x, y) =

x∧L y, if 1L ∈ {x, y};
s(ρ(T (r ◦ ψ−1 ◦ s(r(x)), r ◦ ψ−1 ◦ s(r(y))))), otherwise. (14)
(T E)ψ (x, y) =

x∧L y, if 1L ∈ {x, y};
s ◦ ρ ◦ r(s(T (r(ψ−1(x)), r(ψ−1(y))))), otherwise. (15)
As r is a lower retraction, we have r ◦ s = IdM and s ◦ r 6 IdL. Thus
s(ρ(T (r ◦ ψ−1 ◦ s(r(x)), r ◦ ψ−1 ◦ s(r(y))))) 6 s(ρ(T (r(ψ−1(x)), r(ψ−1(y))))) (16)
and
s ◦ ρ ◦ r(s(T (r(ψ−1(x)), r(ψ−1(y))))) = s(ρ(T (r(ψ−1(x)), r(ψ−1(y))))) (17)
for all x ≠ 1L and y ≠ 1L. Thus, by Eqs. (14)–(17), we can conclude that
(T ρ)E(x, y) 6 (T E)ψ (x, y) for x ≠ 1L and y ≠ 1L. (18)
Therefore, by Eqs. (13) and (18), it follows that (T ρ)E 6 (T E)ψ . 
It is worth noting that (T ρ)E = (T E)ψ , regardless of whether s ◦ r = IdL, i.e., r is an isomorphism of bounded lattices or
M is a complete sublattice of L in ordinary sense. The first case is trivial while the second is presented in Proposition 6.2.
Lemma 6.1. If M is a complete sublattice of bounded lattice L in ordinary sense (i.e., M ⊆ L),ψ is an automorphism on L such that
ψ|M is an automorphism onM and r : L −→ M is a function given by r(x) = supM{y ∈ M | y≤L x}, then r ◦ψ−1 = (ψ−1)|M ◦r.
Proof. Note that (ψ−1)|M(r(x)) = (ψ−1)|M(supM{y ∈ M | y≤L x}) and r(ψ−1(x)) = supM{w ∈ M | w≤L ψ−1(x)}. Thus, if
k1 = supM{y ∈ M | y≤L x} and k2 = supM{w ∈ M | w≤L ψ−1(x)}, then we shall show that (ψ−1)|M(k1) = k2.
(i) We uphold that k1 ≤ x. Since (ψ−1)|M preserves order, hence (ψ−1)|M(k1) ≤ ψ−1(x). So, (ψ−1)|M(k1) ≤ k2 (because
k2 = supM{w ∈ M | w≤L ψ−1(x)}).
(ii) Conversely, k2 ≤ ψ−1(x) and hence ψ(k2) ≤ ψψ−1(x) = x (note that ψ preserves order). Thus, ψ(k2) ≤ k1 and then
k2 = ψ−1ψ(k2) ≤ ψ−1(k1) = (ψ−1)|M(k1).
Therefore, by (i) and (ii), we have (ψ−1)|M(k1) = k2. 
Proposition 6.2. Let M be a complete sublattice of the bounded lattice L with M ⊆ L. Consider ψ an automorphism on L and
suppose that ρ = ψ |M is an automorphism on M. If T is a t-norm on M, Tψ is the conjugate of T and T E is an extension of T
then we have (T E)ψ = (T ρ)E . In other words, the conjugate of the extension of T is equal to the extension of the conjugate of T .
Proof. Note that, due to M ⊆ L by hypothesis, the pseudo-inverse s of retraction r works as the identity function in the
definition of T E , i.e., T E(x, y) = T (r(x), r(y)) for all x ≠ 1L and y ≠ 1L. Thus, by definition we have
(T ρ)E(x, y) =

x ∧ y, if 1L ∈ {x, y};
ρ(T (ρ−1(r(x)), ρ−1(r(y)))), otherwise. (19)
On the other hand, considering that 1L ∈ {ψ−1(x), ψ−1(y)} if and only if 1L ∈ {x, y}, then
(T E)ψ (x, y) =

x ∧ y, if 1L ∈ {x, y};
ψ(T (r(ψ−1(x)), r(ψ−1(y)))), otherwise. (20)
It is clear that if 1L ∈ {x, y}, then (T ρ)E(x, y) = (T E)ψ (x, y). Otherwise, identities (19) and (20) are different only in
arguments of T , i.e., in identity (19) the arguments of T are ρ−1(r(x)) and ρ−1(r(y))while in identity (20) the arguments are
r(ψ−1(x)) and r(ψ−1(y)). However, in accordance with Lemma 6.1, we have r ◦ψ−1 = ρ−1 ◦ r . Hence, (T ρ)E = (T E)ψ . 
LetM and L be bounded lattices. If CM and CL are the classes of all t-norms onM and L, respectively, then the proposition
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Subsequently, considering what was established in Theorem 5.1, another question arises involving extensions and
automorphisms: If M is a complete sublattice of the bounded lattice L, ⟨T , S,N⟩ is a De Morgan T -semitriple on M and
ρ an automorphism onM , then, is ⟨(T ρ)E, (Sρ)E, (Nρ)E⟩ a De Morgan T -semitriple?
There is a solution to a similar question and it is presented in Theorem 7, proved by da Costa in [10]. Specifically speaking,
it is shown that, if ⟨T , S,N⟩ is a De Morgan triple on [0, 1] and ρ is an automorphism on [0, 1], then ⟨T ρ, Sρ,Nρ⟩ is also a
De Morgan triple. This is naturally generalized to lattices and De Morgan T -semitriples, as shown in the following
proposition.
Proposition 6.3. If ⟨T , S,N⟩ is a De Morgan T-semitriple on M a complete sublattice of the bounded lattice L and ρ is an
automorphism on L, then ⟨(T E)ρ, (SE)ρ, (NE)ρ⟩ is a De Morgan T-semitriple on L.
Proof. Analogous to the proof of Theorem 7 in [10]. 
Observe that, according to Proposition 6.2, if M is a complete sublattice of bounded lattice L in ordinary sense, ψ is an
automorphism on L and ρ = ψ|M is an automorphism onM , then ⟨(T ρ)E, (Sρ)E, (Nρ)E⟩ = ⟨(T E)ψ , (SE)ψ , (NE)ψ ⟩.
7. Extension of T -subnorms
Definition 7.1. A function F : [0, 1]2 −→ [0, 1]which satisfies, for all x, y, z ∈ [0, 1], the properties
1. F(x, y) = F(y, x)
2. F(x, F(y, z)) = F(F(x, y), z)
3. F(x, z) 6 F(y, z)whenever x 6 y
4. F(x, y) 6 min(x, y)
is called a t-subnorm.
It is clear that every t-norm is a t-subnorm. However, in general terms, the reciprocal of this affirmation is not true. For
instance, the function F : [0, 1]2 −→ [0, 1] defined by F(x, y) = 0, is a t-subnorm but not a t-norm. However, it is always
possible to construct a t-norm from a t-subnorm as shown in the following proposition.
Proposition 7.1. If F is a t-subnorm then the function T : [0, 1]2 −→ [0, 1] given by
T (x, y) =

F(x, y), if (x, y) ∈ [0, 1[2
min(x, y), otherwise
is a t-norm.
Proof. See [19]. 
Naturally, the concept of t-subnorm may be extended to lattices.
Definition 7.2. Let L be a bounded lattice. A function F : L×L −→ L is said to be a t-subnorm on L if it satisfies the following
properties:
1. F(x, y) = F(y, x)
2. F(x, F(y, z)) = F(F(x, y), z)
3. F(x, z)6L F(y, z)whenever x6L y
4. F(x, y)6L x∧L y
Proposition 7.2. If F is a t-subnorm on bounded lattice L, then T defined by
T (x, y) =

F(x, y), if (x, y) ∈ (L \ {1L})2
x∧L y, otherwise
is a t-norm on L.
Proof. Since F is a t-subnorm and x∧L y is a t-norm, then T is commutative, associative and monotone (i.e., it satisfies the
items (1), (2) and (4) of Definition 3.1). Thus, we shall only prove that T satisfies the boundary condition, i.e., T (x, 1L) = x
for each x ∈ L.
However, for each x ∈ L, we have x = x∧L 1L = T (x, 1L), since x 6 1L for all x ∈ L. Therefore, T is a t-norm on L. 
Our primary purpose in this section is to prove that, ifM is a sublattice of bounded lattice L and F is a t-subnorm onM ,
then we may apply our technique of extending t-norms to extend t-subnorms. This is what we present in the proposition
below.
Proposition 7.3. Let M be a sublattice of bounded lattice L. If F is a t-subnorm on M and r : L −→ M is a lower retraction with
pseudo-inverse s : M −→ L, then the function F E : L× L −→ L given by
F E(x, y) =

x∧L y, if 1L ∈ {x, y}
s(F(r(x), r(y))), otherwise
is a t-subnorm on L.
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Proof. Clearly, F E is commutative, associative and monotone (see the proof of Theorem 3.1). It remains to prove that
F E(x, y) 6 x∧L y.
Suppose x, y ∈ L. If 1L ∈ {x, y}, then, by definition, F E(x, y) = x∧L y. Otherwise, we have the following.
– If x = x∧L y then r(x) = r(x)∧L r(y) since r is a lattice homomorphism. Thus,
F E(x, y) = s(F(r(x), r(y))) 6 s(r(x)∧L r(y)) = s(r(x)) 6 x = x∧L y.
– If y = x∧L y it follows that r(y) = r(x)∧L r(y) and hence
F E(x, y) = s(F(r(x), r(y))) 6 s(r(x)∧L r(y)) = s(r(y)) 6 y = x∧L y. 
Corollary 7.1. Let ⟨M,∧M ,∨M , 0M , 1M⟩ be a sublattice of the bounded lattice ⟨L,∧L,∨L, 0L, 1L⟩. If F is a t-subnorm on M and
r : L −→ M is a lower retraction with pseudo-inverse s : M −→ L, then a t-norm T generated from the extension F E of F to L is
equal to the extension (T ′)E of the t-norm T ′ defined from F (as in Proposition 7.3).
Proof. In Propositions 7.2 and 7.3, we have
T ′(x, y) =

F(x, y), if (x, y) ∈ (L \ {1L})2
x∧L y, otherwise
and
F E(x, y) =

x∧L y, if 1L ∈ {x, y}
s(F(r(x), r(y))), otherwise.
Thus, since T ′(x, y) = F(x, y) if (x, y) ∈ (L \ {1L})2 and F E(x, y) = s(F(r(x), r(y))) if 1L ∉ {x, y}, it follows that
(T ′)E(x, y) =

x∧L y, if 1L ∈ {x, y}
s(F(r(x), r(y))), otherwise (21)
and
T (x, y) =

s(F(r(x), r(y))), if (x, y) ∈ (L \ {1L})2
x∧L y, otherwise.
Thus, rewriting the above identity more conveniently, we have
T (x, y) =

s(F(r(x), r(y))), otherwise.
x∧L y, if 1L ∈ {x, y}. (22)
Therefore, by identities (21) and (22) it follows that (T ′)E(x, y) = T (x, y) for all x, y ∈ L. 
Naturally, the notion of a t-subconorm may be defined simply be replacing the property F(x, y) 6 x∧L y for R(x, y) >
x∨L y in Definition 7.2, allowing us to apply the concept of De Morgan semitriples using t-subnorms, t-subconorms and
fuzzy negations.
Definition 7.3. Let F be a t-subnorm on L, R be a t-subconorm on L andN be a fuzzy negation. A triple ⟨F , R,N⟩ is called a De
Morgan F-semitriple (R-semitriple) if, for all x, y ∈ L, it holds thatN(F(x, y)) = R(N(x),N(y)) (N(R(x, y)) = F(N(x),N(y))).
Proposition 7.4. Let M be a sublattice of bounded lattice L. If R is a t-subconorm on M and r : L −→ M is an upper retraction
with pseudo-inverse s : M −→ L, then the function RE : L× L −→ L given by
RE(x, y) =

x∨L y, if 0L ∈ {x, y}
s(R(r(x), r(y))), otherwise
is a t-subconorm.
Proof. Analogous to the proof of Proposition 7.3. 
Proposition 7.5. Let M be a sublattice of bounded lattice L. Suppose F is a t-subnorm on M, R is a t-subconorm on M and N a
fuzzy negation on M. If ⟨F , R,N⟩ is a De Morgan F-semitriple, then ⟨F E, RE,NE⟩ is also a De Morgan F-semitriple.
Proof. Similar to the proof of Theorem 5.1. 
It isworth noting that a dual version of Proposition 7.5 holds.Moreover, assume that ⟨F , R,N⟩ is a DeMorgan F-semitriple
onM sublattice of bounded lattice L. By Corollary 7.1 and Proposition 7.5, wemay conclude that the DeMorgan T -semitriple
⟨T , S,N⟩ obtained from the extended DeMorgan F-semitriple ⟨F E, RE,NE⟩ is equal to the extended DeMorgan T -semitriple
⟨T EM , SEM ,NE⟩ obtained from the De Morgan T -semitriple ⟨T ′, S ′,N⟩, where T ′ (S ′) is a t-norm generated from F (R) by
Proposition 7.2 (by a dual version of Proposition 7.2).
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8. Final remarks
In this paper, we have proposed a general method of extending t-norms, t-conorms, fuzzy negations and, consequently,
the De Morgan semitriple, based on a more general definition of sublattices. We have proven that such an extension of
De Morgan semitriples, when associated with automorphisms, produces new semitriples. Furthermore, we have presented
a version of the definition of the De Morgan semitriple for t-subnorms, t-subconorms and negation for lattices in general
and established that the semitriples are preserved when the t-subnorms and t-subconorms are extended.
For future projects, we would like to propose a version of the extension, as we have here, for other generalizations of
t-norms, such as pseudo-t-norm [29], semicopulas [30] and quasicopulas [31]. Moreover, we are interested in investigating
questions involving extension and a generalized notion of additive generators [32,33].
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