Abstract. This paper introduces a new iterative image restoration method which is capable of restoring noisy blurred images by incorporating a priori knowledge about the image and noise statistics into the iterative procedure. The iteration equation consists of a prediction part which is based on a noncausal image model description and an innovation part which is weighted by a gain factor. The gain is computed using a linear MSE optimization procedure and is updated at each step of the iteration. The convergence of the algorithm, the resolution of some convergence difficulties by using "reblurring," and methods for the introduction of physical constraints will be discussed. This image restoration scheme can be interpreted as an iterative procedure with a statistical constraint on the image data. Results of several experiments with noisy blurred data are presented to demonstrate the feasibility of this approach.
Introduction
Images are produced to provide useful information about some phenomenon of interest. Unfortunately, since physical imaging systems are imperfect, a recorded image invariably represents a degraded version of an original image or scene. For example, in aerial photography and remote sensing, the images can be degraded by atmospheric turbulence, optical aberrations, and relative motion between the camera and the scene. Medical images are typically of low resolution and low contrast and electron micrographs are degraded by the spherical aberration of the electron lens. The common problem confronting researchers in these fields is that of restoring the image data to improve quality. The problem is complicated by the random noise that is inevitably mixed with the data. This may originate with the image formation process, the transmission medium, the recording process, or any combination of these. Such noise represents a significant limitation to the perfect restoration of images.
In many practical situations, the image degradation can be adequately modelled by a linear blur (motion, defocussing, atmospheric turbulence) and an additive white Gaussian noise process [1] . If the observed image is represented by an Mx N array of real picture elements ty(i,j): 1 <_ i <_ M, 1 _< j < N], then in the spatially invariant case, it can be described by the following two-dimensional convolution summation:
y(i,j) = ~ ~ b(m,n)x(i-m,j-n)+w(i,j)
,
(m,n) E Wb where y ( i, j) is the degraded image, x ( i, j) is the original image, w ( i, j) is the additive observation noise, which is assumed to be uncorrelated with the image data, and b ( m, n ) is the impulse response or point-spread function ~SF) of the imaging system that is introducing the blur. It is assumed that the support of the PSF, Wb, is much smaller than the size of the image. With this model, the problem of image restoration is represented as the problem of operating on the degraded image y (i, j) in order to get an improved image 2 ( i, j) which is as close to the original image x ( i, j) as possible, subject to a suitable optimality criterion and given some prior knowledge about the PSF of the blur, the image, and the noise statistics.
Inverse filtering techniques, which aim at perfect restoration of the image by using the convolutional inverse of the blur, become poor restoration techniques when noise is present [2] . This can also be the case with the class of iterative restoration algorithms which were introduced in [3] , since these are essentially iterative implementations of the inverse or pseudoinverse filter. The iterative techniques, however, do have advantages when compared with the inverse filter, such as the possibility of incorporating physical constraints on the data [3] , man-machine interaction [4] , and the ability to deal with nonlinear or shift-varying blurs [3] . Therefore, considerable effort has been expended in trying to diminish the high noise sensitivity of the iterative procedures, while still producing reasonably sharp images. One such procedure called for lowpass filtering the observed data prior to applying a constrained iterative procedure [51. With another approach, which we will call "reblurring," the observed image is purposely degraded prior to the restoration. The purpose of reblurring is to ameliorate some convergence difficulties, but this procedure also prevents extreme noise amplifications [3, 6] . One can also reduce the effects of noise by limiting the number of iterations or by imposing some type of stopping rule based on the error residual and the variance of the observation noise [7, 8] . In all of these approaches, however, no attempt has been made to incorporate statistical knowledge of the image and the noise directly into the restoration scheme, as is common practice with Wiener and Kalman filters [9] .
The purpose of this paper is to show that by incorporating a priori knowledge about the image and noise statistics directly into an iterative restoration procedure and by using an optimization criterion, we are able to obtain restored images with good resolution and without noise amplification, while still retaining the attractive features of iterative algorithms. This new restoration scheme can be interpreted as an iterative procedure with a statistical constraint on the image data.
In Section 2, we discuss a noncausal autoregressive model for the undistorted image and procedures for identifying the model parameters. In Section 3, we introduce our new iterative algorithm, which consbts of a predictive part based on the noncausal image model and an innovation part weighted by a fiker-galn factor. This gain is computed using a linear MSE optimization and is updated at every step in the iteration. The convergence of the algorithm, the solution of some convergence problems by using reblurring, and the introduction of physical constraiflts into the iteration are also discussed in this section. Several experiments on noisy blurred data will be presented in Section 4.
Image modelling
We will begin by assuming that the original undistorted image can be interpreted as a sample from a discrete homogeneous random field {x(i,j):
1 _< i _< M, 1 _< j _< iV}, which in turn has a spatially invariant mean, #, and a translation invariant autocovariance function r (k,/). For convenience we will assume that the mean of the image has been estimated and subtracted. For a discussion of autoregressive models for images with nonzero means, see [lO] . Under these assumptions the original image x(i,j) can be modeled by the twodimensional autoregressive equation
where x ( i, j) represents the image-intensity value at spatial coordinates ( i, j) and where u (i, j) can be viewed as either the input process or as the error in generating x (i, j). The support consists of a set of index pairs (p, q), which are independent of (i,j) and which do not include the origin. The shape of S defines the type of model which is being used. Let us investigate the choice of the set S further. In general, the shape of S specifies that some samples of x (i, j) must be computed before others. Causality, however, is a time-domain concept which has no meaning when talking about the spatial variables in an image. Imposing an ordering relation on the samples is unnatural and should be avoided if possible. Therefore, we restrict ourselves to the class of noncausal image models for which In this case, the image can be seen to be, in general, a sample from an anisotropic homogeneous random field that satisfies a noncausal stochastic difference equation [11, 12, 13] . Note that with this description we make no assumptions about the separability or the exponential form of the autocovariance function.
There are different approaches that can be followed to estimate the parameters a(p,q) of Equation (2). If we have a noise-free unblurred prototype image, we could measure its autocovariance function under the assumption that the image data is homogeneous. Then the noncausal model could be fitted to the measured autocovariance function for different values of o by using a linear MSE fitting procedure. Which model ultimately serves to describe the image data would depend upon some model quality criterion [14] . It should be noted that unlike causal minimum variance models, noncausal minimum variance models are not driven by white noise [15,161. In the case where we have noisy image data, we could make use of the model parameter identification procedure described by Kaufman et aI. [17] and Hoogterp and Loh [18] .
A new iterative restoration algorithm
In this section we introduce a new iterative algorithm that is capable of restoring noisy blurred images by incorporating a priori knowledge about image and noise statistics into the iterative restoration procedure. Furthermore, we derive a formula for the iterative filter-gain update procedure and analyze the convergence of the resulting algorithm. Finally, the possibility of incorporating physical constraints will be discussed.
FORMULATION. As we have already discussed, exact image restoration is not possible and iterative filtering schemes which are based on the convolutional inverse of the blur become poor techniques to use in the presence of additive noise. It is better to account for the noise explicitly and to try to minimize the difference between the original image x (i, j) (using the image model description) and its estimate 2 (i,j) under some optimality criterion.
Given the observation equation (1), representing the noisy blurred image data, and a noncausal image model description of the original undistorted image [Equation (2)], we propose the following iteration:
Here a (i,j) and b (i,j) result from the image and observation models, k denotes the iteration index, and ** denotes two-dimensional convolution. It should be noted that the predicted signal in Equation (4b) and the filtered signal in Equa-tion (4c) are truncated after each step in the iteration to the size of the observed image M x N. The proposed iteration is similar in many respects to a Kalman filter. It consists of two steps i a prediction step [Equation (4b)] in which the last estimate 2k-~ (i,j) is predicted forward using the image model [Equation (2)], and an update step [second part of Equation (4e)], which improves the estimate 2k (i,j) by incorporating the innovation from the observation. The innovation is weighted by a gain factor M which is updated at each iteration step. Contrary to the recursive Kalman fiker, however, this filter is iterative by nature due to the noncausal image and blur description. In [19] Pu and Kaufman suggest a similar scheme for restoring noisy unblurred images. They report improved performance relative to recursive noise-smoothing algorithms, but no convergence analysis is given for their filter.
FILTER G.~N. TO compute the gain M at the kth iteration in Equation (4), we minimize the quantity
The resulting optimal value of M can be shown to be equal to b(0,0) a~
where aw is the variance of the observation noise and where N~ is the number of pixels in the support region W (see Appendix). For a homogeneous image the support region can be taken to be the whole image, but for a nonhomogeneous image, it would be a subsection. If a window is used to limit the support region, then a new model and a new gain should be computed for every window position. The window size should be larger than the support of the blur but small enough so that over the region covered by the window, the blur is space invariant, In [20] a method is presented to simultaneously estimate both the model parameters and the gain. Some insight into the role of the gain can be obtained by considering some limiting cases. At the first iteration we would expect the predicted signal 2k (i,j) to differ considerably from the original image x (i,j), so that the denominator of the second term inside the brackets of Equation (6) will be much larger than the numerator. Thus
As the number of iterations is increased, ~k (i,j) should approximate x (i,j) quite closely and Xk will approach zero. Thus, the innovation gain should be expected to satisfy the bounds
For the case of linear motion blur, this upper bound will be equal to unity, while for a Gaussian blur, it may be somewhat larger.
CONVERGENCE. To investigate the convergence of the iteration in the spatially invariant case, we can rewrite Equation (4) If both A (.,,, ~02 ) and B ( ~01, ~o2 ) are known, either of these equations provides a means for determining acceptable values of X~. Further insight into this issue might be gained by considering two one-dimensional examples.
Example 1 An arbitraryimage line is modelled by the first-order autoregressive relation
This image line is then blurred with the Gaussian point-spread function
n= -L For this case,
B(~o) = exp(-27r2a2~o ~) ,
and the iteration will converge if 
If a is restricted so that [a] < 1/2, then from the bounds on k~ given in Equation (8), convergence is assured. More generally, convergence is assured for every positive real transfer function of the distorting system, provided that IA (,,,) [ _< 7.
Example 2 We will use the same autoregressive model for an image line as in Equation (13), but now we will consider a simple linear motion blur for which
For this example, we find a necessary condition for convergence by substituting into Equation (12h), which results in the inequality k~ sin2(o~L/2) 2 X= sin (o~L/2) L 1 1 + L2 sin2(w/2 ) L sin(o~/2) cos ---~-~o < 12a cos~ I 9
In Fig. 1 , the expressions from the left-and right-hand sides of this inequality are plotted for X~ = 1, a = 0.5, and L = 7,9,15. It should be noted that the convergence condition is not satisfied for L = 9 and L = 15. For an eight-neighbor symmetric two-dimensional noncausal prediction model, however, that was used with a linear motion blur given by Equation (18), the condition for convergence is never satisfied. An alternative is to use the reblurring procedure which is described in the next subsection. R~BLURRING, With the reblurring procedure, the degraded image is first convolved with the point-spread function b* ( -i, -j), where * denotes the complex conjugate. While this further degrades the image, it guarantees that the overall blur b ( i, j) * * b* ( -i, -j ) will have a real non-negative transfer function. From Example 1, we know that an iteration which is designed to restore an image from this composite blur will converge if [A (c0,,c02)1 < 1. With reblurring the iteration becomes
I1-.B(w}l VS. 1/IA{ )I
i 0 rrl T FREOUENCY (a)2o(i,j) = Xob* ( -i, -j)**y(i,j) , (20a) s = a(i,j)**.fk_, (i,j) ,(20b)
:r = s + Xkb*(-i,-j)**[y(i,j) -b(i,j)**~(i,j)] .
(20c)
The optimal values for the gain ~,k are given by
For Example 2, which was concerned with the removal of linear motion blur, the iteration in Equation (20) It should be noted that when reblurring is used, the additive noise corrupting the image is no longer white, which contradicts one of the assumptions made in designing the restoration algorithm.
CO~rSTRamTS. One of the advantages of the iterative procedure is the possibility of incorporating physical (possibly nonlinear) constraints on the restoration [3] . In [3] these constraints were expressed in terms of operators which project a signal onto an allowable subset of signals. Thus if A was such an operator, 2 (i,j) . In any case, however, )7 (i,j) would belong to the constraint set. As an example, if 2 were required to be positive, A could correspond to a rectification operation. Operators can also be found to restrict a signal to have finite support or to be bandlimited.
A constraint operator is typically used in an iterative restoration algorithm in a manner which is analogous to the prediction operator in the iteration in Equation (4) . The iteration is given by
2k(i,j) = xk(i,j) + M[y(i,j) -b(i,j)** ~k(i,j)] .
(25c)
The difference between this iteration and the one presented earlier lies in the interpretation that is given to the operator A. In Equation (25) it represents a physical, hard, possibly nonlinear constraint on the feasible set of solutions. In Equation (4) it represented a statistical estimate of the signal based on statistical measurements. The similarity in form between the two iterations suggests the possibility of hybrid algorithms where nonlinear predictors are used which incorporate both physical and statistical information.
Experimental results
In this section some early results of applying the algorithm to distorted data are presented. Due to the preliminary nature of this work, these results are necessarily one-dimensional. The input signal consists of a single line of a blurred image to which white Gaussian noise has been added.
The a priori statistical knowledge about the image field is contained in the autoregressive model for the image which is reproduced below:
The predictor parameter a was chosen to be that value of a which minimized
J(a) = E E [x(i,j) -ax(i,j-1) -ax(i,j+ 1)15
(i, j) (27) for image samples taken from a noise-free blur-free image. The optimal value is readily found to be
The range of summations should be over a stationary portion of the image. In our initial experiments they were evaluated over a whole line. The performance of the filter was evaluated by measuring the improvement in signal-to-noise ratio (SNR) after k iterations, according to the formula ONE-DIMENSIONAL GAUSSIAN BLUR. The original image line used for this experiment is shown in Fig. 2(a) . From Equation (28) the optimal value of a was found to be a = 0.50. This signal was convolved with a Gaussian blur with a variance of 16 samples. Uncorrelated Gaussian noise was added with a signal-to-noise ratio of 20 dB. The noisy blurred line is shown in Fig. 2(b) . As expected, the iteration converged (i.e,, the error decreased with each step), and the result after four iterations is shown in Fig. 2(c) . The improvement in SNR was approximately 3.1 dB.
LINEAR MOXtON BLUR. The same line of the image that was used in the preceding example was subjected to a linear motion blur with 'an extent of 9 samples. Again Gaussian noise was added to produce an input signal-to-noise ratio of 20 dB. The distorted signal is shown in Fig. 3(a) . While our analysis predicted marginal convergence, the algorithm did converge to the result shown in Fig. 3(b) after 25 iterations with an improvement in SNR of 7.4 dB.
When the same iteration was implemented to remove a more severe motion blur (N = 15 ), it did not converge, as predicted. Convergence can be obtained by using suboptimal values of a and kk. By letting a = 0.45, the restoration in Fig. 5(a) and the restoration is shown in Fig. 5(b) . The improvement here is 8.5 dB. It should be pointed out, however, that these SNR figures can be misleading since they do not reflect the improvement in perceived quality in these images.
To give a feeling for the effect of the restoration algorithm on perceived quality, one should consider Fig. 6 and 7. Figure 6 shows the removal of a Gaussian blur, and Fig. 7 shows the removal of linear motion blur with reblurring. The SNR improvements in the former case was 1.9 dB for image (d) and 1.7 dB for image (b), and in the latter case it was 7.2 dB for image (d) and 5.8 dB for image (b). All images were restored in a line-by-line fashion using one-dimensional version of the algorithm. Better results would be expected if a true two-dimensional algorithm were used which could exploit the vertical correlation between pixels. . Dlscusslor~. One of the presumed advantages of the stochastic algorithm of this paper, which is presented in Equation (4), versus the deterministic algorithm of Schafer et. al. [3] , which is given by Equation (25), is the relative performance of the two algorithms in the presence of noise. It is known that the deterministic algorithm will not converge in the presence of a low SNR even when reblurring is used; thus a stopping rule was used in most of the results presented. The relative performance of the two algorithms is shown in Fig. 8 . These graphs show the improvement in SNR vs. input SNR for the two algorithms for 9-sample motion blur, 15-sample motion blur, and Gaussian blur (standard deviation = four samples). These graphs confirm our intuition. For high SNRs for motion blur, the deterministic algorithm outperforms the stochastic one mainly due to the reblurring, while for low SNRs, only the stochastic algorithm converges. It should be noted that reblurring was needed for the deterministic algorithm but not for the stochastic one for the case of 9-sample motion blur. For Guassian blur the convergence properties of the stochastic algorithm are even better, because in this case the deterministic algorithm is not favored by the reblurring procedure. •=10.
[. 
Taking the derivative of Equation (A3) with respect to M and setting it to zero, we get
Xk = +E[ek(i,j) -[b(i,j)**ek(i,j) + w(i,j)l} (A4) E[[b(i,j)**ek(i,j) + w(i,j)] 2}
We assume that the prediction error has white-noise statistics with zero mean and variance a~e~ and that it is uncorrelated with the observation noise w (i,j). Then the numerator of Equation (A4) 
The denominator of Equation (A4) can be approximated by a finite average; i.e., 
and by combining Equations (A5), (AT), and (A8), Equation (6) is derived.
