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Unmanned Aerial Vehicles (UAVs) are being used in public domains and hazardous
environments where effective communication strategies are critical. UAV gesture
techniques have been shown to communicate meaning to human observers and may be
ideal in contexts that require lightweight systems such as unmanned aerial flight,
however, this work may be limited to an idealized range of viewer perspectives. As
gesture is a visual communication technique it is necessary to consider how the
perception of a robot gesture may suffer from obfuscation or self-occlusion from some
viewpoints. This thesis presents the results of three online user-studies that examine
participants’ ability to accurately perceive the intended shape of two-dimensional UAV
gestures from varying viewer perspectives. We used a logistic regression model to
characterize participant gesture classification accuracy, demonstrating that viewer
perspective does impact how participants perceive the shape of UAV gestures. Our
results yielded a viewpoint angle threshold from beyond which participants were able to
assess the intended shape of a gesture’s motion with 90% accuracy. We also present
methods for prediction of intraset gesture differentiability and viewpoint perceptibility.
We demonstrate that differentiability is correlated to trajectory difference measures and
viewpoint perceptibilty can be predicted within one standard error of mean participant
responses. These findings will enable UAV gesture systems that, with a high degree of
confidence, ensure gesture motions can be accurately perceived by human observers.
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Chapter 1
Introduction
Researchers have demonstrated that robotic gestures can enable functional
communicative interactions between robots and humans [1, 2, 3, 4, 5]. In some cases,
gestures were used to enhance existing communication systems, such as speech [3],
while in other cases gestures were shown to communicate meaning in a stand-alone
context [1, 4]. Robotic communication systems that incorporate gestures may be
especially useful in domains that require lightweight systems, such as unmanned aerial
flight. For example, maximum flight time durations for Unmanned Aerial Vehicles
(UAVs) are constrained by the relationship between the weight of any vehicle hardware
and the battery power. Other communication techniques could incorporate light or
sound to communicate with humans, however, these techniques generally require that
additional hardware be added to the vehicle, which can further reduce maximum flight
durations. As a stand alone software solution, gestural techniques enable UAVs to fly
longer while effectively communicating with human counterparts. Gesture may also be
used alongside other communication devices within a smart and adaptable
communication system that considers an optimal technique for a given environment or
context. For example, gesture may be especially useful in a bright and loud environment,
such as a construction site, whereas a light-based technique may be ideal in
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environments with low-light and visual clutter, such as within a forest canopy.
Enabling gestural communication in UAVs is a unique challenge. Unlike many other
robotics systems, UAVs do not possess physical anthropomorphic qualities such as a
robotic arm that can mimic a human arm while performing gestures [6]. Also, due to
their aerial motion, UAVs can be observed from a wide range of viewpoint angles and
positions. As gestures communicate meaning visually, it is critical that UAV
communication system designers understand how humans perceive visual motion from
diverse viewpoint perspectives. Understanding the impact of viewing angle is
particularly important in domains where gestures may be viewed by multiple people at
different locations and viewing angles, such as during search and rescue missions [7, 8].
While previous work suggests that UAV gestures can be used to communicate with
observers [1, 2], application of these results may be limited to particular viewing
perspectives.

Figure 1.1: Perception of a ‘Circle’ gesture from three different viewpoint angles.
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In our work, we examine how observers perceive the shape of gesture trajectories when
seen from different viewpoints. Fig. 1.1 demonstrates how the flight path of a circular
gesture may be perceived from three different viewpoint angles. While the intended
shape of the gesture’s motion is clear from one perspective (viewpoint (c)), the shape
becomes distorted from other perspectives (viewpoint (b)), and can even resemble a
vertical line (viewpoint (a)) when all of the motion in the y-axis is occluded from view. In
this work, we first explore how observers perceive gestural motion as the viewpoint
rotates along the z-axis, either obscuring or revealing more motion along the y-axis. In
doing so, we seek to answer the following questions:
1. How does viewpoint rotation affect an observer’s ability to perceive the intended
shape of a gesture?
2. Does a historical mode of viewpoint rotation impact an observer’s motion
classification accuracy?
3. Does a viewpoint threshold exist, beyond which observers can accurately classify
the shape of a gesture?
4. How do gesture shapes differ with respect to participant classification accuracy
and confidence?
5. Can similarity measures accurately predict an observer’s ability to differentiate
between gestures in a set?
6. How do features and algorithms compare when predicting an observer’s ability to
perceive a gesture at a given viewpoint angle?
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1.1

Contributions

This work explores how observers perceive the shape of a UAV gesture’s motion from
varying viewpoints while considering degrees of motion occlusion. In doing so, we
characterize a range of viewpoints from which an observer will be able to classify the
shape of a gesture’s motion with a high degree of accuracy. The results of this work will
enable UAV gesture designers to develop systems that ensure a human observer can
perceive the intended shape of a UAV gesture’s motion. The primary contributions of this
work include:
• A characterization of a viewpoint angle range from which observers may accurately
perceive the shape of UAV gestures.
• A framework for identifying the degree of intraset visual differentiability for a
given set of gestures.
• An assessment of predictive techniques used to model a given gesture’s
perceptibility at different viewpoint angles.
These contributions have informed the publication of the following work:
• P. Fletcher, A. Luther, B. Duncan, and C. Detweiler, “Investigation of unmanned
aerial vehicle gesture perceptibility and impact of viewpoint variance” in 2021 IEEE
International Conference on Robotics and Automation (ICRA), pp. 3531–3537, 2021
• P.Fletcher, A. Luther, C. Detweiler, and B. Duncan, "Predicting Visual
Differentiability for Unmanned Aerial Vehicle Gestures" in IEEE Robotics and
Automation Letters (RA-L), 2022
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1.2

Outline

In this work, we focus on trajectory point animations and leave studies with real UAVs for
future work. We start by discussing the challenge presented by human gesture
perception and viewpoint variance along with predictive techniques applied to work with
gestures. We then outline the results from a series of online user-studies designed to
explore viewpoint variance, the impact of viewing history, to characterize a perceptive
viewpoint range, and to predict intra-set differentiability. Our work will enhance UAV
gesture systems, enabling system designers to understand and predict how perceptible
and differentiable a given gesture is within a given set of gestures.
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Chapter 2
Related Work

2.1

Communication and Robot Gesture

Researchers have studied how robots can use gesture to enhance communication with
human observers [1, 2, 3, 4, 5]. Salem et al. conducted an experiment to explore how
robot gestures are perceived by human observers during a collaborative task [3]. Study
participants perceived the robot more positively when it was engaging them with a
multi-modal speech gesture approach. These findings suggest that people do prefer robot
communication with gestures, but this is limited to humanoid robots. Szafir et al.
examined the potential for UAVs to communicate information via gestures [2]. UAVs do
not exhibit the degree of anthropomorphism as the humanoid robot used in [3], so
gesture conceptualization must work beyond understandings of known human gestures.
In this case, a series of UAV communicative flight paths were designed via principles in
animation. In this two part study, researchers assessed participants ability to understand
UAV intent in a virtual setting and used the results to inform lab testing. Results from
in-person trials indicate that users did prefer working with the manipulated flight paths,
found them to be more natural and intuitive, and felt safer interacting with them.
While [3] and [2] concluded that participants preferred when robots used gestures,
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Duncan et al. [1] went a step further to examine if robot gestures could communicate
information about concrete UAV states.
Duncan et al. identified a series of UAV gestures that were inspired by biological
motion [1]. The gestures were chosen in part because of their ability to be perceived in the
presence of occlusion and from multiple angles. Participants were shown videos of each
gesture and asked to label them based on a series of concrete UAV states (i.e. lost sensor,
landing, etc.). Overall, participants showed significant agreement for two of the
gestures, suggesting that UAV gestures can indeed communicate concrete state
information. Other research has been conducted to explore how UAV gestures convey
meaning to observers. Firestone et al. performed an elicitation study to examine how
participants would expect a UAV gesture to communicate various state-related
meanings [5]. Bevins and Duncan [4] explored how participants interpreted a UAV
gesture’s meaning and what their reaction to a gesture entailed, demonstrating
agreement that further supports the results from [5].

2.2

Perception and Viewpoint Variance

As humans move around an object, their visual perspective of the object changes, but
they most often retain an understanding of the full form of the object. This phenomenon
is called shape constancy and has been widely researched in psychology [9, 10, 11]. In [12]
and [13], gestures are described as being derived from conceptions of shape, allowing
them to be meaningful and distinguishable from other motions. In developing robot
gestures, it may prove beneficial to characterize the shape of motion and test whether
human observers are able to reason about the gesture’s shape from multiple perspectives.
In communicative settings, humans are able to direct gestures to an interlocutor,
ensuring that the motion is perceived as intended [14]. However, in cases where a single
person is gesturing to a large audience, the communicative function of gestures may
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change based on viewer perspective. Woolner and Auhagen demonstrated that viewpoint
variance affects musicians’ interpretation of conductor gestures [15]. The perceptive
effects of viewpoint variance have also been studied in scene interpretation [16], film
object recognition [17], and character motion [18], demonstrating that perspective of the
observer impacts how they perceive and process visual information. In the case of
robotics, viewpoint variation presents a unique challenge to gestural communication.
Sheikholeslami examined the capacity for a robotic hand to communicate instructions to
a human observer during a collaborative car door assembly task [6]. Participants were
asked to view videos of gestures and identify their intended meanings. The researchers
found that participants misinterpreted the meaning of directional gestures in some
cases. They suggest that this may have been due to the particular viewing angle, likely
having made it difficult for participants to differentiate between gestures. Based on their
findings, the researchers suggested that future work should consider how viewing angle
may affect gestural meaning interpretation. El-Shawa conducted a study to explore
human perception of robot gestures from multiple perspectives [19]. The study leveraged
a robotic arm capable of performing a series of gestures and asked participants to choose
an optimal viewing angle and position for observation of the gesture. While the goal of
the study was to compare results in physical and virtual space, researchers noted that
gestures existing solely on the sagittal plane resulted in higher variance in preferred
viewing angle when compared to gestures on the coronal plane. The researchers suggest
that this may have been the result of the gesture occluding itself, making it difficult for
observers to perceive the gesture and understand its meaning.
Nikolaidis et al. [20] explored how observer viewpoint variation impacts robot gesture
motion legibility. In [21], Dragan outlines a formalism that distinguishes between
legibility and predictability of robot gesture, where legibility is specifically characterized
as motion that is intent-expressive. In [20], researchers developed a model to generate
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legible gesture trajectories across variance in viewpoint perspective. A series of
user-studies were conducted, yielding results that suggest that their model helped users
perceive gesture trajectories as more legible and intent-expressive from varying
viewpoints. To evaluate participant perception of motion, Nikolaidis et al. developed a
legibility scoring system, which we have adopted in our work and will be discussed in
subsequent sections. The results of these studies demonstrate that viewer perspective
can affect perceived meaning from gesture, as gestural motion may obfuscate meaning
or even self-occlude from some viewing angles.

2.3

Computational Gesture Perception

Computational perception of human gesture is a widely researched topic with many
potential areas of application. In robotics contexts, human gesture recognition is widely
studied for the general purpose of robot control [22]. However, these techniques may be
useful in developing computational techniques that can predict a human’s capacity to
perceive a gesture from varying perspectives.
Liu [23] developed a system for identification of human gestures. The system first detects
where in its field of vision a hand gesture is occurring. The gesture is then segmented and
Hu’s invariant moments [24] are calculated. The system finally uses a Support Vector
Machine to make decisions based on the gestures. The work outlines how Hu-Moments
extract the shape of the motion into seven vectors that are invariant to translation. The
results of the study demonstrated that their algorithm was able to accurately classify
gestures with 96.7 percent accuracy. Zhao et al. also present a gesture based robot control
system using Hu’s invariant moments to discern between static human hand
gestures [25]. Khurana [26] developed a similar gesture recognition system for the
purposes of perceiving human sign language. However, their implementation leveraged
Zernike Moments due to their added rotational invariance when perceiving gestures.
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Their results succeeded in classifying gestures with a 98.74 percent accuracy. While these
techniques may prove useful in predicting human meaning perception with respect to
orientation variance, additional methods consider the full motion of a gesture.
Chen et al. [27] proposes a system for recognition of dynamic gestures using a Hidden
Markov Model (HMM). Their system consists of three phases, hand-tracking in real-time,
extraction of relevant features, training, and HMM gesture recognition. Overall, the
system resulted in twenty different HMMs used to test twenty different gestures with a
recognition rate over ninety percent. Of particular note, the researchers claim their
system to be rotation invariant and size invariant, however, they do not compare the
accuracy of their system when classifying gestures from a range of observer viewpoints.
Researchers have used various feature extraction techniques and predictive models to
classify human gestures. Zhang et al. leveraged principle component analysis (PCA) to
extract gesture features for hand gesture recognition and robotic control [28]. Castillo et
al. trained a series of classifiers to recognize human gestures for social robotics, with
results indicating that the random forest classifier performed the best [29]. Wu et al. and
Lian et al. also developed gesture recognition systems using logistic regression and a
decision tree respectively [30, 31]. We employ a variety of the techniques discussed in this
section to generate and test UAV gesture feature sets. In subsequent sections, we will
describe our application of similar techniques to make predictions on the degree of
differentiability for gestures within a set.
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Chapter 3
Survey Methods
To understand how participants perceive the shape of gestural motion from different
viewpoints, we conducted a series of human-perception surveys. In this section, we
outline how we created gesture motion point animations, designed participant surveys,
and recruited research participants. In subsequent sections, we will present in detail how
each survey was implemented to explore specific research questions and hypotheses.

3.1

Gesture Shape Animation

We chose to present participants with point animations that represent how a UAV will
move when performing different gesture motions. Point animations have been used
extensively in social psychology to study human motion perception [32, 33, 34, 35].
Humans have been shown to be able to perceive biological motion from point animations
where all of the visual information is reduced to a set of moving points [35]. Point
animations have also been used in robotics contexts to inform research on topics such as
affective communication [36, 37] and perception of human and robotics actions [38].
Although point animations provide sparse visual information, humans are still able to
recognize biological motion. While our goal is to apply our work to UAV gestural motion
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in field contexts, we chose to use point-motion animations in our online surveys in order
to reduce the potential for visual noise (scene background, light environment, etc.) that
may be present in video recordings or field studies. In this way, observers are able to
focus specifically on a gesture’s motion and we can control for analysis of specific
motions. Figure 3.1 demonstrates a figure-eight gesture shape will look using a point
animation. For the purposes of visualizing the shape of motion in a static figure we
added gray dots to outline the figure-eight shape. However, only the motion of the red
point was visible to observers in our surveys. All of the point animations used in this
study were generated using MATLAB. We have included the primary MATLAB scripts
that were used to generate point-animations in Appendix A.

Figure 3.1: Point motion demonstration for Figure-Eight gesture.

3.2

Two Dimensional Gestures

While UAV gesture designers have explored a variety of gesture flight trajectories [1, 2],
including three-dimensional gestures, we focus our work on exploring perceptibility of
two dimensional gestures. For gestures that move in three dimensions, some proportion
of the motion will be occluded in a given axis from any observer viewpoint. Due to this,
observers may need to rely on their ability to perceive changes of depth within the motion
of the gesture in order to fill in perceptive gaps created by motion occlusion. For many
observers, perceiving small changes in motion depth may be extra challenging a distance.
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Two dimensional gestures consist of motion along a single plane, the Y-Z plane in the
case of our work, but are applied in a three dimensional context. In this way, two
dimensional may be especially useful for designers because they can form a viewport
representation of a gesture where all of the motion is fully visible at an ideal angle and
does not require an observer to perceive small depth changes.
In the following studies, we ask participants to classify the shape of a gesture’s motion as
the viewpoint rotates around the gesture along the z-axis. In each case, the gesture
maintains a constant center of motion and distance from the observer. We understand
and expect UAV gestures will be performed at varying elevations and lateral distances
away from observers. While we maintain a static gesture elevation in our surveys, our
work can be applied to changing elevations. In this way, gesture systems could implement
2D gesture as a dynamic viewport that can adjust to an observer’s gaze. While this work
may be applied with respect to elevation variance, we do expect our results to hold for
variations in distance from an observer. As an object moves away from an observer, the
perceived width of the object grows smaller. We expect that at increased distances,
gestures will be more difficult to perceive as the gesture viewport grows smaller.
However, we leave the question of distance to future work and seek to understand a
baseline for how observers perceive gesture motion with respect to viewpoint rotation.

3.3

Survey Design

We chose to design a series of online surveys to characterize how people perceive the
shape of gesture motions from different viewpoints. In these surveys, we asked people to
view a point animation that represented a gesture motion and to classify the shape of the
motion among a series of choices. Classification choices were presented to participants
as simple 2D images of the shape of the gesture motion when viewed from the viewpoint
angle of least occlusion as shown in Fig. 3.2. We were seeking to understand if people

14

Figure 3.2: View of gesture shapes from the angle of least occlusion.
were able to discern the shape of motion from a given set of shapes. Figure 3.1 (d)
represents how a the ‘Figure-Eight’ gesture looks from the viewpoint of least occlusion
where all of the motion along both the y and z axes is visible. Conversely, from the
viewpoint angle of highest occlusion, all of the motion along the y axis will be occluded
from explicit view. Figure 3.3 shows how perception of the ‘Figure-Eight’ changes as the
viewpoint rotates in 5° increments away from the angle of highest occlusion 0°. In all of
our surveys, we asked participants to observe a gesture point-animation from a different
viewpoint and to classify the shape of motion. Animations were generated in MATLAB
and consisted of a single red dot moving along a gesture trajectory. To ensure consistency
between gestures, the range of motion for all trajectories were aligned along the z-axis
and bounded within a range on the y-axis. For each gesture, there was no motion along
the x-axis and we chose to maintain a viewpoint elevation that is level with the height of
the observer.
We designed and implemented all of our surveys in Qualtrics while all of our participants
were recruited via Amazon’s Mechanical Turk (MTurk). Participant recruitment via
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Figure 3.3: Gesture viewpoint progression for Figure-Eight.
MTurk allowed us to gather significant results from a participant population much larger
than would have been possible via in-person trials. However, MTurk presents unique
challenges to the participant recruitment and survey process. Researchers have outlined
some of these key challenges including low task attention, self-misrepresentation, and
vulnerability to web robots [39, 40]. With these challenges in mind, we designed our
surveys to increase the likelihood of high quality data. To ensure participants were paying
attention, we included ‘attention tests’ both before and during the survey. To do this, we
included a number at the end of multiple point animations that would need to be entered
into a subsequent screen. If the number was incorrect, a participant was screened out
and their data was not included in our analysis. To ensure participants could not scrub an
animation to view an ‘attention test’ value, we created a simple video player without a
scrubber. We also collected interaction data by counting the number of times a video was
clicked, played, ended, or if any playback errors occurred. Given the opportunity, MTurk
Survey 1:
Preferred Viewpoint Rotation

Survey 2:
Perception & Historical
Model

Survey 3:
All Viewpoint Classification

Survey 4:
Predictive Performance

How much viewpoint
rotation is necessary to yield
confident and accurate
gesture classifications given
a starting viewpoint and the
most occluded angle?

Given a starting viewpoint
20° away from the most
occluded angle, how much
rotation is necessary to yield
confident and accurate
gesture classifications?

How does response accuracy
and confidence change
across all viewpoint angles
and gestures when
presented to participants in
random order?

How accurate are predictive
techniques when making
classifications on an entirely
new set of UAV gestures?

ICRA 2021

Figure 3.4: Gesture perception survey overview.

RA-L 2022
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users are also able to complete tasks multiple times. To ensure that participants did not
misrepresent themselves by responding to multiple surveys, we assigned an MTurk
qualification value to the MTurk user ID for each participant who completed one of our
surveys. In subsequent sections, we will outline the specific differences between each
survey and how their design contributed to different research questions. Figure 3.4
presents an overview of each survey conducted in this work alongside the associated
publication venue. Sample surveys are also included in Appendix A.
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Chapter 4
Perception and Viewpoint Rotation

4.1

Approach

To understand and quantify an observer’s ability to classify a gesture shape from
different viewpoint rotation angles, we designed three online human perception surveys.
Specifically, we conducted these surveys to understand how classification accuracy
changes as a viewpoint rotates, to determine how a historical model of viewpoint
rotation affects classification accuracy, and to quantify a viewpoint range wherein
perceptibility is high. In addition, we explored how the characteristics of different
gesture shapes affected perceptibility. We formalized these research questions into the
following hypotheses:

Hypotheses:
H1: Participant response accuracy will improve as gesture viewpoint rotates away from
the most occluded angle.
H2: A historical model of viewpoint rotation will yield higher response accuracy than
random viewpoint rotation change.
H3: At some viewpoint perspective (v), gestures will be perceivable with an accuracy
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probability of 0.9.
H4: The proportion of total motion in the z-axis for a planar gesture will correlate
positively to perceptibility.
Fig. 4.1 demonstrates the perceived shape of a ‘U-Shape’ gesture from different
viewpoints. At the angle of highest occlusion (0°), all of the motion in the y-axis is
occluded. As the viewpoint angle increases away from the angle of highest occlusion,
more of the motion along the y-axis is revealed. In H1, we hypothesized that as the
viewpoint angle increases, more y-axis motion will be revealed and classification
accuracy will increase. In H2, we proposed that people who see a ‘build-up’ of rotation
around the gesture will be better able to perceive the shape of the motion. For example,
an observer who sees a gesture’s motion starting from the viewpoint at 0° through 20° will
have higher classification accuracy than an observer who only sees a gesture from the
viewpoint at 20°. In this way, the observer will have built a historical model for the

Figure 4.1: U-Shape gesture perception from different viewpoints.
gesture’s motion. In H3, we hypothesized that at some viewpoint angle, enough of the
y-axis motion will be revealed such that classification accuracy will plateau across all
subsequent larger viewpoint angles up until 90° away from the most occluded angle.
After 90° away from the most occluded angle, the quantity of perceivable y-axis motion
will stop increasing and begin to decrease. Finally, in H3, we proposed that gestures with
a higher proportion of motion in the z-axis will be easier to perceive. This follow on the
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idea that as the viewpoint rotates away from the most occluded angle, more of the y-axis
motion is revealed. In this way, gestures that have more defining characteristics in the
z-axis may be easier to perceive at earlier viewpoint angles.

4.1.1

Gesture Set

Figure 4.2: Set of six gesture shapes tested in this study and two distractor shapes.
Fig. 4.2 depicts the two-dimensional trajectories for the gestures tested in this study. We
identified our set of gestures based on prior work in UAV gestural communication [1],
which demonstrated agreement among untrained observers on the perceived meaning of
some of the gesture shapes. While our work is focused on perception of shape in motion
rather than meaning, we chose to build off of this prior work. In each of our surveys, we
asked participants to classify the shape of six of the gestures including the ‘Circle’, ‘Loop’,
‘Swoop’, ‘U-Shape’, ‘Figure-Eight’, and ‘Undulate’. We included two additional shapes as
potential classification options, the ‘Drop’ and ‘S-Shape’, however, we did not ask
participants to make classifications on these shapes.
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4.1.2

Survey Design

User Study I. Preferred Viewpoint Angle: In our first user-study, our goal was to assess
how much a participant needed to rotate the viewpoint to be able to accurately identify
the shape of the gesture’s motion. Each gesture was first shown to participants from the
viewpoint where all of the motion in the y axis is occluded, as in Fig. 4.1 at 0°.
Participants were then given two options, to rotate the angle of the viewpoint or to
choose the shape of the gesture’s motion. If participants chose to rotate the viewpoint,
they would then be shown a video of the same motion trajectory rotated five degrees
along the z-axis. As participants continued to rotate the viewpoint, the shape of the
gesture’s motion became clearer. Participants were able to rotate the viewpoint ninety
degrees in total, displaying the gesture in a fully non-occluded state, as in Fig. 4.2.
Participants were shown animations representing six gestures, with three of the gestures
randomly repeating once, totalling nine classification tasks. Gestures were presented in
random order. Participants had the option to choose the shape of the gesture’s motion
and were presented with eight images of shapes to choose from as shown in Fig. 4.2. Of
the eight images, six represented the shape of trajectories being tested in the user-study,
while two were distractors (the ‘Drop’ and ‘S-Shape). As MTurk participants generally
prioritize finishing tasks quickly, we included a penalty for too many incorrect answers to
encourage participants to focus on each task.
User Study II. Perception and Viewpoint Rotation: Our second user-study resembled
our first user-study, however, we adjusted the initial viewpoint perspective by twenty
degrees from the most occluded angle which is shown in the second viewpoint in Fig. 4.1.
Participants were initially shown a perspective of the gesture that demonstrated more
motion in the y-axis, making the shape of the gesture clearer. The purpose of this
user-study was to understand if participants needed to see some degree of viewpoint
rotation in order to understand the shape of the motion and build a historical model of
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Figure 4.3: Survey flow for User Study 1
the motion. Similar to the first user-study, participants were able to rotate the viewpoint
perspective as much as they wanted and, when confident, were asked to choose the shape
of motion from eight static images.
User Study III. Absence of Viewpoint Rotation: In our third user-study, we removed the
participants’ ability to rotate the viewpoint perspective. For each animation, participants
were asked to choose the intended shape of motion from a series of eight static images
and rate their confidence in their decision on a four point scale. All animations were
presented in a random order. The purpose of this user-study was to assess gesture
classification accuracy and confidence from different viewpoints without the ability to
rotate the viewer perspective. Based on the results of the initial user-study, we chose to
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Figure 4.4: Survey flow for User Study 2
limit the range of viewpoints from zero to forty degrees away from the least ideal
perspective in five degree increments.

4.1.3

Gesture Perceptibility Assessment

In this study, we refer to and differentiate between classification accuracy and
perceptibility. Classification accuracy simply refers to the proportion of accuracy
participant responses at a given viewpoint rotation angle. In addition to classification
accuracy, we chose to design a metric that we call perceptibility that considers
classification accuracy, participant confidence, and a measure of classification difficulty.
In [20], viewpoint perspective is considered when determining the legibility of a robot’s
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Figure 4.5: Survey flow for User Study 3
motion. To evaluate the efficacy of different motion trajectories, Srinivasa et al. used a
legibility score metric by calculating a weighted sum of three participant response
variables (goal prediction accuracy, explanation of prediction, and confidence).
Borrowing from this method, we generated a perceptibility score (Pg ), given by Eq. (1), that
calculates a weighted sum of three participant response variables for each k response.
Inaccurate responses A(k) = 0 receive a perceptibility score of zero, accurate responses
receive A(k) = 1. Confidence is characterized by participant self-report on a four-point
scale C(k). The number of times a participant chose to view a gesture motion from a
single viewpoint, V (k), is used to measure difficulty in quickly determining the shape of
motion. A logistic regression analysis of accuracy and degree of rotation provided values
for weights W (k) that correspond to viewpoint rotation angles, thus assigning more
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weight to accurate responses at low degrees of viewpoint rotation.

Pg =

n 
X


W (k)A(k)

k=1

C(k)
1
+
4
V (k)



(4.1)

To examine how qualities of gesture motion compare to perceptibility, we calculate the
proportion of motion in each z-axis for each gesture. This calculation is given by Eq. (2)
and (3) where Mz represents the total motion in the z-axis given by a summation of the
absolute value of difference between piz (the z component at position i) and the
subsequent position pi+1
z . The proportion of motion in the z-axis P mz is given by Eq. (3)
where My is computed in the same way as Mz .
Mz =

n−1
X

|piz − pi+1
z |

(4.2)

Mz
Mz + My

(4.3)

i=1

P mz =

4.1.4

Participants

Our study was conducted online using Qualtrics and participants were a convenience
group recruited from Amazon’s Mechanical Turk and were paid $4.00 dollars for
participating. Table 4.1 outlines the demographic data we collected from survey
participants. All participants were required to have a Master rating. We recruited 126
participants overall, however, 45 participants did not accurately respond to
attention-tasks. Thus, our analysis reflects data from the remaining 81 participants, with
15 participants in user-study I, 12 participants in user-study II, and 54 participants in
user-study III.
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Demographic Category
Gender
Female
Male
Age
18-29
30-39
40-49
50-59
60+
Education
Graduate Degree (Masters, Doctorate, etc.)
Bachelor’s Degree
Associates Degree
Some college, no degree
High School diploma

Percent %
45%
56%
19%
43%
28%
4%
6%
13%
60%
11%
11%
4%

Table 4.1: Participant demographics from gesture perception survey.

4.2

Results

We conducted a logistic regression on the results of each of our user-studies to
characterize the relationship between the continuous independent variable (degree of
viewpoint rotation) and binary dependent variable (accuracy). The analysis yielded a
predictive curve indicating the probability of accuracy at particular viewpoints.
Associated p-values for each of the regression analyses were well below 0.05, suggesting
that there is a relationship between degree of rotation and response accuracy. Figure 4.6
shows the resulting probability curves from each logistic regression analysis.

4.2.1

Accuracy Probability and Viewpoint Rotation

In user-study I, participants were asked to rotate the viewpoint angle until they felt
confident enough to assess the shape of the gesture’s motion. Fig. 4.7 shows the
distribution of gesture angle responses and associated mean accuracy values at each
viewpoint angle. Response accuracy generally increases as the viewpoint rotation angle
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Figure 4.6: Logistic regression probability curves for each user-study (dashed line for predictions in absence of data).
increases. The logistic regression analysis predicts 90% response accuracy at twenty
degrees of viewpoint rotation. Thirty percent of participants chose to assess the gesture
motion shape without rotating the viewpoint perspective, resulting in forty percent
response accuracy. We conducted a one-tailed hypothesis test to evaluate the probability
that participants were guessing at zero-degrees of viewpoint rotation. Comparing the
proportion of accurate responses from the sample (0.4) against the probability of
accurately guessing (0.125) yielded a z-score of 3.22 and p-value of 0.0006, suggesting
that some participants were able to accurately evaluate the gesture motion-shape
without guessing.
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Figure 4.7: Distribution of responses at each viewpoint rotation angle with associated response accuracy proportion.
In user-study II, participants were shown gesture motion beginning at a viewpoint angle
twenty degrees away from the angle of highest occlusion and were asked to rotate the
viewpoint until they were confident enough to assess the shape of the gesture’s motion.
Fig. 4.7 represents the distribution of viewpoint angles chosen along with associated
mean accuracy values. The highest distribution of participants chose not to rotate the
viewpoint angle. However, mean accuracy increased to eighty percent as participants
started off from a viewpoint that showed more of the gesture motion in the y-axis. In
contrast to user-study I, the probability curve in Fig. 4.6 suggests that a 90% motion
assessment accuracy can be achieved at twenty-seven degrees of viewpoint rotation.
User-study III differs from the other studies as the distribution of viewpoint rotation
values was uniform across all participants. Every participant saw each gesture from the
same number of viewpoints. However, gesture viewpoints were presented in a random
order. Fig. 4.6 shows the accuracy probability curve yielded from the logistic regression
analysis. When participants viewed gesture motion at zero degrees of viewpoint
rotation, they were able to accurately characterize the motion with fifty-five percent
accuracy. The regression analysis also suggests that participants are able to assess the
gesture-motion shape with 90% accuracy at twenty-nine degrees of viewpoint rotation.
We also fit logistic regression curves to accuracy responses for individual gestures which
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Figure 4.8: Participant response logistic regression curve for each gesture from user-study
III.

is outlined in Fig. 4.8. While the majority of gestures converged to 90% accuracy at
similar viewpoints, the ‘Circle’ gesture proved to be a statistical outlier across the
majority of viewpoint perspectives, demonstrating low overall response accuracy.
Fig. 4.9 outlines participant confidence across viewpoints for each gesture. The results
generally align with participant accuracy, demonstrating that as the viewpoint angle
increases, participants feel more confident in their classification response. Overall,
participants were most confident when making classifications on the ‘Undulate’ gesture,
while the lowest confidence was exhibited with the ‘Circle’ and ‘Loop’ gestures.
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Figure 4.9: Mean participant confidence by degree of viewpoint rotation for Survey #3.

4.2.2

Perceptibly Scores by Gesture

We calculated perceptibility scores given by Eq. (1) to quantify how individual gesture
motions related to the capacity for participants to accurately and confidently assess the
shape of a gesture’s motion. Figure 4.10 outlines resultant perceptibility scores for each
gesture tested in this study. The ‘Swoop’ and ‘Undulate’ motions generated the highest
scores, with 0.7825 and 0.7312 respectively while the ‘Circle’ yielded the lowest score at
0.363. ‘Loop’, ‘U-Shape’, and ‘Figure-Eight’ resulted in middle range scores at 0.5023,
0.6055, and 0.6616. In addition to participant response accuracy, we include the number
of times a participant viewed a gesture animation to further assess levels of gesture
perceptibility. Table 4.2 details the average number of animation views per gesture
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alongside the standard deviation. Overall, participants viewed a gesture animation 1.26
times on average, with ‘Loop’ yielding the highest average number of video views and
‘Undulate’ yielding the lowest number of video views.

Figure 4.10: Perceptibility scores and proportion of z-motion by gesture.

Number of Gesture Views Average
Total
Gesture
Figure-Eight
Loop
Circle
Swoop
U-Shape
Undulate

Standard Deviation

1.26

0.64

1.29
1.36
1.31
1.24
1.23
1.12

0.73
0.81
0.64
0.62
0.54
0.41

Table 4.2: Average number of times participants viewed gesture animations.
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4.3

Discussion

4.3.1

Viewpoint Angle Distribution

H1: Participant response accuracy will improve as gesture viewpoint rotates away from the most
occluded angle.
The distribution of responses in user-study I and II resulted in a high distribution of
chosen viewpoint angles at or close to the initial viewpoint. The results in user-study I
demonstrate that a large proportion of participants felt confident in their assessment of
the shape of motion a viewpoint angle where much of the motion was not visible.
However, this degree of confidence conflicts with response accuracy. While a smaller
distribution of participants chose to rotate the viewpoint beyond ten degrees, the
probability of an accurate response increased significantly. However in both user-study I
and II, because participants chose at which angle to assess the motion, the distribution
of responses per viewpoint angle was not uniform as will be discussed further in
limitations. In user-study III, the distribution of responses per viewpoint is uniform as
all participants were shown each viewpoint perspective in random order. Fig. 4.7
demonstrates that as the viewpoint angle increases, response accuracy increases. The
results of our logistic regression analysis from user-study I and III support this
relationship, both yielding positive regression coefficients (0.14 and 0.07) and p-values
less than 0.01, thus providing support for Hypothesis 1. While the logistic regression
from user-study II yielded a positive regression coefficient (0.08), the results were not
statistically significant with a p-value of 0.28. We believe this may be due to the high
distribution of responses at the initial viewpoint angle in user-study II.
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4.3.2

Historical Viewpoint Model and Response Accuracy

H2: A historical model of viewpoint rotation will yield higher accuracy than random viewpoint
rotation change.
User-study I presented participants first with the gesture viewpoint where the motion in
the y-axis was fully occluded. In user-study II, we chose to present participants with an
initial viewpoint angle at twenty-degrees away from the most occluded viewpoint in
order to assess if the probability values would remain the same in the absence of a
historical model of motion from subsequent viewpoint rotation. Similarly, user-study III
presented animations from random non-sequential viewpoints, similarly exhibiting an
absence of historical model development. We chose to compare the accuracy values from
user-study I with those from user-study II and III at twenty degrees of rotation to
determine if a historical model of the gesture’s motion improved response accuracy. Fig.
4.6 represents each of the logistic regression probability curves associated with each
user-study. User-study I demonstrates a steeper progression of accuracy probabilities,
resulting in an accuracy probability of 0.92 at twenty degrees of rotation. User-study II
and III exhibit similarly lower accuracy probabilities at twenty degrees of rotation, 0.84
and 0.83 respectively. To evaluate these relationships, we conducted two one-tailed
hypothesis tests comparing the proportion of accurate responses from user-study I
against those from user-study II and III, however, the results were not statistically
significant in either case with p-values of 0.1469 and 0.2776 respectively. We believe this
is due to low number of participant responses at twenty degrees of rotation from
user-study I. Overall, these results do not provide support for Hypothesis 2. Future work
will examine this relationship further by conducting a forced rotation survey from zero to
twenty degrees of rotation to increase the distribution of responses that reflect a
historical model of rotation.

33

4.3.3

High Accuracy and Viewpoint Angle Threshold

H3: At some viewpoint perspective (v), gestures will be perceivable with an accuracy probability of
0.9.
We chose to characterize an accuracy threshold where participants are able to assess the
gesture’s motion with at least 90% accuracy. Fig. 4.6 shows the logistic regression
probability curve from each user-study. Predicted 90% percent accuracy values range
from viewpoints at nineteen degrees in user-study I to thirty degrees in user study III.
The results of user-study II predicted 90% accuracy at thirty degrees of rotation. These
results suggest that a 90% accuracy viewpoint range exists between nineteen and thirty
degrees of rotation. However, these models include the ‘Circle’ gesture, which proved to
be a statistical outlier, demonstrating poor response accuracy across most viewpoint
perspectives. This may be due to a lack of identifiable motion characteristics in the
z-axis, which will be discussed further in the next section. To characterize a 90% accuracy
viewpoint threshold, we conducted a one proportion z-test on response accuracy values
from user-study III for all gestures except ‘Circle.’ The results suggest that, beginning at
twenty degrees of viewpoint rotation, observers will be able to classify the shape of a
gesture with at least 90% accuracy. These results are statistically significant with a z-score
of 2.97 and p-value of 0.0015, providing support for Hypothesis 3.

4.3.4

Gesture Motion and Perceptibility Scores

H4: The proportion of total motion in the z-axis for a planar gesture will correlate positively to
perceptibility.
Using Eq. (1), we calculated perceptibility scores for each of the gestures tested in this
study. Our results indicate that the ‘Circle’ was the most difficult for participants to
accurately and confidently classify, while the ‘Undulate’ and ‘Swoop’ gestures yielded the
highest perceptibility scores. It is important to note that in this study when participants
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are shown a gesture motion from the most occluded viewpoint angle, all of the viewable
gesture’s motion occurs in the z-axis. Thus, gestures that exhibit identifiable motion
characteristics in the z-axis may be easier to identify. To characterize each gesture’s
motion, we determined the proportion of total motion that occurred in the z-axis. We
then conducted a Pearson correlation analysis to examine the relationship between
perceptibility, as defined in Eq. (1), and z-axis motion (Eq. (2) & (3)). The results suggest
that there exists a strong positive correlation between the proportion of motion in the
z-axis and perceptibility, with a correlation coefficient R-value of 0.7736 and a p-value less
than 0.10, providing support for Hypothesis 4. Figure 4.10 shows the perceptibility scores
and associated z-axis motion proportion values. These results suggest that a relationship
between the proportion of motion in each axis and perceptibility, however, it is important
to note that our work focused on occlusion of y-axis motion. ‘Loop’ and ‘Undulate’
demonstrate high perceptibility when the y-axis motion is occluded, but this may not be
the case if the z-axis motion is occluded. Ideally, a gesture will be robust to occlusion of
motion in both axes. The ‘Figure Eight’ gesture demonstrates a relatively high degree of
perceptibility in contrast the proportion of motion in the z-axis. The motion qualities of
the ‘Figure Eight’ gesture may yield better perceptibilty in the case of occlusion in either
axis. In the case of the ‘Circle’ gesture, the proportion of z-axis motion is higher than
‘Loop’ and ‘Figure Eight,’ however, it yields a lower perceptibility score. In this way, the
qualities of the ‘Circle’ gesture’s motion trajectory may be difficult to distinguish.

4.3.5

Intraset Misclassification

In our survey, we asked participants to classify the shape of a gesture’s motion by
selecting from eight different gesture shape options. Six of the options were included in
the testing set and two of the shapes were not. These two additional options included a
‘Drop’ and and ‘S-Shape.’ Responses to the ‘Circle’ gesture yielded the lowest overall
classification accuracy such that they were a statistical outlier when compared to
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responses from other gestures. Figure 4.11 outlines the participant response distribution
for each gesture classification task. The ‘Circle’ gesture was most often misclassified as
the ‘Drop’ shape accounting for 28.79% of all of the responses to the ‘Circle’ classification
task. The second highest percent of single shape misclassifications occurred was during
the ‘U-Shape’ classification task where 7.24% of responses were incorrectly classified as
‘Undulate.’ In this way, participants were confusing the shape of the ‘Circle’ with the
shape of the ‘Drop’ with a significantly higher frequency than any other gesture. This is
interesting considering that the ‘S-Shape’ exhibits naively similar visual shape qualities
to the ‘Figure-Eight.’ While participants did most often misclassify the ’Figure-Eight’ as
the ’S-Shape’, they did so with a much lower frequency that the ‘Circle’ and ‘Drop.’ These
results demonstrate that it is important to consider the degree of similarity between
gestures within a set. To explore this idea further, we chose to conduct an additional
study which will be discussed in the next chapter.
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Figure 4.11: Participant classification choice distribution by gesture.
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Chapter 5
Visual Differentiability
Fig. 5.1 demonstrates how a two-dimensional ‘Figure-Eight’ gesture looks from varying
viewpoint perspectives. Based on the results of our viewpoint perspective study
discussed in Chapter 4, we demonstrated that observers found it challenging to
accurately classify the intended shape of the gesture’s motion within a range of 20° away
from the most occluded viewpoint in either direction (highlighted in red). We quantify
90° as the viewpoint of least occlusion because all of the y-axis motion is visible.
Conversely, observers are able to classify the shape of the gesture’s motion with 90%
accuracy from a viewpoint range of 40° away from the least occluded angle in either
direction (highlighted in green). The range from 20° to 50° away from the most occluded
angle (highlighted in gray) represents observer perceptive variance dependent on the
shape of a gesture’s motion. While our prior study demonstrated that observers were able
to classify most gestures with 90% accuracy at 20°, the ‘Circle’ gesture required 50° of
rotation to reach the 90% accuracy threshold.
In this chapter, we explore the relationship between gesture shape and classification
accuracy to predict where individual gestures will fall in the variable perceptibility range.
In doing so, our work seeks to answer the following questions:
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Figure 5.1: Changes in the perception of a two-dimensional shape (circle) from varying
viewpoint perspectives.
1. Can similarity measures accurately predict an observer’s ability to differentiate
between gestures?
2. How do features and algorithms compare when predicting a gesture’s variable
perceptibility range?
Our work contributes methods for predicting observer gesture classification accuracy
and intra-set gesture shape differentiability. We tested a series of predictive algorithms
and gesture shape feature sets for their individual predictive potential. This work will
enhance gesture design systems, enabling designers to quickly predict how perceptible
and differentiable a given gesture is within a set.

5.1

Approach

We evaluated gesture shape features to predict an observer’s ability to a) differentiate
between grouped gestures and b) accurately classify the intended shape of a gesture’s
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motion from varying viewpoints. We were particularly interested in predicting the
earliest viewpoint (the smallest angular distance away from the angle of highest
occlusion) at which participants are able to classify a gesture with at least 90% accuracy.
To train predictive classifiers, we leverage a data set collected in the gesture perception
study discussed in Chapter 4 and test our predictions against participant responses to a
new online survey with different gestures. To evaluate our effectiveness in this task, we
outline two hypotheses:
H1: Gesture similarity measures will accurately predict participant response
misclassification rates.
H2: Classifiers will accurately predict the viewpoint angle from which observers achieve
90% response accuracy within one standard error away from the mean.

5.1.1

Gesture Sets

We examined two gesture sets in this work to predict how motion qualities affect an
observer’s ability to differentiate between motion. Fig. 5.2 shows a representation of each
gesture shape seen from the angle of least occlusion. The gesture shapes in G1 were used
in our initial gesture perception surveys discussed in Chapter 4. Our analysis of response
data from the surveys conducted on G1 demonstrated that more than 20% of participant
responses to the ‘Circle’ gesture inaccurately classified it as the ‘Drop’ shape (one of two
distractor response options). For this reason, gesture set G2 was designed to incorporate
potential similarity features for further analysis. For example, the ‘Plus-sign’ and
‘X-Shape’ are highly similar when rotated 45°. However, the central motion of the ‘Bow’
shape exhibits a similar motion shape as the ‘X-Shape’. Most of the motions in set G2
contain straight lines that loop back and forth through a central region in the shape. We
also chose to include the ‘bShape’ gesture that is entirely composed of curves and the
‘Diamond’ which does not contain motion in the central region. All gesture trajectories
were normalized within a bounded Y-Z region and contain the same number of
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time-series points.

Figure 5.2: Gesture sets G1 and G2 .

5.1.2

Training Data

For training, we leveraged the results from our online surveys discussed in Chapter 4 to
train a series of classifiers to predict the high accuracy (90%) viewpoint threshold across a
novel gesture set. The data set was gathered via a series of online user surveys similar to
those conducted in Section 4. Participants were asked to view animations from different
perspectives and choose from a series of images the ones that best represented the shape
of the motion. Our data set included responses from 54 participants making
classifications on 6 gestures G1 from 11 different viewpoints. The viewpoints chosen in
this study began at the angle of highest occlusion (Fig. 5.1-d) and increased away from
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that angle in five degree increments from 0° to 50°. Participants were shown gesture
animations and viewpoints in random order to control for order bias.

5.1.3

Participant Survey

To evaluate classifier predictions, we conducted a new online user survey that mirrored
our prior perception survey, however, we tested a new gesture set G2 . We recruited 106
participants overall, however, 52 participants did not correctly respond to attention tasks.
Thus, our analysis reflects data yielded from the remaining 54 participants. Participants
classified 6 new gestures across the same 11 viewpoints. Participants were asked to view
gesture point-animations from varying viewpoints and determine which image most
closely resembled the gesture’s shape. As with the original data set, our new survey was
created using Qualtrics and participants were recruited via Amazon’s Mechanical Turk.
Participants were required to have record of high-quality responses (HIT approval rate
greater that 97% and more than 10,000 HITs approved). We have included the participant
demographic information collected during the survey in Table 5.1.
Demographic Category
Gender
Female
Male
Age
18-29
30-39
40-49
50-59
60+
Education
Graduate Degree (Masters, Doctorate, etc.)
Bachelor’s Degree
Associates Degree
Some college, no degree
High School diploma

Percent %
30%
70%
28%
44%
17%
6%
6%
15%
44%
19%
7%
13%

Table 5.1: Participant demographics from gesture perception survey.
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5.1.4

Visual Similarity Measurement

A gesture set should consist of motions that are distinct and visually differentiable. We
define differentiability as the capacity for observers to visually discern between gesture
motions. To enable fast and efficient design of such gesture sets, we examine approaches
to predict intra-set differentiability based on a gesture’s shape and motion
characteristics. While the perception of a gesture’s shape varies dependent on viewpoint,
we are interested in making differentiability predictions from a compact representation
of a gesture’s shape. Doing so may reduce the complexity of the problem. To measure
similarity between gestures, we conducted a principle component analysis on each
gesture’s time series point trajectories, calculated the mean square error between each
respective trajectory, and performed a k-means cluster analysis. We also measured the
difference between images of gesture trajectories using Hu’s moment invariants [24]. We
then compared these similarity measurements to participant response misclassification
rates from our online survey. In doing so, we evaluated how these similarity
measurements performed as predictors for gesture differentiability.

5.1.5

Predictive Algorithms

We are interested in determining if our initial gesture perception data set is sufficient to
train a group of classifiers and make reasonable predictions on participant response
accuracy across a completely new set of gestures. To evaluate predictive potential, we
trained and tested four algorithms: decision tree, random forest, gradient boosting tree,
and logistic regression. We trained each algorithm with a series of features related to
motion shape and trajectory alongside user response classification values on G1 . We
implemented each algorithm using the Python Scikit-Learn machine learning package
[41]. To ensure the robustness and stability of each prediction, we conducted a
comprehensive grid-search parameter tuning on each algorithm. Our training feature
set included participant response data reflecting perceptibility and viewpoint variance
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for G1 .

5.1.6

Feature Evaluation

We tested varying combinations of four gesture characteristic feature sets to determine
which yield the highest predictive accuracy. Feature set F1 characterizes the time-series
trajectory of each gesture motion. We used an LSTM auto-encoder to reduce the full
trajectory dimensions for each gesture down to five unique values per gesture. Feature
set F2 represents the full two dimensional shape of a gesture’s motion given by Hu’s seven
moment invariant values [24]. We calculated these values based on a simple image of a
gesture’s shape. Feature set F3 consists of the proportion of total motion in each axis for
each gesture given by Eq. (1) and (2).

Mz =

n−1
X

|piz − pi+1
z |

(5.1)

Mz
Mz + My

(5.2)

i=1

P mz =

In our initial study, we identified a positive correlation between gesture perceptibility
and proportion of motion in the z-axis. Given these results, we determined a gesture’s
proportion of motion in a given axis may impact perceptibility. The final two feature sets
F4 and F5 consist of the results from a principal component analysis conducted over
gesture images and time-series trajectories. To evaluate both the effectiveness of our
predictive models and feature sets, we compared our results against participant response
values from G2 by calculating the mean squared error between predictions and
responses.
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5.2

Results

In our online survey, participants were asked to view a dot animation representing a
gesture trajectory and classify the shape of the motion between eight shape options.
Fig. 5.3 outlines the participant response distribution across each gesture in G2 and
viewpoint. We examine and compare three characteristics from Fig. 5.3, including 1) the
total proportion of incorrect responses for individual gestures (Pg ), 2) the mean
frequency of responses for individual gestures across the entire set (Mg ), and 3) the
distribution of responses across viewpoints for individual gestures. Overall, the ‘xShape’
gesture exhibited the highest Pg value of (0.41) while ‘bShape’ yielded the lowest Pg (0.19)
followed by ‘Bow’ (0.20), ‘Diamond’ (0.25), ‘Star’ (0.26), and ‘Cross’ (0.29). Mg represents
the mean number of times participants chose a particular gesture across the entire set.
The ‘Cross’ shape yielded the highest Mg of (60.6) while ‘bShape’ had the lowest Mg at
(7.2), followed by ‘Clover’ (9.5), ‘Diamond’ (9.6), ‘Square’ (10.2), ‘Star’ (21.6), ‘xShape’ (29.4),
and ‘Bow’ (36.2). For every gesture, ‘Cross’ is highly present in all early viewpoint (0° - 10°)
misclassifications, with the ‘Bow’ gesture also representing a high proportion of early
misclassifications. While for most gestures, misclassification rates are reduced
dramatically as viewpoint angles increase (15°-50°) this is not the case for both the ‘Cross’
and the ‘xShape.’ These two gestures were misclassified for each other at high rates across
every viewpoint.
Participant response from G2 suggest variance in degrees of differentiability between
gestures within the set. To make predictions on gesture differentiability, we measured
gesture difference via a variety of techniques. To determine the predictive potential of
image comparison, we generated images of each two-dimensional gesture trajectory
from the fully visible viewpoint. Due to the invariance to rotation, translation, scale, and
reflection, we calculated the distance between Hu-Moment values for each gesture. We
then conducted a correlation analysis between the resulting difference values and the
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Figure 5.3: Misclassifications across each viewpoint and gesture in G2 (marker size corresponds to number of responses).
participant misclassification distribution in Fig. 5.3. While the results demonstrated
some degree of negative correlation (high difference value corresponding to low
misclassification rates), we did not consider the correlation to be strong enough with a
coefficient of -0.4.
In our next approach, we calculated the mean squared error (MSE) between each
gesture’s time-series point trajectory. When compared against participant responses, the
trajectory difference measurement demonstrated a strong negative correlation (-0.70),
suggesting that a high MSE between gestures related to a low misclassification rate.
Fig. 5.4 demonstrates the MSE between the trajectory values across each gesture
comparison. The lowest value corresponds to the comparison of the ‘X-Shape’ and ‘Cross’
while the ‘B-Shape’ demonstrates the highest total MSE of (27.4) followed by ‘Diamond’
(19.8), ‘Star’ (19.6), ‘Cross’ (19.1), ‘Bow’ (17.5), and ‘xShape’ (17.3). Overall, the ‘bShape’
demonstrates a significantly high difference when compared the rest of the set.
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Figure 5.4: Mean squared error between each gesture trajectory.

5.2.1

Predictive Feature Performance

We identified and tested five gesture feature sets to evaluate their overall predictive
potential. These feature sets characterize the time series trajectory of each gesture (F1
and F5 ), the full shape of a gesture’s motion (F2 and F4 ), and the proportion of motion in
each axis (F3 ). The performance of each feature set when tested both in isolation and
together is outlined in Fig. 5.5. Each feature set was used to train a set of predictive
algorithms and predictions were compared with participant response values. Each bar in
the chart represents the total mean squared error calculated from predictions and
participant responses across all observer viewpoints. Feature performance follows a trend
across algorithms, with the exception of the logistic regression. In general, F2 values are
the best predictors, while F1 and F3 values perform equally worse. However, when used
to train a logistic regression, F2 is a poor predictor, while F3 yields higher predictions. In
all cases, the inclusion of all features results in the second best predictions. However, the
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Figure 5.5: Overall predictive performance for each feature set.
difference in performance between F2 and all features is marginal when trained on the
decision tree and random forest. In general, F4 and F5 performed poorly.

5.2.2

Predictive Algorithm Performance

Fig. 5.5 demonstrates the overall predictive performance of each algorithm tested on
individual feature sets. We trained each algorithm with a combination of gesture
characterization features (F1−5 ) alongside participant response accuracy values. We also
expanded on the initial training evaluations in Fig. 5.5 to examine different combinations
of features and algorithms. All training data reflected qualities of the gestures in set G1 .
We conducted ten predictive trials on each feature and algorithm combination.
In comparing our results against participant response values related to G2 , the random
forest and logistic regression algorithms performed the best, but with different
combinations of features and modified training data sets. Participant responses on G1
demonstrated a high misclassification rate between the ‘Circle’ gesture and the ‘Drop’
shape (the ‘Drop’ was one of two ‘dummy’ gestures included in the response options). We
decided to train our models with and without the inclusion of the ‘Circle’ gesture in order
to examine whether its inclusion will help to create more generalized predictions. The
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logistic regression performed the best with when trained on feature sets F1 , F2 , and F4 ,
without the inclusion of the ‘Circle’. When ranking the predictive accuracy of all of our
tests, the logistic regression yielded the top five predictions when trained on varying
feature sets. The next best predictive model was the random forest when trained on
feature sets F2 and F4 with inclusion of the ‘Circle’ gesture. For the majority of feature
and algorithm combinations, the logistic regression and the random forest outperformed
the decision tree and gradient boosting tree. Fig. 5.6 outlines the results of the best

Figure 5.6: Predicted values from best performing algorithms alongside participant responses.
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logistic regression and random forest predictions along with participant response values.
In general, predictions improve as the viewpoint angle increases. Predictions across the
‘Bow’, ‘Diamond’, ‘Star’, and ‘bShape’ are generally accurate within one standard error
away from the mean of participant responses. However, the predictions for the ‘Cross’
and the ‘xShape’ are consistently inaccurate across every viewpoint, with predictions
generally much higher than the actual values.

5.3

Discussion

5.3.1

Gesture Similarity and Misclassification

H1: Gesture similarity measures will accurately predict participant response misclassification rates.
Comparative trajectory MSE values demonstrate a correlation of -0.7 when compared
with participant response values, providing some support for H1. Data set G2 was
designed in order to evaluate differentiability between gestures. For example, the ‘xShape’
and the ‘Cross’ gestures are highly similar, but rotated 45°, while we designed the ‘bShape’
to represent curved motion in contrast to the straight lines that persist throughout all
other gestures in G2 . To better understand the similarity relationship between gestures
in G2 , we plotted the results of a principle component analysis and k-means clustering on
each gesture trajectory. Fig. 5.7 demonstrates how these measures group the gestures
(we included the ‘Square’ and ‘Clover’ shapes used as ‘dummy’ response options in the
participant survey). These results correspond to participant response misclassification
rates as the majority of incorrect response choices fall in the red cluster.
As expected, the ‘xShape’, ‘Bow’, ‘Cross’, and ’Star’ gestures are more closely related than
the ‘bShape’, ‘Clover’, and ‘Square’. The ‘bShape’ and ‘Clover’ both consist of curved
motion and are grouped together. These groupings align with results from the
participant survey in Fig. 5.3 and the trajectory MSE analysis in Fig. 5.4. The highest
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Figure 5.7: Trajectory principle component analysis (PCA) values and k-means clusters.
difference value associated with the trajectory MSE analysis was associated with the
‘bShape’ while ‘bShape’ also demonstrated the lowest total proportion of incorrect
responses (Pg = 0.19), suggesting that a high trajectory MSE will result in low
misclassification error between gestures. However, the ‘Bow’ gesture had a low Pg value
(0.20) and a low trajectory MSE (17.5). The relationship between these gestures and values
is better characterized when also considering the mean frequency of inaccurate
responses across gestures Mg . For ‘bShape’ Mg is very low (7.2) and for ‘Bow’ Mg is high
(36.2). Participants often misclassified other gestures as ‘Bow’ but rarely did so with
‘bShape’. This suggests that participant responses to the ‘bShape’ were both accurate and
precise while ‘Bow’ was chosen often across all gestures, yielding high accuracy within
responses to the ‘Bow’ shape, but a low degree of precision due to the spread of responses
across gestures. This suggests that participants often confused ‘Bow’ with other gestures
in the set, but were able to accurately assess ‘bShape’ with a high degree of precision.

51
In the case of the ‘Cross’ gesture, it yielded the highest Mg value along with a high Pg
value. Similar to ‘Bow’, participants often responded with ‘Cross’ when viewing other
gestures. This is specifically notable during the initial viewpoint perspectives across all of
the gestures. Fig. 5.1 demonstrates that at 0° of viewpoint rotation, each two dimensional
gesture resembles a vertical line. We believe that participant responded with ‘Cross’
during early viewpoints because ‘Cross’ contains a dominant vertical line in its trajectory,
while the other shapes do not. This suggests that during early viewpoints, participants
may misclassify gestures that have dominant motions in the z axis. ‘Cross’ also
demonstrated a high degree of misclassification when comparing the results from the
‘xShape’ gesture. As expected, participants had a difficult time differentiating between
the two shapes, as more than 15% of total responses for each gesture consisted of a
misclassification between ‘Cross’ and ‘xShape’. Overall, ‘xShape’, ‘Bow’, and ‘Cross’
demonstrated the highest rates of misclassification, while it was significantly easier for
participants to both accurately and precisely classify the ‘bShape’ gesture. These results
are reflected in the predictive trajectory MSE calculations as ‘xShape’, ’Bow’, and ‘Cross’
demonstrate the lowest MSE (most similar) and ’bShape’ yields a significantly large MSE
(least similar). We conducted a similar analysis on G1 which yielded comparable results.
While some outliers do exist in both gesture sets (‘Square’, ‘Loop’), overall the results
provide support for H1. Future work will examine how other factors such as shape
complexity measure impact misclassification rates.

5.3.2

Predicting Observer Classification Accuracy

H2: Classifiers will accurately predict the observer 90% accuracy threshold within one standard
error away from the mean. Our testing yielded 90% accuracy threshold predictions that
were accurate within one standard error of actual participant responses for four of the six
gestures tested, providing significant evidence for H2. Collecting large quantities of
human-subjects data can be a challenge due to logistical and budget issues. While the

52
data in this work were generated from more that 100 participants, the data set is still
small. In this way, training learning models that can generalize well beyond the scope of
the training data can be a challenge. We chose to explore this challenge by examining the
predictive function of specific gesture features across a series of algorithmic techniques.
Fig. 5.5 outlines how each feature set performed given varying algorithms. With the
exception of the logistic regression, the Hu-Moment feature set (F2 ) resulted in the best
predictions. However, we expanded our analysis to include varying combinations of
feature sets and algorithms, with the best results shown in Fig. 5.6. Both feature sets
used to train the random forest and logistic regression models included primarily
features that reflected the two dimensional shape of a gesture yielded from an image of
the motion shape from the viewpoint of least occlusion (seen in Fig. 5.1). While analysis
of images did not function as a predictor of gesture differentiability, these results suggest
that they can be used to predict participant response accuracy values.
Fig. 5.1 demonstrates a variable perceptibility range highlighted in gray. Within this
range, the 90% accuracy threshold associated with an individual gesture may vary. We
evaluate our predictive algorithms against the observed 90% accuracy range from the
participant responses. Fig. 5.6 outlines these results, demonstrating that the 90%
accuracy threshold predictions are accurate for the ‘Bow’ at 30°, the ‘Diamond’ at 35°, the
‘Star’ at 40°, and the ‘bShape’ at 30°. We classify an accurate prediction as being within
one standard error away from the mean participant response value. Predictions are not
accurate within this range for the ‘Cross’ and ‘xShape’ gestures. We believe this degree of
inaccuracy is related to the high misclassification rates between the ‘xShape’ and ‘Cross’
gestures, which were significantly higher than any other misclassification rates.
Ultimately, had ‘xShape’ and ‘Cross’ been tested within a set with higher overall
differentiability, the participant response values may have been higher. Overall, these
results provide support for H2.
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While predictions were reasonably accurate for ‘Bow’, ‘Diamond’, ‘bShape’, and ‘Star’
across later viewpoint angles, early viewpoint predictions were poor. These results are
expected as they reflect the non-perceptible range depicted in Fig. 5.1 (highlighted in
red). While the accuracy of these predictions are high given the limited scope of the
training data set, future work will seek to improve predictive function through data
augmentation techniques to make predictions on larger gesture sets.
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Chapter 6
Discussion and Implications

6.1

Discussion

UAVs are being used in public domains and hazardous environments performing critical
tasks to enable remote sensing, data collection, and disaster response. Increasingly,
researchers are exploring new ways to integrate UAVs into human social and industrial
domains. As UAVs further integrate into diverse domains, effective and dynamic
communication strategies are critical. Systems can incorporate a variety of techniques in
combination or in a standalone context to communicate with people including, light,
sound, and motion. We have explored how observers perceive the shape of UAV gestural
motion from different viewpoint perspectives. In this section, we discuss how the
contributions of this work may enable researchers to develop functional UAV gesture
communication systems.

6.1.1

Gesture Viewpoints and Observer Contexts

UAV gestural communication systems may need to communicate to observers in a variety
of contexts where an optimal shape of gestural motion is either not possible or would be
inefficient to execute. When communicating with a single observer (such as a human in
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the loop operator), a UAV could transform it’s motion around an observer viewpoint
sphere such that the shape of the motion is fully visible. However, in some contexts,
spatial limitations and visual occlusions may make it challenging for the UAV to align the
full shape of motion with the observer’s line of sight. UAVs may also need to
communicate with multiple observers at the same time. In this case, observers will be
viewing the shape of a UAV gesture’s motion from different viewpoint angles. In this
work, we contribute a viewpoint range from which observers will be able to perceive the
intended shape of a UAV gesture’s motion with a high probability of accuracy. A smart
UAV gesture system can incorporate this viewpoint range into it’s design parameters to
make decisions on how and where to perform a gesture to maximize observer
perceptibility. In this way, UAV gesture systems can operate with high confidence in
determining if an observer can perceive the motion as intended.

6.1.2

Differentiable Gesture Sets

UAV communication designers that incorporate gestures into their domain specific
systems should consider the degree of intra-set differentiability within a given gesture
set. For example, a set of UAV gestures may be designed to communicate meaning to
workers at a warehouse. One gesture may be used to point workers toward an area of
interest, while another could be used to indicate a hazard. In such contexts, quick
decisions may need to be made on the part of a human-in-the-loop operator or an
observer on the ground. It is critical that gestures can easily be differentiated from one
another. In this work, we present an approach for predicting the degree of
differentiability within a gesture set. We determined how similarity measures can be
used to identify gestures that an observer may find difficult to distinguish between and
outlined how predictive algorithms can be used to determine observer classification
accuracy for gestures at different viewpoints. Our work provides a baseline approach for
communication system developers and gesture designers to understand differentiability
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as they iterate through potential gesture sets. We expect that the approaches to
differentiability discussed in this work to be applied in early stages of gesture system
development, but recommend that designers conduct comprehensive perception studies
in field settings before deploying a gesture communication system.

6.2

Limitations

6.2.1

Applications in Field Settings

While our results indicate that participants are able to perceive the shape of motion from
our MATLAB point animations, our work has yet to confirm the results of this study in
field settings with real UAVs. Specifically, field contexts include significant visual noise
that may change an observer’s ability to classify the shape of a gesture’s motion. This can
include varying light environments, complex visual backgrounds, or occlusions in a
foreground. However, by characterizing a range of perceptible viewpoints, our work
contributes a foundation from which future field studies can focus.

6.2.2

Trained and Untrained Observers

We expect the result so of this work to be applied in contexts where observers are trained
observers. For example, a UAV gesture system that operates on a construction site where
workers are previously trained to expect to see a UAV gesture. This is due to the nature of
our classification task. We asked people to classify the shape of a gesture’s motion given a
set of shape choices. In this way, observers were knowledgeable about the potential
options for UAV gesture shape. While some researchers are examining how untrained
observers perceive meaning from UAV gestures [4], this work does not explore how an
observer would perceive shape from motion without a set of shapes to choose from.
While this work is limited to trained observers, the contributions of the work can be
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applied in a range of defined trained observer contexts such as disaster recovery,
construction, or warehouse management.

6.2.3

Data Sets

The data sets collected in this work reflect responses from more than 100 participants
making classifications on twelve gestures. While the work demonstrates statistically
significant results, it is possible that these results are limited to the specific gestures
tested in these studies. We also trained multiple algorithms to make predictions on new
gesture sets, however, a much larger training data set would likely yield better
predictions that generalize to larger gesture sets. An ideal system for determining the
effectiveness of a UAV gesture communication system will implement an online learning
model that will allow for the collection of better real-time data. Our work provides a
gesture viewpoint range and approach to differentiability which can be used as a baseline
for advanced UAV gesture systems that continue to improve in an online context.

6.2.4

Survey Task

This work examines data collected via online participant surveys. In collecting data
online, we were able to include a large participant cohort which yielded significant
results. However, conducting studies online presents unique challenges. We asked
participants to view animations of UAV gestures from varying observer viewpoint angles.
While some participants will follow instructions and fully view each animation, others
may not. We implemented a number of strategies to increase the likelihood that
participants would view the entire video and to protect the quality of our data. To play a
gesture animation, participants were required to click on an animation video player for
each question. Once an animation began playing, participants were no longer able to
interact with the video player until the animation finished. In this way, participants could
not pause, rewind, or scrub through an animation. We also included an attention check
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that was presented to participants in a random order. This consisted of a number
displayed at the end of an animation that participants had to enter in a subsequent
screen. Participants could only see the number if they watched the full animation. Thus,
we only included data from participants who demonstrated proof that they watched the
full animation for at least one video.
In addition to these active survey strategies, we also collected passive survey metadata
related to how participants interacted with video players. We recorded the number of
times participants clicked a video player, the number of times an animation played, and
if any video playback errors occurred. To further validate that our data set reflected
responses from participants who indeed observed each gesture animation in full, we
removed all data points for instances where the gesture animations were not played at all.
While these strategies improved the quality of the data set, it is not possible to fully know
if a participant watched each animation completely. For example, a participant could play
a gesture animation, then immediately become distracted or choose not to pay attention.
In this way, online survey research is limited in the capacity to control for environmental
conditions that may affect a participant’s ability to remain focused on a task.

6.3

Future Work

6.3.1

Depth Perception

In this work, we explore how observers perceive gesture motion from varying angular
viewpoints. Future work will extend the perception task to include varying distances
from the observer. In this way, a participant’s ability to perceive a gesture at different
depths will be tested. The goal of this work will be to characterize how gesture
classification accuracy changes as the distance of the gesture increases away from the
observer. A challenge with this work involves determining appropriate distances to test
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while considering the limited number of observers to participate in a study. This work
will first characterize accuracy depth ranges similar to the viewpoint angle ranges
discussed in this study by asking participants to classify gesture shapes at different
distances. Once ranges are established, videos of UAVs in field setting at corresponding
distances will be recorded and participants will be asked to classify these gestures in
online studies. Finally, a cohort of participants will be asked to view and classify gesture
shapes at varying distances in field settings. This work will formalize the maximum
distance ranges from which participants can perceive gesture motions with 90% accuracy.

6.3.2

Untrained Observers

While the results of this work can be applied to settings where observers have prior
knowledge of the gestures associated with a system, it will useful to determine how
observers perceive gestures shape without prior knowledge. In order to test how
untrained observers perceive gesture motion, future studies will need to incorporate
qualitative response options. These can take the form of open ended questions or
opportunities to draw the shape of motion that they perceived. In this way, participants
will be able to demonstrate how they perceive a motion shape without choosing from
existing options. While determining agreement among participant responses may prove
challenging given the qualitative nature of the data set, an elicitation methodology could
be used.

6.3.3

System Development

Future work will explore how to integrate the results of this work into a smart gesture
communication system. Such a system can use the results of this work to adjust how and
where it performs a gesture to ensure that one or multiple observers have a high
probability of perceive the intended shape of motion. To do this, a smart gesture system
would need to incorporate detection and tracking techniques to first calculate the UAV’s
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relative position with respect to an observer and to adjust accordingly. A smart UAV
gesture system may also incorporate online learning, which would require the system to
sense if an observer accurately perceived the shape of a motion. This would require
additional studies in determining how an observer would physically respond to
recognition of a gesture shape such that the UAV system can integrate action-recognition
sensing.
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Chapter 7
Conclusion
To ensure that observers can accurately perceive the intended shape of a UAV gesture’s
motion, gesture systems must consider the viewpoint perspective of the observer. In
contexts where a UAV must communicate with multiple observers, a path planning
algorithm could leverage viewpoint angle perceptibility scores to determine a position
that optimally displays a gesture within the combined observation space. Systems must
account for the perspective of the viewer to ensure communicative function. In this
work, we reviewed the results of multiple online perception surveys conducted to
characterize the relationship between viewpoint perspective and assessment of gesture
motion-shape. We identified a viewpoint threshold range of 20-50 degrees from the most
occluded viewpoint, within which participants were able to classify the shape of a
gesture’s motion with 90% accuracy. We also presented methods for predicting
differentiability and viewpoint perceptibility for a set of novel gestures. Our methods
consider the challenges of limited data sets in human-robot interaction, while still
yielding accurate predictive results. These methods may be integrated into gesture
design systems to enable researchers and designers to quickly iterate through potential
gesture sets. While our work demonstrated that differentiability and viewpoint
perception can be predicted, these results require further validation through testing in
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field settings. Overall, the results of this work demonstrate that UAV gesture systems
must consider the viewpoint perspective of an observer to ensure that they can accurately
perceive the intended shape of the gesture’s motion. However, the results may be limited
to the gesture set explored in this study. Incorporating gesture prediction techniques will
ultimately enable researchers to confidently build gesture systems that ensure intra-set
differentiability and robustness to viewpoint variance.
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Appendix A
Study Materials
In this appendix, we include the following study documents:
• Study Consent Form
• Sample Gesture Perception Survey
• MATLAB Point Animation Script
Each participant was required to read and sign the consent form in order to participate in
this study. As we conducted this study online, we asked participants to read and sign the
consent before they decided to complete the MTurk HIT with the Gesture Perception
Survey. We also include a sample Gesture Perception Survey. The sample is a partial
survey. We also include the MATLAB script used to generate the gesture
point-animations that were used in our surveys.
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Instructions
Before starting, please read the following statement and choose "I Accept" or decline the HIT.
You are being invited to take part in a research study being conducted by University of
Nebraska, Lincoln. You are being asked to read this form so that you know about this research
study. The information in this form is provided to help you decide whether or not to take part in
the research. If you decide to take part in the study, you will be asked to agree to this consent
form. If you decide you do not want to participate, there will be no penalty to you, and you will
not lose any benefit you normally would have.
WHY IS THIS STUDY BEING DONE?
The purpose of this study is to assess the impact of the design of a robot gestures on the
understandability of the robot's actions with regard to the general population.
WHY AM I BEING ASKED TO BE IN THIS STUDY?
You are being asked to be in this study because you are a willing adult. Participants in the states
of Nebraska and Alabama must be at least 19 years old or older to participate, participants in the
state of Mississippi must be at least 21 years old to participate, and participants in all other states
must be 18 years old to participate.
HOW MANY PEOPLE WILL BE ASKED TO BE IN THIS STUDY?
A maximum of 100 people (participants) will be enrolled in this study.
WHAT ARE THE ALTERNATIVES TO BEING IN THIS STUDY?
The alternative is not to participate.
WHAT WILL I BE ASKED TO DO IN THIS STUDY?
Your participation in this study will last up to one hour and includes one online interaction. The
procedures you will be asked to perform are described below. This study will last about one
hour. A pre-questionnaire will be administered before the experiment. Subjects will be asked to
watch a series of videos and label them. A post-questionnaire will be administered after the
experiment.
ARE THERE ANY RISKS TO ME?
The things that you will be doing have no more risk than you would come across in everyday
life.
ARE THERE ANY BENEFITS TO ME?
There is no direct benefit to you by being in this study. What the researchers find out from this
study may help other people with having better interactions with robots in the future.
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WILL I BE PAID TO BE IN THIS STUDY?
You will be paid $4 for your participation in this study if the entire study is completed, including
correct responses to the verification tasks.
WILL INFORMATION FROM THIS STUDY BE KEPT PRIVATE?
The records of this study will be kept private. No identifiers linking you to this study will be
included in any sort of report that might be published. Research records will be stored securely
and only Dr. Brittany Duncan will have access to the records upon completion of the study. More
information about the Mechanical Turk privacy policies can be located here:
https://www.mturk.com/mturk/privacynotice.
WHOM CAN I CONTACT FOR MORE INFORMATION?
You can call the Principal Investigator to tell her about a concern or complaint about this
research study. The Principal Investigator Brittany Duncan, PhD can be called at 402-472-5073
or emailed at bduncan@cse.unl.edu. For questions about your rights as a research participant; or
if you have questions, complaints, or concerns about the research and cannot reach the Principal
Investigator or want to talk to someone other than the Investigator, you may call the IRB office. •
Phone number: (402) 472-6965 • Email: irb@unl.edu
MAY I CHANGE MY MIND ABOUT PARTICIPATING?
Participation in this study is voluntary. You can refuse to participate or withdraw at any time
without harming your relationship with the researchers or the University of Nebraska-Lincoln, or
in any other way receive a penalty or loss of benefits to which you are otherwise entitled.
STATEMENT OF CONSENT
You are voluntarily making a decision whether or not to participate in this research study. By
clicking on the I Accept button below, your consent to participate is implied. You should print a
copy of this page for your records.
Do you accept these terms?
I Accept.
I Decline and will return the HIT.
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Gesture Perception Survey Sample
Start of Block: Introduction 1
Please watch the entire video below. When you are done, click the blue arrow to continue.

End of Block: Introduction 1
Start of Block: Introduction 2
To confirm you watched the introduction video, please enter the number provided at the end of
the video.

End of Block: Introduction 2

Page 1 of 15
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Start of Block: Introduction 3
Below is a video of a dot in motion. Press "Play the Video" to see the motion. Click the blue
arrow at the bottom to continue.

End of Block: Introduction 3

Page 2 of 15
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Start of Block: Introduction 4
The video now shows the same motion from a slightly new perspective. Click "Play the Video" to
see the motion.

End of Block: Introduction 4

Page 3 of 15
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Start of Block: Introduction 5
For each video, you will be asked to choose the shape of motion from the list of available
options below and rate how confident you are in your choice.

Page 4 of 15
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Please rate how confident you are in your choice.

o Not Confident
o Somewhat Confident
o Moderately Confident
o Very Confident
End of Block: Introduction 5

Page 5 of 15
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Start of Block: Introduction 6
To receive payment for participation in this survey, at least half of your answers must be
accurate.
To ensure that you meet this requirement, please carefully consider the shape of the red dot's
motion. You are welcome to play each video as many times as you wish.
End of Block: Introduction 6
Start of Block: Introduction 7

To receive payment for participation in this survey, how many of your answers must be correct?

o At least half of the answers
o All of the answers
o Two of the answers
End of Block: Introduction 7
Start of Block: Introduction 8
The following questions are similar to the sample you just completed. You will be asked to
identify the shape of motion from eight possible shapes. The possible shapes of motion are
listed below, please note that some shapes may be repeated.
End of Block: Introduction 8

In the following, participants were shown gesture point-animations from different viewpoint
perspectives. Six gesture shapes were tested and were presented in random order.

Page 6 of 15
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Start of Block: Bow 0-degree rotation

Page 7 of 15
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Please rate how confident you are in your choice.

o Not Confident
o Somewhat Confident
o Moderately Confident
o Very Confident
End of Block: Bow 0-degree rotation

Page 8 of 15
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Start of Block: X-Shape 20-degree rotation

Page 9 of 15
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Please rate how confident you are in your choice.

o Not Confident
o Somewhat Confident
o Moderately Confident
o Very Confident
End of Block: X-Shape 20-degree rotation

Page 10 of 15
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Start of Block: B-Shape 35-degree rotation

Page 11 of 15
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Please rate how confident you are in your choice.

o Not Confident
o Somewhat Confident
o Moderately Confident
o Very Confident
End of Block: B-Shape 35-degree rotation

Page 12 of 15
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Start of Block: Cross 15-degree rotation

Page 13 of 15
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Please rate how confident you are in your choice.

o Not Confident
o Somewhat Confident
o Moderately Confident
o Very Confident
End of Block: Cross 15-degree rotation

…The survey continues to show the participant all six gestures from eleven different viewpoints.
This survey sample does not include all of the survey questions…

Page 14 of 15
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Start of Block: Passcode
Thank you for completing this survey. Please enter the following code into
MTurk: ${e://Field/Worker%20ID}
End of Block: Passcode

Page 15 of 15
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function createGestureAnimation(x,y,z,deg,gesture)
% createGestureAnimation(x,y,z,deg,gesture)
% 'x,y,z': the object trajectory point values in each axis.
% 'deg': the size of the viewpoint rotation interval in degrees.
% 'gesture': the name of the gesture.
path = ['videos/' gesture '/'];
if ~exist(path, 'dir')
mkdir(path)
end
% Time Steps
t = 1:length(x);
% Figure
h = figure;
set(h,'Position', [150 200 512 512])
axis tight manual
[xp,yp,zp] = getViewpointDegrees(deg);
for k = 1:length(xp)
filename = [gesture '_' num2str((k-1) * 5) '_deg.mp4'];
writerObj = VideoWriter([path filename], 'MPEG-4');
writerObj.FrameRate = 20;
open(writerObj);
for i = 1:length(t)
p1a = plot3(x(i),y(i),z(i),'*r');
% SET THE AXIS PROPERTIES
set(p1a, 'linewidth', 4);
xlim([-8 8]);
ylim([-8 8]);
zlim([-8 8]);
hold on;
set(gca,'PlotBoxAspectRatioMode','manual');
set(gca,'PlotBoxAspectRatio',[1 1 1]);
set(gca,'Visible','off')
% SET THE VIEWPOINT
set(gca,'CameraViewAngleMode','manual');
set(gca,'CameraPosition', [xp(k) yp(k) zp(k)]);
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set(gca,'CameraTarget',[0 0 2]);
set(gca,'CameraViewAngle',50);
set(gcf,'Position', [150 200 512 512])
% GENERATE THE VIDEO
frame = getframe(h);
writeVideo(writerObj, frame);
delete(p1a);
end
close(writerObj);
fprintf('Video %d completed.\n',k);
end
delete(h);
end
function [x,y,z] = getViewpointDegrees(degree)
number_of_tranformations = 360 / degree;
%
x
y
z

Generate the starting points
= [];
= [];
= [];

x(1) = 5;
y(1) = 0;
z(1) = 1.63;
% Generate points on the axis
for i = 2:number_of_tranformations
xP = x(i-1) * cosd(degree) - y(i-1) * sind(degree);
yP = y(i-1) * cosd(degree) + x(i-1) * sind(degree);
x(i) = xP;
y(i) = yP;
z(i) = 1.63;
end
end

