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BOUNDED TYPE INTERVAL EXCHANGE MAPS
DONG HAN KIM AND STEFANO MARMI
Abstract. Irrational numbers of bounded type have several equivalent char-
acterizations. They have bounded partial quotients in terms of arithmetic
characterization and in the dynamics of the circle rotation, the rescaled re-
currence time to r-ball of the initial point is bounded below. In this paper,
we consider how the bounded type condition of irrational is generalized into
interval exchange maps.
1. Introduction
An irrational θ is said to be of bounded type (or constant type) if its partial
quotients (ak) of the continued fraction expansion are bounded. This condition is
equivalent that there exists a constant c > 0 such that
lim inf
n→∞
n · ‖nθ‖ = lim inf
n→∞
n · |T nθ (x)− x| ≥ c,
where ‖ · ‖ denotes the distance to its nearest integer and Tθ is the rotation by θ
on the unit circle. In this paper, we investigate the bounded type condition for the
interval exchange map.
An interval exchange map (i.e.m.) is determined by combinatorial data and
length data. The combinatorial data consists of a finite set A for the subintervals
and of two bijections (πt, πb) from A onto {1, . . . , d} (|A| = d): these indicate
in which order the intervals are met before and after the map. The length data
(λα)α∈A give the length λα > 0 of the corresponding interval.
2000 Mathematics Subject Classification. 37E05, 11J70.
Key words and phrases. interval exchange map, bounded type, recurrence time, Rauzy-Veech
induction.
This work was partially supported by the National Research Foundation of Korea(NRF)
(2012R1A1A2004473).
1
2 DONG HAN KIM AND STEFANO MARMI
We set
pα :=
∑
pit(β)<pit(α)
λβ , qα :=
∑
pib(β)<pib(α)
λβ , λ
∗ =
∑
α
λα.
The i.e.m. T associated to these data is defined as
T (x) = x− pα + qα for x ∈ Iα := [pα, pα + λα).
In the following, we will consider only combinatorial data (A, πt, πb) which are
admissible, i.e., π−1t ({1, . . . , k}) 6= π−1b ({1, . . . , k}) for 1 ≤ k < d. Moreover, we will
assume our maps to have the Keane property: if there exist α, β ∈ A and integer
m such that Tm(pα) = pβ and πt(β) > 1. The Keane property is the appropriate
notion of irrationality for i.e.m.[5].
For admissible interval exchange maps with the Keane property we can introduce
the generalization of continued fractions to i.e.m.’s (see [14, 15] for a more detailed
discussion) due to the work of Rauzy [11], Veech [12] and Zorich [16, 17].
We say that T is of top type (respectively bottom type) if one has λαt ≥ λαb
(respectively λαb ≥ λαt); we then define a new i.e.m. V(T ) as the induced map on
[0, λ∗ − λαb) (respectively [0, λ∗ − λαt)), which is given by a new admissible pair
Rt(πt, πb) and the lengths (λˆα)α∈A given by

λˆα = λα if α 6= αt,
λˆαt = λαt − λαb otherwise
for the top type T ; a new admissible pair Rb(πt, πb) and the lengths (λˆα)α∈A given
by 

λˆα = λα if α 6= αb,
λˆαb = λαb − λαt otherwise
for the bottom type T .
The Rauzy diagram is the graph of vertices obtained by saturation of (πt, πb) un-
der the action ofRt andRb and two arrows joining (πt, πb) toRt(πt, πb), Rb(πt, πb).
For an arrow joining (πt, πb) to Rt(πt, πb) (respectively Rb(πt, πb)) the element
αt ∈ A (respectively αb ∈ A) is called the winner and the element αb ∈ A (respec-
tively αt ∈ A) is called the loser.
Iterating this process, we obtain a sequence of i.e.m. T (n) = Vn(T ) and an
infinite path in the Rauzy diagram starting from (πt, πb). In fact, a further property
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of irrational interval exchange maps (i.e. with the Keane property) is that every
letter is taken infinitely many times as the winner in the infinite path (in the Rauzy
diagram) associated to T . This property is fundamental in order to be able to group
together several iterations of V to obtain the accelerated Zorich continued fraction
algorithm.
For an arrow γ with winner α and loser β in the Rauzy diagram let Bγ = I+Eβα
where I is the identity matrix and Eβα is the matrix with only non-zero entry 1
at (β, α). For a finite path γ = γ1γ2 · · · γn in the Rauzy diagram we associate a
SL(ZA) matrix with non-negative entries
Bγ = Bγn · · ·Bγ1 .
Let γT (m,n) = γ(m,n), m ≤ n be the path in the Rauzy diagram from the
permutation of T (m) to the permutation of T (n) and denote
B(m,n) = Bγ(m,n), B(n) = B(0, n).
Let λ(n) be the length data of T (n). Then we have
(1) λ(m) = λ(n)B(m,n).
Zorich’s accelerated continued fraction algorithm is obtained by considering by
(Vnk)k≥0 where nk is the following sequence: n0 = 0 and nk+1 > nk is chosen so as
to assure that γ(nk, nk+1) is the longest path whose arrows have the same winner.
A further acceleration algorithm by Marmi-Moussa-Yoccoz [9] is obtained by
(Vmk)k≥0 where mk is defined as follows: m0 = 0 and mk+1 > mk is the largest
integer such that all letters in A are taken as winner by arrows in γ(mk,mk+1).
As the irrational rotations, bounded type interval exchange map T can be char-
acterized by its continued fraction matrix.
(A) The MMY cocycle matrices is bounded, i.e.,
‖B(mk,mk+1)‖ ≤M.
(Z) The Zorich cocycle matrices are bounded, i.e.,
‖B(nk, nk+1)‖ ≤M.
Let ∆(T ) be the minimal distance between discontinuities of T . We have the
following characterization of the bounded type i.e.m. by dynamics of T .
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(D) There is a constant c such that
∆(T n) ≥ c
n
for all n.
(U) There is a constant c > 0 such that for all x
lim inf
n→∞
n · |T n(x) − x| ≥ c.
Here and after, the matrix norm is ‖A‖ =∑i,j |aij | for a matrix A = (ai,j).
Main Theorem. (i) (A) bounded type and (D) bounded type are equivalent.
(ii) (D) bounded type implies (U) bounded type.
(iii) (U) bounded type implies (Z) bounded type.
The inverse of (ii) and (iii) do not hold. See Section 4 for the examples. The
proof of (i) is given in Section 2 and In Section 3, the proofs of (ii) and (iii) are
presented.
In the last ten years, there has been progress in diophanitne condition of the
i.e.m. (see [2, 3, 8]) and the Roth type diophantine condition for the i.e.m. has
been studied in [6, 7, 10]. Condition (D) is considered by Boshernitzan for unique
ergodicity[1]. Condition (D) and the bounded minimum saddle connection are
equivalent, see [4, 13].
While we were writing this paper, we found out that the equivalence (i) in the
Main Theorem is also proved in the recent preprint [4] by Hubert, Marchese and
Ulcigrai. In [4] the authors consider a related acceleration of the algorithm (the
positive acceleration), whose matrices are uniformly bounded if and only if (A) holds
and show that bounded positive matrices is equivalent to (D) (see [4], Corollary 4.8
combined with Proposition 1.1). From their proof one can also obtain quantitative
relations between the constant c in (D) and the norm of the matrices (see Theorem
4.7 in [4]), but our proof is much shorter and less combinatorially involved than
theirs (compare with Appendix C in [4]).
2. The bounded MMY cocycle condition and the bounded gap
condition of discontinuities
In this section, we prove (i) of the main theorem through Proposition 2.2 and
2.5. Let r = max(2d−3, 2). By [9], each entry of the matrix B(mk,mk+r) is strictly
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Assume that ‖B(mk,mk+1)‖ ≤M for all k. Then clearly we have
(2) ‖B(mk,mk+r)‖ ≤M r, ‖B(mk+r)‖ ≤M r‖B(mk)‖.
Since ∑
α∈A
λα(mk+r)Bαβ(mk,mk+r) = λβ(mk)
and Bαβ(mk,mk+r) ≥ 1 for all α, β ∈ A, we have
(3) min
α∈A
λα(mk) > max
α∈A
λα(mk+r).
Also we have ∑
α,β∈A
λα(mk)Bαβ(mk) = 1,
which follows
(4) ‖B(mk)‖ ·max
α∈A
λα(mk) ≥ 1.
Let Bα(mk) =
∑
β Bαβ(mk). Then for any α ∈ A we have
(5) ‖B(mk)‖ =
∑
β,δ
Bβδ(mk) ≤
∑
β,δ
Bαδ(mk,mk+r)Bδβ(mk) = Bα(mk+r).
Lemma 2.1 ([6], Lemma 4.2 and 4.3). If 0 < n ≤ minαBα(mk), then
min
α∈A
λα(mk+r) ≤ ∆(T (mk)2) ≤ ∆(T n).
For any minαBα(mk−1) < n ≤ minαBα(mk) we have
∆(T n) ≥ min
α
λα(mk+r), by Lemma 2.1,
≥ max
α
λα(mk+2r), by (3),
≥ 1‖B(mk+2r)‖ , by (4),
≥ 1
M4r
· 1‖B(mk−2r)‖ , by (2),
>
1
M4r
· 1
minαBα(mk−r)
, by (5),
>
1
M4r
· 1
n
by the assumption.
Therefore, we have the following:
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Proposition 2.2. If the MMY cocycle of T satisfies ‖B(mk,mk+1)‖ ≤ M , then
we have
∆(T n) >
1
M4r
· 1
n
.
Lemma 2.3. We have either
min
α
λα(mk) ·
√
‖B(mk,mk+1)‖ < λ∗(mk)
or
min
α
λα(mk+1) ·
√
‖B(mk,mk+1)‖ < λ∗(mk+1)
Proof. For each k let α = α(k) ∈ A, depending on k, be the letter which is not
taken as the winner of the arrows in the path γ(mk,mk+1). Then
λα(mk) = λα(mk+1).
Now we have two cases:
Case (i) : λα(mk) ·
√‖B(mk,mk+1)‖ < λ∗(mk) , which implies the lemma.
Case (ii) : λα(mk) ·
√‖B(mk,mk+1)‖ ≥ λ∗(mk)
Since ∑
α,β∈A
λα(mk+1)Bαβ(mk,mk+1) = λ
∗(mk),
we have
min
α
λα(mk+1) · ‖B(mk,mk+1)‖ < λ∗(mk) < max
α
λα(mk+1) · ‖B(mk,mk+1)‖.
Thus, there exists β ∈ A such that
λβ(mk+1) · ‖B(mk,mk+1)‖ < λ∗(mk) ≤ λα(mk) ·
√
‖B(mk,mk+1)‖.
Therefore, we have
λ∗(mk+1) > λα(mk+1) = λα(mk) > λβ(mk+1) ·
√
‖B(mk,mk+1)‖. 
Lemma 2.4. Let α ∈ A be the winner of γ(n− 1, n) and the loser of γ(n, n+ 1).
For large n, if λα(n) < λ
∗(n)/Md, M > d, then there is an integer s, 1 ≤ s < d,
such that
∆
(
T ⌊2M
s/λ∗(n)⌋
)
< (d− 1)λ
∗(n)
M s+1
.
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Proof. Let for 0 ≤ i < d
Ai =
{
β ∈ A : λ
∗(n)
M i+1
≤ λβ(n) < λ
∗(n)
M i
}
and
Ad = {β ∈ A : λβ(n) < λ
∗(n)
Md
}.
Then, by the assumption, α ∈ Ad 6= ∅. Since there is an β ∈ A such that λβ(n) >
λ∗(n)/d > λ∗(n)/M , neither A0 is an empty set.
Since there are d elements in A, there exist an s, 1 ≤ s < d, such that As is
empty. Let
Abig =
s−1⋃
i=0
Ai, Asmall =
d⋃
i=s+1
Ai.
Both Abig and Asmall are nonempty.
Take m with m < n be the smallest integer as no loser in γ(m+1, n) belongs to
Abig. Put µ ∈ Abig as the loser of the arrow γ(m,m+ 1). Let ν be the winner of
the arrow γ(m,m+ 1). Then ν ∈ Asmall. (if ν ∈ Abig, then ν 6= α and ν should be
a loser in γ(m+ 1, n))
Hence we have λν(m+ 1) = λν(m)− λµ(m) and
Bν(m+ 1) = Bν(m) <
1
λν(m)
<
1
λµ(m)
≤ M
s
λ∗(n)
,
Bµ(m+ 1) = Bν(m) +Bµ(m) <
1
λν(m)
+
1
λµ(m)
<
2
λµ(m)
≤ 2M
s
λ∗(n)
.
There are two cases:
(i) π
(m)
t (µ) = d and π
(m)
b (ν) = d:
Then we have π
(m+1)
t (ν) = π
(m)
t (ν) < d and π
(m+1)
t (µ) = π
(m)
t (ν) + 1.
Since no letter in Abig is taken as the winner or the loser of the arrows of
γ(m+ 1, n),
Iν(m) = Iν(m+ 1) ∪ Iµ(m+ 1) ⊂ [0, λ∗(n))
and
Iν(m+ 1) = [pν(m+ 1), pµ(m+ 1)) .
Since pν(m + 1), pµ(m + 1) are discontinuity points of T (n) and π
(m+1)
b (ν) = d,
m+ 1 ≤ n, we have
Iν(m+ 1) =
⊔
β∈A′
Iβ(n) for some A′ ⊂ Asmall.
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Therefore, we have
pµ(m+ 1)− pν(m+ 1) = λν(m+ 1) < |Asmall| · λ
∗(n)
M s+1
≤ (d− 1)λ
∗(n)
M s+1
.
Since
pµ(m+ 1) ∈ D
(
TBµ(m+1)
)
= D
(
TBν(m)+Bµ(m)
)
.
pν(m+ 1) ∈ D
(
TBν(m+1)
)
= D
(
TBν(m)
)
,
we have
pµ(m+ 1)− pν(m+ 1) ≥ ∆
(
TBµ(m+1)
)
.
(ii) π
(m)
t (ν) = d and π
(m)
b (µ) = d:
Then we have π
(m+1)
b (ν) = π
(m)
b (ν) < d and π
(m+1)
b (µ) = π
(m)
b (ν) + 1. Similarly
with case (i), we have
qµ(m+ 1)− qν(m+ 1) = λν(m+ 1) < (d− 1)λ
∗(n)
M s+1
.
Since
qµ(m+ 1) ∈ D
(
T−Bµ(m+1)
)
= D
(
T−Bν(m)−Bµ(m)
)
,
qν(m+ 1) ∈ D
(
T−Bν(m+1)
)
= D
(
T−Bν(m)
)
,
we have
qµ(m+ 1)− qν(m+ 1) ≥ ∆
(
T−Bµ(m+1)
)
= ∆
(
TBµ(m+1)
)
.
Note that ∆(T ) = ∆(T−1). 
Proposition 2.5. If lim supk→∞ ‖B(mk,mk+1)‖ =∞, then lim infn→∞ n·∆(T n) =
0.
Proof. For any give big M > 0, by Lemma 2.3, there are infinitely many k and α
(depending on k) satisfying
λα(mk) = min
β∈A
λβ(mk) <
λ∗(mk)
M
.
Let ℓk(α) = max{n ≤ mk : α is the winner of γ(n − 1, n)}. Since λα(mk) =
minβ∈A λβ(mk), α cannot be the winner of γ(mk,mk + 1). Thus α should be the
winner of an arrow in γ(mk−1,mk), which yields
mk−1 < ℓk(α) < mk.
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Thus,
λα(ℓk(α)) = λα(mk) <
λ∗(mk)
M
≤ λ
∗(ℓk(α))
M
.
Hence, we can choose infinitely many n’s satisfying the condition for Lemma 2.4,
which completes the proof. 
3. Bounded Zorich cocycle condition and the uniform recurrence
condition
In this section, we prove (ii) and (iii) of the main theorem.
The proof of (ii) and (iii) in the main theorem are directly obtained by the
following propositions:
Proposition 3.1. If n · |T n(x) − x| < c for some x, then we have
∆(T 2n) <
c
n
Proof. Let [a, b) be the maximal interval containing x on which T n is continuous.
If b− a < c/n, then the proof is completed.
Suppose that b − a ≥ cn . Let δ = T n(x) − x. Then |δ| < cn ≤ b − a and
T n[a, b) = [a + δ, b + δ). Therefore, either T n(a − δ) = a or T n(b − δ) = b is a
discontinuous point of T n depending on δ < 0 or δ > 0. Hence, either a− δ or b− δ
is a discontinuous point of T 2n, which implies that
∆(T 2n) ≤ |δ| < c
n
since a and b are discontinuous point of T n or the end point of the interval. 
Proposition 3.2. If nk+1 − nk ≥ d − 1 and ‖B(nk, nk+1)‖ > 2d, then there exist
x and m such that
m · |Tm(x)− x| < d‖B(nk, nk+1)‖ − 2d
Proof. Let α ∈ A be the winner of the arrows and A′ be the set of the losers of the
arrows in the path γ(nk, nk+1). If π
(nk)
t (α) = d, then A′ = {β ∈ A : π(nk)b (β) >
π
(nk)
b (α)} and π(n)b is the cyclic permutation on A′ for nk ≤ n ≤ nk+1. For each
β ∈ A′ put hβ = Bβα(nk, nk+1), the number of arrows, of which loser is β ∈ A′, in
the path γ(nk, nk+1). Put
h :=
⌊
nk+1 − nk
|A′|
⌋
≥ 1.
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Then h ≤ hβ ≤ h+ 1 for all β ∈ A′ and
‖B(nk, nk+1)‖ = d+ nk+1 − nk ≤ d+ (h+ 1) · |A′| < d(h+ 2).
Let
λα(nk)
h
>
λα(nk)− λα(nk+1)
h
=
∑
β∈A′ hβλβ(nk)
h
≥
∑
β∈A′
λβ(nk).
Let m = Bα(nk). Then on x ∈ Iα(nk) we have
|Tm(x)− x| =
∑
β∈A′
λβ(nk) <
λα(nk)
h
.
Hence we have for x ∈ Iα(nk)
m · |Tm(x)−x| < Bα(nk) · λα(nk)
h
<
Bα(nk)λα(nk)
‖B(nk, nk+1)‖/d− 2 <
1
‖B(nk, nk+1)‖/d− 2 .
For the case π
(nk)
b (α) = d we have the same procedure. 
4. Examples
The example satisfying condition (U) without (D) can be obtained by 3-interval
exchanges. Let T be a 3 interval exchange map with permutation (A B CC B A ) and the
length data (λA, λB, λC). Then T is the induced transformation of the translation
T¯ (x) =


x+ λB + λC , x+ λB + λC < 1 + λB ,
x− λA − λB, x+ λB + λC ≥ 1 + λB
on the unit interval [0, 1). Then condition (U) or (Z) are equivalent that T¯ is of
bounded type.
Let T has the infinite path in the Rauzy diagram given by sequence of the winners
of the arrows as follows
ABA(A2C2)n1ABA(A2C2)n2ABA(A2C2)n3 · · ·
with nk → ∞. Clearly, T does not satisfies condition (A). However, the infinite
path in the Rauzy diagram for T¯ is
A¯C¯A¯C¯A¯C¯A¯C¯ · · · ,
if we consider T¯ as the 2-interval exchange map with permutation
(
A¯ C¯
C¯ A¯
)
and the
length data (λA¯, λC¯) = (λA + λB , λC + λB). Therefore, T¯ is the rotation by the
golden mean g−1 = (
√
5− 1)/2. It follows that T satisfies condition (U).
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An example satisfying condition (Z) but not condition (U) is explained in [6]: Let
T be the 4-interval exchange map with permutation data ( A B D CD A C B ) with infinite
path in the Rauzy diagram
CB3(D2A3D)2
1
B · CB3(D2A3D)22B · · ·CB3(D2A3D)2kB · · · .
Then T satisfies condition (Z) since there is no long sequence of the same winner.
However, it was shown in [6, Section 9] that for x ∈ IC(n), n =
∑k
i=1(5+6·2i)+3 =
2k + 12(2k − 1) + 3,
n · |T n(x) − x| < 2g
2k+2+5k
g2k+3+k−4
,
where g = 12 (
√
5 + 1).
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