Coordinating a Robot Arm and: Multi-finger Hand Using the Quaternion Representation by Roberts, Kenneth S.
Coordinating a Robot Arm and :Ylulti-finger Hand 
Using the Quaternion Representation 
Kenneth S. Roberts 
Department of Computer Science 
Columbia University 
New York, New York 10027 
roberts~cs.columbia.edu 
Technical Report CUCS-481-89 
Abstract 
Coordinating a Robot Ann and Multi-finger Hand 
Using the Quaternion Representation 
Kenneth S. Roberts! 
Department of Computer Science 
450 Computer Science Building 
Columbia University 
New York. NY 10027 
roberts~cs.columbia.edu 
Technical Report CUCS-481-89 
October 1989 
An autonomous hand-arm system must be able to move its multiple fingertips to 
specified 3-D world locations. \Ve present an algorithm which, given a desired 
position and normal for each fingertip, computes all the joint angles for the fingers 
and arm. Our primary method for handling this underconstrained problem is to 
optimize a cost function. \Ve also give methods for generating good candidates to 
be optimized. We present several new techniques for using the quaternion form to 
optimize rotation. \Ve give experimental results from using the algorithm to apply 
complicated grasps with a Utah/MIT hand-arm system. 
1 Introduction 
An autonomous hand-arm system must be able to move its multiple fingertips to 
specified world locations. The difficulty is that a robot hand-arm system has many 
degrees of freedom. (Our Utah/1JIT hand-arm system has 4 fingers with 4 joints 
each, plus a 6-joint arm, for a total of 22.) \Ve present an algorithm to coordinate 
all those joints to reach several locations. or to say if those cannot all be reached 
simultaneously. 
Here are two situations in which this algorithm ""ould be useful. First, for grasp-
ing: Assume that an accurate geometric model for the object is known, and that 
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the current location of the object is accurately known from sensing. A grasp plan-
ner, working from the task requirements and the object geometry, has proposed a 
configuration of contact positions and normals to stably grasp the object. Possibly 
this configuration was pre-computed off-line. The problem is how to actually reach 
this configuration. on the object in this location. with this multi-finger hand-arm 
manipulator. 
Second, for exploration: Suppose \ve are doing model- based recognition and localiza-
tion, and are working from a current hypothesis about the identity and location of 
the object. A tactile sensing planner has identified several positions on the surface of 
the hypothesized object which should be explored next. along with surface normals 
which reflect preferred sensing orientations for tactile sensors on the fingertips. The 
problem now is how to reach these locations simultaneously with this multi-finger 
hand, assuming that the object is in the hypothesized location. 
1.1 Problem statement 
The multi-finger robot hand has n fingers. and finger f has mJ joints. OJj is the 
angle of joint j on finger f. The hand is supported by a 6 degree of freedom robot 
arm, with 6 angles ¢Ji. \Ve are given a desir'ed position pj and outward normal nj for 
the fingertips of some of the n fingers. vVe assume that contact is made not with the 
most distal point of the tip, but with the front apad" surface of the fingertip link, 
so that the surface normal is perpendicular to the axis of the link (see Figure 1). 
\Ve are also given weights of the relat.ive importance of each of these positions and 
each of these normals. We are to find the L mJ finger joint angles OJj and 6 arm 
angles ¢Ji which reach those locations (or near to them). 
For the remainder of this paper. we will explain everything in terms of the specifics 
of our multi-finger hand-arm system at Columbia .. For our Utah/MIT hand, n = 4 
and mJ = 4. Its arm is the Utah/MIT remotizer unit. See Appendix A for more on 
the kinematics of the fingers. hand, and arm. 
For each single finger. there is a chain of -4 finger joints, and then 6 arm joints. from 
the fingertip back to the base of the arm. If we are given the desired position and 
normal at that single fingertip. that yields only.) independent constraints - so the 
10 degrees of freedom are redundant. Even if the positions and normals of all 4 
fingers are given, the problem is still underconstrained: 20 constraints vs 22 degrees 
of freedom. 
1.2 Previous work 
Tomovic et a}. [1987] (see also [Rao et al., 1988]) and Stansfield [1989][1988] have 
presented multi-finger hand-arm systems for grasping an object whose shape model 
is acquired from vision, rather than a previously-known CAD databa.'3e. The grasp 
is chosen by a rule-based reasoning from a small family of generic grasp types. 
Some simple grasp parameters are calculated from the acquired object shape (e.g., 
how wide to open the fingers, how orient the axis of the grasp), but it is not the 
intention to try to place specific hand contact areas onto particular points on the 
object. This approach seems sensible and promising, and our algorithm could be 
used to take the generic grasp result from one of their systems, and optimize it for 
the detailed geometry of this specific object and the reachability difficulties of this 
specific location. 
The Handey system [Lozano-Perez et a1.. 1987] uses detailed geometric knowledge to 
synthesize a grasp, and also deals with path-planning and collision avoidance (which 
we have not). But Handey uses only a parallel-jaw gripper, not a multi-finger hand. 
Li and Sastry [1988] (also [Li et ai., 1989]) and Grupen and Henderson [1988] have 
presented methods for finding optimal multi-finger grasps. Their emphasis is on 
incorporating task information. so we see our focus on kinematic reachability as 
complementing theirs. Possibly their approach could be used to pre-compute off-
line an optimal grasp configuration of positions and normals for a particular object 
and task, and then our procedure could find the optimal way to reach it after the 
specific location has been acquired by sensing. 
The organ-playing vVABOT-2 [Sugano and Kato, 1987] produced smooth finger and 
arm trajectories from a musical score, and also chose which finger should play each 
note. But it could successfully playa keyboard musical instrument without changing 
the rotation of the wrist, and thus avoided the major concern of our paper. 
Nguyen [1988][1989] has worked on synthesizing grasps for a known object, but with 
the goal of grasp stability, not reach ability. Our algorithm complements this very 
nicely. 
Bay [1989] discusses hand-arm coordination in connection with his work on multi-
finger exploration. but only deals with incremental local movements along the sur-
face of the object. and does not consider the problem of reaching a set of specified 
positions. 
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2 Finding the optilllal ann position 
2.1 The cost function 
Our primary method for dealing with this underconstrained problem is to minimize 
a cost function. Our cost function is 
5 L W,pi( <Pi - ~i)2 
i=O 
3 3 
+ LL WOfj(8jj -Bfj)2 
f=Oj=O 
3 
+ L WPf(Pf - pj). (Pf - pj) 
f=O 
3 
+ L 2WNf(1- nf . nj) 
f=O 
The first term says that we want to stay away from the limit stops on the arm joint 
angles. Even if an ann configuration near the limits is legal for the initial grasp, it 
may be violated by smal1 task-directed manipulations that rollow, so there is some 
value to staying away from the limits. \Ve set ¢i to the midpoint between the upper 
and lower limits. We set. weights WtjJi proportional to the reciprocal of the square 
of the difference between the limits. If an arm configuration actually violates the 
limits, we set the cost function to a very large value. 
The second term says that we want to stay away fro111 the limit stops on the finger 
joints. We set Oi to the midpoint between the upper and lower limits. \Ve set 
weights WOfj proportional to the reciprocal of the square of the difference between 
the limits. In our procedure. the proposed ()fj values are always chosen so that they 
cannot violate the limit stops. 
The third term says that we want to achieve the desired positions, by minimizing the 
distance between the actual position P f and the desired position pj. By the forward 
kinematic formulas. p f is a function of the actual joint angles «() fO, () fl, () 12, () f3) (see 
Appendix A). The weights wPf are supplied by the task, and permit us to focus the 
accuracy on a subset of the fingers. 
The fourth term says that we want to achieve the desired normals. It is an approxi-
mation to ,2. where, is the angle between the actual and the desired normals, and 
is derived from n f . n j = cos l' ~ 1 - ,),2/2. (The use of this approximation for ,2 is 
new, as far as we know, at least in the robotics community. Bay [1989]llses a very 
different measure). By the forward kinematic formulas, the actual normal nf is a 
function of the actual joint angles «()fo'()fl,()j2.()j3) (see Appendix A). 
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(If a desired fingertip orientation were specified as a complete rotation matrix for the 
fingertip coordinate frame, a simple error cost measure would be 8w(1- q.qd), where 
qd is the quaternion form ofthe desired rotation, discussed further in section 5.2.1). 
2.2 Choice of independent parameters 
The cost function is expressed in terms of the 16 finger joint angles ()n and the 
6 arm angles <Pi But these cannot all be independent parameters, which raises the 
question of what set of parameters to use for optimization. 
Physically, there are 6 degrees of freedom for the whole hand, 3 for the rotation 
and 3 for the translation of the ha.nd coordinate frame transform. So we want to 
have 6 independent parameters to optimize. An obvious choice would be the 6 arm 
angles <Pi. One disadvantage for these is tha.t their derivatives interact in complicated 
non-symmetrical ways. Another is that we might decide later not to include the arm 
angles in the cost function at all. and instead just use the arm kinematics to test 
for reachability - in which case it is a waste of computation to use them as our 
fundamental parameters. 
Instead, we have chosen to optimize on the rotation and translation parameters 
themselves: three quaternion parameters q = (qx,qy,qz) for the rotation (explained 
below in section 3), and the position vector t = (ix, t y , tz) for the translation of the 
hand frame. vVe can calculate the hand frame's 4 X 4 homogeneous transform Hw>-h 
from these by converting the three q uatcrnion parameters into the 3 x 3 rotation 
matrix component (see section 3.2) and incorporating t in the usual way. From 
Hw.-h we use the finger and arm inverse kinematic formulas to get ()n and <Pi, 
the inputs to oUI cost function above. If the hand transform is not reachable by 
the arm kinematics, we set the cost function to an arbitrary large value. But if a 
fingertip location is not reachable by the finger kinematics, then we substitute a 
nearby fingertip location which is reachable, and the cost function will reflect the 
amount of the discrepancy. 
3 Quaternion form for rotation 
3.1 Choice of representation 
The first major choice in dealing with rotation is wha.t representation to use. 
The common method in robotics is to use a 3 X 3 matrix. This form is usually 
the most convenient for transforming vectors, computing kinematic solutions, etc. 
For intermediate computations, it has the obvious disadvantage of needing more 
memory space: and it uses more opera.tions for calculations such as composing two 
rotations. For optimization. the fundamental difficulty with the matrix form is that 
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the 9 parameters not independent. They are subject t.o 6 orthogonality constraints. 
Also, if a matrix does 1I0t exactly satisfy those orthogonality constraints (due to 
numerical errors, etc), how to re-normalize it correctly is not obvious or simple. 
And even if a given matrix satisfies the constraints, it may be an improper rotation 
(determinant = -1), and thus impossible for a rigid body. 
A 3-D rotation has 3 degrees of freedom. so it is natural to seek a 3-parameter 
representation, such as the well-known Euler angles (of which yaw-pitch-roll is an 
instance). But Euler angles have some important disadvantages: Computing with 
them can be very cumbersome and often requires evaluating many trig functions. 
Also, there are singularities in the representation at certain configurations of angles 
(which can be observed physically as "gimbal lock"). \Ve consider other 3-parameter 
representations in section 3.3.4. 
The quaternion2 form for a rotation has 4 parameters. It is true that this is one 
more than the required 3, but recall that when representing a 3-D position it is 
often convenient to add a 4th homogeneous coordinate. If we have a rotation by an 
angle 0 about an axis given by the unit vector 5 = (Sr, Sy, sz), then the quaternion 
form is: 
q [qO, q] 
[qO, qx, qy, q=] 
= [ 0 . 0 . 0 . 0] cos 2' Sx sm 2' Sy S111 2' Sz S1I1 2 
By "quaternion", we mean a unit quaternion. which has unit magnitude (q6+q;+q~+ 
q; = 1). This is the only kind anyone uses when dealing with rotations. qo is called 
the scalar component. and q = (qx,qy,qz) the vector component. (q = sin(O/2)s). 
So the set of (unit) quaternions forms a unit 3-sphere in R". Each rotation is then 
represented by a pair of points on the quaternion sphere. because +q and -q are 
the same rotation. 
The quaternion form does have the disadvantage of an extra parameter, but it 
has many beautiful properties, which are well presented elsewhere [Goldstein, 1980] 
[Spring, 1986] [Horn, 1987] [Shoemake. 198/). Unlike Euler angles, it has no sin-
gularities (beyond the omnipresent sign ambiguity just described). The quaternion 
form provides a nice uniform metric: the arc distance between two points on the 
quaternion sphere is exactly half the rotational angle needed to transform the one 
rotation into the other (see section .5.2.1). Also. it is fast to compute with, especially 
when composing two rotations. or converting bet\veen quaternion and matrix form. 
2Spring (1986) (also [Goldstein. 1980) and ot.hers) points Ollt that this 4-parameter form was 
invented by Euler in 1776, while Hamilton invented the quaternion algebra in 1813 so that the 
historically more correct term is "Euler parameters~. Nevertheless. the quaternioll division opera-
tion is valuable for dealing with rotations, and the term "qllaternion" avoids confusion with "Euler 
angles" . 
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Unlike a matrix, a quaternion is casy to re-llormaJize when it fails to satisfy the unit 
magnitude constraint (due to l1ulllCl'ical errors. etc) (see [Funda and Paul, 1988]). 
Physicists have long known that the quaternion form is good for handling rotational 
motion [Goldstein. 1980], and it has been found useful for controlling spacecraft. 
Several researchers have used it for robotics [ChOli and Kamel. 1988] [Lin, 1988] 
[Bay, 1989] and for computer vision and graphics problems [Horn. 1987] [Roberts et 
aL, 1988] [Shoemake, 1987]. 
3.2 Some quaterllioll calculations 
The formula for composing two rotations in quaternion form is 
q r = [qo, q][ro, r] = [Q07'O - q . r, roq + qor + q x r] 
The identity rotation has a rotational angle B = 0: 
[identity] [1,0,0.0] or [-1,0,0,0] 
The quaternion inverse is 
- -1 [ ]-1 [ ] q = qo, q = CJo,-q 
A quaternion q may rotate a 3-D position vector a by pre- and post-multiplying by 
the quaternion and its inverse: 
q a q-I = q [0, a] q-I = [qo. q][O, a][qo, -q] 
This has the effect of actively rotating a about the axis q in the right-handed sense, 
by the angle B = 2 arccos qo. Carrying out the calculation shows that the 3 X 3 
matrix form of the quaternion ['10, '1.'1:' qy, l]z] is 
[ 
(CJ6 + CJ; - q~ - CJ;) 2(qxqy - qoCJ:;) 
2(qyqx + qOq::) (q6 - q; + q~ - CJ;) 
2(CJ:;CJx - qoqy) 2(qzCJy +qoq:;) 
The inverse problem of finding the quaternion form of a given 3 x 3 rotation matrix 
is straightforward, but care must be taken to ensure numerical stability. The best 
procedure we know of is in [Horn. 1987]. 
3.3 Using quaternions for optimization 
Our problem is to find a quaternion that optimizes some cost function. \Ve are con-
cerned here with the usual case of non-linear optimization by iterative improvement 
[Press et al., 1988] [Gill et a1.. 1981]. (although sometimes a rotation problem can 
be solved by linear least-squares, as in the beautiful result of Horn [1987]). At each 
step of the iteration, a new value for the parameter vector is generated, and the cost 
function (and perhaps also some derivatives) is evaluated on that parameter vector. 
The difficulty is that we have more parameters than the degrees of freedom: 3 degrees 
of freedom versus 4 quaternion parameters with 1 constraint equation. There are 
several ways to handle this: 
1. Ignore the constraint during optimization. then normalize the final result. 
2. At each iteration, initially generate an unconstrained parameter vector, but 
normalize it before evaluating the cost function and generating another pa-
rameter vector. 
3. Add a "constraint violation" term to the cost function: kq ( 1 - q . q)2. As 
the iterations continue, the value of "'q is increased. so that by the end of the 
iterations, the constraint is nearly satisfied. 
4. Use only 3 parameters: q = (qx, qy, q=). Then qo = (1- q. q)1/2. This requires 
an irt}uality constraint liqli :::; 1. 
3.3.1 Totally unconstrained 
The difficulty here is that the quaternioll parameters must. be normalized before 
they can be applied to rotate a 3-D position vector, or generate a valid rotation 
matrix, which we must do in order to evaluate the cost function. So there is no 
advantage to ignoring the constraint \\then generating new qllaternion parameters. 
3.3.2 Impose constraint at each iteration 
The idea here is to generate the new parameter vector using standard unconstrained 
iteration techniques. and then normalize it before evaluating the cost function and 
generating the next seed. This is simple. but has some disadvantages: 
• The computational time and memory cost of carrying the redundant parameter 
at all times . 
• For optimization methods not using derivatives. it is desirable to maintain 
a set of linearly independent directions in which to move in the parameter 
space. But here, directions which appear independent (e.g. [-I,O,O.OJ and 
[0,0.577,0.577.0.577]) are not, since the quaterniolls t.hat result after those 
steps are applied will be identical, once they have been normalized. 
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• For optimization methods using derivatives, the difficulty is that quantities 
based on the parameters (which will include some components of the cost 
function) may be expressed in more than one possible way. E.g. the component 
Roo of the rotation matrix R can be expressed as (q02 + fJx2 - qy2 - fJz2) I (fJo2 + 
qx2+qy2+qz2){1/2) or as (1-2qy2-2qz2) I (q02+fJx2+qy2+qz2){l/2) Depending 
on which one is chosen, there is a different value for the derivative dRool dqx. 
There is also the difficulty of avoiding singularities due to division by zero in 
calculating derivatives, and linear dependence in calculating matrix inverses. 
3.3.3 Add a "constraint violation" cost 
The idea here is to actually use the parameters without normalizing, but to require 
that they get closer and closer to exactly normalized as the number of iterations 
increases. The advantage is again simplicity: just modify the cost function and then 
use standard unconstrained optimization methods. 
The problem is that the matrix R that results from an un-llormalized quaternion 
is not a pure rotation. It includes a scaling factor of II <-ill. For most applications, 
this scaling effect is physically forbidden. It will likely introduce a new set of local 
minima which will confuse the global search. 
3.3.4 Use only 3 parameters 
The 3 parameters are (fJx, qy, qz), the quaternion's vector component q = sin(1112)s, 
where s is the axis and II the angle of the rotation. From these. we may compute 
the other parameter: qo = (l_q.q)1/2 = (1-qx2 _q/_ qz2)1/2. Our convention 
is to choose the positive square root. The 3 parameters are subject to an inequality 
constraint. Ilqll $ 1. As far as we know. this is the first time this has been used as 
a 3-parameter representation for rotations. 
There are other possibilities. We already discussed the well-known Euler angles 
in section 3.1. The Rodrigues parameters (or Gibbs vector) are tan(O/2)s, but 
these blow up near 0 = ±7r. Gu [1988J uses a Lie algebra approach to derive 
some 3-parameter representations. and proposes Os, and also sin(O)s (the vector 
component of [cos( 0), sine O)s], sometimes called the "linear parameters"). These are 
only slightly different from the quaternion vector component form we are presenting 
here, but give up its advantages without good reason. 
The formula for qo above gives an 1-to-l mapping between the set of all proper 
rotations and the unit 3-ball {lIqll < I} (also including part, but not all. of the 
bounding unit a-sphere). This is because. for every proper rotation whose angle is 
not ±7r, there is exactly one unit quaternion with go > 0; so the 3 parameters are 
uniquely given by the vector component q of that quaternion. For a rotation whose 
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angle is ±1T, there are two corresponding unit quaternions, [0, q] and [0, -q]. vVe 
can get uniqueness by imposing the following complicated condition: Choose the 
sign of q so that qx > O. If qx = 0, choose so that qy > O. If qy = 0, choose so that 
qz > O. This complicated condition defines a kind of hemisphere. 
Let B be the set of unique 3-vectors: all vectors in the unit open 3-ball (lIqll < 1), 
along with all vectors on the unit 3-sphere (lIqll = 1) which satisfy the complicated 
condition at the end of the previous paragraph. So B is a unit ball with half its 
bounding sphere missing. And we have exhibited a 1-1 mapping from the set of 
proper rotations to the set B. 
Topology 
While it is valuable to exhibit a 1-1 mapping of rotations into a space with 3 indepen-
dent parameters, it is also important to examine the topology of this space. "Vhen 
searching a parameter space for an optimum, it is good to have local neighborhoods 
in the physical problem space (set of proper rotatiolls) map to local neighborhoods 
in the parameter space (e.g. the unit quaternion sphere in R4, or here the set Bin 
R3 ). This is because non-linear optimization takes place by local hill-climbing steps 
in the parameter space. If a neighborhood in rotation space maps to some discon-
nected set in the parameter space, then a local step which is physically reasonable 
will not be available to the optimization pl'Ocedure. which may then get stuck. The 
parameter space may have more local minima than the physical problem space. 
The topology (i.e. structure of neighborhoods - rigorously, of open sets) of a space 
depends on the distance measure, or "metric" chosen. The usual Euclidean metric 
for sets in Rn is d(q, r) = Ilq - rll. A point is in the "neighborhood" of another given 
point if the metric distance between them is less than some specified small value. 
There is a "homeomorphism" between two sets if there is an invertible mapping 
between them that maps the open neighborhoods of one set into open neighborhoods 
in the other set (in either direction). It is a theorem that a continuous mapping 
which has a continuous inverse exhibits a homeomorphism. 
The proper rotations may be represented by the set of all 3 X 3 matrices which are 
orthogonal and have a positive determinant. In group theory, this set of matrices, 
with matrix multiplication as its group operation, is ca.lIed SO(3) ("special orthog-
onal"). There is exactly one matrix inS O( 3) for every physical rotation. We may 
define a "Euclidean" metric on SO(3) as d(A.B) = L:L:(Ajj-Bjj)2, which roughly 
corresponds to whether two matrices a.re similar or different physicaUy. 
With Q, the set of unit quaternions, there is a complication since q and -q both 
map to the same rotation. So we can examine instead the set of antipodal pairs 
of quaternions (which is the same as the real projective 3-sphere). To maintain 
physical significance, we need to modify the Euclidean metric to: d(q,r) = min{lIq-
I'll, Ilq + I'll}· Under these metrics, a simple examination of the mapping formulas 
is sufficient to verify that there is a homeomorphism between the set of proper 
rotations SO(3) alld the pa.irs of unit quaterniolls Q. If we insist on single points 
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instead of antipodal pairs, we can use only one "half" of the 3-sphere in R4 [with 
some complications at the hemisphere boundary] with the same modified metric, 
and still get the desired homeomorphism). With the unmodified Euclidean metric, 
there is no homeomorphism between SO(3) and any subset of the single points of 
R4, but there is such a subset of R5 [llopf, 19·1O][Stuelpnagel, 1964]. 
Finding a metric gets still more complicated for the set B. (0.999,0,0) and (-0.999,0,0) 
both refer to rotations of roughly 7r about the l:-axis, but the Euclidean distance 
between them in B is nearly 2. And the metric as modified for Q above does not 
work for B, because it gives the dista.nce between (0.7.0,0) and (-0.7,0,0) as 0, 
but those are entirely different rotations (one a rotation of roughly 7r/2, the other 
-rr/2, about the x-axis). The solution is to permit the vector addition operation on 
B to "wrap around". Define a vector "wraparound addition" operator EB as follows: 
{ 
(a+ b) 
aEBb = . (a+b) (a+ b) - 2 11a + bll 
if (a + b) E B 
otherwise 
This has the effect of translating the result through the origin by a Euclidean d is-
tance of 2. Now we can define a "wraparound" metric by 
Under this metric, it is evident that our mapping from the unit quaternions into the 
set B is a homeomorphism. So by composing mappings, there is a homeomorphism 
between B and the proper rotations 80(3). Tllis will be a helpful property for 
optimization, provided that we take each local iterative step using the "wraparound 
addition" EB operation. Under the unmodified Euclidean metl'ic, Stuelpnagel [1964] 
gives a straightforward proof that there can be no homeomorphism between SO(3) 
and any subset of R3. 
Handling the inequality constraint in optimization 
Our set of permitted vectors B is limited by the inequality Ilqll < 1. There are 
several ways to deal with this: 
1. If a parameter vector is generated that violates the constraint. simply reject 
it. or have the cost function return a ridiculously high value. As discussed 
above, this may result ill needlessly getting stuck in a local minimum. 
2. In some cases, it may be possible to ;et up the coordinate frame so that the 
places where the constrain t applies are physically forbidden for some other 
reason. E.g. in our robot hand/wrist coordination problem, the joint angle 
limits in the arm kinematics make a large set of rotations impossible: so after 
we choose the coordina te frame carefully. there is no disad vantage in rejecting 
iterative steps which violate the inequality constraint. 
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3. Change the coordinate frame before every iteration, so that the resulting trans-
formation of the parameter vector moves it to the origin, as far as possible from 
the inequality constraint. This is a lot of extra computation, and is inferior to 
the wraparound approach. 
4. Use the "wraparound addition" operation when making the local iterative step. 
This gets around the inequality barrier problem. with very little additional 
computation. 
\\le have implemented approach 4. But even with wraparound, it is a good idea to 
stay away from the IIqll = 1 region where wraparounds occur. This is because some 
of the derivatives get very large around there, which could result in slow convergence 
or numerical instability. So it is still \'wrthwhile to apply approach 2 and choose the 
coordinate frame carefully. Another possible technique is to count the wraparounds, 
and if too many go back and forth during a small number of iterations. then change 
the coordinate frame. (If we represent a rotation of angle 0 aboll taxis s = (s,x, Sy, sz) 
by the 3 parameters OS,x, (}Sy, OSz [Gu, 1988] we avoid these large derivatives, but 
give up some of the nice metric and computational properties of quaternions.) 
4 Non-linear optinlization technique 
The cost function cannot be minimized in closed form or by linear least squares, 
so we must resort to non-linear optimization techniques. \Ve have chosen Powell's 
method [Press et al., 1988] [Acton, 1970], because it tends to generate "conjugate" 
directions (Le. descending in one direction does not undo most of the previous gains 
from other directions), but without using derivatives. "No derivatives" makes initial 
implementation quick, makes changing the cost function quick, and makes it easy to 
introduce terms into the cost function whose derivatives are difficult or impossible to 
compute. The disadvantage of Powell's method is that it is slow. After it becomes 
more clear how the hand-ann coordination a.\gorithm should fit into a larger task 
planning and execution system. it may be worthwhile to substitute a more efficient 
optimization technique. 
Powell's method finds the direction of fastest descent by examining a sequence of 
roughly orthogonal sub-steps. So we do not "wrap around" the q parameters until 
the sequence of sub-steps is completed, so that the direction of fastest descent may 
accumulate undisturbed until end of the full iteration step. 
Our algorithm has two termination criteria. which are checked after each iteration. 
If the cost fUllction value is less than the "instant winner" level, stop and report 
success. If the fractional decrease from the previous iteration is less than a specified 
percentage (we use 0.001), stop and compare the value against the "success" level. 
If less, then report success, otherwise failure. The minimum decrease percentage is 
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fixed. but the the "instant winner" and "success" levels depend on the number of 
fingers concerned. The more fingers, the higher the levels, with the increase some-
what faster than linear (i.e. we relax the standards when there are more fingers). 
Our practice is to set the "instant winner" level equal to one-tenth of the "success" 
level. 
5 Generating seeds 
One of the most important things for using an iterative optimization technique is to 
choose a good seed or starting value. A bad seed may result in slow convergence, or 
convergence to a false local minimum. Our approach is to generate several candidate 
seeds. evaluate the cost function on each one. then optimize the best candidate. 
5.1 Seed for a single finger 
We first take the desired position and normal for a single fingertip, and impose ad-
ditional constraints so that we can calculate a unique value for our 6 hand transform 
parameters which reaches that desired location. vVe start with a preferred y-axis 
and a preferred x·axis for the hand frame (see below on where these come from). 
We rotate these into the corresponding axes in the local finger coordinate frame. 
so we have a preferred finger y-axis yj, and a preferred finger x-axis xj. We then 
require that f)o = 0, which implies (by the kinematics in Appendix A) that the 
y-axis must be perpendicular to the desired normaln1. So Yj = yj - (yj . n1)n1, 
normalized to a unit vector. The x-axis must be perpendicular to this, so we project 
the preferred xj onto the plane perpendicular to Yj, giving Xj = xj - (xj. Yj)Yj, 
normalized to a unit vector. (It is possible that one of these projections will not ex-
ist, so "backup" preferences must be supplied for both yj and xj.) Next we find the 
angle by which Xj must be rotated about Yj to reach the desired normal n1. This 
must be equal to the sum f)123 = f)1 + f)2 + B3 (by the kinematics in Appendix A). If 
the calculated angle lies outside the interval permitted by the sum of the joint angle 
limits, then Xj must be I'Otated aboll t Y j to make the angle valid. Now Z j ca.n be 
calculated by cross-product, and the rotation of the finger frame is fully determined. 
Next we specify the joint angles. We require that f)o = 0, and that the other three 
joints be related by fixed ratios. Forward kinematics then gives the position of the 
fingertip in the local finger frame. Since its desired position in the world frame, pj, 
was a given. we can calculate the world position of the finger frame origin. The 
fixed transform from the finger to hand frame then yields the fully-determined hand 
coordinate frame. 
Finally we test the hand transform to see if it is reachable by the arm kinematics. 
If not, we apply the arm kinematics to generate a nearby hand transform which is 
reachable. From this we calculate our (j seed pa.rameters, (q, t) = (qx, qy, qz, tx, ly, t z ). 
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Our hand-arm system offers 10 degrees of freedom: 4 finger joint angles and 6 arm 
angles. On these, we have imposed 5 constraints: preference on Y f; preference 
on xf; 00 = 0; O2 = k201 ; 03 = k3 01 • We were given as inputs 6 values for the 
single finger: 3 position (Pj) and 3 normal (111). There is one constraint on these (n1· n1 = 1), leaving 5 independent input variables. So the degrees of freedom 
agree: 10 - 5 = 6 - 1. 
5.2 Combining several single-finger seeds 
The justifications for computing the single-finger seeds above are that: (1) The 
computations are straightforward; (2) If a hand transform is known to work well for 
one finger, it's worth trying to see if it can accommodate the other fingers, too: (3) 
A composite of single-finger transforms might turn out to be a good seed. 
To exploit the third advantage. we want to find a transform which is as similar as 
possible to all the single-finger seeds. First we must specify how to measure "similar" 
or "different" when dealing with two transforms. For the translation component, 
it seems clear: Euclidean distance in R3. But "not so obvious how to handle the 
rotation component. (t is 
5.2.1 "Difference" between rotations 
\Ve want a measure;;ow similar or different t\',,"O rotations are. Let us consider still a 
third rotation, which sends one of the two rotations into the other. That rotation has 
an axis s and an angle O. Since we have no reason to prefer anyone axis of rotation 
over another, s should not be relevant to our measure. So a reasonable measure of 
the difference between two rotations is the angle () of the rotation needed to send 
one into the other. 
'With quaternions, it is easy to find this angle. Given two rotations, with corre-
sponding unit quaternions q = [qO, q] and r = [TO, r], the rotation which sends one 
into the other is: 
q r-I = [qoro + q . r. Toq - qor - q X r] 
The angle of this rotation is 
o = 2 arccos IqoTo + q . rl = 2 arccos Iq . 1'1 
This is simply twice the arc length between q and l' on the unit quaternion sphere. 
For optimization, it is often desirable to use the squared value. A simple approxi-
mation is 
02 ~ 8( 1 - 1 q . rJ) 
derived from Iq . rl = cost f} /2) ~ 1 - fj2 /8. 
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5.2.2 Fitting the optimal rotation 
Our objective is to find the optimal fit to the set of given rotations (from the single-
finger seed transforms). First get the quaternion form iii for the i-th seed rotation. 
(Take the q component from the seed parameters, and complete the ful14-component 
quaternion representation by qo = (1 _ q . q){!/2}.) 
Now using the approximation from the previous section, ,ve want to find the quater-
ilion r which minimizes 
L(1- r· iii) = 
L 1 - v'-1---r-~---r-:-~---r-; L qOi - rx L qxi - ry L qyi - 1'z L qzi 
This assumes that the signs of the seed quaternions have been adjusted so that they 
all point in more or less the same direction in R4 (i.e, iii' 'L' ~ 0), so that we can 
omit the absolute value operator, Differentiating with respect to rx and setting the 
result to 0 yields 
rx L qxi 
= 
7'0 L qOi 
with corresponding results for ry and 1'z. Some more algebra gives 
Put simply, \ve find the optimal rotat.ion by first adjusting signs so that the given 
quaternions all point in roughly the sa.me direction, then adding them all up, and 
finally normalizing the result to a unit quaternion r. 
5.2.3 Completing the new seed parameters 
Having computed this optimal quaternion r. we adjust the sign to make ro ~ 0, 
and take the (rx, ry. rz ) components as the rotational portion of the new optimal 
transform. 
To get the optimal translation component. we take the arithmetic mean of the t 
vectors from the given seeds (a standa.rd result oflinear least squares optimization). 
So we have a measure of the difference between two transforms: 
where w gives the weighting between translational and rotational differences. And 
based on this difference measure, we have given a method for finding a transform 
which is an optimal fit to a set of given transforms. 
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5.3 Putting it all together 
The algorithm in section 5.1 for generating a seed transform from a single finger 
location must be supplied with a preferred rotation, given as preferred Xh and Yh 
basis vectors for the hand frame. Our practice is to try several preferred rotations, 
chosen mainly because they are likely to be reachable by the arm kinematics. So 
we supply a set of rotations based on the arm coordinate frame. Actually, since the 
base of our arm is held fixed, we can simply use the world frame. \Ve also try as 
a preference the Xh and Yh from the current hand transform. The idea is that the 
current hand transform was probably chosen to be relevant to the task we are about 
to perform, and is already known to be reachable by the arm. The set of preferred 
rotations is: 
Xh = (1,0,0) 
Xh = (1,0,0) 
Xh = (0.92, -0.38, 0) 
xh = (0.92, -0.38, 0) 
Xh = (0.7, -0.7, 0) 
Xh = (0.7. -0.7, 0) 
Yh=(0.-1.0) 
Yh = (0,0, -1) 
Yh=(O,-LO) 
Yh = (0,0, -1) 
Yh = (0,-1,0) 
Yh = (0,0, -1) 
Xh = current Xh Yh = current Yh 
The third one is a hand transform ill which the fingertip positions all lie roughly on 
a horizontal plane (with the finger joints in the middle of their angle ranges). 
For each preferred rotation, we generate a seed from each single desired finger loca-
tion (p1, n1) (section 5.1). Then we find the optimal fit to all the single-finger seeds 
from that preferred rotation (section 0.2). As one additional seed, we also try the 
current hand transform as is, without any modification of rotation or translation. 
This handles the case where the desired move is a small adjustment. Then the seeds 
are sorted in increasing order of cost function value, and the lowest one is optimized. 
5.4 Further ideas on generating seeds 
There are many possible modifications and expansiolls of our seed-generating pro-
cedure: 
• In addition to using the composite optimal fit to all the seeds from a preferred 
rotation. try optimal fits to each pair. and each triple. 
• Try other ratios of fh : 82 : (h and other values of 80 than the single options 
used in the algorithm above. Even use different ratios and values for different 
fingers. 
• Supply preferred rotations, and joint angle ratios and values, which are based 
on specialized grasp configurations ("power grasp", "finger- thumb pinch", 
"hook grasp", etc). 
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• Bypass the single-finger-and-then-combine procedure above, and use special 
calculations for special cases, such as all positions roughly in a single plane 
and all desired normals roughly parallel to that plane. 
• Subject every seed to one iteration of the optimization algorithm before choos-
ing the best for full optimization. The first iteration can often yield a large 
reduction in the cost function. 
The first is easy, but so far we have gotten along fine without it. The next three 
are perhaps better carried out in conjunction with the design of grasp-planning and 
task-planning modules for the hand-arm system. The last can be settled only by 
more experiments. The point is that we have demonstrated a framework which 
is easy to extend. If the hand-arm coordination module is having trouble finding 
good grasps for a particular task domain, simply install some new seed-generating 
algorithms. 
6 Results 
\Ve have run our hand-arm coordination procedure on a variety of different config-
urations of finger locations. Each test run was conducted as follows: \Ve have our 
program read a file which contains the current hand transform parameters and the 
desired fingertip position and surface normal vectors, p1 and 111, together with their 
associated weights, UJPj and UJNj. The progra.m prints out the generated seeds, opti-
mizes the one with the lowest cost function, prints out the resulting hand transform, 
finger joint and arm angles, and the resulting fingertip position and surface normals. 
A representative run is shown in Figure 4. Diagrams of some of the configurations 
of desired locations that we did test runs on are shown in Figures 5 alld 6. The tip 
of each arrow is the desired position, the direction is the desired normal, and the 
number is the number of the finger assigned to reach that location. 
All the runs resulted in success, except some which were deliberately constructed 
to be unreachable. So we have evidence that this hand-arm coordination algorithm 
indeed works. With 2-finger configura.tions, the position is very accurate, with very 
small differences in the normals. With 3- and 4-finger configurations. the positions 
are usually within 0.2 cm (though once it was nearly 1 cm). and the normals get a 
little further off, as in the run in Fig1lre·1. Part of the reason for the error on t.he 
normals is that it is kinematically impossible to attain exactly the desired normals 
with the Utah/MIT hand. \Ve chose the sets of locations to simulate the output of a 
grasp sta.bility planner, not to be exactly convellient for our particular mechanism. 
Of course, even if a run results in failure. that most likely shows only that we need to 
find better heuristics for generating seeds - an area where we readily acknowledge 
a sizable space for improvement. 
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We also did some runs with our Utah/MIT robot hand-arm system, which is de-
scribed in [Allen et al., 1989]. The above procedure was followed, except that the 
initial hand transfonn is derived by querying the PUI\,IA 560 position sensors, and 
that the PUMA 560 is actually commanded to move to the desired transform, and 
the Utah/MIT hand commanded to move to the desired joint angles. Figure 7 shows 
two photographs of the hand applying a 4-finger grasp to a coffee mug. 
Finally, we tried to actually use the configuration of desired locations to grasp an 
object. We tried the two different grasps on a coffee mug of Figure 5, and the two 
on a circular roll of tape of Figure 6. Photographs of two successes are shown in 
Figure 8. The procedure was as follows: Calculate the arm transform (the "grasp 
position" and "grasp orientation") and finger joint angles ("grasp angles") as before. 
Then use the arm to move the hand to a position 10cm in the -Zh direction from its 
grasp position (Zh points outward from the palm) and in the grasp rotation. On each 
finger which is active in the grasp, move joint 0 to its grasp angle, and move each of 
joints 1, 2. and 3 to an angle 0.15 radians less than its grasp angle (which has the 
effect of opening the fingers wider apart). Use the arm to move the hand to its grasp 
position and rotation. fvIove joints 1. 2, and 3 to their grasp angles (which closes 
them to contact with the object, or nearly so). Then move each fingertip 1 cm in the 
direction of the normal llf. This command cannot succeed, since the fingertips would 
then penetrate the object surface. But the Utah/j\IIT analog position controller will 
as a result command a force in the direction of the desired position, and that force 
is usually sufficient to hold the object. The autonomous procedure ends here, and 
we manually move the arm and to lift the hand and see if the object falls out or not. 
Of course, this did not always work. Since no path planning or collision avoid-
ance was done, sometimes a finger bumped the cup's handle aside during approach. 
\Vithout using tactile or force sensing to verify and improve the quality of contact. 
a finger sometimes slipped off the cup handle. 
7 Conclusion 
\Ve have presented a procedure for coordinating the positioning of a multi-finger 
hand-arm system, and used it to actua.lly command a robot manipulator. \Ve be-
lieve that the approach and many of the specific techniques from this research pro-
totype can be taken up into a larger system for planning and executing grasps and 
manipulation tasks. 
\Ve are glad to acknowledge the encouragement of our advisor Peter Allen in pursu-
ing this problem, and helpful conversat.ions with Terry Boult and Kicha Ganapathy. 
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Appendix A: Kinematics of the fingers, hand, ann 
Coordinate frames 
There are three important coordinate frames for our hand-arm system: world (w), 
hand (h), and finger (f). Our world frame is the standard frame of the PUMA 560. 
The current actual hand frame is calculated from the PUMA 560 kinematics concate-
nated with the fixed transform due to the eud effector connection to our Utah/1fIT 
hand. Figure 2 shows how the finger frames are related to the hand coordinate 
frame. The hand frame is identical to the frame for finger O. The transform from 
the hand frame to a local frame for finger 1, 2, or 3 is a translation, followed by a 
rotation about the hand y-axis3 . There is also an ann frame, but since the base of 
our arm (the Utah/MIT remotizer) is fixed, this is essentially the same as the world 
frame. 
Finger kinematics 
Our U tah/).HT robot hand has 4 fingers, each finger has 4 join ts, and 81 j is the angle 
of joint j on finger f (see Figure 1). The fonvard kinematics for the position pI = 
(p£, pt, P!) (superscript f denotes local finger frame) and outward normal n1 of the 
pad of the distal link of the finger (see Figure 1) is 
PI: Lox + L1 sin 01 + L2 sin 0)2 + L3w sin 0)23 + L3x cos 0123 
pt = (Low + L1 cos B1 + L2 cos 012 + L3w cos Bl23 - L3x sin ( 123) sin Bo 
p! (Low + L1 cos 0) + L2 cos (}12 + L3w cos 0123 - L3x sin 8123) cos 80 
n1 = (cos 8123, - sin 8123 sin 80 . - sin 8123 cos ( 0 ) 
where 812 = 81 + 82 and B123 = B1 + (h + 83 • The inverse kinematics can be solved 
in closed form, but will not be given here. 
Arm kinematics 
The arm for our hand is the Utah/MIT remotizer Hllit, supplied with the hand. 
The remotizer connects the hand to t.he pneumatic actuator pack. and bears the 
tendons which actuate the fingers. The rcmotizer itself is passive. so the position 
and orientation of the whole hand must be actuated externally. \Ve use a PU1IA 560 
robot to provide 6 degrees of freedom in actuation at the base of the hand. 
3Because of the sense in which 80 is meas\II"eJ by the Utah/MIT hand sensors, it is convenient 
to make the local frame for fingers 1. 2, and 3 left-handed. We ignore this in our presentation here 
(but account for it in our computations). 
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The presence of two "arm-like" linkages attached to the Utah/1IIT hand is due to it 
being a research device. \Ve may assume that future robot hands will have finger and 
hand actuation unified in a single arm. For the coordination problem in this paper, 
we have decided to ignore the PUMA 560, and only consider the remotizer as our 
single arm. eWe are not concerned with dynamics, and the kinematic restrictions 
arise mainly from the remotizer). 
The arm linkage and associated coordinate frames are shown in Figure 3. \Ve model 
it as having 6 degrees of freedom. though actually there is a seventh. the twisting 
of the "upper arm" link. The forward and inverse kinematic formulas are straight-
forward. (There is a double solution in the inverse kinematics, but this is easily 
resolved for our purposes, by imposing a convention). 
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f position Pdf normal Ndf 
0: -63.43 9.02 -37.98 0.88 C.14 0.45 
1 : -60.04 11.72 -35.51 -0.10 0.15 0.98 
2 : -58.38 8.46 -37.87 -0.80 0.08 0.59 
weigh1:s: 
finger 0 1 2 3 
Wpf = 3.0000 3.0000 3.0000 0.0000 
Wnf = 3.0000 3.0000 3.0000 0.0000 
Lis1: of seed t=ansforms: 
cost Qx Qy Qz Tx Ty Tz 
21.0533 -0.9982 -0.0367 0.0364 -65.1917 9.3853 -28.5435 
25.6809 -0.9993 0.0304 -0.0007 -64.8820 11. 0792 -31. 9166 
31.8367 
-0.9989 -0.0354 0.0011 -65.5392 9.3426 -28.5464 
50.0031 -0.9970 0.0077 0.0007 -64.0J76 10.6667 -30.6129 
58.2877 0.8480 0.0199 -0.1189 -63.6266 1.2648 -30.6599 
64.04:9 -0.9943 0.0019 -0.0734 -64.2873 10.5282 -31. 5359 
76.4765 0.7574 0.0597 -0.1407 -64.0987 0.3806 -30.5104 
78.7204 -0.9958 -0.0200 -0.0851 -68.3167 8.9629 -29.1910 
79.8557 0.9323 -0.0066 -0.2698 -62.9870 4.0595 -26.2353 
81.1432 0.5000 0.0593 -0.0585 -64.5073 5.3595 -35.7432 
111.147 0.5014 0.0313 -0.0310 -65.5947 6.9040 -34.7874 
141.772 -0.9833 -0.0609 0.1570 -56.8624 9.6947 -28.2748 
179.355 0.7029 0.0564 -0.1041 -64.8136 -0.2260 -31.6973 
204.236 0.7772 0.0049 0.0645 -63.7941 -0.6456 -35.2340 
262.293 0.5033 0.0646 -0.0588 -60.1771 2.0083 -34.2534 
266.375 0.6587 0.0680 0.0288 -62.2701 -0.9646 -38.1590 
454.956 0.6907 0.1284 -0.1926 -61.5513 -4.8594 -34.5647 
484.384 -0.9584 -0.0470 0.2777 -53.0:21 10.6682 -25.0205 
808.948 -0.9471 -0.1125 0.2707 -49.2184 9.4529 -30.6128 
1541. 51 0.0586 -0.0359 -0.0127 -69.7005 21. 9026 -34.5058 
2203.61 0.8897 0.0911 0.1084 -69.0000 18.0000 -19.6000 
2240.79 0.0714 -0.0206 -0.0141 -56.7099 11.8489 -30.0365 
number of iterations .. 5 
result: 
cost Qx Qy Qz Tx Ty Tz 
1. 467 0.9875 0.0696 -0.1261 -63.4723 10.1174 -28.9198 
hand transform: 
0.9585 0.1535 -0.2402 52.3384 
0.1215 -0.9823 -0.1426 13.5287 
-0.2579 0.1075 -0.9602 -45.2230 
0.0000 0.0000 0.0000 1.0000 
PUMA 560 location -
x y z 0 a t 
( -644.467, 63.580, -164.772, -125.773, 78.034, -73.455 
Finger joint angles (radians) : 
joint = 0 1 2 
finger 0 0.2705 -0.1890 0.5558 
finger 1 0.1897 -0.0702 0.2099 
finger 2 0.1514 -0.1588 0.0900 
finger 3 0.0000 0.0000 0.0000 
Arm angles (Utah/MIT remotizer) (radians): 
o 1 2 3 4 5 
phi - 0.086 -0.144 0.920 -1.480 -0.105 -0.322 
Resnlt locations: 
f position pf 
0: -63.43 9.02 -37.98 
1: -60.04 11.72 -35.51 
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