We present a built-in self-test (BIST) approach for full-scan designs that extracts the most frequently occurring sequences from deterministic test patterns. The extracted sequences are stored on-chip, and are used during test application. Three sets of test patterns are applied to the circuit under test during a BIST test session; these include pseudorandom patterns, semirandom patterns, and deterministic patterns. The semirandom patterns are generated based on the stored sequences and they are more likely to detect hard-to-detect faults than pseudorandom patterns. The deterministic patterns are encoded using either the stored sequences or the LFSR reseeding technique to reduce test data volume. We use the cluster analysis technique for sequence extraction to reduce the amount of data to be stored. Experimental results for the ISCAS-89 benchmark circuits show that the proposed approach often requires less on-chip storage and test data volume than other recent BIST methods. 
INTRODUCTION
High test data volume and limited tester channel bandwidth are two major problems encountered in the testing of today's system-on-chip integrated circuits. In order to mitigate these problems, a number of techniques based on test data compression, built-in self-test (BIST), and a combination of the two have been proposed in the literature.
In the test data compression approach, a deterministic test set is compressed and stored in tester memory. The compressed test set is transferred through tester channels to the circuit under test (CUT), where it is decompressed by decoding hardware. Test compression techniques based on on-chip pattern decompression were presented in Bayraktaroglu and Orailoglu [2001] , Chandra and Chakrabarty [2003] , Gonciari and Nicolici [2003] , Jas and Touba [1998] , Li et al. [2003] , Rajski et al. [2002] , Reda and Orailoglu [2002] , Reddy et al. [2002] , and Wurtenberger et al. [2004] . In BIST solutions, test patterns are generated by an on-chip pseudorandom pattern generator, usually a linearfeedback shift-register (LFSR). A number of BIST techniques based on test point insertion [Schotten and Meyr 1995] , reseeding [Hellebrand et al. 2000; Liang et al. 2001; Rajski et al. 1998 ], bit-flipping [Wunderlich and Kiefer 1996] , bit-fixing [Touba and McCluskey 1996] , and weighted random pattern testing [Wang 2001 ] have been proposed. Deterministic test patterns are applied in BIST by either controlling the state of the pattern generator [Hellebrand et al. 2000; Krishna et al. 2001; Liang et al. 2001; Rajski et al. 1998 ] or by altering the output of the pattern generator [Touba and McCluskey 1996; Wang 2001; Wunderlich and Kiefer 1996] .
Techniques based on the combination of data compression and BIST have also been developed recently Krishna and Touba 2002] . The hybrid BIST scheme presented in Jas et al. [2001] applies weighted pseudorandom patterns to the circuit to achieve 100% fault coverage. The compressed weight set is stored on ATE and decompression is carried out using an onchip lookup table. In Krishna and Touba [2002] , the seeds for the LFSR were compressed using statistical coding.
In this article, we present a BIST approach for full-scan designs that extracts the most frequently occurring sequences from deterministic test patterns; these extracted sequences are stored on-chip. The test session consists of three stages. In the first stage, pseudorandom patterns generated by an LFSR are applied to the CUT to detect easy-to-detect faults. In the second stage, semirandom patterns are generated by randomly selecting some of the stored sequences and flipping some of their data bits. Since the semirandom patterns are generated based on the sequences extracted from deterministic patterns, they are more likely to detect the hard-to-detect faults than the pseudorandom patterns [Tsai et al. 1997] . Faults that are not detected by pseudorandom and semirandom patterns are detected by deterministic patterns in the third stage. The deterministic patterns are either encoded on the basis of the stored sequences, or encoded using LFSR reseeding, to reduce the test data volume, and are decoded/generated during the third stage of the test session. The overall approach is similar to that in Wurtenberger et al. [2004] , where repeating scan slices were stored in a dictionary, and corrections (bit-flips) were applied to selected scan slices.
The rest of this article is organized as follows. Section 2 presents the proposed BIST approach and its associated synthesis procedure. The cluster analysis algorithms used in the synthesis procedure are described in Section 3. Section 4 describes the proposed BIST architecture. Section 5 presents experimental results for the ISCAS-89 benchmark circuits. Finally, Section 6 concludes the article.
PROPOSED APPROACH
The proposed BIST approach is based on the observation that identical or similar sequences often appear in many test patterns that are applied to a logic circuit. Consider the simple circuit shown in Figure 1 . In order to detect the stuck-at faults d /0, d /1, e/0, e/1, g /0, and g /1, f needs to be set to 1 to propagate the faulty values to the output, which requires that the primary inputs "abc" be set to "111." Thus the sequence "111" appears at the primary inputs "abc" in the six test patterns to detect the above stuck-at faults. Based on this observation, we extract a number of more frequently occurring sequences from the deterministic test patterns for a logic circuit and store them on the chip. By selecting sequences and flipping some of their data bits, we can either generate semirandom patterns or encode deterministic patterns, based on how we select the sequences and the bits to be flipped. In contrast to bit-flipping BIST [Wunderlich and Kiefer 1996] , in which bits from a pseudorandom sequence are selectively flipped, here we carefully flip bits from a predetermined subsequence that is stored on-chip. Figure 2 shows the design flow of the proposed BIST technique. The BIST procedure is divided into three stages, during which three sets of test vectors are applied to the CUT. These three test sets are shown in bold boxes. Software tools such as a fault simulator, a test generator (ATPG), and an LFSR simulator (LFSR) are shown in gray rounded boxes. Test vectors and intermediate data are shown in white rounded boxes. Fault sets (F 0 , F 1 , and F 2 ) are shown in three-dimensional (3D) boxes.
Similar to other BIST approaches, we first apply a number of pseudorandom patterns to the CUT to detect easy-to-detect faults (stage 1). Next we generate deterministic patterns for the remaining faults (F 1 in Figure 2 ), and extract a number of frequently occurring sequences from these deterministic patterns. The extraction of repeating sequences is carried out in two steps. First, the data bits in the test vectors are reorganized such that the positions that are specified in the same test vectors are grouped together. This is illustrated in Figure 3 , where positions 1, 2, 3, and 7 are grouped, and positions 4, 5, and 6 are grouped. Corresponding to the reorganization of the data bits in the test set, the scan cells in the scan chain also need to be reorganized. Repeating sequences are next identified for each group. As shown in the figure, four sequences are extracted for the first group. Finally, we need 23 bits to store the sequences (the x in the last group does not need to be stored). In other words, the test set can be viewed as a matrix in which each row is a test vector. First, columns are grouped/reorganized to bring together the specified bits in a row. Then the grouped columns are regarded as a submatrix and repeating sequences/rows are determined.
In the simple example of Figure 3 , the position groups and the repeating sequences are easy to identify, and the number of groups and sequences are small. However, a test set for a real-life circuit can lead to a large number of groups and sequences. We need to reduce the number of groups such that the encoding of a deterministic pattern is beneficial, and we need to merge some of the sequences in each group to make the storage requirement manageable. We use cluster analysis for both position grouping and sequence merging; the details of these procedures are discussed in Section 3.
After grouping the positions in the scan chain and extracting the most occurring sequences in each group, we generate semirandom patterns based on the extracted sequences. Assuming that the positions in the scan chain are grouped into G groups, and R sequences are identified for each group, we use log 2 R outputs from the LFSR to generate a random number r, 0 ≤ r < R, which selects a sequence from each group. Several outputs of the LFSR are then AND-ed to generate a flip indication sequence with a small proportion of 1s. The semirandom patterns shifted into the scan chain are obtained by doing an exclusive-or between the randomly selected sequences and the flip indication sequence.
After a number of semirandom test patterns are generated (Stage 2), we run fault simulation to determine the faults that are not detected by both the pseudorandom patterns and the semirandom patterns (F 2 ). Then we use an ATPG tool to generate deterministic test cubes for the remaining undetected faults (F 2 ). These deterministic cubes are then encoded by indicating the selection of sequence and bits to be flipped. For example, if we need to encode the cube "x000011x1" based on the sequence obtained in Figure 3 (c), we first reorder the sequence to "000x," "011," "1," and "x", then encode it as "sequence(0, 0) flip(0), sequence(1, 0) flip(2)," where sequence(i, j ) means selecting the j th sequence in the ith group, and flip(k) means flipping the kth bit. In this example, the number of groups is 4, the maximum number of sequence in a group is 4, and the maximum number of bits in a sequence is 4. So we need 2 bits each to encode the group index, sequence index, and the bit index. Since multiple groups might be needed for encoding a deterministic pattern, and multiple bits might need to be flipped in one sequence, a prefix is needed before the group index and the bit index to indicate if it is the last group for this pattern or if it is the last flipping bit in the current sequence. The encoded data for the deterministic pattern "x000011x1" is shown in Figure 4 . While the above encoding method is guaranteed to compress any arbitrary test pattern, its implementation can lead to a complex on-chip decoder. We can also use a standard LFSR reseeding method to encode these deterministic test patterns, as long as the maximum number of specified bits in these patterns is less than the order of the on-chip LFSR [Koenemann 1991] . We show in Section 5 that, for most cases involving benchmark circuits, the deterministic test patterns can be encoded using reseeding with a 20-stage LFSR. These results demonstrate the effectiveness of the semirandom test patterns. The use of LFSR reseeding simplifies the BIST architecture, and results in less area overhead since we can reuse the LFSR hardware. However, reseeding with a small 20-stage LFSR does not guarantee that any arbitrary pattern can be encoded. In such cases, either a larger LFSR can be used or we can revert to the encoding procedure based on the extracted sequences. In Figure 2 , these two alternative encoding methods are shown in different styles, one with solid lines and the other with dashed lines.
CLUSTER ANALYSIS
Cluster analysis is used for numerical classification extensively in many fields such as biology, geography, and marketing [Everitt et al. 2001] . The objective of cluster analysis varies depending on the target application. Consider the nodes in Figure 5 (a). In a cluster, each node can be reached from another node through a series of hops to the neighbor nodes. If the objective is to minimize the maximum hopping span, then we can get the clustering results shown in Figure 5 (b). With a different objective, for example, minimizing the maximum distance between any pair of nodes in a cluster, we get the clustering results shown in Figure 5 (c).
In our approach, we use an agglomerative clustering algorithm for both position grouping and sequence merging [Everitt et al. 2001] . Figure 6 provides an overview of a general agglomerative algorithm. The input to the procedure is a system S containing a given number of clusters. The distance between each pair of clusters is calculated and stored in the distance matrix D. In each loop of the procedure, the minimum distance and its associated cluster indices i and j are found. If the minimum distance is not larger than the preset threshold minMergeDistance, the clusters i and j are merged and j is deleted from the graph and the distance matrix. All the elements in the distance matrix related to i are also updated. The procedure terminates when either maxClusterNum or minMergeDistance is reached. The definitions of cluster and distance are different for position grouping and sequence merging. The following subsections explain the two problems in detail.
Clustering for Position Grouping
For position grouping, a cluster contains one or more positions (or scan cells) in the scan chain. A position is referred to as an X-position if and only if it contains no specified bits in any test pattern in the given test set; otherwise it is a non-X-position. If there are L nx non-X-positions, then the initial system S contains L nx clusters with each cluster containing one non-X-position (L nx ≤ L, L is the length of the scan chain).
Each position j has an associated index set I j that records all the test vectors for which this position is specified. The distance between two positions i and j is calculated as the number of test vectors in which one position is specified while the other is unspecified, that is, it simply equals |(I i − I j ) ∪ (I j − I i )|. In order to calculate the distance between two clusters, with each cluster containing one or more positions, we define the centroid of a cluster as follows. The centroid of a cluster is a dummy position whose associated index set is the union of the associated index sets of all the positions contained in this cluster. The distance between two clusters is calculated as the distance between their centroids of the two clusters. We adopt this definition of a centroid because we are trying to group the positions that are specified in the same test vectors. After several positions are merged into a group, the corresponding group appears in a test vector as long as one of its position contains a specified-bit. Figure 7 illustrates an example of position grouping. We use the same test data as in Figure 3 . However, we set the threshold maxCl uster N um to 2, excluding a group that only contains X-positions. In this example, position 0 is unspecified in all the seven test vectors; therefore it is an X-position. As shown in Figure 7 (b), the initial system consists of eight clusters, each of which contains one position. The test vector index set associated with the centroid of each cluster is also listed. The distances between each pair of clusters are listed in Figure 7 (c). If we go through the procedure in Figure 6 , at the first iteration, line 4 returns (mindistance = 0, i = 1, j = 2). Therefore clusters 1 and 2 are merged and cluster 2 is deleted at line 8. The distance matrix D is updated accordingly at line 9. After the first five iterations, all pairs of clusters with mutual distance 0 are merged; the remaining clusters and their pairwise distances are shown in Figures 7(d) and 7(e). Next, clusters 1 and 8 are merged because the distance between them is the minimum entry in the distance matrix. After the merging of clusters 1 and 8, the maxClusterNum threshold is reached at line 3. Figures 7(f) and 7(g) show the eventual outcome of cluster analysis. The positions are then grouped as shown in Figure 7 (h).
The above example assumes that the scan chain can be arbitrarily reordered. For practical circuits with layout constraints, however, this assumption is unlikely to be valid. A flip-flop needs to be placed close to its associated combinational I/Os, and hence it can only be relocated in a restricted manner. Arbitrary reordering of scan cells can lead to excessive wiring overhead and performance degradation. Therefore, during the position grouping procedure, we introduce another threshold, maxOffset, to control how positions (scan cells) can be reordered. If the kth scan cell along the scan chain becomes the k th scan cell after reordering, then the condition |k − k | ≤ maxOffset must hold. This criterion ensures that a scan cell can only be moved within its proximity; therefore, reordering and the resulting wiring changes only occur in a small area. When maxOffset equals the length of the scan chain L, arbitrary reordering is enabled. This constrained scan cell reordering method is referred to as partial reordering. Figure 8 shows an example of cluster merging and scan cell reordering. Before merging, there are two clusters, A = {1, 2, 3}, and B = {7, 8}. Positions 4-6 are X-positions. After merging (as in Merge Case 1), the new cluster A = {1, 2, 3, 7, 8}. Positions 7 and 8 are moved by an offset of 3. In the reordered scan chain, positions 7 and 8 become positions 4 and 5, respectively. If maxOffset ≥ 3, then clusters A and B can be merged as in Merge Case 1; otherwise A and B can only be merged as in Merge Case 2, where X-positions are inserted into the new cluster A such that no offset violation occurs. Adding X-positions to a cluster results in larger storage size and less efficient extracted sequences.
When applying the agglomerative algorithm shown in Figure 6 for position grouping with partial reordering, the getMinimum procedure at line 4 first only considers cluster pairs that can be merged as in Merge Case 1 in Figure 8 . The distance between a pair of clusters (i, j ) is considered to be ∞ if |k − k | ≤ maxOffset is violated after merging. If no more clusters can be merged using Merge Case 1 and the number of clusters in the current system is larger than numMaxCluster, getMinimum switches to Merge Case 2 such that clusters can be merged by inserting X-positions.
The time complexity of clustering for position grouping is O(L 3 nx ). As can be seen from Figure 6 , initially the system S contains L nx clusters. In each iteration (lines 3-10), one cluster is eliminated until the remaining number of clusters is less than or equal to maxClusterNum, or no clusters can be merged. Therefore, in the worst case (L nx − maxClusterNum) L nx iterations are needed. At line 4, the distance matrix D is searched for the minimum distance. 
Clustering for Sequence Merging
After position grouping, we reorder the columns of the test data matrix to bring the positions/columns in a group together. The basic idea was illustrated in Figure 3 . For each group, that is, a submatrix, an initial cluster system is generated and the agglomerative algorithm is used for sequence merging. In this cluster system, a cluster contains one or more nodes, with each node representing a test vector fragment formed by the positions (scan cells) belonging to the group. A node contains at least one specified bit at those positions. The number of nodes in a group is equal to the number of test vectors in which the group appears, that is, the number of rows in the submatrix that contain at least one specified bit. A three-valued sequence (with elements from {0, 1, x}) is associated with each node. The distance between a pair of nodes is the number of bits that are in conflict for the two sequences that are associated with them. Two bits are in conflict with each other if both of them are specified and they are set to different values. In the initial cluster system, each cluster contains one node. We define the centroid of a cluster as a dummy node associated with a threevalued sequence, which is obtained as follows. The length of the sequence is the same as the sequences associated with the nodes in this cluster. For each bit in the string, we count the number of 0s (zeroCounts) and the number of 1s (oneCounts) in this bit position for all the sequences associated with the nodes in this cluster. If both numbers are equal to 0, this bit is set to 'x.' Otherwise this bit is set to 0 if zeroCounts ≥ oneCounts, and 1 if zeroCounts < oneCounts. The distance between a pair of clusters is then calculated as the product of the distance between the centroids of the pair of clusters and the total number of nodes in these two clusters. The above method for determining the centroid of a cluster and the distance between a pair of clusters has been developed to ensure that only a small number of bits need to be flipped to generate all the sequences in a cluster from the centroid sequence of the cluster. Figure 9 illustrates cluster analysis for sequence merging. The input data in this example corresponds to the first group of sequences in Figure 7 (h). We set the threshold maxClusterNum to 2. Figure 9(b) shows the initial clusters and the sequences associated with their centroids. The distance matrix is shown in Figure 9 (c). Note that the distance between a pair of clusters is the product of the number of conflict bits with the number of nodes in this pair of clusters. Thus although there are 2 conflict bits between clusters 1 and 2, their distance is 4, as shown in the distance matrix. First, clusters 1 and 3 are merged because the distance between them (2) is the smallest entry in the distance matrix. After merging clusters 1 and 3, the distance matrix is updated. Then clusters 2 and 4 are merged. This concludes the cluster analysis because the threshold maxClusterNum is reached. The final sequences extracted for this group are "1001x" and "10101."
The time complexity for pattern merging can be obtained in a similar way as that for position grouping. If Group i contains P i nodes (a node is a test vector that contains at least 1 specified bit at the positions of this group), then the time complexity of pattern merging for this group is O(P 3 i ). Since the maximum number of groups is a user-defined parameter (maxClusterNum in Figure 6 , denoted here as N for simplicity), which is a constant, the overall time complexity of the pattern merging procedure can be derived as follows. Since P i ≤ P , where P is the total number of patterns for the remaining faults (F 1 in Figure 2) , we have
3 . Therefore, the overall time complexity is O(P 3 ). Figure 10 shows the proposed BIST architecture. We first describe the architecture for a CUT with a single scan chain. We then discuss the extension for multiple scan chains. For a single scan chain, the signals connected to the two multiplexers and the exclusive-or gate are all 1-bit wide.
PROPOSED BIST ARCHITECTURE

Single Scan Chain
In the first stage of the test session, the signal Select random is set to 0. Hence the pseudorandom patterns generated by the LFSR are shifted into the scan chain through MUX I and applied to the CUT. In this stage, Bit counter A is also used to indicate the end of each test pattern. The path taken by the test data in this stage is shown in Figure 11 . In the second stage, the signal Select random is set to 1, and Select flip is set to 0. The path taken by the test data in this stage is shown in Figure 12 . The test data is obtained by doing an the exclusive-or between the Flip indication R signal and the ROM output. The signal Flip indication R is obtained by AND-ing several bits from the LFSR. Thus it contains much more 0s than 1s, a feature that is used to flip some of the bits in the data sequence obtained from the ROM. The ROM contains R × C bits organized as a matrix [M ] R×C with R rows and C columns. Let the content of the ROM for the location addressed by the pair (i, j ), 0 ≤ i < R and 0 ≤ j < C, be M i, j . The number of columns C in the ROM is often less than the scan chain length L. Note that the Column select signal comes from Bit counter A and it can be larger than C. In this case, the ROM simply outputs the value 0. The data in the ROM is divided horizontally into G groups, where each row in a group corresponds to an extracted sequence. The Group-end decoder always outputs 0, except at the last bit of each group, when it outputs 1 to indicate the end of the current group. The signals Load r and Select r are then set to 1 to load the random number from the LFSR into the Row-select register such that a random sequence is selected from the next group.
In the third stage, both Select random and Select flip are set to 1. The path taken by the test data in this stage is shown in Figure 13 . Thus the test data shifted into the scan chain is obtained via an exclusive-or operation between Flip indication D signal and the ROM output. Flip indication D is generated by the finite-state machine based on the encoded data from Data in. The Group counter contains an extra buffer besides the standard counter in it. The extra buffer is used to store the data that is shifted in from Data in while the standard counter is operating. With the signal Load g set to 1, the data stored in the buffer is loaded into the standard counter, which is then ready for counting down. The same pipeline structure is used for Bit counter B and Row-select register. The Group counter is used to indicate whether the selected group is reached. After the selected group is reached, the Row-select register is loaded with the selected sequence index which is stored in its buffer. The Bit counter B is also loaded with the flipping bits index stored in its buffer and it then starts to count down. When the Bit counter B decrements to 0, Flip indication D is set to 1 to flip the data bit from the ROM. The Data input counter is used to count the number of bits shifted from Data in and indicate whether the data for the group index, sequence index, or bit index has been completely shifted into its buffer.
If LFSR reseeding is used in the third stage, the BIST architecture is considerably simplified. In Figure 10 , blocks specific to the stage-3-decoding, including Mux II, Group counter, Bit counter B, Data input counter, and their associated signals are no longer used. The signals Data in, Input en, Select r, and Shift r are also removed. Only one new signal is added from the FSM to the LFSR to control the load of LFSR seeds. The FSM contains only three states since no complex decoding procedure is used. The test data path is the same as shown in Figure 11 .
Multiple Scan Chains
For multiple scan chains, the ROM is reorganized as shown in Figure 14 , which corresponds to the case of four scan chains for the CUT. The number of banks in the ROM equals the number of scan chains, that is, four in this example. In each scan cycle, 1 bit from each bank is shifted into the scan chain. All of the 4 bits are from the same position of the banks, which is indicated by the same column-select and row-select signals. The organization of the sequences is also shown in the figure, where b i, j denotes the j th bit of the ith sequence in a group, the groups of the sequences are divided by the solid line, and the sequences in each group are divided by the dashed line. As shown in the figure, the data bits of the ith sequence are placed in the ith row of the ROM banks, and the current columns of all the banks are filled before proceeding to the next columns. The number of bits in a group may not always divide the number of ROM banks (the number of scan chains) exactly; thus some cells in the last column of this group need to be filled randomly.
In order to exploit position grouping, the cells in the scan chains also need to be reorganized, that is, the cells belonging to the first group are first placed at the first positions of the scan chains, then at the second positions of the scan chains, and so on. Figure 15 shows the reorganization of the scan cells corresponding to the data organization in the ROM shown in Figure 14 . In Figure 15 , Group 0 contains 10 scan cells. The first four cells are placed at the first position of each scan chain, the next four cells are place at the second position of each scan chain, and the remaining two cells are placed at the third position of scan chain 0 and scan chain 1. Scan cells that are unspecified in all the deterministic patterns are used to fill the third position of scan chain 2 and scan chain 3.
For a CUT with m scan chains (m > 1) and the above organization of the ROM, the decoding architecture operates in nearly the same fashion as a single scan chain. The differences are as follows. I are all m-bit wide. Second, in the third stage of the test session, recall that, for a single scan chain, the bit index is completely shifted into the Bit counter B to determine the scan cycle in which the signal Flip indication D is set to 1. The bit index is divided into two parts. The lower-order log 2 m bits are used to determine which of the m bits in the signal Flip indication D are set to 1; the remaining bits are shifted into the Bit counter B to determine in which scan cycle to set the selected bit of Flip indication D to 1.
Hardware Overhead
We first implemented the BIST architectures for a single scan chain using the lsi 10k library of Synopsys Design Compiler. Using the wire load model for the lsi 10k library, we designated the normalized area for a unit-length of wire to be 0.2 (assuming that the area of an inverter is 1 unit) to take into account the additional area due to interconnects. The area overhead for the FSM, measured in Synopsys gate equivalents, is 187.97; this number accounts for 10 flip-flips and 61 logic gates. The maximum area overhead for the Groupend decoder is 120.53, which includes 65 logic gates (for circuit s38417). The hardware overhead for the architecture shown in Figure 10 , excluding the LFSR and the ROM, is 834.07 for the circuit s38417, including 47 flip-flops and 158 gates. This amounts to only 2.04% of the original circuit. If LFSR reseeding is used instead of the encoding procedure based on extracted sequences, then the area overhead for the decode architecture, excluding the LFSR and the ROM, is 316.42, including 14 flip-flops and 106 gates; this amounts to only 0.7% of the original circuit.
To extend the BIST architecture to multiple scan chains, the FSM needs to be modified to generate m data bits in each scan clock cycle, where m is the number of scan chains. The data in the ROM needs to be reorganized as discussed above, but without any change in the storage requirements. The other components are the same as for the single scan chain architecture. The hardware overhead for the extended architecture for four scan chains, excluding the LFSR and the ROM, is 870.95 for the circuit s38417, including 49 flip-flops and only 171 gates. When LFSR reseeding is used, the area overhead for multiple scan chains is the same as the case of single scan chain, excluding the LFSR, the phase-shifter, and the ROM.
EXPERIMENTAL RESULTS
In this section, we present experimental results for the seven largest ISCAS-89 benchmark circuits. Table I presents the first set of results. We first apply 10,000 pseudorandom patterns to the CUT. Next we use the ATPG tool Atalanta to generate a set of deterministic test patterns for the remaining faults. The number of extracted sequences is four for all the circuits. After sequence extraction, 10,000 semirandom patterns are generated and applied to the CUT. Finally, we use Atalanta to generate deterministic patterns for the remaining faults and we encode the deterministic patterns based on the extracted sequences.
The number of bits needed for storing the extracted sequences on-chip is listed in the sixth column (ROM). For the circuits s5378 and s38584, the amount of stored data is less than the test data volume corresponding to just one test pattern. For the two worst cases, that is, for s9234 and s38417, the on-chip storage requirements are less than the test data volume for three test patterns. For circuits s5378 and s15850, only three and two deterministic patterns need to be encoded, respectively. The CPU times for the computation range from 7 min to 19 min on a 1.4-GHz Pentium 4 PC with 512 MB of memory. Only a small number of test patterns need to be encoded for deterministic test, and only these patterns are required to be fed through the tester channel (column T E in Table I ). The pseudorandom test and semirandom test can be run at higher speed since no data is required from the tester in these stages.
If LFSR reseeding is used, the storage requirement for the LFSR seeds (T seed ) is listed in the last column. For circuits s5378, s13207, s15850, and s38584, the deterministic patterns contain very few specified bits and they can be encoded using LFSR reseeding with a 20-stage LFSR, resulting in even less test data volume. For s9234 and s38417, the maximum numbers of specified bits are 51 and 80, respectively. Hence the proposed encoding method based on the extracted sequences should be used for these circuits. Table II compares the storage requirements of the proposed approach with test vector encoding using partial LFSR reseeding , BIST based on reseeding of folding counter [Hellebrand et al. 2000] , and twodimensional test data compression [Liang et al. 2001] . The storage requirements reported for the proposed approach include the data for storing the extracted sequences and the data for encoding the deterministic patterns. The results presented in the literature for these methods also rely on 10,000 initial pseudorandom patterns to eliminate the easy-to-detect faults. The proposed approach requires less storage than the partial LFSR reseeding method ]. Compared to BIST based on reseeding of folding counter, 88  13  101  s9234  452  865  1317  620  1178  1798  s13207  168  263  431  263  12  275  s15850  436  1070  1506  456  108  564  s38417  2336  4680  7016  1797  2053  3850  s38584  712  961  1673  417  826  1243 the proposed method provides better results in three out of six cases. Note, however, that width compression is used in Hellebrand et al. [2000] to reduce test data volume. While width compression can indeed reduce test data volume, it requires a special scan out procedure to shift out the test responses. Compared to two-dimensional test data compression, the proposed approach provides better or equal results in five out of six cases. We only compare the storage requirements of these techniques. Since the proposed BIST approach requires an on-chip ROM and other control logics, the area overhead may be higher than that for other techniques, especially when compared with non-BIST techniques. Table III compares the proposed approach with hybrid BIST based on weighted pseudorandom patterns Jas et al. [2001] . For both methods, the data volume is divided into two parts, on-chip storage and encoded test data. The results of Jas et al. [2001] relied on 32,000 initial pseudorandom patterns to eliminate easy to detect faults. Thus we also applied 32,000 pseudorandom patterns to the CUT in the first stage of the test session. The number of semirandom patterns applied to the CUT is kept at 10,000. Compared to hybrid BIST based on weighted pseudorandom patterns, the proposed approach requires less on-chip storage for the larger circuits although it needs slightly more on-chip storage for the smaller circuits. The encoded data volume of the proposed approach is less than that of Jas et al. [2001] for all but one circuit. The total test data volume, which includes the amount of on-chip stored data and the amount of encoded data transferred from the tester, is also shown in Table III for both methods. The proposed method leads to lower total test data volume compared to Jas et al. [2001] in four out of five cases. We have implemented the BIST logic using Synopsys tools and reported the results in Section 5.3. The area overhead appears to be reasonable and, and based on limited published data, of the same magnitude as the other four methods.
Finally, Table IV presents results obtained with constrained scan cell reordering for the ISCAS-89 benchmark circuits. During position grouping, constraints are introduced as described in Section 3. When maxOffset is set to 0, scan cell reordering is disabled. As expected, in this case, more storage is required for the extracted sequences and the encoded data. Compared to the results for Hellebrand et al. [2000] and Liang et al. [2001] listed in Table II , the storage requirement is generally higher, but scan cell reorganization and a special response unloading sequence are required in Hellebrand et al. [2000] . The approach in Liang et al. [2001] requires iterative fault simulation and ATPG to reduce the number of seeds and thereby the test data volume; this can be computationally expensive for large circuits. When constrained scan cell reordering is enabled, that is, maxOffset > 0, less storage requirement is achieved. Compared with Hellebrand et al. [2000] in Table II , for s15850 and s38417 the proposed method can achieve smaller data volume. Compared with Liang et al. [2001] , in three out of six cases, the proposed approach provides better results. Table IV demonstrates that there is a tradeoff between storage size and the number of groups. Larger values of maxOffset provide more flexible scan cell reordering and hence result in better performance in most cases. Especially for larger circuits such as s38417 and s38584, larger maxOffset leads to significant reduction in data volume.
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CONCLUSION
We have presented a new BIST approach for full-scan designs that extracts the most frequently occurring sequences from deterministic test patterns. The extracted sequences are stored on-chip. The test session consists of three stages: pseudorandom test, semirandom test, and deterministic test. The semirandom patterns are generated based on the sequences extracted from deterministic patterns and they are more likely to cover the hard-to-detect faults. The deterministic wrap-up patterns are encoded either based on the stored sequences, or using LFSR reseeding, to reduce the test data volume. Experimental results for the ISCAS-89 benchmark circuits demonstrate that the proposed approach often requires less on-chip storage and test data volume than recently proposed methods.
