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We investigate the three-dimensional (3D) motion of a test particle in the gravitational field
generated by a non-spherical compact object endowed with a mass quadrupole moment, described
by the Erez-Rosen metric, and a radiation field, including the general relativistic Poynting-Robertson
(PR) effect, coming from a rigidly rotating spherical emitting source located outside of the compact
object. We derive the equations of motion for test particles influenced by such radiation field,
recovering the two-dimensional (2D) description, and the weak-field approximation. This dynamical
system admits the existence of a critical hypersurface, region where gravitational and radiation forces
balance. Selected test particle orbits for different set of input parameters are displayed. The possible
configurations on the critical hypersurfaces can be either latitudinal drift towards the equatorial ring
or suspended orbits. We discuss about the existence of multiple hypersurface solutions through a
simple method to perform the calculations. We graphically prove also that the critical hypersurfaces
are stable configurations within the Lyapunov theory.
1. INTRODUCTION
In high-energy astrophysics the motion of matter
around a compact object, as a black hole (BH) or a neu-
tron star (NS), can be influenced not only by the gravita-
tional field, but also by electromagnetic radiation forces.
The radiation pressure is directed radially outward from
an emitting source to the matter position, contrasting
thus the enormous gravitational pull from the compact
object. Beside that, there is also the PR effect, pure rela-
tivistic dissipative force, which efficiently removes energy
and angular momentum from the affected body [1, 2].
In 2009 – 2011, Bini and collaborators presented for the
first time its general relativistic treatment in the 2D equa-
torial plane in Kerr metric [3, 4], and only recently it has
been extended in the 3D case [5–7]. Such effect has been
also treated under a Lagrangian formalism, determining
for the first time the analytical form of the Rayleigh po-
tential [8–10]. All models of the general relativistic PR
effect share a common propriety, namely the existence of
a critical hypersurface around the compact object, where
gravitational attraction and radiation force balance. It
has been also formally proven within the Lyapunov the-
ory that the equatorial ring of the critical hypersurface
is a stable attractor, and the whole critical hypersurface
is a basin of attraction [11].
Realistic astrophysical bodies possess a certain set of
multipole moments. Actually, even extremely compact
bodies like NSs or BHs are not spherical in general. Un-
der the assumption of stationarity, they should be axi-
ally symmetric, but, due to rotation and/or a possible
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presence of external matter or fields, they may have non-
negligible dipole and quadrupole moments. Restricting
further to just a static case, thus neglecting dragging
effects due to the rotation, one is left with monopole
and quadrupole. Such a deformed static body can be
described by the Erez-Rosen metric, which is an exact
solution of Einstein’s field equations in the vacuum en-
dowed with a quadrupole moment q ∈ R and a mass M
(see Refs. [12–17], for more details) can better describe
non-spherical massive compact objects.
This feature is relevant in high-energy astrophysics,
indeed a non-negligible mass quadrupole moment signifi-
cantly affects the dynamics of close surrounding compact
objects for the presence of additional tidal forces. There
is a strong evidence in favor of such hypothesis thanks
to the advanced technology in astrometry to accurately
monitor for many years the compact cluster of stars or-
biting the centre of the Milky Way galaxy at milliparsec
distances [18, 19]. To this end, Johannsen & Psaltis have
developed a parametric framework for testing the no-hair
theorem in terms of the quadrupole moment against the
observations in the electromagnetic spectrum [20–23].
In this work, we aim to extend the work of Ref. [24] in
the 3D case, using as a description of the radiation field
the model developed in Ref. [6]. The paper is organized
as follows: in Sec. 2 we describe the geometrical envi-
ronment in which our problem is set, motivating also the
choice of the Eerez-Rosen metric; in Sec. 3 we recall the
radiation field model, and then derive the general rela-
tivistic 3D equations of motion; in Sec. 4 we analyse the
critical hypersurfaces, investigating extensively their pro-
prieties, and displaying also some test particle trajecto-
ries, and graphically proving their stability in Lyapunov
theory; finally in Sec. 5 we draw our conclusions.
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22. SPACETIME GEOMETRY
We study the motion of a test particle orbiting around
a static and non-spherical compact object in General
Relativity (GR). Outside the compact object there is a
spherical rigidly rotating emitting surface producing a ra-
diation field, which includes a radiation pressure, oppo-
site to the gravitational field, and the general relativistic
PR effect. This section focuses on the geometrical de-
scription of the problem, and it is organized as follows:
in Sec. 2 2.1 we describe the Weyl class of static and ax-
isymmetric solutions of vacuum Einstein field equations
to describe non-spherical and static compact objects; in
Sec. 2 2.2 we describe the features of the Erez-Rosen met-
ric; in Sec. 2 2.3 the local static observers are introduced;
in Sec. 2 2.4 we define and calculate all the kinematical
quantities involved in this framework.
2.1. Static and axially symmetric spacetime
metrics around non-spherical massive source
We are interested in describing the spacetime around a
static and non-spherical massive source through an exact
vacuum solution of the Einstein’s field equations. There-
fore, a reasonable metric must be expressed in terms of
mass multipole moments. The Schwarzschild solution
represents the first exact solution of Einstein’s field equa-
tions in empty space with only monopole, representing
the total conserved mass-energy contained in a body [25].
In 1917 Weyl and Levi-Civita have found a class of static
and axially symmetric solutions to the vacuum Einstein’s
field equations [26–28]. A suitable way to describe the
most general line element for this type of gravitational
field is through the cylindrical coordinates (t, ρ, z, ϕ) in
the Weyl-Lewis-Papapetrou form [26, 29–32] as
ds2 = −e2µdt2 + e−2µ[e2λ(dρ2 + dz2) + ρ2dϕ2], (1)
where µ = µ(ρ, z) and λ = λ(ρ, z), which satisfies,
through the vacuum Einstein field equations, the follow-
ing set of independent partial differential equations:
∂ρρµ+
1
ρ
∂ρµ+ ∂zzµ = 0,
∂ρλ = ρ(∂
2
ρ − ∂2z ), ∂zλ = 2∂ρµ∂zµ.
(2)
Weyl proposed also a general solution with the further
request of asymptotic flatness [26, 32]. A particular solu-
tion has to admit as limiting case a pure spherical massive
source described by the Schwarzschild’s spherically sym-
metric spacetime. To investigate the proprieties of such
solutions with multipole moments, it has been noted that
it is more convenient to use prolate spheroidal coordinates
(t, x, y, ϕ) [32], where the transformation with the previ-
ous coordinate system is given by
x =
r+ + r−
2M
(x2 ≥ 1),
y =
r+ − r−
2M
(y2 ≤ 1),
r2± = ρ
2 + (z ±M)2,
(3)
where M represents the constant total mass-energy of the
body and µ = µ(x, y) and λ = λ(x, y). In such coordinate
system, the line element can be written as
ds2 = −e2µdt2 + M
2
e2µ
{
e2λ(x2 − y2)
(
dx2
x2 − 1 +
dy2
1− y2
)
+(x2 − 1)(1− y2)dϕ2} ,
(4)
and the Einstein field equations become
∂x[(x
2 − 1)∂xµ] + ∂y[(1− y2)∂yµ] = 0,
∂xλ =
(
1− y2
x2 − y2
)[
x(x2 − 1)∂xµ2
−x(1− y2)∂yµ2 − 2y(x2 − 1)∂xµ∂yµ
]
,
∂yλ =
(
x2 − 1
x2 − y2
)[
y(x2 − 1)∂xµ2
−y(1− y2)∂yµ2 − 2x(1− y2)∂xµ∂yµ
]
,
(5)
In order to find a particular physically meaningful so-
lution, it is necessary that the metric satisfies the fol-
lowing conditions: (i) asymptotic flatness (it reduces to
the Minkowski metric at spatial infinity), (ii) elementary
flatness (it admits no conical singularities on the axis)
and (iii) regularity (it must be free of curvature singu-
larities outside a region located near the origin of coordi-
nates, so that it can be covered by an interior solution)
[32]. To determine a specific metric, it must be given the
explicit expression of µ e λ as solutions of Eqs (5). Over
the course of time, different exact solutions of the Weyl
equation have been proposed in the literature, i.e.: Erez
& Rosen (1959) [33], Gutsunayev & Manko (1985) [34],
Manko (1990) [35], Herna´ndez-Pastora & Mart´ın (1994)
[36]. In 1966 – 1970 Zipoy and Voorhees found a trans-
formation, based on a particular symmetry of the Weyl
equations, which can be used to generate new solutions
from known solutions [37, 38]. All the solutions are ex-
pressed in terms of the mass M and of the additional di-
mensionless quadrupole parameter q. All of them reduce
to the Schwarzschild metric in the limiting case q → 0
through the following transformation
x =
r
M
− 1, y = cos θ, (6)
where r and θ are respectively the radius and latitudinal
angle of spherical coordinates. From a physical point of
view, the most important multipoles of a non-rotating
(but also for a rotating) mass distribution are repre-
sented by monopole (or simple total mass of the system)
3and quadrupole moments. Therefore, it arises sponta-
neous to question: in the Weyl class, which is the ap-
propriate metric to describe the geometry around a non-
spherical massive source endowed only with monopole and
quadrupole moments? It has been proved that all of them
are equivalent up to the quadrupole moment approxima-
tion through a simple redefinition of the parameter q.
Therefore, all the above mentioned metrics exhibit equiv-
alent values of the monopole and quadrupole moments,
and valuable differences can appear only at higher multi-
pole moments (see Ref. [32], for further details).
2.2. Erez-Rosen spacetime
Due to this equivalence result up to the quadrupole
moment, we decide to consider the Erez & Rosen met-
ric [33], taking advantage of some calculations already
developed in Ref. [24]. Such metric was corrected for
several numerical coefficients by Doroshkevich and col-
laborators [39], and Young and Coulter [40]. The line
element ds2 = gαα(dx
α)2, written in prolate spheroidal
coordinates (t, x, y, ϕ), is given by Eq. (4), and
µ = −Q0 − qP2Q2,
λ =
1
2
(1 + q)2 ln
(
x2 − 1
x2 − y2
)
+ qΨ,
Ψ = 2(1− P2)Q1 + q(1− P2)
[
(1 + P2)(Q
2
1 −Q22)
+
1
2
(x2 − 1)A
]
,
A = 2Q22 − 3xQ1Q2 + 3Q0Q2 − ∂xQ2,
(7)
where Pl(y) and Ql(x) are the lth Legendre polynomial of
the first and second kind1, respectively [41]. The deter-
minant of the metric is
√−g = M3e2(λ−µ)(x2−y2). This
spacetime departs significantly from the Schwarzschild
metric for the presence of the quadrupole parameter q.
For q > 0 the mass is concentred along the y-axis (prolate
configurations), instead for q < 0 the mass is distributed
along the x-axis (oblate configurations) [24]. Due to the
symmetry of the background spacetime, we have that ∂t
(timelike) and ∂ϕ (spacelike) are commuting Killing vec-
tors. Since the compact object is not rotating, the shift
vector field Nϕ = 0, and there is only the lapse function
N ≡ (−gtt)−1/2 = eµ [8, 42–44].
1 The Legendre polynomials used in the metric are:
Q0(x) =
1
2
ln
(
x+ 1
x− 1
)
, Q1(x) = xQ0(x)− 1,
Q2(x) = −1
2
[Q0(x)− 3xQ1(x)], P2(y) = −1
2
(1− 3y2).
(8)
2.3. Local static observers
Since there is no frame dragging effects on the space-
time background, a suitable family of fiducial observers
is represented by local static observers, with unit time-
like four-velocity n = N−1∂t aligned with the timelike
Killing vector ∂t. These observers to be static must move
against the gravitational pull, therefore they are endowed
with acceleration a(n) = ∇nn [45]. An orthonormal
frame adapted to the local static observers is given by
etˆ = n, exˆ =
∂x√
gxx
, eyˆ =
∂y√
gyy
, eϕˆ =
∂ϕ√
gϕϕ
. (9)
All the indices associated with tensorial or vectorial
quantities (i.e., vα, Tαβ) in the local static observer frame
will be labeled by a hat index (i.e., vαˆ, T αˆβˆ), instead all
the scalar quantities (i.e., f) measured in the local static
observer frame will be followed by (n) (i.e., f(n)).
2.4. Kinematical quantities
The local static observers are globally non rotating and
not expanding, which respectively implies that their vor-
ticity tensor ω(n) and their expansion tensor θ(n) van-
ish. In this case, the Lie transport coincides with the
Fermi-Walker transport (see [8, 43, 44], for further de-
tails). The non-negative kinematical quantities are the
four acceleration a(n) and the signed Lie curvature ten-
sors k(xi,n) relative to the local static observer timelike
velocity n, representing the coordinate line curvatures of
the test particle trajectory respectively in the directions
of xi = x, y, ϕ (see [8, 43, 44], for further details). They
all have non-zero components in the xˆ− yˆ tangent plane
to the local static observers [24], i.e.,
a(n) = a(n)xˆ exˆ + a(n)
yˆ eyˆ
=
∂x(lnN)√
gxx
∂x +
∂y(lnN)√
gyy
∂y,
k(xi,n) = k(xi,n)xˆ exˆ + k(x
i,n)yˆ eyˆ
= −∂x(ln
√
gii)√
gxx
∂x −
∂y(ln
√
gii)√
gyy
∂y,
(10)
We extend our analysis in the 3D spacetime, namely out-
side of the symmetric equatorial plane y = 0. All the
quantities directed along the x-axis will be termed from
now on as radial, while those directed along the y-axis
will be termed as polar. In Table I the explicit expres-
sions of such quantities are calculated.
3. TEST PARTICLE DYNAMICS IN
EREZ-ROSEN SPACETIME UNDER THE 3D
GENERAL RELATIVISTIC PR EFFECT
In this section, we describe how to treat the radia-
tion field and derive the equations of motion. In Sec.
4TABLE I. Explicit expressions of metric and local static observer kinematical quantities for the Erez-Rosen metric.
Metric quantity Explicit expression
Q′0 ≡ ∂xQ0 − 1x2−1
Q′1 ≡ ∂xQ1 Q0 + xQ′0
Q′2 ≡ ∂xQ2 Q′0 + 3Q1
Q′′2 ≡ ∂xQ′2 2x(Q′0)2 + 3Q′1
A′ ≡ ∂xA 4Q2Q′2 − 3Q1Q2 − 3xQ′1Q2 − 3xQ1Q′2 + 3Q′0Q2 + 3Q0Q′2 −Q′′2
∂xΨ 2(1− P2)Q′1 + q(1− P2)[2(1 + P2)(Q1Q′1 −Q2Q′2) + xA+ 12 (x2 − 1)A′]
∂yΨ −6y
{
Q1 + q
[
P2(Q
2
1 −Q22) + 14 (x2 − 1)A
]}
∂xµ −Q′0 − qP2Q′2
∂yµ −3yqQ2
∂xλ (1 + q)
2 x(1−y2)
(x2−y2)(x2−1) + q∂xΨ
∂yλ (1 + q)
2 y
x2−y2 + q∂yΨ
Kinematical quantity Explicit expression
Radial components
a(n)xˆ 1√gxx
(
1
x2−1 − qP2Q′2
)
k(x,n)xˆ − 1√gxx
[
∂xλ− ∂xµ− x(1−y
2)
(x2−1)(x2−y2)
]
k(y,n)xˆ − 1√gxx
[
∂xλ− ∂xµ+ xx2−y2
]
k(ϕ,n)xˆ − 1√gxx
[
−∂xµ+ xx2−1
]
Polar components
a(n)yˆ − 3qyQ2√gyy
k(x,n)yˆ − 1√gyy
[
∂yλ− ∂yµ− yx2−y2
]
k(y,n)yˆ − 1√gyy
[
∂yλ− ∂yµ+ y(x
2−1)
(1−y2)(x2−y2)
]
k(ϕ,n)yˆ 1√gyy
[
∂yµ+
y
1−y2
]
3 3.3 we introduce the radiation field model; in Sec. 3 3.2
we describe the test particle motion, including velocity
and acceleration fields; in Sec. 3 3.3 we deal with the
test particle-radiation field interaction; in Sec. 3 3.4 the
equations of motion are ensued by these premises.
3.1. Radiation field
The radiation field is modeled by photons traveling
along null geodesics of the Erez-Rosen spacetime with
the energy tensor given by [5, 6, 8, 24]
Tαβ = Φ2kαkβ , kαkα = 0, k
β∇βkα = 0. (11)
5The photon four-momentum k can be split in the local
static observer frame as [5, 6, 8, 24]
k = E(n)[n+ νˆ(k,n)], (12)
νˆ(k,n) = sinβ sin ξ exˆ + cos ξ eyˆ + sin ξ cosβ eϕˆ,
where νˆ(k,n) is the photon spatial velocity on the spatial
hypersurface orthogonal to n, and E(n) is the relative
photon energy in the local static observer frame [24]
E(n) = −k · n = −k · ∂t
N
=
E
eµ
, (13)
where E = −kt > 0 is the conserved photon energy, β
and ξ are the two angles in the azimuthal and polar direc-
tion, respectively. The case sinβ > 0 corresponds to out-
going photons (increasing radial distance from the central
source), and sinβ < 0 to incoming photons (decreasing
x). The angular momentum along the polar yˆ-axis in the
local static observer frame, Lyˆ(n) is [5, 6]
E(n) cosβ sin ξ = Lyˆ(n) = k(n) · eϕˆ
= k · ∂ϕ√
gϕϕ
=
Ly√
gϕϕ
,
(14)
where Ly = kϕ is the conserved photon angular momen-
tum along the y-axis. From Eqs. (13) and (14), we have
cosβ =
be2µ
sin ξM
√
(x2 − 1)(1− y2) , (15)
where b = Ly/E denotes the azimuthal photon impact
parameter associated to the azimuthal angle β. An equa-
tion for the latitudinal angle ξ is necessary to completely
determine β. The specific photon four-momentum com-
ponents in the Erez-Rosen geometry are [15, 46]
kt= − 1
e2µ
,
kx=
√
sin2 ξM2(x2 − 1)(1− y2)− b2e4µ
Meλ
√
1− y2
x2 − y2 ,
ky=
cos ξ
eµMe(λ−µ)
√
1− y2
x2 − y2 , (16)
kϕ=
b
M2e−2µ(x2 − 1)(1− y2) .
We consider a radiation field emitted from a spherical
and rigidly rotating emitting source (see Ref. [6], for
further details), where everything is expressed in terms
of the only parameter b. This implies that ξ = pi/2, and
for x? = R?/M − 1 we have
b =
[
−gϕϕ
gtt
]
x=x?
Ω?, (17)
where R? and Ω? are respectively radius and angular ve-
locity of the emitting surface. Therefore, in view of these
results, we have that the azimuthal photon angle in the
local static observer frame (15) becomes
cosβ =
be2µ
M
√
(x2 − 1)(1− y2) . (18)
Since the photon four-momentum k is defined in terms
of b(y) or equivalently (y,R?,Ω?), the stress-energy ten-
sor (11) is completely determined by calculating the
quantity Φ, which follows from the conservation equa-
tions ∇βTαβ = 0. Due to the absence of photon latitu-
dinal motion (ky = 0) and the axial symmetries of the
Erez-Rosen spacetime, we have [5, 6]
0 = ∇β(Φ2kβ) = ∂x(
√−gΦ2kx). (19)
Therefore, we obtain
√−gΦ2kx = const = M(1− y2)Φ20, (20)
where Φ0 is Φ evaluated at the emitting surface. Then,
after some algebra, we obtain
Φ2 =
Φ20
√
(1− y2)e−λ+2µ
M
√
(x2 − y2)[M2(x2 − 1)(1− y2)− b2e4µ] . (21)
Such formula for Φ reduces exactly to the Schwarzschild
case for q = 0 [5, 6], and for ψ = pi/2 and y = 0 to the
2D description in the equatorial plane of Ref. [24].
3.2. Test particle motion
A test particle moves in the 3D space with four-velocity
U and spatial velocity νˆ(U ,n) with respect to the local
observer frame, given respectively by
U = γ(U ,n)[n+ ν(U ,n)], (22)
νˆ(U ,n) = νxˆexˆ + ν
yˆeyˆ + ν
ϕˆeϕˆ (23)
= ν(sinα sinψ exˆ + cosψ eyˆ + sinψ cosα eϕˆ),
where γ(U ,n) ≡ γ = 1/√1− ||ν(U ,n)||2 is the Lorentz
factor, ναˆ(U ,n) ≡ ναˆ is the spatial velocity in the local
static observer frame, α and ψ are the azimuthal and
polar angle, respectively [5, 6]. The explicit expression
of the test particle velocity components are
U tˆ ≡ dt
dτ
=
γ
eµ
, U xˆ ≡ dx
dτ
=
γνxˆ√
gxx
,
U yˆ ≡ dy
dτ
=
γν yˆ√
gyy
, U ϕˆ ≡ dϕ
dτ
=
γνϕˆ√
gϕϕ
,
(24)
where τ is the affine (or proper time) parameter along
the test particle’s world line.
6Using the observer splitting formalism, we find the fol-
lowing expression for the test particle acceleration:
a(U)xˆ = γ2
[
a(n)xˆ + ν2
(−k(x,n)yˆ sinα sinψ cosψ(25)
+k(ϕ,n)xˆ sin2 ψ cos2 α+ k(y,n)xˆ cos2 ψ
)]
+γ
(
γ2 sinα sinψ
dν
dτ
+ ν cosα sinψ
dα
dτ
+ν cosψ sinα
dψ
dτ
)
,
a(U)yˆ = γ2
[
a(n)yˆ + ν2
(
k(ϕ,n)yˆ cos2 α sin2 ψ (26)
+k(x,n)yˆ sin2 α sin2 ψ
−k(y,n)xˆ sinα sinψ cosψ)]
+γ
(
γ2 cosψ
dν
dτ
− ν sinψdψ
dτ
)
.
a(U)ϕˆ = −γ2ν2 [k(ϕ,n)yˆ sinψ cosα cosψ (27)
+k(ϕ,n)xˆ sin2 ψ sinα cosα
]
+γ
(
γ2 cosα sinψ
dν
dτ
−ν sinα sinψdα
dτ
+ ν cosα cosψ
dψ
dτ
)
.
From the orthogonality between a(U) and U , we can
determine the expression of a(U)tˆ [5, 6]
a(U)tˆ = ν[a(U)xˆ sinα sinψ + a(U)yˆ cosψ
+ a(U)ϕˆ cosα sinψ]
= γ2ν
[
a(n)xˆ sinα sinψ + a(n)yˆ cosψ
]
+ γ3ν
dν
dτ
.
(28)
3.3. Test particle-radiation field interaction
We assume that the radiation-test particle interaction
occurs through Thomson scattering, characterized by a
constant momentum-transfer cross section σ, indepen-
dent from direction and frequency of the radiation field.
The radiation force is [3–6]
F(rad)(U)αˆ = −σP (U)αˆβˆ T βˆ µˆ U µˆ , (29)
where P (U)αˆβˆ = δ
αˆ
βˆ
+ U αˆUβˆ projects a vector orthog-
onally to U . Decomposing the photon four-momentum
k first with respect to the test particle four-velocity, U ,
and then in the local observer frame, n, we have [5]
k = E(n)[n+ νˆ(k,n)] = E(U)[U+ Vˆ(k,U)]. (30)
Exploiting Eq. (30) in Eq. (29), we obtain [5, 6]
F(rad)(U)αˆ = −σΦ2[P (U)αˆβˆkβˆ ] (kµˆU µˆ)
= σ [ΦE(U)]2 Vˆ(k,U)αˆ .
(31)
The equations of motion are ma(U) = F(rad)(U), where
m is the test particle mass. Defined σ˜ = σ/m, we obtain
the following equations [5, 6]
a(U) = σ˜Φ2E(U)2 Vˆ(k,U). (32)
Multiplying scalarly Eq. (30) by U , we find [5, 6]
E(U) = γE(n)[1− ν sinψ cos(α− β)]. (33)
Such splitting permits to determine Vˆ(k,U) = Vˆtn +
Vˆrerˆ + Vˆθeθˆ + Vˆϕeϕˆ as [5, 6]
Vˆ xˆ = sinβ
γ[1− ν sinψ cos(α− β)] − γν sinψ sinα, (34)
Vˆ yˆ = −γν cosψ, (35)
Vˆ ϕˆ = cosβ
γ[1− ν sinψ cos(α− β)] − γν sinψ cosα, (36)
Vˆ tˆ = γν
[
sinψ cos(α− β)− ν
1− ν sinψ cos(α− β)
]
. (37)
3.4. Equations of motion
The test particle equations of motion are (following the
same strategy exploited in Refs. [5, 6])
dν
dτ
= − 1
γ
[
a(n)xˆ sinα sinψ + a(n)yˆ cosψ
]
(38)
+
σ˜[ΦE(U)]2
γ3ν
Vˆ tˆ,
dψ
dτ
=
γ
ν
{−a(n)xˆ sinα cosψ + a(n)yˆ sinψ (39)
+ν2
[(
k(ϕ,n)yˆ cos2 α+ k(x,n)yˆ sin2 α
)
sinψ
−k(y,n)xˆ sinα cosψ]}
+
σ˜[ΦE(U)]2
γν2 sinψ
[
Vˆ tˆ cosψ − Vˆ yˆν
]
,
dα
dτ
=
γ cosα
ν sinψ
{−a(n)xˆ (40)
−ν2 [(k(ϕ,n)yˆ − k(x,n)yˆ) sinψ cosψ sinα
+k(ϕ,n)xˆ sin2 ψ + k(y,n)xˆ cos2 ψ
]}
+
σ˜[ΦE(U)]2 cosα
γν sinψ
[
Vˆ xˆ − Vˆ ϕˆ tanα
]
,
Ux ≡ dx
dτ
=
γν sinα sinψ√
gxx
, (41)
Uy ≡ dy
dτ
=
γν cosψ√
gyy
, (42)
Uϕ ≡ dϕ
dτ
=
γν cosα sinψ√
gϕϕ
. (43)
Defining A = σ˜Φ20E
2, which is the so-called luminos-
ity parameter, which can be also defined as A/M =
L/LEDD ∈ [0, 1], where L is the luminosity measured by
7a static observer at infinity, and LEDD is the Eddington
luminosity [5, 6]. Using Eqs. (21) and (33), we obtain
σ˜[ΦE(U)]2 =
Aγ2
√
1− y2e−λ[1− ν sinψ cos(α− β)]2
M
√
(x2 − y2)[M2(x2 − 1)(1− y2)− b2e4µ .
(44)
We note that Eqs. (38) – (43) reduce to the Schwarzschild
case for q → 0 [5, 6], and to the 2D equatorial plane
case for ψ → pi/2 and y = 0 [24]. In Appendix A, we
calculate the weak field approximation of Eqs. (38) –
(43), respectively.
4. CRITICAL HYPERSURFACES
The dynamical system governed by Eqs. (38) – (43)
admits a critical hypersurface outside the emitting sur-
face, where the gravitational attraction, and the radi-
ation pressure balance [5, 6, 24]. Such region is ana-
lytically determined by the critical radius xcrit as func-
tion of y, i.e., xcrit = xcrit(y), once the parameters
(q, A,R?,Ω?) are assigned. We consider a test particle
moving along a non-equatorial plane on purely circular
orbit (i.e., α = 0, pi, ψ = pi/2, and ν = const). Equation
(38) for dν/dτ = 0 reduces to [5, 6, 24]
σ˜[ΦE(U)]2Vˆ tˆ = 0, ⇒ ν = cosβ. (45)
The velocity of the test particle equates the photon az-
imuthal velocity (see Ref. [5, 6], for further details).
Since the test particle moves tangentially on the critical
hypersurface, we have dα/dτ = 0, and Eq. (40) becomes
a(n)xˆ − k(ϕ,n)xˆν2 = σ˜[ΦE(U)]
2
γ2
Vˆ xˆ, (46)
which is the implicit equation defining the critical hyper-
surface. Naturally, Eq. (46) reduces to the Schwarzschild
case for q = 0 [5, 6]. The critical hypersurface is axially
symmetric with respect to the polar direction [5, 6], and
can assume either an oblate or prolate form.
In the next sections, we analyse in detail the propri-
eties of the critical hypersurfaces (Sec. 4 4.1), we show
some selected test particle orbits (Sec. 4 4.2), we investi-
gate the condition for the multiplicity of critical hyper-
surface solutions (Sec. 4 4.3), we perform the calcula-
tions to obtain suspended orbits (Sec. 4 4.4), and finally
we graphically show the stability of the critical hypersur-
faces through the Lyapunov functions (Sec. 4 4.5).
4.1. Proprieties of critical hypersurfaces
In this and next sections, we focus our attention only
on BH cases (with M = 5M), even though all what we
develop can be also easily adapted to the NS case. It is
important to first analyse some useful proprieties of the
event horizon hypersurface. This is a null region, where
the redshift function, with respect to a static observer
located at infinity, becomes infinite and it is characterized
by the condition gtt = 0 [14], which implies x = 1, and
for q > 0 13
(
1− 2q
)
≤ y2 ≤ 1,
for q = 0 Schwarzschild case,
for q < 0 0 ≤ y2 ≤ 13
(
1− 2q
)
.
(47)
It is important to note that only for −1 ≤ q ≤ 2 the hori-
zon totally covers the hypersurface x = 1, while in the
other cases the parts that are not covered by the hori-
zon are defined Killing singularities (i.e., hypersurfaces
where the norm of the timelike Killing vector becomes
infinite) [14]. In Fig. 1, we show some graphical exam-
ples of event horizon and Killing singularity for different
values of q (see Ref. [14], for more details). We report
some examples of the event horizon hypersurface, and do
not analyse their proprieties or further implication in the
3D space, because this goes beyond the aim of our paper.
We reserve such geometrical and physical investigations
in a future paper, since, at the best of our knowledge,
they have never been considered in the literature.
q=-4
q=-1
q=4 q=10
FIG. 1. Different configurations of event horizon (black re-
gion) and Killing hypersurface (red region) in the Erez-Rosen
spacetime for q = −4,−1, 4, 10.
The angular velocity of the emitting surface Ω? is
bounded by the upper and lower values Ω(x?, y =
0, q)± = ±
√−gtt/gϕϕ (see Refs. [6], for details). Since
we consider Ω? ≥ 0, and Ω− = −Ω+ ≤ 0, we have
0 ≤ Ω? ≤ Ω+, (48)
8otherwise beyond such boundaries we obtain unphysi-
cal superluminal rotations. In Fig. 2, we show how
Ω+ changes in terms of the emitting source radius x?,
and different values of q. We note that for q < −1, we
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FIG. 2. Maximum angular velocity Ω+ in terms of the emit-
ting source radius x? for different values of the quadrupole
moment q = −4,−1, 0, 1, 4. The dashed red line represents
the BH event horizon in the Erez-Rosen metric.
have Ω+ → ∞; while for q ≥ −1, Ω+ is upper bounded.
The maximum extension of the emitting surface locates
around x? = 7.73, instead the minimum depends on the
value of q and can even be very close to x? = 1. Such
constraints impose also limits on the b-range, as it can
be seen in Fig. 3, where we display the photon azimuthal
impact parameter b as function of q and Ω?.
FIG. 3. Azimuthal photon impact parameter plotted in terms
of q and Ω? ∈ [0,Ω+(x?, 0, q)] with x? = 1.5. The orange and
blue surfaces are plotted for y = 0 and y = 1, respectively.
Now, we analyse the critical hypersurface behaviors in
terms of the parameters A,Ω?, distinguishing the cases
for negative and positive quadrupole moment q.
In Fig. 4 we report the behavior of the equatorial and
polar critical radii as functions of the luminosity param-
eter A for q = ±3, x? = 1.5, and Ω? = 0.017. The shape
of the critical hypersurface changes in terms of the value
of the quadrupole moment, deducing that for q > 2 it
becomes oblate, while for q < −1 is prolate. In addi-
tion, another change of form occurs at high luminosity
for A ∼ 0.8. This plot finds a physical explanation on
the mass distribution concentred toward the polar axis
(q > 2), where there is a stronger gravitational pull, al-
lowing thus an extension of the critical hypersurface in
the radial direction; viceversa (q < −1), employing the
same argument for mass distribution towards the radial
direction, it entails a prolate shape. All the solutions ly-
ing under the emitting surface radius x? are considered
unphysical throughout the paper, because the test parti-
cle cannot penetrate this surface (see [6], for details).
A special treatment must be reserved to the interval
−1 ≤ q ≤ 2, where the metric assumes a particular be-
havior. In Fig. 5 we plot the polar and equatorial critical
radii for x? = 1.5, Ω? = 0.051, and q = ±1. Both cases
show the same trend, but for q = −1 (left panel) we have
an inversion of shape at A ∼ 0.7. Instead, for q = 1 (right
panel) there is a change of shape at A ∼ 0.13, but since
it occurs under the emitting surface it is not taken into
account. We have checked that such behavior remains
still true also for different angular velocities Ω?. There-
fore, we conclude that a change of form can occur only in
the range q ∈ [−∞, 2] and for high luminosity A & 0.7.
Instead, for q = ±1 we are close to a spherical mass dis-
tribution, therefore the critical hypersurfaces assume the
limiting behaviors of the Schwarzschild metric. Instead,
if we consider the critical radius in terms of the emitting
surface’s angular velocity Ω? we note that for q < 0 we
have always a prolate shape for the whole range of lumi-
nosities, while for q > 2 always an oblate form. In Fig.
6 we show the case for q = 1. In such particular situa-
tion, there is the intersection between the critical radius
at poles and equator occurring at Ω? = 0.092, which in
turn depends on the luminosity parameter A. We note
that the higher is A, the more the intersection occurs at
slower and slower angular velocities.
As a summary of what we have deduced so far, we
report in Fig. 7 the critical radius in terms of the q pa-
rameter. This plot is consistent with our results, because
for q < 0 we have a prolate shape, while for q > 0 the
critical hypersurface assumes an oblate shape. In partic-
ular the intersection point, where we have an inversion
of shape ranges in the interval 0 ≤ q ≤ 1. In addition,
the higher the luminosities and angular velocities are,
the more the intersection point locates towards q = 1,
because the emitting surface breaks the spherical sym-
metry of the Schwarzschild metric (q = 0).
Finally, in Fig. 8 we display some 3D critical hypersur-
faces for different values of q. We note that they are all
very close to the compact object, even for high luminosi-
ties. Such configurations can be fundamental for testing
Einstein theory in strong field regimes. Increasing the
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FIG. 4. Critical radius plotted in terms of the luminosity parameter A at the equator (blue line) and at the poles (orange line),
having set x? = 1.5 (dashed red line), and Ω? = 0.017 for both plots and q = 3 for the left panel and q = −3 for the right
panel. The gray area represents the unphysical solutions.
Equator
Poles
0.2 0.4 0.6 0.8
2
4
6
8
10
A
x c
rit
Emitting surface
Equator
Poles
0.2 0.4 0.6 0.8
2
4
6
8
10
A
x c
rit
Emitting surface
FIG. 5. Critical radius plotted in terms of the luminosity parameter A at the equator (blue line) and at the poles (orange line),
having set x? = 1.5 (dashed red line), and Ω? = 0.051 for both plots and q = 1 for the left panel and q = −1 for the right
panel. The gray area represents the unphysical solutions.
values of q > 0, we have intersection with the emitting
surface toward the poles; instead decreasing q < 0, we
have intersection toward the equator.
4.2. Test particle orbits
In Fig. 9, we report different examples of test par-
ticle trajectories for various quadrupole moment values
q = −4,−1, 1, 4. The test particle can conclude its
motion either at infinity or on the critical hypersur-
face/radiation emitting source [3–6, 24]. In addition, the
test particle when reaches the critical hypersurface can
be dragged towards the equatorial plane showing the so-
called latitudinal drift, due to the interplay between tidal
gravitational forces and PR effect. There is also another
interesting configuration, where the test particle moves
on suspended orbits, without being drifted down to the
equatorial plane (see blue line in the bottom right panel
of Fig. 9). These plots graphically show the critical hy-
persurface shape, which we have already analysed in de-
tail in Sec. 4 4.1. We note that for lower luminosities
and angular velocities, the critical hypersurface size is
very close to the emitting surface; while for higher val-
ues of these two quantities the dimension of the critical
region increases. We have also displayed that if the test
particle starts its motion in the equatorial plane, it will
stay over there forever without moving out (see orange
line in the bottom right panel of Fig. 9).
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FIG. 7. Critical radius at the equator (blue line) and at the
poles (orange line) in terms of the quadrupole moment q, set
A = 0.6, Ω? = 0.017, and x? = 1.5 (dashed red line). The
gray area represents the unphysical solutions.
4.3. Multiplicity of critical hypersurface
Equation (46) may exhibit three different critical hy-
persurface solutions (see Refs. [4, 6, 24], for further de-
tails). In order to easily check the multiplicity of the
solutions, we approximate Eq. (46) through the follow-
ing function (see Ref. [6], for details)
a3x
3 + a2x
2 + a1x+ a0
x5
. (49)
FIG. 8. Critical hypersurfaces for q = −2 (blue region),
q = −1 (orange region), q = 0 (green region), q = 1 (red
region), q = 4 (violet region) set A = 0.6, Ω? = 0.017, and
x? = 1.5. The gray spherical region represents the emit-
ting surface. The respective critical radii at the equator
and poles are xeqcrit ∼ 1.80, 1.95, 2.11, 2.26, 2.65, and xpolecrit ∼
2.65, 2.40, 2.13, 1.84, 1.40, respectively.
The polynomial of third order reads explicitly as
a3= 1−A, (50)
a2= − b
2
1− y2 − 1, (51)
a1=
A(2y2 + 3b2 − 2)
2 (1− y2) −
q(3y4 − 4y2 + 1)
5 (1− y2)
−3(y
2 − 4b2 − 1)
2 (1− y2) , (52)
a0= − 3b
2
1− y2
(
2A+
13
2
)
− 4q
5
(
y2 − 1
3
)
− 3
2
. (53)
The multiplicity of solutions of a polynomial equation of
third order is achieved through the discriminant criterion
∆III, defined as follows [6]
∆III = 18a3a2a1a0−4a32a0+a22a21−4a3a31−27a23a20. (54)
If ∆III < 0 we have only one real solution, if ∆III = 0
we have two different real solutions with one counted
twice, and finally if ∆III > 0 we have three distinct real
solutions. Only one of this solution is physical, because
we have one inside the emitting surface (unphysical), one
close to the emitting surface (physical), and the last one
very far from the emitting surface (unphysical) [4, 6].
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FIG. 9. Examples of test particle trajectories interacting with the radiation field emitted by a spherical and rigidly rotating
radiation surface outside of a static and non-spherical BH. Top left panel: The case of quadrupole moment q = −4, luminosity
parameter A = 0.6, and radiation source angular velocity Ω? = 7.74 × 10−3 M−1. The test particle starts at the initial
position (x0, y0, φ0) = (20, 0.5, 0) with initial velocity (ν0, ψ0, α0) = (0.3, pi/3, 0). Top right panel: The case of quadrupole
moment q = −1, luminosity parameter A = 0.6, and radiation source angular velocity Ω? = 30.94 × 10−3 M−1. The
test particle starts at the initial position (x0, y0, φ0) = (20, 0.3, 0) with initial velocity (ν0, ψ0, α0) = (0.1, pi/4, 0). Bottom
left panel: The case of quadrupole moment q = 1, luminosity parameter A = 0.5, and radiation source angular velocity
Ω? = 12.38 × 10−3 M−1. One test particle (blue line) is emitted at the initial position (x0, y0, φ0) = (10, 0.7, 0) with initial
velocity (ν0, ψ0, α0) = (0.1, pi/10,−pi/3), while the other (orange line) starts at (x0, y0, φ0) = (10, 0.7, 0) with initial velocity
(ν0, ψ0, α0) = (0.4, pi/10,−pi/3). Bottom right panel: The case of quadrupole moment q = 4, luminosity parameter A = 0.8,
and radiation source angular velocity Ω? = 15.47 × 10−3 M−1. One test particle (blue line) starts at the initial position
(x0, y0, φ0) = (8, 0.2, 0) with initial velocity (ν0, ψ0, α0) = (0.2, pi/2, 0), while the other (orange line) is emitted at (x0, y0, φ0) =
(10, 0, 0) with initial velocity (ν0, ψ0, α0) = (0.3, pi/2,−pi/3). In all plots, the radiation source is the green line with radius
x? = 1.5, while the gray surface is the critical hypersurface, and the black sphere is the BH. The arrow represents the polar
axis.
4.4. Suspended orbits
The test particle could move on circular orbits bounded
on the critical hypersurface at constant height y 6= 0 (off-
equatorial plane), without the action of the latitudinal
drift mechanism (see Refs. [5, 6], for further details). To
obtain such configurations, the test particle must touch
the critical hypersurface with the following conditions:
α = 0, pi, ν = cosβ, and dψ/dτ = 0. Vanishing Eq. (39),
it is possible to determine the value of ψ, by solving this
12
implicit equation [6]:
γ sinψ
[
a(n)yˆ + ν2k(ϕ,n)yˆ
]
+
A
√
1− y2e−λ(1− ν2 sinψ)ν cosψ
M
√
(x2 − y2)[M2(x2 − 1)(1− y2)− b2e4µ = 0.
(55)
In the special case b = 0, the condition for suspended
orbits is achieved for ψ = ±pi/2 [5, 6]. The value of ψ
strongly depends on emitting surface location x?, angular
velocity Ω?, and compact object quadrupole moment q.
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FIG. 10. Angle ψ in terms of the polar angle θ for q =
−4,−1, 1, 2, 4, set A = 0.9, Ω? = 0.017, and x? = 1.5.
In Fig. 10 we show the angle ψ at which the test par-
ticle should touch the critical hypersurface to reach the
fixed height y, and moving in such plane on a circular
orbit. We note that there is an interesting effect depend-
ing on the sign of q. For q ≥ −1 it is possible to have
suspended orbits at every height, while for q < −1, this
is possibile only for a small range close to the equato-
rial plane. In the former case there is a perfect balance
among all forces at any fixed height; while in the last
case the action of the strong tidal forces (generated by
the quadrupole moment) do not permit to have stable cir-
cular orbits towards the poles. The equatorial suspended
orbits always exist, because for the latitudinal drift effect
the test particle is forced to end its motion over there.
4.5. Stability of critical hypersurfaces
The general relativistic PR effect is expected to be rele-
vant for high luminosity compact objects as it contributes
determining the matter motion in their close vicinity;
the inner regions of accretion disks and coronas [47, 48],
or the expanding NS photosphere during bright X-rays
bursts are just a few examples [49]. Our present treat-
ment entails approximations (such as spherical symme-
try of the emitter, or the absence of frame dragging) that
limit its applicability to astrophysical problems. Never-
theless stability of the critical hypersurfaces is an impor-
tant feature to assess. De Falco and collaborators [11]
have introduced a new, simple, and elegant method em-
ploying the Lyapunov functions2, which have deep math-
ematical and physical meanings. Three different Lya-
punov functions have been proposed, which are: kinetic
energy K, angular momentum L, and Rayleigh poten-
tial F [11]. They are all defined relative to the critical
hypersurface.
Defined νcrit as the velocity of the test particle on the
critical hypersurface, the Lyapunov functions are3 [11]
K =
∣∣ν2 − ν2crit∣∣
2
+
[
A
M
− 1
] [
1
x+ 1
− 1
xcrit + 1
]
,(59)
L = [(x+ 1)ν sinψ cosα− (xcrit + 1)νcrit] , (60)
F =
∣∣∣∣lg(EcritE
)
− lg
(
E(U)
E
)∣∣∣∣ , (61)
where Ecrit is the energy E(U) evaluated on the criti-
cal hypersurface. The formal proof of the stability can
be reconstructed by following the same strategy of Ref.
[11], and employing the results contained in Appendix A.
Here, we do not report the explicit calculations, but we
limit only to graphically show it, see Fig. 11.
5. CONCLUSIONS
We have developed the full general relativistic 3D
treatment of the motion of a test particle around a static
and non-spherical compact object, described by the Erez-
Rosen metric, and affected by the radiation field from
a spherical and rigidly rotating emitting surface located
outised the compact object, generating radiation pressure
and PR drag force (see Sec. 3). The Erez-Rosen space-
time belongs to the Weyl class, containing all the ax-
isymmetric and static vacuum solutions of the Einstein’s
field equations. A non-spherical source can be described
through a mass multipole moment expansion of the met-
ric, but we limit our consideration to the quadrupole mo-
ment. This represents the threshold under which all the
metrics of Weyl class are equivalent through an oppor-
tune change of variables (see Sec. 2 2.1). In particular
we decided to employ the Erez-Rosen metric because it
2 A Lyapunov function, associated to a dynamical system x˙ =
f(x), is a real valued smooth map Λ : χ ≡ (ν, α, ψ, x, y) ∈ D ≡
[0, 1] × [0, 2pi] × [0, pi] × [1,∞] × [−1, 1] → Λ(χ) ∈ R for a point
χ0, such that f(χ0) = 0, if it fulfills the conditions [11]
(I) Λ(χ) > 0, ∀χ ∈ D \ {χ0} , (56)
(II) Λ(χ0) = 0, (57)
(III) Λ˙(χ) ≡ ∇Λ(χ) · f(χ) ≤ 0, ∀χ ∈ D. (58)
This implies that the point χ0 is stable.
3 We set to unity some constants, and from the function F we did
not considered the term σ˜Φ2, because its absence does not alter
any of the proprieties of the Lyapunov function.
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FIG. 11. Test particle orbit and the related three Lyapunov functions, which graphically prove the stability of the critical
hypersurface. Upper left panel: test particle moving around a BH in the equatorial plane (i.e., ψ0 = pi/2 and y = 0) with
quadrupole moment q = 3, luminosity parameter A = 0.6, and photon impact parameter b = 0. The test particle starts its
motion at the position (r0, ϕ0) = (10, 0) with velocity (ν0, α0) = (0.2, 0). The black, green, and red circles represent BH event
horizon xH = 1, emitting surface x? = 1.5, and critical hypersurface xcrit = 2.53, respectively. The three Lyapunov functions
(59) – (61) are plotted in arbitrary units together with their τ -derivatives in terms of the coordinate time t.
has been already used in the 2D description of the PR
effect in the equatorial plane [24], in order to compare
the results of the 3D case (see Sec. 2 2.2).
This work offers also a great opportunity to investigate
the pure geometrical aspects of the Eerez-Rosen metric
in the 3D space, never treated so far in the literature,
although there are plenty of works in the 2D case. The
role played by the kinematical quantities is fundamen-
tal for the geometrical description of this spacetime (see
Table I). Through the weak field approximation (see Ap-
pendix A), we have figured out that the radial (polar)
components describe the radial (polar) curvature in the
three directions x, y, ϕ. From their Taylor expansions
in x, it is possible to see how these terms behave in
the Schwarzschild limit q = 0. In particular, we have
learned that at the fourth-order in x, a(n)xˆ ≡ k(x,n)xˆ,
and a(n)yˆ ≡ k(x,n)yˆ; while at the third order in x,
k(y,n)xˆ ≡ k(ϕ,n)xˆ, and k(y,n)yˆ ≡ k(ϕ,n)yˆ; and the
quadrupole moment occurs as a fourth- and fifth-order
effect in the geometrical and radiation part, respectively.
The dynamical equations have a very flexible structure
to the changes of geometrical backgrounds and radiation
field’s descriptions. Indeed, we have combined the Erez-
Rosen metric with the actual treatment of the radiation
field framed in the Kerr metric [5, 6]. Besides to an ob-
vious change in the functional form of the kinematical
quantities, the radiation field differs to the previous de-
scription only for the parameter Φ2, which encodes the
geometrical aspects of the background metric.
This dynamical system exhibits the presence of a crit-
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ical hypersurface, which changes its form in terms of lu-
minosity parameter A, emitting surface radius x? and
angular velocity Ω?, and the quadrupole moment q, see
Sec. 4, and Figs. 2 – 8, for further details.
Selected test particle orbits have been displayed (see
Fig. 9), which show the characteristic latitudinal drift of
the test particle towards the equatorial plane (see Sec.
4 4.2). This is caused by the interplay among tidal forces
and PR drag force, which find their equilibrium in the
equatorial plane. The test particle has two destinies:
either escaping at infinity or ending its motion on the
critical hypersurface. The test particle can also end its
motion on suspended orbits on the critical hypersurface
(see Sec. 4 4.4). We have calculated the condition for
achieving such configurations and we have noted: for
q < −1 it is possible to have suspended orbits only in
a close neighborhood of the equator, due to the presence
of strong tidal forces towards the poles; while for q ≥ −1
it is possible to have such configurations at all heights,
because there is a perfect balance among all forces.
The implicit equation (46) describing the critical hy-
persurface can admit from one to three solutions, de-
pending on the set of initial parameters. We have found
an accurate approximation of such equation in terms of
a polynomial of third order. Calculating its discrimi-
nant, it would be possible to easily infer the multiplicity
of solutions (see Sec. 4 4.3). However, the solutions are
composed by two unphysical (one located inside the emit-
ting surface and another one very far from the compact
object), and only one physically acceptable.
Finally in Fig. 11, we have graphically proven that
the critical hypersurface is a basin of attraction and the
equatorial ring is a stable attractor, employing a new
approach based on the Lyapunov theory (see Sec. 4 4.5).
The non-spherical shape of the compact objects per-
mits to have critical hypersurfaces very close to the
event horizon, which might be advantageously exploited
to develop new tests of the Einstein’s theory in strong
field regimes. Relevant quadrupole deformations are also
caused by the rotation of the compact object, as it also
occurs in the Kerr case. Hence, in the next work we
would like to include the rotation and quadrupole mo-
ment in a Hartle-Thorne metric-like [50, 51], to see how
this new general relativistic framework couples with the
radiation field.
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Appendix A: Weak field Limit
It is interesting to consider the weak field limit of Eqs.
(38) – (43), i.e., considering x → ∞ keeping all terms
linear in q. Therefore, we obtain
a(n)xˆ → 1
x2
(
1− 1
x
+
6qy2 − 2q + 15
10x2
)
+O
(
1
x5
)
,
k(x,n)xˆ → 1
x2
(
1− 1
x
+
6qy2 − 2q + 15
10x2
)
+O
(
1
x5
)
,
k(y,n)xˆ → − 1
x
[
1 +
2
x
− 5
2x2
+
0.8(qy2 − 1/3q + 3.75)
x3
]
+O
(
1
x5
)
,
k(ϕ,n)xˆ → − 1
x
[
1 +
2
x
− 5
2x2
+
1
x3
(
4qy2
5
− 4q
15
+ 3
)]
+O
(
1
x5
)
,
a(n)yˆ → −2qy
5x4
√
1− y2 +O
(
1
x5
)
,
k(x,n)yˆ → −2qy
5x4
√
1− y2 +O
(
1
x5
)
, (A1)
k(y,n)yˆ → y
x
√
1− y2
(
1 +
1
x
+
1
x3
+
7q − 9qy2 − 15
15x3
)
+O
(
1
x5
)
,
k(ϕ,n)yˆ → − y
x
√
1− y2
(
1 +
1
x
+
1
x3
+
5q − 3qy2 + 15
15x3
)
+O
(
1
x5
)
.
We note that the quadrupole moment q is an effect of
fourth-order in x. In addition, such limit gives impor-
tant information on the Erez-Rosen spacetime, and the
involved kinematical quantities. Indeed, we find
a(n)xˆ ≡ k(x,n)xˆ, a(n)yˆ ≡ k(x,n)yˆ, (A2)
valid only up to the fourth-order in x, because from the
fifth-order on, some differences start to appear in the two
Taylor-expansions. We obtain another important result,
k(y,n)xˆ ≡ k(ϕ,n)xˆ, k(y,n)yˆ ≡ k(ϕ,n)yˆ, (A3)
valid only up to the third-order in x, because at higher
orders there are discrepancies. These limits show an im-
portant feature of the Erez-Rosen metric, that exhibits
an high degree of symmetry in its geometrical structure.
Now, let us consider the weak filed limit of the test
particle velocity field, given by Eqs. (24), (keeping always
15
linear terms in q), i.e.,
γν sinψ sinα= x˙
{
1 +
1
x
+
1
2x2
+
1
30x3
(
6qy2 − 2q + 15)+O( 1
x4
)}
,
γν cosψ=
y˙x√
1− y2
{
1 +
1
x
+
q(3y2 − 1)
15x3
+O
(
1
x4
)}
, (A4)
γν cosα sinψ= ϕ˙x
√
1− y2
{
1 +
1
x
+
q(3y2 − 1)
15x3
+O
(
1
x4
)}
,
where the dot stands for the derivative with respect to
the proper time τ . We consider also the weak field limit
of U t, in order to transform all the derived quantities
with respect to the coordinate time t. Therefore, Eq.
(24) becomes
U t ≡ t˙ = γ
[
1− 1
x
+
1
2x2
− 1
30x3
(
6qy2 − 2q + 15)]+O( 1
x4
)
.
(A5)
Combining such limits Eqs. (A1), (A4), and (A5), we
can obtain the weak field approximation of the test parti-
cle acceleration components. It the slow motion approxi-
mation (keeping only linear terms in ν) such components
assume the following form
a(U)xˆ=
d
dt
{
dx
dt
t˙
[
1 +
1
x
+
1
2x2
+
1
30x3
(
6qy2 − 2q + 15)]} t˙
+
1
x2
(
1− 1
x
+
6qy2 − 2q + 15
10x2
)
+O
(
1
x5
)
,
a(U)yˆ=
d
dt
{
dy
dt
√
1− y2
x
t˙
[
1 +
1
x
+
q(3y2 − 1)
15x3
]}
t˙
−2qy
5x4
√
1− y2 +O
(
1
x5
)
, (A6)
a(U)ϕˆ=
d
dt
{
dϕ
dt
t˙
1
x
√
1− y2
[
1 +
1
x
+
q(3y2 − 1)
15x3
]}
t˙.
Instead for the radiation force components, we calcu-
late the weak field limit of σ˜[ΦE(U)]2, which is
σ˜[ΦE(U)]2 = Af(x, y, q)γ2[1−ν sinψ cos(α−β)]2, (A7)
where
f(x, y, q) =
1
M2x2
+
(
b2 − 2M2y2 + 2M2)
2x4M4 (1− y2) −
2b2
M4x5 (1− y2)
− −15b
4 + 200b2M2y2 − 200b2M2 + 20M4qy8
40M6x6 (1− y2)2
+
−64M4qy6 + 72M4qy4 − 32M4qy2 + 4M4q
40M6x6 (1− y2)2
+
−40M4y4 + 80M4y2 − 40M4
40M6x6 (1− y2)2 +O
(
1
x7
)
.
(A8)
In the radiation force the quadrupole moment q is an
effect of fifth-order in x, being therefore weaker than the
geometrical terms. In the slow motion limit the radiation
field components read as
F xˆ(rad)= Af(x, y, q) {sinβ − ν sinψ[cos(α− β) sinβ
+ sinα]} , (A9)
F yˆ(rad)= −Af(x, y, q)ν cosψ, (A10)
F ϕˆ(rad)= Af(x, y, q) {cosβ − ν sinψ[cos(α− β) cosβ
+ cosα]} , (A11)
where
cosβ=
b
x
√
1− y2
[
1− 2
x
+
5
2x2
−6qy
2 − 2q + 45
15x3
]
+O
(
1
x5
)
(A12)
sinβ= 1− b
2
x2(1− y2)
[
1
2
− 2
x
+
1
2x2
(
9 +
b2
4(1− y2)
)
−
(
15b2 − 6qy4 + 8qy2 − 2q − 120y2 + 120)
15x3(1− y2)
]
+O
(
1
x6
)
. (A13)
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