proposed the abstraction hierarchy, consisting of physical and functional system models, as a basis for interface design for complex human-machine systems. In this study, subjects used an interface consisting of four windows, each representing a level of the abstraction hierarchy, to control a thermal-hydraulic process simulation. The goal was to investigate the relationship between attention allocation strategies and performance under normal ' and abnormal conditions. Subjects controlled the process for about one hour per weekday for approximately one month. The results indicate that subjects who made more frequent use of functional levels of information exhibited more accurate system control under normal conditions, ' and more accurate diagnosis performance under fault trials. Moreover, subjects who made efficient use of functional information exhibited faster fault compensation times. These results provide specific evidence of the advantages of functional information in 'an abstraction hierarchy interface.
INTRODUCTION
abstraction hierarchy (AH) is a framework for representing complex hum,an-machine systems. Each level of the hierarchy provides a different language for describing a system (see Bisantz & Vicente, 1994) . In process control, five levels have been found to be of use: a) Goals -the purposes for which the system was designed; b) Principlesthe first principles (i.e., mass ' and energy conservation laws) describing system behavior; c) Flows -the flow functions built into the system; d) Settings -the stite (i.e., settings) of the equipment comprising the system; e) Form -the spatial location and visual appearance of the equipment.
The study described here investigated how subjects allocated attention within the AH in a process control microworld. This allows us to determine which attention allocation strategies lead to enhanced perform'ance. If the rationale behind the abstraction hiemch y is correct (see Vicente & Rasmussen, 1992; Christoffersen, Hunter, & Vicente, 1997) , subjects who demonstrate greater use of functional levels of information should exhibit better performance. One way to test this hypothesis is to divide the content of an interface based on an AH representition of a process into multiple windows, each representing a level of the AH. By allowing subjects to view only one level at a time, we can determine when, and perhaps why, subjects consult specific levels of abstraction. As far as we know, this is the first experiment to investigate this issue using objective measures of performance, rather than verbal protocol measures.
METHOD

Research Vehicle
The testbed used in this study, DURESS (DUal REservoir System Simulation) I1 , is illustrated in Figure 1 . The system consists of two pumps (PA, PB), eight valves (VA, VA1, VA2, VO1, VB, VB1, VB2, V02), two heaters (Hl, H2), and two reservoirs. Subjects manually controlled these components in order to achieve two goals for each reservoir, a temperature setpoint (Tl, T2) ' and an output demand setpoint (Dl, D2) (see Figure 4) .
Multilevel Interfrrce
The multilevel interface used by subjects consists of 4 windows, illustrated in Figures 1 to 4, each corresopnding to one level of the AH (for a more detiiled description of how the interface was design and how it works, see Rasmussen, 1990 and Pawl,& & Vicente, 1996, respectively) . The Settings window only displays the state of the components. The Flows window only indicates the state of the functions that each component is intended to satisfy. The Principles window represents each reservoir in terms of a mass ' and energy bal'ance using emergent features displays. The Goals window only shows the state of the goal variables, reservoir temperature and output demand. Subjects had to view only one window at a time but could switch freely between windows. The fifth level of the AH, Form, was not included in this interface because a live video feed would be required to display the location aid appearance of the equipment.
Introductory Sessions
During the fist session, each of six subjects (primarily male engineering graduate students) was presented with a description of the experiment, and a technical description of DURESS 11. During the second session, subjects were provided with an expkanation of the interface.
Tmk
On subsequent days, subjects were required to start up the system for each experimental trial. This required that the system be brought from a shut-down state to a steady-state condition, meeting the pre-defined temperature and outflow demand goals. For all trials, steady-state was defined as having maintained the system goals (temperature and outflow demand, 
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see Figure 4 ) for both reservoirs for 5 consecutive minutes. There were three trial types: normal, routine fault, and nonroutine fault. During normal trials, the system operated according to a physical model based on conservation laws. During routine fault trials, a simple fault occurred (e.g., reservoir leak). During non-routine fault trials, a simulated complex fault occurred. If subjects had not achieved steady state within 30 minutes, the trial was terminated by the experimenter. If subjects performed actions that damaged system components then the system "blew up" and the trial was automatically terminated. Several trials were presented to each subject on each day. In sum, each subject was required to control the system for about an hour per weekchy for approximately one month, for a total of 67 trials.
Performance Measures
There were two primary sources of data: a log of subjects' actions and system variables, and verbal protocols collected during fault trials.
RESULTS
Four multiple, linear regression analyses were conducted to determine which attention allocation measures predicted subjects' performance in normal or fault trials. One analysis was conducted for each of the fcdlowing measures: noimal trid completion time, fault detection time, fault diagnosis accuracy, and fault compensation time. A total of 14 attention allocation measures were used as predictors in each analysis. For each window, the following attention allocation measures were included: Frequency of Visits, Relative Frequency of Visits, Dwell Time, and Relative Dwell Time (because of missing data, Dwell Time and Relative Dwell Time for the Flows window were omitted). Frequency of Visits measured the average number of visits per minute to each window for each trial for each subject. Dwell Time measured the average time spent per visit to each window for each trial for each subject. Frequency of Visits were normalized for each window for each subject by dividing by overall Frequency for each subject aid each trial. We also conducted (analyses on normalized Dwell Time. For each window, Relative Dwell Time was calculated as the ratio of Dwell Time in that window to overall Dwell Time for each trial for each subject. Only variables significant at the p < 0.05 level were entered into the regressions. All Rsquared values refer to cumulative model R-squared. The primary question of interest is the proportion of variance accounted for by the predictor v(aiables, not the precise quantitative parameters in the regression equations. Thus, only the results relevant to this question are presented below.
Normul Triul Completion Time
Completion times measured the time that subjects took to bring the system from a shut-down to a steady-state condition. Blowup trials were counted as missing data. In order not to further reduce the number of data points, a conservative completion time of 30 minutes was recorded for timeouts. asymptotic performance on normal trials, a stepwise linear regression was performed with &t? from the last 10 normal trials. Only one variable entered into the model:
To study the relationship between attention allocation and The (negative) predictor was Relative Frequency of Visits to Principles (F(1, 58) = 15.77, R-squared = 0.21, p = 0.0002). The more often subjects visited Principles (Figure 3) , the faster their performance on normal trials.
Fuult Detection T i m
The regression analyses failed to indicate any significant linear relationship between attention allocation strategies and fault detection time.
Fuult Diugnosis Accurucy
To study the relationship between attention allocation and diagnosis, a stepwise linear regression for fault diagnosis accuracy was perfonned for all fault trials. Diagnosis accuracy was extracted from the verbal protocols based on a method used by Pawlak & Vicente (1996) . Ekch attempt at diagnosis was assigned 'an accuracy score, from 0 to 3. The highest level of diagnosis made for a particular fault trial was recorded as the Diagnosis Score for that fault.
linear regression was performed on data for all faults, using attention allocation measures from the corresponding fault trials. Two variables entered into the model: (Figure 3) , the more accurate their diagnosis scores.
Fuult Compensation Tirlws
To study the relationship between attention allocation and fault compensation performance, a stepwise linear regression for trial completion time was performed for all fault trials. Trial was added a s a predictor to see if the vcariiance in times was due to idiosyncratic trial effects rather th' an systematic strategy differences. Type was also added (as a dummy variable) to distinguish non-routine from routine fault trials. Three variables entered into the model:
The first (positive) predictor was Dwell Time in Principles (F(1,45) = 20.00, R-squared = 0.31, p = 0.000 1 ). The second (positive) predictor was fault Type (F(2,
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regression analyses, emphasizing the significant role of functional levels of the AH. For normal trial completion times, Relative Frequency of Visits to Principles was the only significant predictor, accounting for 21 % of the variance. The more often subjects visited Principles, the faster their performance on normal trials. This is probably because the vertical lines showing the rate of ch'ange of mass and energy (see Figure 3) provided a useful cue for stabilizing mass and energy, which in turn stabilized temperature. The sooner subjects effectively stabilized the system, the quicker they would be able to complete the trial.
predictors: Relative Frequency of Visits to Flows ' and Frequency of Visits to Principles, accounting for 34% and 5% of the variance, respectively. Subjects who visited Flows and Principles more frequently exhibited more accurate diagnoses. Thus, these two levels of the AH, which contained functional information, helped subjects to trace through the multiple levels of abstraction until the source of the fault was identified.
For example, a heater failure can he best diagnosed by comparing the heater state in the Settings window with the heat transfer rate presented in the Flows window. The relationship that normally links these two v:uiables is violated in the case of a heater failure, so the functional information in the Flows window is essential for diagnosis. This result indicates that functional information is importmt for fault diagnosis performance (cf. Christoffersen et al., 1907) . For fault compensation times, three predictors were significant: Dwell Time in Principles, fault Type, and Trial number, accounting for 31%,9%, and 9% of the variance, respectively. The fault Type effect indicates that non-routine faults took longer to complete because tliey are more difficult than routine fault trials. The Trial effect indicates that triads occurring later in the experiment took less time to complete due to learning. The third, and most significant, effect indicates that subjects who dwelled less in Principles tended to compensate for faults more quickly. Thus, it seems that the faster subjects were able to exploit the emergent features in the Principles window (Figure 3) to extract information quickly.
For fault diagnosis accuracy, there were two significant CONCLUSIONS This study shows the importance of using the AH ;is a basis for interface design for process control systems. To merely complete the task, the only necessary windows are Settings and Goals. We know this because, in previous studies, subjects completed the sane tzsk using an interface which had only these two levels of abstraction (e.g., Pawlak & Vicente, 1996) . Subjects who were satisfied with merely completing the task allocated most of their attention to one of these windows, and most of their remaining attention to the other. In order to not only complete the task, but to complete it quickly, it was necessary to be able to control the system accurately. This required frequent visits to Principles, which allowed reliable stabilization of mass and energy, which in turn stzbilized temperature. Also, to accurately diagnose faults, it was necessary to be able to identify broken constraints. Most faults resulted in broken constraints that could be identitied by switching between Settings and Flows, or between Flows and Principles, making Flows a key window. Subjects who were good at diagnosis visited Flows regularly. Other subjects ignored Flows much of the time, because faults were uncommon, and because Flows were usually not relevant to the immediate goal of trial completion. Consequently, they did not perform as well at diagnosis.
In summary, these results provide specific evidence of the importance of functional information. Thus, they show the advantages of adopting the abstraction hierarchy as a basis for interface design rather than traditional interface practices which pay more attention to physical information alone.
