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AN UPPER BOUND FOR THE FIRST NONZERO STEKLOV
EIGENVALUE
XIAOLONG LI, KUI WANG, AND HAOTIAN WU
Abstract. Let (Mn, g) be a complete simply connected n-dimensional Riemannian man-
ifold with curvature bounds Sectg ≤ κ for κ ≤ 0 and Ricg ≥ (n − 1)Kg for K ≤ 0. We
prove that for any bounded domain Ω ⊂ Mn with diameter d and Lipschitz boundary, if
Ω∗ is a geodesic ball in the simply connected space form with constant sectional curvature
κ enclosing the same volume as Ω, then σ1(Ω) ≤ Cσ1(Ω
∗), where σ1(Ω) and σ1(Ω
∗) denote
the first nonzero Steklov eigenvalues of Ω and Ω∗ respectively, and C = C(n, κ,K, d) is an
explicit constant. When κ = K, we have C = 1 and recover the Brock-Weinstock inequal-
ity, asserting that geodesic balls uniquely maximize the first nonzero Steklov eigenvalue
among domains of the same volume, in Euclidean space and the hyperbolic space.
1. Introduction
Let (Mn, g) be a complete Riemannian manifold of dimension n and Ω ⊂ Mn be a
bounded domain with Lipschitz boundary. The Steklov eigenvalue problem is to find a
solution u of the boundary value problem{
∆u = 0 in Ω,
∂u
∂ν = σu on ∂Ω,
where ∆ denotes the Laplace-Beltrami operator, ν denotes the outward unit normal to
∂Ω, and σ is a real number. This problem was first introduced by Steklov [Ste02] in 1902
for bounded domains in the plane. The set of eigenvalues for the Steklov problem is the
same as that for the well-known Dirichlet-to-Neumann map, which maps f ∈ L2(∂Ω) to
the normal derivative on the boundary of the harmonic extension of f inside Ω. Since the
Dirichlet-to-Neumann map is a self-adjoint operator, it has a discrete spectrum given by
0 = σ0(Ω) < σ1(Ω) ≤ σ2(Ω) ≤ · · · → ∞.
The eigenfunctions of σ0(Ω) are the constant functions. The first nonzero eigenvalue σ1(Ω)
is characterized by the following Rayleigh quotient
σ1(Ω) = inf
{∫
Ω |∇u|2 dµg∫
∂Ω u
2 dAg
: u ∈W 1,2(Ω) \ {0},
∫
∂Ω
u dAg = 0
}
,(1.1)
where dµg is the volume form of g and dAg is the induced measure on ∂Ω.
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In 1954, Weinstock [Wei54] showed that the round disk uniquely maximizes σ1(Ω) among
simply connected planar domains with prescribed perimeter. This result was generalized to
arbitrary compact Riemannian surfaces by Fraser and Schoen [FS11] to obtain the upper
bound σ1(Ω)|∂Ω| ≤ 2pi(γ + k) for a surface of genus γ with k boundary components.
In higher dimensions, Bucur, Ferone, Nitsch and Trombetti [BFCT17] proved that the
ball uniquely maximizes σ1(Ω) among bounded open convex sets in R
n with prescribed
perimeter. The convexity assumption in the previous result is crucial. Indeed, for an
annulus B1(0)\Bε(0) with ε sufficiently small, its first nonzero Steklov eigenvalue is strictly
bigger than that of a ball with same volume, see [GP17]. Also, Fraser and Schoen [FS19]
have shown that the ball does not maximize σ1(Ω) among contractible domains in R
n with
prescribed perimeter. Moreover, they have given an explicit upper bound on σ1(Ω) for any
smooth domain in Rn in terms of its boundary perimeter (cf. [FS19, Section 2]).
When combined with the isoperimetric inequality, Weinstock’s theorem implies that the
round disk uniquely maximizes σ1(Ω) among all simply connected planar domains with fixed
area. In 2001, Brock [Bro01] generalized Weinstock’s result by removing any topological
or dimensional restriction. As a result, we have the Brock-Weinstock inequality, which
asserts that among domains in Rn with the same volume, the ball maximizes σ1(Ω), and
the equality occurs if and only if Ω is a ball. A sharp quantitative version of the Brock-
Weinstock inequality has been proved by Brasco, De Philippis and Ruffini [BDPR12].
The Brock-Weinstock inequality is related to two classic spectral inequalities: the Faber-
Krahn inequality, which asserts that the ball uniquely minimizes the first Dirichlet eigen-
value among domains with the same volume, and the Szego¨-Weinberger inequality stating
that among domains with the same volume, the ball uniquely maximizes the first nonzero
Neumann eigenvalue. It is well-known that the FaberKrahn inequality holds in any Rie-
mannian manifold in which the isoperimetric inequality holds, see [Cha84]. Also, the Sze¨go-
Weinberger inequality holds for domains in the hemisphere and in the hyperbolic space
[AB95]. Therefore, it is a natural question to extend the Brock-Weinstock inequality to
space forms and more general Riemannian manifolds.
Concerning the previous question, only a few results are known. In 1999, Escobar [Esc99]
generalized Weinstock’s theorem by proving that in a complete simply connected two-
dimensional manifold with constant Gaussian curvature, geodesic balls maximize σ1(Ω)
among bounded simply connected domains with fixed area. In the same paper, the author
obtained the more general eigenvalue comparison result: σ1(Ω) of any bounded simply con-
nected domain in a complete simply connected non-positively curved two-manifold is no
larger than that of a ball in R2 with the same area, and the equality holds only when the
domain is isometric to the round disk. In 2014, Binoy and Santhanam [BS14] proved that in
non-compact rank one symmetric spaces (including Euclidean space and hyperbolic space),
geodesic balls maximize σ1(Ω) among bounded domains of the same volume. Recently, a
stability result for the theorem of Binoy and Santhanam has been proved by Castillon and
Ruffini [CR16].
The main purpose of this paper is to give an upper bound for the first nonzero Steklov
eigenvalue of a bounded domain in a simply connected Riemannian manifold (Mn, g) with
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non-positive sectional curvatures. Throughout the paper, the function snκ is defined by
snκ(t) :=


1√
κ
sin(
√
κt), if κ > 0,
t, if κ = 0,
1√−κ sinh (
√−κt), if κ < 0.
(1.2)
We denote by Sectg and Ricg the sectional curvature and the Ricci curvature of g respec-
tively, and by diam(Ω) the diameter of Ω ⊂Mn.
The main theorem of this paper states the following.
Theorem 1.1. Let (Mn, g) be a complete simply connected Riemannian manifold of di-
mension n, and Ω ⊂ Mn be a bounded domain with Lipschitz boundary. Let Mκ be the n-
dimensional simply connected space form of constant sectional curvature κ, and Ω∗ be a geo-
desic ball inMκ having the same volume as Ω. If Sectg ≤ κ for κ ≤ 0, and Ricg ≥ (n−1)Kg
for K ≤ 0, then
σ1(Ω) ≤
(
snK(d)
snκ(d)
)2n−2
σ1(Ω
∗),(1.3)
where d = diam(Ω).
In Euclidean space or hyperbolic space, we have k = K and the constant factor in (1.3)
is 1. So Theorem 1.1 recovers the Brock-Weinstock inequality proved by Weinstock [Wei54]
and [Bro01] for Rn, and by Binoy and Santhanam [BS14] for Hn.
Corollary 1.2. In Euclidean space and hyperbolic space, geodesic balls uniquely maximize
the first nonzero Steklov eigenvalue among bounded Lipschitz domains with the same volume.
We note that Corollary 1.2 has been generalized to the Robin eigenvalues of the Laplacian
in non-positively curved space forms by the authors [LWW20].
On manifolds whose sectional curvatures are bounded from above by κ, where κ ≤ 0,
Binoy and Santhanam obtained a result (cf. [BS14, Theorem 1.2]) similar to Theorem 1.1.
The constant in their inequality depends on the manifold and the space form in comparison,
although in a rather non-transparent way. In contrast, the constant in our inequality 1.3
reveals the explicit dependency on the geometries.
When κ = 0, it is well-known that
σ1(Ω
∗) =
(
ωn
Vol(Ω)
)1/n
,
where ωn is volume of the unit ball in R
n. Then Theorem 1.1 gives the following explicit
estimate in a CartanHadamard manifold, i.e., a complete simply connected Riemannian
manifold with non-positive sectional curvature.
Corollary 1.3. Let (Mn, g) be a CartanHadamard manifold of dimension n, and Ω ⊂Mn
be a bounded domain with Lipschitz boundary. If Ricg ≥ (n− 1)Kg for K ≤ 0, then
σ1(Ω)Vol(Ω)
1/n ≤ ω1/nn
(
snK(d)
d
)2n−2
,
4 XIAOLONG LI, KUI WANG, AND HAOTIAN WU
where d = diam(Ω).
To conclude this section, we mention several other aspects of the first nonzero Steklov
eigenvalue σ1(Ω). First of all, the question of finding a metric on Ω maximizing σ1(Ω)|∂Ω|
has received considerable attention in recent years since the remarkable paper by Fraser and
Schoen [FS16], in which the authors developed the theory of extremal metrics for Steklov
eigenvalues via its connection to the free boundary minimal surfaces. Secondly, finding
a lower bound for σ1(Ω) in terms of the geometric data of Ω is also an interesting ques-
tion. In this direction, Escobar [Esc97] proved that for an n-dimensional (n ≥ 3) compact
smooth Riemannian manifold with boundary, which has non-negative Ricci curvature and
the principal curvatures of the boundary bounded below by c > 0, the first nonzero Steklov
eigenvalue is greater than or equal to c/2. Escobar then conjectured in [Esc99] that the
sharp lower bound is c with the equality being true only on isometrically Euclidean balls
with radius 1/c. Recently, Xia and Xiong [XX19] settled Escobar’s conjecture under the
stronger assumption of non-negative sectional curvature. Lastly, σ1(Ω) is closely related to
the first nonzero Laplace eigenvalue of ∂Ω. We refer the reader to the papers by Wang and
Xia [WX09], Karpukhin [Kar17], Xiong [Xio18], Xia and Xiong [XX19] for recent develop-
ments.
This paper is organized as follows. In Section 2, we set up the notation and recall some
facts on the eigenfunctions for the first nonzero Steklov eigenvalue on space forms. Section 3
contains results on spherical symmetrizations and the comparison of isoperimetric profiles.
We prove Theorem 1.1 in Section 4.
Acknowledgements. We thank Professors Richard Schoen, Lei Ni and Zhou Zhang for
their encouragement and support. K. Wang is partially supported by NSFC No.11601359;
H. Wu is supported by ARC Grant DE180101348. Both K. Wang and H. Wu acknowledge
the excellent work environment provided by the Sydney Mathematical Research Institute.
2. Preliminaries
For any bounded Lipschitz domain Ω ⊂ M := Mn, we denote by |Ω| and |∂Ω| the n-
dimensional volume of Ω and the (n−1)-dimensional Hausdorff measure of ∂Ω respectively,
each taken with respect to the Riemannian metric g on M . Let (Mκ, gκ) denote the n-
dimensional complete simply connected space form of constant sectional curvature κ, and
Ω∗q be a geodesic ball in Mκ centered at q and satisfying |Ω∗q |κ = |Ω|, where |Ω∗q |κ is the
n-dimensional volume of Ω∗ with respect to gκ.
2.1. Steklov eigenfunctions on space forms. In this subsection, we collect some known
facts on the Steklov eigenfunctions corresponding to σ1(Ω
∗
q). Let R0 be the radius of the
geodesic ball Ω∗q in Mκ, and (r, θ) be the polar coordinates centered at q. Recall that the
eigenfunctions on Ω∗q corresponding to σ1(Ω∗q) are given by
ui(r, θ) = F (r)ψi(θ), 1 ≤ i ≤ n,
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where ψi(θ) are linear coordinate functions restricted to S
n−1, and F (r) solves the following
ODE initial value problem
F ′′(r) + (n − 1)sn
′
κ(r)
snκ(r)
F ′(r)− n− 1
sn2κ(r)
F (r) = 0, F (0) = 0, F ′(0) = 1.(2.1)
Then F > 0 on (0,∞) by the maximum principle. Also, F ′(r) > 0 on (0,∞). Indeed, using
(2.1), we calculate
(
snn−1κ F
′)′ = snn−1κ F ′′ + (n− 1)snn−2κ sn′κF ′
= snn−1κ (n− 1)
(
−sn
′
κF
′
snκ
+
F
sn2κ
+
sn′κF ′
snκ
)
= (n− 1)snn−3κ F
> 0.
So then snn−1κ (r)F ′(r) > snn−1κ (0)F ′(0) = 0, implying that F ′(r) > 0 on (0,∞). It is
straightforward to check that σ1(Ω
∗
q) = F
′(R0)/F (R0) is the minimal value of the quotient
Q(ϕ) =
∫ R0
0
(
(ϕ′(r))2 + n−1
snn−1κ (r)
ϕ2(r)
)
snn−1κ (r) dr
ϕ2(R0)sn
n−1
κ (R0)
with ϕ(0) = 0.
By calculating the first derivatives and using the differential equation (2.1), we have the
following monotonicity results.
Proposition 2.1. Let F (r) be the function defined in equation (2.1). Define
G(r) := (F 2(r))′ +
(n− 1)sn′κ(r)
snκ(r)
F 2(r),(2.2)
H(r) := (F ′(r))2 +
n− 1
sn2κ(r)
F 2(r).(2.3)
Then G is non-negative and non-decreasing on [0,∞) for all κ ∈ R, and H is non-negative
and non-increasing on [0,∞) provided that κ ≤ 0.
Proof. The functions G and H are non-negative on [0,∞) since F is non-negative and
increasing on [0,∞).
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Using equation (2.1), we calculate on (0,∞) that
G′(r) = 2FF ′′ + 2(F ′)2 + (n− 1)
(
2
sn′κ
snκ
FF ′ +
sn′′κ
snκ
F 2 − (sn
′
κ)
2
sn2κ
F 2
)
= 2F
(
−(n− 1)sn
′
κ
snκ
F ′ +
n− 1
sn2κ
F
)
+ 2(F ′)2
+ (n− 1)
(
2
sn′κ
snκ
FF ′ +
sn′′κ
snκ
F 2 − (sn
′
κ)
2
sn2κ
F 2
)
= 2(F ′)2 +
(n− 1)F 2
s2κ
(
2 + snκsn
′′
κ − (sn′κ)2
)
= 2(F ′)2 +
(n− 1)F 2
sn2κ
≥ 0,
where in the last equality we used the identity snκsn
′′
κ − (sn′κ)2 = −1 for all κ ∈ R. Thus,
G is non-decreasing on (0,∞).
Likewise, we have on (0,∞) that
H ′ = 2F ′F ′′ − 2(n − 1)sn
′
κ
sn3κ
F 2 +
2(n − 1)
sn2κ
FF ′
= 2F ′
(
−(n− 1)sn
′
κ
snκ
F ′ +
n− 1
sn2κ
F
)
− 2(n − 1)sn
′
κ
sn3κ
F 2 +
2(n− 1)
sn2κ
FF ′
= −2(n− 1)
sn3κ
(
sn′κsn
2
κ(F
′)2 − 2snκFF ′ + sn′κF 2
)
≤ −2(n− 1)
sn3κ
(
sn2κ(F
′)2 − 2snκFF ′ + F 2
)
= −2(n− 1)
sn3κ
(
snκF
′ − F )2
≤ 0,
where in the first inequality we used sn′κ(r) ≥ 1 for κ ≤ 0. Thus, H is non-increasing on
(0,∞). 
3. Spherical symmetrizations and isoperimetric inequality
We recall the definitions of spherical symmetrizations. For any non-negative real-valued
function f defined on a bounded domain Ω ⊂ M , the measure of the super-level sets of f
is defined by
µf (t) := |{x ∈ Ω : f(x) > t}|.
Let rq(x) = distκ(q, x) be the distance function on the space form Mκ and Bq(r) be the
geodesic ball centered at q with radius r in Mκ.
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Definition 3.1. Let Ω ⊂M be a bounded domain and f be a non-negative integrable real-
valued function defined on Ω. The spherical decreasing and increasing symmetrizations of
f , denoted by f∗(x) and f∗(x) respectively, are radial functions defined on Ω∗q by
f∗(x) := sup {t : µf (t) ≥ |Bq(rq(x))|κ}
and
f∗(x) := sup
{
t : µf (t) ≥ |Ω∗q|κ − |Bq(rq(x))|κ
}
,
where Ω∗q is the geodesic ball in Mκ centered at q satisfying |Ω∗q |κ = |Ω|.
The Ls-norm (s ≥ 1) is invariant under spherical symmetrizations.
Proposition 3.1. For any s ≥ 1, we have
||f(x)||Ls(Ω) = ||f∗(x)||Ls(Ω∗q) = ||f∗(x)||Ls(Ω∗q).(3.1)
Proof. See [Ede17, Proposition 2.2]. 
For any p ∈M , let ηp : [0,∞)→ [0,∞) be the radial function defined by
|Bq(ηp(r))|κ = |Bp(r)|.(3.2)
Clearly, ηp is monotone non-decreasing in r. The volume comparison theorem for Sectg ≤ κ
implies that ηp(r) ≥ r.
We first prove a center of mass result.
Lemma 3.1. Assume that (Mn, g) is complete simply connected with Sectg ≤ κ for κ ≤ 0,
and Ω ⊂ Mn is any bounded domain. Then there exists a point p ∈ hull(Ω), the closed
geodesic convex hull of Ω, such that∫
∂Ω
(F ◦ ηp ◦ rp)(x)
exp−1p (x)
rp(x)
dAg = 0,
where F is defined in equation (2.1), rp(x) = distg(p, x), and exp
−1
p (x) denotes the inverse
of the exponential map expp : TpM
n →Mn.
Proof. The proof is similar to [Ede17, Lemma 4.1]. Define the vector field
X(p) =
∫
∂Ω
(F ◦ ηp ◦ rp)(x)
exp−1p (x)
rp(x)
dAg.
Then the integral curves of X defines a mapping from hull(Ω) to itself. Since hull(Ω) is
convex and contained in the injectivity radius, hull(Ω) is a topological ball and thus X must
have a zero by the Brouwer fixed point theorem. 
The spherical symmetrizations of monotone radial functions have the following properties.
Lemma 3.2. Assume f(r) is a non-negative function on [0,∞).
(1) If f(r) is non-decreasing, then for y ∈ Ω∗q
(f ◦ ηp ◦ rp)∗ (y) ≥ f(rq(y)).(3.3)
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(2) If f(r) is non-increasing, then for y ∈ Ω∗q
(f ◦ ηp ◦ rp)∗ (y) ≤ f(rq(y)).(3.4)
Proof. It follows from the definitions of ηp and spherical symmetrizations that
(f ◦ ηp ◦ rp)∗ (y) = f(ηp(r1)),(3.5)
where r1 satisfies |Bq(rq(y))|κ = |Bp(r1)
⋂
Ω| ≤ |Bq(ηp(r1))|κ. So then
rq(x) ≤ ηp(r1),
which implies (3.3) since f is non-decreasing.
The proof of (3.4) is similar as that of (3.3) and we omit the details. 
We now prove a comparison result for isoperimetric profiles.
Lemma 3.3. Assume that (Mn, g) is complete simply connected with Sectg ≤ κ for κ ≤ 0.
Fix p ∈Mn and define an isoperimetric profile IM : [0,∞)→ R+ by
IM (t) := Area
(
∂Br(t)(p)
)
,
where r(t) is so defined that Vol(Br(t)(p)) = t. Then
(3.6) IM (t) ≥ IMκ(t).
Proof. Let r1 and r2 satisfy
t =
∫
Sn−1
∫ r1
0
J(r, θ) dr dθ = nωn
∫ r2
0
Jκ(r) dr.
Since Sectg ≤ κ, we have the following comparisons
J(r, θ) ≥ Jκ(r) and J
′(r, θ)
J(r, θ)
≥ J
′
κ(r)
Jκ(r)
.(3.7)
Then from the definitions of r1 and r2, we have r1 ≤ r2. By direct calculation,
I ′M (t) =
∫
Sn−1
J ′(r1, θ) dθ∫
Sn−1
J(r1, θ) dθ
≥
∫
Sn−1
J ′κ(r1)
Jκ(r1)
J(r1, θ) dθ∫
Sn−1
J(r1, θ) dθ
=
J ′κ(r1)
Jκ(r1)
≥ J
′
κ(r2)
Jκ(r2)
,
where we used the comparison (3.7) in the first inequality and r1 ≤ r2 in the last inequality.
Similar calculation shows that
I ′Mκ(t) =
J ′κ(r2)
Jκ(r2)
.
Therefore, we have
I ′M (t)− I ′Mκ(t) ≥ 0,
thus implying the lemma. 
The next lemma estimates the derivative of ηp(r) in terms of the curvatures and the
diameter of Ω.
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Lemma 3.4. Assume that (Mn, g) is complete simply connected with Sectg ≤ κ for κ ≤ 0
and Ricg ≥ (n − 1)Kg for K ≤ 0. Then for all r ∈ (0, d], where d = diam(Ω), we have
η′p(r) ≥ 1,(3.8)
max
{
η′p(r),
snκ
(
ηp(r)
)
snκ(r)
}
≤
(
snK(d)
snκ(d)
)n−1
.(3.9)
Proof. We write ηp as η for short.
Since η′(r) = d|Br |dr
dη(r)
d|Br | , we have
η′(r) =
|∂Br|
m′κ
(
m−1κ (|Br|)
) ,
where mκ(r) = |Br|κ. By the definition (3.2) of η(r), we see that η(r) = m−1κ (|Br|). So
then
m′κ
(
m−1κ (|Br|)
)
= m′κ(η(r)) = |∂Bη(r)|κ,
which gives
η′(r) =
|∂Br|
|∂Bη(r)|κ
.
Since Sectg ≤ κ, then from the isoperimetric inequality (3.6), we deduce
|∂Bη(r)|κ ≤ |∂Br|,
thus proving (3.8).
Inequality (3.9) has been proven in [Ede17, page 863]. We give a different proof here.
Since η(r) ≥ r, we have
η′(r) =
|∂Br|
|∂Bη(r)|κ
≤ |∂Br||∂Br|κ ≤
|∂Br|K
|∂Br|κ ≤
(
snK(d)
snκ(d)
)n−1
,(3.10)
where we have used the curvature condition Ricg ≥ (n − 1)Kg and the fact that snK(r)snκ(r) is
non-decreasing in r.
Using the isoperimetric inequality (3.6), we estimate that
snκ
(
η(r)
)
snκ(r)
=
( |∂Bη(r)|κ
|∂Br|κ
) 1
n−1
≤
( |∂Br|
|∂Br|κ
) 1
n−1
.
Since Ricg ≥ (n− 1)Kg, we have |∂B1| ≤ |∂Br|κ. Therefore, we get
snκ
(
η(r)
)
snκ(r)
≤
( |∂Br|K
|∂Br|κ
) 1
n−1
=
snK(r)
snκ(r)
≤ snK(d)
snκ(d)
(3.11)
where we have again used that snK(r)snκ(r) is non-decreasing in r. Then (3.9) follows from (3.10)
and (3.11).
Therefore, the lemma is proved. 
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4. Proof of Theorem 1.1
We divide the proof of Theorem 1.1 into four propositions, each of which gives a different
upper bound for σ1(Ω) and might be of independent interest.
From here on, we fix p ∈ hull(Ω) according to Lemma 3.1 so that
∫
∂Ω
exp−1p (x)
rp(x)
(
F ◦ ηp ◦ rp
)
(x) dAg = 0.(4.1)
We denote by (r, θ), where θ ∈ Sn−1, the polar coordinates centered at p and by J(r, θ)drdθ
the volume element at (r, θ). Then we have
exp−1p (x)
rp(x)
= (ψ1(θ), ψ2(θ), · · · , ψn(θ)),
where ψi(θ)’s are the restrictions of the linear coordinate functions on S
n−1. We define
vi := (F ◦ ηp ◦ rp)ψi(θ), 1 ≤ i ≤ n.
Then (4.1) is equivalent to
∫
∂Ω
vi dAg = 0, 1 ≤ i ≤ n.
Using vi’s as test functions for σ1(Ω), we obtain the following proposition.
Proposition 4.1. Assuming the hypotheses of Theorem 1.1, then
σ1(Ω) ≤
∫
Ω
(∣∣F ′(ηp(rp))η′p(rp)∣∣2 + n−1sn2κ(rp)F 2(ηp(rp))
)
dµg∫
∂Ω |F (ηp(rp))|2 dAg
.(4.2)
Proof. We write ηp and rp as η and r for short.
We denote by ∇Sn−1 the covariant derivative with respect to the standard metric on
the unit sphere Sn−1, and by ∇ the covariant derivative with respect to the metric g =
dr2 + gij(r, θ)dθ
idθj on M . Using
n∑
i=1
ψ2i = 1 and
n∑
i=1
|∇Sn−1ψi|2 = n− 1,
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we compute that
n∑
i=1
∫
Ω
|∇vi|2 dµg =
n∑
i=1
∫
Ω
|∇ (F (η(r))ψi)|2 dµg
=
n∑
i=1
∫
Ω
{∣∣F ′(η(r))η′(r)∣∣2 ψ2i + F 2(η(r))
J
2
n−1 (r, θ)
|∇Sn−1ψi|2
}
dµg
=
∫
Ω
{∣∣F ′(η(r))η′(r)∣∣2 + F 2(η(r)) n− 1
J
2
n−1 (r, θ)
}
dµg
≤
∫
Ω
{∣∣F ′(η(r))η′(r)∣∣2 + n− 1
sn2κ(r)
F 2(η(r))
}
dµg,(4.3)
where in the last step we used
J(r, θ) ≥ snn−1κ (r),
which follows from the Rauch comparison theorem. We also have
n∑
i=1
∫
∂Ω
v2i dAg =
n∑
i=1
∫
∂Ω
|F (η(r))|2ψ2i dAg =
∫
∂Ω
|F (η(r))|2 dAg.(4.4)
So using the averaging of Rayleigh quotients for vi, (4.3) and (4.4), we obtain
σ1(Ω) ≤
n∑
i=1
∫
Ω |∇vi|2 dµg
n∑
i=1
∫
∂Ω v
2
i dAg
≤
∫
Ω
(
|F ′(η(r))η′(r)|2 + n−1sn2κ(r)F
2(η(r))
)
dµg∫
∂Ω |F (η(r))|2 dAg
.
This proves the proposition. 
Proposition 4.2. Assuming the hypotheses of Theorem 1.1, then for functions G and H
defined in Proposition 2.1, there holds
σ1(Ω) ≤
(
snK(d)
snκ(d)
)2n−2 ∫
ΩH(ηp(rp)) dµg∫
ΩG(ηp(rp)) dµg
,(4.5)
where d = diam(Ω).
Proof. We write ηp and rp as η and r for short.
It follows from the definition (2.3) of H and the estimate (3.9) in Lemma 3.4 that∣∣F ′(η(r))∣∣2 (η′(r))2 + n− 1
sn2κ(r)
F 2(η(r))
≤ max
{
(η′(r))2,
sn2κ
(
η(r)
)
sn2κ(r)
}(∣∣F ′(η(r))∣∣2 + n− 1
sn2κ(η(r))
F 2(η(r))
)
≤
(
snK(d)
snκ(d)
)2n−2
H(η(r)).(4.6)
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We estimate the boundary integral.∫
∂Ω
F 2(η(r)) dAg
≥
∫
∂Ω
F 2(η(r))〈∇r, ν〉 dAg
=
∫
Ω
div
(
F 2(η(r))∇r) dµg
=
∫
Ω
{
(F 2)′(η(r))η′(r) + F 2(η(r))∆r
}
dµg
≥
∫
Ω
{
(F 2)′(η(r))η′(r) +
(n− 1)sn′κ(r)
snκ(r)
F 2(η(r))
}
dµg
=
∫
Ω
{
(F 2)′(η(r))η′(r) +
(n− 1)sn′κ(η(r))
snκ(η(r))
F 2(η(r))
snκ(η(r))
sn′κ(η(r))
sn′κ(r)
snκ(r)
}
dµg
≥
∫
Ω
{
(F 2)′(η(r)) +
(n − 1)sn′κ(η(r))
snκ(η(r))
F 2(η(r))
}
dµg
=
∫
Ω
G(η(r)) dµg ,(4.7)
where the last equality follows from the definition (2.2) of G, in the first inequality we
used |∇r| = 1, in the second inequality we used the Laplacian comparison theorem for the
distance function, and in the last inequality we used η′(r) ≥ 1 from Lemma 3.4 and
snκ(η(r))
sn′κ(η(r))
sn′κ(r)
snκ(r)
≥ 1,
which follows from η(r) ≥ r and that sn′κ(r)snκ(r) is monotonically decreasing in r.
The proposition follows by substituting (4.6) and (4.7) into (4.2). 
Let dµ denote the volume form with respect to gκ on the space form Mκ.
Proposition 4.3. Assuming the hypotheses of Theorem 1.1, then for functions g and h
defined in Proposition 2.1, there holds
σ1(Ω) ≤
(
snK(d)
snκ(d)
)2n−2 ∫
Ω∗q
H(rq) dµ∫
Ω∗q
G(rq) dµ
.(4.8)
Proof. Lemma 3.2 applies to functions g and h defined in Proposition 2.1. Setting f = G
in inequality (3.3) and f = H in inequality (3.4), and using Proposition 3.1, we obtain∫
Ω
H ◦ ηp ◦ rp dµg =
∫
Ω∗q
(H ◦ ηp ◦ rp)∗ dµ ≤
∫
Ω∗q
H(rq) dµ(4.9)
and ∫
Ω
G ◦ ηp ◦ rp dµg =
∫
Ω∗q
(G ◦ ηp ◦ rp)∗ dµ ≥
∫
Ω∗q
G(rq) dµ.(4.10)
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Assembling (4.5), (4.9) and (4.10) together, we conclude the proposition. 
Proposition 4.4. Assuming the hypotheses of Theorem 1.1, then
σ1(Ω
∗
q) =
∫
Ω∗q
H(rq) dµ∫
Ω∗q
G(rq) dµ
.(4.11)
Proof. Recall that F (r)ψi(θ), 1 ≤ i ≤ n, are the eigenfunctions for σ1(Ω∗q). It then follows
that
σ1(Ω
∗
q) =
∫
Ω∗q
(
|F ′|2(rq) + m−1sn2κ(rq)F
2(rq)
)
dµ∫
∂Ω∗q
F 2(rq) dA
=
∫
Ω∗q
H(rq) dµ∫
∂Ω∗q
F 2(rq) dA
,
where dA is the induced measure on ∂Ω∗q . Also recalling the definition (2.2) of G in Propo-
sition 2.1, then we have∫
∂Ω∗q
F 2(rq) dA =
∫
∂Ω∗q
〈F 2(rq)∇rq, ν〉 dA
=
∫
Ω∗q
div
(
F 2(rq)∇rq
)
dµ
=
∫
Ω∗q
(
(F 2)′ + F 2∆rq
)
dµ
=
∫
Ω∗q
(
(F 2)′ +
(n− 1)sn′κ
snκ
F 2
)
dµ
=
∫
Ω∗q
G(rq) dµ.
Therefore, we have proved the proposition. 
Proof of Theorem 1.1. Theorem 1.1 follows immediately from (4.8) and (4.11). 
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