In the paper, we establish necessary and sufficient conditions for two families of functions involving divided differences of the di-and tri-gamma functions to be completely monotonic. Consequently, we derive necessary and sufficient conditions for two families of functions involving the ratio of two gamma functions to be logarithmically completely monotonic. Furthermore, we deduce some inequalities for bounding the ratio of two gamma functions and divided differences of polygamma functions.
Introduction
Recall from [31, Chapter XIII] , [57, Chapter 1] and [60, Chapter IV] that a function f is said to be completely monotonic on an interval I if f has derivatives of all orders on I and (− ) n f (n) (x) ≥ for x ∈ I, n ≥ .
The celebrated Bernstein-Widder Theorem (see [57, Theorem 1.4] or [60, Theorem 12a] ) states that a function f(x) on [ , ∞) is completely monotonic if and only if there exists a bounded and non-decreasing function α(t) such that f(x) = ∫ ∞ e −xt dα(t) converges for x ∈ [ , ∞). This expresses the fact that a completely monotonic function f on [ , ∞) is a Laplace transform of the measure α.
Recall from [5, 40, 41] that a function f is said to be logarithmically completely monotonic on an interval I ⊆ ℝ if it has derivatives of all orders on I and its logarithm ln f satisfies
The terminology "logarithmically completely monotonic function" was first put forward in [5] without an explicit definition, but it seems to have been ignored by the mathematical community. Early in 2004, this notion was recovered in [41, 49] . Since the class of logarithmically completely monotonic functions is a subclass of completely monotonic functions, this definition is nontrivial and significant. For more information on the basic properties of logarithmically completely monotonic functions, please refer to [9, 17, 34, 40, 48, 50] and the references therein. Γ(x) and the polygamma functions ψ (i) (x) for i ∈ ℕ are a series of important special functions and have many active applications in many areas such as statistics, probability, number theory, theory of -matrices, graph theory, combinatorics, physics, engineering, and other mathematical sciences. In particular, the functions ψ(x), ψ ὔ (x) and ψ ὔὔ (x) for x > are, respectively, called the di-gamma, tri-gamma and tetra-gamma function, see [1, p. 260] and [10, p. 71] .
We now summarize several conclusions which have motivated this paper.
In the proof of [2, Theorem 4.8] , by establishing
for x > , where
the double inequality
was proved to be valid for x > if and only if α ≤ −n and β ≥ .
for x > was deduced and used in [6, Theorem 2.1] to prove
and c = .
. . . is the only positive zero of the di-gamma function ψ(x) on ( , ∞).
In [26] , the function
was verified to be completely monotonic on ( , ∞).
In [7, 
for x > and n ∈ ℕ, which may be rewritten more nicely as
In [4, Theorem 4.3] , inequality (1.3) was applied to provide a sharp and generalized version of (1.4) as follows. For < a < b ≤ ∞ and x ∈ (a, b), inequality (1.4) is valid with the best possible constant factors
where
In In [47, Theorem 3] , it was proved that the function
is completely monotonic on ( , ∞) if and only if λ ≤ .
In [25, Theorem 1] , the uniqueness of the nontrivially complete monotonicity of the function ∆ (x) was discovered.
In [14, Theorem 1] , it was proved that the function
on (−α, ∞) for real numbers s and t and α = min{s, t}, is either convex and decreasing for |t − s| < or concave and increasing for |t − s| > . In order to provide an alternative proof of [14, Theorem 1] , the function 
on (−α, ∞), is decreasing for |s − t| < and increasing for |s − t| > .
Motivated by the original, background, generalizations and applicability of these results, we infer that it may be reasonably interesting to consider a more general function
on (−α, ∞), where s and t are real numbers, α = min{s, t} and λ ∈ ℝ. The aim of this paper is to present necessary and sufficient conditions for the function ∆ s,t;λ (x) to be completely monotonic on (−α, ∞). Our main result is the following theorem. As an immediate consequence of the proof of Theorem 1.1, the following logarithmically complete monotonicity of a function involving the ratio of two gamma functions is deduced.
Theorem 1.2. For real numbers s, t, α = min{s, t} and λ, the function
on (−α, ∞), has the following logarithmically complete monotonicity: As a direct consequence of the proof of Theorem 1.1, the complete monotonicity can be summarized as follows.
Theorem 1.3. For real numbers s, t, α = min{s, t} and λ, the function
on (−α, ∞), has the following complete monotonicity: As applications of Theorems 1.2 and 1.3, some inequalities for the ratio of two gamma functions and divided differences of polygamma functions are derived as follows.
Theorem 1.4. For positive numbers a and b, the inequality
holds for < |b − a| < and reverses for |b − a| > . For < |b − a| < , the double inequality 
has the following properties: In the next section, we provide the proofs of the above theorems. In Section 3, we give some remarks on the above theorems, on several results related to inequality (1.5), and on the increasing property of ϕ(x) defined by (1.6).
Proofs of the theorems
Now we are in a position to prove the above theorems. 
Taking the logarithm of equation (2.1) and differentiating k ∈ ℕ times consecutively on both sides give
For s − t = ± , using (2.2), we have
.
As a result, the function ∆ s,s∓ ;λ (x) is completely monotonic if and only if λ < , and so is the function −∆ s,s∓ ;λ (x) if and only if λ > and ∆ s,s∓ ; (x) ≡ . For < |s − t| ̸ = , direct calculations and the use of (2.2) yield
From (1.1), it is easy to deduce that
for real numbers x > and ω > . For x > , it was shown in [1, 6.3.22] that
By virtue of formulas (2.4) and (2.5), it follows that 
A straightforward differentiation gives
Since the function sinh u u is even and increasing on (−∞, ∞) \ { }, we have
Hence, the function tanh((t−s)u/ ) (t−s) tanh(u/ ) on ( , ∞) is increasing for < |t − s| < and decreasing for |t − s| > . Thus, (1) the function θ s,t;λ (x) is completely monotonic on (−α, ∞) if either of the following holds: (i) < |t − s| < and λ ≤ , (ii) |t − s| > and λ ≤ |t−s| , (2) the function −θ s,t;λ (x) is completely monotonic on (−α, ∞) if either of the following holds: (iii) < |t − s| < and λ ≥ |t−s| , (iv) |t − s| > and λ ≥ . Further, since the product of any finitely many completely monotonic functions is still completely monotonic and the function (x+s)(x+t) is completely monotonic, we have that the function ∆ s,t;λ (x) − ∆ s,t;λ (x + ) is completely monotonic on (−α, ∞) under the above condition (i) or (ii) and the function ∆ s,t;λ (x + ) − ∆ s,t;λ (x) is completely monotonic on (−α, ∞) under the above condition (iii) or (iv).
For x > and k ∈ ℕ, it was listed in [1, 6.4.1] that
This implies lim x→∞ ψ (k) (x) = , and so
for k ∈ ℕ and x ∈ (−α, ∞). Thus, by virtue of the mathematical induction and the verified fact that
it follows that
s,t;λ (x + ) . . . 
can be derived easily for k ∈ ℕ on ( , ∞). See [15, 
If the function ∆ s,t;λ (x) is completely monotonic on (−α, ∞), then ∆ s,t;λ (x) ≥ on (−α, ∞), which is equivalent to
as x → ∞, by making use of the mean value theorem for the derivative and (2.6), where ξ is between s and t.
On the other hand, since lim x→ 
So,
As a result, the necessity for the function ∆ s,t;λ (x) to be completely monotonic on (−α, ∞) is proved. The other proofs are similar and so omitted.
Proof of Theorem 1.2. For the case t − s = , it is easy to see that
Therefore, the logarithmically complete monotonicity of the function H s,s+ ;λ (x) = H s+ ,s;λ (x) is proved. For s = t, it is equivalent to showing the logarithmically complete monotonicity of the function
, which is a direct consequence of the complete monotonicity of the function
on ( , ∞), whose sufficiency has been verified in the proof of Theorem 1.1. In order to show the necessity, it is sufficient to deduce λ ≤ from the positivity of function (2.8), which is equivalent to
as x → ∞, by making use of (2.6). For < |t − s| ̸ = , taking the logarithm of H s,t;λ (x) and differentiating yields [ln H s,t;λ (x)] ὔ = θ s,t;λ (x), where θ s,t;λ (x) is the function defined in (2.3). Hence, the function H s,t;λ (x) is logarithmically completely monotonic on (−α, ∞) when the condition (iii) or (iv) in the proof of Theorem 1.1 is satisfied, and so is the function [H s,t;λ (x)] − when the condition (i) or (ii), on the same proof, is satisfied.
If the function H s,t;λ (x) is logarithmically completely monotonic on (−α, ∞), then θ s,t;λ (x) ≤ on (−α, ∞), which can be rewritten as
It is easy to see that
by (2.6) for k = . On the other hand, if without loss of generality it is assume t > s, then
by virtue of (2.7). Consequently, the necessity for the function H s,t;λ (x) to be logarithmically completely monotonic on (−α, ∞) is verified. The other proofs are similar, and so we omit them.
Proof of Theorem 1.3 . This is just the property of the function θ s,t;λ (x) in the proof of Theorem 1.1.
Proof of Theorem 1.4. In [59] , the asymptotic relation
was obtained for real s and x. This implies that
As a result, from the fact that on (−α, ∞), the function H s,t; (x) is increasing for < |t − s| < and decreasing for |t − s| > , it is deduced that on (−α, ∞), the inequality
holds for < |t − s| < and reverses for |t − s| > . Letting x + s = a and x + t = b in the above inequality gives
which is equivalent to (1.11) . By the definition of logarithmically completely monotonic functions and the fact (see [13, p. 98] or [50, p. 82] ) that a completely monotonic function which is non-identically zero cannot vanish at any point on ( , ∞), it is easy to see that when < |t − s| < and for k ∈ ℕ, the inequality
holds if and only if λ ≥ |t−s| and reverses if and only if λ ≥ . Inequality (2.9) can be rewritten as
Consequently, using the complete monotonicity of θ s,t;λ (x) or the logarithmically complete monotonicity of H s,t;λ (x) implies that on (−α, ∞), the double inequality
holds either for < |t − s| < if and only if τ ≥ |t−s| and β ≤ or for |t − s| > if and only if β ≤ |t−s| and τ ≥ . Replacing x + s and x + t by a and b, respectively, in (2.10) leads to (1.12).
Proof of Theorem 1.5. An easy calculation yields that for s ̸ = t,
where ∆ s,t;λ (x) is defined by (1.9). As a result, the convexity and concavity of the function z s,t;λ (x) are obtained by using Theorem 1.1.
Remarks
After proving our main theorems, we state several remarks about them. Γ(x+t) on (−t, ∞) is increasingly convex for s − t > and increasingly concave for < s − t < . This generalizes and extends the main results in [28] . For detailed information, please refer to [54, Remarks 14 and 17] about the paper [28] . For detailed information on inequality (3.1), see [58] or [38 In [3] , the function ϕ(x) defined by (1.6) was proved to be strictly increasing on ( , ∞) and In [18] , among other things, the function ϕ(x) was proved to be strictly increasing and concave on ( , ∞), with lim x→ + ϕ(x) = −γ and limit (3.3).
Remark 3.5. After the monotonicity and convexity of function (1.7) were perfectly procured in [14, Theorem 1], several alternative proofs were supplied in [11, 20, 21, 44, 51] . The investigation of function (1.7) has a long history dated from [28, 29, 58] . For more information on this topic, please refer to the expository and survey articles [38, 54] and a lot of references therein. Remark 3.6. Some logarithmically completely monotonic functions similar to (1.10) have been found in [16, 36, 43, 53] and the references therein.
Some inequalities similar to (1.11) or (1.12) have been established in [32, 37, 42, 43, 53] and closely related references therein.
For more information on this topic, please refer to the newly published papers [39, 55] , the expository and survey article [38, 54] and plenty of references therein.
Remark 3.7. The preprint [41] has been extended, revised, split, and formally published as [40, 48] .
Remark 3.8. This paper is a simplified and revised version of the preprint [45] .
