The problem of missing values in multivariable time series is a key challenge in many applications such as clinical data mining. Although many imputation methods show their effectiveness in many applications, few of them are designed to accommodate clinical multivariable time series. In this work, we propose a multiple imputation model that capture both crosssectional information and temporal correlations. We integrate Gaussian processes with mixture models and introduce individualized mixing weights to handle the variance of predictive confidence of Gaussian process models. The proposed model is compared with several state-of-the-art imputation algorithms on both real-world and synthetic datasets. Experiments show that our best model can provide more accurate imputation than the benchmarks on all of our datasets.
I. INTRODUCTION
The computational modeling in clinical applications attracts growing interest with the realization that the quantitative understanding of patient pathophysiological progression is crucial to clinical studies [1] . With a comprehensive and precise modeling, we can have a better understanding of a patient's state, offer more precise diagnosis and provide better individualized therapies [2] . Researchers are increasingly motivated to build more accurate computational models from multiple types of clinical data. However, missing values in clinical data challenge researchers using analytic techniques for modeling, as many of the techniques are designed for complete data.
Traditional strategies used in clinical studies to handle missing values include deleting records with missing values and imputing missing entries by mean values. However, deleting records with missing values and some other filtering strategies can introduce biases [3] that can impact modeling in many ways, thus limiting its generalizability. Mean imputation is widely used by researchers to handle missing values. However, it is shown to yield less effective estimates than many other modern imputation techniques [4] - [7] , such as maximum likelihood approaches and multiple imputation methods (e.g. multiple imputation by chained equations (MICE) [8] ). The maximum likelihood and multiple imputation methods are based on solid statistical foundations and has become standard in the last few decades [9] , [10] .
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Multiple imputation is originally proposed by Rubin [11] and with the idea of replacing each missing value with multiple estimates that reflect variation within each imputation model. The classic multiple imputation method treats the complete variables as predictors and incomplete variables as outcomes, and uses multivariate regression models to estimate missing values [12] , [13] . Another imputation approach relies on chained equations where a sequence of regression models is fitted by treating one incomplete variable as the outcome and other variables with possible best estimates for missing values as predictors [14] - [16] . Multiple imputation has its success in healthcare applications, where many imputation methods are based on multiple imputation [17] - [23] .
In recent years, additional imputation methods are proposed. Although many imputation methods [7] , [8] , [14] , [24] - [28] show their effectiveness in many applications, few of them are designed for time series-based clinical data. These clinical data are usually multivariable time series, where patients have measurements of multiple laboratory tests at different times. Many methods are designed for cross-sectional imputation (measurements taken at the same time point) and do not consider temporal information that is useful in making predictions or imputing missing values. Ignoring informative temporal correlations and only capturing cross-sectional information may yield less effective imputation.
In order to address the limitations mentioned above, we present a mixture-based multiple imputation model (MixMI) for clinical time series 1 . Our model captures both crosssectional information and temporal correlations to estimate missing values using mixture models. We model the distribution of measurements using a mixture model. The mixture is composed of linear regression to model cross-sectional correlations and Gaussian processes (GPs) to capture temporal correlations. The problem of integrating GP within a standard mixture model is that GP models in all patient cases get the same mixing weights, while the confidence of predictions by GP models can vary largely across different patient cases. We overcome this problem by introducing individualized mixing weights for each patient cases, instead of assigning a fixed weight. We train our model using the Expectation-Maximization (EM) algorithm. We demonstrate the effectiveness of our model by comparing it with several state-of-the-art imputation algorithms on multiple clinical datasets.
Our main contributions are summarized as follows. 1. To the best of our knowledge, we are the first to build imputation model for time series by integrating GP within mixture models. We address the problem that all GP models in all patient cases get a fixed mixing weight by introducing individualized mixing weights.
2. We test the performance of our model on two real-world clinical datasets and several synthetic datasets. Our best model outperforms all comparison models including several state-ofthe-art imputation models. Using synthetic datasets, we also explore and discover the properties of the data that benefit our model and/or comparison models. Experiments show that our best model is robust to the variation of these properties and outperforms comparison models on all synthetic datasets.
The remainder of this paper is structured as follows. Section II discusses related work while in Section III, the proposed method is described. The experimental setup, including dataset collection and evaluation procedure, is described in Section IV. Section V discusses the computational results and underlying analyses. The conclusions are drawn in Section VI.
II. RELATED WORK
Research in designing imputation methods for multivariable time series attracts growing interest in recent decades. Previous studies generally fall into two categories. One comes from methods using linear or other simple parametric functions to estimate missing values. The other is the methods treating time series as smooth curves and estimating missing values using GP or other nonparametric methods.
In the first category, multivariable time series are modeled based on either linear models [29] , linear mixed models [30] , [31] or autoregressive models [32] , [33] . However, in these methods, the potential trajectories of variables are only limited to linear or other simple parametric functions. Alternatively, many authors choose GPs or other nonparametric functions to model time series. Compared to linear models, GPs only have locality constraints in which close time points in a time series usually have close values. Therefore, GPs bring in more flexibility in capturing temporal trajectories of variables.
However, directly applying GPs on imputation for multivariable time series usually yields less effective imputation due to the lack of considerations for the similarities and correlations across time series. Futoma et al. [34] extends the GP-based approach to imputation in the multivariable setting by applying the multi-task Gaussian Processes (MTGP) prediction [35] . However, the quality of estimating missing values relies on the estimation of covariance structure among variables when using MTGP or other multi-task functional approaches [36] - [38] . To make a confident estimation of the covariance, a large amount of time points with shared observations of these variables are often required by these multi-task approaches [35] , [39] . Due to the fact that many patients only have records with a limited number of time points, time series of inpatient clinical laboratory tests fall short of such a requirement. Hori et al. [40] extend MTGP to imputation on multi-environmental trial data in a third-order tensor. However, this approach is not applicable to clinical data with a large number of patients, since the covariance matrix of observed values needs to be computed together with its inverse, which is intractable for our datasets.
Recently, Luo et al. [41] explore the application of GPs in clinical data and propose an algorithm, 3-dimensional multiple imputation with chained equations (3D-MICE), that combines the imputation from GP and traditional MICE based on weighting equations. However, the weighting equations are calculated only based on the standard deviations of GP and MICE predictions for missing values. The weighting strategy is static and not optimized. We postulate that calculating weights through an optimization problem can help to improve the imputation quality. In our work, instead of the predictive mean matching used in [41] , we choose linear regression as one component of our model. Our model is also based on a statistical model and thus statistically justified which is not the case for [41] .
The mixture model proposed in this work differs from the mixtures of Gaussian processes (MGP) [42] in several ways. The mixing components in our model are not limited to Gaussian process, thus bringing in possibilities of capturing correlations with various choices of parametric functions. More importantly, our model is designed for multivariable time series and captures both temporal and cross-sectional correlations. The latter is ignored in [42] when MGP is applied to multivariable time series, which yields less effective predictions since some clinical tests have strong cross-sectional relations. Without a Gaussian process component, the standard Gaussian mixture model (GMM) is well studied and has been extended to imputation tasks [43] - [46] . These approaches still suffer from losing informative temporal correlations when imputing missing values in longitudinal data.
In order to effectively model the interaction between different aspects, we represent the data as a tensor with each aspect being one mode. Therefore, our method is also considered as a tensor completion approach. Tensor completion problems are extensively studied. However, the classic tensor completion methods [47] - [49] focus on general tensors and usually do not consider temporal aspects. In recent years, many studies explore the application of temporal augmented tensor completion on imputing missing values in time series [50] - [54] . These methods discretize time into evenly sampled intervals. However, due to the fact that inpatient clinical laboratory tests are usually measured at varying intervals, assembling clinical data over regularly sampled time periods might have several drawbacks, such as leading to sparse tensors if discretizing time at fine granularity (e.g. every minute) while some laboratory tests are measured less frequently (e.g. daily). Furthermore, extending these methods to the case, where time is not regularly sampled, is not easy and straightforward, requiring changing design details and the objective functions to be optimized. Recently, Yang et al. [55] propose a tensor com-pletion method that can deal with irregularly sampled time. However, most components of this approach are tailored to the characteristics of septic patients. We implement this approach with only the component of time-aware mechanism that is general and applicable to our experimental settings. However, this approach is not so effective in our experiments, thus not included as a benchmark in this paper. Lately, Zhe et al. [56] propose a Bayesian nonparametric tensor decomposition model that captures temporal correlations between interacting events. However, this approach is not directly applicable to continuous multivariable time series because it focuses on discrete events and captures temporal correlations between the occurrences of events.
Recurrent Neural Networks (RNNs) are another choice to capture temporal relationships and have been studied in imputation tasks. Early studies [57] - [59] in RNN-based imputation models capture temporal correlations either within each time series or across all time series [60] . Yoon et al. [60] recently propose a novel multi-directional RNN that captures temporal correlations both within and across time series. Compared with traditional statistical models, neural network-based models are usually harder to train and provide limited explainability, while the performance is not always necessarily better. We use [60] as a benchmark since it is the most recent model. Besides imputation, researchers also attempt to build classification models with RNNs that utilize the missing data patterns [61] - [63] . Instead of relying on the estimation of missing values, these models perform predictions by exploring the missingness itself and no separate imputation is required. These models can not be a substitute for imputation methods since they do not provide imputed values.
III. METHODOLOGY A. Imputation Framework
In many predictive tasks on temporal clinical data, time series are often aligned into the same-length sequences to derive more robust patient phenotypes through matrix decomposition or discover feature groups by applying sequence/graph mining techniques [55] , [64] . We model under this assumption. In this work, we use tensor representation, in which patients have the same number of time points. We represent the data collected from P patients with V laboratory tests and B time points as two 3D tensors X ∈ R P ×V ×B and T ∈ R P ×V ×B , shown in Fig. 1 denotes an observed value. The time tensor T is complete, since we only collect patient records at the time when at least one laboratory test measurement is available. We assume we know the "prescribed" time a missing measurement should have been taken. In the matrix x :,:,b at time index b, the measurement time t p,v,b and t q,v,b can be different when p = q, whereas for 
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That is, all tests for a particular patient are taken at the same time. Disregarding the temporal dimension, the imputation problem is well studied. If one dimension is time, in order to apply imputation methods that are not designed for time series, we need to disregard the temporal aspect or ignore temporal correlations of the data. However, temporal trajectories can reveal patient's underlying pathophysiological evolution, the modeling of which can help to better estimate missing values. For the reason that both cross-sectional information and temporal aspects can impact the estimation of missing measurements, we explore mixture models, which are composed of several base models through either a cross-sectional or temporal view. We introduce these base models in Section III-B.
In our imputation framework, a mixture model is trained for each variable and time index. We use Mix v,b to denote the mixture model to impute missing values of variable v at time index b. The missing values x mis :,v,b in the fiber x :,v,b are imputed by the optimized Mix v,b . In each iteration of the algorithm, it is assumed that all other values are known and only x mis :,v,b is imputed. This is wrapped in an outer loop. We call this procedure simple-pass tensor imputation, i.e., one pass through all v, b. Since several simple-pass tensor imputations are conducted, our approach is also considered as an iterative imputation [65] , which can also be regarded as a samplingbased approach where a Gibbs sampler is used to approximate convergence. The convergence of iterative imputation methods can be quite fast with a few iterations [8] .
In detail, the iterative imputation approaches start by replacing all missing data with values from simple guesses; we fill in all missing values with initial estimates by taking random draws from observed values. This procedure is called an initial imputation. Then we perform iterative tensor imputation on each copy separately. The training procedure and imputation for fibers are introduced in Section III-C and III-D. We also rely on the concept of multiple imputations, where several iterative imputations are performed and the imputed values are averaged at the end. Each iterative imputation starts with a different iterative imputation tensor and/or uses a different order of v,b.
In summary, the algorithm creates M different copies X 1 , . . . , X M of X , each one filled with different random X mis . For each i = 1, . . . , M, we then perform K simplepass tensor imputations. Each simple-pass has a loop over all v,b, which uses Mix v,b to adjust X i,mis . At the end of the M imputations, X i,mis are averaged across all i to yield the final imputed tensor.
The whole imputation process involves M × K × V × B imputation models. We next first focus on the base models behind Mix v,b and then on the actual mixture model.
B. Base Models
Our mixture models are composed of three components that are derived from two base models, linear regression and Gaussian processes. One component consists of GP models and the other two components are linear models through two different views of the measurement tensor. Through a crosssectional view, the tensor can be considered as a vector of patient-by-variable matrices at different time indices. Through a temporal view, we can view the tensor as a vector of patientby-time matrices for different variables. 1) Linear model through cross-sectional view: We can view the measurement tensor X as a vector of patient-by-variable matrices. On the slice x :,:,b , we use a linear regression model to fit the target variable v as a function of the other variables except v. The target values x :,v,b are modeled as
where β (1) v,b is the column vector of coefficients and σ (1) v,b is the standard deviation of the error The likelihood distribution of x :,v,b is then given by
The training data consists of observed target values ( 
2) Linear model through temporal view:
In addition to the cross-sectional view, we can also view the measurement tensor X as a vector of patient-by-time matrices. On matrix x :,v,: , we use linear regression to model the measurements at time index b against those at other indices.
The target values x :,v,b are modeled as
where β (2) v,b is the column vector of coefficients and σ (2) v,b is the standard deviation of the error The likelihood distribution of x :,v,b is given by
The training data consists of observed target values
3) Gaussian processes through temporal view:
Gaussian processes are commonly used to capture trajectories of variables, thus used in our mixture model to capture temporal correlations. Through the same temporal view as introduced above, on matrix x :,v,: , we fit GPs on time series for each patient.
The target value x p,v,b is modeled as
where μ p,v,b is the overall mean of the model, f (·) is a Gaussian process with mean of 0 and a covariance matrix K(t, t ) of time pairs (t,t ). Then the likelihood distribution of x p,v,b is written as
where θ v,b are the kernel parameters of the GP models, and the predictive mean and variance are given by m (3) (·) and Σ (3) (·); see more details in Appendix D. 2 . For a certain v and b, all GP models share the same kernel parameters θ v,b .
C. The Mixture Model
Given the likelihood distribution of all three components, we model the joint mixture distribution, regarding the variable v and time index b, in the following way
where we define 
the remaining two follow the same logic. By marginalizing over x :,v,b , the prior probability distribution
, which is a mixture of Gaussians. It also follows that
where we define C
.
We train our mixture model on observed target values by maximizing the log likelihood of the joint mixture distribution
where V tr v,b is the training input data and defined as the concatenation of (x p,−v,b ) p∈P tr v,b and (x p,v,−b ) p∈P tr v,b , and γ v,b is the set of all trainable parameters
After training, the missing values are imputed using individualized (per-patient) mixing weights that are derived from the conditional distribution. The missing value x mis p,v,b is imputed by Π
where the individualized mixing weight of the kth component for patient p, variable v and time index b is defined as 
D. Mixture Parameter Estimation
). Explicitly maximizing (γ v,b ) is hard. Instead, we use the EM algorithm to repeatedly construct a lower-bound on (γ v,b ) and then optimize that lower-bound L(γ v,b ). We first define a latent indicator variable q v,b ∈ {1, 2, 3} that specifies which mixing component that data points come from. Then we use Jensen's inequality to get the lower-bound L(γ v,b ), which is given by
where
(12) In (11) and (12), the marginal distribution p(q v,b = k) over q v,b is specified by the mixing coefficients π
We can view Q p (q v,b = k) as the responsibility that component k of the mixture model Mix v,b takes to "explain" x p,v,b . We use the standard EM algorithm to maximize the lowerbound L(γ v,b ); see more details about the estimation of the parameters in Appendix C.
E. The Imputation Model
The proposed mixture model provides flexibility in changing base models and can be solved under various assumptions. For example, a full mixture model consists of all three base models introduced earlier. However, under the assumption of only linear correlations within time series, mixture models composed of only the two linear components (denoted as MixMI-LL) can be used. Although the choice of mixtures can be determined empirically or based on expert knowledge of the data, we propose an imputation model (denoted as MixMI) that chooses the type of mixture automatically.
In MixMI, for each variable and time index, we train both the MixMI-LL and the full mixture model, then select the one with lower training error as the final mixture model that is used to perform imputation in inference. We use the absolute training error, instead of likelihood, as the selection criterion because the likelihood of a mixture model with two linear models is not of the same scale as the full mixture model.
IV. EXPERIMENTAL SETUP

A. Datasets
We collect two real-world datasets from the Medical Information Mart for Intensive Care (MIMIC-III) database [66] and the Northwestern Medicine Enterprise Data Warehouse (NMEDW). Each dataset contains inpatient test results from 13 laboratory tests. These tests are quantitative, frequently measured on hospital inpatients and commonly used in downstream classification tasks [63] , [67] . They are the same as those used in [41] in their imputation study. We organize the data by unique admissions. We distinguish multiple admissions of the same patient. Each admission consists of time series of the 13 laboratory tests. Although our model is evaluated only on continuous variables, they are also applicable on categorical variables with a simple extension (e.g. through predictive mean matching [68] ).
In both MIMIC-III and NMEDW datasets, the length of time series varies across admissions. To apply our imputation model on these datasets, we truncate time series so that they have the same length. The length is the average number of time points across all admissions. Before truncating, the average number of time points in MIMIC-III dataset is 11. We first exclude admissions that have less than 11 time points, and then we truncate time series by removing measurements taken after the 11-th time point. We also exclude admissions that contain time series that have no observed values. Our MIMIC-III dataset includes 26,154 unique admissions and the missing rate is about 28.71%. The same data collection procedure is applied on the NMEDW dataset (approved by Northwestern IRB) where we end up with 13,892 unique admissions that have 7 time points. The missing rate of the NMEDW dataset is 24.22%.
We create synthetic datasets to explore and discover the properties of the data that might benefit our model and/or comparison models. In synthetic datasets, we augment the correlation between measurements and times. We do not augment correlations by imposing strong constraints on time series where closer measurements have closer values. Instead, we generate synthetic times by altering real times so that the constraints in synthetic data are "slightly" stronger than realworld data. The synthetic datasets are generated based on the real-world MIMIC-III dataset. We also introduce a scaling factor d ∈ (0, 1) to control the strength of the constraints in synthetic data. The synthetic dataset at d = 0 is the same as the real-world dataset. As d increases, stronger constraints are introduced to synthetic data (see details in Appendix A).
B. Evaluation of Imputation Quality
We randomly mask 20% observed measurements in a data set as missing and treat the masked values as the test set. The remaining observed values are used in training. We impute originally missing and masked values together, and compare the imputed values with the ground truth for masked data to evaluate imputation performance. The Mean Absolute Scaled Error (MASE) [69] is used to measure the quality of imputation on the test set. MASE is a scale-free measure of the accuracy of predictions and recommended by Hyndman et al [69] , [70] 
To show the effectiveness of our imputation model MixMI and its variant MixMI-LL, we compare MASE scores of MixMI and MixMI-LL with other six imputation methods: (a) MICE [8] with 100 imputations, where the average of all imputations are used for evaluation; (b) the pure Gaussian processes, where a GP model is fitted to the observed data of each time series using GPfit [71] in R and missing values are replaced with the predictions from the fitted GP models; (c) 3D-MICE, a state-of-the-art imputation model [41] for which we obtain their code and adapt it to account for our use of the tensor representation; (d) multi-task Gaussian process prediction (MTGP) [35] ; (e) a Gaussian mixture model for imputation (GMM) [43] , [72] and (f) M-RNN, a state-of-theart RNN-based imputation model [60] .
To tune hyperparameters if any in these models, we mask out 20% observed measurements in the training set as a validation set and tune hyperparameters on the validation set. We introduce π (1) , π (2) and π (3) as hyperparameters of our imputation model. In our experiments, all mixture models start with the same mixing weights, i.e., π (k) v,b = π (k) for k = 1, 2, 3. Other trainable parameters are initialized directly from the data after initial imputation and do not require a manual specification.
We also evaluate our imputation model under a classification task on our MIMIC dataset and compare it with GRU-D [63] , a state-of-the-art RNN model for classifications with multivariable time series, which does not require a separate data imputation stage. We build a RNN model with the standard Gated Recurrent Unit as our classification model (GRU-MixMI) trained on data imputed by MixMI. GRU-D is trained on data without imputation. We predict whether a patient dies within 30 days after admission, instead of 48 hours as in [63] , because of severe imbalance in our cohort, where only 0.57% patients have positive labels within 48 hours. Table II and Fig. 2 compare all imputation models on 4 datasets. Table II shows the overall MASE score of each imputation model on all datasets. Fig. 2 provides a comparison for all imputation models in MASE score over 3D-MICE by showing the percentage deviation against 3D-MICE. We select 3D-MICE since it is a state-of-the-art benchmark model. We observe that MixMI outperforms all comparison models on all 4 datasets and is significantly better than the second best model (p=.001, permutation test with 1000 replicates) on all 4 datasets. For detailed analyses on the interpretability of the results, the component weights and individualized weights of our model on the real-world MIMIC dataset, please see Appendix B.
V. RESULTS
Our classification model GRU-MixMI is compared to GRU-D with different random seeds pertaining to algorithms on data with different folds. On average, GRU-MixMI ties with GRU-D in terms of AUC scores (0.7857 vs. 0.7853, p > 0.5). However, compared with models that perform imputation and prediction together, our imputation model, as a pure imputation method, offers more opportunities for other supervised and 
VI. CONCLUSIONS
We present and demonstrate a mixture-based imputation model MixMI for multivariable clinical time series. Our model can capture both cross-sectional and temporal correlations in time series. We integrate Gaussian processes with mixture models and introduce individualized mixing weights to further improve imputation accuracy. We show that MixMI can provide more accurate imputation than several state-of-the-art imputation models. Although in this work our model is tested on inpatient clinical data, the proposed idea is general and should work for all multivariable time series where interactions of cross-sectional and temporal correlations exist.
