Abstract-The problem of adaptive stabilization with respect to a set for a class of nonlinear systems in the presence of external disturbances is considered. A novel adaptive observer-based solution for the case of noisy measurements is proposed. The efficiency of proposed solution is demonstrated via example of swinging a pendulum with unknown parameters.
function and the goal set is a surface in the state space. We stress, that consideration of partial stability as the set stability is only one of the possible notions of partial stability; under some circumstances, indeed, more than one measure is requested to formulate the property in a suitable way.
II. PRELIMINARIES
Let us consider dynamical systems _ x = f(x; u); y = h(x); (1) where x 2 R n is the state vector; u 2 R m is the input vector; y 2 R p is the output vector; f and h are locally Lipschitz continuous vector functions, h(0) = 0, f(0; 0) = 0. Euclidean norm will be denoted as If T = +1 then we will simply write kuk. We will denote as R the set of all such Lebesgue measurable inputs u with property kuk < +1. For initial state x 0 and input u 2 R , let x(t; x 0 ; u) be the unique maximal solution of (1) (we will use notation x(t) if all other arguments are clear from the context; y(t; x0; u) = h(x(t; x0; u))), which is defined on some finite interval [0; T ); if for every initial state x0 2 R n and u 2 R the solutions are defined for all t 0, then system is called forward complete. It is said that system (1) has unboundedness observability (UO) property, if for each state x 0 2 R n and input u 2 R such that T < +1 necessarily lim sup t!T jy(t; x0; u)j = +1:
Characterization of forward completeness and UO properties were investigated in [1] . Distance in R n from given point x to set is denoted as jxj = dist(x; ) = inf 2 jx 0 for all x 0 2 R n , u 2 R , t 0 the property jx(t; x 0 ; u)j maxf(jx 0 j); (kuk)g holds for 2 .
Definition 1 [13] , [29] : UO system (1) is input-to-output stable (IOS), if there exist 2 and 2 such, that inequality jy(t; x 0 ; u)j (jx(t 0 )j; t 0 t 0 ) + (kuk [t ;t) ), t t 0 0 holds for all x(t0) 2 R n and u 2 MR .
Definition 2 [9] : Forward complete system (1) is called integral input-to-state stable (iISS) with respect to closed invariant set if there exist functions 2 1, 2 and 2 such that, for any x 0 2 R n , u 2 R jx(t; x0; u)j A (jx0 j A ; t) + 
A. Robust Stabilization With Respect to a Set via Passification Approach
Let us consider a system
where x 2 R n , u 2 R m , y 2 R m are state, input, and output vectors correspondingly; v 2 R m is an external disturbances vector; f , h and columns of matrix G are locally Lipschitz continuous vector functions, h(0) = 0, f(0) = 0.
Definition 3 [4] , [11] , [31] : It is said that system (2) is passive with continuously differentiable storage function V : R n ! R + if for all
The passification method [11] , [27] , [28] is based on a feedback design making the closed-loop system passive. It allows one to solve partial stabilization problem for system (2) with respect to the zero level set of storage function. The key property for this approach to partial stabilization is detectability assumption [26] - [28] described as follows.
Definition 4: It is said that passive system (2) with storage function V : R n ! R + is V-detectable with respect to output y if for all x0 2 R n it holds y(t; x0; 0) 0; t 0 ) lim t!+1 V (x(t; x0; 0)) = 0:
The following result [7] , [9] gives conditions of iISS with respect to set stabilization by passification. : V (x) = 0g is a compact set. Then the system (2) with control u = 0'(y) has iISS property with respect to set 0 if the system is V-detectable with respect to the output y.
B. Positivity in the Average
Identification ability of adaptation algorithms is one of the most attractive problems in the adaptive control theory. The solution of this problem is closely connected with persistent excitation (PE) property. There exist several closely related definitions of PE property [10] , [18] , [19] , [22] . Here we will use the following one. The importance of the PA property is explained in the following lemma, for which a slightly modified version was proven in [8] . It is possible to show that PA property is equivalent to some versions of PE property. However, PA is more convenient for quantitative analysis. Standard sufficient conditions for PE that can be interpreted for PA can be found, e.g. in [22] .
C. Adaptive Observer Design
Let us consider the following uncertain system:
where x 2 R n is a state vector; y 2 R m is an output vector; 2 R p is a vector of uncertain parameters, which values belong to compact set ; d1 2 R , d2 2 R are vector signals of external disturbances and measurement noise,
T ; y d is vector of noisy measurements of the system (3) output. Vector function ' and columns of matrix functions A and B are locally Lipschitz continuous, and C is some constant matrix of appropriate dimension.
The problem is to design an adaptive observer, which in the absence of disturbances provides partial estimates of unmeasured components of vector x and estimates of unknown vector
, the observer should ensure boundedness of the system solutions. In works [6] , [8] , [12] a solution is proposed under the following suppositions.
The rest suppositions deal with stabilizability by output feedback of the linear part of system (3).
Assumption 2:
There exist matrix L, locally Lipschitz continuous matrix function K : R m ! R n2m and continuously differentiable function V : R n ! R + satisfying relations
jCxj jLxj for all y d 2 R m , x 2 R n , where 1 , 2 are from class 1 and
Assumption 2 ensures uniform asymptotic stability with respect to variable Ls [11] , [25] for the system _ s = G(y d )s + r (4) coupled with the system (3) and uniform stability property with respect to variable s for the case r = 0.
The next assumption requires bounded input-bounded state stability of the auxiliary system (4). Consider the following equations of adaptive observer: (3) and (5)- (8) 
guarantees for system (9) forward completeness and one of the following properties. A. IOS from input d to output .
B. iISS with respect to set = fx : (x) = 0g for input d.
Starting from control (10), depending on unmeasured variables Lx and vector of uncertain parameters of the system , it is necessary to design a new control using only measured signal y d . The control should provide boundedness of the closed-loop system solutions for
and for the case d = 0 it should ensure asymptotic convergence to zero of output or attractiveness of the set .
It is worth to stress, that two outputs have been introduced, y defines the measured variables of the system (9), characterizes the distance to the goal set. Although the vector of unknown parameters appears in a linear fashion in the right-hand side of system (9), the right-hand side of the closed-loop system (9), (10) may nonlinearly depend on since Assumption 4 does not specify the form of function u dependence on its arguments. The form of the system (9) is similar to the system (3) (observer canonical form) for which it is possible to design adaptive observer 
For the case of the absence of the disturbances d = 0, systems (15) and (16) can be rewritten as follows: 
Forms of (17) and (18) are similar to the observer (5)-(8) and, therefore, the convergence proof for the observer (11)- (14) follows from Theorem 2 with minimal modifications dealing with a prior absence of Assumption 1 for system (9) . In the presence of noise d 2 , the dependence of right-hand sides of (15) and (16) on vectors u and x makes difficulties for employing of the proof of Theorem 2. This is the reason why this case will be considered under special conditions below. Theorem 3: For system (9), let Assumption 2 hold and Assumption 3 be satisfied for any Lebesgue measurable signal y; minimum singular value a(t) of matrix function C T T (t) be PA; jB(y d (t))j B, jR(y d (t))j R for all t 0, B; R 2 R+. Then the control law u = u(y d ; Lz; ) ensures forward completeness of system (9), boundedness of the system (11)- (14) solutions, and boundedness of variable 
Equations (20) and (13) 
For bounded input C + d2, the boundedness of error 0 follows from Lemma 1 and PA property of signal a. Having in mind this conclusion, transform equation (19) to the form (4) (22) where e u = u(y; Lz;
) 0 u(y; Lx;
) is the error of control (10) realization. By conditions control u = u(y d ; Lz;
) is globally Lips- Equations (15) and (16) Since ' is globally Lipschitz continuous, applying Assumption 3 we justify the boundedness of variables
, e e e, and . Analyzing properties of function W we obtain boundedness of variable
0
. Boundedness of all other variables of the system can be proven in the same way as in the previous case.
In the absence of disturbances (d = 0), system (15) and (16) take the form of (17) and (18) . It follows from Assumption 2 that the variable is bounded and system is asymptotically stable with respect to the part of variables L [25] . Assumption 3 gives boundedness of variable . In this case for time derivative of function W Lemma 1 provides asymptotic convergence to zero of variable 0 (t). According to assumptions 2 and 3, the system (17) is asymptotically stable with respect to variable Le and has bounded solutions. Since signals 0 (t) and Le(t) converge to zero, the error eu(t) also converges to zero. Having in mind the properties of control (10) from Assumption 4.A, we obtain convergence to zero of variable (t). In such case error eu(t) is integrally bounded and we can apply Assumption 4.B. Proof is completed.
Remark: Globally Lipschitz property requirement for control (9) naturally holds for bounded controls.
For Then control law u = u(y; Lz;
) provides for system (9) and (11)- (14) ) ensures iISS property with respect to compact set 0 and input d3 for system (9) . Due to compactness property of the set, the system is also forward complete. Therefore, all conditions of Assumption 4.B are satisfied and taking in mind other conditions of the corollary, the result of Theorem 3 holds. It is required to stabilize the desired value H 3 of energy H(x 1 ; x 2 ) = 0:5x To test the PA property of signal C T T (t) = 1(t), it is enough to establish PE property of signal v(t) = sin(x 1 (t)) or PA property of v 0 (t) = sin 2 (x 1 (t)). Indeed, v(t) is the single input of stable linear filter (13) . Clearly, that forced part of solution (proportional to v(t)) defines properties of signal 1 (t) (transient motions converge to zero asymptotically). The PA property of signal v 0 (t) implies, that the system trajectories do not converge and do not stay into the points x 1 = 6n, n = 0; 1; 2; . . .. This convergence is possible only in the equilibriums of the system (6n; 0), n = 0; 1; 2; . . ., but linearization of the pendulum dynamics closed by the proposed control is unstable in these equilibriums for 0 < H 3 < 2! 2 , since these equilibriums are not the desired final positions of the system. Moreover, the simulation below show, that even for the case H . Trajectories in the state space of the pendulum (solid line) and the adaptive observer (z 1 ; z 2 ) (dotted line) are shown in Fig. 1(a) . The observation error is presented in Fig. 1(b) separately. In Fig. 1 (c) and 1(d), plots of variables (t) and H(t) are shown. Note that solutions from papers, [10] , [16] , [23] , and [30] cannot be applied in this example due to boundedness of control or since output stabilization is required here.
IV. ADAPTIVE SWINGING

V. CONCLUSION
In this technical note, the previous results of the authors [5] - [9] obtained for output synchronization, observation, I-O stabilization are extended to the robust and adaptive partial stabilization problems for a class of nonlinear systems affine in control and disturbances. Applicability conditions of the algorithms are established in the presence of external disturbances and partial observations with measurement noise.
