I. INTRODUCTION
The p.s.d. of a line code can be made equivalent to squared magnitude of the transfer function of a linear causal filter [1] . It is well known that 2 ()()
where η is the unilateral p.s.d. of the white noise process applied at the input of the filter with transfer characteristic () Hf and ()
Wf is the p.s.d. of the output.
A WSS random process () xk may be represented as the output of a causal and causally invertible linear system excited by a white noise process as shown in figure 1. 
One can assume [2] that the p.s. 
where 0 a was assumed to be 1 and that all zeros of () Az are outside the unit circle.
The process described by the filter with the transfer function () Hzis termed Autoregressive Moving Average (ARMA) and is illustrated in figure 2. The linear system described by the rational system function () 
The term 0 t bW is uncorrelated with the past and may be identified [2] as the prediction error 
To simplify things, the past in rel. (11.8) is replaced by a function Φ of the past, and we have
As the entropy of the left-hand side in (17) is smaller, taking into account the fact that a sequence that can be predicted with small prediction error exhibits small entropy in opposition with a sequence that cannot be predicted and has a large entropy, the logical idea is to use as the function 
The LMSSE estimator can either be approximated using rel. (18) and restricting the sum to a finite number of terms or be calculated accurately, if the power spectrum can be expressed in a rational form, which is the case here.
Substituting the function Φ in rel. (17) with the LMMSE predictor ˆt X , one has ( )(|) t HXHXX = (23) So, Markov shaping represents the equivalent of an ARMA process as opposed to an autoregressive AR (feedback only) or a moving average MA (feedforward only) process.
So far, there is only one practical procedure for devising a source with prescribed power spectrum introduced by Justesen [2] . We shall apply the method of Justesen to find the equivalent filter that produces a spectral shaping similar to the FAS coding.
IV. SPECTRUM SHAPING WITH FAS CODES
The quantity can be used as an indicator of D.C. suppression [3] and moreover, as a design criterion.
To cope with the infinite series involved in (24) a new restriction was added, namely to exclude the code with an infinite number of non-zero () Rk . What we are left with are termed FAS (Finite Autocorrelation Sequence) codes and they satisfy ()0 RkforkM =≥ (25) where M is an integer.
Here FAS stands for Finite Autocorrelation Sequence and this design method was introduced by Dieuliis and Preparata [3] . The signaling scheme is supposed to be modeled by a 
which results in a balanced character of the code and the process has zero mean.
The behavior of the state transition probability matrix Π when it is raised to a n-th power which nears infinity is of importance in describing the p.s.d. One way to calculate
where D is the matrix of stationary probabilities in diagonal form and Z is the correlation matrix [5] . Let s . As ∞ = ΠΠ , this implies that the transition probability from state j to state i equals the stationary probability of state i, i.e. jii ππ = .
One can conclude that the following state (2) s and the next ones are statistically independent of (0) 
taking into account that each state outputs m ternary digits.
V. SPECTRAL CHARACTERIZATION OF (2,2,3) CODE
The (2,2,3) code was designed by Dieuliis and Preparata and is described by the codebook in Table I .
As the code is balanced, then for every word w , its complement w − must also exist. As the conditions (27), (29) and (30) must be met, it is obvious that if a code word w is met in state 1, its complement w − must be met in state 3 ( 13 Ni −+= in this case). The code words found in state 2 will include their complements as well, since if 2,12 iNi =−+= for 3. N = 
A 3D representation of the coding factor of (2,2,3) code is given in figure 2 . Figure 3 presents the coding factors of (2,2,3) and bipolar No.1 code for the equiprobable case ( 0.5 p =
). An increase of the energy of the (2,2,3) code can be observed, as the coding elements contribute more energy to the signal (the combination 00 is not used). FOR (2,2,3 We will approximate it by a third-order Markov process [2] The states are assigned as shown in Table 2 , assuming the linear predictor ˆt X is a function (()) St ζ . One can see that the code is not, as there is no proper relation between the current value of the state and RDS (see rel. (27)).
VI. DETERMINING THE PREDICTOR VALUE
The same is valid for the arrangements based on fourthorder and fifth-order Markov processes.
VII. CONCLUSIONS
We applied Justesen method to derive digital filters that approximate the power spectral density (p.s.d.) of the counterencodable (2,2,3) code using fourth-order and fifthorder Markov processes.
The obtained substitutes show no proper relation between the current value of the state and RDS (Running Digital Sum), as with (2,2,3) code, but they can be used to shape the spectrum of a digital data string. 
