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ON NONASSOCIATIVE GRADED-SIMPLE ALGEBRAS
OVER THE FIELD OF REAL NUMBERS
YURI BAHTURIN AND MIKHAIL KOCHETOV
Abstract. We extend the loop algebra construction for algebras graded by
abelian groups to study graded-simple algebras over the field of real numbers
(or any real closed field). As an application, we classify up to isomorphism the
graded-simple alternative (nonassociative) algebras and graded-simple finite-
dimensional Jordan algebras of degree 2. We also classify the graded-division
alternative (nonassociative) algebras up to equivalence.
1. Introduction
Let A be an algebra over a field F and let G be a group. A G-grading on A is
a vector space decomposition Γ : A = ⊕g∈GAg such that AgAh ⊂ Agh for all
g, h ∈ G. The subspaces Ag are called the homogeneous components. A G-graded
algebra is an algebra with a fixed G-grading. The nonzero elements x ∈ Ag are
said to be homogeneous of degree g, which can be written as deg x = g, and the
support of Γ (or of A) is the set Supp Γ := {g ∈ G | Ag 6= 0}. A subspace B in
A (in particular, a subalgebra or ideal) is called graded if B = ⊕g∈G Bg where
Bg := B ∩ Ag.
Group gradings have been extensively studied for associative, Lie, Jordan, al-
ternative, and other types of algebras. In particular, a classification of gradings is
known for many simple finite-dimensional algebras of these types. The situation is
especially well understood if the grading group G is abelian and the ground field F
is algebraically closed (see e.g. a recent monograph [13] and the references therein).
In the context ofG-graded algebras, it is natural to consider graded analogs of the
standard concepts. For example, a homomorphism of G-graded algebras ψ : A → B
is a homomorphism of algebras that preserves degrees: ψ(Ag) ⊂ Bg for all g ∈ G.
In particular, A and B are graded-isomorphic if there exists an isomorphism of
graded algebras A → B. A G-graded algebra A is called graded-simple, or simple
as a graded algebra, if A2 6= 0 and A has no graded ideals different from 0 and A.
Among these, we are especially interested in studying the graded-division algebras,
which are defined by the property that every nonzero homogeneous element is
invertible (in an appropriate sense). A typical example of a graded-division algebra
is the group algebra FG, which is naturally G-graded. More generally, the twisted
group algebra FγG (where γ : G × G → F× is a 2-cocycle) is a graded-division
associative algebra. A graded algebra A is said to be graded-central if the only
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degree-preserving elements of its centroid are the scalar operators. We recall that
the centroid C(A) of an algebraA consists of all elements of EndF(A) that commute
with the operators of left and right multiplication by the elements of A. If A is
unital, we can identify C(A) with the center of A (i.e., the set of elements that
commute and associate with all elements of A).
For abelian G, a bridge between simple and graded-simple algebras is given by
the loop algebra construction in [1] (which appeared in [3] in a special case). This
construction generalizes the so-called multiloop algebras in Lie theory and, if F
is algebraically closed, yields a classification of graded-central-simple (i.e., graded-
central and graded-simple) algebras in a given class provided that a classification of
gradings is known for central simple algebras in this class (see Section 3 for details).
In this paper, we will assume all grading groups abelian, but F will be the field of
real numbers R. We will extend the loop construction to this setting. We do not
use the topology of R, so our results are valid over any real closed field F (with
F[
√−1] playing the role of C).
Graded-division associative algebras that are finite-dimensional and graded-cent-
ral over R have been classified in [7] up to equivalence (see Section 2). That work
was preceded by [6], where the division gradings on finite-dimensional simple real
associative algebras (i.e., the gradings that turn them into graded-division algebras)
were classified up to equivalence, and [21], where these gradings were classified up
to isomorphism as well as up to equivalence.
In this paper, we will focus on alternative and Jordan algebras. For the back-
ground on these, we refer the reader to [22] and [18].
Recall that an algebra is said to be alternative if the associator (x, y, z) :=
(xy)z − x(yz) is an alternating function of the variables x, y, z or, equivalently, the
left and right alternative identities hold: x(xy) = x2y and (yx)x = yx2. By Artin’s
Theorem, this implies that any subalgebra generated by two elements is associative.
The definition of inverses in a unital alternative algebra is the same as in the
associative case, and the set of invertible elements is closed under multiplication (it
is a so-called Moufang loop). Kleinfeld proved that any simple alternative algebra
is either associative or an octonion algebra over a field.
Group gradings on octonion algebras over any field were described in [11] (see
also [13]). (Here, as in the case of simple Lie algebras, there is no loss of generality
in assuming the grading group abelian because the elements of the support always
commute.) A classification of gradings up to isomorphism is given in [15]. We
will use our extension of the loop algebra construction to derive a classification
up to isomorphism of graded-simple alternative algebras that are graded-central
over R and not associative (Theorem 4.4). Among these, we will also classify the
graded-division algebras up to equivalence (Theorem 4.6 and Corollary 4.8).
Let F be a field of characteristic different from 2. A Jordan algebra over F is a
commutative algebra in which the identity (xy)x2 = x(yx2) holds or, equivalently,
the operators Lx and Lx2 commute for any element x, where Lx(y) := xy. Any
associative algebra A gives rise to a Jordan algebra, denoted A(+), which coincides
with A as a vector space, but whose multiplication is given by x ◦ y := 12 (xy+ yx).
The Jordan algebras that can be embedded into A(+) for some associative algebra
A are called special. Zelmanov proved that any simple Jordan algebra is either
special or an Albert algebra (which has dimension 27 over its center).
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Abelian group gradings on finite-dimensional simple special Jordan algebras over
an algebraically closed field of characteristic 0 were described in [4, 5] and classified
up to isomorphism and up to equivalence in [13] for any characteristic different
from 2. The finite-dimensional central simple special Jordan algebras of degree
≥ 3 over R can be dealt with following the approach of [2], where a classification
of gradings for classical central simple Lie algebras over R was obtained by trans-
ferring the problem to associative algebras with involution. Here we will consider
degree 2, i.e., Jordan algebras of bilinear forms. We will apply our extension of the
loop construction to classify the corresponding graded-simple algebras up to iso-
morphism (Theorem 5.2), and characterize those that are graded-division algebras
(Corollary 5.5).
It should be noted that abelian group gradings on the Albert algebra over C were
classified in [10] and over any algebraically closed field of characteristic different
from 2 in [12] (see also [13]). In particular, it has a division grading by the group
Z33 (which appeared in [17]) if the characteristic is not 3. However, none of the
three real forms of the complex Albert algebra admits a division grading, as follows
from the classification of fine gradings in [9] (since the identity component always
contains nontrivial idempotents).
The paper is structured as follows. In Section 2, we review some terminology
and facts about gradings. Section 3 is devoted to the loop construction over R:
Theorem 3.3 establishes the existence of a “loop model” for a graded-simple al-
gebra and Corollary 3.10 answers the question to what extent it is unique. (The
answer turns out to be the same as for the case of “split centroid” in [1].) In fact,
we also give a description of isomorphisms between graded-simple algebras, which
can be conveniently expressed as equivalence of certain groupoids (Theorem 3.9).
Sections 4 and 5 deal with our applications of the loop construction to alternative
and Jordan algebras, respectively.
Throughout the paper, an unadorned symbol ⊗ denotes the tensor product over
the ground field, which is usually R. We will also use the following notation for
abelian groups: for any m ∈ N, we have the group homomorphism [m] : G → G
sending g 7→ gm, and the associated subgroups of G: G[m] = ker[m] and G[m] =
im [m]. The order of an element g ∈ G will be denoted by o(g).
2. Background on gradings
2.1. Gradings induced by a group homomorphism. Given a G-grading Γ :
A =⊕g∈GAg and a group homomorphism α : G→ G′, we can define a G′-grading
on A as follows: for any g′ ∈ G′, set A′g′ :=
⊕
g∈α−1(g′)Ag. Then A =
⊕
g′∈G′ A′g′
is a G′-grading, which will be denoted by αΓ. Thus, if α is fixed, every G-graded
algebra A can be considered as a G′-graded algebra, which will be denoted by αA
or just A if there is no risk of confusion. In particular, if G is a subgroup of G′ then
every G-graded algebra is also G′-graded, with the same support and homogeneous
components. More generally, if α is injective on the support then αΓ has the same
components as Γ, but relabeled through α. Otherwise, αΓ is a so-called proper
coarsening of Γ.
If ψ : A → B is a homomorphism of G-graded algebras and we consider A and
B as G′-graded through α as above, then ψ is also a homomorphism of G′-graded
algebras. Thus, α determines a functor Fα from the category of G-graded algebras
to the category of G′-graded algebras: Fα(A) = αA and Fα(ψ) = ψ.
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2.2. Weak isomorphism and equivalence. We call a G-graded algebra A and a
G′-graded algebra B graded-weakly-isomorphic if αA is graded-isomorphic to B for
some group isomorphism α : G→ G′, i.e., there exists an isomorphism of algebras
ψ : A → B such that ψ(Ag) = Bα(g) for all g ∈ G.
There is a more general kind of relabeling: we say that a G-graded algebra A
and a G′-graded algebra B are graded-equivalent if there exists an isomorphism
of algebras ψ : A → B such that, for each g ∈ G, there is g′ ∈ G′ such that
ψ(Ag) = Bg′ .
The support of a division grading on an alternative (in particular, associative)
algebra is a subgroup. If, for two such graded-division algebras, we replace the
grading groups by the supports, then equivalence is the same as weak isomorphism.
2.3. Graded modules. Let A be a G-graded associative algebra over a field F.
A G-graded vector space V over F, i.e., a vector space with a fixed decomposition
V =⊕g∈G Vg, is a graded left A-module if it is equipped with a left A-action such
that AgVh ⊂ Vgh for all g, h ∈ G. The concepts of homogeneous element, support,
isomorphism, etc., are defined in the same way as for graded algebras.
If A is a graded-division algebra then every graded A-module is free. More
precisely, it admits a basis consisting of homogeneous elements, the F-span V of
such a basis is a G-graded vector space, and V ∼= A ⊗ V as graded A-modules,
where the G-grading on the tensor product of G-graded vector spaces U and V is
defined by setting deg(u⊗ v) := deg(u) deg(v).
3. Loop construction
3.1. Centroid of a graded algebra. Given a G-graded algebra B over a field F,
a linear map f : B → B is said to be homogeneous of degree g ∈ G if f(Bh) ⊂ Bgh
for all h ∈ G. In particular, the set of all elements of the centroid C(B) that satisfy
this condition will be denoted by C(B)g.
If ψ : B → B′ is an isomorphism of G-graded algebras then we have an isomor-
phism of the centroids C(ψ) : C(B) → C(B′) defined by C(ψ)(c) = ψ ◦ c ◦ ψ−1
for all c ∈ C(B). (If the algebras are unital and we identify the centroids with the
centers then C(ψ) is just a restriction of ψ.) It is clear that C(ψ) maps C(B)g onto
C(B′)g for any g ∈ G.
Suppose B is graded-simple. Then, by [8, Proposition 2.16], we have C(B) =⊕
g∈G C(B)g, C(B) is a commutative associative graded-division algebra (a graded-
field), and B is a graded C(B)-module (hence free). Moreover, the graded-simple
algebra B is simple if and only if C(B) is a field [1, Lemma 4.2.2]. In any case, the
identity component C(B)e is a field containing F, and B is a graded-central algebra
over C(B)e, with exactly the same homogeneous components, but now viewed as
C(B)e-subspaces. For this reason, it is natural to restrict ourselves to the graded-
central case.
So, suppose B is a graded-central-simple algebra over F. Then the homogeneous
components of C(B) are one-dimensional: C(B)h = Fuh for every h ∈ H where H
is the support of C(B), which is a subgroup of G, and uh is an invertible element.
Thus, C(B) is a twisted group algebra of H , with its natural H-grading considered
as a G-grading. Following [1], we will say that the centroid is split if C(B) is graded-
isomorphic to the group algebra FH . This is always the case if F is algebraically
closed [1, Lemma 4.3.8], but not if F is the field of real numbers. For example, C(B)
can be the field C with a nontrivial grading: C = Ce⊕Ch where Ce = R, Ch = Ri,
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and h is an element in G of order 2. The loop construction in [1], which we are
now going to review, produces graded-central-simple algebras with split centroid.
We will extend this construction to cover all possible centroids in the case F = R
(or any real closed field).
3.2. Loop algebras with a split centroid. Let pi : G → G be an epimorphism
of abelian groups and let H be the kernel of pi. As discussed in Subsection 2.1,
any G-graded algebra B can be regarded as a G-graded algebra, by setting Bg =⊕
g∈pi−1(g) Bg for any g ∈ G, and this gives us a functor from the category of G-
graded algebras to the category of G-graded algebras. The loop construction is the
right adjoint of this functor (see [14, Remark 3.3]), defined as follows. For a given
G-graded algebra A, consider the tensor product A⊗FG. The loop algebra Lpi(A)
is the following subalgebra of A⊗ FG:
Lpi(A) =
⊕
g∈G
Api(g)⊗ g,
which is naturally G-graded: Lpi(A)g = Api(g)⊗ g. If ψ : A → A′ is a homomor-
phism of G-graded algebras then the linear map Lpi(ψ) : Lpi(A) → Lpi(A′) that
sends a ⊗ g 7→ ψ(a) ⊗ g, for all a ∈ Api(g) and g ∈ G, is a homomorphism of
G-graded algebras.
Note that Lpi(A) is unital if and only if so is A. Also, if V is a variety of algebras,
i.e., a class defined by polynomial identities, and F is infinite, then Lpi(A) belongs
to V if and only if so does A. Indeed, if A ∈ V then A⊗FG ∈ V (since FG is
commutative, see e.g. [16, p. 10]) and hence Lpi(A) ∈ V; the converse follows from
the fact that A is a quotient of Lpi(A) (by means of a⊗ g 7→ a).
One of the assertions of the “Correspondence Theorem” (see [1, Theorem 7.1.1])
is that anyG-graded algebra B that is graded-central-simple and has a split centroid
is graded-isomorphic to Lpi(A) for some central simple algebra A equipped with a
G-grading where G = G/H , H is the support of C(B), and pi : G→ G is the natural
homomorphism. Note that the condition on the centroid of B is necessary because,
for any central simple algebraA with a G-grading, Lpi(A) is a graded-central-simple
algebra whose centroid can be identified with Lpi(F) = FH , where h ∈ H acts on
Lpi(A) as follows:
h(a⊗ g) = a⊗ hg for all a ∈ Api(g), g ∈ G.
We will generalize the loop construction to produce G-graded algebras with nonsplit
centroids over R.
Another assertion of the “Correspondence Theorem” tells us that the G-graded
algebra B determines the G-graded algebra A up to isomorphism and twist in the
following sense. Fix a transversal for the subgroup H in G, so we have a section
ξ : G → G (which is not necessarily a group homomorphism). This defines a
2-cocycle on G with values in H , namely,
σ(g1, g2) = ξ(g1)ξ(g2)ξ(g1g2)
−1.
Now, given a character λ : H → F× and a G-graded algebra A, we define Aλ to be
A as a G-graded space, but with a twisted multiplication:
(1) a1 ∗ a2 = λ(σ(g1, g2))a1a2 for all a1 ∈ Ag1 , a2 ∈ Ag2 .
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In the above formula, λ◦σ is a 2-cocycle on G with values in F×, so this is actually
a standard cocycle twist of a graded algebra. Note that the isomorhism class of Aλ
does not depend on the choice of the transversal. Also, if λ extends to a character
G → F× (for example, if F is algebraically closed or if H is a direct summand of
G) then Aλ is graded-isomorphic to A.
Remark 3.1. As a graded Lpi(F)-module, Lpi(A) ∼= Lpi(F) ⊗ A where A is A
regarded as a G-graded vector space with deg a = ξ(g) for all nonzero a ∈ Ag,
g ∈ G. An isomorphism Lpi(F)⊗A → Lpi(A) is given by h⊗ a 7→ a⊗ hξ(g), where
we have identified Lpi(F) with FH. In particular, if ξ is a group homomorphism
(which can happen if and only if H is a direct summand of G) then A = ξA is a
G-graded algebra, and Lpi(A) ∼= FH ⊗ ξA as graded algebras.
We are going to generalize, over the field R, the above two assertions of the
“Correspondence Theorem” to graded-central-simple algebras whose centroid is not
necessarily split. The following result will be useful:
Lemma 3.2. If F is algebraically closed then every graded-automorphism of the
centroid Lpi(F) = FH is induced by a graded-automorphism of Lpi(A).
Proof. Any automorphism of FH as a graded algebra has the form: ψ0(h) = µ(h)h,
for any h ∈ H , where µ : H → F× is a character. We extend µ to a character of G
and set ψ(a⊗ g) = µ(g)a⊗ g for all g ∈ G and a ∈ Api(g). This is an automorphism
of Lpi(A) and, for any c ∈ FH , we have ψ(c(a⊗ g)) = ψ0(c)(ψ(a⊗ g)), which means
that C(ψ) = ψ0. 
3.3. Real loop algebras with a nonsplit centroid. From now on, assume that
the ground field is R (or, more generally, any real closed field). Let pi : G → G be
an epimorphism of abelian groups, H = kerpi. We will apply the loop construction
from the previous subsection over the algebraic closure C and then define a suitable
Galois descent to R. Denote the generator of Gal(C/R) by ι, i.e., ι(z) = z¯ for all
z ∈ C.
Let χ : G → C× be a character with values in the unit circle U ⊂ C (which is
automatic for finite groups). Then the R-linear operator on CG = C⊗RG defined
by z ⊗ g 7→ z¯χ(g) ⊗ g is involutive, so we obtain a semilinear action of Gal(C/R)
on CG and hence a real form of CG as a G-graded algebra. (In fact, any such real
form is obtained in this way.) The homogeneous component of degree g is Rug,
where ug = zg ⊗ g and zg ∈ C× is any element satisfying zg/z¯g = χ(g). We have
ug1ug2 = γ(g1, g2)ug1g2 for all g1, g2 ∈ G,
so our real form is the twisted group algebra D = RγG where the 2-cocycle γ :
G × G → R× is given by γ(g1, g2) = zg1zg2/zg1g2 . We will choose zg to be in the
unit circle, i.e., a square root of χ(g). Then γ takes values in {±1}.
Now let A be a G-graded algebra over R. Similarly to the above, A⊗C⊗RG
acquires a semilinear action of Gal(C/R) defined by ι · (a⊗ z⊗ g) = a⊗ z¯χ(g)⊗ g,
which restricts to a degree-preserving action on Lpi(A⊗C) =
⊕
g∈GApi(g)⊗C⊗RG.
As a result, we obtain the following G-graded R-form of Lpi(A⊗C):
Lχpi(A) := {x ∈ Lpi(A⊗C) | ι · x = x} =
⊕
g∈G
Api(g)⊗ug ⊂ A⊗RγG.
By construction, Lχpi(A)⊗C ∼= Lpi(A⊗C). It follows that Lχpi(A) is unital if and
only if so is A, and Lχpi(A) belongs to a variety V if and only if so does A. Indeed,
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we already know that Lpi preserves these properties, and they are not affected
by field extensions. By the same argument, if A is central simple then Lχpi(A) is
graded-central-simple.
The action of Gal(C/R) passes on to the centroid of Lpi(A ⊗ C): (ι · c)(x) =
ι · c(ι−1 · x), for any x ∈ Lpi(A⊗C) and c in the centroid. Assuming that A is
central simple, we have identified the centroid with CH = C⊗RH . With this
identification, we have ι · (z⊗ h) = z¯χ(h)⊗ h for all z ∈ C and h ∈ H . Therefore,
the centroid of Lχpi(A) can be identified with DH :=
⊕
h∈H Dh, which is a graded
subalgebra of the real form D of CG defined above. Note that DH = Lχpi(R).
We are now ready to extend a part of the “Correspondence Theorem” to the
case of nonsplit centroid.
Theorem 3.3. Let B be a G-graded algebra that is graded-central-simple over R.
Let H be the support of the centroid C(B) and pi : G → G = G/H be the natural
homomorphism. Then, for some character χ : G→ U ⊂ C×, there exists a central
simple algebra A over R and a G-grading on A such that B ∼= Lχpi(A) as G-graded
algebras. Moreover, we can take any character satisfying Lχpi(R)
∼= C(B).
Proof. Since C is algebraically closed, the centroid of B⊗C is split, hence, by the
“Correspondence Theorem” from [1], there exists a central simple complex algebra
A˜ with a G-grading such that B⊗C ∼= Lpi(A˜). Hence, B is isomorphic to an R-form
of Lpi(A˜), and we need to determine all semilinear Gal(C/R)-actions on the latter
(up to isomorphism) to recover B by Galois decent.
First consider the induced Gal(C/R)-action on the centroid CH of Lpi(A˜). As
already observed, any automorphism of CH as a graded C-algebra is of the form
zh 7→ zχ(h)h, where χ : H → C× is a character. It follows that any degree-
preserving C-antilinear automorphism has the form zh 7→ z¯χ(h)h. In particular,
we have ι · (zh) = z¯χ(h)h for some χ, which must take values in the unit circle U
because ι2 = id. Since U is a divisible abelian group, we can extend χ to the whole
of G, with all values still in U .
Since the action of Gal(C/R) on Lpi(A˜) =
⊕
g∈G A˜pi(g)⊗ g is degree-preserving,
we can write, for any g ∈ G, ι · (a⊗ g) = ϕg(a)χ(g)⊗ g for all a ∈ A˜pi(g). It is clear
that ϕg : A˜pi(g) → A˜pi(g) is a C-antilinear map. Also, χ(g)χ(g) = 1 implies ϕ2g = id.
We claim that ϕg depends only on pi(g). Indeed, for all a ∈ A˜pi(g) and h ∈ H , we
can consider h as an element of the centroid and compute:
ϕgh(a)χ(gh)⊗ hg = ι · (a⊗ hg) = ι ·
(
h(a⊗ g)) = (ι · h)(ι · (a⊗ g))
= χ(h)h
(
ϕg(a)χ(g)⊗ g
)
= χ(h)χ(g)ϕg(a)⊗hg.
Thus, ϕhg = ϕg, which proves the claim.
Define ϕ : A˜ → A˜ by setting ϕ|A˜pi(g) = ϕg, for any g ∈ G. Clearly, ϕ is
C-antilinear and ϕ2 = id. Moreover, ϕ is an isomorphism:(
ϕg(a)χ(g)⊗ g
)(
ϕg′ (a
′)χ(g′)⊗ g′) = (ι · (a⊗ g))(ι · (a′⊗ g′)) = ι · (aa′⊗ gg′)
= ϕgg′ (aa
′)χ(gg′)⊗ gg′,
for all g, g′ ∈ G, a, a′ ∈ A˜, so ϕg(a)ϕg′ (a′) = ϕgg′(aa′), as claimed.
Therefore, ϕ gives a Galois descent for A˜. Let A =⊕g∈GAg where
Ag = {a ∈ A˜g | ϕ(a) = a}.
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Then A⊗C ∼= A˜ by means of the mapping a⊗ z 7→ az. Finally, the algebra of
fixed points of ι in Lpi(A˜) is the R-span of the set of all azg ⊗ g where a ∈ Api(g)
and zg ∈ C× satisfy zg/z¯g = χ(g). This span is isomorphic to Lχpi(A) under the
isomorphism Lpi(A⊗C)→ Lpi(A˜) sending a⊗ z⊗ g to az⊗ g.
For the last assertion, observe that, in view of Lemma 3.2, the group of automor-
phisms of the graded C-algebra Lpi(A˜) acts transitively on each isomorphism class
of gradedR-forms of the centroid CH . This allows us to adjust the Gal(C/R)-action
on Lpi(A˜) so that the induced action on the centroid is given by ι · (zh) = z¯χ(h)h
where χ is any character such that the corresponding gradedR-form ofCH (spanned
by the elements zhh) is isomorphic to C(B). 
The nonzero homogeneous elements of degree g in Lχpi(A) have the form a⊗ ug
where 0 6= a ∈ Api(g), so the support of Lχpi(A) is the inverse image under pi of the
support of A. Remark 3.1 has the following analog:
Remark 3.4. As a graded Lχpi(F)-module, L
χ
pi(A) ∼= Lχpi(F) ⊗ A where A is A
regarded as a G-graded vector space with deg a = ξ(g) for all nonzero a ∈ Ag, g ∈ G.
An isomorphism Lχpi(F)⊗A → Lχpi(A) is given by uh ⊗ a 7→ a⊗ uhuξ(g), where we
have identified Lχpi(F) with DH . In particular, if ξ is a group homomorphism then
we can choose χ to be trivial on the complement ξ(G) of H in G, which entails
Lχpi(A) ∼= Lχpi(F)⊗ ξA as graded algebras.
Since the elements ug are invertible, we also observe the following:
Remark 3.5. If A is alternative (in particular, associative) or Jordan, then A is
a graded-division algebra with respect to G if and only if Lχpi(A) is a graded-division
algebra with respect to G.
Example 3.6. If B = ⊕g∈G Bg is a graded-field with Be = R1 then B ∼= Lχpi(R)
where H = G and pi : G → {1}. If G is finite, we can write it as a direct product
of cyclic groups: G = 〈g1〉 × · · · × 〈gs〉, and choose roots of unity zj, j = 1, . . . , s,
satisfying z2j = χ(gj). Then
Lχpi(R) = R[u1]⊗ · · · ⊗R[us] where deg uj = gj and uo(gj)j = zo(zj)j ∈ {±1}.
This is the description of such algebras given in [7].
Example 3.7. Let C be a real octonion algebra, i.e., either the octonion division
algebra O or the split octonion algebra Os. Suppose pi : G→ G is an epimorphism of
abelian groups and C is given a G-grading. Then, for any character χ : G→ U , the
G-graded algebra Lχpi(C) is a real alternative nonassociative algebra that is graded-
central-simple. Conversely, every such algebra is graded-isomorphic to an algebra of
the form Lχpi(C) where C is a simple alternative nonassociative algebra with centroid
R, which is a real octonion algebra by Kleinfeld’s Theorem [19, 20](see also [22]).
3.4. Isomorphism problem for real loop algebras. We have shown how to
obtain any G-graded algebra B that is graded-central-simple over R from a suit-
able central simple algebra A equipped with a grading by a quotient group of G:
B ∼= Lχpi(A). Our goal is to classify the graded-central-simple algebras up to iso-
morphism, so we are going to investigate to what extent A is determined by B, but
first we want to fix the parameters pi and χ. Recall that pi is the natural homo-
morphism G → G, where G = G/H and H is the support of the centroid C(B),
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so pi is determined by B. As to χ, it is a homomorphism G → U ⊂ C× such that
Lχpi(R)
∼= C(B). Let us see to what extent χ is determined.
Lemma 3.8. Lχpi(R)
∼= Lχ′pi (R) if and only if χ|H[2] = χ′|H[2] .
Proof. Recall that Lχpi(R) and L
χ′
pi (R) are the R-forms of CH given by the Gal(C/R)-
actions coming from χ and χ′. These R-forms are isomorphic if and only if there
exists an automorphism of CH (as a graded algebra) that sends one onto the other,
which happens if and only if there exists a character µ : H → C× such that
µ(h)χ′(h) = µ(h)χ(h) for all h ∈ H . Normalizing µ, we can assume that µ : H → U ,
so the condition becomes χ′|H = µ2χ|H , or χ′|H(χ|H)−1 ∈ HomZ(H,U)[2]. This
latter condition is equivalent to χ′|H[2] = χ|H[2] , because we have the exact sequence
HomZ(H,U)
[2]−→ HomZ(H,U) res−−→ HomZ(H[2], U)→ 1
as the result of applying the functor HomZ( . , U) to the exact sequence
1→ H[2] → H [2]−→ H.
The functor is exact because U is divisible. 
In order to classify graded-central-simple algebras up to isomorphism, we may
first sort them according to the isomorphism type of the centroid and then solve
the isomorphism problem for two algebras with isomorphic centroids. The first step
is achieved by Lemma 3.8, since Lχpi(R) is the centroid of L
χ
pi(A). For the second,
we will fix pi : G → G and χ : G → U and determine when Lχpi(A) and Lχpi(A′)
are isomorphic as graded algebras. To this end, it is convenient to introduce the
following notation.
Let M be the category whose objects are the central simple algebras over R
equipped with a G-grading and whose morphisms are the isomorphsms of G-graded
algebras. Let N be the category whose objects are the graded-simple G-graded
algebras with centroid isomorphic to Lχpi(R) and whose morphisms are the isomor-
phisms of G-graded algebras. Thus, M and N are groupoids (categories in which
all morphisms are invertible).
Then Lχpi is a functor M→ N. Indeed, we have already seen that, for any object
A of M, the loop algebra Lχpi(A) is an object of N. Now let ψ : A → A′ be an
isomorphism of G-graded algebras. Define Lχpi(ψ) as the restriction of ψ⊗ idRγG
to Lχpi(A) ⊂ A⊗RγG, i.e., Lχpi(ψ) sends a⊗ ug 7→ ψ(a)⊗ ug for all a ∈ Api(g)
and g ∈ G. It is clear that Lχpi(ψ) is an isomorphism of G-graded algebras and
that ψ1 6= ψ2 implies Lχpi(ψ1) 6= Lχpi(ψ2), so Lχpi is a faithful functor M → N. By
Theorem 3.3, it is essentially surjective. However, in general, it fails to be full. To
obtain an equivalence of categories, we extend M and Lχpi as follows (cf. [14]).
Fix a transversal for H in G and let ξ : G→ G be the corresponding section of pi,
which determines a 2-cocycle σ : G×G→ H . We define a groupoid M˜ that has the
same objects as M, but more morphisms. Recall that any character λ : H → R×
can be used to twist the multiplication of algebras in M with the cocycle λ ◦ σ:
for each A, we denoted by Aλ the G-graded space A with the new multiplication ∗
given by Equation (1).
Now let the morphisms in M˜ from A to A′ be the pairs (ψ, λ) where λ is a real-
valued character on H and ψ : Aλ → A′ is an isomorphism of G-graded algebras.
Note that the morphisms in M can be identified with the pairs that have trivial λ.
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Next we define an extension of Lχpi to these new morphisms. Let L˜
χ
pi(ψ, λ) :
Lχpi(A)→ Lχpi(A′) be the isomorphism of G-graded spaces given by
(2) a⊗ ug 7→ ψ(a)λ(gξ(pi(g))−1)⊗ ug for all a ∈ Api(g), g ∈ G.
We claim that this is an isomorphism of algebras. Indeed, for any g1, g2 ∈ G,
a1 ∈ Api(g1) and a2 ∈ Api(g2), we write g1 = ξ(pi(g1))h1, g2 = ξ(pi(g2))h2, for some
h1, h2 ∈ H , and let g = g1g2. Then ug1ug2 is a scalar multiple of ug and so L˜χpi(ψ, λ)
sends a1a2⊗ug1ug2 to ψ(a1a2)λ(h)⊗ ug1ug2 where
h = gξ(pi(g))−1 = g1g2ξ(pi(g1)pi(g2))
−1 = h1h2σ(pi(g1), pi(g2)).
Since ψ(a1 ∗ a2) = ψ(a1)ψ(a2), we have
ψ(a1a2) = λ(σ(pi(g1), pi(g2))
−1ψ(a1)ψ(a2),
so the image of a1a2⊗ug1ug2 is ψ(a1)ψ(a2)λ(h1)λ(h2), which is the product of the
images of a1⊗ug1 and a2⊗ug1 .
It is easy to see that L˜χpi(idA, 1) = id
L˜
χ
pi(A)
and L˜χpi(ψ′ψ, λ′λ) = L˜
χ
pi(ψ′, λ′)L˜
χ
pi(ψ, λ),
so we have defined a functor L˜χpi : M˜→ N.
Theorem 3.9. L˜χpi : M˜→ N is an equivalence of groupoids.
Proof. Since L˜χpi coincides with Lχpi on the objects, it is essentially surjective by
Theorem 3.3. To see that L˜χpi is faithful, observe that the isomorphism of centroids
induced by ϕ = L˜χpi(ψ, λ) : Lχpi(A) → Lχpi(A′) is given by uh 7→ λ(h)uh (recall that
the centroids are Lχpi(R), which is the real form of CH spanned by the elements uh).
Indeed,
ϕ(uh(a⊗ug)) = ϕ(a⊗ uhug) = ψ(a)λ(hgξ(pi(hg))−1)⊗ uhug
= λ(h)ψ(a)λ(gξ(pi(g))−1)⊗uhug
= λ(h)uh(ϕ(a⊗ ug))
(3)
for all g ∈ G, h ∈ H , a ∈ Api(g). So, λ is uniquely determined by ϕ, hence ψ is also
uniquely determined.
It remains to show that L˜χpi is full, so suppose that we have an isomorphism
ϕ : Lχpi(A) → Lχpi(A′) of G-graded algebras. For any g ∈ G, write ϕ(a⊗ ug) =
ϕg(a)⊗ug, where ϕg : Api(g) → A′pi(g), and take λ : H → R× such that uh 7→
λ(h)uh is the isomorphism of centroids induced by ϕ. Define ψ : A → A′ by
ψ(a) = ϕξ(g)(a), for any g ∈ G and a ∈ Ag. Then ψ is an isomorphism of G-graded
algebras Aλ → A′, and L˜χpi(ψ, λ) = ϕ. The calculations to establish these claims are
similar to the above: for the first, put g1 = ξ(g1) and g2 = ξ(g2) in the proof that
(2) is an isomorphism of algebras, and for the second, use (3) with g = ξ(g). 
Corollary 3.10. Let A and A′ be central simple algebras over R equipped with
G-gradings. Then Lχpi(A) and Lχpi(A′) are isomorphic as G-graded algebras if and
only if the G-graded algebra A′ is isomorphic to a twist of A. 
4. Alternative algebras
As an application of Theorem 3.3 and Corollary 3.10, we will obtain the clas-
sification of real G-graded algebras that are graded-central-simple and alternative
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but not associative: as pointed out in Example 3.7, these algebras arise from grad-
ings by the quotient groups of G on the real octonion algebras O and Os, and all
group gradings on octonion algebras are known. For the classification up to isomor-
phism, the only remaining question is to calculate the twists, but first we review
the relevant facts about octonions.
4.1. Cayley–Dickson doubling process. Recall that a Hurwitz algebra is a uni-
tal composition algebra, i.e., a unital algebra equipped with a multiplicative non-
singular quadratic form, which is called the norm and will be denoted by n. Except
in the case charF = 2,“nonsingular” means that the polar form of n, defined by
n(x, y) := n(x + y)− n(x) − n(y), is nondegenerate. The standard involution of a
Hurwitz algebra is given by x¯ := n(x, 1)1− x.
It is well known that the dimension of a Hurwitz algebra can be only 1, 2, 4 or
8. Hurwitz algebras of dimension 4 are referred to as quaternion algebras and those
of dimension 8 as octonion or Cayley algebras.
Given an associative Hurwitz algebra A such that the polar form of n is nonde-
generate and any scalar α ∈ F×, let CD(A, α) be the direct sum of two copies of A,
where we may formally write the element (x, y) as x+ yw, so CD(A, α) = A⊕Aw.
This is a Hurwitz algebra with multiplication and norm given by:
(a+ bw)(c+ dw) = (ac+ αdb) + (da+ bc)w,(4)
n
(
a+ bw
)
= n(a)− αn(b).(5)
For example, the real division algebras of complex numbers, quaternions, and octo-
nions are obtained as C = CD(R,−1), H = CD(C,−1), and O = CD(H,−1). Since
O is not associative, we cannot obtain a Hurwitz algebra by doubling it. We will ab-
breviate CD(A, α, β) := CD(CD(A, α), β), and similarly for CD(F, α, β, γ). For any
δ ∈ F×, the mapping (x, y) 7→ (x, δ−1y) is an isomorphism CD(A, α)→ CD(A, αδ2).
Hence, over R, the isomorphism class of these algebras depends only on the sign of
the parameters α, β and γ. It turns out that if any of the parameters is positive,
we get the “split complex numbers” Cs = R × R, split quaternions Hs ∼= M2(R),
and split octonions Os.
Conversely, given any Hurwitz algebra C with norm n and a subalgebra A such
that the restriction to A of the polar form of n is nondegenerate, and given any
nonisotropic element w ∈ A⊥, it follows that n(A,Aw) = 0 and that A⊕Aw is a
subalgebra of C isomorphic to CD(A, α) with α = −n(w) = w2.
4.2. Gradings on octonion algebras. Let Q be a quaternion subalgebra of a
Cayley algebra C over a field F, and let w ∈ Q⊥ with n(w) = −γ 6= 0. Then
C = Q⊕Qw is isomorphic to CD(Q, γ), which gives a Z2-grading on C with C0¯ = Q
and C1¯ = Q⊥ = Qw.
In its turn, the quaternion subalgebra Q can be obtained from a 2-dimensional
subalgebra K (either F × F or a separable quadratic field extension of F) as Q =
K ⊕ Kv ∼= CD(K, β), with v ∈ Q ∩ K⊥ and n(v) = −β 6= 0. Then C is isomorphic
to CD(K, β, γ), which gives a Z22-grading on C with C(0¯,0¯) = K, C(1¯,0¯) = Kv, C(0¯,1¯) =
Kw, and C(1¯,1¯) = (Kv)w.
If charF 6= 2, then K can be obtained by doubling F: K = F⊕ Fu ∼= CD(F, α),
with u ∈ K ∩ F⊥ and n(u) = −α 6= 0, so C ∼= CD(F, α, β, γ), which gives a Z32-
grading on C, with deg u = (1¯, 0¯, 0¯), deg v = (0¯, 1¯, 0¯), and degw = (0¯, 0¯, 1¯).
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The above gradings by Zr2, r = 1, 2, 3, are called the gradings induced by the
Cayley–Dickson doubling process [13, p. 131] (r 6= 3 if charF = 2).
Finally, over any field, there is a unique (up to isomorphism) split Cayley algebra
Cs, and it admits a Z2-grading, called the Cartan grading, whose homogeneous
components are the eigenspaces for the action of a maximal torus of AutF(Cs).
The following is a stronger version of the main result of [11], where it was used
to classify gradings on Cayley algebras over algebraically closed fields (see also [13,
Theorem 4.12]).
Theorem 4.1 ([15]). Any nontrivial grading on a Cayley algebra is, up to equiv-
alence, either a grading induced by the Cayley–Dickson doubling process starting
with a Hurwitz division subalgebra, or a coarsening of the Cartan grading on the
split Cayley algebra. 
Starting from this point, a classification of gradings up to isomorphism is ob-
tained in [15] for any Cayley algebra. Here we will state the result only for F = R
and F = C. To be consistent with our previous notation, we will denote the grading
group by G.
The coarsenings of the Cartan grading on Os are induced by arbitrary homo-
morphisms Z2 → G (see Subsection 2.1). Let g1, g2 and g3 be the images of the
elements (1, 0), (0, 1), and (−1,−1), respectively, so g1g2g3 = e¯ (the identity el-
ement of G). Then the grading is determined by the triple (g1, g2, g3), and two
triples yield isomorphic gradings if and only if they are in the same orbit under the
action of the group S3 × Z2 (the Weyl group of type G2), where S3 permutes the
entries of the triple and the generator of Z2 inverts them simultaneously. We will
denote the resulting graded algebras by C(g1, g2, g3). None of them is a graded-
division algebra (for example, because the identity component contains a nontrivial
idempotent).
The remaining nontrivial gradings on O and Os are obtained by arbitrary mono-
morphisms Zr2 → G, 1 ≤ r ≤ 3, from the gradings induced by the Cayley–Dickson
doubling process starting from H if r = 1, from C if r = 2, and from R if r = 3. All
of them are division gradings. To include the trivial grading on O, we will allow
r = 0. The support of the grading is the image of Zr2, which we denote by T .
The parameters used in the doubling process determine a character µ : T → {±1}
as follows: for any nonzero homogeneous element x of degree t¯, we have x2 ∈
−µ(t¯)R>0. The trivial characters give gradings on O and the nontrivial ones on
Os. We will denote the resulting graded-division algebras by C(T , µ). The algebras
corresponding to different pairs (T , µ) are not graded-isomorphic.
A similar classification of division gradings is valid for H and Hs on the one hand
and C and Cs on the other hand. We will denote the resulting graded-division
algebras by Q(T , µ) and K(T , µ), respectively.
Over C, there is only one Cayley algebra (up to isomorphism), and the classifi-
cation of gradings is the same as above, except in the Cayley–Dickson case there is
no parameter µ and r must be equal to 3. We will denote these graded algebras by
CC(g1, g2, g3) and CC(T ). Similarly, we also have QC(T ) with r = 2 for M2(C) (the
complex quaternion algebra) and KC(T ) with r = 1 for C× C.
4.3. Graded-simple real alternative algebras. Let B be a G-graded algebra
over R that is graded-simple and alternative but not associative. Assume also that
the identity component of the centroid L := C(B) is finite-dimensional, so it is
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either R or C. As before, let H be the support of L, G = G/H , and pi be the
natural homomorphism G→ G.
If Le ∼= C then L ∼= CH and, by the “Correspondence Theorem” from [1], we
have B ∼= Lpi(C) where C is the unique complex Cayley algebra, equipped with a
G-grading, and this grading is determined uniquely up to isomorphism. Thus, in
this case the algebras B can be of two kinds: those with C ∼= CC(g1, g2, g3) are
classified up to isomorphism by the (S3 × Z2)-orbits of the triples (g1, g2, g3) and
those with C ∼= CC(T ) are classified by the subgroups T ⊂ G isomorphic to Z32. The
graded-division algebras are the latter.
Now let us assume Le = R and fix a character χ : G→ U ⊂ C× such that L ∼=
Lχpi(R). By Theorem 3.3, we have B ∼= Lχpi(C) where C is either O or Os, equipped
with a G-grading, so C ∼= C(g1, g2, g3) or C ∼= C(T , µ). To apply Corollary 3.10, we
have to classify these G-graded algebras up to twist. Let T = pi−1(T ), so T = T/H .
Since T is an elementary 2-group (of rank r), we have a homomorphism T → H
sending t 7→ t2, which maps H to H [2] and hence induces a homomorphism
(6) τ : T → H/H [2], tH 7→ t2H [2].
Note that τ is the element of HomZ(T ,H/H
[2]) corresponding to the abelian group
extension H → T → T under the isomorphism ExtZ(T ,H) ∼= HomZ(T ,H/H [2]).
Lemma 4.2. For any character λ : H → R×, we have C(g1, g2, g3)λ ∼= C(g1, g2, g3)
and C(T , µ)λ ∼= C(T , µ′) where µ′(t) = µ(t)λ0(τ(t)) for all t ∈ T , and λ0(hH [2]) :=
signλ(h) for all h ∈ H.
Proof. To compute the twists, we fix a section ξ : G→ G. It is convenient to take
ξ(e¯) = e, so that the resulting 2-cocycle σ : G×G→ H is normalized.
The elements gi are the degrees of homogeneous basis elements of one of the
Peirce components with respect to a nontrivial homogeneous idempotent (while
the other Peirce component gives the elements g−1i ). Since the degree of the idem-
potent is e¯, it remains an idempotent with respect to the twisted multiplication of
Equation (1), and its Peirce components remain the same.
Recall that µ(t) is defined by x2 ∈ −µ(t)R>0, for any nonzero homogeneous
element x of degree t. The twisted multiplication gives:
x ∗ x = λ(σ(t, t))x2 = λ(ξ(t)2ξ(t2)−1)x2 = λ(ξ(t)2)x2,
and the result follows, because signλ
(
ξ(t)2
)
= λ0
(
ξ(t)2H [2]
)
= λ0(τ(t)). 
Lemma 4.3. Let T 0 = ker τ . Then C(T , µ′) is graded-isomorphic to a twist of
C(T, µ) if and only if µ′|T 0 = µ|T 0 .
Proof. We have to let λ0 in Lemma 4.2 range over HomZ(H/H
[2], {±1}) and con-
sider the resulting τ∗(λ0) := λ0◦τ , which are homomorphisms T → {±1}. Consider
the exact sequence
1→ T 0 → T τ−→ H/H [2].
Since these are elementary 2-groups, we may regard them as vector spaces over the
field of 2 elements and hence obtain the following exact sequence:
HomZ(H/H
[2], {±1}) τ
∗
−→ HomZ(T , {±1}) res−−→ HomZ(T 0, {±1})→ 1,
which proves the result. 
We summarize the results of this subsection:
14 Y. BAHTURIN AND M. KOCHETOV
Theorem 4.4. Let B be a G-graded algebra over R that is graded-simple and alter-
native but not associative. Let L = C(B) and assume that Le is finite-dimensional,
so it is either R or C. Let H be the support of L, G = G/H, and pi be the natural
homomorphism G → G. If Le = R, pick a character χ : G → U ⊂ C× such that
L ∼= Lχpi(R).
1. If Le = R then B is graded-isomorphic to one of the following:
(a) Lχpi(C(g1, g2, g3)) for a triple (g1, g2, g3) ∈ G
3
with g1g2g3 = e¯;
(b) Lχpi(C(T , µ)) for a subgroup T ⊂ G isomorphic to Zr2, 0 ≤ r ≤ 3, and a
character µ : T → {±1}.
2. If Le ∼= C then B is graded-isomorphic to one of the following:
(a) Lpi(CC(g1, g2, g3)) for a triple (g1, g2, g3) ∈ G
3
with g1g2g3 = e¯;
(b) Lpi(CC(T )) for a subgroup T ⊂ G isomorphic to Z32.
Two algebras in different items are not graded-isomorphic to one another. Two
algebras in item 1(a) or 2(a) are graded-isomorphic if and only if their triples belong
to the same (S3 × Z2)-orbit. Two algebras in item 2(b) are graded-isomorphic if
and only if their subgroups are equal. Finally, two algebras in item 1(b) are graded-
isomorphic if and only if their subgroups are equal and their characters have the
same restriction to T 0 := ker τ where τ : T → H/H [2] is given by Equation (6). 
4.4. Graded-division real alternative algebras. The algebras in items 1(b)
and 2(b) of Theorem 4.4 are characterized by the property that they are graded-
division algebras (see Remark 3.5). They can be obtained by the Cayley–Dickson
doubling process over the graded-field L as follows. First of all, the formulas (4)
and (5) make sense for unital algebras with a quadratic form over any commutative
associative ring, in particular over any graded-field L, but we also have to keep
track of the gradings. To this end, suppose A is a graded L-module with an L-
bilinear multiplication and a quadratic form n : A → L such that A is a unital
graded algebra and n(Ag1 ,Ag2 ) ⊂ Lg1g2 for all g1, g2 ∈ G, so the mapping x 7→ x¯ is
degree-preserving. Given k ∈ G and α ∈ Lk2 , Equation (4) makes B := CD(A, α)
a graded algebra if we define
(7) CD(A, α)g = Ag ⊕Agk−1w for all g ∈ G.
Note that w = (0, 1) is assigned degree k. Moreover, the polar form of the quadratic
form n defined by Equation (5), satisfies the condition n(Bg1 ,Bg2) ⊂ Lg1g2 for all
g1, g2 ∈ G. We will denote the resulting unital graded algebra with a quadratic
form by CD(A, (α, k)).
For example, the G-graded algebras C(T , µ) can be obtained as follows. Take
L = R with trivial grading. In the case r = 3, if {t1, t2, t3} is a basis of the
elementary 2-group T , then
(8) C(T , µ) ∼= CD
(
R, (−µ(t1), t1), (−µ(t2), t2), (−µ(t3), t3)
)
,
where we use an abbreviation for the iterated Cayley–Dickson doubling process
similar to what we had in Subsection 4.1. The isomorphism (8) remains valid in
the case r < 3 if we make the convention that tj = e¯ for 1 ≤ j ≤ 3 − r, while the
tj with 3− r < j ≤ 3 form a basis of T .
Now let us see how the loop algebra construction interacts with the (graded)
Cayley–Dickson doubling process.
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Lemma 4.5. Let A be a unital G-graded algebra with a quadratic form over R,
L = Lχpi(R), α ∈ R× and k¯ ∈ G with k¯2 = e¯. Then
Lχpi
(
CD(A, (α, k¯))) ∼= CD(Lχpi(A), (αu2k, k)),
for any k ∈ G satisfying pi(k) = k¯.
Proof. In view of (7), applied first with G and then with G, we have an isomorphism
of G-graded vector spaces Lχpi
(
CD(A, (α, k¯)))→ CD(Lχpi(A), (αu2k, k)) given by
(a+ bw)⊗ ug 7→ a⊗ ug + (b ⊗ ugu−1k )w for all a ∈ Api(g), b ∈ Api(g)k¯−1 , g ∈ G.
This is also an isomorphism of L-algebras with quadratic forms because it is the
restriction of the mapping CD(A, α) ⊗ D → CD(A ⊗ D, αu2k), where D = RγG,
obtained by composing the D-algebra isomorphism CD(A, α)⊗D → CD(A⊗D, α)
sending (a + bw) ⊗ ug 7→ a ⊗ ug + (b ⊗ ug)w and the D-algebra isomorphism
CD(A⊗D, α)→ CD(A⊗D, αu2k) sending (x, y) 7→ (x, yu−1k ), for all x, y ∈ A⊗D. 
Applying this lemma repeatedly, we obtain from (8) the following models for the
algebras in item 1(b) of Theorem 4.4:
Lχpi(C(T , µ)) ∼= CD
(
L, (−µ(t1)u2t1 , t1), (−µ(t2)u2t2 , t2), (−µ(t3)u2t3 , t3)
)
,
for any tj ∈ G satisfying pi(tj) = tj . Note that u2tj = γ(tj , tj)ut2j ∈ L.
This can be simplified with a special choice of the elements tj . Indeed, let r0 be
the rank of T 0 and pick the basis of T so that the tj with 3 − r < j ≤ 3 − r + r0
form a basis of T 0. Then the tj with 3 − r < j ≤ 3 − r + r0 can be chosen to
satisfy t2j = e, so that the subgroup T0 of G generated by these elements is mapped
by pi isomorphically onto T 0. Moreover, for these tj , we have u
2
tj
= χ(tj) ∈ {±1}.
Unless L ∼= RH , there exists h ∈ H[2] such that χ(h) = −1 (see Lemma 3.8), which
can be used to adjust the tj to make u
2
tj
= µ(tj). If L ∼= RH then we can take
χ to be trivial, so u2tj = 1. Now, for 1 ≤ j ≤ 3 − r, we will take tj = e. As to
the remaining case, 3 − r + r0 < j ≤ 3, it does not matter how we choose these tj
because, in view of the isomorphism condition in item 1(b), we may change µ(tj)
arbitrarily without affecting the isomorphism class of the graded algebra. Thus we
obtain (cf. Remark 3.4):
(9) Lχpi(C(T , µ)) ∼=


C(T0, µ0)⊗ L if r0 = r;
CD
(Q(T0, µ0)⊗ L, (±ut23 , t3)) if r0 = r − 1;
CD
(K(T0, µ0)⊗ L, (±ut22 , t2), (±ut23 , t3)) if r0 = r − 2;
CD
(
L, (±ut21 , t1), (±ut22 , t2), (±ut23 , t3)
)
if r0 = r − 3;
where the signs can be chosen arbitrarily, and µ0 = µ ◦ pi|T0 if L ∼= RH and trivial
otherwise.
Similar models can be obtained for Lpi(CC(T )) in item 2(b) of Theorem 4.4, but
we have L ∼= CH , there is no µ0, r must be 3, and we have t2j instead of ±ut2j .
We will now obtain a classification of graded-division real alternative algebras
up to equivalence. First of all, we replace the grading group G by the support
T , so equivalence becomes the same as weak isomorphism (see Subsection 2.2),
and we have to investigate the effect of the automorphisms of the group T on the
graded algebras B in items 1(b) and 2(b). For any α ∈ Aut(T ), we have a canonical
isomorphism of graded algebras αC(B) ∼= C(αB). Hence, we fix a representative
in each Aut(T )-orbit of the graded-isomorphism classes of graded-fields (over the
16 Y. BAHTURIN AND M. KOCHETOV
group T ) so that we may consider the graded-isomorphism class of L = C(B) fixed
and restrict ourselves to those α ∈ Aut(T ) that satisfy αL ∼= L. In item 2(b), this
latter condition amounts to α(H) = H , while in item 1(b) it says more: α(H) = H
and χ ◦ α|H[2] = χ|H[2] (see Lemma 3.8). In any case, α induces an automorphism
α¯ of T = T/H , and we have α¯(T 0) = T 0.
Consider B in item 1(b), so B ∼= Lχpi(C(T , µ)). Then αB is given by the right-
hand side of (9) in which L is replaced by L′ := αL, T0 by T
′
0 := α(T0), µ0 by
µ′0 := µ0 ◦α−1|T ′0 , and (±ut2j , tj) by (±ut2j , α(tj)). Note that L′α(h) = Lh = Ruh for
all h ∈ H , and there exists an isomorphism of graded algebras ψ : L′ → L, which
must therefore send uh to either uα(h) or to −uα(h) (depending on h). Extending
the isomorphism id⊗ ψ to the Cayley–Dickson doubles, we obtain
αB ∼=


C(T ′0, µ′0)⊗ L if r0 = r;
CD
(Q(T ′0, µ′0)⊗ L, (±u(t′3)2 , t′3)) if r0 = r − 1;
CD
(K(T ′0, µ′0)⊗ L, (±u(t′2)2 , t′2), (±u(t′3)2 , t′3)) if r0 = r − 2;
CD
(
L, (±u(t′1)2 , t′1), (±u(t′2)2 , t′2), (±u(t′3)2 , t′3)
)
if r0 = r − 3;
where t′j = α(tj). These elements have the same properties as the tj in (9), so the
net effect of α on the graded-isomorphism class of B is the replacement of (T0, µ0)
by (T ′0, µ
′
0). Now, T0 can be mapped onto any other complement of H in pi
−1(T 0)
by an automorphism of the latter that restricts to the identity on H and therefore
extends to an automorphism α of T as above. Moreover, any automorphism of T0
extends in the same manner to an automorphism α. It follows that there is only
one equivalence class of B when we have fixed T and the graded-isomorphism class
of L other than RH , and two equivalence classes with a fixed T and L ∼= RH :
one corresponding to µ0 = 1 and the other to µ0 6= 1, where 1 denotes the trivial
character.
For B in item 2(b), i.e., B ∼= Lpi(CC(T )), we can use the same arguments or apply
the canonical isomorphism α(Lpi(A)) ∼= Lpi(α¯A) defined by a ⊗ g 7→ a ⊗ α(g), for
any G-graded algebra A. (This isomorphism could also be applied for item 1(b) in
the case of split centroid.)
To summarize our classification, it is convenient to introduce the following no-
tation. Let T be an abelian group with a subgroup H such that T := T/H is an
elementary 2-group of rank r ∈ {0, 1, 2, 3}. Let O be an orbit of nontrivial char-
acters H[2] → {±1} under the action of the stabilizer of H in Aut(T ). For each
such triple (T,H,O), we fix a representative χ0 ∈ O and extend it to a character
χ : T → U ⊂ C×. Let
DA(T,H,O) := Lχpi(C(T , 1)),
where pi : T → T is the natural homomorphism. For each pair (T,H) as above,
fix a character µ : T → {±1} whose restriction to T 0 := ker τ is nontrivial, where
τ : T → H/H [2] is given by Equation (6), and let
DA(T,H) := Lpi(C(T , 1)) and DA(T,H)′ := Lpi(C(T , µ)).
(If T 0 is trivial then only DA(T,H) is defined.) Finally, for each pair (T,H) with
r = 3, let
DAC(T,H) := Lpi(CC(T )).
Then we have the following:
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Theorem 4.6. Let B be a real graded-division algebra with support T that is alter-
native but not associative. Let L = C(B) and assume that Le is finite-dimensional,
so it is either R or C, and let H be the support of L.
1. If Le = R and L 6∼= RH, then B is equivalent to DA(T,H,O) for a unique
orbit O of nontrivial characters H[2] → {±1} under the action of the sta-
bilizer of H in Aut(T ).
2. If Le = R and L ∼= RH, then B is equivalent to DA(T,H) or DA(T,H)′,
but not both.
3. If Le ∼= C, then B is equivalent to DAC(T,H). 
We can make the classification more explicit in the finite-dimensional case by
classifying the pairs (T,H) and the triples (T,H, χ0) up to isomorphism. First of
all, we have a canonical decomposition T = T ′ × T ′′ where T ′ is a 2-group and T ′′
has odd order. Then H = H ′ × T ′′ and H[2] = H ′[2], so the problem reduces to
2-groups.
A subset {g1, . . . , gs} of a finite abelian group G will be called a basis if the
orders of gj are nontrivial prime powers and G = 〈g1〉 × · · · × 〈gs〉. If G is an
elementary p-group, this is indeed a basis of G as a vector space over the field of p
elements. We leave the proof of the following result to the reader.
Lemma 4.7. Let pi : G → G be an epimorphism of finite abelian p-groups where
G is elementary. Then there exists a basis {g1, . . . , gs} of G such that the elements
pi(gj) that are different from the identity form a basis of G. 
In particular, our pairs (T,H) are described as follows: there is a basis of T
in which r elements are marked, the orders of the marked elements are powers of
2, and H is generated by the unmarked elements and the squares of the marked
elements. Up to isomorphism, a pair (T,H) is represented by a tuple of nontrivial
prime powers (the orders of the basis elements) in which r powers of 2 are marked:
for example, the pair (Z2 × Z2 × Z4, 0× Z2 × 2Z4) is represented by (2, 2, 4). Two
pairs are isomorphic if and only if the tuples are the same up to permutation. (The
“only if” part can be seen by looking at the quotients T [2
k]/H [2
k] for k = 1, 2, . . .)
Now we want to include χ0 into consideration. The classification of pairs (H,χ0)
up to isomorphism is equivalent to the classifications of graded-fields in Example
3.6 up to equivalence (which was done in [7]). Such a pair is described by the
tuple consisting of the orders of the basis elements where each power of 2 is given
a sign according to the value of χ0 on the unique element of order 2 in the cyclic
group generated by the basis element. Since we consider nontrivial χ0, at least
one entry of the tuple must have negative sign. It turns out that, by changing
the basis, one can always achieve that there is exactly one negative sign. This
is done using the following moves: if two distinct basis elements hi and hj with
o(hi) = 2
m ≤ 2n = o(hj) give negative sign, we replace hi with hih2n−mj , which gives
positive sign. Hence, a pair (H,χ0) is represented, up to isomorphism, by a tuple of
nontrivial prime powers in which exactly one power of 2 is given negative sign: for
example, the tuple (2,−8) represents the pair (Z2×Z8, χ0) where χ0((1¯, 0¯)) = 1 and
χ0((0¯, 4¯)) = −1. Two pairs are isomorphic if and only if the tuples are the same up
to permutation. (The “only if” part can be seen by looking at the restrictions of χ0
to the subgroups H [2
k]∩H[2] for k = 1, 2, . . .) Hence, every graded-field in Example
3.6 is equivalent to either RH (corresponding to the trivial χ0) or RK ⊗(−n) where
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H ∼= K×Z2n and the Z2|m|-graded algebra (m) is defined for any m ∈ Z as follows:
(n) := R[x]/(x2
n − 1) and (−n) := R[x]/(x2n + 1) where deg x = 1¯ ∈ Z2n .
Note that (0) = R (trivially graded) and, if H is a 2-group, RH is equivalent to the
tensor product of graded algebras of the form (n), n ∈ N.
Finally, for the triples (T,H, χ0), we combine the previous arguments: we have
a basis of H in which r0 ≤ r elements are marked (being the nontrivial squares
of the marked basis elements of T ), and each basis element gives a sign. We can
reduce the number of negative signs to one by applying the same moves as above to
the basis elements of T , except that we are not allowed to replace ti with tit
2n−m
j
if ti is in H , tj is not in H , and m = n. This is not an obstacle, because in this
situation we can replace tj with titj . Therefore, the triples (T,H, χ0) are classified
by tuples of nontrivial prime powers in which r powers of 2 are marked and one
of the powers of 2 (marked or unmarked) is given negative sign. This labeling is
arbitrary except that a marked power of 2 can be given negative sign only if it is
at least 4.
Now we can describe more explicitly the finite-dimensional graded algebras in
Theorem 4.6. For integers n1, n2, n3, consider T = Z2|n1|+1×Z2|n2|+1×Z2|n3|+1 and
its standard basis t1 = (1¯, 0¯, 0¯), t2 = (0¯, 1¯, 0¯), t3 = (0¯, 0¯, 1¯). Define the following
T -graded algebra:
R{n1, n2, n3} := CD
(
L, (x1, t1), (x2, t2), (x3, t3)
)
where L = (n1)⊗ (n2)⊗ (n3),
with xj being the generator of the j-th factor of L, with deg xj = 2tj. Thus, the
Cayley–Dickson generators satisfy u2 = x1, v
2 = x2, w
2 = x3 and are assigned
degrees deg u = t1, deg v = t2, degw = t3. Here we make the convention that
xj = −1 if nj = 0. The algebra R{n1, n2, n3} falls into item 1 of Theorem 4.6 if
at least one nj < 0 (we may assume without loss of generality that exactly one)
and into item 2 otherwise. The pair (T,H) and the orbit of χ0 are represented by
the tuple (±2|n1|+1,±2|n2|+1,±2|n3|+1) where the signs are given as follows: plus if
nj ≥ 0 and minus if nj < 0. We define in a similar manner the graded algebras
C{n2, n3} := CD
(
C⊗ L, (x2, t2), (x3, t3)
)
where L = (n2)⊗ (n3);
H{n3} := CD
(
H⊗ L, (x3, t3)
)
where L = (n3).
For nonnegative integers n1, n2, n3, we also define the graded algebrasR{n1, n2, n3}′,
C{n2, n3}′ and H{n3}′ as above, but with the convention xj = 1 if nj = 0. They
fall into item 2 of Theorem 4.6. Note that in our notation the letters R, C and H
indicate the identity component. We can also have O as the identity component.
In summary:
Corollary 4.8. Let B be a finite-dimensional real graded-division algebra that is
alternative but not associative.
1. If B is graded-central with a nonsplit centroid, then B is equivalent to one
of the following:
(a) RK ⊗ R{n1, n2, n3}, RK ⊗ C{n2, n3}, or RK ⊗H{n3}, where K is a
finite abelian group and exactly one of the integers nj is negative;
(b) RK⊗(−n)⊗R{n1, n2, n3}, RK⊗(−n)⊗C{n2, n3}, RK⊗(−n)⊗H{n3},
or RK⊗(−n)⊗O, where K is a finite abelian group, n > 0, and nj ≥ 0.
2. If B is graded-central with a split centroid, then B is equivalent to one of
the following:
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(a) RK⊗R{n1, n2, n3}, RK⊗C{n2, n3}, RK⊗H{n3}, or RK⊗O, where
K is a finite abelian group and nj ≥ 0;
(b) RK ⊗ R{n1, n2, n3}′, RK ⊗ C{n2, n3}′, or RK ⊗H{n3}′, where K is
a finite abelian group and nj ≥ 0 with at least one being 0.
3. If B is not graded-central, then B is equivalent to CK⊗R{n1, n2, n3}, where
K is a finite abelian group and nj ≥ 0.
Two algebras in different items are not equivalent to one another. Two algebras in
the same item are equivalent if and only if they have isomorphic abelian groups K
and, if applicable, the same value of n and the same nj up to permutation. 
5. Jordan algebras of degree 2
As another application of Theorem 3.3 and Corollary 3.10, we will classify the
finite-dimensional real G-graded unital Jordan algebras that are graded-simple and
have degree 2 over the center (which is identified with the centroid).
The concept of degree is introduced for any finite-dimensional strictly power-
associative unital algebra over a field using the so-called generic minimal polynomial
(see e.g. [18, p. 223]), and this can be extended to algebras over direct products of
fields: indeed, such an algebra is the direct product of algebras over fields, and we
take the maximum degree of the factors.
5.1. Jordan algebras of symmetric bilinear forms. Let V be a vector space
over a field F (charF 6= 2) and let b : V ×V → F be a symmetric bilinear form. Then
J (V, b) := F1 ⊕ V , with multiplication defined by uv = b(u, v)1 for all u, v ∈ V ,
is a unital Jordan algebra. It is known [18, p. 207] that any central simple Jordan
algebra of degree 2 over F is isomorphic to J (V, b) where dimV ≥ 2 and b is
nondegenerate. Moreover, the pair (V, b) is determined up to isometry.
As observed in [4], all G-gradings on these Jordan algebras are obtained from
G-gradings on V satisfying b(Vg1 , Vg2 ) = 0 for all g1, g2 ∈ G with g1g2 6= e.
More generally, if L is a graded-field, V is a graded L-module (hence free), and
b : V × V → L is a symmetric L-bilinear form satisfying b(Vg1 ,Vg2) ⊂ Lg1g2 for
all g1, g2 ∈ G, then J (V , b) := L1 ⊕ V , with multiplication defined as above and
J (V , b)g := Lg1⊕ Vg, is a graded Jordan algebra over L.
5.2. Graded-simple real Jordan algebras of degree 2. Let B be a finite-
dimensional graded-simple real Jordan algebra, let L be the centroid of B, and let
H be the support of L. Then H is finite, Le is either R or C, and B ∼= Lpi(A)
or B ∼= Lχpi(A) where A is a finite-dimensional central simple Jordan algebra over
R or C, respectively, pi is the natural homomorphism G → G := G/H , and χ is
a character G → U ⊂ C×, as before. Since A is unital (see e.g. [18, p. 201]), so
is B, and we can identify L with the center of B. Disregarding the grading, L is
isomorphic to the direct product of copies of R and C (see Example 3.6).
Now assume that B has degree 2 over L. If B ∼= Lpi(A) then L is the group
algebra of H and A is the quotient of B induced by the augmentation map of L,
hence A also has degree 2. (It cannot be 1, because in this case A would be the
ground field and hence B = L.) The same conclusion is obtained if B ∼= Lχpi(A) by
extending scalars from R to C. Therefore, A ∼= J (V, b) as above, with a G-grading
coming from a G-grading on V satisfying b(Vg1 , Vg2) = 0 for all g1, g2 ∈ G with
g1g2 6= e¯.
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The pair (V, b) is determined up to graded isometry (see [13, Theorem 5.42]).
Over C, such pairs are parametrized by certain functions κ : G→ Z≥0. Indeed, the
condition on b implies that we have an orthogonal decomposition as follows:
V = Vg1 ⊕ · · · ⊕ Vgm ⊕ (Vg′m+1 ⊕ Vg′′m+1)⊕ · · · ⊕ (Vg′l ⊕ Vg′′l ),
where all elements of G are distinct and, for 1 ≤ j ≤ m, we have g2j = e¯ and the
restriction of b to the subspace Vgj is nondegenerate, while for m < j ≤ l, we have
g′jg
′′
j = e¯ and the subspaces Vg′j and Vg′′j are totally isotropic and in duality through
b. Therefore, we can choose bases in these subspaces so that b is represented by the
following matrix:
Ik1 ⊕ · · · ⊕ Ikm ⊕
[
0 Ikm+1
Ikm+1 0
]
⊕ · · · ⊕
[
0 Ikl
Ikl 0
]
where kj = dimVgj for 1 ≤ j ≤ m and kj = dimVg′j = dimVg′′j for m < j ≤ l (see
[13, p. 199]). We define
κ(g) := dim Vg for all g ∈ G,
so the support of κ is {g1, . . . , gm, g′m+1, g′′m+1, . . . , g′l, g′′l } and κ is balanced in the
sense that κ(g−1) = κ(g) for all g ∈ G. Conversely, every balanced κ with finite
support corresponds to (V, b) as above. We will denote the corresponding G-graded
Jordan algebra by JC(κ).
Over R, we have a similar situation, but b will be represented by a matrix of the
form
Ip1,q1 ⊕ · · · ⊕ Ipm,qm ⊕
[
0 Ikm+1
Ikm+1 0
]
⊕ · · · ⊕
[
0 Ikl
Ikl 0
]
where Ip,q =
(
Ip 0
0 −Iq
)
, so pj − qj is the signature of the restriction of b to Vgj ,
1 ≤ j ≤ m. Thus, we have one more invariant, namely, the function σ : G[2] → Z
defined by
σ(g) := signature(b|Vg ) for all g ∈ G[2],
which satisfies |σ(g)| ≤ κ(g) and σ(g) ≡ κ(g) (mod 2) for all g ∈ G[2]. For a given
κ, we will refer to functions σ satisfying these conditions as signature functions.
Every such pair (κ, σ) determines (V, b) as above. We will denote the corresponding
G-graded Jordan algebra by J (κ, σ).
Similarly to Subsection 4.3, we define a homomorphism
(10) τ : G[2] → H/H [2], gH 7→ g2H [2].
Then the cocycle twists of J (κ, σ) are calculated similarly to Lemma 4.2:
Lemma 5.1. For any character λ : H → R×, we have J (κ, σ)λ ∼= J (κ, σ′) where
σ′(g) = σ(g)λ0(τ(g)) for all g ∈ G[2], and λ0(hH [2]) := signλ(h) for all h ∈ H. 
Therefore, J (κ, σ′) is graded-isomorphic to a twist of J (κ, σ) if and only if
σ′ = σµ˜ for some character µ˜ : G[2] → {±1} that restricts to the trivial character
on ker τ (see the proof of Lemma 4.3). To summarize:
Theorem 5.2. Let B be a G-graded finite-dimensional unital Jordan algebra over
R that is graded-simple and has degree 2 over its center L. Let H be the support
of L, G = G/H, and pi be the natural homomorphism G → G. If Le = R, pick a
character χ : G→ U ⊂ C× such that L ∼= Lχpi(R).
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1. If Le = R then B is graded-isomorphic to Lχpi(J (κ, σ)) for a unique balanced
function κ : G → Z≥0 with finite support and a signature function σ :
G[2] → Z, which is determined up to multiplication by the characters G[2] →
{±1} with trivial restriction to ker τ , where τ : G[2] → H/H [2] is given by
Equation (10).
2. If Le ∼= C then B is graded-isomorphic to Lpi(JC(κ)) for a unique balanced
function κ : G→ Z≥0 with finite support. 
The graded algebras in Theorem 5.2 can be obtained as Jordan algebras of
symmetric bilinear forms over L. Indeed, consider the G-graded L-module V =
Lχpi(V ) and define a symmetric L-bilinear form B : V × V → L as follows:
B(v1⊗ ug1 , v2⊗ ug2) := b(v1, v2)⊗ ug1ug2 for all v1 ∈ Vpi(g1), v2 ∈ Vpi(g2), g1, g2 ∈ G.
Since b(v1, v2) = 0 unless g1g2 ∈ H , the right-hand side is indeed in L, and B
satisfies B(Vg1 ,Vg2) ⊂ Lg1g2 . Hence, we can define the G-graded Jordan algebra
J (V , B), and the canonical isomorphism (R1 ⊕ V ) ⊗ RγG ∼= RγG ⊕ (V ⊗ RγG)
restricts to an isomorphism Lχpi(J (V, b)) ∼= J (V , B).
Now choose gj ∈ G such that pi(gj) = gj for 1 ≤ j ≤ m and g′j ∈ G such
that pi(g′j) = gj for m < j ≤ l. (If gj = e¯, we take gj = e.) Then V can be
identified with V ⊗ L as a graded L-module through the isomorphism sending, for
each 1 ≤ j ≤ m, v⊗uh 7→ v⊗ugjuh for all v ∈ Vgj , h ∈ H , and for each m < j ≤ l,
v⊗uh 7→ v⊗ug′
j
uh for all v ∈ Vg′
j
, h ∈ H , and v⊗uh 7→ v⊗u(g′
j
)−1uh for all
v ∈ Vg′′
j
, h ∈ H . Then any choice of bases in Vgj , Vg′j and Vg′′j gives us an L-basis
of V . We can choose the bases so that B is represented by the matrix
Ip1,q1 ⊗ δ1uh1 ⊕ · · · ⊕ Ipm,qm ⊗ δmuhm ⊕
[
0 Ikm+1
Ikm+1 0
]
⊗ 1⊕ · · · ⊕
[
0 Ikl
Ikl 0
]
⊗ 1
where δj = γ(gj , gj) ∈ {±1} and hj = g2j .
If we consider these graded algebras up to equivalence rather than isomorphism,
some further simplifications can be made. First of all, it is convenient to change
the grading group as follows. Let G˜ be the abelian group generated by H and the
new symbols g˜1, . . . , g˜m, g˜
′
m+1, g˜
′′
m+1, . . . , g˜
′
l, g˜
′′
l subject to the following relations: for
1 ≤ j ≤ m, we impose g˜2j = hj if gj 6= e¯ and g˜j = e otherwise, while for m < j ≤ l,
we impose g˜′j g˜
′′
j = e. Then H is a subgroup of G˜ and we have G˜/H
∼= Zm2 × Zl−m
if gj 6= e¯ for all j and G˜/H ∼= Zm−12 × Zl−m otherwise. We define a G˜-grading on
V by declaring, for each 1 ≤ j ≤ m, Vgjh to be the component of degree g˜jh for
all h ∈ H , and similarly for m < j ≤ l. The L-bilinear form B is compatible with
this new grading, so we obtain a G˜-grading on J (V , B), which is equivalent to the
original G-grading.
Remark 5.3. We can say more: the G-grading on J (V , B) is induced from the G˜-
grading by the homomorphism α : G˜→ G extending the identity on H and sending
g˜j 7→ gj, g˜′j 7→ g′j, and g˜′′j 7→ (g′j)−1. It follows that G˜ is the universal abelian
group (see e.g. [13, §1.2]) of the grading on J (V , B).
Now replace G by G˜ and drop the tilde. If L is nonsplit, there exists h ∈ H
such that u2h = −1, and we can use it to adjust our L-basis of V to make δj = 1 or
δj = −1 arbitrarily, but note that this also changes gj, so we cannot apply this if
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gj = e¯. Therefore, we can make the matrix of B look as follows:
Ip1,q1 ⊗ uh1 ⊕ · · · ⊕ Ipm,qm ⊗ uhm ⊕
[
0 Ikm+1
Ikm+1 0
]
⊗ 1⊕ · · · ⊕
[
0 Ikl
Ikl 0
]
⊗ 1
where we may assume pj ≥ qj if gj 6= e¯. If L ∼= RH then we may assume uh = h,
so δj = 1, but note that the isomorphism condition in Theorem 5.2 allows us to
interchange pj and qj arbitrarily if gj /∈ ker τ . Therefore, we can make the matrix
of B look as above, where we may assume pj ≥ qj if gj /∈ ker τ .
5.3. Graded-division Jordan algebras of degree 2. In a unital Jordan algebra
J , an inverse of an element a is b ∈ J such that ab = 1 and a2b = a. The existence
of such b is equivalent to the invertibility of the operator Ua := 2L
2
a − La2 . If this
is the case, the element b is unique and given by b = U−1a (a) (see e.g. [18, p. 52]),
so the usual notation a−1 is used. J is called a division algebra if every nonzero
element is invertible. It is clear that if J is G-graded and a ∈ Jg is invertible then
a−1 ∈ Jg−1 . As stated in the introduction, J is a graded-division algebra if every
nonzero homogeneous element is invertible. Note, however, that, for an invertible
element a, the operator La is not necessarily invertible, and the set of invertible
elements need not be closed under multiplication.
The Jordan algebra of a symmetric bilinear form, J (V, b), is a division algebra
if and only if b(v, v) is not a square in F, for any 0 6= v ∈ V (see [18, Exercise
2, p. 54]). Clearly, in the case F = R, this is equivalent to b being negative, i.e.,
b(v, v) < 0, for any 0 6= v ∈ V .
Proposition 5.4. Suppose we have a G-grading on the Jordan algebra J = J (V, b)
over any field F, charF 6= 2. Then J is a graded-division algebra if and only if the
following conditions hold:
(i) all components Vg are nonisotropic (i.e., the restriction of the quadratic
form b(v, v) to Vg does not represent 0);
(ii) for every 0 6= v ∈ Ve, b(v, v) is not a square in F.
Condition (i) implies that all elements of the support have order ≤ 2.
Proof. Since Je = F1 ⊕ Ve = J (Ve, be), where be is the restriction of b to Ve, the
nonzero elements of Je are invertible if and only if condition (ii) holds, which also
implies condition (i) for g = e. Now suppose 0 6= v ∈ Jg for some g 6= e. Then
v ∈ Vg and hence v2 = b(v, v)1. If b(v, v) = 0 then v is not invertible because
v2b = 0 6= v for any b ∈ J . Conversely, if b(v, v) 6= 0 then v−1 = 1
b(v,v)v. Therefore,
condition (i) is equivalent to the invertibility of all nonzero elements of Jg. If g2 6= e
then Vg is totally isotropic. 
Recalling Remark 3.5 and applying the above proposition to our J (κ, σ) and
JC(κ), with G playing the role of G, we obtain the following:
Corollary 5.5. Let B be as in Theorem 5.2. Then B is a graded-division algebra
if an only if one of the following holds:
1. Le = R, the support of κ is contained in G[2], |σ(g)| = κ(g) for all g ∈ G[2],
and σ(e¯) = −κ(e¯);
2. Le ∼= C, the support of κ is contained in G[2], κ(g) ∈ {0, 1} for all g ∈ G[2],
and κ(e¯) = 0. 
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Note that in item 2, the conditions imply that all nonzero homogeneous compo-
nents of B are 1-dimensional, whereas in item 1, they can have arbitrary dimensions.
This is in contrast with alternative (in particular, associative) graded-division alge-
bras, where all nonzero components must have the same dimension (which, if finite,
must be 1, 2, 4 or 8 over R).
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