We establish conditions on the parameters which are both necessary and sufficient in order that Besov and Triebel-Lizorkin spaces of generalized smoothness contain only regular distributions. We also connect this with the possibility of embedding such spaces in some particular Lebesgue spaces.
Introduction
The main aim of this paper is to describe completely, in terms of their parameters, when the generalized Besov and Triebel-Lizorkin spaces B σ,N p,q (R n ) and F σ,N p,q (R n ) contain only regular distributions. In other terms, we aim to characterize the relations Besides the intrinsic interest of such a question within the theory of those spaces, such a characterization might also be useful when calculating with distributions belonging to them, as the possibility of representing distributions by functions naturally leads to simplifications.
A final answer to such a question in the context of classical spaces B s p,q (R n ) and F s p,q (R n ) was given in [12, Theorem 3.3 .2]:
Theorem 1.1 1. Let s ∈ R, 0 < p < ∞ and 0 < q ≤ ∞. Then the following two assertions are equivalent:
1.2 either 0 < p < 1, s ≥ n( 1 p − 1), 0 < q ≤ ∞ or 1 ≤ p < ∞, s > 0, 0 < q ≤ ∞ or 1 ≤ p < ∞, s = 0, 0 < q ≤ 2 2. Let s ∈ R, 0 < p ≤ ∞ and 0 < q ≤ ∞. Then the following two assertions are equivalent:
2.2 either 0 < p ≤ ∞, s > n(
The spaces of generalized smoothness B σ,N p,q (R n ) and F σ,N p,q (R n ) in which we intend to study the same problem are natural generalizations of the classical Besov and Triebel-Lizorkin spaces in the direction of generalizing the smoothness and the partition in frequency. Now, instead of (2 sj ) j , for some s ∈ R, the smoothness will be controlled by a general so-called admissible sequence σ := (σ j ) j , whereas the splitting in frequency will also be controlled by an admissible sequence N := (N j ) j more general than the classical (2 j ) j .
Such spaces have some history: Originally they were introduced by Goldman and Kalyabin in the middle of the seventies of the last century with the help of differences and general weight functions and on the basis of expansions in series of entire analytic functions, respectively. In both cases these function spaces were subspaces of L p (R n ), 1 < p < ∞, by definition, therefore the question under which conditions they can contain or not contain singular distributions was pointless.
Later on spaces of generalized smoothness appeared naturally by real interpolation with function parameter, were used to describe compact and limiting embeddings with the help of the finer tuning given by the smoothness parameter and showed up also in connection with generalized d-sets and h-sets (special fractals) and function spaces defined on them, as well as in probability theory as generalized Bessel potential spaces.
For a historical survey up to the end of 2000, see [6] .
As can be noticed by comparing our main assertions in Theorems 4.3 and 4.4 below with the classical counterpart recalled in Theorem 1.1 above, it is not at all clear why the latter should generalize in that way. As a matter of fact, it was somewhat of a surprise to us that the characterization could be done in such a neat way, specially in the cases where a comparison between the numbers p, q and 2 seemed to be in order. We stress that we get a characterization, and not mere sufficient conditions. The bulk of the work has, indeed, to do with the proof that the guessed conditions are necessary. The tools used there rely heavily on the useful Proposition 4.1, which we denote by "a reverse Hölder's inequality result", and on the consideration of suitable sets of extremal functions. These are, for most of the cases, inspired by the possibility of representing the elements of the functions spaces under study by means of infinite linear combinations of atoms. Nevertheless, for the tricky cases given by the last lines in Theorems 4.3 and 4.4 we had to resort to lacunary Fourier series (and standardization) for that effect (by the way, Theorem 3.14 might also have independent interest).
As a by-product of our main results, we also extend to our framework the classical result [12, Cor. 3.3.1] , which states that the Besov and TriebelLizorkin spaces of integrability parameter p = ∞ which are completely formed by regular distributions are exactly those which continuously embed in the Lebesgue spaces of power max{1, p} -cf. Corollary 4.6. We would like to thank H. Triebel for asking us what could be answered with respect to the main question dealt with in this paper, which prompted us to this research, and for some helpful occasional discussions about it.
Preliminaries
We start by fixing some general notation.
Since all the Besov and Triebel-Lizorkin spaces under consideration are spaces on R n , we shall omit the R n from the notation.
Given any r ∈ (0, ∞], we denote by r ′ the number, possibly ∞, defined through the expression Unimportant positive constants might be denoted generically by the same letter, usually c, with additional indices to distinguish them in case they appear in the same or close expression.
Before introducing the spaces we want to consider, we define and make some comments about the type of sequences which will be used as parameters. Definition 2.1 A sequence σ = (σ j ) j∈N 0 , with σ j > 0, is called an admissible sequence if there are two constants 0
Definition 2.2 Two admissible sequences σ = (σ j ) j∈N 0 and τ = (τ j ) j∈N 0 are called equivalent if there exist constants C 1 and C 2 such that
To illustrate the flexibility of (1) we refer the reader to some examples discussed in [6] or [1, Chap. 1] .
The following definition, of Boyd indices of a given admissible sequence, is taken from [2] :
are the (upper and respectively lower) Boyd indices of the sequence σ.
Remark 2.4 Obviously it holds
and for each ε > 0 there exist constants c 0,ε > 0 and c 1,ε > 0 such that
Remark 2.5 (i) It is easy to see that the Boyd indices of an admissible sequence σ remain unchanged when replacing σ by an equivalent sequence in the sense of Definition 2.2.
(ii) Given an admissible sequence σ with Boyd indices α σ and β σ then it is possible to find for any ε > 0 a sequence τ which is equivalent to σ with d 0 (τ ) = 2 βσ−ε and d 1 (τ ) = 2 ασ+ε , i.e.
Assumption 2.6 From now on we will denote N = (N j ) j∈N 0 a sequence of real positive numbers such that there exist two numbers 1 < λ 0 ≤ λ 1 with
In particular N is a so-called strongly increasing sequence -compare Definition 2.2.1 and Remark 4.1.2 in [6] . We would like to point out that the condition λ 0 > 1 played a key role in [6, Assumption 4.1.1] in order to get atomic decompositions in function spaces of generalized smoothness.
Moreover we choose a natural number κ 0 in such a way that 2 ≤ λ κ 0 0 and consequently 2N j ≤ N k for any j, k ∈ N 0 such that j + κ 0 ≤ k holds.
We will fix such a κ 0 in the following.
Definition 2.7 For a fixed sequence N = (N j ) j∈N 0 as in Assumption 2.6, let Φ N be the collection of all function systems ϕ N = (ϕ N j ) j∈N 0 such that:
(iv) there exists a constant c ϕ > 0 such that
In what follows S stands for the Schwartz space of all complex-valued rapidly decreasing infinitely differentiable functions on R n equipped with the usual topology, S ′ denotes its topological dual, the space of all tempered distributions on R n , and F and F −1 stand respectively for the Fourier transformation and its inverse.
Let (σ j ) j∈N 0 be an admissible sequence, (N j ) j∈N 0 be an admissible sequence satisfying Assumption 2.6 and let ϕ N ∈ Φ N . 
(ii) Let 0 < p < ∞ and 0 < q ≤ ∞. The Triebel -Lizorkin space F σ,N p,q of generalized smoothness is defined as
In both cases one should use the usual modification when q = ∞. Proposition 2.9 Let 0 < p < ∞, 0 < q ≤ ∞. Let N and σ be admissible sequences with N satisfying also Assumption 2.6. Then Of intrinsic interest are also embedding results involving such spaces. Here we present two which will, moreover, be of great service to us later on. In the case of Besov spaces, this is taken from [4, The. 3.7] : Proposition 2.10 Let N = (N j ) j∈N 0 be an admissible sequence as in Assumption 2.6 and let σ = (σ j ) j∈N 0 and τ = (τ j ) j∈N 0 be two further admissible
Both
The following partial counterpart for the F -spaces (which will be enough for our purposes) can be proved similarly (cf. also [10, Prop. 1.
1.13.(iv),(vi)]):
Proposition 2.11 Let N be an admissible sequence as in Assumption 2.6 and let σ and τ be two further admissible sequences. Let 0 < p < ∞, 0 < q 1 , q 2 ≤ ∞ and
We state now sufficient conditions, already known to us, in order that 
Remark 2.13
As an immediate consequence we get, with the hypotheses of the previous proposition, also the conclusion B
Let N and σ be admissible sequences with N satisfying also Assumption 2.6.
Preparatory results
In order to deal with the main question formulated in this paper, we need to introduce some technical tools and derive some results which will be required later on.
Standardization
In our setting, standardization is the ability to identify our generalized spaces with spaces where N j has the classical form 2 j . Let N and σ be admissible sequences, N satisfying also the Assumption 2.6 as before, and let κ 0 be the fixed natural number with λ κ 0 0 ≥ 2 . Define
Then we have that
1 }. Under these conditions we proved in [3, Theorem 1] the following standardization:
Theorem 3.1 Let N and σ be admissible sequences, N satisfying also the Assumption 2.6. Let, further, 0 < p, q ≤ ∞ (with p = ∞ in the F -case). Then As a consequence of this we obtain in case σ j = σ 0 j = 1 for all j ∈ N 0 : Corollary 3.2 Let (σ j ) j∈N 0 and (N j ) j∈N 0 be as before and 0 < p, q ≤ ∞ (with p = ∞ in the F -case). Then
and
This extends [6, Theorem 3.1.7] also to the F-spaces and to the case 0 < p ≤ 1. The corollary will be useful to prove the sufficiency of the conditions in Theorems 4.3 and 4.4.
One of the most significant ingredients in the proof of the following theorem, which is Lemma 1 in [3] and will also be useful later on, was again the above standardization theorem.
and σ := (σ j ) j∈N 0 be admissible sequences with N satisfying also Assumption 2.6. Let σ ′ and σ ′′ be the admissible sequences defined respectively by
if, and only if,
As we shall see, our main results will be established in terms of the behaviour of the sequences σ and N . Sometimes it is useful to deal with the case of general N after having dealt with the more classical situation when N = (2 j ) j∈N 0 , through standardization. The problem afterwards then might be that the criteria obtained are expressed in terms of (σ (i) For κ 0 the fixed natural number such that λ
(ii) There is c 0 ∈ N such that
Proposition 3.5 Let σ be an admissible sequence and 0 < r ≤ ∞. Let k(j) be defined as in (6) . Then σ −1 ∈ ℓ r if, and only if, (σ
Proof. We deal only with the main case when 0 < r < ∞. The case r = ∞ can be dealt with usual modifications. Consider the numbers κ 0 and c 0 as in Remark 3.4. On one hand,
where the inequality is justified by the fact that, for each fixed m = 0, . . . , c 0 − 1, (σ k(lc 0 +m) ) l∈N 0 is a subsequence of σ, as follows from Remark 3.4(ii).
On the other hand,
where the first inequality is a direct consequence of the admissibility of σ (with the factor c depending on κ 0 ) and the second inequality comes from the fact that the term following each σ −r k(j)+κ 0 −1 in the middle line above, being σ −r k(j+1) is, by Remark 3.4(i), either the next term in the sequence σ −r or a term already considered before and that we can discard, turning the total sum smaller, though not smaller than the sum in the last line (because of Remark 3.4(ii)).
Combining (9) and (10), we get the required result.
Atomic decompositions
One of the tools we shall need is the atomic representation of functions in spaces of generalized smoothness. In order to present the atomic decomposition theorem we first set up some notation and terminology -see also [6, Section 4.4] . Let Z n be the lattice of all points in R n with integer-valued components. If ν ∈ N 0 and m = (m 1 , ..., m n ) ∈ Z n we denote by Q νm the cube in
.., N −1 ν m n ) which has sides parallel to the axes and side length N −1 ν . If Q νm is such a cube in R n and c > 0 then cQ νm denotes the cube in R n concentric with Q νm and with side length cN −1 ν .
R n
If the atom ρ is located at Q νm (that means supp ρ ⊂ c * Q νm with ν ∈ N 0 , m ∈ Z n , c * > 1) then we will denote it by ρ νm .
As in the classical case, the N -atoms (associated to the sequence N ) are normalised building blocks satisfying some moment conditions. The value of the number c * > 1 in (11) and (13) is unimportant. It simply makes clear that at the level ν some controlled overlapping of the supports of ρ νm must be allowed.
The moment conditions (15) can be reformulated as D γ ρ(0) = 0 if |γ| ≤ L, which shows that a sufficiently strong decay of ρ at the origin is required. If L < 0 then (15) simply means that there are no moment conditions required.
The reason for the normalising factor in (12) and (14) is
If ν ∈ N 0 , m ∈ Z n and Q νm is a cube as above, let χ νm be the characteristic function of Q νm ; if 0 < p ≤ ∞ let
(with the usual modification if p = ∞ and/or q = ∞) is finite;
(with the usual modification if p = ∞ and/or q = ∞) is finite.
One can easily see that b p,q and f N p,q are quasi-Banach spaces and using χ In [6] it was proved the following atomic decomposition theorem.
Theorem 3.8 Let N = (N j ) j∈N 0 be an admissible sequence from Assumption 2.6 with λ 0 > 1 and let σ = (σ j ) j∈N 0 be an admissible sequence.
Let 0 < p < ∞, respectively 0 < p ≤ ∞, 0 < q ≤ ∞, and let M , L + 1 ∈ N 0 be such that
Then g ∈ S ′ belongs to 
convergence being in S ′ , where For further comments, remarks, examples related to the above theorem we refer the interested reader to [6] . The use of arbitrary κ > 0 instead of κ = 1 changes only the equivalence constants for the quasi-norm.
For the sake of completeness, we mention now an observation from an unpublished manuscript of Farkas and Leopold from 2007.
Remark 3.9 Let N = ( N j ) j∈N 0 be an admissible sequence as in Assumption 2.6 which is equivalent to the sequence N .
Let also σ = ( σ j ) j∈N 0 be an admissible sequence equivalent to σ. It follows directly from Definition 3.6 that for arbitrary fixed c * > 1 and κ > 0 there exist c * > 1 and κ > 0 such that any 1 M -N -atom is an 1 M -N -atom and such that any (σ, p) M,L -atom is an ( σ, p) M,L -N -atom with respect to the numbers c * and κ.
Clearly c * and κ > 0 depend on c * , κ, M , p and on the equivalence constants for the sequences σ and N .
Let us denote by α σ and β σ , respectively α N and β N , the Boyd indices of σ and N respectively. According to Remark 3.9, Remark 2.5 and taking into account the definition of Boyd indices, conditions (16)-(18) can be reformulated and improved
Remark 3.10 We will refer to the above theorem, with conditions (20)- (22), as to the atomic decomposition theorem in function spaces of generalized smoothness.
Remark 3.11
We would like to stress that in the "if" assertion of the atomic decomposition theorem the convergence of (19) in S ′ is not an assumption, but rather a consequence of the hypotheses that the coefficients belong to f N p,q or b p,q . The proof of this can be done with the help of the results in Remark 2.4 and by adapting to the general situation the corresponding proof of Corollary 13.9(i) in [14] , more detailed explained in Proposition 1.20 in [9] .
Lacunary Fourier series
At one point we shall need a specific result about lacunary Fourier series, that is, of Fourier series of the form
where (λ j ) j is some given sequence of positive integers for which there exists q such that Lemma 3.13 Let N = (2 j ) j∈N 0 and consider a function system ϕ = (ϕ j ) j∈N 0 ∈ Φ N as in Definition 2.7 built in the following way: for each j ∈ N \ {1}, ϕ j = ϕ 1 (2 −j+1 ·), where, for some suitable a > 0, ϕ 1 ∈ S is chosen such that
and supp ϕ 1 ⊂ {ξ ∈ R n : (1 + a) ≤ |ξ| ≤ 4(1 − a)}; ϕ 0 ∈ S is chosen so that ϕ 0 (ξ) + ϕ 1 (ξ) = 1 if |ξ| ≤ 2 and supp ϕ 0 ⊂ {ξ ∈ R n : |ξ| ≤ 2}. Consider e 1 = (1, 0, . . . , 0) ∈ R n . Given ζ ∈ S, (b j ) j∈N ⊂ C with |b j | ≤ c r 2 jr for some r > 0 and k ∈ N, the function
is well-defined with convergence in S and, for any given d > 0,
Theorem 3.14 Let 0 < p ≤ ∞ (0 < p < ∞ in the case of F -spaces), 0 < q ≤ ∞ and σ be admissible. Let ψ ∈ S \ {0} and (b k ) k∈N ⊂ C with |b k | ≤ c r 2 kr for some r > 0. Then
Proof. The hypothesis on the sequence (b k ) k∈N immediately guarantees that W makes sense in S ′ and is indeed a periodic distribution on R n (cf.
[11, section 3.2]). Then it is a straightforward calculation to see that
where e 1 stands for (1, 0, . . . , 0) ∈ R n . Considering a system ϕ as in Lemma 3.13, then
can be taken as the V k in (23), k ∈ N, for the choice ζ = Fψ. Therefore the conclusion (24) reads here as
where d > 0 is at our disposal. Applying the inverse Fourier transformation we get lim
and, using S ֒→ L p , also
Notice now that (with the usual modification in the case q = ∞) we have
and a corresponding estimation obtained by interchanging the roles of b k ψe i2 k x 1 and F −1 (ϕ k F(ψW )). Since the last term in (28) can be estimated from above by
we get, also with the help of (27), that the above expression is finite and therefore, from (28) and the corresponding estimate referred to above,
is finite if, and only if,
That is, and after simplifying the last expression (taking also into consideration the hypothesis ψ ∈ S \ {0}), ψW ∈ B σ p,q if, and only if, (σ k b k ) k∈N ∈ ℓ q . As for F σ p,q , with 0 < p, q < ∞, we start by observing that from (26) it follows, in particular, that for any m ∈ N and any d > 0
Then we have, pointwisely, with
is finite and therefore the series of functions above converges pointwisely and, moreover,
Using now that σ k ≤ σ 0 2 k log 2 d 1 -cf. (1) -and choosing m ∈ N large enough and d ≥ log 2 d 1 in (29), we get that
The counterpart of (28) is now
and, again, a corresponding estimation obtained by interchanging the roles of b k ψe i2 k x 1 and F −1 (ϕ k F(ψW )) also holds. Therefore, taking (30) into account,
That is, and after simplifying the last expression (taking also into consideration the hypothesis ψ ∈ S \ {0}),
We have been assuming, in this case of F -spaces, that both p and q are finite. However, with the usual modifications the preceding arguments also work out for q = ∞.
Main results
We start by considering a reverse Hölder's inequality result which will be used as a backbone for the proof of the necessity of most of the conditions in Theorems 4.3 and 4.4 below.
The case 1 < r < ∞ is contained in [7, The. 161, p. 120]. The case r = ∞ is trivial (just take all b j 's equal to 1), though something stronger is true, namely the conclusion still holds merely by drawing (b j ) j∈N from c 0 , as follows from [7, The. 162(i), pp. 120-121]. Finally, the case 0 < r ≤ 1 (then r ′ = ∞) can be proved by contradiction. Indeed, assume (a j ) j∈N ∈ ℓ ∞ . Then for each natural number l there exists an index j l > j l−1 such that |a j l | ≥ l 1 r +1 , where j 0 can, e.g., be taken equal to 1. Define
To prove the necessity of some conditions in the next theorem we will construct so-called extremal functions starting from a smooth basic function Φ with compact support and vanishing moment conditions, which we describe next: Proposition 4.2 For every L ∈ N and λ 0 > 1 there exist a C ∞ -function Φ on R n and suitable positive constants C 1 , C 2 and C 3 , these constants depending only on λ 0 and n, such that C 1 < C 3 < λ 0 C 1 ,
A construction of such functions was described in [4, Lem. 4.6]. should be understood as ℓ p :
, in case 1 < p ≤ 2 and min{p, 2} < q ≤ ∞;
, in case 2 < p ≤ ∞ and min{p, 2} < q ≤ ∞.
Proof.
(i) First we prove the sufficiency of the given conditions in each case. In case 1, it follows directly from Remark 2.13. For each one of the remaining cases we use, in sequence, Proposition 2.10, Corollary 3.2 and Theorem 1.1. This explains why we can write, assuming the condition in each one of the cases, that in case 2
and in case 4
(ii) Here we prove the necessity of the condition sated in case 1. Let L be chosen in dependency of (N j ) j∈N 0 and (σ j ) j∈N 0 by (18) or (22), respectively, and let Φ be a corresponding basic function depending on L, n and λ 0 from Proposition 4.2. Let (ρ j ) j∈N be a sequence belonging to ℓ q and
convergence in S ′ . For x = 0 this is always a finite sum and for each j the functions σ
Then
and, actually, f ρ will also be given by (31) in the pointwise sense a.e.. We will split part of the set {x :
1 } in a non-overlapping way to obtain simple passages
because on these passages we have
For each k ∈ N we have
The sum on the right-hand side is monotone increasing and the left-hand side is independent of k. So we have
(iii) Now we prove the necessity of the conditions sated in cases 2 and 3. Let (γ j ) j∈N 0 be an arbitrary sequence belonging to ℓ 1 . For technical reasons we consider now the sequence (γ j ) j∈N 0 with
It is clear that (γ j ) j∈N 0 also belongs to ℓ 1 . Define
Then κ j > 0 if j ∈ N and lim j→∞ κ j = κ, where κ is equal to ||(γ j ) j∈N 0 |ℓ 1 ||. For all j = 1, 2, · · · put
We obtain rectangles in R n which become narrower in the x 1 -direction. Inside each R j we consider cubes Q jm of the type considered in the beginning of subsection 3. 
In dependency of (N j ) j∈N 0 and (σ j ) j∈N 0 choose L which fulfil (18) or (22), respectively. Furthermore let Φ be a basic function depending on L, n and λ 0 from Proposition 4.2 and putΦ(x) := Φ(2C 3 x). Let
(pointwise convergence) be a compactly supported function where (ρ j ) j∈N is an arbitrary sequence of non-negative numbers which will be specified later.
Notice that by construction for each x ∈ R n in the double sum appears at most one summand which is not zero and that σ 
For each given sequence (γ j ) j∈N 0 ∈ ℓ 1 we choose
With this special choice of (ρ j ) j∈N we also have
where the equivalence constants might depend on Φ. Now we assume B σ,N p,q ⊂ L loc 1 . Then h ρ and g ρ coincide a.e. and for every sequence (
Moreover by (33)
j ) j∈N 0 ∈ ℓ r ′ by Proposition 4.1. In case 1 < r < ∞ (this is equivalent to p < q) we get
q and in case 0 < r ≤ 1 (this is equivalent to q ≤ p) we have r ′ = ∞. Consequently we obtain that B
Adapting the above arguments to the cases where p or q are infinite, we get the same conclusions as long as we interpret ℓ p∞ 
With a choice of ψ different from 0 everywhere, then also W ∈ L loc 1 (R n ) and, consequently, the one variable version w (that is, w(t) := ∞ j=1 b j e i2 j t ) is locally integrable too. In particular, Since the assumption (β k b k ) k∈N ∈ ℓ q implies that |b j | ≤ c r 2 jr for some r > 0, then we have shown that (
and defining
(with the understanding that ℓ 2∞ ∞−2 should be read as ℓ 2 ).
Finally, by Proposition 3.5 we can transfer this to the original sequence σ with arbitrary σ 0 > 0 and obtain (σ should be understood as ℓ 2 :
, in case 1 ≤ p < ∞ and 2 < q ≤ ∞.
(i) First we prove the sufficiency of the given conditions in each case. In case 1, it follows directly from Proposition 2.14.
For both remaining cases we use, in sequence, Proposition 2.11, Corollary 3.2 and Theorem 1.1. This explains why we can write, assuming the condition in each one of the cases, that in case 2
and in case 3
(ii) Now we prove the necessity of the conditions sated in cases 1 and 2. If we assume .
In case 0 < p ≤ 1 and 0 < q ≤ ∞ it holds 0 < min{p, q} ≤ 1 and by Theorem 4.3, part 1, we have (σ
In case 1 < p < ∞ and 0 < q ≤ 2 it holds 0 < min{p, q} ≤ min{p, 2} and by Theorem 4.3, part 2, we have (σ
(iii) Finally, the proof of the necessity of the condition sated in case 3 is the same, mutatis mutandis, as in the last part in Theorem 4.3 because, under the conditions of Theorem 3.14, In what follows we shall use the following classical facts without further notice: (i) The B case when 0 < p < ∞.
First let 0 < p ≤ 1 and 0 < q ≤ ∞.
We have, by Theorem 4.3, that (σ At last, in case 1 ≤ p < ∞ and 2 < q ≤ ∞ we get (σ 
