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ABSTRACT
A MEASURE DISINTEGRATION APPROACH TO
SPECTRAL MULTIPLICITY FOR NORMAL
OPERATORS
Serdar AY
M.S. in Mathematics
Supervisor: Assoc. Prof. Dr. Aurelian Gheondea
July, 2012
In this thesis we studied the notion of direct integral Hilbert spaces, first in-
troduced by J. von Neumann, and the closely related notion of decomposable
operators, as defined in Kadison and Ringrose [1997] and Abrahamse and Kriete
[1973]. Examples which show that some of the most familiar spaces in analysis
are direct integral Hilbert spaces are presented in detail. Then we give a careful
treatment of the notion of disintegration of a probability measure on a locally
compact separable metric space, and using the machinery we obtain, a proof of
the Spectral Multiplicity Theorem for Normal Operators employing the notion
of disintegration of measures is given, based on Abrahamse and Kriete [1973],
Arveson [1976], Arveson [2002]. In Chapter 5 the notion of essential preimage is
presented in the sense of the article Abrahamse and Kriete [1973], and its relation
with the spectral multiplicity function is discussed.
Keywords: direct integral Hilbert space, disintegration of measures, normal op-
erators, Spectral Multiplicity Theorem, multiplicity function.
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O¨ZET
NORMAL OPERATO¨RLER I˙C¸I˙N SPEKTRAL
KATLILIG˘A O¨LC¸U¨M C¸O¨ZU¨NU¨MU¨ YAKLAS¸IMI
Serdar AY
Matematik, Yu¨ksek Lisans
Tez Yo¨neticisi: Doc¸. Dr. Aurelian Gheondea
Temmuz, 2012
Bu tezde Kadison ve Ringrose [1997] ve Abrahamse ve Kriete [1973]’te
tanımlandıg˘ı s¸ekilde, J. von Neumann tarafından matematik literatu¨ru¨ne
kazandırılan direkt integral Hilbert uzayları ve onunla yakından ilis¸kili olan
ayrıs¸tırılabilir operato¨rler u¨zerinde c¸alıs¸tık. Analizde sıkc¸a c¸alıs¸ılan bazı uzay-
ların direkt integral Hilbert uzayları oldug˘unu go¨steren o¨rnekler ayrıntılı olarak
sunuldu. Yerel kompakt ayrılabilir bir metrik uzay u¨zerinde tanımlı bir olasılık
o¨lc¸u¨mu¨nu¨n c¸o¨zu¨nu¨mu¨ kavramı hassas bir s¸ekilde incelendi. Elde edilen arac¸lar
kullanılarak Normal Operato¨rler ic¸in Spektral Katlılık Teoreminin o¨lc¸u¨mlerin
c¸o¨zu¨nu¨mu¨ kavramını temel alan, Abrahamse and Kriete [1973], Arveson [1976],
ve Arveson [2002]’ye dayanan bir ispatı verildi. Bes¸inci bo¨lu¨mde Abrahamse and
Kriete [1973] makalesinde tanımlandıg˘ı s¸ekilde esas o¨nimge kavramı sunuldu ve
bu kavramın spektral katlılık fonksiyonu ile ilis¸kisi tartıs¸ıldı.
Anahtar so¨zcu¨kler : direkt integral Hilbert uzayları, o¨lc¸u¨mlerin c¸o¨zu¨nu¨mu¨, normal
operato¨rler, Spektral Katlılık Teoremi, katlılık fonksiyonu.
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Chapter 1
Direct Integral Of Hilbert Spaces
In this section, we recall the definiton and the basic properties of a direct integral
of separable Hilbert spaces over a measure space with certain properties, following
[13].
Definition 1.1. Let X be a locally compact σ-compact Borel measure space,
and let µ be the completion of a positive Borel measure on X, which is taking
finite values on compact subsets, so that it is σ-finite. Let (Hx)x∈X be a family
of separable Hilbert spaces indexed over X. A separable Hilbert space H is said
to be a direct integral of (Hx)x∈X over (X,µ) if it satisfies the following:
D1. For every h ∈ H, there is a function X 3 x 7→ h(x) defined on X such
that h(x) ∈ Hx for all x ∈ X.
D2. The function x 7→ 〈g(x), h(x)〉Hx on X is µ-integrable for all g, h ∈ H
and such that
〈g, h〉H =
∫
X
〈g(x), h(x)〉Hx dµ(x).
D3. If fx ∈ Hx for all x ∈ X and the function x 7→ 〈fx, g(x)〉Hx is µ-integrable
for every g ∈ H, then there exists f ∈ H such that fx = f(x) for µ-almost every
x ∈ X.
1
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For H as above we use the notation
H =
∫ ⊕
X
Hx dµ(x). (1.1)
Remark 1.2. For any h, g ∈ H consider a linear combination of corresponding
functions ah(x) + g(x), a ∈ C. Clearly, the function x 7→ 〈ah(x) + g(x), f(x)〉 is
µ-integrable for all f ∈ H. Therefore by D3 in the definition, there is z ∈ H such
that z(x) = ah(x) + g(x) µ-a.e. on X. Then we have z = ah+ g. This follows by
the following calculation:
〈ah+ g − z, u〉 = 〈ah, u〉+ 〈g, u〉 − 〈z, u〉
=
∫
X
〈ah(x), u(x)〉 dµ+
∫
X
〈g(x), u(x)〉 dµ−
∫
X
〈z(x), u(x)〉 dµ
=
∫
X
〈ah(x) + g(x)− z(x), u(x)〉 dµ = 0.
From here it follows that if h(x) = g(x) µ-a.e, then h = g, for h(x)− g(x) = 0
µ-a.e implies h− g = 0 by above.
Proposition 1.3. Assume that {ha}a∈A is a collection of vectors spanning H for
some nonempty set A ⊂ X. Let
H0x := span{ha(x)| a ∈ A}
be the closure of the linear span of this set. Then H0x = Hx for µ-a.e. x ∈ X.
Proof. Define
X0 := {x ∈ X |H0x 6= Hx}.
Let ux ∈ Hx 	 H0x be a unit vector for x ∈ X0. For x 6∈ X0, let ux = 0. Then
clearly 〈ux, ha(x)〉 = 0 for every x ∈ X.
Fix an arbitrary element g ∈ H. By assumption, there exists a sequence
of elements gj ∈ H such that gj −→
j→∞
g in the norm ‖.‖H . Here each gj is a
linear combination of elements of {ha}a∈A. Let gj =
∑nj
k=1 bkhak . Then by the
preeceding remark we have that for each j, gj(x) =
∑nj
k=1 bkhak(x) except on a
null set Nj. Then we have
〈ux, gj(x)〉Hx = 〈ux,
nj∑
k=1
bkhak(x)〉Hx = 0
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for any j and x 6∈ ⋃∞j=1Nj.
But since
‖g − gj‖2H =
∫
X
‖(g − gj)(x)‖2Hxdµ −→j→∞ 0
by a well known property of convergence in L2 there exists a subsequence gjl such
that
‖g(x)− gjl(x)‖Hx −→
l→∞
0
for all x outside of a null set N0.
Let N :=
⋃∞
j=0Nj. Then µ(N) = 0, and for x 6∈ N we have
lim
l→∞
〈ux, gjl(x)〉Hx = 〈ux, g(x)〉Hx = 0.
From here, the function x → 〈ux, g(x)〉 is integrable for any g ∈ H. By D3 in
Definition 1.1, there is u ∈ H such that u(x) = ux outside of a null set M . Now
choosing g = u gives
0 = 〈ux, u(x)〉Hx = 〈ux, ux〉Hx
for x 6∈ (N ∪M), i.e. ux = 0 µ-a.e. Since ux is a unit vector for x ∈ X0, it follows
that X0 is a null set.
Before we go into examples, we need lemmas. The following is Theorem
1 in Chapter IV, §3 of Bourbaki, is given as the countable convexity theorem
and is cited here without proof. It can be considered as a generalization of the
Minkowski inequality.
Lemma 1.4. Let X be a locally compact Hausdorff space, and µ be a measure
on it as in Definition 1.1. Let f : X → C be a numerical function. For every
1 ≤ p < +∞ define Np(f) :=
( ∫
X
|f(x)|p dµ(x)) 1p . Note that Np(f) might take
the value +∞.
Now let (fn)
∞
n=1 be a sequence of nonnegative functions on X. Then we have
Np
( ∞∑
n=1
fn
) ≤ ∞∑
n=1
Np(fn).
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Lemma 1.5. Let (X,Σ, µ) be a σ-finite measure space. Let 1 < p < +∞, and let
q be such that 1
p
+ 1
q
= 1. Assume that a complex valued function f on X satisfies
the following: fg ∈ L1(X,µ) for every g ∈ Lq(X,µ). Then f ∈ Lp(X,µ).
Proof. We give two proofs of the lemma.
For the first proof, define φf : L
q(X,µ) −→ C by
φf (g) :=
∫
X
fg dµ, where g ∈ Lq(X,µ).
By assumption, φf is well defined, and clearly it is a linear functional. In order
to make use of the Closed Graph Theorem, we show that it has a closed graph.
For this, assume that gn ∈ Lq(X,µ) is a sequence such that ‖gn− g‖q −→ 0, and∫
X
fgndµ −→ a, where a ∈ C. We show that
∫
X
fgdµ = a.
Since gn
Lq−→ g, by a similar property as in the proof of Proposition 1.3
there exists a subsequence gni such that gni −→ g pointwise. Passing to such a
subsequence if necessary, we can assume that gn −→ g pointwise. On the other
hand, |f | < +∞ µ-a.e. since fg ∈ L1(X,µ). It follows that |f | |g − gn| −→ 0
pointwise a.e. Now passing to a suitable subsequence of the sequence |g − gn| if
necessary and by Lemma 1.4 we have
Nq
( ∞∑
n=1
|g − gn|
) ≤ ∞∑
n=1
Nq(|g − gn|) < +∞.
Therefore it follows that the function
∑∞
n=1 |g − gn| is in Lq(X,µ) and conse-
quently f
∑∞
n=1 |g − gn| ∈ L1(X,µ). But since f
∑∞
n=1 |g − gn| ≥ |f | |g − gn| for
each n, by the Lebesgue Dominated Convergence Theorem we have∫
X
|f | |g − gn| dµ −→
n→∞
0.
From here, given  > 0 we have∣∣∣∣a− ∫
X
fgdµ
∣∣∣∣ ≤ ∣∣∣∣a− ∫
X
fgndµ
∣∣∣∣+ ∣∣∣∣∫
X
fgndµ−
∫
X
fgdµ
∣∣∣∣
≤
∣∣∣∣a− ∫
X
fgndµ
∣∣∣∣+ ∫
X
|f | |g − gn| dµ
<

2
+

2
= 
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for n sufficiently large, where ∣∣∣∣a− ∫
X
fgndµ
∣∣∣∣ < 2
follows immeadiately, and ∫
X
|f | |g − gn| dµ < 
2
follows by the previous paragraph. Hence
∫
X
fgdµ = a, and the functional has
a closed graph. Therefore by the Closed Graph Theorem, φf is a bounded linear
functional.
Now an application of the Riesz Representation Theorem gives
φf (g) =
∫
X
f˜ g dµ
for some f˜ ∈ Lp(X,µ). It follows that f˜ = f , and f ∈ Lp(X,µ).
As a second proof, we note that since (X,Σ, µ) is σ-finite, there exists a
sequence Xn ∈ Σ such that X =
⋃
n≥1Xn, µ(Xn) < ∞, and Xn ⊆ Xn+1
for all n ≥ 1. Then χXn ∈ Lq(X,µ) and hence fχXn ∈ L1(X,µ) for all
n ≥ 1, in particular f is µ-measurable. For each natural number n let
An := {x ∈ X | |f(x)| ≤ n} ∈ Σ. Then, letting fn := fχXn∩An we have
fn ∈ Lp(X,µ) for all n ≥ 1. Thus, identifying fn with the bounded linear
functional Lq(X,µ) 3 g 7→ ∫
X
fng dµ =: Φn(g) ∈ C, we have ‖Φn‖ = ‖fn‖p for all
n ≥ 1. On the other hand, for any g ∈ Lq(X,µ) we have
sup
n≥1
∣∣ ∫
X
fng dµ
∣∣ = sup
n≥1
∣∣ ∫
Xn∩An
fg dµ
∣∣ ≤ sup
n≥1
∫
Xn∩An
|fg| dµ ≤
∫
X
|fg| dµ <∞,
hence, by the Principle of Uniform Boundedness it follows that
sup
n≥1
‖fn‖p = sup
n≥1
‖Φn‖ <∞.
Thus, by the Monotone Convergence Theorem we have∫
X
|f |p dµ = sup
n≥1
∫
X
|fn|p dµ <∞,
hence f ∈ Lp(X,µ).
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Example 1.6. For a measure space (X,Σ, µ) as in Definition 1.1, we have∫ ⊕
X
Cx dµ(x) = L
2(X,µ)
where Cx := C with its natural inner product.
In order to show this, we begin by noting that elements of L2(X,µ) are func-
tions themselves satisfying D1 of Definition 1.1. For D2, it follows from the
definition of L2(X,µ) and the Ho¨lder inequality that,
x 7→ 〈g(x), h(x)〉C = g(x)h(x)
is µ-integrable for all g, h ∈ H. For D3, given gx ∈ Hx for every x, the condition
that the function x 7→ 〈gx, h(x)〉 is µ-integrable for every h ∈ H implies that the
function X 3 x 7→ gx is in L2(X,µ) by Lemma 1.5. Hence D3 is satisfied, and we
have the example.
Example 1.7. The direct sum of separable Hilbert spaces Hn can be expressed
as a direct integral over the space (N, µ) where µ is the counting measure. Clearly,
elements of H :=
⊕∞
n=1Hn are functions of the form n→ h(n) ∈ Hn. We have
〈h, g〉H =
∞∑
n=1
〈h(n), g(n)〉Hn =
∫
N
〈h(n), g(n)〉Hndµ(n).
Hence D1 and D2 are satisfied.
For D3, assume gn ∈ Hn are such that
∑∞
n=1
∣∣〈gn, h(n)〉∣∣ < +∞ for every
h ∈ H. Given any x ∈ l2(N) let
h˜(n) :=
(gn‖gn‖)x(n), gn 6= 00, gn = 0.
Then h˜(n) ∈ Hn, moreover, h˜ ∈ H since
∞∑
n=1
‖h˜(n)‖2 ≤
∞∑
n=1
|x(n)|2 < +∞.
Therefore, by assumption the integral
∫
N〈gn, h˜(n)〉Hn dµ(n) exists. Moreover we
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have the following calculation:∫
N
〈gn, h˜(n)〉Hn dµ(n) =
∞∑
n=1
〈gn, h˜(n)〉Hn
=
∞∑
n=1
‖gn‖x(n) =
∫
N
‖gn‖x(n) dµ(n).
Applying Lemma 1.5 to the space l2(N) 3 x, we conclude that n → ‖gn‖ is
in l2(N), and therefore the function n → gn is in H. Hence D3 holds, and the
example follows.
Example 1.8. (Due to Example 1, p. 217 in [5]) Let (X,Σ, µ) be a measure
space as in Definition 1.1 and such that the space L2(X,µ) is separable. Let
Hx := H0 for all x ∈ X, where H0 is a fixed separable Hilbert space. Define a
measurable set of functions as
H˜ :=
{
h : X →
⋃
x∈X
Hx
∣∣∣h(x) ∈ Hx ∀x and∫
X
‖h(x)‖2dµ(x) < +∞
}
.
Identifying two functions which agree µ-a.e. we get the direct integral H of
(Hx)x over the space (X,Σ, µ) with the inner product
〈h, g〉H =
∫
X
〈h(x), g(x)〉H0 dµ(x).
Moreover we have that H is isometrically isomorphic to the Hilbert space tensor
product G := L2(X,µ)⊗H0.
In order to show that the inner product is well defined we note that the
function X 3 x 7→ 〈h(x), g(x)〉H0 is µ-measurable. It is also µ-integrable by the
Cauchy Schwarz Inequality applied twice, namely∣∣〈h(x), g(x)〉∣∣ ≤ ‖h(x)‖‖g(x)‖
and ∫
X
‖h(x)‖‖g(x)‖ dµ(x) ≤
(∫
X
‖h(x)‖2 dµ(x)
) 1
2
(∫
X
‖g(x)‖2 dµ(x)
) 1
2
.
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H is complete with respect to this inner product. The following proof comes
from [7], Part II. Let (hn)
∞
n=1 be a Cauchy sequence in H. It is enough to show
that a subsequence hnk(x) converges to an element h(x) for almost every x, and
that
‖h − hnk‖ −→ 0. By passing to a subsequence if necessary, assume that∑∞
n=1 ‖hn+1 − hn‖ < +∞. Then we have
∑∞
n=1 ‖hn+1(x) − hn(x)‖ < +∞ ex-
cept for x ∈ N with µ(N) = 0, by Lemma 1.4. Then we have that the series
h1(x) +
∑∞
n=1 hn+1(x) − hn(x) converges, since it is Cauchy in Hx, for x 6∈ N .
Calling its limit as h(x), we have
‖h(x)‖ ≤ ‖h1(x)‖+
∞∑
n=1
‖hn+1(x)− hn(x)‖.
Put h(x) = 0 for x ∈ N . Then the function x→ h(x) is µ-measurable since it is
the almost everywhere limit of measurable functions. By Lemma 1.4 again, we
have
∫
X
‖h(x)‖2 dµ(x) < +∞, implying h ∈ H and
‖h− hM‖ ≤
∞∑
n=M
‖hn+1 − hn‖
showing that h is the limit of hn, and therefore H is a Hilbert space.
On the other hand, since both L2(X,µ) and H0 are separable Hilbert spaces,
G is a separable Hilbert space. The inner product on G is given by
〈h1 ⊗ g1, h2 ⊗ g2〉 := 〈h1, h2〉L2〈g1, g2〉H0
for the simple tensors and is extended by linearity to the whole G.
Now to show that H and G are isometrically isometric, define a map from G
to H as ∞∑
i=1
hi ⊗ gi →
∞∑
j=1
hjgj
where
∑∞
j=1 hjgj is the function
(
x→∑∞j=1 hj(x)gj).
We show that this map is well defined. Let us consider the space of finite
linear combinations of simple tensors, and call it G0. Then G0 is dense in G.
Consider the restriction of this map to G0. We show that this restriction is an
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onto isometry, and therefore by the completeness of H and G the map is well
defined: ∥∥∥∥∥
n∑
i=1
hi ⊗ gi
∥∥∥∥∥
2
G
=
〈
n∑
i=1
hi ⊗ gi,
n∑
i=1
hi ⊗ gi
〉
G
=
n∑
i=1
n∑
j=1
〈hi ⊗ gi, hj ⊗ gj〉G
=
n∑
i=1
n∑
j=1
〈hi, hj〉L2〈gi, gj〉H0
=
n∑
i=1
n∑
j=1
(∫
X
hi(x)hj(x) dµ(x)
)
〈gi, gj〉H0
=
〈
n∑
i=1
higi,
n∑
j=1
hjgj
〉
H
=
∥∥∥∥∥
n∑
i=1
higi
∥∥∥∥∥
2
H
.
Hence the map is an isometry on G0. To show that it has a dense image H0 in H,
assume by contradiction that there exists h ∈ H such that h ⊥∑ni=1 hi(x)gi for all
n. Let
(
fj
)∞
j=1
be an orthonormal basis for H0, and let
(
ej
)∞
j=1
be an orthonormal
basis for L2(X,µ). Let h(x) =
∑∞
j=1 λj(x)fj be the Fourier expansion of h(x) for
all Hx = H0. We note that for any k, l, ek(x)fl ∈ H0. Then we have
0 = 〈h, ek(x)fl〉 =
∫
X
〈h(x), ek(x)fl〉 dµ(x) =
∫
X
λl(x)ek(x) dµ(x).
It follows that 〈λl(x), s(x)〉 = 0 for any s(x) ∈ L2(X,µ). But we have∫
X
‖h(x)‖2 dµ(x) =
∫
X
∞∑
l=1
∣∣λl(x)∣∣2 dµ(x)
and it follows that λl(x) ∈ L2(X,µ) and then clearly λl(x) = 0 µ-a.e. for any l.
Hence h(x) = 0 µ-a.e. and by Remark 1.2 h = 0. Therefore the restriction of the
map is an isometry of G0 onto H0, and it is an isometric isomorphism between G
and H.
Now we verify that H is a direct integral. D1 of Definition 1.1 is clearly
satisfied since elements of H are themselves vector valued functions. D2 is clear
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by above. For D3, assume that a function x → hx ∈ Hx is such that 〈hx, g(x)〉
is integrable for all g ∈ H. Let (gj)∞j=1 be a set whose linear span has closure
H. Since by Proposition 1.3
(
gj(x)
)∞
j=1
spans Hx = H0 for µ almost all x, by
an application of the Gram-Schmidt orthonormalization process, we can assume
that
(
gj(x0)
)∞
j=1
is an orthonormal basis of H0 for some x0 ∈ X. Let hx =∑∞
i=1 βi(x)gi(x0) be the Fourier expansion of hx for every x. Consider the element
x → ∑ni=1 βi(x)gi(x0) of H. Then 〈hx,∑ni=1 βi(x)gi(x0)〉 is integrable, and we
have ∫
X
〈
hx,
n∑
i=1
βi(x)gi(x0)
〉
dµ(x) =
∫
X
n∑
i=1
∣∣βi(x)∣∣2 dµ(x) < +∞
for every n, from which it follows that βj ∈ L2(X,µ) for every j. Therefore it
is clear that the function x 7→ ∑∞i=1 βi(x)gi(x0) = hx is a representative of the
element of H corresponding to the tensor product
∑∞
k=1 βk ⊗ gk(x0), i.e. there
is h ∈ H such that hx = h(x) µ-a.e. and D3 is satisfied. Hence H is a direct
integral.
Proposition 1.9. Let H :=
∫ ⊕
X
Hx dµ(x) be a direct integral Hilbert space. Let
Xn :=
{
x ∈ X
∣∣∣ dimHx = n} .
Then Xn is measurable for each n ≥ 1.
Proof. Let {hj} be a countable orthonormal bases for H. Let {r1, r2, . . .} be an
enumaration of the complex rationals such that r1 = 1. Let l := (l1, l2, . . . , ln)
be an n-tuple of natural numbers with some ln = 1, k := (k1, k2, . . . , kn) be an
n-tuple of distinct natural numbers, and m ∈ Z+. Define the set
Xl,k,m :=
{
x ∈ X
∣∣∣ ‖rl1hk1(x) + . . .+ rlnhkn(x)‖ < m−1} .
Then each Xl,k,m is measurable.
By Proposition 1.3, except on a set X0 of measure zero, we have
span {hj(x)} = Hx. But fixing an x ∈ X such that the corresponding Hx
has dimension strictly less than n, for every {hk1(x), . . . , hkn(x)} there exists
complex numbers q1, . . . , qn, not all zero, such that
∑n
i=1 qihki(x) = 0. Clearly,
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this sum can be approximated arbitrarily close by a linear combination of form∑n
j=1 rljhkj(x). It follows that for x 6∈ X0, we have
n−1⋃
i=1
Xi =
⋂
k,m
⋃
l
Xl,k,m
and therefore Xn is measurable for any n.
Chapter 2
Decomposable Operators
In this section we discuss the notion of decomposable operators, following [13].
Definition 2.1. Let H =
∫ ⊕
X
Hx dµ(x) be a direct integral and let T ∈ B(H),
with B(H) denoting the set of bounded linear operators B : H → H. Then T is
said to be decomposable if there is a function x 7→ T (x), called a decomposition
of T , such that T (x) ∈ B(Hx) for every x ∈ X and T (x)h(x) = (Th)(x) holds
for µ-a.e.-x and for every h ∈ H. By Proposition 2.7 below, we will see that
the function x 7→ ‖T (x)‖ is measurable and essentially bounded, so as another
notation T =
∫ ⊕
X
T (x) dµ(x) is also used, due to, for instance [7], Part II.
If in addition for all x ∈ X we have that T (x) = f(x)Ix where f : X → C is
a function such that f ∈ L∞(X,µ) and Ix is the identity operator on Hx, then T
is called a diagonalizable operator.
Example 2.2. Let (Hn)
∞
n=1 be separable Hilbert spaces, and let An ∈ B(Hn)
be operators such that An = fnIn for every n, where (fn)
∞
n=1 ⊂ C is a bounded
sequence, and In is the identity operator of Hn, with the property that sup‖An‖ <
+∞. By Example 1.7 the direct sum H := ⊕∞n=1Hn is a direct integral Hilbert
space. It follows that the operator A := ⊕∞n=1An ∈ B(H) and A is diagonalizable.
Example 2.3. Let H =
∫ ⊕
X
Hx dµ(x) be a direct integral, and f ∈ L∞(X,µ).
Then clearly the function x 7→ 〈f(x)h(x), g(x)〉Hx is integrable for every h, g ∈ H.
Therefore there exists z ∈ H such that f(x)h(x) = z(x) µ-a.e. Define Mf : H →
12
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H to be Mf (h) := z. Then Mf is a diagonalizable operator with decomposition
x → f(x)Ix, where Ix is the identity operator on Hx. In particular, if f = χX0
is a characteristic function of some measurable subset X0 ⊂ X, then Mf is the
projection corresponding to X0, and is diagonalizable.
Proof. Clearly the operator Mf is linear. Also we have
‖Mf (h)‖2 = ‖z‖2 =
∫
X
〈f(x)h(x), f(x)h(x)〉 dµ(x)
=
∫
X
∣∣f(x)∣∣2〈h(x), h(x)〉 dµ(x) ≤M‖h‖2
for some M ≥ 0. Therefore Mf is bounded. But Mf (h)(x) = z(x) = f(x)h(x) =
(f(x)Ix)h(x). Hence Mf is diagonalizable with decomposition x 7→ f(x)Ix.
Proposition 2.4. Let x 7→ T (x) and x 7→ T ′(x) be two decompositions of T ∈
B(H), where H = ∫ ⊕
X
Hx dµ(x). Then T (x) = T
′(x) for µ-a.e.-x. Conversely if
T (x) = S(x) µ-a.e. for two decomposable operators T, S ∈ B(H), then T = S.
Proof. By Proposition 1.3, except on a null set N0, {hj(x)}∞j=1 spans Hx where
{hj}∞j=1 is an orthonormal basis of H. We have T (x) (hj(x)) = (Thj) (x) except
on a null set N ′j for each j. Similarly we have T
′(x) (hj(x)) = (Thj) (x) except
on a null set N ′′j . Let Nj := N
′
j ∪N ′′j . Then letting N :=
⋃∞
j=0Nj, we have that
the equality
T (x) (h(x)) = (Th) (x) = T ′(x) (h(x))
holds everywhere except on N , where µ(N) = 0, i.e. T (x) = T ′(x) µ-a.e.
For the converse implication we have the equality
〈Th, g〉H =
∫
X
〈Th(x), g(x)〉Hx dµ(x) =
∫
X
〈T (x)h(x), g(x)〉 dµ(x)
=
∫
X
〈S(x)h(x), g(x)〉 dµ(x) =
∫
X
〈Sh(x), g(x)〉 dµ(x) = 〈Sh, g〉
for any h, g ∈ H. Hence T = S.
Next we have some algebraic properties of decomposable operators in the
following proposition.
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Proposition 2.5. Let H =
∫ ⊕
X
Hx dµ(x), and T1, T2 ∈ B(H) be decomposable
operators. Then the operators aT1 + T2 for a ∈ C, T ∗1 , T ∗2 , T1T2 and the identity
operator I are decomposable. Moreover, a decomposition for each of the operators
above are given by
i) (aT1 + T2) (x) = aT1(x) + T2(x)
ii) (T1T2)(x) = T1(x)T2(x)
iii) T ∗1 (x) = T1(x)
∗
iv) I(x) = Ix where Ix is the identity operator for Hx
We also have the following property
v) If T1(x) ≤ T2(x) µ-a.e. then T1 ≤ T2.
Proof. i) Define (aT1 + T2) (x) := aT1(x)+T2(x) for every x ∈ X. Then for every
h ∈ H we have the equalities
(aT1 + T2) (x)h(x) = aT1(x)h(x) + T2(x)h(x) = a (T1h) (x) + (T2h) (x)
= (aT1h+ T2h) (x) = (aT1 + T2) (h)(x)
where the second equality holds for µ-a.e.-x by the definition of a decompo-
sition, and the third equality follows by Remark 1.2. Therefore the equality
(aT1 + T2) (x)h(x) = (aT1 + T2) (h)(x) holds µ-a.e. and it follows that aT1 + T2
is decomposable with decomposition x 7→ aT1(x) + T2(x).
ii) Similar to i), define (T1T2) (x) := T1(x)T2(x). Then for any h ∈ H we have
(T1T2) (x)h(x) = (T1(x)T2(x))h(x) = T1(x) (T2(x)h(x))
= T1(x) ((T2h)(x)) = T1T2h(x)
where the second and third equalities are by the definition of a decomposition,
and they hold µ-a.e. So we have (T1T2) (x)h(x) = (T1T2h)(x) µ-a.e. and it follows
that T1T2 is decomposable with decomposition x 7→ T1(x)T2(x).
iii) Define T ∗1 (x) := T1(x)
∗. Then we have
〈T ∗1 (x)h(x), g(x)〉Hx = 〈h(x), T1(x)g(x)〉 = 〈h(x), (T1g)(x)〉
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which holds µ-a.e. for every h, g ∈ H. But the function x 7→ 〈h(x), (T1g)(x)〉Hx
is µ-integrable by D2 of Definition 1.1, and hence by D3, there exists z ∈ H such
that T ∗1 (x)h(x) = z(x) µ-a.e. Now we have
〈T ∗1 h− z, g〉H = 〈h, T1g〉 − 〈z, g〉
=
∫
X
〈h(x), T1(x)g(x)〉Hx dµ(x)−
∫
X
〈T ∗1 (x)h(x), g(x)〉 dµ(x) = 0
for every g ∈ H clearly. Hence T ∗1 h = z. It follows that
(T ∗1 h)(x) = z(x) = T
∗
1 (x)h(x) = T1(x)
∗h(x)
µ-a.e. Therefore T ∗1 is decomposable with decomposition x 7→ T1(x)∗.
iv) Defining I(x) := Ix we have I(x)h(x) = (Ix)h(x) = h(x) = (Ih)(x) for
every x and therefore I is decomposable with decomposition x 7→ Ix.
v) We have
〈T1h, h〉H =
∫
X
〈(T1h)(x), h(x)〉Hx dµ(x) =
∫
X
〈T1(x)h(x), h(x)〉 dµ(x)
≤
∫
X
〈T2(x)h(x), h(x)〉 dµ(x) = 〈T2h, h〉
µ-a.e. for every h ∈ H. It follows that T1 ≤ T2.
We also have the converse of item v) in the above proposition.
Proposition 2.6. Let H :=
∫ ⊕
X
Hx dµ(x). Let A1, A2 be decomposable self adjoint
operators such that A1 ≤ A2. Then A1(x) ≤ A2(x) µ-a.e.
Proof. By Proposition 2.5, the operator A2 − A1 is decomposable with decom-
position A2(x)− A1(x). Therefore it sufficies to show that if a positive operator
A ≥ 0 is decomposable, then A(x) ≥ 0.
Since H is a separable Hilbert space, choose a countable dense set in H, and
consider its linear span over the rationals, to get a countable linear set {hj}∞j=1.
By Proposition 1.3 we have that {hj(x)}∞j=1 spans Hx except for x ∈ N0 where
µ(N0) = 0.
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We now show that the set {hj(x)}∞j=1 is actually dense in Hx except on some
set of µ measure zero: Consider a linear combination r1h1 + r2h2 + . . . + rnhn,
where r1, r2, . . . , rn ∈ Q. It is easy to see that there is hj which is equal to this
sum. By Remark 1.2 r1h1(x)+r2h2(x)+. . .+rnhn(x) = hj(x) µ-a.e. But there are
at most countably many such rational complex linear combination. Enumarate
them, and then let N1, N2, . . . be the sets where this equation does not hold. Then
µ(Ni) = 0 for each i, and letting N :=
⋃∞
i=0Ni, it follows that {hj}∞j=1 is dense
in Hx except for x ∈ N , where µ(N) = 0.
Since A ≥ 0, we have 0 ≤ 〈Ahj, hj〉 =
∫
X
〈Ahj(x), hj(x)〉 dµ(x). By contradic-
tion, assume that 〈A(x)hj(x), hj(x)〉 < a < 0 for x ∈ X0 for some set X0 ⊂ X
with 0 < µ(X0) < +∞. Letting f be the characteristic function of the set X0,
we have that the function x 7→ 〈f(x)hj(x), g(x)〉 is µ-integrable for every g ∈ H.
Hence there exists zj ∈ H such that zj(x) = f(x)hj(x) µ-a.e. for every j. Then
we have
〈Azj, zj〉H =
∫
X
〈A(x)f(x)hj(x), f(x)hj(x)〉Hx dµ(x)
=
∫
X0
〈A(x)hj(x), hj(x)〉 dµ(x) ≤ aµ(X0) < 0
which is a contradiction. Hence µ(X0) = 0, and consequently for each j we
have 0 ≤ 〈A(x)hj(x), hj(x)〉 except for x ∈ Mj ⊂ X, where µ(Mj) = 0. Let
M :=
⋃∞
j=1Mj.
Now if x 6∈ N ∪ M , then we have 0 ≤ 〈A(x)hj(x), hj(x)〉 for every j and
{hj(x)}∞j=1 is dense in Hx. It follows that 0 ≤ A(x) for x 6∈ N ∪ M , where
µ(N ∪M) = 0, and the proposition is shown.
We have another proposition which makes use of the proof of the preceeding
proposition.
Proposition 2.7. Let H :=
∫ ⊕
X
Hx dµ(x). If the operator T ∈ B(H) is decom-
posable, then the function x 7→ ‖T (x)‖ is in L∞(X,µ), and it has essential bound
‖T‖.
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Proof. Since T is decomposable, by Proposition 2.5 the operator T ∗ and conse-
quently the positive operator T ∗T are also decomposable with decompositions
x 7→ T ∗(x) and T ∗(x)T (x) respectively. But ‖T (x)‖2 = ‖T ∗(x)T (x)‖. Hence it is
enough to show the proposition for a positive decomposable operator S.
In order to show that x 7→ ‖S(x)‖ is a measurable function, let s ∈ Q with
s > 0. Let {hj}∞j=1 and the set N ⊂ X be as in Proposition 2.6. Define the set
Xs :=
{
x ∈ X ∣∣x 6∈ N, H(x) ≤ sIx} .
Then we have
Xs :=
∞⋂
j=1
{
x ∈ X ∣∣x 6∈ N, 〈S(x)hj(x), hj(x)〉 ≤ s‖hj(x)‖2}
which follows by the density of {hj(x)}∞j=1 in Hx for x 6∈ N .
Since 〈S(x)hj(x), hj(x)〉 is a Borel function of x for each j, each set appear-
ing in the intersection is Borel. Therefore Xs is Borel. Now we observe that
‖S(x)‖ ∈ (a, b) for any 0 ≤ a < b ≤ +∞ if and only if there are q, r ∈ Q
such that a ≤ q < r ≤ b with S(x) 6≤ qIx and S(x) ≤ rIx. That is, we have
‖S(x)‖ ∈ (a, b) if and only if there exists a ≤ q < r ≤ b with x ∈ Xr \ Xq.
Since there are at most countable number of pairs (q, r), it follows that the set{
x ∈ X∣∣x 6∈ N, ‖S(x)‖ ∈ (a, b)} is Borel and hence x 7→ ‖S(x)‖ is measurable.
For essentially boundedness, note that 0 ≤ S ≤ ‖S‖I, therefore it follows by
Proposition 2.6 that 0 ≤ S(x) ≤ ‖S‖Ix µ-a.e. Conversely, if 0 ≤ S(x) ≤ aIx
µ-a.e, then by Proposition 2.5 0 ≤ S ≤ aI, so that ‖S‖ ≤ a. Hence the function
x 7→ ‖S(x)‖ has essential bound ‖S‖.
The following two theorems give information on further properties of decom-
posable operators on a direct integral.
Theorem 2.8. Let H :=
∫ ⊕
X
Hx dµ(x). Then the set R of decomposable operators
on H is a von Neumann algebra.
Proof. By Proposition 2.5, R is a C∗-subalgebra containing the identity operator
I. In particular it is convex. Therefore it is strongly operator closed if and only if
CHAPTER 2. DECOMPOSABLE OPERATORS 18
weakly operator closed, a well known fact which can be found for instance in [12],
Theorem 5.1.2. Hence it is enough to show that R is strongly operator closed to
conclude that it is a von Neumann algebra.
Let ‖T‖ = 1 with T ∈ R in the strong operator topology. By the Kaplansky
Density Theorem, there exists a sequence of operators Tn ∈ R such that ‖Tn‖ = 1
with Tn −→ T in the strong operator topology. In particular, let G := {hj}∞j=1 ⊂
H be a countable set whose linear span has closure H. Then Tnhj −→ Thj for
every j. Therefore we have
‖Tnhj − Thj‖2H =
∫
X
‖Tn(x)hj(x)− (Thj)(x)‖2Hx dµ(x) −→n→∞ 0
using a decomposition x 7→ Tn(x).
Since the above is L2-convergence in particular, there exists a subsequence
Tn1 ⊂ Tn such that ‖Tn1(x)h1(x) − (Th1)(x)‖ −→ 0 µ-a.e. by the L2 space
property used in the previous chapter. By applying the same to the subse-
quence Tn1 in place of Tn, there exists a subsequence Tn2 ⊂ Tn1 such that
‖Tn2(x)h2(x)− (Th2)(x)‖ −→ 0. Continuing in this manner, we get a sequence of
subsequences. By the Cantor diagonalization argument choose the elements Tnn
from each subsequence to obtain a sequence T11, T22, . . .. Then we have
‖Tnn(x)hj(x)− (Thj)(x)‖ −→
n→∞
0
µ-a.e. for each j.
Now we see that there is a null set N such that the following hold for x 6∈ N :
i) Closure of linear span of the set Gx := {hj(x)}∞j=1 ⊂ H equals to Hx by
Proposition 1.3.
ii) ‖Tnn(x)‖ ≤ 1 noting that a decomposition x 7→ ‖Tn(x)‖ is essentially
bounded with ‖Tn‖ ≤ 1 by Proposition 2.7.
iii) ‖Tnn(x)hj(x)− (Thj)(x)‖ −→
n→∞
0 for every j.
It follows that there is an operator T (x) ∈ B(Hx) with ‖T (x)‖ ≤ 1 such that
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A(x)hj(x) = (Ahj)(x) for x 6∈ N by the following arguments: Define
T (x)hj(x) := lim
n→∞
Tnn(x)hj(x) = (Thj)(x)
and extend the definition of T (x) by linearity. Then extend it continuously to
whole H, which can be done by the following: Begin by choosing a linearly
independent subset of Gx whose linear span has closure Hx. This can be done
by a typical application of Zorn’s Lemma. Then by applying the Gram-Schmidt
orthogonalization process, without loss of generality we can assume that the set
Gx is a countable orthonormal basis for Hx. Let now ux ∈ Hx be any element,
and ux =
∑∞
j=1 ejhj(x) be its Fourier expansion. Then given  > 0 we have∥∥∥∥∥T (x)
(
m2∑
j=m1
ejhj(x)
)∥∥∥∥∥
Hx
=
∥∥∥∥∥ limn→∞Tnn(x)
(
m2∑
j=m1
ejhj(x)
)∥∥∥∥∥
≤
∥∥∥∥∥
m2∑
j=m1
ejhj(x)
∥∥∥∥∥
≤
( ∞∑
j=m1
∣∣ej∣∣2)
1
2
< 
for each linear combination
∑m2
j=m1
ejhj(x) with sufficiently big m1 and any m2 >
m1, which follows by ‖Tnn(x)‖ ≤ 1 and the Bessel’s inequality. Therefore the
sequence {
T (x)
(
m∑
j=1
ejhj(x)
)}∞
m=1
is Cauchy in Hx and it has a limit. Define
T (x)ux := lim
m→∞
T (x)
(
m∑
j=1
ejhj(x)
)
.
Therefore the operator T (x) is defined on whole Hx. Now we show that T (x) is
in the closed unit ball of B(Hx). Note that
‖T (x)ux‖Hx =
∥∥∥∥∥ limm→∞ limn→∞Tnn(x)
(
m∑
j=1
ejhj(x)
)∥∥∥∥∥
Hx
≤
( ∞∑
j=1
∣∣ej∣∣2)
1
2
= ‖ux‖
since∥∥∥∥∥Tnn(x)
(
m∑
j=1
ejhj(x)
)∥∥∥∥∥
Hx
≤
∥∥∥∥∥
m∑
j=1
ejhj(x)
∥∥∥∥∥ =
(
m∑
j=1
∣∣ej∣∣2)
1
2
≤
( ∞∑
j=1
∣∣ej∣∣2)
1
2
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for every m,n.
Now let F := {gi}∞i=1 ⊂ H be the set of rational linear combinations of
elements of G. Then F is countable and dense. Let u ∈ H be any ele-
ment. Then there is a subsequence gi1 in F which tends to u in the norm
of H. By the L2-subsequence argument we have a subsubsequence gi2 such
that ‖gi2(x) − u(x)‖Hx −→ 0, except on a null set M1. But then we have
Tgi2 −→ Tu. Applying the same argument we have a third subsequence gi3 such
that ‖(Tgi3)(x) − (Tu)(x)‖ −→ 0 except on a null set M2. Let M := M1 ∪M2.
Then we have (Tgi3)(x) −→ (Tu)(x) and T (x)gi3(x) −→ T (x)u(x). But
(Tgi3)(x) = T (x)gi3(x). It follows that T (x)u(x) = (Tu)(x) for x 6∈ M ∪ N .
Hence T is decomposable, and R is a von Neumann algebra.
Remark 2.9. The same arguments as in the proof of Theorem 2.8 shows that
the algebra C of diagonalizable operators is a von Neumann algebra.
Theorem 2.10. Let H :=
∫ ⊕
X
Hx dµ(x). Then the von Neumann algebra R of
decomposable operators has abelian commutant R′ which coincides with the family
C of diagonalizable operators.
Proof. Assume that an operator S ∈ B(H) is diagonalizable with decomposition
f(x)Ix and T ∈ B(H) is decomposable with x 7→ T (x). Then by Proposition
2.5 the operators ST and TS have decompositions f(x)IxT (x) and T (x)f(x)Ix
respectively, i.e. they have the same decompositions. It follows by Proposition
2.5 that ST = TS and T ∈ C ′. Hence R ⊂ C ′.
To obtain R′ = C, it will be shown that R = C ′. By above we only need to
have C ′ ⊂ R. Since by the remark above C is a von Neumann algebra, then we
will have R′ = C ′′ = C by von Neumann Double Commutant Theorem. By the
remark it also follows that C ′ is a von Neumann algebra. ButR is a von Neumann
algebra by Theorem 2.8. Hence it suffices to show that every projection P ∈ C ′
belongs to R.
Let U := {uj} and V := {vj} be orthonormal bases for P (H) and (I −P )(H)
respectively. Let G := {hi} be the set of all finite rational linear combinations of
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the elements of U, V . As in the proof of Proposition 2.6, it follows that the set
Gx := {hi(x)} is dense in Hx except for x ∈ N where µ(N) = 0. Define projection
P (x) with range the closure of the linear span of elements of Ux := {uj(x)} for
x 6∈ N . Then letting u ∈ G be such that u is a rational linear combination of
elements of U , we have (Pu)(x) = u(x) = P (x)u(x) for x 6∈ N clearly.
Now let v ∈ G be a rational linear combination of elements of V . Then
Pv = 0. We show that 〈u(x), v(x)〉 = 0 for µ-a.e-x. Let R be the diagonalizable
projection which corresponds to a measurable set X0 ⊂ X, as in Example 2.3,
i.e. a multiplication operator Mf with f = χX0 . In this case we have PR = RP
since R ∈ C and P ∈ C ′ by assumption. Then we have
0 = 〈Ru, Pv〉H = 〈PRu, v〉 = 〈RPu, v〉
= 〈Ru, v〉 =
∫
X
〈f(x)u(x), v(x)〉Hx dµ(x)
=
∫
X0
〈u(x), v(x)〉 dµ(x).
Since this holds for every X0, we have 〈u(x), v(x)〉 = 0 µ-a.e.
To complete the proof, note that by above we have 〈uj(x), v(x)〉 = 0 except
for x ∈ M for some null set M . Then 0 = P (x)v(x) = (Pv)(x) for x 6∈ N ∪M .
Hence Phi(x) = P (x)hi(x) for x 6∈ N ∪M . Now if h ∈ H is any element, then
there is a sequence {hi′} ⊂ {hi′} such that hi′ −→ h. By the L2 subsequence
argument (Ph)(x) = P (x)h(x) for x 6∈ N0 ∪N ∪M where N0 is a null set. Hence
P ∈ R, and the proof is finished.
Chapter 3
Disintegration of Measures
In this section, the concept of disintegration of probability measures will be re-
viewed, following [2].
Let X be a locally compact separable metric space, considered with its Borel
σ-algebra a. The topological assumptions on X imply the following:
i) X is second countable, i.e. it has a countable topological basis, which follows
by the separability of X as a metric space.
ii) Let C0(X) be the space of continuous complex valued functions on X
vanishing at infinity, with the uniform norm topology. Then C0(X) is separable.
This follows by the following more general fact, which can be found in Ch.6, §3,
No.1, Lemma 2 of [6]: Assume that the space Y is locally compact, Hausdorff
and has countable basis. Then C0(Y ) is separable.
iii) The dual of C0(X) is the space of complex Borel measures on (X, a), by
the Riesz-Markov theorem (For instance Theorem 7.17 in [8]). Here no regularity
assumption is needed since on a locally compact, Hausdorff and second countable
space every complex Borel measure is a Radon measure (Theorem 7.8 in [8]). We
also note that a Borel probability measure on a metric space is always regular
(Theorem 1.2, p.27 in [14]).
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With this setting, let µ be a probability measure on a. The notations
L∞(X, a, µ), L1(X, a, µ), L2(X, a, µ) denote the equivalence classes of the cor-
responding µ-a.e. equivalent functions, and L∞(X, a, µ), L1(X, a, µ), L2(X, a, µ)
stand for the functions themselves, although members of all of these spaces will
be referred as functions as is convenient. Let φ ∈ L∞(µ) be a function. Let Y
be the essential range of φ, and by a well known property we note that Y ⊂ C is
compact. Define ν := µ ◦ φ−1 on Y . Then ν is a Borel measure on Y clearly.
In the sense of [2], the expectation operator E : L1(X, a, µ)→ L1(ν) is defined
by the equation ∫
X
(ψ ◦ φ) f dµ =
∫
Y
ψE(f) dν (3.1)
where ψ ∈ L∞(ν) and f ∈ L1(X, a, µ) are any functions. The existence of E(f) is
justified by the following arguments: As ψ varies over the characteristic functions
of subsets of Y ⊂ C, the left hand side defines a measure on Y which is absolutely
continuous with respect to ν. By the Radon-Nikodym theorem, E(f) ∈ L1(ν)
exists as the derivative given by
E(f) :=
[
φf dµ
dν
]
.
From the formula 3.1 it follows that ‖E(f)‖1 ≤ ‖f‖1, by the following simple
observation: Take function ψ0 as follows:
ψ0(y) :=
E(f)(y) / |E(f)(y)| , E(f)(y) 6= 01, E(f)(y) = 0
Then |ψ0| = 1 everywhere on Y and ψ0 ∈ L∞(ν). By 3.1, we have∣∣∣∣∫
Y
ψE(f) dν
∣∣∣∣ ≤ ∫
X
|ψ ◦ φ| |f | dµ (3.2)
Inserting ψ0 into 3.2, we get the desired inequality.
If f ∈ L∞(µ), we also have the ineqaulity∣∣∣∣∫
Y
ψE(f) dν
∣∣∣∣ ≤ ‖f‖∞‖ψ‖1
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clearly. Hence in this case E(f) ∈ L∞(µ) and ‖E(f)‖∞ ≤ ‖f‖∞. From these
inequalities it follows that E is a contraction from L1(X, a, µ) to L1(ν) and its
restriction is also a contraction from L∞(X, a, µ) to L∞(ν). These two inequalities
will be useful in what follows.
Now we define a disintegration of the measure µ above, as is given in [2]:
Definition 3.1. A disintegration of the measure µ with respect to the function
φ ∈ L∞(µ) is a function y 7→ µy where µy is a probability measure on a such that
E(f)(y) =
∫
X
f dµy (3.3)
holds for every f ∈ L1(X, a, µ), for ν-a.e. y.
Before we go into the theorem of existence and uniqueness of disintegration of
measures as above, we have three topological lemmas which appear in the proof
of the theorem:
Lemma 3.2. Let X be a locally compact and separable metric space. Then
there exists a countable collection of compact sets Kn which exhaust X, that
is, ∪∞n=1Kn = X and such that Kn ⊆ Kn+1 for every n. In particular, X is
σ-compact.
Proof. Since X is locally compact, find a compact neighbourhood K˜x for each
x ∈ X. By i) on p.5, X is second countable and we have a countable basis,
call it (Bi)
∞
i=1. Hence for every x, there is Bi(x) such that Bi(x) ⊆ K˜x. Since a
closed subset of a compact set is compact, the closures Bi(x) are all compact. But
X =
⋃∞
i=1Bi, therefore X =
⋃∞
i=1Bi. Now the sets Kn :=
⋃n
i=1Bi clearly have
the desired properties.
Remark 3.3. The conclusion of Lemma 3.2 remains valid for a locally compact
second countable Hausdorff space, with the same arguments.
Definition 3.4. (Definition on p.220 of [10]) The Baire sets of X are the elements
of the σ-ring generated by the compact Gδ sets of X.
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Lemma 3.5. On a locally compact separable metric space the Baire sets S and
the Borel sets C coincide.
Proof. C ⊃ S: By Theorem E in Chapter X of [10], if locally compact Hausdorff
space X is separable, then every compact subset of X is Gδ. Hence every compact
set is Borel and the inclusion follows.
S ⊃ C: Consider any open set U ⊂ X. Since X is second countable, there
exists a countable basis (Bn)
∞
n=1 of open sets. For each x ∈ U , find Bn such that
x ∈ Bn with Bn ⊂ U with Bn compact, which can be done since Bn are basis and
by the proof of Lemma 3.2 above. Taking the union of such Bn gives U clearly.
Therefore U is a countable union of compact sets, and the inclusion follows.
The following is the Urysohn’s Lemma for locally compact spaces, which can
be found for instance in [8], 4.32.
Lemma 3.6. For a locally compact Hausdorff space X, if K ⊂ V ⊂ X where
K is compact and V is open, then there exists a function h ∈ C(X) which takes
values in [0, 1] such that h = 1 on K and h = 0 outside of a compact subset of V .
Theorem 3.7. With the setting as in Definition 3.1, there exists a disintegration
y 7→ µy of µ with respect to φ which is essentially unique in the sense that if
y 7→ µ′y is another disintegration, then µy = µ′y for ν-a.e.-y.
Proof. Let D ⊂ C0(X) be a countable dense and rational linear manifold. The
existence of D follows by ii) of topological properties of X, namely, let D be the
set of all rational linear combinations of a countable dense set in C0(X).
Taking any f ∈ D ⊂ C0(X), f ∈ L∞(X, a, µ) clearly. Hence by the above
inequalities, ‖E(f)‖∞ ≤ ‖f‖∞. Choose a Borel measurable representative of the
class E(f) and call it f˜ , then ‖f˜‖∞ ≤ ‖f‖∞.
Now for any fixed α, β ∈ Q and f, g ∈ D define the set
D(α, β, f, g) :=
{
y ∈ Y
∣∣∣αf˜(y) + βg˜(y) 6= (αf + βg)˜(y)} .
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But we have that αf˜+βg˜ has equivalence class αE(f)+βE(g), and (αf + βg)˜has
equivalence class E(αf + βg) = αE(f) + βE(g). Therefore the set D(α, β, f, g)
has ν measure zero. Taking the union
D :=
⋃
α,β∈Q
f,g∈D
D(α, β, f, g)
we have that ν(D) = 0. By the definitions, for y ∈ Y \D, the function f 7→ f˜(y)
is a bounded rational linear functional on D. By continuity arguments, this
functional is uniquely extended first to a bounded complex linear functional on
D, and then to a bounded complex linear functional on C0(X). So we have a
bounded linear functional f 7→ f˜(y) on C0(X) for all y ∈ Y except on a set of
ν measure zero. By the Riesz Representation Theorem, there exists a (regular)
complex Borel measure µy such that f˜(y) =
∫
X
f dµy ν-a.e. Letting IX(x) = 1
on X and IY (y) = 1 on Y , it is not difficult to see that
E(IX)(y) = IY (y) =
∫
X
IX dµy ν-a.e.
Therefore the measures µy are probability measures ν-a.e. For the points y ∈
Y \D such that µy is not a probability measure, redefine µy as µ, and for y ∈ D,
let µy := µ. Then 3.3 holds for f ∈ D. Now the aim is to show that 3.3 holds for
all f ∈ L1(X, a, µ).
For that, let K ⊆ L1(X, a, µ) be the set of functions for which 3.3 holds. Three
observations about the set K are in order, and these turn out to be enough to
prove that K = L1(X, a, µ).
i) K is closed under bounded pointwise limits of sequences, that is, if fn ∈ K
are such that |fn(x)| ≤ M for every x ∈ X and n ∈ N, and fn p.w.−→ f µ-a.e, then
f ∈ K. We note that this also shows that K ∩ C0(X) is a closed set in C0(X)
with the uniform norm, since if fn −→ f in C0(X), then clearly f is a bounded
pointwise limit.
i′) For fn ∈ K such that |fn| ≤ f and fn p.w.−→ f where f ∈ L1(X, a, µ), we
have that f ∈ K.
ii) f ∈ K with f ≥ 0 form a closed set under monotone pointwise dominated
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convergence, that is, if fn ≥ 0, fn ∈ K with fn ≤ fn+1 µ-a.e. for every n, and
fn
p.w.−→ f µ-a.e, and if f ∈ L1(X, a, µ), then f ∈ K.
To show i) applications of the Bounded Convergence Theorem and the
Lebesgue Dominated Convergence Theorem will be used, as follows: Firstly,∫
X
fn dµy −→
∫
X
f dµy (3.4)
for every y by the Bounded Convergence Theorem. Secondly,∫
Y
ψE(fn) dν =
∫
Y
ψ(y)
(∫
X
fn dµy
)
dν(y) −→
∫
Y
ψ(y)
(∫
X
f dµy
)
dν(y)
(3.5)
for every ψ ∈ L∞(ν). Here Equation 3.3 is used for the equality and Equation
3.4 and the Lebesgue Dominated Convergence Theorem are used to obtain the
limit. On the other hand we have∫
Y
ψE(fn) dν =
∫
X
(ψ ◦ φ) fn dµ −→
∫
X
(ψ ◦ φ) f dµ =
∫
Y
ψE(f) dν (3.6)
using Equation 3.1 for the first and last equalities and the Lebesgue Dominated
Convergence Theorem to obtain the limit. By 3.5 and 3.6, we have∫
Y
ψE(f) dν =
∫
Y
ψ(y)
(∫
X
f dµy
)
dν(y)
for every ψ ∈ L∞(ν). It follows that E(f)(y) = (∫
X
f dµy
)
ν-a.e. and hence
f ∈ K.
For i′) we modify the first line of the above argument:∫
X
fn dµy −→
∫
X
f dµy
for every y by the Lebesgue Dominated Convergence Theorem. Then following
the same steps as above gives i′).
For ii) nearly the same steps are followed, but the Monotone Convergence
Theorem is used. For completeness, we include them here. Firstly,∫
X
fn dµy −→
∫
X
f dµy (3.7)
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for every y by the Monotone Convergence Theorem. Secondly,∫
Y
ψE(fn) dν =
∫
Y
ψ(y)
(∫
X
fn dµy
)
dν(y) −→
∫
Y
ψ(y)
(∫
X
f dµy
)
dν(y)
(3.8)
for every ψ ∈ L∞(ν). As in i), Equation 3.3 is used for the equality and Equation
3.7 and the Monotone Convergence Theorem are used to obtain the limit. On
the other hand we have∫
Y
ψE(fn) dν =
∫
X
(ψ ◦ φ) fn dµ −→
∫
X
(ψ ◦ φ) f dµ =
∫
Y
ψE(f) dν (3.9)
using Equation 3.1 for the first and last equalities and the Monotone Convergence
Theorem to obtain the limit. By 3.8 and 3.9, we have∫
Y
ψE(f) dν =
∫
Y
ψ(y)
(∫
X
f dµy
)
dν(y)
for every ψ ∈ L∞(ν). Since f ∈ L1(X, a, µ), we have E(f)(y) = (∫
X
f dµy
)
ν-a.e.
and hence f ∈ K.
Now using i), K contains C0(X) since K ∩ C0(X) is closed in C0(X) and
is containing D, and D is dense in C0(X). Moreover, K contains C(X) of all
continuous functions by the following arguments: By Lemma 3.2 there exists
an exhaustion of X by compact sets (Kn)
∞
n=1 with Kn ⊆ Kn+1. Therefore for
every function f ∈ L1(X, a, µ) which is continuous, there exists fn ∈ C0(X) such
that fn
p.w.−→ f , which can be taken to be dominated by f , i.e. |fn| ≤ f , by the
following: By Lemma 3.6 for each Kn there is a function hn with hn = 1 on Kn
and hn = 0 outside of a compact subset of X. Then letting fn := hnf we obtain
the desired fn. Hence by i
′) we have f ∈ K, and K ⊃ C(X). By i) again, K
contains all bounded Baire functions. But by Lemma 3.5 the Baire sets coincide
with the Borel sets, hence the bounded Baire functions are the same with the
bounded Borel functions, i.e. with the class L∞(X, a, µ).
It is well known that any nonnegative function in L1(X, a, µ) is a monotone
pointwise limit of nonnegative functions from L∞(X, a, µ). Therefore by ii) K
contains all nonnegative functions in L1(X, a, µ), and consequently it contains all
L1(X, a, µ), showing the existence part of the proof.
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To show that the disintegration y −→ µy is essentially unique, suppose that
y → µ′y is another disintegration. Let f ∈ D, and for this f define the set
Kf :=
{
y ∈ Y ∣∣ ∫
X
f dµy 6=
∫
X
f dµ
′
y
}
.
By the assumption,
∫
X
f dµy =
∫
X
f dµ
′
y = E(f), as classes in L
∞(ν). Hence
ν(Kf ) = 0, and therefore ν(K) = 0 where K :=
⋃
f∈DKf . It follows that µy
agrees with µ
′
y except on K for all f ∈ D. But since D is dense in C0(X), µy
and µ
′
y define the same linear functional on C0(X) except for y ∈ K. By the
Riesz Representation Theorem, they are the same measures, except on a null set,
finishing the proof.
Remark 3.8. In the above proof, once we get K ⊃ C0(X), we could have alter-
natively argued as follows to conclude that K = L1(X, a, µ). Firstly, we observe
that K is closed under convergence in L1(µ), i.e. if fn ∈ K and fn L
1−→ f ,then
f ∈ K. This follows by an argument similar to the proof of i) in the proof above.
Now by Proposition 7.9. in [8], if µ is a Radon measure on a locally compact
Hausdorff space X, then Cc(X) of compactly supported continuous functions is
dense in Lp(µ) for 1 ≤ p <∞. We also know that in a locally compact Hausdorff
space, C0(X) is the closure of Cc(X) in the uniform norm topology, for instance
by Proposition 4.35 in [8]. Hence K contains the closure of C0(X) in L1(X, a, µ),
and therefore is equal to L1(X, a, µ).
The following theorem gives information about the support of a disintegration
of a measure.
Theorem 3.9. Let pi be an a measurable representative of φ, and assume that
y 7→ µy is a disintegration of µ with respect to φ. Then for ν-a.e.-y the measure
µy is supported by pi
−1(y), i.e. µy(X \ pi−1(y)) = 0.
Proof. Let U be a countable basis for Y ⊂ C. For every u ⊂ U , let WU :=
pi−1(Y \ U) and NU :=
{
y ∈ U ∣∣µy(WU > 0}. Then we have∫
U
µy(WU) dν =
∫
U
∫
X
χWU dµydν =
∫
U
E(χWU ) dν
=
∫
Y
χUE(χWU ) dν =
∫
X
(χU ◦ φ)χWU dµ = 0.
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where χ denotes the characteristic function. These equations follow from equa-
tions 3.1 and 3.3, and the fact that the function in the last integral is identically
zero on X. It follows that ν(NU) = 0. Taking countable union over all U ∈ U ,
let
⋃
U∈U NU = N . Then ν(N) = 0.
If y ∈ Y \N , then µy(WU) = 0 for every U ∈ U which contain y. Taking the
union of such WU we get the set X \ pi−1(y) clearly and thus µy(X \ pi−1(y)) = 0
out of a set of measure zero, as desired.
Chapter 4
Spectral Multiplicity Theorem
In this part we discuss the Spectral Multiplicity Theorem in Direct Integral Repre-
sentation and give a proof of it based on the arguments in [2], using the machinery
developed in the previous part.
Definition 4.1. Let H be a separable Hilbert space. An operator A ∈ B(H)
is diagonalizable if there exists a σ-finite measure space (X,µ) with X ⊂ C, a
function φ ∈ L∞(X,µ) and a unitary operator W : L2(X,µ) → H such that
WMφ = AW , where Mφ : L
2(X,µ)→ L2(X,µ) defined by Mφ(f)(x) := (φf)(x)
is the multiplication operator on L2(X,µ).
Remark 4.2. It is not difficult to see that in the case that H =
∫ ⊕
X
Hx dµ(x),
Definition 2.1 and Definition 4.1 agrees.
The following theorem is well known, and can be found for instance in [3],
Chapter 2.4.
Theorem 4.3. (Spectral Theorem for Normal Operators) Let N ∈ B(H) be a
normal operator on a separable Hilbert space H. Then N is diagonalizable.
Remark 4.4. Without loss of generality, the measure space (X,µ) appearing
in Theorem 4.3 can be taken to be probability measure space, for instance by
Exercise 2 in Chapter 2.4. of [3].
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For the purposes of this part, we adopt another definition of direct integral
Hilbert spaces, as in [2], which is in fact only superficially different from Definition
1.1 that we had in Chapter 1. For completeness, we show their equivalence below.
Definition 4.5. Let Y ∈ C be a compact subset of the complex plane, and let
ν be a probability measure on it. Let F be the set of functions y 7→ ⋃y∈Y Hy
where {Hy}y∈Y are nonzero separable Hilbert spaces, such that f(y) ∈ Hy for
every y ∈ Y . Let N be the set of functions as above which are zero ν-almost
everywhere, and identify functions which are the same ν-a.e. Equivalently, we
consider the space F/N . Then a linear subspace H of F/N is a direct integral
of {Hy}y∈Y with respect to the measure ν if the following hold:
E1.For every f, g ∈ H, the scalar function y 7→ 〈f(y), g(y)〉Hy is in L1(ν).
E2.H is a Hilbert space with respect to the inner product
〈f, g〉 :=
∫
Y
〈f(y), g(y)〉 dν(y).
E3.There exists a countable subset P ⊂ H such that the set {f(y)∣∣f ∈ P}
spans Hy for ν-a.e. y.
E4.H is an L∞(ν)-module, i.e. for every ψ ∈ L∞(ν) and f ∈ H, we have
ψf ∈ H.
Remark 4.6. Definition 1.1 and Definition 4.5 are equivalent for a measure space
(Y, ν) where Y ⊂ C is compact and ν is a probability measure on it.
Proof. Definition 1.1⇒ Definition 4.5: Assume H is a direct integral of {Hy}y∈Y
over (Y, ν) in the sense of Definition 1.1. Then D1 of Definition 1.1 provides the
function space as described in Definition 4.5. D2 provides E1 and E2 clearly. By
Proposition 1.3, we have a countable set P as in E3. For E4, let M be the essen-
tial supremum of the function
∣∣ψ∣∣ and observe that since ∣∣〈ψ(y)f(y), g(y)〉Hy ∣∣ ≤
M
∣∣〈f(y), g(y)〉Hy ∣∣ ν-a.e, we have that y 7→ 〈ψ(y)f(y), g(y)〉 is integrable for every
g ∈ H. Therefore by D3 it follows that ψf ∈ H.
Definition 4.5 ⇒ Definition 1.1: Assume H is a direct integral of {Hy}y∈Y
over (Y, ν) in the sense of Definition 4.5. Then D1 of Definition 1.1 is satisfied by
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definition. D2 is satisfied by E1 and E2 clearly. For D3, assume that a function
g : y 7→ gy ∈ Hy is such that 〈gy, f(y)〉 is ν integrable for all f ∈ H. Firstly, by
a similar argument used in Example 1.7 we show that the scalar valued function
y 7→ ‖gy‖2Hy is ν-integrable. Namely, let k ∈ L2(Y, ν) be a function. Let
h˜(y) :=
(gy/‖gy‖)k(y), gy 6= 00, gy = 0
Then for each y ∈ Y , h˜(y) ∈ Hy.∫
Y
‖h˜(y)‖2Hy dν(y) =
∫
Y
|k(y)|2 dν(y) < +∞.
Assuming for a while that h˜ ∈ H, by the assumption above we have that the
integral
∫
Y
〈gy, h˜(y)〉Hy dν(y) exists. Then we have∫
Y
〈gy, h˜(y)〉Hy dν(y) =
∫
Y
‖gy‖Hyk(y) dν(y).
By Lemma 1.5, the function g˜ : y 7→ ‖gy‖2Hy is ν-integrable.
By E3, there is a countable set P :=
(
pi
)∞
i=1
⊂ H such that closure of the
linear span Py of the set
(
pi(y)
)∞
i=1
is Hy for ν almost every y. Hence the function
g can be put into the form y 7→∑∞i=1 ei(y)pi(y), and by choosing suitable ei(y),
we can assume that the partial sums above approach g monotone and pointwise.
Now find functions (d
(m)
i )
∞
m=1 ∈ L∞(Y, ν) such that d(m)i −→
m→∞
ei monotone
and pointwise. Then we have
n∑
i=1
d
(m)
i (y)pi(y) −→
m→∞
n∑
i=1
ei(y)pi(y)
monotone and pointwise for each n. But by E4, the functions d
(m)
i pi : y 7→
d
(m)
i (y)pi(y) are in H for each m. By the Monotone Convergence Theorem we
have ∫
Y
‖ei(y)pi(y)− d(m)i (y)pi(y)‖2Hy dν(y) −→m→∞ 0.
for each i. It follows that the sequence
(
d
(m)
i pi)
∞
m=1
)
is a Cauchy sequence in H
for each i and it has limit eipi. Therefore eipi ∈ H for every i. Consequently,∑n
i=1 eipi ∈ H for every n.
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By another application of the Monotone Convergence Theorem we have∫
Y
‖gy −
n∑
i=1
ei(y)pi(y)‖2Hy dν(y) −→n→∞ 0.
where the functions y 7→ ‖gy −
∑n
i=1 ei(y)pi(y)‖2Hy are ν-integrable since the
function g˜ is integrable and
∑n
i=1 eipi ∈ H for each n. It follows that the sequence
(
∑n
i=1 eipi)
∞
n=1 is a Cauchy sequence in H, and it has limit g. Therefore g ∈ H.
We note that the same arguments for proving g ∈ H can be used to show that
h˜ ∈ H, since it is norm square integrable, and the proof is finished.
For the rest of the thesis, we will use Definition 4.5 for a direct integral Hilbert
space.
With a direct integral H, there is an associated operator ZH acting on H
defined by ZH(f) := zf where f ∈ H and z ∈ L∞(ν) is the function z(y) := y on
Y . This operator is well defined by E4 of Definition 4.5.
Before we go into the Spectral Multiplicity Theorem, we have a definition.
Definition 4.7. Let H be a separable Hilbert space and N ∈ B(H) be a normal
operator. Then there exists a unique spectral measure P associated with N with
compact support σ(N), the spectrum of N , and N =
∫
σ(N)
y dP (y) holds, which
can be found in for instance Chapter 2.7 of [3], and is also referred to as the
Spectral Theorem for Normal Operators by some authors, as in Abrahamse [1].
Then a scalar spectral measure of N is a probability measure ν on σ(N) such
that for any Borel set B ⊂ σ(N), P (B) = 0 if and only if ν(B) = 0. For a normal
operator there always exist a scalar spectral measure, for instance by Section 4.4
of [9].
Theorem 4.8. Let N ∈ B(H) be a normal operator on a separable Hilbert space
H. Then there exists ν, a scalar spectral measure of N on Y := σ(N) and a
ν-measurable set of separable Hilbert spaces {Hy}y∈Y such that, modulo a unitary
identification of H with H˜ :=
∫ ⊕
Y
Hy dν(y) we have (Nf)(y) = yf(y) = ZH˜(f)
for every f ∈ H˜ and y ∈ Y .
Define m : σ(N) → N ∪ {∞} by m(y) := dimHy. Then m is a measurable
function, and it is called the multiplicity function of the normal operator N .
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As a second part of the theorem we have that the triple (σ(N), [ν] , [m]ν) is a
complete set of unitary invariants for N . Here [ν] denotes probability measures
on σ(N) which are mutually absolutely continuous with respect to ν and [m]ν
denotes the functions n : σ(N)→ N∪{∞} which coincide with m ν-a.e. Therefore
assume that we have H˜ :=
∫ ⊕
Y
Hy dν(y) as above and another direct integral H
′
:=∫ ⊕
Y ′ H
′
y dν
′
(y) with the associated operators ZH˜ and ZH′, where by the first part
ZH˜ is unitarily equivalent with N . Then these operators are unitarily equivalent,
and hence unitarily equivalent to N if and only if Y = Y
′
= σ(N), ν is mutually
absolutely continuous with ν
′
and dimHy = dimH
′
y ν-a.e.
Proof. For the proof of the first part, note that by Theorem 4.3 the operator N
is unitarily equivalent to a multiplication operator Mφ acting on L
2(X,µ) with
φ ∈ L∞(X,µ) where (X,µ) is a probability measure space which is separable and
locally compact since X ⊂ C. Hence by Theorem 3.7 there exists a disintegration
y 7→ µy of µ with respect to φ ∈ L∞(X,µ).
Let f ∈ L2(X,µ). In Equation 3.1 use ∣∣f ∣∣2 ∈ L1(X,µ) with ψ = 1. Together
with Equation 3.3 we get∫
Y
∫
X
∣∣f ∣∣2 dµydν(y) = ∫
Y
E(
∣∣f ∣∣2) dν = ∫
X
∣∣f ∣∣2 dµ = ‖f‖22 (4.1)
where ν = µ ◦ φ−1. Then ν is a scalar spectral measure: For any B ⊂ σ(N), if
ν(B) = µ ◦ φ−1(B) = 0, it follows that the function φ1 : X → σ(N) defined by
φ1(x) :=
φ(x), ifx ∈ φ−1(B)0, else
is the same function with φ2 = 0 as elements in L
∞(X,µ). Hence for the
corresponding multiplication operator we have Mφ1 = 0, and consequently∫
B
y dP (y) = 0. Therefore P (B) = 0. On the other hand, if P (B) = 0, then∫
B
y dP (y) = 0, and by reversing the argument above we get that the µ measure
of φ−1(B) should be zero, i.e. ν(B) = 0.
From Equation 4.1 it follows that
∫
X
∣∣f ∣∣2 dµy < +∞ for ν-a.e.-y. Therefore
f ∈ L2(X,µy) for ν-a.e.-y. Let fy denote the equivalence class of f in L2(X,µy)
for such y. For other y ∈ Y , let fy = 0. Then fy ∈ L2(X,µy) for all y ∈ Y .
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Now define a set of functions H on Y as
H :=
{
y 7→ fy
∣∣f ∈ L2(X,µ)} .
We claim that H =
∫ ⊕
Y
L2(µy) dν(y) with the inner product
〈f˜ , g˜〉H :=
∫
Y
〈fy, gy〉L2(µy) dν(y)
=
∫
Y
∫
X
fygy dµy dν(y).
For E1 of Definition 4.5, y 7→ 〈fy, gy〉 is ν integrable since fy, gy ∈ L2(µy) and
by Equation 4.1. For E2, the inner product above defines a complete metric on
H by the following: Suppose (f˜n)n≥1 is a Cauchy sequence in H. Then for any
 > 0 and n,m > N we have
〈f˜n − f˜m, f˜n − f˜m〉 =
∫
Y
∫
X
∣∣fny − fmy ∣∣2 dµy dν = ∫
X
∣∣fn − fm∣∣2 dµ < 
where the last equation follows by Equation 4.1. But since L2(X,µ) is complete,
there is f such that fn −→ f . It follows that
∫
Y
∫
X
∣∣fny−fy∣∣2 dµy dν −→
n→∞
0. Hence
H is a Hilbert space with the given inner product. For E3, let D be a countable
dense subset of C0(X). Clearly C0(X) ⊂ L2(X,µ) since µ is a finite measure. Let
P :=
{
y 7→ fy
∣∣f ∈ D}. By Equation 4.1 D is also dense in L2(X,µy) for ν-a.e.-y.
Hence E3 holds with set P . For E4, if ψ ∈ L∞(ν), then clearly(
ψf˜
)
(y) = ψ(y)f˜(y) = ψ(y)fy ∈ L2(µy)
and the claim is shown.
Let ZH be the associated operator on H. Then we have
ZH(f˜)(y) :=
(
zf˜
)
(y) = z(y)f˜(y) = yfy ∈ L2(µy).
Define another operator V˜ : L2(X,µ)→ H by V˜ (f)(y) = fy. By Equation 4.1 V˜
is an isometry, and hence the induced map V : L2(X,µ)→ H is also an isometry.
It is clearly onto by the definition of H. Hence V is a unitary operator.
By Theorem 3.9, for ν-a.e.-y the measure µy is supported by pi
−1(y), where
pi is a representative of the class φ. Therefore φ = y µy-a.e. It follows that
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VMφV
−1 = ZH . Hence N is unitarily equivalent with ZH and the first part of
the theorem is proved.
By Proposition 1.9 we have that the function m is measurable.
The second part of the theorem will not be essential for the remainder of the
thesis. For the sake of completeness, we present a proof due to [4], 2.2. Let
Y ⊂ C be a compact subset. By the first part of the theorem, classifying normal
operators having spectrum Y up to unitary equivalence is sufficient. For that,
consider the C∗ algebra generated by a normal operator N with spectrum Y ,
and the identity. As in Definition 4.7, let N =
∫
σ(N)
y dP (y), where P is the
corresponding spectral measure on σ(N) = Y . If M is another normal operator
with spectrum σ(M) = Y , with corresponding spectral measure R, we have
M =
∫
σ(M)
y dR(y). Then N and M are unitarily equivalent if and only if for
every φ ∈ C(Y ) we have∫
σ(N)
φ(y) dP (y) =
∫
σ(M)
φ(y) dR(y)
i.e. the representations of C(Y ) via the spectral measures P and R are equivalent,
which implies that P and R are mutually absolutely continuous measures. Let
the corresponding scalar spectral measures be νN and νM as defined in the first
part of the theorem, which are also mutually absolutely continuous.
Now let Yk := m
−1(k), k =∞, 1, 2, . . . where m is the multiplicity function of
N . Then we have the representation∫
Y
φ(y) dP (y) =
∫
Y∞
φ(y) dP (y) ⊕
∞⊕
k=1
∫
Yk
φ(y) dP (y)
=∞
∫
Y
φ(y) dP∞(y) ⊕
∞⊕
k=1
k
∫
Y
φ(y) dPk(y)
for any φ ∈ C(Y ) where Pk is the spectral measure corresponding to
k
∫
Y
y dPk(y) =
∫
Yk
y dP (y)
for k = ∞, 1, 2, . . .. Here k ∫
Y
φ(y) dPk(y) corresponds to a certain restriction
of N , which is unitarily equivalent to a multiplication operator: Namely, let
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L2(Yk, ν, Gk) be the vector space of all Borel functions f : Yk → Gk such that∫
Yk
‖f(y)‖Gk dν(y) < +∞. Here Gk is a k dimensional Hilbert space; in partic-
ular, for k = ∞ let G∞ be a countably infinite dimensional Hilbert space. The
functions are Borel in the sense that the functions y 7→ 〈f(y), g〉Gk are Borel for
every g ∈ Gk. Identifying functions which agree ν-a.e, we see that L2(Yk, ν, Gk)
is a Hilbert space for every k. Now the restriction φYk of φ to Yk produces a
multiplication operator acting on the space L2(Yk, ν, Gk) in the obvious way, and
this operator is unitarily equivalent to k
∫
Y
φ(y) dPk(y).
Letting the corresponding scalar spectral measures be νN(k), we have νN(k) ⊥
νN(l) for k 6= l. It follows that
N =∞
∫
Y∞
y dνN(∞) ⊕
∞⊕
k=1
k
∫
Yk
y dνN(k)
=
∫ ⊕
Y
m(y)y dνN .
The same steps can be done for n, the multiplicity function of M , to get
M =∞
∫
Y∞
y dνM(∞) ⊕
∞⊕
i=1
i
∫
Yk
y dνM(i)
=
∫ ⊕
Y
n(y)y dνM
and it follows that N and M are unitarily equivalent if and only if νN and νM are
mutually absolutely continuous and their multiplicity functions m and n agree
νN (hence νM) a.e, giving the theorem.
Chapter 5
The Essential Pre-Image and the
Pre-Image
We follow [2] to see what information can be extracted about the unitary invari-
ants (σ(Mφ), [ν] , [m]ν) of a multiplication operator Mφ in terms of φ and µ, using
the notion of essential pre-image. The setting will be as in the third part of the
thesis.
Definition 5.1. For y ∈ Y let Bδ(y) the closed ball of radius δ > 0, where Y is
the essential range of the function φ ∈ L∞(X, a, µ) as before. Let S ∈ a. Define
a function DS on Y by
DS(y) := lim
δ→0
µ (S ∩ φ−1(Bδ(y)))
µ (φ−1(Bδ(y)))
(5.1)
When the limit in Equation 5.1 exists, it can be interpreted as the probability
that a solution to the equation φ(x) = y lies in S.
Now we give the definition of essential pre-image in the sense of [2].
Definition 5.2. The essential pre-image of φ at y is
φ−1µ (y) :=
{
x ∈ X∣∣DV (y) > 0 for every open setV 3 x} . (5.2)
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By the previous paragraph, φ−1µ (y) contains points x such that there is a
positive probability that a solution to φ(x) = y is in V , for every open set V
containing x.
By a theorem of Besicovitch (a reference can be found at [2], p.851) for ν-
a.e-y the limit in Equation 5.1 exists. Moreover DS is a representative of the
Radon-Nikodym derivative
[
dνS
dν
]
where νS(F ) := µ(S ∩ φ−1(F )).
Let ψ ∈ L∞(µ). Then we have∫
Y
ψDS dν(y) =
∫
Y
ψ dνS =
∫
X
(ψ ◦ φ)χS dµ(x) (5.3)
where χS is the characteristic function of S. It follows by Equation 3.1 that DS
is a representative of E(χS).
The following theorem describes the essential pre-image in terms of a disinte-
gration of measure µ.
Theorem 5.3. If y 7→ µy is a disintegration of µ with respect to φ, then for ν-a.e
y, φ−1µ (y) is the closed support suppµy of measure µy.
Proof. Let U be a countable bases of the topology of X. We have E(f)(y) =∫
X
f dµy for ν-a.e. y, for every f ∈ L(X, a, µ). Let U ∈ U and f := χU . Then
by above, E(χU) = DU ν-a.e. Hence we have DU(y) = E(χU)(y) =
∫
X
χU dµy =
µy(U) and DU(y) = µy(U) except on a set NU ⊂ Y with ν(NU) = 0. Let
N :=
⋃
U∈U NU . Then µ(N) = 0. Fix any y ∈ Y \N .
To see that φ−1µ (y) ⊂ suppµy let x ∈ φ−1µ (y). Then DV (y) > 0 for every open
set V containing x and in particular for all U ∈ U . By above it follows that
DU(y) = µy(U) > 0 for every U 3 x, and the inclusion follows.
For the converse inclusion, let x ∈ suppµy. Let V 3 x be an open set. Pick
U ∈ U such that x ∈ U ⊂ V . Then we have
0 < µy(U) = DU(y) = lim
δ→0
µ (U ∩ φ−1(Bδ(y)))
µ (φ−1(Bδ(y)))
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≤ lim
δ→0
µ (V ∩ φ−1(Bδ(y)))
µ (φ−1(Bδ(y)))
= DV (y).
Therefore x ∈ φ−1µ (y), and the inclusion follows.
Theorem 5.4. The multiplicity function for the operator Mφ is m(y) = #φ
−1
µ (y),
where #E denotes the number of the elements in set E if the cardinality of E is
finite, and it is the symbol ∞ if E has infinite cardinality.
Proof. Let y 7→ µy be a disintegration of µ with respect to φ. Note that the
dimension of L2(X,µy) is exactly the number of points in the closed support of
µy if this dimension is finite, and hence the result follows from Theorem 4.8 which
gives m(y) = dimL2(X,µy) and Theorem 5.3. If the dimension of L
2(X,µy) is
infinite, then the closed support of L2(X,µy) contains infinitely many points.
Hence the same argument produces the result.
Comparing the pre-image and the essential pre-image seems natural. It turns
out that even for φ continuous we only have one inclusion in general.
Theorem 5.5. If φ is continuous, then φ−1µ (y) ⊆ φ−1(y) for every y ∈ Y .
Proof. If x 6∈ φ−1(y) then by continuity of φ there is δ > 0 and an open set V 3 x
such that V ∩ φ−1(Bδ(y)) = ∅. Hence it is clear that
DV (y) = lim
δ→0
µ (V ∩ φ−1(Bδ(y)))
µ (φ−1(Bδ(y)))
= 0.
It follows that x 6∈ φ−1µ (y), and the inclusion follows.
By the definition of the essential pre-image, we always have φ−1µ (y) ⊆ suppµy.
For if not, there is x ∈ φ−1µ (y) and  > 0 such that µ(B(x)) = 0, implying
x 6∈ φ−1µ (y). However, in general φ−1µ (y) 6= φ−1(y). But even if they are not equal
it is possible that both of them are infinite sets, i.e. #φ−1µ (y) = #φ
−1(y) so that
φ−1(y) can be used to compute the multiplicity function m of Mφ. Therefore here
we have two questions:
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i) When φ−1µ (y) = φ
−1(y)?
ii)When #φ−1µ (y) = #φ
−1(y) if i) is not satisfied?
In [2], Abrahamse and Kriete give partial answers to these questions and
provide illuminating examples. In his article [11] Howland gives a positive answer
to the first question in the caseX is a complete separable metric space, by showing
that it is possible to remove a set of measure zero from X so that the multiplicity
function of Mφ equals to the cardinality of the pre-image. We present the results
and examples in [2].
For the remainder of this part, let X := [0, 1] and µ be the Lebesgue measure
on X. For the following two theorems φ is real valued on X which has continuous
derivative, and let Z :=
{
x ∈ X∣∣φ′(x) = 0}.
Theorem 5.6. If y 6∈ φ(Z) then φ−1µ (y) = φ−1(y).
Proof. Since y 6∈ φ(Z), φ is one-to-one in a neighbourhood of every point of
φ−1(y). For if not, φ′(y) = 0 would imply y ∈ φ(Z) by the continuity of the
derivative. Hence φ−1(y) is a closed discrete subset of X, and therefore it is
finite. Since if not, there exists a limit point x contained in X, and by continuity
of φ, x ∈ φ−1(y) and φ−1(y) is not a discrete set. Let φ−1(y) := {x1, x2, . . . , xn}.
We show that for any xi and any open set V 3 xi we have DV (y) > 0. Firstly
without loss of generality V 63 xj for i 6= j, since V ⊂ W implies DV ≤ DW .
Choose xi ∈ Wi whereWi is open such that φ restricted toWi is strictly monotone.
Then we have
DV (y) = lim
δ→0
µ (V ∩ φ−1(Bδ(y)))
µ (φ−1(Bδ(y)))
= lim
δ→0
µ(Wi ∩ φ−1(Bδ(y)))
2δ
2δ
µ
(⋃n
i=1Wi ∩ φ−1(Bδ(y))
)
=
1∣∣φ′(xi)∣∣
(
n∑
i=1
1∣∣φ′(xi)∣∣
)−1
> 0.
Therefore xi ∈ φ−1µ (y). By Theorem 5.5, φ−1µ (y) = φ−1(y).
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Theorem 5.7. Assume that the boundary of Z, which we will denote by ∂Z has
µ measure zero. If y ∈ φ(Z) and µ(φ−1(y)) > 0, then φ−1µ (y) and φ−1(y) are both
infinite sets.
Proof. The set φ−1(y)∩ (X \Z) has µ measure zero since it discrete by the proof
of the previous theorem. Since µ(∂Z) = 0, there is an open interval I with I ⊂ Z
such that I contains a point of φ−1(y), since by the assumption µ(φ−1(y)) > 0.
But φ′(x) = 0 for all x ∈ I ⊂ Z, and therefore φ = y identically on I. It is not
difficult to verify that I ⊂ φ−1µ (y). Hence both φ−1(y) and φ−1µ (y) are infinite
sets.
Theorems 5.6 and 5.7 give information about every y ∈ Y except for which
are contained in φ(Z) with having ν measure 0. Therefore, if the set of all such
y has ν measure zero, then the multiplicity function can be calculated in terms
of the pre-image φ−1(y). As an illustration, if ν(φ(Z)) = 0, then by Theorem 5.6
φ−1µ (y) = φ
−1(y) for ν-a.e y. Hence by Theorem 5.4 the function y → #φ−1(y)
is the same with the multiplicity function m of Mφ ν-a.e, i.e. y → #φ−1(y) is a
representative of the class [m]ν .
We give two of the examples in [2], to illustrate Theorem 5.7, and to see how
it may fail. In these examples, X := [0, 1], µ is the Lebesgue measure, and φ is a
real valued continuous function.
Example 5.8. Let φ be zero everywhere on [0, 1/3], strictly increasing on
[1/3, 1/2], strictly decreasing on [1/2, 1] and such that φ(x) = 2/3 − x on some
small neighbourhood of x = 2/3. Then for any open set V ⊂ X, DV (0) =
3µ(V ∩ [0, 1/3]) and hence φ−1µ (0) = [0, 1/3]. Clearly φ−1(0) = [0, 1/3] ∪ {2/3}.
Here the conclusion of Theorem 5.7 is valid.
Example 5.9. Let φ be strictly increasing on [0, 1/2), strictly decreasing on
(1/2, 1]. Also, assume there are open intervals I and J containing x = 1/3 and
x = 2/3 respectively such that φ(x) = (x− 1/3)3 on I and φ(x) = 2/3− x on J .
Then if U is any open set containing 1/3, we have DU(0) = 1, and if V := (1/2, 1),
then DV (0) = 0. Hence φ
−1
µ (0) = {1/3}. Clearly φ−1(0) = {1/3, 2/3}. Therefore
here the conclusion of Theorem 5.7 fails.
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