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Abstract 
Given a graph H with 2p vertices, the necessary and sufficient condition for the existence 
of a self-complementary g aph G of order 4p containing a pair of edge disjoint subgraphs 
Ht and //2 such that H ~ H1 and H ~ //2 is presented. An algorithm that generates all such 
self-complementary g aphs is also presented. 
1. Introduction 
In this paper, we shall use the symbols G, H and K with or without subscripts to 
denote a graph. If G is a graph, then V(G) shall denote its vertex set, E(G) shall 
denote its edge set and G shall denote its complement. By the notation G = (V,E) we 
mean V(G) = V and E(G) = E. If G is a (p,q) graph then ]V(G)I = p is its order and 
]E(G)I = q is its size. An edge e joining v, w E V(G) is denoted by e = (v, w) ~ E(G). 
We shall now state a few classical definitions for completeness. 
Definition 1. A graph H is isomorphic to a graph K, if there exists a one to one func- 
tion a from V(H) onto V(K) that preserves adjacency. The function a is called an iso- 
morphism. If e - (v,w) E E(H), then we use the notation a(e) = (a(v), or(w)) C E(K) 
for convenience. When we say an isomorphism preserves adjacency, we mean that e c 
E(H) <:~ a(e) C E(K). We use the notation H ~ K, if H is isomorphic to K. 
Definition 2. An automorphism of a graph G is an isomorphism a " V(G) ~ V(G). 
Thus, e ~ E(G) e:~ a(e) E E(G). By A(G), we mean the set of all automorphisms 
of G. 
Definition 3. The complement G of a graph having the same vertex set as G, but with 
the property that e E E(G) e:> e ~ E(G). 
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Definition 4. An anti-automorphism of a graph G is a permutation a : V(G) -~ V(G) 
that exchanges edges and 'non-edges'. That is, e E E(G) ¢=~ a(e) (~ E(G). By A(G), 
we mean the set of all anti-automorphisms of G. 
Definition 5. A self-complementary 9raph G is a graph that is isomorphic to its 
complement, i.e. G ~ G. 
From the above definition, it follows that G is self-complementary if and only if 
~i(G) # 0. Many properties of self-complementary graphs are well documented [1-5]. 
For example, Ringel [5] proved that there exists a self-complementary g aph G of order 
p if and only if p = 0 or 1 (mod4). 
Definition 6. An anti-automorphism a of a self-complementary graph G is called a 
complementin 9 permutation of G. 
It is shown [5] that if a is the complementing permutation of a graph G of order p, 
then a has all of its cycles of lengths being multiples of 4, except for one of length 1 
if p = 1 (mod4). 
Let G1,G2 be two subgraphs of G and a be a permutation on {1,2 . . . . .  IGI}. Then 
G1 tAG2 = (V(GI)U V(Gz),E(GI )UE(G2)) and G1 ~G2 is the vertex-induced subgraph 
on V(GI )U V(G2). Let a(V(Gl) denote the set {a(v)lv E V(G1)} and ~(E(G1) denote 
the set {a(e)le c E(Gl )}, respectively. Define a(G1 ) as the graph (a(V(Ga), a(E(G1 )). 
2. Construction of self-complementary graphs 
Given a connected graph H of order 2p(p > 0), there may or may not exist a 
connected self-complementary graph G of order 4p such that G contains a pair of 
vertex disjoint subgraphs Hi and //2 such that H-  H1 and D ~ H2. If  such a G 
exists, we call H a base of G. Further, we define G as the sc-span of H. Let SC(H) 
denote the set of all sc-spans of H and let B(G) denote the set of all bases of G. 
The following is an interesting result on self-complementary graphs. 
Lemma 7. Let G be a self-complementary graph of order 4p. Then G has four 
mutually vertex disjoint subgraphs Gi (i = 1,2, 3, 4) and a complementin9 permutation 
a such that the followin9 statements hold. 
1. cr2(Gi)= G3 and a2(G3)= GI and O "2 restricted to G1 U G3 is an automorphism 
of G1 U G3. 
2. a2(G2) = G4 and a2(G4) = G2 and o "2 restricted to G2 ~ G4 is an automorphism 
of G2 EJ G4. 
3. a(Gl ) = G2 and a(G2) --- G1 and ~ restricted to Gl t~ G3 is an isomorphism of 
Gl tg G3 onto G2 t~ G4. 
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Proof. Since G is a self-complementary graph, A (G)¢  13. Let cr ~ A(G). Hence, 
from [3], cr is a product of disjoint cycles clc2. . .ct  such that the length of c/ 
(j -- 1,2 .. . .  t) is a multiple of 4. Let cj = (xjt, xj2 . . . . .  X j4k)  be the jth cycle. Define 
V(j, 1) = {x/l, X/5 . . . . .  X j4k  3}, V(j, 2) = {x j2  , Xj  6 . . . . .  Xj4k 2}, V(j, 3) = {X/3, X/7 . . . . .  
xi4k-I }, and V(j',4) = {xj4, xjs, ...,xj4k}. Let Vi = U/V(j,i), i = 1,2,3,4. Let Gi be the 
vertex-induced subgraph on Vi. We now proceed to show that Gi (i = 1,2,3,4) 
satisfies the conditions of the lemma. 
Observe that a(V1) = V2, a(V2) = V3,cr(V3) = I/4 and o ' (V4)  = VI. Since a C/](G),  
a 2 ¢A(G) .  Hence, a2(G~) ~- G3 and crZ(G3) = Gi. Since 0 -2 restricted to G1 U G3 
maps GI t~ G3 onto itself, it follows that a 2 restricted to G1 U G3 is an automorphism 
of G1 U G3. The proof for (2) and (3) are similar. 
Define Gt U G3 as an odd subgraph Godd of G and G2 ~ G4 as an even subgraph 
G~v~n of G. Then by Lemma 1, Goad and Geven are complements of each other. Note 
that V(Goda) = Vl U I/3 and hence cr 2 restricted to Godd is an automorphism of Godd 
that maps G~ onto G3 and vice versa. Similar remarks hold for Ge,,en. Thus, we have 
the following lemma. 
Lemma 2. Let G be a self-complementary graph of order 4p. Then G has two 
mutually vertex disjoint subgraphs Godd and Geven of degree 2p and at least one 
automorphism ~p such that 
1. Geven ~ Godd. 
2. Geven has two mutually vertex disjoint subgraphs, say G2, G4, such that q~ re- 
stricted to Geven is an automorphism of Geven that maps G2 onto G4 and vice versa 
3. Godd has two mutually vertex disjoint subgraphs, say G1, G3, such that ~o re- 
stricted to Goad is an automorphism 0[" Godd that maps G2 onto G4 and vice versa. 
From Lemmas 1 and 2 we have the following result. 
Proposition 3. Given a connected graph H with 2p vertices, SC(H) ¢ (0 only (f H has 
two vertex disjoint subgraphs, HI,H3 and an automorphism q~ such that (p(Hi ) = H3 
and qg(H3) = HI. 
2.1. Construction algorithm 
We now proceed to prove the converse of Proposition 3. Our proof is through 
construction. Thus, we assume that H is a connected graph with 2p vertices, having 
two vertex disjoint subgraphs, H1, H3 and an automorphism q9 such that q~(Ht ) =/ /3  
and ¢p(H3) = HI. Let /£  be a vertex disjoint isomorphic copy of H. Let p : H --+/£ be 
an isomorphism. 
For i E H, consider the sequence i,p(i),~p(i),p(~p(i)),q~2(i),p(~p2(i)) .... Note that 
i,p(i), ¢p(i) and p(~o(i)) belong to four different vertex disjoint subgraphs. Thus, the 
sequence has a minimum of four and maximum of 4p distinct numbers. Suppose 
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i ¢ cp2(i), since cp is one to one and onto, cp(i) ¢ ~p3(i). Thus, i, cp(i), ¢p2(i), cp3(i) are 
distinct. Similarly, p being a bijection, the four numbers p(i), p(~o(i)), p(cp2(i)), p(cp3(i)) 
are distinct. Thus, the sequence i,p(i), ~p(i),p(cp(i)), ~p2(i),p(cp2(i)), cp3(i),p(cp3(i)) are 
distinct. Now, if i ~ q)4( i ) ,  by a similar argument we can show that i, p(i), ~o(i), 
p(~p(i)), cp2(i), p(q~2(i)), cp3(i), p(cp3(i)), cp4(i), p(cp4(i)), q~5(i), p(cps(i)) are distinct. 
Thus, the sequence has 4ti distinct numbers for some ti C {1,2 . . . . .  p}. Thus, for a 
given i there exists a ti E {1,2 , . . . ,p}  such that first 4ti numbers in the sequence 
i, p(i), cp(i), p(cp(i)), cp2(i), p(q~2(i)) . . . . .  are distinct and the (4ti + 1 )th number of the 
sequence opts(i) = i. Therefore, first 4ti numbers in the sequence i,p(i),cp(i),p(~o(i)), 
~o2(i),p(cp2(i)) .... can form a cycle and hence we can build a permutation a as the 
product of disjoint cycles constructed as above. In other words, we first pick a number, 
say j of  H. Let cl be the cycle constructed by starting from j. Now we shall pick a 
number, say k of H which is not in cl and form the second cycle c2 and so on until we 
exhaust all 4p numbers. Further, we claim that these cycles are distinct. Suppose q~r(j) 
is in c2. Then clearly, (pr( j )  = q~t(k ) for some t such that r _-- t (mod 2). Without 
loss of generality, assume that r > t. Then k = q3r--t(j) which is a contradiction to 
the selection of k. 
We now proceed to the construction of a self-complementary graph. Our construction 
is similar to the one described in [5]. The major difference is, we begin from a bipartite 
graph as opposed to a complete graph. As we had already noticed, we already have 
a graph H and an isomorphic copy of its complement K. Now consider the complete 
bipartite graph L obtained by joining all the vertices of H to all the vertices of K. Let 
Ei be the edge orbits of L under a. Two color the edges of each edge orbit Ei by 
arbitrarily selecting an edge e of Ei to color blue, then coloring the rest of the edges 
in Ei by the rule aJ(e) is blue if j is even and red if j is odd. Select from each Ei 
either all blue edges or all red edges and let this edge set be F/. Let F = Ui Fi Now 
H U K U F is a self-complementary graph. The reason that this algorithm will work 
is that the graph has a complementing permutation a that maps H to K and K to H, 
which are complements of each other. Further, a maps all blue edges to red edges and 
vice versa in each of the El. 
Theorem 4. Given a connected graph H with 2p vertices, SC(H) ¢ 0 if  and only 
if  H has two vertex disjoint subgraphs, Hi,l~3 and an automorphism ~p such that 
cp(Hl ) = 143 and co(H3 ) = HI. 
ProoL ( I f) :  Due to the construction algorithm, if H has two vertex disjoint sub- 
graphs, H1, H3 and an automorphism q) such that ~p(HI ) = / /3  and ~o(H3) = HI then 
SC(H) ¢ 0. 
(Only if): Follows from Proposition 1. [] 
Example 1. Consider the graph H with vertex set {1, 3, 5, 7, 9, 11} and edge set {(1,3), 
(1,7) ,(1,9) ,(3,5) ,(3,  1 1),(5,7)}. Note that cp defined as ~0(i) = i+2 for i = 1,5,9 and 
q~(i) = i -  2 otherwise is an automorphism on H. Let K be the graph with vertex 
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set {2,4,6,8, 10, 12} and edge set {(2,6),(2, 12),(4,8),(4, 10),(6, 10),(6, 12),(8, 10), 
(8, 12),(10, 12)}. Observe that p : H --~ /C defined by p(i) = i + 1 is an isomor- 
phism f romH onto/C. Hence a=(1  2 3 4)(5 6 7 8)(9 I0 11 12). Now we start with 
edge (1,2). Let us color (1,2) blue. That means edge (3,4) is blue, and edges (2,3) 
and (4, 1) will be colored red. Choose FI be the blue edges. Then Fi = {(1,2), (3, 4)}. 
Now we assign color blue to edge (1,5) and repeat the process. Suppose we select 
F2 as all red edges, then [:2 = {(2,6),(4,8)}. Similarly we shall assign color blue 
to edges (1,9),(5,6),(5,9) and (9, 10). Suppose we pick blue edges for F3F5 and 
red edges for /:4, F6. Then F -- {(1,2),(3,4)} U {(2,6),(4,8)} U {(1,9),(3, t l)} U 
{(6,7),(8,5)} U {(5,9),(7, 11)} U {(10, 11),(12,9)}. It is easy to see that HUKUF is 
a self-complementary graph with a as a complementing permutation. 
Acknowledgements 
The author wishes to thank Dr. A. Gommerman, Prof., Dept. of Classics and Modern 
Arts, Creighton University for translating 115] from German to English. 
References 
[1] R.J. Faudree, C.C. Rousseau, R.H. Schlepp and S. Schuster, Embedding raphs in their complements, 
Czecho. Math. J. 31 (1981) 53 62. 
[2] R.A. Gibbs, Self-complementary g aphs, J. Combin. Theory Set. B 16 (1974) 106 123. 
[3] M.S. Krishnamoorthy and M.G. McMenamin, Jr., On self-complementary graphs, Tcch. Report No. 
90-23, Rensselaer Polytechnic Institute, New York, 1990. 
[4] R. Molina, On the structure of self-complementary g aphs, Proc. 25th Southeastern I ternat. Conf. on 
Combinatorics, Graph Theory, Computing, Boca Raton, FL, 7 11 March 1994. 
[5] G. Ringel, Selbstkomplementare G aphen, Arch. Math. 14 (1963) 354 358. 
