Background: The study of learning in populations of subjects can provide insights into the changes that occur in the brain with aging, drug intervention, and psychiatric disease.
Introduction
Understanding how learning differs between groups of subjects is important in many areas of neuroscience research. Obtaining an objective measure of performance is challenging because observations are often not continuous (e.g., binary) and learning is both dynamic and varies greatly across individuals.
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A popular method to quantify performance changes in binary data is to use the change point test [1] or a moving average [2, 3, 4] . These methods are easy to implement but can be problematic in that they rely on a predefined null hypothesis [1] or arbitrary choice of window length [2, 3, 4] , respectively.
State-space and hidden Markov approaches [5, 6, 7, 8] have been found to be a 10 practical alternative since they make use of likelihood methods to fit the data, allowing accurate assessment of individual and group dynamics. These models are useful for analysis of behavioral data as they are able to track dynamics of learning (and forgetting), and provide confidence bounds on estimates allowing for across trial inference. 15 We propose a two-dimensional model of binary response data from multi-day A c c e p t e d M a n u s c r i p t behavioral experiments termed the SMuRF (separably Markov random field) model, first introduced in [9] . In the present study, we examine the binary response data from two age groups of animals learning multiple object-reward associations across days. Conventional one-dimensional methods for analyzing 20 these data [5, 6, 7, 8] ignore their two-dimensional nature by aggregating the responses across object pairs or days, thus failing to capture subtle changes in learning dynamics. Two-dimensional state-space models have been applied to the analysis of neural spike rasters [10, 11] , with the goal of simultaneously capturing the within and cross trial variability of neural spike rasters. Their 25 appeal, in the context of binary response data from behavioral experiments (e.g., repeated across multiple days), is the ability to simultaneously capture the within-day (across object pairs) and cross-day variability of learning. While classical two-dimensional state-space models [10, 11] obviate the need for aggregation, they lack the interpretability of one-dimensional state-space models. In 30 contrast, the SMuRF model [9] is a two-dimensional model that inherits the interpretability of one-dimensional approaches. As we demonstrate formally in [9] , the SMuRF model is not a two-dimensional state-space model in the classical sense. Applied to data from behavioral experiments, the SMuRF model expresses the probability of observing the binary outcomes as a function of two 35 latent processes: a within-day learning process that reflects an animal's itemdependent performance level during a day, and a cross-day learning process that captures the dynamics of proficiency across days. The two processes play the same role as the latent processes in one-dimensional methods [5, 6, 7, 8] , thus inheriting the interpretability of these methods. Unlike in one-dimensional 40 methods, we combine the two processes, thus capturing the two-dimensional nature of the behavioral raster data as in [10, 11] . In this context, the contribution of this paper is twofold. First, we substitute a Laplace random walk for the Gaussian random walk in [9] , to allow for accurate and automatic modeling of sudden changes or jumps in behavioral data (e.g., due to reversal learning).
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We term the resulting model the Laplace SMuRF model, and that from [9] , the Gaussian SMuRF model. The Laplace SMuRF model leads to algorithms for A c c e p t e d M a n u s c r i p t parameter estimation and inference (e.g., MAP inference) different from those derived in [9] for the Gaussian SMuRF model. Second, learning within a day is tracked over groups in addition to the individual learning across days. Using 50 this formulation, we are able to obtain an accurate assessment of learning using a single model. We demonstrate that this model has superior predictive power, as measured by the WAIC [12] , compared to one that aggregates the behavioral data within day, and is therefore better suited to perform inferences about the presence or absence of age differences.
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We apply the Laplace SMuRF model to data acquired from young (mean 10.4 years, range 9.8 -11.2) and aged (mean 23.2 years, range 20.2 -27.7) female macaque monkeys performing a reversal learning task which was designed to identify alterations in behavior after reinforcement contingencies change [13] .
Using a linear mixed-effects model (LME), the analysis from [13] indicated that 60 older animals were impaired at affective shifting. In addition, by dividing each day into three epochs, it was observed that, for both age groups, within-day learning/performance was generally better in the middle of the session than at the beginning or the end, an effect which may be termed a "middle-list" effect.
No between age difference was observed using this technique. Using the Laplace
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SMuRF model, we find that, as a group, the older monkeys find the object pairings harder than do the young monkeys, and that the ability to change behavior ("cognitive flexibility") of the younger group is higher. We are also able to use the results of our analysis to create clusters that, for the most part, coincide with those formed by the age groups. Simulation studies suggest that 70 clustering based on the models results captures inter-individual differences in performance levels, which allows us to identify exceptional behavior.
The remainder of our treatment begins in Section 2, where we describe the experimental behavioral paradigm that motivated the Laplace SMuRF model.
We introduce the Laplace SMuRF model of learning, as well as algorithms for 75 parameter estimation and inference, in Section 3. The interested reader can find the derivations relevant to Section 3 in the Appendix. In Section 4, we utilize the model from Section 3 to assess between-group differences in learning, and A c c e p t e d M a n u s c r i p t to predict group membership from behavior. We conclude in Section 5.
Experimental behavioral paradigm
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We analyze data from 14 female macaque monkeys -6 young (mean 10.4 years, range 9.8 -11.2) and 8 old (mean 23.2 years, range 20.2 -27.7) animals -performing a reversal learning task [14, 13] . This experiment was designed to identify differences in affective shifting between the two groups. Behavioral experiments followed guidelines established by the National Institutes of Health In the first phase of the task, each animal was presented each day with the same 40 object pairs in the same order. By a process of trial and error the animal determined which object in the pair was associated with a food reward.
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The first phase of the task ended when a monkey reached a 90% performance criterion over 5 consecutive days (that is, 180/200 item pairs correct). After reaching criterion, the second phase began. In this part of the experiment, the reward for each object pair was switched to the previously unrewarded object and each animal was expected to learn these novel associations. The second 95 phase ended when the same 90% criterion over 5 days was reached. Figure 1 presents a schematic depiction of the object reversal paradigm.
Existing analysis methods: Conventional analyses of learning in this type of multi-day task collapse performance data within a day (i.e. ignore information regarding object pairs) [15, 16, 17] and make use of analysis of 100 variance (ANOVA) to identify between group learning differences. Because it was hypothesized in this experiment that pairs presented at the start and end of the 40 object pairings might be recalled more easily -primacy and recency effects -the original analysis in [13] of data from these experiments examined within-day effects by using a hybrid state-space linear mixed model. A three-105 step process was employed. First, for each animal and object pair, the acrossday performance was summarized by computing one learning day for the object A c c e p t e d M a n u s c r i p t All object pairs were presented once a day in the same order across days 20s ITI 20s ITI Figure 1 : Depiction of the object reversal learning paradigm. The object discrimination part of the learning task (left column) requires monkeys to learn 40 novel object pairs presented sequentially in the same order every session until they reach a 90% performance criterion. After reaching criterion, the object-reward associations are switched (reversal learning, right column), and the monkeys re-learn the new associations to the same criterion.
discrimination task and one learning day for the reversal learning task, using one-dimensional state-space models [5] . Figure 2 (a) shows a plot of boxplots of the learning days during the object discrimination task as a function of object 110 pair. Figure 2 (b) shows the equivalent boxplots for the reversal learning task.
For each object-pair, as many state-space models were fit as there were animals.
As can be observed (and at odds with the literature on typical primacy and recency effects), there is a general trend towards quicker learning of the objectpairs in the middle of the 40-trial daily task. Second, as a consequence of 115 the observation, these learning days were organized for each animal into three A c c e p t e d M a n u s c r i p t epochs: the first 14 object-pairs (epoch 1), the second 12 object-pairs (epoch 2) and the final 14 object pairs (epoch 3). Third, a linear mixed effects model (LME) was applied with age, task and epoch as factors. Results suggested that during both tasks, the second and third group of objects were learned 120 significantly faster than were the first third of the objects. Also, the middle third of objects were learned significantly faster than the last third of objects.
There were no significant age interactions with task or epoch. We hypothesize that this is due to the fact that the model, by partitioning every day of the experiment into three epochs, did not contain fine enough granularity to detect 125 age differences at the level of object-pairs. In contrast (Section 4), we will see that the Laplace SMuRF model which deals with the within-day dynamics in greater detail is able to tease out between-group and inter-individual differences that are predictive of the group membership of the animals. In particular, we will show that a model that takes into account the within-day dynamics has 130 better predictive power compared to one that does not, as measured by the Watanabe-Akaike Information Criterion (WAIC, [12] ). The WAIC is a measure of predictive performance for Bayesian models that is an analogue to the Akaike Information Criterion (AIC, [18] ). The WAIC and AIC can each be thought of as an approximation to some form of cross-validation [19] . 
Methods
Laplace SMuRF model
The goal is to model the probability, π m k,r , of the event that a given monkey m picks the correct object in a given pair r, on a given day k. A precise assessment of this trial (object pair) and day-dependent probability would provide a 140 complete characterization of the dynamics of learning of a monkey during the reversal learning task. We propose a group-dependent separably-Markov random field (SMuRF) model [9] for these data. For simplicity, we describe the SMuRF model for a single group, with the understanding that the dynamics of M a n u s c r i p t learning within each group (young or old) follow separate SMuRF models. The
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Laplace SMuRF model expresses the dynamics of learning of a monkey as 
A c c e p t e d M a n u s c r i p t
is a group-level latent random walk process that represents the group performance on object pairs presented within a day (within-day 
T be a vector that represents within-day group performance. We denote the response data from the m th monkey by
The goal is to maximize, with respect to the unknown parameters,
This is a challenging problem because of the high-dimensional integral that must be evaluated in Equation 2. We propose to maximize this likelihood by
Expectation-Maximization (EM). Given a candidate solution, EM [21] builds an
A c c e p t e d M a n u s c r i p t approximation of the likelihood in its E-step. Maximizing this approximation in the M-step is guaranteed to yield a new candidate solution that does not decrease the value of the likelihood function. By iterating this process, EM generates a sequence of iterates that converge to a local optimum of the likelihood function.
Let θ ( ) be the candidate solution in the th iteration of EM. In the context of the Laplace SMuRF model, the key challenge of EM is to compute Q(θ|θ ( ) ) defined as
the expected value of the complete-data likelihood with respect to the joint posterior distribution of the missing data (x, d) conditioned on the observed data
and the candidate solution θ ( ) . This expectation is not tractable,
i.e., it cannot be computed in closed-form. We propose to approximate the required expectations using Markov-Chain Monte-Carlo (MCMC) samples from
In particular, we will use Gibbs sampling [22] , a
Monte-Carlo technique, to generate samples from a distribution by sampling from its so-called full conditionals (conditional distribution of one variable given all others), thus generating a Markov chain that, under regularity conditions, can be shown to converge to a sample from the desired distribution.
180
Gibbs sampling is attractive in cases where sampling from the full conditionals is simple. However, sampling from the full conditionals p(x|d,
is not trivial, for reasons detailed in [9] . We circumvent this difficulty by considering, instead of Equation 1, the following equivalent one must obtain samples) for the Gibbs sampler are as follows
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In other words, conditioned on group performance d and all of the data
, the learning states x 1 , · · · , x M of the M monkeys in the group are independent. We show in the Appendix that, for each m = •
. This represents the full-conditional of within-day group performance, which obeys properties similar to the previous full conditional (by symmetry).
• A c c e p t e d M a n u s c r i p t
that is, the full conditional for W is the product of independent Polya-Gammas, where the independent variable is across animals, days of the task, and object pairs within a day.
Derivations of the form of the first two full conditionals are in the Appendix. The forms of the last two full conditionals follow from the form 215 of the SMuRF model, and results from [20] and [23] respectively.
In the M-step, we update the parameters σ with respect to θ. Following relatively simple algebra detailed in the Appendix, we obtain
. (6) where we approximate the necessary expectations using the Monte-Carlo samples from the E-step.
Computational Complexity of Block Gibbs Sampling:. Sampling from the full- We note that, compared to the block Gibbs sampler for the Gaussian SMuRF [9] , the Laplace SMuRF requires an additional step -third bullet point above -235 making it slightly more expensive computational than the Gaussian SMuRF.
Assessing the dynamics of learning from binary response data
Bayesian estimation of the Laplace SMuRF model enables us to infer detailed changes in learning dynamics, in particular to extract the within-day and cross-day components of performance dynamics that accompany the learn- 
;θ M L to obtain an empirical estimate of the distribution. In order to compare the within-day group performance and the cross-day individual performances we estimate the mode of the posterior distribution using a maximum a posteriori (MAP) estimate. For the derivation of the MAP estimator,
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we refer the reader to the Appendix.
Model comparison:. The Watanabe-Akaike Criterion (WAIC) [12] is a measure of model fit that balances the goodness-of-fit of a model with the number of A c c e p t e d M a n u s c r i p t parameters used. It can be computed from [12] .
where lpd is the computed log pointwise predictive density
andp waic is a measure of model complexitŷ
where
2 is the sample variance and a Within-day learning differences:. We can use our models to compute, for any of the object pairs, the posterior probability that young monkeys would perform better on that pairing than old monkeys. This probability is
where we approximate it by its frequency of occurrence in the posterior samples from the model.
Cross-day learning differences:. We define a monkey's cognitive flexibility measure as the difference between its learning rate before and after the reversal.
Assuming reversal for monkey m occurs on day D m , the monkey's cognitive flexibility is 
Armed with this definition of cognitive flexibility, we can compare animals by computing the probability that animal m is more cognitively flexible than animal
Results
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In what follows, we will consider two classes of models of the data from the reversal learning task. Model Class 1 comprises two separate Laplace SMuRF models, one for young monkeys, and another for old monkeys. It assumes that animals within a group follow the same within-day learning profile. We consider two subclasses, Model Class 1A and Model Class 1B. In subclass A, we 
Model comparison to assess importance of within-day dynamics
We use the WAIC to assess the predictive accuracy of Model Class 1A compared to 1B (see Table 1 ). The WAIC values reported in the first and second 
Comparing learning between groups
Two objectives of the study in [13] were to identify learning effects within a daily session and establish age differences in ability to learn tasks known 300 to rely on different brain networks. Using Model Class 1, we can perform these comparisons easily with our paradigm because it provides a summary for learning within the day for old and young animals, and a learning curve across days for each animal.
As described above, we can use the Gibbs samples yielded at convergence 10). We consider the overall item-pair performance at one point in the daily session to be greater than the performance at another point if this probability is greater than 0.95. Learning across days can be analyzed using the probability distribution of each animal's learning curve.
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Within-day performance for young and old animals is shown in Figure 3 (a).
Both groups show similar trends. Performance was low for two distinct periods near the start each day (item pairs 0-3 and 7-11), reached a peak near item pair 20, and tailed down at the end of the session (item pairs 26 onwards).
In general the older animals perform equivalently or worse than the younger 315 animals. Comparison between the underlying distributions is shown in Figure   3 (b). The curve shows the item-by-item probability that the young animals performance is better than the old animals. When the curve lies above 0.95 we can be fairly confident that the young animals performance is better than the old animals. Thus, from pairs 6-16 and pairs 24-39 (with the exception of pair 320 37) we observe that, according to the model, with 95% certainty, the younger animals perform better than older. 
Predicting age-group membership from behavior
In this section, we assume the subjects' ages are not known and investigate whether their behavior naturally falls into two or more groups using clustering.
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Three metrics (described below) are considered: a single cognitive flexibility measure and two simple daily performance measures (i.e., averaged response data across days and model-based across-day performance).
Clustering based on cognitive flexibility:. A single monkey's cognitive flexibility measure is defined as the difference between its learning rate before and after with high probability, its cognitive flexibility is higher than that of the other monkey. We cluster the individual monkeys into groups using the hierarchical clustering algorithm from [24] . Clusters are shown on Figure 6 , with gray It produces a smoother estimate of daily performance than the average of the response data across days. (Figure 6(b) ), the main two groups are a mixture of old and young animals (Group 1: y 4 , y 5 , o 3 , o 4 , o 5 , Group 2: y 2 , y 3 , y 6 , o 1 , o 2 , o 8 ). For the second metric based on the latent process (Figure 6(c) ) the main two groups are divided into a single young animal (y 3 ) and 380 the rest of the animals. These latter two methods are harder to interpret than one based on cognitive flexibility and do not provide predicted group memberships as consistent with the true groups. 
Simulation study: predicting performance-group membership from behavior
In the previous analysis, we were able to use cognitive flexibility (Equa-385 tion 12) to cluster the animals into groups that are, for the most part, con-A c c e p t e d M a n u s c r i p t sistent with the young and old age groups. In agreement with their learning curves (Figure 4), monkeys o 2 , o 6 , o 8 were assigned to the cluster containing all young animals, suggesting that they are high-performing old animals. This is a common observation in aging studies. Ideally, we would want to cluster animals 390 based on performance, that is, to use the binary response data to assign every animal to one of two groups: a low-performing group, and a high-performing one.
In the context of an experiment, we cannot assess the ability of a model such as the Laplace SMuRF model to produce clusters consistent with ground-395 truth performance level as the only information available is age. In this section, we design a simulated reversal learning experiment comprising two groups of monkeys differing in their intrinsic performance levels, as opposed to age. We begin by assessing the extent to which cognitive flexibility computed based on Model Class 2 can produce clusters consistent with the low and high per-400 forming groups. Then, we assess how well the learning state can be used for clustering in case all monkeys have the same number of trials. We cannot do this for the experiment from Section 2 because the 90% stopping criterion leads to learning state vectors of different length for different animals. We use the sensitivity and positive predictive value (PPV) curves to quantify the perfor-405 mance of each clustering method as we vary the extent to which the groups can be differentiated.
Simulation paradigm for binary response data from a reversal-learning experiment:. We propose a framework for simulating binary response data in a reversal learning experiment. In the first phase of the task, we assume each simulated 410 animal is presented each day with the same 40 object pairs (K = 40) in the same order. The first phase of the task ends after 30 days, followed by a second phase (the reversal phase), which lasts 40 days, for a total of R = 70 days for all simulated animals.
Model of binary response data from simulated experiment:. The simulated data 415 are binary outcomes encoding the occurrence of the event that a simulated A c c e p t e d M a n u s c r i p t animal picks the correct object in a given pair, on a given day. We express the probability of this event as a function of a within-day learning process that reflects the dependence of an animal's performance on object pairs, and a crossday learning process that captures the dynamics of proficiency across days.
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We consider two groups of animals: a high-performing (H) one and lowperforming (L) one. We assume that all animals, irrespective of their group membership, follow the same within-day learning process. That is, the only difference between the two groups is the evolution of the cross-day learning process.
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Motivated by the preceding analysis (Figure 3) , we assume that the evolution of the within-day learning process follows the parabola
The cross-day learning process for the high-performing group follows the piece- The goal of the simulation is to determine the extent to which we can distinguish the two groups as we vary the similarity in their cross-day learning processes. Therefore, we consider 9 different values for the final level of the low performing 430 group probability, p L R , ranging from 0.1 to 0.9. Figure 7 shows plots of our models for the within and cross-day performance curves.
Simulating from the model:. We simulate binary response data from the reversallearning task by generating Bernoulli random variables for each object pair k A c c e p t e d M a n u s c r i p t and day r as follows:
We refer to d k and x r as the "generating curves" of the simulation. Note that x r is either given by Equation 15 or Equation 16 , depending on whether we are simulating data from a high or low performing animal. In the latter case, we 435 vary p L R as described above.
Simulation results:. We simulated binary response data from 8 animals in each group. Figure 8 shows the result of applying Model Class 2 to the simulated data. The estimates of within-day performance (Figure 8(a) ) for the two groups overlap and are not significantly different. This is consistent with the fact that 440 the generating within-day performance curve is the same for the two groups. We quantify our ability to cluster the monkeys into two groups using the cognitive flexibility measures from Section 3 (Equations 11, 12, 13) by varying Figure 9 are computed from the average of 10 simulations. Very little betweensimulation variation was observed so we do not show confidence bounds.
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The results from Figure 9 (a) suggest that the clustering of the monkeys using
Model Class 2 (Section 4, Figure 6 ) reflects difference in performance among the two groups identified. The fact that these two groups do not overlap with the age groups underscores the utility of the Laplace SMuRF model, and our approach, for the identification of similar groups of monkeys solely based on 460 performance, and irrespective of age. They further demonstrate the strength of clustering based on differences in cognitive flexibility (Equation 13) when the group differences are very small.
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Indeed, this method can identify the two groups even when p H−L ≈ 0.1, while the methods based on raw averages across object pairs ( Figure 9(b) ) or using the estimates of the learning states from the model (Figure 9 (c)) cannot. This result is consistent with the fact that averaging across object pairs preserves information regarding the within day performance, which is the same for both 470 groups, and thus reduces the ability to cluster. In contrast, our model separates the learning state from the within day performance.
Discussion
At present, there is no consensus on the best method to analyze population behavioral data that spans trials within a day and across many days. We have
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proposed a two-dimensional state-space approach for the analysis of data from two groups of animals performing multiple object pairings across days [13] . The model, termed Laplace SMuRF model, expresses the probability of observing the binary outcomes as a function of two latent processes: a within-day learning process that reflects an animal's item-dependent performance level during a day,
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and a cross-day learning process that captures the dynamics of proficiency across days.
The standard for analysis of behavioral data is to make use of linear mixed effects (LME) models, which are preferred over t-tests as, being model based,
A c c e p t e d M a n u s c r i p t they are amenable to probabilistic inference, i.e. to computing the posterior 485 probability of events of interest under the model (e.g. the probability of there being an age difference given the data). Applied to behavioral data, LME models typically require the aggregation of the data over user-defined epochs, which can obfuscate the presence of group differences, as well as detailed changes in the learning dynamics. The Laplace SMuRF model presents several advantages 490 over LME models. First, the Laplace SMuRF model is a generative model that obviates the need for aggregating the behavioral data into groups (either over days or within day [13] ). Our analysis demonstrates that this model, which preserves object-pair information (Model Class 1B) (i.e. does not aggregate the behavioral data within day), provides a description of the experimental 495 data that is more predictive, as measured by the WAIC [12] , than one that aggregates the behavioral data within day (Model Class 1A). Second, having superior predictive power, the Laplace SMuRF model is closer to the underlying true model that generated the data, and therefore better from the perspective of performing inferences. In hypothesis testing, the need to correct for multi-500 ple hypotheses stems from the absence of a model for the joint distribution of the data. By modeling this joint distribution and demonstrating the predictive power of the model, we put ourselves in a position to perform inferences, with the understanding that "all models are wrong, some are useful". Last, the Laplace SMuRF model provides a detailed characterization of the learning 505 dynamics underlying behavioral data, leading to a more precise characterization of between-group differences. Indeed, we found that, across object pairs, young animals performed better than did older animals. This finding was not apparent from previous analyses [13] based on aggregating the data into "beginning", "middle" and "end" object pair epochs. It should be emphasized that 510 the model does not assume a-priori the presence of age differences. These are uncovered after fitting the model. When we define cognitive flexibility as the difference between the learning rate of an animal following reversal and that preceding reversal, we find that, as a group, younger monkeys are more cognitively flexible than older ones. The model is also able to tease out inter-individual
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A c c e p t e d M a n u s c r i p t differences in cognitive flexibility as demonstrated by our ability to cluster the animals post-hoc into two groups that are consistent with the a-priori-unknown performance level of the animals. We used simulation studies to validate these findings and conclude that the clustering is indeed reflective of the animals'
performance. This suggests that the Laplace SMuRF model is a powerful tool 520 for the classification of animals across the spectrum of performance in old age and provides a basis for evaluating individual differences.
Our analyses were facilitated by the derivation of powerful algorithms for estimation and inference in the Laplace SMuRF model. Compared to its Gaussian counterpart [9] the Laplace prior explicitly models the abrupt change in per-
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formance at the onset of reversal learning. However, inference in the Laplace SMuRF is more expensive computationally. We derived a Monte Carlo EM algorithm for parameter estimation that uses an elegant Gibbs sampler. We also derived an efficient algorithm for MAP estimation that allows us to automatically capture abrupt changes (e.g., due to reversal learning). 
Appendix: Supporting derivations for the Methods section
Complete-data likelihood from augmented Laplace SMuRF model
We derive the expression for log p((∆N m ) M m=1 , x, d; θ), the log of the completedata likelihood. The following derivations are parallel to those in the Appendix 540 of [9] . We sketch only the main steps here. 
where log p(x m |z m ) = 
which yields Finding the maximum of the posterior distribution corresponds to solving M a n u s c r i p t
Highlights
-Behavioral experiments enable the quantification of changes in the brain due to aging.
-We propose a method to analyze binary data from multi-object, multi-day, experiments.
-We apply it to data from young and aged monkeys in an object-reward association task.
-Unlike existing methods, it captures differences in group and individual performance.
-The method can discriminate the age groups with high accuracy solely using behavior.
