Abstract. We derive a diffusion approximation for the kinetic Vlasov-Fokker-Planck equation in bounded spatial domains with specular reflection type boundary conditions. The method of proof involves the construction of a particular class of test functions to be chosen in the weak formulation of the kinetic model. This involves the analysis of the underlying Hamiltonian dynamics of the kinetic equation coupled with the reflection laws at the boundary. This approach only demands the solution family to be weakly compact in some weighted Hilbert space rather than the much tricky L 1 setting.
1. Introduction 1.1. The Vlasov-Fokker-Planck equation. In this paper, we study the diffusion limit of Vlasov-Fokker-Planck equation in a bounded spatial domain with specular reflections on the boundary. The equation we consider models the behavior of a low density gas in the absence of macroscopic force field. Introducing the probability density f (t, x, v), i.e., the probability of finding a particle with velocity v at time t and position x, we consider the evolution equation
The left hand side of (1a) models the free transport of particles, while the Fokker-Planck operator L on the right hand side describes the interaction of the particles with the background. It can be interpreted as a deterministic description of a Langevin equation for the velocity of the particles:v (t) = −νv(t) + W (t), where the friction coefficient ν will be assumed, without loss of generality, equal to 1 and W (t) is a Gaussian white noise. We consider (1a) on a smooth bounded domain Ω ⊂ R d in the sense that there exists a smooth function ζ : R d → R such that (2) Ω = {x ∈ R d s.t. ζ(x) < 0}; ∂Ω = {x ∈ R d s.t. ζ(x) = 0}.
In order to define a normal vector at each point on the boundary we assume that ∇ x ζ(x) = 0 for any x such that ζ(x) ≪ 1 and we define the unit outward normal vector, for any x ∈ ∂Ω, as n(x) := ∇ x ζ(x) |∇ x ζ(x)| .
Moreover, we also assume that Ω is strongly convex, namely that there exists a constant C ζ > 0 such that
To define boundary conditions in the phase space, we introduce the following notations:
Phase space Boundary,
Outgoing Boundary,
Incoming Boundary,
Grazing set.
We denote by γf the trace of f on Σ. Boundary conditions for (1a) take the form of a balance law between the traces of f on Σ + and Σ − which we denote by γ + f and γ − f respectively. We shall consider, throughout this paper, the specular reflection boundary condition which is illustrated in Figure 1 and reads
where R x is the reflection operator on the space of velocities given by R x v := v − 2 v · n(x) n(x).
Note that this reflection operator changes the direction of the velocity at the boundary but it preserves the magnitude, i.e., |R x v| = |v|. In order to investigate the diffusion limit of (1a)-(1b), we introduce the Knudsen number 0 < ε ≪ 1 which represents the ratio of the mean free path to the macroscopic length scale, or equivalently the ratio of the mean time between two kinetic interactions to the macroscopic time scale. We rescale time as t ′ = εt and also introduce a coefficient ε −1 in front of the Fokker-Planck operator in (1a) to model the number of collision per unit of time going to infinity. The rescaled equation, thus becomes
In this paper, we investigate the behavior of the solution f ε in the ε → 0 limit. The characterization of the asymptotic behavior of f ε (t, x, v) is the object of our main result.
Let f ε (t, x, v) be a weak solution to the initial boundary value problem (5a)-(5b)-(5c). Then
. Furthermore, if the spatial domain Ω is a ball in R d then the limit ρ(t, x) is a weak solution to the diffusion equation
with the initial datum
1.3. Plan of the paper. Section 2 gives some heuristics with regard to the strategy of proof for Theorem 1. In particular, we compare our method of proof with some standard techniques used to prove the diffusion limit for the kinetic Fokker-Planck equation. In section 3, we define an appropriate notion of weak solution to our initial boundary value problem. In section 4, we develop the theory of constructing a special class of test functions using an auxiliary problem. Finally, in section 5, we arrive at the parabolic limit equation, thus proving Theorem 1. In Appendix, we give regularity results associated with some Hamiltonian dynamics that we will need to study the aforementioned auxiliary problem.
Strategy of the proof
In this section, we lay out the strategy of our proof for Theorem 1. We would like to demonstrate the novelty in our approach by citing some comparisons with the standard techniques used in the diffusion approximation for the Vlasov-Fokker-Planck equation. Those techniques were introduced in 1987 by Degond and Mas-Gallic [DMG87] for the one dimensional case in bounded domains. They were later improved, in 2000, by Poupaud and Soler [PS00] where they consider the more complicated Vlasov-Poisson-Fokker-Planck equation on the whole space and established the diffusion limit for a small enough time interval. More recently, improving the result further, Goudon [Gou05] established in 2005 the global-intime convergence in dimension 2 with bounds on the entropy and energy of the initial data so as to ensure that singularities do not develop in the limit system and finally, in 2010, El Ghani and Masmoudi proved in [GM10] the global-in-time convergence in higher dimensions with similar initial bounds. In these papers, the analysis with regard to this nonlinear model is quite involved. Let us simply present the analysis in [PS00] adapted to the linear model (5a). The idea is to consider the continuity equation for the local densities ρ ε (t, x) given by
where the current density j ε (t, x) is defined as
The principal idea is to obtain (8)
as ε → 0. The article [PS00] is concerned with the analysis in the full spatial domain R d . In order to derive the limit boundary condition -we refer the interested reader to the paper [WLL15] of Wu, Lin and Liu for more details -one can multiply the specular reflection boundary condition (5c) by (v · n(x)) and integrate over the incoming velocities at the point x ∈ ∂Ω yielding
Making the change of variables w = R x (v) on the right hand side of the above expression yields
This implies the following
Taking the limits (8) into consideration, we do have the homogeneous Neumann condition on the boundary in the ε → 0 limit. Our strategy is essentially different in the sense that we exploit the hyperbolic structure of the Vlasov-Fokker-Planck equation that appears in Fourier space, as we will explain in section 4, and which reveals, when coupled with the reflective boundaries, the underlying Hamiltonian dynamics of the kinetic equation. We will take advantage of the dynamics by constructing a special class of test functions for the weak formulation (11) of the initial boundary value problem (5a)-(5c)-(5b) and then passing to the limit for such test functions, only using the weak L 2 -compactness result (see Proposition 3).
2.1. Efficiency of our approach. To justify the interest of our method, we prove the diffusion limit in full space, i.e., when Ω = R d . It only takes a few lines which shows how efficient our method is in the Fokker-Planck context. Let us consider the scaled (diffusive scaling) Vlasov-Fokker-Planck equation for the probability density f ε (t, x, v) in the full space.
This equation has a unique weak solution f ε (t, x, v) which satisfies
as was proven by Degond in the appendix of [Deg86] . Moreover, the Fokker-Planck operator is dissipative in the sense that
from which, as we will prove in section 3, we can show that f ε converges weakly * in
we construct the test function φ ε (t, x, v) = ϕ(t, x + εv) with which the weak formulation of the Vlasov-Fokker-Planck equation reads
Our particular choice of the test functions enables us to have
Thus, we have
Passing to the limit in the above expression as ε → 0, using the weak convergence of f ε and the regularity of ϕ with respect to both its variables, yields
which is the weak formulation of
Solutions of the Vlasov-Fokker-Planck equation
Several works from the 80's and 90's investigate the existence of solution to the VlasovFokker-Planck equation. We refer the interested reader to [Deg86] for the global existence of smooth solution in the whole space in space dimensions 1 and 2 and to [Car98] for global weak solutions on a bounded domain with absorbing-type boundary condition. More recently, Mellet and Vasseur established existence of global weak solution with reflection-law on the boundary in [MV07] .
3.1. Existence of weak solution. The present work is in a very similar framework and we will therefore use the same kind of definition for weak solution as in [MV07] .
and (1a) holds in the sense that for any φ(t, x, v) such that
we have
Such a definition is required as it is well-known for kinetic equations that the specular reflection condition causes a loss in regularity of the solution, in comparison with absorption type boundary condition, as is explained in detail in [Mis10] . Hence, we introduce the above formulation where the boundary condition is satisfied in a weak sense. With such a notion of weak solution, we have the following result of existence from [MV07] .
Then there exists a weak solution to (1a)-(1b) satisfying (4) defined globally-in-time. Moreover, we have the a priori estimate
where the dissipation D is given by:
The proof of the above theorem is similar to the proof of Theorem 2.2 in [MV07] . It consists of approximating the specular reflection condition (4) through induction on Dirichlet boundary conditions and showing that regularity (9) and estimates (13) hold as we pass to the limit in the induction procedure. As it is not the principal focus of this article, we will not give a detailed proof of Theorem 2. However, in an effort to motivate the estimate (13), we present the following, rather formal, computation.
For the second term on the left hand side of the above expression, using the assumption on the trace of f , we write
where, using the specular reflection (4) and the fact that M(v) is radial, the change of variable w = R x (v) yields
This implies that the second term on the left hand side of the expression (15) does not contribute. Hence, we arrive at the following identity
Integrating the above identity over the time interval (0, T ) yields the a priori estimate (13).
3.2. Uniform a priori estimate. The notion of weak solution (Definition 1) and the theorem of existence (Theorem 2) hold for the scaled equation (5a)-(5b)-(5c) for any ε > 0. The scaling only changes the estimate (13) which becomes
as one can formally see by doing the computation involving (15) with the scaling. We shall use the estimate (16) to prove the following result.
Proposition 3. Let f ε (t, x, v) be a weak solution of the scaled Vlasov-Fokker-Planck equation with specular reflection (5a)-(5b)-(5c) in the sense of Definition 1 with an initial datum
where ρ(t, x) is the weak-* limit of the local densities
Proof. The proof relies on the properties of the dissipation (14) in the estimate (16). Remark that the Fokker-Planck operator can be rewritten as
This helps us deduce that the dissipation D is positive semi-definite, i.e.,
The non-negativity of D in (16) yields the following uniform (with respect to ε) bound.
Hence, we can extract a sub-sequence and there exists a limit f (t, x, v) such that
as ε → 0. Moreover, using the Cauchy-Schwarz inequality, we have
Since M(v) is normalized (6), integrating the above inequality in the spatial variable and taking supremum over the time interval [0, T ] yields the following estimate
where we have used the estimate (19). Again, we can extract a sub-sequence and there exists a limit ρ(t, x) such that
Remark that the dissipation can be successively written as
Using Poincaré inequality for the Gaussian measure in the velocity variable yields the existence of a constant θ > 0 such that
Since (16) implies that the dissipation tends to zero as ε tends to zero, we have
This concludes the proof.
Auxiliary problem
The auxiliary problem that we consider is inspired by the hyperbolic structure of the Vlasov-Fokker-Planck equation in Fourier space. Indeed, if we consider (5a) in the whole space and apply Fourier transform in x and v variables (with respective Fourier variables p and q), we have
which is a hyperbolic equation, its characteristic lines given by (p−ε −1 q)·∇ q . The motivation behind the auxiliary problem is to choose a test function which will be constant along those lines (translated in an adequate way to the non-Fourier space) and satisfy the specular reflection condition (4). This auxiliary problem was first introduced in [CMT12] in the whole space and then improved in [Ces16] to handle bounded domains and in particular specular reflection boundary conditions. For the sake of completeness, let us present the construction of a solution to this problem in a strongly convex domain with specular reflections on the boundary.
Geodesic Billiards and Specular cycles. For any ψ ∈ C
∞ (Ω) we construct ϕ(x, v) through the following boundary value problem.
where we impose the initial condition on the hypersurface {v = 0}. Note that φ ε (x, v) = ϕ(x, εv) will be a solution to the following auxiliary problem.
The characteristic curves associated with the boundary value problem (21) solve the following system of ordinary differential equations.
(23)
We denote by Ψ x 0 ,v 0 (s) = (x(s), v(s)) to be the flow associated with (23) in the phase space Ω×R d starting at (x 0 , v 0 ). Suppose the base point of the flow is an arbitrary
With the convention s 0 = 0, consider the sequence {s i } i≥0 ⊂ [0, ∞) of forward exit times defined as
Solving (23) for the velocity component of the flow, we get
which gives the particle trajectory, for s ∈ (s i , s i+1 ),
Instead of considering an exponentially decreasing velocity v(s) on an infinite interval [0, ∞), we would like to consider particle trajectories with constant speed on a finite interval [0, 1).
To that end, we notice that the reflection operator R is isometric, which means
We define the operator R i as
and a new velocity w(s) := e s v(s) which then satisfies
It is easy to check that for any s, |w(s)| = |v 0 |. The trajectory x(s) can be written, with the new velocity variable w as
and finally, we introduce a new parametrisation τ = 1 − e −s ∈ [0, 1) and the corresponding reflection times τ i = 1 − e −s i with which we have, for any τ ∈ [τ i , τ i+1 ),
We notice that the particle trajectory x(τ ) together with the velocity profile w(τ ) in (28) can be seen as the specular cycle associated with our Hamiltonian dynamics. Next, we record a couple of simple observations on the forward exit times s i and the grazing set Σ 0 associated with the specular cycle (28). 4.2. Solution to the auxiliary problem and rescaling. Next, we shall define a function on the phase space.
Definition 2 (End-point function). The end-point function
where the particle trajectory is given in (28).
Using the end-point function η(x, v), we have a solution to the auxiliary problem (21) for any
which can be explicitly written as
To that end, we write
where H x ψ denotes the Hessian matrix of ψ. For any (x, v) ∈ Ω × R d we know that for ε small enough, i.e. ε < dist(x, ∂Ω)/|v|, η(x, εv) = x + εv, which means ∇ v η(x, εv) = Id and ∆ v η(x, εv) = 0 so that, using the computation above, for such ε we have
Since ψ is smooth, this yields a point-wise convergence
This convergence holds up to the boundary, indeed for any x ∈ ∂Ω and v ∈ R d we see, by the definition of the end-point function, that for some ε small enough
which yields, in turn, that ∆η(x, εv) = 2n(x)δ v·n(x)=0 . Hence, for any ψ ∈ D and (x, v) ∈ ∂Ω × R d we have
Finally, we have the following.
Lemma 2.
If Ω is a unit ball in R d and η is defined as in Definition 2 on Ω then we have
for any ψ ∈ D T , where
To prove this lemma we study the regularity of the end-point function η(x, v), which is rather technical and will be the subject of the appendix of this paper, based on results from [Ces16] . Nevertheless, this allows us to use the Lebesgue's dominated convergence theorem in L 2 (M(v)dxdv) and pass to the limit in the weak formulation (32) as ε goes to 0 to get
which holds for any ψ ∈ D T . To conclude the proof of Theorem 1, we need to show that the solution ρ of (36) is a weak solution to the diffusion equation (7a)-(7b)-(7c), which is the objective of the following proposition.
Proposition 4. If ρ satisfies, for every ψ ∈ D T , (37)
then ρ is the unique solution of the heat equation with homogeneous Neumann boundary condition, i.e., for any ψ ∈ L 2 0,
where V = H 1 (Ω) and V ′ is its topological dual.
Proof. This proof consists in showing that the solution ρ of (37) is regular enough for (38) to make sense. Once this is established, a classical density argument will conclude the proof of the proposition, and therefore the proof of Theorem 1, by showing that (38) holds for any ψ in
, we consider the unique solution to the boundary-value problem (39)
for any i ∈ {1, · · · , d}. Notice that the time variable t in (39) plays the role of a parameter. It is well known that the solution ψ to (39) will be in D T . To derive the energy estimate, multiply (39) by ψ and integrate over Ω yielding
On the left-hand side, the homogeneous Neumann condition in (39) yields
On the right hand-side of (40), since u is compactly supported in Ω we can write
Together with the Poincaré inequality, this computation shows that
Taking the thus constructed ψ(t, x) as the test function in the formulation (37), we get
which, in particular, implies that for any u ∈ D(Ω), considering ψ that doesn't depend on t and with a constant C = ρ in L 2 (Ω) , we arrive at the following control
The above observation implies that
It is a classical matter to show that D T is dense in L 2 (0, T ; H 1 (Ω)). Using the above regularity of ρ in (37) and taking ψ ∈ L 2 (0, T ; H 1 (Ω)) would yield the following regularity on the time derivative
where V ′ is the topological dual of V = H 1 (Ω). Thus, we have proved that the limit local density ρ(t, x) is the unique solution of the weak formulation (38). Remark 1. Note that the result in Lemma 2 is given for a particular choice of the spatial domain -a ball in R d . We are unable so far to prove a similar regularity result in more general strictly convex domains.
Appendix
In this section, we let the spatial domain Ω be the unit ball in R d . We consider the trajectories in Ω described by (28) and the associated end-point function η(x, v). The purpose of this section is to prove Lemma 2.
Proof of Lemma 2. We first note that a trajectory in Ω is necessarily included in a plane of dimension 2. Indeed, by definition of the specular reflection, when the trajectory hits the boundary, the reflected velocity is a linear combination of the initial velocity and the normal vector: Rv = v − 2 (n(x + sv) · v) n(x + sv) where n(x + sv) = x + sv, since Ω is a unit ball. Since the normal vector belongs to the plane generated by x and v, we see that the reflected velocity also belongs to that same plane, and the same goes for every reflected velocity along this trajectory. As a consequence, we restrict the study of the regularity of the end-point function η(x, v) in a ball to the case of a disk in dimension d = 2. Let us recall that η(x, v) ) . 
where λ = λ(x, v) and C = C(x, v), both uniformly bounded in x and v, S is the symmetry matrix: S = 0 1; −1, 0 , and R k(π−2A) is the rotation matrix of angle k(π − 2A). Moreover, when we start close to the grazing set, the trajectory stays close to the grazing set (because A is a constant close to π/2), which means R k(π−2A) v/|v| stays close to τ (η(x, v)), then tangent of Ω at η(x, v)/|η(x, v)| ∈ ∂Ω. In fact it will be furthest from the tangent We can bound the distance between η(x, v) and the boundary in terms of L because we are in a circle so the η(x, v) is furthest from the boundary when it is in the middle between two reflections and the Pythagorean theorem tells us in that case
so that we have all along the trajectory dist η(x, v),
All together, this yields
To investigate the integrability of 1/L we express L in terms of x an v. Since L = 2 cos A where cos A = (x + tv) · v for some t such that |x + tv| 2 = 1 one can deduce that L = 2 (x · v) 2 + 1 − |x| 2 where v = v/|v|. Note in the fact that L does not depend on the norm of v from which we see that we can take the supremum over the norm of v and it won't impact the integrability in L 2 (M(v)dxdv) since M is radial and normalized. To conclude the proof of Lemma 2, we use a polar change of variables to write for some 2 ) if p < 3. As a remark, note however that if we took the supremum in v instead |v| then 1/L would be equivalent to 1/ 1 − |x| 2 which is in L 2−δ (Ω) for all δ > 0 but not for δ = 0.
