[1] The performance of 36 models (22 ocean color models and 14 biogeochemical ocean 15 circulation models (BOGCMs)) that estimate depth-integrated marine net primary 16 productivity (NPP) was assessed by comparing their output to in situ 14 C data at the 17 Bermuda Atlantic Time series Study (BATS) and the Hawaii Ocean Time series (HOT) 18 over nearly two decades. Specifically, skill was assessed based on the models' ability to 19 estimate the observed mean, variability, and trends of NPP. At both sites, more than 90% 20 of the models underestimated mean NPP, with the average bias of the BOGCMs being 21 nearly twice that of the ocean color models. However, the difference in overall skill A r t i c l e i n P r o o f 23 23 between the best BOGCM and the best ocean color model at each site was not significant. 24 Between 1989 and 2007, in situ NPP at BATS and HOT increased by an average of 25 nearly 2% per year and was positively correlated to the North Pacific Gyre Oscillation 26 index. The majority of ocean color models produced in situ NPP trends that were closer to 27 the observed trends when chlorophyll-a was derived from high-performance liquid 28 chromatography (HPLC), rather than fluorometric or SeaWiFS data. However, this was a 29 function of time such that average trend magnitude was more accurately estimated over 30 longer time periods. Among BOGCMs, only two individual models successfully produced 31 an increasing NPP trend (one model at each site). We caution against the use of models 32 to assess multiannual changes in NPP over short time periods. Ocean color model 33 estimates of NPP trends could improve if more high quality HPLC chlorophyll-a time 34 series were available. 35 Citation: Saba, V. S., et al. (2010), Challenges of modeling depth-integrated marine primary productivity over multiple decades: 36 A case study at BATS and HOT, Global Biogeochem. Cycles, 24, XXXXXX, doi:10.1029/2009GB003655. 37 1. Introduction 38 [2] Primary productivity is an essential component of both 39 terrestrial and aquatic ecosystems. Primary producers are at 40 the base of food webs and thus drive ecosystem dynamics 41 through bottom-up forcing. Global biogeochemical cycles 42 of major elements, particularly the carbon cycle, are greatly 43 influenced by primary producers. Therefore, understanding 44 the spatial and temporal dynamics of primary productivity is 45 invaluable to multiple disciplines of earth and life sciences. 46 [3] In the marine environment, in situ measurements of 47 net primary productivity (NPP) (Table 1) are sparse through 48 space and time and can only represent minute fractions of 49 ecosystems. To assess NPP over large areas and annual to 50 decadal time-scales, we must rely on models, some of which 51 use ocean color from satellite sensors while others couple 52 biogeochemistry and ocean circulation. These NPP models 53 have been applied to answer a wide range of scientific 54 questions pertaining to topics such as fisheries management 55 [Zainuddin et al., 2008], sea turtle population dynamics 56 [Saba et al., 2008], the biological pump (export flux) [Laws 57 et al., 2000], oxygen production [Reuer et al., 2007], and 58 contemporary changes in marine phytoplankton [Behrenfeld 59 et al., 2006]. 60 [4] The frequent application and wide variety of model 61 estimates of NPP requires a context in which these models 62 can be evaluated to determine their accuracy; this also 63 facilitates further model development and improvement. 64 The Primary Productivity Algorithm Round Robin (PPARR) 65 provides this framework. Early PPARR studies compared 66 a small number of model estimates to in situ NPP data at 67 ∼90 stations from various marine ecosystems [Campbell et 68 al., 2002]. Global fields of NPP estimated by 31 satellite-69 based ocean color models and coupled biogeochemical 70 ocean general circulation models were contrasted to under-71 stand why and where models diverge in their estimates 72 [Carr et al., 2006]. A study comparing the NPP estimates of 73 30 models to in situ data from ∼1000 stations over 13 years 74 in the tropical Pacific Ocean revealed an overall increase in 75 ocean color model skill [Friedrichs et al., 2009] relative to 76 the first PPARR study [Campbell et al., 2002]. Scientists 77 used the comparative results from these PPARR studies, in 78 addition to their own research, to help refine and improve 79 their models, thus demonstrating the success of the PPARR 80 effort. 81 [5] The aforementioned studies evaluated NPP models at 82 multiple locations through various time periods, primarily 83 because in situ NPP data are typically measured along 84 cruise-ship transects that are on a timescale of days or weeks, 85 or are the result of concentrated sampling in short-term 86 process studies in a specific region. Time series projects, 87 including the Bermuda Atlantic Time series Study (BATS) 88 and the Hawaii Ocean Time series (HOT) located in the 89 subtropical gyres of the North Atlantic and North Pacific 90 Oceans respectively, provide a different sampling scheme. In 91 each time series project, monthly (sometimes inter-monthly) 92 measurements of several oceanographic variables, including 93 NPP, are collected at the same location to produce a data 94 set now spanning almost two decades at these sites. These 95 invaluable data sets [e.g., Ducklow et al., 2009] enable 96 analysis of NPP model skill spanning nearly two decades. 97 [6] Most ocean color models estimate NPP from con-98 centrations of surface chlorophyll-a, which can be derived 99 from satellite sensors or in situ measurements. Since 100 September 1997, the Sea-viewing Wide Field-of-View 101 Sensor (SeaWiFS) has been providing nearly global cover-102 age of ocean color and surface chlorophyll-a from space 103 [McClain et al., 2004]. At BATS and HOT, in situ mea-104 surements of chlorophyll-a are routinely derived from both 105 fluorometry and high-performance liquid chromatography 106 (HPLC). Using these three estimates of surface chlorophyll, 107 we can assess how chlorophyll measurement type affects 108 ocean color NPP estimates. 109 [7] Given the locations of BATS and HOT, we can also 110 examine how models estimate NPP through multidecadal 111 climate forcing such as the North Atlantic Oscillation 112 (NAO), the North Pacific Gyre Oscillation (NPGO), the El 113 Niño Southern Oscillation (ENSO), and the Pacific Decadal 114 Oscillation (PDO). It has been suggested that these climate 115 indices are associated with trends in NPP in the respective 116 subtropical gyres of the North Atlantic [Bates, 2001; Krause 117 et al., 2009; Lomas et al., 2010] and the North Pacific 118 [Corno et al., 2007; Di Lorenzo et al., 2008; Bidigare et al., SABA ET AL.: MODELING MARINE PRIMARY PRODUCTIVITY XXXXXX XXXXXX 2 of 21 A r t i c l e i n P r o o f 119 2009]; thus it is important to assess model performance 120 through these oscillations. 121 [8] Here we assess the performance of 36 models by 122 comparing estimated NPP to in situ data at BATS and HOT 123 over the course of nearly 20 years. Specifically, we examine 124 the models' ability to estimate the mean, variability, and 125 trends of in situ NPP. We first describe the biological and 126 physical data from the two stations to better understand the 127 observed variability in NPP; we also consider the multi-128 decadal climate oscillations that may be driving local eco-129 system dynamics and influencing NPP variability. Model 130 performance is first assessed in terms of bias and variability 131 and presented using root-mean squared differences and 132 illustrated using target diagrams. Next, linear regression is 133 applied to determine how well models estimate observed 134 NPP trends. This is followed by a sensitivity analysis that 135 compares how ocean color based models estimate NPP 136 when using different measurements of surface chlorophyll-a 137 during the nearly 20 year BATS and HOT time series, as 138 well as during the shorter SeaWiFS (post-1997) time series. 139 2. Methods 140 2.1. Data 141 [9] Both BATS (31°40′N, 64°10′W) and HOT (22°45′N, 142 158°00′W) began as part of the U.S. Joint Global Ocean 143 Flux Study (JGOFS); thus all sampling at the two stations 144 follows JGOFS protocols. Monthly 14 C tracer measurements 145 of NPP at these stations were based on dawn to dusk (10 to 146 16 h) in situ incubations of samples collected at 20 m 147 intervals from 0 to 140 m at BATS and at 20-30 m intervals 148 from 0 to 125 m at HOT (0 to 175 m before the year 2000). 149 At BATS, incubations were performed using both light and 150 dark bottles for the entire time series, whereas at HOT, dark 151 bottles have not been used since 2000. We extracted data 152 at all depths from each project's website (BATS: http://bats. 153 bios.edu; HOT: http://hahana.soest.hawaii.edu/hot/hot_jgofs.
279 where model-data misfit in log 10 space D(i) is defined as: where unbiased RMSD squared (uRMSD 2 ) is defined as:
In this way, Target diagrams break down RMSD to 297 show multiple statistics on a single plot: total RMSD as the 298 distance from the origin, bias on the y axis, and the unbiased 299 RMSD on the x axis. By convention, models with standard 300 deviations overestimating the observed standard deviation 301 are plotted on the right side of the plot and models with 302 standard deviations underestimating the observed standard 303 deviation are plotted on the left, i.e., the quantity on the x 304 axis represents signed uRMSD, where: Table 4 ). At BATS, the Figures 5a-5d ). 379 The SATs typically performed more equally in terms of 380 variability and bias (Figures 5a-5d ). The CBSATs per-381 formed equally in terms of variability and bias at BATS, 382 whereas at HOT they replicated NPP variability very well, 383 and their skill was just limited by bias. The difference in 384 overall skill between the "best" BOGCM and the "best" 385 SAT at each site, i.e., those with the lowest total RMSD, 386 was not significant (Figures 5e-5h) . These "best" models, 387 unlike most others, typically overestimated mean NPP and 388 underestimated NPP variance (Figures 5e-5h) . 389 [24] Regardless of time period, the BOGCMs with the 390 lowest RMSD at BATS and HOT were Models 33 and 32 391 respectively (Figure 4 ). Among SATs, Model 20 was the 392 overall highest performing model as it had the lowest 393 RMSD at both sites (Figure 4 ). Another SAT that had 394 relatively high performance at both sites was Model 3 395 (Figure 4) . Although Chl-a source did not significantly 396 affect ocean color model performance as measured by total 397 RMSD at either site during either time period, the SATs 398 estimated NPP variability at BATS much better (lower 399 uRMSD) when SeaWiFS Chl-a was used as opposed to 400 fluorometric and HPLC (Figure 5b ). (Table 4) SeaWiFS Chl-a was used (Table 5) . (Figure 7c ). Among SATs, model-data misfit signif-462 icantly increased at BATS and HOT when the models used 463 fluorometric Chl-a; however, when HPLC Chl-a was used 464 at BATS, there was no trend in misfit even though the mean 465 misfits were similar (Figures 7a and 7b ). This effect of Chl-a 466 source on model-data misfit, however, was only evident 467 during the entire modeled time period (Figure 7a ). Finally, 468 the CBSATs only had significantly changing misfit during 469 the entire model range at HOT when using fluorometric 470 Chl-a (Figure 7b ). In fact, the BOGCMs estimated NPP variability as well or 496 better than the SATs. Interestingly, CBSATs performed 497 significantly better at HOT than at BATS whereas the dif-498 ference between the two sites for SATs and BOGCMs was 499 not as pronounced. It is not clear whether this is because the 500 CBSATs were particularly tuned for the Pacific, or whether 501 there is something inherent about these carbon-based 502 models that make them much more applicable to HOT than 503 BATS. Model-data misfit among CBSATs is highly corre-504 lated to MLD (V. S. Saba et al., unpublished data, 2010) and 505 the sensitivity of Model 21 (DIWI CBSAT) to MLD is a 506 function of season and latitude [Milutinović et al., 2009] . 507 Therefore, the deeper winter-time MLDs at BATS and more 508 temperate nature of the ecosystem may explain why the 509 CBSATs had lower skill there. The 1D-ECO models had 510 high skill at BATS; however, these two models were spe-511 cifically tuned for the BATS station and are not applicable 512 on a regional or global scale. 539 BATS was partially driven by the CBSAT NPP estimates, 540 but even when these models were removed from the mean 541 RMSD, model skill was still significantly higher at HOT 542 and the tropical Pacific. 543 [32] Among ocean color models, the absolute value of the 544 bias computed by Friedrichs et al.
[2009] for the tropical 545 Pacific (0.12 ± 0.09) was significantly lower (P < 0.01) than 546 at both BATS (0.25 ± 0.14) and HOT (0.20 ± 0.10). In the 547 tropical Pacific exercise, most ocean color models were 548 more limited by their ability to estimate NPP variability 549 rather than mean NPP. This was not true for many of the 550 ocean color models applied to the time series stations dis-551 cussed here, where the models were equally limited by their 552 ability to estimate mean and variability of NPP. 553 
