Abstract. Propp conjectured 13] that the number of lozenge tilings of a semiregular hexagon of sides 2n ? 1, 2n ? 1 and 2n which contain the central unit rhombus is precisely one third of the total number of lozenge tilings. Motivated by this, we consider the more general situation of a semiregular hexagon of sides a, a and b. We prove explicit formulas for the number of lozenge tilings of these hexagons containing the central unit rhombus, and obtain Propp's conjecture as a corollary of our results.
Introduction.
Let a, b and c be positive integers, and consider a semiregular hexagon of sides a, b and c (i.e., all angles have 120 degrees and the sides have, in order, lengths a, b, c, a, b, c). By a well-known bijection 2], the number of tilings of this hexagon by rhombi of unit edge-length and angles of 60 and 120 degrees (we call such a rhombus a lozenge and such tilings lozenge tilings) is equal to the number P(a; b; c) of plane partitions contained in an a b c box. In turn, by a famous result of MacMahon 10] , the latter is given by the product The starting point of this paper is a conjecture of Propp 13] stating that for a semiregular hexagon of sides 2n ? 1, 2n ? 1 and 2n, precisely one third of its lozenge tilings contain the central lozenge. Call the lozenge tilings with this property centered. In this paper we consider the following more general problem: for a semiregular hexagon of sides a, a and b, how many of its tilings are centered? It is easy to see that such a hexagon has a central lozenge only if a and b have opposite parity. The two cases are addressed in Theorems 1 and 2 below. Theorem 1. Let m be a nonnegative integer and n a positive integer. The number of centered lozenge tilings of a semiregular hexagon with sides 2n ? 1, 2n ? 1 and 2m is Q(m; n)P(2n ? 1; 2n ? 1; 2m). Theorem 2. Let m and n be positive integers. The number of centered lozenge tilings of a semiregular hexagon with sides 2n, 2n and 2m ? 1 is Q(m; n)P(2n; 2n; 2m ? 1).
In the case when m equals n, the expression Q(m; n) evaluates to 1/3 (this is due to a remarkable simpli cation of the sum in (1.2) in this case). Thus, the statement in Propp's conjecture follows from Theorem 1.
Corollary 3. Let n be a positive integer. Exactly one third of the lozenge tilings of a semiregular hexagon with sides 2n ? 1, 2n ? 1 and 2n contain the central lozenge. The same is true for a semiregular hexagon with sides 2n, 2n and 2n ? 1. For m 6 = n the sum in (1.2) does not seem to simplify. However, if m and n approach in nity so that their ratio approaches some non-negative real number a, Q(m; n) turns out to approach the value 2 arcsin(1=(a + 1)).
Corollary 4. Let a be any nonnegative real number. For m an, the proportion of the rhombus tilings that contain the central rhombus in the total number of rhombus tilings of a semiregular hexagon with sides 2n ? 1, 2n ? 1 and 2m is 2 arcsin(1=(a + 1)) as n tends to in nity. The same is true for a semiregular hexagon with sides 2n, 2n and 2m ? 1. Remark. Using the bijection 2] between lozenge tilings and plane partitions, the statement of Theorem 1 can be interpreted as follows. Let P be the set of plane partitions (a ij ) of square shape (2n ? 1) 2n?1
, with entries between 0 and 2m. Let P k be the subset consisting of the plane partitions for which a n+k;n+k = m+k, for ? min(n?1; m) k min(n?1; m). Then the number of elements in the union of the P k 's is Q(m; n)P(2n ? 1; 2n ? 1; 2m) (this union is clearly disjoint).
A similar interpretation can be given to the statement of Theorem 2.
2. Outline of proofs.
Here we outline the proofs of Theorems 1 and 2 and we deduce Corollaries 3and 4. We ll in the details in the subsequent sections. Denote by L(R) the number of lozenge tilings of the region R.
Proof of Theorem 1. In Section 3 it is shown that the number of centered lozenge tilings of a semiregular hexagon with sides 2n ? 1, 2n ? 1 and 2m equals 2   2n?2 times the product of the number of lozenge tilings of two regions of the triangular lattice, H + and H ? (see (3.2) and Figure 3. 3). Then, in Section 4 we use the Gessel-Viennot method of nonintersecting lattice paths to obtain determinantal expressions for L(H + ) (see Lemma 11) and L(H ? ) (see Lemma 13) . Finally, in Section 5 we evaluate these determinants (see Lemmas 15 (with N = 2n ? 2) and 16). After some manipulation of the expressions on the right hand sides of (5.2) and (5.3) one obtains the statement of the Theorem.
Proof of Theorem 2. We proceed along the same lines as in the proof of Theorem 1. In Section 3 we show that the number of centered lozenge tilings of a semiregular hexagon with sides 2n, 2n and 2m?1 equals Proof of Corollary 3. We have to compute the value of the expression on the right hand side of (1.2) for m = n. Clearly, except for trivial manipulations, we will be done once we are able to evaluate the sum in (1.2) for m = n.
We claim that Summation of the relation (2.2) from i = 0 to i = n, little rearrangement, and division by n on both sides, leads to the recurrence (2n + 1) 2 S(n + 1) ? 3 (6n ? 1) (6n + 1) S(n) = 0 for the sum in (2.1). (Paule and Schorn's 11] Mathematica implementation of the Gosper{ Zeilberger algorithm, which is the one we used, gives this recurrence directly.) Since S(1) = 1, and since the right-hand side of (2.1) satis es the same recurrence, equation (2.1) is proved, and, thus, the Corollary also.
Proof of Corollary 4. First let a > 0. We have to determine the limit of Q(m; n) as n tends to in nity, and where the relation between m and n is xed by m an. Clearly, the \di cult" part of this asymptotic computation is to nd the asymptotics of the sum in (1.2). It turns out that it is convenient to manipulate this sum rst, before taking the limit n ! 1. We reverse the order of summation in the sum in ( 3. Reduction to simply-connected regions. One useful way to approach certain tiling enumeration problems is to biject them with non-intersecting lattice paths, and then use the Gessel-Viennot determinant theorem 3]. This approach seems to be especially appropriate if the entries of the Gessel-Viennot matrix have a simple expression. In the case of the (2n?1) (2n?1) 2m hexagon with the central lozenge removed (whose tilings can clearly be identi ed with the centered tilings we are concerned with) this is not quite the case. However, one can get around this using the Factorization Theorem for perfect matchings presented in 1].
Consider the tiling of the plane by unit equilateral triangles, illustrated in Figure 3 .1. De ne a region to be the union of nitely many such unit triangles. Suppose the region R is symmetric with respect to the horizontal symmetry axis l. Suppose further that the unit triangles of R crossed by l can be grouped in pairs such that the two triangles in a pair share an edge, forming a rhombic tile. Let T 1 ; : : : ; T k be these rhombi. Let P be the zig-zag lattice path that borders the tiles T i on their upper boundary (see 
Enumeration of lozenge tilings and nonintersecting lattice paths.
In this section we transform the problem of enumerating lozenge tilings of the regions that arose in Section 2 into a problem of enumerating families of nonintersecting lattice paths. Thus we derive determinantal formulas for the number of lozenge tilings we are interested in.
Our Proof. Using the correspondence with nonintersecting lattice paths, the number of lozenge tilings of the upper \half hexagon" H + (see Figure 3. 3) equals the number of families (P 1 ; P 2 ; : : : ; P 2n?2 ) of nonintersecting lattice paths (consisting of horizontal positive unit steps and vertical negative unit steps) in which P i runs from A i = (2i; i + m) to E i = (2n + i ? 1; i), Next we turn to the number L(H ? ). In analogy to the preceding, we derive also a determinantal expression for L(H ? ), using nonintersecting lattice paths. However, the resulting determinant is not as \regular" as the preceding one, and is therefore harder to evaluate. Proof. Using the correspondence with nonintersecting lattice paths, the number of lozenge tilings of the lower \half hexagon" H ? (see Figure 3. 3) equals the number of families (P 1 ; P 2 ; : : : ; P 2n?1 ) of nonintersecting lattice paths (consisting of horizontal positive unit steps and vertical negative unit steps) in which P i runs from A i = (2i; i + m) to E i = (2n + i; i), i = 1; 2; : : : ; n ? 1; n + 1; : : : ; 2n ? 1, whereas P n runs from A n = (2n + 1; n + m) to E n = (3n; n) (i.e., it is the starting point A n which deviates slightly from the \general" rule). In this count, horizontal steps originating from any A i , i 6 = n, count with weight 1=2.
Again, by the main theorem of nonintersecting lattice paths, this number is given by the determinant det For the proof of (5.6) we proceed in several steps. An outline is as follows. In the rst step we show that where P(m; n) is a polynomial in m of degree at most 2n ? 2. Then, in the fourth step we show that P(m; n) = P(1 ? 2n ? m; n). And, in the fth step, we evaluate P(m; n) at m = 0; ? This would nish the proof of the Lemma since a combination of (5.7) and (5.9) gives (5.6), and thus (5.3), as we already noted.
Step 1. Step 2.
Q n?1 i=1 (m + i + 1=2) n?1 is a factor of D(m; n). Let us concentrate on a typical factor (m + j + l + 1=2), 1 j n ? 1, 0 l n ? 2. We claim that for each such factor there is a linear combination of the rows that vanishes if the factor vanishes. where N is a nonnegative integer, and thus (5.12) follows upon minor simpli cation (the terms in big parentheses cancel each other). To the 2 F 1 -series in (5.13) Chu{Vandermonde summation (5.16) can be applied directly, and it yields the desired result.
The veri cations of (5.14) and (5.15) are similar. The reader will have no di culties to ll in the details.
This nishes the proof that the product
Step 3. D(m; n) is a polynomial in m of maximal degree (2n + 1)(n ? 1). Obviously, the degree in m of the (i; j)-entry in the determinant D(m; n) is j for i 6 = n, while it is j ? 1 for i = n. Hence, in the de ning expansion of the determinant, each term has degree Hence, relation (5.17) follows immediately, implying P(m; n) = P(1 ? 2n ? m; n), as we already noted.
Step 5 So, what we would like to do is to set m = ?e, e being one of 0; 1; : : : ; n ? 1, evaluate D(?e; n), divide both sides of (5.22) by the product on the right-hand side of (5.22), and get the evaluation of P(m; n) at m = ?e. However, the product on the right-hand side of (5.22) unfortunately (usually) is zero for m = ?e, 0 e n ? 1. Therefore we have to nd a way around this di culty.
Fix an e with 0 e n ? 1 In order to determine the evaluation of D 2 (?e; n), we observe that D 2 (?e; n) has a block form which is sketched in Figure 10 . The gure has to be read according to the following convention: If a block is bounded by horizontal lines marked as i = h 1 and i = h 2 As is indicated in Figure 10 , the blocks B 1 and B 2 are lower and upper triangular matrices, respectively. Hence, their determinants are easily computed. The latter determinant is easily evaluated using Lemma 14 with N = e, X i = i, A j = ?2n + (e ? j + 1)=2, B j = ?2n ? j + 2.
This nishes the desired evaluation of D 2 (?e; n), and, via (5.25), of P(?e; n) for e = 0; 1; : : : ; n ? 1. If everything is put together and simpli ed, the result is exactly (5.8).
Step 6. Evaluation of the sum on the right-hand side of (5.3) at m = 0; ?1; : : : ; ?n + 1. We claim that if 0 e n ? 1 Since 0 e n ? 1, the term (1 + e ? n) i will make the sum terminate at i = n ? e ? where N is a nonnegative integer. Thus we arrive at the right-hand side of (5.26). This completes the proof of the Lemma.
