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The seal of the true science is the con­
firmation of its forecasts; its value is 
measured by the control it enables us to 
exercise over ourselves and our environment 
Henry L. Moore 
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INTRODUCTION 
It Is well known that the properties of estimated economic 
parameters depend on the method "by which they are derived. 
There is no agreement as to which method is the best in actual 
application to real data. In particular little is known about 
the performance of alternative methods, when applied to a large 
model of the economy. The first scope of this study is to use 
three estimation procedures, in the poultry economy, and com­
pare between the estimates to ascertain if statistical method­
ology makes substantial difference in estimates. The alterna­
tive methods explored are ordinary least squares, two stage 
least squares, and limited-information maximum-likelihood 
estimations. 
A second objective is to estimate the magnitudes of the 
structural parameters of the various interrelationships in the 
poultry Industry. The procedure followed involves disaggregat­
ing the poultry sector into categories which have somewhat 
homogeneous demand and supply structures. The three subsec­
tions are eggs, farm chickens and commercial broilers, and 
turkey. This permits the results to be applied as forecasting 
devices for disaggregated groups within the poultry sector. 
The majority of statistical studies conducted in the past 
have been based on annual time' series. Yearly analysis was 
criticized for covering up within year movements. It is re­
stricted to averages of the years ups and downs and may not 
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reflect actual price conditions for any particular period of 
time within the year. The differences within the span of a 
year also appear to exist, therefore, quarterly analyses have 
to be used. 
The quarterly model has advantages over the yearly model. 
Annual data presupposes long periods over which changes in 
structure have been minor or of a particularly simple sort. 
The quarterly model is a partial solution to this difficulty. 
The quarterly models provide a disaggregation over time and are 
potentially capable of yielding far more accurate information 
about the structure of lags in the poultry sector than annual 
models. Finally, there are the needs for very short-term 
forecasts for policy considerations. 
The third intention of this study is to test two hypoth­
eses. The first hypothesis, is that the level of the demand, 
supply, market margin, and inventory functions for eggs and 
commercial broilers are constant among seasons of the year. 
The second hypothesis is concerned with the demand functions of 
the eggs and broilers. It is that the slopes of these functions 
are constant by seasons. In addition a test was employed to 
verify if the slopes of winter and summer demand functions are 
equal. 
There are numerous criteria for testing the validity of 
the model, some of which are; 
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1. a priori knowledge about the coefficients of the relations. 
2. goodness of fit,and 
3. predicted vs observed values. 
These criterias complement each other, it is only if none of 
them is unfavorable that the model can be considered as 
satisfactory. 
The fourth objective of this study is to use the econom­
etric models which are an investigation of the past for pre­
diction of the future. An important test which a good eco­
nometric model should be able to pass is its ability to predict 
outside the sample period from which the structural parameters 
have been estimated. The reduced form of the model which ex­
plains the endogenous variables in terms of the exogenous 
Variables are of particular use in this connection. The logic 
of prediction procedure is that the exogenous variables can be 
determined in advance by the government agencies and other 
major business bodies. Moreover, this enables one to choose 
the appropriate levels of the exogenous variables consistent 
with the desired targets. 
It is hoped that this study will be useful to farm pro­
ducers, organizations related to the poultry sector, policy 
makers and government agencies, and handlers of poultry 
products. 
In Chapter II of this study, a detailed discussion of the 
poultry industry is presented. The relative importance of the 
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poultry sector to the farm economy, and changes in its contri­
butions to farm income are discussed over the span of years 
studied. Changes in production and technological advances in 
eggs, chickens, and turkey are reported. Egg production ex­
periences a noticeable seasonal fluctuation pattern, which in­
fluences prices and consumption. The seasonal variation in 
prices and production are investigated with emphasis on changes 
of its pattern over years. This chapter ends with a discussion 
of changes in consumption of poultry products. 
Chapter III deals with the discussion of previous work in 
the analyses of the poultry industry. The review includes all 
studies published prior to 1964. 
Chapter IV and V are concerned with the economic and 
statistical aspects related to econometric models construction. 
The yearly model is disaggregated to three submodels, one for 
eggs, one for farm chickens and commercial broilers, and one 
for turkey. The quarterly model is restricted to eggs and 
commercial broilers. 
Empirical results of the hypothesized models are discussed 
in Chapter VI. The yearly relationships are estimated by two 
stage least squares (TSLS), limited information single equation 
(LISE), and ordinary least squares (OLS). The only exception 
is the estimation of supply for commercial broilers and turkey 
where ordinary least squares is employed. The data included in 
the analysis generally covered the period 1935 to 1964. The 
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Second World War period was excluded, because of restrictions 
imposed on supply, and price control and rationing were experi­
enced during the war. The demand and supply market forces were 
not free and not In complete operation. The data used are in 
terms of actual observations. 
Ordinary least squares is used in estimating the quarterly 
model. Quarterly data is used for the period 1955 to 1964. 
Chapter VII deals with the use of the constructed models 
in prediction. The reduced forms are used to make forecasts 
of the endogenous (determined within the system) variables. 
Yearly prediction as well as quarterly ones are presented for 
1965. 
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THE POULTRY INDUSTRY IN THE UNITED STATES 
Poultry Contribution to Income 
Poultry production Is an important portion of the live­
stock sector of the United States farm economy. In value terms 
livestock comprises about 57 percent of total agricultural pro­
duction through the last 30 years from 1935 to 1964. The per­
centage of total farm income from livestock has changed only 
slightly through these years. Within the livestock sector 
little changes have occured during this period. The greatest 
change is in the relationship of cash farm income between 
poultry, dairy, meat animals, and crops. A slight percentage 
increase in farm income from meat animals and a slight per­
centage reduction in dairy have been noticed during the last 30 
years with poultry about the same. However, the cash income 
from poultry, percentage wise, has a slight downward trend. It 
averaged 11.7 percent of the total farm cash income in 1935-
1939 and 10.4 in I960-I964 (Table 1). In monetary terms, the 
average value was more than tripled, it was $1,057 millions in 
1935-1939 and $3,388 millions In 1960-I964. 
The poultry Industry has three important enterprises: 
1) eggs, with chickens as by-product, 2) broilers and 3) 
turkeys. These enterprises are characterized by different 
final products and patterns of production. Other poultry pro­
ducts include the raising of geese, ducks, pigeons, quails, 
guineas and pheasants. However, these minor enterprises 
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Table 1. Percentage contribution to farm income by type of 
farming 1935-1939 to 196O-I964 in United States* 
Livestock and livestock products 
Period Poultry Meat Dairy Total Crops 
1935-1939 11. 7 26.7  20. ,0 58. ,4 41. , 6 
1940-1944 12. 9 28.2  16. 9 58. 0 42. 0 
1945-1949 11. 2 29.9 15. 7 56. 8 43. 2 
1950-1954 10. 7 31.5 14. 9 57. 1 42. 9 
1955-1959 10. 0 30.4 16. 0 56. 4 43. 6 
1960-1964 10. 4 33.0 14. 6 58. 0 42. 0 
^'Source; Calculated from (281). 
Table 2. Percentage contribution to farm income by sectors of 
the poultry industry 1935-1939 to 196O-I964 in 
United States®-
Period Eggs Farm chickens Broilers Turkey Others 
1935-1939 58.1 30.4 3.7 6.3 1.5 
1940-1944 56.7 27.2 7.8 6.7  1.6 
1945-1949 58.2  22 .2  10.5 7.6 1.5 
1950-1954 56.5 13.2 19.5 9.2 1.6 
1955-1959 55.5 6.6 26.5  9.8 1.6 
1960-1964 53.6 3.6 30.4 10.8 1.6 
^Source: Calculated from (186, p. 58) and (276, p. 5)» 
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contributed a negligible portion to total poultry production 
in physical and value terms. 
Pronounced changes have occurred within the poultry in­
dustry. The production of the different classes of poultry has 
gradually been concentrated in certain geographic areas. 
Farmers in these locations have the greatest comparative ad­
vantage in the production of one or more kinds of poultry 
products. 
Eggs rank first in the poultry business. More than half 
of the farm income from poultry comes from eggs. They ac­
counted for 58.1 percent of the total poultry income in 1935-
1939J compared with 53.6 percent in I96O-I964 (Table 2). 
Average income from eggs in 1960-1964 was $l,8l4 millions, 
compared with an average of $613 millions in 1935-1939* 
Number of farm chickens on farms January 1 was 434- millions 
in 1935J and dropped to 370 million birds in 1964. During this 
period, income from farm chickens as a percentage of the total 
cash farm income from all poultry dropped drastically. 
Average value of farm chickens in 1935-1939 was 30.4 percent 
of total cash income from the poultry sector, and dropped to 
3.6 percent in I96O-I964. Two factors can explain this 
reduction; l) There has been a reduction in chicken number 
since the male chicks can be destroyed since the advances 
occurred in determining sex, and also because fewer layers are 
required to maintain egg production since the rate of lay has 
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increased, and 2) Prices of farm chicken have been depressed, 
mainly because of the larger number of broilers being produced 
and sold at relatively low prices, thus offering sharp compe­
tition for farm chickens. 
The broiler industry moved in just the opposite direction. 
Number of commercial broilers was 43 million birds in 1935» 
increased to 2,l6l million birds in 1964. In value terms it 
increased from 3*7 percent in 1935-1939 to 30.4 percent of the 
total poultry income in I96O-I964. Generally, broilers pro­
duction is concentrated in specific areas where large flocks 
are raised on a highly commercialized, efficient basis. 
Turkeys value has a slightly upward trend. They account 
for 6.3 percent of total cash income from the poultry sector in 
1935-1939» and 10.8 percent in 1960-1964. Income from other 
poultry in percentage terms of the total cash income from 
poultry, has been the same during the last 30 years. It 
averaged about 1.6 percent. 
Poultry Production 
During the period 1935 to 1964, the poultry industry has 
experienced a tremendous growth. It has developed rapidly. 
Production increased from 4l percent in 1935 to 118 percent in 
1964, 1957-1959 = 100. This means that poultry production has 
Increased by 188 percent. In the same period the total agri­
culture production increased by 81 percent. Total livestock 
production including poultry increased by 92 percent, and all 
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crops "by ^6 percent. Poultry production rate of growth is 
1-1/2 times that of meat animals, and almost three times that 
of the dairy production growth. 
Poultry industry is one of the most dynamic in the agri­
cultural sector. Substantial changes took place within the 
poultry industry. The broiler enterprise showed a more rapid 
growth in the last thirty years than both eggs and turkey. 
Broiler production has increased eighty times, while egg pro­
duction doubled and turkey production increased six times. 
Moreover, the industry has made a noticeable reduction in pro­
duction cost and in pioneering in structural Innovation. But 
this achievement has not been accomplished without problems. 
The current problems of the poultry industry result mainly 
from Internal stresses resulting from rapid change. 
Efficiency in poultry production is higher than in other 
sectors of agriculture. The index numbers of farm production 
per man hour will be used as an indicator for efficiency. The 
farm output per man hour index rose from 31 in 1935 to l4l per­
cent in 1964 (Table 3) (1957-1959 = 100)» while the poultry 
sector Increased from 33 percent to 179 percent in 1935 and 
1964 respectively. Within the livestock sector, efficiency in 
poultry production per man hour is the highest. All livestock 
efficiency increased from 44 in 1935 to 147 percent in 1964. 
Technological progress in the poultry industry can be pre­
sented by feed units consumed, per dozen of eggs produced, per 
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Table 3* Index numbers of farm production per man-hour, by-
groups of enterprises, United States, 1935-196^ 
(1957-1959 = 100)a 
Period 
Farm 
output All 
Livestock and • 
Meat Milk ' 
animals cows 
products 
Poultry 
All 
crops 
1935 31.0 44.0 70.0 44.0 33.0 31.0 
1936-1940 33.6 48.0 73.6 46.6 33.8 33.4 
1941-1945 42.6 55.8 80.2  52 .6  38.4 42.6 
1946-1950 54.6 63.2  81.4 63.8  43.2 55.4 
1951-1955 71.0  77.4 89.2  74.8 61.6  69 .4  
1956-1960 100.2  100.4 100.4 100.6  101.2  99.4 
1961 120.0 120.0 109.0  123.0  140.0 119.0  
1962 127.0 127.0 114.0 130.0  150.0  124.0 
1963 135.0 137.0 120.0 139.0  164.0 132.0 
1964 141.0 147.0 127.0 149.0 179.0 135.0 
^Source; (270, pp. 40-4l and p. 32). 
100 pounds of liveweight broilers, and per 100 pounds live-
weight turkey (Table 4). 
Increases in feeding efficiency in egg production have 
been substantially smaller than those experienced in the 
broiler and turkey industry. Feed units fed per dozen of eggs 
dropped from 7.5 units to 6.3 in the last 25 years. This can 
be attributed to the high maintenance requirements per layer. 
Feed units fed per 100 pounds liveweight in broiler production 
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Table 4. Feed units fed per unit of output and percentage of 
I94O-I944 = 100 for eggs, broilers, and turkey in 
United States 19^0 to 1964^ 
Period Dozen of eggs 
Units % 
Peed units used per 
100 pounds 100 pounds 
of broilers of turkey 
Units % Units # 
1940-44 7.5 100 474 100 700 100 
1945-49 7.4 98.6  440 93.0 631 90.1 
1950-54 7.2 96.0  367 77.4 563 80.4 
1955-59 6.7  89 .6  331 69.8  537 76.7 
1960-64 6.3 84.0 295 62.2  532 76.0  
^Source: (275 - PES 244, p. 31). 
feed unit is the economic equivalent of a pound of 
corn. Data for crop year ending September 30. 
decreased from 474 units to 295 in a period of two decades. 
Peed units fed per 100 liveweight pounds of turkey production 
declined from 7OO units to 532 pounds over the same period. 
Both biological and mechanical innovations have contrib­
uted to the rapid gain in feeding efficiency. Advanced re­
search in feeding results in improved formula feeds. Moreover, 
addition of antibiotics to feed is an important factor in 
feeding efficiency. Furthermore, improved breeding is another 
factor in feed efficiency. Environmental conditions have also 
played an important role. Artificial lighting tends to stimu­
late the metabolism of the chicken and hence contributes to 
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high efficiency. The main impact of mechanical innovations 
has been on labor and capital productivity. 
The disappearance of small producers has contributed to 
increased efficiency of feed conversion in the poultry indus­
try. Other institutional factors, originating in the indus­
trial sector, have greatly aided the expansion and commercial­
ization of the poultry industry through the provision of 
credit and supervised management. The wide scale participa­
tion of the feed industry is indicative that the benefits must 
be considerable. Besides the integration in the Industry con­
tributed to the advance. Most of the benefits of technological 
advances and innovations are ultimately passed on to the 
consumers. 
Egg production 
Production of chicken eggs is still the most Important 
poultry enterprise, despite the recent rapid growth and in­
creasing Importance of broilers and turkey production. Egg 
production increased at about the same rate as total poultry 
production. Production is about doubled during the last thirty 
years. In 1935 egg production was 33.6 billions, Increased to 
64.4 billions in 1964. In spite of the doubling of production 
average number of layers on hand during the year increased 
very little. Average number of layers on farms increased from 
276 million birds in 1935, to 298 million in 1964. Bird 
number increased only by 8 percent. Advanced technology. 
In­
nutrition, breeding, disease control, the environmental con­
trol and mechanical Innovation result in high output per bird. 
Fewer layers are required to maintain egg production as the 
rate of lay has increased. Per layer average production has 
been raised from 122 eggs in 1935 to 217 eggs in 1964, or an 
Increase of 78 percent. 
Egg production has changed from relatively small farm 
flocks to a semi-commercial or commercial business concentrated 
in specific areas. Number of farmers with laying flocks has 
decreased continuously. In 1964 1,211 thousand farms re­
ported having chickens (4 months old and over), compared with 
5 J373 thousand in 1930. The percentage of farmers raising 
chickens has decreased noticeably from 85 percent of total 
farms in the United States to only 38 percent in 1964. Sig­
nificantly, the period 1959 to 1964 experienced greater de­
creases in both the number of farmers with laying flocks and 
the percentage of farmers (21 percent) with laying flocks than 
any previous equal period. This percentage of farmers com­
pares with a drop from ?2 percent to 59 percent from 1954 to 
1959 (Table 5). 
The trend toward larger laying flocks has been even more 
pronounced during the last 20 years than the trend toward 
fewer farms with chickens. Both have undergone a much more 
rapid change in recent years than formerly. The most signifi­
cant change has been toward large commercial flocks, 10,000 or 
more layers. 
4 
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Table 5. Farmers reporting chickens on hand, and percent of 
total number of farms in U.S. 1930, 19^0, 1950, 
1954, 1959, 1964* 
Census year 
Farmers reporting 
chickens on hand 
Percent of total number 
of farms in U.S. 
thousands percent 
1930 5373 85 
1940 5150 84 
1950 4216 78 
1954 3418 72 
1959 2172 59 
1964 1211 38 
^'Sources: (186, p. 6l} and (280, p. 2). 
Table 6 shows the percentage distribution of farms re­
porting chickens by size of flock. Flocks of 400 to 799 
chickens, semicommercial size flocks, increased from 0.83 per­
cent of total number of farms reporting chickens in 1940 to 
3.65 percent in 1959. The number of flocks of 1,600 hens and 
over is still a small percentage of the total flocks, less than 
1.5 percent in 1959 of total farms reporting chickens and only 
0.10 percent in 1940. 
In 1930 some 5,373 thousand farms were producing eggs, 
only 1.3 percent of total number of farms had flocks of 400 or 
over. By 1964 the number of farms producing eggs had dropped 
to 1,211 thousand, a drop of 77.5 percent, while farms having 
flocks of 400 or over increased to 6.4 percent in 1959. 
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Table 6. Percentage distribution of farms reporting chickens 
on hand, by size of flock, in U.S. 1940, 1950, 1954, 
1959, 1964& 
1940 1950 1954 1959 1964 
percent 
Flocks under 50 58.60 56.7 54.20 56.6 Not 
avail 
Flocks of 50-399 40.30 41.2 41.50 37.0 able 
t l  400-799 .83 1.38 2.90 3.65 
If  800-1,599 .25 0.45 .84 1.33 
n 1,600-3,199 .07 .18 .37 .75 
It  3,200 and over .02 .08 .19 .67 
^Source: (186, pp. 63-67). 
Prices paid to farmers for eggs have a slowly continuous 
downward trend since the Second World War. The United States 
average farm price for 194? to 1949 was 45*9 cents per dozen, 
compared with an average of 34 cents during I963 to 1965» a 
drop of 26 percent. Average farm price of eggs per dozen rose 
during the period 1930 to 1948. The upward trend in price 
continued in the face of gradual increase in egg production. 
Since 1948 the annual egg production has changed little up­
wards. Average production in 1948 to 1950 averaged 56,669 
million eggs compared with 63,625 million eggs in 1962 to 
1964. Numbers of farms reporting selling eggs declined from 
1,068 thousand farms in 1959 to 52? thousand in 1964. 
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The decline In farm price of eggs can be attributed to 
changes in consumer demand, and technological changes in pro­
duction. Change in consumer tastes anà habits for breakfast 
have occurred. Eggs have traditionally been an important food 
for breadfast, but recently many people have switched to a 
lighter breakfast that can be prepared in a short time. Egg 
producers compete with many other food products for the con­
sumers' food dollar. 
Roy stated that about 35 percent of the production of 
eggs for table use are under some type of vertical integration.^ 
The trend was estimated for egg production and number of 
farm chickens for the period 1935 to 19^5. Results are pre­
sented in Table 7» The fitting of the polynomial trend was 
done by the method of least squares. A third degree polynomial 
trend was the best fitted trend for both the egg production, 
and the number of fami chickens. The egg production trend is 
an increasing one. But the rate of increase was a decreasing 
one. The number of farm chickens has a downward trend. 
Seasonal Variation in egg production Farmers favor 
starting chicks for laying flock replacement in spring. The 
weather is most favorable for growth. Moreover, these chicks 
Roy, E. (218, p.11). For more discussion of production 
under contracts and integration in egg production see, Jackson, 
H. and Windham, ¥. (126), Larson, N. (170), Mighell, R. and 
Jones, L. (182) and U.S.D.A. (26l). 
Table 7» Egg production trend and farm chicken number trend 1935-1965 In 
United States 
Constant 
Regression coefficients^ 
Time (Tlme)^ 
t t2 
(Time)3 
t3 
Coefficient 
of multiple 
de t e rminat1on 
Egg production 
37173.7422 998.3981*** (82.2365) .831 
29279.5664 2391.4918*** 
(218.9428) 
-42.2150*** 
(6 .4367)  
.932 
26554.2891 3312.4128*** 
(551.0702)  
-110.9197*** 
(38.4866) 
1.3880* 
(.7674) .939 
Farm chicken number 
2927.3789 -50.9131*** (9.1777) 
.506 
2132.5342 89.3536*** 
(27.5999) 
-4.2505*** (.8114) .746 
1507.9761 300.4023*** 
(59.3808) -19.9957*** (4.1471) 
.3181*** (.0827) .834 
^The estimated standard errors appear In parentheses below each coefficient. 
*Slgnlficantly differs from zero at the 10 percent probability level. 
**81gnlflcantly differs from zero at the 5 percent probability level. 
***Slgnlflcantly differs from zero at the 1 percent probability level. 
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generally will come into production in the fall when egg 
prices are the highest of the year. Pullets from chicks 
s.tarted in the spring reach peak production late the next 
winter or spring. Production declines in the fall. 
Egg production fluctuates from month to month during the 
year. It takes a unique pattern during the year over succes­
sive years. To show the pattern of the seasonal variation, 
the moving average method was used for two periods, the first 
period includes the years 1925 to 1948, and the second period 
p 
is 1949 to 1965. The indices for the seasonal variation 
obtained are presented in Table 8. 
The seasonal amplitude of egg production in 1925 to 1948 
being from 52.7 to 158.9, reached the low of 52.7 in November 
and a peak of 158.9 in. April, where 100 represents the average 
for the year. The amplitude as well as the pattern of seasonal 
Variation in egg production have changed from 1925-1948 to 
1949-1965. The amplitude of egg production in the period 1949 
to 1965 is from 86.3 in September to 115.2 in March. The 
amplitude then is 106.2 in 1925 to 1948, and 28.9 for 1949 to 
1965. The seasonal pattern is much flatter in the recent 
period. Egg production is smoothly straightened over the year 
months. It has recently been much more even throughout the 
year than formerly. 
^Por more detail on method used see; Durbin, J. ( 5 3 ) î  
Poote, R. and Fox, K. (72); Mills, P. (I83) and Tintner, G. 
(257). 
20 
Table 8. The monthly indices of egg production 1925 to 1948, 
and 1949 to 1965 
Month 
1925 to 1948 
Adjusted seasonal 
Variation 
1949 to 1965 
Adjusted seasonal 
variation 
January-
February 
March 
April 
May 
June 
July 
August 
September 
October 
November 
December 
78.3 
98.1 
146.2 
158.9 
151.3 
122.3 
104.8 
89.1 
74.5 
63.6 
52.7 
60.2 
104.6 
100.2 
115.2 
112.3 
111.4 
99.8 
94.2 
89.3 
86.3 
92.0 
93.1 
100.6 
Total 1200.0 1200.0 
The seasonal swings had shrunk to not more than 15 percent 
above or below the annual monthly average. The seasonal 
pattern changed between the two periods, in the first period, 
the pattern is characterized by a distinctive peak and trough. 
In the second period, the seasonal pattern leveled over the 
months. Spring, months production have the highest production. 
The fall months production are the lowest. 
The reduction in the seasonal Variation of egg production 
over the years has resulted mainly from a sharp increase in 
production during the low production months of the fall and a 
decrease in production in the spring and summer. The number of 
eggs produced per layer in November and December when the rate 
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of lay was the lowest, increased from 5 and 6 eggs respectively 
in the earlier period, to 15 and l6 in the latter period re­
spectively. Production in April and May, the peak months, 
increased only from 17 to 19 eggs per month respectively. In 
percentage terms, production in April and May of 19^9-1965 are 
112 and 113 percent of the 1925-19^8 production, while pro­
duction in 1949-1965 rs 275 percent and 277 percent in November 
and December respectively of the 1925-1948 production (Table 
9). 
This was accomplished by the breeding of improved laying 
type chickens and by better management practices, including 
the use of artificial lighting in laying houses to lengthen 
the hens "working day." In addition, producers are starting 
chicks at an earlier date than formerly so that they will be 
at a high rate of production when prices are high. Chicks 
hatched in commercial hatcheries in 19^9-1965 showèd less 
seasonal variation than in 1925-19^8. 
Another reason for the change in egg production variation 
is attributed to specialization and commercialization in pro­
duction. Most of egg production came mainly from small and 
medium sized farm flocks. Egg production has moved from side 
line production to more specialized producers. The new larger 
semi-commercial and commercial sized flocks have altered the 
seasonal production pattern, markedly reducing the seasonal 
variation. 
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Table 9. Average egg production per layer for the periods 
1925-19^8 and 1949-1965 by months, and production 
of the last period as percentage of the first period 
Period 192^-48 1949-65 2nd as percentage 
of 1st 
January 6, 
.93 16. ,06 232 
February 9. .17 15. 43 168 
March 14. ,80 18. 37 124 
April 16. ,62 18. .61 112 
May 16. 96 19. 19 113 
June l4. 40 17. 72 123 
July 12. 89 17. 18 133 
August 11. 67 16. 21 139 
September 9. 23 14. 91 162 
October 7. 13 14. 97 210 
November 5. 34 14. 66 275 
December 5. 74 15. 88 277 
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Seasonal variation In farm prices of e^^s Prices of 
eggs have more or less regular pattern of high and low prices 
during the year. This Information, wisely used, Is one of the 
most Important single types of Information available to help 
farmers marketing their products most advantageously. For pro­
ducts which are storable (eggs are a storable product) price 
pattern can be valuable aids to help make the proper decision 
when to sell. As the storage Importance of eggs declines, 
seasonal price information may help in planning production so 
that supplies may be available at the most advantageous times. 
Average seasonal price patterns help in answering three basic 
price questions: 
1. How much total variation between the low price period and 
the high price period can be expected? 
2. When are the most likely periods of lowest and highest 
prices during the year? 
3. What is the direction of prices likely to be from one 
month to the next? 
Prices received by farmers showed a seasonal pattern 
opposite to that of production. In the spring, when production 
is seasonally high, prices are seasonally low. In the fall, 
prices are high while production is low. The seasonal swings 
in prices are noticeably smaller than the changes in production. 
This results from the diversion of eggs for storage and liquid 
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egg production in spring and their release on the market in 
fall and later period. 
Another effect of more even production of eggs is a less­
ened seasonal variation in prices received by farmers for 
eggs. In 1925-1948, April average price was .1 percent of 
the annual average, compared with 135.8 percent in November. 
But in 1949-1965 the variation was from 88.2 percent in June 
to 109.8 percent in November (Table 10). This means, of 
course, that the advantage of adjusting production on farms so 
that more eggs are produced in the fall and winter has been 
reduced. But prices in the fall still average so much higher 
than in the spring that further expansion in output in the 
months of short production should be profitable if costs do not 
differ too much between seasons. 
Storage for shell eggs becomes less important in the 
1949-1965 period than in 1925-1948. The effect is shown in 
the price seasonal pattern. In the first period the price has 
a low plateau, from March to July, with negligible changes as 
a result of egg movement into storage. In the second period, 
storage has less effect on maintaining the price. The percent­
age of all eggs produced that are put into storage has been 
smaller in 1949 to 1965 period, than 1925 to 1948 period. 
Into storage movement was l6.4 percent of concurrent shell egg 
production in 1935-1939» compared to only three percent in 
1960-1964. 
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Table 10. The monthly indices of farm egg prices 1925-to 
1948, and 19^9 to 1965 
Month 
1925 to 1948 
Adjusted seasonal 
variation 
1949 to 1965 
Adjusted seasonal 
variation 
January 107.4  100.5  
February 91.5  98 .3  
March 81.0 97.0  
April 79.7  93 .4  
May CBO.O 88.7  
June 81.0 88.2  
July 87.2  95 .1  
Augus t 94.3  102.1  
September 107.8  108.6 
October 121.3 109.7  
November 135.8  110.1 
December 133.0  108.3  
Total 1200.0 1200.0 
It is most likely in the future that egg production will 
be even throughout the year. One result may be a steady farm 
price received by farmers, and less fluctuation in egg pro­
ducers income. 
Seasonal variation in chicken production was clear before 
1935. Most of the chickens were hatched in the spring and 
summer. The cockerels were marketed as broilers, fryers, or 
roasters in late fall, while the young pullets were kept for 
laying flocks and replacement. Another source of chickens was 
the culling which took place after the heavy spring laying 
season. However, seasonal variation in prices was relatively 
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small, since seasonality in production has tended to coincide 
with the seasonality in consumption. 
The remarkable reduction in chicken production seasonalii^ 
can be explained by two main reasons: 
1. expansion of broiler production, and it is a year-round 
production, 
2. purchase of sexed chicks for replacement of laying flocks. 
Average seasonal price information must be used with full 
knowledge of its limitations. First, it is based on average 
monthly prices and therefore, indicates only the periods of 
price weakness and strength. It does not indicate the particu­
lar day or week when highest prices will occur. Furthermore, 
since it is an average it will not Indicate perfectly what may 
occur in any particular year. It only indicates what prices 
have done over a long period of time—they may differ consid­
erably from the average pattern in any one year. Secondly, 
and probably most important, the seasonal factor is only one 
of several factors which may influence prices. Average sea­
sonal price variations represent the price movement during the 
year which could be expected if'the supply conditions are 
average and if the demand situation remains unchanged during 
the year. 
Broiler production 
• Broiler production has grown rapidly during the past 30 
years. It showed a drastic increase which no other farm 
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enterprise has experienced. Production has become a large 
size commercial operation rather than a side line enterprise 
of general farming. Production is specialized and mechanized, 
where large flocks are raised on a highly efficient basis. 
Production was 34 million birds in 1934. This was the first 
year statistics appeared for commercial broilers, before this 
year broiler production was included with farm chickens and 
fryers. In 1964 production was 2,l6l million birds, and in­
creased to 2,333 million birds in 19^5• In liveweight terms 
production were 97 million, 7,524 million and 8,106 million 
pounds for the years 1934, 1964, and I965 respectively. 
Number of birds raised in I965 is 69 times the 1934 number. 
The liveweight production in I965 is 84 times the 1934 pro­
duction. Average liveweight per bird has increased from 2.84 
pounds in 1934 to 3.48 pounds in I965. There were only two 
years during the last 32 years in which the production in one 
year failed to increase over that in the previous year, 
namely; 1944 and 1946. 
Generally, broiler production is concentrated in the South 
and Atlantic regions. The most important reasons for broilers 
specialization in the South are; 
1. lower labor cost to some extent. Broiler producers are 
willing to operate for a relatively low labor income, for 
lack of alternative opportunities. 
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2. development of large scale producing units resulting in 
high efficient operation with low per unit cost. 
3. lower cost of housing. 
4. efficient organization of the broiler industry. 
Broilers production is continuous throughout the year, as 
is industrial production. The industry might be classified 
more nearly as a rural manufacturing activity than as a farming 
operation. Very little land is required, chicks, feed and 
other items used in production are mostly purchased. 
More feed mills, hatcheries, and poultry processing 
plants are located near the concentrated areas of production. 
Preparing of the feed, production and processing of broilers, 
hatching of chicks is becoming one of the most highly developed 
commercial operations. Many of them are integrated operations. 
The broiler industry is a good example of integration, 
vertical or contracting.^ Various forms of integration have 
become common in the large broiler operations. Kramer (I63, 
pp. 18-20) stated that 95 percent of broiler chickens grown aie 
produced under some type of vertical integration. About 95 
percent of the broiler or meat type hatching eggs are produced 
under some type of vertical integration. Most of the feed 
used in broiler production in the South states are shipped 
3 For more discussion of integration in broiler see: 
Allen, G. and Bobbins, C. (1); Kohls, H. and Wiley, J. (l45); 
Roy, E. (218, 219} 220.) and SeaVer, S. (226). 
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from North Central States. Dressed broilers on the other hand 
are shipped from the .South to the North Central States. 
With broiler production increase from year to year, av­
erage price received by farmers per pound of llvewelght broil­
ers increased from 1934 to 1948, and thereafter dropped 
steadily. Average farm price was 19*3 cents in 1934, 36.0 
cents in 1948, and dropped to l4.2 cents in 1964. The lowest 
average price was 13.9 in I96I. The increase in production 
despite of the price reduction can be attributed to two 
factors; 
1. technology developed in the industry very swiftly. 
2. contracting between growers and dealers. 
Technology is shown in better chicks, feed, disease con­
trol and processing. Technology and growth came so fast and 
so thoroughly that they gave Impetus to expansion without, at 
the same time, giving anyone grower or contractor any degree 
of control over the market. While prices were dropping stead­
ily from year to year as production expanded, prices paid by 
consumers at the retail level also dropped but not as much as 
the farm price. Average retail price per pound of ready-to-
cook broilers was the highest in 1951, amounted to 61.8 cents. 
The lowest average retail price was 37.3 cents in 1964» In 
fact, the spread between the farm price and the retail price 
is about the same in 1951 and. 1964. The farm value (payment 
to farmers for 1.37.pound live commercial broiler) dropped in 
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1964 to about half the value of 1951. Most of the reduction 
in retail price of "broiler is carried "by the producers. 
Farmers share of consumers dollars for broilers has dropped 
from 68 percent in 1951 to 52 in 1964. 
Turkey production 
Turkey production was considered a minor part of the 
poultry industry prior to 1929• It was included in the mis­
cellaneous category of "other poultry" in 1929 census. Turkey 
raising started as a relatively small side line farm operation 
prior to 1929. Total production of turkey amounted to 17.4 
million birds in 1930, while it reached to 104.7 million birds 
in 1965, or almost 5-1/2 times. An all time high number of 
turkey raised was 108.1 million birds.in I96I. The turkey pro­
duction has been increasing more rapidly since 1950. 
The trend is towards larger size flocks. Almost one-tenth 
as many farmers raised turkey in 1964 as in 1939. The number 
dropped from 389,000 to 4l,859 during the last 25 years period 
or a decline of 79.3 percent. The number of farmers reporting 
raising turkey in 1964 was about half that of 1959. The pro­
ducers of small flock, handled as a sideline farm enterprise, 
will probably become less and less able to compete with large 
producers in the future. Present trend indicates that the 
production of turkey will become a more specialized large scale 
type of enterprise. 
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Roy stated that about 85 percent of total number of tur­
keys raised for markets are grown under some type of vertical 
integration (219, p. 12). The U.S.B.A. reported that about 70 
percent of the turkey hatching eggs produced are controlled 
directly or indirectly by turkey-hatcheries. 
Rapid increase in turkey production caused farm prices of 
turkey to fall from 46.8 cents in 19^8 to 21.0 cents in 1964. 
Prices during I96I averaged about I9.0 cents, as production 
jumped to IO8.I million birds. Prices received by farmers for 
turkey from October through December were the highest and had 
occurred with great regularity. In all the years 1929-1964 
December prices had been higher than November prices. Turkey 
prices averaged lowest during May and June, when the old 
breeder turkeys were sold. This price pattern results from 
the demand for turkey being relatively low during most of the 
year, but relatively high during the Thanksgiving and Christmas 
holiday seasons. About two thirds of the turkey crop is mar­
keted during the Thanksgiving-Christmas season. 
Poultry Consumption 
Pronounced changes have occured in poultry consumption, 
which influenced the poultry industry. Per capita consumption 
of poultry meat has increased from 15.3 pounds in 1934 to 40.8 
pounds in I965. Consumption of ready-to-cook chickens in­
cluding broilers, on a per capita basis. Increased from 13.5 
to 33.4 pounds between 1934 and 1965. Chicken consumption in 
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1965 is about 2-I/2 times 193^ consumption. About 96.6 percent 
of chicken consumption was farm chickens in 1934, and only 
11.7 percent in 19^5• This means that broilers consumption 
was 3.4 percent of total chicken consumption on per capita 
basis in 1934, increased to 88.3 percent in 19^5• Per capita 
consumption of turkey, ready-to-cook basis, jumped from 1.8 
pounds in 1934 to 7.4 pounds in I965. Turkey is traditionally 
a holiday bird. Consumption reaches seasonal peak at Thanks­
giving and Christmas. Because of this and because conditions 
are most favorable for producing turkey with spring hatched 
poults, a large proportion of turkey production is geared for 
marketing in the last few months of the year. Turkey market­
ings begin the year at a very low level and increase steadily 
to a high level in the fourth quarter. However, turkey con­
sumption will be a year round in the near future by intro­
ducing more convenience food items as turkey rolls, cut-up 
roasts, and frozen dinner. 
A shift has occurred from so-called New York dressed 
chickens to ready-to-cook. This shift caused changes in both 
the methods of processing and transportation of poultry. Less 
time is required for home preparation of chickens and turkey. 
Technical developments in the industry were rapid including 
methods of processing, refrigeration and transportation. The 
Increase in consumer income, as well as the Increase in number 
of working women have helped to transfer the kitchen work to 
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the processing and marketing Industry. Moreover, poultry price 
is relatively lower than that of red meat. 
Per capita consumption of eggs had increased from 289 in 
1934 to 393 eggs in 1951. Since 1951 consumption dropped 
gradually to a low of 308 eggs in I965. Most of the egg con­
sumed is in the shell form. Use in liquid, frozen, and dried 
forms in recent years has amounted to the equivalent of only 
about 30 eggs per capita, 9.7 percent of per capita total in 
1965. Processed egg consumption in 19^5 is about twice 1938 
consumption which was 1? eggs. Processed egg consumption 
showed upward trend while shell eggs consumption has a down­
ward trend. Most of the processed egg is used by bakeries, in 
packaged cake mixes, in salad dressings, and for noodles and 
similar products. 
With the more even seasonal supply of eggs, disappearance 
or consumption per capita has become more even throughout the 
year. Egg storage allows the equality of egg disappearance 
throughout the year, even though production has continued to 
be larger in the first half of the year. 
Since eggs represent a small portion of consumer food 
budget, consumers are not responsive to changes in the price, 
assuming no change in prices of related products and other 
factors influencing demand. 
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EEVIEW OF LITEHATUEE 
A number of studies analyzing the structural relationships 
in the poultry sector have been published. Most of these in­
vestigations dealt with a part of the poultry industry. More­
over, most of the studies used annual data in estimating equa­
tions of the various models formulated. Judge (130) as well 
as Gerra (86), analyzed the demand, supply, and price struc­
ture for eggs. Eggs and poultry meat were included in Cromarty 
study (46). Fisher (68) has developed a sector model for the 
poultry industry of the United States in 1958. He did not in­
clude the turkey enterprise, storage demand, and did not dif­
ferentiate between farm chickens and commercial broilers. 
Thomsen and Foote (251» p. 430) stated that they know of 
no completely satisfactory price analyses for either poultry 
or eggs which make use of annual price data for the period 
between World War I and II. 
Pearson and Vail (205) in a series of analyses for sepa­
rate months in which the data were expressed as a percentage 
of that for the same month in the preceeding year, showed that 
in the period 1920-1941 the three variables, production, 
stocks, and the general price level, explained between 71 and 
93 percent of the variation in egg prices. The price level 
factor was important in every month. Stocks had the least 
effect on egg prices from January to March. Stocks were im­
portant from May through December, their relative importance 
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depending on the proportion which they represented of total 
supply. They also considered the effects of changes in stocks 
and other factors on consumption of eggs. They reported (205, 
p .  5 2 ) :  
During the early winter months when stocks were 
moving out of storage, a 10 per cent increase in 
stocks (from the preceeding year) was accompanied 
by about a 2 per cent increase in consumption 
after the effects of retail prices and production 
had been estimated. During the spring when produc­
tion was high and eggs were moving into storage, a 
10 per cent increase in stocks (from the preceeding 
year) lowered consumption about 0.5 per cent. 
The production of eggs accounted for 43 percent of the 
Variation of egg price in February, where the stocks and price 
level were eliminated. Price level, production, and stocks 
accounted for between 66 and 83 percent of the changes in 
prices of poultry, the relative importance of production and 
stocks varying greatly from month to month. 
Christensen and Mighell (4l) gave a good discussion of fac­
tors causing shifts in supply and demand for eggs and chickens. 
Supply factors which may cause change in the volume produced, 
with demand conditions remaining the same, include developments 
that affect production costs per unit of output and hence the 
volume of output farmers find profitable to produce at dif­
ferent prices. Two factors which can cause changes in pro­
duction costs for eggs and chickens and alternative products 
are (a) changes in the price of feed, labor, and other input 
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factors, and (b) technological Improvement that influence the 
quantity of inputs used per unit of output. 
Demand factors which may cause change in the volume of 
eggs and chickens consumed, with supply conditions remaining 
the same, are those factors which change circumstances that 
affect the volumes of output that can be sold at different 
prices. These factors include population growth, incomes of 
consumers, food preferences, and supplies of substitute foods. 
They mentioned that eggs and chickens are produced on 80 
percent of all the farms in the United States. These commod­
ities have been the source of 10 percent of the total cash 
receipts from the, sale of all farm products. Therefore, they 
went a further step in the analysis dealing with the adjust­
ments in national output of chickens and eggs that may be de­
sirable in view of probable changes in supply and demand con­
ditions. Changes in the supply and demand conditions may have 
decided effects on farm income. 
Paarlberg and Watson (201), explained the factors affect­
ing turkey prices. They used the weighted average price of 
turkey in October, November, December, and January as the 
yearly price of turkey. The dependent variable used was in 
percentage change form: 
Price in given year = £ ^S^year - 1°° 
They found that the production of turkey and the price of 
chickens were the most Important factors affecting turkey 
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prices from year to year. As turkey production increased by 
ten percent, the price tended to decrease about l4 percent. 
Chickens were considered as substitute to turkey, a ten percent 
increase in chickens price was associated with eight percent 
increase in turkey price. In addition nonagricultural income, 
prices of livestock products and hams were included in the 
demand equation. Cold storage holdings increase rapidly in 
November to February and then gradually decline reaching a low 
level in November. Cold storage holdings did not explain any 
of the variability in the annual price of turkey. This was ex­
plained by the small percentage of cold storage holdings in 
total supply. 
Major factors affecting turkey price in the fall were 
price of chicken, turkey production, and cold storage holdings. 
Short time changes in turkey prices were explained by price of 
chickens and the production of turkey. Other factors as price 
level, and nonagricultural income fluctuated too little in the 
short run to have effect on turkey price. Cold storage hold­
ings fluctuate widely without any measurable change in the 
price of turkey. 
Peed is the major cost in turkey production, it comprises 
about 60 percent of cost. Consequently turkey-feed ratio is 
important in determining the number of turkey that will be 
produced. On the average, when turkey-feed ratio rose by ten 
percent above the preceeding year, the production of turkey 
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Increased by three percent in the following year. Another 
factor was farmers' Intentions to purchase turkey poults. If 
farmers reported the intention to increase poult purchased by 
ten percent, number of turkey actually raised increased by 
nine percent. 
Pox (73) used the diagramatic form to present demand and 
supply structure for eggs, chickens and broilers, and turkeys. 
The statistical analyses were based on time series data for 
the period 1922 to 1941. He mentioned that 85 percent of egg 
production, after adjusting it for error component of variance, 
is associated with the trend in egg produced per layer and with 
the Variations in the average number of laying hens on farms 
January 1. The explained variance in egg production may be 
increased by including feed supplies during the preceeding and 
current years. It's effect is on the rate of feeding per hen. 
Pox stated the simultaneity between price and production of 
eggs and poultry (73, p. 87); 
. . . there probably is some response of egg pro­
duction during the current year to relative prices 
of eggs and of poultry feeds during the early months. 
Over 17 per cent of the variation in production of 
chicken was associated with variations in the egg-
feed price ratio during the early months of the cal­
endar year .... 
Egg consumption was highly influenced by egg production, 
in addition disposable consumer income was included in the egg 
demand function. 
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Production of farm chickens during the period 1922 to 
19^1 was influenced "by the relative prices of eggs and poultry 
feed during the early months. Both factors were considered 
predetermined. Consumption of farm chickens was influenced by 
chickens production, consumer disposable income, and supply of 
red meats. 
Approximately 90 percent of all turkey production was 
marketed during October to December. The analysis was based 
on the period I929 to 1941. Production of turkey was affected 
by the profitability of turkey during the preceding year and 
the current level of feed prices. 
Turkey consumption was influenced by production, consumer 
disposable income, and supply of chickens. 
The author used ordinary least squares estimation method. 
The regression coefficients were based on first differences of 
logarithmic form. 
Judge (130) published a technical bulletin on the analysis 
of the demand and supply relationships for eggs. The model 
contains 12 endogenous variables with 12 equations. The rela­
tions specified are; 
1. retail demand for eggs 
2. supply of eggs at retail 
3. commercial sector demand for eggs 
4. farmers supply of eggs 
5. retail demand for meat 
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6. supply of meat at retail market 
7. demand for meat by commercial sector 
8. producers supply of meat 
9. demand for food other than meat and eggs at retail markets 
10. supply of other foods at retail 
11. demand for other food by commercial sector, and 
12. supply of food by farmers. 
In addition the model includes ten predetermined variables and 
12 random disturbances. Three methods of estimation were used 
to estimate the structural coefficients, limited information, 
reduced form—indirect least squares--for just identified 
equations, and least squares for comparison purpose. 
The analyses were based on annual time series data for the 
years 1921 to 1950. He included the II War period, since eggs 
were under price control but were not officially rationed. 
The Variables were measured in logarithms. 
Judge considered prices of substitutes or complementary 
commodities as endogenous Variables. This leads to the 12 
equations model. He formulated a demand function for each of 
eggs, meat, and food other than meat and eggs at retail and by 
commercial sector. Variations in per capita demand of eggs 
are explained by the prices of eggs, the prices of substitutes, 
price of all other goods, and per capita disposable income, 
and time. The time factor represents changes in tastes, 
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psychological factors and other changes not accounted for by 
the price and income variables. 
For each of eggs, meat, and other food two supply func­
tions were hypothesized—supply at retail and supply by 
farmers. Per capita supply depends on the price received for 
the commodity, the price of competing products, and cost of 
resources used in production. Given a bundle of resources used 
by the firm, the output is restricted by the production func­
tion. However, for many farm products, current output results 
from decisions that are based on past prices and on other 
variables which are not related to the current market situa­
tion, such as equipment, housing and weather. 
Prediction estimated by the model using 1921 to 1950 data 
was more accurate than the model utilizing 1921 to 1941 data. 
The single equation method was slightly superior to other 
methods of prediction for either of the two periods 1921 to 
1941 or 1921 to 1950. 
Learn (171) completed a report on estimating demand for 
livestock products at the farm level. The study included a 
demand function for eggs and other for poultry. Both of the 
two demand equations are just identified. Two methods of 
estimation were used, reduced form method and ordinary least 
squares. The variables were first difference in logarithms 
because of trends in the data and because of large differences 
in the levels of prewar and postwar values of some of the 
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Variables. The first differences of farm prices of eggs and of 
poultry were used as the dependent variables. The explanatory 
Variables in the reduced form method are price received by 
farmers for beef, for pork, for poultry, for dairy products, 
per Capita disposable income and index of retail non-food 
prices, and per capita consumption of the commodity under in­
vestigation. For the ordinary least squares the explanatory 
Variables were per capita disposable income, index of retail 
non-food prices, per capita consumption of the specific item 
and per capita consumption of all livestock products other than 
the studied item. The estimation was based on annual time 
series for the years 1924 to 1941 and 194? to 1954. 
Demand for poultry products was Included in Nordin, Judge 
and Wahby study (199). Poultry products include chickens, 
turkey, and eggs. Limited information, reduced form, and 
ordinary least squares were used in estimation. The variables 
were expressed in logarithms. Poultry products sold at retail 
was function of retail price of pork, retail price of beef 
retail price of poultry products, of dairy products, of oleo­
margarine, time, retail price of foods other than—pork, beef, 
poultry products, dairy products!, and oleomargarine—disposable 
Income, and weighted moving average of disposable Income. 
Helmberger and Cochrane (113) used ordinary least squares 
in studying a short run supply relationship for eggs in 
Minnesota. They considered egg price and output in any one 
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production period are not jointly determined. Feeding cost, 
and a variable indicating technical advance in egg production 
are considered predetermined. The price-cost variable is con­
sidered important for total supply of eggs through the effect 
on number of producers and average size of flocks. They ob­
tained adequate account of annual variation in egg production 
in terms of the price of eggs, the price of feed in the first 
nine months of the year, and the average production per layer. 
A study by Wordhauser and Farris (I98) was related to the 
estimation of the short-run price elasticity of demand for 
fryers. They hypothesized that the demand schedule for fryers 
in each of the cities—Indianapolis, Lafayette, Martinsville, 
and Rushville—changed little during the period of the study. 
Moreover, the amount of fryers sold during any given week has 
no Influence on fryer prices during the same week. But fryer 
price was believed to influence weekly pounds of fryers sold. 
The Variables were measured in logarithms, and least 
squares was used to estimate the parameters. 
Gerra (86) investigated a demand, supply and price struc­
ture for eggs. The model consists of 11 equations specifying 
demand, supply relation and identities in the egg market. The 
system was complete since 11 endogenous variables and 11 equa­
tions were included. In addition 22 predetermined variables 
were used. Gerra ommitted some of the predetermined variables 
to reduce the high intercorrelation among several predetermined 
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Variables. Most of the demand equations were modified to ex­
clude prices of substitute items. 
The system was divided to structural equations and identi­
ties, The seven structural equations are two equations for 
demand, two equations for supply relation, two equations spe­
cifying the price level and the seventh equation for storage. 
The model includes four identities. The system consists of the 
following relations and identities; 
1. demand for eggs at the retail level 
2. farm production of eggs (identity) 
3. civilian disappearance and farm production (identity) 
4. average number of layers on farms during the year (identity) 
5. number of pullets raised 
6. number of layers sold and consumed on farms where produced 
7. farm price of eggs per dozen 
8. farm price of eggs per dozen (January-June) 
9. retail price of eggs (January-June) 
10. January to June net into storage movement 
11. consumption and production relation during January to June 
(identity) 
The variables were based on first difference for the years 
1931 to 1941 and 1946 to 1954. Years subsequent to 1954 are 
excluded to leave several observations against which to test 
the fitted equations. The structural coefficients of the 
equations were estimated by the limited information method and 
single-equation least squares. 
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Coefficients obtained for the demand equations by simul­
taneous approach differed more from the least squares results, 
than did coefficients obtained for the supply relationships. 
The demand for eggs was influenced by population size, 
consumer income, supplies and prices of competing commodities 
and consumer tastes and preferences. Unlike Judge, Gerra con­
sidered prices of substitutes and complementary commodities as 
predetermined variables. 
The supply of eggs is influenced by price movements within 
the same period through two methods of adjustment; chick re­
placements and layers sold and consum.ed on farms where pro­
duced. The egg-feed price ratio reflects these two methods 
and indicates the interaction between demand and supply. Gerra 
states that when formulating future production plans, producers 
must decide how many baby chicks to purchase for future flock 
replacement. He anticipated that a producers' decision to 
purchase baby chicks is conditioned by expectations of what 
egg production profits will be at the time the product is mar­
keted. The simplest expectation model that can be formulated 
is to assume that producers' intentions to purchase baby chicks 
are influenced by the prevailing level of the egg-feed ratio. 
This implies that'farmers do not react to past experiences in 
framing their opinions of a future period. 
Gerra estimated the Values of certain variables with both 
the limited-information and least squares fits of the model. 
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Better estimates of the quantity variables appear to be ob­
tained from the simultaneous estimation method, while better 
estimates of the price variables appear to be obtained by the 
least-squares fit. 
Fisher (68) developed a sector model of the poultry in­
dustry of the United States. The first purpose of the study 
was to compare between the limited information and least 
squares procedures estimations from a small sample. The second 
objective was the development of quantitative investigation of 
the poultry industry. The model consists of 12 equations, 12 
endogenous variables, 12 random disturbances, and six prede­
termined variables. The structural equations of the model are; 
1. egg demand at retail 
2. farm supply of eggs 
3. adjustment equation--relation between quantity supplied 
and quantity demanded 
4. market margin equation for eggs--relation between retail 
and farm price 
5. income generating equation 
6. farm demand for corn 
7. retail demand of chickens 
8. farm supply of chickens 
9. adjustment equation for chickens 
10. market margin for chickens 
11. demand for meat at retail 
12. market margin for meat. 
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Two models were constructed for these structural equa­
tions: Model I where all prices and money income are measured 
in real values; Model II where undeflated prices and money in­
come were used and money income was considered predetermined 
Variable. Fisher noted that a number of equations failed to 
pass the serial correlation test and therefore, made some 
transformation. Model III is the same as Model I after modi­
fying it by measuring variables in first differences. 
Annual time series data for I915 to 1940 was used. All 
Variables were expressed in terms of index numbers with 1935 
to 1939 = 100. The time variable took on values from one to 
26.  
Fisher considered prices of substitutes and complementary 
commodities to be endogenous, as well as disposable real in­
come in the retail market demand. In addition the demand equa­
tion includes price of the commodity under investigation. 
Variables Included in the supply equation at the farm level, 
were current period farm prices for eggs, chickens, corn and 
number of chickens on farms January 1. 
There was a reasonably close correspondence between the 
estimates of the supply equations obtained by least-squares in 
Model I and that obtained by the limited information method in 
Model II. The difference between limited information esti­
mates for the supply equations in the two models is appreciable. 
This is due to two causes. First, one model contains deflated 
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prices whereas the other does not. Second, the predetermined 
variables in the two models are different. 
Fisher used his model for forecasting using the reduced 
form equations. The range of variation of the ratio of pre­
dicted to actual values is much smaller for Model II than for 
Model I. Model II and III were fairly similar as to the range 
of variation of the ratios of predicted to actual values. 
Cromarty (46) constructed an econometric model for the 
United States agriculture. Twelve agriculture product cate­
gories were examined to estimate the relationship between 
supply, demand and price. The model can be used for forecast­
ing commodity groups within agriculture. Agriculture sector 
was disaggregated into a series of product categories which 
have somewhat homogeneous demand and supply structures. The 
twelve products categories are; 
1. wheat 2. feed grains 
3. beef catties and calves 4. dairy products 
5. hogs 6. eggs 
7. poultry meats—turkey, broilers, 8. soybeans 
and farm chickens 
9. cotton 10. tobacco 
11. truck crops 12. miscellaneous 
Annual observations for the period 1929 to 1953 were used 
in the model. Limited information estimation method was applied. 
All equations were specified to be linear in the original vari­
ables. For each of the egg and poultry meats a demand and 
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supply equations were estimated. Limited information was em­
ployed for these equations except poultry meat demand where 
least squares was used. 
Egg production equation was a function of price of feed 
grains, number of birds in National Poultry Improvement Plan, 
January 1 inventory of hens and pullets, and egg price lagged 
one year. Only feed grain price was considered jointly deter­
mined with egg production. The rest of the explanatory vari­
ables are predetermined. 
Egg demand was a function of production of eggs, price of 
milk, per capita disposable income and average hourly marketing 
charge for food products weighted by the retailing, whole­
saling, transporting and processing functions. Price of eggs, 
price of milk, and egg production are jointly determined. 
Poultry meats production equation included price of feed 
grains, January 1 inventory of hens and pullets, index of 
physical units of poultry equipment on farms, and price of 
poultry meats lagged one year. 
The demand for poultry meat--price of poultry meat—was 
function of production of poultry meat, price of hogs, and per 
capita disposable income. All these variables were considered 
as exogenous to the poultry meat demand. 
Hayami's (111) study of the supply functions for poultry 
was based mostly on annual time series data for the period 
1931 to 1958. The variables were expressed in logarithmic 
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form. Least squares procedure was used except for broilers 
supply function. Supply function for commercial broilers was 
estimated'by least squares and limited information maximum 
likelihood. He concluded that limited information results did 
not make appreciable contribution to broiler supply analysis. 
Hayami has developed a modified logistic time trend pre­
diction equations for the technological indicators for the 
three major enterprises of poultry. The technological factors 
are: eggs per layer (R^) for egg production, broiler-feed 
conversion rate (R-]^) for broiler production, and turkey-feed 
conversion rate (R^) for turkey production. The estimated 
equations are (111, p. 48); 
° " 1 + 55. 
° + 1 + 42. 
He used I9OO values as the lower asymptotes and maximum likely 
values estimated by poultry specialists as upper asymptotes. 
Variables used in the single step analysis of egg supply 
were: year average egg-feed price ratio, average year egg-feed 
price ratio lagged one year, weighted egg-feed price ratio, 
weighted egg-feed price ratio lagged one year; chicken-feed 
price ratio, average October to December hog-corn price ratio 
lagged one year, and technological factors for eggs and 
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broilers. A multi-step model was hypothesized for egg supply. 
It rests upon an accounting identity which includes a component 
for residual error. 
Egg production = (average number of layers on farms)x(average 
eggs per layer) 
Average number of layers on farms = number of pullets raised 
+ January 1 inventory of hens and pullets 
- number of layers sold and consumed on farms 
- residual. 
Hayami also analyzed broiler supply from annually and 
monthly data. He includes broiler-feed price ratio, broiler-
feed price ratio, lagged one year, and technological factors for 
eggs and broilers in the broiler supply response. He found a 
significant response to broiler price in monthly analysis in 
contrast to annual data analysis. However, he made no allow­
ance for seasonal variation not arising from price effects. 
Hayami's supply response for turkey production was esti­
mated by least squares. The variation in turkey production was 
postulated to be explained by average October to December 
turkey-feed price ratio lagged one year, year average turkey-
feed price ratio, feed price, technological factors for turkey 
production, and profitability ratio index for eggs and broil­
ers. The turkey current year feed-price ratio is negative, 
contradicting the hypothesis that farmers adjust the turkey 
production within a crop period In response to price. The egg 
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and broilers enterprises were not accepted as competing with 
turkey production. 
Tedford (239) used annual time series data for the period 
1920 to 1941 and from 19^7 to 194-9 in his statistical analysis 
of some of the admissible hypotheses underlying the demand for 
food products. He used two stage-least squares estimation 
procedure. Prices of competing commodities for eggs and chick­
ens meat and income were considered simultaneously determined. 
The egg demand equation is a function of deflated retail price 
of eggs, deflated retail price of cheese, deflated retail 
price of canned fish products, real per capita disposable in­
come, per capita quantity of liquid assets held by consumers 
at the end of period t-1, and lagged consumption of eggs to 
estimate the long run demand elasticities. In his selected 
equation which provides the better explanation for the con­
sumption of eggs only lagged egg consumption coefficient was 
statistically significant at the one percent probability level 
(239, pp. 197-200). Inconsistency exists in the retail cheese 
price estimated coefficient. In the cheese demand equation, 
eggs get out to be complement to cheese. In the egg demand 
equation cheese products turn out to be substitute to egg con­
sumption. Tedford suggested the existence of errors in esti­
mates for the coefficient of egg retail price in the cheese 
demand function. 
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He used per capita civilian consumption of chickens as 
the normalized dependent variable. The explanatory variables 
he employed were: deflated retail price of chickens, deflated 
retail price of eggs, deflated retail price of canned fish, 
per capita disposable income, and per capita quantity of 
liquid assets held by consumers at the end of period t-1. The 
estimated coefficients for retail price of chicken, deflated 
retail price of canned fish and per capita disposable income 
are significant. 
Stanton (230) used quarterly data for the period 1953 to 
1959J in studying demand for pork, beef and broilers. Vari­
ables were expressed in logarthmic form. When retail price of 
broiler was considered as the dependent variable, per capita 
consumption of broilers, per capita consumption of beef, per 
capita consumption of pork, and per capita discretionary income 
(for more discussion of discretionary income see W.E.C.B. 
(191)) were used as the explanatory variables. As the per 
capita consumption was the dependent variable, retail prices 
and discretionary Income were the independent variables. He 
concluded that consumers have a greater demand for broilers 
during the summer months and a limited demand during the 
winter. During the winter months broilers compete more 
directly with turkey and roasting fowl. 
Peterson's (206) unpublished dissertation was in relation 
to a quarterly model of the egg marketing economy. The model 
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consists of a demand equation for eggs, demand function for 
cheese, market margin function, and storage stock equation. 
Three Identities were added to complete the model. Variation 
in the retail price of eggs was explained by retail price of 
cheese, retail price of cereals, retail price of "bacon, con­
sumption of eggs per capita, per capita disposable income, and 
dummy variables to represent the different quarters. The mar­
ket margin function included wage rates in food retailing, 
farm price of eggs, change in farm price of eggs, change in 
farm production of eggs, farm production of eggs, lagged mar­
gin, change in wholesale price of eggs, time, and dummies. 
The change in stocks during the current quarter was determined 
by the lagged stocks, change in wholesale price of eggs, farm 
production of eggs, wholesale price of eggs, time and quarters 
dummies. 
The study covered the period from the first quarter of 
1948 to the last quarter of 1958. Least squares estimation 
procedure was used to estimate the regression coefficients. 
The latest study of poultry supply functions was conducted 
by Van de Metering (284). Annual data for the period 1931 to 
i960 in actual values was used in the analysis, except broiler 
production which was expressed in logarithmic form. Ordinary 
least squares was the estimation procedure applied to the 
analyses. Egg production variation was explained by price 
received by farmers per dozen of eggs, farm price of farm 
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chickens, time and both hog-corn price ratio and beef-corn 
price ratio lagged one year. 
The log^Q of the total annual production of broilers was 
a function of broiler-feed price ratio, time and feed-price 
ratios for broilers and eggs lagged one year. Factors affect­
ing the supply of farm chickens were weighted average of annual 
number of layers on hand, total number of other chickens on 
farms October 1, price received by farmers for farm chickens 
and farm chickens price lagged one year. 
The supply of turkey equation included feed conversion 
per 100 pounds liveweight turkey, time and one year lagged 
feed-price ratios of turkey, eggs and broilers and previous 
year production of turkey. 
Despite the highly seasonal production and consumption 
pattern of turkey, few statistical studies designed to measure 
turkey demand and the factors influencing turkey prices have 
used annual time series as in Fox (73)j and Brandow (24). 
This approach implies that the impact of factors influencing 
changes in the demand for turkey from one year to the next, 
such as population growth, per capita disposable income, and 
competition from other foods, is distributed throughout each 
year in roughly the same way. 
Because of the large proportion of the crop marketed 
during September to December usually average price in this 
period is close to the annual average. Thus, price forecasts 
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from analyses using annual data would be expected to be better 
indicators of prices in the main marketing season than in the 
January to August period. 
Bluestone and Eojko (19) gave statistical formulas for 
predicting turkey prices in and out of the main marketing 
period and for the year as a whole. 
They found that demand for turkey at the farm level is 
elastic during January to August but inelastic in September to 
December. The study showed that during the last decade, 1955-
1964, the elasticity of demand in January to August approached 
-•-2.0 while during the main marketing period it averaged about 
- 0.5. For the year as a whole price elasticity of demand 
averaged around - 0.7. These seasonal differences confirm 
that outside the holiday period turkey has to compete much 
more directly with chicken and other high protein foods. 
Because of these differences in demand, prices in the main 
marketing period were considerably more responsive to changes 
in supplies than prices outside the main marketing period, in 
September to December, turkey prices were found to be measur­
ably Influenced by only two factors—per capita turkey supplies 
and change from a year earlier in per capita poultry consump­
tion in January to August. Year-to-year changes in per capita 
poultry supplies (including chicken) prior to the main market­
ing season were significant factors in affecting the September 
to December price while the absolute level of per capita 
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chicken supplies during the heavy marketing period was not. 
This suggests that heavy per capita use of poultry in January 
to August relative to a year earlier tends to weaken demand 
for turkey in the holiday season. 
In January to August, the per capita supply of chicken 
was the only variable, besides per capita supplies of turkey, 
to measurably affect deflated turkey prices. During this 
period a 10 percent increase in the per capita supplies of 
turkey resulted in about a 5 percent drop in the deflated 
price of farm turkey. A 10 percent increase in chicken sup­
plies depressed turkey prices by about the same amount. 
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STATISTICAL CONSIDERATIONS 
Econometric Model 
The term model Is not easy to define "because It may con­
note different things to different people. In the simplest 
dictionary definition a model is . . that which exactly 
resembles something; a copy, or a miniature representation of 
a thing; sometimes, a facsimile . . . (192, p. 1576). 
Models of some kind are essential to creative thought and 
models of different kinds, satisfying different purposes, may 
be helpful at different stages of a problem solving process. 
Mathematical models may be helpful in stating interrelations, 
working out implications, and, in general, using the power of 
logic in certain parts of the creative process. 
It is preferred to eliminate irrelevant matters from the 
model, this is the first stage of abstraction. The need to 
simplify, narrow in scope and isolate the problem is present, 
not because other matters are irrelevant, but in order to se­
cure a small problem to solve. The real problem is converted 
to a problem in a model. The assumptions of ceteris paribus, 
so characteristic of economic theory of all types, are the 
mark of a decision to exclude certain phenomena and issues from 
study. They are excluded not because they are of no interest 
but in order to concentrate attention on strategic variables 
that are subject to control or simply in order to reduce a 
problem to manageable size. 
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Models may be classified in a number of different ways. 
One difference among models is what may be called their 
"formality." Models cover a wide spectrum, from informal ver­
bal analogies, to formal scientific models, possibly using 
mathematical terms. 
Another classification rests on the method by which the 
model reproduces the real world; 
1. Iconic models; which looks like the real object they pro­
duce. A good example for this type of model is a globe or 
photograph. 
2. Analogue models: such as a graph of quantitative rela­
tionships, or as a thermometer. They may include a de­
scription of important relationships, helps the analysis 
of changes in particular variables, or assist the problem 
solver to approach his problem from a new direction. 
3. Symbolic models; where relationships of reality are ex­
pressed in mathematical or logical symbols. They make 
possible the concise statement of the aspects of reality 
selected for study and are particularly suited to tracing 
the effects of changes in selected variables and to the 
analysis of interrelationships among them. 
Symbolic models of any sector of the economy, generally 
contain little description, are highly abstract, are confined 
to variables that are quantifiable--and are usually designed 
to provide explanations by the display and.analysis of 
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functional relationships. However, it should be noticed, that 
all models are abstract to some degree. 
The symbolic models can be classified into categories by; 
1. unit of observation as, market, firm. 
2. source of data, experiment, survey, or secondary material. 
3. period involved, cross-section, or time series. 
4. the nature of the model itself, positive or normative, 
stochastic or not. A positive model is dealing with 
matters of fact. By contrast a normative model would be 
"ideal" in the sense that the model was based upon the 
achievement of a norm or the acceptance of a particular 
standard. Koopmans (150, pp. 13^-135) gave a good dis­
cussion of positive and normative analysis. 
The word econometric is defined as the application of 
mathematical economic theory and quantitative statistical 
methods to economic problems. It is a specific method within 
the general field of economic. It requires the service of at 
least three sciences, economics, statistics, and mathematics. 
An excellent definition of econometrics is quoted from Frisoh 
(81, p. 2): 
'J . .But there are several aspects of the quantitative 
approach to economics, and no single one of these 
aspects, taken by itself, should be confounded with 
econometrics. Thus, econometrics is by no means the 
same as economic statistics. Nor is it identical 
with what we call general economic theory, although a 
considerable portion of this theory has a definitely 
quantitative character. Nor should econometrics be 
taken as synonymous with the application of mathemat­
ics to economics. Experience has shown that each of 
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these three viewpoints, that of statistics, economic 
theory, and mathematics, is a necessary, but not by 
itself a sufficient, condition for a real understand­
ing of the quantitative relations in modern economic 
life. It is the unification of all three that is 
powerful. And it is this unification that consti­
tutes econometrics.^ 
The econometric model may serve as; 
1. analytical devices to serve as foci for intensive empirical 
investigation. First, models indicate the direction to be 
followed and assist the researcher in retaining perspec­
tive as he enters a new field of investigation. In the 
second place, models help and guide in gathering data 
relevant to the solution of the problem. Thirdly, models 
may be useful as hypothetical standards against which 
actual findings can be compared for evaluation purposes. 
Porthly, a proper model can be used as a control or 
mechanism for determining results which would obtain under 
different conditions than those which actually prevail. 
2. essentially complete but simplified mechanisms for pre­
determining economic results--thls requires testing the 
Validity of the model against the real sector behavior. 
3. guides to policy determination. 
4. abstract plans which can be used as bases for the building 
or modifying of an economic system or segment. 
^Por a comprehensive definition of econometrics see 
Tlntner, G. (256). 
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5. vehicles for communicating abstract principles or ideas 
to others. 
In terms of these varied criteria, it is interesting to 
classify the model used in this study. The model is highly 
formal, presented in symbolic form. The model is concerned 
far more with explanation than with description. It is logical 
in character and primarily serve the purpose of logical 
analysis. 
The hypothesized econometric model is in matrix notation 
as follows; 
B y^ + A x^ = u^ (4.1) 
where B is an M x M matrix of coefficients of current endoge­
nous Variables. 
A is a M X K matrix of coefficients of predetermined 
Variables y^, x^, u^ are column vectors of M, K, and M ele­
ments, respectively 
^t = 
and t = 1,2,...T there are T observations in the sample. 
The equations are assumed to be linear; difficulty is 
faced in estimation methods for non-linear models. However, 
some estimation methods have recently developed by Hartley and 
yit 
y2t 
%t 
2^t 
K^t 
i^t 
2^t 
^Mt 
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Booker (110) and Brown (31). Fisher (6l) considered the 
identification criteria for non-linear systems. 
The endogenous variables are those variables whose values 
are determined by the simultaneous interaction of the rela­
tions in the model. The predetermined variables include lagged 
endogenous variables and exogenous variables. Exogenous vari­
ables are determined outside the economic system; they influ­
ence the economic activity but are not capable of being affect­
ed by the economic system, they are independent of the func­
tioning of the economic system. The predetermined variables 
are assumed to be fixed without errors, errors in variables 
will be discussed later. 
The disturbance term is not an observable variable. The 
rationalization of inserting the u term in the equations are: 
1. Many factors affect the decision unit, many of these 
factors are not quantifiable, and even if they are, it is 
not usually possible in practice to obtain data on them 
all. Even if data is available for all these variables, 
the estimation procedure will be difficult. Moreover, 
many variables may have very slight effects, so that even 
with substantial quantities of data, the statistical esti­
mation of their influence will be difficult and uncertain. 
So the most important variables are included and the net 
effect of the excluded variables is represented by u. 
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2. all behavior and technological relations are subject to 
unpredictable elements of randomness which can be adequate­
ly characterized only by the Inclusion of a random variable 
term, 
3. to take care of the errors of observation or measurement. 
It is assumed that: a) u is a random variable, b) E u^ 
= 0, c) E u^ u^ = Z, the variance oovariance nonsingular matrix 
of disturbances, whose elements are finite and constant, d) u 
is normal, that u^^, u^^,..., Ujyj^ are jointly normally dis­
tributed, e) u is not autocorrelated and f) u is not corre­
lated with X. 
To bring out the explicit dependence of the dependent 
Variables on the predetermined variables and the disturbances, 
the structural form is solved to the reduced form. If the 
determinantjsj^ 0, the reduced form may be obtained by solving 
y^ from 4.1. 
y^ = - (B"^ a) x^ + u^ 
y^ = S x^ + (4.2) 
(Mxl) (MxK) (Kxl) (Mxl) 
The reduced form is very convenient for prediction. 
Identification 
Given the statistical model, the identification properties 
of the structural equations must then be considered prior to 
estimation. An equation in a system of linear equations is 
said to be identified if it is not possible to derive another 
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linear relation, involving exactly the same variables as the 
equation.in question, from linear combinations of some or all 
the equations of the system. Koopmans (14?), and Koopmans, 
Rubin and Leipnik (152) have established the necessary and 
sufficient conditions for the parameters to be identifiable. 
Johnston (128) presents a discussion of identification pages 
240-252. In a system of M endogenous variables and K prede-
+ ++ * ** termined variables, M - M = M endogenous and K - K = K 
predetermined variables do not appear in the equation. The 
** + 
order condition for identiflability states that K > M - 1 
which is the necessary condition for identification, and the 
sufficient condition is that the rank of the matrix formed 
from values of the coefficients of endogenous as well as of 
predetermined variables that appear in all the equations of the 
system except the equation in consideration is M - 1. 
Utilizing Koopmans derivation, the necessary condition 
(but not sufficient) for a single equation to be just identi­
fied is; 
K** = - 1 
In other words the number of predetermined variables not 
appearing in the equation (appearing with zero coefficients) 
must equal one less than the number of endogenous variables 
appearing in the equation with non-zero coefficients. 
For overidentified equation; 
E** > - 1 
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The underidentified case exists when: 
E**. < m"*" - 1 
No method exists for estimating the parameters in that 
equation, which is underidentified. 
Estimation Methods 
Desirable properties of an estimator are given by 
Koopmans and Hood (I5l,pp. 128-131), and Mood and Graybill 
(184, pp. 167-178) as; 
1. unbiased 
2. consistent (simple consistency and squared-error 
consistency) 
3. asymptotic efficient and BAN (best asymptotically normal) 
4. minimum variance unbiased 
5. sufficient. 
There are several methods available which will result in 
estimators with some of the various properties previously 
mentioned. Some of these methods are: 1) method of maximum 
likelihood; 2) method of moments; 3) method of Bayes; and 
4) method of least squares; Mood and Graybill (184, pp. 178-I92). 
The maximum likelihood and least squares estimation methods 
will be used in estimating the structural parameters of the 
model. Estimators used in econometric: studies can be classi­
fied into three classes. 
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Ordinary least squares (OLS) 
Ordinary least squares and Its generalizations are dis­
cussed In most econometric text books. The least squares 
estimates are based on the minimization of the variance of the 
A 
difference y - B x with respect to the column vector B, sub­
ject to the restriction that the, variance of y equals c. 
Maximum likelihood estimates of the coefficients in a single-
equation model are least squares estimates if the errors are 
normally independently distributed (NID). OLS estimates 
possess the desired properties of unbiasedness, consistency, 
sufficiency and efficiency if the assumptions on the u (dis­
turbance term) are satisfied, as well as on the exogenous 
variables. 
Indirect least squares (ILS) can be used for just iden­
tified equations. The procedure is to get the parameters of 
the reduced form by applying OLS to each reduced form relation 
separately. The structural parameters can be derived from the 
estimated reduced-form parameters. The least squares esti­
mators of the reduced form parameters are maximum likelihood 
estimators if the structural disturbances are normally distri­
buted. The normality does hold under transformation to the 
reduced form. 
The use of ILS is restricted for just identified equa­
tions. But most econometric systems are over-identified that 
is, the number of restrictions Incorporated into the system 
68 
through the use of a priori knowledge about the operation of 
the economy usually exceeds the minimum number necessary for 
identification. The ILS method cannot be used in this case. 
If OLS is used to estimate the structural coefficients in 
an equation that contains current values of two or more endoge­
nous variables, the estimates are statistically biased. The 
mathematical nature of the bias has been shown by a number of 
authors, Bronfenbrenner (27), Bennion (15) j Meyer and Miller 
(l8l). This requires the use of simultaneous estimation 
methods. The ILS can be used if the structural equation is 
exactly identified. 
Simultaneous estimation methods 
The simultaneous equation approach draws attention, among 
other things, to the inconsistency and bias inherent in the 
single equation least squares method of estimating the param­
eters of a functional relationship containing two (or more) 
endogenous variables. The simultaneous equation method of 
estimating parameters is superior, superior in the sense that 
it leads to estimates for the parameters of these functional 
relationships which are consistent with the estimates for the 
parameters of other relationships embraced by the entire sys­
tem of equations encompassed by the model. Some simultaneous 
estimation methods use a priori restrictions on one equation at 
a time, these are limited information single equation (LISE) 
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or least -variance ratio (LVE), two stage least squares (TSLS), 
and Theil's k class estimators. 
Limited information single equation This method of 
estimation was developed by Anderson and Rubin (7). The LISE 
method Involves fragmentation of the theoretically complete 
model. Each structural equation is estimated separately. It 
is limited in the information about the system it uses, and is 
not as efficient as the full information procedure. The limi­
tation arises from the fact that each equation, while con­
sidered as a member of the system, is estimated without con­
sidering the extra restrictions on the other equations avail­
able in the system. Koopmans and Hood (151, pp. 162-197), 
Johnston (128, pp. 25^-258), showed that limited information and 
least-variance ratio give identical results. 
Two stage least squares The TSLS is a single equation 
approach, see Theil (243) and Basmann (10), Johnston (128, pp. 
258-260) which can be applied to estimate the parameters in a 
single equation of a model. In simple though approximate 
terms, the TSLS method of estimating a structural equation 
consists of two steps. Least squares is applied in the first 
stage to estimate each dependent variable by all predetermined 
variables. After one particular endogenous variable is chosen 
in each equation in the second stage, least squares is applied 
to explain that endogenous variable by the previously 
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estimated values of the other endogenous variables and pre­
determined Variables in that equation. 
k-class estimators The k-class estimators have been 
developed by Theil (2^3, ch. 6). The family of the k-class 
estimators is defined as 
(Y - kV)' y Y'Y - kV'V Y'X* b 
x;Y % a k 
(4.3)  
The three estimation methods discussed are members of the k-
class family. OLS corresponds to k=0, while k=l in the T.SLS. 
The limited information single equation corresponds to k=t, 
where t is the smallest root obtained from: 
tw = 0 (4.4) 
where W* is the matrix of residual sum of squares when y is 
regressed on X*, and W is the matrix of residual sum of 
squares when y is regressed on all the predetermined variables 
X. The bias and moment matrix of the k-class estimators in 
simultaneous equations are considered by Nagar (187). 
Full information methods Zellner and Theil (306) 
criticized the simultaneous single equation methods, LISE, 
TSLS, and k-class, that they fall to account for the simul­
taneity of the structural equations. They do not adequately 
take into account the Interdependence (or the simultaneity) of 
the u^ in different equations. Zellner and Theil introduced 
the three stage least squares (3SLS), where the system is con­
sidered simultaneously and solves for all the parameters at 
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once. This estimation technique makes use of the two stage 
estimated moment matrix of the structural disturbances td 
estimate all coefficients of the entire system simultaneously. 
It has full-information characteristics to the extent that the 
estimation of the coefficients of any identifiable equation 
gains in efficiency as soon as there are other equations that 
are over-identified. This method furthermore, can consider 
the restrictions on the parameters in different structural 
equations. The required assumption for 3SLS are: 
1. a complete system of M linear stochastic structural equa­
tions in M jointly dependent variables, and k predeter­
mined variables. 
2. the reduced form exists. 
3. the expected value of the disturbance of the structural 
equations is zero, disturbances are serially independent, 
and are homoscedatic. 
Among the full information methods is the full informa­
tion maximum likelihood (FIML). Computational procedures for 
full information in the nonrecursive case are explained by 
Chernoff and Divinsky (3^)« 
Recent contributions to 3SLS and the properties of the 
estimates resulting from it are as follows; Madansky (176) 
states the relationship between 3SLS and the method of instru­
mental variables. Rothenberg and Leenders (2l6) compare the 
asymptotic efficiency of 3SLS with that of PIML and the method 
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of instrumental variables. Sargan (224) showed that if the 
model is fully identified and stable and the error variance 
matrix unrestricted, 3SLS estimates differ asymptotically from 
full maximum likelihood estimates by l/T, where T is the 
number of time periods. When the full maximum likelihood es­
timates are best asymptotic normal (BAN) so are the 3SLS 
estimates. Konljn (l46) discussed the identification and 
estimation of equations in a model with errors in the variables. 
Two kinds of comparison can be employed to test the rela­
tive merits of different estimation methods for small sample 
size. The first kind Is given by econometric models studies 
of real world data In which two or more estimation methods 
have been used for the same structural equation or equations. 
The second kind, usually employed when mathematical attacks 
have not succeeded, is Monte Carlo experiments. 
Christ (40) stated that the comparison between the esti­
mated coefficients by the OLS and LISE cannot be conclusive, 
because of the absence of knowledge of the true values of the 
parameters. The subjective impression in many cases that OLS 
and LISE estimates do not differ from each other. But in 
cases where they differ, particularly when they have opposite 
signs and magnitudes, it is the LI that are unreasonable, and 
the OLS estimates are reasonable, in light of economic theory 
and other empirical evidence. Christ reasoned this situation 
by the tendency for a certain matrix, whose inverse plays an 
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important role in the LI method, to be almost singular in some 
cases, thus giving a fairly high probability that LI estimates 
in those cases will have the wrong sign or have large esti­
mated standard errors. 
For small sample properties, many Monte Carlo studies were 
conducted, as Wagner (286), Brown (29), and Nagar (18?, 188). 
According to the results of Monte Carlo experiments conducted 
by Basmann (11), TSLS is the best of the single equation esti­
mating techniques available to deal with the problem of joint 
dependence. The estimates are unbiased for large samples and 
are more efficient than those rendered by the alternative LI 
method. 
For large sample properties of the estimators for simul­
taneous equations, full information maximum likelihood esti­
mates are known to be asymtotically efficient. OLS estimates 
are In general biased, even asymptotically, but have the 
minimum variance among the estimators methods. The TSLS, LI, 
and FX estimates are consistent. These are asymptotic prop­
erties, which appear only in the limit as the sample size 
becomes Infinite. 
Obstacles to Estimation 
Four major problems will be discussed which are usually 
faced in econometric models estimation. These are 1) multl-
colllnearity, 2) errors in Variables, 3) autocorrelation of 
disturbances, and 4) specification errors. 
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Mul11c oilinear1ty 
This term was originated by Prisch (82). This problem 
arises when some or all of the explanatory variables in a 
relation are so highly correlated one with another that it 
becomes very difficult, if not impossible, to separate their 
separate influences and obtain a reasonably precise estimate 
of their relative effects. Multicollinearity presents serious 
problem in the least squares method of estimation, if the 
explanatory variables are perfectly or almost perfectly corre­
lated. In the first case, that of perfect multicollinearity, 
the least squares estimators does not exist, since the matrix 
X'X is singular. In the second case the estimator does 
exist, though its components have large variances. All this 
means that the regression coefficients tend to be rather 
uncertain and that therefore the estimates of the structural 
parameters must be Interpreted with caution. 
Theil (2^3) showed that the problem of multicollinearity 
is aggravated in the method of TSLS, because of the substrac-
tion of the matrix V'V. Klien and Nakamura (143) showed the 
sensitivity of full information maximum likelihood and limited 
information maximum likelihood to multicollinearity. 
Wold (297) considered the question of trend removal as a 
remedy of the multicollinearity and suggested that it should 
be regarded as a last resort. While Yule (304) advocated 
trend removal as trends were responsible for so called 
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"spurious correlation" in time series data. Fox and Cooney 
(76) investigated empirically the effects of intercorrelation 
on the regression coefficients. Multicollinearity can "be 
solved by one of two methods; 
1. taking first differences of the original variables, 
2. mixed estimation, where a priori coefficients can be 
imposed for some of the highly intercorrelated variables. 
Both of these methods have been used by many investigators 
including Stone (232). 
Errors in variables 
The existence of errors in the variables would yield 
biased estimates of the parameters. The bias will not dis­
appear as the sample size becomes infinitely large, so the es­
timates are inconsistent. A two-variable model will illus­
trate the effects of errors in variables. If y and x are each 
subject to error and the magnitude of the error is given by 
d and e respectively, the regression coefficient b will equal 
to : 
b  =  S ( y  +  +  e )  ( 4 . 3 )  
S(x + e)^ 
If d and e are random and independent and if the sample is 
large, any summation term that involves one or both of them as 
a cross product, equals approximately zero. Summation terms 
that involve their squares, however, do not equal zero so; 
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Errors in variables result in biased estimate of the coeffi­
cient because the denominator is large. There are three 
alternative approaches to this problem: 
1. The classical approach where strong assumptions are made 
about the probability distributions of the errors term. 
2. Grouping of observation developed by Wald (287) and 
Bartlett (8). It is easy to compute, with making less 
stringent assumptions about the error terms, but the dis­
advantage is loss of efficiency. A remedial step for this 
loss of efficiency was suggested by Theil and Ijzeren 
(250). Hooper and Theil (120) extended this method to be 
applicable to models with more than two variables. 
3. The use of instrumental variables which was suggested by 
Reirsl (211). 
For more discussion on errors in variables see in addition 
to previously cited literature, Johnston (128, pp. 148-176), 
Klein (l40, pp. 282-305)j and for comparison between the 
effects of shocks and errors on estimation see Ladd (I6I). 
Autocorrelation of disturbances 
The serial independence of the disturbance terms was 
previously assumed. If the disturbances are autocorrelated, 
this means the nonindependence of the values u^ and u^_y. 
Cochrane and Orcutt (42) stated three reasons for expect­
ing autocorrelation in the errors: 1) the choice of incorrect 
specification of functional form of the relationship between 
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the Variables, 2) errors arising from the omission of economic 
and non-economic variables will tend to be autocorrelated, as 
the omitted variables are generally autocorrelated, 3) errors 
of measurement present in the data. 
Serial correlation in the disturbance term results in the 
following consequences for least squares method; 1) the esti­
mates will be unbiased, but the sampling variances of these 
estimates may be large compared with those obtained by a 
slightly different method of estimation;; 2) if least squares 
formulas are applied, the sampling variances of the regression 
coefficients likely to be serious underestimates of these 
Variances. The variance formulas are no longer valid, nor are 
the precise forms of t and P tests derived for the model; 3) 
predictions will be inefficient with large sampling variances. 
It is a fact that the presence of serial correlation 
among the disturbances to a time series equation decreases the 
reliability of the estimates of its parameters. Hence it is 
important to test for the presence of serial correlation. 
Three tests are available for autocorrelation; 
Durbin-Watson One of the limitations of the Durbin-
Watson (5^) statistics is that the test is inconclusive if the 
computed d lies between d^, dy The use of distributed lag 
model is likely to lead to a reduction in the serial correla­
tion of the residuals and hence increased Durbln-Watson 
statistics. Fuller and Martin stated (84, p. 81); 
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If errors are autocorrelated, estimation of the 
distributed lag model by least squares produces 
biased estimates. . . .Second, the Durbin-Watson 
statistics computed from the residuals of such a 
regression is of very low power (often fails to 
reject the false hypothesis of non-autocorrelated 
errors). This statistics definitely should not be 
used as a criterion for concluding that the distri­
buted lag model is superior to the straightforward 
regression ... .In effect, the coefficient of the 
lagged endogenous variable picks up part of the 
autocorrelation in the residuals, at once biasing 
the estimated coefficients and invalidating the 
use of the Durbin-¥atson statistic. 
Therefore, Durbin-Watson statistic is not a good evidence for 
testing the existence of serial correlation in the residuals 
in distributed lag models. 
The Theil and Nagar test The Theil and Nagar test 
(249) was developed to get out of the inconclusive range of 
Durbin-Watson statistic. 
Von Neumann's ratio The Von Neumann's ratio is 
p p 
defined as h /S where : 
N-1 
^2 ^  A 
N - 1 
N 
„2 t=l - X)' 
® N 
The method for testing the independence of successive observa­
tions in a given series is the ratio of mean square successive 
difference to the variance. Hart and Von Neumann (108) gives 
a table of significance levels for this ratio. 
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If the residuals are autocorrelated, the classical for­
mulas for the standard errors of regression coefficients are 
no longer valid. Wold (301) has derived a correction formula 
for the case in which the residuals are autocorrelated, sub­
ject to the restriction that all explanatory variables are 
exogenous. Lyttkens (175) generalized Wold's correction 
factor to the case in which correlation occurs between the 
regressor and lagged values of the residuals. This means of 
lagged values occurs in the regression equation of 
Sargan (223,  224) considered the estimation of economic 
relations with autoregressive residuals by a maximum likeli­
hood method and by the use of instrumental variables. 
Specification errors 
Specification errors arise in various ways in econometric 
model building. Their major consequences are specification 
bias, unsatisfactory fit, and maybe identification problems. 
For specification bias, Theil (243, p. 327) showed that 
in a single equation model all components of the vector of 
partial regression coefficients may be affected by Incorrect 
specification. He derives this result from two models' which 
are equivalent except for one correct variable which are re­
placed by an incorrect one. This specification bias results 
whenever some or all correct explanatory variables in the 
Incorrectly specified model are correlated with the incorrect­
ly specified Variable. Grlliches (95) gave the specification 
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bias in estimates from incorrect variables and the omission of 
relevant variables. Bartlett (8), Nair and Shrivastava (190) 
and ¥ald (287) considered the case where Variables are sub­
ject to errors. 
For unsatisfactory fit, using a linear model when it 
should actually be logarithmic or quadratic, missepecification 
may still result in unbiased parameters estimates, but it may 
lead to relatively poor interval predictions because the stan­
dard errors will be relatively large. 
The problem may also rise from the aggregation of linear 
microrelation to linear macrorelation; Theil (2^5j 24?). A 
more frequent situation may be one in which the assumed 
properties of random errors are not satisfied in a model; 
Watson (289) and Watson and Hannan (290). The assumption of 
normality of the disturbance terms may not be satisfied, 
resulting in specification errors,. Cochran (43), and Daniels 
(48).  
Specification errors may arise in the selection of method 
of estimation. Wold states (295j 300) that the real world is 
not truly simultaneous at all but that causation is unilateral 
and that true systems are always recursive. While Liu (173) 
argues that the real world is more simultaneous and that no 
economic model can ever fully express such simultaneity, the 
real world is truly underidentified. There is no rule as to 
which model should be used. The appropriate specification can 
81 
vary from situation to situation depending on the particular 
case. 
There is interdependence of specification and estimation 
techniques. If the investigator is able to specify a model 
with considerable accuracy, there may exist no technique 
available for estimating this problem. Thus the investigator 
has to adjust to the limitation of statistical tools avail­
able. In addition, the true hypothesis is not known in 
advance. A value judgement is Imposed as true and used to 
test other models. 
Fisher (65) investigated the relative sensitivity to 
specification errors of different k-class estimators. One of 
his results Is that the limited information maximum likelihood 
estimator is more sensitive than thaîb of least squares to spe­
cification errors which take the form of wrongly omitting 
variables from the model, or of wrong a priori restrictions. 
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ECONOMIC CONSIDERATIONS AND MODELS USED 
In constructing economic models for use in empirical 
studies, it is generally assumed that groups of individuals 
such as producers and consumers "behave according to some fun­
damental pattern and that this behaviour is reflected in the 
structural equations. The specification of demand and supply 
functions or structural equations are generally based on the 
static theory. The static theory of demand and supply is dis­
cussed rather extensively in the literature, see for example 
Henderson and Quant (ll4), Samuelson (221), Wold (297), Heady 
et al. (112) and Allen (2). 
The consumer is subject to many Influences which trace a 
complex course through his psyche and lead eventually to overt 
purchasing responses. The human mind has deep power of under­
standing, but remains little understood. Kotler (153) stated 
five different models for analyzing buyers; 
1. The Marshallian model, which stressed economic motivations. 
This study is mainly concerned with such model. 
2. The Pavlovian model, which depends on learning. It is 
based on four central concepts, those of drive, cue, 
response, and reinforcement. It is largely habitual, 
certain configurations of cues will set off the same be­
haviour because of rewarded learning in the past. 
3. The Freudian model, depends on psycho-analytic, and moti­
vations factors. Human's choices are influenced strongly 
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by motives and fantasies which take place within his 
private world. 
4. The Veblenian model, social-psychological factors. The 
human acts in a way which is shaped largely by past and 
present social groups. 
5. The Hobbesian model, depends on organizational factors. 
The Hobbesian man seeks to reconcile individual gain with 
organizational gain. 
Supply functions can be derived, by Imposing prices and 
costs, and a behavioural relation (about producer's objec­
tives), from production function. A production function can be 
estimated from data obtained from experimental or survey 
methods. 
Supply function can also be estimated directly by using 
time series if output and price are known for each .production 
period. The use of regression models for estimating supply 
has been subject to several minor refinements over time, as 
use of lagged deflated price. Some people have proposed that 
supply was determined by external factors such as weather, 
rather than producers response to price. Many studies used 
distributed lag models; this type of model is aimed at the 
dynamic problems of supply. 
Linear programming was used In deriving supply curves in 
regional and national bases. Supply functions derived by this 
method are normative supply functions. 
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Distinctions are made between four types of economic 
relations: namely behavioral, technical, institutional, and 
definitional. The behavioral relations, such as supply and 
demand equations, serve to describe the behavior of indivi­
duals or groups of individuals. The relationships imposed by 
technical and physical conditions are reflected in the tech­
nical relations, production function is an example. The 
institutional relations indicate the relationships holding 
among variables that are due to the social and institutional 
relations. The definitional relations describe the interrela­
tionships among variables that follow simply from their 
definition. 
In order to make the problem manageable, aggregation over 
individuals, firms, and commodities are performed. The high 
level of aggregation is considered as one limitation of the 
model. Many aspects of the aggregation problem and questions 
of the relation between micro and macro relationships and 
theories are yet unsolved, see Klein (l4o), and Theil (245). 
However, Grunfeld and Griliches (97) showed that aggregation 
is not necessarily bad, it may result in good fit and reliabil­
ity of prediction. It is assumed that the economic units be­
have according to some fundamental pattern which can be 
written in equation form. 
Variables used in the Yearly Model are divided into 
endogenous variables denoted by y^, and predetermined 
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Variables presented by Endogenous variables are: 
Per capita domestic disappearance of eggs, number of eggs 
per year. 
Yp Retail price per dozen of eggs, deflated by consumer 
price index (CPI) 1957-1959 = 100. 
yo Farm supply of eggs, in 100 million eggs. 
y^ Egg-feed price ratio, pounds of feed equal in value to a 
dozen eggs. 
y^ Number of eggs hatched, million eggs. 
y^ Price received by farmers per dozen of eggs deflated by 
price received by farmers index 1957-1959 = lOOfPEPI), 
cents. 
yy Egg market margin per dozen of eggs deflated by CPI, 
cents. 
yg Storage accumulation of eggs, million cases. 
yg Farm production of eggs in storage accumulation period, 
million cases. 
y^Q Price received by farmers per dozen of eggs in storage 
accumulation period deflated by PEPI, cents. 
^11 Undeflated price received by farmers per dozen of eggs, 
cents. 
y-, p Price received by farmers per dozen of eggs deflated by 
CPI. 
y^^ Per capita consumption of all chickens, pounds. 
7-1Retail price per pound of all chickens, ready-to-cook 
basis, deflated by CPI, cents. 
y^^ Production of farm chickens, liveweight million pounds. 
^l6 Farm chicken-feed price ratio, number of pounds of feed 
equal in value to one pound of farm chicken. 
^17 Production of commercial broiler as percentage of previous 
year production. 
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y-]_g All chicken market margin per pound deflated by CPI, 
cents. 
y-l q Price received by farmers per pound of all chickens de­
flated by PEFI, cents. 
ygQ All chicken storage accumulation, million pounds. 
721 received by farmers per pound of all chickens in 
June-December deflated by PEFI, cents. 
J22 Production of all chickens, million pounds. 
ypo Price received by farmers per pound of farm-chickens 
deflated by PEFI, cents. 
y2/, Price received by farmers per pound of commercial 
broilers deflated by PEFI, cents. 
J2^ Production of commercial broiler, million pounds. 
ypg Price received by farmers per pound of all chickens 
deflated by CPI, cents. 
ypn Price received by farmers per pound of farm chickens 
undeflated, cents. 
ypo Undeflated farm price per pound of all chickens, weighted 
average of farm chickens and commercial broiler prices 
received by farmers, the weights are production, cents. 
ypg Profitability ratio in commercial broiler, in the same 
^ year, equal to the indsx of price received by farmers per 
liveweight pound of broiler in time t (1957-1959 = 100) 
divided by cost index per pound liveweight broiler in 
time t. 
y^Q Per capita consumption of turkey, pounds. 
yo-. Price received by farmers per pound of liveweight turkey 
deflated by CPI, cents. 
y^p Farm production of turkey, million pounds. 
y^^ Turkey storage accumulation, million pounds. 
Predetermined variables are: 
Per capita disposable income deflated by CPI, adjusted 
for trend, dollars. 
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Xg Retail price per half pound of cheese deflated by CPI, 
cents. 
x^ Consumer price Index of meats, 1957-1959 = 100. 
Xh Retail price per 12 ounces corn flakes deflated by CPI, 
adjusted for trend, cents. 
Xj Trend presented by time, 1935 = 1,....,1964 = 23. 
X/ Egg-feed price ratio lagged one year. 
Xrp Hog-corn price ratio In October to December lagged one 
year, number of bushels of corn per 100 pound of llve-
welght hogs. 
Xg Number of hens and pullets on farms January 1, millions. 
Xn Production per layer per year. 
x^Q Number of chickens raised In previous year, millions. 
x-|-, Dummy variable, 1935 = 0 1940 = 0 and 1948 = 1,...., 
1964 = 1. 
x-| p Hourly earnings index in food and kindred products, 
deflated per CPI, adjusted for trend, 1957-1959 = 100. 
Egg market margin per dozen of . eggs deflated by CPI, 
lagged one year, cents. 
x-]_2f Price paid by farmers per 100 pounds poultry ration, cents. 
x^^ Price received by farmers index, PRFI, 1957-1959 = 100. 
x^g Consumer price index (CPI) 1957-1959 = 100. 
x^rp Egg difference = egg production - egg consumption - egg 
hatched. 
Xng Egg profitability ratio equals to index of price received 
by farmer per layer production in a year (1957-1959^=100) 
divided by cost per layer per year (1957-1959 = 100), in 
the previous year. 
X19 lagged one year. 
X20 ^3 lagged one year. 
88 
^21 Number of chickens on farms January 1 except commercial 
broilers, millions. 
X22 All chickens exports, million pounds. 
X23 J20 lagged one year. 
Xgip J2^ lagged one year. 
^25 ^24 squared. 
Xgg All chickens difference = production of all chickens -
consumption. 
Xp„ Turkey-feed price ratio September-December lagged one 
' year. 
Xgg y^2 lagged one year. 
X2n Turkey difference = production - consumption. 
Other variables are obviously involved but taken indivi­
dually, they are probably of minor significance. The selec­
tion of the major variables depends on previous knowledge of 
the poultry industry under consideration, and economic theory. 
Pox (73 J p. 25) has the following to say concerning the selec­
tion of Variables: 
Within each equation the investigator must 
determine which variables are to be included and 
the form of relationships between them. The 
selection of variables is based largely upon eco­
nomic theories concerning the behavior of indivi­
dual consumer and firms. . . . 
Neither theory nor experience will lead con­
clusively to an exact list of variables for each 
equation. Different investigators may agree on 
the two or three leading variables in each equa­
tion and disagree on the inclusion of others. . . . 
Obviously, consumption of any commodity will increase as 
a result of population growth. Some adjustment is required to 
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make the population variable more meaningful. One way is to 
include population as a variable in the analysis, or to elim­
inate the intercorrelation caused by the growth of population 
by expressing the series on consumption and income in per 
Capita terms. 
In order to eliminate the Influence of changes in the 
general price level, retail prices, market margins and income 
were deflated by consumer price index. Prices received by 
farmers were deflated by price received by farmers .index. By 
this means, series were obtained in constant dollars. 
The model will be presented in three subsectors, the 
first subsector will deal with the egg enterprise relations, 
the second for farm-chickens and commercial broilers, and the 
third for turkey. The unknown parameters to be estimated are 
denoted by and a^^ and u^^j. will designate the random 
disturbances. 
Egg subsector 
The demand for eggs at retail It is postulated by 
economic theory of consumer choice and market equilibrium, 
that demand is a function of the price of the commodity, 
prices of all substitutes and complements, and consumer income. 
Using this conceptual framework, meat, cheese, and cereals for 
breakfast will be postulated as the most important substitute 
for eggs. Cheese and cereals compete with eggs as a breakfast 
meal. Meat is considered substitute for eggs in other meals. 
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A trend variable is included to reflect possible changes in 
consumption over time and to adjust for any other economic 
factors that change at a constant rate per unit of time. The 
aggregate demand for eggs at retail is postulated as: 
®1^ ^It + ®1,2 3^2t ^1,2 ^2t ^1,3 ^3t + 
*1,4 ^ 4t ^1,5 ^5t ^ ^it (5.1) 
The supply of eggs available to consumers in a given year 
is determined almost entirely by production in that year. Use 
for hatching, the chief nonfood outlet, accounts for less than 
five per cent of production. Most of the eggs stored are used 
in the same year, so carryover stocks on January 1 are low. 
Exports are small and imports almost negligible in relation to 
production. Consequently, changes in the supply of eggs avail­
able to consumers from year to year depend mainly on changes 
in production. 
Farm supply of eggs The ideal method to obtain the 
supply function for the egg industry given that it is a com­
petitive industry is to obtain the structure of the individual 
firms and aggregate these. In the analysis of the supply re­
sponse, it is postulated that the supply of eggs depends upon 
the price received for the commodity; prices received for com­
peting enterprises; cost of factors of production; and 
autonomous factors as improved breeding, feeding and disease 
control. 
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Since egg production experiences a seasonal pattern, the 
lagged prices of the commodity and competing enterprises have 
Important effects on decision making given fixed resources 
available as equipment and housing. As egg production has be­
come more specialized enterprise, high initial Investment in 
buildings, housing, equipment, and skills is large to enter 
the industry. Once these investments are made, production will 
be on a scale which utilizes fully the available facilities. 
However, egg production is not fully specialized, and most 
poultry producing firms have competing enterprises. 
On the other hand, production of eggs is affected by the 
current price. Farmers can slow down production by varying 
feeding rates, culling the laying flocks or selling laying 
hens if the circumstances are unfavorable. The time required 
for entering and leaving poultry production is so short that 
production can be expanded within a few months and laying 
flocks can be reduced rapidly through the sale of laying hens 
for meat. The production of poultry and eggs as a side line 
on many farms is always a potential source of competition to 
commercial egg producers. These side-line poultry enterprises 
can be expanded or contracted readily. 
Traditional supply response analysis is based upon the 
premise that the industry structure remains constant over time. 
The inclusion of an index of technological progress is a 
partial remedy in taking account of structural change. 
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Technological changes in feeding, breeding, etc., can be 
accounted by introducing a trend factor in the fitted supply 
equation. Eggs produced per layer per year can be an approxi­
mate measurement of technological advance. 
Taking into account the previous consideration, the 
supply equation for eggs is postulated as; 
®2,3 y^t ^ ^ 2,4 *2,6 ^6t &2,7 ^ 7t ^2,8 ^8t ^2,9 
^9t ^2t (5.2) 
Total egg production per year can be calculated by multi­
plying the average number of layers on hand by output per 
layer. Average number of layers on hand during the year is 
conceptualized to be the result of average egg-feed price 
ratio, egg-feed price ratio lagged one year, average hog-corn 
price ratio in October to December lagged one year, and number 
of hens and pullets on farms January 1. Average egg-feed 
price ratio determines the culling of hens during the year, if 
egg price is favorable, then less culling is expected. The 
lagged egg-feed price ratio affects pullet raising. 
Egg demand for hatching Demand for eggs for hatching 
is relatively small part of total egg disposition. It accounts 
to 3«9 percent of total production in 1935» while it increased 
to 5.7 percent in 1964. 
Demand for eggs for hatching is "derived demand," it is 
derived from farmers demand for chicks, which is called 
"primary demand." If pricesleoeived by farmers for eggs are 
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favorable, farmers will tend to expand their flocks. They 
will contract with hatcheries for chicks. Hatcheries demand 
more eggs for hatching to fulfill the contracts. 
Chicks produced in one year, will reach full laying stage 
in the next year. Thus, the number of chicks raised in one 
year will have effect on number of eggs hatched in the next 
year. Number of eggs hatched changed drastically before and 
after the II World War; a dummy variable was used to take care 
of the change. The postulated equation is : 
®3,5 ^5t ®3,6 y6t *3,10 =lot ^ ^3,11 ^llt " ^3t ( 5 - 3 )  
Egg market margin The market margin is the price 
spread between retail price per dozen of eggs and price re­
ceived by farmers for 1.03 dozen eggs. The difference between 
the retail and farm price is charged for services performed on 
eggs in order to be in marketable shape. This includes proces­
sing, transportation, packaging, grading, and other marketing 
functions. 
Farm and retail price are related by a) fixed charges as 
cost of processing, transportation, and containers; and b) 
percentage markups for the performance of wholesaling and 
retailing. The farm-retail price spread for eggs rose rapidly 
after World War II. Since 1953 the market margin has changed 
slightly, the higher cost of inputs being offset by cost-
reducing changes in marketing channels and practices. These 
include: 1) reduction in numbers of egg handlers and frequency 
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of handling individual eggs, through the bypassing of city-
wholesalers and associated distributors by large country assem­
blers and other Integrated assemblers, graders, distributors 
and retailers; 2) adoption of improved methods of grading and 
handling eggs in plants; 3) increase in number of specialized 
egg farms; 4) increases in buying of eggs from farms on the 
basis of U.S. consumer grades; and 5) increasing movement of 
grading and cartoning operation from city to country plants, 
Gerra (86, p. 66). 
It is observed during the period of this study that price 
received by farmers for eggs and retail price have a downward 
trend. The market margin on the other hand changed very 
little. The reduction in retail price was mostly carried by 
the farmers. Farmers share of consumers' dollar for eggs has 
declined from about 75 percent in 19^5 to 6l percent in 1964. 
Market margin as percentage of the farmers value has increased 
from 34 in 1945» to 64 in 1964. 
A tendency for changes in retail prices to lag behind 
changes in farm prices may be reasoned as a result of retailers 
having little incentive to lower retail prices when the farm 
price falls; margins are merely widened. However, if farm 
prices remain at a lower level or continue to fall, competition 
among retailers will lead to a reduction in retail price and 
the margin. Conversely, an increase in the farm price would 
need to be a substantial one or exist for some time before 
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retailers would raise prices. 
An indicator of variables which do influence the fixed 
marketing charges is the hourly earnings for workers in food 
and kindred products industries. The effect on the percentage 
markups is allowed "by including farm price of eggs. The lagged 
market margin is included to reflect the stickness of the 
market margin to changes. A trend variable is used to take 
care of changes in technology and other missing factors. 
The percentage markups vary with the quantity of eggs 
moving through marketing channels. At heavy marketings of eggs, 
prices at the retail level adjust so that supply clears the 
market. In the short run, distributors are willing to perform 
the marketing function if they cover out-of-pocket costs, 
hence percentage markups would decrease with large supplies and 
increase with small supplies. The distributors would not have 
time to lower the price in a short run situation if supplies 
should suddenly increase. However, in the long run, to meet 
both fixed and variable costs, percentage markups would in­
crease with large supplies and decrease with small supplies, 
Gerra (86, p. 68). 
The following formulation is hypothesized to explain the 
behavior of the marketing margin: 
%,7 yyt + %,6 ^ôt •*' ^5t ^4,12 %12t + 
84,13 = %t (5'^) 
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Egg cold storage accumulation As mentioned In Chapter 
II, storage Importance has declined as egg production becomes 
more even throughout the year. Stock of eggs Include eggs 
stored In shell form, liquid, dried and frozen forms. Accumu­
lation of eggs typically occurred during the high production 
period of spring, while liquidation starts In late fall and 
winter when supplies of fresh eggs are low and quantity de­
manded Is higher than usual. Frozen and dried eggs are rela­
tively easy to store for extended periods. 
Risk In holding storage can be eliminated by hedging in 
future markets. Risk in holding storage result from the 
absence of any guarantee of ability to sell stored eggs at 
prices sufficiently high to cover the original cost and carry­
ing charges on the purchased eggs. Carrying charges include 
costs of warehousing, spoilage and Interest charges of carry­
ing the stock. Therefore, future prices for eggs tend to be 
above the spot prices during the into storage movement period. 
In egg liquidation period spot prices tend to be above the 
future prices because stored eggs can be delivered on the 
future contract. An expectation model is the ideal structure 
to explain the egg future prices. This model has to Include 
those factors which are expected to affect supply and demand 
at the time when a contract becomes deliverable. The most 
Important variables are probably the expected size of egg pro­
duction, the quantity of eggs in storage, the rate of withdrawal 
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from storage, and the overall level of activity of the 
economy. 
Brennan (26) proposed that shell eggs appear to be af­
fected by the uncertainty with respect to quality. This may 
be the reason why small proportion, of semi-perishable com­
modities as stored eggs, have been hedged on the future market. 
The demand for storage is presented in equation form as: 
®5,8 yst ®5,9 ^9t ®5,10 ^lot ®-5,5 ^5t %llt = 
u-^t (5.5) 
Egg production during storage accumulation period The 
egg production during storage accumulation period is presented 
in equation form as; 
B6,9 y9t + 36,2 + *6,8 =8t + *6,5 =5t = (5.6) 
Egg farm .price in storage accumulation period The egg 
farm price in storage accumulation period is formalized in 
equation form as; 
87,10 ^ lot ®7,6 ^6t •** *7,5 ^5t ^7t (5.7) 
Egg-feed price ratio The egg-feed price ratio is 
presented as: 
®8,4 y^t + ®8,11 yilt + *8,14 ?lVt = ^8t 
Egg farm price deflated by.price received by farmers 
index The egg farm price deflated by price received by 
farmers index is linearized in the following form: 
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^9,6 ^6t ®9,ll ^llt 89,15 ^I5t " ^9t (5.9) 
Egg farm price deflated "by consumer price index The 
egg farm price deflated by consumer price index is linearized 
as : 
®10,12 yi2t ®10,11 ^llt ®-10,l6 %l6t = "lot (5.10) 
In order to complete the model two identities were 
included; 
yyt ^zt ~ yi2t (5.11) 
^3t Yit (population) + y^^ + x^y (5.12) 
The model comprises a complete set of equations. This 
complete system involves 12 equations, 12 random residuals 
denoted by u^^, and 12 endogenous or simultaneously observed 
variables denoted by y^^. The model includes 1? predetermined 
variables presented by Xj^, consisting of 13 exogenous vari­
ables, and 4 lagged endogenous variables. 
Chicken subsector 
Demand for chickens at retail The demand equation for 
chickens contains the usual variables, own price, Income, and 
the most closely related prices. 
®1,13 yi3t ^l,l4 ^ iii't ^It ^ &1,3 ^3t ^It (5.13) 
Farm supply of farm-chicken Production of farm-chickens 
results mainly from culling chickens and fowls, after the 
advance in broiler production and development in sexing 
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practice. If farm price of farm-chickens is favorable farmers' 
culling rate will be higher resulting in larger supply. The 
chicken-feed price ratio was included to reflect the price of 
farm-chickens. Lagged egg-feed price ratio was used, to test 
the hypothesis that farm-chickens is a byproduct of egg pro­
duction. If egg prices were favorable last year, this will 
induce farmers to increase purchases of chicks in the fall. 
Replacement of laying flocks and culling of the new laying 
hens will increase the supply of farm-chickens. The number of 
all chickens on farms January 1 was Included, to take care of 
earlier practices of raising cockerels and selling them as 
farm-chickens. 
®2,15 ^I5t ®2,l6 yi6t ^2,6 ^6t &2,21 ^ 21t ^2t (5.1^) 
Supply of commercial broiler The rapid expansion of 
the broiler industry makes it difficult to determine the deci­
sion of the producers of broilers. It is more complicated by 
the tremendous development in technology. A usual supply 
function might include broiler-feed price ratio, egg-feed 
price ratio as competing with broiler production, and a vari­
able for technology. Examining the available data, it is 
noticed that production has an upward trend despite the de­
clining broiler-feed price ratio. Moreover, baby chick prices 
have an important rule in production. Broiler-feed price 
ratio has often been used to express the profitability of 
production. The broiler-feed price ratio declined from 6.5 in 
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the late forties to 3«0 in the beginning sixties, which was 
mainly due to a declining price for broilers. The decline in 
broiler prices were offset by development occurred with respect 
to feeding efficiency. In addition specialization, improved 
disease control, specialized broiler type chicks, and environ­
mental conditions contributed to broilers production efficiency. 
The high fixed cost required for broiler production makes it 
necessary to maintain full capacity throughout the year. 
The need is to find a Variable which reflects feed price, 
baby chicks price, farm price of broilers, and technology. A 
more refined measure is a measure used a ratio of an index of 
prices received by growers for broilers to an index of pro­
duction costs. All indices are on a 1957-1959 base. The cost 
of production include those arising from changes in feed con­
version rates, the price of feed, the price of chicks, and the 
mortality of growing birds. These make up about 80 percent of 
the total cost of producing broilers. The prices for feed and 
chicks used in the indices are those reported to the United 
States Department of Agriculture as paid by producers. These 
prices are higher than prices paid by large integrated opera­
tors, but year-to-year changes in these prices probably 
closely parallel changed in the averages paid by the industry 
as a whole. The broilers profitability ratio is published in 
the Poultry and Egg Situation (275, PES 2^4), started from 
1948. Broiler profitability ratio was calculated for the 
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period 1935 to 19^1. Egg enterprise was considered as com­
peting with broilers production. An egg profitability ratio 
was constructed, the cost of production includes those arising 
from changes in feed conversion rates, per dozen of eggs, and 
the price of feed. Production and cost per layer per year 
were the base of the cost index. Value of egg production per 
layer per year was used as the revenue index. 
®3,17 ^17t ^3,11 *3,18 =l8t ^3,19 =19t " ^t (5.15a) 
The supply equation for commercial broilers was modified by 
considering the profitability ratio in the same year as 
endogenous variable. 
^3,17 ^17t 83,29 y29t &3,11 %llt + 83,18 =l8t ^ ^3t 
Chicken market margin The margin per pound of chick­
ens showed little change over the period of the study. Most 
of the decline in the retail price of chickens was carried 
mainly by the producers. In fact, both producers and marketing 
facilities share the decline but not in an equal proportion. 
After 1948 more chickens were sold in a ready-to-cook basis 
than dressed. Therefore, more service was carried in pro­
cessing plants which required increase in expenses to get the 
product in a marketable shape. The postulated form is: 
%,i8 yi8t %,i9 yi9t 8-45 94,12 =i2t ^ %t (5.16) 
Chicken cold storage accumulation Before broiler pro­
duction expanded, supply of chickens showed a significant 
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seasonal pattern due to the emphasis that was placed in those 
days on heavy roasting chicken and fowl. Fowl meat depended 
upon the degree to which producers culled their laying flocks. 
Extensive culling has generally taken place in September and 
October. Movement of chickens into storage was in the fall as 
a result of heavy supply. As the broiler industry takes its 
important place in chicken meat supply, and since it is a year 
round production, storage declined and movement into storage 
starts earlier during summer and fall. The hypothesized equa­
tion explaining accumulation of chicken storage is: 
®5,20 y20t ®5,21 y21t •*" ®5,22 y22t ^5,22 %22t + 
^5,23 ^23t ^ ^ 5t (5.17) 
Farm price of chicken Since chicken price is affected 
by price received by farmers for farm-chickens and for commer­
cial broilers, farm price of chicken is postulated as; 
®6,19 ®6,23 y23t ®6,24 &6,11 %llt = 
'5.18) 
Farm price of chicken (June-December) The hypothe­
sized equation explaining farm price of chicken in storage 
accumulation period is; 
87,21 ^ 2lt ®7,19 yi9t ^7,5 ^5t ^  "•7t (5.19) 
Farm price of broiler Variations in farm price of 
broiler are explained by farm supply of broiler and time. The 
relation in equation form is; 
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^8,24 y24t ®8,25 ^25\, *8,5 ^5t " ^8t (5.20) 
Farm-chicken feed price ratio The farm-chicken feed 
price ratio Is presented as; 
89,16 yi6t ®9,27 ^ zyt 89,14 =l4t " ^l4t (5.21) 
Farm price for farm-chicken deflated by price received by 
farmers index The relation is linearized as; 
®10,23 ^23t ^10,27 ^ 27t ^0,15 ^ 15t ""lot (5.22) 
Farm price of chicken deflated by consumer price index 
Farm price of chicken deflated by consumer price index is 
linearized as; 
®11,26 y26t ®11,28 y28t ^ ^ 11,16 =l6t " ^llt (5.23) 
Farm price of chicken deflated by price received by 
farmers index The relation is linearized in the form; 
^12,19 yi9t •*" ^12,28 y&St 812,15 ^I5t ^  ^ 12t (5.24) 
In order to complete the model four identities were 
included. 
y22t yi5t y25t (5.25) 
^i8t yi4t ~ 1-37 y&Gt (5.26) 
y22t yi3t (population) + Xgg^. (5.2?) 
Yift = z 100 (5.28a) 
24t 
This identity was linearized in the following relation; 
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®16,17 Fiyt ^16,25 ^25t ^16,5 ^5t *16,24 =24t + 
^16,25 ^25t ^  ^ l6t (5.28b) 
The model is complete, contains 16 endogenous variables 
and 16 equations, 1? predetermined variables were included, of 
which 10 are exogenous and 7 are lagged endogenous. 
Turkey subsector 
Demand for turkey at retail Consumer demand for turk^ 
is postulated to be a function of retail price of turkey, de­
flated per capita disposable income, and prices of competing 
commodities. Retail price of turkey series is not available 
except for 1964. The price received by farmers deflated by 
consumer price index was used in place of retail price. Poote 
(69, pp. 23-27 and IOO-IO9) stated the method of using prices 
at farm or wholesale in equations that relate to demand. Two 
cases were presented; 1) when marketing margins do not depend 
on the quantity moving through the market, and 2) when market­
ing margins depend on the quantity moving through the market. 
In this study, it is assumed that turkey market margin depends 
in part on the quantity moving through the market, Breimyer 
(25). 
Derived-reduced-form, equation can be obtained from; 
C? = + ^ 11 H + b^g I + b]_^ CP^of meat (5.29) 
RPrp = 1.25 P Pt + (5.30) 
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Mip = a3 + + b^ 2  W (5.31) 
Substitute Equation 5-31 for in Equation 5.30 to get; 
Substitute Equation 5.32 for R in Equation 5.29 to get: 
where : is domestic consumption of turkey; R P^ is retail 
price per pound of turkey, ready-to-cook basis, I is dispos­
able income; CPI^ is consumer price index of meats; P P^ is 
price received by farmers per pound of turkey; is market 
margin between the retail price and farm value; W is hourly 
earning for workers in food and kindred products. Elastici­
ties calculated from the estimated parameters in the derived-
demand are not the exact elasticities of demand with respect 
to price and income at retail and cross elasticities are not 
the same. Although Foote (69) showed that they can be used to 
set appropriate lower limits. 
The hypothesized turkey derived demand equation is: 
terized by high seasonality because of the seasonal pattern of 
R Pip = 1.25 F Pgi + a^ + b^^^ + b^g W (5.32) 
®1,30 ^30t ®1,31 ^ 31t ^11 ^ It "*• ^13 ^3t 
&1,12 %12t '^It (5.34) 
Farm supply of turkey Turkey production is charac-
106 
demand. Production is not influenced hj current prices, on 
the assumption that the marketing weight of the bird is not 
influenced by the current turkey-feed price ratio. However, 
recent development in breeding increased production of broiler 
turkeys, but still turkey production has noticeable seasonal­
ity. In future when turkey production may be a year around 
enterprise, it may be necessary to use current turkey-feed 
price ratio. The least squares method of estimation might not 
be used, and simultaneous method be used. 
Farmers build their expectation of future price on prices 
they received in the previous holiday season. The turkey-feed 
price ratio in October to December lagged one year, was used 
as explanatory variable. This variable determines the number 
of poults raised, and also affects the decision of hatcheries 
to keep breeder hens, which affects the price of poults in the 
following spring. Lagged egg-feed price ratio and broiler-
feed price ratio were included to reflect the substitutability 
with turkey production. 
No inventory variables were included, number of hens and 
poults on farms on January 1 is not a reliable variable for 
turkey production. Farmers start raising poults during the 
spring, so that production of turkey will be ready for market­
ing during the market season. The hypothesized supply func­
tion is: 
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®2,32 ^32t + &2,6 ^6t *2,19 %19t 82,27 ^ 27t + 
82,28 %28t ^2t (5.35) 
Turkey cold storage accumulation The pattern of 
turkey storage accumulation has changed over the years. 
During the 30's and 40's accumulation started during the 
season peak demand. During the 50*s and 60's accumulation of 
cold storage has started earlier, in July, and ended in Octo­
ber. Then cold and frozen turkeys have moved out of storage 
during the high marketing season of November and December. 
83,33 ^33t ®3,32 y32t 83,5 ^5t ^ ^3t (5.36) 
To complete the model an identity was included: 
y32t = y^ot (population) + Zggt (5-37) 
The model comprises a complete system of equations. This 
complete system involves four equations, four random variables, 
and four endogenous or simultaneously observed variables. The 
model includes nine predetermined variables, of which five are 
exogenous, and four are lagged endogenous. 
It is the specifications given in the model presentation 
section that transforms the constructions from an economic to 
a statistical model. 
Quarterly Model 
Most statistical studies that have been made used annual 
time series data. However, differences within the span of a 
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year also exist and have important implications. Quarterly-
analysis will be used for egg and commercial broilers only. 
At least three major statistical problems arise in con­
nection with quarterly system. Seasonal variation must be taken 
into account, greater attention must be paid to the structure 
of time lags, and serial correlation of errors may be present. 
The problem of seasonal variation was met by introducing 
explicit seasonal Variables into each equation of the quarter­
ly model instead of following the practice of making prior 
adjustment for seasonal variation. Ladd (l65) suggested the 
use of unadjusted quarterly data, if the parameters do not 
Vary seasonally. The method will yield unbiased estimates. 
Nerlove (195j p. 115) stated the disadvantage of using season­
ally adjusted quarterly data as: 
1. These methods are generally non-parametric so 
that it is difficult to determine how much of 
the information present in the original series 
remains in the seasonally adjusted series. 
2. Existing techniques may remove more than the 
seasonal, may not remove all of the seasonal, 
and may even introduce false cycles in the 
series of period greater than a year. Existing 
tests do not enable us to determine what has 
occurred. 
3. Seasonals have causes, even though such causes 
may not be entirely economic in nature. Thus, 
part of seasonal variation, at least, ought to 
be something explained by the model. 
There are more definite time lags and more distributed 
lags in each equation as a result of using quarterly rather 
than annual data. In one respect this adds to the work 
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involved, by increasing the number of unknown parameters to be 
estimated, but it may help in reducing the amount of simul­
taneity in the system. 
It is hoped to have estimates of each equation in which 
the residual variation is random. A common form of non-
randomness is serial correlation, and this type of systematic 
association occurs more in quarterly than in annual systems. 
The model is fit under the assumption that distrubances are 
serially independent, and then tested for autocorrelation by 
Durbin-Watson (5^) or Von Neumann ratio (108). 
A sample of 40 quarterly observations is not four times 
as informative as a sample of ten annual observations. Sea­
sonal Variables and distributed lags all require additional 
coefficient parameters which use up degrees of freedom in 
estimation. Moreover, the presence of serial correlation 
reduces the efficiency of estimates and implies an equivalent 
sample of fewer independent observations than does the count 
of actual observations in the sample used. In spite of these 
sources of lost observations or degrees of freedom, there is 
still a gain in passing from annual to quarterly data. In an 
absolute sense, degrees of freedom actually are more after 
taking all losses into account, than in most of the earlier 
annual models. 
Quarterly analysis was made of the egg and commercial 
broilers. Eight equations were estimated using quarterly 
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time series data: a) two consumer demand equations; b) two 
supply equations; c) two farm-to-retail market margin equa­
tions; d) two Inventory equations. 
Variables used in the quarterly model are classified as 
endogenous variables which are denoted by y^, and predeter­
mined variables presented by 
Endogenous variables are; 
y^ Per capita civilian disappearance of eggs, number of eggs 
per quarter. 
y2 Farm supply of eggs, billions of eggs per quarter. 
yo Farm supply of eggs as percentage of previous quarter's 
supply. 
71^ Egg market margin per dozen of eggs, deflated by CPI, 
cents. 
y^ End of the quarter egg inventory, thousand cases. 
yg Quarterly per capita consumption of broiler, pounds. 
yy Commercial production of broiler, million pounds. 
yo Commercial production of broiler as percentage of 
previous quarter production. 
yn Broiler market margin per pound, deflated by CPI, cents. 
y-j^Q End of the quarter broiler inventory, million pounds. 
Predetermined variables are: 
Retail price per dozen of eggs, deflated by CPI, cents. 
Xg Retail price per half pound of cheese, deflated by CPI, 
cents. 
Xo Per capita disposable income on a yearly basis, deflated 
by CPI, and adjusted for trend, dollars. 
Xif, Retail price per 12 ounces corn flakes, deflated by CPI, 
adjusted for trend, cents. 
Ill 
Xc; Consumer price index of meat, poultry, and fish, 
^ 1957-1959 = 100. 
^6 Time, 1955q2 ~ 1 » « « « « » 19^^Qi(, ~ 39» 
Xy Dummy variable, Q]_ is equal to 1 in the first quarter 
and zero otherwise. 
Xg Dummy variable, Qg is equal to 1 in the second quarter 
and zero otherwise. 
Xq Dummy variable, Q« is equal to 1 in the third quarter and 
zero otherwise. ^ 
x^Q Dummy variable, Qn is equal to 1 in the fourth quarter 
and zero otherwise. 
Xii Dummy variable, and. each is equal to 1 in the first 
and fourth quarters and zero otherwise. 
x^2 Diimmy variable, Q« and each is equal to 1 in the third 
and fourth quarters and zero otherwise. 
XX3 profitability ratio, lagged one quarter. 
x^^ Broiler profitability ratio, lagged one quarter, 
x^^ Farm price per dozen of eggs, deflated by PEFI, cents. 
X16 lagged one quarter. 
x^y Egg-feed price ratio, lagged one quarter. 
X18 yif, lagged one quarter. 
x-| q Hourly earning index for workers in food and kindred 
products, deflated by CPI, 1957-1959 = 100. 
XgQ y^ lagged one quarter. 
Xpn Retail price per pound of broilers, ready-to-cook basis, 
deflated by CPI, cents. 
X22 Retail price per pound of pork, deflated per CPI, cents. 
X22 Retail price per pound of beef, deflated by CPI, cents. 
3:2/1 Broiler-feed price ratio, lagged one quarter. 
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Price per 100 baby chicks, deflated by price paid by 
farmers index, PPPI, lagged one quarter, dollars. 
Pounds of feed required- per 100 pounds of liveweight 
broiler. 
Z29 Price per 100 pounds broiler mash, deflated by PPPI, 
lagged one quarter, cents. 
^23 Farm price per pound of broiler, deflated by PBFI, cents. 
^29 ^28 lagged one quarter. 
x^Q yn lagged one quarter. 
^31 ^10 one quarter. 
%^2 Quarterly export of broiler, million pounds. 
Xoo Price per 100 pounds poultry ration, deflated by PPPI, 
lagged one quarter, cents. 
Three models were hypothesized for the quarterly analyses. 
Model I, specifies no quarterly shift in either the slope or 
level of the function under investigation. Model II, speci­
fies no change in the slope but allows change in the level of 
the function. Model II is an analysis of variance by allowing 
qualitative quarterly variation in the intercepts of the func­
tion through the use of quarterly shift variables. Three 
dummy variables [for more explanation of dummy variables see 
Suits(236), Tomek (259)j and Ladd (I65)], were included in the 
equation to take care of the additive quarter effect. The 
slope of the function in this case was held constant over the 
year. Model III allows both the slope and the level of the 
function to change by summer and winter. The second and third 
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quarters are the summer season, while the fourth and first 
quarter of the next year are the winter season. 
The three models were used for the demand equations for 
eggs and broilers. Model I and II are used for the supply, 
market margin and inventory demand equations for both eggs 
and broilers. 
Egg section 
Demand for eggs at retail Model I; 
^Ijt " ^10 ^-1,1 =ljt &1,2 =2jt •*" ^-1,3 ^1,4 ^4jt 
^1,5 ^5jt ^ ^1,6 %6jt ^ijt (5.38) 
Whe r e  j  =  1,2,3,^ quarter, and t = 1,2,...,,10 
Model II: 
yijt " ^10 ^1,1 =ljt ^ *1,2 =2jt Gl,3 =3jt ^ ai,4 =4jt 
^ *1,5 ^ *1,6 =6jt *1,8 =8jt *1,9 =9jt 
*1,10 %10jt "ijt (5.39) 
where the Xg, x^, x^q are quarterly shift variables with the 
particular quarter in question having a value of one and the 
others then assuming a zero value. The a^Q presents the inter­
cept for the first quarter when the remaining shift variables 
are zero. The estimated coefficients of Xg,x^,x^Q are devia­
tion from the' first quarter intercept. 
Model III; summer demand equation; 
114 
^Ist ~ ^ 10 + &l,l %l8t + &1,2 %28t ^1,3 ^3st ^1,4 ^ 4st 
+ z^gt ^1,6 ^6st "*• "-1st (5.40) 
where s Is the second and third quarter. 
Winter demand for egg: 
^Iwt = ^10 Gl,l ^Iwt + &l,2 %2wt + *1,3 =3wt *1,4 ^ 4wt 
+ ^5wt ^1,6 ^  6wt ^Iwt (5.41) 
where w is the fourth and following first quarter. 
Farm supply of eggs The supply function of eggs was 
estimated by two ways. The equation using actual production 
and lagged prices of eggs, broilers and poultry ration is: 
ygjt - ^^20 + ®2,l6 ^I6jt &2,29 Zggjt ®2,33 ^33jt 
+ ugjt (5.42) 
The equation stating production as a percentage of previous 
quarter production and profitability ratios of eggs and 
broilers is; 
^3jt = *30 *3,13 ^13jt ^  *3,14 %l4jt *3jt (5.43) 
Model II can be presented by adding the quarterly shift vari­
ables Xg , 5 ^10 * 
Egg market margin The quarterly egg market margin is 
presented in the following form; 
y4jt *4o "** *4,2 ^ 2jt *4,6 %6jt *4,15 ^15jt *4,18 ^I8jt 
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End of the quarter eg;^ Inventory The hypothesized 
relation in equation form is: 
^5jt " ®-50 &5,2 y^jt ^5,6 =6jt "*• *5,20 =20jt ^5jt (3-45) 
The yg, production of eggs is considered exogenous in the egg 
market margin, and end of the quarter inventory. Model II 
Can be estimated by adding the quarters shift variables xg, 
X^, X^ Q .  
Broiler section 
Demand for broiler at retail Model I: 
^ôjt %0 &6,6 %6jt ^-6,21 %21jt ^6,22 =22jt 
+ a5^23 ^23jt "6jt (5.-^6) 
Model II is the same as Model I but the quarter shift vari­
ables were added. Model III is similar to Model I but divided 
to summer, which is the second and third quarter, and winter 
which is the fourth and following first quarters. 
Commercial broiler supply Using lagged broiler-feed 
price ratio and lagged egg-feed price ratio, lagged baby 
chicks price and time to explain the variation in broiler 
production, the equation is; 
yyjt " *70 + &7,6 %6jt *7,17 =i7jt %24jt 
*7,25 =25jt "7jt (5.^7) 
Using lagged prices as explanatory variables the equation is; 
^7jt = ®-70 *7,6 %6jt *7,17 =l7jt *7,27 %27jt 
+ ay,29 %29jt ^7jt (5.-^8) 
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Using the profitability ratios the equation is: 
ysjt ^80 ^  &8,6 %6jt &8,13 =i3jt """ *8,l4 %l4jt •*" "8jt 
(5.49) 
Market margin for broiler Quarterly market margin for 
broiler in equation form is; 
y9jt = Bgo + + *2^12 =l9jt + =28jt + 
^9,30 =30jt ^9Jt (5.50) 
End of the quarter broiler inventory The end of the 
quarter broiler inventory is presented as: 
yiOjt = *100 ^10,7 y^jt *10,28 %28jt + 410,31 =3ljt 
^10,32 %32jt ^10jt (5.51) 
Production of broiler yy was considered an exogenous variable 
in both the market margin of broilers and end of the quarter 
inventory. 
Model II can be applied to broiler production, market 
margin of broiler and end of the quarter inventory by adding 
the quarterly shift variables Xg, Zg, and 
In regard to the algebraic form of the structural equa­
tions in both the yearly and quarterly analyses, there exists 
many alternatives, but only variables expressed in natural 
units or logarithms appear statistically tractable. 
When the variables are used in natural units, it is assumed 
that the relation between the variables are additive, and the 
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net effect of each variable is independent of the effect of 
the other variables. 
The relationship between the independent and dependent 
Variable might be multiplicative. That is the separate 
effects of the independent variables jointly affect the depen­
dent Variable. This means that the separate effects of the 
independent variables are multiplicative instead of additive. 
This can be written in logarithmic form. The logarithmic 
form does have the advantage of flexibility and the resultant 
estimates can be interpreted directly as elasticities. 
There is a little a priori reason for choosing the 
results given by one rather than the other. Lacking an oper­
ational choice indicator, a functional form linear in natural 
units of the observed variables was used. 
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EMPIRICAL RESULTS 
In this chapter, the results of confronting the models 
with the data via estimation procedures will be presented. 
The TSLS was used as one estimation technique. The LISE 
method and OLS were also employed for comparative purposes. 
The farm supply equations for commercial broilers and turkey 
were assumed to meet the requirements necessary for estimation 
by the OLS. 
The resulting estimates will be examined to determine 
their agreement or disagreement with theory in regard to sign 
and examples of the economic interpretation of the estimates 
will be given. Results of the statistical tests will be pre­
sented with standard errors of estimates directly below the 
coefficients. The coefficient of multiple determination was 
computed for both TSLS and OLS. 
Since the postulated form of the relationships is linear 
in arithmetic values, the elasticities based on the mean 
values of the variables were computed. Results obtained are 
compared with previous studies. 
Yearly Model Results 
Egg subsector 
Since most of the equations in the egg model were over-
identified, the parameters were estimated by the TSLS, and 
LISE. Moreover, OLS was used. The principal statistical 
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estimates of the egg model are presented in Table 11. 
Demand for eg^s at retail The estimates of the param­
eters from the TSLS method do not all agree in sign with a 
priori expectations. The sign of the coefficient for retail 
price of eggs is positive, where by hypothesis it should be 
negative. However, the retail price coefficient does not 
differ from zero even at the 20 percent probability level. 
Estimate of the retail price of cheese coefficient has incor­
rect sign. Cheese was considered as a substitute for eggs, 
but it turns out to be a complement commodity to eggs. The 
rest of the estimated coefficients agree in sign with economic 
theory. All of the estimates are larger than their respective 
standard errors with the exception of retail price of eggs and 
retail price of corn flakes. The test for serial correlation 
in the residuals is inconclusive. 
A significant coefficient was obtained for per capita 
disposable income adjusted for trend, where most previous 
studies had insignificant estimates for income. Among the 
factors responsible for this are the period Included in the 
study, and the unadjusted series used in other studies which 
is highly correlated with trend. 
Most of the estimated parameters using OLS are slightly 
lower than those obtained by the TSLS method. The sign of all 
coefficients are the same as in TSLS, and the inferences are 
similar. 
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Table 11. Principal statistical estimates of the yearly egg 
subsector coefficients, United States, 1935-19^© 
and 1948-19648 
Demand for eggs at retail: 
TSLS; 
Ylt = 109.8979 + 1.3232 yg^ + .2206** - 8.0132* 
(1.4023) (.0896) (3.8006} 
+ 1.3683** zgt + 4.9429 - 3-5795 + *t 
(.4736) (8.5587) (2.7333) 
D.W. .715^* .862 
LISE; 
= -128.6945 - 4.0840 ygt + .2671* 3^% + '99^3 Zgt 
(2.6982) (.1300) (6.2528) 
+ 2.5077*** Zgt + 12.7673 - 12.3061** z^t + "t 
(.7668) (12.7717) (4.8134) 
T logg (1 + V) 53.982 
OLS : 
y-Lt = 118.4460 + 1.2079 ygt + .2212** - 7.8417* Zgt 
(1.2767) (f0895) (3.6888) 
+ 1.4047*** + 4.6715 - 3-8139 z^t + ^t 
(.4492) (8.6171) (2.5230) 
^The estimated standard errors appear in parentheses 
below each coefficient. 
^Significantly different from zero at the 10 percent 
probability level. 
**Slgnificantly different from zero at the 5 percent 
probability level. 
***Significantly different from zero at the 1 percent 
probability level. 
4* Valid overldentifying restrictions. Insignificant serial 
correlation at the .02 level. 
"^•^Inconclusive serial correlation test. 
Significant serial correlation at the .02 level. 
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Table 11. (Continued) 
Demand for eggs at retail: 
OLS (continued); 
D.¥. .702^^ .862 
Farm supply of eggs: 
TSLS; 
yjt = -705.8660 + 9.632$*** + 7-4962** - 1.6569* 
(3.0297) (3.3884) (.9303) 
+ 1.0536*** zgt + 3.8822*** Zot + 
(.0978) (.1626) 
D.¥. 1.307*^ .995 
LISE: 
y^t = -772.1011 + 12.6087*** y^t + 9.3853** - 1-9210* Zyt 
(3.3068) (3.7451) (1.0230) 
+ 1.0321*** Xg^ + 4.0044*** 
(.1146) (.1771) 
T lOgg (1 + 7) 33.799 
OLS; 
y^^ = -648.1851 + 7.0325** 7^,-^ + 4.9641 - .9625 Xy^ 
(2.7102) (3.2033) (.8923) 
+ 1.0893*** zgt + 3.7489*** Zot + 
(.1019) (.1489) 
D.¥. 1.211++ E^ .995 
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Table 11. (Continued.) 
Egg demand for hatching: 
TSLS; 
= 4912.2734 - 24.0352*** - 3.4472*** 
(4.8840) (.1541) 
+ 702.4092*** + ^t 
(58.5188) 
D.W. 2.362+ .991 
LISE; 
= 1175.4361 + 66.0104** y^t ~ 4.2704*** z^gt 
(24.4563) (.6917) 
+ 1385.5581*** + ut 
(274.6878) 
T lOgg (1 + V) 87.478 
OLS: 
y^t = 4805.4492 - 21.2823*** y^t - 3.4790*** z^Qt 
(5.0038) (.1652) 
+ 722.2387*** + ^t 
(62.0496) 
D.W. 2.201+ .990 
Egg market margin: 
TSLS: 
yyt = 27.1292 - .1047 y^t - .2134** =5% " '1570 
(.0771) (.0855) (.1455) 
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Table 11. (Continued) 
Egg market margin; 
TSLS (c ont inue d); 
+ .3474 + %t 
(.2295) 
.801 
LISE; 
Pyt = 24.9263 - .1087 - .2035** z^t - 'I320 =i2t 
(.0716) (.0769) (.1477) 
+ .4007* "•t 
(.2233) 
T lOgg (1 + V) 
OLS; 
Yyt = 24.9347 - .1111 - '2049** z^t - =l2t 
(.0705) (.0765) (.1473) 
+ .4012* 
(.2253) 
.807 
Egg cold storage accumulation; 
TSLS; 
ygt = 14.7774 + .0330 " -l^OO* y^Q^ - .3892*** 3^% 
(.0433) (.0697) (.0593) 
- 2.0024** 
(.9303) 
D.¥. 1.861+ .916 
124 
Table 11. (Continued) 
Egg cold storage accumulation (continued) 
LISE; 
ygt = -97.9719 + 1.1137 Ypt + 1.0099 y^ot + -4359 z^t 
(2.3093) (2.4731) (1.7981) 
- 16.0770 x^it 
(30.6056) 
T lOgg (1 + V) 11.8765* 
OLS; 
ygt = 14.2535 + .0263 Ygt - .1177* Yiot - .3842*** 
(.0359) (.0587) (.0567) 
- 1.8560* x^2.t ^t 
(.9052) 
D.¥. 2.144+ .909 
Egg production during storage period; 
TSLS 
= -24.4269 + .0294 + .2389 + .1934* zgt + *t 
(.0435) (.7705) (.1081) 
D.¥. 2.139* .504 
LISE; 
= -44.0554 - .0191 y^t + 1.0627 + .2902** zgt + ^ t 
(.0452) (.8002) (.1120) 
T lOgg (1 + V) 17.8324 
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Table 11. (Continued) 
Egg production during storage period (continued): 
OLS: 
= -25.1880 + .0276 + .2709 + .1972* xg^ + 
(.0435) (.7697) (.1081) 
D.W. 2.175* .503 
Egg farm price in storage period; 
TSLS; 
^lOt = -6.4645 + 1.0071*** + .2076* 
(.1395) (.1131) 
D.W. 2.821 .824 
LISE; 
FlOt = -8.7123 + 1.0541*** + .2378** 
(.1058) (.0874) 
T logg (1 + v) 12.700+ 
OLS ; 
^lOt = -7.0099 + 1.0187*** y^t + .2149** Z^t + "t 
(.1050) (.0869) 
D.W. 2.597* .889 
Egg-feed price ratio; 
TSLS : 
y^t = 12.5655 + .3366*** y^it - .0409*** Zi4t + "t 
(.0250) (.0027) 
D.W. 1.797* .924 
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Table 11. (Continued) 
Egg-feed price ratio (continued): 
LISE; 
= 12.3274 + .3290*** - '0402*** 
(.0249) (.0027) 
T lOgg (1 + V) 11.652 
OLS: 
YZpt == 4.6306 + .2104*** - .0051 ^t 
(.0241) (.0038) 
D.¥. 1.538+ .795 
Egg farm price; 
TSLS; 
y^t = 44.8043 + 1.1617*** y^^t " -5054*** 
(.1003) (.0336) 
D.¥. 1.978* .934 
LISE; 
y^t = 44.6540 + 1.1886*** y^^t - .5138*** ^t 
(.0910) (.0305) 
T lOgg (1 + V) 17.755* 
OLS; 
y^t = 45.2674 + 1.0873*** y^it - '4820*** + ^t 
(.0080) (.0272) 
D.¥. 2.042* .950 
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Table 11. (Continued) 
Egg farm price; 
TSLS: 
yi2t = 40.8782 + 1.1032*** - .4441*** z^^t + ^t 
(.0610) (.023^) 
D.W. 2.202+ .948 
LISE; 
yi2t = 40.1215 + 1.1949*** Yiit - '4723*** + "t 
(.0513) (.0211) 
T loge (1 + 7) 57.348 
OLS: 
yi2t = 40.9481 + 1.0945*** y^^t - .44l4*** ^iSt ^t 
(.0423) (.0179) 
D.W. .672 .974 
The signs of all coefficients estimated by LISE method 
confirm with theory. The sign of the estimated coefficient 
for egg retail price is negative, and for cheese retail price 
is positive. The sign for other estimated coefficients is 
similar to the TSLS and OLS coefficients. Moreover, the 
magnitudes of the coefficients differ. The coefficient for 
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retail price of cheese is not statistically significant^, and 
the coefficient for disposable income is significant at the 
ten percent probability level. The coefficient of egg retail 
price is significant at the 20 percent probability level. The 
estimated time coefficient has negative sign reflecting the 
declining consumption of eggs. It is statistically different 
from zero at the 5 percent probability level with magnitude 
about three times of that obtained by TSLS and OLS. The over-
identifying restrictions test, Eubin-Anderson test^, showed 
that the hypothesis that overidentifying restrictions were 
valid is rejected. 
^The t test used to verify if the estimated coefficients 
by LISE method are different from zero is an approximate test, 
since the t test has been developed for OLS estimates. An 
alternative to the t test is to retain parameters whenever the 
parameter sign supports the logic used in constructing the 
equation. This method appears to have the advantage if a param­
eter estimate is insignificant, the cause may be errors of 
observation, improper functional form, or the presence of 
collinearity between the independent variables. 
^The Rubin-Anderson (7, p. 56) was designed to test the 
assumption that certain coefficients are zero in a particular 
equation, given the validity of the other specifications. The 
statistic, T logg ("1 + v) has been shown to be distributed as 
(chi-square) with degrees of freedom corresponding to the 
number of overidentifying restrictions of the particular 
equation. T refers to the sample size and v is l/the largest 
characteristic root of the matrix associated with the final 
solution of B estimates in the LI technique. If the computed 
statistic is larger than the corresponding X value for a 
given level of confidence, the hypothesis that the overiden­
tifying restrictions are valid is rejected. 
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Elasticities'^ were computed for the statistically sig­
nificant variables; 
TSLS LISE OLS 
Egg retail price N.S -.7^2 N.S 
Disposable income .629 .762 .631 
Cheese retail price -.808 N.S -.790 
CPIof meats "322 '590 .330 
Time -.124 -.428 -.133 
The elasticities may be interpreted in the form of the 
following ceteris paribus economic statements; 
1. A one percent increase in the real retail price of eggs 
will result in approximately a .74 percent decrease in the 
per capita consumption of eggs. 
2. A one percent increase in adjusted real per capita dis­
posable income will result in approximately .63 to .76 
percent increase in the per capita consumption of eggs. 
3. A one percent increase in the real retail price of cheese 
will result in approximately .80 decrease in the per 
capita consumption of eggs. The significance of these 
elasticities denotes the complementarity between eggs and 
cheese. Previous studies affirms the non-substitutability 
between eggs and cheese. 
^The point elasticities were calculated at the mean 
values as: 
(Ayi/AXj) (Zj/Fi) 
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4. A one percent increase in consumer price index of meats 
will result in approximately .32 to .59 percent increase 
in the per capita consumption of eggs. 
5. A one percent increase in the trend factor results approx­
imately in a .12 to .4-3 percent decrease in egg consump­
tion. The reduction in egg consumption is observed over 
the years studied, especially from 1951 to 1964, where per 
capita consumption of eggs has a continuous decline. 
Elasticities of demand from several studies for eggs pre­
sented in Table 12. Estimates of the elasticity of demand 
with respect to own price obtained from this study is about 
equal to the average of previous studies. Estimates of the 
elasticity of demand with respect to income from other studies 
ranged from .04 to 1.37. Income elasticity obtained from this 
study is about equal to the average of previous studies. 
Farm supply of eggs The sign of the TSLS estimates of 
the coefficients agrees with the underlying theory and each 
estimate is greater than its standard error. The coefficient 
of egg-feed price ratio is significant at the one percent 
probability level, while the lagged egg-feed price ratio sig­
nificantly differs from zero at the five percent probability 
level. The magnitude of the coefficient of egg-feed price 
ratio is larger than the lagged egg-feed price ratio coeffi­
cient. Thus, the effect of current ratio is higher than the 
lagged ratio. This can be explained by, first, the seasonality 
Table 12. Estimates of price and income elasticities obtained from selected 
studies on the demand for eggs 
Source 
Period included 
in analysis Method of analysis 
Price Income 
elasticity elasticity 
Fisher (68) 
Foz (73) 
Judge (130) 
Gerra (86) 
1915-1940 
1915-1940 
1915-1940 
1922-1941 
1921-1941 
1921-1941 
1921-1950 
1921-1950 
1931-1941 & 1946-1954 
1931-1941 & 1946-1954 
1931-1941 & 1946-1954 
1931-1941 & 1946-1954 
1948-1958 
"Quarterly" 
Peterson (206) 
Tedford (239)1920-1941 & 1947-1949 
1921-1941 
Nordin, Judge and 
Wahby (199) 
Simultaneous approach, 
Model I 
Simultaneous approach, 
Model II 
Simultaneous approach, 
Model III 
Least squares approach 
Least squares 
Simultaneous approach 
Least squares 
Simultaneous approach 
Simultaneous approach, 
Model I 
Simultaneous approach. 
Model II 
Least squares, Model I 
Least squares. Model II 
Least squares 
Simultaneous approach 
Least squares approach 
-1.28 
- .70 
- .91 
- • 38 
- .53 
- .58 
- .32 
- . 60 
-1.96 
- .40 
- .11 
- .10 
-1.22 
- .24 
- .55 
1.14 
.82  
.62 
.53 
.31 
.44 
.43 
.27 
-1.33 
.04 
.08 
.09 
1.37 
.41 
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in egg production has declined drastically. Second, replace­
ment of pullets is now continuous throughout the year whereas 
it previously was restricted to the winter months. Both of 
the previous reasons can be attributed to specialization and 
commercialization in the egg enterprise. 
A hog enterprise competes with egg production. The co­
efficient of hog-corn price ratio is negative in sign, and 
statistically significant at the tèû percent probability 
level. The January 1 inventory of hens and pullets on hand 
will be in full production during the year. This variable is 
a reliable prediction of egg production in that year. The 
estimated parameter for the inventory factor is significant at 
the one percent level. Eggs per layer mostly reflects improve­
ments in breeding, housing, feeding and disease control. Most 
of these developments are not carried by producers of eggs, 
but mostly supplied by hatcheries, feeding firms, chemical 
firms, universities and research centers. The technology 
coefficient is highly significant. 
Most of the LISE estimated parameters are bigger than 
the TSLS estimates, except the coefficient for number of hens 
and pullets on farms January 1 and hog-corn price ratio which 
are slightly lower. There is no statistical basis for accept­
ing the hypothesis of valid overidentifying restrictions. 
The OLS estimates agree in sign with estimates obtained 
by using the other methods of estimation, but disagree in 
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magnitude. Moreover, the estimated parameters for lagged egg-
feed price ratio and hog-corn price ratio are not different 
from zero at the ten percent probability level. 
Comparing the merit of the various methods of estimation, 
the simultaneous estimation methods results are superior to 
ordinary least squares results. The high statistically sig­
nificant response and the magnitudes of the estimated param­
eters are the main reasons for this superiority. 
The computed elasticities are: 
TSLS LISE OLS 
Egg-feed price ratio .120 .258 .144 
Lagged egg-feed price ratio .154 .197 .102 
Hog-corn price ratio -.043 -.049 N.S 
Number of hens and pullets January 1 .724 .710 .749 
Eggs per layer 1.270 1.310 1.227 
The technology factor has high effect on production. A 
one percent change in egg production per layer increases total 
egg production by 1.23 to 1.31 percent. This shows the 
importance of technological progress on egg production. 
No exact comparison of the calculated elasticities with 
other published research is possible, because of the problems 
caused by different definitions of variables used. 
Egg demand for hatching The parameter estimates 
obtained by TSLS of coefficient of the number of chickens 
raised lagged one year, and for the dummy have signs consistent 
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with the underlying theory. The farm price of eggs coeffi­
cient has the wrong sign. It turns out to be negative, when 
it has to be positive as hypothesized. The dummy variable 
showed the tremendous change in hatcheries before and after 
World War II. All of the estimates are significant at the one 
percent level. 
The sign of farm price of eggs parameter has the correct 
sign by employing LISE estimation method. The estimated 
parameter is statistically significant at the five percent 
probability level. The other coefficients are the same as in 
TSLS and OLS. The overidentifying restrictions test statistic 
2 is such that when compared to the appropriate X Values, the 
hypothesis that the overidentifying restrictions are valid, 
is rejected. 
The least squares estimates agree in sign with estimates 
obtained by using TSLS, but disagree in magnitude. 
The calculated elasticities from the LISE parameters 
estimates are; 
Farm price of eggs -997 
Number of chickens raised in previous year -.872 
Dummy .390 
Egg market margin The TSLS estimated parameters have 
the correct signs, but the estimated coefficient of time is 
the only one that is significant at the five percent level 
with negative sign. This means that real market margin 
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declines by .21 cents per year. The egg farm price coeffi­
cient is "bigger than its standard error with negative effect 
on the margin. In the short run, if farm prices decline, 
retailer will widen the margin. The wage rate variable 
exerted a negative effect on margin, but it is smaller than 
its standard error. 
The estimated coefficients by LISE method have signs 
similar to the TSLS estimates, but differ in magnitude. The 
lagged margin coefficient is statistically significant at the 
ten percent level, its positive sign suggests there is some 
lag in margin adjustment. The overidentifying restrictions 
statistic is such that the assumption that the overidentifying 
restrictions are met,, cannot be rejected. 
The OLS estimates agree in sign with estimates obtained 
by using the alternative methods, but disagree in magnitude. 
2 The lagged margin coefficient is significant, and E is .807. 
The calculated elasticities are; 
TSLS LISE OLS 
Time (trend) -.12? -.121 -.122 
Lagged market margin .3^9 .^03 .^0^ 
Farm price of eggs -.214 -.222 -.22? 
Egg cold storage accumulâtion All coefficients esti­
mated by TSLS agree with a priori reasoning concerning their 
sign. However, the egg production coefficient is smaller 
than its standard error, but the other coefficients 
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statistically differ from zero. The farm price during storage 
period estimated coefficient is negative; as farm price in­
creases the difference between expected price in the fall and 
prices in storage period will not be sufficient to cover 
storage costs; this will result in decline in storage. The 
time variable estimate has a negative sign reflecting the 
decline importance of egg storage over time. The hypothesis 
of no serial correlation in the residuals is not rejected. 
The LISE estimates are different in signs and magnitudes 
from those of TSLS. Moreover, all coefficients are smaller 
than their standard errors. 
The OLS estimates are about the same as TSLS in signs, 
but they are lower in magnitude. 
The calculated elasticities are; 
TSLS LISE OLS 
Farm price of eggs during storage 
accumulation -.842 N.S 
00 o
 
£>-1 
Time -.808 N.S -.798 
Dummy -.256 N.S -.237 
production during storage period Coefficients 
obtained by the three estimation methods have the same signs, 
except for the egg production coefficient in LISE. The number 
of hens and pullets January 1 is the only significant factor to 
determine the variation in the egg production during storage 
accumulation. This is reasonable since storage accumulation 
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occurs during the high production season of the spring, and the 
inventory variable is good predictor of egg production. The' 
magnitude of the number of hens and pullets in the LISE is 
bigger than the TSLS and OLS estimate, and is significant at 
the five percent level. 
Egg farm price in storage accumulation period The 
estimated coefficients of the two variables in this equation 
have the expected signs, and magnitude In all methods used. 
The TSLS estimates are the lowest In magnitude followed by 
OLS and LISE. 
To linearize the endogenous variables: egg-feed price 
ratio yjij,; farm price of eggs deflated by PEP I y^; farm price 
of eggs deflated by CPI y^^; these variables were regressed on 
their components. Signs are as expected, the numerator 
coefficient has a positive sign, while the denominator coeffi­
cient has a negative sign. All estimated variables are sta­
tistically significant at the one percent probability level. 
Chicken subsector 
The estimated parameters and different tests are pre­
sented in Table 13. 
Demand for chickens at retail The estimated parameters 
by TSLS are larger than their standard errors for all vari­
ables except the per capita disposable income. The test for 
serial correlation in the residuals is Inconclusive. The 
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Table 13. Principal statistical estimates of the yearly 
chicken subsector coefficients, United States, 
1935-1940 and 1948-1964* 
Demand for chickens at retail; 
TSLS; 
yi3t = 34.8567 - .3136*** + 'OOO6 Zit + .0510*** + "t 
(.0220) (.0056) (.0161) 
D.w. .961++ .979 
LISE: 
yi3t = 35.2973 - .3254*** + .0013 zit + .0044** + ut 
(.0247) (.0063) (.0181) 
T logg (1 + v) 36.078 
OLS; , ' 
yi3t = 34.5654 - .3057** + .00003 zit + .0555*** 
(.0238) (.0061) (.0175) 
D.¥. .808 .975 
^The estimated standard errors appear in parentheses 
below each coefficient. 
*SlgnifIcantly differ from zero at the 10 percent prob­
ability level. 
**Slgnificantly differ from zero at the 5 percent prob­
ability level. 
***Signlficantly differ from zero at the 1 percent prob­
ability level. 
"'"Valid overidentifying restrictions. Insignificant serial 
correlation test at the .02 level. 
^^Inconclusive serial correlation test. 
Significant serial correlation. 
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Table I3. (Continued) 
Farm supply of farm-chicken: 
TSLS; 
Yl^t = -2614.0596 + 116.3576*** + 9.4505 
(18.7525) (30.1958) 
+ 9.2242*** ^ 21t 
(9.2242) 
D.W. 1.237** .926 
LISE; 
yi5t = -2387.1867 + 133.4077*** + 5.8976 
(19.1500) (30.2670) 
+ 8.5160*** Zglt 
(1.5053) 
T logg (1 + v) 40.909 
OLS: 
yi5t = -2636.7988 + 114.7988*** y^^t + 11.7010 
(17.8407) (29.3857) 
+ 9.2411*** Zgit 
(1.4490) 
D.W. I.O98+* .930 
l4o 
Table 13- (Continued) 
Supply of commercial broiler; 
a. Profitability ratios; 
TSLS; 
fiyt = 75.9646 + .1357 Tgft + '0358 + 3.382?*** 
(.1803) (.1659) (1.0595) 
- 8.0043* z^it ^t 
(3.8475) 
D.W. 2.238* .620 
LISE; 
= 31.0865 + .5015** Yggt + z^gt + 2.3842* 
(.2380) (.1968) (1.2778) 
- 6.9724 + u^ 
(4.4734) 
T log^ (1 + v) 36.5002 
OLS ; ' 
y^yt = 83.2880 + .0773 Yggt + '°154 + 3.5257*** Zgyt 
(.1764) (.1668) (1.0719) 
- 8.2059** z^2t ^t 
(3 .8786)  
D.W. 2.159* .613 
b. Lagged profitability ratios; 
OLS: 
15.1 Yiyt = 29.4833 + .7916*** z^pt + 
(.1622) .531 
l4l 
Table 13. (Continued) 
15.2 = 10.1054 + .7831*** ^ "2056 z^Qt 
(.1587) (.1459) 
.574 
15.3 = 54.5407 + .5013** + '13^0 =l8t 
(.1801) (.13Î3) 
- .6800** + u^ 
(.2705) .680 
15.4 = 27.3765 + .5485** z^gt 
(.2539) (.1536) 
+ 1.7440 Zgyt + U-t 
(1.4821) 
D.¥. 1.487"'" .603 
15.5 Yiyt = 54.2791 + .3501 Z^j^ + .1123 z^^^ 
(.2440) (.1390) 
+ 1.2475 Z27t " "6400** z^^ + u^ 
(1.3520) (.2750) 
D.¥. 1.927* E^ .695 
15.6 Yiyt = 43.9276 + .7328*** Z^gt - 10.7795*** Zllt+Ut 
(.1286) (2.8863) 
D.¥. 1.316+ E^ .724 
15.7 fiyt = 34.4583 + .7324*** z^^^ + -0916 z^g^ 
(.1300) (.1235) 
- 10.1582*** 
(3.0371) 
D.W. 1.410* E^ .732 
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Table 13. (Continued) 
15.8 = 40.7328 + .6340*** + 'O^O? =i8t 
(.2142) (.1307) 
+ .7495 Zgyt " 9.6794*** + "t 
(1.2824) (3.1978) 
D.¥. 1.503^* .737 
Chicken market margin: 
TSLS; 
YlSt = -25.7075 + .8504*** + .6117*** Zi2t + 
(.0574) (.1969) 
++ 2 D.¥. 1.1070 .919 
LISE; 
^iSt -26.6257 + .8830*** .6150** x^2t ^t 
(.0652) (.2216) 
T logg (1 + V) 24.996* 
OLS: 
yi8t = -25.2243 + .8338*** y^pt + .6097** z^gt + 
(.0631) (.2183) 
D.¥. 1.435* .900 
Chicken cold storage: 
TSLS; 
y2ot = 590.4238 - .0439** Yglt " 10-2512*** yggt 
(.0176) (3.2904) 
- .0077 %22t " '6956*** Z23t + 
(.1347) (.1848) .597 
1^3 
Table 13. (Continued) 
Chicken cold storage (continued): 
LISE: 
y2ot = 1154.2383 - .1019*** Ygit " 22.0007*** y22t 
(.0345^ (6.5339) 
+ .2497 ^22t ~ 1*1^39 ^23t ^t 
(.2221) (.3243) 
T logg (1 + v) 21.266+ 
OLS: 
y20t = 527.5532 - .0368** Ygit - 8.8596*** y22t 
(.0160) (2.9159) 
- "0469 Zgzt - '6964** Z23t + "t 
(.1303) (.1869) 
.593 
Farm price of chicken: 
TSLS: 
yi9t = -l'328l + .2328 + .6411** y24t + 3-7996* =iit + *t 
(.2958) (.3004) (2.2703) 
D.¥. 1.515+ .980 
LISE; 
= 22.8231 + .4772*** ygjt + .3473*** y24t +1-1326 + 
(.1506) (.1548) (1.1885) 
T log (1 + v) 24.682 
1# 
Table 13. (Continued) 
Farm price of chicken (continued); 
OLS: 
= "1361 + .3322*** + -5335*** + 2.9616*** 
(.1187) (.1197) (.9203) 
+ u^ 
D.¥. 1.091^^ .996 
Farm price of chicken (June-December): 
TSLS: 
Ygit = 'I267 + .9803*** - '0287 Z^t + 
(.1119) (.1271) 
D.W. 2.233 .978 
LISE; 
y21t = '2470 + .9771*** Yigt - 'O323 
(.0349) (.0623^ 
T logg (1 + V) 19.876 
OLS; 
Ygit = "2227 + .9777*** Yipt - .0315 3yt + 
(.0505) (.0578) 
D.¥. 2.988 E2 .995 
Farm price of broiler; 
TSLS; 
= 47.2920 + .0015 - 2-1105** z^t + *t 
(.0023) (.8659) 
D.W. .757 R2 .878 
1^5 
Table 13. (Continued) 
Farm price of broiler (continued): 
LISE: 
y24t = 59.6179 + .0111 - 5.7357*** 
(.0897) (1.7533) 
T log (1 + v) 48.442 
OLS: 
y24t = 46.5577 + .0009 " 1-8888** 
(.0022) (.8361) 
D.W. .733 .877 
Farm chicken-feed price ratio: 
TSLS: 
= 8.0258 + .3128*** ygyt " «0237*** =14% + "t 
(.0186) (.0012) 
D.W. 1.913 .961 
LISE: 
yi6t = 8.0589 + .3118*** ygyt " -0237*** =14% + "t 
(.0136) (.0009) 
T logg (1 + V) 19.529 
OLS; 
yi6t = '7547 + .2347*** ygyt + '0002 =i4t + 
(.0120) (.0030) 
D.W. 1.793 .958 
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Table 13. (Continued.) 
Farm-chicken price: 
TSLS: 
y23t = 31.1529 + 1.1039*** Ygyt - '3244*** 
(.0569) (.0114) 
D.W. 1.890+ .978 
LISE; 
y23t = 31.2263 + 1.0964*** Ygyt " -3238*** 
(.0414) (.0083) 
T logg (1 + v) 32.036 
OLS; 
723% = 31.1802 + 1.1008*** Ygyt " -3242*** 
(.0410) (.0083) 
D.¥. 1.568+ .988 
Farm price of chicken; 
TSLS ; 
y26t = 30.9098 + .9707*** Ygst - "3002*** z^Gt + Ut 
(.0509) (.0124) 
D.W. 1.642 .976 
LISE; 
ygat = 31.1003 + .9585*** y28t " -2997*** =16% + 
(.0306) (.0074) 
T logg (1 + v) 38.785 
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Table 13. (Continued) 
Farm price of chicken (continued); 
OLS; 
yzét = 30.8195 + .9764*** yggt - .3004*** z^Gt + %t 
( .0297)  ( .0073)  
D.¥. 1.095^* .992 
Farm price of chicken; 
TSLS: 
yi9t = 32-7875 +1.1005*** ygst " -3437*** 
(.0671) (.0131) 
D.¥. 1.904+ .972 
LISE: 
yi9t = 33.0244 + I.0729*** yggt - -3404*** + ^t 
( .0482)  ( .0094)  
T lOgg (1 + V) 33.943 
OLS; 
yi9t = 32.7886 + 1.1004*** yggt - .3437*** 
( .0470)  (.0093) 
D.W. 1.535* R^ .986 
Farm production of broiler as percentage of previous year 
production; 
TSLS; 
yi7t = 121.5422 + .0296*** yg^^ - .0476*** Zg^t + .0158*** Zg^. 
( .0062)  ( .0073)  ( .0028)  
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Table 13. (Continued) 
Farm production of broiler as percentage of previous year 
production; 
TSLS (continued); 
+ 1.8242* + u^ 
(1.1138) p 
.868 
LISE; 
= 122.5144 + .o4l4*** yggt " '06l6*** Z24t .0123*** 
(.0077) (.0092) (.0032) 
+ 1.5588 + u^ 
(1.1930) 
T logg (1 + v) 11.711 
OLS; 
= 120.5267 + .0269*** yggt - '0467*** + .0132*** 
(.0042) (.0056) (.0024) 
+ 2.3204** + u^ 
(.8959) 2 
E .908 
signs of the estimated coefficients agree with theoretical 
expectation. The average price elasticity is less than unity, 
a one percent increase in the deflated retail price of chickens 
is associated with a .79 percent decrease in the per capita 
quantity of chickens consumed on the average. Meats are 
highly substitutable for chickens, a one percent, increase in 
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the consumer price Index of meats is associated with .19 per­
cent increase in per capita consumption of chickens. 
The estimated coefficient for disposable income does not 
differ from zero, but it has correct sign. Effect of income 
on chicken consumption is apparently small. Chicken meat is 
priced relatively low with respect to other meats. Any family 
financially able to buy any meat can afford to buy chickens. 
As income rises, some families may well shift some consumption 
to higher priced meats such as beef. Some of the lowest 
income families, which cannot afford to consume significant 
amounts of meats, may be able to consume more chicken meats 
as their income increases. 
The estimated parameters by LISE are slightly lower than 
the TSLS, except per capita disposable income coefficient. 
The coefficient of consumer price index of meats is signifi­
cant at the five percent probability level. The hypothesis of 
valid overidentifying restrictions would be rejected. 
The OLS estimates are about the same as TSLS estimates 
but slightly higher except consumer disposable income coeffi­
cient, which is lower. Approximately the same interpretations 
are made for the least squares estimates as for the TSLS 
estimates. 
The calculated elasticities for significant variables 
are; 
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TSLS LISE OLS 
Retail price of chickens -.795 -.825 -.775 
Consumer price index of meats .188 .l64 .205 
Elasticities of demand from previous studies for chickens 
are presented in Table l4. Estimates for the elasticity of 
demand with respect to own price obtained in this study is 
lower than previous studies. The income coefficient is insig­
nificant in this study, while it was significant in other 
studies. Period included in this study might be the reason 
for these differences in price elasticity and Income elas­
ticity. Cross elasticity obtained in this study is lower than 
those obtained in previous investigations. 
Farm supply of farm chicken Little research has been 
conducted on the supply of farm chickens. Previous studies 
were reported by Fisher (68), and Cromarty (46); however, in 
both studies broilers and farm chickens were aggregated. The 
only study which treated farm chickens was conducted by Van 
de Metering (284). 
The signs of the estimated parameters by TSLS agree with 
the theoretical specifications, and each estimate is greater 
than its standard error except that of the lagged egg-feed 
price ratio. The Durbin-Watson test for serial Independence 
in the residuals is inconclusive. 
The LISE estimated parameters are about the same as the 
TSLS estimates. The coefficient for farm chicken-feed price 
Table 14. Estimates of elasticities obtained from selected studies of chicken 
meats demand 
Price Income Cross 
Period included elas- elas- elas-
Source in analysis Method of analysis ticity ticity ticity 
(meats) 
Pox (73) 
Fisher (68) 
Cromarty (46) 
Tedford (239) 
1925-1941 
1915-1940 
1929-1953 
1920-1941 
& 1947-1949 
Least squares 
Simultaneous approach, 
Model II 
Simultaneous approach, 
Model III 
Least squares, Model II 
Least squares, Model III 
Least squares 
Simultaneous approach 
-1.33 1.00 
-12.12 6.88 4.48 
-.71 
4.54 
-1.54 
-3.472 
-.91 
'^7 
-. 66 
.40 
.51 
-.30 
-3.75 
.34 
1^2 
ratio is slightly higher and that for the number of all 
chickens on farms January 1 is slightly lower than comparable 
estimates by TSLS. There is no statistical basis for accept­
ing the hypothesis of valid overidentifying restrictions. 
The OLS estimate of number of all chickens on farms 
coefficient is about the same as in TSLS and LISE. The esti­
mated parameter for farm chicken-feed price ratio is lower 
than either estimate of the other methods. 
There is no strong basis for preferring results from one 
method over others. All three estimation methods result in 
similar coefficients in signs and magnitudes. The calculated 
elasticities are: 
TSLS 'LISE OLS 
Farm chicken-feed price ratio .357 .^09 «352 
Number of all chickens on farms 
January 1 (except commercial 
broilers) 1.859 1.716 I.863 
Supply of commercial broiler The supply equation for 
broilers was estimated by using; a) the profitability ratio 
in year t; b) profitability ratio lagged one year. Analysis 
(a) uses the profitability ratio in year t. This shows the 
interdependence between production and price in the same year. 
The estimated coefficients by TSLS and OLS are unreasonable. 
The LISE method results are reasonable. The sign of the 
profitability ratio is positive and differs from zero at the 
five percent probability level. Egg and turkey turn out not 
153 
to be competing with broiler production. This is true because 
of the high commercialization and specialization of the 
broiler industry. The dummy variable coefficient has negative 
sign, but it is significant at the 20 percent level. It 
denotes the decline of the rate of change of production after 
1948. The assumption of valid overidentifying restrictions 
is rejected. 
Analysis (b) uses the lagged profitability ratio. The 
supply of commercial broilers in this case is assumed to meet 
the qualifications necessary for estimation by OLS, with re­
sultant estimates having full maximum likelihood properties. 
The years 1957 through 1964 showed a remarkably close 
relationship between profitability ratio (lagged one year) 
and production in year t as percentage of production in year 
2 t-1. A simple regression for this period results in an R of 
.89. 
y^yt = -.4202 + 1.0863 z^ot + ^ t '89 
(.0874) 
Adding time results in a better fit. 
y^yt = .0019 + 1.0841 3^2t " "0442 + u^ .93 
(.0080) (.0158) 
Bluestone (18) suggested that the close fit may indicate 
that factors influencing the growth rate, other than those 
reflected in the profitability ratio, were relatively constant 
15^ 
in their effect. Prior to 1957} the Industry was less respon­
sive to the level of profitability. 
Between 19^7 and 1964 the cost of feed and chick per pound 
of live broiler declined from 26.1 cents to 15.0 cents, a drop 
of 11 cents. Feed cost was down 8.5 cents and chick cost was 
down 2.6 cents. Most of the reduction in the feed cost re­
sulted from a reduction in the quantity of feed required to 
produce a pound of broiler, and little due to reduction in 
feed price. Since improvements in feed conversion rates are 
expected to come about much more slowly in the future than in 
the past, further declines in the cost of producing broilers 
also are likely to be slower than in the past. All other 
things remaining equal this would suggest a much slower rate 
of growth for the broiler industry. 
Equation 15.2 includes the profitability ratios of eggs 
and broiler. The sign of egg profitability coefficient is not 
the expected sign, it was hypothesized that egg production 
competes with broiler production. However, this coefficient 
is not significant. 
2 In Equation 15*3 a trend variable was added. The R 
increased to .68. The trend coefficient has a negative sign, 
and significantly differs from zero at the one percent prob­
ability . level, this confirms the slower rate of growth for the 
broiler industry. In Equation 15.7 the trend variable was 
replaced by a dummy variable, which is 0 for the years before 
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19^8 and 1 for the years after. The e2 Increased to .732, and 
the coefficient of the dummy variable is significant at the 
one percent level. 
From the estimated equations it appears that egg and 
turkey production are not competing with the broiler enter­
prise. The sign of the coefficient of the profitability ratio 
of eggs and of turkey-feed price ratio coefficient is positive 
in every equation they are in. Moreover, they are not sig­
nificant at even the 10 percent probability level. 
Chicken market margin In recent years broilers have 
accounted for 88 percent of total chicken consumption. Con­
tract broiler production accounts for about 75 percent of the 
broiler output, 20 percent is produced by agribusiness firms, 
while the remaining five percent is produced by independent 
growers. The processor-integrator type of integration became 
more dominant than the feed-integrator type. This due to the 
existing of one outlet for live broiler chickens through 
processing plants. Integration has eliminated many smaller 
and inefficient firms. Some entrepreneurial stages in the 
producing-marketing process have been eliminated with a result­
ing savings in costs. 
The farm-retail price spread consists of two components, 
the shares of processors-distributors and of the retail 
stores. The processors-distributors share has stayed rela­
tively constant, while the retail store margins have increased. 
1^6 
Most of the decline in chicken price between the "broiler 
grower and consumer has been absorbed at the producer level. 
Since contract production guarantee producer a net return per 
pound or per head with bonuses or discounts related to the 
producers efficiency, processor plants will increase their 
margin as price paid to growers increases. Most of processed 
broilers are purchased by food chains which usually operate on 
slim margin. If cost of retailing increases chain stores will 
increase the margin. 
The estimated parameters by TSLS, LISE, and OLS have the 
same sign, but differ in magnitude. The farm price of chick­
ens has a positive sign, and hourly earning estimates as well 
have a positive sign. All estimates are statistically sig­
nificant, and the was .9OO in OLS and .919 iii TSLS. The 
overidentifying restrictions statistic is such that the 
assumption that the overidentifying restrictions are met, 
cannot be rejected. The calculated elasticities are: 
TSLS LISE OLS 
Farm price of chickens .9IO .9^5 .892 
Adjusted hourly earnings 1.25^ I.261 1.250 
Chicken cold storage accumulation The estimated 
parameters are statistically different from zero except for 
the export coefficient. The LISE coefficients are bigger than 
both of the TSLS and OLS. All estimated parameters have 
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negative signs. The is about .60 in OLS and TSLS. The 
calculated elasticities are; 
TSLS LISE OLS 
Farm price of chickens in 
June-December -3 .082 -6 .613 -2 .664 
-2 .969 -6 .890 -2 .489 
- .728 -1.1974 - .729 
Farm productionjfof chickens 
Lagged storage 
Farm price of chicken Chickens include two important 
categories, farm chickens and commercial broilers. Chicken 
farm price is determined by the two prices received by farmers. 
The standard errors of the coefficients obtained by the 
use of TSLS method are small relative to the estimated param­
eters except for farm price of farm chickens. There is no 
evidence of serial correlation in the residuals. Both farm 
price of broilers and the dummy appear;-tèo be important deter­
minants of chicken price. 
Estimates obtained by LISE method are considerably dif­
ferent from the TSLS estimates. They indicate significant 
relationship between farm price of farm chickens and commer­
cial broilers and chicken price but non-significant relation­
ship between the dummy variable and chicken price. 
The OLS estimates are all significant at the one percent 
probability level. The magnitude for farm chicken price is 
bigger than TSLS estimates, and for the other Variables is 
smaller. 
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The calculated elasticities are; 
TSLS LISE OLS 
Farm chicken price .204 -.418 .291 
Commercial broilers farm price 
.733 .397 .610 
Dummy .120 .036 O
N
 O
 
Farm price of chicken (June-December) There is no 
significant difference between the three estimation methods 
results. The coefficient of the time variable has negative 
sign. This reflects the decline in chicken price in June-
December over time, but this variable is not significant. 
Farm price of broiler ~ The supply of broiler has no 
significant effect on broilers' farm price. This can be an­
ticipated by Increase in contracting practices in the broiler 
Industry and high level of specialization. The time coeffi­
cient is highly significant with negative sign. Broilers farm 
price experienced a downward trend through the years. 
Endogenous Variables as: farm chicken-feed ratio y^gj 
farm price of chickens yg^; farm chicken price y^^ and ygg are 
in ratio form. They are linearized by estimating them by 
their components. The estimated coefficients are significant­
ly different from zero In all estimation methods and have 
correct signs. The numerator variable has a positive sign, 
while the denominator variable has a negative sign. 
The linearized Identity Equation 5.28b for production 
of broilers as percentage of previous year production was 
1^9 
estimated, as a function of broiler production in year t, pro­
duction of broilers lagged one year, lagged production squared, 
and time. 
Turkey subsector 
The estimated parameters and different tests are pre­
sented in Table 15. 
Demand for turkey at retail The TSLS estimates of the 
parameters do not conflict with theoretical preconception in 
regard to sign. The estimates are larger than their respec­
tive standard errors for turkey price and consumer price index 
of meats. Per capita disposable income and hourly earning 
have estimates which are smaller than their respective stan­
dard errors. There is no evidence of serial correlation in 
the residuals. 
Retail price of turkey is not available as mentioned 
previously, thus, it is not accurate to derive the elastici­
ties of demand with respect to price and income at retail, 
although they can be used to set appropriate lower limits. An 
increase of one percent in turkey price decreases consumption 
by at least 0.77 percent (average calculated elasticities by 
the three estimation methods). A one percent change in the 
consumer price index of meat is associated with a change in 
per capita consumption of at least 0.74 percent in the same 
direction. 
l6o 
The estimated parameters using the LISE method differs 
slightly in magnitudes, but not in sign of those obtained using 
the TSLS. The inferences are similar. The hypothesis of valid 
overidentlfled restrictions is accepted on the basis of sta­
tistical chi-squares test of T log^ (1 + v). 
The signs of all coefficients estimated by least squares 
are the same as obtained by the TSLS and LISE. However, the 
magnitudes of the estimated coefficients differ. The coeffi­
cient for hourly earning is larger than its standard deviation, 
but it is statistically different from zero at the 25 percent 
probability level. The coefficient of multiple determination 
equals .975- There is no evidence of serial correlation in 
the residuals. 
The calculated elasticities of demand with respect to 
turkey price and consumer price index of meats for the three 
methods of estimation are: 
TSLS LISE OLS 
Price -0.790 -0.811 -0.711 
Consumer price index of meat 0.73^ 0.723 0.778 
The estimated elasticities do not differ greatly from the 
elasticity obtained by Fox which was -0".826. Generally, there 
is no substantial difference between the results from the 
three estimation methods. 
Farm supply of turkey Since the turkey production is 
highly seasonal, a recursive type analysis is appropriate and 
l6l 
Table 15. Principal statistical estimates of the yearly 
turkey subsector coefficients, United States, 
1935-1940 and 1948-1964* 
Demand for turkey at retail: 
TSLS; 
= 2.7734 - .1150*** ^it + .04l8*** 
(.0093) (.0017) (.0037) 
+ .0233 zi2t + *t 
(.0342) 
D.W. 2.225* .978 
LISE; 
y^ot = 3.0474 - .1181*** y^it + .0012 + .0412*** Zjt 
(.0108) (.0019) (.0043) 
+ .0172 x^2t ^t 
(.0396) 
T logg (1 + v) 4.395* 
^The estimated standard errors appear in parentheses 
below each coefficient. 
^Significantly different from zero at the 10 percent 
probability level. 
**Signlficantly different from zero at the 5 percent 
probability level. 
***8ignificantly different from zero at the 1 percent 
probability level. 
"'"Valid overidentlfying restrictions. Insignificant 
serial correlation test at the .02 level. 
^^Inconclusive serial correlation test. 
Significant serial correlation at the .02 level. 
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Table 15. (Continued) 
Demand for turkey at retail (continued): 
OLS: 
yjot = 1.7078 - .1035*** + .0443*** Zjt 
(.0091) (.0018) (.0039) 
+ .0466 x^2t ^t 
(.0359) 
D.¥. 1.562* .975 
Farm supply of turkey: 
OLS; 
35.1 = -436.0537 + 46.9600** Zgyt + 1.1044*** Zggt 
(16 .8976)  ( .0620)  
^ ^ t .958 
35.2 ycgt = -406.9424 + 48.0347** Z27t + 1.1023*** Z28t 
(19 .2040)  ( .0656)  
- 3.2465 Z6t + "t 
(25.0012) D.W. 2,816++ .958 
35.3 yygt = 139.9808 + 56.4338** Zgyt + .9034*** zgst 
(20.5949) (.1934) 
— 1.4641 — 89*6011 
(24.9280) (82.0017) 
D.¥. 3.023*+ R^ .961 
16] 
Table 15. (Continued) 
Turkey cold storage accumulation: 
TSLS : 
= -49.0621 + .2030 - 3.1444 + u^ 
(.1413) (10.2114) 
D.W. 1.545* .898 
LISE; 
y33t = 45.8589 - .3575 + 37-2243 
( .5170)  (37 .2726)  
T logg (1 + v) 1.714+ 
OLS ; 
y33t = -44.9515 + .1786*** y^gt - 1.3885 + u^ 
( .0639)  (4 .6680)  
D.W. 1.322* .919 
use of the least squares method is justifiable. In Equation 
35.1 lagged turkey-feed price ratio and lagged turkey produc­
tion were included. All variables coefficients have the 
expected signs, and the coefficient of multiple determination 
equals 0.958. The price effect is statistically significant 
at the five percent level. Lagged turkey production is sta­
tistically significant at the one percent level. 
In Equation 35.2, lagged egg-feed price ratio was 
included. No change is observed in the coefficient of multiple 
determination and the magnitude of the other variable does 
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not change noticeably. The coefficient of the lagged egg-feed 
price ratio has the correct sign, but it is not statistically 
significant and the estimated standard error is higher than 
the coefficient. 
Equation 35*3 was an expansion of Equation 35.2 by adding 
lagged broiler-feed price ratio. The multiple determination 
Increased to .961. An increase of one percent in the lagged 
turkey-feed price ratio increases current production by .^59 
percent. The long run elasticity of this variable equals 
•539' Lagged egg-feed price ratio and lagged broiler-feed 
price ratio coefficients have correct sign. Both egg and 
broiler production are competing with turkey enterprise. How­
ever, neither coefficients are significantly different from 
zero even,at the ten percent level. This equation was selected 
for purposes of structural coefficient estimates and 
prediction. 
Elasticities calculated from this study with respect to 
lagged turkey-feed price ratio is slightly higher for the 
short-run than Hayaml's elasticity which is .346, and long-
run elasticity of this study is lower than Hayaml's .785. 
Increased specialization and commercialization in turkey pro­
duction recently, which required large investment in fixed 
capital may be one explanation to this difference. Special­
ization makes it difficult for farmers to enter into or exit 
from production in response to changes in market situation. 
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Turkey cold storage accumulation The estimated 
coefficients by TSLS have signs that conform with theoretical 
specification. Farm supply is statistically significant at 
the 20 percent probability level. Cold storage in recent 
years declined in importance as production leveled over the 
year. This effect is presented in the trend factor coeffi­
cient which has negative sign, but it is not statistically 
different from zero. The hypothesis of absence of serial 
correlation in the residuals is accepted. The production 
elasticity of inventory demand is quite high and larger than 
unity. A one percent increase in the production of turkey is 
associated with a I.706 percent increase in cold storage 
accumulation. 
The standard error is larger than the coefficient for 
both Variables by using the LISE estimation method. 
The OLS estimate of the farm supply of turkey coefficient 
is statistically significant at the one percent probability 
level. The time coefficient has the correct sign but is not 
significant. There is no evidence for existence of serial 
correlation in the residuals and the coefficient of multiple 
determination is higher than that of TSLS .92 and .90 re­
spectively. An increase of one percent in turkey production 
increases cold storage accumulation by I.50I percent. 
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Quarterly Model Results 
Egg section 
Demand for egg at retail The coefficients and their 
standard errors for the demand for eggs are summarized in 
Table l6. 
The Values•of the coefficients of the quarterly shift 
Variables in each equation exhibit definite similarities. For 
example in Equation 8, the coefficients for the first and 
fourth quarters, ?3.56l5 and (= 73.5615 + 1.1934) 
respectively, are nearly equal, while the values of the second 
and third quarters, 68.3217 and 68.5954 (= 73-5615 - 5.0398) 
respectively, are nearly identical, Given the level of other 
variables, predictions for the second and third quarters will 
be nearly identical, and forecasts for the first and fourth 
periods will be nearly identical. Hence, perhaps the seasonal 
fluctuations would be just as well described by semi-annual 
changes, as Equation 2, as by the quarterly fluctuations. 
A sample F of 56.11 was derived for the test of Equation 
8 8 against the yearly Equation 1 for 3,30 degrees of freedom. 
8 , . (8a-&&)/Mn 
The test was of the general form: FfM^pMg) =-— 
where Sa is the sum of squared residuals of the more restricted 
function and Is the sum of squared residuals from the more 
general case, and Mn and Mo are the degrees of freedom. This 
formula was used to test Model II with Model III with the 
hypothesis that all the slopes or regression coefficients on 
the Independent variables are the same but that the intercepts 
Vary. Similarly, Model I was tested against Model II with the 
hypothesis that the intercepts as well as the slopes are equal 
for all four quarters. 
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Table 16. Principal statistical estimates of quarterly egg demand at 
retail coefficients. United States, 1955-1964 
Regression coefficients and their standard errors 
2 Dependent 
variable 
Yi 
R Constant 
term 
X. X 8 X, 
Model I. 
Model II. 
.865 166.6779 
2. .976 81.6160 
3. .971 63.5197 
4. .977 75.6951 
5. .976 33.8424 
6. .972 46.3510 
,976 38.2421 
8. .980 73.5615 
-5.5150 
(.6098) 
•5.1283 
(.5589) 
-5.4358 
(.5663) 
*** 
-5.5439 
(.6073) 
*** 
-5.4041 
(.5760) 
*** 
-5.0398 
(.5608) 
-5,. 1649 
(.5328) 
*** 
-5.3884 
(.4812) 
-5.0623*** 
(.4957) 
*** 
-5.3882 
(.5649) 
-4.9131*** 
(.5743) 
-4.9661 
(.5371) 
Model III. 
Winter 9. .979 49.1857 
10. .982 21.7009 
11. .987 59.3884 
12. ,991 35.6364 
** 
-.9380 
(.4327) 
Summer 13, ,972 68.4792 
14. .976 47.0421 
7. .976 38.2421 
8. .980 73.5615 
Model III. 
Winter 9. ,979 49.1857 
10. .982 21.7009 
11. .987 59.3884 
15. .984 56.7667 
16. .984 57.0615 
** 
12. .991 35.6364 -.9380 
(.4327) 
Slimmer 13. .972 68.4792 
14. .976 47.0421 
-5.4041 
(.5760) 
*** 
•5.0398 
(.5608) 
*** 
-.1074 
(.5985) 
-4.9131 
(.5743) 
-4.9661 
(.5371) 
*** 
The estimated standard errors appear in parentheses below each 
coefficient. 
level 
** 
level. 
*** 
level. 
Significantly different from zero at the 10 percent probability 
Significantly different from zero at the five percent probability 
Significantly different from zero at the one percent probability 
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Table 16. (Continued) 
Regression coefficients and their standard errors' 
Dependent 
variable 
Yi 
X 10 11 X- X 2 X, 
Model I. 
1. .3382 
(.0921) 
*** i( 
•1.7496 2.1511 
(.6290) (1.1850) 
Model II» 
3. 
5. 
6 .  
7. 
8 .  
** 
1.4057 
(.5487) 
** 
1.0820 
(.5012) 
1.5560 
(.5124) 
•kit 
1.4329 
(.5466) 
1.5685 
(.5189) 
*** 
** 
1.1934 
(.5113) 
5.4176 
(.4567) 
*** 
.0135 
(.0483) 
* 
-.1014 
(.0543) 
-.0222 
(.0551) 
* 
-.0971 
(.0504) 
-.0980* 
(.0542) 
* 
-.0983 
(.0511) 
-.0279 
(.0566) 
-.8613 
(.2817) 
*** 
-.7155 
(.2360) 
*** 
** 
-.6743 
(.2913) 
.7153 
(.5256) 
** 
1.0175 
(.4081) 
1.2090 
(.5472) 
.8915 
(.5294) 
Model III. 
Winter 9. -.0547 
(.0553) 
10. -.0360 
(.0542) 
.8639 
(.5467) 
11. .0133 
(.0567) 
-.6990 
(.3409) 
.4439 
(.7282) 
12. -.0443 
(.0567) 
-.3479 
(.3416) 
.8394 
(.6679) 
Summer 13. -.0013 
(.0555) 
14. -.0032 
(.0525) 
.7710 
(.4560) 
15. -.0017 
(.0486) 
-.4454 
(.2828) 
.2128 
(.5040) 
8. 
(.5189) 
** 
1.1934 
(.5113) 
(.0511) 
-.0279 
(.0566) 
-.6743 
(.2913) 
(.5472) 
.8915 
(.5294) 
Model III. 
Winter 9. 
10. 
11. 
12. 
Simmer 13. 
14. 
15. 
16. 
-.0547 
(.0553) 
-.0360 
(.0542) 
.0133 
(.0567) 
-.0443 
(.0567) 
-.0013 
(.0555) 
-.0032 
(.0525) 
-.0017 
(.0486) 
-.0110 
(.0723) 
-.6990 
(.3409) 
-.3479 
(.3416) 
-.4454 
(.2828) 
-.4327 
(.3024) 
.8639 
(.5467) 
.4439 
(.7282) 
.8394 
(.6679) 
.7710 
(.4560) 
.2128 
(.5040) 
.2544 
(.5729) 
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Table 15. (Continued) 
Regression coefficients and their standard errors^ 
Dependent Sum of 
variable Xg squared Durbin-
^1 residuals Watson 
1. 
*** 
-.5822 
(.1552) 
-.0208 
(.0143) 
•k* 
-.1768 
(.0694) 
193.5213 
2. -.1252 
** 
.0153 
*** 
-.4368 34.9322 1 .864+ 
(.0810) (.0069) (.0371) 
3, 
*** 
.0188 
(.0050) 
-.5241*** 
(.0261) 
42.0332 1 .376"^ 
4. 
*** 
.0228 
(.0047) 
, _ *** 
-.4848 
(.0267) 
32.4314 
5. 
*** 
.0222 
(.0049) 
-.5263*** 
(.0242) 
.. 35.0116 
6. .0733 
(.0640) 
*** 
.0246 
(.0071) 
-.5430*** 
(.0307) 
40.3262 
7. -.0426 
(.0800) 
** 
.0194 
(.0071) 
-.5157*** 
(.0315) 
34.6828 
8. -.1049 
(.0794) 
** 
.0172 
(.0067) 
-.4620*** 
(.0375) 
29.2749 1 .674"^ 
9. 
*** 
.0267 
(.0066) 
•1.1129*** 
(.0534) 
1618.459 1 
"H" 
.600 
10. 
*** 
.0303 
(.0067) 
*** 
•1.0992 
(.0518) 
1387.484 2 .219"^ 
11. -.0405 
(.1263) 
** 
.0281 -
(.0103) 
•1.0187*** 
(.1135) 
1028.587 2 .229"*^ 
12. -.0175 
(.1119) 
*** 
.0309 
(.0092) 
1.0894*** 
(.1053) 
739.195 1 .565"^ 
13. .0093 
(.0056) 
-.8585*** 
(.0555) 
1399.506 1 .352"^ 
14. 
* 
.0115 
(.0055) 
-.8671*** 
(.0528) 
1175.508 . 1 .469"^ 
15. .0651 
(.0836) 
** 
.0183 
(.0066) 
-.8870*** 
,(.0656) 
791.829 1 .894'*' 
Model I. 
Model II. 
Model III. 
Winter 
Summer 
l.UWUUj 
8. -.1049 
(.0794) 
v..wu/x^ towrogi 
** , „ *** 
.0172 -.4620 
(.0067) (.0375) 
29.2749 1.674 
Model III. 
Winter 
Summer 13. 
9. 
*** 
.0267 
(.0066) 
1.1129*** 
(.0534) 
1618 .459 1 .600""^  
10. 
*** 
.0303 
(.0067) 
*** 
1.0992 
(.0518) 
1387 .484 2 
-f-
.219 
11. -.0405 
(.1263) 
** 
.0281 -
(.0103) 
*** 
1.0187 
(.1135) 
1028 .587 2 .229"^ 
12. -.0175 
(.1119) 
*** 
.0309 
(.0092) 
*** 
1.0894 
(.1053) 
739 .195 1 .565"^ 
.0093 
(.0056) 
icifk 
-.8585 
(.0555) 
1399 .506 1 .352"^ 
14. .0115 
(.0055) 
-.8671*** 
(.0528) 
1175 .508 1 .469"^ 
15. .0651 
(.0836) 
** 
.0183 
(.0066) 
*** 
-.8870 
(.0656) 
791 .829 1 .894+ 
16. .0595 
(.0924) 
** 
.0180 
(.0071) 
*** 
-.8926 
(.0750) 
789 .708 
Insignificant serial correlation test at the .02 level. 
++, 
Inconclusive serial correlation test. 
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Since the tabled F value in this case is approximately 2.92 at 
the 95 percent level, the hypothesis that the four quarterly 
shift coefficients were equal to zero was rejected. 
The test of the winter and summer, Equations 11 and 15 
respectively, against the linear function with the quarterly 
shift Variables 8 yielded an estimated F value for 2,28 
degrees of freedom of 13-775 whereas the tabled P value is 
3.3^ at the 95 percent level. Thus, the hypothesis that the 
slopes of the functions are the same for summer and winter and 
for the single function was rejected. 
Model III was tested against Model I to verify if the 
slope of the winter and summer are equal.^ The calculated F 
Value is 4.171 whereas the tabled F value is 2.44 at the 95 
percent level for 6,28 degrees of freedom. Thus, the hypothe­
sis that the slopes of the winter and summer demand are the 
same was rejected. 
The Durbin-Watson table extends only to five independent 
Variables, it was extrapolated linearly to include nine inde­
pendent Variables. Serial correlation test in the residuals 
is inconclusive for Equations 8 and 11. There is no evidence 
for serial correlation in the residuals in Equation 15. 
^Model III was tested against Model I in order to test 
the equality between coefficients in the summer and winter 
equations. For more discussions of these tests, see Johnston 
(128, pp. 136-137) and Logan and Boles (174, pp. 1052-1053)» 
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Farm supply of Seven regression equations were 
used In estimating farm production of eggs. The results are 
presented in Table 17. 
In the first equation farm production of eggs was regressed 
on lagged farm prices of eggs and broilers, lagged price paid 
by farmers for poultry ration, and time. The estimated param-
2 eters have the expected signs, but R is very low .210. 
The shift variables (xg, x q^) were added to equation 
one in an attempt to explain more of the variation in egg 
production. The addition of these variables (Equation 4) 
improve the fit of the equation, the E Increased to .879» 
Results indicate that there is a seasonal rise in the supply 
of eggs during the first and second quarters and then supply 
declines in the third and fourth quarters. An P test sta­
tistic of 60.75 was obtained, which is significant for 3 and 
33 degrees of freedom. Therefore, the intercepts are not 
equal for the four quarters. 
In the second equation farm production as percentage of 
previous quarter production was regressed on egg and broiler 
profitability ratios and time. The dummy variables were added 
p 
to the second equation, the E increased from .422 to .898 
(Equation 7). The F test value rejects the hypothesis that 
the four quarter's intercepts are equal. 
Egg market margin Pour regression equations were used 
in estimating the marketing margin for eggs. Results are 
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presented in Table 18. 
The coefficient for lagged margin was positive in each 
regression in which it was a variable, suggesting that there 
is some lag in margin adjustment. The hourly earning variable 
coefficient was negative, this would verify the hypothesis 
that in the short run retailers do not respond immediately to 
changes in wages. 
The shift Variables coefficients have negative signs. 
The intercept is the highest in the first quarter, followed by 
the fourth quarter intercept. The third quarter has the 
lowest intercept value. The hypothesis that the intercepts 
for the four quarters are equal is not rejected. 
End of the quarter egg inventory In attempting to 
determine the end of the quarter inventory of eggs, six re­
gressions were estimated. Results are presented in Table I9. 
In the second equation the coefficients of the retail 
price of eggs and time are significantly different from zero 
and both have a negative sign. Egg production and lagged 
inventory coefficients do not differ from zero even at the 
ten percent probability level. 
2 When the dummy variables were added, R increased to 
.894. The second and third quarters exerted positive signif­
icant effects, while the fourth quarter has negative effect. 
This seems logical because demand tends to reach a peak during 
the fourth quarter. 
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A sample F of 30.875 was derived for the test of Equation 
4 against the second equation for 3 and 32 degrees of freedom. 
Since the tabled F value in this case is approximately 2.90 at 
the 95 percent level, the hypothesis that the four quarterly 
shift coefficients were equal to zero was rejected. 
Broiler section 
Demand for broiler at retail The coefficients and 
their standard errors for the demand for broilers are sum­
marized in Table 20. 
The estimated coefficients have the expected signs. The 
beef and pork coefficients signs are positive indicating that 
both are substitute for broilers. In the second equation no 
2 change in the intercepts or slopes is assumed. The R obtained 
in this equation was .73^. 
2 In Equation 4 the dummy variables were added, the R in­
creased to .955} without any change in signs. The second and 
third quarters exerted positive and significant effects. The 
fourth quarter dummy has a negative significant effect. This 
implies a strong demand in summer quarters, the second and 
third quarters. 
The test between the single equation with the shift terms 
(Equation k) and the winter (Equation 8) and summer (Equation 
11) resulted in a significant F ratio. Hence, the hypothesis 
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that the slopes of the independent variables were the same for 
the two equations as for the single function was rejected. 
When Equation 4 is tested against the overall Equation 1, 
a test statistic of 5«688 is obtained which is significant for 
three and 32 degrees of freedom. 
Per capita consumption of broilers was regressed on 
retail price of broilers in winter and summer. The winter 
regression equation is: 
The coefficient for beef price in the winter equation (Equa­
tion 8) is significant, while for pork price is not. The 
decline in pork consumption, and the upward trend in beef con­
sumption might be the reason for beef high competition with 
broilers. The per capita disposable income coefficient is 
statistically different from zero at the five percent prob­
ability level. In the summer demand function (Equation 11), 
broiler has no competition from either beef or pork. The 
income variable coefficient does not differ from zero. The 
strong summer demand for broiler reflects its suitability for 
outdoor cooking. 
The hypothesis that the slope of the winter demand and 
summer demand is the same is rejected at the 95 percent level. 
^éwt = 11-044 - .1360 Zgimt + .823 
The summer regression equation is ; 
y6st ~ 12.704 - .1464 Zgist *68t 
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The Durbin-¥atson test for serial correlation in the 
residuals in the fourth and eighth equation is inconclusive. 
There is no evidence of serial correlation in the residuals 
in Equations 2 and 11. 
Commercial broiler supply The supply equation for 
commercial broiler was estimated by using three types of dif­
ferent predetermined variables. For the first case, production 
of broiler was explained by lagged values of broiler-feed 
price ratio, egg-feed price ratio, baby chicks price and by 
time and dummy shift variables. Results are presented in 
Table 21. 
In the second equation the estimated coefficients have 
the correct signs except lagged egg-feed price ratio which has 
opposite sign. However, this coefficient is smaller than its 
2 standard error. The R is .821. When the lagged egg-feed 
2 price ratio was excluded in Equation 3s the R and the esti­
mated Variable coefficients do not drastically change. 
Inserting the shift variables in the second equation in-
p 
creases the R to .966 (Equation 8).  However, broiler-feed 
price ratio coefficient does not differ from zero, and egg-
feed price ratio coefficient has unreasonable magnitude with 
positive sign. 
Results obtained by using lagged prices of broilers and 
broiler mash are summarized in Table 22. The estimated co­
efficients in the second equation have the expected signs, but 
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the broiler price and the egg-feed price ratio coefficients 
are not significant. The dummy variables were included in 
Equation The egg-feed price ratio coefficient has unrea­
sonable magnitude and sign. 
Results obtained by using profitability ratios for broil­
ers and eggs to explain the variation in commercial broiler 
production are presented in Table 23. Egg and broiler pro­
duction turn out to be complements and are not substitute. 
2 The calculated R increased sharply after adding the shift 
variables, it increased from .139 (Equation 1) to .89I (Equa­
tion 5 ) • 
Generally, production of broilers increased in the second 
and third quarters to gear with the higher demand during this 
period. The F test in the three cases rejects the hypothesis 
that the intercepts for all the quarters are the same. 
Market margin for broiler The coefficients and their 
standard errors for the market margin for broiler are pre­
sented in Table 24. In the short run, the margin has a per­
sistent tendency to widen when supplies increase and narrow 
when supplies decrease. When supply is small processors bid 
the prices up to insure use of processing capacity and narrow 
the margin. Adding the dummy variables to the first equation 
increase R^ little. The estimated coefficients for these 
variables are not significantly different from zero. The P 
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test verifies the hypothesis that there is no difference be­
tween the four quarterly intercepts. 
End of the quarter broiler inventory Results obtained 
for the analyses of end of the quarter broiler inventory are 
summarized in Table 25. Equation 1 has no dummy variables, 
2 the R is .531« The signs for the estimated coefficients for 
broiler production and lagged inventory is opposite to expected 
2 
sign. Equation 5j Includes shift variables, the R increased 
to .64 and the signs for all estimated coefficients are the 
expected ones. The estimated equation Includes broiler pro­
duction, lagged inventory and exports. In Equation 6 broiler 
production was replaced by farm price of broilers. The lowest 
Inventory occurs during the second quarter, this is logical 
for the stronger demand during that quarter. The highest 
inventory is in the fourth quarter. The Intercepts for the 
four quarters are not the same. 
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Table 17. Principal statistical estimates of quarterly farm supply of 
eggs coefficients5 United States, 1955-1964 
Regression coefficients and their standard errors^ 
Dependent ^ 
variable R Constant 
term 8^ 9^ %10 
Model I. 
y, 1. .210 14.8952 
y, 2. .422 75.7166, 
Model II. 
yg 3. .794 14.2773 
y. 4. .879 14.3234 .5847 -1.5098 -.9773 
y, 5. .524 86.6224 
A** *** *** 
(.1970) (.2169) (.1892) 
* *** 
y 6. .897 100.7318 -3.0954 -16.8746 -1.9796 
(1.5029) (1.7024) (1.3984) 
* -16.7366*** 
(1.5593) (1.7444) (1.4371) 
y_ 7. .898 102.7913 -2.9233  -1.8537 
^The estimated standard errors appear in parentheses below each 
coefficient. 
* 
Significantly different from zero at the 10 percent probability 
level. 
** 
Significantly different from zero at the five percent probability 
level. 
*** 
Significantly different from zero at the one percent probability 
level. 
Table 17. (Continued) 
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Dependent 
variable 
Regression coefficients and their standard errors' 
11 X 16 X 29 33 13 
Model I. 
^3 2" 
.0725 
(.0369) 
-.0431 
(.0850) 
-.0048 
(.0151) 
37.3336 
(8.1506) 
*** 
Model II. 
^2 
^2 4° 
Yq 5. 
7 3  6 .  
73 7. 
-1.5798 -.0047 
(.1631) (.0207) 
.0007 
(.0187) 
-5.5832 
(2.0651) 
-.0557 
(.0440) 
* 
-.0948 
(.0376) 
.0081 
(.0080) 
.0090 
(.0063) 
*** 
28.4310 
(8.1932) 
9.0766* 
(4.4401) 
8.9958* 
(4.4946) 
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Table 17. (Continued) 
Regression coefficients and their standard errors^ 
Dependent Sum of 
variable squared Durbin-
residuals Watson 
Model I. 
^2 y_ 1. .0190 26.3119 1.975^ 
Model II. 
'2 
(.0240) 
-.0430 
(11.2832) (.1084) 
2. -12.6975 1417.7212 2.363"'" 
3. .0198 6.8469 2.338* 
(.0124) 
y 4. .0109 4.0340 1.501''"* 
^ (.0101) 
y 5. -11.8457 -.0322 1166.8653 2.58* 
^ (10.3906) (.0998) 
y_ 6. -4.0565 252.4859 2.24* 
(4.4976) 
y 7. -5.6511 -.0243 250.5525 2.24* 
(5.5676) (.0489) 
+ 
Insignificant serial correlation test at the .02 level. 
-j—'j-
Inconclusive serial correlation test. 
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Table 18. Principal statistical estimates of quarterly egg market margin 
coefficients. United States, 1955-1964 
Regression coefficients and their standard errors^ 
Dependent g 
variable R Constant 
teim Xg Xg =10 
Model I. 
r. .514 26.6676 
Model II. 
2. .515 30.0003 
3. .565 29.2429 -1.0033* 
(.5152) 
1.1589 
(.5346) (1.1232) (.7271) 
** 
4. .587 49.1446 - -1.3969 -.6740 
^The estimated standard errors appear in parentheses below each 
coefficient. 
Significantly different from zero at the 10 percent probability 
level. 
Significantly different from zero at the five percent probability 
leve1. 
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Table 18. (Continued) 
Regression coefficients and their standard errors' 
Dependent 
variable X 12 15 19 
I. 
1. 
** 
-.7060 .0400 -.0471 
(.2592) (.0489) (.1513) 
II. 
2. -.2404 
* 
-.8069 .0401 -.0689 
(.7301) (.4035) (.0497) (.1671) 
3. -.3375 .0179 -.1210 
(.3126) (.0484) (.1502) 
— « -.7881 -.0149 -.2385 
(.4837) (.0577) (.1794) 
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Table 18. (Continued) 
Regression coefficients and their standard errors' 
Dependent 
variable X 18 
Sum of 
squared 
residuals 
Durbin-
Watson 
Model I. 
Model II. 
1. 
2 .  
3. 
.2872 
(.1699) 
* 
.2954 
(.1740) 
.2561 
(.1639) 
.1938 
(.1829) 
.0343 
(.1547) 
.0599 
(.1751) 
.0926 
(.1515) 
.2146 
(.1838) 
33.370 
33.2574 
29.8342 
28.3648 
1.006 
1.020^ 
.966 
. .972 
++ 
++ 
+. 
Insignificant serial correlation test at the .02 level. 
Inconclusive serial correlation test. 
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Table 19. Principal statistical estimates of quarterly end of quarter egg 
inventory coefficients, United States, 1955-1964 
Dependent 
variable 
Regression coefficients and their standard errors' 
2 
R Constant 
term 
X 8 X 10 
Model I. 
Model II. 
1. .588 6929.6406 
2. .586 8314.8008 
3. .832 10580.5937 
4. .894 -8110.1563 
5. .892 -13745.4548 
6. .896 -9336.9844 
2531.9754 . 
(371.0641) 
*** ** 
2515.7220 1380.8342 -160.2685 
(302.4096) (565.8363) (404.4877) 
*** *** 
2581.7231 1548.2932 -144.8506 
(288.3821) (519.7726) (401.4772) 
*** ** 
2540.7665 1405.2617 -105.833 
(305.4985) (569.5541) (411.9207) 
The estimated standard errors appear in parentheses below each 
coefficient. 
* 
leve1. 
** 
level. 
*** 
level. 
Significantly different from zero at the 10 percent probability 
Significantly different from zero at the five percent probability 
Significantly different from zero at the one percent probability 
Table 19. (Continued) 
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Dependent 
variable 
Regression coefficients and their standard errors' 
X- X 
15 X 20 
Model I. 
Model II. 
1. 
2 .  
4. 
5. 
6 .  
-160.1727 
( 96.1806) 
-191,5366 
(52.5186) 
-53.5755 
(64.2640) 
-27.4269 
(35.3568) 
*** 
7.0661 
(54.8974) 
436.5675 
(751.3374) 
377.8138 
(726.9614) 
-190.1862 
(495.5420) 
690.3946 
(465.3091) 
** 
926.2740 
(350.007) 
741.1414 
(471.7652) 
-38.5524 
(98.5047) 
-72.8350 
(64.0400) 
-43.7850 
(53.1109) 
.5142 
(.4350) 
.4847 
(.4231) 
.4855 
(.2820) 
.6373 
(.2406) 
*** 
.7200 
(.2144) 
*** 
.6560 
(.2429) 
Table 19. (Continued) 
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Dependent 
variable 
Regression coefficients and their standard errors' 
Sum of 
X, 
squared 
residuals 
Durb in-
Watson 
Model I. 
Model II. 
1. 
2 .  
3. 
4. 
5. 
6 .  
•110.9953 
(31.2349) 
*** 
*** 
-116.0964 
(28.0299) 
-60.5376*** 
(21.5522) 
*** 
-50.9260 
(17.8129) 
-41.7159 
(13.1961) 
*** 
** 
-46.1284 
(18.8276) 
38570520.1 
38749551.9 
15710834.3 
9949671.52 
10142804.1 
9729256.62 
1.489 
"f" 1.61  
-H-
2.034 
1.63 
1.63 
+ 
1.67 
-H-
+, 
Insignificant serial correlation test at the .02 level. 
Inconclusive serial correlation test. 
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Table 20. Principal statistical estimates of quarterly broiler demand 
coefficients, United States, 1955-1964 
Regression coefficients and their standard errors' 
2 
Dependent 
variable R Constant 
term 
x_ X 8 
Model I. 
1. .680 6.7736 
2. .734 -14.6895 
Model II. 
3. .951 8.8777 
4. .955 2.0012 
*** 
.7865 
(.1312) 
, *** 
.7694 
(.1272) 
1.0397 
(.1407) 
*** 
.9683 
(.1418) 
*** 
5. .918 9.1774 
6. .928 -.3116 
Model III. 
Winter 7. .854 6.3616 
8. .893 -12.2040 
9. .943 • -7.1896 .4723 
(.1337) 
*** 
Summer 10. .953 9.5802 
11. .955 5.0054 
12. .963 8.0177 
* 
-.2363 
(.1386) 
The estimated standard errors appear in parentheses below each 
coefficient. 
level. 
Significantly different from zero at the 10 percent probability 
** 
Significantly different from zero at the five percent probability 
Winter 7. .854 6.3616 
8. .893 -12.2040 
9. .943 -7.1896 .4723 
(.1337) 
Summer 10. .953 9.5802 
11. .955 5.0054 
12. .963 8.0177 -.2363* 
(.1386) 
^The estimated standard errors appear in parentheses below each 
coefficient. 
Significantly different from zero at the 10 percent probability 
level. 
** 
Significantly different from zero at the five percent probability 
level. 
*** 
Significantly different from zero at the one percent probability 
level. 
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Table 20. (Continued) 
Regression coefficients and their standard errors' 
Dependent 
variable X 10 '11 X, 21 X 23 
Model I. 
1. 
2 .  
Model II. 
4. 
5. 
6 .  
Model III. 
Winter 7. 
8 .  
9. 
Summer 10. 
11. 
12. 
-.5392 
(.1319) 
*** 
-.5211 
(.1280) 
*** 
-1.1854*** 
(.1190) 
•1.1153*** 
(.1185) 
-0.1234*** 
(.0246) 
*** 
-.0976 
(.0248) 
-.1331 
(.0103) 
*** 
-.1249 
(.0109) 
- .1282 
(.0126) 
*** 
-.1166 
(.0133) 
*** 
-.1048 
( .0226) 
*** 
-.0777 
(.0231) 
-.1033 
(.0188) 
*** 
-.1384 
(.0126) 
-.1331 
(.0141) 
*** 
-.1327 
(.0133) 
*** 
.0043 
(.0301) 
.0463 
(.0322) 
.0188 
(.0127) 
** 
.0308 
(.0140) 
.0219 
(.0155) 
.0392 
(.0170) 
.0372 
(.0255) 
.0678 
(.0261) 
** 
.0470 
(.0205) 
.0126 
(.0178) 
.0220 
(.0209) 
.0224 
(.0197) 
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Table 20. (Continued) 
Regression coefficients and their standard errors^ 
Dependent 
variable 
^6 
*22 *3 
Sum of 
squared 
residuals 
Durbin-
Watson 
Model I. 
.0693* ' 
(.0344) 
1. 16.5778 
2. 
** 
.0837 .0093** 13.7821 1.723* 
(.0323) (.0035) 
Model II. U_l_ 
3. .0151 
(.0155) 
2.5602 1.193 
4. .0235 
(.0157) 
.0029* 
(.0016) 
2.3204 1.240""^ 
5. .0177 
(.0184) 
4.2298 
6. .0271 
(.0181) 
.0040** 
(.0019) 
3.7429 2.061* 
Model III. 
Winter 7. .0083 
(.0322) 
2.7180 2.425 
8. .0341 
(.0305) 
.0078** 
(.0033) 
1.9941 2.505** 
9. .0364 
(.0230) 
** 
.0062 
(.0025) 
1.0541 1.748* 
Summer 10. .0308 
(.0204) 
1.3087 2.080* 
11. .0341 
(.0208) 
.0019 
(.0022) 
1.2444 2.003* 
12. .0175 
(.0219) 
.0008 
(.0022) 
1.0304 1.755* 
Insignificant serial correlation test at the .02 level. 
Inconclusive serial correlation test. 
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Table 21. Principal Statistical estimates of quarterly production of 
commercial broiler coefficients. United States, 1955-1964 
Dependent 
variable 
Regression coefficients and their standard errors 
2 R Constant 
term 
X 8 X 10 
Model I. 
Model II. 
1. .757 4960.7266 
2. .821 1128.7744 
3. .820 1207.3281 
.802 5222.6523 
.876 1174.4998 
.876 1170.4448 
4. 
5. 
6 .  
•171.7539 
(62.5706) 
*** 
•190.2950 
(49.7426) 
*** 
-190.1078 
*** 
(48.5167) 
7. .901 4024. 8044 
*** 
235.0461 
(71.3919) 
*** 
439.6912 
(79.1342) 
69.0377 
(64.5992) 
8. .966 648. 9316 
*** 
229.0868 
(42.1049) 
*** 
418.335 
(46.6254) 
41.4928 
(38.2468) 
9. .938 1182. 5254 
*** 
215.1071 
(55.2999) 
*** 
288.8775 
(50.7858) 
-30.3797 
(46.5689) 
The estimated standard errors appear in parentheses below each 
coefficient. 
level. 
Significantly different from zero at the 10 percent probability 
** 
level. 
Significantly different from zero at the five percent probability 
*** 
level. 
Significantly different from zero at the one percent probability 
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Table 21. (Continued) 
Dependent 
variable 
y? 
Regression coefficients and their standard errors' 
X 
24 17 X 25 
Model I. 
1. 
2 .  
150.0126 
(110.1688) 
189.5699* 
(95.2844) 
8.9869 
(28.9693) 
10.8227 
(24.7400) 
•110.8272 
(36.6676) 
-79.5041 
(32.7533) 
Model II. 
3. 
4. 
5. 
7. 
8 .  
9. 
170.8710 
(84.1694) 
107.7542 
(102.0660) 
145.9347* 
(81.3043) 
146.9322 
(71.1434) 
10.8625 
(90.3449) 
47.5599 
(53.4992) 
-1.3055 
(26.7952) 
-.5637 
(21.1122) 
79.6057 
(25.8146) 
*** 
74.7550 
(15.1184) 
-45.6484 
(65.9076) 
*** 
-71.0215 
(26.0900) 
-93.6715 
(34.1588) 
*** 
** 
-58.0328 
(28.2348) 
-58.4870 
(22.2025) 
*** 
-99.2877 
(29.2408) 
*** 
-64.0023 
(17.8557) 
-12.2070 
(19.0349) 
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Table 21. (Continued) 
Regression coefficients and their standard errors' 
Dependent 
variable 
y-7 
X 26 
Sum of 
squared Durbin-
residuals Watson 
Model I. 
1. 
2 .  
-9.0433 
(2.6018) 
23.0266 
(4.3150) 
*** 
1137308.80 
838847.499 1.643 
+ 
Model II. 
3. 
5. 
6 .  
7. 
8 .  
9. 
-9.5389 
(2.3897) 
-7.8378 
(1.7733) 
*** 
23.2030 
(4.2462) 
*** 
24.6008 
(3.6687) 
*** 
24.5902 
(3.5933) 
21.6339 
(2.0249) 
23.5058 
(2.6185) 
*** 
843568.963 1.572 
925899.893 .929 
581124.706 1.267 
+ 
581137.258 1.271 
463906.401 .764 
161523.662 1.499 
288916.199 1.151 
++ 
Insignificant serial correlation test at the .02 level. 
Inconclusive serial correlation test. 
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Table 22. Principal statistical estimates of quarterly production of 
commercial broiler coefficients. United States, 1955-1964 
Regression coefficients and their standard errors 
Dependent 
variable 
y-, 
Constant 
term 8 
X 10 
Model I. 
.776 6173.8867 
2. .821 3218.2915 
,775 6088.7500 
4. .821 3176.4902 
Model II. 
5. 
6. 
.872 2497.1484 
.871 2352.7073 
,967 
,947 
1612.5288 
2271.8594 
242.3596 
(41.6883) 
•kit* 
423.6664 
(45.4222) 
*** 
240.2520 
(52.0931) 
*** 
312.5569 
(46.6359) 
*** 
*** 
•186.5544 
(52.1471) 
*** 
•183.9118 
(51.2810) 
52.4761 
(37.7556) 
-4.2181 
(44.1987) 
The estimated standard errors appear in parentheses below each 
coefficient. 
level. 
Significantly different from zero at the 10 percent probability 
level. 
Significantly different from zero at the five percent probability 
*** 
level. 
Significantly different from zero at the one percent probability 
Table 22. (Continued) 
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Dependent 
variable 
Regression coefficients and their standard errors' 
X 29 X 17 X 25 X 27 
Model I. 
Model II, 
1. 
2 .  
3. 
5. 
6 .  
7. 
8. 
28.5379 
(21.9328) 
30.9042 
(19,5163) 
30.8374 
(19.8081) 
31.8243* 
(17.5347) 
20.6668 
(16.9930) 
24.2158 
(15.2461) 
5.3497 
(10.9537) 
-13,6255 
(12.5228) 
-7.5935 
(29.0966) 
-2.9883 
(26.0299) 
-11.1722 
(22.4576) 
67.7313 
(15.7848) 
-2.0719 
(1.3820) 
*** 
*** 
-96.7815 
(36.0868) 
-67.0794* 
(33.5499) 
102.6053 
(27.9685) 
_*** 
** 
-69.3193 
(26.8940) 
-45.5046 
(29.4198) 
-54.0976 
(23.5420) 
-56.6831 
(18.5336) 
-7.2486 
(18.1425) 
*** 
-6.8594 
(3.3268) 
-3.8089 
(2.4060) 
** 
-6.7489 
(3.2542) 
-3.7689 
(2.3458) 
-2.3289 
(2.1061) 
-2.2019 
(2.0665) 
-1.7550 
(1.1084) 
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Table 22. (Continued) 
Regression coefficients and their standard errors' 
Dependent 
variable 
y-7 
26  
Sum of 
squared Durbin-
residuals Watson 
Model I. 
1. -2.2631 
(4.1662) 
2 .  
-2.3287 
(4.1012) 
17.0848 
(5.8022) 
*** 
17.1331 
(5.7023) 
*** 
1051548.26 1.277 
-H-
840199.624 1.622 
+ 
1053718,52 1.315 
-H-
840535.189 1.640 
+ 
Model II. 
6 .  
7. 
8 .  
20.7878 
(5.0863) 
*** 
20.9141 
(5.0217) 
*** 
18.6144 
(2.6656) 
*&* 
18.9962 
(3.3292) 
*** 
600166.120 1.380 
-H-
604807.743 1.437 
-H-
152831.753 1.679 
246630.134 
++ 
^Insignificant serial correlation test at the .02 level. 
-H-
Inconclusive serial correlation test. 
196 
Table 23. Principal statistical estimates of quarterly production of 
commercial broiler coefficients. United States, 1955-1964 
Regression coefficients and their standard errors' 
2 
Dependent 
variable 
^8 
R Constant 
term 
X 8 Xr '10 
Model I. 
.139 43.6096 
Model II. 
2. .817 
3. .829 
65.5284 
45.4682 
.884 73.2902 
5. .891 56.8773 
10.1495 
(2.6560) 
*** 
10.7047 
(2.9370) 
1.0932 
(2.5576) 
2.7449 
(3.2855) 
-27.3391*** 
(2.3567) 
-27.5437 
(2.3478) 
-23.5691 
(2.4857) 
22.9851 
(2.7068) 
*** 
The estimated standard errors appear in parentheses below each 
coefficient. 
level. 
Significantly different from zero at the 10 percent probability 
** 
level. 
Significantly different from zero at the five percent probability 
*** 
Significantly different from zero at the one percent probability 
level. 
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Table 23. (Continued) 
Regression coefficients and their standard errors' 
Dependent 
variable 
^8 
X 
14 
X 13 X, 
Sum of 
squared 
residuals 
Durbin-
Watson 
Model I. 
Model II. 
5. 
•kit 
1. 54.3485 
(25.0749) 
44.5798 
(9.4223) 
54.1513 
(11.3233) 
3. 
33.0249 
(8.5363) 
*** 
37.6838 
(10.4867) 
*** 
3.1353 
(18.1132) 
7.2976 
(8.1872) 
9.2087 
(8.4657) 
.0941 
(.2408) 
.0794 
(.0921) 
7001.7238 2.112 
1484.7107 2.506 
.1511 1387.0123 2.400 
(.1089) 
940.5235 2.212 
888.8597 2.24 
+ 
+. 
Insignificant serial correlation test at the .02 level. 
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Table 24. Principal statistical estimates of quarterly market margin 
for broiler coefficients. United States, 1955-1964 
Dependent 
variable 
Model I. 
1. .831 24.6164 
2. .816 28.1427 
3. .831 25.1212 • 
4. .831 25.5162 
5. .826 25.1619 
6. .844 25.8543 .0880 
(.5115) 
-.2507 
(.6505) 
.4131 
(.3225) 
7. .833 21.7780 .6269 
(.3726) 
.5587 
(.3644) 
.4046 
(.3678) 
8. .851 21.2673 -.2041 
(.5624) 
-.7138 
(.7508) 
* 
.6519 
(.3762) 
^The estimated standard errors appear in parentheses below each 
coefficient. 
Regression coefficients and their standard errors^ 
2 
R Constant x XQ x.^ 
term ® ^ 
Significantly different from zero at the 10 percent probability 
level. 
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Table 24. (Continued) 
Regression coefficients and their standard errors' 
Dependent 
variable X 11 X 28 X 19 
Model I. 
1.  
2 .  
Model II. 
4. 
6 .  
7. 
8 .  
.1276 
(.4764) 
-.3588 
(.2512) 
* 
.0013 
(.0007) 
.0013 
(.0007) 
.0016 
(.0013) 
.0023 
(.0015) 
.0040* 
(.0021) 
-.0543 
(.0675) 
-.0077 
(.0709) 
-.0469 
(.0667) 
-.0134 
(.0748) 
.1218 
(.1007) 
-.1236 
(.0225) 
*** 
** 
-.1124 
(.0282) 
-.1254 
(.0284) 
-.1338 
(.0445) 
*** 
-.0998 
(.0291) 
*** 
-.1492 
(.0488) 
-.0867 
(.0317) 
-.1613*** 
(.0495) 
level. 
Significantly different from zero at the five percent probability 
*** 
level. 
Significantly different from zero at the one percent probability 
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Table 24. (Continued) 
Regression coefficients and their standard errors' 
Dependent gm, of 
variable squared 
residuals 
Durb in-
Watson 
Model I. 
Model II. 
** 
.3177 
(.1294) 
.5481 
(.1570) 
** 
.3110 
(.1452) 
.3015 
(.1444) 
.3108 
(.1508) 
.3196 
(.1438) 
.3524 
(.1575) 
A* 
.3831 
(.1521) 
16.94603 
18.4508 
16.9402 
16.9103 
17.4069 
15.6775 
16.7438 
14.9711 
2.019 
1.782 
+ 
1.975 
1.964 
1.834 
2.037 
+ 
+. 
Insignificant serial correlation test at the .02 level. 
Inconclusive serial correlation test. 
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Table 25. Principal statistical estimates of end of the quarterly 
inventory of broiler coefficients. United States, 1955-1964 
Regression coefficients.and their standard errors^ 
Dependent g 
variable R Constant Xg x^^ 
yjo tem 
Model I. 
1. .531 75.3094 
Model II. 
2. .454 6.5996 
3. .552 30.9314 
4. .598 70.2163 
5. .641 4.2427 -.7476 1.3920 9.2100 
(2.1769) (2.4339) (1.9288) 
*** 
6. .656 31.3547 -.5169 1.8336 6.8722 
(2.0967) (2.2657) (2.1187) 
The estimated standard errors appear in parentheses below each 
coefficient. . 
^ • • 
Significantly different from zero at the 10 percent probability 
level. 
Significantly different from zero at the five percent probability 
level. 
Significantly different from zero at the one percent probability 
level. 
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Table 25. (Continued) 
Regression coefficients and their standard errors' 
Dependent 
variable 
1^0 
X 12 X 28 31 
Model I. 
Model II. 
1. 
3. 
4. 
5. 
6 .  
6.5683 
(1.4721) 
*** 
4.7934 
(1.4845) 
*** 
4.2539 
(1.4177) 
*** 
** 
-.0129 
(.0046) 
.0011 
(.0029) 
-.0101** 
(.0039) 
** 
.0070 
(.0029) 
-1.8787 
( .3888) 
*** 
-.8611 
(.3134) 
*** 
-.7952 
(.2909) 
-.1744 
(.1487) 
*** 
.4550 
(.1375) 
.2274 
(.1502) 
.0198 
(.1715) 
* 
.2835 
(.1549) 
.1575 
(.1706) 
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Table 25. (Continued) 
Regression coefficients and their standard errors' 
Sum of Dependent 
variable 
^10 
32 2^1 6^ squared Durbin-
residuals Watson 
Model I. 
1. -.0742 
(.0647) 
.1927 540.3532 
(.1465) 
Model II. 
2 .  .0314 
(.486) 
628.2130 2.428 4-
3. 
• 4. 
5. 
6 .  
-.0602 
(.0578) 
-.0505 
(.0580) 
-.0452 
(.0529) 
-.8356 
(.2367) 
*** 
516.3831 2.095 
462.9589 
413.6866 1.930 + 
396.5296 1.755 
+ 
Insignificant serial correlation test at the .02 level. 
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1965 PBEDICTION 
One way of evaluating the theory and methods of estima­
tion in the econometric model of the poultry industry is to 
compare forecasts outside of the sample period, from which the 
structural parameters have been estimated, with subsequently 
observed values of the same variables. 
Wold stated (299) the unirelation forecasting approaches 
as : 
1. Forecasting by functional extrapolation; 
Yt = f(t) + (7.1) 
where t is time, y^ is the series to be forecasted. 
2. Leading series: 
yt = f(zt_k) + ^t (7-2) 
The series is called a leading series relative to y^, thus 
provides a forecast of y^ over a period of k time units. 
3. Conditional forecasting; 
Yt = f(%t) + (7.3) 
4. The Harvard economic barometer; 
y^ = L(t) + c(t) + s(t) + u^ (7.4) 
where L(t) is a trend component, C(t} is the business-cycle 
component, S(t) is a seasonal component. . 
5. The chain principle; 
^t ^ f(yt-h' yt-2h' ^ t-3h' ) ^t (7*5) 
Suppose that a model involves the variables y,%^,...,x^, 
and assuming the following relation: 
204 
y = (7.6) 
with 
E l  (  y / X j ^  )  =  f  (  x ^  j . . . ,  x ^  )  (  7  •  7  )  
Then relation 6, with 7» is called eo ipso predictor. The 
variable y is called predictand; x^, x^ are called explan­
atory variables or predictor variables. Consider an eo ipso 
predictors that are linear in the form: 
y = Aq + A]_ x^ +....+ + u, (7.8) 
with 
E(y/x^ ,x^J = Aq + A^ x^ + + A% x^ (7.9) 
In the eo ipso predictor 8, the residual u has zero mean and 
is uncorrelated with the predictor variables. 
Maugh (291) argued strongly for the use of least squares 
in simultaneous systems. His argument is not that least squares 
gives unbiased estimates of the structural parameters but that 
they do give unbiased estimate of the predictand in the re­
gression equation given the values of the predictors. Fisher 
(63) argued that using least squares for forecasting in simul­
taneous equations, giving no structural change, do not give 
unbiased forecasts of the dependent variables forecasted. The 
equation has at least one other endogenous variable aside from 
the predictant. In order to forecast the predictant required 
knowing the values of all the variables on the righthand side 
of the equation. The values of the endogenous variables in 
the system will be influenced by the value of the predictant 
20^ 
and thus cannot be known before the forecast is made. They 
must also be forecasted at the same time. 
A solution for this problem may be by regressing the en­
dogenous Variables appearing on the right-hand side of the 
equation on all the exogenous variables in the system. The 
estimated values of these endogenous variables can be used in 
the original equation to make the final forecast of the 
original predictant. Another approach is to obtain the esti­
mated structural equations, and then solve the resulting equa­
tions to obtain each endogenous variables as a function of 
exogenous variables only. In other words this approach implies 
the use of the reduced form of the structural equations to 
forecast the values of the jointly dependent variables. 
Selected I965 Yearly Prediction 
The closeness with which the predicted values approximate 
the actual values gives a general indication only of whether 
the model did well or poorly in predicting the values. The 
range of variation of the ratios of predicted to actual values 
is used as indication of the closeness of predicted values to 
actual values. But without statistical measures of performance 
of the model, the forecaster may be forced to rely on judge­
ment more than is necessary. A quantitative test was used in 
conjunction in evaluating the results. An index of dispersion 
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U, the Inequality coefficient, is used to test the accuracy of 
where are the predictions and are the 
corresponding actual outcomes. If U = 0 then all forecasts are 
perfect; and if U = 1 if there is a negative proportionality 
between the P's and A*s. 
The predicted and the observed values of selected endoge­
nous Variables for 19^5 egg yearly model are presented in 
Table 26. The table includes the ratios of predicted to actual 
Values and the inequality coefficients. 
Based on the U values, very good accuracy was obtained 
for 1965 consumer demand of eggs equation fitted by LISE. The 
TSLS and OLS equations tend to overestimate the actual value. 
The OLS prediction of farm production of eggs, market margin 
per dozen of eggs, egg storage accumulation, and egg-feed 
price ratio are better than the TSLS and LISE. TSLS prediction 
for eggs hatched is better than the other two estimation 
methods. 
the predictions.^ 
The inequality coefficient U is given by; 
U = 
^For more discussion of accuracy tests in forecasting, 
see Theil, E. (242) and(243). 
Table 26. Actual and predicted values, ratios of predicted to actual, and inequality coefficients 
of selected endogenous variables in the yearly egg subsector 1965 
Actual 
Estimated 
TSLS 
Estimated Standard 
Actual error of 
forecast 
U Estimated 
OLS 
Estimated Standard 
Actual error of 
forecast 
U 
Domestic egg 
consumption 308 341 
Farm production 
of eggs 
Eggs hatched 
655.88 658.65 
3996.00 3721.94 
Market margin per 
dozen of eggs 18.65 17.84 
Egg storage 
accumulation 1.60 1.75 
Egg-feed price ratio 9.80 10.74 
110.71 284 
100.42 90.52 
93.14 68.26 
95.66 11.51 
109.38 
109.59 
5.84 
.48 
.1071 340 110.39 292 
.0719 1.58 98.75 
.0959 9.97 101.73 
.1039 
.0042 657.07 100.18 71.58 .0018 
.0686 3715.55 92.98 71.31 .0702 
.0434 18.22 97.69 11.14 .0231 
4.26 .0125 
1.44 .0173 
Table 26. (Continued) 
Estimated 
LISE 
Estimated 
Actual 
U 
Domestic egg 
consumption 
Farm production 
of eggs 
Eggs hatched 
Market margin per 
dozen of eggs 
Egg storage 
accumulation 
Egg-feed price ratio 
316 
667.71 
3564.22 
17.64 
2.47 
10.81 
102.59 
101.80 
89.20 
94.58 
154.33 
110.30 
.0260 
.0180 
.1081 
.0542 
.5438 
.1031 
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Table 2? presents the predicted and actual values of 
selected endogenous variables in the yearly chicken model. 
Predictions of storage accumulation are somewhat less than 
satisfactory. TSLS prediction values for consumer demand for 
chicken, production of farm chickens, and farm production of 
commercial broilers have higher level of accuracy than OLS and 
LISE. OLS shows better prediction for farm chicken-feed price 
ratio and market margin of chickens. Storage accumulation 
predicted value by LISE gives lower U. The LISE estimation 
equations tend to underestimate the actual values, while OLS 
has the tendency to overestimate the actual values. In general 
the U Values indicated that predictions by equations fitted by 
TSLS were more accurate than those obtained by LISE and OLS. 
Predicted and actual values for selected endogenous vari­
ables for the turkey yearly model are presented in Table 28. 
The U value is the smallest in the LISE predicted values for 
consumption of turkey, and for turkey storage accumulation. 
Thus, LISE is selected as the better estimation method. 
The predicted values of production and prices can be used 
in estimating the farm income from the different poultry sub-
sectors. The estimated farm income from eggs, chickens, and 
turkeys by TSLS and LISE methods are shown in Table 29-
An index V was constructed to test the overall perform­
ance of the model estimated by different estimation methods. 
The index V is given by: 
Table 27. Actual and predicted values, ratios of predicted to actual, and inequality coefficients of 
selected endogenous variables in the yearly chicken subsector 1965 
Actual 
Estimated 
TSLS 
Estimated Standard 
Actual error of 
estimate 
U Estimated 
OLS 
Estimated Standard 
Actual error of 
estimate 
U 
Domestic all chicken 
consumption 33.4 / 33.45 100.30 
Production of farm 
chickens 1136.0 1147.0 100.97 
Production of 
commercial 
broilers 
Farm chicken-feed 
price ratio 
8106 8136 100.37 
2.59 1.78 68.73 
Market margin per 
pound of all chicken 
(ready-to-cook) 17.3 11.92 68.90 
Storage accumulation 
of chickens 27.4 66.15 241.42 
5.30 .0010 34.4 102.99 6.24 .0334 
524.01 .0097 1242.7 109.39 459.21 .0939 
,0037 7558 
.58 .3127 
49.96 1.4140 
93.24 .0676 
2.89 111.58 1.07 .1158 
9.61 .3110 14.67 84.80 10.68 .1520 
37.01 135.07 174.34 .3507 
Table 27. (Continued) 
Estimated Estimated 
Actual 
U 
Domestic all chicken 
consumption 
Production of farm 
chickens 
Production of 
commercial 
broilers 
Farm chicken-feed 
price ratio 
Market margin per 
pound of all chicken 
(ready-to-cook) 
Storage accumulation 
of chickens 
32.24 
1008.21 
7595 
1.51 
9.53 
31.36 
96.53 
88.75 
93.73 
58.30 
55.09 
114.45 
.0347 
.1125 
.0630 
.4170 
.4491 
.1445 
Table 28. Actual and predicted values, ratios of predicted to actual, and inequality coefficients of 
selected endogenous variables in the yearly turkey subsector 1965 
Actual 
Estimated 
TSLS 
Estimated Standard 
Actual error of 
estimate 
U Estimated 
OLS 
Estimated Standard 
Actual error of 
estimate 
U 
Domestic turkey 
consumption 7.40 7.19 97.16 2.28 
Turkey production 1885.0 
Storage accumulation 
of turkey 292.80 248.59 84.90 31.43 
.0284 7.02 94.86 2.46 .0514 
1838.01 97.51 521.35 .0249 
.1510 258.39 88.25 39.82 .1175 
Table 28. (Continued) 
LISE 
Estimated Estimated U 
Actual 
Domestic turkey 
consumption 7.19 97.16 .0284 
Turkey production 
Storage accumulation 
of turkey 282.15 96.36 .0364 
Table 29. Estimated production, prices and farm income from eggs, chickens, 
and turkey by TSLS and LISE in the United States 19d5 
TSLS 
Predicted 
farm Actual 
Price Production Income income 
LISE 
Predicted 
farm Actual 
Price Production Income income 
Cents Millions Millions Millions Cents Millions Millions M&lllons 
Eggs 36.2 5488.75 1986.9 1809.9 36u7 5475.00 2002.3 I809.9 
Chickens 11.2 928].0 1040.8 1307.9 10.5 8603.2 903-3 1307-9 
Turkey 17.9 I838.OI 329.0 4l8.0 18.5 1838.01 340.1 4l8.0 
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I  j=l X 
\ J 
Where .. .. are the predicted values for endogenous 
variables by estimation method h, are the corre­
sponding actual outcomes, and are the sample mean 
of the corresponding endogenous variable used in the struc­
tural estimation. Calculated indices are given in Table 30. 
Table 30. Indices of predictability performance of the model 
estimated by TSLS, OLS, and LISE, for selected 
Variables in the egg, chickens, and turkey models 
V value 
Model TSLS OLS LISE 
Eggs 0.1674 0.1438 0.2479 
Chickens O.5819 0.2602 0.4339 
Turkey O.3686 O.2976 O.IO78 
The egg model estimated by OLS gives the smallest V value, 
followed by the TSLS V value and LISE. The predictions for 
the chickens model based on the structural equations esti­
mated by OLS shows the lowest V value followed by the V value 
of LISE and TSLS. The turkey model estimated by LISE gives 
good predictions, followed by OLS and TSLS. 
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1965 Quarterly Prediction 
The predicted and observed values of the dependent vari­
ables in the egg sector are compared in Table 31. The stan­
dard error is included in the table to aid in comparison. 
The four quarters predicted values of consumer demand for 
eggs by Equation 8 Table 16, are underestimated except the' 
first quarter consumption which is overestimated. The esti­
mated consumption minus the observed values falls outside the 
range suggested by deviations from regression. An alternative 
set of predictions of consumer egg demand have been estimated 
by summer and winter demand equations. The estimated demand 
Values for summer were more satisfactory than the winter 
predicted demand values. 
Estimates of the farm supply of eggs are well predicted 
by Equation 7 of Table I7. The third quarter is the only 
10 Value that falls out of the range. 
The marketing margin predicted Values for the first and 
second quarters are underestimated, while the third and 
fourth quarters predicted values are overestimated. The 
third quarter is the only value that falls in the range. 
Predictions of end of the quarter inventory are within 
the range except the second quarter predicted value. 
^^The range is the observed value plus or minus one 
standard error. 
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The predicted and observed values of the dependent vari­
ables in the broiler sector are compared in Table 32. The 
predicted four quarters broiler consumption amounts by Equa­
tion 4 Table 20 are underestimated. The first and third 
quarters predicted consumption values are within the sug­
gested range. The summer and winter predicted values are not 
better than those estimated by Equation 4 of Table 20. 
Estimates of the quarterly supply of broilers are better 
predicted by Equation 5 Table 23. Equation 8 Table 21 is 
next in prediction accuracy of the four quarters broilers 
supply. The values predicted by Equation 7 Table 22 seemed 
to deviate more in absolute value than the predictions by 
other equations. 
The marketing margin is predicted relatively well. The 
fourth quarter is the only value that falls out of the range. 
Predictions of end of the quarter broiler Inventory are 
within the range except for the fourth quarter. The four 
quarter inventory estimates are overestimated. 
Table 31. Estimated and observed values of the egg section endogenous variables; 
1965 four quarters in United States 
Observed 
Prediction Time Estimated Observed minus Standard 
equation Variable period value value estimated error 
8 
16 
Egg consumption 1965-1 72.33 70.3 -2.03 1.005 
Table 1965-2 66.32 68.8 1.48 
1965-3 65.77 68.7 2.93 
1965-4 70.24 71.5 1.26 
11 
16 
1964-4 75.26 73.6 -1.66 .890 
Table 1965-1 71.72 70.3 -1.42 
12 
16 
1964-4 77.37 73.6 -3.77 .785 
Table 1965-1 72.34 70.3 -2.04 
15 1965-2 68.18 68.8 .62 .780 
Table 16 1965-3 67.73 68.7 .97 
16 1965-2 68.07 68.8 .73 .811 
Table 16 1965-3 68.25 68.7 .45 
4 Farm supply of 1965-1 16.38 16.52 .14 .361 
Table 17 eggs 1965-2 16.87 17.00 .13 
1965-3 14.82 15.93 1.11 
1965-4 15.40 16.14 .74 
7 1965-1 16.75 16.52 -.23 .459 
Table 17 1965-2 16.84 17.00 .16 
1965-3 14.94 15.93 .99 
1965-4 15.88 16.14 .26 
Table 31. (Continued) 
Observed 
Prediction Time Estimated Observed minus Standard 
equation Variable period value Value estimated error 
6 Egg margin 1965-1 18.00 19.17 1.17 .972 
Table 18 1965-2 16.28 18.71 2.43 
1965-3 18.07 17.91 — » 16 
1965-4 19.88 18.72 -1.16 
5 End of quarter 1965-1 992.34 1442 449.66 562.99 
Table 19 egg inventory- 1965-2 3908.04 2660 -1248.04 
1965-3 2723.37 2715 -8.37 
1965-4 1223.55 1370 146.45 
Table 32. Estimated and observed values of the broiler section endogenous 
Variables; I965 four quarters in United States 
Observed 
Prediction Time Estimated Observed minus Standard 
equation Variable period value value estimated error 
4 
Table 20 
Broiler consump­
tion 
1965-1 
1965-2 
1965-3 
1965-4 
6.44 
7.25 
7.74 
6.55 
6.6 
7.6 
8.0 
7.1 
.16 
.26 
.55 
.274 
- 8 
Table 20 
1964-4 
1965-1 
6.70 
6.21 
6.51 
6.60 
-.19 
.39 
.365 
9 
Table 20 
1964-4 
1965-1 
6.83 
5.97 
6.51 
6.60 
-.32 
.63 
.274 
11 
Table 20 
1965-2 
1965-3 
7.27 
7.58 
7.6 
8.0 
.33 
.42 
.288 
12 
Table 20 
1965-2 
1965-3 
7.14 
7.51 
7.6 
8.0 
.46 
.49 
.271 
8 
Table 21 
Farm supply of 
broilers 
1965-1 
1965-2 
1965-3 
1965-4 
1783.26 
2023.09 
2218.66 
1932.38 
1829.8 
2083.3 
2280.9 
1912.0 
46.54 
60.21 
62.24 
-20.38 
72.18 
7 
Table 22 
1965-1 
1965-2 
1965-3 
1965-4 
1752.18 
2003.29 
2190.01 
1895.44 
1829.8 
2083.3 
2280.9 
1912.0 
77.62 
80.01 
90.89 
16.56 
71.38 
Table 32. (Continued) 
Observed 
Prediction Time Estimated Observed minus Standard 
equation Variable period value value estimated error 
5 
Table 23 
1965-1 
1965-2 
1965-3 
1965-4 
1803.70 
2077.94 
2255.64 
1955.48 
1829.8 
2083.3 
2280.9 
1912.0 
26.10 
5.36 
25.26 
-43.48 
56.8 
8 
Table 24 
Broiler margin 1965-1 
1965-2 
1965-3 
1965-4 
16.55 
16.83 
17.49 
17.89 
16.30 
16.32 
17.45 
16.74 
-.25 
- .51 
-.04 
-1.3|5 
.695 
6 
Table 25 
End of quarter 
broiler inventory 
1965-1 
1965-2 
1965-3 
1965-4 
23.21 
21.51 
23.74 
28.74 
21.88 
20.35 
20.30 
24.60 
-1.33 
-1.16 
-3.44 
-4.14 
3.520 
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SUMMARY AND CONCLUSIONS 
In recent years there has been an increased awareness of 
the interrelation of different sectors of the economy and of 
the need for formalizing this concept of interrelations into 
explicit quantitative systems of structural relations. One 
of the objectives of this study is to determine the extent to 
which such economic interrelationships in the poultry indus­
try can be formalized, then to specify those structural rela­
tions whose coefficients should be estimated by statistical 
means, such as ordinary least squares (OLS), limited informa­
tion single equation (LISE), and two stage least squares 
(TSLS). The LISE and TSLS estimation methods take into con­
sideration the simultaniety of action among the economic 
Variables. The choice of assumptions affects the method of 
statistical analysis used—single or simultaneous equations 
approaches—and thus the nature of estimates obtained for the 
coefficients in the economic relations. 
During the last decade, three major attempts have been 
made to achieve this objective by constructing econometric 
models of the poultry Industry. The first was published by 
Judge (130), the second was conducted by Gerra (86), and the 
third by Fisher (68). The first and second studies are deal­
ing exclusively with eggs, while the third study does not in­
clude turkey in the analysis and is a highly aggregative model. 
None of these studies used the TSLS estimation method. 
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This study incorporated the poultry enterprises into a 
model form. The model was divided to three submodels; eggs, 
chickens, and turkey. Attempts are made to describe the work­
ing of the poultry sector from 1935 to 1964 excluding the 
Second World War period 19^1-19^7• 
Parameter estimates for certain specified relations were 
obtained by using the alternative estimation methods. The 
estimates were then subjected to certain economic and statis­
tical tests and the implications of the results were reviewed. 
The egg submodel contains 12 endogenous variables, 12 
random residuals, and 17 predetermined variables. Ten struc­
tural equations describe the interrelationships among the 
jointly dependent economic variables and the predetermined 
factors. Since these equations do not form a complete and 
self-contained system the remaining equations, two identities 
were used to close the basic statistical set. At the same 
time, they give by addition and subtraction the values of 
some of the jointly dependent variables. 
The estimated coefficients for the demand function for 
eggs obtained by LISE method have correct signs and have more 
reasonable magnitudes than those estimates obtained by OLS 
and TSLS. 
The estimation methods emphasizing the simultaneity be­
tween the endogenous variables give better estimates of the 
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coefficients than OLS in the equation for supply of eggs at 
the farm level. 
The demand for eggs for hatching equation includes farm 
price of eggs, number of chickens raised in the previous year 
and a dummy Variable. The LISE gives better estimates of the 
coefficients than TSLS and OLS. 
The coefficients for time and lagged egg marketing margin 
are the only significant coefficients in the egg marketing 
margin equation. This verifies that there is a lag In margin 
adjustment. 
The estimated coefficients for the cold storage accumu­
lation equation of eggs by LISE are not different from zero. 
The TSLS and OLS estimates are better. 
The chicken model includes l6 endogenous variables and 
16 equations, 16 disturbance terms and 1? predetermined vari­
ables. In general the TSLS estimates are more reasonable than 
LISE, but do not differ substantially from OLS estimates. 
Variation in consumer demand for chickens was explained 
by retail price of chickens, consumer disposable income and 
consumer price index of meats. The calculated price elasticity 
in this study is lower than elasticities estimated in previous 
studies. 
Farm supply of chickens was divided into two parts. One 
presents the supply of farm chicken and the second for com­
mercial broiler production. Profitability ratios for broilers 
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and Bggs, and turkey-feed price ratio in September to December 
were included as independent variables in the analysis of the 
supply response in broiler production. These variables are 
lagged one year. The regression was estimated by ordinary 
least squares. 
Farm price of chicken and hourly earnings explain a high 
proportion of the variation in chicken marketing margin. An 
Increase in prices paid to producers, and in hourly earnings, 
will widen the margin. 
Only a moderate proportion of the total variation in the 
cold storage accumulation of chicken was explained by the 
regression. The analyses of cold storage of chicken are not 
satisfactory. 
The turkey model includes four equations, four endogenous 
Variables, and nine predetermined variables. The system has 
three structural equations and the fourth equation is an 
identity. The LISE estimation method was better than both 
OLS and TSLS in cold storage accumulation prediction. The 
lower limit of price elasticity of turkey was calculated at 
-0.77- The lower limit of the cross elasticity with respect 
to meat price is smaller than the direct price elasticity. 
The lower limit of the cross elasticity was estimated at 0.7^. 
Production of turkey is determined by the seasonal de­
mand for turkey. A recursive analysis of turkey supply 
response was followed. The independent variables used in the 
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supply equation are turkey-feed price ratio in previous 
September to December and autonomous variables. 
Turkey production explains most of the variation in cold 
storage accumulation of turkey. The trend variable estimated 
coefficient has a negative sign which reflects the declining 
importance of turkey storage as turkey production has become 
more even throughout the year.' 
The quarterly analyses utilize post war quarterly data 
from the second quarter of 1955 to the fourth quarter of 1964. 
The analyses are an attempt to explain the behavior of con­
sumer demand; farm supply; marketing margin; and of the end 
of the quarter inventory for eggs and broilers. Three 
approaches were used in the quarterly analyses. 
In the first approach, equations were derived without any 
consideration of quarterly variation. The second approach was 
made by holding the slopes of the functions constant over the 
year but allowing the level of the curve to shift among 
quarters. The third approach was to fit a separate equation 
to summer and winter for demand for eggs and broilers; this 
allows seasonal Variation in both slope and intercept. Tests 
of homogeneity were made between the various approaches. 
The estimated coefficients for variables in consumer 
demand for eggs are smaller in magnitudes than the estimated 
yearly coefficients. This verifies the less response of con­
sumer to changes in egg prices and income in his egg consump­
tion in the short run. 
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Significant seasonal Variation was observed in the egg 
demand equation. Demand for eggs is the lowest during the 
second quarter and reaches a peak in the fourth quarter. The 
slopes of the winter and summer egg demand equations are not 
equal. 
Results for farm supply of eggs indicate that there is a 
seasonal rise in the supply of eggs during the first and sec­
ond quarters and supply declines in the third and fourth 
quarters. The intercepts are not equal for the four quarters. 
Using lagged egg and broiler profitability as predetermined 
Variables in explaining the variation in egg production gives 
better fit than using lagged prices of eggs, broilers and feed. 
Approximately 59 percent of the total variation in the egg 
marketing margin was explained by the regression. None of the 
estimated coefficients for variables in the egg margin equation 
is statistically different from zero at the ten percent prob­
ability level, except the seasonal shift variable for second 
quarter. The hypothesis that the intercepts for the four 
quarters are equal is not rejected. 
Results indicate a seasonal nature in the egg end of the 
quarter inventory. There is a definite tendency for Inventory 
to accumulate in the second and third quarters. Evidently 
this is In accordance with the increase in production in the 
second and third quarters. During the first and fourth 
quarters, where demand is high and production is low, the 
stocks are liquidated. 
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The hypothesis that the slopes of consumer demand func­
tions for broiler are the same over the year was rejected. 
The hypothesis that the level of the demand function was 
identical by quarters within the year was rejected. The shift 
Variables' estimated coefficients are significant, with the 
third quarter having the bigger coefficient, and fourth 
quarter having the only negative sign. 
The fitted equations for commercial broiler supply verify 
the inequality of the quarterly intercepts. The second and 
third quarter intercepts are the highest; to match the strong 
demand during the season of outdoor activities. 
The four quarters intercepts are equal for market margin 
of broiler. They are not equal in the end of the quarter 
broiler inventory. The seasonal variables in the inventory 
equation indicate an accumulation in the fourth quarter, and 
depletion during the second quarter. 
The estimated models were used for I965 prediction under 
definite assumptions that the basic relationships which have 
existed in the poultry industry will continue to exist. 
Based on the U values (inequality coefficients) the I965 con­
sumption of eggs is predicted more accurately by using the 
demand function fitted by LISE estimation method. The TSLS 
estimated egg demand for hatching gives better predicted 
values than functions estimated by OLS and LISE. Ordinary 
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least squares predicted values for farm production of eggs, 
market margin, egg storage accumulation and egg-feed price 
ratio are more accurate than LISE and TSLS. 
For the chicken model, TSLS predicted values for consumer 
demand, production of farm chicken and commercial broiler 
production are preferable to those values predicted by equa­
tions estimated by OLS or LISE. 
Equations fitted by LISE estimation method results in 
high level of accuracy in the predicted values of turkey con­
sumer demand and cold storage accumulation. 
Another use of the estimated models is to predict farm 
income from the poultry sector. Predicted 19^5 farm income 
from poultry is 3357 million dollars by using TSLS estimated 
equations, and 3246 million dollars by using LISE estimated 
equations. The observed 19^5 farm income from poultry is 
3536 million dollars. 
The quarterly model was used for I965 four quarters pre­
dictions. Variables in general are underestimated, except 
for market margin and end of the quarter inventory of commer­
cial broiler. 
It is difficult to draw a definite conclusion of the 
best estimation method to use in the poultry industry. This 
leaves the person to Bouldings's saying (22, p. 160); 
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Below the stars, above the mud 
Man seeks to find his Highest Good 
He's partly trader, partly hero. 
Between infinity and zero, 
He occupies a middle place. 
One foot in Sin, and one in Grace 
However, this study gives insight into the merits of dif­
ferent estimation methods and use of the models in prediction. 
The model can be incorporated with other agriculture sectors 
models to present the agricultural section of the economy. 
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APPENDIX 
The Data 
Data used are series as published or derived from pub­
lications of U.S. federal departments, the major portion 
coming from the Bureau of Agricultural Economics of U.S. 
Department of Agriculture and Economic Research Service. 
Major poultry series are published in U.S.D.A. Stat. Bui. 
305 (268), U.S.D.A. publication EES 232 (276) and concurrent 
issues of U.S.D.A. Poultry and Egg Situation (275)' These 
publications include data on production, farm prices and cold 
storage for eggs, farm chickens, broiler and turkey. More­
over, data for eggs hatched, eggs per layer, number of 
chickens on farms January 1 and chicken exports were given in 
these publications. Data for feed prices of poultry ration, 
broiler mash and price-feed ratios are published in U.S.D.A. 
Stat. Bui. 159 and supplements of following years (272). 
Consumption series are given in U.S.D.A. Stat. Bui. 364 
and supplements of following years (277). Retail prices and 
market margin are found in the U.S.D.A. Miscellaneous pub. 
741 (264) and 576 (265), U.S.D.A. pub. ERS 226 (271) and 
U.S.D.A. "The Marketing and Transportation Situation" (274). 
Disposable Income and implicit price deflators are given 
In the "Survey of Current Business" of the U.S. Department of 
Commerce (281) and (282). 
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Data for quarterly farm production of broiler was ob­
tained from the hatched broiler chicks. Through 1957 the 
number of chicks which is hatched 3 months earlier, thereafter, 
it is the hatch 2 months earlier, these numbers were adjusted 
for mortality. The adjusted figures were multiplied by the 
average weight per bird. These series are converted to ready-
to-cook basis by multiplying the quantity supplied by 0.72 and 
adjust the resulted series for storage and exports. The net 
consumption data was divided by civilian population to have 
the per capita consumption of broiler. 
Most of the data for quarterly analysis was originally in 
monthly form and had to be revised into quarterly data. To 
change the monthly data into quarterly form, a simple average 
of the series for the three month period was computed. 
