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A B S T R A C T 
Since Efron's 1979 work, bootstrap has proven itself to be a powerful and ef-
ficient method for statistical analysis. Bootstrap method can be considered as a 
simulation method for assessing sampling properties of statistical estimates. Effi-
cient bootstrap simulation is often of interest. We achieve this aim by the method of 
control variate. We use the counts of the observations appearing in each bootstrap 
resample to construct the control variate. We also employ the cluster analysis and a 
model for mixture experiment. In fact, the proposed new estimator with the control 
variate is a regression estimator. We use two real life examples to illustrate how 
the idea of the proposed regression estimator works in ratio estimation and a first-
order autoregression model. Finally, we conduct a simulation study on three areas, 
namely ratio estimation, time series problem and regression model to investigate 
the performance of the proposed estimator in reducing variance. 
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Two of the fundamental problems in applied statistics are the determination 
of an estimator for a particular parameter of interest and the evaluation of 
the accuracy of that estimator through the estimates of its standard error and 
the determination of the confidence intervals. Bootstrap is an effective tool to 
deal with these two problems. The concept of bootstrap was first introduced 
by Efron in 1979. In Efroii's paper, much focus was put on the estimation 
of standard error and the determination of confidence intervals. However, 
because of the bootstrap's generality, it has been applied to a much wider 
class of problems. There exist many research papers which reveal the fact 
that bootstrap has wide range of applications. One of the topic relating to 
bootstrap is the efficient bootstrap simulations. We can view bootstrap as a 
simulation method for assessing the sample properties by repeated sampling. 
Therefore, as bootstrap has proven itself to be a more and more powerful 
and useful tool, it is worth considering variance reduction techniques in the 
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bootstrap simulation. 
So far, there exist many efficient bootstrap algorithms. For example, Davi-
son, Hinkley and Schechtman (1986) introduced the balanced bootstrap and 
the use of linear approximations. Hall (1989) proposed the antithetic resam-
pling for the bootstrap. Efron (1990) introduced the centring method which 
makes use of the control function. It was shown that these methods reduce 
the order of magnitude of variance by a factor, which may be a constant or a 
factor depending on the sample size. In this thesis, we try to use a variance 
reduction technique to attain the reduction in variance. 
Among the various variance reduction methods, we are interested in the 
method of control variate. Suppose we have a data stream X 二 (X!’ X2, ...，Xm) 
and an estimator ^ of a real-valued parameter 9. Let 6* be the bootstrap 
replication in a bootstrap resample and §*(•) be the mean of the bootstrap 
replications. §*(•) is the original bootstrap estimate of E{9). We want to find 
a control variate Oc which is of high correlation with 6* such that the control 
variate estimator, 
Ore = a(ec - E[§c)), 
(where a is a constant) has a smaller variance than 6*. If our control variate 
is believed to have a positive relationship with 9% we choose positive a. The 
greater the correlation, the greater the amount of variance reduced when a is 
appropriately selected. 
The problem of how to find the control variate comes. The value of 9* is 
affected by the observations in each resample. So the counts of observations 
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in each resample have influence on the value of 0*. We prefer the counts of 
observations since the distribution of counts in each resample are known to be 
a multinomial distribution. We use the counts of observations to construct a 
control variate by applying cluster analysis and a model for mixture experi-
ment. The model for mixture experiment is 
c—1 c 
炉⑷= ao + E c^jPij + E — Pij) + i = 1, 2, ...B， (1.1) 
where e^  is the error term, q^ - and /3j are real coefficients, ptj is the proportion 
of the observations falling in cluster j in the resample and B and c are the 
number of bootstrap resamples and the number of clusters respectively. We 
let e*{i) be the fitted values of 和⑴（i = 1，...，B) and it is the control variate. 
Then the new estimator of E{§) is given by 
+ 1=1, 2, ...B. (1.2) 
In fact, the new estimator with the control variate is a regression estimator. 
In Chapter 2’ the method of bootstrap is explained. Some common variance 
reduction techniques are also described. Finally, based on the paper of Hall 
(1992), the methods of efficient bootstrap simulation are introduced. In Chap-
ter 3，we discuss the methodology about our new bootstrap estimator. Our 
new estimator is based on the method of control variate. We employ cluster 
analysis, mixture experiment and regression estimator to generate our new es-
timator. The concept of the above topics are reviewed first and we also explain 
how to apply these techniques to give a new bootstrap estimator. In Chapter 
4，we have a simulation study. Having explained our new estimator, we try to 
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test it by simulations. We perforin simulation on three aspects, namely ratio 
estimation, the time series problem (the first order autoregressioii model) and 
the simple linear regression model. The standard errors of the original and new 
estimators are computed and compared. The simulation results show that the 
proposed regression estimator really have a smaller standard error, but the 
extents of reduction are different and dependent on the problem. Similarly, 
the amount of reduction in ratio estimation is the greatest. Lastly, in Chapter 
5，we have a conclusion and a discussion. 
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Chapter 2 
Introduction to Bootstrap and 
Efficient Bootstrap Simulation 
2.1 Background of bootstrap 
Bootstrap is a popular resampling procedure in statistical analysis. There 
have been some resampling procedures similar to the bootstrap, e.g. jackknife 
goes back to Quenonille (1949). However, it was Efron (1979) who unified 
ideas and connected the simple iioiiparametric bootstrap, which "resamples the 
data with replacement", with earlier accepted statistical tools for estimating 
standard errors such as the jackknife and delta method. 
Nowadays, research activity on the bootstrap has grown exponentially. 
There have been theoretical developments on the asymptotic consistency of 
bootstrap estimates. Bootstrap has become more and more important. It has 
been noted in the additional material in the supplemental volume of the En-
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cyclopedia of Statistical Sciences (1989 Bootstrapping - II by David Banks, 
pp.17-22). Bootstrap has also been recognized for its importance by the inclu-
sion of Efron's (1979) paper in Breakthroughs in Statistics Volume II Method-
ology and Distribution (S. Kotz and N.L. Johiison(editors) (1992) pp. 565-595 
with introduction by R. Beran). The bootstrap is referenced prominently in 
the new Encyclopedia of Biostatistics with two entries in Volume 1: (1) "Boot-
strap Methods", by DeAngelis and Young (1998) and (2) "Bootstrapping in 
Survival Analysis", by Sauerbrei (1998). 
Since Efron's work, bootstrap has been undoubtedly demonstrated to be 
a sensible approach for simple error estimation and confidence interval con-
struction in many statistical problems. It is shown that bootstrap could be 
applied in various aspects, such as regression, time series analysis, model se-
lection and biostatistics. Many publications are released to discuss bootstrap 
and many theories will further be developed. Efron and Tibshirani (1993) gave 
the basic idea of bootstrap and the applications to a wide variety of statistical 
procedures. DiCiccio and Efron (1996) discussed the bootstrap methods for 
producing good approximate confidence intervals. Young (1994) gave a per-
spective and progress on bootstrap methodology and discussed why, though 
a theoretical success, bootstrap had just a less practical success. Hall and 
Presiiell (1999) introduced biased bootstrap methods. 
Finally, there have been many researches about bootstrap. The researches 
will continue in the future. Thus, one point can be sure is that bootstrap is 
becoming a more and more popular and important statistical tool. 
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2.2 Basic idea of Bootstrap 
There are two important statistical problems of interest. One is the determina-
tion of an estimator for a particular parameter. The other one is the evaluation 
of its standard error and the determination of the confidence intervals. Efron 
(1979) introduced bootstrap solution to these two problems. 
The underlying idea of bootstrap is to look at the sample and consider its 
empirical distribution. The bootstrap idea is to replace the unknown popula-
tion distribution by the known empirical distribution. The properties of the 
estimator, such as its standard error, are then approximated. 
There are various versions of bootstrap. We consider the nonparametric 
bootstrap first. Given a sample of m independent and identically distributed 
(i.i.d.) random vectors'Xi, 2 : 2 , f r o m an unknown probability distribution 
F (we denote x as the sample ( : r i， : r2 ,…， ; r爪))and a real-valued estimator 
Tm(x) (denoted by §) of a parameter the bootstrap to assess the accuracy of § 
is defined in terms of the empirical distribution This empirical distribution 
Fm assigns probability l/m to each observed value of the random vectors Xi for 
i = 1，2, ...，m. Generate xj, . . . , x；, independently from Fm. Based on x*,...,工：” 
we calculate say . The bootstrap distribution for 0 is the distribution of 
e\ 
It should be noted that almost any parameter in the bootstrap distribution 
may serve as a bootstrap estimate. We can consider the mean, the median, or 
the 95认 percentile of the bootstrap distribution for 9. 
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From bootstrap sampling，a Monte Carlo approximation of the bootstrap 
estimate is obtained. Practically, bootstrap procedure consists of repeating 
the following steps B times: 
1) Generate an i.i.cl. sample of size m from F爪， 
八 A 
2) Compute 9* (a value of 6 obtained by using a bootstrap sample instead of 
the original sample and it is called a bootstrap replication). 
By the end, we have B values of §*, say 0*{b), b == 1，2, B. Then we 
obtain a Monte Carlo approximation to the bootstrap distribution for 9. If 
B is sufficiently large, say B = 500, we expect that there is little difference 
between the Monte Carlo approximation and the Bootstrap estimator. Also, 
we are of interest about the distribution of ^ - 6. For m sufficiently large, the 
distribution of - ^ behaves almost like the distribution of 9 - 9. And this is 
sometimes referred to as the bootstrap principle. 
For standard error estimation, B is recommended to be at least 50 (Efron 
and Tibshiraiii (1993)). The bootstrap standard error estimator is 
seB = { j : r { b ) - e * { - ) ] y { B - i ) y / \ (2.1) 
where 
b=i 
Besides the nonparanietric bootstrap, the bootstrap sampling can be car-
ried out parametrically. Instead of estimating F by the empirical distribution 
Fm, we assume that the population follows a parametric distribution, for ex-
ample a bivariate normal distribution. Then we use the sample to estimate 
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the parameter of the distribution. For a bivariate normal model for x =(仏 2)’ 
Fpar of F is a bivariate normal distribution with its estimates of mean and 
covariance being (y, z) and 
( \ 
1 - yf TXm - 仍 ( z i — 2) 
E{yi-y)izi-z) E{zi - z ) ' ) 
respectively. Instead of sampling with replacement from the empirical dis-
tribution Fm, we draw B samples of size m from the parametric estimate of 
the population Ppar. After generating the bootstrap samples, we compute �*• 
Then we compute the estimate of interest from the B bootstrap replications. 
Furthermore, there are other bootstrap methods, such as the Bayesian 
bootstrap and the double bootstrap. The Bayesian bootstrap uses a posterior 
probability distribiitioA for the Xj. Instead of sampling each Xi with replace-
ment, the Bayesian bootstrap is defined as follows: we draw m — 1 uniform 
random variables from the interval [0,1]. Let ！^⑵，•••，《(爪—1) denote the 
ascending ordered values of the m - 1 uniform random variables. Let u^o) = 0 
and U(^rn) = 1- Then we define gi = tz⑴一 1) for i = 1，...,m. Then gi is used 
as the probability of the corresponding x^, i = 1，...,m. The double bootstrap 
takes resainples from each bootstrap resample and a total of B‘2 bootstrap 
samples are required, where B is both the number of bootstrap replications 
from the original sample and the number of bootstrap samples from each boot-
strap replication. Chernick (1999) gave a discussion of the various bootstrap 
methods. Recently, Hall and Presnell (1999) introduced intentionally biased 
bootstrap methods. 
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2.3 Variance Reduction Methods 
This section provides an overview of some commonly used statistical techniques 
for improving the efficiency of simulation for a model. Variance is an important 
factor in any simulation problem. Improving the efficiency usually refers to 
as "variance reduction". Variance reduction can be viewed as utilizing known 
information about the model in order to obtain a more accurate estimator. 
In fact, variance reduction cannot be achieved without prior knowledge of the 
model. Generally, the more information we know about the simulation model, 
the more effective the variance reduction. Four important variance reduction 
techniques are control variates, common random numbers, antithetic variates 
and importance sampling. 
>-t 
2.3.1 Control Variates 
The method of control variates is one of the most widely applied variance 
reduction techniques. Control variates exploits correlation between variates. 
First, we consider a simple example of control variate. We restrict our 
attention to the linear control schemes of the form 
Oc(x) = 0(x)-A(C(x)-c), (2.2) 
where A is a constant, 0(x) is an unbiased estimator of a real parameter 0 for 
real x, C(x) is a control variate and c is its expected mean. Then Oc(^) is a 
new estimator of Q with a control variate C[x). Obviously the new estimator 
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9c[x) is unbiased. Also, the optimal choice of A is given by 
y_Cov{e{x),C{x)} 
—Var{C{x)}. 
If 0{x) and C(x) are positively correlated, constant A should be positive. If 
they are negatively correlated, constant 入 should be negative. Moreover, a 
optimal strategy to choose C{x) is to choose C(x) as highly correlated to 6{x) 
as possible. If d{x) is highly correlated to C{x) and 入 is chosen correctly, the 
variance of 9c[x) will be less than that of 6{x). 
In Glynn (1994), the general form of control variates was discussed. He 
proved that instead of the "linear" version in model (2.2), there can also be a 
"nonlinear" form. 
Until now, we only introduce a brief example of control variate. We now 
try to explain its general idea. Suppose we have a simulation model. Recall 
that 6{x) is an estimator of a parameter of interest. Then from this model, we 
explore some information. Based on this information, we compute a variate. 
There are two criterioiis for choosing the variate. The first one is that this 
variate should relate to 9{x), either a positive relationship or a negative rela-
tionship. Usually, we refer the relationship as the correlation because we often 
consider the linear relationship between 6[x) and the variate. The second one 
is that some properties of this variate are known, say having a known expected 
value. This variate can act as a control to adjust the estimate 9{x). So we call 
this variate the control variate. The estimator with the control variate then 
has a smaller variance. 
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There exists no fixed rule to construct the control variate. However, con-
trols can easily be constructed in almost any simulation context. Note that 
additional computational burden associated with the use of the method of con-
trol variates increases the time required to collect statistics for the controls. 
If there is just a low correlation, the variance may be more or less the same. 
Computation may give no improvement in efficiency. The additional time for 
computing the controls may even reduce the total efficiency. Thus, if we want 
to apply the method of control variate, we should keep notice on whether the 
control variate can explain 9{x), that is whether they have a good relationship. 
2.3.2 C o m m o n R a n d o m Numbers 
In order to illustrate the method of common random numbers, we consider 
an example. Suppose that we want to compare two different systems. Assume 
their performance measures are given by fi{X)，i = 1，2 where X is a real-
valued random variable and f : are two real-valued functions. We want 
to estimate a 二 /j^ -灼，where 叫=E[fi{X)], i = 1,2. An easy approach 
to estimate a is to generate two independent streams X n . X u , . . . , and 
-^21, ^22, •••, X2m which are both i.i.d. from random variable X. For each data 
stream, we compute the corresponding jli which is given by 
. + + + . 1 ^ 
f-k = = 1，2. 
m 
The estimator of a is 
Qm = P'l 一 ih-
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Note that 
Var[an] = VaT[j^Li — [12] — Var[j^ii] + Kar[/i2] — 2Cov[jii, {12 . 
In this case, since we independently generate the data, Cov[iii, 1.L2] equals to 
0. The variance of the estimator d decrease if the above covariance can be 
made positive. Such a positive covariance can be created by the use of the 
same random numbers. That means we generate one data stream only, say 
, X2, •••, Xm which is i.i.d. from a random variable X. Then the correspond-
ing [Li is 
fM = , 1 = 1,2. 
m 
There is reason to believe that identical inputs would produce positive covari-
ance, that is Cov[[li,ll2] > 0. So variance is reduced. Besides the possible 
reduction in variance, this technique gives an improvement in simulation effi-
ciency, since we need to generate one set of random numbers only. And thus, 
the cost of input generation is cut by half. 
The above example demonstrates the general idea of common random num-
bers in the comparison of systems. For such study, the difference between the 
estimators of the two systems is of interest. The technique of common random 
numbers reduces the variance of the difference between the two estimators by 
first identifying the random variables which are common for the two systems, 
then simulating both data streams of the common random variables using the 
same random numbers. 
Glynn (1994) pointed out that there were some practical difficulties in ap-
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plying the method of common random numbers. The most fundamental one 
is that it is non-trivial to set up the various random numbers inputs to the 
alternative system in such a way that the two systems respond to the inputs 
in a similar way, such that their covariance is made positive. The first recom-
mendation is to generate all the random variables in the simulation through 
inversion, since inversion preserves moiiotoiiicity from the uniform random 
numbers. The second recommendation is to assign different uniform random 
number generators to each random variable used in the simulation models, in 
order to make the random variables of the two systems response to the uniform 
random numbers in a similar extent. 
2.3.3 Antithet ic Variates 
Suppose 6 is an unbiased estimator of B. The general idea of antithetic 
resampling is that it requires a second estimator, say ^i, which is negatively 
correlated with 9 but has the same distribution as 6 (they have the same 
expected mean and variance). Then 9i is called the antithetic variate and 
the new estimator of 6 is the average of 6 and 9i. The variance of the new 
estimator is reduced. 
‘ We now use an example to illustrate the idea. Suppose as before that 
we want to evaluate 9 = E[h{Ui,…，^m)], where Ui,..., Um are i.i.d. uniformly 
0,1] distributed. The method of antithetic variates requires a second estimator 
h{l — Uu ..., 1 一 Um). Clearly h ( U i , U J and h(l - Ui,…，1 一 Um) have the 
same distribution and are likely negatively correlated. We call h(l - Ui,..., 1 -
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Ujn) the antithetic variate. Then the new estimator 
= {KUlj. ...，Umj) + "(1 - U”, 1 — Umj)}, 
where Uij is the value of Ui in the 产 sample, i = 1,..., m and j = 1,..., n. The 
estimator 6a is unbiased since 
EIOa] = \{E[h{U,j, ..., Umj)] + E[h{l — Ihj,…，1 — Umj)]} = 0. 
We have 
VariOA) = ^[Var{h{Uu U J } + Cov{h{Uu Um), 
If the antithetic variate h{l — Ui,..., 1 — Um) is negatively correlated with 
y • 
h{Ui,Um), Cov{h(Ui,Um), h(l - Ui,..., 1 - Wm)} < 0. Thus variance is 
reduced by a factor at least 2. 
2.3.4 Importance Sampling 
The basic idea of importance sampling is to disturb the original process 
by another one. This distortion is corrected by some kind of weighing of 
the observations from the new sampling process. It means that we use an 
alternative distribution, say k(x), rather than the original distribution, say 
/ ( x ) , to do the sampling, and so sample more in those regions which are more 
important. The average of the observations from the distorted sample is still 
an unbiased estimator of the mean of the original process. 
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Suppose we want to estimate I = E[g{x)\, where g(x) is a real function. 
Then I can be expressed as the integral 
厂oo 
J = / g{x)f{x)dx, 
J —oo 
where f{x) is a density function. Now we sample X from f{x) m times and 
estimate I by 
A 1 打i 
However, if k{x) is another density function having larger support than / (x) , 
we can also write the above integral as 
I-CW 释 . 
Define 
ff*�=ff�韻=g(x)i(x) 
where l(x) = f{x)/k{x) can be interpreted as a weighing factor. So I can be 
re-expressed as / = Ek[g*{x)], where Ek[-] denotes the expectation operator 
taken relative to the distribution k. We observe that 
I = E,[g''{x)] = r g*(x)k{x)dx,. 
J —OO 
The idea underlying importance sampling is now to sample from k{x) and 
estimate I by 
1 771 
It has been proved that the variance of the importance sampling estimator is 
minimized if we select the new density function as 
u^) 二 I " � 1 / � 
� h广 o o丨办 ) l / (雄 : 
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Unfortunately, this optimal choice is useless practically because it involves an 
integral which is as complicated as I and whose value is usually unknown. 
However, it provides insight about the choice of k{x). The optimal density 
function implies that we should sample heavily from the "important" region 
of X, that is, from the region where X yields a high value of |^(x) | /(x). 
Thus, if k{x) is chosen in order to have a shape similar to that of \g{x)\f{x), 
the variance can be substantially reduced by using the method of importance 
sampling. 
2.4 Efficient Bootstrap Simulation 
Recall Section 2.2. We employ iioiiparainetric bootstrap to estimate a para-
meter of interest. As an example, we consider the estimation of bias fi = 9-0. 
Let U* = e* ~ e. Then jl = E(U* | X) is the bootstrap estimate of ^ for 
sample X. The aim of this Section is to describe efficient bootstrap methods, 
namely linear approximation, the centring method, balanced resampling and 
antithetic resampling, for approximating [l by Monte Carlo simulation. 
The usual Monte Carlo method which samples with probability 1/m for 
each observation and with replacement from the original sample of size m, is 
referred to as a uniform resampling in Hall (1992). We let B be the number 
of bootstrap replications in a uniform resampling. 
We assume that § = g(X) where X is the sample mean and g{X) is a 
smooth function of a rf-variate sample mean. Then U* = 9*-9 = g{X*)-g{X), 
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where X* is the resample mean. By Taylor expansion, 
� ="(叉* ) -"(叉）^ —叉)�Pu)(叉)， （2.3) 
where a ; � = ( ; r ) � denotes the 严 element of a c/-vector x and g{j){x)= 
�d/dx� j� )g(^x) . Hall (1992) pointed out that if the estimate ^ of a parameter 
0 represents a distribution function or a quaiitile, the variance of the uniform 
approximation is CB-i for large m and B. When parameter 6' is a smooth 
function of a mean, the variance is approximately In both cases, 
C is a constant which does not depend on B or m. 
2.4.1 Linear Approximation 
The linear approximation is a special case of the expression (2.3). We 
extend this Taylor expansion to one more term: 
『 = - 聊 ) ％ . ) ( 叉 ) + 每 f ： E(叉* -叉)⑴(义* -叉)(〜(州⑷+…， 
(2.4) 
where = (37彻⑷…彻⑷)乂2：). E(U* | X) is the bootstrap esti-
mate that we want to approximate. Uniform sampling would estimate this 
directly without regard to the expansion. But the first linear component can 
be omitted since 
E - �(叉） I X j 二 ；^ _ X ) � I = 0. 
So we define V* = U"" - - X)⑴巩力(X) and apply uniform sampling 
to instead. Since E(V* | ；Q = E(U* | ；Q，averaging approaches the 
bootstrap estimate as B oo just as U* does. 
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Hall (1992) showed that for general case where x is a d-diinensional vector, 
Var{V* I X) is reduced and is of the order as comparing to 
for Var(U* | X) . 
More generally, if higher-order derivatives exist, we can compute a general 
"polynomial approximation" to [i. li k > I is an integer, we may define 
� = � — i： A E … E (叉* -对川…(叉* -叉 )� :W. .>)(叉). 
r=l ‘ ji = l jr = l 
In order to obtain a unbiased approximation to fi. We need to compute the k 
central sample moments, say W, which is given by 
讼 = E A f：…f： -叉)(力)…(叉* - 1X}巩力…知)⑷. 
r=l ‘ j\ — \ jr = l 
Then the averaged W* plus W give the unbiased approximation to fi. The 
conditional variance is bf the order When k = 1，W* reduces to 
the linear approximation V*. 
This principle can also be thought of as control variates which have been 
discussed in Section 2.3.1. This concept was used by Davison, Hinkley and 
Schechtman (1986). 
2.4.2 Centring M e t h o d 




be the grand mean of all the resainples. By Taylor expansion, 
j=i 
The centring approximation is 
6 = 1 
and the uniform sampling approximation U* is 
6 = 1 
We call X* the centring method approximation to fi since it is now centred 
at g{X*) rather than g{X). Hall (1992) showed that the centring method ap-
proximant is not unbiased, although the bias is generally small. Therefore, the 
approximations V* and, X* have asymptotically identical mean square error. 
2.4.3 Balanced resampling 
Balanced resampling method controls that each observation occurs the 
same number of times in the B bootstrap samples. If this is the case, we 
could ensure that the grand mean of all the bootstrap resainples were identical 
to the sample mean. Then the uniform approximation, the linear approxima-
tion and the centring approximation would all identical. 
A simple way to achieve balanced resampling is to create a string of ob-
servations with each of the Xi, X 2 , X m repeated B times. That is we write 
down each of the sample values Xi, X 2 , X m B times, to form a string of 
length Bm\ then randomly permute the elements of this string; and finally cut 
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this permuted string into B chunks of length m. We put all the sample values 
lying between position {b - l)m + 1 and bm of the permuted string into the 
bth resample, for 1 < 6 < B. 
Hall (1992) showed that balanced resampling produces an estimate with 
conditional variance of the order 
2.4.4 Antithet ic Resampling 
In Section 2.3.3, the method of antithetic variates have been introduced. 
One way to do antithetic resampling is to consider the permutation that maps 
the largest Xi to the smallest, the second largest to the second smallest, and 
so oil. We define this permutation as tt. Recalling Section 2.3.3, we have the 
estimator 0 = h{Ui,..., Um) and the antithetic variate h{l 一 Ui,..., 1 一 Um)-
Then h{Ui,..., Um) (denoted by U*) is the statistic computed from a uniform 
resample X*. The uniform resample X** generated from the random numbers 
(1 - U i , 1 — Um) gives the estimator h(l — Ui,..., 1 - Um) (denoted by [/**). 
Thus, Xr = ⑴，1 < i < m. Then h([/：, ...，C/J and h(l - Ui,...’ 1 - UJ 
have the same distributions and are usually negatively correlated. Thus the 
approxiinant 
U"^ = ^ (U* + U**} 
has the same conditional mean as U* but less than half the variance of U*. 
Unfortunately, Hall (1992) showed that the antithetic resampling reduces 
variance by a constant factor only. Hence, it is not as good as the linear 





In this chapter, we introduce a new control variate for bootstrap resampling. 
We apply cluster analysis, regression estimator and model for mixture experi-
ment to construct that control variate. 
Suppose we have a real data stream Xi, X 2 ， . . . ， W e have a parameter of 
interest, say 9. Based on the data steam, we determine a real-valued estimator, 
0. Now, we want to estimate the standard error of 9 {se{9)) and the bias of 6 by 
bootstrap. We draw B bootstrap resamples. For each resample, we compute 
the estimate 9 and denote it as e*{i) {i = 1,2,. . . ,B). Let §*{•) be the mean 
of these B bootstrap replications, 0*{i) (i = 1，2，...，_B). §*{•) is the original 
bootstrap estimator of E{6). 
We want to reduce the variance of the original bootstrap estimator. The 
technique of variance reduction is employed. We use the method of control 
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variate. To introduce an efficient control variate, first, we make use of the 
counts of each observation occuring in each resaniple. The advantage of using 
the counts is that the distribution of counts is known to be a multinomial 
distribution. However, if m is a very large number, say more than one thou-
sand, there will be m counts, too many to be used efficiently. To solve this 
problem, we use cluster analysis to group observations into clusters such that 
the observations with great similarity are grouped together. Thus, we have the 
counts of observations in each cluster and the sum of these counts equal to m. 
Suppose we have c clusters. If we divide each of the count of the cluster by m, 
we have the proportion of observations falling in each cluster. Since the sum 
of the c proportions equal to one, model of mixture experiment can be applied 
to construct the control variate. A new estimator with the control variate is a 
regression estimator. Thus, instead of using the original bootstrap estimator, 
we use the regression estimator as an estimator of E(§). Finally, we show how 
well this regression estimator estimate the standard error of 9 (se(0)) and the 
bias of 0. 
In Section 2 , we discuss how cluster analysis is applied in our new esti-
mator. How to use the counts in each cluster is also described. In Section 3, 
we describe the bootstrap procedures relating to our new control variate. We 
introduce the mixture experiment and the regression estimator. In Section 4, 
we discuss how to use this new estimator to give the estimates of the standard 
A /S A 
error of Q (se(^)) and the bias of 9. Finally, two examples will be considered. 
Both examples come from Efron and Tibshirani (1993). 
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3.2 Cluster Analysis 
We consider the agglomerative hierarchical clustering techniques. The aim of 
agglomerative hierarchical cluster analysis is to group the objects with great 
similarity together. The process is repeated by a sequence of successive fusions 
of the objects into groups. The first step is to compute a "distance matrix" 
for the observations, where the distance measure is the Euclidean distance. 
Initially, each observation is treated as a cluster. Then the two clusters which 
are "closest" to one another in distance are merged to form a new cluster 
and the "distances" between the new cluster and other clusters are computed. 
This process continues until the desired number of clusters or certain distance 
criterion is reached. 
In our case, we want to form clusters for the m observations Xi , X2’ …，Xm. 
The complete linkage method is employed. It ensures that all items in a cluster 
are of minimum distance to each others. And we group the two clusters with 
the minimized maximum distance. We choose the complete linkage method 
rather than other methods, for example the single linkage and the average 
linkage method. It is because we hope that the distance between clusters are 
the greatest and the observations grouped into a cluster are in the shortest 
distance. We cluster the m observations into c clusters. When we perform the 
cluster analysis, we draw our attention to the distances between clusters after 
each time two clusters join. If there is a sudden increase in the distance, we stop 
the clustering process at that level and the number of clusters c is obtained. 
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Suppose ...,iUc are the number of observations in the c clusters such 
that Wi-\-W2-{-…+ lUc = m. Define b‘ = Wi/m {i = l ,2, . . . ,c) such that 
6i + 62 + ... + bc = l . 
3.3 Regression Estimator and Mixture Exper-
iment 
It has been mentioned that we do the bootstrap B times. For each bootstrap 
resample, we count the number of times the resampled observations falling 
ill each cluster. Let riij be the number of observations in cluster j within 
the ith bootstrap resample, where j = 1，2，…，c and i = 1,2，...’ 5 ’ such that 
+ + …+ = rn, {i = 1,2, ...,B). We divide each rii�(J = l ,2 , . . . ,c and 
i 二 1，2’ …，B ) by m, giving pij = mj/m {j = 1’ 2 ， c and z = 1,2，…，B) so 
Pii + Pi2 + …+ Pic = 1. Moreover, within each bootstrap resample, we compute 
a bootstrap replication §*{i), i == 1’2, . . . ,R Therefore, after B bootstrap 
resampling, we have B 9*s and B values of ptj where j = 1,2, ...,c and i = 
1，2,…，召.They form our response variable values and explanatory variables 
values in our setting of regression estimator. 
To provide a general picture of regression estimator, suppose we are given 
variate Xi which is correlated with yi, i = l , . . . ,m and m is the number of 
observations in the sample. According to the survey sampling theory (see 
Cochran (1977)), the linear regression estimator of ？’ the population mean of 
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the Hi, is 
Vlr = y + b{X - x) 
where b is the regression coefficient, y is the sample mean of 从，X is the 
population mean of Xi and x is the sample mean of Xi. 
Actually the regression estimator can be viewed as an estimator with a 
control variate x and X being the expected value of x. Thus if y is highly 
correlated with x, the variance of yir can be substantially less than that of y. 
Now we explain how to use the proportions of each cluster and apply the 
model of mixture experiment to give the control variate. Mixtures experiments 
was issued in Scheffe (1958), who considered the response of any mixture of 
the components only depending on the proportion of the components and 
not on the total amount. Darroch and Waller (1985) concerned about the 
additivity and interaction of a three-component mixture experiment. Suppose 
x,y, z are the three proportions of the components where x > 0 , : y > 0 , 2 > 0 
and X -h y + z = 1. Interest is focused on how the response variable ri{x, y, z) 
depends on z). It was assumed that ri{x,y, z) is a polynomial function of 
We apply the quadratic regression model to construct a control variate. We 
do not use the simplest linear model because 7/(x, y) z) may not be well fitted 
by in a simple linear relationship, and the response can more likely be fitted 
by a quadratic model. For a quadratic polynomial model for T][x,y,z), 
r]{x,y,z) = + + S2y + 63Z + + + + S^z + S^izx + d^xy + ei 
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where 5o, 5i,S2, S3, Sn, ^22,(^ 33, ^23, <^ 31,^ 12 are real coefficients and 61 is the error 
term. But the square terms can be eliminated by using x'^  — x — xy — xz, etc. 
Therefore it gives the Scheffe's polynomial function of degree 2, 
.77(x, y, z) = TiX + T2y + t^z + T2^yz + r^izx + r^xy + 62 (3.1) 
where n , r2, rs, T23,rsi,ri2 are real coefficients and £2 is the error term. Model 
(3.1) can be re-expressed as a quadratic additive model (We name this model 
"QM") raised by Darroch and Waller (1985), 
QM : 7y(x, y, z) = Xx fiy i^z + 7x(l - x) + - y) + ipz{l _ 2) + ei3.2) 
where A, fi, 7, d and ip are real coefficients and 63 is the error term. 
We now explain what our control variate is. Recall that Pij is the proportion 
of observations falling in cluster j within the bootstrap resample. We use 
Pij as the components. Instead of a three-components mixture model, we have 
a c-components mixture model. We use the bootstrap replications 6*(i) as the 
response (z = 1, 2, ...，B). Since Pij > 0 and p“ +pi2 + …+pic = 1 ( j = 1,2, ...,c 
and i = 1,2,..., B), the QM becomes 
c c 
_ = E 叩ij + E ^jPiji^ - Pij) + “ 1，2, ...B, (3.3) 
j=i j=i 
where Uj and ipj ( j = 1,..., c) are real coefficients and et is the error term. In 
actual fitting of model, we use the following equivalent model instead, 
c—1 c 
和 ⑷ + E 唯 j + E — Pij) + “ z = 1,2，...B, (3.4) 
where Qq, olj and /3j are real coefficients. 
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Model (3.4) is fitted by least squares. Let ctj and Pj be the least square 
— /V 
estimates of aj and (3j respectively. Write 9*{i) to be the fitted value of d*{i). 
Since (3.4) has intercept term in the regression model，the B? (the coefficient 
of determination) indicates the amount of variation of 9*{i) explained by the 
regression model. Let 9*{-) be the mean of 0*[i) over the B bootstrap resam-
ples. Then 6*(-) is our control variate. In order to compute the new bootstrap 
estimator, we have to know the expected mean of pij and Pij{l — Pij). 
In the i"' resample {i = 1’..., B), rnj follows a binomial distribution such 
that 
几U � B ( 7 n , b j ) , 
As hj — Wj/m, E{nij) = m.bj = Wj and Var{nij) = m-bj-{l — bj) — Wj{l — bj), 
where j = 1,..., c. As pij = Uij/m which is the proportion of observations 
falling in cluster j in the bootstrap resamples, 
E(Ptj) = E{n,j/m) = —E{nij) = ^ = bj, 
m m 
Var(pij) = Varimj/rn) = -K^Varimj) = ^ ( 1 — bj) = ^(1 — b]) 
TTl, TTX TTi 
- V^j)) = - E(pI) 
= E ( p . j ) - [Varip,,) + 
= b j - b•厂 bj) 一 b� 
= M l - 从 
Therefore, the expected value of 6*{i) is given by 
= ao + 2 ajbj + 一 b,){l - 丄 ) ’ i = 1”..，R 
j=i j=i 爪 
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The new estimator of E{9) is given by 
Ore = r ( . ) - r ( - ) + do + 2 + P M l - b j K l -丄）.(3.5) 
. j=i j=i 爪 _ 
Our new estimator actually is a regression estimator. 
The standard errors of both the original and the new estimators are com-
pared. We estimate the variance of the regression estimator first. According 
to the theory of survey sampling, the regression estimator is biased. The esti-
mated variance of the new estimator is 
i^iSre) = 
- ( l . \ ( SSE \ 
二 VB； • \B-2c) ’ 
where MSE and SSE are the mean square error and sum of square error from 
the regression model (3.4) respectively. So the estimated standard error of the 
new estimator is 
球 (3.6) 
A 
The va7-{0re) can be compared with vdT{9*(-)), which is given by 
. E f - i (0*{b)-§*(•)? 
测 . ) ) = B ( B - l ) • 
So the estimated standard error of the original estimator is 
鄉*(.))叫 B ( V - l ) • (3.7) 
Since R) = 1 — f f f and SST = Zti (和 W —列.；！广 we have the following 
equation 
r e ( ‘ ) = r e _ ) / I i -
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This equation show how the increase in R"^  reduces the standard error of our 
regression estimator. The factor, ( ) - , decreases in value if R'^  increases 
as B and c can be considered as fixed. R^ can act as a measure on how well 
the proposed regression estimator works. 
3.4 Estimate of standard error and bias 
For the original bootstrap estimator, the bootstrap estimate of the standard 
error of 6 is the value computed using equation (2.1). However, for the new 
estimator, there are some differences in computing the standard error of 9. 
We want to estimate the variance of 6, Var{9), where 
v^{e) = — [E{e)]\ 
,、 
— ^ — 
Then the estimate of standard error of 0, se(0), is given by 
s ^ ) = (3.8) 
We estimate using the method of control variate. So E(O^) is the 
mean of {[^(z)]^ - [ & � P + £； [ (》 � o v e r the B bootstrap resainples. E(e) 
is Ore- We want to know E[{0*{i)y]. In the resainples {i = 1,..., B), 
- 卜 1 ^ 1 2 
(昨))2 = ao + E a.Po- + E 如0.(1 - P , � 
_ i=i i=i _ 
c—1 c—1 c一 1 c 
= d 吕 + 2«0 X] ^jPij + ^AkVijVik + 2do - Pij) 
j=i j.=ifc=i j=i 
c-l c c c A A 
+ 2 E djApo.p认(1 一 Pik) + I ] PjPkPij(i - pij)pik{i 一 Pik) 
j=l A;=l j=l k=l 
c—1 C—1 C—1 c 
= d o + 2ao ^jPij + ^j^kPijPik + 2QO ^  PjPij 
i=i j=ik=i j=i 
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—2知 ^  P^pI + 2 g 亡 c^Av^jP^k — 2 g 亡 ^ A v ^ d k 
C C 
+ E E [pijpik — p-jpik - PijPl+pIpI • 
j=i it=i 
E = + 2do E a,E fe,) + g E ^J^^E + 2do E PjE fe,) 
-2^0 E 辆 � + 2 E E fe识。—2 E E 
j=lk=\ j=ik=l 
+ E E [五 { p m ^ ) — E (p^p.,) — E {P,jpI) + E {PIPI)] • (3.9) 
j = l k=l \ / J 
Recall that riij follows a Binomial distribution, that is, riij � B ( j n , b j ) . The 
moment generating function of riij is given by 
A / n “ 0 = [ l + 6 , ( e L l )厂 . 
So 
K = 广卞+ � 6 , . ( e L 1)广-1. 
A / 二 ) . � = l ) [ l + 6 “ e L l ) 广 2 } + m 6 广 卞 + ^ > “ e L l )厂 l • 
K ' ; , • � = m ( m _ l ) ( m _ 2 ) 6 ， e 3 | + 6“e' — l)]"!-3 
+2m(m - l ) b y [1 + 6办 ^ 1 )广 - 2 
m(m — [1 + bj(et 一 1)厂？ + —e' [1 + — 1)广—丄 
=m(m - l ) ( m — [1 + — 1)广—' 
+3m(m - [1 + — 1)厂？ + 今 t [1 + - 1)广—丄• 
A C ; � = m ( m - l)(m - 2)(m - [l + - 1)]""' 
+6m(m - l)(m — 2 ) b y [1 + — 1 ) ] " ' ' 
+7m(m - [1 + - 1) ]"" ' + mbje' [1 + bj(e' - 1)广—丄. 
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Then 
五 b d = bj. (3.10) 
五 b � -
= ^ { ( m - 1 ) 6 , 4 - 1 } . (3.11) 
二 
爪3 〜 ^ ) 
= ^ {(m l)(m - 2)b^j + 3(m - l)bj + l } . 
对均丨=；^丑[喊] 
=去《;(0) 
6 - r 
= { { m - h){m 一 2)(m — 3)6j + 6(m — l)(m 一 網 + 7(m 一 1)6, + l } . 
Moreover, nijjriik � B ( j n - riik, j ^ ) . Thus 
6. 
B(nij\nik) = (m-Tiif,}—^ 
1 —  Ok 
E ( 如 、 = - T ^ 严 - n i � 2跌 2 
E{PijPik) = \E{nijnik) m/ 
m/ •‘ 
= ^ ^ 严 躺 
(m - l)bjbk 
二 m • (3.12) 
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EipljPik) = -^E[nlE{n,k\nij) 
TTX 
1 mbk 
— l)(m 一 2 ) 6 � + 3m(m l)b] + mhj]} 
mbjbk r . „ 
= m 3 ( l 一〜严 一 ― ] + 爪 bj — (m — l)(m - — 3(m 一 l)bj 一 1} 
= 明 y : � { - ( m — 1)(爪 一 + (m — l)(m - 3)bj + (m _ 1)} 
(m — l)bjbi^ , , � 
- ^ 2 ( 1 , ： { - ( ^ - 2)6] + (m - 3)6, + 1)} 
= + (3.13) 
Similarly, 
E h j 试k)=(爪—J2)队'{(m —2K. + 1)} (3.14) 
and 
EivljPl) = [E{nlnl\n,,) 
lit J 
= U \irn - ( 1 _ 〜 - 〜 、 + ( 爪 - 1 
—bj{l-b,-b,) b办一 — � 
一 m3(l - 6(’)2 风n认）一 
— M l - b j - h ) h] 1 
= 爪 3 ( 1 — 5,)2 + ^2(1 一 � ) 2 j —“1 - � + 
一 _ m ^ l - + 丨(爪(爪 一 1)(爪 _ 械 + 
3m(m - l)hl + mhk] + 明丄丄⑷？[十—1 ) (爪 一 2)(m — 3)的 + 
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6m(m - l ) (m —  2)bl + 7m{m 一 1)6^ + mbk 
mbjhk „ 
=爪 4 ( 1 — — bk — - h + mbf,) + m � ( l 一 、 + mbk) 
— (m - l ) (m 一 2)(1 — bj 一 h)bl — 3(m — 1)(1 一 b, - bj% 
一(1 — bk - bj) - 2m(m 一 l ) (m 2)bjbl - 6m(m -
- 2 m b j + (m — l)(m — 2)(m — 3)bjbl + 6(m — l)(m 2~)bjbl 
+7(m - l)bjbk + bj} 
= — 1) + (rn — l)(m — 4)6, - (m - l)(2m 一 5)6� 
+ (m — l ) (m - 2)bl + (m _ l ) (m 2)bj + (m - l)(m 一 2)(m — 5)bjh 
一(m - l ) (m - 2)(2m - 7)bjbl + (m - l ) (m - 2)(m - 3)6^6^.} 
(m — l)bjbk r , o 
= 肌 3 ( 1 一 ‘ ) 2 { 1 + ( 爪 — 仇 - ( 2 m - 5)bl + (m- 2)bl + (m - 2)bj 
+ (m - 2)(m - 5)bjbk - (m - 2)(2m - 7)bjbl 
+ {7n - 2){m - 3)bjbl} 
= 二 二 : � { 1 + (m — 2)[〜—城 + bl] - 26, + bl + (m - 2)6, 
+ (m — 2)(m 一 3)lbjbl - 2b�bl + ^jh] + (m - 2)bjbl — 2(m — 2)6八’} 
= 二 二 — 2)(爪-3)(1 - h ) % b , + (1 -
+ (m - 2)6,.(1 一 + (m — 2)6,(1 - 6 , ) '} 
(m — 1)6,-6/, (, 口 
二 ^ 7 r J 一 — 鄉 A + (m - 2)6,- + (m — 2)6, + 1} (3.15) 
We substitute equations (3.10)-(3.15) into equation (3.9). We get E[(e*(i)f . 
Lastly, we use equation (3.8) to get the estimated standard error of 0. 
So far, we have concentrated on standard error as a measure of accuracy 
for an estimator 6. There are other useful measures of statistical accuracy 
34 
measuring different aspects o f � s behaviour. Now, we concern the bias, the 
difference between the expectation of an estimator 0 and the parameter Q. It 
is defined that 
hias[d,e) = E{e)-e. 
A large bias is usually an undesirable aspect of an estimator's performance. 
We do not want the estimator 9 to be overwhelm on the low side or on the high 
side. Thus, an unbiased estimator is always wanted. The original bootstrap 
estimate of bias based on the B replications is defined as 
biasB = 0%-)-e. 
Based on the regression estimator, the new bootstrap estimate of bias is defined 
as 
〜 一 A 
biaSB = Ore — 0. 
Example: the patch data 
The patch data was considered in Efron and Tibshirani (1993). Table 3.1 
shows the data. Eight subjects wore medical patches designed to infuse a 
certain naturally-occiiring hormone into the blood stream. Each subject had 
liis blood levels of the hormone measured after wearing three different patches: 
a placebo patch containing no hormone, an "old" patch manufactured at the 
older plant, and a "new" patch manufactured at a newly opened plant. The 
first three columns of the table show the three blood-level measurements for 
each subject. The purpose of the patch experiment was to show bioequivalence 
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Table 3.1: The data of the patch data 
subject placebo oldpatch newpatch old-plac.(z) new-old (y) 
1 9243 17649 16449 8406 -1200 
2 9671 12013 14614 2342 2601 
3 11792 19979 17274 8187 -2705 
4 13357 21816 23798 8459 1982 
5 9055 13850 12560 4795 -1290 
6 6290 9806 10157 3516 351 
7 12412 17208 16570 4796 -638 
8 18806 29044 26325 10238 -2719 
mean: 6342 -452.3 
with the criterion 
\E{new) - E{old)\ 
E{old) 一 E(placebo) 一 
Let the parameter of interest be 
^ — B(newpatch) — E [oldpatch) 
E{oldpatch) - E{placebopatch) • 
We let z = oldpatch measurement - placebo measurement and y = newpatch 
measiirenient - oldpatch measurement. The estimate of 9 is 
. y 一452.8 
e = - = = - 0 0713 
2 6342 
Define Xi = (zi^yi). We perform noiiparanietric bootstrap on x and give boot-
strap replications 
z* 
The 400 replications have sample standard deviation 0.110 and sample mean 
和(.）being -0.0629. So the estimated standard error of 6 is 0.110. By equation 
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Table 3.2: The result of cluster analysis on x form the patch data. 
N u m b e r of C l u s t e r s - C l u s t e r s J o i n e d - Frequency of New Clus te r Norma l i zed M a x i m u m D i s t a n c e 
“ o 日5 OBT 2 0 .146970 
6 O B I O B 3 2 0 .342321 
5 C L 7 O B 6 3 0 .46S9S7 
4 C L 6 O B 8 3 0 .536447 
3 O B 2 C L 5 4 1 .036334 
2 C L 4 O B 4 4 1 .133012 
I C L 2 C L 3 8 2 .146167 
R e m a r k : " C L " r e p r e s e n t s t h e c l u s t e r level , t h a t is t h e lefl co lumn . " O B - represen ts t h e o b s e r v a t i o n . 
(3.7), the standard error of §*{•) is 5.50x10"^ 
To apply the regression estimator, we first do cluster analysis on x. We 
employ the complete linkage method. Table 3.2 shows the result of cluster 
analysis by using SAS. We observe that there is a sharp increase in the distances 
when the number of clusters is 3. So we choose the cluster number to be 4. 
The counts of each cluster are shown in Table 3.3. 
Figure 3.1: the scatter plot of yt against Zt. 
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Figure 3.1 shows the scatter plot of yt with Zt. We have circled the obser-
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Table 3.3: The counts of each cluster from the result of cluster analysis in the patch data, 
j 1 2 3 4 total 
Wj 3 1 3 1 8 
vations in the same cluster together. It can be seen that the observations with 
the similar values of yt and Zt are grouped. 
After we perform 400 bootstrap resampling, we have 400 sets of 6* and 4 
proportions where the proportions represent the proportions of observations 
falling in each cluster within each bootstrap resainple. Then we compute our 
control variate. We can also compute the regression estimator of E(B), Ore, by 
equation (3.5). In this example, the R^ from the regression model is 90.71%. 
We expect that the standard error of the regression estimator is much smaller. 
The regression estimator has value -0.065 and its standard error is 1.69x10"^. 
The percentage change is 
1.69 X 1 0 — 3 - 5 . 5 0 X 10 -3 � 
5 , 10—3 X 100% = -69.25%. 
Therefore it shows that if the R � i s large, the standard error of the new esti-
mator is much less than that of the original bootstrap estimator. Moreover, 
based on the regression estimator, the estimate of the standard error of 9 is 
0.106. 
Based on the original bootstrap estimate, the bias estimate is 
biasioo = -0.0629 — (-0.0713) = 0.0084 
The new estimate of bias, based on the regression estimator, is 
6ias4oo = -0.0651 一 (-0.0713) = 0.0062. 
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Table 3.4: The luteinizing hormone data 
period level period level period level period level 
1 2.4 13 2.2 25 2.3 37 1.5 
2 2.4 14 1.8 26 2.0 38 1.4 
3 2.4 15 3.2 27 2.0 39 2.1 
4 2.2 16 3.2 28 2.9 40 3.3 
5 2.1 17 2.7 29 2.9 41 3.5 
6 1.5 18 2.2 30 2.7 42 3.5 
7 2.3 19 2.2 31 2.7 43 3.1 
8 2.3 20 2.2 32 2.3 44 2.6 
9 2.5 21 1.9 33 2.6 45 2.1 
10 2.0 22 1.8 34 2.4 46 3.4 
11 1.9 23 2.7 35 1.8 47 3.0 
12 1.7 24 3.0 36 1.7 48 2.9 
Since the values of the regression estimator and the original estimator are 
more or less the same and the standard error of regression estimator is much 
smaller, regression estimator performs better in estimating the bias. 
Example: luteinizing hormone 
This example comes from Efron and Tibshiraiii (1993). Table 3.4 shows 
a set of yt of a luteinizing hormone for each of 48 time periods. These are 
the hormone levels measured on a healthy woman in 10 minute intervals over 
a period of 8 hours. The luteinizing hormone is one of the hormones that 
orchestrate the menstrual cycle. We use the simplest model, a first order 
aiitoregressive scheme for the data. 
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Let y be the sample mean of 讲，and define the centered ineasureineiits 
zt = yt- y-
The first order autoregressive model is 
2t 二 j3zt—i + et, t = 2,...,48 
where (3 is an unknown parameter and Ct is an independent disturbance term. 
Define the residual squared error RSE to be 
48 
t=2 
Then we have p, which minimizes the value of RSE{P), to be our estimate of 
P- The luteinizing hormone data has least-squares estimate p = 0.586. 
We want to study how accurate the estimate p is, that is we want to 
know the standard error of We use the general bootstrap procedure to 
answer the question. We perform bootstrap on it, where q is the approximate 
disturbances and is given by 
et = zt- pzt-u t = 2, ...,48 
We assign a probability of 1/47 to each e� . We let e* = (e^ …，e：；^)，which is 
the bootstrap resample, and 2* be the value of z computed by each bootstrap 
resample. Thus, we have 
r^ =之 1, 
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= / k + e;， 
4^8 二 + ^48-
We perform bootstrap 200 times, giving 200 bootstrap time-series resainples. 
Within each resample, we compute the bootstrap replication 0* for the least 
squares estimate /3. The 200 bootstrap replications j3* have standard deviation 
0.124 and sample mean 0.558. The estimate of standard error of jS is 0.124. 
We let to be the mean of the 200 bootstrap replications. By equation 
(3.7)，the standard error of is 8 .76x10"^ 
Figure 3.2: the scatter plot of it (t = 2’ ...,48) against period. 
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Let us consider the proposed regression estimator. First, we use cluster 
analysis to group the approximate disturbances into clusters. The clustering 
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method is the complete linkage method. We use the software SAS to do the 
cluster analysis. Table 3.5 shows the result of the cluster analysis. We observe 
that there is a sudden increase in the distances when the number of cluster 
is 9. Thus, we choose the cluster number to be 10 such that the maximized 
distances between observations can be minimized. 
Figure 3.2 shows the scatter plot of q , t = 2,..., 48’ where y-axis shows the 
value et and x-axis shows t. We divide the observations into ten groups from 
the result of cluster analysis. It can be seen that the observations with the 
similar values of it are grouped together. The values of Wj {j = 1,...,20) are 
shown in table 3.6. 
Oil the other hand, from the 200 bootstrap resamples, we have 200 sets of 
P* and 10 proportions. Then we have our control variate 0*(i)). We can also 
compute the regression estimator (A,) by equation (3.5). In this example, the 
from the regression model is only 21.02%. So we don't expect that there is 
a great variance reduction for our regression estimator when comparing with 
the original estimator. The regression estimator has its value 0.560 and, by 
equation (3.6)，its standard error is 8.18x10—3. The percentage change is 
8.18 X 10—3 — 8.76 X 10-3 
8 76 X 10-3 X 100% = -6.55%. 
Based on the regression estimator, the estimate of standard error of /3 is 0.123. 
Although the R^ is not so large, there have been a reduction of standard error 
for about 7%. 
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T a b l e 3 .5 : T h e r e s u l t of c l u s t e r a n a l y s i s on i t , t = 1, . . . , 48. 
N u m b e r of C l u s t e r s - C l u s t e r s J o i n e d - F r e q u e n c y of New C l u s t e r N o r m a l i z e d M a x i m u m D i s t a n c e 
46 O B I OB2 2 0.000000 
45 OB16 OB26 2 0.005808 
44 O B 1 2 O B 2 8 2 0 . 0 0 5 8 0 8 
43 OB20 OB43 2 0.005808 
42 O B 6 O B 2 3 2 0 . 0 0 5 8 0 8 
41 O B 2 9 O B 4 6 2 0 . 0 1 4 1 4 1 
‘10 O B 1 3 O B 3 6 2 0 . 0 1 4 1 4 1 
39 OB17 OB19 2 0.014161 
38 OB9 OB24 2 0.014161 
37 OB25 OB35 2 0.014161 
36 O B l l O B 4 4 2 0 . 0 1 9 9 4 9 
35 OB3 CL43 3 0.019969 
34 O B I O OB31 2 0.019969 
33 OBS OB47 2 0.019969 
32 CL46 CL41 4 0.028302 
31 CL40 OB.37 3 0.034110 
30 OB4 CL45 3 0.034130 
29 OB14 OB45 2 0.048271 
28 OB32 OB38 2 0.054058 
2" CL42 OB41 3 0.062432 
26 OB18 OB33 2 0.068219 
25 C L 3 3 O B 3 0 3 0 . 0 6 8 2 3 9 
CL38 , CL31 5 0.076573 
23 CL36 CL39 4 0.082380 
22 OB21 CL37 3 0.082380 
21 CL35 CL30 6 0.088208 
CL32 OB- 5 0.110682 
19 O B 1 5 C L 2 8 3 0 . 1 4 4 8 1 2 
18 O B 2 2 O B 4 0 2 0 . 1 5 6 4 2 7 
CL34 CL22 5 0.164780 
16 C-L-S CL44 5 0.170588 
CL20 OB42 6 0.193082 
14 CL29 OB39 3 0.198890 
13 CL24 CL23 9 0.227192 
12 OB5 OB34 2 0.247161 
11 CL21 CL26 8 0.252968 
10 CL18 OB27 3 0.301207 
9 CL27 CL19 6 0.391972 
8 CL13 CL17 14 0.446050 
“ CL15 CL16 11 0.500129 
6 C - L l l C L 8 22 0 . 8 0 9 7 0 1 
5 CL9 CL IO 9 0.946179 
4 CL6 CL12 24 1.275720 
3 CL7 CL5 20 1.542849 
2 CL3 CL14 23 2.420789 
i CL2 CL4 47 3.778908 
R e m a r k : " C L " r e p r e s e n t s t h e c l u s t e r level , t h a t is t h e l e f t c o l u m n . " O B " r e p r e s e n t s t h e o b s e r v a t i o n . 
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T a b l e 3.6: T h e c o u n t s of each c lus t e r f rom the resul t of c l u s t e r ana lys i s 
j 1 2 3 4 5 6 7 8 9 10 t o t a l 
u^j 3 3 0 5 5 9 9 2 3 3 47 
Basecl on the original bootstrap estimate, the bias estimate is 
bias4oo = 0.558 — 0.586 = -0.028 
The new estimate of bias, based on the regression estimator, is 
bias^oo = 0.560 一 0.586 = -0.026. 
Similarly, suppose we estimate the bias of The values of the regres-
sion estimator and the original estimator are more or less the same and the 
standard error of regression estimator is much smaller. We believe that the re-
gression estimator performs better in estimating the bias. However, the extent 





In the last Chapter, we have discussed a new estimator. In this Chapter, we 
show how well the new estimator perforins in reducing the variance, through 
simulation. 
We perform simulation in three areas, namely ratio estimation, a time 
series problem and a regression problem. Suppose we have a real parameter 
0 and its estimator 0. We compute the original bootstrap estimate r ( . ) and 
the regression estimator Ore- We also compute their standard errors. First, 
their values are compared to see whether there is a great difference between 
these two estimates. Then their standard errors are considered. We expect 
the variance of the new estimator should be less than that of the original 
estimator. So we see whether the standard error of the regression estimator 
really has a smaller value. Finally, based on the two estimators, the estimates 
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of the standard errors of 9 are computed. 
From Section 2 to 4’ we discuss the simulation in ratio estimation, time 
series problem and regression problem respectively. 
4.2 Ratio Estimation 
For ratio estimation problem, the parameter of interest is r = where Y 
and Z are in one stream of bivariate data. In many real situations, Y and 
Z may not be independent. To simulate the dependence, we generate Y ,^ Y^  
and independently from Gamnia(10,l), Gamma(15,l) and Gamma(20,l) 
respectively. Then define ^ = Fi + y2 and Z = The ratio estimate of 
r is = I - We perforin bootstrap to estimate the standard error of r. 
We generate 50 observations of Y and Z for each generation. In order to 
find the true value of E ( f ) , we perforin simulations for 1,000,000 times. Within 
each simulation, we calculate r. Then the sample mean of f over the 1,000,000 
simulations gives a good approximation of E ( f ) , which is equal to 0.7140. 
Now we perform another simulations 1000 times to show how well our 
regression estimator performs in reducing the variance. First of all, within each 
simulation, we generate 50 observations of l^’ Y2 and We then compute 
^ and Z where y = Y^  + and Z 二 K) + Ks- We let X = (V,Z). From 
each sample X, we calculate the corresponding f , where r = Y/Z and Y = 
E t i and 2 = 
We perform the nonparametric bootstrap on X with B = 200, because 
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bootstrap size of 200 is shown to be a suitable number by Efron (1987). We 
let X* be the bootstrap resainple such that X* = (V*,Z*), where V* and Z* 
are the bootstrap resainple of Y and Z respectively. Within each bootstrap 
resample X*，we calculate the bootstrap replication of r, P⑴，where i = 
1，...，200. Then 
二 E S i ” V 5 0 
E g i Zl/50 
Then the mean of f*{i) over the 200 bootstrap resampling, is the original 
bootstrap estimate of E{f). 
Let us consider the proposed regression estimator. First, we do the cluster 
analysis on X such that the 50 observations of y and Z are classified into 
clusters. For the first simulation, we observe from the result of the cluster 
analysis that there is a sudden increase of distance when the number of clusters 
changes from 11 to 10. Thus, we set the number of clusters to be 11. The 
clustering method is complete linkage method. We set the number of clusters 
to be 11 for the rest 999 simulations too. So we get the expected counts for 
each of the 11 clusters. We divide these counts by 50 to get the expected 
proportion hj of each of the 11 clusters, where j = 1 , 1 1 . 
Then we count the number of observations falling in each cluster within 
each bootstrap resainple. And we divide the number of observations in each 
cluster by 50. We define these number as the proportion of observations falling 
in each cluster. And so, in the resample, we have 11 proportions ptj where 
j = 1,."，11. 
Finally, after we finish 200 bootstrap resamplings, we have 200 sets of 11 
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proportions and r \ We use these 200 sets of data to run the regression model, 
given by 
10 11 
f * ⑴ = + E ajpij + [ 一 p,j) + e“ {i = 1’ 2，…200)’ （4.1) 
j=i j=i 
where a。，a,- and are real coefficients for all j and a is the error term. We 
let do, dcj and p j be the least square estimates of qq, a,- and respectively 
arid write f*(i) to be the fitted values of P(z). Let be the mean of 
over the 200 bootstrap resainples. The regression estimator of E ( f ) is 
_ j=i j=i 5U 
The standard errors of the original estimator and the regression estimator 
are computed from equation (3.7) and equation (3.6) respectively. Based on 
the original estimator, the standard error off is computed using equation (2.1). 
For the new estimator, we also apply equation (3.8) to give the standard error 
of 7\ 
The above procedures are repeated for 1000 times since the number of 
simulation is 1000. But first, let us consider the first 10 simulations. Table 4.1 
shows the results of the first 10 simulations. From left to right, column 1 shows 
the simulation number. Column 2 shows the values of the original bootstrap 
estimate and column 3 shows its standard errors (by equation (3.7)). Column 
4 shows the estimated standard error of r based on the original bootstrap 
estimator (by equation (2.1)). Column 5 shows the R^ obtained in regression 
model (4.1). Column 6 shows the values of the regression estimator and column 
7 shows its standard error (by equation (3.6)). Column 8 shows the estimated 
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Table 4.1: The results of the first lOjmiii atiotis i ratio pstimation. 
S i m u l a t i o n " ( . ) ( • ) ) ( x I Q - ^ ) ；：^) fl^ 11 � x 1 0 - 3 ) ；；^) % c h a n g e 
1 1 .4016 0 . 0 1 9 8 0 . 8 8 8 6 0 7 1 0 3 0 . 4 9 4 5 0 . 0 2 0 0 - 6 4 . 7 1 % 
- ° . 6 9 6 1 1 -2607 0 . 0 1 7 8 0 . 9 2 8 0 0 . 6 9 6 2 0 . 3 5 7 5 0 . 0 1 7 9 - 7 1 . 6 4 % 
3 1 肩 3 0.0194 0.8497 0.7288 0.5613 0.0186 -59.01% 
4 0 . 7 1 9 3 1 4 4 5 8 0 . 0 1 8 0 0 . 8 6 3 6 0 . 7 1 9 8 0 . 5 6 4 5 0 . 0 1 9 7 - 6 0 . 9 6 % 
5 。 遍 3 1-2759 0.0180 0.8989 0.7034 0.4290 0.0174 -66.37% 
e 1 - 2 1 9 8 0 . 0 1 7 2 0 . 8 7 8 3 0 . 7 2 4 3 0 .4499 0 . 0 1 8 3 - 6 3 . 1 2 % 
7 0 . 雇 1.3355 0.0189 0.8496 0.7006 0.5477 0.0194 -58.99% 
8 0 . 7 0 9 9 1 .2614 0 . 0 1 7 8 0 . 8 2 1 7 0.70S.» 0 .5630 0 . 0 1 7 5 - 5 5 . 3 7 % 
9 " . 層 1.3351 0 0189 0.8083 0.7418 0.6182 0.0187 . 5 3 . 7 0 % 
1 � 0 . 6 8 9 9 1 .1824 0 . 0 1 6 7 0 . 7 9 9 4 0 . 6 8 8 3 0 . 5 6 0 0 0 . 0 1 7 1 - 5 2 . 6 4 % 
Standard error of r based on the regression estimator (by equation (3.8)). 
Finally, column 9 shows the percentage change of the standard error of the 
two estimators. 
From Table 4.1，we have some findings. The first one is that two estimated 
standard error of f , based on the two estimators, have more or less the same 
values. Secondly, all tlie 10 simulations show that the standard error of the 
new estimator is less than that of the original one. The percentage decrease is 
about 60%. The greater the value of R \ the greater the reduction in standard 
error. In addition, the values of the original estimate and the new estimate 
are nearly the same. If we are estimating the bias of f , the new estimator will 
perform better 
From the 1000 simulations, all the results show that the standard error of 
the new estimator is less than that of the original one. The averaged r*(-) and 
fre are both 0.7144 which is very close to the true value (0.7140) of E{f). The 
averages of their standard errors, se(P( . ) ) and se(f,e), are 1.2994(x lO'^) and 
0.4892(x10-3) respectively. The mean of 5 ^ ) based on the original estimator 
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and the regression estimator are 0.0183 and 0.0192 respectively. Lastly, the 
average of percentage decrease of the standard error is -62.07%. And the mean 
of R2 is 0.8687. The great R) reveals the substantial reduction in standard 
error. Thus, we conclude that the new estimator perforins well in reducing the 
variance in ratio estimation. 
4.3 Time Series Problem 
In Efron and Tibshirani (1993), the AR(1) model was used as an example to 
illustrate the idea of bootstrap. We follow the same steps to compute the 
estimators within each simulation. Suppose we have a data stream z of length 
30. The AR(1) model is 
/ \ 
Zt t = 2, ...,30. 
We assume that et follows a lognormal distribution with mean shifted to 0 and 
standard deviation 1. We first generate et • We then put zi = 0 and (3 = 0.5 
to get the data stream z. So the true value of (5 is 0.5. Suppose the standard 
error of a real-valued estimator of is of interest. 
We perform simulations 1000 times. Within each simulation, we generate 
e from the above mentioned lognormal distribution. From the 30 observations 
of we get the least square estimate of that is, 
A 一 ^tZt-l 
P = ： . 
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Then we get the estimate of et, q , which is given by 
et = z t - p z t - u ^ = 2, ...,30. 
We perform iioiiparametric bootstrap on it {t = 2,...,30) with B 二 200. 
Within each bootstrap resampling, we let e* = (e^, • • . ， € & ) to be the bootstrap 
resample, and be value of z computed by each bootstrap resample. Thus, 
we have 
A = 0, 
= hz\ + 6； , 
3^0 — + ^30. 
We generate the bootstrap replication 炉⑴ from 2*，where 
. y^ 30 * * 
- Z = l，...，200. 
乙t=2 
A A 
Then "*(.)’ the mean oi over the 200 bootstrap resamples, is the original 
estimate of E 0 � . 
� Next，we consider the regression estimator. We do the cluster analysis on 
( ^ 2 , � o ) as we take bootstrap resamples on it {t = 2,..., 30) and so we believe 
that the values of/3* are affected by q . Again, for the first simulation, we have 
cluster analysis on the values of it. The result of cluster analysis is 5. The 
clustering method is complete linkage method. We set the number of clusters 
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to be 5 for all the simulations. The 29 observations of q are classified into 
5 clusters. We get the expected counts for each of the 5 clusters. We divide 
these counts by 29 to get the expected proportion of each of the 5 clusters. 
We get bj where j = 1,..., 5. 
Then we count the number of observations falling in each cluster within 
each bootstrap resample. We divide the number of observations in each cluster 
by 29, giving the proportion of observations falling in each cluster. And so, we 
have 5 proportions, pij where j = 1 , 5 . 
Finally，after we finish the 200 bootstrap resamplings, we have 200 sets of 
5 proportions and We use these 200 sets of data to run the regression, 
which is 
^ 4 5 
� - Q o + X] ^jPu + E PjPiAl - Pij) + q， （i = 1，2, ...200), (4.2) 
•7 = 1 j=l 
where a。，aj and p j are real coefficients for j = 1,..., 5 and £ is the error term. 
We let ao, and ft be the least square estimates of a。，q^ - and Pj respectively 
and P*(i) to be the fitted values of P*(i). Let be the mean of over 
the 200 bootstrap resamples. The regression estimator of E0) is 
^re = — + U + — hXl — . 
. j = l � _ 
The standard errors of the original estimator and the regression estimator 
are computed by equation (3.7) and equation (3.6) respectively. We also ap-
ply equation (2.1) and (3.8) to give the standard error of for the original 
estimator and the new estimator respectively. 
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Table 4.2: The results of the first 10 simulations in AR(1). 
S i m u l a t i o n / ? ' ( • ) ^e( .S '( . ) ) R^ Br. se{,3r.) % c h a n g e 
1 0 .5566 0 . 0 1 0 7 0 .1512 0 .1660 0 .5702 0 . 0 1 0 0 0 .1518 - 6 . 2 8 % 
2 0-6142 0 .0099 0 .1400 0 .2109 0 . 6 0 7 1 0 . 0 0 9 0 0 .1364 - 8 . 9 7 % 
I 0 .3335 0 .0122 0 .1732 0 .1663 0 .3326 0 . 0 1 1 4 0 .1707 - 6 . 8 1 % 
4 0-5991 0 .0094 0 .1324 0 .1248 0 ,5970 0 . 0 0 9 0 0 .1319 - 3 . 7 8 7 � 
5 0 . 5 2 9 1 0 .0100 0 .1420 0 .1742 0 .5327 0 . 0 0 9 3 0 . 1 4 2 5 - 7 . 6 1 % 
6 0 .5730 0 . 0 1 1 1 0 .1575 0 .1779 0 .5756 0 . 0 1 0 3 0 . 1 5 7 7 - 7 . 7 3 % 
I 0 .3520 0 .0132 0 .1874 0 .1574 0 .3419 0 . 0 1 2 4 0 .1874 - 6 . 3 6 % 
8 0 . 5 7 2 3 0 .0114 0 .1614 0 . 1 7 4 5 0 .5758 0 . 0 1 0 6 0 .1607 -6.76% 
I 0 .4280 0 . 0 1 1 7 0 .1655 0 .1406 0 . 4 3 0 7 0 . 0 1 1 1 0 .164S - 4 . 8 4 % 
10 0 .6439 0 . 0 1 0 4 0 .1472 0 . 1 8 6 5 0 .6428 0 . 0 0 9 6 0 .1459 - 7 . 9 3 % 
The above procedures are repeated 1000 times. Let us consider the first 10 
simulations. Table 4.2 shows the results of the first 10 simulations. From left 
to right, column 1 shows the simulation number. Column 2 shows the values 
of the original bootstrap estimate and column 3 shows its standard errors (by 
equation (3.7)). Column 4 shows the estimated standard error of P based on 
the original bootstrap estimator (by equation (2.1)). Column 5 shows the R � 
obtained in regression model (4.2). Column 6 shows the values of the regression 
estimator and column 7 shows its standard error (by equation (3.6)). Column 
8 shows the estimated standard error of based on the regression estimator 
(by equation (3.8)). Finally, column 9 shows the percentage change of the 
standard error of the two estimators. 
From Table 4.2, we have some observations. The first one is that two 
estimated standard error of P have more or less the same values. Secondly, 
the values of the original estimate and the new estimate are nearly the same. 
Furthermore, all the 10 simulations show that the standard error of the new 
estimator is less than that of the original one. The greater the value of 
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the greater the reduction in standard error. However, the amount of variance 
reduction is less than that in ratio estimation. This can be revealed by the 
smaller R^ over the 10 simulations when comparing with the B? in ratio es-
timation. Nevertheless, the new estimator performs better than the original 
estimator. If we are estimating the bias of the new estimator will also per-
form better than the original estimator. But the amount of variance reduction 
is not too much. 
In addition, all the 1000 simulations show that the standard error of the 
new estimator is less than that of the original one. From the result of the 
1000 simulations, the averaged /?*(•) and ft^ are both 0.4657. The estimated 
standard errors of based on the original estimator and the regression esti-
mator have mean values of 0.1664 and 0.1658 respectively. The mean of the 
standard error of /3*(-) is 0.0118 while the mean of the standard error of 0re 
is 0.0110. The mean of R^ is 0.1674 and the average of percentage decrease 
of the standard error is 6.70%. Thus, we believe that the new estimator can 
reduce the variance in this case, but the amount is not too much. 
4.4 Regression problem 
Consider the following simple regression model, 
y = A) + A X + 6 , 
where / ? � a n d A are the regression coefficients and e is the error term. In this 
section, we only have interest on A- In order to get the two data streams 
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X and V, we first generate 80 observations of both X and e where X follows 
Gainma(15,l) and e follows lognormal distribution with mean shifted to 0 and 
standard deviation 1. We put = 1 and = 2 to give r . So the true value 
of A is 2. 
We perform the above simulation 1000 times. Within each simulation, we 
generate X and e independently. Then we compute the least square estimates 
of /3i and /3o, that is, 
A SxY 
A = 厂 
= T Z i XjY, - 8 0 X ? 
— Y Z i Xf - 80X2 
and po = Y - where ? = E S i >1/80 and X = E S i X,/80. Then we get 
r« 
the estimate of e, say e, which is given by 
= Vi - i = l，…’ 80. 
where Yi is the fitted values of Yi. 
We perforin nonparametric bootstrap on q (t = 1，...，80) with B = 200. 
Within each bootstrap resampling, we let e* = (e*,…，e:。)，which is the boot-
strap resample, and y* be the value of y computed by each bootstrap resam-
ple. Then we have 
V ; = P o - h A X i + 6：, = …，80. 
From Y* and X，w e compute the bootstrap replications (成*(i)). We have 
令“、一 E二 1 不Yj* - 8 o x r * 
) 二 Xf - 80X2 ’ ^ = 1’ … 譯 
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A A 
We let be the mean of Pl(i) over the 200 bootstrap resamples and it is 
an estimate of E{j3i). 
Now let us consider the regression estimator. First, we do the cluster 
analysis on q because we take bootstrap resamples on it and so we believe 
that the values of are affected by if Similarly, we use the values of ^ in 
the first simulation to undergo cluster analysis. The 80 observations of q are 
classified into 12 clusters. We fix the number of clusters to be 12 for the rest 
simulations. The clustering method is complete linkage method. We get the 
expected counts for each of the 12 clusters. We divide these counts by 80 
to get the expected proportion of each of the 12 clusters. We get bj where 
j = l’ …，12. 
Then we count the number of observations falling in each cluster within 
each bootstrap resample. We divide the number of observations in each clus-
tei. by 80. These number are the proportion of observations falling in each 
cluster in each bootstrap, resample. And so, in the i认 resample, we have 12 
proportions, Pij where j = 1,..., 12. 
Finally，after we finish 200 bootstrap resamplings, we have 200 sets of 12 
proportions and (3i\ We use these 200 sets of data to run the regression, which 
is given by 
q 11 12 
= + (z = 1,2, . . .5) , (4.3) 
j=i 
where Qq, Qj and pj are real coefficients for all j and £ is the error term. We 
let do, otj and ^ be the least square estimates of a � ’ a^ and p j respectively 
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and write 威*(i) to be the fitted values of 成 * � . L e t be the mean of 
A � over the 200 bootstrap resamples. The regression estimator of E 0 i ) is 
一 ” ~ 本 I" 1 1 12 1 -
/ ^ i r e = Pi (•) 一 Pi (•) + ao + + 一 bj)(l - • 
_ j=i j=i 80 
Similarly, the standard errors of the original estimator and the regression 
estimator are computed by equation (3.7) and equation (3.6) respectively. We 
apply equation (2.1) and (3.8) to give the standard error of /3i for the original 
estimator and the new estimator respectively. 
The above procedures are repeated 1000 times. We first consider the first 
10 simulations. Table 4.3 shows the results of the first 10 simulations. From 
left to right, column 1 shows the simulation number. Column 2 shows the 
values of the original bootstrap estimate and column 3 shows its standard 
errors (by equation (3.7)). Column 4 shows the estimated standard error of 成 
based on the original bootstrap estimator (by equation (2.1)). Column 5 shows 
the obtained in regression model (4.3). Column 6 shows the values of the 
regression estimator and column 7 shows its standard error (by equation (3.6)). 
Column 8 shows the estimated standard error of Pi based on the regression 
estimator (by equation (3.8)). Finally, coliiinii 9 shows the percentage change 
of the standard error of the two estimators. 
From Table 4.3, we have some observations. The first one is that the two 
estimated standard error of ft, based on the two estimators, have more or less 
the same values. Secondly, the values of the original estimate and the new 
estimate are nearly the same. Moreover, all the 10 simulations show that the 
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Table 4.3: The results of the first 10 simulations in simple regression model. 
S i n g u l a t i o n . e ( ^ - r ( . ) ) ( x l 0 - 3 ) s T ^ , ) R^- g i s e ( 0 , I Q - ^ ) s T ^ , ) % c h a n g e 
1 面 1 1 - 8 3 4 9 0 . 0 2 5 9 0 . 2 6 3 6 1 . 9 8 8 0 1 . 6 7 4 3 0 . 0 2 6 5 - 8 . 7 5 % 
- 19996 2.2659 0.0320 0.2071 1.9993 2.1455 0.0330 -5.32% 
3 1 纖 1 細 0 . 0 2 7 1 0 2 1 9 0 1 9 6 6 3 1 . 7 9 8 0 0 . 0 2 7 8 - 6 . 0 3 % 
4 請 6 7 2 . 0 0 1 0 0 . 0 2 8 3 0 . 2 4 6 3 2 . 0 1 6 4 1 . 8 4 7 2 0 . 0 2 9 5 . 7 . 6 8 % 
^ 2.0709 1.9967 0.0282— 0.2111 2.0711 1.8858 0.0292 -5.55% 
^ 1 脚 2 . 遍 0 . 0 3 1 8 0 . 2 2 4 2 1 . 9 7 5 3 2 . 1 0 3 9 0 . 0 3 2 7 - 6 . 3 4 % 
7 ⑶。76 2.2650 0.0320 0.2215 2 0062 2.1251 0.0328 -6.18% 
8 1.9906 1-6858 0.0238 0.2599 1.9897 1.5421 0.0252 -8.52% 
9 湖 7 L f i f f 00267 0.1851 2.0410 1.8129 0.0278 . 4 . 0 1 % 
1。 1.9890 2.2157 0.0313 0 . 2 ^ 1.9882 2.0759 0.0319 .6.31% 
Standard error of the new estimator is less than that of the original one. The 
greater the value of the greater the reduction in standard error. However, 
the amount of variance reduction is just a little. This can be revealed by 
the small R^ over the 10 simulations. The small R) shows that our proposed 
regression estimator does not work well in this case. If we are estimating the 
bias of r, the new estimator will also perform a little bit better than the original 
estimator. 
In addition, although all the 1000 simulations show that the standard error 
of the new estimator is less than that of the original one, the reduced amount is 
just a little. From the result of the 1000 simulations, the mean values of 成*(.) 
and are 1.9989 and 1.9990 respectively, which are close to the true value (3. 
The averages of the estimated standard error of； !^ are 0.0291 and 0.0322 which 
are based on the original estimator and the regression estimator respectively. 
The averages of the standard error of the original estimator and the regression 
estimator are 2.0550xlO—3 and 1.9285x10-^ respectively. has mean 0.2207 
and the percentage decrease of standard error has mean 6.15%. Thus, we 
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believe that the new estimator performs better in reducing the variance with 
the reduction amount less than 10% in this case. 
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Chapter 5 
Conclusion and Discussion 
In this thesis, the method of the regression estimator is proposed. This re-
gressioii estimator is actually an estimator with a control variate. This control 
variate is based on the bootstrap resamples and is constructed using the counts 
of observations falling in each cluster within each resample. We then use the 
quadratic additive model (Darroch and Waller (1985)) to give the control vari-
ate. This control variate can easily be constructed. Moreover, the R^ from 
the quadratic additive model can be considered as a measure on how well the 
regression estimator perforins in reducing the variance. The greater the 
the greater the amount the variance reduced. Recall that 
•(民e) = var(e*(-)) • ( 1 - 炉 
So the variance of the regression estimator is reduced by the factor “一灼(召―” 
Si腿 lat ion results show that there is about a 60% reduction in standard error 
of the new estimator in ratio estimation, while there is only less than 10% 
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reduction in the AR(1) model and the simple regression model. 
From the simulation, we can see that the extent in the reduction of stan-
dard error in ratio estimation is much more than those in AR(1) model and 
regression problem. The bootstrap replications of the ratio estimator can be 
explained well by the counts of observations in the clusters because the sta-
tistic of interest is order invariant; that is, it gives the same statistic for every 
permutation of the bootstrap resampled observations. However, when we per-
form the simulation on the AR(1) model and regression problem, we observed 
that the statistics of interest are not order invariant. This introduces extra 
variance and makes the R^ from regression model (3.4) small. That is the 
reason why the amount of the reduction of standard error in ratio estimation 
is much more. 
There exists some advantages to apply the regression estimator. First of 
all，there is a reduction in variance. It is shown in the simulation results 
the amount of reduction is problem dependent though. Secondly, there is no 
complicated mathematics calculations for our new estimator. Readers who 
have only a limited mathematical knowledge, can apply this method to attain 
variance reduction. It differs from the linear approximation method, which re-
quires more intensive mathematical knowledge. In our case, users only need to 
have basic knowledge of cluster analysis and regression. Since the least squares 
estimates in regression and cluster analysis are widely available in many sta-
tistical software, our proposed regression estimator can be easily computed. 
Furthermore, the regression estimator can be widely used. There is no con-
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straint on the use of regression estimator. In comparison, there is constraint 
for the antithetic resampling, say for example inversion may not be an efficient 
method for random number generation. In our case, the key component is the 
counts. If we get the counts, we can compute the control variate, and so the 
regression estimator. 
On the other hand, we cannot be sure that our proposed regression estima-
tor really performs well in reducing the variance. It is shown in the simulation 
study that the percentage decrease in ratio estimation is much more than those 
in the other two areas. In our case, the percentage decrease depends on the 
amount of variation of the bootstrap replications e*(i) explained by the re-
gression model, that is reflected by the R \ The effectiveness of this proposed 
method depends on the relationship between the bootstrap replications e*(i) 
and the counts. We conclude that the regression estimator can substantially 
reduce the variance, but the extent is problem dependent. 
Finally, in future work, the confidence interval based on the regression 
estimator can be considered. 
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