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Abstract
We consider the sum-of-squares hierarchy of approximations for the problem of minimizing a poly-
nomial f over the boolean hypercube Bn = {0, 1}n. This hierarchy provides for each integer r ∈ N
a lower bound f(r) on the minimum fmin of f , given by the largest scalar λ for which the polynomial
f − λ is a sum-of-squares on Bn with degree at most 2r. We analyze the quality of these bounds by
estimating the worst-case error fmin − f(r) in terms of the least roots of the Krawtchouk polynomi-
als. As a consequence, for fixed t ∈ [0, 1/2], we can show that this worst-case error in the regime
r ≈ t · n is of the order 1/2 −
√
t(1− t) as n tends to∞. Our proof combines classical Fourier
analysis on Bn with the polynomial kernel technique and existing results on the extremal roots of
Krawtchouk polynomials. This link to roots of orthogonal polynomials relies on a connection be-
tween the hierarchy of lower bounds f(r) and another hierarchy of upper bounds f
(r), for which
we are also able to establish the same error analysis. Our analysis extends to the minimization of a
polynomial over the q-ary cube (Z/qZ)n.
Keywords binary polynomial optimization · Lasserre hierarchy · sum-of-squares polynomials · Fourier analysis ·
Krawtchouk polynomials · polynomial kernels · semidefinite programming
AMS subject classification 90C09; 90C22; 90C26; 90C27; 90C30
1 Introduction
We consider the problem of minimizing a polynomial f ∈ R[x] of degree d ≤ n over the n-dimensional boolean




This optimization problem is NP-hard in general. Indeed, as is well-known, one can model an instance of MAX-CUT














In fact, problem (1) also permits to capture polynomial optimization over a general region of the form Bn ∩ P where
P is a polyhedron [12] and thus a broad range of combinatorial optimization problems. The general intractability of
problem (1) motivates the search for tractable bounds on the minimum value in (1). In particular, several lift-and-
project methods have been proposed, based on lifting the problem to higher dimension by introducing new variables
modelling higher degree monomials. Such methods also apply to constrained problems on Bn where the constraints
can be linear or polynomial; see, e.g., [1], [32], [22], [13], [36], [27]. In [16] it is shown that the sums-of-squares
hierarchy of Lasserre [13] in fact refines the other proposed hierarchies. As a consequence the sum-of-squares ap-
proach for polynomial optimization over Bn has received a great deal of attention in the recent years and there is a
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vast literature on this topic. Among many other results, let us just mention its use to show lower bounds on the size of
semidefinite programming relaxations for combinatorial problems such as max-cut, maximum stable sets and TSP in
[20], and the links to the Unique Game Conjecture in [2]. For background about the sum-of-squares hierarchy applied
to polynomial optimization over general semialgebraic sets we refer to [11], [25], [14], [18] and further references
therein.
This motivates the interest in gaining a better understanding of the quality of the bounds produced by the sum-of-
squares hierarchy. Our objective in this paper is to investigate such an error analysis for this hierarchy applied to
binary polynomial optimization as in (1).
1.1 The sum-of-squares hierarchy on the boolean cube
The sum-of-squares hierarchy was introduced by Lasserre [11, 13] and Parrilo [25] as a tool to produce tractable lower
bounds for polynomial optimization problems. When applied to problem (1) it provides for any integer r ∈ N a lower
bound f(r) ≤ fmin on fmin, given by:
f(r) := sup
λ∈R
{f(x)− λ is a sum-of-squares of degree at most 2r on Bn} . (2)
The condition ‘f(x) − λ is a sum-of-squares of degree at most 2r on Bn’ means that there exists a sum-of-squares
polynomial s ∈ Σr such that f(x) − λ = s(x) for all x ∈ Bn, or, equivalently, the polynomial f − λ − s belongs
to the ideal generated by the polynomials x1 − x21, . . . , xn − x2n. Throughout, Σr denotes the set of sum-of-squares




i with pi ∈ R[x]r .
As problem (2) can be reformulated as a semidefinite program, one can compute f(r) efficiently (up to any precision)
for fixed r (see [11, 25]). The bounds f(r) have finite convergence: f(r) = fmin for 2r ≥ n [13, 16]. In fact, it has
been shown in [29] that the bound f(r) is exact already for 2r ≥ n+ d− 1. That is,




In addition, it is shown in [29] that the bound f(r) is exact for 2r ≥ n + d − 2 when the polynomial f has only
monomials of even degree. This extends an earlier result of [8] shown for quadratic forms (d = 2), which applies in
particular to the case of MAX-CUT. Furthermore, this result is tight for MAX-CUT, since one needs to go up to order
2r ≥ n in order to reach finite convergence (in the cardinality case when all edge weights are 1) [17]. Similarly, the
result (3) is tight when d is even and n is odd [10].
The main contribution of this work is an analysis of the quality of the bounds f(r) for parameters r, n ∈ N which fall
outside of this regime, i.e., 2r < n+ d− 1. The following is our main result, which expresses the error of the bound
f(r) in terms of the least roots of Krawtchouk polynomials (see Section 2).
Theorem 1. Fix d ≤ n and let f ∈ R[x] be a polynomial of degree d. For r, n ∈ N, let ξnr be the least root of the




≤ 2Cd · ξnr+1/n. (4)
Here Cd > 0 is an absolute constant depending only on d and we set ‖f‖∞ := maxx∈Bn |f(x)|.
The extremal roots of Krawtchouk polynomials are well-studied in the literature. The following result of Levenshtein
[21] shows their asymptotic behaviour.




Then the least root ξnr of the degree r Krawtchouk polynomial with parameter n satisfies
ξnr /n ≤ ϕ(r/n) + c · (r/n)−1/6 · n−2/3 (6)
for some universal constant c > 0.
Applying (6) to (4), we find that the relative error of the bound f(r) in the regime r ≈ t · n behaves as the function
ϕ(t) = 1/2−
√
t(1− t), up to a noise term inO(1/n2/3), which vanishes as n tends to∞. As an illustration, Figure 1
shows the function ϕ(t).
2
1.2 A second hierarchy of bounds
In addition to the lower bound f(r), Lasserre [15] also defines an upper bound f
(r) ≥ fmin on fmin as follows:










where µ is the uniform probability measure on Bn. For fixed r, similarly to f(r), one may compute f
(r) (up to any
precision) efficiently by reformulating problem (7) as a semidefinite program [15]. Furthermore, as shown in [15] the
bound is exact for some order r, and it is not difficult to see that the bound f (r) is exact at order r = n and that this is
tight (see Section 5).
Essentially as a side result in the proof of our main Theorem 1, we can show the following analog of Theorem 1 for
the upper bounds f (r), which we believe to be of independent interest.
Theorem 3. Fix d ≤ n and let f ∈ R[x] be a polynomial of degree d. Then, for any r, n ∈ N with (r + 1)/n ≤ 1/2,
we have:
f (r) − fmin
‖f‖∞
≤ Cd · ξnr+1/n,
where Cd > 0 is the constant of Theorem 1.
So we have the same estimate of the relative error for the upper bounds f (r) as for the lower bounds f(r) (up to
a constant factor 2) and indeed we will see that our proof relies on an intimate connection between both hierarchies.
Note that the above analysis of f (r) does not require any condition on the size of ξnr+1 as was necessary for the analysis
of f(r) in Theorem 1. Indeed, as will become clear later, the condition put on ξ
n
r+1 follows from a technical argument
(see Lemma 13), which is not required in the proof of Theorem 3.
1.3 Asymptotic analysis for both hierarchies
The results above show that the relative error of both hierarchies is bounded asymptotically by the function ϕ(t) from
(5) in the regime r ≈ t · n. This is summarized in the following corollary, which can be seen as an asymptotic version
of Theorem 1 and Theorem 3.




fmin − f(r) : ‖f‖∞ = 1
}
, E(r)(n) := sup
f∈R[x]d
{
f (r) − fmin : ‖f‖∞ = 1
}
.
Let Cd be the constant of Theorem 1 and let ϕ(t) be the function from (5). Then, for any t ∈ [0, 1/2], we have:
lim
r/n→t
E(r)(n) ≤ Cd · ϕ(t)
and, if d(d+ 1) · ϕ(t) ≤ 1/2, we also have:
lim
r/n→t
E(r)(n) ≤ 2 · Cd · ϕ(t).
Here, the limit notation r/n → t means that the claimed convergence holds for all sequences (nj)j and (rj)j of
integers such that limj→∞ nj =∞ and limj→∞ rj/nj = t.
We close with some remarks. First, note that ϕ(1/2) = 0. Hence Corollary 4 tells us that the relative error of both
hierarchies tends to 0 as r/n→ 1/2. We thus ‘asymptotically’ recover the exactness result (3) of [29].
Our results in Theorems 1 and 3 and Corollary 4 extend directly to the case of polynomial optimization over the
discrete cube {±1}n instead of the boolean cube Bn = {0, 1}n, as can easily be seen by applying a change of
variables x ∈ {0, 1} 7→ 2x − 1 ∈ {±1}. In addition, as we show in Appendix B, our results extend to the case of
polynomial optimization over the q-ary cube {0, 1, . . . , q − 1}n for q > 2.
After replacing f by its negation −f , one may use the lower bound f(r) on fmin in order to obtain an upper bound
on the maximum fmax of f over B
n. Similarly, one may obtain a lower bound on fmax using the upper bound f
(r)
on fmin. To avoid possible confusion, we will also refer to f(r) as the outer Lasserre hierarchy (or simply the sum-
of-squares hierarchy), whereas we will refer to f (r) as the inner Lasserre hierarchy. This terminology (borrowed
from [3]) is motivated by the following observations. As is well-known (and easy to see) the parameter fmin can be











If we replace the set M by its inner approximation consisting of all measures ν(x) = s(x)dµ(x) with polynomial
density s ∈ Σr with respect to a given fixed measure µ, then we obtain the bound f (r). On the other hand, any ν ∈M
corresponds to a linear functionalLν : p ∈ R[x]2r 7→
∫
Bn
p(x)dν(x) which is nonnegative on sums-of-squares on Bn.
These linear functionals thus provide an outer approximation forM and maximizing Lν(p) over it gives the bound
f(r) (in dual formulation).
1.4 Related work
As mentioned above, the bounds f(r) defined in (2) are known to be exact when 2r ≥ n + d − 1. The case d = 2
(which includes MAX-CUT) was treated in [8], positively answering a question posed in [17]. Extending the strategy
of [8], the general case was settled in [29]. These exactness results are best possible when d is even and n is odd [10].
In [9], the sum-of-squares hierarchy is considered for approximating instances of KNAPSACK. This can be seen as a
variation on the problem (1), restricting to a linear polynomial objective with positive coefficients, but introducing a
single, linear constraint, of the form a1x1 + . . . + anxn ≤ b with ai > 0. There, the authors show that the outer
hierarchy has relative error at most 1/(r − 1) for any integer r ≥ 2. To the best of our knowledge this is the only
known case where one can analyze the quality of the outer bounds for all orders r ≤ n.
For optimization over sets other than the boolean cube, the following results on the quality of the outer hierarchy f(r)
are available. When considering general semi-algebraic sets (satisfying a compactness condition), it has been shown
in [24] that there exists a constant c > 0 (depending on the semi-algebraic set) such that f(r) converges to fmin at a
rate in O(1/ log(r/c)1/c) as r tends to∞. This rate can be improved to O(1/r1/c) if one considers a variation of the
sum-of-squares hierarchy which is stronger (based on the preordering instead of the quadratic module), but much more
computationally intensive [30]. Specializing to the hypersphere Sn−1, better rates in O(1/r) were shown in [26, 6],
and recently improved to O(1/r2) in [7]. Similar improved results exist also for the case of polynomial optimization
on the simplex and the continuous hypercube [−1, 1]n; we refer, e.g., to [3] for an overview.
Unfortunately, it is hard to compare the asymptotic results above for general semi-algebraic sets with the known and
our new results on the boolean cube. We indeed have to consider a different regime in the case of the boolean cube Bn
since the hierarchy always converges in at most n steps. The regime where we are able to provide an analysis in this
paper is when r ≈ t · n with 0 < t ≤ 1/2.
Turning now to the inner hierarchy (7), as far as we are aware, nothing is known about the behaviour of the bounds f (r)
on Bn. For full-dimensional compact sets, however, results are available. It has been shown that, on the hypersphere
[4], the unit ball and the simplex [33], and the unit box [5], the bound f (r) converges at a rate in O(1/r2). A slightly
weaker convergence rate in O(log2 r/r2) is known for general (full-dimensional) semi-algebraic sets [33, 19]. Again,
these results are all asymptotic in r, and thus hard to compare directly to our analysis on Bn.
1.5 Overview of the proof
Here, we give a broad overview of the main ideas that we use to show our results. Our broad strategy follows the
one employed in [7] to obtain information on the sum-of-squares hierarchy on the hypersphere. The following four
ingredients will play a key role in our proof:
1. we use the polynomial kernel technique in order to produce low-degree sum-of-squares representations of
polynomials that are positive over Bn, thus allowing an analysis of fmin − f(r);
2. using classical Fourier analysis on the boolean cube Bn we are able to exploit symmetry and reduce the
search for a multivariate kernel to a univariate sum-of-squares polynomial on the discrete set [0 : n] :=
{0, 1, . . . , n};
3. we find this univariate sum-of-squares by applying the inner Lasserre hierarchy to an appropriate univariate
optimization problem on [0 : n];
4. finally, we exploit a known connection between the inner hierarchy and the extremal roots of corresponding
orthogonal polynomials (in our case, the Krawtchouk polynomials).
Following these steps we are able to analyze the sum-of-squares hierarchy f(r) as well as the inner hierarchy f
(r). We
now sketch how our proof articulates along these four main steps.
Let f ∈ R[x]d be the polynomial with degree d for which we wish to analyze the bounds f(r) and f (r). After rescaling,
and up to a change of coordinates, we may assume w.l.o.g. that f attains its minimum over Bn at 0 ∈ Bn and that
fmin = 0 and fmax = 1. So we have ‖f‖∞ = 1. To simplify notation, we will make these assumptions throughout.
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The first key idea is to consider a polynomial kernel K on Bn of the form:
K(x, y) = u2(d(x, y)), (8)
where u ∈ R[t]r is a univariate polynomial of degree at most r and d(x, y) is the Hamming distance between x and y.
Such a kernel K induces an operator K, which acts linearly on the space of polynomials on Bn by:









Recall that µ is the uniform probability distribution onBn. An easy but important observation is that, if p is nonnegative
on Bn, then Kp is a sum-of-squares (on Bn) of degree at most 2r. We use it as follows.
Given a scalar δ ≥ 0, define the polynomial f̃ := f + δ. Assuming that the operator K is non-singular, we can express
f̃ as f̃ = K(K−1f̃). Therefore, if K−1f̃ is nonnegative on Bn, we find that f̃ is a sum-of-squares on Bn with degree
at most 2r, and thus that fmin − f(r) ≤ δ.
One way to guarantee that K−1f̃ is indeed nonnegative on Bn is to select the operator K in such a way that K(1) = 1
and





We collect this as a lemma for further reference.
Lemma 5. If the kernel operator K associated to u ∈ R[t]r via relation (8) satisfies K(1) = 1 and ‖K−1 − I‖ ≤ δ,
then we have fmin − f(r) ≤ δ.
Proof. With f̃ = f + δ, we have: ‖K−1f̃ − f̃‖∞ = ‖K−1f − f‖∞ ≤ δ‖f‖∞ = δ. Therefore we obtain that
K
−1f̃(x) ≥ f̃(x)− δ = f(x) ≥ fmin = 0 on Bn.
In other words, we want the operator K−1 (and thus K) to be ‘close to the identity operator’ in a certain sense.
As kernels of the form (8) are invariant under the symmetries of Bn, we are able to use classical Fourier analysis on
the boolean cube to express the eigenvalues of K in terms of the polynomial u. More precisely, it turns out that the
eigenvalues of K are given by the coefficients of the expansion of u2 in the basis of Krawtchouk polynomials.
It remains then to find such a univariate polynomial u ∈ R[t]r for which these coefficients, and thus the eigenvalues of
K, are sufficiently close to 1. Interestingly, this problem boils down to analyzing the quality of the inner bound g(r)
(see (7)) for a particular univariate polynomial g.
In order to perform this analysis and conclude the proof of Theorem 1, we make use of a connection between the inner
Lasserre hierarchy and the least roots of orthogonal polynomials (in this case the Krawtchouk polynomials).
Finally, we generalize our analysis of the inner hierarchy (for the special case of the selected polynomial g in step 3 to
arbitrary polynomials) to obtain Theorem 3.
Organization
The rest of the paper is structured as follows. We review the necessary background on Fourier analysis on the boolean
cube in Section 2. In Section 3, we recall a connection between the inner Lasserre hierarchy and the roots of orthogonal
polynomials. Then, in Section 4, we give a proof of Theorem 1. Finally, in Section 5, we discuss how to generalize the
proofs of Section 4 to obtain Theorem 3. We group the proofs of some technical results needed to prove Lemma 11 in
Appendix A and, in Appendix B, we indicate how our arguments extend to the case of polynomial optimization over
the q-ary hypercube {0, 1, . . . , q − 1}n for q > 2.
2 Fourier analysis on the boolean cube
In this section, we cover some basic Fourier analysis on the boolean cube. For a general reference on Fourier analysis
on (finite, abelian) groups, see e.g. [28, 35].
Some notation. For n ∈ N, we write Bn = {0, 1}n for the boolean hypercube of dimension n. We let µ denote the
uniform probability measure on Bn, given by µ = 12n
∑
x∈Bn δx, where δx is the Dirac measure at x. Further, we
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write |x| = ∑i xi = |{i ∈ [n] : xi = 1}| for the Hamming weight of x ∈ Bn, and d(x, y) = |{i ∈ [n] : xi 6= yi}| for
the Hamming distance between x, y ∈ Bn. We let Sym(n) denote the set of permutations of the set [n] = {1, . . . , n}.
We consider polynomials p : Bn → R on Bn. The space R[x] of such polynomials is given by the quotient ring of
R[x] over the equivalence relation p ∼ q if p(x) = q(x) on Bn. In other words, R[x] = R[x]/I, where I is the
ideal generated by the polynomials xi − x2i for i ∈ [n], which can also be seen as the vector space spanned by the
(multilinear) polynomials
∏
i∈I xi for I ⊆ [n].
For a ≤ b ∈ N, we let [a : b] denote the set of integers a, a+ 1, . . . , b.










The spaceR[x] has an orthonormal basis w.r.t. 〈·, ·〉µ given by the characters:
χa(x) := (−1)x·a =
∏
i:ai=1
(1− 2xi) (a ∈ Bn) . (10)






χa(x)χb(x) = δa,b ∀a, b ∈ Bn. (11)




p̂(a)χa(x) ∀x ∈ Bn (12)
with Fourier coefficients p̂(a) := 〈p, χa〉µ ∈ R.
The group Aut(Bn) of automorphisms of Bn is generated by the coordinate permutations, of the form x 7→ σ(x) :=
(xσ(1), . . . , xσ(n)) for σ ∈ Sym(n), and the permutations corresponding to bit-flips, of the form x ∈ Bn 7→ x⊕a ∈ Bn
for any a ∈ Bn. If we set
Hk := span{χa : |a| = k} (0 ≤ k ≤ n),
then each Hk is an irreducible, Aut(B





. Using (12), we may then
decomposeR[x] as the direct sum
R[x] = H0 ⊥ H1 ⊥ · · · ⊥ Hn,
where the subspaces Hk are pairwise orthogonal w.r.t. 〈·, ·〉µ. In fact, we have that R[x]d = H0 ⊥ H1 ⊥ · · · ⊥ Hd
for all d ≤ n, and we may thus write any p ∈ R[x]d (in a unique way) as
p = p0 + p1 + · · ·+ pd (pk ∈ Hk). (13)
The polynomials pk ∈ Hk (k = 0, . . . , d) are known as the harmonic components of p and the decomposition (13) as
the harmonic decomposition of p. We will make extensive use of this decomposition throughout.
Let St(0) ⊆ Aut(Bn) be the set of automorphisms fixing 0 ∈ Bn, which consists of the coordinate permutations
x 7→ σ(x) = (xσ(1), . . . , xσ(n)) for σ ∈ Sym(n). The subspace of functions in Hk that are invariant under St(0) is





These functions Xk are known as the zonal spherical functions with pole 0 ∈ Bn.
Krawtchouk polynomials. For k ∈ N, the Krawtchouk polynomial of degree k (and with parameter n) is the univari-














(see, e.g. [34]). The Krawtchouk polynomials form an orthogonal basis for R[t] with respect to the inner product given












Indeed, for all k, k′ ∈ N we have:











The following lemma explains the connection between the Krawtchouk polynomials and the character basis onR[x].












where xt ∈ Bn is given by xti = 1 if 1 ≤ i ≤ t and xti = 0 if t+ 1 ≤ i ≤ n.


















From this, we see that any polynomial p ∈ R[x]d that is invariant under the action of St(0) is of the form∑d
i=1 λiKni (|x|) for some scalars λi, and thus p(x) = u(|x|) for some univariate polynomial u ∈ R[t]d.
It will sometimes be convenient to work with a different normalization of the Krawtchouk polynomials, given by:
K̂nk (t) := Knk (t)/Knk (0) (k ∈ N). (19)





= Knk (0), meaning that K̂nk (t) =
Knk (t)/‖Knk‖2ω.
Finally we give a short proof of two basic facts on Krawtchouk polynomials that will be used below.
Lemma 7. We have:
K̂nk (t) ≤ K̂n0 (t) = 1
for all 0 ≤ k ≤ n and t ∈ [0 : n].
Proof. Given t ∈ [0 : n] consider an element x ∈ Bn with Hamming weight t, for instance the element xt from










making use of the fact that |χa(x)| = 1 for all a ∈ Bn.
Lemma 8. We have:
|K̂nk (t)− K̂nk (t+ 1)| ≤
2k
n
, (t = 0, 1, . . . , n− 1)
|K̂nk (t)− 1| ≤
2k
n
· t (t = 0, 1, . . . , n)
(20)
for all 0 ≤ k ≤ n.
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Proof. Let t ∈ [0 : n− 1] and 0 < k ≤ d. Consider the elements xt, xt+1 ∈ Bn from Lemma 6. Then we have:

















where for the inequality we note that χa(x
t) = χa(x





, this implies that:














This shows the first identity of (20). The second identity now follows from this using a summation argument and
K̂nk (0) = 1.
Invariant kernels and the Funk-Hecke formula. Given a univariate polynomial u ∈ R[t] of degree r with 2r ≥ d,
consider the associated kernel K : Bn × Bn → R defined by
K(x, y) := u2(d(x, y)). (21)
A kernel of the form (21) coincides with a polynomial on Bn, as d(x, y) =
∑
i(xi + yi − 2xiyi) for x, y ∈ Bn.
Furthermore, it is invariant under Aut(Bn), in the sense that:
K(x, y) = K(π(x), π(y)) ∀x, y ∈ Bn, π ∈ Aut(Bn).














λiKni (t) (λi ∈ R). (23)
As we show now, the eigenvalues of the operator K are given precisely by the coefficients λi occurring in this expan-
sion.
Theorem 9 (Funk-Hecke). Let p ∈ R[x]d with harmonic decomposition p = p0 + p1 + · · ·+ pd. Then we have:
Kp = λ0p0 + λ1p1 + · · ·+ λdpd. (24)





























































Finally, we note that since the Krawtchouk polynomials form an orthogonal basis for R[t], we may express the coeffi-
cients λi in the decomposition (23) of u
2 in the following way:
λi = 〈Kni , u2〉ω / ‖Kni ‖2ω = 〈K̂ni , u2〉ω. (25)
In addition, since in view of Lemma 7 we have K̂ni (t) ≤ K̂n0 (t) for all t ∈ [0 : n], it folllows that
λi ≤ λ0 for 0 ≤ i ≤ 2r. (26)
3 The inner Lasserre hierachy and orthogonal polynomials
The inner Lasserre hierachy, which we have defined for the boolean cube in (7), may be defined more generally for the













for any integer r ∈ N. So we have: g(r) ≥ gmin := minx∈M g(x). A crucial ingredient of the proof of our main
theorem below is an analysis of the error g(r) − gmin in this hierarchy for a special choice of M ⊆ R, g and ν.
Here, we recall a technique which may be used to perform such an analysis in the univariate case, which was developed
in [5] and further employed for this purpose, e.g., in [4, 33].
First, we observe that we may always replace g by a suitable upper estimator ĝ which satisfies ĝmin = gmin and
ĝ(x) ≥ g(x) for all x ∈M . Indeed, it is clear that for such ĝ we have:
g(r) − gmin ≤ ĝ(r) − gmin = ĝ(r) − ĝmin.
Next, we consider the special case when M ⊆ R and g(t) = t. Here, the bound g(r) may be expressed in terms of the
orthogonal polynomials on M w.r.t. the measure ν, i.e., the polynomials pi ∈ R[t]i determined by the relation:
∫
M
pipjdν = 0 if i 6= j.
Theorem 10 ([5]). Let M ⊆ R be an interval and let ν be a measure supported on M with corresponding orthogonal
polonomials pi ∈ R[t]i (i ∈ N). Then the Lasserre inner bound g(r) (from (27)) of order r for the polynomial g(t) = t
can be reformulated as:
g(r) = ξr+1,
where ξr+1 is the smallest root of the polynomial pr+1.
The upshot of the above result is that for any polynomial g : R → R which is upper bounded on M by a linear
polynomial ĝ(t) = ct for some c > 0, we have:
g(r) − gmin ≤ c · ξr+1, (28)
where ξr+1 is the smallest root of the relevant orthogonal polynomial of degree r + 1.
4 Proof of Theorem 1
Throughout, d ≤ n is a fixed integer (the degree of the polynomial f to be minimized over Bn). Recall u ∈ R[t] is a
univariate polynomial with degree r (that we need to select) with 2r ≥ d. Consider the associated kernel K defined
in (21) and the corresponding linear operator K from (22). Recall from (9) that we are interested in bounding the
quantity:





Our proof consists of two parts. First, we relate the coefficients λi, that appear in the decomposition (23) of u
2(t) =∑2r
i=0 λiKni (t) into the basis of Krawtchouk polynomials, to the quantity ‖K−1 − I‖.
Then, using this relation and the connection between the inner Lasserre hierarchy and extremal roots of orthogonal
polynomials outlined in Section 3, we show that u may be chosen such that ‖K−1 − I‖ is of the order ξnr+1/n, with
ξnr+1 the smallest root of the degree r + 1 Krawtchouk polynomial (with parameter n).
9
Expressing ‖K−1 − I‖ in terms of the λi. We need the following technical lemma, which bounds the sup-norm
‖pk‖∞ of the harmonic components pk of a polynomial p ∈ R[x] in terms of ‖p‖∞, the sup-norm of p itself. The key
point is that this bound is independent of the dimension n. We delay the proof which is rather technical to Appendix A.
Lemma 11. There exists a constant γd > 0, depending only on d, such that for any p = p0 + p1 + . . .+ pd ∈ R[x]d,
we have:
‖pk‖∞ ≤ γd‖p‖∞ for all 0 ≤ k ≤ d.
Corollary 12. Assume that λ0 = 1 and λk 6= 0 for 1 ≤ k ≤ d. Then we have:
‖K−1 − I‖ ≤ γd · Λ, where Λ :=
d∑
i=1
|λ−1i − 1|. (29)






i pk for any p = p0 + p1 + · · ·+ pd ∈ R[x]d. Then we have:
‖K−1p− p‖∞ = ‖
d∑
i=1
(λ−1i − 1)pi‖∞ ≤
d∑
i=1
|λ−1i − 1|‖pi‖∞ ≤
d∑
i=1
|λ−1i − 1| · γd‖p‖∞,
where we use Lemma 11 for the last inequality.








which is linear in the λi. Under the assumption that λ0 = 1, we have λi ≤ λ0 = 1 for all i (recall relation (26)). Thus,
Λ and Λ̃ are both minimized when the λi are close to 1. The following lemma makes this more precise.
Lemma 13. Assume that λ0 = 1 and that Λ̃ ≤ 1/2. Then we have Λ ≤ 2Λ̃, and thus
‖K−1 − I‖ ≤ 2γd · Λ̃.










(1− λi)/λi ≤ 2
d∑
i=1
(1− λi) = 2Λ̃.
Optimizing the choice of the univariate polynomial u. In light of Lemma 13, and recalling (25), we wish to find a
univariate polynomial u ∈ R[t]r for which







〈K̂ni , u2〉ω is small.














gu2dω = 〈g, u2〉ω = Λ̃ and
∫
u2dω = 〈1, u2〉ω.) We recognize this program to be the same as the program
(27) defining the inner Lasserre bound3 of order r for the minimum gmin = g(0) = 0 of the polynomial g over [0 : n],





. Hence the optimal value of (30) is equal to g(r) and, using
Lemma 13, we may conclude the following.
3Technically, the program (27) allows for the density to be a sum of squares, whereas the program (30) requires the density to
be an actual square. This is no true restriction, though, since, as a straightforward convexity argument shows, the optimum solution
to (27) can in fact always be chosen to be a square [15].
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Theorem 14. Let g be as in (30). Assume that g(r)− gmin ≤ 1/2. Then there exists a polynomial u ∈ R[t]r such that
λ0 = 1 and
‖K−1 − I‖ ≤ 2γd · (g(r) − gmin).
Here, g(r) is the inner Lasserre bound on gmin of order r, computed on [0, n] w.r.t. ω, via the program (30), and γd is
the constant of Lemma 11.
It remains, then, to analyze the range g(r)− gmin. For this purpose, we follow the technique outlined in Section 3. We
first show that g can be upper bounded by its linear approximation at t = 0.
Lemma 15. We have:
g(t) ≤ ĝ(t) := d(d+ 1) · (t/n) ∀t ∈ [0 : n].
Furthermore, the minimum ĝmin of ĝ on [0 : n] clearly satisfies ĝmin = ĝ(0) = g(0) = gmin.
Proof. Using (20), we find for each k ≤ n that:
K̂nk (t) ≥ K̂nk (0)−
2k
n
· t = 1− 2k
n










· t = d(d+ 1) · (t/n) ∀t ∈ [0 : n].
Lemma 16. We have:
g(r) − gmin ≤ d(d+ 1) · (ξnr+1/n), (31)
where ξnr+1 is the smallest root of the Krawtchouk polynomialKnr+1(t).
Proof. This follows immediately from Lemma 15 and our observation (28) at the end of Section 3, noting that the
Krawtchouk polynomials are indeed orthogonal w.r.t. the measure ω on [0 : n] (cf. (16)).
Putting things together, we thus prove our main result.
Theorem 17 (Restatement of Theorem 1). Fix d ≤ n and let f ∈ R[x] be a polynomial of degree d. Then we have:
fmin − f(r)
‖f‖∞
≤ 2γd · d(d+ 1) · (ξnr+1/n),
whenever d(d+ 1) · (ξnr+1/n) ≤ 1/2. Here, ξnr+1 is the smallest root of Knr+1 and γd is the constant of Lemma 11.
Proof. Combining Theorem 14 and Lemma 16 we obtain ‖K−1 − I‖ ≤ 2γd · d(d+ 1) · (ξnr+1/n). As K(1) = 1 we
can use Lemma 5 to conclude the proof. We obtain Theorem 1 with Cd := γd · d(d+ 1).
Note that the condition d(d+1) ·ξnr+1 ≤ 1/2 follows from relation (31) (which itself refers back to condition Λ̃ ≤ 1/2
in Lemma 13).
5 Proof of Theorem 3
We turn now to analyzing the inner hierarchy f (r) defined in (7) for a polynomial f ∈ R[x]d on the boolean cube,
whose definition is repeated for convenience:










As before, we may assume w.l.o.g. that fmin = f(0) = 0 and that fmax = 1. To facilitate the analysis of the bounds
f (r), the idea is to restrict in (32) to polynomials s(x) that are invariant under the action of St(0) ⊆ Aut(Bn), i.e.,
depending only on the Hamming weight |x|. Such polynomials are of the form s(x) = u(|x|) for some univariate
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polynomial u ∈ R[t]. Hence this leads to the following, weaker hierarchy, where we now optimize over univariate
sums-of-squares:










By definition, we must have f
(r)
sym ≥ f (r) ≥ fmin, and so an analysis of f (r)sym extends immediately to f (r).
The main advantage of working with the hierarchy f
(r)
sym is that we may now assume that f is itself invariant under























So we now assume that f is St(0)-invariant, and thus we may write:
f(x) = F (|x|) for some polynomial F (t) ∈ R[t]d.











[0:n] F (t)u(t)dω(t). Hence we get












In other words, the behaviour of the symmetrized inner hierarchy f
(r)
sym over the boolean cube w.r.t. the uniform measure
µ is captured by the behaviour of the univariate inner hierarchy F
(r)
[0:n],ω over [0 : n] w.r.t. the discrete measure ω.
Now, we are in a position to make use again of the technique outlined in Section 3. First we find a linear upper
estimator F̂ for F on [0 : n].
Lemma 18. We have
F (t) ≤ F̂ (t) := d(d+ 1) · γd · t/n ∀t ∈ [0 : n],
where γd is the same constant as in Lemma 11.
Proof. Write F (t) =
∑d
i=0 λiK̂ni (t) for some scalars λi. By assumption, F (0) = 0 and thus
∑d
i=0 λi = 0. We now






















As ‖f‖∞ = 1, using Lemma 11, we can conclude that |λi| = maxt∈[0:n] |λiK̂ni (t)| ≤ γd, which gives the desired
result.
We may thus conclude the following analysis for the inner bounds f (r); in comparison to the result in Lemma 16 we
only have the additional constant factor γd.
Theorem 19 (Restatement of Theorem 3). Let f be a polynomial of degree d. Then we have:
f (r) − fmin
‖f‖∞
≤ d(d+ 1)γd · ξnr+1/n,
where ξnr+1 is the smallest root of Knr+1 and and γd is the constant of Lemma 11.
Exactness of the inner hierarchy. As is the case for the outer hierarchy, the inner hierarchy is exact when r is large
enough. Whereas the outer hierarchy, however, is exact for r ≥ (n+ d− 1)/2, the inner hierarchy is exact in general
if and only if r ≥ n. We give a short proof of this fact below, for reference.
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Lemma 20. Let f be a polynomial on Bn. Then f (r) = fmin for all r ≥ n.






(1− xi) ∈ R[x]n,
which satisfies s2(0) = 2n and s2(x) = 0 for all 0 6= x ∈ Bn. Clearly, we have:
∫
fs2dµ = f(0) = fmin and
∫
s2dµ = 1,
and so f (n) = fmin.
The next lemma shows that this result is tight, by giving an example of polynomial f for which the bound f (r) is exact
only at order r = n.
Lemma 21. Let f(x) = |x| = x1 + . . .+ xn. Then f (r) − fmin > 0 for all r < n.
Proof. Suppose not. That is, f (r) = fmin = 0 for some r ≤ n − 1. As f(x) > 0 = fmin for all 0 6= x ∈ Bn,
this implies that there exists a polynomial s ∈ R[x]r such that s2 is interpolating at 0, i.e. such that s2(0) = 1 and
s2(x) = 0 for all 0 6= x ∈ Bn. But then s is itself interpolating at 0 and has degree r < n, a contradiction.
6 Concluding remarks
Summary. We have shown a theoretical guarantee on the quality of the sum-of-squares hierarchy f(r) ≤ fmin for
approximating the minimum of a polynomial f of degree d over the boolean cube Bn. As far as we are aware, this
is the first such analysis that applies to values of r smaller than (n + d)/2, i.e., when the hierarchy is not exact.
Additionally, our guarantee applies to a second, measure-based hierarchy of bounds f (r) ≥ fmin. Our result may
therefore also be interpreted as bounding the range f (r) − f(r). Our analysis also applies to polynomial optimization
over the cube {±1}n (by a simple change of variables).
Analysis for small values of r. A limitation of Theorem 1 is that the analyis of f(r) applies only for choices of d, r, n
satisfying d(d+1)ξnr+1 ≤ 1/2. One may partially avoid this limitation by proving a slightly sharper version of Lemma
13, showing instead that Λ ≤ Λ̃/(1 − Λ̃), assuming now only that Λ̃ ≤ 1. Indeed, Lemma 13 is a special case of this
result, assuming that Λ̃ ≤ 1/2 to obtain Λ ≤ 2Λ̃. Nevertheless, our methods exclude values of r outside of the regime
r = Ω(n).
The constant γd. The strength of our results depends in large part on the size of the constant γd appearing in Theorem
1 and Theorem 3, where we may set Cd = d(d + 1)γd. In Appendix A we show the existence of this constant γd,
but the dependence on d we show there is quite bad. This dependence, however, seems to be mostly an artifact of our
proof. As we explain in Appendix A, it is possible to compute explicit upper bounds on γd for small values of d. Table
1 lists some of these upper bounds, which appear much more reasonable than our theoretical guarantee would suggest.
d 1 2 3 4 5 6 7 8 9 10 11 12
γd 1.00 1.00 4.00 8.00 20.0 48.1 112 258 578 1306 2992 6377
Table 1: Upper bounds on γd. Values rounded to indicated precision.
Computing extremal roots of Krawtchouk polynomials. Although Theorem 2 provides only an asymptotic bound
on the least root ξnr ofKnr , it should be noted that ξnr can be computed explicitely for small values of r, n, thus allowing
for a concrete estimate of the error of both Lasserre hierarchies via Theorem 1 and Theorem 3, respectively. Indeed, as
is well-known, the root ξnr+1 is equal to the smallest eigenvalue of the (r+1)× (r+1) matrix A (aka Jacobi matrix),
whose entries are given by Ai,j = 〈tK̂ni (t), K̂nj (t)〉ω for i, j ∈ {0, 1, . . . , r}. See, e.g., [34] for more details.
Connecting the hierarchies. Our analysis of the outer hierarchy f(r) on B
n relies essentially on knowledge of the
the inner hierarchy f (r). Although not explicitely mentioned there, this is the case for the analysis on Sn−1 in [7] as
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well. As the behaviour of f (r) is generally quite well understood, this suggests a potential avenue for proving further
results on f(r) in other settings.
For instance, the inner hierarchy f (r) is known to converge at a rate in O(1/r2) on the unit ball Bn or the unit box
[−1, 1]n, but matching results on the outer hierarchy f(r) are not available. The question is thus whether the strategy
used for the hypersphere Sn−1 in [7] and for the boolean cube Bn here might be extended to these cases as well.
Although Bn and [−1, 1]n have similar symmetric structure to Sn−1 and Bn, respectively, the accompanying Fourier
analysis is significantly more complicated. In particular, a direct analog of the Funk-Hecke formula (24) is not avail-
able. New ideas are therefore needed to define the kernel K(x, y) (cf. (8)) and analyze its eigenvalues.
The q-ary cube. The techniques we use on the binary cube Bn can be generalized naturally to the q-ary cube
(Z/qZ)n = {0, 1, . . . , q − 1}n for q > 2. In particular, the required Fourier analysis and connection to Krawtchouk
polynomials carry over almost directly. As a result we are able to show close analogs of our results on Bn in this more
general setting as well. We present this generalization in Appendix B; see, in particular, Theorem 36.
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A Proof of Lemma 11
In this section we give a proof of Lemma 11, where we bound the sup-norm ‖pk‖∞ of the harmonic components pk
of a polynomial p by γd‖p‖∞ for some constant γd depending only on the degree d of p. The following definitions
will be convenient.
Definition 22. For n ≥ d ≥ k ≥ 0 integers, we write:
ρ(n, d, k) := sup{‖pk‖∞ : p = p0 + p1 + · · ·+ pd ∈ R[x]d, ‖p‖∞ ≤ 1}, and
ρ(n, d) := max
0≤k≤d
ρ(n, d, k).
We are thus interested in finding a bound γd depending only on d such that:
γd ≥ ρ(n, d) for all n ∈ N. (33)
We will now show that in the computation of the parameter ρ(n, d, k) we may restrict to feasible solutions p having
strong structural properties. First, we show that we may assume that the sup-norm of the harmonic component pk of p
is attained at 0 ∈ Bn.
Lemma 23. We have
ρ(n, d, k) = sup
p∈R[x]n
d
{pk(0) : ‖p‖∞ ≤ 1} (34)
Proof. Let p be a feasible solution for ρ(n, d, k) and let x ∈ Bn for which pk(x) = ‖pk‖∞ (after possibly replacing
p by −p). Now choose σ ∈ Aut(Bn) such that σ(0) = x and set p̂ = p ◦ σ. Clearly, p̂ is again a feasible solution for
ρ(n, d, k). Moreover, as Hk is invariant under Aut(B
n), we have:
‖p̂k‖∞ = p̂k(0) = (p ◦ σ)k(0) = (pk ◦ σ)(0) = ‖pk‖∞,
which shows the lemma.
Next we show that we may in addition restrict to polynomials that are highly symmetric.










λiKni (|x|) where λi ∈ R.
Proof. Let p be a feasible solution to (34). Consider the following polynomial p̂ obtained as symmetrization of p








Then ‖p̂‖∞ ≤ 1 and p̂k(0) = pk(0), so p̂ is still feasible for (34) and has the same objective value as p. Furthermore,
for each i, p̂i is invariant under St(0), which implies that p̂i(x) = λiXi(x) = λi
∑
|a|=i χa(x) = λiKni (|x|) for some
λi ∈ R (see (14)).










and to obtain the following reformu-
lation of ρ(n, d, k) as a linear program.
Lemma 25. For any n ≥ d ≥ k we have:
ρ(n, d, k) = max λk
s.t. − 1 ≤
d∑
i=0
λiK̂ni (t) ≤ 1 (t = 0, 1, . . . , n).
(P)
Limit functions. The idea now is to prove a bound on ρ(n, d, d) which holds for fixed d and is independent of n. We
will do this by considering ‘the limit’ of problem (P) as n→∞. For each k ∈ N, we define the limit function:
K̂∞k (t) := limn→∞ K̂
n
k (nt),
which, as shown in Lemma 27 below, is in fact a polynomial. We first present the polynomial K̂∞k (t) for small k as an
illustration.
Example 26. We have:
K̂n0 (nt) = 1 =⇒ K̂∞0 (t) = 1,










) =⇒ K̂∞2 (t) = 4t2 − 4t+ 1 = (1− 2t)2.
Lemma 27. We have: K̂∞k (t) = (1 − 2t)k for all k ∈ N.
Proof. The Krawtchouk polynomials satisfy the following three-term recurrence relation (see, e.g., [23]):
(k + 1)Knk+1(t) = (n− 2t)Knk (t)− (n− k + 1)Knk−1(t)
for 1 ≤ k ≤ n− 1. By evaluating the polynomials at nt we obtain:
(k + 1)Knk+1(nt) = (n− 2nt)Knk (nt)− (n− k + 1)Knk−1(nt),






















n− k · K̂
n
k−1(nt),
=⇒ K̂∞k+1(t) = (1− 2t)K̂∞k (t).
As K̂∞0 (t) = 1 and K̂∞1 (t) = 1− 2t we can conclude that indeed K̂∞k (t) = (1− 2t)k for all k ∈ N.
Next, we show that solutions to (P) remain feasible after increasing the dimension n.
Lemma 28. Let λ = (λ0, λ1, . . . , λd) be a feasible solution to (P) for a certain n ∈ N. Then it is also feasible to
(P) for n + 1 (and thus for any n′ ≥ n + 1). Therefore, ρ(n + 1, d, k) ≥ ρ(n, d, k) for all n ≥ d ≥ k and thus
ρ(n+ 1, d) ≥ ρ(n, d) for all n ≥ d.
Proof. We may view Bn as a subset of Bn+1 via the map a 7→ (a, 0), and analogously R[x1, . . . , xn] as a subset of






Consider the set St(0) ⊆ Aut(Bn+1) of automorphisms fixing 0 ∈ Bn+1, i.e., the coordinate permutations arising














































i!(n+ 1− i)! and thus (35) holds.









∣∣∣ ≤ 1 for all x ∈ Bn, and thus for all x ∈ Bn+1.










































for all x ∈ Bn+1. Using (17) again, this shows that λ is a feasible solution of program (P) for n+ 1.










X22 ◦ σ =
1
6
(χ110 + χ101 + χ110 + χ011 + χ101 + χ011) =
2
6















Lemma 30. For d ≥ k ∈ N, define the program:
ρ(∞, d, k) := max λk
s.t. − 1 ≤
d∑
i=0
λiK̂∞i (t) ≤ 1 (t ∈ [0, 1]).
(PL)
Then, for any n ≥ d, we have: ρ(n, d, k) ≤ ρ(∞, d, k).
Proof. Let λ be a feasible solution to (P) for (n, d, k). We show that λ is feasible for (PL). For this fix t ∈ [0, 1] ∩Q.
Then there exists a sequence of integers (nj)j → ∞ such that nj ≥ n and tnj ∈ [0, nj] is integer for each j ∈ N.
As nj ≥ n, we know from Lemma 28 that λ is also a feasible solution of program (P) for (nj , d, k). Hence, since




λiK̂nji (njt)| ≤ 1 ∀j ∈ N.









λiK̂nji (njt)| ≤ 1. (36)
As [0, 1]∩Q lies dense in [0, 1] (and the K̂∞i ’s are continuous) we may conclude that (36) holds for all t ∈ [0, 1]. This
shows that λ is feasible for (PL) and we thus have ρ(n, d, k) ≤ ρ(∞, d, k), as desired.
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We can now immediately conclude the existence of a constant γd satisfying γd ≥ ρ(∞, d, k) for all 0 ≤ k ≤ d,
which, combined with Lemma 30, thus gives the desired inequality γd ≥ ρ(n, d) as in (33). Indeed, for a polynomial
p ∈ R[t]d, written as p =
∑d
i=0 λiK̂∞i (t), setting ‖p‖ :=
∑d
i=0 |λi| defines a norm on R[t]d. Since all norms on the
(d + 1)-dimensional space R[t]d are equivalent there exists a constant γd such that ‖p‖ ≤ γd‖p‖∞, which implies
ρ(∞, d, k) ≤ γd.
Concrete estimations of γd. In what follows we present another argument, based on the Markov Brothers’ inequality,
which permits to give a more concrete estimation on the constant γd.
Proposition 31 (Markov Brothers’ inequality [31]). There exists a constant md, depending only on d, such that, for
any univariate polynomial p ∈ R[t]d with degree d, we have:
max
0≤t≤1
|p(k)(t)| ≤ md max
0≤t≤1
|p(t)| for all k ≤ d.
Furthermore, md ≤ 2dd2d.
We now use the Markov Brothers’ inequality to bound the parameter ρ(∞, d, d).
Lemma 32. Let d ∈ N, then we may bound:
ρ(n, d, d) ≤ ρ(∞, d, d) ≤ md
2dd!
independent of n. Here md is the constant of Lemma 31.
Proof. In view of Lemma 30 we only need to show ρ(∞, d, d) ≤ md
2dd!
. Let λ be a feasible solution to (PL), meaning
that max0≤t≤1 |
∑d













λiK̂∞i (0) = λd
∂d
∂td
K̂∞d (0) = λd · d! · (−2)d.
Here, for the last identity, we have used the fact that the leading coefficient of the polynomial K̂∞d is (−2)d (recall
Lemma 27). We can conclude that λd ≤ md/(2dd!).
We now show how to extend the bound from Lemma 32 on ρ(n, d, d) to ρ(n, d, k) for arbitrary k ≤ d. This can be
done in an iterative way as the proof of the next lemma shows. In principle, an explicit value for the constant γd could
be extracted from the proof. We do not carry out the details, however, as it appears that this leads to a rather unwieldy
expression.
Lemma 33. For each d, k ∈ N fixed, there exists a constant γd, depending only on d, such that
ρ(n, d, k) ≤ γd for all n ∈ N.
Proof. Let p = p0 + p1 + · · ·+ pd ∈ R[x]d be an optimal solution to ρ(n, d, d− 1), i.e., ‖p‖∞ ≤ 1 and ‖pd−1‖∞ =
ρ(n, d, d− 1). Then the polynomial p̃ = p− pd has degree d− 1 and
‖p̃‖∞
1 + ρ(n, d, d)
≤ 1.
Therefore, we have
ρ(n, d− 1, d− 1) ≥ ρ(n, d, d− 1)
1 + ρ(n, d, d)
.
In other words, we have
ρ(n, d, d− 1) ≤ (1 + ρ(n, d, d))ρ(n, d− 1, d− 1). (37)
By Lemma 32, this permits to bound ρ(n, d, d− 1) by a constant depending only on d, independent of n.
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In the same way let us now consider an optimal solution p ∈ R[x]d for ρ(n, d, d− 2), i.e., ‖p‖∞ ≤ 1 and ‖pd−2‖∞ =
ρ(n, d, d− 2). Then the polynomial p̃ = p− pd − pd−1 has degree d− 2 and satisfies
‖p̃‖∞
1 + ρ(n, d, d) + ρ(n, d, d− 1) ≤ 1.
Therefore, we have
ρ(n, d− 2, d− 2) ≥ ρ(n, d, d− 2)
1 + ρ(n, d, d) + ρ(n, d, d− 1) ,
giving
ρ(n, d, d− 2) ≤ (1 + ρ(n, d, d) + ρ(n, d, d− 1))ρ(n, d− 2, d− 2).
By Lemma 32) and relation (37) this permits to bound ρ(n, d, d− 2) by a constant independent of n.
We may proceed inductively to bound ρ(n, d, k) for any k ≤ d by a constant dependent only on d.
Upper bounds on γd for small values of d. Finally, we show how to compute explicit upper bounds on γd for any
fixed value of d which likely outperform the theoretical guarantee derived above.
For this consider again the program (PL). As it has infinitely many linear constraints, it is not possible to solve it using
conventional methods. However, by considering only a finite subset of these constraints, indexed by some finite set
T ⊆ [0, 1], we obtain a tractable relaxation which provides an upper bound on ρ(∞, d, k):
ρ(∞, d, k) ≤ max λk
s.t. − 1 ≤
d∑
i=0
λiK̂∞i (t) ≤ 1 (t ∈ T ⊆ [0, 1]).
(PLR)
Hence the optimum value of (PLR) provides an upper bound on ρ(n, d) which depends only on d (and not on n) and
thus can serve as upper bound on the constant γd. We selected the set T = {i/100 : 0 ≤ i ≤ 100} and solved
the linear program (PLR) for small d = 1, . . . , 12. In this way we obtained the bounds for the constant γd shown in
Table 1 above.
B The q-ary cube
In this section, we indicate how our results for the boolean cube Bn may be extended to the q-ary cube (Z/qZ)n =
{0, 1, . . . , q−1}n when q > 2 is a fixed integer. Here Z/qZ denotes the cyclic group of order q, so that (Z/qZ)n = Bn
when q = 2.
As before d(x, y) denotes the Hamming distance and |x| denotes the Hamming weight (number of nonzero compo-
nents). Note that, for x, y ∈ (Z/qZ)n, d(x, y) can again be expressed as a polynomial in x, y, with degree q − 1 in
each of x and y.
We will prove Theorem 36 below, which can be seen as an analog of Corollary 4 for (Z/qZ)n. The general structure of
the proof is identical to that of the case q = 2. We therefore only give generalizations of arguments as necessary. For
reasons that will become clear later, it is most convenient to consider the sum-of-squares bound f(r) on the minimum
fmin of a polynomial f with degree at most (q − 1)d over (Z/qZ)n, where d ≤ n is fixed.
Fourier analysis on (Z/qZ)n and Krawtchouk polynomials. Consider the space
R[x] := C[x]/(xi(xi − 1) . . . (xi − q + 1) : i ∈ [n])










where µ is the uniform measure on (Z/qZ)n. The spaceR[x] has dimension |(Z/qZ)n| = qn over C and it is spanned
by the polynomials of degree up to (q − 1)n. The reason we now need to work with polynomials with complex
coefficients is that the characters have complex coefficients when q > 2.
Let ψ = e2πi/q be a primitive q-th root of unity. For a ∈ (Z/qZ)n, the associated character χa ∈ R[x] is defined by:
χa(x) = ψ
a·x (x ∈ (Z/qZ)n).
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So (10) is indeed the special case of this definition when q = 2. The set of all characters {χa : a ∈ (Z/qZ)n} forms
an orthogonal basis for R[x] w.r.t. the above inner product 〈·, ·〉µ. A character χa can be written as a polynomial of
degree (q − 1) · |a| on (Z/qZ)n, i.e., we have χa ∈ R[x](q−1)|a| for all a ∈ (Z/qZ)n.
As before, we have the direct sum decomposition into pairwise orthogonal subspaces:
R[x] = H0 ⊥ H1 ⊥ · · · ⊥ Hn,
where Hi is spanned by the set {χa : |a| = i} and Hi ⊆ R[x](q−1)i. The componentsHi are invariant and irreducible
under the action of Aut((Z/qZ)n), which is generated by the coordinate permutations and the action of Sym(q) on
individual coordinates. Hence any p ∈ R[x] of degree at most (q − 1)d can be (uniquely) decomposed as:
p = p0 + p1 + · · ·+ pd (pi ∈ Hi).
As before St(0) ⊆ Aut((Z/qZ)n) denotes the stabilizer of 0 ∈ (Z/qZ)n, which is generated by the coordinate
permutations and the permutations in Sym(q) fixing 0 in {0, 1, . . . , q − 1} at any individual coordinate. We note for





χa ∈ Hi. (38)
The Krawtchouk polynomials introduced in Section 2 have the following generalization in the q-ary setting:












Analogously to relation (16), the Krawtchouk polynomialsKnk (0 ≤ k ≤ n) are pairwise orthogonal w.r.t. the discrete












To be precise, we have:
n∑
t=0
















= ‖Knk‖2ω, we may normalize Knk by setting:
K̂nk (t) := Knk (t)/Knk (0) = Knk (t)/‖Knk‖2ω,
so that K̂nk satisfies maxnt=0 K̂nk (t) = K̂nk (0) = 1 (cf. (19)).
We have the following connection (cf. (18)) between the characters and the Krawtchouk polynomials:
∑
a∈(Z/qZ)n:|a|=k
χa(x) = Knk (i) for x ∈ (Z/qZ)n with |x| = i. (40)
Note that for all a, x, y ∈ (Z/qZ)n, we have:
χ−1a (x) = χa(x) = χa(−x), χa(x)χa(y) = χa(x+ y).






χa(x− y) = Knk (i) when d(x, y) = |x− y| = i.
Invariant kernels. In analogy to the binary case q = 2, for a degree r univariate polynomial u ∈ R[t]r we define the
associated polynomial kernel K(x, y) := u2(d(x, y)) (x, y ∈ (Z/qZ)n) and the associated kernel operator:








p(y)K(x, y) (p ∈ R[x]).
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Note that K(x, y) is a polynomial on (Z/qZ)n with degree 2r(q − 1) in each of x and y. Let us decompose the





Then the kernel operator K acts as follows on characters: for z ∈ (Z/qZ)n,
Kχz = λ|z|χz,
which can be seen by retracing the proof of Theorem 9, and we obtain the Funk-Hecke formula (recall (24)): for any
polynomial p ∈ R[x](q−1)d with Harmonic decomposition p = p0 + . . .+ pd,
Kp = λ0p0 + · · ·+ λdpd.
Performing the analysis. It remains to find a univariate polynomial u ∈ R[t] of degree r with u2(t) =
∑2r
i=0 λiKni (t)
for which λ0 = 1 and the other scalars λi are close to 1. As before (cf. (25)), we have:
λi = 〈Kni , u2〉ω/‖Kni ‖2ω = 〈K̂ni , u2〉ω.
So we would like to minimize
∑2r
i=1(1 − λi). We are therefore interested in the inner Lasserre hierarchy applied to
the minimization of the function g(t) = d−∑di=0 K̂ni (t) on the set [0 : n] (equipped with the measure ω from (39)).
We show first that this function g again has a nice linear upper estimator.
Lemma 34. We have:
|K̂nk (t)− K̂nk (t+ 1)| ≤
2k
n
, (t = 0, 1, . . . , n− 1)
|K̂nk (t)− 1| ≤
2k
n
· t (t = 0, 1, . . . , n)
(41)
for all k ≤ n.
Proof. The proof is almost identical to that of Lemma 8. Let t ∈ [0 : n − 1] and 0 < k ≤ d. Consider the elements
xt, xt+1 ∈ (Z/qZ)n from Lemma 6. Then we have:









a ∈ (Z/qZ)n : |a| = k, at+1 6= 0
}






where for the inequality we note that χa(x
t) = χa(x





, this implies that:














This shows the first identity of (41) and the second identity follows using a summation argument and K̂nk (0) = 1.
From Lemma 34 we obtain that the function g(t) = d −
∑d
i=0 K̂ni (t) admits the following linear upper estimator:
g(t) ≤ d(d+ 1) · (t/n) for t ∈ [0 : n]. Now the same arguments as used for the case q = 2 enable us to conclude:
f ((q−1)r) − fmin ≤ Cd · ξnr+1,q/n
and, when d(d+ 1)ξnr+1,q/n ≤ 1/2,
fmin − f((q−1)r) ≤ 2Cd · ξnr+1,q/n.
Here Cd is a constant depending only on d and ξ
n
r+1,q is the least root of the Krawtchouk polynomial Knr+1,q . Note
that we consider the order (q − 1)r of the outer Lasserre hierarchy, which corresponds to the degree 2(q − 1)r of the
kernel K(x, y) = u2(d(x, y)) in each variable x and y. We come back below to the question on how to show the
existence of the above constant Cd.
But first we finish the analysis. Having shown analogs of Theorem 1 and Theorem 3 in this setting, it remains to state
the following more general version of Theorem 2, giving information about the smallest roots of the q-ary Krawtchouk
polynomials.
20














(q − 1)t(1− t)
)
. (42)
Here the above limit means that, for any sequences (nj)j and (rj)j of integers such that limj→∞ nj = ∞ and
limj→∞ rj/nj = t, we have limj→∞ ξ
nj
rj ,q/nj = ϕq(t).




t(1− t), which is the function ϕ(t) from (5). To avoid technical details
we only quote in Theorem 35 the asymptotic analog of Theorem 2 (and not the exact bound on the root ξnr,q for any
n). Therefore we have shown the following q-analog of Corollary 4.




fmin − f(r) : ‖f‖∞ = 1
}
, E(r)(n) := sup
f∈R[x](q−1)d
{
f (r) − fmin : ‖f‖∞ = 1
}
.
There exists a constant Cd > 0 (depending also on q) such that, for any t ∈ [0, q−1q ], we have:
lim
r/n→t
E((q−1)r)(n) ≤ Cd · ϕq(t)
and, if d(d+ 1) · ϕq(t) ≤ 1/2, then we also have:
lim
r/n→t
E((q−1)r)(n) ≤ 2 · Cd · ϕq(t).
Here ϕq(t) is the function defined in (42). Recall that the limit notation r/n→ t means that the claimed convergence
holds for any sequences (nj)j and (rj)j of integers such that limj→∞ nj =∞ and limj→∞ rj/nj = t.
For reference, the function ϕq(t) is shown for several values of q in Figure 1.

















Figure 1: The function ϕq(t) for several values of q. Note that the case q = 2 corresponds to the function ϕ(t) of (5).
A generalization of Lemma 11. The arguments above omit a generalization of Lemma 11, which is instrumental to
show the existence of the constant Cd claimed above. In other words, we still need to show that if p : (Z/qZ)
n → R
is a polynomial of degree (q − 1)d on (Z/qZ)n with harmonic decomposition p = p0 + . . .+ pd, there then exists a
constant γd > 0 (independent of n) such that:
‖pi‖∞ ≤ γd‖p‖∞ for all 0 ≤ i ≤ d.
Then, as in the binary case, we may set Cd = d(d + 1)γd. The proof given in Appendix A for the case q = 2 applies
almost directly to the general case, and we only generalize certain steps as required. So consider again the parameters:
ρ(n, d, k) := sup{‖pk‖∞ : p = p0 + p1 + · · ·+ pd ∈ R[x](q−1)d, ‖p‖∞ ≤ 1}, and




Lemmas 23 and 24, which show that the optimum solution p to ρ(n, d, k) may be assumed to be invariant under




λiXi(x) (λi ∈ R)
where Xi =
∑
|a|=i χa ∈ Hi is the zonal spherical function of degree (q − 1)i (cf. (38) and (14)). Using (40), we
obtain a reformulation of ρ(n, d, k) as an LP (cf. (P)):
ρ(n, d, k) = max λk
s.t. − 1 ≤
d∑
i=0
λiK̂ni,q(t) ≤ 1 (t = 0, 1, . . . , n).
(qP)




and consider the program (cf. (PL)):
ρ(∞, d, k) := max λk
s.t. − 1 ≤
d∑
i=0
λiK̂∞i (t) ≤ 1 (t ∈ [0, 1]).
(qPL)
As before, we have ρ(n, d, k) ≤ ρ(∞, d, k), noting that (the proofs of) Lemma 28 and Lemma 30 may be applied
directly to the case q > 2. From there, it suffices to show ρ(∞, d, k) <∞, which can also be argued exactly as in the
case q = 2.
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