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Abstract
Reconnection of wingtip vortices behind aircrafts is thought to be a cause of
wake turbulence, detrimental to air traffic control. We observe the reconnection
process for three initial vortex tube set-ups; anti-parallel, orthogonal and anti-
parallel with axial flow. From these we are able to identify each of the different
reconnection processes observed and discussed for the magnetic reconnection case
but not necessarily the vortex reconnection case; of both 2D and 3D reconnection.
We use a finite different method to solve the Navier-Stokes equation for a large
array of points.
We analyse the results of the first two scenarios for a range of Reynolds numbers
(Re = Γ/ν) to observe how the viscous term of Navier-Stokes affects the recon-
nection process. We were able to show that for an increase in Re we would see
an increase in the reconnection rate due to the formation of thinner and stronger
vortex sheets which are necessary for a faster reconnection. For higher values of
Re we observed a Kelvin-Helmholtz instability within the vortex sheets and the
formation of additional vortex rings during the reconnection process.
We simulate a range of axial flow values to observe how kinetic helicity and twist
evolve with reconnection. We were able to identify the loss of twist in the vortex
tubes due to 3D reconnection known as ’slipping’. In these and the orthogonal
runs we observed the generation of null pairs and the formation of a separator
xxvii
between them.
We utilised the plots of both vorticity isosurfaces and vorticity fieldlines to observe
and analyse the reconnection process where isosurfaces have been the norm for
vortex reconnection observations in previous work. The vorticity fieldlines allow
us to observe the orientation of vorticity during reconnection and allow us to
observe both the ’threads’ and ’bridges’ and their evolution together.
xxviii
Chapter 1
Introduction
1.1 Motivation
Vortices are observed on a wide range of scales in fluids, and may be generated
in various ways. Scales span from the meteorological; hurricanes, tidal currents
and instabilities in clouds to the manmade; smoke rings, air cannons and from
the wingtips of aircraft. Vorticity is even important in the natural world, with
the v-like formation seen in migrating birds as they utilise the upward velocity
of the vortices generated by the bird in front.
We will consider our results in the context of wingtip vortices as they are the
primary cause of wake turbulence behind aircraft. Understanding of wingtip
vortices is crucial for air traffic control where a delay, of the order of minutes
depending on the size of aircraft, is imposed between the take-off or landing
of aircraft. Wingtip vortices have been known to remain for up to 3 minutes
after the aircraft has passed [32]. Measures have already been taken to mitigate
their detrimental effect. The raised tips of aircraft wings are used to reduce the
1
strength of the wingtip vortices. Offsetting the location of the take-off or landing
can also reduce this time however this is restricted by the length of the runway.
Finding more ways of reducing the strength of these vortices or being able to fully
understand their behaviour could save valuable time between flights and thus a
great deal of money.
Under certain circumstances the topology of the vorticity fieldlines have been
observed to change. The most commonly referred to instance of this is the Crow
Instability [11] seen behind large aircraft such as a Boeing 747. Crow discussed
the initial instability of the vortex tubes and how this leads to a sinusoidal per-
turbation of the tube with large amplitude that then reconnects. Motivated by
this we shall begin with straight vortex tubes that have had a sinusoidal pertur-
bation applied, and look into the process of reconnection in more detail. Vortex
reconnection is also of importance for the discussion of singularities in fluids and
could help towards solving one of the Millennium Prize problems.
2
1.2 Equations of Fluid Dynamics
The equations of fluid dynamics that will be used throughout are:
Navier-Stokes,
∂v
∂t
= −(v · ∇)v − 1
ρ
∇p+ ν∇2v + 1
3
ν∇(∇ · v) + g, (1.1)
vorticity,
ω = ∇× v, (1.2)
vorticity evolution,
Dω
Dt
= (ω · ∇)v −ω(∇ · v) + ν∇2ω, (1.3)
conservation of mass,
∂ρ
∂t
= −∇ · (ρv), (1.4)
conservation of energy,
∂e
∂t
= −∇ · (ev)− p∇ · v, (1.5)
and assuming an ideal gas,
p = (γ − 1)e. (1.6)
It is common to assume that the velocity field is divergence free where it is known
as incompressible flow. However work has been done on studying compressible
vortex reconnection [57]. Incompressible flow is defined as
∇ · v = 0. (1.7)
This assumption allows us to simplify the equations (1.1), (1.3) and (1.4) for
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incompressible flow:
Navier-Stokes,
∂v
∂t
= ν∇2v − v · ∇v − 1
ρ
∇p+ g, (1.8)
vorticity evolution,
Dω
Dt
= (ω · ∇)v + ν∇2ω, (1.9)
and the conservation of mass,
∂ρ
∂t
= −v · ∇ρ, (1.10)
where v is the velocity field, ν the kinematic viscosity, ρ the fluid density, p the
pressure, g is the acceleration due to gravity, ω the vorticity, γ the heat capacity
ratio and e the internal energy.
Throughout the thesis we will refer to the Reynolds number (Re) [25] which is
a dimensionless number giving the ratio of inertial and viscous forces within the
fluid. The Reynolds number is defined as,
Re =
vL
ν
, (1.11)
where v, L and ν are a typical velocity, a typical length and the kinematic viscosity
respectively. In line with previous studies of vortex tube dynamics we take
Re =
Γ
ν
, (1.12)
where Γ is the circulation of one of the vortex tubes, also equal to the vorticity
flux through the tube. We use Γ as it is well defined and Γ =
∮
v · dl around the
cross-section of the vortex tube.
4
1.2.1 Volume Integrals
Throughout this thesis we will consider various volume-integrated quantities that
give insight into the global evolution of the fluid. Their expected time evolution
can be derived from the equations in Subsection 1.2, as described below. We will
be interested principally in the enstrophy, kinetic energy and kinetic helicity [12].
Simplest to describe would be kinetic energy which measures the total velocity
density of the box and we expect to be fairly conserved. Enstrophy measures
the same but for the vorticity and shows us when high gradients of velocity form
in the box, especially useful for reconnection. Kinetic helicity is very important
for discussing topology as it will help show change of twist within the vortex
tube or any linking involved between fieldlines [29]. The volume integrals we are
interested in are;
enstrophy,
1
2
∫
V
ω2 dV, (1.13)
kinetic energy,
1
2
∫
V
ρv2 dV (1.14)
and kinetic helicity, ∫
V4
v ·ω dV. (1.15)
Enstrophy and kinetic energy are integrated over the entire simulated box. How-
ever due to symmetries that will be shown in Chapter 2 the kinetic helicity will
always be zero integrated over the entire box. To observe the change in helicity
over time we integrate over a quarter of the box, referred to as V4. Here we
derive the evolution equations for kinetic energy, enstrophy and helicity so that
we can understand which elements of the system are changing these variables.
The assumptions made in the derivations are such that v ·n = 0 and ω ×n = 0,
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where n is the normal vector on the boundary. Through initial tests we found
the system to be barotropic and can therefore assume that ρ−1∇p = ∇p̃.
Consider the time derivative of the volume integral for kinetic energy, we can
expand this using the product and chain rule as such:
∂
∂t
∫
V
ρ
v2
2
dV =
∫
V
[
v2
2
∂ρ
∂t
+ ρv · ∂v
∂t
]
dV. (1.16)
Using the continuity equation
∂ρ
∂t
= −∇ · (ρv), (1.17)
and Navier-Stokes equation,
∂v
∂t
= −(v · ∇)v −∇p̃+ ν∇2v + 1
3
ν∇(∇ · v) (1.18)
= −1
2
∇(v2)−ω × v −∇p̃+ 4
3
ν∇(∇ · v)− ν(∇×ω), (1.19)
we can eliminate the time derivatives from the right hand side
∂
∂t
∫
V
ρ
v2
2
dV =
∫
V
[
− v
2
2
∇ · (ρv) + ρνv ·
(
4
3
∇(∇ · v)−∇×ω
)
− ρv ·
(
1
2
∇(v2) +ω × v +∇p̃
)]
dV. (1.20)
By substituting
v · (ω × v) = 0, (1.21)
v · (∇×ω) = ω · (∇× v)−∇ · (v ×ω) = ω2 −∇ · (v ×ω), (1.22)
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we can further expand to
∂
∂t
∫
V
ρ
v2
2
dV =
∫
V
−v
2
2
∇ · (ρv) + ρνv ·
(
4
3
∇(∇ · v)
)
− ρνω2+
ρν∇ · (v ×ω)− ρv ·
(
1
2
∇(v2)
)
− ρv · ∇p̃ dV. (1.23)
Using Gauss’ theorem [38] we can obtain
− 1
2
∫
V
[v2∇ · (ρv) + ρv · ∇(v2)] dV = −1
2
∫
S
v2ρv · n dA. (1.24)
As the box is periodic the surface integrals will cancel leading us to the compress-
ible equation for the rate of change of kinetic energy
∂
∂t
∫
V
ρ
v2
2
dV =
∫
V
[
−ρνω2 + ρνv ·
(
4
3
∇(∇ · v)
)
− ρν∇p̃+ ρν∇ · (v ×ω)
]
dV,
(1.25)
and the incompressible version
∂
∂t
∫
V
ρ
v2
2
dV = −ρν
∫
V
ω2 dV. (1.26)
As a large peak in enstrophy has been shown in equations (1.25) and (1.26) to
cause a large drop in kinetic energy it will be of interest to observe when this
peak will occur. This has been studied in the past by Doering and Lu [15] and
Ayala and Protas [4]. To obtain the rate of change of the enstrophy within the
box we first use the chain rule on the enstrophy derivative:
∂
∂t
∫
V
ω2
2
dV =
∫
V
[
ω · ∂ω
∂t
]
dV, (1.27)
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substituting in the vorticity evolution equation we eliminate the time derivative
∂
∂t
∫
V
ω2
2
dV =
∫
V
[
ω ·
(
(ω · ∇)v − (v · ∇)ω −ω(∇ · v) + ν∇2ω
)]
dV, (1.28)
re-arranging the terms
∂
∂t
∫
V
ω2
2
dV =
∫
V
[ω · (∇× (v ×ω)− ν∇× (∇×ω))] dV, (1.29)
and expanding out we obtain
∂
∂t
∫
V
ω2
2
dV =
∫
V
[(v ×ω) · (∇×ω)−∇ · (ω × (v ×ω))
− ν(∇×ω)2 + ν∇ · (ω × (∇×ω))] dV. (1.30)
Using Gauss’ theorem we can change some terms to surface integrals
∂
∂t
∫
V
ω2
2
dV =
∫
V
[(v ×ω) · (∇×ω)− ν(∇×ω)2] dV
+
∫
S
[νω × (∇×ω)−ω × (v ×ω)] · n da. (1.31)
Due to the periodicity of the box these surface integrals equal zero. We can
therefore determine the rate of change of the enstrophy in the system as:
∂
∂t
∫
V
ω2
2
dV =
∫
V
[(v ×ω) · (∇×ω)− ν(∇×ω)2] dV, (1.32)
which is also true for incompressible flow.
For the rate of change of helicity we use the product rule on the helicity time
derivative:
∂
∂t
∫
V4
v ·ω dV =
∫
V4
[
ω · ∂v
∂t
+ v · ∂ω
∂t
]
dV, (1.33)
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we then substitute the vorticity equation into the second term
v · ∂ω
∂t
= v · [(ω · ∇)v − (v · ∇)ω + ν∇2ω], (1.34)
and expand out to
v · ∂ω
∂t
= −νv · ∇ × (∇×ω), (1.35)
v · ∂ω
∂t
= −νω · (∇×ω) + ν∇ · (v × (∇×ω)), (1.36)
we then substitute the Navier-Stokes equation into the second term of (1.33)
ω · ∂v
∂t
= ω ·
[
−1
2
∇(v2)−ω × v −∇p̃+ 4
3
ν∇(∇ · v)− ν(∇×ω)
]
. (1.37)
(1.36) and (1.37) are substituted into (1.33). This provides us with the rate of
change of the helicity for a quarter of the box
∂
∂t
∫
V4
v ·ω =
∫
V4
[
− 2νω · (∇×ω) + 4
3
νω · (∇(∇ · v))
− 1
2
ω · ∇(v2)−ω · ∇p̃+ ν∇ · (v × (∇×ω))
]
dV. (1.38)
We simplify some terms with Gauss’ theorem
∫
V4
ν∇ · (v × (∇×ω)) dV =
∫
S
νv × (∇×ω) · n da, (1.39)
∫
V4
ω · ∇p̃ dV =
∫
S
p̃ω · n da−
∫
V4
p̃∇ ·ω dV, (1.40)
∫
V4
1
2
ω · ∇(v2) dV =
∫
S
1
2
v2ω · n da−
∫
V4
1
2
v2(∇ ·ω) dV, (1.41)
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as (∇ ·ω) = 0 this simplifies further and we can therefore show that
∂
∂t
∫
V4
v ·ω dV =
∫
V4
[
− 2νω · (∇×ω) + 4
3
νω · ∇(∇ · v)
]
dV
+
∫
S
[
νv × (∇×ω)− p̃ω − 1
2
v2ω
]
· n da, (1.42)
and the subsequent incompressible version
∂
∂t
∫
V4
v ·ω dV =
∫
V4
[
− 2νω · (∇×ω)
]
dV
+
∫
S
[
νv × (∇×ω)− 1
2
v2ω
]
· n da. (1.43)
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1.3 Vortex Reconnection
In inviscid flow, vortex lines are material lines meaning that fluid elements that
exist on the same vorticity fieldline will still exist on the same vorticity fieldline
at a different point in time. Neglecting the viscous terms of equation (1.3) we
can show
Dω
Dt
+ω(∇ · v) = (ω · ∇)v. (1.44)
Using equation (1.4) and dividing through by ρ we can therefore show
1
ρ
Dω
Dt
− 1
ρ2
Dρ
Dt
ω =
1
ρ
(ω · ∇)v, (1.45)
D
Dt
(
ω
ρ
)
=
(
ω
ρ
· ∇
)
v, (1.46)
comparing to the requirement to be ‘frozen’ into the fluid flow, v, [29, 44]:
D
Dt
(δx) = (δx · ∇)v, (1.47)
where δx is a material line element in the flow. We can therefore say that the
vorticity is frozen into the fluid flow v. However as viscosity is introduced to
the system this frozen in condition may break down. As these fieldlines pass
through certain ‘reconnection regions’ fluid elements that were once connected
by a vortex line will no longer share the same fieldline. This is know as ‘cut and
connect’ , ‘cross linking’ or reconnection but we shall refer to it as the latter.
When discussing reconnection we generally use vortex tubes which are bundles
of vorticity fieldlines with a Gaussian strength distribution such that there is a
region of (near) zero vorticity initially between the vortex tubes. With this we
can discuss the interaction between the two initially separate tubes and easily
measure the reconnection by measuring the vorticity flux [1] of each tube. We
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discuss in Section 1.4 the history of the study of vortex reconnection.
1.3.1 Parallels with Magnetic Reconnection
Magnetic reconnection has been researched more vigorously than the vortex case.
It is a key process in astrophysical and laboratory plasmas, and is thought to be
responsible for facilitating solar flares and heating the Sun’s outer atmosphere.
The theory behind magnetic reconnection in three dimensions is discussed in
Hesse and Schindler [22]. We hope to use the previous work in magnetic recon-
nection and apply it to the vorticity case to help explain some of the phenomena.
To do this we find the parallels between the magnetic and vorticity equations
involved [23].
We begin by comparing the Vorticity Evolution Equation (1.9) with the Magnetic
Induction Equation assuming v is incompressible
DB
Dt
= (B · ∇)v + 1
µ0σ
∇2B. (1.48)
We look to find the analogous variables such that we can obtain the vortex equiv-
alent of the magnetic reconnection rate similar to the work by Kuznetsov and
Ruban [35]. Hesse and Schindler [22] demonstrated that 3D magnetic reconnec-
tion requires a non-zero component of the electric field parallel to the magnetic
field. Then they showed that the rate of change of connectivity between plasma
elements can be measured by evaluating the integral of the electric field parallel
to the magnetic field along a magnetic fieldline, and then taking the maximum
of this quantity over all magnetic fieldlines passing through what is known as
the ‘reconnection region’ where E · B 6= 0. This is known as the 3D magnetic
12
reconnection rate (∫
E‖dl
)
max
. (1.49)
To find the vortex analogue of this we begin by utilising Maxwell’s equations
∇×E = −∂B
∂t
, (1.50)
∇×A = B, (1.51)
E = −∂A
∂t
−∇φ, (1.52)
and Ohm’s Law
E + v ×B = R, (1.53)
where R is the non-ideal component of Ohm’s Law and equal to
R =
1
σ
j =
1
µσ
∇×B = η∇×B. (1.54)
We can then re-arrange and compare Navier-Stokes (1.8) with Ohm’s Law (1.53)
−∂v
∂t
−∇
(
p̃+
v2
2
− 4
3
ν(∇ · v)
)
+ v ×ω = ν∇×ω, (1.55)
−∂A
∂t
−∇φ+ v ×B = η∇×B. (1.56)
We find the following analogues between the magnetic and vorticity cases
A↔ v B ↔ ω, (1.57)
φ↔ p̃+ v
2
2
− 4
3
ν(∇ · v) η∇×B ↔ ν∇×ω, (1.58)
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giving us the 3D vortex reconnection rate
(
ν
∫
∇×ω‖dl
)
max
. (1.59)
This is equivalent to the 2D reconnection case that will be discussed in Subsec-
tion 1.3.2 although describes a different surface that the vorticity flux is recon-
necting through. We can therefore use the vortex-magnetic analogues and the
3D vortex reconnection rate to better understand the vortex reconnection. The
fundamental difference between vortex and magnetic reconnection is due to the
vorticity and magnetic field [20]. Vorticity is tied to the velocity field, see equa-
tion (1.2) whereas the magnetic field is not. This causes restrictions in ways we
can set up our initial conditions in such a way that they reconnect.
1.3.2 2D and 3D Reconnection
Vortex lines can reconnect in different ways, generally described in the magnetic
case as either 2D or 3D reconnection. 2D reconnection occurs in a plane, hence
the name, and is dependent on the (∇ × ω) field being non-zero at a null point
of the vorticity field which occurs when anti-parallel vorticity fieldlines approach
each other. 3D reconnection on the other hand depends on (∇×ω)·ω being locally
non-zero. Here we shall discuss the different types of reconnection in more detail.
Often seen in low Reynolds number flow, vortex annihilation leads to a loss in
vorticity flux for both tubes as shown in Figure 1.1(a). As the anti-parallel vortex
lines meet at the null-line they cancel out. This type of annihilation depends upon
a vorticity field independent of an x-component such that the fieldlines do not
reconnect in a 2D X-null point manner to be discussed. We can find the rate
of annihilation occurs by using Stokes’ Theorem and the (∇ × ω) component
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(a) (b)
Figure 1.1: Examples of 2D annihilation (a) anti-parallel from Priest and Forbes
[49] and (b) O-null vortex ring from Hornig [23].
perpendicular to the plane in Figure 1.1(a) and will be discussed later in this
section. This is discussed in more detail in Buntine and Pullin [7] and in Priest
and Forbes [49]. The annihilation of a vortex ring is illustrated in Figure 1.1(b)
with the vortex ring pressed in on itself either due to viscous dissipation or an
outside force. This occurs with an O-null in the centre which will have a non-zero
perpendicular (∇ × ω) which can be used to measure annihilation in a similar
manner to the 2D anti-parallel case in (a). This is discussed in more detail in
Hornig [23].
The type of reconnection most common in discussions on vortex reconnection
would be the 2D example occurring at an X-type null illustrated in Figure 1.2.
We can see as the anti-parallel vortex tubes approach each other from the top
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Figure 1.2: ”Breaking and rejoining of two flux tubes in 2D to form two new flux
tubes.” Priest et al. [50].
and bottom of the image and pass through the null point (strictly speaking a null
line) in the centre. The fieldlines break and connect with partners in the opposite
tube leading to the vortex tubes moving away from the null point on either side.
This type of reconnection is the one we will be discussing most throughout. It
is observed in Melander and Hussain [41], Hussain and Duraisamy [24] and Van
Rees et al. [56] which we will be comparing to. For the magnetic case it is
discussed in detail in Priest and Forbes [49].
For measuring 2D annihilation or reconnection we first consider the rate of change
of vorticity flux on a surface, S. S describes a surface in which one of the two
vortex tube passes through and the null line between the two tubes forms part of
the boundary of S,
∂
∂t
∫
S
ω · n dS =
∫
S
∂ω
∂t
· n dS, (1.60)
expanding the vorticity equation to eliminate the time derivative we obtain
∂
∂t
∫
S
ω · n dS =
∫
S
[(ω · ∇)v − (v · ∇)ω + ν∇2ω] · n dS (1.61)
=
∫
S
[∇× (v ×ω)− ν∇× (∇×ω)] · dS, (1.62)
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(a) (b)
Figure 1.3: Vorticity fieldlines (a) before and (b) after 3D reconnection from
Wyper and Hesse [59].
using Stokes’ Theorem [40] this becomes
∂
∂t
∫
S
ω · n dS =
∮
∂S
v ×ω · dl − ν
∮
∂S
(∇×ω) · dl. (1.63)
As this is 2D the reconnection occurs where the vorticity is zero so this becomes
∂
∂t
∫
S
ω · n dS = −ν
∮
∂S
(∇×ω) · dl. (1.64)
We can therefore calculate the reconnection rate for the 2D case by integrating
along the null-line then around the vortex tube.
We now move on to 3D reconnection, also known as ‘slipping reconnection’, il-
lustrated in Figure 1.3. We can visualise the simplest form of this reconnection
within a single vortex tube. As a reconnection region, shown in orange where
(∇× ω) · ω is non-zero, forms within the tube the fieldlines begin ‘slipping’ and
reconnecting with neighbouring fieldlines. This reconnection leads to a change in
helicity and twist within the vortex tube measured by (ν
∫
∇ × ω‖dl)max. This
type of reconnection has been discussed in depth for the magnetic case [21] and
we hope to find the vorticity counterpart and its effect on the wingtip vortices’
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(a) (b)
Figure 1.4: Fieldlines (a) before and (b) after 3D Reconnection from Priest et al.
[50].
evolution.
Non-zero (∇ × ω) · ω can also be found between two vortex tubes illustrated in
Figure 1.4. In the xy-plane we see a similar scenario to Figure 1.2 but the X-null
point instead has a vorticity component perpendicular to the plane in z. In (a)
we can see the fieldlines as they approach the centre of the box are at an angle
to each other leading to this non-zero (∇× ω) · ω component in the z-axis. The
reconnection region of non-zero (∇×ω) ·ω is not restricted to the central axis and
fills a volume around it and there will be ‘slipping’ of fieldlines as they approach
the central axis before they reconnect with the other vortex tube. This has been
shown in the magnetic case previously [50]. In (b) we can see the reconnected
fieldlines as they leave the reconnection region. We hope to find a vorticity set-up
that will lead to a reconnection like this so that we can compare its behaviour to
the 2D case.
As we shall see below, in some of our simulations a pair of 3D null points can
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(a) (b)
Figure 1.5: Example of (a) 3D null point and (b) separator from Priest and Forbes
[49].
be created in the z-axis shown in Figure 1.4 leading to a special case of this
reconnection. 3D null points, shown in Figure 1.5(a) are always created in pairs.
Each one has a ‘spine’ curve and a ‘fan’ surface leading to and from it or vice
versa. The spine and fan can be found using the eigenvectors of the vorticity field
around the null point. The fieldline between these nulls is known as a ‘separator’
and is part of a fan of both null points. The formation of this structure alters the
approach and reconnection of the fieldlines observed in Figure 1.5. The separator
and null points are discussed for the magnetic case in Priest and Forbes [49] and
we hope to find some vorticity examples in the results chapters.
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1.4 History
Vortex reconnection took off from Crow’s work in 1970 [11]. Crow discussed
the behaviour of wingtip vortices and their tendency to undergo a sinusoidal
instability which then cause the vortices to reconnect with each other and form
vortex rings. This had been observed to occur behind aircraft due to moisture
forming along the centres of the wingtip vortices. Vortex Reconnection has been
discussed in more detail in Greene [20] and Kida and Takoaka [29]. From Crow’s
work many people have used a model of two anti-parallel vortex tubes with a
sinusoidal perturbation angled towards each other such that they will reconnect.
Pumir and Kerr [51] discussed the formation of vortex sheets with this set up with
a Reynolds number up to 5000 in 1987 and this was continued in more detail for
a Reynolds number of 3200 in Kerr and Hussain [28]. Melander and Hussain
[41, 42] discussed the topological aspects of reconnection in 1989 with a Reynolds
number of 1000. Reconnection with a Reynolds number of 3500 was observed by
Weiguo et al. [58] in 1995 with a range of different initial conditions observing
the subsequent effects. Hussain and Duraisamy [24] observed the topological
aspects with a Reynolds number of 9000 demonstrating instabilities due to the
high Reynolds number in 2011. Most recently in 2012 van Rees et al. [56]
simulated anti-parallel vortex reconnection with a Reynolds number of 104 and
discussed the topology and the changes in helicity density during reconnection.
More work has been done utilising this anti-parallel set-up discussing different
aspects of its evolution [8, 18, 19, 26, 34, 39, 48, 54, 57]. Other set-ups have been
investigated such as the collision of two vortex rings in Ashurst and Meiron [3]
and Kida et al. [30] and more recently the reconnection of a trefoil knot in Kerr
[27].
Spalart [55] discussed the wingtip vortices and their effects on air traffic control
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and the issues that arise from this with an ongoing battle of safety, waiting long
enough for the vortices to decay or move out the way, and efficiency, with airlines
wanting the delay between aircraft take-off and landing minimal. So it is clear
to see why a thorough understanding of the vortices’ behaviour is important.
Kleckner and Irvine [33] showed a method of 3D printing hydrofoils to generate
vortices including knotted vortices to view their evolution with micro-bubbles.
From these papers we will draw most detailed comparisons with Melander and
Hussain [41], Hussain and Duraisamy [24] and Van Rees et al. [56]. The first two
provide great insight on the evolution of the vortex tubes and vorticity isosurfaces
we will be able to compare to. The latter provides an in-depth discussion on
changes of local helicity throughout the evolution.
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1.5 Computational Code
We use a fully 3D computational code to study the fluid evolution, originally
written with the option of studying magnetohydrodynamic evolution of a plasma
[46]. By turning off the magnetic field the code simply becomes a hydrodynamic
code. It solves Navier-Stokes equation with a finite difference method and is
ideally suited for large arrays which will be needed for the Reynolds numbers
we hope to simulate. This code utilises High Performance Fortran and conserves
mass, momentum and energy. A Fortran file is used to create an array of the initial
momentum of the system. The code solves equations (1.4), (1.1), (1.5) and (1.6).
This code uses a sixth-order accurate method for finding partial derivatives and
subsequently a fifth-order accurate method for interpolating the results to the
staggered grid. The high-order differencing reduces numerical dissipation. For
the time-stepping a third-order predictor-corrector method is used with a fourth-
order error in ∆t. Multiple conditions are in place to restrict the size of the time
step, ∆t, depending on the sound speed of the system and the viscous diffusion
respectively,
(U + cs)∆t/∆x ≤ C < 1, (1.65)
νf∆t/∆x2 ≤ C, (1.66)
where U is the speed of the fluid, cs is the sound speed, ∆t is the time step,
∆x is the grid spacing, C is the Courant number and f is a factor dependent on
the diffusion quenching which is equal to 20 in this case [46]. These conditions
are evaluated on all grid points to find the largest possible value of ∆t that
satisfies all of them. For the simulations we observed ∆t remains roughly constant
throughout at ∼ 3× 10−4 with C = 0.1 to avoid numerical errors we experienced
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at higher values. The St Andrews MHD cluster was utilised to run the simulations
each time with 32 nodes. Each node contains 12 cores (two 2/8/2.93 GHz 6-core
Intel Xeon X5660/X5670 processors), 24GB of memory and 60GB of local scratch.
23
1.6 Goals
We aim to find a set-up similar to previous papers with two separate vortex tubes
that will rotate towards each other and ultimately reconnect. Using knowledge
from the magnetic case we hope to better understand the reconnection process.
Due to the finite difference method utilised on the rectangular grid we can easily
view the velocity and vorticity fieldlines at chosen points in time and can observe
the behaviour of the fieldlines which has not been used as much as the vorticity
isosurfaces in previous analyses of vortex reconnection. These previous studies
implicitly assumed that the vorticity isosurfaces can be considered as flux surfaces
describing the vortex lines, although it has been pointed out that this is not in
fact the case [29]. Once a satisfactory initial condition is found we shall run the
simulation for a range of Reynolds numbers to see how the viscous and convective
terms affect the reconnection. With the velocity output at chosen times we can
easily track the volume integrals throughout the simulation and will see how the
Reynolds numbers affect this also.
We expect that the anti-parallel vortex tubes used in previous papers that we
will be simulating will undergo a 2D reconnection with one another. In later
chapters we study different configurations of vortex tubes, and observe different
types of reconnection to occur. In particular, we shall find an initial condition
with axial flow within the vortex tubes similar to Van Rees et al. [56]. We use
two set-ups with axial flow, one with the axial flow in the same direction which
will better simulate the wingtip vortices of aircraft and another with opposite
axial flow such that we have non-zero helicity initially and we can observe the
helicity of the system in more depth.
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Chapter 2
Anti-Parallel Vortex Tubes
2.1 Set-Up
2.1.1 Velocity and Vorticity
We use a similar set-up used in previous papers [24] in which two vortex tubes are
positioned so that they are anti-parallel. A sinusoidal perturbation is applied to
both vortex tubes in the same direction such that they rotate towards each other
and undergo 2D reconnection. This set-up can be thought of as modelling the
wingtip vortices behind an aircraft, which are anti-parallel, that have undergone
either the Crow Instability [11] or the plane has experienced some turbulence
leading to the perturbation. The anti-parallel tubes have a Gaussian-like dis-
tribution such that there is a region of zero vorticity between the vortex tubes
initially. This is similar to wingtip vortices observed behind aircraft [55]. The
region of zero vorticity also prevents reconnection occurring immediately and we
are able to observe the reconnection of two vortex tubes that were once entirely
separate.
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(a) (b)
Figure 2.1: (a) Velocity and (b) vorticity distribution of a single vortex tube.
We begin the process of creating this initial condition by first considering a sin-
gle unperturbed vortex tube. In cylindrical coordinates (r,φ,z′), where r is the
distance to the axis, φ is the angle in the plane perpendicular to the axis and z′
is the distance along the axis, we use a velocity distribution of
vφ =
tanh(8r2)
16r
, (2.1)
which gives us a vorticity distribution
ωz′ = −
1
cosh2(8r2)
. (2.2)
vφ and ωz′ are plotted in Figure 2.1. This vorticity distribution means the vorticity
is smaller at larger radii than a Gaussian distribution to ensure the region between
the vortex tubes has zero vorticity. This vortex tube has a vorticity flux of π/8
or ≈ 0.39.
We choose to orient the axis of our vortex tube parallel to the x-axis, offset to
y = 1, with the perturbation being in the z-direction. The additional tube is
added anti-parallel to the first but centred at y = −1. The separation between
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(a) (b)
Figure 2.2: (a) Velocity field arrows and (b) vorticity field arrows of pair of
unperturbed vortex tubes.
them is chosen such that there is the region of extremely small vorticity between
them but will still allow for reconnection once the perturbation is introduced.
The new velocity flow is shown in Figure 2.2(a). This velocity flow resembles a
velocity field behind an aircraft, perpendicular to the aircraft’s velocity. However
this velocity field is upside down as we can see from the vy component at y = 0.
This is chosen to be consistent with previous papers for aiding comparisons. The
vorticity field arrows are shown in Figure 2.2(b) demonstrating the anti-parallel
nature of the fieldlines and the region of zero vorticity. When discussing the
reconnection process in the next section we will refer to certain planes to aid
discussion. The x = 0 plane will be referred to as the ‘symmetry plane’ due to the
symmetry of the velocity field with this plane. With this set-up the reconnection
is expected to occur along the z-axis so the movement of the vortex tubes in
the symmetry plane toward this axis will be of importance particularly before
reconnection. The y = 0 plane will be referred to as the ‘dividing plane’ due to it
initially dividing both vortex tubes. This will be of importance post reconnection
to discuss the vorticity that now exists in that plane. The transfer of vorticity
fieldlines from the symmetry plane through the central axis to the dividing plane
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will be what we are looking to describe in this chapter. We define the central
axis as the z-axis (x = 0, y = 0).
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(a) (b)
Figure 2.3: (a) Vortex pair and their initial movements, (b) perturbation of the
vortex tube.
2.1.2 Generation of the Perturbation
To induce reconnection the vortex tubes are perturbed in such a way that they will
rotate and press against each other forming a vortex sheet shown in Figure 2.3(a).
As a curvature is introduced to a vortex tube, the sections of curved tube behave
as if they were part of a vortex ring and propel themselves perpendicular to the
curvature and vorticity field line. In previous papers a sinusoidal perturbation is
chosen such that the peaks in the centre will move towards each other. In this
case we use a perturbation of cos6(πX/6) shown in Figure 2.3(b), this is used
in an attempt to keep the reconnection event in the centre of the box and have
room to evolve in z after the reconnection before being influenced by neighbouring
reconnections due to the periodicity of the simulation. A pull-back of a 1-form
[17] is used on the velocity field by mapping the perturbation. This will allow us
to transform the vorticity field in the same way to give the desired perturbation
in the vortex tubes although the velocity field will no longer be divergence free.
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Consider the velocity field of an unperturbed vortex tube in cartesian co-ordinates:
v(x, y, z) =
[
0,
z tanh(8(y2 + z2))
16(y2 + z2)
,−y tanh(8(y
2 + z2))
16(y2 + z2)
]
, (2.3)
and the mapping, f , that we wish to apply to introduce the perturbation
f(x, y, z) = (X, Y, Z) = (x, y, z + p(x)), (2.4)
where p(x) describes the perturbation that we wish to add to the tube. We can
therefore describe an inverse mapping, g:
g(X, Y, Z) = f−1(X, Y, Z) = (x, y, z) = (X, Y, Z − p(X)). (2.5)
With our desired perturbation p(X):
p(X) = cos6
(
πX
6
)
, (2.6)
this inverse mapping (2.5) becomes
g =
[
X, Y, Z − cos6
(
πX
6
)]
. (2.7)
We use this inverse mapping to perform a pull-back on the 1-form, v, to find the
perturbed velocity field V :
V (X, Y, Z) = vi(g(X, Y, Z))
∂gi
∂Xj
dXj, (2.8)
where (X1, X2, X3) = (X, Y, Z) and we sum over the repeated indices, i and j.
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For our perturbation p(X) we have
v(g(X, Y, Z)) =
[
0,
(Z − cos6
(
πX
6
)
) tanh(8(Y 2 + (Z − cos6
(
πX
6
)
)2))
16(Y 2 + (Z − cos6
(
πX
6
)
)2)
,
−
Y tanh(8(Y 2 + (Z − cos6
(
πX
6
)
)2))
16(Y 2 + (Z − cos6
(
πX
6
)
)2)
]
, (2.9)
∂g =

1 0 0
0 1 0
∂gz
∂X
0 1
 , (2.10)
∂gz
∂X
= π sin
(
πX
6
)
cos5
(
πX
6
)
. (2.11)
Substituting (2.9) and (2.10) into (2.8) we get:
V (X, Y, Z) = (vx
∂gx
∂X
+ vy
∂gy
∂X
+ vz
∂gx
∂Z
, vx
∂gx
∂Y
+ vy
∂gy
∂Y
+ vz
∂gz
∂Y
,
vx
∂gx
∂Z
+ vy
∂gy
∂Z
+ vz
∂gz
∂Z
) = (vx + vz
∂gz
∂X
, vy, vz), (2.12)
which corresponds to a vorticity field, Ω, of
Ω(X, Y, Z) =
[
1− tanh
(
8
(
Y 2
)
+
(
Z − cos6
(
πX
6
))2)
, 0,
π sin
(
πX
6
)
cos5
(
πX
6
)(
tanh
(
8
(
Y 2
)
+
(
Z − cos6
(
πX
6
))2)
− 1
)]
. (2.13)
With this we now have a vortex tube with a perturbation in z of p(x). With this
we are able to assemble an initial condition to induce reconnection. From now
on we shall return to using x, y, z, v and ω for the coordinates and velocity and
vorticity fields. Generating the perturbation in this way allows us to preserve the
divergence-free nature of the vorticity field unlike in Melander and Hussain [41]
who had to adjust their vorticity field to satisfy this.
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Figure 2.4: Initial velocity along the vortex tube. Velocity predicted by (2.14)
(red), velocity of centroid (blue) and velocity of each 10% contour (dashed) with
the core moving faster than the whole tube for Re = 800.
2.1.3 Initial Movement
Using the Localised Induction Approximation (LIA) for a Vortex Filament [2] we
can estimate the initial movement and behaviour of the vortex tubes and position
them such that this movement will press the tubes together for reconnection. This
is defined for thin vortex filaments as [53]:
∂R
∂t
= −Γ log a
4π
∂R
∂s
× ∂
2R
∂s2
, (2.14)
where R, Γ, a and s are the curve, circulation, radius and arc length of the vortex
filament. As (2.14) is for thin vortex filaments of constant vorticity over the
cross-section this will provide only a rough estimate to the initial velocity of the
tube. As we have a vorticity distribution that changes in magnitude with radius
we replace Γ log a with
∫ a
0
(1 + 2 log(r))πrωz(r) dr.
This estimate describes well in magnitude the initial movement of the centroid of
the vortex tube as can be seen in Figure 2.4. The approximation however does not
account for the separation of the vortex tubes at the boundaries. This estimate
only applies for the initial set-up of the vortex tubes as the perturbation alters
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its shape and the vorticity distribution of the tubes deforms quickly. However,
the estimate is good at early times, and allows for a suitable placement of the
tubes that ensures that they press against one another.
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2.1.4 Set-up of Array
Another tube of opposite vorticity is positioned next to the initial tube. The
centre axes of the tubes are positioned at y = ±1 leaving a gap of extremely
small vorticity of size ≈ 0.6, see Figure 2.6. As the tubes begin to rotate and the
perturbations approach each other they should form a vortex sheet and reconnect.
For no flow to leave the box we want to get v · n = 0 on the boundaries. We do
this as we wish to measure volume integrals of the system and this allows these
to be easily measured without taking into consideration any flux entering the
system through the boundaries. The computational code uses periodic boundary
conditions but we must create an initial condition with zero flow through the
boundary. To achieve this another pair of tubes are positioned symmetrically in
the xy-plane with opposite vorticity. The two pairs of tubes are positioned at
z = ±9. The vortex tubes at z = −9 are shown in Figure 2.6. The pairs of tubes
will approach z = 0 and will eventually be affected by the opposite pair so this
positioning in z is chosen to give sufficient time for the reconnection process to
complete before this interaction occurs. The periodic perturbation satisfies the
boundary condition in x so for y and z a 9×9 array of boxes containing two pairs
each is created to satisfy this.
A box of sides [6,12,24] was chosen for the two pairs of vortex tubes. The pair
of tubes whose interaction we will analyse is contained within the sub-domain
−3 ≤ x ≤,−6 ≤ y ≤ 6,−12 ≤ z ≤ 12. This allows the vortex tubes to evolve
without being affected by other pairs of vortex tubes until the pair approaches
z = 0. A resolution of [120,240,480] is chosen for the above sub-domain with
points closer together at y = 0 in y to resolve the vortex sheet that will form
there that will become very thin for high Reynolds numbers, see Figure.
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Figure 2.5: Stretched grid spacing, dy, in y to resolve vortex sheets.
(a) (b)
Figure 2.6: (a) |ω| isosurface of 30% maximum ω at x = −3 boundary and (b)
vorticity fieldlines plotted from 30% contours at x = −3 and 3 boundaries.
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2.1.5 Parameters
We choose the following values for our parameters; ρ = 0.1, e = 0.09, g = 0 and
γ = 5/3 which corresponds to the density, the internal energy, gravity and the
heat capacity ratio [31]. The value of g was chosen for simplicity, γ such that
the system is monatomic and ρ and e are chosen to given a sound speed, cs [36],
of ≈ 0.8. The ρ and e values were tested to observe the evolution of density at
the cores of the vortex tubes with the values chosen here preserving it best. This
allows us to treat the system as near incompressible which is useful for comparing
to previous runs that guaranteed this.
The maximum velocity is chosen to ensure the system does not become supersonic.
With this chosen we are then given the velocity of the perturbation of the tube
towards the other and the mutual velocity upwards. vtube is the maximum velocity
found from section 2.1.3, vmutual was found from (2.1) using the distance between
tube centres r = 2 adjusting for the new v0max.
cs ≈ 0.8 v0max = 0.2 vtube ≈ 0.07 vmutual ≈ 0.03
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Figure 2.7: Maximum, mean and minimum density, Re = 800.
2.1.6 Density
With the introduction of a divergence in the velocity field due to the pull-back
the maximum, minimum and average densities are plotted to ensure they stay
roughly constant throughout in Figure 2.7. With the chosen density there is
only an initial change in density and it converges back to the background value.
The constant density throughout the domain is of importance when comparing
different reconnections of different Reynolds numbers. With a constant density
we will get a constant kinematic viscosity.
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2.2 Results
We first look at the results of the simulation with a Reynolds number of 800. This
value of Re is chosen to be discussed first as it demonstrates the reconnection
process in a typical fashion to previous papers unlike some of the other differing
Re simulations. The differences that the changes in Reynolds number introduce
will be discussed in the following chapter.
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(a) (b)
(c) (d)
Figure 2.8: ωx at x = 0 for one tube at (a) t = 0, (b) t = 9, (c) t = 21 and (d)
t = 30.
2.2.1 Approach and Core Deformation
Considering Equation (1.3) to observe the initial movement of vortex tubes. At
t = 0 the (ω · ∇)v and ω(∇ · v) terms are equal due to the divergence introduced
by the method to generate the perturbation of the tube. Because of this at
t = 0 the vortex tubes only move upward (in z). By t = 0.2 the divergence
has diminished due to the back-reaction of the fluid due to the compression of
the flow and the (ω · ∇)v term has remained the same. Then as predicted in
Subsection 2.1.3 the perturbations introduced to each of the tubes move towards
each other at x = 0 in the symmetry plane, see Figure 2.8. Initially the tubes at
the x = ±3 boundaries separate slightly unlike in the LIA due to the proximity
to the lower z boundary and the image pair of vortex tubes. This does not
affect the reconnection process and as the tubes begin their movement and the
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Figure 2.9: Maximum (∇ × ω) on side of vortex tube facing towards dividing
plane (solid) and away (dashed).
(a) (b)
Figure 2.10: (a) Vortex tubes centroid separation in symmetry plane (x = 0)
(solid) with fitted curves (dashed) and minimum separation (dotted) and (b)
vortex tube centroid position in dividing plane (y = 0).
tube shape changes the tubes at the boundaries begin separating at a rate more
similar to the velocity predicted further along the tube. This downside to using
this particular perturbation has negligible effects on the process apart from in
the lowest Reynolds number case which will be discussed later. Observing the
cross-section of the tubes within the symmetry plane we see that the Gaussian
distribution of the vorticity is lost quite quickly due to the (ω · ∇)v term in the
vorticity evolution equation. This term causes the entire rotation of the vortex
tubes. The other consequence is an increased maximum vorticity and a change
in the ∂ωx/∂y across the tube increasing in strength in the direction of travel
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and weakening on the other side as seen in Figure 2.9. This is due to the core
of the vortex tube rotating faster than the outer shell. This process causes the
breakdown of the Gaussian distribution very early in the evolution of the tube.
This process of stronger vorticity fieldlines pressing against weaker ones creates a
vortex sheet on each tube facing towards one another with an increasingly large
∂ωx/∂y. This vortex sheet formation and high ∂ωx/∂y will be the catalyst for
reconnection and affect the speed of the reconnection process.
We can find the position of the centroid in the symmetry plane with the following
equation,
Cy =
∫
yωx dA∫
ωx dA
Cz =
∫
zωx dA∫
ωx dA
, (2.15)
where Cy and Cz are the y and z-position of the centroid in the symmetry
plane. The movement of the centroid of the vortex tube in Figure 2.10(a)
can be described in different steps. In each of these steps we empirically fit a
curve (plotted as dashed lines) to describe the approach of the vortex tube cen-
troids. From t ≈ 0→ 20 the tubes rotate towards each other without resistance
from the other following a path described roughly by y = 2 exp (−t/21). From
t ≈ 20 → 60 the tubes begin pressing into each other with motion described by
y = 1.35 exp (−t/36). A minimum distance to the dividing plane of ∼ 0.311 is
reached at t ≈ 63. The centroid then moves at a linear rate of y = −0.03+ t/220.
In Figure 2.10(b) we plot the vortex tube centroid position after it appears in the
dividing plane. This movement will be discussed in detail later.
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(a) (b)
Figure 2.11: (a) ωx contour plot at x = 0 and (b) vorticity isosurface exhibiting
the double vortex sheet at t = 45.
(a) (b)
Figure 2.12: (∇×ω)z contour plot at (a) x = 0 and (b) y = 0 at t = 45.
2.2.2 Double Vortex Sheet
As the vortex sheets formed in each vortex tube move towards each other they
form a double vortex sheet seen in Figure 2.11 and between these sheets a sheet
of (∇ × ω)z is formed as the positive and negative ωx concentrations get closer
to each other. Within this reconnection sheet lies the central axis of the box
(the z-axis) where the vorticity is zero by symmetry. This line of zero vorticity
and non-zero (∇ × ω)z is the location at which the reconnection occurs and is
measured as discussed in Subsection 1.3.2.
We can see from the reconnection sheet in the dividing plane in Figure 2.12(b) that
it stretches quite far along the tube leading to the z-location of the reconnected
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flux that was seen in Figure 2.10(b). Also here we can see negative (∇ × ω)z
from the recently reconnected vorticity slowing the process until they separate
and this effect diminishes [42]. This will discussed further in Subsection 3.1.2.
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2.2.3 Visualising the Reconnection Process - Vorticity Iso-
surfaces
We observe the isosurface of |ω| in Figure 2.13. We take the value of isosurface to
be 30% of the maximum ωx at the x = ±3 boundaries of the box. We chose this
method to help compare the vorticity isosurfaces of different Reynolds numbers
in the next chapter. This is due to the maximum vorticity of the system being
highly dependant on Reynolds number so basing the isosurface on a percentage
of the maximum |ω| will give vastly different images for different Re. Using a
static value throughout time caused issues for the lower Reynolds number runs as
the isosurfaces appeared to disappear as the vorticity dissipated. This method of
defining the isosurfaces using a fraction of the maximum vorticity at the boundary
means that the isosurfaces will appear consistent throughout the run but still
leaving the detail of reconnection that we are hoping to observe.
Through the evolution of the system the isosurfaces demonstrate the approach of
the vortex tubes and formation of vortex sheets. The initial reconnection at the
top of the vortex tubes forms the ”bridges” with threads still with their original
topology. Any reconnected fieldlines will be referred to as ‘bridges’ from now,
with still connected fieldlines referred to as ‘threads’. The final stage involves
the bridges and the wrapping of the threads around them [41]. This is consistent
with the isosurfaces seen in previous papers [24]. An issue of using isosurfaces
to view this process arises at the final figure where the threads appear to have
disconnected from the bridges which is not the case here but will be discussed in
Subsection 2.2.4.
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(a) (b)
(c) (d)
(e) (f)
Figure 2.13: |ω| isosurface of 30% maximum ω at x = −3 boundary at (a) t = 0,
(b) t = 30, (c) t = 60, (d) t = 90, (e) t = 120 and (f) t = 150.
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2.2.4 Visualising the Reconnection Process - Vorticity Field-
lines
To achieve a better understanding of the reconnection process vorticity fieldlines
are plotted from the boundaries at x = ±3 in Figure 2.14. We us a 5th order
accurate Adams-Bashforth method for fieldlines tracing. Visualising the vorticity
fieldlines allows a proper analysis of the topological changes in the vorticity field
during the reconnection process. We choose to follow 50 fieldlines from either
boundary, 25 for each vortex tube. The start points of these fieldlines are chosen
from contours equal to 30% of the maximum vorticity in the plane. This allows
us to visualise the shape of the vortex tube using a small number of fieldlines.
The advantages of observing fieldlines compared to the isosurfaces seen previously
are the ability to see direction, better evidence of reconnection as we can see the
fieldlines changing topology and a better visualisation of a change in radius of
the vortex tubes. From Figure 2.14 we observe the rotation of the vortex tubes
and evidence of reconnection. The reconnection process begins at the top of the
vortex tubes in z explaining the bridges seen in Figure 2.13(c). This is due to the
shape of the double vortex sheet seen earlier with the stronger vorticity moving
faster along z with weaker vorticity trailing behind known as the ‘head-tail’ [42].
The higher vorticity leads to a higher (∇×ω)z which induces reconnection. Lower
in z the threads remain ‘un-reconnected’. As the bridges evolve the threads begin
wrapping around the bridges and the curvature of the thread fieldlines change.
This new curvature means the thread fieldlines begin separating, slowing the
reconnection process, and is the reason why this reconnection process can not be
complete [41]. This separation will be discussed later.
To observe the interaction between the threads and bridges we choose to plot
in Figure 2.15 fieldlines from x = 0 and y = 0. It is important to note that
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the threads and bridges are not of equal vorticity magnitude at the planes they
are being plotted from. However each is showing the typical behaviour of the
fieldlines through that plane. From this we can see the earlier reconnection of
the weak vorticity fieldlines pressed together in the double vortex sheet first. In
Figure 2.15(c) we can see the bridges begin moving away from the central axis
and rotating on top of the threads. At later times we see the new curvature of the
threads and their separation essentially all but stopping the reconnection process
[41].
Following the fieldlines from the boundary we can observe the order in which they
reconnect. Plotted in Figure 2.16 is the vorticity for a single tube at x = −3, if
the fieldlines plotted from that grid point end at x = +3 after travelling through
the symmetry plane it will be red and considered a ‘thread’. If the fieldline
ends back at x = −3 passing through the dividing plane this means that this
fieldline has reconnected and is plotted as blue so we can observe the behaviour
of the boundaries between these neighbouring fieldlines with differing topologies.
Starting predictably from one side of the tube the fieldlines at the boundary
continue to circulate around the centre as the fieldlines reconnect such that the
reconnection process seems to be avoiding the central axis of the vortex tube. At
t = 75 a spiral effect appears where a thread begins from the centre of the vortex
tube which then separates from the majority of the fieldlines surrounding it to
eventually pass through the symmetry plane whilst its neighbours pass through
the dividing plane. These central threads are then lost as more of the cross section
is swept out and reconnects leaving a more simple plot of threads and bridges.
To further understand the bridge we plot a selection of the fieldlines in the xy-
plane in Figure 2.17. In Figure 2.17(a) we can see the hairpin structure of the
newly reconnected bridges and their evolution, smoothing themselves out into a
lower curvature line in Figure 2.17(b). When we discuss hairpin structures we
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describe fieldlines that change direction in such a way that they are near anti-
parallel to themselves such that they continue to propel themselves even after
reconnection.
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(a) (b)
(c) (d)
(e) (f)
Figure 2.14: Vorticity fieldlines plotted from 30% contours at x = −3 and 3
boundaries at (a) t = 0, (b) t = 30, (c) t = 60, (d) t = 90, (e) t = 120 and (f)
t = 150.
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(a) (b)
(c) (d)
(e) (f)
Figure 2.15: Vorticity fieldlines plotted from 30% contours at x = 0 (red) and
y = 0 (blue) at (a) t = 0, (b) t = 30, (c) t = 60, (d) t = 90, (e) t = 120 and (f)
t = 150.
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(a) (b)
(c) (d)
(e) (f)
Figure 2.16: ωx contour plots at x = −3 boundary, with the colour depicting
whether the field line is a bridge or a thread. Threads (unreconnected fieldlines)
are in red, and bridges (reconnected fieldlines) are in blue at (a) t = 30, (b)
t = 45, (c) t = 60, (d) t = 75, (e) t = 90 and (f) t = 120.
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(a) (b)
Figure 2.17: Vorticity fieldlines plotted from dividing plane at (a) t = 24 and
z = −7 and (b) t = 48 and z = −6.65.
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2.2.5 Symmetry and Dividing Plane Contour Plots
As the reconnection process describes the change from the symmetry plane to the
dividing plane we observe vorticity contour plots in both planes to see the be-
haviour in each. In the symmetry plane seen on the left side of Figures 2.18 and 2.19
there is little change in the plots of ωx aside from the magnitude of vorticity once
reconnection has begun. The ‘head-tail’ structure is observed from t ∼ 60 onwards
and the separation of threads mentioned earlier is apparent in Figure 2.19(e).
The vorticity however in the dividing plane changes dramatically. In Figures 2.18(b)
and (d) we see the vorticity building up as the fieldlines reconnect. Once the
bridges become strong enough they begin to separate due to their curvature and
continue moving upwards (in the positive z-direction) now as a vortex ring. The
vorticity contour plots show a strong core with spirals coming off the core as seen
in Figures 2.18(f) and 2.19(b) and (d). These spirals are the slowly reconnecting
threads forming long hairpin structures winding around the core of the bridges.
These hairpins evolve towards the rest of the tube and in Figure 2.18(f) we see
a contour similar to that of the initial condition in the symmetry plane however
with a local minima of vorticity in the centre. This lower vorticity in the centre is
possibly due to the later reconnection of the centre of the vortex tube illustrated
in Figure 2.16(d).
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(a) (b)
(c) (d)
(e) (f)
Figure 2.18: ωx contour plots at x = 0 (symmetry plane) (left) and ωy contour
plots at y = 0 (dividing plane) (right), at t = 30 (top), t = 45 (middle), and
t = 60 (bottom).
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(a) (b)
(c) (d)
(e) (f)
Figure 2.19: ωx contour plots at x = 0 (symmetry plane) (left) and ωy contour
plots at y = 0 (dividing plane) (right), at t = 75 (top), t = 90 (middle), and
t = 120 (bottom).
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(a) (b)
Figure 2.20: (∇×ω)z contour plots at t = 90 at (a) x = 0 and (b) y = 0.
2.2.6 Post-Reconnection Behaviour
After the majority of reconnection has occurred the threads continue a slow pro-
cess of reconnection. This is demonstrated by the weaker reconnection sheet.
The reconnection sheet now stretches far along the threads, as can be seen in
Figure 2.20, leading to newly reconnected bridges having a long hairpin struc-
ture. We can also see in Figure 2.20(b) the new shape of the threads and how, due
to the LIA, they are no longer moving towards each other. As the threads weaken
the mutual induction between them shrinks and they slow down. Because they
slow down in the symmetry plane but continue their movement at the boundaries
the curvature of the thread fieldlines change such that they induce themselves to
now separate and move away from the dividing plane observed in Figure 2.10.
The bridges form a vortex ring. The shape of this ring is elliptical and the shape
of this oscillates as it travels upward [14, 56].
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(a) (b)
(c) (d)
Figure 2.21: (a) Vorticity flux measured at x = 0 (solid), y = 0 (dashed) and
total of both (dotted) as a function of time, (b) rate of change of vorticity flux
at x = 0, (c) integral of (∇×ω)z along central axis as a function of time and (d)
reconnection rate measured from rate of change of vorticity flux (solid) and from
Stokes’ Theorem (dashed).
2.2.7 Flux Evolution
To measure the reconnection process we simply measure the vorticity flux in
both the symmetry plane and the dividing plane as in Figure 2.21(a) as solid
and dashed respectively. The sum of these is plotted with the dotted line, the
reason for this not being constant will be discussed later in Subsection 3.1.7.
From the reconnection rate in Figure 2.21(b) we can see that the reconnection
ramps up quickly to the maximum where it plateaus as the newly reconnected
bridges slow down subsequent fieldlines from reconnecting. The reconnection rate
then slowly goes down to zero as the elongated threads reconnect after the main
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Figure 2.22: Vorticity flux in symmetry plane (solid) with straight lines (dashed)
describing the three different stages of the reconnection process.
event. Integrating ν(∇ × ω)z along the central axis, utilising Stokes’ Theorem
from Subsection 1.3.2, gives an accurate measure for the reconnection rate as seen
in Figure 2.21(d).
From Figure 2.21(a) we can describe the solid line measuring flux in the symmetry
plane in three stages [41] which we will refer to as pre, main and post reconnection.
The pre reconnection phase is when the vortex tubes begin to move and press
into one another, this is observed by the constant flux until around t ≈ 25.
The main reconnection then begins as we see the vorticity flux drop and then
smooth out. Afterwards however the reconnection does not stop as discussed in
Subsection 2.2.6 but continues slowly. We look to define these stages separately so
that we can compare reconnection times in the next chapter when discussing the
dependance on Reynolds number. We do this by plotting 3 straight lines to best
define the vorticity flux, see Figure 2.22. The pre, main and post reconnection
phases are described by a line of constant initial flux, a straight line drawn from
the point of highest reconnection rate with the reconnection rate as its gradient
and a line drawn from the end of the simulation with the lowest reconnection rate
post reconnection respectively. The points where these lines meet we shall define
as the start and end of the main reconnection.
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(a) (b)
(c)
Figure 2.23: (a) Kinetic energy, (b) enstrophy and (c) kinetic helicity of a quarter
of the box.
2.2.8 Volume Integrals
We look now into the volume integrals discussed in Subsection 1.2.1; kinetic en-
ergy, enstrophy and kinetic helicity. All integrals throughout were found using a
2nd order accurate trapezoidal method. Plotting these quantities will allow us to
understand how the entire fluid is evolving with time. The kinetic energy, see Fig-
ure 2.23(a), dissipates throughout the entire run. We can see from incompressible
evolution of kinetic energy (1.26) that this is because it is linked to the enstrophy.
We expect to see from the enstrophy, see Figure 2.23(b), a peak where the double
vortex sheet forms. At t ≈ 65 there is a slight ‘bump’ due to this but the double
vortex sheet is not thin enough to make it more pronounced. We expect from a
large spike in enstrophy to correspond to a large drop in kinetic energy but this
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is not seen at this Reynolds number. We see from the enstrophy evolution (1.32)
that it dissipates in a similar way to kinetic energy but with ν
∫
V
(∇ × ω)2 dV
instead. Any increase in enstrophy must be from the
∫
V
(v×ω) · (∇×ω) dV term
so in future work investigating enstrophy this will prove useful.
Due to the symmetries discussed previously we only find the helicity over a quarter
of the box, see Figure 2.23(c). The helicity oscillates over time [56], although the
oscillations appear to drop in amplitude. From the helicity evolution (1.43) the
term
∫
S
1
2
v2ω ·n da causes this oscillation. This can be thought of as the vorticity
fieldlines on different surfaces rotating around the core at different angular veloc-
ities, introducing twist into the tube. For future studies we would look at how
these fieldlines rotate on each surface and compare this for bridges and threads to
see if that explains the exact reason for oscillations. The
∫
V4
−2νω · (∇× ω) dV
term is due to the fieldline ‘slipping’ but its contribution to the evolution of
kinetic helicity is an order of magnitude less than the
∫
S
1
2
v2ω · n da term.
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2.2.9 Spectra
We look to observe the directional spectra of the enstrophy and kinetic energy
of the system to see how these quantities behave at different wavelengths. Using
the numpy package from Python we took the fast Fourier transform (FFT) of a
line of grid points of each velocity component in a particular direction. Finding
the dot product of these with their respective complex conjugate we obtained
the FFT of the kinetic energy for that line of grid points. The kinetic energy
spectra of that line of grid points was found then by integrating over k-shells,
where k is the wavenumber. This was performed on each line of grid points in
that particular direction and averaged to give the plots in Figure 2.24. The same
method was also used for the vorticity for the enstrophy spectra in Figure 2.25.
The higher values of k plotted for the y-direction spectra is due to the lower grid
spacing in y.
We plot the kinetic energy spectra in Figure 2.24. As can be observed in (b) and
(c) the kinetic energy is lost at all wavenumbers apart from at t = 45 around
k = 10 possibly due to high kinetic energy surrounding the vortex sheets. We
see the most notable change in Figure 2.24(a) as the kinetic energy shifts to
higher wavenumbers most likely due to the initially anti-parallel vortex tubes
reconnecting into vortex rings in the x-direction.
We do the same for the enstrophy spectra in Figure 2.25. In Figure 2.25(a) we see
the shift towards higher wavenumbers as the anti-parallel vortex tubes become
vortex rings. We can also observe in (b) the formation of the vortex sheets as we
see the shift to higher wavenumbers at t = 45 and 90.
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(a) (b)
(c)
Figure 2.24: Directional spectra of the kinetic energy in (a) the x-direction, (b)
the y-direction and (c) the z-direction with t = 0, 45, 90, 135 (solid, dotted, dashed
and dash-dotted respectively).
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(a) (b)
(c)
Figure 2.25: Directional spectra of the enstrophy in (a) the x-direction, (b) the
y-direction and (c) the z-direction with t = 0, 45, 90, 135 (solid, dotted, dashed
and dash-dotted respectively).
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2.2.10 Helicity
For the initial condition, a single perturbed tube has zero helicity. As the per-
turbation and thus vortex filament exists in a single plane each vorticity fieldline
has no self twist [5]. Finding the dot product of the initial velocity and vorticity
of a single perturbed tube we find zero helicity as well when each of these vortex
filaments are placed together to form the vortex tube. Once the opposite tube of
the pair is introduced a small helicity of ∼ 3.4× 10−4 appears in each half of the
tube with the curvature of the each tube leading to a mutual helicity between
the pair.
To understand where this helicity was being created we visualised the absolute
helicity density isosurfaces in Figure 2.26. The helicity density is a local value
equal to ω · v with absolute helicity density being |ω · v| allowing us to see how
these values change within different parts of the vortex tubes in the isosurfaces.
In Figure 2.26(a) we see at the centre of the box the helicity generated between
the two tubes. As these regions are generated, reconnection regions of non-zero
(∇×ω)‖ are also generated. This is displayed on the right hand side of Equations
(1.42) and (1.43). As twist is introduced within the vortex tubes, these regions
cause the fieldlines to slip and the twist is lost. We hypothesise that the absolute
helicity is generated from the fluid elements at the symmetry plane rotating
faster than those at the x = ±3 boundaries creating the twist and subsequent
reconnection regions. Later in the simulation the helicity regions appear most
prominently within the threads as shown in Figure 2.26(e). This helicity is due
to the threads wrapping around the reconnected bridges and the flow from the
bridges being near parallel to the wrapped thread.
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(a) (b)
(c) (d)
(e) (f)
Figure 2.26: Absolute helicity density = 0.01 isosurfaces at (a) t = 30, (b) t = 45,
(c) t = 60, (d) t = 75, (e) t = 90 and (f) t = 120.
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2.2.11 Fieldline Measurements
To get a better understanding of the behaviours of the helicity within the threads
and bridges we look at the helicity measurements along the length of each fieldline
from the boundary until it reaches either the symmetry or dividing plane. Due to
the symmetries of the velocity and vorticity any fieldline measurement from one
boundary to another will have zero net helicity. We also measure the (∇ × ω)‖
term along the vorticity fieldlines to see how these terms are correlated with
the helicity. By doing so we hope to demonstrate the vortex analogue of 3D
reconnection or ‘slipping’ as discussed in Subsection 1.3.2. We shall refer to the∫
v ·ω dl and
∫
(∇×ω)‖ dl terms as fieldline helicity and fieldline ‘slipping’ rate
respectively.
In Figures 2.27(a) and (b) we see the negative fieldline helicity of the threads
apparent at the beginning of the simulation and the positive fieldline helicity
appearing from the sides. As some of the fieldlines begin reconnecting we can
see a difference between those and the threads comparing Figure 2.27(d) and
Figure 2.16(d). This shows us the much more concentrated fieldline helicity in
the threads compared to the bridges due to the threads wrapping around the
bridge. As the simulation evolves the helicity in the bridges becomes apparent
in Figure 2.27(f). We can observe these distinct events more clearly plotting
the maximum and minimum values of fieldline helicity in Figure 2.28. From
Figure 2.28(b) we see the initial jump in negative helicity for the threads, of
course at the beginning there are no bridges, however as reconnection begins we
see a small jump in negative helicity within these fieldlines but this disappears
around t ≈ 50. In Figure 2.28(a) the helicity in both the threads and bridges
build up as reconnection occurs with the threads reaching a maximum of almost
3 times that of the bridges. This diminishes after the majority of reconnection
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occurs as the tubes smooth out and dissipate.
To try and visualise the 3D reconnection that each fieldline is undergoing we
measure the slipping rate of the fieldlines following them from the boundary in
Figure 2.29 to the symmetry or dividing plane as with the helicity (using the
integral measure above). The positive and negative contours of these plots give
an idea of the different positive and negative reconnection regions the fieldlines
passed through before meeting the symmetry or dividing planes. The positive and
negative regions lead to a change in twist in either direction. There are many
similarities between the contours plotted in Figure 2.27 and 2.29 demonstrating
how these two phenomena are related. From these plots we are able to give an
estimate of the amount of vorticity flux that has changed topology in Figure 2.30.
The minimum estimate for the fieldline slipping rate is [59]
(
dφ
dt
)
min
= |Ξmax|+ |Ξmin|, (2.16)
and the maximum estimate
(
dφ
dt
)
max
= |Ξmax|+ |Ξmin|+
∑
i
|Ξlocal extrema,i − Ξassociated s.p.,i|, (2.17)
where φ is the flux and Ξ are values found in Figure 2.29 at local extrema and
their associated saddle points (s.p.). We use both these estimates as finding the
corresponding saddle point for each local extrema proved difficult. The minimum
possible flux reconnected, see Figure 2.30,is roughly that of the total flux of the
vortex tube. This estimate totals twists in either direction so is misleading to
say the vortex tube now twists once around its centre before reaching the same
plane. However it would be accurate to say that at least on average it seems that
each field line is reconnected once ‘internally’ within the tube during the whole
evolution. We can see from Figure 2.30(a) that the maximum and minimum
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fieldline ‘slipping’ rate occur after reconnection due to the helicity oscillations
observed in each quarter of the box.
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(a) (b)
(c) (d)
(e) (f)
Figure 2.27: Fieldline helicity plots in the plane x = −3 at (a) t = 30, (b) t = 45,
(c) t = 60, (d) t = 75, (e) t = 90 and (f) t = 120.
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(a) (b)
Figure 2.28: (a) Maximum and (b) minimum of the total helicity measure along
each vorticity fieldline, threads (solid) and bridges (dashed).
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(a) (b)
(c) (d)
(e) (f)
Figure 2.29: Fieldline ‘slipping’ rate plots in the plane x = −3 at (a) t = 30, (b)
t = 45, (c) t = 60, (d) t = 75, (e) t = 90 and (f) t = 120.
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(a) (b)
Figure 2.30: (a) Maximum (solid) and minimum (dashed) fieldline ‘slipping’ rate
and (b) maximum (solid) and minimum (dashed) possible change in flux due to
3D reconnection as discussed in Wyper and Hesse [59].
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(a) (b)
Figure 2.31: Comparison of three simulations at different resolutions;
[120,240,480] (solid), [120,160,480] (dotted) and [120,360,480] (dashed) showing
(a) thread flux, and (b) enstrophy.
2.2.12 Convergence Study
Due to the formation of the vortex sheets becoming thin in y during the recon-
nection process we look to make sure the y-resolution near the dividing plane is
sufficient to model this. We ran three simulations with 160, 240 and 360 grid
points in the y-direction. To compare these simulations we plot the enstrophy
and the vorticity flux to observe how this change in resolution affected these
quantities. As shown in Figure 2.31 the plots for both these quantities are near
identical, from this we can assume that the y-resolution of 240 used in this chapter
was sufficient to resolve the vortex sheets.
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2.3 Conclusions
We have demonstrated here a method that allows us to perturb two anti-parallel
vortex tubes in such a way that they will undergo reconnection. Although this
introduces a small divergence to the velocity field the density of the system re-
mains near constant. With this in mind we are able to compare it to previous
work done which has generally been incompressible.
The reconnection process, visualised by contours in the symmetry and dividing
plane and as isosurfaces, was very similar to previous work [24, 41, 56]. The
bridges forming at the top of the anti-parallel vortex tubes and the threads sep-
arating post reconnection were observed as expected. Observing the vorticity
fieldlines which is not utilised in other work as much as the isosurfaces we were
able to observe further details of the reconnection process. Here we were able to
observe the threads wrapping around the bridges and the oscillations in axial flow
also seen in Van Rees et al. [56]. Observing the spectra of the volume integrals
enstrophy, kinetic energy and absolute helicity allowed to see how the system
was behaving at different wavelengths and to observe if any numerical noise had
occurred which it had not. Kolmogorov’s 5/3 Law was observed during the re-
connection process, consistent with previous work. We were able to observe 3D
reconnection known as ‘slipping’ within the vortex tubes. Due to the symmetry
of the box however it was difficult to see if this was a product or cause of the
axial flow oscillations.
In the next chapter we will see how the Reynolds number of the system affects
the reconnection process. It would be of interest to study this scenario in more
detail. The generation of local helicity would be of particular interest. The
different terms in (1.38) could be helpful but it will be of more interest to see
how it fully ties in with the slipping of the vortex tubes. Following the hairpin
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structures of the bridges is also important. How these fieldlines move when still in
a highly anti-parallel state as additional fieldlines are reconnecting and pushing
against them were not seen from these plots.
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Chapter 3
Reynolds Number Dependence of
Anti-Parallel Vortex
Reconnection
3.1 Results
We repeat the simulation from Chapter 2 for a range of Reynolds numbers, Re.
Where the Reynolds number is defined as:
Re =
Γ
ν
, (3.1)
where Γ and ν are the circulation of the vortex tube and the kinematic viscosity.
Simulating this range of Reynolds numbers will allow us to observe how the
viscous term of the vorticity evolution equation (1.9) will affect the reconnection
process. The same initial condition and parameters are used apart from a change
in the viscosity term to alter Re. We will run simulations with Re values of 40,
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Re Resolution
40 120× 240× 360
80 120× 240× 360
200 120× 240× 360
400 120× 240× 480
800 120× 240× 480
2000 240× 240× 960
4000 240× 600× 960
Table 3.1: Resolutions used for runs of different Re.
Figure 3.1: Plot colours corresponding to Re values.
80, 200, 400, 800, 2000 and 4000. For Re < 40 the tubes dissipate too quickly.
Higher Re runs cannot be resolved with the computational power available due
to the formation of thinner vortex sheets than we have the resolution for. Higher
values of Re are desirable as the highest value here is still ∼ 2 − 3 orders of
magnitude lower than that in the wake behind an aircraft. Table 3.1 shows the
different resolutions needed to resolve the thinner vortex sheets. Figure 3.1 refers
to the different line colours for each value of Re for plots in this chapter.
77
3.1.1 Approach and Core Deformation
To observe the effects of the change of Re we first observe the vortex tubes as
they behave before reconnection. We monitor the values of a single vortex tube,
particularly the amplitude, the angle, the volume and the average height in z as
can be seen plotted in Figure 3.2 respectively. This initial vortex tube behaviour
has been discussed in more detail in Crow [11] and Garten et al. [18]. For the
amplitude of the vortex tube, initially the value of the size of the perturbation,
seen in Figure 3.2(a) we see the expected increase for Re ≥ 200 described in
previous work. For the lower Re runs however the amplitude diminishes. The
dissipation of vorticity and thus expansion of the vortex tubes leads to this loss
in amplitude which will affect the rotation of the vortex tube and subsequent
formation of the vortex sheet. This can be seen in Figure 3.2(b) as the higher
Re vortex tubes appear to rotate at roughly the same angular velocity up until
the tubes begin to meet and this is slowed. By contrast, the lower Re cases see
a much slower rotation due to this loss in amplitude and vortex tube expansion.
The quick expansion is observed in (c) whilst the higher Re runs maintain their
volume. Plotting the centre of mass for |ω| during the entire run we see a clear
loss in z-velocity as Re is lowered. From these plots it appears that even before
reconnection the change in Reynolds number has affected the individual vortex
tubes in a considerable manner.
Plotting the separation of the vortex tube centroids in the symmetry plane in
Figures 3.3(a) and (b) we can see that the minimum distance between the tubes
gets smaller at higher values of Re which is to be expected. The lower Re (≤ 200)
reach this minimum quickly due to the large and weak cores that they evolve into.
After the closest approach they evolve away from each other since the vortex
tubes press against one another only weakly in the dividing plane. The tubes
78
(a) (b)
(c) (d)
Figure 3.2: (a) Amplitude of the perturbation of the vortex tubes, (b) angle of
the perturbation of vortex tube in yz-plane (measured from z-axis), (c) volume
of vortex tube with |ω| > 0.1% of the maximum |ω| and (d) z-position of centre
of mass of vorticity over whole box.
also quickly expand outwards since there is little resistance to this dissipation.
For the high Re simulations (≥ 2000) the closest approach occurs roughly at the
time predicted by the LIA, demonstrating the vortex tubes have maintained their
size and strength through this initial process. However as will be discussed the
circular cross-section is not preserved, but instead a long elliptical shape in the
dividing plane or vortex sheet. The closest approach of the tubes for high Re is
dictated by how thin the vortex sheet becomes. After this the tube separation is
seen to follow a similar profile to the low Re cases. However as we will observe
later the vortex tubes still existing at x = 0, referred to as threads, are very
weak in comparison to the tubes at the beginning unlike the low Re case where
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(a) (b)
(c) (d)
Figure 3.3: (a) Centre of mass of vortex tube y-location in symmetry plane, (b)
minimum y-location as a function of Re, (c) centre of mass of vortex tube y-
location at x = −3 boundary and (d) centre of mass of vortex tube x-location in
dividing plane after reconnection.
the majority of fieldlines still pass through this plane. As the bridges continue
moving in z, the threads slow down their z movement as they have become weaker.
This leads to the curvature of the threads changing sign and when this occurs
they begin moving apart from one another. For the medium Re cases between
these extremes we see a late approach as the tubes press against each other in
a similar way to the high Re case but due to the expansion of the tubes they
slowly squeeze together to form the double vortex sheet at this later time. The
values and times of these closest approaches, or minimum centroid separation,
are shown in Table 3.2. The separation after the closest approach is then due to
a combination of both the thread dissipation and new curvature of the threads.
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Re S tS X tX
40 1.70 9 -0.760 6
80 1.42 15 -0.519 6
200 0.946 36 -0.446 12
400 0.558 63 -0.333 15
800 0.311 63 -0.276 18
2000 0.163 54 -0.269 24
4000 0.0947 54 -0.242 30
Table 3.2: Minimum separation between centroids in symmetry plane, S, the
time of minimum separation, tS, x-location of centroid in dividing plane, X and
time centroid appears in dividing plane, tX .
As vorticity begins to appear in the dividing plane (see Figure 3.3(c)) indicat-
ing that reconnection has begun we follow the z-location of the centroid of this
new flux. As expected from the tube separation the lower Re simulations begin
reconnection at an earlier time and vorticity passes between the tubes through
the dividing plane. This begins before the minimum separation in the symmetry
plane as the fieldlines with lower vorticity on the outer shell between the tubes get
reconnected as the tubes are still pressing against each other forming the double
vortex sheet. As the flux in the dividing plane appears it does not do so at the
centre of the box as might be expected, but further along the tubes, more-so for
the lower Re cases. This will be discussed in Subsection 3.1.2. These values and
the time they are observed are shown in Table 3.2.
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3.1.2 Double Vortex Sheet
From the previous chapter it was shown that the formation of the double vortex
sheet leads to 2D reconnection with a non-zero (∇ × ω) term existing along a
line of zero vorticity. We look to plot ν(∇× ω)z in Figure 3.4 along the central
axis as this is a product of the double vortex sheet and gives us the reconnection
rate of the anti-parallel tubes. By doing so we can observe the dependence on
Re of the double vortex sheet that forms as the tubes press together. To achieve
a better understanding of the ν(∇×ω)z term in the central axis we plot the two
components ν∂ωx/∂y and −ν∂ωy/∂x (in Figures 3.5 and 3.6 respectively) in an
attempt to see the behaviour and shape of the fieldlines lying close to the central
axis. The ν∂ωx/∂y term will correspond to the threads and the −ν∂ωy/∂x term
corresponds to the reconnected bridges.
We observe the behaviour of ν(∇×ω)z in Figure 3.4 first observing the integral
along the central axis, which provides the reconnection rate in Figure 3.4(a) and
(b). We observe a large increase in
∫
ν(∇×ω)z dz as Re is increased due to the
thinner vortex sheets forming on either side of the central axis. This corresponds
to a larger reconnection rate for higher Re. This will be discussed further in
Subsection 3.1.6. We look at the local values of ν(∇ × ω)z in the central axis
in Figure 3.4(c)-(f). These increase in magnitude with Re as expected apart
from at the lowest values of Re, the reasons for this will also be discussed in
Subsection 3.1.6. The negative values of ν(∇×ω)z appear due to the formation
of the bridges, indicating they slow down the reconnection process. The double
peak profile of the Re = 4000 plots will be explained in Subsection 3.1.3 due to
an instability.
To aid in comparison between the different Re simulations we plot these values
and the time they occur in Table 3.3. These show that the times of the higher
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reconnection rates, and local maximum and minimum
∫
ν(∇×ω)z dz occur later
for higher Re. This is consistent with the tube separation discussed earlier as
the lower Re tubes dissipate. We are also able to get an idea of the length (in
z) of the double vortex sheet along the central axis by comparing the integral
to the maximum local value. Imax and Lmax are roughly the same for Re ≤ 800
but Lmax becomes much greater at higher Re. This is due to the vortex tubes
maintaining their volume at high Re and therefore having a smaller double vortex
sheet length.
To observe the effects of the threads and bridges we plot their contribution to the
reconnection rate
∫
ν(∇×ω)z dz separately. In Figure 3.5 we plot the contribution
of the threads. For more detail we also show these values and the time they occur
in Table 3.4. These values are very similar to the ν(∇ × ω)z values indicating
that the ν∂ωx/∂y component from the bridges has not affected the process at the
time of maximum reconnection rate.
In Figure 3.6 we can observe the vortex bridge’s effect on the reconnection due to
the −ν∂ωy/∂x component of the reconnection rate. We can see for the majority
of the runs, this is less than zero throughout the whole simulation slowing down
the reconnection somehow. We can observe from Figure 3.6(b) that this slowing
down of the reconnection process from the bridges gets smaller with an increase
in Re. Although the local value continues to increase, see Figure 3.6(d). The
positive results from Re = 2000 and 4000, see Figure 3.6(a), are due to addi-
tional vortex rings forming around the central axis which will be discussed later
in Subsection 3.1.7. Comparing Table 3.5 to Table 3.4 we see a much smaller
contribution to the reconnection rate from the bridges.
We can see from the Figure 3.7(a) the reconnection occurring on top of the
reconnection sheet due to the head-tail structure of the vortex sheets leading to a
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Re Iz(×10−3) tI Lmax(×10−3) tmax Lmin(×10−5) tmin
40 6.30 12 5.23 9 -2.29 3
80 5.01 18 4.49 15 -15.2 69
200 4.75 30 4.84 24 -48.2 57
400 5.41 42 6.09 42 -89.3 51
800 7.72 48 10.5 57 -143 48
2000 16.7 51 31.5 51 -252 45
4000 22.8 54 83.0 54 -317 69
Table 3.3: Comparison of the maximum value of
∫
ν(∇×ω)z dz along the central
axis, Iz, the time it occurs, tI , the maximum local value of ν(∇ × ω)z in the
central axis, Lmax, the time it occurs, tmax, the minimum local value of ν(∇×ω)z
in the central axis , Lmin and the time it occurs, tmin for different values of Re.
Re Iz(×10−3) tI Lmax(×10−3) tmax
40 6.75 12 5.49 9
80 5.39 18 4.70 15
200 5.11 30 4.96 27
400 5.84 42 6.20 42
800 8.08 45 10.5 57
2000 16.8 51 31.7 51
4000 22.8 54 83.0 54
Table 3.4: Comparison of the maximum value of
∫
ν∂ωx/∂y dz along the central
axis, Iz, the time it occurs, tI , the maximum local value of ν∂ωx/∂y in the central
axis, Lmax and the time it occurs, tmax for different values of Re.
Re Iz(×10−4) tI Lmin(×10−4) tmin
40 -6.29 24 -3.73 18
80 -5.68 36 -4.10 30
200 -4.76 45 -6.64 48
400 -4.46 48 -10.5 48
800 -3.88 45 -15.9 48
2000 -2.34 45 -26.9 45
4000 -1.66 45 -33.9 45
Table 3.5: Comparison of the minimum value of
∫
−ν∂ωy/∂x dz along the central
axis, Iz, the time it occurs, tI , the minimum local value of−ν∂ωy/∂x in the central
axis, Lmin and the time it occurs, tmin for different values of Re.
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higher (∇×ω)z nearer the top of the reconnection sheet. As the vorticity travels
through the dividing plane within the dashed area there is a section of fieldlines
where (∇ × ω)z and more importantly ∂ωz/∂y is zero where the fieldlines form
a smooth curve of low curvature through the dividing plane as we would expect
after reconnection. However there exists a large section of fieldlines that continue
to have a non-zero ∂ωz/∂y indicating a hairpin structure of the newly reconnected
bridge fieldlines. We plot in Figure 3.7(b)
∫
(∇×ω)z dz in the dividing plane for
different values of x. We expect the highest value to be at the centre, where the
vortex tubes meet, and the value at the boundaries to be zero as the vortex tubes
should be separate here. We so not see this for the low, Re ≤ 80, runs indicating
that annihilation is occurring between the vortex tubes as they have expanded
into each other all along the tube which will be discussed in more detail later.
The additional peaks observed in the Re ≥ 2000 runs are due to the formation
of additional vortex rings around the central axis and shall be discussed later.
In this subsection we have demonstrated the dependence of the double vortex
sheet on Re. Higher Re led to smaller vortex sheets with higher ν(∇×ω)z com-
ponents indicating a higher reconnection rate which we shall show later. Lower
Re led to larger but very weak vortex sheets, even stretching across the entirety
of the tube which leads to annihilation of vorticity. We were also able to show
that the vortex bridges will slow down the rest of the reconnection as they form
seen from the negative ν(∇×ω)z regions in the central axis after reconnection.
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(a) (b)
(c) (d)
(e) (f)
Figure 3.4: (a)
∫
ν(∇× ω)z dz along central axis, (b) maximum
∫
ν(∇× ω)z dz
as a function of Re, (c) maximum value of ν(∇ × ω)z along central axis, (d)
maximum ν(∇×ω)z as a function of Re, (e) minimum value of ν(∇×ω)z along
central axis, (f) maximum −ν(∇×ω)z as a function of Re.
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(a) (b)
(c) (d)
Figure 3.5: (a)
∫
ν∂ωx/∂y along central axis, (b) maximum
∫
ν∂ωx/∂y as a
function of Re, (c) maximum value of ν∂ωx/∂y along central axis, (d) maximum
ν∂ωx/∂y as a function of Re.
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(a) (b)
(c) (d)
Figure 3.6: (a)
∫
−ν∂ωy/∂x along central axis, (b) maximum
∫
ν∂ωy/∂x as a
function of Re, (c) minimum value of −ν∂ωy/∂x along central axis, (d) maximum
ν∂ωy/∂x as a function of Re.
(a) (b)
Figure 3.7: (a) Contours of non-zero (∇ × ω)z (solid line) and ωy (dashed line)
in dividing plane at t = 48 and (b)
∫
(∂ωz/∂y) dz along the length of the tube as
a function of x at time of maximum reconnection rate.
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Figure 3.8: y-location of minimum value of vz in dividing plane for Re = 800 at
t = 42 demonstrating shape of vortex sheet.
3.1.3 Kelvin-Helmholtz Instability
As Re is increased, the vortex sheets become increasingly thin as seen in the pre-
vious subsection. As the vortex sheets get thinner they could become susceptible
to instability. This is of particular relevance here because such an instability
would likely break the symmetries that allow us to quantify the reconnection
process by making measurements in the symmetry and dividing planes and along
the central axis. We look to find the criteria for a Kelvin-Helmholtz instability
to occur and observe whether the vortex sheets become unstable for all values of
Re. For the Kelvin-Helmholtz instability to occur in a single shear flow layer the
following conditions must be met [10]:
κ
1 + e−κ
< J + 1 <
κ
1− e−κ
, (3.2)
where J and κ are defined as
J =
−g
ρ0
∆ρ/2d
(dU/ dz)2
, (3.3)
κ = 2kd, (3.4)
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where g is gravity, ρ0 is the mean density, ∆ρ is the difference in density between
layers, d is half of the thickness of the layer, dU/ dz is the velocity derivative, and
k is the wavenumber, k = 2π/λ. As g = 0, J = 0 and assuming k = 1 we can
therefore show from (3.2) that
0 < κ < 1.28. (3.5)
κ must be greater than zero so we only need to work with the right hand side of
this equation. Re-arranging this in terms of the wavelength and the thickness of
the layer, 2d, we get
λ >
2π
1.28
2d ≈ 4.9(2d), (3.6)
from this we expect to observe an instability when the following criterion is met
R =
T
H
≈ 0.2, (3.7)
where T and H are the thickness in y and height in z of the vortex sheet respec-
tively. We can use this ratio to observe how the vortex sheets of differing Re
approach this value and become unstable.
The distance between the position of maximum vz, along the central axis, and
the position of minimum vz is found along the vortex sheet shown in Figure 3.8.
Across the length of the vortex sheet we find the region in z with the smallest
value of R using the length in z as the height, H, and the maximum thickness
of the sheet in that region as the thickness, T . This is a conservative measure
as it does not take into account the overall thickness but instead the maximum
thickness at any point along the length of the vortex sheet. We plot vz in the
dividing plane at the time of lowest thickness/length at the z value of maximum
vz in Figure 3.9(d). We can see here the dependence of the vortex sheet with Re.
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(a) (b)
(c) (d)
Figure 3.9: (a) Vortex sheet thickness as a function of Re, (b) vortex sheet height
as a function of Re, (c) R of vortex sheet as a function of Re and (d) vz as a
function of y at time of minimum R value in dividing plane.
We plot T , H and R for the vortex sheet at the time of minimum R as a function
of Re in Figure 3.9(a)-(c). It is clear from (c) how the instability is approached
with increased Re.
As we can see from Table 3.6 as Re decreases the instability occurs at a later
time, for a thicker and longer vortex sheet, in each case roughly achieving the
theoretical prediction given by Equation (3.7). We can see the general shape of
the vortex sheet in Figure 3.8 for Re ≈ 800. We see a notable sharp decrease
in R for our highest Re run in Figure 3.9. Observing the contour plots of the
vortex tubes in the symmetry plane we can clearly see this instability. Vorticity
was measured within the central axis for the Re = 4000 run but this was zero for
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Re T H R t
40 2.53 3.00 0.844 15
80 2.60 3.33 0.780 39
200 1.37 2.13 0.641 36
400 0.845 1.40 0.603 42
800 0.694 1.25 0.555 42
2000 0.495 1.03 0.483 42
4000 0.275 0.775 0.355 48
Table 3.6: Vortex sheet thickness, T , and height, H, at time, t, of lowest value of
R (T/H).
(a) (b)
Figure 3.10: ωz contour demonstrating K-H instability in dividing plane, Re =
4000, at (a) t = 48 and (b)t = 75.
all other values of Re.
Considering now the highest Reynolds number simulation, we note that the lowest
measure for the instability is met at t = 48. However it is not until t = 75 that
the instability is visible in the contour plots seen in Figure 3.10(b). This is
similar to the instability in Hussain and Duraisamy [24]. Measures of vorticity
in the central axis show that vorticity is non-zero there from as early as t = 54.
This instability evolved from this non-zero vorticity in the x-axis explaining the
later time observing the instability visually. This time discrepancy due to the
linear phase of the instability occurring at t = 54 yet we are observing the non-
linear evolution of this at t = 75. It is worth noting that this instability can
cause significant complications in analysing the reconnection of flux during the
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simulation. In particular for the highest Re case in that flux measured through
the dividing plane may not be reconnected flux but in fact these unstable threads.
For this reason care must be taken when making flux measurements for high Re.
It is also unclear whether this affects the symmetry of the fieldline measurements
discussed in Subsection 2.2.11 and will be of interest in future work.
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3.1.4 Visualising the Reconnection Process - Isosurfaces
To address first the case of low Re we plot the |ω| isosurfaces for the Re = 200
simulations in Figure 3.11 and compare to the Re = 800 case seen in Subsec-
tion 2.2.3. From Figure 3.11(b) onwards we observe the most notable change
being the greater thickness of the vortex tubes than in the higher Re simula-
tion. This is due to the increased dissipation with the higher value of ν. We see
no clear formation of vortex sheets near the centre of the box and therefore no
double vortex sheet that would indicate reconnection has occurred. However in
(c) bridges have formed on top of the vortex tubes between them demonstrating
that some vorticity flux has changed to now pass through the dividing plane. The
area in the dividing plane that these bridges are passing through is much thicker
than Re = 800. As the vortex tubes continue to interact it appears to be a much
simpler evolution than before, the threads do not wrap around the bridges but
maintain their original orientation. The curvature of the threads does not change
direction but instead straightens out in the z-direction suggesting that the sepa-
ration of the centre of the tubes after reconnection is purely by dissipation. This
leads us to believe that the reconnection is continuing at a higher rate than the
higher Re case after the majority of reconnection has occurred as the threads
will keep pressing together due to dissipation. The entire reconnection process
here appears to be driven far more by the dissipative term than relying on the
formation of vortex sheets to achieve a higher (∇×ω)z term.
We now perform the same visualisation for the highest Reynolds number (Re =
4000) run, shown in Figure 3.12. Figures 3.12(a)-(c) look fairly similar to the
Re = 800 figures, with the main difference in (c) we can see the Kelvin-Helmholtz
instability appearing as ripples in the vortex sheets in the centre of the box. In
(d) the differences are more apparent with the thickness of the tubes remaining
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more consistent through the simulation as we would expect due to the smaller
dissipative term and we see the increased wrapping of the threads around the
vortex tube, also occurring earlier than in the Re = 800 run. As the bridge vortex
ring moves upwards the shape changes whereas it was more static in the lower Re
run. We observe the same disconnect of the threads from the rest of the isosurfaces
as we did in the medium Re run. However instead of being at the region close
to the vortex tube wrapping it is now happening at the centre of the box. This
suggests that some of the fieldlines that have wrapped around the vortex tubes
have reconnected in long hairpin structures alongside the threads leading to this
weaker region of vorticity in the centre of the box. Having described the isosurface
evolution we now go on in the next section to analyse the structure of the vortex
tubes in more detail by plotting the vortex lines themselves.
95
(a) (b)
(c) (d)
(e) (f)
Figure 3.11: |ω| isosurface of 30% maximum |ω| at x = −3 boundary, Re = 200,
at (a) t = 0, (b) t = 30, (c) t = 60, (d) t = 90, (e)t = 120 and (f) t = 150.
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(a) (b)
(c) (d)
(e) (f)
Figure 3.12: |ω| isosurface of 30% maximum |ω| at x = −3 boundary, Re = 4000,
at (a) t = 0, (b) t = 30, (c) t = 60, (d) t = 90, (e)t = 120 and (f) t = 147.
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3.1.5 Visualising the Reconnection Process - Vorticity Field-
lines
For a better understanding of the behaviour of the vorticity fieldlines during re-
connection we plot the Re = 200 simulation in Figure 3.13 to see how they evolve
compared to the Re = 800. From Figure 3.13(b) we already see some impor-
tant events missed by the isosurface plots as reconnection has already begun, at
an earlier time than the Re = 800 case. From observing the fieldlines near the
central axis we can see the X-null point of the reconnection event. The vorticity
fieldlines meet at a greater angle than the higher Re case indicating a slower sep-
aration of the bridges due to no hairpin structure forming in the bridge fieldlines.
As in the isosurface plots the tubes are thicker and the area mapped out by the
reconnected bridge fieldlines in the dividing plane is also bigger than that of the
higher Re cases. The evolution again is much simpler and we can see clearly
the threads do not wrap around the bridges, but instead just straighten out and
continue propagating towards positive z.
We do the same for the highest Re case, Re = 4000, in Figure 3.14. The most
obvious thing here is the reconnection process seems to be complete much earlier,
with no threads visible by t = 90, see Figure 3.14(d). This demonstrates that the
entirety of the fieldlines with a vorticity greater than 30% of the maximum value
have reconnected with only the field lines from the weaker vorticity regions on
the outside of the vortex tubes remaining as relatively weak threads. In (c) we
can see two distinct bundles of threads going through the symmetry plane due to
the formation of the ‘head-tail’ structure and the subsequent Kelvin-Helmholtz
instability. We also see the oscillating shape of the bridge vortex ring that was
apparent in the isosurface plots. However with the added information that the
fieldlines bring we see there is a noticeable amount of twisting of the vortex tubes
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seen in (d)-(f), completely non-existent in the low Re fieldline plots. From the
boundaries of (f) we also see that the vortex rings are further upward than in the
Re = 800 case meaning the vortex rings are stronger for higher Re cases which
is most likely due to more flux being reconnected and less being dissipated which
is consistent with lack of threads observed.
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(a) (b)
(c) (d)
(e) (f)
Figure 3.13: Vorticity fieldlines plotted from 30% contours at x = ±3 boundaries,
Re = 200, at (a) t = 0, (b) t = 30, (c) t = 60, (d) t = 90, (e)t = 120 and (f)
t = 150.
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(a) (b)
(c) (d)
(e) (f)
Figure 3.14: Vorticity fieldlines plotted from 30% contours at x = ±3 boundaries,
Re = 4000, at (a) t = 0, (b) t = 30, (c) t = 60, (d) t = 90, (e)t = 120 and (f)
t = 147.
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(a) (b)
(c) (b)
Figure 3.15: (a) ωx flux in symmetry plane, (b) ωy flux in dividing plane, (c)
maximum rate of change of flux in symmetry plane (crosses) and dividing plane
(diamonds) and (d) ωx flux at boundary x = −3.
3.1.6 Flux Evolution
As an initial attempt at comparing the reconnection rate between the different
simulations we plot the vorticity flux measured in both the symmetry and dividing
plane in Figures 3.15(a) and (b) respectively. From the later times of (a) right
at the cut-off of the simulation we observe the strength of the leftover threads
showing a clear dependence on Re excluding the lowest case although comparing
these is tricky due to the reconnection process never quite finishing. Longer runs
would be required to observe any limits approached by the thread flux and this
would require a larger simulation box and more computational time. The most
important thing seen with these two plots is that the fluxes in (a) and (b) do
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Re RM tM RN tN RE
40 6.25 12 1.79 12 42.5
80 4.96 18 1.46 21 28.8
200 4.72 30 1.48 36 45.1
400 5.36 42 1.98 54 44.8
800 7.71 48 3.86 60 26.8
2000 15.1 51 7.07 54 15.7
4000 19.4 54 10.7 57 5.6
Table 3.7: Comparison of reconnection rates for different values of Re. Maximum
rate of change of vorticity flux in symmetry plane (×10−3), RM , and the time it
occurs, tM , maximum percentage change of flux in symmetry plane as a function
of leftover thread flux, RN , and the time it occurs, tN , and the rate of change of
flux in symmetry plane at the end of the simulation t = 147 (×10−5), RE.
Re ts te ∆t
40 4.8 36.4 31.6
80 9.0 50.7 41.7
200 16.4 66.4 50.0
400 23.9 78.8 54.9
800 31.8 74.9 43.1
2000 41.3 65.0 23.7
4000 44.2 63.2 19.0
Table 3.8: Comparison of reconnection rates for different values of Re. Time
reconnection begins, ts, time reconnection ends, te, and the total time of recon-
nection, ∆t.
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(a) (b)
Figure 3.16: (a) Rate of change of ωx flux in symmetry plane and (b) rate of
change of ωx flux in symmetry plane divided by ωx flux in symmetry plane.
not sum to a constant, the original flux. We would expect that a loss in the
flux in the symmetry plane would directly correspond to a gain in flux in the
dividing plane. This is true for Re of 200, 400 and 800 but lower and higher Re
have different explanations why these flux measurements do not match up. To
understand this more clearly we measure the maximum rate of change of flux
in both the symmetry and dividing plane and compare them in Figure 3.15(c).
Here we can see that the dividing plane flux rate is greater than the symmetry
plane flux rate for low Re and vice versa for the high Re. We can see the reason
for the difference in the low Re cases in Figure 3.15(d) from the vorticity flux
measured at the x = −3 boundary. The vortex tubes are not simply reconnecting
at the central axis like in the medium Re simulations but instead the vortex tubes
are pressing against each other all along the length of the tube. The vorticity
fieldlines are annihilating, as discussed in Subsection 1.3.2, explaining the loss
of flux at the boundaries for the lower values of Re. This high dissipation rate
causes the early reconnection and the bridge vortex rings are pressed together at
the boundary at x = −3. This gives the impression that there is a particular value
of Re for which we could find for the lowest total reconnected flux possible for
the system of ≈ 200, where Re lower than this loses flux primarily to annihilation
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caused by dissipation and higher Re undergoes the reconnection process we have
discussed previously. The reasons for the additional flux found in high Re cases
will be discussed in Subsection 3.1.7. A small amount of the additional flux in the
Re = 4000 plot is due to the Kelvin -Helmholtz instability but this is negligible
compared to the fluxes found due to the other reasons described later.
For simplicity we only compare the change in flux in the symmetry plane, due
to the nature of the reconnection we also plotted the rate of change of flux as a
fraction of the current thread flux to see the maximum amount of flux that was
at any point reconnecting of the leftover threads seen in Figure 3.16(a) and (b)
respectively. From Figure 3.16(a) we can see the differences that the change in Re
introduces to the system. For the lower Re we see earlier reconnection and this
both begins later and peaks later as Re is increased and appears to approach a
limiting time by which the tubes must have reconnected. From Re = 200 upwards
we see an increase in maximum rate of change of flux, the different values of which
and time of occurrence are available in Table 3.7. tM as seen in Table 3.7 increases
with Re due to the additional time taken to form the thinner vortex sheets. As
the threads become weaker so does the reconnection rate. However as seen in
(b) the fraction at which they are reconnecting continues to increase after the
peak seen in (a) due to the double vortex sheet continuing to form and stretch as
vorticity fieldlines change plane. This is also seen in tN as it is later than tM for
all Re. We also look to see the reconnection rate at the end of the simulation.
The vortex reconnection process is never complete, but it is also not clear whether
it will ever end. We can see from Table 3.7 that for the lower Re runs there is
still a notable reconnection rate well after the ‘main’ bout of reconnection has
ended. For future studies it would be of interest to increase the height of the
box simulated to see how the threads continue, whether they ever split apart and
cease reconnecting completely or if they continue to expand into each other and
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continue reconnection.
We now look to quantify the time it takes for the vortex tubes to reconnect.
This is difficult as the reconnection process is never complete. We use the same
process discussed in Chapter 2 to separate the simulation into 3 parts. These are
pre reconnection (where the tubes rotate and begin forming the double vortex
sheet), main reconnection (where the majority of the flux changes plane) and
post reconnection (where the threads continue to reconnect but at a slower rate).
We define ts and te as the start and end times of the main reconnection process
shown in Table 3.8. We also show the length of the process, ∆t. We can see from
this clearly the later start to reconnection as Re is increased due to the higher Re
runs forming thinner vortex sheets before reconnecting. With this definition we
find that Re = 400 has the longest reconnection process. This is possibly due to
the difficulty of defining the separate processes for lower Re. These reconnection
times are consistent with the higher reconnection rates shown earlier. Now that
we have discussed the simple reconnection of vorticity from threads to bridges we
now look to discuss the additional vorticity observed within the dividing plane
due to the formation of additional vortex rings around the central axis.
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(a) (b)
(c) (d)
Figure 3.17: Threads (red) plotted from 30% maximum ωx contours at x = 0,
bridges (blue) plotted from 30% maximum ωy contours at y = 0, additional vortex
ring fieldlines (green) plotted from 30% maximum ωy (of opposite sign to bridges)
contours at y = 0, Re = 4000 at (a) t = 54, (b) t = 63, (c) t = 111 and (d)
t = 138.
3.1.7 Additional Vortex Rings
From a value of Re of ∼ 800 we begin to observe reconnection events further along
the threads instead of within the symmetry plane where the main reconnection
occurs. This additional reconnection creates new vortex rings, shown by green
field lines in Figure 3.17. These additional vortex rings form along the fieldlines
and create additional flux in the dividing plane. The introduction of these vortex
rings add more null points in the system along the dividing plane, both X and
O nulls. As can be seen from Figure 3.18 there is a sharp peak beginning after
reconnection for the flux in these additional rings and then it quickly dissipates.
Due to the threads being very close together when they reconnected the rings
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Figure 3.18: Vorticity flux in dividing plane due to additional vortex rings as a
function of time.
are very thin and quickly annihilate afterwards. Small remnants of the rings
are left over after this annihilation and further into the reconnection process the
elongated threads wrapping around the vortex tubes reconnect creating very long
vortex rings seen in Figure 3.17(d). It is expected that even more of these rings
would appear and annihilate at higher values of Re but this was not possible to
check with available processor power. These additional vortex rings appear to be
very similar to the ‘curved vortex belts’ of Weiguo et al. [58].
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(a) (b)
(c) (d)
Figure 3.19: (a) Surface integral of |ωx| in yz-plane as a function of x at t = 69,
Re = 4000, (b) ωx flux at x = 0 (dashed), minimum |ωx| flux anywhere along
the tube (dotted) and thread flux (solid), Re = 4000, (c) maximum |ωx| flux
anywhere along the tube as a function of time and (d) maximum |ωx| flux as a
function of Re.
3.1.8 Different Measures of Flux
Initially we may expect that for vorticity flux measurements in any yz-plane the
minimum will occur at x = 0 (where the reconnection occurs) and the maximum
at the x = −3 boundary (where no reconnection occurs). This is true for low Re
but not the case as Re is increased. We can demonstrate this by measuring the
vorticity flux in the yz-plane as a function of x, see Figure 3.19(a). The slight
increase of flux at x = 0 is due to the additional vortex rings around the central
axis so therefore the minimum flux measurement is no longer at the centre of the
box. The minimum value of vorticity flux seen in (a) is also not necessarily the
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vorticity flux of the threads as there may be no yz-plane where only threads pass
through. The different measures due to this are plotted in (b). In Figures 3.19(c)
and (d) we can see the maximum ωx flux measured throughout the box, for low
Re we see the annihilation of vorticity explained before. For medium Re we
observe a near constant maximum ωx flux indicating no wrapping of threads or
annihilation. The highest Re cases where we observe maximum ωx flux greater
than our initial flux is due to the wrapping of threads around the bridges.
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(a) (b)
Figure 3.20: (a) Enstrophy and (b) initial loss of enstrophy (between t = 0 and
3) as a function of Re.
3.1.9 Volume Integrals
In this section we investigate the global properties of the reconnection process
as a function of Re by examining the following integral quantities; enstrophy,
kinetic energy and helicity. We also use this subsection to discuss the maximum
vorticity in the box over time.
There is a clear increase in enstrophy with Re seen in Figure 3.20(a) which is
to be expected due to the decreased dissipation. Most notable is that for the
higher Re simulations a peak enstrophy is observed at the time of the double
vortex sheet being its strongest. This is only visible in the two highest Re cases
with a small bump in the third as the lower Re do not form a strong enough
double vortex sheet to show a large enough increase in enstrophy. Comparing to
the enstrophy plots of Kerr and Hussain [28] we do not see the initial loss that
we have for the range of our Re runs. This is likely due to initial angle of their
vortex tubes so that the vortex tubes reconnect sooner. They still see the same
peak for their simulations of Re = 2300 and 3200 however their simulations end
just after peak enstrophy so we cannot compare for the rest of the run.
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(a) (b)
Figure 3.21: (a) Kinetic energy and (b) initial loss of kinetic energy (between
t = 0 and 3) as a function of Re.
No notable events occur for the kinetic energy plotted in Figure 3.21 as it dissi-
pates through time. As expected the higher Re simulations conserve the kinetic
energy better demonstrated in Figure 3.21(b).
Due to the symmetry of the tubes in the symmetry and dividing plane the total
helicity of the box is zero throughout the entire simulation. Taking the helicity of
a quarter of the box however is non zero seen plotted in Figure 3.22(a). Instead
it demonstrates a quick jump in helicity followed by dissipation for lower Re.
For higher Re we see the same oscillations as discussed in Subsection 2.2.8. As
Re is increased the period of the oscillation becomes smaller and the amplitude
becomes greater. We hypothesise this is due to the tube rotating quicker at the
symmetry and dividing plane for high Re possibly expelling the oscillations. We
hypothesise the increase in amplitude is due to the increased twisting of the tubes
as they maintain their size and strength. We observe the absolute net helicity
for the whole box in Figure 3.22(b). We can see clearly the increase with Re
with the oscillations seen in (a) also apparent. It is clear from these points that
the axial flow of one quarter of the box is not simply oscillating, but axial flow
of different signs dominating the other. In Figure 3.22(c) and (d) we show the
local maximum and minimum helicity density in a quarter of the box and the
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(a) (b)
(c) (d)
Figure 3.22: (a) Net helicity in quarter of the box, (b) absolute net helicity over
the whole box, (c) maximum and minimum helicity density in quarter of the box
and (d) maximum positive (diamonds) and negative (crosses) helicity density in
quarter of the box as a function of Re.
dependence on Re is clear.
Unlike in enstrophy where no peak value could be found for lower Re, with the
maximum vorticity being a local variable it is much easier to identify. As Re
is increased the maximum vorticity throughout the box, through the symmetry
plane and through the dividing plane increase, as seen in Figure 3.23(a)-(c) re-
spectively. Low Re simulations experience their maximum vorticity at the initial
condition as the dissipation is too strong, or slightly after when a small vortex
sheet is formed before the dissipation becomes too great. For higher Re the max-
imum vorticity occurs at the time of the formation of the double vortex sheet
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Re M tM Mx tx My ty
40 1.29 0 0.998 0 0.0236 24
80 1.29 0 0.998 0 0.0512 45
200 1.29 0 1.05 3 0.164 69
400 1.29 0 1.22 6 0.469 75
800 1.57 66 1.57 66 1.31 63
2000 4.77 51 3.81 48 4.63 51
4000 11.9 51 10.3 51 9.23 48
Table 3.9: Comparison of maximum |ω| anywhere in the box, M , the time it
occurs, tM , the maximum |ωx| in the symmetry plane, Mx, the time it occurs,
tx, the maximum |ωy| in the dividing plane, My, and the time it occurs, ty, for
different values of Re.
observed in Table 3.9. We plot the maxima found in both the symmetry and di-
viding plane in Figure 3.23(d), due to the initial condition the maximum vorticity
through the symmetry plane can not be below 1. However we see a very strong
correlation of the maximum vorticity in the dividing plane of the reconnected
bridge fieldlines due to the thickness of the tube and the amount of flux once
reconnected. Assuming this correlation is of the form c ·Rem we find c ≈ 2×10−4
and m ≈ 1.3. These values are compared with the time they occur in Table 3.9.
For Re ≥ 2000 this maximum vorticity is no longer simply a measure of ωx and
the time it occurs at roughly the same time of peak reconnection. This could
prove useful for those looking into vorticity singularities [8].
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(a) (b)
(c) (d)
Figure 3.23: (a) Maximum |ω|, (b) maximum ωx in the symmetry plane, (c)
maximum ωy in the dividing plane and (d) maximum |ω| (crosses), maximum ωx
(diamonds) and maximum ωy (triangles) as a function of Re.
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3.1.10 Spectra
We plot the spectra of both the kinetic energy and enstrophy of the Re = 80 and
Re = 4000 run to see how they compare at different wavelengths. The integral of
kinetic energy and enstrophy over the box was maintained better at the higher
Re but that does not give a clear idea to the local behaviour of v2 or ω2. We
expect to see the high Re run have higher values at higher wavenumbers, k, as
the thin vortex sheets form whereas the vortex tubes of the low Re run expand
considerably.
Using the same method discussed in Subsection 2.2.9 we plot the kinetic energy
spectra of the high and low Re simulations in Figure 3.24. As expected for
the Re = 80 run we see a loss of kinetic energy at all wavenumbers. For the
Re = 4000 run in (b) and (d) we observe similar features to the Re = 800 run
discussed in Subsection 2.2.9. The increase in kinetic energy spectra in (d) due to
the formation of the vortex sheet is larger than in the previous chapter and also
at a higher wavenumber due to the thinner and stronger vortex sheet forming.
We do the same for enstrophy spectra in Figure 3.25. We again see a loss at all
wavenumbers for the low Re run as expected. For the high Re run however we see
a shift to high waveumbers at t = 45 but this then diminishes at all wavenumbers
after the majority of reconnection has occurred seen at t = 90 and 135.
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(a) (b)
(c) (d)
(e) (f)
Figure 3.24: Directional spectra of the kinetic energy for Re = 80 (left) and
Re = 4000 (right) in the x-direction (top), the y-direction (middle) and the z-
direction (bottom) with t = 0, 45, 90, 135 (solid, dotted, dashed and dash-dotted
respectively).
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(c) (d)
(e) (f)
Figure 3.25: Directional spectra of the enstrophy forRe = 80 (left) andRe = 4000
(right) in the x-direction (top), the y-direction (middle) and the z-direction (bot-
tom) with t = 0, 45, 90, 135 (solid, dotted, dashed and dash-dotted respectively).
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3.1.11 Fieldline Measurements
We now look to observe the fieldline slipping, also known as 3D reconnection,
and its dependence on Re. We know from previous sections that we have higher
helicity with the increase of Re but it is not immediately clear how this affects
the total slipping of the vorticity fieldlines in the simulations.
We follow the vorticity fieldlines of a single tube from the x = −3 boundary
until they meet the symmetry or dividing plane. We do not consider the full
length of the field line between x=-3 and 3 because the net slippage of the field
line, measured by
∫
(∇ × ω)‖ dl, will always be zero due to symmetry. We plot
the maximum and minimum
∫
(∇ × ω)‖ dl values in Figure 3.26. There is a
strong dependence of both on Re visible in (b) and (d). This corresponds to an
increase in fieldline slipping in either direction with an increase in Re. We plot
the estimated total rate of fieldline slipping, see Wyper and Hesse [59], in (e) and
(f). We observe a strong correlation with Re in (f).
From the fieldline slipping rates in Figure 3.26 we are able to find the total
vorticity flux that has reconnected in this 3D manner throughout the simulations
for a quarter of the box. For further studies we would hope to refine the procedure
imitated from Wyper and Hesse [59] as it gives a range of a full magnitude for
the higher Re runs. As this was not possible we present both the minimum and
maximum possible estimates in Figure 3.27. In (b) there is a clear dependence on
Re for the total flux slipped. This dependence does not appear to be consistent.
For low Re runs the increase in Re leads to a much greater change in flux slipped
than the higher Re simulations. This would be something we would like to
investigate in the future.
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(a) (b)
(c) (d)
(e) (f)
Figure 3.26: Slipping measurements for a quarter of the box. (a) Maximum
fieldline slipping, (b) maximum fieldline slipping as a function of Re, (c) minimum
fieldline slipping, (d) maximum negative fieldline slipping as a function of Re, (e)
net fieldline slipping and (f) net fieldline slipping as a function of Re.
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(a) (b)
Figure 3.27: (a) Maximum (solid) and minimum (dashed) possible amount of flux
‘slipped’ in a quarter of the box and (b) total maximum (crosses) and minimum
(diamonds) possible flux ‘slipped’ as a function of Re for a quarter of the box.
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3.2 Conclusions
We have shown here how the reconnection process of two anti-parallel vortex
tubes is affected by the Reynolds number, Re, from a range of values from 40
to 4000. We have shown how the process changes from the formation of thin
vortex sheets that lead to a fast reconnection at high Re. Whereas for low Re the
reconnection is due to the dissipation and expansion of vortex tubes leading to a
weak but large vortex sheet forming all along the vortex tube. This reconnection
begins quickly and even has a higher reconnection rate than some runs with higher
Re. This reconnection leads to 2D annihilation at the boundaries and vorticity
flux is lost.
For the high Re runs we have shown that care must be taken when analysing
the data due to the possibility that instabilities may arise. We also discovered
the appearance of additional vortex rings that formed during the reconnection
process. These additional vortex rings led to additional flux in the dividing plane
and could be a cause of the turbulence behind aircraft. We were also able to
measure the 3D reconnection, or ‘slipping’ of the vortex tubes within a quarter
of the box and how this changes with Re.
For future work we would hope to work with even higher Reynolds numbers. Re
of 104 [56] has already been accomplished but this is still 2 orders of magnitude
lower than what is experienced behind aircraft. As Re is increased to these levels
we should expect to see more instabilities and additional vortex rings appearing
during the reconnection process.
122
Chapter 4
Perpendicular Vortex Tubes
4.1 Set-Up
In the anti-parallel set-up in the previous chapter we were able to observe and
measure a relatively simple 2D reconnection along the central axis of the box
between the two vortex tubes. We so far have observed and discussed three
types of reconnection introduced in Subsection 1.3.2, annihilation, 2D X-point
reconnection and 3D ‘slipping’. We now look to find a vortex tube set-up to
obtain the 3D reconnection and observe how this differs from the case discussed
in Chapter 2.
To obtain this different type of reconnection between vortex tubes we look to
find a scenario such that there is a strong ∇×ω between the vortex tubes in the
central axis, like the anti-parallel set-up, but in which we also have a non-zero
ω term within the central axis such that (∇× ω) · ω is non-zero at the location
in which the reconnection is occurring. We keep the same initial velocity field
as the anti-parallel case and introduce an additional vortex tube perpendicular
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(a) (b)
Figure 4.1: (a) Vorticity isosurfaces equal to 30% of the maximum vorticity at
the x = −3 boundary and (b) 30% of maximum vorticity fieldlines at x = −3, 3
boundaries (red and blue) and z = −12, 0 boundaries (green (CO) and yellow
(CI)) of initial condition.
to both anti-parallel tubes along the central axis seen in Figure 4.1. This set-up
should lead to a similar reconnection as before and we will be able to see the
effect of the perpendicular vortex tube and the non-zero (∇×ω) ·ω region on the
reconnection process. With this set-up for the perpendicular vortex tube the 3D
reconnection rate measurement will likely be the same as the Stokes’ Theorem
2D reconnection measurement from the anti-parallel case assuming the vorticity
fieldline with the maximum integrated (∇×ω) ·ω is coincident with the central
axis.
Reconnection of initially orthogonal vortex tubes has been studied previously by
Zabusky and Melander [60] and Boratov et al. [6] with only two tubes. In these
scenarios the vortex tubes reposition themselves before reconnecting such that
they appear to be anti-parallel. With the three vortex tube set-up we will be
able to guarantee 3D reconnection along the central axis due to the symmetry of
the box.
As before we do want the vortex tubes to be separate initially so we can observe
the entire reconnection process. This means the perpendicular vortex tube will
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(a) (b)
Figure 4.2: (a) Velocity distribution of central tube (red) and anti-parallel tubes
(blue) and (b) vorticity distribution of central tube (red) and anti-parallel tubes
(blue). In each case r is the perpendicular distance from the tube axis.
be thinner than the anti-parallel tubes with a radius of ∼ 0.3 compared to ∼ 0.6.
To create an array of these perpendicular tubes in a similar fashion to the anti-
parallel tubes to maintain v·n = 0 we would need to simulate a 2×2 array of these
in the x and y direction. We do not have the computational power to do this at a
sufficient resolution. To keep our boundary conditions and simulation resolution
we find an initial velocity for our vortex tube that approaches zero quickly and
will have zero effect on the boundary conditions. This introduces a vorticity
‘shell’ of opposite sign around the perpendicular vortex tube. Our perpendicular
vortex tube now has zero net vorticity flux and from small runs simulating this
vortex tube on its own the absolute vorticity flux quickly dissipates so we need
to ensure the vorticity is strong enough such that it has not cancelled out before
reconnection has occurred. For the first run discussed we will be modelling a
perpendicular vortex tube with a maximum vorticity three times that of the
anti-parallel tubes. The velocity and vorticity distributions of this perpendicular
tube are compared to the anti-parallel tubes in Figure 4.2. The velocity from the
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perpendicular tube will likely rotate the anti-parallel tubes slightly in an anti-
clockwise direction viewed from above and introduce an axial flow in each but
this shall be discussed in the results. To aid discussion the anti-parallel vortex
tubes will be referred to as A1 and A2. The ‘central’ perpendicular vortex tube
referred to as C. The inner and outer ‘shell’ of C shall be referred to as CI and
CO.
In cylindrical co-ordinates (r, φ, z′) we use a velocity distribution:
vφ =
ω0
4r
(
tanh(50r2)− tanh(48r2)
)
, (4.1)
which leads to a vorticity distribution of:
ωz′ = −ω0
(24 cosh(50r2)− 25 cosh(48r2))
cosh(50r2)2 cosh(48r2)2
, (4.2)
which can be compared to the anti-parallel distributions in Figure 4.2 with ω0 = 3.
The ω0 term is used to control the vorticity strength of C. ω0 = 1 gives a value
of the maximum vorticity in C equal to the maximum vorticity of A1 and A2. In
cartesian co-ordinates and positioned on the z-axis this gives us a velocity field
of:
v =
[
ω0y
4(x2 + y2)
tanh(8(x2 + y2))− tanh(6(x2 + y2)),
− ω0x
4(x2 + y2)
(
tanh(8(x2 + y2))− tanh(6(x2 + y2))
)
, 0
]
, (4.3)
and the vorticity field for the central tube:
ω =
[
0, 0,−ω0
(24 cosh(50(x2 + y2))− 25 cosh(48(x2 + y2)))
cosh(50(x2 + y2))2 cosh(48(x2 + y2))2
]
. (4.4)
The tube is positioned in such a way that the fieldlines of CO are oriented in the
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positive z-direction. This velocity field is added to the velocity field discussed in
Section 2.1 to become the initial condition used in this chapter.
For the simulations we use the same parameters as in the anti-parallel runs in
Chapter 2 and the same dimensions for the box. The resolutions for the majority
of the simulations were chosen to be 240×480×120 increasing to 360×480×120
and 960×480×120 for the highest Reynolds number runs in order to fully resolve
the double-vortex sheet that forms in the vicinity of the y = 0 plane. Due to
limitations of the simulation code and the boundary conditions desired there are
no longer stretched grid points between A1 and A2 to resolve the formation of
the vortex sheet but the resolutions picked here were sufficient to model this new
reconnection process. We do not expect the reconnection event to be notably
quicker than the anti-parallel set-up so the time dumps for the simulations are
kept the same however they are no longer run until t ≈ 150 rather t ≈ 100 as we
are not interested in the post reconnection evolution of this system as that has
been covered already. We will compare the results for Reynolds numbers between
∼ 80 and ∼ 2000 and for the Re = 800 case a range of C strengths from ω0 = 1
to ω0 = 5.
From these simulations we will look to see if there a difference in the reconnec-
tion process due to the presence of C and compare a 2D reconnection and 3D
reconnection event. We will also look to see if the 3D magnetic reconnection rate
analog will be an accurate measure. We will also want to observe the evolution
of C in terms of maximum/minimum vorticity and absolute flux over time and
its topology post reconnection. And finally how the system will evolve depending
on the Reynolds number and the value of ω0.
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(a) (b)
Figure 4.3: (a) Net positive vorticity flux through z = 0 boundary and (b)
maximum positive (solid) and negative (dashed) ωz at z = 0 boundary with
Re = 800 and ω0 = 3.
4.2 Results for ω0 = 3
4.2.1 Initial Movement
Due to the set-up of C the system begins with null regions of vorticity containing
non-zero ∇ × ω. This occurs within the surface between CI and CO and causes
C to annihilate itself. This can be measured analytically by integrating along a
closed curve between the shells:
(∇×ω)φ = 8ω0r
(625 sinh(50r2) cosh(48r2)3 − 576 cosh(50r2)3 sinh(48r2))
(cosh(50r2)3 cosh(48r2)3)
. (4.5)
At the radius at t = 0 between CI and CO r ≈ 0.125 we have for ω0 = 3
(∇×ω)φ|r=0.125 ≈ 46.9. (4.6)
And therefore our annihilation rate is given by
ν
∮
r=0.125
(∇×ω)φ dl ≈ 0.037. (4.7)
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At our first snapshot t ≈ 3 we see the vorticity flux of both CI and CO has
dropped by ≈ 0.045. Our estimate for the annihilation rate is greater due to
the drastic rate of flux loss from C. As C loses flux, the annihilation rate also
drops demonstrated in Figure 4.3(a). From this plot we can see that although the
absolute net flux of C drops a great deal it is still enough to affect the anti-parallel
reconnection in some way. In Figure 4.3(b) we plot the maximum and minimum
ωz, within CO and CI respectively, at the z = 0 boundary. This plot demonstrates
the sharp loss of each of these values as C annihilates itself.
As A1 and A2 rotate towards each other C is squeezed. This will change the value
of the integral along z within C to no longer be constant. This will change the 2D
annihilation occurring initially to a 2D reconnection. The reconnected vorticity
fieldlines between CI and CO will form a vortex torus. The vorticity fieldlines of
this vortex torus will be in a poloidal direction as opposed to the toroidal direction
seen in the bridges after anti-parallel reconnection. The null surface between CI
and CO will be reduced to a ring of nulls where C was squeezed, see Figure 4.4(a),
and a ring of nulls at the boundary, see Figure 4.4(b).
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(a) (b)
Figure 4.4: Illustration of reconnection forming a spheromak from Priest and
Forbes [49]. (a) Illustrating ring of nulls formed along the line of reconnection
and (b) illustrating ring of nulls formed along line of zero reconnection.
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4.2.2 Visualising the Reconnection Process - Vorticity Iso-
surfaces
As a first step to understanding the reconnection process of the vortex tubes we
plot the absolute vorticity surfaces seen in Figure 4.5. The fast weakening of C
is apparent already by Figure 4.5(b) where the tube has disappeared from the
isosurface plot. A1 and A2 appear to be approaching each other in a similar
fashion as when there was no perpendicular tube between them implying that it
is offering little resistance to their movement. Due to the velocity associated with
this new tube an asymmetry is now present in A1 and A2 meaning the vortex
sheet will not form nicely along the dividing plane (y = 0) but now at a slight
angle which will cause issue with the flux measurement. Through (c) and (f) the
evolution looks very similar to the anti-parallel case without C and it looks like
A1 and A2 have reconnected and left behind threads as before. The evolution
of C is completely unknown with this visualisation though. It is difficult to tell
from these plots whether a vortex sheet forms between A1 and A2 like before or
if C inhibits that in some fashion.
As the evolution of C was not visible in Figure 4.5 we created some isosurface
plots of a lower value related to the strength of C in Figure 4.6. From these plots
we can see what appears to be bridges forming on the outer sides of A1 and A2
towards the upper region of C and other bridges between A1 and A2 forming
towards the lower region of C. In (a) there is a clear rotation in the bridges
forming upwards leading us to believe there is a change in helicity of the tubes.
Due to the close proximity of these tubes it is difficult to tell where the vorticity
in these bridge regions originated and will end up. Later in this chapter we will
attempt to find this and accurately measure the reconnection between all three
tubes by examining the connectivity of the vortex lines themselves.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.5: Vorticity isosurfaces equal to 30% of the maximum vorticity at the
x = −3 boundary at (a) t = 0, (b) t = 15, (c) t = 30, (d) t = 45, (e) t = 60 and
(f) t = 90.
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(a) (b)
Figure 4.6: Vorticity isosurfaces equal to 30% of the maximum vorticity at the
z = 0 boundary at (a) t = 30 and (b) t = 60.
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4.2.3 Visualising the Reconnection Process - Vorticity Field-
lines
In an attempt to better visualise the reconnection process we plot fieldlines from
the x = ±3 and the z = −12 and 0 boundaries for A and C respectively. In the
same fashion as in Subsection 2.2.4 we plot 50 fieldlines, 25 for both A1 and A2,
from each x boundary to illustrate the anti-parallel vortex tubes. We do the same
at the z boundaries for CI and CO but only 20 fieldlines as C is weaker than A
for the majority of the simulation. The fieldlines for all vortex tubes are chosen
from contours of 30% maximum absolute vorticity of each respective tube or shell.
We hope to give a better idea of the evolution of C and where the reconnections
occur between which tubes. Already from Figure 4.7(b) we can see both green
and yellow fieldlines, of CO and CI respectively, now connected to A1 and A2.
We suspect that the reconnection between C and A to be similar to previous
orthogonal vortex reconnection scenarios where the reconnecting fieldlines move
into an anti-parallel fashion before reconnecting [6]. By this point there has
already been significant cancellation of the oppositely signed vorticity between
CI and CO, meaning that the vorticity magnitude associated with CI and CO has
decreased by a factor of 20 and 40 respectively. This means that C has already
weakened enough by this point that the fieldlines plotted for A1 and A2 appear
unaffected by this so the flux reconnected at this point will still be relatively
low. Twisting of the vortex lines of C is already visible but again due to the
relative magnitudes of the vorticity will have little effect on A1 and A2. This
continues in (c). In (d) we see the reconnection between A1 and A2 very similar
to the case with no C. From the fieldlines plotted it appears that C has almost
entirely reconnected with A1 and A2 in some fashion, however possibly the most
important fieldline is the fieldline in the centre of the box not plotted here but
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will be studied later in the chapter as the reconnected anti-parallel fieldlines had
to pass through the central fieldline to reconnect but it is unclear what happens
to this central fieldline during this process. From (e) and (f) onwards the system
evolves as expected from the anti-parallel case without C.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.7: 30% of maximum vorticity fieldlines at x = −3, 3 boundaries (red
and blue) and z = −12, 0 boundaries (green (CO) and yellow (CI)) at (a) t = 0,
(b) t = 15, (c) t = 30, (d) t = 45, (e) t = 60 and (f) t = 90.
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4.2.4 Vorticity Contour Plots
Due to the strong ωz component around the central axis, contour plots of ωx
and ωy in the symmetry and dividing planes respectively were misleading. These
contours were being affected by C which was very weak in these contours to being
near parallel to each plane. To observe the interaction of all three tubes we plot
the absolute vorticity in both planes although this means we will not be able to
tell which tube is which in certain regions. However, combining with the fieldline
plots in Figure 4.7 we can get a better picture.
In Figure 4.8(a) we see the initial set-up with A1 and A2 either side of the, ini-
tially, stronger C. By t = 15 in (b) A1 and A2 have already begun reconnecting
with CO, the fieldlines of which are heading upwards, green fieldlines in Figure 4.7,
positively in z and have pressed far enough together that they are also reconnect-
ing with CI . We hope to see in the flux measurements a notable difference in
time between the reconnection of CO and then CI as A1 and A2 make their way
through both. The top part of C now has a noticeable separation between CO
and CI . The curve in CO around z = −7 explain the bridges seen in Figure 4.6(b)
later in time. This same separation can be seen at the bottom part of C but will
be studied closer in the dividing plane contours. From (c) onwards the stronger
regions of absolute vorticity, A1 and A2, evolve in a very similar manner to the
case without C, consistent with the isosurface and fieldline plots. The most im-
portant part of these plots is what appears to be a null point above A1 and A2,
this will need to be investigated to see its effect on the central axis fieldline as
this will alter the reconnection rate measurement taken along this axis. This will
be discussed further in Subsection 4.3.2.
In Figure 4.9 the same absolute vorticity plots are shown in the dividing plane. In
(b) we are seeing a similarity to Figure 4.6(b) in terms of the separation of CO and
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CI . The two regions forming on either side of the tube are similar to the ones in
Figure 4.6(b) however only appear in this plane due to the rotation caused by C.
Here we also get a better image of the evolution of C and how it is being affected
by A1 and A2. We see it being squeezed in around z = −7 where the perturba-
tions of A1 and A2 are pressing. This change in C has caused the annihilation
between CO and CI to become anti-parallel reconnection with a closed curve on
the upper and lower z boundaries forming tori after reconnection demonstrated
in Figure 4.4. This squeezing and reconnection explains the maximum absolute
vorticity region observed in the lower part of the tube. From (c) onwards we
observe the appearance of strong vorticity regions either side of the z-axis that
are the signature of the reconnection between A1 and A2. The main difference
between this run and the simulations without C are the additional contours of
vorticity appearing due to the rotation of C. Due to this loss of symmetry flux can
not reliably be measured in the dividing plane for determining the reconnection
rate.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.8: Contours of absolute vorticity in symmetry plane x = 0 at (a) t = 0,
(b) t = 15, (c) t = 30, (d) t = 45, (e) t = 60 and (f) t = 75.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.9: Contours of absolute vorticity in dividing plane y = 0 at (a) t = 0,
(b) t = 15, (c) t = 30, (d) t = 45, (e) t = 60 and (f) t = 75.
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Figure 4.10: 30% of maximum vorticity fieldlines at x = 0 (green) and y = 0
(blue) with fans (red) and spines (black) plotted from null points at t = 48
4.2.5 Null points
As A1 and A2 reconnect with C the thread fieldlines of each meet at the central
axis. A1 and A2 begin reconnecting through this central axis, which before had
a vorticity component in negative z, and reverse the vorticity component along
the central axis generating a pair of vorticity null points forming a separator
in the central axis as discussed in Subsection 1.3.2. To understand the nature
of the vorticity field around the null point pairs we plot the fans and spines of
them, discussed in Subsection 1.3.2, with the vortex tubes in Figure 4.10. The
null points are found with linear interpolation within the central axis. The fans
and spines are then found from the eigenvector of ∇ω at the position of the
null point. The fans and spines are seen to follow the vortex tubes and they
fit between the threads and the reconnected vortex rings as expected from the
separator discussion in Subsection 1.3.2. One value of the fan eigenvalue is much
larger than the other for the null points which leads to the fan fieldlines tending
to go in either direction. The overall size of the separator is also illustrated here
in comparison to the vortex tubes.
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(a) (b)
(c) (d)
Figure 4.11: (a) Estimated change in flux between A1 and A2 by integrating
ν(∇ × ω)z along the central axis, (b) change in flux between A1 and A2, (c)
change in flux between A1 and CO and (d) change in flux between A1 and the CI
4.2.6 Flux Evolution
Due to the breaking of symmetry in the x = 0 and y = 0 plane, the vorticity
flux measurements from there can not be used to measure the flux reconnected
between two particular tubes. To measure the flux reconnected between each
tube we use a brute force method, we trace the vorticity fieldlines from A1 and
track their end point in the system. If it has reconnected with A2, CO, CI or not
at all it will end at x = −3, z = 0, z = −12 or x = 3 respectively. This is done
for a grid of fieldlines within AI , and fluxes are estimated by weighting the area
corresponding to each grid point by the local modulus of the vorticity. These
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reconnection measurements are shown in Figure 4.11(b), (c) and (d) respectively.
In (a) we plot the estimated flux reconnected between A1 and A2 using Stokes’
Theorem. Comparing (a) and (b) we see the brute force method has a small error
compared to the smoother estimate. We see for (c) and (d) they follow a similar
shape after their peak due to C annihilating. The delay in reconnection with CI
can be seen clearly in (d) as no flux appears until around t ≈ 10.
143
(a) (b)
Figure 4.12: (a) Enstrophy and (b) kinetic energy.
4.2.7 Volume Integrals
Checking the volume integrals in Figure 4.12 we see for the enstrophy in (a) a
very sharp drop initially not seen in the anti-parallel case due to the quickly
dissipating perpendicular tube. This however is not seen in (b) for the kinetic
energy. No ‘bump’ is apparent in the enstrophy plot indicating that a strong
vortex sheet was not formed as in the anti-parallel case without C.
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Figure 4.13: Plot colours corresponding to ω0 values.
4.3 Differences with Perpendicular Tube Strength,
ω0
In hopes of achieving a better understanding of the role C plays on the reconnec-
tion we run the same set-up as before but with ω0 = 1, 2, 4 and 5, with the case
in the previous section corresponding to ω0 = 3. For reference the corresponding
colours for plots is shown in Figure 4.13. One key aspect of the simulations that
we shall investigate is the reconnection rate dependence between the different
cases. Since the reconnection is measured in terms of ∇×ω we could expect that
C might resist the squeezing of A1 and A2 enough to slow down the reconnection
process. Whether this occurs or not will be investigated below. The range of ω0
was chosen such that C would not be mostly annihilated by the time of recon-
nection, lower limit, and not make the system supersonic, upper limit. We will
also compare the range of ω0 to the case without C which will be denoted here as
ω0 = 0.
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(a) (b)
Figure 4.14: (a) Enstrophy and (b) kinetic Energy.
4.3.1 Volume Integrals
From the enstrophy and kinetic energy plots seen in Figure 4.14 it appears that
the strength of C and even its existence are negligible after t ≈ 10 as we see all
the curves in Figure 4.14 diverge to the ω0 = 0 value. In (b) for the kinetic energy
there is a very small difference that quickly diminishes. For (a) we see a large
difference initially but the rapid initial decay and close proximity of all curves at
later time suggest that C annihilates very quickly. Below we investigate further
the simulations to see if there is any difference in the reconnection of the tubes
with C.
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4.3.2 Flux Evolution
We plot the vorticity flux between A1 and A2 in Figure 4.15(a) for each of the
five runs of ω0 and also the anti-parallel run with ω0 = 0. This is defined as
any fieldline that starts and ends at x = −3 meaning it has passed through the
dividing plane due to reconnection. To achieve a better idea of how the value of ω0
is affecting the reconnection we plot the difference in reconnected flux compared
to the anti-parallel case in (b). We can see the error caused by the flux calculation
method compared to being able to measure from either the symmetry or dividing
plane directly. From these plots it appears that the larger the value of ω0 the
less A1 and A2 reconnect. The maximum difference observed is around 5% of
the total flux, for the range of ω0 simulated. A possible reason for the decrease
in reconnected flux between A1 and A2 is that when C has a larger amount of
flux, more of the flux from A1 will be reconnected to C, rather than to A2. We
check the flux reconnected between the A1 and A2 and both CO and CI in (c)
and (d) respectively. As predicted we see more flux reconnected with increased
ω0 scaling that appears to be linear for both CO and CI . We see for all runs
the delayed reconnection to CI as A1 and A2 has to make its way through CO.
This time difference between shell reconnections looks to be around the same
for all runs. To see if this explains the decreased reconnection of flux between
A1 and A2 for increased ω0 we plot Figure 4.15(f) the total of (a), (c) and (d)
to compare to the anti-parallel case in (e). This being equivalent to comparing
the thread flux we can observe the amount of reconnection that has occurred
from A1 to any other tube. Again, like for (a) and (b) we plot the difference to
better observe the changes. In (f) we see two different stages for which runs are
reconnecting at higher rates. From t = 0 to ∼ 50 the higher value of ω0 causes A1
to reconnect faster with the C, the higher vorticity of one tube leading to higher
∇×ω between both tubes and this higher reconnection rate. However for t ∼ 50
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onwards we see a reversal of the behaviour to an increase in reconnected flux
compared to the anti-parallel case. The existence of C slows down the formation
of the vortex sheet and leads to a different kind of reconnection seen between the
nulls discussed previously Subsection 1.3.2. It would be interesting to see how C
would affect reconnection if the set-up allowed for the tube to be of a single sign
of vorticity rather than having zero net flux, though this is beyond the scope of
what we have done here.
As a comparison with the brute-force flux calculations discussed above, we have
also estimated the reconnection rate using the integral methods employed in pre-
vious sections. We chose again to integrate ∇ × ω along the central axis using
Stokes’ Theorem in an attempt to get the reconnection rate for each of our sim-
ulations, the results being plotted in Figure 4.16. This provides us with the
expected amount of reconnected flux for each run and gives us a much smoother
result than the brute force method of flux measurement used previously. In (b)
we can see that even though the vorticity is stronger in the central axis the ∇×ω
term is in fact weaker possibly indicating that the stronger C is acting to inhibit
the reconnection between A1 and A2.
The interpretation of the reconnection rate as an integral along the central axis
is complicated significantly for certain portions of the simulations due to the cre-
ation of the nulls. These nulls mean the central axis is no longer a continuous
vorticity fieldline for us to integrate (∇ × ω)‖ along. We can see the locations
and separations of these null points that exist in the central axis of the box in
Figure 4.17. Examining first Figure 4.17(c) we see that the maximum separation
of the null points decreases as ω0 is increased. This can be understood by con-
sidering the fact that the nulls are created when a strong reversal of the vorticity
on the axis is generated by the impinging A1 and A2. This reversal has to first
cancel the pre-existing vorticity component along the axis, and so the stronger
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this existing vorticity component on the axis, the smaller is the region in which
the sign reversal takes place (and so the smaller the null separation). With (a)
and (b) it is clear that the lower values of ω0 lead to a larger separation of nulls
and also over a longer time. In future it would be interesting to see how these
nulls behave for even smaller values of ω0 possibly with nulls forming in the cen-
tral axis to completely make way for A1 and A2. For the smallest value of ω0
simulated here the null separation is still around half the radius of A1 and A2.
We integrate ∇×ω along the separator between the nulls and plotted the flux in
Figure 4.18. The total flux reconnected through the separator roughly matches
up with the reduced reconnection rate for the higher values of ω0. However, it
is so far unclear how this different type of reconnection interacts with the other
types of reconnection.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.15: (a) Change in flux between A1 and A2, (b) negative difference in
reconnected flux compared to ω0 = 0, (c) change in flux between A1 and CO, (d)
change in flux between A1 and the CI , (e) sum of flux reconnected from A1 to
A2, CO and CI and (f) difference in total flux reconnected to ω0 = 0.
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(a) (b)
Figure 4.16: (a) Flux measured with Stokes’ Theorem and (b) difference in re-
connected flux compared to ω0 = 0.
(a) (b)
(c)
Figure 4.17: (a) Positions of null points as a function of time, (b) distance between
null points and (c) maximum distance between null points as a function of ω0.
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(a) (b)
Figure 4.18: (a) Flux reconnected through separator as a function of time and
(b) total flux reconnected through separator as a function of ω0.
152
Figure 4.19: Plot colours corresponding to Re values.
4.4 Differences with Reynolds number
As in the anti-parallel case without C we simulated the same initial conditions
but for a range of Reynolds numbers from Re = 80 to 2000. For reference the
corresponding colours for plots is shown in Figure 4.19. For lower Reynolds
numbers C would be too weak to affect the slow dissipative reconnection we have
seen previously. We were also limited by computer power for higher Reynolds
numbers but this range of five different viscosities should give a good idea of its
role in the process. For all of these simulations we set ω0 = 3.
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(a) (b)
Figure 4.20: (a) Enstrophy and (b) kinetic energy.
4.4.1 Volume Integrals
We begin with plotting enstrophy and kinetic energy again in Figure 4.20 to give
an idea of how C evolves with Reynolds number. As we expected the enstrophy
decreases at a lower rate for increased Reynolds number due to the viscous term
dictating the annihilation rate of C. We also see a clear peak in enstrophy for the
Re = 2000 run indicating a formation of dense vorticity somewhere in the box,
most likely a vortex sheet. The kinetic energy appears as expected, dissipating
less for the higher Reynolds number runs.
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(a) (b)
(c) (d)
Figure 4.21: (a) Change in flux between A1 and A2, (b) change in flux between
A1 and CO, (c) change in flux between A1 and CI and (d) total flux reconnected.
4.4.2 Flux Evolution
We plot the flux in a similar manner to Figure 4.15 for the different Reynolds
numbers in Figure 4.21. In (a) we see the flux reconnected between A1 and A2,
the behaviour being very reminiscent of the simulations without C until we get
to the Re = 2000 run which does not appear smooth like the other plots. We
shall discuss this run in more detail later. For the earliest reconnection with
CO (see Figure 4.21(b)) we see a clear pattern, for low Reynolds numbers we
see an earlier reconnection followed by a quick dissipation as C annihilates. The
time this occurs becomes later as the Reynolds number is increased as the vortex
sheet between A1 and CO becomes strong enough for reconnection. Again for CI
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Figure 4.22: Reconnected flux between A1 and A2 measured by Stokes’ Theorem.
reconnection (see Figure 4.21(c)) we see a delay compared to (b) as CO makes
way. We see a much stronger correlation with Reynolds number in the amount
of flux reconnected here. This will be likely due to the later reconnection with
CI which means for the lower Reynolds number, C will have a lower absolute flux
and thus less possible flux to be reconnected with. The total flux reconnected
from A1 to A2 and C is plotted in Figure 4.21(d) to give an idea of what is left
over as ‘thread flux’. For the lower Reynolds number runs it remains similar
to (a) due to the low amount of flux reconnected with C. However we see a
notable increase in the higher Reynolds number runs and the gap between the
runs decreases before t ≈ 45. This provides further motivation to later perform
higher Reynolds number runs to see the reconnection between A1 and C before C
annihilates itself.
Using Stokes’ Theorem again to measure the reconnection rate we plot the esti-
mated reconnected flux between A1 and A2 in Figure 4.22. This appears to give
a good estimate apart from the lowest and highest Reynolds number runs, which
give an overestimate and underestimate, respectively, compared to the brute force
flux calculations discussed above. We know from Chapter 3 that this discrepancy
for the lowest Reynolds number run is due to annihilation at the boundaries of
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(a) (b)
(c)
Figure 4.23: (a) Positions of null points as a function of time, (b) distance between
null points and (c) maximum distance between null points as a function of Re.
the reconnected vortex rings and that this measurement more accurately repre-
sents the true reconnected amount. It is not as simple for the highest Re case as
the difference could be due to the appearance of additional vortex rings which we
have seen for the corresponding simulation runs without C, or from the change
in topology introduced along the central axis with the appearance of the nulls.
We again observe the behaviour of the null points for each of the simulations in
Figure 4.23. Notably the Re = 80 run does not experience this generation of a
pair of nulls. The Re = 2000 run also has time shots in which there are two pairs
of null points. However, here we only plot the locations of the furthest apart
pair of nulls, which explains the non-smooth appearance of the lines in the plots.
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(a) (b)
Figure 4.24: (a) Flux reconnected through separator as a function of time and
(b) total flux reconnected through separator as a function of Re.
These multiple null pairs shall be discussed in Subsection 4.4.3.
Integrating along the separator again in Figure 4.24 we are able to see the amount
of flux reconnected between the vortex tubes. Unexpectedly the lower Re run
has a larger amount of flux reconnected through its separator possibly because it
was easier for A1 and A2 to reconnect with C and create this separator whereas
the lowest Re run did not have sufficiently strong anti-parallel reconnection to
generate these nulls. The highest Re run in (a) appears out of place possibly due
to the additional null pairs formed and different topology of the vortex fieldlines
around the central axis with possible additional vortex rings around it.
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4.4.3 Re = 2000 Simulation
The majority of the different Reynolds number simulations ran as expected in a
similar manner to the anti-parallel case without C, with lower Reynolds numbers
having a smaller and slower reconnection as their vortex tubes dissipate. However
this is not the case for the highest Reynolds number run of Re = 2000 where the
topology of the system evolves in a different manner to the other simulations.
We shall therefore look into this run in more detail to understand high Reynolds
number perpendicular reconnection.
To better understand the reconnection process of the highest Reynolds number
run we plot the vorticity fieldlines from both of the x and z boundaries to observe
the evolution of the originally anti-parallel and perpendicular vorticity fieldlines.
By t = 15 in (a) we see C twisting so that it can reconnect in an anti-parallel
fashion with A1 and A2. At t = 30 in (b) the fieldlines from A1 and A2 and
C have begun reconnecting but we also see some field lines from C (i.e. those
that penetrate both top and bottom z boundaries) that have reconnected again
and are now on the outside of A1 and A2. This double reconnection essentially
allows A1 and A2 to pass through C (in a manner similar to the tunnel interaction
described by Linton et al [37]), and allows them to reconnect at the central axis
which we were not able to see in the lower Re runs. In (c) we are able to see anti-
parallel fieldlines travelling to the top of the box very close to the central axis.
Anti-parallel reconnection has begun but the reconnection region in the centre of
the box looks complicated. From (d) through (f) we see long hairpins forming
around the reconnected tubes like in the anti-parallel runs also with twisting of
the reconnected tubes. C appears to be twisted as well with some complicated
topology around the reconnection region that will need to be investigated. In
future it would be of interest to study the helicity of each of the vortex tubes to
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see if there is a re-distribution of the kinetic helicity in the process.
At this Reynolds number the null points are created with different eigenvalues
than the lower Re runs. Instead of forming the separator line in the central axis
like expected, the spines align themselves with the central axis and the fans form
a spheromak [52] shown in Figure 4.26. This has been studied in the magnetic
case but not before in the vortex reconnection. In the future with additional
computational power this feature would be of interest to obtain more information
on as of now we only have plots similar to Figure 4.26 to observe. The creation
and subsequent instability of the spheromak in particular.
Increasing the Reynolds number to just 2000 has altered the reconnection process
significantly with respect to the case at lower Re. As other simulations of vortex
reconnection have already been accomplished up to Re = 104 it would be possible
to do the same for this set-up in the future. With this we could look further into
the possible spheromak generated and, as seen in Chapter 3, additional vortex
rings around the central axis, which would now be influenced by C as well.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.25: 30% of maximum vorticity fieldlines at x = −3, 3 boundaries (red
and blue) and z = −12, 0 boundaries (green (CO) and yellow (CI)) at (a) t = 15,
(b) t = 30, (c) t = 45, (d) t = 60, (e) t = 75 and (f) t = 90 for Re = 2000.
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Figure 4.26: 30% of maximum vorticity fieldlines at x = 0 (green) and y = 0
(blue) with fans (red) and spines (black) plotted from null points at t = 93 for
Re = 2000.
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4.5 Conclusions
From this new set-up of vortex tubes we have accomplished the goals we set out
in Chapter 1. We have been able to observe reconnection phenomena studied in
the magnetic case but not yet in the vorticity case. 3D reconnection was observed
between A1 and A2 and accurately measured with both Stokes’ and the equiva-
lent magnetic reconnection rate. This set-up also provided a way of generating
vortex null pairs that form a separator which could be useful for future study.
Lastly we were able to exhibit the formation of a spheromak within the system
but were unable to study its features in detail. This set-up has improvements to
be made already given the time. An alternative to the self-annihilating C given
an alternative simulation code would provide the biggest difference to these sim-
ulations. It will be of interest to see if the nulls can be generated so easily for
perpendicular tubes of similar vorticity. Studies of the kinetic helicity of each
vortex tube would be of interest due to the apparent transfer of it between A
and C. Similarly to the future studies of Chapter 3 higher Reynolds number sim-
ulations would always be desirable to further study the turbulent effects it would
introduce, in particular the generation of null points and any instabilities.
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Chapter 5
Anti-Parallel Vortex Tubes with
Axial Flow
5.1 Set-Up
We move onto a different set-up to observe vortex reconnection, this time adding
axial flow to the vortex tubes in Chapter 2. From this we can create two scenarios
to simulate, one with the axial flow in both tubes going in the same direction and
one with opposite axial flow. The runs with the axial flow in the same direction
will have zero net kinetic helicity
∫
V
v ·ω dV = 0, these will be referred to as zero
net helicity runs further on, and will give a better idea of vortex reconnection
behind aircraft due to the additional axial flow [16]. The opposite flow runs, now
referred to as non-zero net helicity will allow us to observe vortex reconnection
with non-zero helicity and we will be able to see how this affects the evolution
and subsequent vortex reconnection. We choose the radial dependence of the
axial flow such that the twist is constant for all radii with the aim of measuring
the reconnection within each tube with the change in twist.
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In cylindrical co-ordinates (r, φ, z′) we have the following velocity field and
corresponding vorticity field for a single unperturbed vortex tube,
vz′ = ±v0
π
48
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where r, φ, z′ and v0 are the radial distance from the vortex tube axis, the azimuth
of the vortex tube, the component along the vortex tube and the axial flow factor
that we will vary for different runs. These are plotted in Figure 5.1 with v0 = 1.
For v0 = 1 the vorticity fieldline will twist around the central axis exactly once
when it reaches the boundary due to travelling 2πr azimuthally whilst travelling
6, the length of the box. The value of v0 indicates the number of turns that the
fieldlines will make around the axis of the vortex tube within the box. The same
pull-back of a 1-form used in Chapter 2 is applied to the now twisted vortex tubes
and these perturbed tubes are placed in the same configuration as the previous
chapters with the tubes now lying along x plotted in Figure 5.2. The addition
of axial flow introduces a non-zero v · n component at the boundary. However
due to the periodicity of the new axial flow this should not cause any issue with
conserving momentum within the system. We need to take care when calculating
the change in flux in these simulations. For the zero net helicity runs we can
no longer use the symmetry plane to observe the reconnection as both tubes
will travel along x in the same direction and the axis through which they will
reconnect will continue to move in x. However, the system still retains sufficient
symmetry that the dividing plane will still provide accurate flux measurements.
For the non-zero net helicity the opposite situation occurs as the perturbations
165
now move in opposite directions in x along the tubes and will now rotate around
the central axis so symmetry plane flux measurements will be used but dividing
plane measurements will not work.
For our experiments we ran five different scenarios for both the zero and non-zero
net helicity case, with each scenario having different initial twist and thus helicity.
We choose to run these at a Reynolds number of 800 as that provided little
diffusion in the anti-parallel case in Chapter 3 but without the complications of
additional vortex rings forming. At this Reynolds number we can use a resolution
again of [120,240,480] with the same stretching in y as in the anti-parallel runs.
The other parameters are again the same. We run with v0 = 0.1, 0.5, 1, 2, 3 to
compare the effects of the axial flow. This range of axial flow strengths means that
we cover a range of configurations from a weakly twisted to a relatively strongly
twisted case where the azimuthal vorticity is comparable to the axial vorticity.
However, we are restricted by the maximum velocity not being supersonic in
that we can not go much higher than v0 = 3 for this current set-up. We will
also compare both cases to the anti-parallel run of the same Reynolds number
considered in this chapter to have a v0 = 0. We demonstrate the corresponding
colours in Figure 5.3 for future reference. Unless specified otherwise all figures
will be for v0 = 1.
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(a) (b)
Figure 5.1: (a) vφ (red) and vz (blue) as a function of radius and (b) ωφ (red)
and ωz (blue) as a function of radius.
(a) (b)
Figure 5.2: (a) Vorticity isosurface and (b) vorticity fieldlines for initial condition
with non-zero net helicity.
Figure 5.3: Plot colours corresponding to v0 values.
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(a) (b)
Figure 5.4: Change in twist of each vortex tube before reconnection (solid) com-
pared to change in twist predicted by (1.59) (dashed), (a) linear plot and (b)
logarithmic plot.
(a) (b)
Figure 5.5: Change in twist with v0 = 1 for Re = 800 run (solid) compared to (a)
Re = 400 run (dashed) and (b) Re = 800 run but with no perturbation (dotted).
5.2 Net Helicity Results
5.2.1 Reconnection within each Vortex Tube - Loss of
Twist
With the addition of axial flow to the vortex tubes we now have an initial condi-
tion with a non-zero (∇×ω)‖ term whereas in Chapter 2 this is zero everywhere
in the box initially. This (∇ × ω)‖ term along the vortex tube leads to a loss
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in net helicity and in twist. We define the twist of the fieldlines as how many
rotations the fieldline makes around the central axis of the vortex tube in one
period of the box. In Figure 5.4 we plot the average amount of twist of fieldlines
around the central axis (solid) and compare it to the predicted loss of twist from
the vortex reconnection rate (1.59). We can see that the twist loss is well mea-
sured by the reconnection rate ν
∫
(∇ × ω)‖ dlmax. In Figure 5.4(b) we see that
the loss is exponential and constant for all initial twists indicating that (∇×ω)‖
increases linearly with the twist of the vortex tubes. Due to the ν term in the
reconnection rate we can see in Figure 5.5(a) that the twist is conserved better at
higher Reynolds number and that no twist would be lost for a hypothetical zero
viscosity scenario. The loss of twist occurs regardless of the perturbation of the
vortex tube as shown in Figure 5.5(b) where the slight difference between the two
is only due to the longer vorticity fieldlines being perturbed, the (∇×ω)‖ term is
constant along the tube as we shall observe later. We measure only until t = 30
as the tubes begin reconnecting with each other and twist measurements become
difficult but this time frame gives enough information about twist loss. However,
in the future it would be interesting to observe the difference in twist loss for the
bridges and threads. As seen in Figure 5.6 and the equations below we see that
the loss of twist is not uniform along the tube’s radius but in fact greater the
further away from the tube’s core we go due to the distribution of (∇×ω)‖ and
the vorticity distribution. This loss of twist in the runs with whole numbers of
twist are particularly interesting after reconnection due to a fieldline no longer
mapping to the same point on the other boundary leading to some interesting
topology. This will be discussed in a later subsection.
In order to measure this loss in twist, consider the following in cylindrical coordi-
nates (r, φ, z′). Consider axial flux, referred to as Fz′ , for an infinitesimal width
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dr:
dFz′ = 2πrωz′ dr. (5.4)
Net axial flux is therefore
Fz′ =
∫ ∞
0
2πrωz′ dr =
π
8
. (5.5)
For the twist, τ , from the vortex reconnection rate (1.59) we can define the rate
of loss of twist as
∂τ(r)
∂t
= νs
∂
∂r
(∇×ω)‖/
(
dFz′
dr
)
, (5.6)
where s is the length of the fieldline. For the average twist loss of the vortex
tube, plotted as dashed line in Figure 5.4, we have
∂τ
∂t
= νs
[
(∇×ω)‖|r=∞ − (∇×ω)‖|r=0
]
Fz′
. (5.7)
Now consider the initial state of a vortex tube with v0 = 1. Here we have
(∇×ω) ·ω = −2
3
π
cosh (8r2)4
, (5.8)
|ω| = 1
3
√
π2r2 + 9
cosh (8r2)4
, (5.9)
(∇×ω)‖ = −
2π√
π2r2 + 9 cosh (8r2)2
, (5.10)
(∇×ω)‖|r=0 = −
2π
3
(∇×ω)‖|r=∞ = 0. (5.11)
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(a) (b)
Figure 5.6: (a) Rate of loss of twist, ∂τ(r)/∂t, as a function of radius and (b)
twist of fieldlines plotted from x = −3 boundary at t = 3.
Substituting these values into (5.6) and (5.7) gives an estimate of
∂τ(r)
∂t
= νs
32π2 sinh (8r2) + π2 cosh (8r2) + 288 sinh (8r2)
(π2r2 + 9)3/2 cosh (8r2)
, (5.12)
∂τ
∂t
= −16
3
νs. (5.13)
We can see the loss of twist’s dependance on radius from the central axis in
Figure 5.6. In (b) we follow the fieldlines from the x = −3 boundaries and
measure the twist around the central axis before reaching the x = 3 boundary.
We see the loss increasing further from axis as predicted. However we do not see
the outer regions that are expected to have more twist seen at higher radii in (a).
This is due to the vorticity being too weak at radii above 0.6 to measure twist
and thus were not plotted here.
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5.2.2 Visualising the Reconnection Process - Vorticity Iso-
surfaces
To compare the evolution of the vortex tubes we plot the vorticity isosurfaces
in Figure 5.7 to see how they differ from the v0 = 0 run. From these plots it
appears that the process is very similar to the v0 = 0 case in that we still see
the vortex tubes rotating towards each other and forming a vortex sheet. The
bridges again form on top of the threads and split apart after reconnection. The
main difference visible is the rotation/skewing of the vortex tubes apparent due
to the addition of axial flow although this does not appear to change the overall
structure of the reconnection process significantly.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 5.7: 30% vorticity isosurfaces at (a) t = 0, (b) t = 30, (c) t = 45, (d)
t = 60, (e) t = 75, (f) t = 90, (g) t = 120 and (h) t = 150.
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5.2.3 Visualising the Reconnection Process - Vorticity Field-
lines
We do the same for the vorticity fieldlines in Figure 5.8 and compare them to the
v0 = 0 case. Like the vorticity isosurfaces the process looks very similar to the
v0 = 0 run, the main difference being now that we can observe the twist of the
fieldlines and the loss of twist with time. It is clear for the bridge vortex rings
that a net twist has remained within the tube. We again see the slight skewing of
the vortex tubes before reconnection causing a small rotation of the vortex sheets
formed which will be discussed in the next subsection.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 5.8: 30% vorticity fieldlines at (a) t = 0, (b) t = 30, (c) t = 45, (d) t = 60,
(e) t = 75, (f) t = 90, (g) t = 120 and (h) t = 150.
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(a) (b)
(c) (d)
Figure 5.9: Contours of (∇×ω)‖ at (a) t = 0 and y = −1, (b) t = 57 and y = 0,
(c) t = 57 and z = −6.65 and (d) t = 153 and z = −3.8.
5.2.4 Reconnection Regions
In the v0 = 0 case, integrating (∇×ω)‖ along any vorticity fieldline will be zero
due to the symmetries in the box as discussed in Subsection 2.2.11. However once
we add axial flow to the vortex tubes in this current configuration to get a non-
zero net helicity we no longer have these symmetries that guarantee the (∇×ω)‖
measurements to be zero. With this non-zero (∇×ω)‖ fieldline measurements now
within our system we visualise the reconnection regions to observe the behaviour
of (∇×ω)‖ within the vortex tubes.
We plot the contours of (∇ × ω)‖ in Figure 5.9. In Figure 5.9(a) we see the
reason for the loss of twist in the vortex tubes with (∇ × ω)‖ being distributed
uniformly along the tube. We see a local maximum value of (∇ × ω)‖ found
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in the central axis at t = 57 plotted in (b) and (c). In (c) we can see the
slight rotation of the tubes due to the axial flow, seen as a bending of the vortex
sheet out of the dividing plane. From figures (b) and (c) together we see that
(∇×ω)‖ is localised into a thin sheet between the two initial vortex tubes. Thus
we have a well-localised region in which reconnection is occurring. This non-
zero (∇× ω)‖ in the central axis will allow us to measure the reconnection rate
in a similar fashion to the perpendicular scenario in Chapter 4. This region
means that the vorticity fieldlines are not reconnecting completely anti-parallel
to each other but instead they reconnect at an angle. This gives a reconnection of
vortex lines in the absence of a vorticity null line (X-line) as in the twist-free case
discussed in Subsection 1.3.2. However, in many simulations we find that true
three-dimensional vortex nulls - and associated separators appear, as discussed
later. In Figure 5.9(d) we see the more chaotic contours of (∇× ω)‖ within the
bridge vortex rings as the axial flow begins to oscillate as seen in the v0 = 0 case.
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5.2.5 Null Points
As the vortex tubes begin to press against each other and reconnect the vorticity
along the central axis of the box becomes non-zero. This is due to the angle
of the vorticity fieldlines as they pass through the central axis due to the axial
flow discussed in Subsection 5.2.4. This vorticity is always parallel to the central
axis by symmetry and for all twists is initially negative. However further into
the reconnection process some of the vorticity along the central axis becomes
positive, leading to null points forming and thus a separator in the central axis.
We plot the vorticity field as a unit vector in Figure 5.10 as the vorticity field is
very weak for the null point lower in z. We can see the bottoms of the vortex
tubes at the top of (b) to help visualise the null point’s location respective to
the main source of reconnection. In (a) we can see for the null point around
z ≈ −7.3 an inward fan and the corresponding outward spine in (b). For the
lower, weaker null at around z ≈ −8.2 we see the opposite. This is the case as
when the pair of nulls are created, they are of opposite topological degree [45].
Due to the gaussian-like distribution of the tubes it is difficult to tell where null
points exist for the majority of the run as the vorticity field is so weak around
them. It would be of interest in the future to find a similar initial set-up that
allows for the separator to have a stronger vorticity field and be a more important
part of the reconnection.
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(a) (a)
Figure 5.10: 3D null points (red squares) and the surrounding unit-vector vorticity
field in (a) xz-plane and (b) yz-plane at t = 45.
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(a) (b)
(c) (d)
Figure 5.11: (a) Vorticity flux in symmetry plane, (b) rate of change of flux
in symmetry plane, (c) rate of change of flux in symmetry/thread flux and (d)
maximum rate of change of flux as a function of v0.
5.2.6 Flux Evolution
In the simulations described in Chapter 2 of reconnecting untwisted vortex tubes,
we were able to analyse the reconnection process by measuring fluxes through
both the diving plane and symmetry plane. However, since the rotation intro-
duced by the axial flow causes some of the vortex tube to pass through the divid-
ing plane without having been reconnected, here we concentrate on the symmetry
plane for flux measurements. We can see these in Figure 5.11(a). For most of the
twists up until and including 1 the change in flux appears to be quite consistent
indicating that the small amount of axial flow and helicity at these levels does
not affect the reconnection process and rate by a noticeable amount. With v0 = 2
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Figure 5.12: Vorticity flux of central axis ring.
(plotted in orange) we see a later and stronger reconnection that we would as-
sociate with a higher Reynolds number with more flux being reconnected at the
end of the simulation. Moving to the case with v0 = 3, we find that the pattern
does not continue as expected. Instead, the reconnection is later, the maximum
reconnection rate is roughly the same as the v0 = 2 case seen in Figure 5.11(b)
and (d) but the overall amount of flux reconnected is lower than all the other
runs. Moreover, we can see from Figure 5.11(c) that the reconnection rate com-
pared to the thread flux is far lower for the v0 = 3 run compared to v0 = 2. We
hypothesise that this is due to the perturbations of the vortex tubes moving in
opposite directions along the tubes due to the axial flow. This means that in the
v0 = 3 simulation they essentially ‘miss’ each other whereas for the lower twist
runs the perturbations would still collide as the v0 = 0 run. This explanation
would also lead us to believe that there would now be vortex rings forming in-
between the two perturbations as the reconnect with a small distance between
them.
In Figure 5.12 we plot the flux of the vortex ring around the central axis. There
is a small amount measured for all twists which we would expect as this was also
seen in the v0 = 0 twist run. We see as we hypothesised a larger amount for the
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v0 = 3 run although this is still short of the 0.3 difference between the v0 = 2
and v0 = 3 twist runs so does not entirely explain the discrepancy between the
measured fluxes. We see vortex annihilation again for these vortex rings.
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(a) (b)
(c) (d)
Figure 5.13: Vorticity fieldline plotted from 30% maximum vorticity contour at
x = −3 (fieldline chosen arbitrarily), change in colour indicates crossing a x-
boundary at (a) t = 42, (b) t = 48, (c) t = 105 and (d) t = 135 with v0 = 1.
5.2.7 Global Topology
We examine now the global topology that results from the reconnection of flux
tubes with axial flow (i.e. the topology when we consider multiple periods in the
x-direction). In the v0 = 0 run following reconnection the fieldlines that were not
reconnected, known as threads, stretch to infinity and the reconnected fieldlines,
known as bridges, form a closed ring centred at the dividing plane at x = −3 due
to the symmetries of the system. With the twist introduced with the axial flow
it is clear that for a fieldline with a non-integer twist it will no longer map to the
same point on the next boundary, or mirror point if reconnected. This leads to a
more complicated topology where vortex rings will stretch over several periods of
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the box and fieldlines that still stretch to infinity but will go back on themselves.
We plot some examples in Figure 5.13. If we were to map the vorticity contours at
the boundary to threads and rings, as the reconnection occurs eventually an entire
contour will map to a ring and this contour and all fieldlines within it will form a
vortex ring like in the v0 = 0 case whilst the outer contours will eventually map to
a thread again. This is shown in Figure 5.13(d). This change from the simpler v0
case causes some difficulties with visualising the vortex tubes. With the v0 case
it was possible to see the post reconnection system as the interaction between
a single vortex ring and two weak anti-parallel vortex tubes. However we now
have post reconnection, the same vortex rings before crossing only one boundary,
and the rest of the vortex tube as a bundle of vorticity fieldlines that will at one
point split from the fieldlines next to them. It is then much more complicated to
visualise the process as the reconnection between all of these fieldlines and their
evolution together so will be something interesting to pursue in future.
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(a) (b)
(c)
Figure 5.14: (a) Enstrophy, (b) enstrophy/initial enstrophy and (c) initial enstro-
phy loss as a function of twist.
5.2.8 Volume Integrals
We plot the enstrophy of each simulation in Figure 5.14 to observe the differences
the addition of axial flow brings. In (a) we can see peaks for the runs with v0 = 2
and v0 = 3 but not for the lower twist simulations indicating a stronger vortex
sheet forming for v0 = 2 which is observed in its increased reconnection rate.
However for v0 = 3 this is not the case, the peak is then a product of something
else which we hypothesise to be the additional vortex rings. All but the v0 = 3
run dissipate to the same enstrophy as the v0 = 0 case as the twist in each vortex
tube is lost seen in Subsection 5.2.1. We see more evidence of this loss in twist
from (b) and (c) where the initial enstrophy loss increases with twist as more
twist and therefore enstrophy is lost.
185
(a) (b)
(c)
Figure 5.15: (a) Kinetic energy, (b) kinetic energy/initial kinetic energy and (c)
initial kinetic energy loss as a function of twist.
From the kinetic energy plots in Figure 5.15 we see a similar scenario to Fig-
ure 5.14 as the twist is lost in each run they all approach the same kinetic energy
as the v0 = 0 run.
To compare the axial flow in all the runs we plot both the net absolute helicity
and net helicity in Figure 5.16(a) and (b). In (b) we see a simple exponential
loss in helicity, with no appearance of the axial flow oscillations we have seen
before in Subsection 2.2.10. However for the absolute net helicity plotted in (a)
these oscillations are apparent for all values of v0. As the value of v0 increases
the oscillations to become less prominent. For the lower values of v0 the absolute
net helicity converges towards the v0 = 0 case. To understand these differences
further we plot the net positive and negative helicity in (c) and (d). Figure 5.16(d)
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(a) (b)
(c) (d)
Figure 5.16: (a) Absolute net helicity, (b) total net helicity, (c) net positive
helicity and (d) net negative helicity.
shows the lower values of v0 converging towards the v0 = 0 case but with the
higher values looking exponential as in (b). In (c) we see the positive helicity,
which for these runs measures axial flow in the opposite direction to which it
started. As we would expect the lower initial axial flow values were easier to
reverse. However even for the largest values of v0 the axial flow was still able to
be reversed from the oscillations post reconnection. It would be of interest to see
if this is still the case at higher values of v0.
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5.3 Zero Net Helicity Results
5.3.1 Reconnection within each Vortex Tube - Loss of
Twist
In the same fashion as in Subsection 5.2.1 each vortex tube loses twist and at
the same rate as the non-zero net helicity simulations. The difference occurs
as the tubes begin reconnecting, since the bridge has zero net twist due to the
symmetry of the initial condition. This also changes the topology discussed in
Subsection 5.2.7 for these new runs that will be discussed later in the chapter.
In further studies it would be of interest to investigate how this switching of one
tube’s axial flow direction affects the loss of twist and helicity in both the threads
and bridges.
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5.3.2 Visualising the Reconnection Process - Vorticity Iso-
surfaces
Once again to compare to the v0 = 0 run we plot the vorticity isosurfaces in
Figure 5.17. In a similar fashion to the non-zero helicity isosurfaces in Figure 5.7
we see movement of the perturbations along the tubes, but in this case both in the
same direction due to the change in axial flow for these runs. This perturbation
movement leads to a change in the axis of reconnection meaning we can no longer
use symmetry plane flux measurements to measure reconnection, as the x = 0
plane is no longer a plane of symmetry unlike the dividing plane which we will use
for flux measurements later. In Figure 5.17(c) we see the bridges forming however
there appears to be an imbalance with the left bridge being notably bigger than
the right bridge. This asymmetry occurs because the vorticity fieldlines reconnect
in an anti-parallel fashion at a null line (like the central axis in the v0 = 0 case),
but in this case the null line lies at an angle due to the twist of the vortex
lines within the tubes. In Figure 5.17(d) this asymmetry continues and a hairpin
structure appears in the right bridge whereas the left bridge remains quite smooth.
Whilst it was simple to tell in all other simulations previous to this that the
main reconnection would occur at the central axis of the box and thus where the
perturbations would meet in this case it is not clear whether the reconnection is
occurring slightly offset from the perturbation leading to these asymmetries in
the bridges. The tubes evolve as expected in a similar fashion to the v0 = 0 case
for later times although the isosurfaces of the threads as they twist around the
bridges appear very different on either side seen in (h). It is possible that the
differences in either side of the reconnection led to different vortex ring profiles
and strengths causing the threads to evolve quite differently around the rings.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 5.17: 30% Vorticity isosurfaces at (a) t = 0, (b) t = 30, (c) t = 45, (d)
t = 60, (e) t = 75, (f) t = 90, (g) t = 120 and (h) t = 150.
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5.3.3 Visualising the Reconnection Process - Vorticity Field-
lines
We plot some vorticity fieldlines in Figure 5.18 to compare to the v0 = 0 run.
Like in Figure 5.17 we see the movement of both the perturbations. Already from
Figure 5.18(c) we can see the bridge fieldlines and their immediate zero net twist,
also from (c) we can observe the asymmetry in the bridges once again although
still unable to see the angle of the null line where they reconnected. In (d) we
observe the hairpin structure of one half of the vortex ring but not the other which
is similar to images of the Crow instability where the rings are not symmetric
perpendicular to the plane’s direction of travel. The rest of the images appear
very similar to the v0 = 0 case with the twisting oscillations appearing again in
the bridge vortex rings. It will be interesting to see how these oscillations differ
with an initial non-zero absolute helicity in the system.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 5.18: 30% Vorticity fieldlines at (a) t = 0, (b) t = 30, (c) t = 45, (d)
t = 60, (e) t = 75, (f) t = 90, (g) t = 120 and (h) t = 150.
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5.3.4 Dividing Plane Vorticity Contour Plots
To observe the asymmetry in the bridges that has been introduced by the addition
of axial flow we plot the vorticity contours in the dividing plane in Figure 5.19
to provide better understanding of this change in evolution. At t = 30 we can
see the null line between the two bridges at an angle as discussed previously. It
is also clear that the maximum vorticity of either bridge is no longer the same
as in the v0 = 0 case. As the vorticity flux in each bridge must be equal, we see
that the weaker vortex tube is larger than the other. The differences between
the two bridges continue throughout the simulation as the angle in which the
null line formed disappears. Later in the run the long hairpin fieldlines that have
recently reconnected are much longer for the negative bridge, seen best in (e) and
(f). This indicates that the point where they reconnected is along the threads
in the direction opposite to the axial flow. This is unexpected due to the null
line initially moving with the axial flow. This may be due to the asymmetric
evolution of the threads seen in Figure 5.17 due to the different bridge strengths
and sizes.
In Figure 5.20 we observe the maximum vorticity in the box, and the maxi-
mum/minimum ωy in the dividing plane to better understand the difference be-
tween the two reconnected bridges. In (a) the maximum vorticity appears remi-
niscent of a slight increase of Reynolds number with the increase of twist which
is consistent with the change in flux that will be discussed in Subsection 5.3.6. In
(b) and (c) we see the maximum absolute ωy in each bridge over time with a clear
difference. With an increase in twist the positive bridge gets weaker, the negative
bridge stronger and these extreme vorticities occur later. This could be due to
the increased angle of the null line during reconnection leading to different shapes
and sizes of the bridges leading them to have such different maximum/minimum
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ωy values. Plotted as a function of twist in (d) we see how these extremes behave,
it appears almost linearly here. However, it would be interesting to see how these
change with much higher values of twist that we were unable to model due to
computational restrictions.
We observe the centroid locations of the bridges to better understand their move-
ment in Figure 5.21. We see their separation in (a) with the black lines referring
to the v0 = 0 case, observed to be symmetric due to the lack of axial flow. As the
twist increases the centroids move further from the v0 = 0 case yet the separation
of these appears to be consistent even with the increased twist. In (b) we observe
the movement in z with the comparison being made to the near straight black
line of both the centroids in the v0 = 0 case. With increased twist we see a larger
difference between the heights of the centroids because of the larger angle of the
null line during reconnection. For the larger twist runs there is a period of lower
velocity in x around t = 80 to 100. We are unsure of the reason for this change
in velocity, but it may be due to the vortex ring now being at an angle. The self
inducting motion of the vortex ring now propels in z and x and this x-motion
leads to the loss in vertical velocity.
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(a) (b)
(c) (d)
(e) (f)
Figure 5.19: ωy contours in dividing plane at (a) t = 30, (b) t = 45, (c) t = 60,
(d) t = 75, (e) t = 90 and (f) t = 120.
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(a) (b)
(c) (d)
Figure 5.20: (a) Maximum |ω| as a function of time, (b) maximum ωy through
dividing plane, (c) minimum ωy through dividing plane and (d) maximum positive
(diamonds) and negative (crosses) ωy through dividing plane as a function of
twist.
(a) (b)
Figure 5.21: (a) Vortex bridge centroid x-positions in dividing plane and (b)
vortex bridge centroid z-positions in dividing plane.
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(a) (b)
Figure 5.22: Contours of (∇× ω)‖ at (a) t = 60 and z = −6.35 and (b) t = 120
and z = −4.75.
5.3.5 Reconnection Regions
Observing some of the reconnection regions in Figure 5.22 we notice that (∇ ×
ω)‖ = 0 in the dividing plane indicating that a 2D reconnection process is oc-
curring here. This confirms our earlier discussion of the presence of an X-line in
this plane, albeit one that is tilted with respect to the z-axis. We still see recon-
nection regions within the tube responsible for internal reconnection within the
tube that changes the twist, analogous to those described in Subsection 2.2.11
for the v0 = 0 runs. In (b) we again see the regions responsible for the twist
oscillations seen in the v0 = 0 case. The reason that the concentrations noted
around x = −2.5 are stronger than those around x = +2 is that the vortex ring
is at an angle to the slice of the box the image is taken from.
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(a) (b)
(c) (d)
Figure 5.23: (a) Vorticity flux in dividing plane, (b) rate of change of flux in
dividing plane, (c) rate of change of flux in dividing plane/thread flux and (d)
maximum rate of change of flux as a function of v0.
5.3.6 Flux Evolution
In Figure 5.23 we visualise the change in vorticity flux through the dividing plane
as a measure of reconnection. For value of v0 up to 1 we see very little variation
in the change in flux. However for values of v0 great than 1 we see a notable jump
of a later reconnection with a higher maximum reconnection rate with more flux
reconnected by the end of the simulation. This later reconnection could possibly
be due to the different shape of the vortex sheet formed or the change in angle of
the null line. For future work we would like to be able to find this null line during
the entire reconnection process to see how the (∇ × ω) changes with twist or
whether the different angle leads to a longer integral line and thus the increased
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reconnection rate. This change in flux rate with twist is very similar to a small
increase in Reynolds number and it would also be of interest to see what Reynolds
number value each twist increase would correspond to.
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(a) (b)
Figure 5.24: Vorticity fieldline plotted from 30% maximum vorticity contour at
x = −3 (fieldline chosen arbitrarily), change in colour indicates crossing a x-
boundary at (a) t = 48 and (b) t = 120.
5.3.7 Global Topology
As discussed in Subsection 5.2.7 the topology of the system with axial flow is
not as simple as the v0 = 0 case. Due to the symmetry with the dividing plane
of the initial condition, any vortex ring formed after reconnection will always be
symmetric, and thus have no net twist, in the same fashion leading to a more
easily understood configuration than the ones discussed in Subsection 5.2.7. We
plot some examples in Figure 5.24 to visualise these better. In (a) we have an
example of a thread that becomes a bridge and vice versa depending on the box
you are viewing the particular fieldline from. In (b) we can see an example of a
vortex ring with the twist oscillations being clear.
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(a) (b)
(c)
Figure 5.25: (a) Enstrophy, (b) enstrophy/initial enstrophy and (c) initial enstro-
phy loss as a function of twist.
5.3.8 Volume Integrals
As in the non-zero helicity runs the enstrophy and kinetic energy do not exhibit as
significant differences from the v0 = 0 case. We plot them in Figures 5.25 and 5.26
respectively. Due to the increased initial enstrophy and kinetic energy they ex-
perience a more rapid decay at early times, slowly approaching the same value of
the v0 = 0 run. It will be of interest to see how the values of these differ in the
zero and non-zero helicity runs which shall be discussed later.
We plot only the absolute net helicity in Figure 5.27 as the net helicity is zero
throughout the run. We see a quick dissipation of the absolute net helicity drop-
ping towards the v0 = 0 values that appear due to the twist oscillations of the
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(a) (b)
(c)
Figure 5.26: (a) Kinetic energy, (b) kinetic energy/initial kinetic energy and (c)
initial kinetic energy loss as a function of twist.
vortex tubes. This again shall be of interest to compare to the non-zero helicity
run as the evolution of the bridges having zero net twist will be different to the
non-zero net twist vortex rings of the other simulations.
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Figure 5.27: (a) Absolute net helicity.
203
5.4 Comparison of Zero and Non-zero Net He-
licity
We now move on to briefly make a direct comparison between the two different
sets of simulations with axial flow; those with non-zero net helicity and zero net
helicity. Due to the similar initial conditions of these set-ups it will be of interest
to see how the reconnection in these simulations differs when the axial flow of
one of the tubes is reversed. We have shown in the previous sections that this
change in axial flow has led to a different reconnection process due to the change
in symmetry. In this section we aim to quantify these differences by comparing
the change of flux and volume integrals.
5.4.1 Flux Evolution
We plot the thread flux for all the simulations in Figure 5.28(a) to better under-
stand the differences between them and the same for their reconnection rates in
(b) and (c). The low twist runs appear to differ very little from each other, most
likely due to the twist of the tubes being small before reconnection, meaning that
the movement of the perturbations along the tubes prior to reconnection is small.
For the higher twists however it appears to be the case that the non-zero helicity
runs have a higher reconnection rate than their zero helicity counterparts. In
particular the v0 = 2 zero helicity and v0 = 3 non-zero helicity runs have a very
similar thread flux. Due to the movement of the perturbations along the tube
this becomes difficult to compare at even higher twists with the v0 = 3 non-zero
helicity run being a clear outlier due to the perturbations not colliding head-
on. In future work it would be interesting to set-up initial conditions of higher
twists with the perturbations initially offset such that they collide perfectly in
204
(a) (b)
(c)
Figure 5.28: Comparison of zero helicity runs (solid) and non-zero helicity runs
(dashed) (a) vorticity flux of threads, (b) reconnection rate and (c) reconnection
rate/thread flux.
the central axis for maximum reconnection.
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(a) (b)
Figure 5.29: Comparison of zero helicity runs (solid) and non-zero helicity runs
(dashed) (a) enstrophy and (b) enstrophy normalised.
5.4.2 Volume Integrals
Plotting the enstrophy of all the runs in Figure 5.29 we see that for the majority
of twists the evolution of the enstrophy is approximately the same between the
zero and non-zero helicity cases. Up until v0 = 1 the different process of recon-
nection has no effect on the enstrophy, meaning the vortex sheet formed during
reconnection was similar for the zero and non-zero helicity runs at these values of
v0. At v0 = 1 and upwards however, especially noticeable at v0 = 2 and v0 = 3,
we see a larger enstrophy ‘bump’ in the non-zero helicity runs around t ≈ 60.
This is possibly due to the rotation of the vortex tubes leading to a longer vortex
sheet forming between the tubes, which in turn leads to a higher enstrophy.
Plotting the kinetic energy for all runs in Figure 5.30 we see little difference
between the curves, even for the higher values of v0. This is consistent with
previous results where the kinetic energy appears generally unaffected by the
reconnection process so a different reconnection set-up will do little to change
this.
We plot the net absolute helicity in Figure 5.31 to help visualise the difference in
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(a) (b)
Figure 5.30: Comparison of zero helicity runs (solid) and non-zero helicity runs
(dashed) (a) kinetic energy and (b) kinetic energy normalised.
Figure 5.31: Comparison of the net absolute helicity for zero helicity runs (solid)
and non-zero helicity runs (dashed)
the evolution of the twist once the vortex tubes reconnect. Up until v0 = 1 the
absolute helicity approaches the v0 = 0 value before the reconnection occurs so no
difference can be easily seen. For the higher values of v0 we can see that the net
absolute helicity diverges for the two cases around t ≈ 40 when the reconnection
begins. As the bridges in the non-zero helicity runs have net twist they preserve
their helicity better than the zero net twist of the other runs.
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5.5 Conclusions
From our addition of axial flow to the vortex tubes we have been able to alter
the reconnection process considerably. An axial flow in the same direction in
both tubes leads to a zero net helicity. As discussed in Section 5.3, we saw the
biggest change with the null line where the vortex tubes reconnect moving along
with axial flow away from the ‘symmetry plane’. This movement led to difficulty
defining the null line at a given time and would be something to work on in
future, easily and consistently finding the null line in the dividing plane. With
this information we would be able to compare the new length of the null line
and the ∇ × ω evolution along this line to see how it affects the reconnection
rate, as now we only have the reconnection rate from the change in vorticity
flux at different snapshots. The additional axial flow did lead to an increase
in reconnection rate and amount of flux reconnected but without knowing the
location of the null line it is difficult to find the reason for this increase.
The process was better understood in Section 5.2 due to the central axis of the
box being the ‘null line’ throughout the simulation. In this case, the geometry of
the configuration means that we no longer have a locally 2D reconnection process.
Instead, (∇×ω) ·ω is non-zero in the vortex sheet meaning that the reconnection
is fully 3D as seen before in the magnetic case. For higher values of v0 it will be
important to offset the perturbations of the tubes initially such that they collide
together head-on to avoid the loss of reconnection we observed in the v0 = 3 case.
With higher computational power both cases would be of interest to study further
at higher Reynolds numbers to observe what instabilities may occur and new
features such as the additional vortex rings could occur. We would like to study
further the topology of both cases as reconnection occurs and complicates the
simple initial structure. We would be able to map each point at the boundary to
208
the end point of that fieldline in the box. With that we would be able to estimate
the amount of periods of the box it would have to travel before returning, or if
it would return at all. This would be of interest to us in both cases, beginning
with the zero net helicity case due to its simplicity with the symmetry preserved
in the dividing plane.
209
Chapter 6
Anti-Parallel Vortex Tubes with
Axial Flow
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Chapter 7
Conclusions
In this thesis we have studied reconnection between vortex tubes in various con-
figurations. Our focus was on studying the geometry of the vortex lines in the
local vicinity of the reconnection site. We have shown each type of vortex re-
connection discussed in Subsection 1.3.2. 2D annihilation was demonstrated in
the low Re simulations of Chapter 3 as the anti-parallel vortex tubes dissipated
and expanded so much that they formed a weak double vortex sheet all along the
lengths of the vortex tubes. It was also seen in the additional vortex rings created
around the central axis of the box for higher Re simulations in Subsections 3.1.7
and 5.2.6. For the goal of even higher Re simulations the formation and annihi-
lation of these rings must be taken into consideration as their lifespans appear to
be short but their contribution to the turbulence will be of importance. As Re is
increased these rings will become more frequent and prevalent.
2D reconnection was demonstrated in Chapters 2 and 3 between the two anti-
parallel vortex tubes, the rate of which was found by integrating ν∇ × ω along
the central axis which coincided with an X-line along which the reconnection
was occurring. Using Stokes’ Theorem in this way we were able to see how the
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formation of the double vortex sheet, creating a line of non-zero ∇×ω with zero
vorticity, caused the reconnection. We were able to show that an increase in Re
led to a smaller (in z) double vortex sheet but the value of ∇×ω was far greater.
It was also shown that the reconnected bridges lowered the reconnection rate, so
as the fieldlines reconnect they slow the reconnection process for all the fieldlines
reconnecting after them. We also showed the changing in curvature of the threads
as they wrap around the bridges, effectively halting the reconnection process as
the threads begin separating. However, the threads continue to dissipate and
continue reconnecting in a far slower manner we referred to as ‘post’-reconnection.
We were unable to show that the reconnection would ever end as the size of the
box did not allow for this. This would be something we would like to monitor in
future work.
We also believe 2D reconnection was observed in Chapter 4 between the anti-
parallel tubes, A, and the central tube, C. This reconnection was similar to
previous orthogonal vortex tube reconnection [6, 43, 60] where the tubes position
themselves in such a way before reconnection that they are anti-parallel where
they are reconnecting. For further study we would like to study this orthog-
onal set-up and observe the vorticity fieldlines as they reconnect more closely
to confirm that this is in fact a 2D reconnection or whether it is similar to 3D
reconnection between vortex tubes.
2D reconnection was observed in Section 5.3 after axial flow was introduced to
the anti-parallel vortex tubes. The addition and subsequent increase in axial
flow was found to cause an increase in the reconnection rate and total amount
of flux reconnected. This addition of axial flow means that the null-line where
the 2D reconnection occurs is dragged along the dividing plane with the axial
flow. This creates difficulties with measuring reconnection along this null-line. In
future work we would like to be able to find the location of this null-line within
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the dividing plane and thus find the values of ∇ × ω parallel to this line. With
this information we could discover the reasons behind the increased reconnection
rate.
3D ‘slipping’ was first found in Chapter 2 occurring symmetrically along the
vortex tubes. This was difficult to measure using estimates from Wyper and
Hesse [59] but we were able to show that the flux reconnected due to slipping was
of the order of the vorticity flux of the tube. This reconnection and its relation
to the kinetic helicity and axial flow of the vortex tubes is something we would
like to investigate further in future.
3D ‘slipping’ was measured more accurately in Section 5.2 for the anti-parallel
tubes with axial flow. With a net slipping rate measurement for the vortex tubes
we were able to demonstrate the loss of twist as a function of radius from the
centre of the tube and its relation to reconnection regions. Observing this further
into the run it became apparent that the overall topology of the system was no
longer as simple as the case in Chapters 2 and 3. As the fieldlines were no longer
mapping to the symmetrical points at the boundary, it was not always possible
to describe them as simply bridges or threads. We believe this to be an area of
interest for further study.
In both the perpendicular and the non-zero helicity axial flow set-up we were able
to observe 3D reconnection between the vortex tubes. These initial set-ups will
be useful for future work in observing this phenomenon. Both scenarios also saw
the generation of null points along the central axis and separators between them.
This has been studied before in the magnetic reconnection case but not before in
the vortex reconnection case. The separators formed in the scenarios were small
in relation to the radius of the vortex tubes so a change to the initial condition
will be needed to form larger separators.
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In our work we were able to demonstrate the reconnection process by observ-
ing the vorticity fieldlines compared to the more common way of observing the
vorticity isosurfaces. Doing so allowed us to see the direction of the fieldlines
throughout the process. This proved important when we were able to see the
axial flow oscillations along the vortex tubes and the 3D reconnection between
the tubes as they approach each other at an angle. In isosurface plots the threads
of the system would disappear after reconnection when they become weaker so
their evolution cannot be viewed. Controlling what fieldlines are plotted we were
able to observe them during the entire run and observe their change in curvature
and their wrapping around the bridges.
We see very similar results to Melander and Hussain [41] and Hussain and Du-
raisamy [24]. They discuss in detail the movement of the bridges and threads
through vorticity isosurfaces and contour plots in the symmetry and dividing
plane. They also observed the three distinct reconnection phases using the thread
flux as a function of time. Their discussion on the curvature of the threads and
the ‘end’ of the reconnection process is in line with our results.
We also compare our discussion on axial flow with van Rees et al. [56]. With
no initial axial flow we see axial flow oscillations in the vortex tubes in a similar
manner to van Rees et al. With initial axial flow they observe an increase in
reconnection rate with increased axial flow as we have. The shifting in the null-
line where the 2D reconnection occurs is also observed in their isosurface plots.
The ultimate goal for these simulations would be being able to model Reynolds
numbers of the magnitude observed behind aircraft, we are still 2-3 orders of
magnitude short. Current computational power is not enough for this goal, at
least with the numerical method we have used. Reynolds numbers over double
our highest have already been modelled [56]. As we observed from our highest
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Re runs of Re = 4000 and Re = 2000 in Chapters 3 and 4 respectively the
reconnection process already changes greatly compared to runs at Re = 800.
Being able to simulate at Re = 104 for our three set-ups we would expect a great
change in the process. From even more additional vortex rings, forming around
the central axis and along the threads, and possibly being able to study in more
detail the spheromak topology seen to form in Subsection 4.4.3. It would also
allow us to preserve the initial twist in the axial flow simulations, meaning that
more twist will exist during the reconnection process allowing us to observe its
effect in greater amounts. As we have shown care must be taken at such high
Reynolds numbers due to the instabilities that will occur that may affect the
analysis of the system.
Other future work would consist of simulations of different topological set-ups,
many of which have been accomplished for magnetic reconnection. Vortex re-
connection of trefoil knots has been studied in Kerr [27] but more analysis can
be done. Work for the magnetic case includes the set-ups of braids, knots and
Borromean rings [9, 13, 47]. Using similar set-ups for the vortex case will allow
us to further study the behaviour of kinetic helicity during vortex reconnection.
Finding initial velocity fields for these will not be simple however and will require
further investigation than has been done for the simpler vortex tubes we have
created here.
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