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Although artificial neural networks have recently been proven to provide a promising new framework for
constructing quantum many-body wave functions, the parametrization of a quantum wave function with
non-abelian symmetries in terms of a Boltzmann machine inherently leads to biased results due to the basis
dependence. We demonstrate that this problem can be overcome by sampling in the basis of irreducible
representations instead of spins, for which the corresponding ansatz respects the non-abelian symmetries of
the system. We apply our methodology to find the ground states of the one-dimensional antiferromagnetic
Heisenberg (AFH) model with spin-1=2 and spin-1 degrees of freedom, and obtain a substantially higher
accuracy than when using the sz basis as an input to the neural network. The proposed ansatz can target
excited states, which is illustrated by calculating the energy gap of the AFH model. We also generalize the
framework to the case of anyonic spin chains.
DOI: 10.1103/PhysRevLett.124.097201
Introduction.—Driven by the rapidly advancing research
in artificial intelligence, many-body physics has embraced
machine learning (ML) as a powerful tool to tackle non-
trivial problems [1]. Applications include the use of neural
networks for phase classification [2–10], accelerating
Monte Carlo algorithms [11–15], and ML-based generative
modeling of distributions in many-body physics [16–19].
The connection between the renormalization group and
(deep) learning has also been highlighted [20–23].
Quantum mechanical spin systems play a key role in the
field of many-body physics. In Ref. [19], a particular class
of artificial neural networks (ANN), namely restricted
Boltzmann machines (RBM), is introduced as a variational
ansatz for the wave functions of many-body spin systems.
The versatility of the ANN ansatz has been illustrated in
studies of bosonic systems [24,25], (chiral) topological
states [26–28], frustrated systems [29,30], and open sys-
tems [31–34]. The RBM ansatz has been studied from the
perspective of entanglement [35], and was shown to
embody volume-law entanglement. In this light, the con-
nections and differences between RBMs and matrix prod-
uct states have been laid out [36,37].
The invariance of wave functions under symmetries, in
particular SU(2) symmetry, is important for applications
such as quantum chemistry [38,39] and the description of
spin liquids [40,41]. In quantum chemistry, wave func-
tions are eigenfunctions of the total angular momentum
operators bJ2 and bJz, and spin liquid states do not break any
symmetry of the Hamiltonian. The capacity of RBMs to
capture long-range correlations and their independence of
the problem’s geometry make them a prime candidate for
these applications.
In this Letter, we introduce a methodology for con-
structing an RBM variational wave function that transforms
as an irreducible representation of SU(2). This wave
function is designed to have a well-defined total angular
momentum. Hence the method provides direct access to the
construction of excited states. The challenge of imposing
physical symmetries on the ANN ansatz has been
addressed for finite Abelian symmetry groups [42], but
this approach is not directly applicable to non-abelian
symmetries. The proposed ansatz is not restricted to
SU(2) symmetry and can be applied to other non-abelian
symmetries, as well as anyonic spin chains.
RBMwave functions.—We use RBMs, which are energy-
based generative neural networks, as a variational ansatz for
quantum many-body spin systems. In the context of this
work, the RBM models a distribution Ψðx1;…; xNÞ≡
ΨðxÞ of the variables xi∈f1;…;Ng, characterized by the
energy function
ERBMðx;h;WÞ ¼
XN
i
XM
j
wijxihj þ
XN
i
aixi þ
XM
j
bjhj:
ð1Þ
Here, hj∈f1;…;Mg ∈ f−1; 1g is a set of binary latent vari-
ables. The setW ¼ fwij; ai; bjg are variational parameters:
wij are the weights connecting variables xi and hj,
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and ai (bj) are the biases of the physical (latent) variables
xi (hj). The ratio of the number of latent variables M and
the number of physical variables N, defined by α≡M=N,
is a measure of the complexity of the model.
The RBM was introduced in Ref. [19] as a variational
ansatz for quantum many-body wave functions by model-
ing the probability amplitudes ΨðxÞ of the wave function
jΨi ¼PxΨðxÞjxi as the marginalized Boltzmann distri-
bution
Ψðx;WÞ≡X
h
e−ERBMðx;h;WÞ; W ⊂ C: ð2Þ
This model is an extension of the RBM that is used to
represent classical probability distributions as a marginali-
zation over hidden variables of a Boltzmann distribution. In
this work, xi is not necessarily a binary variable but remains
discrete. We therefore replace wijxi with a set of general
discrete functions wij½xi. This has the effect of trans-
forming the variables xi nonlinearly before constructing the
RBM energy function of Eq. (1).
To find eigenstates of a Hamiltonian bH, we use the
variational principle to minimize the energy functional
EðΨ;WÞ ¼ hΨj
bHjΨi
hΨjΨi ; ð3Þ
with respect to the parameters W, for which we use the
stochastic reconfiguration method [43].
SU(2) symmetry.—Hamiltonians with spin-rotation
symmetry are omnipresent throughout the various domains
of quantum many-body physics. Examples of SU(2)-
symmetric quantum-mechanical spin chains are the anti-
ferromagnetic Heisenberg model (AFH), the bilinear-
biquadratic model, and the Majumdar-Ghosh model. In
order to illustrate the potential of the proposed metho-
dology, we focus on the AFH Hamiltonian
bHAFH ¼
XN−1
i¼1
sˆi · sˆiþ1; ð4Þ
with spin-1=2 and spin-1 degrees of freedom in one
dimension, which we study with open boundary conditions.
The main contribution of this work is the construction of
a method to include SU(2) symmetry in ANN wave
functions. This procedure yields wave functions jJMJi
with well-defined total angular momentum J and projection
MJ. These wave functions belong to the subspace spanned
by states with quantum numbers J and MJ of the full
Hilbert space of the system. Part of the energy spectrum of
the system can be uncovered by finding the variational
minima in the subspaces with fixed quantum numbers
jJMJi. For example, the gap of the AFH can be calculated
after constructing the ground state jJ ¼ 0MJ ¼ 0i and the
first excited state jJ ¼ 1MJ ∈ f−1; 0; 1gi.
To construct wave functions jJMJi, we use Clebsch-
Gordan coefficients to couple two spins, sˆ1 and sˆ2, to a
single angular momentum degree of freedom jˆ2 ¼ sˆ1 þ sˆ2
js1s2; j2mj2i ¼
X
ms1 ;ms2
hs1ms1 ; s2ms2 jj2mj2ijs1ms1 ; s2ms2i:
ð5Þ
Given a system of N spins sˆi∈f1;…;Ng, we construct states
with total angular momentum J by starting at the left side of
the chain and using Eq. (5) to couple the first two spins to
the angular momentum j2. Next, j2 is coupled to s3. This
process is repeated till reaching the end of the chain,
resulting in a total angular momentum J. This is depicted in
Fig. 1(a) with yi ≡ si, xi ≡ ji and x0 ¼ 0, xN ¼ J. Given
the large amount of intermediate couplings, it is nontrivial
and numerically challenging to transform the wave function
in the coupled basis back into the sˆi∈f1;…;Ng basis. As will
become clear, however, observables of the studied quantum
systems can be reliably and efficiently computed in the
basis of coupled angular momenta.
In the ansatz proposed in Ref. [19], the spin projections
msi of sˆi are used as input values for the RBM in Eq. (2).
Rather, we use the intermediate degrees of freedom jk as
input [Fig. 1(b)], which produces the wave function
jΨi ¼
X
jk
Ψðj1;…; jN−1Þjj1;…; jN−1; JMJi; ð6Þ
where
P
jk
denotes a summation over all physically
allowed configurations jk∈f1;…;N−1g. Equation (6) trans-
forms as an irreducible representation of SU(2), labeled by
total angular momentum J, with dimension 2J þ 1. For the
states with J ¼ 0 (of which the ground state of the spin-1=2
AFH is an example), the state is manifestly invariant under
(b)
(a)
FIG. 1. Graphical representation of the variational wave func-
tion proposed in this work. (a) A basis in which all the degrees
of freedom yi∈f1;…;Ng are coupled is proposed. The resulting
intermediate degrees of freedom xi∈f1;…;N−1g act as the input of
the RBM, as represented in (b). The RBM defines the expansion
coefficients of the wave function in this basis. The optimal
coefficients minimize the energy functional of Eq. (3).
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SU(2) transformations, as the irreducible representation has
one dimension. More information on this basis trans-
formation can be found in the Supplemental Material
[44]. The above procedure can be readily extended to
other non-abelian symmetries by decomposing the degrees
of freedom in irreducible representations of the symmetry
group and finding the equivalent of the Clebsch-Gordan
coefficients in Eq. (5) to relate the irreducible representa-
tion of a system to those of its subsystems.
Spin-1=2 AFH.—Finding the ground state of the spin-
1=2 AFH in the coupled spin basis amounts to variationally
minimizing the energy functional of Eq. (3) in the subspace
defined by total angular momentum J ¼ 0. The accuracy of
the variational wave function can be assessed by compari-
son to energies obtained with exact diagonalization (ED)
ΔE0 ¼ jðE0 − E0;exactÞ=E0;exactj, the magnitude of the vari-
ance of the Hamiltonian VarðbHÞ ¼ hbH2i − hbHi2, and the
weight ε of excited states in the wave function. The latter
can be found by writing jΨi ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 − ε2
p
jΨGSi þ εjΨ⊥i,
where jΨGSi is the exact ground state wave function and
jΨ⊥i is a normalized superposition of states perpendicular
to jΨGSi. The parameter ε is a measure for the accuracy of
the variational ground state as it measures the spurious
content in jΨi. An upper bound on ε is given by the relation
VarðbHÞ ≥ ε2G2, with G≡ E1 − E0 the difference between
the energies of the first excited state and the ground state.
In Figs. 2(a)–2(c), we compare these convergence criteria
for the ground states obtained with the RBM ansatz in the
coupled basis and in the sz basis, as a function of the ratio α.
Both the relative energy error and VarðbHÞ are systemati-
cally lower when using the coupled basis compared to the sz
basis. For small systems, where ED is feasible, the
parameter ε can be determined exactly by computing the
overlap hΨGSjΨi ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 − ε
p
. We obtain consistently lower
values of ε in the coupled basis. Related to this, we see that
the spin-spin correlators are consistently better described,
and inherently unbiased, in the coupled basis. This is
described in the Supplemental Material [44].
Also with the eye on gaining profound insight in the
structure of the wave function, our methodology offers
opportunities by studying the weight of the expansion
coefficients in the ansatz of Eq. (6). We find that the basis
state with the largest modulus has all pairs of neighboring
spins coupled to a singlet. Next in importance are states with
two neighboring triplets coupled to a singlet, on a background
of singlets. More information on the structure of the wave
function can be found in the Supplemental Material [44].
The introduction of the coupled basis allows us to find
the variational minimum of the energy functional of
Eq. (3) in a subspace with specific jJMJi, which enables
us to construct excited states. We demonstrate this by
calculating the energy difference between the lowest lying
eigenstate in the subspaces defined by jJ ¼ 1MJ ¼ 0i and
jJ ¼ 0MJ ¼ 0i. As the AFH is critical, the gap G vanishes
as G ∝ N−1 for N → ∞. The gap as a function of system
size is depicted in Fig. 3(a) and matches results obtained
with ED or density matrix renormalization group (DMRG).
The relative energy errors ΔE0 on the ground state range
from Oð10−5Þ for the smallest system sizes to Oð10−4Þ for
larger systems. The errors on the excited state energies ΔE1
are generally slightly larger.
Spin-1 AFH.—Physically, the spin-1 AFH is inherently
different from the spin-1=2 AFH. Whereas the spin-1=2
AFH is gapless in the thermodynamic limit, the spin-1 AFH
has a fourfold degenerate ground state (consisting of a spin
singlet and a spin triplet), above which a gap exists. The
degeneracy of the ground state arises from the presence of
effective spin-1=2 degrees of freedom at the edges of the
system. The interaction between these effective degrees of
freedom is exponentially suppressed with system size,
resulting in two free spin-1=2 degrees of freedom in the
thermodynamic limit [48]. For finite systems, the ground
state is nondegenerate and a spin singlet, in accordance
with Marshall’s theorem [49]. The physical differences
between the spin-1=2 and spin-1 AFHmake it interesting to
investigate the representational ability of RBMs in both
cases. Figures 2(d)–2(f) shows ΔE, VarðbHÞ, and ε as a
(a) (d)
(b) (e)
(c) (f)
FIG. 2. Convergence of the ground-state properties as a function
of the ratioα of hidden tovisible units, for the spin-1=2 (left column,
system size L ¼ 22), and spin-1 (right column, L ¼ 12) AFH. Top
panels: energy error relative to the exact ground state energy.Middle
panels: variance of the Hamiltonian. Bottom panels: content ε of
excited states in the ground-state approximation. The used hyper-
parameters can be found in the Supplemental Material [44].
PHYSICAL REVIEW LETTERS 124, 097201 (2020)
097201-3
function of the ratio α in the sz basis and the coupled basis.
Across the whole range of α ∈ ½0.5; 4, the level of accuracy
quantified by these measures is improved by at least an
order of magnitude in the coupled basis as compared to the
sz basis. These results are indicative for the effectiveness of
the coupled basis. The structure of the wave function is
similar to that of the spin-1=2 Heisenberg model, and is
described in detail in the Supplemental Material [44].
Figure 3(b) shows the energy gap G between the
ground state jJ ¼ 0MJ ¼ 0i and the first excited state
jJ ¼ 1MJ ¼ 0i. For the energy gap, excellent agreement is
reached between the RBM and ED or DMRG methods for
different system sizes. The relative energy error on the
ground state is Oð10−6Þ for the smallest system sizes, and
settles to Oð10−5Þ for larger system sizes, while that of the
excited state isOð10−5Þ toOð10−4Þ. In Fig. 3(c), the energy
gap of the spin-1 AFH with physical spin-1=2 degrees of
freedom on the edges is shown. The introduction of spin-
1=2 edges lifts the degeneracy of the ground state, and
introduces a gap in the system, corresponding to the
Haldane gap in the thermodynamic limit. Figure 3(c)
shows that the RBM ansatz in the coupled basis can
represent gapped systems accurately.
Anyonic golden chain.—As a novel application of the
RBM ansatz, we turn to the simulation of anyonic systems.
Anyons are defined as degrees of freedom that do not obey
the mutual statistics of fermions or bosons [50]. They arise
in the fractional quantum Hall effect [51] and play a role in
quantum computation [52,53]. Here, we study Fibonacci
anyons, defined by one anyon type τ along with the trivial
vacuum state 1. Anyonic many-particle systems are
most easily described by fusing the different anyons. For
Fibonacci anyons, the fusion rules are given by
1⊗τ¼τ⊗1¼τ and τ ⊗ τ ¼ 1 ⊕ τ. For a one-dimensional
system, fusing the N anyons can be done in a linear fashion
from left to right [Fig. 1(a)], where yi∈f1;…;Ng ≡ τ and
xi∈f1;…;N−1g ≡ 1; τ. This construction is called a fusion
tree. We choose the boundary conditions x0 ¼ xN ¼ 1.
Interacting anyons can be described on the level of the
fused anyons. An example is the golden chain, which is
reminiscent of the AFH model, defined by the Hamiltonian
bHGC ¼ −
XN−1
i¼1
bP1i;iþ1; ð7Þ
where bP1i;iþ1 is the projector on the vacuum fusion channel
of the anyons with indices i and iþ 1. The model defined
by bHGC is critical.
We exploit RBMs as a variational ansatz to find the
ground state of bHGC. The results of the intermediate fusings
are used as input for the RBM [Fig. 1(b)]. The relative error
on the ground-state energy ΔE0, and the variance of the
Hamiltonian VarðbHGCÞ are shown in Fig. 4 for different
values of α ¼ M=N. The relative energy error is below
Oð10−3Þ for all values of α, reaching Oð10−5Þ for α ¼ 4.
(a) (b) (c)
(d) (e) (f)
FIG. 3. (a)–(c) Energy gapsG ¼ E1 − E0 between the first excited state and the ground state for different system sizes. (d)–(f) Relative
energy errors for the ground states and the first excited states. The variational energies are compared to those of ED or DMRG.
(a), (d) Spin-1=2 AFH (α ¼ 1), (b), (e) spin-1 AFH (α ¼ 2), and (c), (f) spin-1 AFH with spin-1=2 edges (α ¼ 2). The energies of the
DMRG simulations were converged to sufficiently high precision without exploiting SU(2) symmetry.
FIG. 4. Relative energy error ΔE0 and variance of the
Hamiltonian VarðbHGCÞ of the ground state of the L ¼ 30 anyonic
golden chain. Both measures decrease with the ratio α.
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The variance of the Hamiltonian follows the same trend,
ranging from Oð10−3Þ to Oð10−4Þ.
Conclusion.—In this Letter, we have extended the varia-
tional class of artificial neural network states for spin systems
to include non-abelian symmetries, in particular the SU(2)
spin-rotation symmetry. Hereto, we have formulated a
restricted Boltzmann machine (RBM) ansatz using configu-
rations labeled by intermediate spin coupling quantum
numbers. Our numerical findings provide convincing sup-
port for using these quantities, which do not depend on
the choice of local basis for the spins, as input variables to the
RBM. Indeed, our ansatz obtains a higher precision in
the ground-state energy for the same amount of variational
freedom, compared to previous studies using the basis-
dependent local spin projections as input variables. In doing
so, the states we construct have well-defined total angular
momentum J and projectionMJ quantum numbers and can
also be used to target the lowest-lying excited states of the
system. Other applications that make use of the specific
structure exploited by our ansatz are anyonic chains, for
which our ansatz also accurately captures the ground state.
The approach presented here can be used to model spin
liquid states, which are invariant under symmetries of the
Hamiltonian. Likewise, our method could be adopted for
the determination of wave functions in a quantum chem-
istry context. Both these applications are particularly
suitable to be studied with RBMs, due to their potential
to model long-range entanglement and correlations, and
due to the geometrically independent way of modeling
correlations in RBMs. Furthermore, our approach can be
generalized for systems in more than one dimension, by
defining an appropriate coupling scheme. These include
coupling in the form of a graph, such as a tensor network
[54], or coupling in a treelike fashion. We stress that our
approach is independent of the form of the variational state
and is applicable to other variational wave functions.
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