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Abstract
There has been a considerable amount of research into the effects of the modification
of C60 on its properties in the bulk and at metal surfaces. Strong covalent interactions
between C60, its derivatives, and a silicon substrate, however, are not well understood,
nor is their role in determining the electronic properties of a modified fullerene film.
In conjunction with existing knowledge concerning the behaviour of unmodified C60 at
silicon surfaces, the study of modified C60 at these surfaces may provide some insight
into the nature of the adsorbate–substrate interactions. Furthermore, if the tunability
offered by fullerene modification is to be exploited in the production of novel nanoscale
devices, an understanding of the role of these interactions is of key importance.
From a theoretical perspective, modelling a fullerene–substrate system can prove to
be computationally costly, and an approach to the reduction of this expense has been
tested. Relative stabilities of various binding geometries of C60 to the Si(100)–(2× 1)
surface have been determined. Additionally, an agreement between experimental results
and a rather simplistic model of the C60/Si interaction suggests that the electronic
structure of C60 adsorbed at Si surfaces is not strongly dependent upon adsorption
geometry – much of the structure in the valence region is inherent to the formation of
localised covalent bonds.
Photoemission spectroscopy has been used to study alkali- and noble-metal doping of
C60 at Si surfaces, and the effects of functional groups on electronic structure and
adsorption. An alternative method for the determination of charge transfer from a
dopant to the fullerene cage has been proposed and tested. The results show that a
metallic phase of KxC60 can exist at the Si(111)–(7×7) surface, but not at the Si(100)–
(2× 1) surface, and that the LUMO-derived band is split, in both cases. In contrast to
the considerable charge transfer seen upon adsorption of C60 at noble-metal surfaces,
a Si substrate severely limits the interaction of both Ag and Au with thin films of
C60. Furthermore, Au demonstrates an interaction with the encapsulated Si surface
that is sufficiently strong to displace adsorbed C60. A mechanism for this interaction is
proposed. Finally, the addition of phenyl groups to C60 is observed to have a profound
effect on the chemistry of the fullerene cage itself.
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CHAPTER 1
Introduction
During experiments investigating the formation of carbon chains carried out in
1985, time-of-flight mass spectrometry revealed an unusually abundant species
containing 60 carbon atoms [1]. Further studies revealed that the stability of
this species was not consistent with that expected for a 60-membered carbon
chain. The topography of a near-spherical carbon cage had been proposed some
years before this discovery [2], and further results showed that this structure
was feasible: a new form of carbon, in which the bonding is neither planar nor
tetrahedral, had been discovered — C60 or buckminsterfullerene. Since then, it
has become apparent that the closed-cage structure is not unique to C60: a whole
family of fullerene molecules exist.
The discovery of fullerenes, and the development of methods for their synthesis
in large quantities [3], was greeted with much interest, largely generated by pro-
posals that the new form of carbon offered great opportunities for development in
the fields of novel materials and electronic devices, drug delivery technology and
nanoscale structures. Although some of the initial impetus in the field arguably
faded to some extent, when very many practical or technological applications of
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fullerenes (and their derivatives) were not readily realised, a resurgence of inter-
est in fullerene systems has occurred, largely prompted by the fascinating (and
highly cited) discovery of ferromagnetism in polymerised C60 [4]. Furthermore,
research into the exploitation of fullerenes as core elements of single molecule
spectroscopy [5] and fullerene manipulation at surfaces [6–15] continues apace. A
highly topical example is that of controllable doping of individual C60 molecules
placed, using an STM tip, above K atoms on a Ag surface [16].
A particularly attractive feature of the fullerene family of molecules is the
ability to modify the electronic structure via the introduction of various species.
Such ‘doping’ can be achieved in a number of ways. In bulk fullerene materials,
alkali metals can be incorporated into interstitial sites [17]. Charge is transferred
from the metal to the fullerene, filling a band derived from the fullerene low-
est unoccupied molecular orbital (LUMO). Such exohedral doping has produced
materials which demonstrate the full range of electronic behaviour, from insulat-
ing, through semiconducting and to superconducting. Various elements (to date,
around a third of the periodic table) can be encapsulated within the fullerene
cage, yielding an endohedral or incar-fullerene [18–20]. The endohedral species
may cause relaxation of the cage structure, or interact directly with specific atoms
of the fullerene cage. Both of these processes result in alteration of the fullerene’s
electronic structure, and the latter may produce localisation of some of the va-
lence molecular orbitals. Members of the fullerene cage may also be replaced
with some other element, producing a substitutionally-doped fullerene, such as
C59N [21]. Should the valency of the dopant differ from that of carbon, this will
certainly lead to orbital localisation. In the case of C59N, such localisation creates
sites on the cage that are more chemically active, leading to phenomena such as
fullerene dimerisation.
In addition to the doping with single species, the susceptibility of fullerenes
to nucleophilic attack enables the attachment of various chemical groups to the
cage, to produce a functionalised fullerene. This offers the potential to introduce
new chemistry to the fullerene system. At one extreme, the chemistry of highly
reactive functional groups may be expected to dominate the system, whilst it
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is conceivable that more benign species could be ‘delivered’ to a target through
the exploitation of fullerene chemistry. Further to direct modification of the
electronic structure of the system, the addition of functional groups to a fullerene
cage has important implications for the ordering and packing of the material in
the bulk. It is believed that the superconductivity of alkali-doped C60 arises, in
part, as a result of the increased lattice constant within the material. As such, the
presence of functional groups may produce fundamental changes in the electronic
properties of the bulk material by means which are more subtle than the direct
chemical interaction of the functional groups and the cage.
The modification of fullerenes through these methods not only yields novel
structural, electronic and chemical behaviour, but this behaviour is tunable, to
some extent, through the careful choice of doping-method and dopant. In this
respect, the exohedral doping and functionalisation of fullerenes are perhaps the
most intriguing, as these offer greater scope for modification, due the sheer num-
ber of different elemental dopants and functional groups available, and the variety
of stoichiometric and geometric configurations that are possible. In addition to
the effects upon bulk material properties, both of these methods of modification
raise important issues in the field of surface science. In the case of the former, it
is important to understand how interactions of supported fullerene films with the
substrate affect the doping process. Certainly, the availability and organisation
of sites for occupation by dopant atoms is heavily modified by the proximity of a
substrate; complications may also arise from competing interactions of the sub-
strate, fullerene and dopant. In the latter case, it is necessary to address how the
presence of functional groups affects adsorption of the host fullerene, particularly
with respect to changes in packing that may result in self-assembling systems.
This work seeks to address many of these issues. The results of several exper-
imental investigations are presented; these concern the effects of fullerene func-
tionalisation on bulk properties and adsorption at various silicon surfaces, ranging
from reactive to relatively inert, and the role of a reactive silicon substrate in the
doping of a fullerene film with metals. In order to understand the physics and
chemistry underlying these issues, however, a theoretical understanding of the ad-
CHAPTER 1. INTRODUCTION 4
sorption of fullerenes at silicon surfaces is necessary. It is only very recently that
understanding in this area has begun to develop. For this reason, the feasibility
of one approach to a theoretical study of fullerene adsorption is also presented.
CHAPTER 2
Theoretical techniques
In this chapter, concepts concerning the theoretical techniques
used in this research are introduced. Molecular mechanics,
Hartree-Fock theory and density functional theory are described
and the issue of computational expense is discussed, along with
various approaches to its reduction. Finally, the chapter provides
specific details concerning particular computational methods .
The computational chemistry techniques used in this research fall into three
categories: molecular mechanics (MM), ab initio molecular orbital (MO) theory,
or Hartree-Fock (HF) theory, and density functional theory (DFT). This section
provides a brief introduction to these three areas; much greater detail can be
found in comprehensive texts, such as references [22] and [23].
2.1 Molecular mechanics
Molecular mechanical models rely largely upon empirical observations, and ex-
ploit the fact that particular functional groups behave similarly within different
molecules. As an example, C–H bond lengths are constant in all molecules, to
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within a few hundredths of an A˚ngstrom. Similarly, the stretch frequencies of this
bond vary within only a small range from molecule to molecule, implying that
that the associated force constant is comparable in different chemical environ-
ments. This underlying assumption of molecular mechanics allows a molecular
system to be represented as a simplified ‘ball and spring’ model: atomic centres
are represented by balls of an appropriate mass, and the bonds by springs. The
energy of a system may then be obtained from the sum of functions correspond-
ing to bonded atom contributions (due to bond stretching, bending and rotation)
and non-bonded atom contributions (arising from the Coulomb and van der Waals
interactions).
Molecular mechanical models rely upon various species-specific parameters,
obtained by fitting the model to experimental data, or to the results of calcu-
lations carried out at a higher level of theory. Practically, tabulation of these
parameters is broken down beyond the elemental level. Elements are considered
in a variety of different chemical environments, yielding a list of ‘atom types’ such
as ‘sp2 carbon in an aromatic ring’ and ‘hydrogen in an alcohol group’, bonds be-
tween these species and their associated parameters. The particular classification
of atom types and the manner in which their associated parameters are obtained
are the features which define a molecular mechanical model.
2.1.1 Bonded atom contributions
Energetic contributions due to bond stretching and bending are relatively trivial.
They are often modelled as a parameterised series expansion about a ‘natural’
bond length or angle. Contributions due to rotation about a bond are not so
straightforward to evaluate, since the form of the rotational potential varies not
only with the atomic species involved, but also with the nature of the bond.
For instance, the potential due to rotation about a bond between two carbon
atoms has a periodicity of 180◦ in ethene, but 120◦ in ethane. To account for
this, rotational contributions are often treated in the form of a Fourier series, in
which the nth term represents a rotation of (360/n)◦. Each term thus describes
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the energetic barrier to rotation through a particular angle. Typically, molecular
mechanics models include rotational terms up to n = 3, since the rotational
profiles of many organic molecules include only three minima in a rotation of
360◦. A more detailed description of the rotational profile may be obtained by
considering higher order terms in the Fourier series.
More elaborate MM methods include terms to account for the coupling be-
tween bond stretching and bending: if the angle of a bond is subject to a small
change, then the two groups connected by that bond are no longer at their min-
imum energy separation, leading to a corresponding change in bond length. A
suitable term to describe this coupling takes the form of the product of bond an-
gle, bond length and some coupling constant. Similar terms may also be included
to consider other types of component coupling, at the expense of introducing
additional parameters.
2.1.2 Non-bonded atom contributions
The interaction between pairs of atoms which are not directly bonded is domi-
nated by the effects of polarisation (arising from the formation of chemical bonds)
and the van der Waals interaction. Polarisation effects may be treated by con-
sideration of the interaction of dipole moments assigned to each bond. However,
it is more common to employ a simplified model in which each atomic centre is
assigned an effective charge. The electrostatic energy of the system is obtained
by evaluation of the Coulomb potential. It is common, however, to evaluate the
Coulomb potential only over pairs of atomic centres, with the result that effects
due to screening are excluded. Where screening makes a significant contribution
to the energy of the system, its effects may be emulated through the use of an ar-
tificially elevated value for the dielectric constant, thereby diminishing the effects
of long range electrostatic interactions.
The van der Waals potential1 produces a force which varies with the sepa-
ration R between two atoms. The force is repulsive at small R, attractive at
1taken to be that implied by the van der Waals gas equation
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intermediate R and falls to zero as R→∞. The repulsive component arises due
to Pauli repulsion, and its form can not be completely determined from first prin-
ciples. However, the behaviour of the overall potential requires that the repulsive
component falls to zero at infinite separation, and becomes sufficiently small at
intermediate R that the attractive component, which is observed to vary as R−6,
may dominate. These considerations give rise to a simple model of the van der
Waals potential, known as the Lennard-Jones potential [24] and expressed as
ELJ = ε
[(
R0
R
)−Cr
−
(
R0
R
)−Ca]
(2.1)
where:
ε is the depth of the potential minimum;
R0 is the position of the potential minimum;
Cr is an integer to determine the rate of decay of the repulsive component;
Ca is an integer to determine the rate of decay of the attractive components.
An alternative description of the van der Waals potential may be obtained
from further consideration of the nature of the repulsive component. The repul-
sion arises from the spatial overlap of electronic wavefunctions, which determine
electron density. Since electron density decays exponentially with distance from
an atomic centre, the repulsive term in equation 2.1 may be replaced with an
exponential term in R and R0. The result is known as the Hill potential [25].
These models of the van der Waals potential are used in molecular mechanics
in order to account for the van der Waals radii of atoms (R0) and the attraction
between non-bonded pairs. However, van der Waals effects are often seen between
functional groups, for example, in hydrogen bonding. Both the Lennard-Jones
and the Hill potential can be applied to multi-atom species through the use of
modified parameters: R0 is replaced with
∑
i R0i and ε with εi. Depending upon
the system, this can be a poor approximation since it neglects variations in the
potential due to many-body effects. To compensate for this, MM methods may
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include empirically determined van der Waals parameters for common functional
groups, in addition to those for the various atom types. The fact that these
parameters are obtained empirically implies that they include some many-body
contribution.
2.1.3 Limitations
MM is a very simplistic model which does not include any consideration of elec-
trons. As a result, it can reveal nothing concerning the distribution of electronic
charge within a system, and consequently is of no use for studies of charge transfer
effects, or the organisation of chemical bonds in novel systems. Furthermore, the
success of a particular MM method in predicting the properties of some system
relies heavily on the data set used to determine the parameters of that method.
This data set is finite: if the system under study incorporates components or
configurations which are not represented in the data set, the method can not be
expected to perform well. However, the simplicity of MM results in a very low
computational expense. As a result, MM can prove extremely useful in searching
for stable binding configurations within a system, provided that the particular
method used is well matched to that system.
2.2 Molecular orbital (MO) theory
Hartree-Fock theory is a truly ab initio technique, in that it is completely de-
rived from first principles. Since the late 1950’s, it has been used to determine
details concerning the electronic structure of small systems. With more recent
developments in computational capabilities, HF is commonly used in conjunction
with variational procedures to determine the properties of increasingly complex
systems.
The theory is derived directly from fundamental quantum mechanics, which
stipulates that the energy of a system can be found by solving the Schro¨dinger
CHAPTER 2. THEORETICAL TECHNIQUES 10
equation. In the time independent form, this may be generalised to
HˆΨ = EΨ (2.2)
in which:
Ψ is the wavefunction;
Hˆ is the Hamiltonian operator;
E is the energy of the system.
For many-body systems, it is not possible to solve the Schro¨dinger equation ex-
actly: various assumptions and approximations are necessary.
2.2.1 The Born-Oppenheimer approximation
A molecular system consists of electrons and atomic nuclei, of which the latter
are much more massive. The Born-Oppenheimer approximation assumes that the
velocities of the nuclei are negligible when compared to those of the electrons,
due to this difference in mass. Equation 2.2 is then separable into electronic and
nuclear components:
HˆeΨe = EeΨe (2.3)
HˆnΨn = EnΨn (2.4)
with
Hˆe = Tˆe + Vˆee + Vˆen (2.5)
Hˆn = Vˆnn (2.6)
where Tˆ & Vˆ represent kinetic and potential energy operators, and the subscripts
e and n refer to electrons and nuclei. The nuclear Hamiltonian contains only a
single term, corresponding to the Coulomb potential of the nuclear system; there
is no kinetic component, due to the assumption of negligible nuclear velocity.
The electronic Hamiltonian contains terms corresponding to the kinetic energy
of the electrons, and the sum of electronic potentials in both the field of all other
electrons and the field of the nuclei.
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The electronic Schro¨dinger equation is now only dependent upon the posi-
tion of the nuclei, and not their momenta. However, it may still only be exactly
solved for, at most, H2
+
. Furthermore, the Hamiltonian resulting from the Born-
Oppenheimer approximation is non-relativistic: spin is neglected, and effects such
as spin-orbit and spin-spin coupling remain unaccounted for. Additional approx-
imations are required and the effects of spin must be considered.
2.2.2 The Hartree-Fock approximation
The Hartree-Fock approximation assumes that all electrons in a system move in-
dependently of one another. This allows expression of the all-electron wavefunc-
tion in terms of one-electron wavefunctions, which in turn enables consideration
of the effects of spin. Despite its relativistic origins, spin may introduced into a
non-relativistic theory as required. Here, this is achieved by defining each one-
electron wavefunction as a product of a spatial wavefunction and a function that
represents spin. The latter is always one of two functions, α and β, which are
orthonormal. This definition yields a set of one-electron spinorbitals, χi.
The all-electron wavefunction could be constructed from the sum of the one-
electron spinorbitals. However, there is one important criterion in the consid-
eration of electrons that this approach neglects: electrons are fermions, and so
the total electronic wavefunction must be asymmetric with respect to the inter-
change of electron co-ordinates. In order to ensure asymmetry of the all-electron
wavefunction, it is constructed from a determinant in terms of the single-electron
wavefunctions. This construction is known as the Slater determinant (SD),
ΦSD =
1√
N !
χ1(1) χ2(1) · · · χN(1)
χ1(2) χ2(2) · · · χN(2)
...
...
. . .
...
χ1(N) χ2(N) · · · χN(N)
(2.7)
in which N is the total number of electrons. Each column represents a single-
electron wavefunction, or molecular orbital (MO), and electron co-ordinate in-
creases as a row is traversed from left to right.
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2.2.3 The Hartree-Fock equations
It is possible to use a superposition of Slater determinants as the trial electronic
wavefunction. However, derivation of the Hartree-Fock equations relies upon the
assumption that this wavefunction consists of a single determinant. The electronic
energy is then
E =
〈
ΦSD|Hˆe|ΦSD
〉
(2.8)
By collecting the terms in Hˆe, the energy of the Slater determinant can be ex-
pressed as
Ee =
N∑
i=1
hi +
1
2
N∑
i,j
(Jij +Kij) (2.9)
with
hi =
∫
χ∗i (r1)
[
−1
2
∇2 −∑
a
Za
|Ra − ri|
]
χi (r1) dr1 (2.10)
Jij =
∫∫
χi (r1)χ
∗
i (r1)
1
r12
χj (r2)χ
∗
j (r2) dr1 dr2 (2.11)
Kij =
∫∫
χ∗i (r1)χj (r1)
1
r12
χi (r2)χ
∗
j (r2) dr1 dr2 (2.12)
hi includes terms corresponding to the kinetic energy of electron i and its poten-
tial in the field of all nuclei. Jij is the Coulomb integral, representing classical
electrostatic repulsion, and Kij is the exchange integral, which has no classical
analogue. All of these integrals may be replaced with appropriate operators in
the Hamiltonian: hˆi, Jˆi and Kˆi. Application of the variational principle then
yields the set of Hartree-Fock equations,
fˆiχi =
N∑
j
λijχi (2.13)
where fˆi is the Fock operator :
fˆi = hˆi +
∑
j
(
Jˆj − Kˆj
)
(2.14)
It contains terms relating to the kinetic, Coulomb and exchange energy of a given
electron; the use of a single-determinant wavefunction results in no correlation
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term. λij is a set of Lagrange multipliers, forming a Hermitian matrix. This can
be further simplified through a linear transformation of the MOs to diagonalise
the matrix of Lagrange multipliers such that
λij → 0
λii → ǫi
χi → χ′i
and thus
fˆiχ
′
i = ǫiχ
′
i (2.15)
is obtained. χ′i are the set of canonical MOs, and the Lagrange multipliers, ǫi,
are the expectation values of the Fock operator in this basis.
2.2.4 Energies from MO theory
Due to the presence of the Coulomb and exchange integrals, the Fock operator
is dependent upon all occupied MOs: a given orbital can only be obtained if all
other occupied MOs are known. Equation 2.15 is therefore a pseudo-eigenvalue
problem that may only be solved through the use of an iterative approach. The
orbitals which satisfy this problem are known as a set of self consistent field
(SCF) orbitals. Once the SCF orbitals have been obtained, equation 2.9 can be
employed to obtain the total energy of the system:
E =
N∑
i
ǫi − 1
2
(
Jˆj − Kˆj
)
χ′i + Vnn (2.16)
Each ǫi in equations 2.15 and 2.16 may be taken as the energy of MO i. For
larger systems, this has further implications. For a system with many electrons,
the relaxation of MOs caused by the excitation, addition or removal of an electron
can be, in some cases, assumed to be negligible. Thus, results of a ground state
calculation can predict values of ionisation energy (from the occupied MO ener-
gies), electron affinity (from unoccupied MO energies) and excitation energies.
This result is known as Koopmans’ Theorem [26].
However, solving for the SCF orbitals is not trivial. The Hartree-Fock equa-
tions consist of a set of coupled partial-differential equations. These may be solved
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numerically, but for more complex systems this approach becomes unfeasible: an
analytical approach is preferable.
2.2.5 Basis set expansion and the Roothaan-Hall equations
The Hartree-Fock equations may be reduced to a matrix eigenvalue equation
through the expansion of the molecular orbitals, χi, in terms of a linear combi-
nation of a set of known functions, the basis set :
χi =
K∑
m=1
Cmiφm (2.17)
By substituting this into the Hartree-Fock equations, multiplying by the conju-
gate of a particular basis function and integrating, the problem may be repre-
sented in matrix form as
FC = SCǫ (2.18)
C is the matrix of expansion coefficients, cmi. The matrix elements of F (the
Fock matrix ) and S (the overlap matrix ) are defined as
Fmn =
〈
χm
∣∣∣fˆ ∣∣∣χn〉 (2.19)
Smn = 〈χm|χn〉 (2.20)
These are the Roothaan-Hall equations [27,28], and they may be solved by varying
the parameters of the basis functions in order to minimise the resulting energy.
Methods resulting from such a solution are classed as Hartree-Fock methods.
2.2.6 Computational Implementation
Conceptually, any functional form may be used in order to carry out expansion
of the MOs in terms of a basis set. However, the basis functions should permit
a reasonable description of the MOs — the basis functions must be physically
representative of the problem in order to allow the convergence of any variational
approach. As such, it is usual to choose one-electron basis functions that are rep-
resentative of solutions to the Hartree-Fock equations for hydrogen. Typically,
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these basis functions are centred about the positions of nuclei, and are there-
fore termed atomic orbitals (AO). Their use in the expansion given in equation
2.17 constitutes an approximation known as linear combination of atomic orbitals
(LCAO). It should be noted that the atomic orbitals are merely a construction.
They are only representative of one-electron atomic solutions, and do not neces-
sarily constitute such solutions in their own right — their mathematical form is
arbitrary. The practical construction of basis sets will be discussed later.
In the Roothaan-Hall equations (given in matrix form in equation 2.18), each
element of F contains one-electron integrals due to hˆ, in addition to a sum over
all occupied MOs of coefficient products and two-electron integrals arising from
Jˆ and Kˆ. For computational convenience, it is useful to write the two-electron
components as a product of a density matrix, D, and the two-electron integrals,
G:
F = h + G.D (2.21)
The matrix elements of h are the one-electron integrals, and those of D and G
are defined as:
Dpq =
Occupied MO∑
j
cpqcpq (2.22)
Gpq =
AO∑
r
AO∑
s
〈χpχr|gˆ|χqχs〉 − 〈χpχr|gˆ|χsχq〉 (2.23)
where gˆ is the electron–electron repulsion operator. The construction of the
density matrix, D, enables determination of the unknown MO coefficients through
an iterative process. Initially, D is obtained from guesses of MO coefficients,
which are typically tabulated for a given basis set. The one- and two-electron
integrals are evaluated, and used in conjunction with D to obtain the Fock matrix,
F. A unitary transformation is applied to diagonalise F and generate a new
density matrix which, in turn, is used to re-evaluate F. This iterative process is
repeated until the density matrix is unchanged by diagonalisation of F, within
the limit of some threshold level. Once this condition has been met, the Fock
matrix represents a set of SCF orbitals.
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2.2.7 Restricted, restricted open-shell and unrestricted HF
The specific treatment of electron spin results in three distinct classes of HF
wavefunction. When considering systems with singlet multiplicity (closed shell
systems), it is possible to insist that electrons of opposite spin are paired in
doubly-occupied MOs. Pairs of α- and β-spinorbitals are described by the same
spatial wavefunction; the determinant wavefunction and calculation are described
as restricted Hartree-Fock (RHF).
Open shell systems, on the other hand, have a multiplicity greater than singlet,
arising from excited states or the presence of an odd number of electrons. For
such systems, it is not possible to meet the RHF condition. The case may be
treated by using the same spatial co-ordinates to describe α- and β-spinorbitals,
and imposing single-occupancy on a sufficient number of the highest occupied
MOs to obtain the desired multiplicity. This produces a spin-restricted open-shell
Hartree-Fock (ROHF) wavefunction.
If no such limitations on spin pairing are enforced, the calculation is described
as unrestricted Hartree-Fock (UHF). α- and β spinorbitals are treated with sepa-
rate sets of spatial co-ordinates, but are coupled by the Coulomb part of the Fock
operator. As a result, a given pair of spinorbitals can become spatially separate,
which may result in a reduction in the energy of the system. However, this sepa-
ration implies that the α and β components are energetically distinct, and hence
the overall wavefunction is no longer an eigenfunction of the total spin operator
〈S2〉. This introduces an error in the calculation termed spin contamination, in
which the resulting wavefunction is tainted by admixtures of higher spin states
than that required. If spin contamination is large, there may be discrepancies
in the molecular structure, electron density and spin density obtained from the
calculation. Typically, however, spin contamination is small; this can be verified
by comparing the result of the spin expectation operator to the theoretical value
for the correct multiplicity.
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2.2.8 Limitations
Hartree-Fock techniques have proven to be successful in the calculation of the
ground state energies of many systems and, in conjunction with Koopmans’ the-
orem, the prediction of excitation energies, ionisation energies and electron affini-
ties. However, there are some significant limitations to Hartree-Fock theory.
Firstly, multiple unpaired electrons are not treated well using HF theory. It
is not possible to consider such states using RHF wavefunctions. The ROHF
approach frequently presents problems with convergence, possibly due to discon-
tinuities in the determinant energy arising from constraints on the spin-state of
the highest occupied MOs. UHF wavefunctions, on the other hand, are at a dis-
advantage in that they may describe spin states that are not pure. As a result,
HF theory may perform poorly in predicting the properties of systems with a
high spin multiplicity, such as ionic states and highly dissociated systems. UHF
wavefunctions can produce excellent results, but care must be taken to ensure
that spin contamination does not significantly affect the properties of interest.
Secondly, HF theory relies on construction of the wavefunction from a single
Slater determinant, and is therefore entirely non-relativistic. The effects of spin
are considered ad hoc, but beyond this, no relativistic effects are accounted for.
As such, the theory is inappropriate for the study of systems involving heavy
nuclei.
Finally, and most significantly, the independent particle approximation results
in the neglect of any instantaneous interactions between electrons. Any coupling
in the motion of electrons is not considered, and the electron-electron repulsion
is overestimated. The energy resulting from such effects is termed the correlation
energy, and is defined as
Ecor = Eexact − EHF (2.24)
where Eexact is the energy resulting from an exact solution of the Schro¨dinger
equation and EHF is that obtained from HF theory. The correlation energy is
typically small, but can become significant, for example, in systems which contain
many electrons localised within the same region, or small bandwidth systems
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such as fullerenes and crystals. There are a number of theories which attempt
to account for the correlation energy but only one of these, density functional
theory, is relevant to the work in this thesis.
2.3 Density Functional Theory (DFT)
Density functional theory [29] arises from two theorems, the proofs of which
were given by Hohenberg and Kohn [30]. The first asserts that the electron
density, ρ(r), completely determines the observable ground state properties of an
electronic system: the energy of that system can be expressed as some functional
of the density, E[ρ]. The second theorem states that any trial density, ρt(r),
satisfying
ρt(r) ≥ 0 and
∫
ρt(r) dr = N
where N is the total number of electrons in the system, will yield an energy which
is greater than that of the system’s ground state. By analogy to the Hamiltonian
in HF theory, the energy functional can be expressed in terms of a number of
components:
E[ρ] = T [ρ] + Vne[ρ] + Vee[ρ] (2.25)
T [ρ] is the electronic kinetic energy. Vne[ρ] and Vee[ρ] are potential terms, the
former arising from the interaction of electrons with the field of the nuclei (or,
more generally, any field external to the electronic system), and the latter from
electron–electron interactions. The first of these two potentials is obtained rather
trivially, by integrating the action of the external field on the electron density over
all space. The forms of the kinetic term and electron–electron potential, however,
can not be determined from first principles, and their expression in suitable forms
has been the subject of much research over the past three decades.
Early approaches to the problem of the unknown functionals, such as the
Thomas Fermi (TF) and Thomas Fermi Dirac (TFD) functionals, take the
electron–electron potential as the Hartree energy, which is that due to the Coulomb
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interaction,
VH[ρ] =
1
2
∫∫ ρ(r)ρ(r′)
|rr′| dr dr
′ (2.26)
Expressions for the kinetic term are obtained from considerations of an idealised,
uniform and non-interacting electron gas. The kinetic expressions proved to be
very crude approximations and, although the Coulomb potential is a significant
component of Vee[ρ], it does not cover the full scope of electron–electron interac-
tions. The TF and TFD models fail to predict any bonding, and as such are of
no use in the study of molecular or covalent crystalline systems.
To tackle the problem of determining an expression for the kinetic energy,
Kohn and Sham introduced a formalism in which this term is split into two
parts:
T [ρ] = TKS[ρ] + (T [ρ]− TKS[ρ]) (2.27)
The term TKS[ρ] is the kinetic energy of a fictitious system of N non-interacting
particles, represented by a single Slater determinant consisting of N Kohn-Sham
orbitals, φi, which reproduce the real particle density:
ρ(r) =
N∑
i
|φi|2 (2.28)
The kinetic energy of the non-interacting system can then be found by solution
of the Schro¨dinger wave equation:
TKS = −1
2
∑
i
∫
φ∗i (r)∇2φi(r) dr (2.29)
The electron–electron interaction is treated similarly, taking the exact part as the
Hartree energy (equation 2.26):
Vee = VH[ρ] + (Vee[ρ]− VH[ρ]) (2.30)
The errors in T [ρ] and Vee[ρ] arising from the non-interacting and Hartree energy
approximations are then assimilated into a new term: the exchange-correlation
(XC) functional, Exc[ρ], which thus incorporates the exchange energy, the corre-
lation energy and a kinetic correction. The total energy functional may then be
written as
E[ρ] = TKS[ρ] + Vne[ρ] + VH[ρ] + Exc[ρ] (2.31)
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which, in the absence of any external applied field, becomes
= −1
2
∑
i
∫
φ∗i (r)∇2φi(r) dr−
∑
a
∫ Zaρ(r)
|Ra − r| dr +
1
2
∫∫ ρ(r)ρ(r′)
|(r)1r2| dr dr
′ + Exc[ρ]
(2.32)
Given a specific expression for Exc[ρ], the energy functional becomes com-
pletely defined. Equation 2.32 can be expressed in the form of an operation on
the Kohn-Sham orbitals, φi, yielding a pseudo-eigenvalue problem analogous to
that obtained in HF theory:
hKSφi = ǫiφi (2.33)
Again, the problem has a self-consistent field solution, obtainable through expan-
sion of the Kohn-Sham orbitals in terms of a basis set.
2.3.1 Approximations to the exchange-correlation term
The generalised form of Exc is
Exc =
∫
ρ(r)εxc[ρ, r] dr (2.34)
with εxc dependent on the form of ρ(r) at all points in space, but its exact form
is not known. However, there are a number of widely used forms, resulting from
much research, many of which are based on one of the following approximations.
The most straightforward manner in which to reduce the complexity of εxc
is the local density approximation (LDA), or its generalised form, the local spin
density approximation [31]:
Exc =
∫
ρ(r)εxc(ρ(r)) dr (2.35)
Thus the exchange-correlation energy at a point, r, is only dependent on the
density at that point. Another, slightly more complex, approximation includes
local density gradients: the generalised gradient approximation (GGA) [32,33],
Exc =
∫
ρ(r)εxc(ρ(r),∇ρ(r), ...) dr (2.36)
Certain density functionals also include the exact Fock exchange from Hartree-
Fock theory as a component in the XC term. Such functionals are known as
hybrid functionals.
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2.3.2 Implementation
Unlike HF theory which, using the LCAO basis set expansion, can be solved
entirely analytically, DFT relies upon numerical techniques. Typically, an im-
plementation of a DFT method will evaluate various terms by different means.
Electron–electron contributions, excluding the exchange and correlation terms,
may be evaluated analytically in the same manner as in HF theory, through
computation of the Coulomb integrals. Alternatively, since DFT considers elec-
tron density, more advanced techniques based on multipole expansions may be
employed. The XC functional is the cause for dependence upon numerical tech-
niques. Analytical methods to evaluate the required integrals are not available,
and the XC contribution must be calculated through the use of numerical quadra-
ture over a set of grid points. The accuracy and success of a particular DFT
implementation depends, to a large extent, on the specification of this grid. As
such, much contemporary research concentrates on the development of superior
grid specification techniques. Finally, a density functional method may call for
the exact Fock exchange. There is no other way to calculate this than the evalu-
ation of two-electron integrals from Hartree-Fock theory.
The manner in which various terms are calculated has significant consequences
for the computational expense of an implementation of DFT. Pure density func-
tional methods can demonstrate a considerably lower computational expense than
HF methods, as the use of multipole methods can yield a significant benefit over
the conventional evaluation of integrals. The main reduction in computational
expense arises from the fact that it is not necessary to evaluate the two-electron
integrals for the Fock exchange. Calculations involving hybrid density function-
als, on the other hand, do require evaluation of these integrals and, as a conse-
quence, their computational expense is comparable to, if not greater than, the
corresponding HF calculations.
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2.3.3 Limitations
Although the Kohn-Sham formalism of density functional theory employs the
concept of orbitals, these orbitals may not be considered to be the same as the
molecular orbitals of HF theory. They are Kohn-Sham orbitals, describing a fic-
titious set of non-interacting particles, and their physical interpretation is still
a matter of debate. Koopmans’ theorem is particular to Hartree-Fock theory;
however, a similar theorem exists for DFT. The theorem is specific to the high-
est occupied Kohn-Sham orbital, stating that the eigenvalue of this orbital may
be taken as the first ionisation energy, but its proof has been questioned [34].
Generally, other KS eigenvalues must be scaled or shifted by some quantity in
order to correspond to physical electronic potentials. The scaling factor varies,
depending upon the density functional used, but DFT typically underestimates
energy differences such as the band gap in semiconducting systems. Very recently,
evidence has been produced to suggest that the DFT analogue of Koopmans’ the-
orem can be applied to other occupied Kohn-Sham orbitals, in order to determine
approximate ionisation energies [35].
2.4 Methods to reduce computational expense
MO/HF and DFT methods require considerable computational power, in order
to evaluate all of the required integrals and matrices. As a general rule of thumb,
the computational expense of a given method may be expected to increase as N4,
where N is the total number of basis functions. Calculations concerning systems
larger than, for example, a few tens of silicon atoms can become unfeasible.
Molecular mechanical methods are no substitute for HF or DFT calculations, as
they do not consider electronic structure in any way. For these reasons, it is
often necessary to make additional approximations to reduce the complexity of a
system, and thus reduce computational expense. Two methods which implement
such approximations have been used in this research: semi-empirical methods
and pseudopotential basis sets, or effective core potentials (ECPs).
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2.4.1 Effective core potential basis sets
In any chemical system, a large proportion of the electrons occupy core-level or-
bitals. In larger atoms (Z > 10), these electrons become chemically unimportant.
The complexity of the system may be reduced by not treating these core-level
electrons explicitly. To account for effects such as the repulsion between core-level
and valence electrons, the core-level orbitals may be replaced by an effective core
potential. The core potential is represented by some parameterised function which
is typically fitted to data obtained from calculations at a very high level of theory.
These high-level calculations can involve relativistic theory, and thus the use of
an ECP basis set can incorporate some relativistic effects into non-relativistic HF
and DFT calculations: ECP basis sets have been seen to give good agreement
with experimental data, particularly for systems involving heavier elements.
2.4.2 Semi-empirical methods
A semi-empirical method aims to reduce the computational complexity of a HF
calculation by reducing the number of integrals that must be evaluated. There
are a number of considerations which rationalise the omission of various integrals.
The most obvious approach to the reduction of the number of required inte-
grals is to reduce the number of electrons in a system that are treated explicitly,
and the number of basis functions with which they are modelled. Semi-empirical
methods typically replace core-level orbitals with an effective core potential. Each
of the remaining orbitals is modelled using the fewest possible basis functions, in
a minimal basis set, details of which are given in section 2.5.3.
Even with the explicit treatment of only valence electrons, there still remains
a considerable number of two-electron integrals, the evaluation of which forms
the major contribution to the computational expense incurred by a calculation.
Many of these terms, however, have values very close to zero, and so may be
neglected. In many semi-empirical methods, this is achieved through the neglect
of diatomic differential overlap (NDDO) approximation [36–39], which asserts
that the overlap density arising from two atomic orbitals centred about different
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atoms is zero:
〈ψr (1)ψs (2) |1/r12|ψt (1)ψu (2)〉 = 0 (2.37)
if either ψr and ψt or ψs and ψu reside on different atoms. In this way, the NDDO
approximation includes interactions of the overlap density of two atomic orbitals
on one atom with that of two atomic orbitals on the same or one other atom. The
effect is a reduction of the overlap matrix, S, in the Roothaan Hall equations,
eliminating the need for evaluation of a number of two-electron integrals. The
results of those integrals that remain are expressed in parameterised forms and
fitted to experimental data. It is the manner in which remaining integrals are
parameterised which defines a particular semi-empirical method.
Semi-empirical methods offer a great reduction in computational expense and,
since their parameters are fitted to experimental data, some effects of electron
correlation may be indirectly considered. However, as for molecular mechanics, a
semi-empirical method can not be expected to perform well when applied to the
study of systems containing species or combinations which are poorly represented
in the data set used for parameterisation. It is therefore important to choose a
particular semi-empirical method which is appropriate to the chemistry of the
system of interest.
2.5 Specific techniques
2.5.1 Merck molecular force field 94 (MMFF94)
MMFF94 [40–45] is a non-specialised molecular mechanics technique which uses
99 atom type definitions. Since it is non-specialised, it is suited to the study of
a variety of systems. The model uses the charge centre approach, as opposed
to interacting dipoles, to account for electrostatic effects. The van der Waals
interaction is modelled using the Lennard-Jones potential (equation 2.1), with
values of 14 and 7 for Cr and Ca. Bond stretching and bending energies are
modelled using polynomials of order 3 and 4, respectively, and a term to describe
coupling between the two.
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2.5.2 Semi-empirical methods
Three semi-empirical methods were considered for use in this research: modified
neglect of diatomic orbitals (MNDO) [46], Austin method 1 (AM1) [47, 48] and
parameterised method 3 (PM3) [49–51]. The three methods are closely related.
MNDO is purely parametric, but has been observed to systematically overesti-
mate various interatomic interactions. AM1 is a development from MNDO, with
the inclusion of Gaussian functions to better model interactions between core-
level electrons. PM3 uses the same ‘parameter + Gaussian’ model as AM1, but
its parameters are fitted to a much larger set of experimental data. Of these three
models, AM1 was found to be the most appropriate for modelling the Si(100) sur-
face. MNDO predicts poor Si-Si bond lengths, and the implementation of PM3
was found to give entirely unphysical results.
2.5.3 HF and DFT
Basis sets
The exact solution of the single-electron hydrogen atom is an exponential Slater-
type orbital (STO), with a cusp at the position of the nucleus. However, the
integrals arising from HF and DFT methods are difficult to evaluate when using
exponential basis functions. For this reason, it is more common to use basis sets
constructed from Gaussian functions.
Minimal basis set — STO-3G The minimal, all-electron, Gaussian basis set
is STO-3G. Each orbital that can be doubly-occupied (s, px, py, pz, dxy, dyz, dxz, dz2 , dx2−y2 , ...)
is represented using a single basis function, and each basis function is a linear
combination of three Gaussians (3G). The linear coefficients and Gaussian ex-
ponents are obtained by fitting the basis functions to Slater-type orbitals. The
resulting basis set has two main limitations, in that all orbitals are constructed
in terms of functions that describe a sphere, and that the basis functions are cen-
tred about the nucleus, in order to minimise the number of basis set parameters.
A consequence of the former limitation is that the minimal basis set can yield
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artificially high energies for systems in which atomic environments are far from
spherical. The latter limitation implies that STO-3G can behave poorly when
modelling highly delocalised systems.
Split-valence basis sets — 3-21G and 6-31G The Pople-style split-valence
basis set addresses the first of the limitations of STO-3G. Basis sets of this type
are labelled as c-v1v2...vnG: a single basis function of c Gaussians is used to model
core-level orbitals, and valence orbitals are represented using n basis functions,
each of which consists of vi Gaussians. Describing the valence orbitals in terms of
multiple components allows the system to move away from spherical symmetry,
enabling a more accurate description of, for example, different components of
the same p orbital involved in σ- and π-bonding. Two split-valence basis sets
were used in the work presented here: 3-21G and 6-31G. The linear expansion
coefficients and Gaussian exponents in both of these basis sets are determined by
minimisation of ground-state atomic energies from HF theory.
Polarisation basis sets — 6-31G* The nucelocentric deficiency of STO-3G
can be addressed through the inclusion of polarisation functions in a basis set.
Polarisation of an orbital can be modelled if that orbital is taken to be some
function expressed in terms of a Taylor series. In practice, this is achieved through
the inclusion of p-type functions in s-orbital basis functions, and d-functions in
those of p-orbitals, since the first derivative of an orbital with angular momentum
quantum number l = a has the form of an orbital with l = a+1. Pople-style basis
sets which include polarisation functions for p-orbitals are denoted by a single ‘*’
(e.g. 6-31G*), and those with polarisation functions for both s- and p-orbitals by
‘**’ (e.g. 6-31G**).
Pseudopotential basis sets — LANL2DZ A number of pseudopotential, or
ECP, basis sets (section 2.4.1) were considered for this work, but only one proved
to suitable for the study of organic–silicon systems: the Los Alamos national
laboratory 2nd double-ζ (LANL2DZ) [52,53] basis set. LANL2DZ is identical to 6-
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31G for first row elements; for second row elements and beyond, core electrons are
replaced with an effective core potential, and the valence electrons treated using
a double-ζ basis set. The ‘double-ζ’ refers to the fact that each STO function, ζ,
in the minimal STO-3G basis set is replaced by two such functions.
HF implementation and density functionals
The HF and DFT work presented here has been executed using Q-Chem [54].
The DFT work has involved the use of two functionals: the widely used B3LYP,
and a novel functional, called EDF1.
Becke-3 Lee, Yang and Parr — B3LYP B3LYP is a combination of the
Becke three-parameter (B3) [55] exchange and Lee, Yang and Parr (LYP) [56]
correlation functionals. The B3 functional is a hybrid exchange functional, in-
volving a linear combination of exchange energies from HF theory (the ‘exact
exchange’), the LSDA and the GGA. The LYP correlation functional is gradient
corrected.
Empirical Density Functional 1 — EDF1 EDF1 [57] was developed from
a linear combination of the Becke [33] and LYP [56] functionals, the linear coeffi-
cients of which were fitted to the G2 [58] experimental data set, using the 6-31G
basis set. The fitting process resulted in the loss of the exact exchange compo-
nent from HF theory; as such, EDF1 has a computational advantage over hybrid
functionals such as BLYP and B3LYP. Elsewhere, it has been used to calculate
atomisation energies, ionisation potentials and proton affinities for a wide range
of small systems, in superior agreement with experimental results than B3LYP,
when used with smaller basis sets [57, 59]. However, until this work, the perfor-
mance of EDF1 in the calculation of other physio-chemical properties, such as
adsorption geometry, adsorption energy and vibrational structure, had not been
tested.
CHAPTER 3
Experimental techniques and
materials
In this chapter, the methods and materials used in the experi-
mental work, presented in subsequent chapters, are introduced.
In particular, techniques employing synchrotron radiation are
described. This is followed by discussions of the structure of
various silicon surfaces, the structure of C60, and the behaviour
of this molecule at these surfaces.
3.1 Synchrotron Radiation
An accelerating charge produces synchrotron radiation. High-energy electrons
can be contained in a storage ring, in which bending magnets are used to direct
the electrons along a closed path. At the bending magnet, the electrons experience
an acceleration and emit radiation which has a continuous spectrum and is very
intense over a wide range of photon energies. In the relativistic limit, the light
emitted by an accelerating charge is focused into a beam in the forward direction
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of motion, with an angular extent which varies as 1/γ where
γ =
1√
1− v2
c2
(3.1)
in which v is the velocity of the charge and c is the velocity of light in a vacuum.
Thus, radiation from a synchrotron light source is strongly linearly polarised in
the plane of the ring. Other devices, such as wigglers and undulators, can be
used to modify the path of the electrons more dramatically, producing light of a
greater intensity, and may offer additional polarisation states and a high level of
coherence. For example, with a helical undulator, the polarisation state of the
radiation is almost entirely tunable between linear, elliptical and circular states.
Finally, this light can be directed down a beamline, which incorporates various
mirrors to direct and focus the light, and (in the energy range of interest in this
thesis) some form of diffraction grating to produce highly monochromatic light
with a tunable wavelength.
The variable photon energy offered by a synchrotron facility enables the use
of techniques such as near-edge X-ray absorption fine structure (NEXAFS). This
technique may also exploit the polarisation of synchrotron radiation in order to
gain further insight into the structure of a physical system, beyond a simple pic-
ture of the overall density of states (DOS), towards information concerning the
spatial distribution of those states. Other measurements, such as photoemission
spectroscopy (PES), which can be carried out using monochromatic light sources
(for example, He lamps and X-ray tubes), benefit greatly from the higher in-
tensity available from synchrotron radiation. Furthermore, the fact that photon
energy can be varied continuously over a given range facilitates the investigation
of interesting phenomena, such as photoelectron diffraction and resonant photoe-
mission, and enables element-specific measurements, through exploitation of the
variation of photoabsorption cross-section with photon energy.
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3.2 Photoemission Spectroscopy
Photoemission spectroscopy is a very powerful technique, the basis of which is the
photoelectric effect. This effect was first observed in 1887 [60], but not explained
until 1905 [61]. PES did not become a useful technique until the development, in
the 1950s, of a spectrometer capable of resolving the kinetic energy of electrons
[62].
PES can be applied to the study of gases, liquids and solids as a probe of
electronic structure. Applied to surfaces, the technique can reveal information
concerning the relative abundances (and, to some extent, position) of atomic
species and their chemical environment, including the formation of bonds and
the degree of charge transfer between species. Very high surface sensitivity can
be achieved. Depending upon the choice of photon energy, PES may be referred
to as ultraviolet photoemission spectroscopy (UPS), typically employed in the
investigation of electronic structure in the valence band region, or X-ray photoe-
mission spectroscopy (XPS), more useful for the study of core-level structure.
In a photoemission event, a photon of energy hν is absorbed by an atom
within the sample. The photon energy is transferred to an electron, which is
excited to a higher state. If the excitation is sufficiently energetic, the electron is
no longer bound to the solid and may be emitted as a photoelectron, with some
definite kinetic energy, and detected at a spectrometer, or electron analyser. A
photoelectron spectrum, or energy distribution curve (EDC), can be obtained by
sweeping a range of kinetic energies with the electron analyser.
From this intuitive consideration of the photoemission process, it can be de-
termined that the kinetic energy of an emitted photoelectron is given by
Ek = hν − EB − φW (3.2)
in which EB is the binding energy of the electron in its initial state, and φW
is a constant resulting from the work function of the analyser and any applied
sample–analyser bias. This may be determined from the kinetic energy cutoff, be-
low which the analyser detects no electrons; the secondary electron background
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(described below, in section 3.2.1) is useful for this purpose. In order to pre-
vent the accumulation of charge on the sample and spectrometer, both must be
grounded. They are therefore in electrical contact and , in the absence of any
applied sample–analyser bias, their Fermi levels are aligned. Since energy is con-
served in equation 3.2, features of the occupied density of states of the sample
are reproduced in the EDC.
3.2.1 Features in a photoemission spectrum
In the simple conceptualisation given above, it is clear that the form of the EDC
depends explicitly upon the energy of initial states of photoemitted electrons.
When probing low binding energies, the EDC will map the occupied DOS within
the valence band; at higher energies, it will contain peaks at well defined energies
corresponding to the atomic orbitals of core-level electrons. The relative intensi-
ties of such peaks depend, principally, upon the relative abundance of elemental
species and the probability that a photon of given energy will be absorbed, re-
sulting in emission of a photoelectron from a particular state. This probability
is quantified by the photoelectron capture cross-section, σc, which is specific to
each energy level and element and varies with hν.
The chemical environment of an atom alters the initial state of its electrons.
Any chemical interaction causes a rearrangement of electrons in the valence region
and this, in turn, affects the potential experienced by core-level electrons and
thereby produces a shift in the core-level energies. At a surface, reconstruction
to minimise surface energy and the presence of dangling bonds result in different
chemical environments, producing so-called surface core-level shifts (SCLS).
Effects of relaxation
Photoemission from an N electron system results in an excited N−1 electron sys-
tem. If the photoelectron is emitted from a core-level, the excited state contains
an unstable core hole and decays to a more stable configuration within a finite
time — the core-hole lifetime. The energy from the decay may be emitted as a
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photon, or may be transferred to an outer-level electron which is in turn emitted.
The latter, non-radiative process is known as Auger emission and results in peaks
at well-defined kinetic energies, which are independent of the incident photon en-
ergy. In either case, the core-hole lifetime is finite, and this causes a Lorentzain
broadening of core-level peaks, arising due to the uncertainty principle.
Final state effects
The nature of the final state also affects the EDC. The most evident final state
effect is that of the binding energy, which is defined as the difference between the
energies of the initial N -electron and final (N − 1)-electron states. If it can be
assumed that no final-state relaxation occurs during the course of a measurement
(i.e. the detection of a photoemitted electron), then Koopmans’ theorem implies
that the binding energy will be equal to that of the atomic, or molecular, orbital
from which the photoelectron was excited. However, photoemission is a quantum-
mechanical process and, as such, the nature of the final state can have a significant
effect on the EDC.
The coupling of spin and orbital angular-momentum, s and l respectively,
is evident in core-level spectra. After the removal of an electron from a doubly-
occupied orbital, the remaining electron can adopt either a spin-up or spin-down
state. The magnetic interaction of the electron’s spin and orbital angular mo-
mentum lifts the orbital’s degeneracy, producing multiplet terms for the different
spin states, with discrete energies. Such terms are apparent in the EDC, with
relative intensities proportional to their degeneracies,
2j + 1 (3.3)
in which
j = |l + s| (3.4)
s = ±1
2
(3.5)
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resulting in a branching ratio of
[2(|l − s|) + 1] : [2(|l + s|) + 1] (3.6)
Clearly, this effect is only apparent for electronic orbitals with l > 0.
Further quantum-mechanical treatment of the photoemission process is pos-
sible at various levels of sophistication, resulting in a variety of descriptions of
possible final states. Common to most models is the idea that final states are
determined by multiple scattering of the photoelectron wavefunction. Absorption
of energy from a photon excites an electron into a photoelectron state, above the
Fermi level, which is delocalised across the system. The resulting wavefunction
is scattered at atomic sites, and the scattered waves are in turn scattered at all
other sites. Interference of these multiply scattered waves determines the ampli-
tude of the photoelectron wavefunction at any given point, and thus determines
the probability of excitation and other observables. The precise nature of the
final state then depends on the assumptions used in the formalism of a particular
model.
The one-step and three-step models of photoemission are the simplest quan-
tum mechanical descriptions of the photoemission event, and employ the single-
particle approximation. Essentially, this assumes that an N electron wavefunc-
tion is expressible in terms of the product of N single-electron wavefunctions.
The interaction of the electronic system and the photon is then treated as a
perturbation Hamiltonian due to an electromagnetic field. The result of these
two approximations is that only a single electron is involved in absorption of the
photon and, after excitation, that electron does not interact with the remaining
N − 1 electrons.
The one-step model considers excitation of the outgoing electron, its prop-
agation to the surface, emission and detection as a single process, whilst the
three-step model considers these stages independently. The former model is more
rigorous, whilst the latter has the advantage of being physically more transparent.
In these models, the probability of detecting a photoelectron with a given kinetic
energy and momentum depends upon a single-electron matrix-element between
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the initial and final states, clearly indicating that the EDC is dependent upon
both initial and final states. Between them, these models account for effects such
as the angular dependence of photoemission peak intensity and the refraction of
outgoing photoelectrons at the surface of a solid. However, the use of the single
particle approximation means that the results from these models become ques-
tionable in cases where the interactions of the photoelectron with the remaining
bound electrons, phonons and the core-hole become large.
An alternative to the single-particle approximation is the assumption that,
upon excitation, a photoelectron is immediately decoupled from the remaining
N − 1 electron system. This is known as the sudden approximation: the entire
electronic system plays a part in photon absorption, but this absorption instan-
taneously creates an N − 1 electron state, which is not necessarily an eigenstate
of the Hamiltonian defining the ground state. Resulting measurements are then
a projection of this state onto fully relaxed N − 1 electron eigenstates. Again,
this is not physically transparent. An analogy in terms of an addendum to the
three-step model is useful: an outgoing photoelectron loses some kinetic energy
in exciting some outer-level electron (shake-up), which may result in emission
of a low-energy valence electron (shake-off ). The result is then clear, in that
additional peaks can be seen in the EDC on the lower kinetic energy side of a
principal photoemission peak. It must be remembered, however, that this is only
an analogy: the three-step model in no way predicts this behaviour.
More sophisticated treatments, which do not rely upon the sudden approxi-
mation, predict even more complex phenomena, connected with the dynamics of
photoelectron excitation and relaxation of the system following photoemission.
The only effect predicted by such treatment that is of interest here is polarisa-
tion screening [63]. Relaxation of an electronic system after photoemission can
produce domains of electronic polarisation. The distribution of electrons within
these polarised domains differs from that elsewhere, and atomic centres which
are equivalent, in terms of their position in a structure, are in different screening
environments. This may result in additional core-level components arising from
regions of enhanced or reduced screening.
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Photoelectron diffraction
Outgoing photoelectrons may be diffracted as a result of scattering by atomic
centres [64, 65]. The scattered components and directly-transmitted component
interfere at the point of detection; the nature of this interference (constructive
or destructive) is dependent on the relative phase of these components at that
point. As a result, for a fixed atomic geometry, the relative intensities of peaks
in the EDC corresponding to diffracted photoelectrons may be seen to oscillate
as the photon energy is varied.
Inelastic scattering
In any medium other than a perfect vacuum, photoelectrons have a finite mean
free path (MFP), determined by the probability that a photoelectron will be
involved in some inelastic scattering process. In the case of solids, the MFP
limits the escape depth: the depth of material that a photoelectron can traverse
before escaping the solid and being detected.
At low kinetic energies, photoelectrons have insufficient energy to excite scat-
tering processes, and at high energies, the cross section for scattering events is
low. The escape depth is therefore large at both very low and very high kinetic
energies. At kinetic energies between 5 eV to 2 keV, the escape depth is suffi-
ciently small that almost all photoelectrons emitted from a solid originate from
only a few of the outermost atomic layers. As a result, PES is a highly surface
sensitive technique.
Surface sensitivity can be increased by choosing experimental parameters such
that the photoelectrons of interest are emitted with a kinetic energy of around
50 eV, since the escape depth from many materials demonstrates a minimum
at this energy. Alternatively, surface sensitivity can be altered by adjusting the
experimental geometry. In order to maximise the count rate and improve signal
to noise ratio, it is usual to position the sample such that the analyser detects
photoelectrons which leave the solid normal to the surface: the normal emission
geometry. If the sample is rotated away from normal emission, the depth of
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material between the analyser and a given point within the sample is increased.
The signal from deeper layers is attenuated and surface sensitivity increased, at
the expense of overall count rate. When the emission angle is far from normal,
the experimental geometry is described as grazing emission.
In addition to limiting the escape depth, inelastic scattering events can cause
the liberation of valence electrons from participating atoms. These secondary
electrons can undergo further scattering, and invariably some escape the sample
and are detected, producing a broad background upon which all other features of
the EDC are superposed. The secondary-electron yield at a particular energy is
dependent on the inelastic scattering, and therefore availability, of primary elec-
trons of higher kinetic energy. Thus, the secondary electron background makes
little contribution to an EDC at high kinetic energies, but may dominate the
spectrum at lower energies.
3.2.2 Analysis of photoemission spectra
A kinetic energy spectrum can expressed in terms of binding energy through the
use of a suitable energy reference. It is typical to use the Fermi edge of a metallic
part of the sample holder. If this can not be observed at a certain photon energy,
then a core-level peak can usually be aligned to a measurement of the same core
level at a different photon energy, at which the Fermi edge can be observed.
Background subtraction
The secondary electron background must be taken into account, otherwise relative
peak areas may be incorrect as the background contributes more strongly at lower
kinetic energies than at higher. Within the region of a peak, the background
increases in a smooth step, described as a Shirley background, which can be
estimated using an iterative numerical technique involving the original data [66].
It has been observed here that subtraction of the resulting background alone
may sometimes be insufficient: in some cases, there remains a smoothly varying
gradient, which steadily increases from higher to lower kinetic energy. The gradi-
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ent can be eliminated through the use of a different style of background function.
This function consists of the sum of a proportion of the Shirley line shape, evalu-
ated across the entire range of the experimental data, and a polynomial of order
three, the parameters of which are chosen to match the gradient of the raw data
far from photoemission peaks.
During the course of this work, it has been observed that the gradient remain-
ing after subtraction of an approximated Shirley background can cause difficul-
ties in obtaining physically meaningful results during subsequent stages of data
analysis. When the alternative background function is used, and the gradient
eliminated, meaningful results can be obtained far more readily. This suggests
that the gradient is inherent to the background, rather than some other physical
effect, and remains, in the former case, due to poor background treatment: the
secondary electron background at a given energy depends upon the intensity of
primary photoelectrons at all higher kinetic energies; the numerical approxima-
tion to the Shirley background, however, relies upon original data in the spectrum,
and this only covers a finite range of energies and includes secondary electrons.
The result is that the residual gradient is far more severe in spectra obtained at
lower kinetic energies.
Core-level fitting
Core-level spectra contain many contributions arising from shifts due to different
chemical environments in the bulk, at surface reconstructions and in the presence
of adsorbates. These contributions may be complicated due to effects such as spin-
orbit splitting but, given sufficiently high experimental resolution, decomposition
into a number of components is possible. This decomposition is achieved through
curve fitting, after subtraction of the secondary electron background, but the
model function must be physically reasonable if the results are to be meaningful.
For semiconductors and insulators, each component in a core-level spectrum
has a Lorentzian spectral form of finite width, due to the finite lifetime of the
core-hole produced by photoionisation. For metals, additional excitations lead to
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an asymmetric line shape, but such details are beyond the scope of this work.
Thermal effects, such as local interactions of the electronic system with phonons,
can also broaden discrete initial states into a Gaussian distribution. Further-
more, the characteristics of the apparatus used to obtain the spectrum cause
additional broadening, arising from imperfect monochromatisation and a finite
electron analyser resolution, which may also be described by a Gaussian function.
Each component in a core-level spectrum is, therefore, a convolution of the intrin-
sic Lorentzian form of the spectral function with a Gaussian function, modelling
thermal and instrumental broadening. The result of such a convolution is a Voigt
function, which can be defined in terms of its positionE, intensity I, Lorentzian
widthΓL, and Gaussian widthΓG.
The fitting function for a core-level photoemission spectrum consists of a sum
of one Voigt function for each component. For even simple systems, spin-orbit
splitting and the presence of bulk and surface components can lead to a large
number of fitting parameters. This is not useful, as a large parameter space can
lead to fits which have very low residuals whilst having only a tenuous physical
basis. Physical considerations can be employed to reduce the number of truly
distinct parameters.
Certain physical properties can be determined by independent means, with
a high level of confidence. These include: core-hole lifetimes, and therefrom
the Lorentzian spectral widths; the energy separation between multiplet terms
within a core-level (the spin-orbit split); the degeneracy of those multiplet terms,
and thence the relationship between their intensities (described by the branching
ratio). Lorentzian widths can be fixed in the fitting process, or at least tightly
constrained, and the positions and intensities of multiplet terms expressed in
reference to the position and intensity of some (arbitrarily chosen) primary term.
Furthermore, it can be expected that the multiplet terms of a single core-level
component will share common Gaussian and Lorentzian widths.
These considerations may result in a significant reduction in the number of
explicit fit parameters, but this is rarely sufficient to ensure that the results of
a fit are physically reasonable. The parameter space may be further reduced by
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the imposition of reasonable limits on individual parameters. Estimates for core-
level shifts, and even Gaussian widths, can be obtained by reference to studies
of systems with similar features, and confidence in those estimates increases with
the simplicity of the reference systems.
Even so, the reliability of a fit may be questionable. There are a number of
factors that may indicate an unreliable or unphysical fit: the irreproducibility
of a fit; excessively large peak widths; core-level shifts smaller than the limit of
experimental resolution; the convergence of multiple parameters to hard limits.
Essentially, great care must be taken when interpreting the results of a curve
fit to a core-level spectrum, as the quality of a fit can not be judged from the
fit residuals alone. That having been said, if due care is taken, decomposition
through curve-fitting can give useful insights into the physics and chemistry of a
system.
Analysis of photoemission spectra presented in this work was carried out us-
ing Wavemetrics’ Igor Pro. Code was specifically written to simplify the fitting
process, in particular the manipulation of fit parameters and their limits
3.3 Near edge X-ray absorption fine structure
Near edge X-ray absorption fine structure (NEXAFS), otherwise known as X-ray
absorption near edge structure (XANES), is another technique which employs
synchrotron radiation to probe electronic structure. The technique relies upon
the variability of photon energy, as X-ray absorption is measured as a function
of the photon energy. The resulting spectrum contains various resonances, at
energies where the absorption of photons is just sufficient to excite a core-level
electron to some empty state, just above the Fermi level.
X-ray absorption may be measured directly, by detecting the transmitted radi-
ation. However, this approach requires samples in the form of very thin foils, and
X-ray scattering, due to effects such as diffraction, can contribute significantly to
results and prove problematic: the separation of scattering-related contributions
and those due to electronic excitations may be difficult to distinguish. Further-
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more, transmission measurements are sensitive to processes occurring throughout
the extent of the sample in the direction of X-ray propagation, and are therefore
not appropriate to the study of surfaces.
The excited state created by photon adsorption is unstable, and will undergo
some decay process, for example, spectator- or observer-Auger decay (the latter is
schematically illustrated in figure 3.1). A photoelectron spectrometer, or electron
analyser, can be used to measure the flux of electrons emitted from a particular
Auger process. The variation of this flux with photon energy gives a direct
measure of the variation in X-ray absorption. However, detection in this manner
is critical on the correct selection of the photoelectron energy that is monitored.
Furthermore, the acceptance solid-angle of photoelectron analysers is typically
quite small, which can result in a poor ratio of signal to noise.
A proportion of outgoing electrons from an Auger decay process will undergo
inelastic scattering, producing a cascade of secondary photoelectrons with lower
kinetic energies. These may be detected using a total electron yield (TEY) de-
tector, or partial yield detector (PYD). The secondary photoelectrons dominate
the signal obtained with such a detector, and originate from some average depth
into the sample. The PYD offers the benefit that, to a certain extent, surface
sensitivity may be increased by rasing the low energy cutoff, as lower energy
Figure 3.1: A schematic illustration of NEXAFS measurement by detection of
Auger electrons, emitted as a result of X-ray absorption.
CHAPTER 3. EXPERIMENTAL TECHNIQUES AND MATERIALS 41
secondary-electrons generally originate from deeper within the sample.
3.3.1 Typical form of a NEXAFS spectrum
In contrast to spectra obtained using PES, those obtained via NEXAFS primarily
contain information concerning unfilled electronic orbitals within a system. It is
important to understand, however, that the unfilled orbitals probed by NEXAFS
are those of an excited state, due to the presence of the core hole — they are
not identical to those available in the system’s ground state. Typically, the un-
occupied orbitals of the excited state are similar to those of the ground state,
but orbital energies are shifted slightly. A full excursus of this matter, and of the
theory underlying NEXAFS, is unnecessary here; treatment of such issues can be
found in reference books, of which [67] is an excellent example. A brief discussion
of the origins of spectral features follows.
For monatomic systems, the consideration of aspects of the electronic struc-
ture that produce spectral features is quite straightforward, and is illustrated in
figure 3.2. X-ray absorption increases when the photon energy is equal to the
separation between a core level and some unoccupied state (in the monatomic
case, some Rydberg state). Above a particular photon energy, the core-level elec-
tron will be excited into a state within the continuum above the vacuum level.
The spectrum therefore consists of a series of resonances followed by a step-like
Figure 3.2: The electronic structure and NEXAFS spectrum of a model
monatomic system.
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increase.
For di- and polyatomic systems, the presence of multiple nuclei complicates
the electronic potential surface, introducing centrifugal barriers between multiple
potential wells and delocalised MOs. The model situation for a diatomic molecule
is illustrated in figure 3.3. In the ground state, unfilled π∗ and σ∗ MOs lie
above the vacuum level. After excitation of a core-level electron, however, lower-
energy π∗ orbital energies are typically pulled below the vacuum level due to
the presence of the core hole. Higher-energy σ∗ states may still reside within
the continuum above the vacuum level, but are stabilised by the presence of the
centrifugal potential barrier. The NEXAFS spectrum for such a system includes
sharp resonances, corresponding to the excitation of electrons from a core-level
to the π∗ states, and broader σ∗ resonances. The broadness of σ∗ resonances can
be attributed to at least two physical causes. Firstly, since these states lie above
the vacuum level, an occupying electron can readily decay into some continuum
state, giving a short σ∗ lifetime and therefore large width. Secondly, σ∗ orbitals
are oriented along internuclear axes, and are therefore particularly sensitive to
variations in internuclear separation; the motion of nuclei in molecular vibrational
modes occurs on a time scale which is much shorter than the electronic excitation
process, and thus the σ∗ resonance in a NEXAFS spectrum is a result of sampling
various internuclear separations.
Figure 3.3: The electronic structure and NEXAFS spectrum of a model di-
atomic system.
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Additional features may also appear in a NEXAFS spectrum, such as shake-
up and shake-off satellites and other multi-electron excitations. Details of such
excitations are beyond the scope of the work presented here, but may be found
elsewhere (see [68] and references therein) .
A particularly powerful aspect of NEXAFS spectroscopy is the ability to ex-
ploit the linear-polarisation of synchrotron light obtained from bending magnets.
In such radiation, the direction of the electric field is well defined and, by adjust-
ing the experimental geometry, the degree of overlap between the electric field
vector and particular orbitals can be modified. As this overlap increases, the
intensities of resonances related to that orbital will also increase, relative to other
resonances in the spectrum, reaching a maximum when the electric field vector
and orbital are well aligned. It is therefore possible to determine the orientation
of non-spherical orbitals, of bonds and hence of adsorbates at a surface. However,
this capability is not particularly useful when applied to the study of fullerenes,
due to their high symmetry and lack of variety in the constituent elements.
3.4 Experimental systems
All of the data obtained via PES and NEXAFS spectroscopy presented in this
thesis were obtained using the UK synchrotron radiation source, at Daresbury
Laboratory. A number of beamlines were employed, and a brief description of
each facility follows.
3.4.1 Beamline 4.1
Beamline 4.1 [69] is situated on bending magnet 4 of the Daresbury SRS. The
beamline uses a grazing-incidence, spherical-grating monochromator, which has
three interchangeable gratings, manufactured from Au-coated quartz, offering
photon energy ranges of 15–45 eV, 45 –130 eV and 130–220 eV. The monochro-
mator has both entrance and exit slits, the former to minimise the footprint of
the incident beam on the monochromator, and the latter to control the spectral
resolution of the beam incident at the sample. Beam focusing is achieved using
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three mirrors. Two of these lie before the monochromator, and decouple the fo-
cusing action into the horizontal and vertical directions. A post-monochromator
mirror allows for small focusing adjustments. All mirrors are manufactured from
Pt-coated Glidcop (dispersion-strengthened Cu). Baﬄes along the length of the
beamline also allow limitation of the photon flux and, to a lesser extent, spot
size.
The beamline has a fixed ultra-high vacuum (UHV) end-station, pumped
using turbo-molecular pumps. The chamber features an ion source for sample
sputtering, ablation and the deposition of gases, LEED optics, a He lamp, a Mg-
kα X-ray source, a sample transfer system with fast-entry load lock, a cold trap, a
mass spectrometer for residual gas analysis (RGA), a Scienta SES200 hemispher-
ical electron analyser and, more recently, a VG Clam analyser. Two sample ma-
nipulators are available for use with the end station. The first offers four degrees
of freedom (translation along x and y, in the plane of the incident beam, along z,
perpendicular to the xy plane, and rotation about z) and resistive-heating of the
sample through the direct application of current. The second manipulator offers
motion along the x, y and z axes, rotation about z and azimuthal orientation
control, and facilitates sample annealing via electron-beam heating.
Given the photon energy range available, the beamline is suitable for photoe-
mission studies of the valence band region and shallow core-levels. In addition,
the beamline may used for studies of circular dichorism, exploiting the circularly
polarised nature of light from the bending magnet above and below the plane of
the stored electron beam. For photoemission measurements, the equipment on
the beamline affords an overall experimental resolution of, typically, 200 meV;
this value is subject to a significant increase, however, when working at the limits
of the photon energy ranges provided by each diffraction grating.
3.4.2 Beamline 5u1
Synchrotron radiation on beamline 5u1 [70, 71] is obtained using a 1 metre, ten
period, variable gap, permanent magnet undulator. When set to the minimum
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gap width, the undulator produces a fundamental synchrotron resonance at 60
eV. Higher harmonics and the variability of the undulator gap result in a quasi-
continuous spectrum up to around 2 keV. Light from the undulator passes directly
to the monochromator (there are no entrance slits), which consists of a plane
mirror and plane diffraction grating, followed by a spherical mirror. All elements
within the monochromator are manufactured from Pt-coated SiC films, deposited
by chemical vapour deposition onto a graphite substrate. The energy of outgoing
photons is determined by the orientation of the plane mirror and diffraction grat-
ing; the spherical mirror focuses light onto the monochromator exit slits. Finally,
an ellipsoidal mirror directs and focuses the beam into an experimental chamber.
It is worthy of note that, due to the lack of monochromator entrance slits, the
resolution of outgoing light is critically dependent upon the degree of extension
of the source, i.e. the vertical height of the electron beam within the storage
ring. The lack of entrance slits also poses an additional problem: should there be
problems with beam steering, resulting in the vertical displacement of the stored
electron beam, the area over which light is incident at the diffraction grating may
change dramatically, thus producing significant variation in photon energy. For
this reason, the necessity for the acquisition of regular energy references when
using beamline 5u1 can not be understated.
Beamline 5u1 does not have a fixed end-station, since the large photon en-
ergy range and high flux mean that the line is suitable for use as a light source
for a variety of very different experimental techniques. A number of experimen-
tal chambers that are compatible with this beamline exist; all measurements
presented here that were carried out on beamline 5u1 were executed using the
Daresbury laboratories surface science group’s SURF1 end station. In its stan-
dard configuration, this chamber includes LEED optics, an electron gun, an ion
source, RGA system, cold trap and a VG omniax manipulator. Several modifi-
cations to this standard configuration were used in obtaining the data presented
here. The standard manipulator enables sample heating using a thermal-electron
beam; however, in the investigations presented here, a replacement was used,
offering direct sample heating and four degrees of freedom (as per the direct
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heating manipulator described in described in section 3.4.1). Additions to the
experimental chamber included a fast-entry load lock to allow sample transfer, a
120 mm hemispherical electron analyser from PSP [72], used for photoemission
measurements, and a TEY detector for NEXAFS measurements.
3.4.3 Beamline MPW 6.1
Beamline MPW 6.1 [73] is based on a multipole wiggler insertion device, providing
photons of energies from 40 eV to 500 eV. The layout is similar to that of beam-
line 4.1. Two mirrors, manufactured from Au-coated silicon, are responsible for
the horizontal and vertical deflection and focusing of light from the insertion de-
vice onto the monochromator entrance slits. The monochromator contains three
gratings, which operate in the ranges of 40–80 eV, 80–160 eV and 160–320 eV.
The gratings are based on fused silica substrates; the two lower-energy gratings
are coated with Au, whilst the high-energy grating uses Ni. After monochro-
matisation, the light passes through exit slits and onto a final deflection and
post-focusing mirror. All mirrors in the beamline are Au-coated fused silica.
As for beamline 5u1, MPW 6.1 has no fixed end station. Work presented here
was obtained using the Daresbury laboratory / UMIST 1 ARUPS10 chamber,
equipped with LEED optics, ion source, VG omniax manipulator offering resistive
heating, sample transfer system, RGA system and an in-chamber hemispherical
electron analyser, mounted on a two-axis goniometer.
3.5 Silicon surfaces
Silicon is a group IV metalloid, with electronic configuration [Ne].3s2.3p2 in the
atomic form. This element is highly abundant, constituting approximately 25 %
of the Earth’s crust, and is commonly found in the form of SiO2.
Single crystals of silicon can be grown by the Czochralski technique. The bulk
material has a diamond-lattice crystal structure: a face-centred cubic lattice with
a two-membered primitive unit cell, such that each silicon centre is tetrahedrally
1University of Manchester Institute of Science and Technology
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Property Value Unit
Atomic mass 28.0755
Melting point 1414 ◦C
Boiling point 3265 ◦C
Density 2.33 g / cm3
Covalent Radius 1.11 A˚
Table 3.1: Properties of silicon at room temperature and atmospheric pressure.
bonded to four neighbours. The valence band is formed from the combination of
the occupied 3s and 3p states, and the conduction band from the unoccupied 3p
and 4s states, with an indirect band gap of 1.12 eV. Other properties of silicon
are summarised in table 3.1.
Cleaving a bulk silicon crystal to expose a low-index surface reveals unfilled
valances, or dangling bonds, and therefore a highly reactive surface. Under atmo-
spheric conditions, such surfaces react readily with available oxygen, producing
a layer of native oxide. Under UHV conditions, this oxide can be thermally re-
moved; surface reconstruction then occurs in order to minimise the number of
dangling bonds and lower the surface free energy. Two reconstructions of the
clean Si surface have been used in this work, namely Si(100)–(2×1) and Si(111)–
(7× 7), in addition to the less reactive Ag:Si(111)–(√3×√3)R30◦ surface.
3.5.1 Si(111)–(7× 7)
The Si(111)–(7× 7) reconstruction has a complicated geometry involving a large
unit cell. STM images and PES reveal much about the surface which is consistent
with the dimer adatom stacking-fault (DAS) model [74], shown schematically in
figure 3.4. The topmost layer of this reconstruction consists of twelve adatoms,
each of which is bound to three atoms in the second layer, resulting in one partially
filled dangling bond per adatom. The second layer contains 42 atoms, six of which
are triply co-ordinated rest atoms. The remainder form dimers surrounding the
triangular adatom subunits. Below this lies a silicon bilayer, with the same
structure as the (1 × 1) bulk termination. Vacancies exist at the corners of the
unit cell. These corner holes contain one dangling bond from the Si bilayer.
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adatom dimerised atom
rest atom unit cell boundary
Figure 3.4: The dimer adatom stacking (DAS) model of the Si(111)–(7 × 7)
reconstruction, after [74].
Each unit cell of the (7 × 7) reconstruction contains nineteen dangling bonds,
which is a significant reduction from the 49 that exist on an equivalent area of
the unreconstructed surface.
The DAS model contains a stacking fault in one half of the unit cell. This can
be seen clearly in the schematic. The right-hand half of the unit cell is unfaulted:
atoms are stacked regularly, such that the first atom directly beneath an adatom
resides in the fourth layer. Conversely, the stacking fault in the left-hand half of
the unit cell results in second-layer atoms lying directly beneath adatoms.
Experimentally, the Si(111)–(7× 7) reconstruction can be produced by flash-
annealing to 1200◦C under UHV conditions. As the surface cools, it undergoes a
phase transition at around 860◦C from the unreconstructed (1×1) termination to
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the (7× 7) reconstruction. After preparation of the surface in this manner, both
filled- and empty-state STM images show twelve protrusions and one depression
per unit cell. The protrusions correspond to the dangling bonds on adatoms,
visible in both imaging modes since they are partially filled. The depression
corresponds to the corner hole. Additionally, in the filled-state image, one half of
each unit cell appears to be lower than the other. This can be attributed to the
presence of the stacking fault.
Measurements from scanning tunnelling spectroscopy and valence band pho-
toemission indicate that the Si(111)–(7× 7) surface is metallic in character [78].
A valence band spectrum for this surface is shown on the right hand side of fig-
ure 3.5. A state exists close to the Fermi edge, and this is associated with the
(7×7) reconstruction adatoms. The Si 2p core-level spectrum is shown on the left
hand side of figure 3.5, along with a deconvolution into six components, which
are clearly apparent in high resolution, low temperature measurements carried
out elsewhere [77, 79]. The strongest component in the bulk-sensitive, normal-
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Figure 3.5: Si 2p core-level (left) and valence band (right) photoemission spectra
for the Si(111)–(7× 7) surface, obtained using hν = 140 and hν = 21.2 eV. The
core-level has been decomposed into six components, after [75–77]; the residual
trace has been expanded by a factor of 103.
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emission spectrum (labelled B in figure 3.5) is due to bulk silicon; those labelled
S1 to S4 correspond directly to elements of the DAS model (pedestal atoms, rest
atoms, adatoms and second-layer atoms, respectively), whilst S5 is attributed to
surface defects, such as vacancies and step edges. Both the adatom feature, in
the valence band, and rest-atom state, in the core-level spectrum, disappear with
only a small amount of surface contamination. As such, these features provide
a useful guide for gauging the quality of the surface reconstruction during PES
experiments.
3.5.2 Si(100)–(2× 1)
The Si(100) surface is of great technological importance, since it the most com-
monly used surface in device fabrication. The unreconstructed surface consists
of equivalent atoms, each of which is bound to two subsurface atoms and pos-
sesses two dangling bonds. The surface can undergo reconstruction to either a
(2× 1) or c(4× 2) structure. The unreconstructed surface, (2 × 1) and c(4× 2)
reconstructions are shown schematically in figure 3.6.
In the (2×1) reconstruction, adjacent surface atoms dimerise to tie up two of
the dangling bonds, with a single partially-filled dangling bond remaining on each
surface atom. The dimers align to form dimer rows, which run perpendicular to
unreconstructed (2× 1) c(4× 2)
Figure 3.6: Reconstructions of the Si(100) surface. In each case, the surface
unit cell is indicated by a broken line.
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the dimer bond direction. Terraces are common on Si(100) surfaces, with a step
height of a0/4 (1.36 A˚), and dimer rows on the upper terrace run perpendicularly
to those on the lower. The presence of dimer rows and the fact that they change
direction from one terrace to the next enables the formation of two types of step
edge. If the dimer rows on the upper terrace run parallel to the step edge, then
the edge is smooth. Alternatively, if the dimer rows on the upper terrace run
perpendicular to the step edge, then the edge is rougher and less stable.
The c(4× 2) reconstruction is similar to the (2× 1). Surface atoms dimerise
and align to form dimer rows, but a Jahn-Teller distortion results in buckled
dimers, in which there is a partial charge-transfer from the lower to the upper
dimer member. Adjacent dimers buckle in an anti-correlated manner, possibly to
reduce surface strain.
Experimentally, the Si(100) surface can be made to undergo reconstruction
through a similar thermal flash-annealing process used to bring about the Si(111)–
(7×7) surface reconstruction. STM images after such treatment clearly show the
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Figure 3.7: Si 2p core-level (left) and valence band (right) photoemission spectra
for the Si(100) surface, obtained using hν = 140 and hν = 21.2 eV. The core-level
has been decomposed into four components, and the residual trace expanded by
a factor of 103.
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surface dimers, dimer rows, rough and smooth terrace steps and the change in
dimer row orientation from one terrace to the next. Additionally, both symmetric
and buckled dimers can be seen. Core-level and valence-band photoemission
spectra for the reconstructed (100) surface are shown in figure 3.7. A dimer-
related surface state lies close to the Fermi edge. The core-level deconvolution
presented here shows four discrete components. The dominant component is due
to bulk silicon. Other components, the positions of which are given in brackets
as relative binding energies (RBE) with respect to the bulk line, correspond to
dimer states (-0.45 eV), second-layer atoms (+0.45 eV), and a combination of
third-layer atoms and surface defects (-0.2 eV) [80]. A fifth core-level component
with a RBE of +0.06 eV has been observed, but can not be resolved from the
bulk line in figure 3.7. This fifth component is also related to dimer states. The
presence of two dimer-related components is attributed to the presence of buckled
dimers: the component with a small, positive shift corresponds to the ‘up’ atoms
in such dimers, and that with a negative shift to ‘down’ atoms; the charge transfer
from the lower to upper atom is responsible for the significant separation of these
two components.
Dimer buckling
The presence of buckled dimers at the reconstructed Si(100) surface is an issue
subject to considerable controversy. Theoretical investigations have provided
mixed results concerning the ground state structure of this surface [81–86] . Some
calculations predict that a symmetric dimer (2×1) geometry is more stable, whilst
others favour the buckled dimer and therefore the c(4 × 2) reconstruction. It is
not clear which calculations are more reliable, and the controversy surrounding
theoretical treatment of this issue is compounded by the fact that the stability of
one state over the other can depend critically on the choice of physical constraints
used in the calculation [87].
It has been suggested that the presence of buckled dimers in STM images
is an artefact of the technique. However, as discussed, various components in
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the Si 2p core-level spectrum from PES have been attributed to the ‘up’- and
‘down’-atoms in a buckled dimer, ruling out the possibility that buckled dimers
arise solely due to a tip–sample interaction in STM.
An alternative suggestion is that the room temperature state of the (100)
surface consists of buckled dimers, but that these dimers oscillate between the
two possible buckled states at a frequency of the order of 5 THz [88], i.e. on
the femtosecond timescale. If this oscillation occurs on a timescale much less
than that associated with a particular measurement technique, the technique will
give a time-averaged measurement. STM samples the surface at the millisec-
ond timescale, producing a time-averaged image of the dimers which therefore
appear symmetric. This is supported by the fact that buckled dimers in room-
temperature STM images appear near defect or adsorption sites, which may pin
the dimers into one buckled state. Furthermore, low temperature STM and LEED
studies have shown that the c(4× 2) reconstruction is dominant at temperatures
below 200 K [89]. It is possible that the oscillation of buckled dimers is frozen out
at such temperatures, due to insufficient thermal energy to overcome the barrier
between the two buckled states. This model is currently widely accepted.
The characteristic lifetime of a photoionisiation event followed by subsequent
core-hole relaxation is typically of the order of femtoseconds. Thus, the the
possibility of time averaging in PES and NEXAFS measurements is not so certain.
However, the component with a RBE of -0.25 eV in the Si(100)–(2 × 1) Si 2p
core-level spectrum may incorporate some intermediate dimer-atom states, as it
lies half way between the up- and down-atom states. The implications of dimer
buckling for theoretical investigations will be discussed in the relevant chapter.
3.5.3 Ag:Si(111)–(
√
3×√3)R30◦
The Ag:Si(111)–(
√
3 × √3)R30◦ reconstructed surface can be prepared by de-
positing Ag onto a clean Si(111)–(7 × 7) surface held at around 450◦C. STM
reveals the real-space structure of the Ag:Si(111)–(
√
3×√3)R30◦ reconstruction
as a honeycomb structure, and the honeycomb-chain-trimer (HCT) model [90] has
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become the accepted model of this reconstruction. A schematic representation of
this model is given in figure 3.8.
Within the unit cell of the HCT model, Ag and Si trimers are formed, such that
the former surround the latter in a hexagonal ring. Ag trimers are situated above
second-layer Si atoms, and each Ag atom participates in bonding to a member of
a Si trimer. In this reconstruction, Ag atoms occupy all Si dangling bonds, with
the exception of those formed at step edges and the boundaries between different
phases of the reconstruction, resulting in a much lower reactivity than that of the
Si(111)–(7× 7) surface.
The valence band and Si 2p core-level spectra obtained from the Ag:Si(111)–
(
√
3 × √3)R30◦ surface are given in figure 3.9. A decomposition of the core-
level spectrum is not given, as it beyond the scope of the work presented here.
High-resolution PES studies of this surface, however, reveal the presence of five
components in the Si 2p core level, corresponding to bulk Si, Si atoms in the
trimers bound to Ag at the surface, second-layer atoms, Si in a buckled third layer,
and a small contribution associated with the formation of islands of excess Ag [91].
Ag Si in trimer , 2nd layer Si
Ag trimer unit cell boundary
Figure 3.8: The honeycomb-chain-trimer (HCT) model of the Ag:Si(111)–(
√
3×√
3)R30◦ reconstruction, after [90].
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Figure 3.9: Si 2p core-level (left) and valence band (right) photoemission spectra
for the Ag:Si(111)–(
√
3 × √3)R30◦ surface, obtained using hν = 140 eV and
hν = 21.2 eV.
The two dominant components are those arising from the bulk and the Si trimers:
the intensity of these two components is similar, and they are separated by around
0.35 eV, resulting in the characteristic shape of the Ag:Si(111)–(
√
3 × √3)R30◦
Si 2p core-level spectrum.
3.6 C60
C60 is a 60-membered carbon cage, with icosahedral symmetry. Its structure is
shown in figure 3.10, and consists of twelve pentagonal and sixteen hexagonal
faces, with C atoms at the vertexes. The electronic structure of C60 is illustrated
schematically in figure 3.11. 120 electrons occupy localised carbon core levels.
The remaining 240 valence electrons are responsible for covalent bonding within
the cage, and occupy a number of delocalised molecular orbitals of varying de-
generacy. The character of this bonding lies somewhere between sp2 and sp3. In
a carbon centre involved in covalent bonding to three neighbours, two 2p orbitals
interact with the 2s orbital to produce three sp2 hybridised orbitals lying in a
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plane, with an angular separation of 120◦. However, the curvature of the bonding
system in C60 brings about sp
3 character.
The lowest unoccupied molecular orbital (LUMO), highest occupied molec-
ular orbital (HOMO) and next-highest occupied molecular orbital (HOMO−1)
are each 3–, 5– and 9–fold degenerate, accommodating 6, 10 and 18 electrons,
respectively. In an isolated C60 molecule, the HOMO–LUMO gap is around 1.9
eV. In bulk C60, however, formation of conduction and valence bands occurs, with
a band gap of around 1.6 eV, resulting in an intrinsic semiconductor. The valence
band of bulk-like C60 (a thick film deposited onto an Si(111)–(7×7) surface until
the Si 2p core level can no longer be observed at hν = 140 eV) is shown in figure
3.12.
3.6.1 C60 at silicon surfaces
There is some debate as to whether deposition of C60 onto the Si(111)–(7 ×
7) and Si(100)–(2 × 1) surfaces results in chemisorption or physisorption of the
first monolayer [92–102] . It is generally accepted that further layers are weakly
physisorbed, and can be desorbed by annealing a multilayer sample to around
300◦C. A chemisorbed monolayer remains, either because this layer is chemisorbed
before annealing, or covalent bonds are formed during annealing.
Under UHV conditions, C60 can be deposited from a Knudsen cell or tantalum
envelope heated to a temperature above 350◦C. At a given photon energy, the C 1s
to Si 2p core-level ratio increases with C60 coverage. After obtaining this ratio
Figure 3.10: The geometric structure of C60.
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Figure 3.11: The electronic structure of C60, with the symmetry of each level
indicated using Mulliken symbols. The first and second of each of the highest
occupied and lowest unoccupied orbitals are also labelled.
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Figure 3.12: The PES spectrum of the valence region of bulk C60, obtained
using hν = 21.2 eV.
for an annealed monolayer, it is possible to grow a monolayer without annealing,
by careful monitoring of the C 1s to Si 2p ratio during a series of sub-monolayer
depositions. This may be exploited in order to calibrate the deposition rate of
the C60 source.
Figure 3.13 shows valence band and Si 2p core-level spectra for the clean
Si(111)–(7×7) surface, a thick film of C60 at this surface and monolayers produced
by three different methods: growth in sub-monolayer steps without annealing, and
annealing to 300◦C by e-beam and direct heating. Compared to the valence band
observed for a thick film of C60, each monolayer valence band shows considerably
more structure in the HOMO, and greater HOMO and HOMO-1 widths. The
presence of the monolayer also produces in significant changes in the Si 2p core-
level, compared to that observed for the clean surface. For monolayers produced
by all of the methods considered, the rest-atom peak is absent, the dip in intensity
in the middle of the core-level is more pronounced, and there is an increase in
intensity on the higher binding-energy side of the spectrum. Comparing the
curve fits to this spectrum to that for the clean surface, it can be seen that the
fitted peak which lies roughly 1 eV above the bulk line is more intense in the
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Figure 3.13: The valence band and Si 2p core-level spectra for the clean Si(111)–
(7 × 7) surface, a thick C60 film and monolayers produced by annealing with
e-beam & direct heating, and without annealing.
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monolayer spectrum, and lies at a slightly lower binding energy. For the clean
surface, this peak is associated with surface defects. Annealing the Si(111)–
(7× 7) surface to 300◦C in the absence of fullerene does not increase the density
of surface defects and, besides, the changes in intensity and position of this peak
are observed for both annealed and cold monolayers. The changes in this peak are
therefore attributed to the presence of a fullerene-related core-level component
which is situated at a slightly lower energy than that due to surface defects —
the separation between these two components is so small that they can not be
resolved individually. A very small component also appears at around +2 eV. Its
absence in the spectrum for the clean surface indicates that it is clearly fullerene-
related. The presence of additional structure and broadness in the valence band,
and appearance of new components in the core-level spectrum are indicative of a
covalent interaction between the adsorbate and substrate [103].
There are some minor differences in the valence band and Si 2p core-level spec-
tra between the two different methods of annealing. For the monolayer produced
by resistive heating, components on the high binding-energy side of the Si 2p
core-level, with RBEs of around +1 and +2 eV, are a little more intense and,
in the valence band, there is some additional intensity at lower binding energies,
around the HOMO. The two core-level components in question are related to a
covalent interaction between the adsorbate and substrate. Stronger contribution
from these components to the core-level for the directly-heated monolayer, and the
corresponding changes in the valence band, are therefore attributed to the forma-
tion of additional Si–C bonds: the fullerene molecules are thought to ‘bed-down’
into the surface, with the result that a larger proportion of the cage participates
in bonding to the surface. Why this effect should be more prevalent when using
resistive- rather than electron-beam heating is uncertain. One possibility is that
differences in resistivity between the bulk silicon and fullerene-covered surface
result in higher temperatures at the surface, which are not detected using py-
rometry. Alternatively, the higher heating rate achieved with direct heating may
be the cause, particularly if the ‘bedding-down’ process is subject to significant
kinetic limitations.
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Figure 3.14: The valence band and Si 2p core-level spectra for just under a
monolayer of C60 at the Si(100)–(2 × 1) surface, unannealed. The core-level
spectrum has been decomposed into five components; the residual trace has been
expanded by a factor of 103.
The Si 2p core-level and valence band spectra for just under a monolayer of
C60 on Si(100)–(2× 1) are given in figure 3.14. The presence of some intensity in
the dimer-related component, with a negative RBE, indicates that the coverage of
C60 has not quite saturated the surface. As for the Si(111)–(7× 7) surface, upon
adsorption of C60, surface-related features in the valence band and core-level are
attenuated, and fullerene-related components arise 1 eV above the bulk peak in
the core-level. This is consistent with observations reported elsewhere [103], and
again is indicative of the formation of covalent bonds between the fullerene and
the Si surface. Again as per the Si(111)–(7 × 7) surface, monolayers prepared
by annealing on the Si(100)–(2× 1) surface demonstrate more intense fullerene-
related core-level components, indicating stronger covalent bonding.
Upon adsorption of C60 at the Ag:Si(111)–(
√
3×√3)R30◦ surface, there is very
little change in the core-level spectrum [104]. The lack of any apparent change in
the core level indicates that the Ag:Si(111)–(
√
3×√3)R30◦ HCT reconstruction
is preserved, and that there is not a strong interaction between the adsorbed C60
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and this surface. This is consistent with the fact that the C 1s core-level has
only one component — there are no apparent chemical shifts [104]. It is therefore
clear that C60 is only weakly physisorbed at this surface, and it may be expected
that any annealing of the C60/Ag:Si(111)–(
√
3×√3)R30◦ system would result in
desorption of the C60. However, during annealing the Ag also desorbs, and C60–Si
interactions play an important role. Depending on kinetic limitations, annealing
leads to either desorption of the Ag, leaving a covalently-bound C60 monolayer
on the (111) surface, or desorption of both the Ag and much of the C60, resulting
in a (111) surface on which step edges are decorated with C60 [105].
In summary, monolayer coverages of C60 on the Si(111)–(7× 7) and Si(100)–
(2×1) surface can be prepared either by annealing a multilayer to remove weakly
physisorbed C60 overlayers, or by deposition of 1 ML of material from a calibrated
source. There is strong evidence that cold monolayers are chemisorbed, and it is
certain that annealing to around 300◦C results in the formation of covalent bonds.
At the Ag:Si(111)–(
√
3 × √3)R30◦ surface, however, C60 is weakly physisorbed;
annealing leads to desorption of the Ag resulting in covalently bound C60, either
in a monolayer or at step edges.
CHAPTER 4
Theoretical studies of
adsorption
Ab initio computational chemistry is finding increased use in the
field of surface science, particularly in the study of adsorption.
However, computational expense limits the size of adsorbates
and range of adsorbate-substrate interactions that it is feasible
to investigate. This chapter considers the effectiveness of a
new functional, EDF1, in reducing this computational expense
without compromising accuracy.
Recent developments in the field of single-molecule devices [106–109] and the
manipulation and self-assembly of larger molecules, most notably fullerenes and
nanotubes [8, 9, 11, 14, 110, 111], at various surfaces have generated particular in-
terest in theoretical studies of the adsorption of larger molecules. However, as the
molecule under consideration becomes larger, the number of calculations required
for a comprehensive investigation rapidly increases, due to the increased number
of possible binding configurations. Furthermore, it is necessary to consider a
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larger area of the substrate, which leads to a rapid increase in computational ex-
pense. For these reasons, it is desirable to ensure that the computational model
used yields high accuracy for an acceptably low computational investment.
Adsorption may be modelled through the use of either plane-wave calculations,
which employ a super-cell model of an area of the surface, or calculations based
on Gaussian basis sets, which use a cluster model to represent the substrate. The
accuracy of results as a function of computational expense in the latter case is
considered here, as this method has been used with some success to investigate
the adsorption of small organic molecules — ethene, ethyne, cyclohexane and
benzene, to name a few — at the Si(100) surface [112–115].
4.1 General considerations
4.1.1 Cluster models of the Si(100) surface
Figure 4.1 shows a typical cluster model of the Si(100) surface. In this model,
unfilled valencies at the periphery are capped with hydrogen, whilst those at the
(100) surface are left unsaturated such that they may dimerise during geometry
optimisation. In this way, isolated clusters may be treated as charge-neutral with
singlet multiplicity in ab initio calculations. Importantly, the cluster incorporates
several layers of silicon, permitting the study of both the adsorption of a species
at the surface, and any resulting sub-surface relaxations.
Due to limitations of computational expense, few studies have employed clus-
ter models of the Si(100) surface that contain more than a single dimer row.
Multiple dimer-rows are required, however, if the model is to be used in the
study of larger adsorbates or in the investigation of the longer-ranged effects of
adsorption. It is in multi-row systems that a deficiency of the cluster model be-
comes particularly apparent: when optimised at any level of theory, the cluster
undergoes relaxation resulting in curvature, as illustrated in figure 4.1.1, the ra-
dius of which is inversely proportional to the number of dimer rows. This most
likely comes about due to an imbalance in tension at the upper and lower sur-
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(a) (b) (c)
(d)
Figure 4.1: A cluster model of the Si(100) surface viewed from above (a), along
the [110] direction (b) and [110] (c) directions, and in perspective (d).
Figure 4.2: An illustration of the problem of cluster curvature.
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faces, arising from the presence of dimers at only one of these. The curvature
of the cluster involves the relaxation of a large number of bond lengths and an-
gles, which may make the energy associated with this relaxation greater than
that associated with the localised relaxation of surface dimers. Furthermore, the
presence of an adsorbed species at the upper surface results in a change in the
radius of curvature, and this implies that any binding energy determined from
such a model will include some contribution arising from the difference in cluster
curvature between the isolated and bound states.
As it stands, the multi-row cluster model is a poor representation of the Si(100)
surface, in terms of both energetics and geometry. Although the curvature is less
apparent in single-row models, it may certainly affect results. This issue must be
addressed through the imposition of certain geometrical constraints to eliminate
or, at least, minimise its effects in all clusters containing more than a single dimer.
However, the validity of one set of constraints over another is a controversial
issue, as a small change in the nature of these constraints can have significant
effects on the model [87]. For this reason, a number of possible approaches were
investigated.
Cluster constraints
The most self consistent approach to resolution of the cluster curvature issue
is, unfortunately, the most computationally expensive. A multi-row cluster is
extended to the maximum possible number of layers, such that the lowest consists
of a single silicon atom, or row of atoms, the unfilled valencies of which are capped
with hydrogen. This extended cluster is then used to represent the substrate in
all calculations. Of course, the number of silicon centres that must be considered
rises very rapidly with the number of dimers and dimer rows in the model. For any
cluster larger than two rows containing two dimers each, the large computational
expense renders this approach unfeasible.
Self consistency may be compromised to produce an approach which involves
only one highly expensive step. The geometry of the extended cluster is optimised
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at the same level of theory as that used, subsequently, to calculate adsorption
geometries. Excess layers of silicon are then removed. The atoms of the lowest
remaining layer are fixed in position, and their unfilled valences capped, giving a
cropped cluster. The cropped cluster is used in all subsequent calculations, both
in the presence and absence of adsorbates. Once again, however, this technique
is not practical for clusters containing more than a few dimers or rows.
It is possible to conceive of a further compromise, in which the extended cluster
is optimised at a lower level of theory. However, different levels of theory yield
slightly different atomic co-ordinates in the lowest layer of the resulting cropped
cluster. The results from one method are not readily justified as being more
appropriate than those of another. Importantly, for a fixed calculation scheme,
the relative positions of atoms in the lowest layer of a cropped cluster can vary
slightly, as more dimers or dimer rows are added. Hence, the self consistency of
this approach is lost, whilst overall computational expense remains high.
An alternative basis for the constraints on a cluster is that the lowest layer of
silicon in the model should be representative of bulk-like silicon, resulting in an
empirical cluster model. Positions of atoms in the lowest layer are determined
from consideration of the experimentally obtained lattice constant of bulk silicon
and its crystallographic structure. Unfilled valencies, with the exception of those
on dimerising silicon centres, are capped with hydrogen, placed such that the
H-Si bond length matches the empirical value observed in SiH4, and tetrahedral
bond angles are preserved. In all geometry optimisations, the lowest layer of
silicon atoms are fixed in their original, empirical positions, in addition to those
hydrogen centres that represent bonds to bulk-like silicon, namely the lowest
two layers of hydrogen. Choosing the relative positions of silicon centres in this
way is not theoretically self consistent, but it removes the need for the costly
optimisation of an extended cluster and ensures that the structure of the bulk-
like layer does not vary with the number of dimers in the model. This empirical
cluster approach is far more desirable than others presented above, as it incurs
no additional computational expense, and maintains a degree of self-consistency
across cluster models of varying size.
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The constraints of the empirical cluster model were employed in this research
for all clusters containing more than a single dimer. The single dimer cluster itself
is a special case, as only four layers of silicon are required to result in a single
atom in the lowest layer, alleviating the necessity for geometric constraints. The
four layer, single-dimer cluster therefore serves as an excellent system with which
to compare different computational schemes, as its use ensures that calculations
carried out elsewhere can be precisely reproduced.
4.1.2 Theoretical approach
Studies which have used cluster models of the Si(100) surface incorporating more
than a single dimer row have typically involved some compromise in terms of the
level of theory employed, in order to reduce computational expense. One pop-
ular compromise is the use of semi-empirical methods, such as AM1 and PM3
(§2.4.2 and §2.5.2). These semi-empirical methods are much less computation-
ally demanding than ab initio techniques, but this is achieved through the ne-
glect of many of the two-electron repulsion integrals and approximation of those
that remain with some parametric form. Semi-empirical methods are parame-
terised by fitting the model to experimental data and, for historical reasons, this
parametrisation is often biased towards agreement with experimental data for
organic species. As a consequence, such methods frequently give poor results
for inorganic systems, and may therefore not be appropriate for the study of
adsorption at semiconductor surfaces.
An alternative approach to the reduction of computational expense involves
the reduction of the number of electrons in a system that must be treated ex-
plicitly, and thereby of the number of costly two-electron integrals that need to
be evaluated. This can be achieved through the use of ECP basis sets (§2.4.1).
However, development of ECP basis sets has, in part, been driven by the need
to reduce computational expense, and so the number of basis functions used in
these sets to model the remaining explicitly treated electrons is typically quite
modest. Coupled with the fact that popular density functions and HF theory
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yield more accurate results when used in conjunction with a large basis set, as a
result from their derivation in the limit of a complete basis set, their performance
in conjunction with an ECP basis set can be poor, as results will show.
The empirical density functional, EDF1 [57], on the other hand, was developed
with the use of smaller basis sets in mind. The starting point for the development
of a density functional for computational chemistry is often the selection of a few
exchange and correlation functionals, each of which is derived from consideration
of a particular physical situation. Hybrid functionals, such as B3LYP [55,56], also
include a contribution from the exact Fock exchange. The mixing coefficients for
these various contributions are then adjusted such that the results from the func-
tional agree exactly with those from experiment for a particular system, or with
those from a more complex theoretical consideration of some system. EDF1 was
constructed in this spirit, through the linear combination of a large number of
density functionals and the Fock exchange functional. Its mixing coefficients were
varied to fit results from the functional to the G2 [58] set of experimental data
for small molecules, using the relatively small 6-31G basis set. In the fitting
process, many mixing coefficients fell to zero, indicating that contributions from
certain functionals are not beneficial within the limit of this basis set. Signifi-
cantly, the exact Fock contribution is not required, eliminating the necessity for
analytical evaluation of integrals. The nature of EDF1 therefore suggests that it
may demonstrate superior performance in conjunction with smaller basis sets in
comparison to other functionals, whilst at the same time offering a reduction in
computational expense, in its own right.
Calculation scheme
A large number of computational schemes have been considered in the course
of this research, but the results presented here concentrate on those achieved
through combinations of the B3LYP or EDF1 functional with the all-electron
6-31G* or LANL2DZ [52,53] pseudopotential basis set. The general approach to
a cluster model study of adsorption is to carry out geometry optimisations of the
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isolated cluster, isolated adsorbate and possible binding configurations.
The results of a geometry optimisation can depend heavily on the quality of
the initial guess geometry. In order to maintain some degree of consistency across
initial guess geometries, each was generated by the same method. This method
begins with the isolated empirical cluster model, optimised at the required level
of theory (e.g. B3LYP/6-31G*), with the lowest layer of silicon atoms fixed in
their empirical positions, as required by the model. The adsorbate is then placed
at the surface of the cluster, in a position and orientation approximating that
expected in the bound state. Appropriate chemical bonds are defined, for the
purposes of a partial optimisation using the low level MMFF94, in which only
the positions of atoms constituting the adsorbate and the dimers to which it is
bound are allowed to relax.
In many cases, this partial optimisation provides a reasonable first approxima-
tion to the adsorption geometry. However, MMFF94 is a very crude model and,
as such, it demonstrates an energetic preference for silicon-silicon bond lengths
which do not agree well with empirical values. As a consequence of constraining
the majority of silicon centres in empirical positions, the molecular mechanics
optimisation may detect strain in the system and try to minimise it by drasti-
cally altering the orientation of the adsorbate. In such cases, the results of the
optimisation are rejected, and the adsorbate manually constructed at the surface.
The geometry resulting from the MMFF94 optimisation, or the manual construc-
tion of an adsorbate, is then partially optimised using AM1, a semi-empirical
method, using the same constraints as for the molecular mechanics stage. The
model is then ready for the determination of the equilibrium geometry and bound
state energy at a high level of theory, subject to the constraints required by the
empirical cluster model.
The various stages of optimisation may appear to be unnecessary, but they
all serve to reduce overall computational expense. MMFF94 calculations are
inexpensive, and allow for large changes in the adsorbate position in order to lower
energetic contributions due to strained bonds at the surface. Since molecular
mechanics methods do not, in any way, consider electronic structure, electronic
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behaviour which may affect the geometry is utterly neglected. Ab initio theories
take such behaviour into account, but if large changes in the geometry result, this
necessitates many optimisation cycles. It is therefore preferable to include the
semi-empirical stage, which models electronic structure in a coarse but affordable
manner.
4.1.3 Zero-point correction
It must be noted that the theoretical adsorption energies presented in this chapter
have not been zero-point corrected: contributions to the adsorption energy due
to differences in the ground state vibrational modes of the isolated and bound
systems have not been accounted for. Crude investigations carried out using AM1
indicate that a correction of approximately −0.01 eV may be expected for each
Si–C bond formed upon adsorption, perhaps corresponding to the damping of
C–C stretch modes.
4.2 Cluster geometry
Experimentally, the Si–Si dimer bond is found to have a length of 2.24± 0.08 A˚.
All geometry optimisations using combinations of the LSDA [31], B3LYP and
EDF1 density functionals with the 3-21G, 6-31G, 6-31G* and LANL2DZ basis
sets found the dimer length in the single-dimer clusters to be 2.23 A˚, with a
standard deviation of 0.02 A˚ between calculation schemes, and bond angles on
the lowest Si centres remaining close to a tetrahedral geometry. For the two-dimer
cluster with empirical constraints, the average bond length remains at 2.23 A˚,
but the standard deviation increases to 0.05 A˚. HF theory, when used with the
same basis sets, generally permits a greater relaxation of bonds about the lowest
Si centres and predicts shorter Si–Si bond lengths. Across basis sets, HF theory
gives an average dimer length of 2.19 A˚, with a standard deviation of 0.02 A˚.
All cluster models considered — one- and two-dimer unconstrained, extended,
cropped and empirical — predict a symmetric dimer configuration in the ground
state at all levels of theory used here, despite much effort expended in attempts
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to reproduce dimer buckling through subtle variations in geometric constraints.
As discussed previously, the nature of the ground state of the Si(100) surface is
not fully understood (§3.5.2). The controversy surrounding this issue merits a
discussion of the effects of dimer buckling at non-zero temperatures (i.e. neglect-
ing the energetic contributions from vibrational modes) on the binding energies
and geometries obtained here.
Although the physical origins of dimer buckling are a subject of great de-
bate, it is generally believed that the energetic difference between the buckled
and symmetric dimer states is small (∼ 0.1 eV) compared to adsorbate binding
energies (∼ 2 eV). This error is certainly of the same order as, or smaller than,
that inherent in the use of HF theory or a density functional approach in the
limit of an incomplete basis set. Should greater theoretical accuracy be required,
it is plausible that the energetic effects of dimer buckling may be included as a
perturbation. Secondly, room temperature STM images indicate that, upon the
adsorption of a wide variety of molecular species, the dimers involved in adsorp-
tion drop out of the buckled state. From these considerations, it is possible to be
fairly confident that, despite the widespread uncertainty concerning the Si(100)
ground state geometry, the absence of dimer bucking observed here is not sig-
nificant when considering either binding geometries or binding energies. It may,
however, be important when considering adsorption pathways and the electronic
structure of transition states.
4.3 Testing the model
4.3.1 Single-dimer cluster
Figure 4.3 shows the bound state of ethene and ethyne with the single-dimer
cluster model. The binding energies obtained from various calculation schemes
are presented in table 4.1. As stated, the single-dimer cluster is not subject to
any geometric constraints, and therefore serves as an excellent test system; it
is worthy of note that the binding energies obtained using B3LYP/6-31G* are
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identical to those found elsewhere [114].
Experimentally, temperature programmed desorption (TPD) techniques have
indicated binding energies of 1.65 eV and 2.00 eV for ethene and ethyne, respec-
tively, at the Si(100) surface [116, 117]. For both ethene and ethyne, and for a
given basis set, EDF1 agrees more closely with the experimental results than does
HF theory, the LSDA or B3LYP. In the case of ethene, EDF1 is in close agreement
with experiment when used with any but the smallest of these basis sets. The
same may not be said when considering ethyne, as all calculation schemes predict
binding energies which are significantly larger than that obtained experimentally.
(a) (b)
Figure 4.3: Binding geometries for ethene (a) and ethyne (b) to a single-dimer
cluster
Ethene; experimental binding energy = 1.65 eV [116].
HF LSDA B3LYP EDF1
3-21G 2.41 3.02 2.25 2.05
6-31G 1.98 2.58 1.82 1.61
6-31G* 2.22 2.72 1.99 1.75
LANL2DZ 2.11 2.66 1.97 1.74
Ethyne; experimental binding energy = 2.00 eV [117].
HF LSDA B3LYP EDF1
3-21G 2.89 3.56 2.83 2.69
6-31G 2.63 3.24 2.53 2.38
6-31G* 3.04 3.54 2.86 2.68
LANL2DZ 2.75 3.32 2.67 2.49
Table 4.1: Binding energies (in eV) of ethene and ethyne to a single-dimer
cluster model, obtained using various functional/basis set combinations.
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However, it is important to realise that the accuracy of TPD techniques when
used in the determination of binding energies varies with adsorbate, as discussed
in [114]. Applied to ethene at Si(100), TPD measurements may be expected
to serve as an accurate probe of binding energy, since the majority of adsorbed
molecules desorb intact. Ethyne at Si(100), on the other hand, demonstrates
a preference for thermal decomposition: only a small proportion of adsorbed
molecules are desorbed, and hence TPD may indicate a desorption energy which
is significantly lower than that required to break Si–C bonds.
The general conclusion that can be drawn from these results is that both the
LSDA functional and HF theory clearly yield less accurate results compared to
those obtained using either B3LYP or EDF1. Additionally, the 3-21G basis set
performs poorly in all cases, and EDF1 demonstrates performance comparable
to that of B3LYP. Having compared these calculation schemes using the sim-
plest possible model of adsorption, it is necessary to test the effectiveness of the
cluster model with empirical constraints, and the performance of EDF1 and the
LANL2DZ pseudopotential basis set applied to this larger system.
4.3.2 2-dimer cluster with empirical constraints
Computational expense becomes an issue when considering the 2-dimer cluster,
as the size of this system is not insignificant, and so it is beneficial to reduce
the number of necessary calculations. Given their inferior performance in the
single dimer tests, it was considered unnecessary to perform further calculations
involving HF theory, the LSDA functional or the 3-21G basis set. For the purposes
of testing, the 6-31G* basis set was favoured over 6-31G, since the usage of the
former is a standard in computational chemistry and it is therefore more prevalent
in the literature. Additionally, the issues concerning the accuracy of experimental
binding energies for ethyne at Si(100) suggest that comparison of these values to
further theoretical results would produce very little that is conclusive.
Adsorption of ethene modelled with the two-dimer cluster is illustrated in fig-
ure 4.4, with theoretical binding energies given in table 4.2. With each calculation
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(a) (b)
Figure 4.4: Single (a) and double (b) adsorption of ethene on the 2-dimer
cluster
Binding energy / eV
EDF1 B3LYP
6-31G* LANL2DZ 6-31G* LANL2DZ
single 1.86 1.85 2.13 2.37
double 1.78 1.75 2.07 2.30
Table 4.2: Binding energy of ethene to a 2-dimer empirical cluster, single (0.5
monolayer) and double (one monolayer), obtained using B3LYP and EDF1 with
both all-electron and pseudopotential basis sets.
scheme, it can be seen that there is a reduction in binding energy as the cluster
coverage is increased from 0.5 ML to 1 ML (corresponding to single and double
adsorption, respectively). This may be expected, as the energetic preference for
adsorption is certain to decrease with the number of available binding sites, in
the absence of any attractive adsorbate–adsorbate interactions.
Once again, in all cases, EDF1 predicts adsorption energies which are closer
to the experimentally determined value of 1.65 eV. Importantly, there is only
a very small change in the values obtained from EDF1 when pseudopotentials
are introduced. The same may not be said for B3LYP: as the number of basis
functions is decreased, the accuracy of this functional is reduced; this most likely
results from the optimisation of this functional for use with larger basis sets.
Interestingly, the ethene binding energies obtained using EDF1/LANL2DZ
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and the cluster model with empirical constraints compare more favourably with
experiment than those obtained from periodic slab calculations [118]. The slab
calculations predict a buckled dimer in the ground state, and yield binding ener-
gies of 1.89 eV and 1.93 eV for 0.5 ML and 1 ML coverages of ethene.
(a) (b) (c)
(d) (e)
Figure 4.5: Binding geometries of benzene to the 2-dimer cluster model of the
Si(100) surface: 1–4 or Deils-Alder configuration (a); edge bound (b); tight bridge
(c); twisted bridge (d); symmetric bridge (e).
EDF1/LANL2DZ B3LYP/6-31G* [112]
Edge 0.52 n/a
1-4 1.04 1.04
Tight Bridge 1.44 1.12
Table 4.3: Binding energies for stable states of benzene on Si(100), obtained
using EDF1/LANL2DZ.
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4.3.3 Larger adsorbates
Benzene
Further testing of the model concerns its performance when considering larger
adsorbates. Benzene serves as a good test system, since its adsorption at Si(100)
has been studied extensively, using both theoretical and experimental techniques.
Figure 4.5 shows five possible adsorption geometries for benzene on the two-
dimer cluster. Using the nomenclature introduced in reference [119], these are
termed: (a) the 1–4 or Diels-Alder configuration; (b) edge bound; (c) the tight
bridge; (d) the twisted bridge; (e) the symmetric bridge. The first four of these
configurations were treated as singlet states. The symmetric bridge, however, has
lone pairs on the two carbon centres that are not involved in Si–C bond formation,
and therefore has triplet multiplicity. EDF1/LANL2DZ indicates that of these
five configurations, only three are stable. The binding energies for these stable
configurations are given in table 4.3, and compared to results obtained elsewhere
using B3LYP/6-31G*.
Experimental studies of benzene at Si(100) indicates two stable states at 1.21
eV and 1.39 eV [120]. From the EDF1/LANL2DZ adsorption energies, it is
possible to assign the Diels-Alder and tight bridging configurations to these two
states. EDF1/LANL2DZ predicts a small binding energy for the edge-bound
configuration. It is conceivable that this may be a metastable state that occurs
during desorption of the tight-bridging species.
Naphthalene
Of the fifteen possible binding configurations for naphthalene to a two-dimer
cluster, EDF1/LANL2DZ, in conjunction with the empirical cluster constraints,
predicts that six are stable. These are given in figure 4.6, along with their the-
oretical binding energies. Various spin states were considered, but all stable
configurations were found to have singlet multiplicity. Analysis of the C–C bond
lengths reveals that rehybridisation takes place, resulting in no unfilled valencies
on any carbon centres.
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(a) 0.91 eV (b) 0.56 eV (c) 0.82 eV
(d) 1.35 eV (e) 1.44 eV (f) 1.44 eV
Figure 4.6: Binding geometries of naphthalene on the Si(100) surface
There are no experimental data available with which to compare these theoret-
ical binding energies. However, the binding energy per Si–C bond is comparable
to that obtained for the adsorption of ethene, acetylene and benzene, indicating
that these results are reasonable.
4.3.4 Vibrational structure
The symmetric and antisymmetric H–Si stretch frequencies at the hydrogen-
terminated Si(100) surface have been determined experimentally with a high
degree of confidence. Table 4.4 shows the harmonic frequencies for these vibra-
tional modes, obtained using both B3LYP and EDF1. In conjunction with the
LANL2DZ pseudopotential basis set. The harmonic frequencies obtained using
EDF1 match the experimental values more closely than those from B3LYP. The
superior agreement with experiment of EDF1, applied to this silicon–hydrogen
system, becomes even more apparent if the difference between symmetric and
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Frequency / cm−1
Mode EDF1/LANL2DZ B3LYP/LANL2DZ Experimental [121]
Symmetric 2174 2202 2097
Antisymmetric 2166 2201 2088
Difference 8 1 9
Table 4.4: Vibrational frequencies of the Si-H symmetric and antisymmetric
stretch modes at the H-passivated Si(100) surface.
antisymmetric stretch frequencies is considered.
4.4 Computational Expense
The principal purpose of this investigation was the determination of a method
by which the computational expense of a study of adsorption could be reduced,
without significantly compromising the accuracy of results. Pseudopotentials
have been employed previously to achieve such a reduction, but when used with
the popular B3LYP functional, the accuracy of results is compromised.
Table 4.5 shows the relative processing times required for evaluation of the
SCF and its gradients, using combinations of B3LYP and EDF1 with 6-31G* and
LANL2DZ, for a number of systems. In terms of these computational times, in
the worst case the performance of EDF1 is comparable to that of B3LYP for SCF
evaluation. At best, there is a reduction in expense when employing EDF1 as
compared to B3LYP, whilst the results from the study of energetics indicate no
significant loss in accuracy. EDF1 clearly demonstrates a lower computational
cost for the evaluation of SCF gradients, due to the absence of the exact Fock
exchange. It is also clear, in terms of both energetics and the SCF gradient
evaluation times, that EDF1 is more tolerant of the use of pseudopotentials,
which can be seen to yield a much greater cost benefit when larger systems are
considered.
The significant reduction in computational expense offered by the use of EDF1
coupled with a pseudopotential basis set, without sacrificing the accuracy of bind-
ing energies and vibrational structure, makes this scheme an attractive approach
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B3LYP/ EDF1/ B3LYP/ EDF1/
6-31G* 6-31G* LANL2DZ LANL2DZ
Self-consistent field
1-dimer cluster 3.48 3.70 1.00 1.29
1-dimer cluster + C2H2 3.07 2.84 1.01 1.00
1-dimer cluster + C2H4 2.86 2.18 1.00 1.02
1-dimer cluster + 2H 7.88 5.49 1.20 1.00
2-dimer cluster 11.45 2.79 1.20 1.00
Field gradients
1-dimer cluster 5.23 2.79 1.13 1.00
1-dimer cluster + C2H2 5.09 2.51 1.15 1.00
1-dimer cluster + C2H4 5.05 2.46 1.15 1.00
1-dimer cluster + 2H 11.75 3.86 1.52 1.00
2-dimer cluster 23.51 2.13 1.62 1.00
Table 4.5: Relative computation times for SCF and field gradient evaluations,
using various calculation schemes.
to the investigation of larger adsorbates in organic–silicon systems. For the study
of fullerene adsorption, if long-range effects may be neglected, it may only be
necessary to consider a two dimer by two row cluster model. However the re-
duction in computational expense offered by this calculation scheme, compared
to that incurred by the use of B3LYP/6-31G*, is only of the order of a factor
of ten. Although modelling such a cluster with EDF1/LANL2DZ is feasible, it
would still require significant computational power, the level of which is currently
only achievable through the use of parallelised code, a functioning implementa-
tion of which was unavailable at the time of this work. An alternative approach
may be realised through the use of quantum mechanical / molecular mechanical
(QM/MM) methods, which have been applied to the study of the Si(100)–(2×1)
surface with some success [122, 123]. In a QM/MM calculation, the substrate
model may incorporate a very large number of atoms, the majority of which are
treated using inexpensive molecular-mechanical techniques; only those that are
involved in bonding to an adsorbate, and some n nearest-neighbour atoms, are
given a full quantum-mechanical treatment. Given the performance demonstrated
here, EDF1 may be a highly suitable candidate for the quantum-mechanical por-
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tion of such QM/MM calculations.
More positively, this work has been the first test of EDF1 applied to larger
systems. Here, this functional has been shown to perform well in the treatment
of larger systems whilst, elsewhere, it has been shown to yield excellent results
for a wide variety of small systems [57]. It is therefore possible that EDF1 could
be applied to great effect in other fields of study.
4.5 Binding of C60 to Si(100)
Preliminary calculations, concerning the binding of C60 to the Si(100) surface,
have been carried out. STM studies indicate that, when deposited onto the
Si(100)–(2 × 1) surface at room temperature, C60 adsorbs at one of two specific
sites between dimer rows. Individual molecules adsorb such that their centres lie
between four dimers. Intermolecular effects and annealing can lead to molecular
centres positioned between two dimers. Higher temperature annealing can result
in molecules adsorbing on top of dimer rows [101].
Calculations were carried out using the semi-empirical method AM1, employ-
ing a four-dimer cluster model, with two dimers in two rows, for inter-dimer bind-
ing configurations, and a two dimer cluster model for dimer-row configurations.
All cluster models were subject to empirical geometric constraints. Two-dimer
systems were considered using unrestricted (UHF) spin-orbitals. Calculations
involving the four-dimer cluster used restricted (RHF) spin-orbitals: the use of
UHF orbitals caused the calculation size to exceed that of the physical memory
available, and the performance impact associated with the use of virtual mem-
ory rendered UHF calculations unfeasible. The binding energies for a number of
configurations are given in table 4.6, and compared to those from a recent study
employing DFT and periodic boundary conditions [124] 1. The table contains
schematic representations of bonding configurations, in which the carbon centres
involved in Si–C bonds are highlighted. The dimers are not shown in the schemat-
1Reference [124] contains a printing error. In Figure 4, the labels (a), (b) and (c) should
read (e), (f) and (g), in order to correspond to entries in Table 1. This adjustment is known to
be correct from examination of a pre-print of the article in question.
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ics, for reasons of simplicity. In all schematics, the dimer orientation should be
taken as horizontal: the position of the dimers with respect to the adsorbate is
then implicit from the number of Si–C bonds, and whether adsorption is on top
of a dimer row or between rows, as in the examples in figure 4.7.
For geometries on the dimer row involving a single dimer, the agreement be-
tween the results from AM1 and the DFT investigation is very reasonable. Both
studies predict the same order of stability, and the binding energy for each config-
uration is comparable across the two methods. Applied to dimer-row geometries
involving two dimers, AM1 predicts higher relative stability for two geometries
(e and g), with respect to the other configurations, and that one configuration
(o), found to be stable in the DFT study, is unstable.
Considering adsorption between two dimer rows, both the AM1 and DFT
investigations show that there are seven stable bound states. Four of these are
common to both computational methods, and the remaining configurations are
specific to each method. However, the difference between the two sets of stable
states predicted by each method may be the result of an inexhaustive considera-
tion of binding configurations. Certainly, the three additional stable states found
in the DFT investigation were not amongst the sixteen that were considered using
AM1. Whether or not the reverse is true can not be ascertained from the journal
article detailing the DFT investigation. Comparing the binding energies of the
stable states common to both methods, there is reasonable agreement for all four
bound states. It must be noted that the AM1 binding energies shown here were
obtained using restricted spin-orbitals. Further optimisation using unrestricted
dimer row dimer row inter-dimer
Figure 4.7: Schematic representations of C60 binding configurations, with dimer
positions shown.
CHAPTER 4. THEORETICAL STUDIES OF ADSORPTION 83
Binding geometries on the dimer row
EB / eV EB / eV EB / eV
Geometry AM1 DFT Geometry AM1 DFT Geometry AM1 DFT
a 3.65 3.57 b 2.92 3.28 c 2.47 2.90
d 4.81 4.83 e 4.53 4.15 f 4.35 4.33
g 4.12 3.94 h 3.99 4.10 i 3.62 —
j 2.55 2.69 k 2.49 — l 1.82 —
m 1.76 — n 1.18 — o — 3.13
Unstable
Binding geometries between dimer rows
EB / eV EB / eV EB / eV
Geometry AM1 DFT Geometry AM1 DFT Geometry AM1 DFT
p 5.83 5.71 q 5.23 — r 5.20 4.96
s 4.41 4.85 t 4.31 5.31 u 4.21 —
v 1.32 —
Unstable
Table 4.6: Binding energies, EB, of C60 to the Si(100) surface, for various
binding configurations. The values from AM1 are compared to those obtained in
a DFT study, carried out elsewhere [124].
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spin-orbitals would allow α and β orbitals to become spatially separate in or-
der to lower the energy of the isolated cluster and bound states, and this could
lead to significant changes in binding energy. Considering the RHF nature of the
calculations, the agreement seen here is quite fortuitous.
During geometry optimisation of configuration o, the fullerene begins to rotate
away from its original position, about an axis which is normal to the surface. It is
possible that the instability of this configuration arises due to a mismatch between
the empirical equilibrium Si–Si bond length, implied by the use of empirical
geometric constraints, and that favoured by AM1. However, the rotation of the
fullerene persists in the absence of any geometric constraints. The instability is
therefore not due to the use of the empirical cluster model. It is not possible
to conclude whether this binding geometry is physically unstable, arises due to
the deficiencies of cluster models, in general, or due to approximations used in
the AM1 semi-empirical method. Furthermore, it is not reasonable to rule out
the possibility that the configuration is physically unstable, but was predicted as
stable by the DFT investigation due to some deficiency of the numerical basis-
set employed. The DFT investigation employed a simplified, numerical basis-set,
in an effort to reduce computational expense. This basis set may be somewhat
inflexible, as some results of the DFT investigation are questionable; in particular,
one binding configuration that was found to be stable involves the formation of
five bonds to one silicon atom. This is without precedent and, physically, highly
unlikely.
Given the concerns outlined in section 2.4.2 and immediately above, regarding
the limitations of semi-empirical methods and the numerical basis set employed
elsewhere, the results of both the DFT and AM1 investigations are dubious in
their reliability, despite their apparent agreement. It is difficult to have confidence
in the absolute binding energies obtained using either method. Taken together,
however, the studies may act as a useful guide to the relative stability of the
various binding configurations. As such, it is possible to address the hypothesis
that the adsorption of C60 at Si(100) may be modelled using molecules which
represent fragments of the C60 cage, in order to reduce computational expense.
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The order of stability of naphthalene-like states of C60 on the dimer row and the
results for naphthalene, presented previously, do not agree in any way. Further
investigations with AM1 have revealed that, upon adsorption, the relaxation of
the fullerene cage differs greatly from that of various representative fragments,
for instance corranulene (C20H10), differs greatly. Unfortunately, this renders an
approach to the study of fullerene adsorption employing cage fragments unviable.
4.6 Valence bands from theory
Valence bands can be simulated by convolving the orbital energies obtained from a
calculation, representing the initial states, with a Gaussian, modelling broadening
processes. The results of such a treatment, employing energies from B3LYP/6-
31G* and a Gaussian of width 0.4 eV, are shown in figure 4.8 for three different
systems: isolated C60, (C6H5)5C60H and a C60 molecule bound to two silane
groups (see figure 4.9). Experimentally determined valence-band spectra, ob-
tained using PES with hν = 60 eV, for thick films of C60 and (C6H5)5C60H, and
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Figure 4.8: Experimental and theoretical valence-band spectra for three sys-
tems. Experimental results were obtained using PES with hν = 60 eV. Theo-
retical results were produced by convolving orbital energies from B3LYP/6-31G*
with a Gaussian of width 0.4 eV.
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a monolayer of C60 at the Si(100)–(2×1) surface are also shown, for the purposes
of comparison.
The agreement between the experimental and theoretical results is quite re-
markable, particularly as the calculations consider the ground state of the system,
whilst photoemission is an excited-state measurement. Furthermore, final-state
photoelectron diffraction effects, which can modulate the relative intensity of
components in the valence band [64], are not considered in the calculation — the
intensity of each peak in the theoretical valence bands arises simply from the de-
generacy of each state. The agreement between the experimental and theoretical
intensities must therefore be attributed to a fortuitous choice of photon energy
for the experimental measurements. The divergence of the theoretical and ex-
perimental results at higher binding energy, in terms of absolute intensity, occurs
due to the fact that the theoretical results do not include any contribution from
the secondary-electron background.
Of particular note is the agreement between the experimental measurement
for C60/Si(100)–(2 × 1) and the results from a rather simplistic model of this
system. The model involves silane groups bound to C60 at opposite vertexes
of a hexagonal face, giving C–Si bonding as in many of the binding geometries
found to be stable in the previous section. It is clear that much of the structure
Figure 4.9: The geometries used in calculations to generate the simulated va-
lence bands shown in figure 4.8.
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in the experimental valence band arises solely due to the covalent interaction
between Si and C60; this is strong evidence for chemisorption of C60 at the Si(100)–
(2× 1) surface. Furthermore, since the simple model does not take into account
the geometry of the (100) surface, it is possible to conclude that there is little
strain in the C60/Si(100)–(2× 1) surface, as this would be sure to strongly affect
chemical bonding, and therefore valence-band structure, such that the theoretical
and experimental data would not demonstrate such excellent agreement.
CHAPTER 5
K-doped C60 films
This chapter concerns the role of strong covalent bonding in
the alkali-metal doping of thin films of C60. Results are pre-
sented from an experimental study of K-doping of C60 at the
Si(111)–(7 × 7) and Si(100)–(2 × 1) surfaces, and a method for
the determination of charge-transfer to the fullerene cage is dis-
cussed. There is evidence to suggest that the covalent interaction
between C60 and these silicon surfaces causes rehybridisation
within the fullerene cage, resulting in the splitting of the LUMO.
A metallic state is seen at the Si(111)–(7 × 7) surface, but not
at the Si(100)–(2× 1) surface.
5.1 Introduction
There has been considerable work on the manipulation of C60 on semiconductor
surfaces (see references in chapter 1) and the preparation of nanoscale contacts
[125], motivated by the ideal of a nanoscale C60 ‘wire’. In addition, the doping of
C60 with alkali metals has been seen to dramatically alter its electronic structure
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and transport characteristics [17,126]. It is feasible that the transport properties
of a nanoscale wire formed on a silicon surface [127] could be modified through
similar doping methods; however, the role of the substrate must be understood.
There has been much work to investigate the properties of alkali-doped C60 in the
bulk (for a review, see [128]) and, to a lesser extent, in thin films supported on
metal surfaces. However, there is little work concerning the influence of a reactive
substrate. There have been two studies of K-doped C60 at Si surfaces [129, 130],
but these have considered the Si–C60 interaction to be weak, which is a matter
of controversy (§3.6.1). The strong covalent interaction between C60 and Si that
is evident as a result of annealing provides an excellent opportunity to study
the effects that may result from, for example, strong rehybridisation within the
fullerene cage, or some interaction between the dopant and the substrate.
5.2 Experimental
The experimental measurements presented in this chapter were carried out at
beamline 4.1 of the UK SRS (§3.4.1). The methods used for preparation of the
clean Si(111)–(7 × 7) and Si(100)–(2 × 1) reconstructions are described in sec-
tions 3.5.1 and 3.5.2. C60 was deposited from a Ta-envelope dispenser, resistively
heated to 450◦C. Monolayers were prepared by annealing multilayer films to 300◦C
by direct heating, monitoring the sample temperature via pyrometry. Multilayer
coverages were ensured prior to this annealing by deposition of C60 until the Si 2p
core-level was no longer observable using a photon energy of 140 eV.
The potassium source used was a commercial alkali-metal dispenser, obtained
from SAES Getters. A source current of 6.0 A was used for K-deposition, with the
pressure maintained below 2.0×10−9 Torr. In order to ensure that no potassium-
containing compounds, which may have collected on the outside of the source,
were deposited onto the sample, the source was heated above deposition temper-
ature (up to a current of 6.2 A) for 30 s, with no direct line of sight to the sample,
prior to each deposition. Periodically, and before each sample was removed from
the UHV chamber, an XPS survey spectrum was obtained using Mg Kα radia-
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tion. The O 1s core-level region was examined closely in order to ensure that
the sample had not become contaminated, due to the presence of the extremely
reactive potassium.
5.3 K-doping of a thick C60 film
Figure 5.1 shows the evolution of the valence band as a thick film of C60 is
doped with K. The valence band spectra were measured using a photon energy
of 21.2 eV. The behaviour of the system is consistent with that observed else-
where (see, for example, [126]). Upon exposure to potassium, all components in
the valence band spectrum undergo a shift of 0.65 eV to higher binding energy.
A feature between 0 eV and 1.3 eV binding energy develops as the exposure to
potassium is increased. This feature corresponds to a band derived from the C60
LUMO, which becomes occupied by electrons donated from the potassium. As
soon as this LUMO-derived band begins to fill, some DOS can be seen crossing the
Fermi edge, indicating that the film has a metallic character. This is attributed
to the presence of the conducting K3C60 phase of KxC60. As more potassium is
deposited, the LUMO-derived feature increases in intensity, and shifts to higher
binding energy, reducing the DOS crossing the Fermi edge until, after 11 min-
utes of exposure to K, no metallic character remains. This corresponds to the
insulating K6C60 phase. It is therefore possible to estimate that the spectrum
obtained after either 51
2
or 6 minutes of K exposure corresponds closely to the
K3C60 phase. The intensity of the DOS at the Fermi edge demonstrates a max-
imum in the 6-minute spectrum; this would be expected for the metallic K3C60
phase.
At exposure times between 60 s and 6 minutes, there is a shoulder component
on the low binding-energy side of the LUMO. This may be due to a Jahn-Teller
distortion in the photoionised system [126], or the interplay between Jahn-Teller
effects and LS-coupling in regions close to the metal-insulator transition [131], as
a result of phase separation of different KxC60 stoichiometries [132,133].
In the spectra for exposure times in the region of 6 to 11 minutes, the HOMO
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Figure 5.1: Evolution of the valence band as a thick C60 film is doped with K,
obtained using hν = 21.2 eV.
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and HOMO-1 are slightly broader than at either of these limits. This arises due
to the fact that for 3 < x < 6, the KxC60 film consists of a mixture of the K3C60
and K6C60 phases: it has been shown that the valence band spectrum of KxC60
with 3 < x < 6 can be reproduced by combining the valence bands of the x = 3
and x = 6 phases, in varying proportion [126]. The onset of the shift of the
LUMO-derived band to higher binding energy occurs when there is sufficient K
within the system to produce the K6C60 phase, and the LUMO moves away from
the Fermi edge as the proportion of the film in this insulating phase increases.
5.3.1 Band occupation
A number of studies (for example [126,129,134]) have used the ratio of areas of the
LUMO-derived feature and fullerene HOMO for calibration of KxC60 phases or
to estimate charge transfer from a substrate to the fullerene cage. This approach
requires the assumption that the intensity of each component in the valence band
spectrum is proportional to the occupied density of states. This is valid, provided
that there is little difference in the photoionisation cross-section for each of the
various states, and that final-state effects which modify measured intensities are
uniform across a spectrum. If both of these conditions are met, then the ratio of
the measured intensities of certain states will give a direct measure of the relative
occupation of those states. However, the latter condition is not met in the case
of fullerene films.
The relative intensities of components in the C60 valence band have been ob-
served to vary with the photon energy used to probe the system, and this has
been attributed to a final-state interference effect arising from the diffraction
of outgoing photoelectrons [64]. The effect has also been observed in films of
C59N [65, 135], suggesting that it is dependent upon symmetry in the arrange-
ment of atomic centres, rather than in the electronic structure. As such, it may
be expected that this effect will persist even when there is a strong interaction
with a substrate, which may cause significant rehybridisation, as is the case here.
It is possible that the strength of this diffraction effect may be dependent upon
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the ordering of C60 at a surface, and be affected by the presence of other chem-
ical species, such as K. The effects of photoelectron diffraction may, therefore,
render the approach described above untenable. Furthermore, even without the
complications due to photoelectron diffraction, it can be seen in figure 5.1 that,
in several of the valence band spectra, it is difficult to isolate the peak related to
the fullerene HOMO from that related to the fullerene HOMO-1.
A possible alternative could be to use the ratio of the area of the LUMO-
derived band to the sum of the areas of the HOMO and HOMO-1. This eliminates
the problem of discriminating between the HOMO and HOMO-1 peaks, and
possibly the complications arising from the photoelectron diffraction effect, as
the intensities of these two peaks oscillate in antiphase as the photon energy is
varied [65]. To test this hypothesis, the ratios L : H0 and L : (H0 + H1), where
L, H0 and H1 are the integrated intensities of the the LUMO-derived feature,
fullerene HOMO and fullerene HOMO-1 peaks, were evaluated as a function of
K doping of the C60 multilayer, and for spectra obtained using two different
photon energies. The areas of the various components were obtained through
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Figure 5.2: A curve fit, employing seven Gaussian components and 15 % inte-
grated background, to a valence band spectrum of KxC60, for which x ≃ 1.5.
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curve fitting to a region of each spectrum, beginning at 0.5 eV above the Fermi
edge and ending at least 0.5 eV after the onset of the fullerene HOMO-3. A
sample curve fit is given in figure 5.2. The function used to fit the valence band
spectra is of the form:
f(E) =
n∑
i
AiGi (E − Ei, wi) + B
∫ E
E0
n∑
i
AiGi (E
′ − Ei, wi) dE ′ + C (5.1)
with n components, where:
Gi is a Gaussian function of width wi, centred about Ei;
Ai determines the amplitude of each Gaussian contribution;
B is a constant to determine the background intensity;
E0 is the lower bound of the region to which the fit is applied;
C is a constant offset from zero intensity.
The integral in the second term gives the correct Shirley background. However,
the efficient implementation of this integral was not possible with the curve-fitting
algorithm used here, resulting in very slow curve fits due to the necessity for eval-
uation of the integral once per point on each iteration. To a good approximation,
this integral may be replaced with
∫ E
E0
n∑
i
AiGi (E
′ − Ei, wi) dE ′ ≃
∫ E
E0
I(E ′) dE ′ (5.2)
in which I(E) is the measured spectral intensity at energy E. This expression
is not dependent on any other parameters in the fit function, and so it need
only be evaluated once for each spectrum. Its use greatly accelerates the curve-
fitting process. A comparison of fits obtained using the two different expressions
for the background showed no significant difference in the results. However,
curve-fits executed using the original function were more strongly convergent, and
more tolerant of the use of poor initial parameter guesses, due to the stronger
dependence of the fit function on these parameters.
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The LUMO-derived component, HOMO and HOMO-1 were each modelled
with a pair of Gaussian functions, to allow for splitting and asymmetric broad-
ening, with the width of each Gaussian matched to that of its partner to within
10%. The HOMO-3 was modelled using a single Gaussian, as only the onset
of this peak was fitted. It was found that good fits could be obtained with a
background contribution of between 8% and 18% of the integrated intensity.
The ratios of L : H0 and L : (H0 + H1) obtained using this curve fitting
technique are presented as a function of K exposure time in figure 5.3, for valence
bands measured using photon energies of 21.2 eV and 40 eV. The error bars shown
in this figure are due to uncertainty in the contribution from the background
function. The ratio of L : H0 is clearly dependent on photon energy, whilst that
of L : H0 + H1 is not. Furthermore, the latter ratio reaches a maximum value
of 0.21 ± 0.05, achieved after 11 minutes of exposure to K, at which point the
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Figure 5.3: The ratios L : H0 and L : (H0 + H1) for a thick KxC60 film, as a
function of exposure to K, for photon energies of 21.2 eV and 40 eV.
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film is predominantly made up of the K6C60 phase. Of particular note is that
this ratio is very close to the ratio of LUMO occupation to HOMO plus HOMO-1
occupation expected in this phase: six electrons in the LUMO, ten in the HOMO
and eighteen in the HOMO-1 give an expected ratio of 6 : 28 = 0.214. Averaging
over multiple states has, therefore, apparently resulted in a rather fortuitous
cancellation of final-state effects, such that the ratio of the integrated, measured
intensities L : H0 + H1 gives a direct measure of the relative occupation of the
states concerned.
5.4 K-doped C60/Si(100)–(2× 1) and C60/Si(111)–(7× 7)
Figure 5.4 shows the valence band spectra (obtained using hν = 21.2 eV) of an-
nealed monolayers of C60 at the Si(100)–(2× 1) and Si(111)–(7× 7) surfaces, and
the changes that occur as these monolayers are exposed to K. The rise in DOS
beyond 0.5 eV above the Fermi level is a potassium core-level feature, excited by
second-order synchrotron radiation. In both systems, all features in the valence
band gradually shift to higher binding energy with increasing exposure to potas-
sium, until the exposure time exceeds 250 s. In both the (100) and (111) case,
after around 120 s of K-exposure, the LUMO-derived feature undergoes consid-
erable broadening and, by an exposure time of 180 s, it is clear that this feature
is split into two components. The major difference between the two systems is
that, for low exposures to potassium, before the LUMO broadens and splits, the
system on the (111) surface is metallic whilst no DOS crosses the Fermi level in
the (100) system. Beyond an exposure time of 250 s, the valance band features
shift to lower binding energy, such that there is some DOS close to the Fermi
edge in the (100) case, and crossing it in the (111) case.
The development of DOS crossing the Fermi edge, after exposure to 250 s of
K, is not accompanied by any significant change in the shape of the valence band
spectrum. This suggests that the metallic character is not associated with any
change from an insulating to conducting phase of the K/C60/Si system; it is more
likely due to the formation of a metallic potassium overlayer after saturation of
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Figure 5.4: Valence-band spectra (hν = 21.2 eV) of K-doped C60/Si(100)–
(2× 1) and C60/Si(111)–(7× 7) with increasing K exposure.
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the C60 monolayer.
The shape of the LUMO-derived feature for exposure times exceeding 120 s
is remarkably similar to that observed by Jiang and Koel [136], for C60 deposited
onto potassium films. In that work, the shape of this feature was attributed to
the existence of phases of KxC60 with 6 < x < 12, and therefore to filling of a t1g-
derived band following maximum occupation of the t1u band. It was suggested
that such phases were possible due the potassium-rich environment. It seems
unlikely that filling of a t1g-derived band can account for the shape of the LUMO
seen here, for the K/C60/Si systems. If anything, the formation of covalent bonds
between C60 and the Si substrate would be expected to limit the co-ordination
of K to C60, rather than facilitate higher co-ordination to form phases of KxC60
with x > 6. Furthermore, if such phases can be formed with C60 monolayers
on Si, then one could expect that similar phases would be seen at the surface
of C60 multilayers, after saturation of the bulk and development of a potassium
overlayer. There is no evidence in the multilayer data to suggest this. It is more
likely that the formation of covalent bonds lifts the degeneracy of the C60 LUMO,
resulting in two discrete components.
The results observed here for low exposures of C60 monolayers to potassium,
which show conducting behaviour at the (111) surface and semiconducting char-
Figure 5.5: A valence band spectrum for an unannealed monolayer of C60
from [129].
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acter at the (100) surface, are in direct contrast to results published by Sakamoto
et al. [129] for ‘physisorbed’ monolayers of C60 at these surfaces. However, in
that publication, the valence band spectra for the undoped C60 monolayers, an
example of which is given in figure 5.5, more closely resemble those seen for C60
multilayers than for unannealed, sub-monolayer coverages of C60 at Si surfaces.
The ‘physisorbed’ character seen in these spectra may, therefore, be due to an
underestimation of the real coverage of C60. The degree to which coverage is un-
derestimated is unlikely to be consistent across measurements using the (100) and
(111) substrates; the results concerning the K-doping of C60 at the two surfaces
may therefore, in fact, be made up of inequivalent mixtures of the behaviour at
the surface of a C60 film, at the Si/C60 interface, and of an uncertain number of
physisorbed C60 layers.
The results presented here, for annealed monolayers, may be understood
through consideration of the ordering of C60 at the two different surfaces. The
ordering of cold monolayers at the Si(111)–(7 × 7) surface is dependent upon
kinetic limitations on the growth. As monolayer coverage is reached, it is possi-
ble for C60 molecules that are not pinned at the corner-hole sites of the (7 × 7)
reconstruction to diffuse, forming ordered phases in registry with those pinned
at corner-hole sites [137, 138]. In this ordered phase, adsorbed molecules are al-
most close-packed, with intermolecular separations comparable to those in the
bulk material (≃ 10 A˚). At the (100) surface, however, the arrangement of the
dimers in the (2× 1) and c(4× 2) reconstructions results in only local ordering of
adsorbed C60 [138]. The molecules are packed into rhombohedral units, forming
c(4×4) and c(4×3) regions [139] with an intermolecular spacing of around 12 A˚.
This arrangement is very different from that in bulk C60. Annealing to around
300◦C can promote diffusion, and therefore ordering, at the (111) surface. At
the (100) surface, however, the relatively disordered arrangement of c(4× 4) and
c(4×3) regions is preserved after such annealing (for example, [95]). Furthermore,
the absence of a metallic phase in LixC60 [140] and NaxC60 [141] systems, and
in studies of C60 doping with various other alkaline-earth metals [142], suggests
that the stability of the metallic x = 3 phase may be dependent, at least in part,
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upon the ratio of intermolecular separation to the ionic radius of the metal. It
is possible that the metallic K3C60 phase can stabilise at the (111) surface, since
the ordering of molecules is similar to that in bulk C60, whilst the very different
packing at the (100) surface prevents such stabilisation. One would therefore
expect a conducting state at the (111) surface, but not at the (100) surface, as is
observed here. If this is the case, then it illustrates the point that the covalent
C60–Si bonding is considerably stronger than the ionic interaction between C60
and K.
5.4.1 LUMO occupation
The curve-fitting procedure described in the previous section was used to deter-
mine the ratio of L : H0 + H1, and hence the LUMO occupancy, for the C60
monolayers as a function of exposure time. However, neither the Shirley function
(LHS of equation 5.2), nor the approximation to this function (RHS of equation
5.2), gave a sufficient description of the background contribution to the valence-
band spectra of these thin films. This was the case for spectra obtained using
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Figure 5.6: The electron occupation of the LUMO for C60/Si(100)–(2× 1) and
C60/Si(111)–(7×7) as a function of exposure to K, determined from L : (H0+H1)
for valence bands obtained using both hν = 21.2 and hν = 40 eV.
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both hν = 21.2 eV and hν = 40 eV. At a photon energy of 21.2 eV, the M2,3V V
Auger transition of K (Ek ≃ 6.5 eV) [143] is visible in the valence region, but this
can not explain the poor description of the background by a Shirley function in
the hν = 40 eV case. Futhermore, the presence of this peak did not appear to
strongly affect results for the K-doped thick film, possibly due to the small pro-
portion of K in the system, and the fact that very little of this K is in a metallic
state. It was therefore thought that the background must contain some significant
contribution from the silicon substrate. Indeed, the use of a proportion of the
valence-band spectrum from the relevant clean Si surface was found to accurately
account for non-zero intensity between the Gaussian components in a curve fit,
yielding more convergent fits and a lower χ2. The value of L : H0 +H1, obtained
using clean-Si valence-band backgrounds and fitting to both hν = 21.2 eV and
hν = 40 eV spectra, is presented in figure 5.6 as a function of exposure time.
The right-hand axis in this figure shows the LUMO occupation implied by this
ratio, assuming that the HOMO and HOMO-1 accomodate a total of 28 elec-
trons. As for the bulk data presented previously, the error bars are largely due
to uncertainties in the level of background contribution.
It is rather remarkable that the LUMO occupation determined by this method
converges to a value of exactly 6, indicating the formation of the stable K6C60 sto-
ichiometry, for both systems. The analysis method does not appear to suffer from
the shortcomings of an incomplete model of the background, as the convergence
of LUMO occupation would appear to be more than coincidental. Since the back-
ground is modelled using a spectrum from the clean and reconstructed surface,
the loss of features due to surface reconstruction and contributions arising from
the formation of Si–C bonds and the potassium Auger (in the hν = 21.2 eV case)
do not appear to be significant. Furthermore, convergence to the upper limit of
6 occurs at an exposure time of around 250 to 300 s, supporting the hypothesis
that the shift occuring between these times is not related to a phase change, but
that the saturation dose of K has been achieved and subsequent exposure results
in the growth of a metallic potassium overlayer.
Core-level data show an interaction of K with the substrate, producing a
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silicide, in both the (111) and (100) cases. A comprehensive core-level study was
not carried out, and so the relative rate of K–Si reaction at the two surfaces can
not be determined directly. However, the level of commensurability between the
C60 monolayer and the Si(111)–(7×7) reconstruction is higher than that with the
Si(100)–(2×1) surface, resulting in a high degree of order in the monolayer at the
(111) surface, and only local ordering into small domains of c(4× 4) and c(4× 3)
regions on the (100) surface. As a result, more Si dangling bonds reamin beneath
the monolayer of C60 in the (100) case. If these dangling bonds were saturated
before the formation of potassium fulleride, then the two curves in figure 5.6
would be very similar in form, but offset. Such an offset is certainly not observed
here, and this suggests that reaction of K with Si and C60 occurs simultaneously.
The data presented in figure 5.6 show that the rate of charge transfer into
the LUMO may be slighlty lower at the (100) surface than at the (111) surface,
although the difference is sufficiently small to fall within the realm of experimental
error. If this difference is real, then it is consistent with the argument that K–Si
and K–C60 reactions occur simultaneosly: the larger number of dangling bonds
beneath the fullerene layer at the (100) surface would then result in a lower K–C60
reaction rate. It can not be conclusively stated that there is a significant difference
in this reaction rate at the two surfaces, but there is sufficient evidence to suggest
that the K–Si and K–C60 reactions are concurrent. This, in turn, indicates that
the strengths of the K–Si and K–C60 interactions are comparable. Certainly,
this is consistent with the fact that the strength of the former interaction is not
sufficient to displace adsorbed C60, and that the latter is not so strong as to
inhibit the formation of a potassium silicide.
At the point at which the LUMO-derived feature is observed to broaden and
split (after an exposure of around 180 s), the occupancy of this band just exceeds
a value of 4. This is consistent with the suggestion, presented above, that the
reduction in symmetry of the fullerene cage, resulting from the formation of
covalent bonds to the substrate, lifts the degeneracy of the LUMO. Since the
LUMO splitting is observed as its occupancy exceeds a value of 4, the data suggest
that the LUMO is split into one twofold-degenerate state and one non-degenerate
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state, separated by approximately 0.7 eV.
5.5 Conclusion
The shortcomings of using the measured areas of the LUMO-derived band and
fullerene HOMO in determining the occupation of the former have been demon-
strated, and attributed to final-state effects. An alternative method of analysis
has been proposed, and the results suggest that this method gives a direct mea-
sure of LUMO occupancy.
The electrical characteristics of K-doped C60 monolayers at the Si(100)–(2×1)
and Si(111)–(7×7) surfaces are clearly different, with a conducting phase present
in the latter that is not present in the former. However, the evolution of structure
in the valence band in these two systems is very similar, suggesting that the con-
ductance of alkali-doped fullerene systems is not simply dependent upon charge
transfer into the fullerene LUMO, but rather on the location of dopants within
that system. It has been suggested here that differences in fullerene packing result
in different stabilities of the conducting stoichiometry at the two surfaces.
The data suggest that the covalent C60–Si interaction is comparable in strength
to that of the K–C60 interaction. Furthermore, the LUMO of chemisorbed C60
is split into two components, separated by 0.7 eV at both the Si(111)–(7 × 7)
and Si(100)–(2 × 1) surfaces. It is possible that this splitting occurs due to the
reduction in symmetry caused by the formation of covalent bonds between the
fullerene and the substrate. Even if this is not the case, it is certain that this
splitting is related to the chemisorption of C60, as it is not observed in studies of
KxC60 in bulk form or at noble-metal surfaces.
CHAPTER 6
Interaction of Ag and Au with
C60/Si(111)
This chapter is concerned with the noble-metal doping of C60
films at the Si(111)–(7 × 7) surface. Results are presented
from experimental studies of Ag and Au adsorption at the
C60/Si(111)–(7 × 7) surface. The interaction between C60 and
the substrate is seen to significantly limit charge transfer between
the dopant and fullerene. Furthermore, in contrast to Ag, Au
interacts very strongly with the underlying Si substrate, despite
the fact that the silicon is encapsulated by C60. A mechanism for
this reaction is proposed.
6.1 Introduction
It has been shown in chapter 5 that, when potassium is deposited onto C60/Si(100)–
(2 × 1) and C60/Si(111)–(7 × 7), charge transfer occurs from the metal to the
fullerene cage. This is in stark contrast to the behaviour of silver deposited onto
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C60/Si(111)–(7× 7), where no charge transfer is observed [144], despite the fact
that significant occupation of a band derived from the fullerene-LUMO is observed
for C60 adsorbed at Ag(111), Ag(100) and polycrystalline Ag surfaces [145, 146].
Rather than interact strongly with either the substrate or the fullerene, Ag forms
clusters at the surface of the C60 monolayer [144]. This raises the question as to
whether or not this behaviour is specific to silver, or whether it is common to
other metals of a similar reactivity. Here, the interactions of Ag and Au with
covalently bound monolayers at the Si(111)–(7 × 7) surface are presented and
compared. The results consist of two studies of the independent adsorption of
Ag and Au, and an investigation of co-adsorption.
6.2 Experimental details
The studies of independent adsorption were carried out at beamline 4.1 of the
Daresbury SRS (§3.4.1). Valence bands were obtained using photon energies
in the range of 21.2 eV to 55 eV, whilst the Si 2p and Au 4f core levels were
probed using hν = 140 eV. The Fermi edge of a Ta clip on the sample holder
was used for calibration of binding energy, and an overall experimental resolution
of around 250 meV was achieved. For the purposes of calibration of fullerene
coverage, a Mg kα X-ray source was used to obtain C 1s core-level spectra, since
the monochromator on beamline 4.1 does not provide sufficiently high photon
energies to access this core level. The studies involving Ag used electron-beam
sample heating, whilst those relating to Au employed direct, resistive heating,
due to variation in equipment availability.
The co-adsorption study employed beamline MPW 6.1 of the Daresbury SRS
(§3.4.3). As before, valence bands were obtained using photon energies between
21.2 eV and 55 eV, Si 2p and Au 4f core-level spectra at 140 eV. On MPW
6.1, the C 1s core-level is accessible using synchrotron radiation; measurements
of this level were carried out using hν = 350 eV. A better overall experimental
resolution of 180 meV was achieved. Sample annealing was facilitated by direct
sample heating.
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Deposition rate / ML min−1
T / ◦C adsorption co-adsorption
Ag 860 1.0± 0.3 0.3 ± 0.1
Au 1065 6.0± 1.8 0.10± 0.03
Table 6.1: Deposition temperatures and rates of Ag and Au during the adsorp-
tion (beamline 4.1) and co-adsorption (beamline MPW 6.1) experiments.
All measurements used substrates of B-doped Si, with a dopant density of 1016
cm−3. The Si(111)–(7 × 7) reconstruction was prepared as described in section
3.5.1. C60 was deposited from Ta envelope dispensers; monolayers were prepared
by annealing a multilayer at 300◦C, yielding an annealed monolayer, and by
building up the C60 coverage via successive sub-monolayer depositions to give a
cold monolayer. The deposition rate on both beamlines was found to be 0.1±0.02
ML min−1. Au and Ag were deposited from Knudsen cells at 1065◦C and 860◦C,
respectively. Deposition rates were calculated according to the parameters of the
Knudsen cells and the experimental geometry of each beamline end station and,
in the case of Ag, verified by ex situ atomic force microscopy (AFM). These rates
are given in table 6.1.
6.3 Adsorption of Ag at C60/Si(111)–(7× 7)
Figure 6.1 shows the evolution of the valence band and Si 2p core level with
increasing coverage of Ag on an annealed monolayer of C60 at the Si(111)–(7 ×
7) surface. Spectra for the clean Si(111)–(7 × 7) surface and the annealed C60
monolayer are included for reference.
Upon deposition of 0.5 ML Ag, peaks in the valence-band region shift by
0.4 eV to higher binding energy. No further shift occurs with the deposition of
additional Ag up to a coverage of 9.0 ML, but the peaks associated with the
fullerene HOMO and HOMO-1 become less distinct. The loss of definition in
these peaks occurs at high coverages of Ag due to the increased contribution to
the spectrum from Ag valence states. The 0.4 eV shift of components in the
valence band is the net result of two processes, as discussed by Owens et al. [147]
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Figure 6.1: Valence band and Si 2p core-level spectra, as a function of Ag
coverage.
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for the case of Al adsorbed at the surface of thick C60 films. Electrons are donated
from the adsorbed metal to the fullerene, occupy a band derived from the fullerene
LUMO and cause movement of the Fermi level, resulting in a positive binding
energy shift. These same donated electrons also enhance screening of outgoing
photoelectrons from the fullerene system, producing a negative binding energy
shift.
There is negligible density of states at the Fermi edge. Comparison of the
Fermi-edge region at different photon energies suggests that the intensity here is
largely due to metallic Ag. Figure 6.2 shows the Fermi edge after adsorption of 1
ML and 8 ML Ag, and measured at photon energies of 21.2 eV and 55 eV. The
spectra are normalised to the intensity of the peak related to the fullerene HOMO.
The relative cross-sections of the Ag valence states to those of C are considerably
greater at 55 eV than at 21.2 eV, and it is clear that the intensity of the Fermi
edge, relative to that of the fullerene HOMO-derived peak, is much greater in
the spectra taken at 55 eV. The lack of significant fullerene-related density of
states at the Fermi edge indicates limited charge transfer from the adsorbed Ag
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Figure 6.2: The Fermi edge of 1 ML and 8 ML Ag on an annealed C60 ML,
obtained with photon energies of 21.2 eV and 55 eV.
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to the fullerene, in stark contrast to that observed upon the adsorption of C60
at the Ag(111) surface [146]. This suggests that the valence band shift due to
movement of the Fermi edge is small. The fact that an overall shift occurs to
higher binding energy demonstrates that screening processes at the surface of
Ag/C60/Si(111)–(7× 7) system are rather inefficient.
The Si 2p core-level spectra presented in figure 6.1 are normalised to the
intensity of the main peak. As Ag is adsorbed, small shifts in the position of the
core level are observed, arising due to band bending. Up to 4.0 ML of Ag, there
are no discernible changes in the line shape of the Si 2p core level, compared to
that observed for the undoped, adsorbed C60 monolayer. At a coverage of 9 ML of
Ag, small changes in the line shape can be detected. However, these changes are
subtle and most likely arise from attenuation of the Si photoemission signal by the
adsorbed Ag. This also accounts for the slight increase in the width of the core
level as more Ag is deposited. Certainly, there are no features in the evolution
of the Si 2p core level that suggest a significant interaction of the adsorbed Ag
with the substrate. The lack of such an interaction is particularly noteworthy,
as it suggests that the adsorbed Ag atoms reside on top of the C60 monolayer
— adsorption is not localised at defects in the monolayer, where dangling bonds
from the underlying substrate may be exposed. This is entirely consistent with
STM studies, which show that adsorbed Ag atoms coalesce to form clusters at
the surface of the C60 monolayer [144].
6.4 Adsorption of Au at C60/Si(111)–(7× 7)
Figure 6.3 shows the valence band and Si 2p core-level spectra of the clean
Si(111)–(7 × 7) surface, 5.0 ML C60 and a monolayer of C60, produced by an-
nealing the multilayer using direct heating, before and after deposition of 5.0 ML
Au. The Au 4f core-level spectrum, after deposition of the Au, is given in figure
6.4. There are some minor differences in the Si 2p core-level and valence band
spectra for the monolayer annealed by direct heating, compared to that annealed
using electron-beam heating; these have been discussed in section 3.6.
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Figure 6.3: Valence band and Si 2p core-level spectra for 5 ML Au deposited
onto an annealed C60 monolayer. Other spectra are included for reference.
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Figure 6.4: The Au 4f core-level spectrum for 5 ML Au on an annealed C60
monolayer.
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After deposition of 5.0 ML Au onto the annealed monolayer, there is a dra-
matic change in the Si 2p core-level spectrum, indicative of a reaction of the
Au with the underlying Si. There are also changes in the valence band, in the
region of the fullerene HOMO. The behaviour of Au at the C60/Si(111)–(7 × 7)
surface observed here is very different to that of Ag; however, at this point, it
may be that the difference in behaviour arises due to differences in the quality
of the monolayer: defects in the C60 monolayer arising from its annealing may
expose regions of the substrate, allowing the Au to react at these sites and form
a silicide. In order to address this possibility, the experiment was repeated, using
a cold monolayer of C60, prepared without any annealing.
Figure 6.5 shows the valence band, Si 2p and (where appropriate) Au 4f
core-level spectra for a series of depositions of Au onto a cold monolayer of C60.
The valence band spectrum for the C60 layer is consistent with that found in the
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Figure 6.5: Valence band, Au 4f and Si 2p core-level spectra as a function of
Au coverage on 1.2 ML unannealed C60.
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literature; a comparison of the valence band observed for this type of monolayer
to those observed for monolayers produced by annealing is presented in section
3.6.1. The C60 coverage is, in fact, just over a monolayer (1.2 ML), as it was
prepared by repeated sub-monolayer depositions. This is beneficial, as it ensures
the presence of at least one complete chemisorbed layer of C60 at the Si surface.
Despite the fact that, in this system, saturation of the Si surface is guaran-
teed, and that there can be no thermally induced defects, a strong interaction
of adsorbed Au with the Si substrate is still observed. After the first deposition
of Au, the Si 2p core level undergoes a shift of 0.3 eV to lower binding energy.
Such a shift is most likely due to the effects of band bending. The magnitude
of this shift increases as further Au is deposited. At coverages of 4.0 ML of Au
and beyond, the Si 2p core-level spectrum is dominated by a feature to higher
binding energy, associated with the formation of a Au-silicide [148–150]. In the
valence band, the HOMO broadens considerably as Au coverage is increased and,
at higher coverages, it is apparent that it has split into two components; that at
the lowest binding energy gradually shifts closer to the Fermi edge.
Figure 6.6 shows curve fits to the Si 2p core-level spectra of the 1.2 ML
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Figure 6.6: Curve fits to the Si 2p core-level spectra of 8 ML Au on 1.2 ML
unannealed C60 at normal and grazing emission,
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of unannealed C60 after deposition of 8.0 ML Au, at both normal and grazing
emission. The fits involve five spin-orbit split Voigt-doublets. The branching
ratio and spin-orbit split for these doublets were obtained from a fit to data for
the clean Si(111)–(7 × 7) surface. The component (Si0) at 99 eV is attributed
to bulk silicon: the width of this component is consistent with that observed
in the case of the clean surface, and its intensity is greatly reduced with the
increased surface sensitivity of the grazing emission geometry. The dominant
peak is broader than that associated with bulk Si, and lies at a RBE of +0.6 eV,
with respect to the bulk line. This shift is consistent with that observed when
gold silicide (Au3Si) forms as a result of deposition of Au onto the clean Si(111)–
(7 × 7) surface [148–150], and with results from thermodynamic calculations of
core-level binding energies [151].
Three components are required to provide sufficient width in fitting the high
binding-energy tail of these spectra. These components lie at RBEs of +1.0, +2.0
and +3.0 eV. Shifts of around +1 and +2 eV are observed upon the adsorption
of C60 at the Si(111)–(7 × 7) surface [152]; in that system, they are attributed
to the formation of Si–C bonds, and it is very likely that these bonds contribute
to the +1.0 eV component and, at least in part, to that at +2.0 eV observed
here. However, the relative intensity of the +2.0 eV component is considerably
larger than that expected than if it were due to the formation of Si–C bonds,
alone: there is clearly some contribution from some other chemical component
in the system. Furthermore, the origin of the peak at +3.0 eV is not clear. It
has been suggested that intensity in this region arises from the formation of non-
stoichiometric AuxSi, due to changes in the oxidation state of Si brought about
by the presence of Au. Such an intense high binding-energy tail is not observed
when gold silicide forms at the clean Si(111)–(7 × 7) surface, however. This
suggests that the +3.0 eV component and additional intensity at +2.0 eV are
fullerene-related, rather than intrinsic to the Au–Si system. Differences between
the spectra seen here and those for C60/Si(111)–(7 × 7), outlined in previous
chapters, indicate that these components are also dependent on the presence of
Au. They must therefore come about from some tri-special interaction of Au,
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C60 and Si. It is possible to conceive of many combinations of these three species
but, from the Si 2p core-level data presented, the chemical nature of the complex
occurring here can not be unequivocally determined.
The Au 4f core-level spectra of a thick Au film, a thin film of Au on Si(111)–
(7 × 7), and 8.0 ML Au on the cold C60 monolayer are compared in figure 6.7.
The thick film spectrum can be fitted using a single spin-orbit split component,
with a branching ratio of 1.5 and a split of 3.73 eV. The thin film on Si(111)–(7×
7), however, contains two discrete spin-orbit split components: in the spectrum
shown here, the smaller-intensity peak is due to unreacted, metallic Au; the
larger peak has a RBE of +0.68 eV. This shift is attributed to the formation of
gold silicide, and is consistent with published data [148–150]. The fit to data
obtained from the Au/C60/Si(111) system shows that the majority of Au exists
in the silicide form. A small component to lower binding energy indicates the
presence of a small amount of Au in the metallic state. It has been observed
previously in Au/Si(111) systems that the first three monolayers of Au stabilise
a surface silicide; additional Au nucleates below this silicide layer to form the
metallic phase [148]. This may be the case here, with metallic Au residing at the
In
te
ns
ity
 / 
ar
bi
tra
ry
 u
ni
ts
90 88 86 84 82
Binding energy / eV
Au 4f, hν = 140eV
Au /C60/Si
Au0
Au3Si
Thin Au/Si
Thick Au/Si
Figure 6.7: Curve fits to the Au 4f core-level spectra of thick and thin films of
Au at the Si(111)–(7× 7) surface, and of 8 ML Au on 1.2 ML unannealed C60.
CHAPTER 6. INTERACTION OF AG AND AU WITH C60/SI(111) 115
silicon interface, below the silicide and fullerene; however, further measurements
are required to confirm this.
As for Ag on the C60/Si(111)–(7× 7) surface, there is little density of states
at the Fermi edge, and that which can be seen is attributed to the presence of
unreacted, metallic Au. Evidence for this is given in figure 6.8, which shows the
Fermi edge region for 1.0 and 8.0 ML Au deposited onto the C60/Si(111)–(7× 7)
surface, and measured using photon energies of 21.2 and 55 eV. The spectra in
this figure are normalised to the intensity of the fullerene HOMO. Between photon
energies of 21.2 and 55 eV, there is a significant reduction in the cross-sections
for carbon-related photoelectron excitations, but not for those related to the Au.
As for the case of Ag/C60/Si(111)–(7 × 7), there is an increase in the intensity
at the Fermi edge in moving from 21.2 to 55 eV, suggesting that intensity in this
region arises due to the deposited metal, rather than occupation of higher states
on the fullerene cage.
It is clear from the data presented here that, in contrast to the Ag/C60/Si(111)–
(7× 7) system, there is a strong chemical reaction between the Si substrate and
deposited Au, despite the presence of the C60. The deposited Au penetrates the
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Figure 6.8: The Fermi edge of 1 ML and 8 ML Au on 1.2 ML unannealed C60,
obtained with photon energies of 21.2 eV and 55 eV.
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layer of C60 by some mechanism (to be discussed later), such that the C60 layer
rests above the resulting silicide. This is evident from the fact that considerable
intensity arising from fullerene related states can still be seen in the valence band
(figure 6.5), even after the deposition of 8.0 ML of Au.
6.5 Co-adsorption of Ag and Au at C60/Si(111)–(7× 7)
The studies of adsorption of Ag and Au at the C60/Si(111)–(7× 7) surface show
that the two metals behave very differently. It is reasonable to suggest that
the difference in observed behaviour may come about due to variations in the
quality of the C60 monolayers used in each investigation. For this reason, the
investigations discussed in the preceding sections were repeated, using a different
beamline but identical sample preparation procedures; the results were consistent
with those discussed in the preceding sections. However, this does not address the
possibility that, even with identical preparation, the quality of a C60 monolayer
may vary from sample to sample. In order to rule out the effects of such variation,
measurements were carried out with Ag and Au co-adsorbed at a C60/Si(111)–
(7× 7) surface.
Figure 6.9 shows a series of Si 2p core-level spectra for the clean Si(111)–
(7 × 7) surface, an annealed monolayer of C60 at this surface in its clean state,
and after depositions of Ag then Au. The monolayer was prepared by annealing a
multilayer to 300◦C, using direct heating. After deposition of 1.2 ML of Ag, there
is little change in the core-level spectrum, which is consistent with the data from
an e-beam annealed monolayer, presented in section 6.3. Subsequent depositions
of Au, on the other hand, are seen to produce large changes in the core-level
spectrum, again consistent those seen due to the formation of gold silicide, in
section 6.4. This is a significant result, as it confirms that the very different
behaviours of Ag and Au at the C60/Si(111)–(7×7) surface are genuinely specific
to each metal, rather than arising a result of variations in the quality of the C60
monolayer.
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Figure 6.9: Development of the Si 2p core level upon deposition of 1.2 ML Ag,
followed by Au.
6.6 Discussion
The data presented here clearly show the different behaviour of Ag and Au when
deposited at the C60-terminated Si(111)–(7× 7) surface. In the case of Ag, there
appears to be little interaction of the metal and the silicon substrate. In contrast,
Au reacts with the substrate to form a silicide, despite the presence of the layer
of C60. This is hardly an intuitive result, since the ‘encapsulation’ of reactive
surfaces using fullerenes has been shown to inhibit reactions involving the surface
of the substrate, such as oxidation [152].
The interaction between C60 and Si(111)–(7 × 7) is strongly covalent, and
involves little charge transfer, whereas that which occurs between C60 and Ag
or Au surfaces is ionic, characterised by a strong charge transfer [145, 153–155].
In the case studied here, however, valence band spectroscopy reveals negligible
charge transfer to the fullerene cage from either of the two noble metals. With
respect to their interaction with the C60 in this system, both metals behave very
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similarly: there is little interaction in either case. This metal-fullerene interaction
can not, therefore, explain the very different behaviour of these two noble metals
at the C60/Si(111)–(7×7) surface, in particular why one of the metals penetrates
the covalently bound fullerene layer, in order to react with the substrate, whilst
the other does not.
An explanation for the different behaviours can be conceived if it is assumed
that reaction of Au with the silicon substrate nucleates primarily at step edges
and domain boundaries on the C60-terminated surface. In such regions, silicon
atoms may be exposed, and the behaviour of the deposited metal then depends
solely upon the strength of its interaction with silicon. Below temperatures of
500 K, Ag does not readily react with silicon, preferring nucleation to form is-
lands or clusters, followed by epitaxial growth. Au, on the other hand, readily
forms a silicide. If this reaction nucleates at defects such as step edges, and if
the strength of the Au–Si interaction is comparable to that of C60–Si bonding,
fullerene molecules may be displaced, disrupting the surface and making more
silicon available for reaction with Au. Once a layer of silicide exists, additional
Au is able to diffuse from the disrupted surface, into the sample and to the
silicide–silicon interface.
6.7 Conclusion
The interaction of silver and gold at the C60-terminated Si(111)–(7 × 7) surface
differs greatly. Common to both metals is the lack of any strong interaction
with the fullerene cage, which contrasts strongly with the high degree of charge
transfer that is observed between noble metal surfaces and adsorbed fullerenes.
The silver demonstrates inert behaviour, residing above the fullerene layer and
forming nanoscale clusters. Conversely, gold penetrates the fullerene layer in
order to react with the substrate. It is proposed that this reaction initiates at
domain boundaries, step edges and defects within the C60 layer, and leads to
the displacement of the fullerene molecules and the formation of Au3Si. These
contrasting results demonstrate that the deposition of metals, a conventional
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method of doping, is subject to limitations when applied to the modification of the
electronic structure of covalently-bound fullerene films: the intrinsic properties of
the dopant or its interaction with more reactive components within the system
may dominate, possibly due to the fact that the fullerene itself is rather inert.
In the case of Au, the nature of the interaction between C60 and the surface
that results from the reaction of Au and Si is not clear. Certainly, the silicon core-
level spectra reveal the presence of what are most likely C60–Au–Si complexes. A
detailed study of the states of carbon at this surface, using high-resolution PES
to probe the C 1s core level, may provide further insight in this area. It is clear
that, after deposition of several monolayers of Au, some metallic Au is present in
the reacted system. The location of this metallic gold is not clear: it is possible
that it resides between the silicon and the silicide, as has been observed in the
case of silicide growth on clean Si(111)–(7×7). Whether or not this is the case in
this system could be ascertained through a study of the Au 4f core-level by PES,
at higher coverages of Au than those considered here, and at varying emission
angles. A study of the topography of the resulting surface, using STM or AFM,
may also be worthwhile. In particular, if the fullerene molecules can be removed
by some non-aggressive means, it may interesting to compare the underlying
silicide to that formed by straightforward deposition of Au onto the Si(111)–
(7× 7) surface: the presence of the fullerene during formation of the silicide may
result in differences, perhaps due to some manner of surfactant-mediated growth.
CHAPTER 7
Multiphenylated C60
In this chapter, studies of a multiphenylated fullerene,
(C6H5)5C60H, are discussed. The key issue that is addressed is
the effect of the phenyl groups on fullerene electronic structure
and chemical behaviour. The results show that dramatic changes
in the electronic structure of the fullerene cage result from phenyl
functionalisation. The degeneracy of the electronic states is
lifted, the HOMO–LUMO band gap widened, and there is some
evidence to suggest profound changes in the chemistry of the
fullerene cage itself, rather than the simple introduction of phenyl
chemistry to the fullerene system. Results from PES also suggest
that the presence of the phenyl groups enhances the polarisation
screening seen in C60 films. Adsorption at the Si(111)–(7 × 7)
surface is similar to that of C60, involving the formation of
covalent bonds, whilst at the Ag:Si(111)–(
√
3×√3)R30 ◦ surface,
(C6H5)5C60H behaves as an electron donor.
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7.1 Introduction
As discussed in some detail in previous chapters, the modification of fullerene
molecules, through a variety of methods, offers the potential to tune various phys-
ical characteristics. The addition of functional groups to the fullerene cage is of
particular interest. Functionalisation offers a far greater scope for modification
than either doping, both exohedral and substitutional, or encapsulation, due to
the large variety of functional groups available, and the possibility of varying the
number of groups attached to a cage, and their locations. Through variation of
such parameters, it is conceivable that the ordering of fullerenes, both within the
bulk material and at surfaces, may be tuned. The ability to vary the intermolec-
ular separation within the material is of particular importance, as it facilitates
the investigation of the interplay of conventional delocalised band formation and
electron correlation in fullerene systems. Furthermore, controlled modification
of the lattice constant of a fullerene-based molecular system changes the density
of states at the Fermi level. This, in turn, has important implications for the
modification of the critical temperature of superconducting fullerides [128, 157],
although, once again, the importance of electron correlation should not be over-
looked — the on-site Coulomb interaction in fullerene solids is much larger than
Figure 7.1: The bonding sites of the phenyl groups and hydrogen, represented
by the filled circle, in (C6H5)5C60H (after [156]).
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the width of the conduction band. An important issue to address is whether cage
functionalisation is an effective route to lattice constant variation. We must then
ask not only how the presence of the functional groups affects molecular pack-
ing [158], but how the electronic structure of the fullerene molecule is modified.
Moreover, there are also a variety of surface science issues to be addressed: how
do the phenyl groups affect adsorption, specifically molecular orientation, and is
there any possibility of surface functionalisation using fullerenes modified in this
way?
The functionalised fullerene of interest in this study, (C6H5)5C60H [156], is
illustrated in figure 7.1. The five phenyl groups and single hydrogen cause re-
hybridisation of six of the carbon centres in the fullerene cage, from sp2 to sp3.
This rehybridisation results in a change in the alternation pattern of double and
single bonds around the cage, affecting at least 20 carbon centres.
7.2 Experimental
The experimental work presented here was carried out at beamline 5u1 (§3.4.2)
of the Daresbury Laboratory Synchrotron Radiation Source. A 120 mm hemi-
spherical analyser from PSP [72] was used for PES measurements, and NEXAFS
was carried out in total yield mode. The monochromator and analyser afforded
an overall experimental resolution of order 150 meV at a photon energy of 140
eV. All measurements were carried out under UHV conditions, and the samples
were prepared in situ, as discussed in chapter 3.
(C6H5)5C60H was deposited from a K-cell at a temperature of 350
◦C. Multi-
layer coverages were obtained by deposition of material until the Si 2p peak was
not visible in core-level measurements obtained at a photon energy of 140 eV.
STM results have shown that, as for C60, annealing a multilayer of (C6H5)5C60H
at the Si(111)–(7 × 7) surface, at a temperature of 300◦C, results in desorption
of excess fullerene to leave one complete monolayer [158]. Sub-monolayer cover-
ages were estimated by comparison of the Si 2p to C 1s total area ratio to that
observed for the annealed monolayer.
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7.3 Results
7.3.1 Bulk (C6H5)5C60H
The C 1s core-level spectrum of a thick (C6H5)5C60H film is shown in figure
7.2, taken at both normal emission and 60◦ off normal emission. The figure also
shows multivariate curve fits to the data, after the subtraction of a secondary
electron background. The subtraction of a Shirley type background alone was not
sufficient to eliminate all contributions due to secondary electrons — a steadily
increasing gradient remained. For this reason, the backgrounds shown here were
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Figure 7.2: C 1s core-level of bulk (C6H5)5C60H taken at normal emission (a)
and 60◦ off normal emission (b).
Energy ΓG Total area/% Partial area/%
Component / eV / eV NE +60◦ NE +60◦
Ph+Fb 285.14 1.06 60 44 94 96
Bb +1.01 0.88 4 2 6 4
Ph+Fs +0.20 0.64 33 50 92 93
Bs +1.21 0.61 3 4 8 7
Table 7.1: Fitting parameters for the curve fits shown in Figure 7.2. The
Lorentzian width (ΓL) was fixed at 215 meV.
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obtained from the sum of a Shirley function and a polynomial of order three, the
parameters for which were chosen to match the gradient of the raw data (rather
than its intensity) far from the core-level.
A minimum of three Voigt components were required to obtain a good fit
to these spectra. However, a physical justification of the characteristics of the
components resulting from a three component fit is difficult. It is reasonable
to expect discrete contributions to the C 1s core level from (at least) carbons
of type sp2 in the phenyl groups (‘phenyl’ — constituting 33% of all carbon in
the molecule), spx where 2 < x < 3 in the fullerene cage (‘fullerene’ — 60%)
and sp3 which take part in bonding from the fullerene cage to the phenyl groups
(‘bonding’ — 7%). However, it is not likely that the separate contributions from
phenyl and fullerene carbons may be resolved. The resolvable features would
therefore include one component encompassing both the phenyl and fullerene
contributions (Ph+F ), and one due to the bonding carbons (B). The latter would
lie at around 0.8 to 1.2 eV higher binding energy, due to the shift associated with
sp2 and sp3 hybrids [159]. However, a splitting of the order of 0.1 eV between the
surface and bulk related C 1s components has previously been observed [63] for
C60 films. This splitting arises from the differences in total final-state energy, due
to core hole induced molecular polarisation, for molecules at the surface and in
the bulk of a fullerene thin film. Taking this difference in polarisation screening
into consideration, two pairs of Ph+F and B components are expected, with one
pair shifted by at least 0.1 eV to higher binding energy.
Four Voigt components were used in a simultaneous fit to the normal and
grazing emission spectra. The Lorentzian width of each of these components was
fixed at 215 meV [159]; their Gaussian widths and intensities were allowed to
vary within physical limits. Initial positions were chosen to yield components
representing the Ph+F and B components in the bulk (b) and at the surface
(s). However, the separation between bulk and surface pairs is of the order of
the experimental resolution. To compensate for this fact, the positions were
constrained such that the separation between Ph+F and B components at the
surface matched that in the bulk, to within 10%. Otherwise, the positions were
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allowed to vary freely. In order to obtain a good fit to both spectra simultaneously,
it was only necessary to allow the intensities and widths of the components to
differ between normal and grazing emission: all other parameters were equivalent
across both data sets. The parameters for the resulting fits are given in table 7.1.
There is considerable evidence to support the validity of this four-component
fit. In moving from normal to grazing emission, surface sensitivity is increased;
the fits show more surface character in the grazing emission spectrum. The
relative intensities of the Ph+F and B components in both the bulk and at the
surface are in excellent agreement with those expected (94% & 6% respectively,
compared to 93% & 7%). The Ph+F components are considerably broader than
their corresponding B components. This is as expected, as the Ph+F component
contains both sp2 and spx (2 < x < 3) contributions, whilst the B component is
solely due to sp3 hybrids. Bulk components are broader than those at the surface,
due to the presence of multiple scattering sites within the bulk of the material.
Finally, it is worthy of note that the bulk and surface Ph+F to B separations are
identical, despite the 10% tolerance permitted during the fit.
From these fits, it is possible to conclude that the rehybridisation of members
of the fullerene cage in bonding to the phenyl groups produces a C 1s core-level
shift of +1.0 eV. The local-field behaviour due to polarisation screening observed
in C60 systems [63] is preserved, and its effect enhanced due to fullerene func-
tionalisation and the concomitant differences in molecular packing, in this case
producing a shift of +0.2 eV between bulk and surface contributions. Further-
more, the bulk and surface Ph+F to B area ratios are very similar, and there
is very little change in their values between the normal and grazing emission
spectra. The lack of any significant change in the Ph+F :B surface ratio, in par-
ticular, indicates that (C6H5)5C60H does not occupy a preferred orientation at
the surface of the multilayer. This is wholly consistent with observations from
probe microscopy [158].
The VB-PES and NEXAFS spectra of the thick (C6H5)5C60H film are pre-
sented in figure 7.3, along with those from a similar thick film of C60 and the-
oretical valence bands for both molecules. The theoretical valence bands were
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Figure 7.3: Valence band photoemission (hν = 60 eV) and NEXAFS spectra
for thick films of C60 (filled circles) and (C6H5)5C60H (empty circles), along with
valence bands from theory (dashed).
HOMO LUMO
Figure 7.4: The HOMO and LUMO of (C6H5)5C60H.
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produced by convolving orbital energies from B3LYP/6-31G* electronic structure
calculations with a Gaussian of width 0.35 eV. There is good agreement between
these results and those obtained experimentally. The onset of the density of oc-
cupied states (valence band) of both molecules is comparable. The NEXAFS
spectra show that the lowest unoccupied states of the fullerene are broadened
and shifted due to the addition of the phenyl groups.
Although the onset of the valence band for both molecules is comparable, the
NEXAFS measurements show that the edge of the unoccupied state density is
shifted by ∼ 0.75 eV to higher energy in (C6H5)5C60H. As theoretical calculations
(see figure 7.4 and reference [156]) indicate that both the HOMO and LUMO are
rather localised on the fullerene cage, we identify the shoulder at approximately
285 eV in the (C6H5)5C60H NEXAFS data as arising from the fullerene cage.
Following previous work [160–162], the intense peak at 285.2 eV is attributed
to the phenyl π∗ resonance. A second phenyl-derived resonance is located at
289.0 eV [160–162]. Other resonances are largely fullerene-derived, as indicated
in figure 7.3.
Taken together, the valence band, NEXAFS and theoretical data shown in
figures 7.3 and 7.4 illustrate that the phenyl groups make little direct contribution
to the HOMO and LUMO in (C6H5)5C60H. The differences in the HOMO and
LUMO spatial distribution for (C6H5)5C60H as compared to the parent fullerene
molecule are due to phenyl-induced changes in the on-cage electronic structure.
Furthermore — and of particular importance for the adsorption studies described
below — it is conceivable that bonding interactions between (C6H5)5C60H and a
surface are most likely to be driven by the cage-localised frontier orbitals rather
than the phenyl groups.
No variation in the intensity of NEXAFS components was observed as a func-
tion of incidence angle. This gives little information concerning orientation or
ordering within the multilayer — such a result could be expected in either an
ordered or disordered case. A preferred orientation of the fullerene cage may be
undetectable using NEXAFS due to its symmetry. If the (C6H5)5C60H film were
ordered, the phenyl groups could still occupy a number of different orientations,
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by rotating to minimise both inter- and intramolecular phenyl–phenyl repulsions.
All that can be concluded is that no interaction exists between molecules in the
multilayer that causes alignment of the phenyl groups in a preferred orientation.
This is, once again, consistent with scanning tunnelling microscopy studies of
(C6H5)5C60H films [158].
7.3.2 Adsorption at Si(111)–(7× 7)
Si 2p core-level spectra for the clean Si(111)–(7 × 7) surface and 0.7 ML of
(C6H5)5C60H/Si(111) are shown in figure 7.5, along with curve fits to the normal
emission data. Normal and grazing emission C 1s spectra for the 0.7 ML cover-
age, both fitted, are presented in figure 7.6. Parameters for the Si 2p and C 1s
curve fits are given in tables 7.2 and 7.3.
Seven components are present in the fit to Si 2p core level for the clean sur-
face — one bulk component, and six due to surface core-level shifts, as detailed
in section 3.5.1. The parameters for this fit compare well to those published
elsewhere [76,77].
After deposition of (C6H5)5C60H, the rest atom peak (S3) is completely atten-
uated. All remaining surface components are broadened. This is to be expected
with a sub-monolayer coverage of material, as an unsaturated monolayer results
in a variety of chemical environments at the surface. In addition, a small peak,
labelled F2 in figure 7.5(b), appears at an RBE of approximately +1.0 eV. This
peak, which is seen in the raw data as a small shoulder on the high binding energy
side of the spectrum, arises from Si–C covalent bonds [163]. A second, very broad
component is also observed at a RBE of around +2 eV; this component is labelled
F1 in figure 7.5(b). All of these changes are comparable to those observed after
the adsorption of C60 on Si(111)–(7 × 7): fullerene related components appear
at binding energies of around 1 and 2 eV above the bulk line [103, 164]. This
suggests that there is a covalent interaction between the silicon surface and the
fullerene region of (C6H5)5C60H, consistent with the localisation of the frontier
orbitals of the molecule.
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Figure 7.5: Normal emission Si 2p core-levels of clean Si(111)–(7 × 7) (a) and
0.7 ML (C6H5)5C60H/Si(111)–(7×7) (b), with curve fits. The parameters for the
curve fits are given in Table 7.2.
Clean Si(111)–(7× 7) 0.7 ML (C6H5)5C60H/Si(111)
Energy/eV Γg/eV Area/% Energy/eV Γg/eV Area/%
Bulk 99.22 0.26 41 99.33 0.29 40
S1 +0.25 0.32 31 +0.23 0.37 30
S2 -0.71 0.38 5 - - -
S3 +0.51 0.38 13 +0.43 0.40 11
S4 -0.19 0.32 8 -0.23 0.37 11
S5 +0.96 0.38 2 - - -
F1 - - - +1.95 0.65 2
F2 - - - +1.03 0.45 6
Common parameters:
Lorentzian width (ΓL) 90 meV
Spin-orbit split 595 meV
Branching ratio 2.005
Table 7.2: Fitting parameters for Si 2p curve fits shown in Figure 7.5.
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Figure 7.6: Normal (a) and grazing emission (b) C 1s core levels for 0.7 ML
(C6H5)5C60H/Si(111), along with curve fits, the parameters for which are given
in Table 7.3.
NE +60◦
Energy Γg Area Γg Area
C1 284.67 0.72 89 0.88 91
C2 +0.93 0.64 8 0.76 9
C3 -0.75 0.64 3 - -
Table 7.3: Parameters for the C 1s curve fits shown in Figure 7.6. The
Lorentzian width was fixed at 215 meV.
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Three components are required to fit the normal emission C 1s spectrum. As
before, the main peak is attributed to spx (2 < x < 3) carbons in the fullerene
cage and sp2 carbons in the phenyl groups. The presence of two similar chemical
states within this component account for its increased width, as compared to the
other components. The component at +0.93 eV is due to sp3 carbons involved
in bonding between the fullerene cage and the phenyl groups. The shift of the
third component (-0.75 eV) is comparable to that observed in the formation of
Si-C bonds [165], again suggesting a covalent interaction between (C6H5)5C60H
and the substrate. Further evidence to support this assignment is found in the
fact that the -0.75 eV component vanishes in the more surface sensitive grazing
emission spectrum. There is no significant change in the ratio of the C1 to C2
areas. This indicates that (C6H5)5C60H does not adsorb in such a way that all
phenyl groups are directed either towards or away from the surface, consistent
with investigations employing probe microscopy [158].
7.3.3 Adsorption at Ag:Si(111)–(
√
3×√3)R30◦
Figure 7.7 shows the Si 2p core-level of the Ag:Si(111)–(
√
3 × √3)R30◦ surface
before and after deposition of ∼ 0.9ML of (C6H5)5C60H. Considering the clean
surface spectrum first, we note that the line shape is in very good agreement with
previously published Si 2p core-level spectra of the Ag:Si(111)–(
√
3 × √3)R30◦
reconstruction [166]. However, compared to the clean Si(111)–(7 × 7) surface,
we observe a somewhat smaller binding energy shift (0.25 eV) of the entire spec-
trum than reported in previous work. For example, Tong et al. [167] have ob-
served a shift of the Si 2p spectrum by approximately 0.5 eV for the Ag:Si(111)–
(
√
3 × √3)R30◦ surface as compared to the clean Si(111)–(7 × 7) surface. It
is possible that this discrepancy in absolute binding energy relates to a small
amount of excess Ag present on the surface, as a result of the preparation proce-
dure employed [91]. The presence of ∼ 0.1 ML of additional Ag yields a binding
energy shift of approximately 0.3 eV [167] — much closer to the value observed
here. It is worthy of note that, following Hecht [168], for the doping density of
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Figure 7.7: Si 2p core levels of the clean Ag:Si(111) surface and of 0.9 ML
(C6H5)5C60H/Ag:Si(111).
the substrate used here (1016 cm−3 ) and the photon flux obtained in the experi-
ments, the possibility that this shift arises due to surface photovoltaic effects can
be ruled out.
Following adsorption of 0.9 ML of (C6H5)5C60H, although there is no signifi-
cant change in the Si 2p line shape (as also previously observed for C60 adsorption
on Ag:Si(111)–(
√
3 ×√3)R30◦ [104]), the core level undergoes a wholesale shift
of 0.2 eV to higher binding energy. The lack of change in the Si 2p line-shape
strongly suggests that the interaction of the (C6H5)5C60H molecule with the un-
derlying Ag-terminated Si(111) surface is extremely weak and lacks the covalent
character that is a feature of fullerene adsorption on clean Si(111)–(7×7) surfaces.
The shift of the Si 2p peak to higher binding energy is intriguing. No shift
of the Si 2p spectrum is observed following C60 adsorption on the Ag:Si(111)–
(
√
3×√3)R30◦ surface [104]. Hasegawa et al. [169] have proposed that C60 acts
as an acceptor when adsorbed on the Ag:Si(111)–(
√
3 × √3)R30◦ reconstruc-
tion, compensating conduction electrons in the S1 surface state band [167, 170]
of the substrate but, significantly, not promoting additional band bending. This
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scenario is consistent with the lack of a Si 2p binding energy shift in the data
published by LeLay et al. [104]. Adsorption of univalent atoms on the Ag:Si(111)–
(
√
3×√3)R30◦ surface, however, produces Si 2p shifts to higher binding energy
of order 200 meV. This shift arises from electron transfer into the S1 band (∼ 0.1
electron per adsorbed atom), depleting the hole concentration in the substrate
space charge layer [167]. The results shown here suggest that, unlike the par-
ent C60 molecule, (C6H5)5C60H acts as an electron donor on the Ag:Si(111)–
(
√
3 ×√3)R30◦ surface. Coheur et al., in a series of quantum chemical calcula-
tions, have shown that each phenyl group donates 0.03± 0.02 e− to the fullerene
cage, with the H atom donating 0.22 e− [171]. The total excess charge on the un-
modified (i.e. unfunctionalised) part of the cage was determined to be -0.176 e−.
Previous STM measurements [158] have shown that (C6H5)5C60H molecules
adopt an orientation on the Ag:Si(111)–(
√
3×√3)R30◦ surface where one phenyl
group and a hexagonal face of the cage are in contact with the substrate. That is,
the molecule effectively lies on its side rather than adopting a geometry in which
the phenyl groups are directed away from the surface or, conversely, where the
unmodified part of the cage is separated from the surface by the phenyl groups.
It is particularly interesting to note that this ‘on-side’ geometry will maximise
the contact area of the equatorial belt of the molecule with the Ag-terminated
Si(111) surface. As the molecular HOMO is localised around the equatorial belt,
this provides a natural mechanism for charge transfer from (C6H5)5C60H to the
underlying Ag:Si(111)–(
√
3×√3)R30◦ surface.
7.4 Conclusion
The modification of C60 through the addition of phenyl groups causes major
alterations to the electronic structure of the fullerene, resulting in significant
changes to the chemical behaviour of the system. Interestingly, the presence of
the phenyl groups appears to modify the chemical behaviour of the fullerene cage
itself, as opposed to the mere introduction of phenyl chemistry to the molecular
system. In the frontier region, the phenyl groups make little direct contribution
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to the electronic structure — rather, they induce a lifting of the degeneracy in
the structure of the fullerene cage.
Good fits to the C 1s photoemission data acquired from thick films of (C6H5)5C60H
can only be achieved by considering differences in polarisation screening for
molecules in surface- and bulk-like environments. There is considerable evidence
for a covalent interaction between (C6H5)5C60H and the Si(111)–(7× 7) surface,
as for C60. The interaction of (C6H5)5C60H with the Ag:Si(111)–(
√
3×√3)R30◦
surface, on the other hand, is much weaker, and largely van der Waals in charac-
ter. Nevertheless, a small amount of charge transfer to the substrate apparently
plays a role in the adsorption process, in stark contrast to the adsorption of C60
at this surface, indicating fundamental changes in the fullerene chemistry upon
addition of phenyl groups. This charge transfer interaction is consistent with the
molecular orientation observed in previous STM measurements of (C6H5)5C60H
(sub)monolayers on the Ag:Si(111)–(
√
3×√3)R30◦ surface.
7.4.1 Future work
The charge transfer effect at the Ag:Si(111)–(
√
3×√3)R30◦ surface is particularly
interesting. Recent photoemission studies of pentacene adsorption at this surface
have observed a similar shift of the Si 2p core level peak position to higher binding
energy [172]. In order to fully understand the nature of this shift, firstly, the role of
excess Ag in the molecular adsorption process needs to be addressed. Secondly,
the availability of a variety of modified fullerenes, in useful quantities and of
high purity (for example, (C6H5)5C60OH, Ce@C82 and Tm@C82), provides the
opportunity to make a considerable contribution to the literature concerning the
effects of adsorption on band bending at the Ag:Si(111)–(
√
3×√3)R30◦ surface.
CHAPTER 8
Conclusion
8.1 Summary of findings
Considering firstly the theoretical studies, discussed in chapter 4, the density
functional EDF1 has been shown to perform well. When used in conjunction
with moderate basis sets, it provides an accuracy that is comparable to that
of B3LYP, at a reduced computational expense. Furthermore, when the size of
the basis set is reduced, the accuracy of EDF1 is not as heavily compromised
as that of B3LYP. Cluster models, on the other hand, have been shown to have
limited use in modelling the Si(100)–(2× 1) surface. This being the case, either
plane-wave calculations, or methods involving Gaussian basis sets with periodic
boundary conditions, employing a slab model of the surface may be more appro-
priate to the study of adsorption. However, a QM/MM method, using a large
MM-treated cluster with a small adsorption region modelled using ab initio the-
ory, may provide an alternative approach, in which EDF1 could act as an efficient
QM component.
The theoretical investigations have also predicted a large number of stable
binding geometries of C60 at the Si(100)–(2× 1) surface. However, these results
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were obtained using a fairly low level of theory. As such, the absolute binding
energies are quite suspect, but the relative stabilities may be reliable. Such a large
number of possible binding energies presents a challenge for further investigation
at higher levels of theory. When concerned with the electronic structure of C60
adsorbed at Si(100)–(2 × 1), it may not be necessary to consider all of these
configurations, as indicated by the excellent agreement between the results of a
simple C60–Si model with those from experimental investigations.
Alkali-metal doping of C60 adsorbed at silicon surfaces is possible, as the
interaction strength of K with the adsorbate and the substrate is comparable.
However, a difference in the molecular packing at these two surfaces results in
the stabilisation of a metallic state on Si(111)–(7 × 7), but not on Si(100)–(2 ×
1). There is evidence to suggest that a direct measure of the charge transfer
to the fullerene LUMO can be obtained from the ratio of LUMO to HOMO
plus HOMO-1 integrated areas. Such measurements have shown that the KxC60
system saturates at x = 6, on both the Si(100)–(2 × 1) and Si(111)–(7 × 7)
surfaces. The data also suggest that the covalent interaction causes the fullerene
LUMO to split
Conversely, there is no significant charge transfer from either Ag or Au to C60
adsorbed at the Si(111)–(7× 7) surface. Ag demonstrates little interaction with
either the adsorbed fullerene or the silicon substrate, condensing to form clusters
at the surface of the monolayer. Au interacts sufficiently strongly with the silicon
substrate to displace adsorbed C60, forming a silicide, the growth of which begins
at defects in the C60 monolayer, such as step edges and domain boundaries. The
results also indicate the presence of metallic gold and complexes of C60–Au–Si
and, although their location within the system has not been determined.
The addition of phenyl groups to C60 is seen to produce considerable changes in
the electronic structure of the fullerene cage, itself. The interaction of (C6H5)5C60H
with the Si(111)–(7×7) surface is very similar to that observed for unmodified C60
— there is evidence to suggest the formation of covalent bonds with the fullerene
cage. At the Ag:Si(111)–(
√
3 × √3)R30◦ surface, (C6H5)5C60H acts as a donor,
in stark contrast to the behaviour of C60 at this surface, for which no significant
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charge transfer is observed. Furthermore, the donor behaviour of (C6H5)5C60H at
the Ag:Si(111)–(
√
3×√3)R30◦ surface and the localisation of the highest occu-
pied molecular orbitals, according to theoretical studies, are consistent with the
preferred orientation of the molecule at this surface, as observed using STM.
8.2 Future work
The work presented here has begun to address the role of strong interactions
with a reactive substrate, in particular covalent interactions with technologically
important silicon surfaces, in determining the properties of thin films of modi-
fied fullerenes. As noted previously, further work is required to determine the
nature of multi-special complexes formed in Ag/C60/Si systems. Additionally,
the possibility of surfactant-mediated growth in C60–Au–Si systems is worthy of
attention, as the behaviour of fullerenes in this manner has not been observed in
other systems.
Further work is also required to fully understand band bending and the be-
haviour of (C6H5)5C60H as a dopant at the Ag:Si(111)–(
√
3 × √3)R30◦ surface.
Other functionalised fullerenes can be synthesised and purified; in reference to
work presented here, a study of (C6H5)5C60OH at Ag:Si(111)–(
√
3 × √3)R30◦
may be particularly worthwhile. This molecule is similar to (C6H5)5C60H, stud-
ied here, but it may be expected that the presence of the highly electronegative
oxygen could inhibit the donor behaviour observed in (C6H5)5C60H/Ag:Si(111)–
(
√
3×√3)R30◦. Since charge is transferred to the fullerene cage from the phenyl
groups, the effects of the oxygen on the electronic structure of this molecule may
also be particularly interesting, in their own right.
The work concerning potassium-doped monolayers has revealed considerable
information regarding changes in the structure of the C60 LUMO, as a result of a
strong interaction with the substrate. A similar approach could be employed to
investigate changes resulting from different types of adsorbate-substrate interac-
tion, such as that observed for C60/Ag(100) [173].
Finally, there is still much to address concerning the effects of a reactive sub-
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strate on endohedral fullerenes, which have not been considered here. The high
level of delocalisation across fullerene cages can yield very effective electronic
screening. Studies of the electronic structure of the enclosed species in an endo-
hedral system may provide insights into the nature of this screening, and how it
is affected by adsorbate–substrate interactions.
APPENDIX A
Additional work
A.1 Colloidal particle foams
AFM and PES has been used to study the structures formed by colloidal par-
ticles when spin-coated onto silicon-oxide surfaces. The colloidal particles were
Au nanoclusters, coated with various alkanethiols. The particles were observed
to form a variety of patterns at the surface, including two-dimensional cellular
networks. The behaviour of these structures under annealing was particularly
interesting. Annealing at temperatures in the region of 200◦C to 300◦C results
in breaking of the Au–thiolate bonds and desorption of the passivating organic
chains. However, the cellular network formed by the Au clusters remains intact.
At higher temperatures, there is also significant sintering of the clusters. This
work was published in Applied Physics Letters [174].
A.2 Hydrogen-bonded molecular networks
A series of semi-empirical, Hartree-Fock and DFT calculations was carried out to
study the structures and interaction of perylene tetracarboxylic di-imide (PTCDI)
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and melamine when confined to planar geometries, after STM images revealed
that these molecules formed a hexagonal supramolecular network on the Ag:Si(111)–
(
√
3 ×√3)R30◦ surface. The calculations revealed that the hexagonal structure
could not, as first thought, be formed from PTCDI alone, but in fact arises due to
hydrogen bonding between PTCDI and melamine, with the latter at the vertexes
of the hexagonal cells. The theoretical intermolecular separation of hydrogen-
bonded PTCDI and melamine, when confined to a planar gemeotry, was found to
be near-commensurate with the HCT structure of the Ag:Si(111)–(
√
3×√3)R30◦
surface. Investigation of the interaction strength as a function of intermolecular
separation revealed that the hexagonal network can become fully commensurate
with the HCT structure, via the relaxation of bond lengths, with a very low
energetic cost. This research contributed to a publication in Nature [175].
A.3 Novel GaAs quantum dots
AFM was used to study the structure of quantum dots grown using a specialist
molecular-beam epitaxy (MBE) technique developed at the University of Not-
tingham. Novel structures were observed, including pyramidal quantum dots and
elliptical rings. The latter may be of particular use in the experimental study
of excited modes in quantum dots. The AFM studies revealed that the growth
technique did not yield uniform growth across the surface. The spatial variation
in the population density of the two different structures was evaluated. It is
hoped that the results of this study, in conjunction with considerations of growth
processes and the geometry of the MBE system, may be useful in refinement of
the growth technique.
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Nomenclature
Symbols
C; Cmi expansion coefficient matrix; matrix element
D density matrix
EB binding energy
ELJ The Lennard-Jones potential
fˆi Fock operator
F; Fmn Fock matrix; matrix element
gˆ electron–electron repulsion operator
G matrix of two-electron integrals
Hˆ Hamiltonian operator
h Planck constant
hKS Kohn-Sham operator
Jij ; Jˆi Coulomb integral; operator form
Kij ; Kˆi exchange integral; operator form
l orbital angular-momentum quantum number
R0 van der Waals atomic radius
NOMENCLATURE 146
s spin angular-momentum quantum number
S; Smn overlap matrix; matrix element
Tˆ kinetic energy operator
Vˆ potential energy operator
α, β orthonormal functions used to represent spin
ΓG Gaussian width
ΓL Lorentzian width
ν frequency
σc photoelectron capture cross-section
φi Kohn-Sham orbital
ΦSD many-electron Slater-determinant wavefunction
χi one-electron spin-orbital; molecular orbital
Ψ time independent wavefunction
Abbreviations
AFM atomic force microscopy
AO atomic orbitals
B3 Becke three-parameter exchange functional
DAS dimer adatom stacking-fault
DFT density functional theory
DOS density of states
EDC energy distribution curve; a photoelectron spectrum
EDF1 empirical density functional 1
GGA generalised gradient approximation
HF Hartree-Fock
HOMO highest occupied molecular orbital
HOMO−N (N + 1)st/nd/rd/th highest occupied molecular orbital
NOMENCLATURE 147
LCAO linear combination of atomic orbitals
LDA local density approximation
LSDA local spin density approximation
LUMO lowest unoccupied molecular orbital
LUMO−N (N + 1st/nd/rd/th lowest unoccupied molecular orbital
LYP Lee, Yang and Parr correlation functional
MBE molecular-beam epitaxy
MFP mean free path
MM molecular mechanics
MO molecular orbital
NEXAFS near edge X-ray absorption fine structure
PES photoemission spectroscopy
PTCDI perylene tetracarboxylic di-imide
PYD partial yield detector
QM/MM quantum mechanical / molecular mechanical
RBE relative binding energy
RHF restricted Hartree-Fock
ROHF restricted open-shell Hartree-Fock
SCF self consistent field
SCLS surface core-level shifts
SD Slater determinant
STO Slater-type orbital
TEY total electron yield (detector)
TF Thomas Fermi
TFD Thomas Fermi Dirac
UHF unrestricted Hartree-Fock
UHV ultra-high vacuum
NOMENCLATURE 148
UPS ultraviolet photoemission spectroscopy
XANES X-ray absorption near edge structure (syn. NEXAFS)
XC exchange-correlation
XPS X-ray photoemission spectroscopy
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