We present in this paper two approaches for designing controllers that dynamically regulate the rate of data pow into a network based on feedback state information. They result in controllers that are similar to ones that have been advocated for both end-to-end and hop-by-hop congestion control in high-speed networks. Many existing control protocols have been developed on growing available experience, using ad-hoc techniques that did not come as a result of a control-theoreticul study. This is due to the high complexity of the controlled systems, that are typically decentralized, have non-linear dynamics, and may only use partial noisy delayed information. Some attempts have been made in recent years to use control theory to design pow controllers with, however, no ezplicit objective functions to be minimized; moreover, the class of control policies in existing theoretical work is quite restricted. In this paper we formulate explicitly some cost criteria to b e minimized, related to performance measures such as delays, throughputs and loss probabilities. Using a linearized model, we then view the design problem as a n optimal control problem. w e follow two approaches to model interfering trafic and other unknown data: the H m approach, and the LQG one; and determine for both cases the optimal controllers. Some simulation results complete the study.
Introduction
Adaptive flow control mechanisms are being used and developed extensively in High Speed Networks, in order to guarantee high quality of services on the one hand, and allow for the efficient use of the network, on the other. The controller has to ensure that when other sources transmit, its own transmission rate is adjusted adaptively so as to avoid congestion in the network, since congestion might result in low throughputs, high delays, and high rate of losses of packets. When the interfering t r d c of other sources is low, the controller is expected to allow a high rate of transmission of information so as to make the best use of the bandwidth available.
In many existing flow control protocols, some information on the state of the network is available to sources. For example, in many protocols, when a packet arrives at the destination, an acknowledgement is sent back to the source (the TCP/IP protocol in the Internet [8] ). Other types of information could also be made available to the flow controller, such as information on queue length in a bottleneck node, [6] , and the effective service rate available to that source in a bottleneck node [9] . In this paper we assume that the performance measures (throughputs, delays, loss probabilities etc ...) are determined essentially by a bottleneck node. This assumption has both theoretical and experimental [4] justification, and is often made in the literature in order to analyze or design controllers [l, 5, 
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dynamics (see [l, 5, 9 1 for its derivation and validation). The control problem is solved in Sections 3 and 4. The design of the controller is based on some model of the disturbance by exogenous traffic. In Section 5 we present simulation results, and discuss their interpretation.
We consider a communication network with a linearized
The model
We consider a discrete time model, where a time unit corresponds to a round-trip delay. Let qn denote the queue length at a bottleneck link, and pn denote the effective service rate available for traffic of the given source in that link at the beginning of the nth time slot. Let x,, denote the source rate during the nth time slot. We thus consider a rate-based flow control, where based on current and previous noisy information on pn, qnr and xn (to be made precise below), the controller updates the transmission rate. Hence, the queue length evolves according to
Since several sources with varying transmission rates may share the same bottleneck link, the service rate pn available to the controlled source may change over time in an unpredictable way. The other sources may be rep resented as some interference, which we model as a stable ARMA process
We assume that L,, which will typically be obtained by some estimation/identification procedure, are such that (2) describes a stable system. The variable dn in (2) stands for disturbance, the nature of which will be described later.
We assume that, at the end of step n, the source obtains a noisy estimate of the value of p,,, and a noisy estimate of the value of q,,. We use fin to denote a measurement for the bottleneck rate, and &, to denote a measurement for the bottleneck queue size. For our analysis, we assume that these measurements can be written as
where un and wn are disturbances whose nature will be described shortly, and a and c are some constants.
In [l] , the starting point was a given controller of the [5] .
(ii) The second term is a penalty for deviating from a desirable queue length. Setting some desired level of queue reflects the fact that we do not wish to have a large queue, so as to avoid losses, and on the other hand, we do not wish to have a low level of queue, since if the queue is empty and the input rate is lower than the service rate then there is a waste of potential throughput. We have not included any additional weighting on this term, as any such positive weight can be absorbed into the other variables.
(iii) The last term stands for a penalty for high jitter, i.e. for high variability of (input) transmission rate, which is known to be undesirable; see the discussion in [5] . In will pay more for higher burstiness (variability) of its input rate, since highly variable input rate has typically a bad influence on other traffic. Again, as in the case of the second term, the weighting here has been normalized to 1.
We allow the controller to be a (measurable) function of all past and present observation and past actions: un = f ( f m , bm, am, um-l, m = 0, ..., n). We consider two types of models for the disturbances: The quantity above is the upper value of the zero-sum dynamic game with kernel L y , which is in fact equal to zero. It cau actually be shown that for any y 2 y*, the upper value of the game with parametrized kernel L, is m, and for 7 < y*, its upper value is infinite. Hence, 7. is the smallest positive scalar y for which the zero-sum game with kernel L, has a finite upper value.
Instead of obtaining just f* defined above, we will in fact solve a parametrized class of controllers, { f r , y > y*}, where f7 is obtained from SUP M f 7 ; 4 , u , w ) =inf SUP Ly(f;4,u,w).
The controller f7 will clearly have the property that it ensures a performance level y ' for the index adopted for
M2, i.e. the attenuation is bounded by
It will turn out that the limit limy+" fr =: f" is a welldefined controller, and solves uniquely the control Frob lem with the Gaussian model, M1.
Complete solution to the problem with Model M 2 with additional perturbation
The optimal control problem formulated above can be solved by a suitable modification of the theory of discretetime H"-control developed in [3] . 
Now, the stability of the ARMA process (2) is equivalent to the stability of the matrix C in (12), which is captured in the following assumption required to hold throughout the remaining analysis:
All eigenvalues of C are in the unit circle in
Under A l , we have the following fact, which will be useful in the statement of our main result. given by (7), and one perfect measurement of the state, 9,. This is a "mixed" structure, that leads to a singular measurement equation, which is not allowed in standard theory. To circumvent this difficulty, we will first perturb 9,, with a small independent disturbece, to arrive at the measurement equetion 9, = 9, + e6,, 0 < e << 1 and assume that now 9, is available for control purposes, instead of 3,. In the above, 6, is the auxiliary disturbance introduced, and e is a small positive quantity. This modification is only for mathematical convenience, which will in the end be made to vanish asymptotically by letting e -+ 0, so as to recover the original information structure.
To introduze the modified measurement equation, let the square-root of whose infimum over all admissible controllers we now denote by 7*(e). It turns out that 7*(e)
is actually continuous at e = 0, and the quantity 7 * ( O ) is equal to the 7* defined earlier (for the unmodified problem). Three additional properties, related to the system matrices, are now worth noting, which we state below as facts: where Znin is generated by
inin = ( I + C,H'(E,E:)-'H -y-'C,M,)-' (23) x (2, + '&H'(EeE'c)-'un)
5) The controller (22) leads to a bounded input-bounded state stable system, i.e. for all bounded disturbances v,<, the system state z,, and the filter state inin remain bounded.
Equivalently, the two matrices (I -BB'M,h,')A and (I -H'(E,E:)-'HC,R,')
A' have all their eigenvalues in the unit circle.
If any one of the three properties (1)-(3) above does not hold, then y < y*(e). 
The limiting solution as E 3-0
We next study the limit of the solution given in Proposition 1 as e 4 0. For the limit to be well defined, it will be sufficient to show that equations and relationships (15)-(21) are well-defined in the limit as e 4 0.
The first three depend continuously on e 2 0, and hence the limit (15) will be replaced by
where
and (25) w i l l have to be solved under the scalar condition (as counterpart of (16)):
which guarantees invertibility of (26). Again, for each -y > y*(O), (25) admits a unique minimal positive definite solution, which also satisfies (27). The limiting analysis of (18)- (20) is somewhat more complicated, since it involves the inverse of a matrix that becomes singular at e = 0 (which is E,E:). However, this isolated singularity does not lead to any singularity for the solution of (18) as to be shown below. We will in fact show that in the limit as e J. 0, the solution of (18) 
> 0. 
Then, using the earlier manipulations, and so%e straightforwardextensions, it can beshown that S,l,,P,l,,&,,~, are generated by (from (23)- (24), and using the notation introduced by (29) to (25) such that (27) holds.
2) There exists a minimal positive definite solution, PI to (33), such that (34) holds.
3) Condition (35) holds.
4)
An Hm-controller that ensures the bound y2 in the index (9) is given by (42).
5) The controller (42) leads to a bounded input-bounded state stable system (see Proposition 1 (5)).
For a given 7 > 0, if any one of the properties (1)-(3) above does not hold, then y < y*. Furthermore, the controller (43) leads to a stable system.
Simulation Results
We present a set of selective simulation results from (ii) highly correlated perturbations: +n = sin(0.2n).
We illustrate how the design parameters b (eq. (6)) and g (eq. ( 8 ) ) influence the behavior of the system.
The parameter g will influence the tracking between input and output rates. This is seen from equations (4) and (8) . The larger g is, the more costly will deviations between the input and output rates be. Indirectly, this may result in reducing the variations of the queue size
The parameter b is expected to influence the jitter, i.e. the variability of the transmission rate 5. It is easily fic) 4 3 (in (2)):
(e (4)).
seen from (6) and (8) that choosing lower b results in a higher weight on deviations of U from zero, and thus a higher weight on the variability of 3. Thus, we expect that smaller values for b will be useful when designing controllers for video or for voice traffic, where the trans mission rate is required typically to be regular (i.e. low jitter).
Finally, if g is small and b large, then the second term in (8) becomes important, which means that we pay more for deviations of the queue length from its target Q. In practice this part will be responsible for decreasing loss probabilities (that occur when queue sizes are high) and increasing throughputs (since we may lose potential throughput when the queue is empty, ;f, at that time, the input rate is lower than the output rate).
We shall examine two situations in the simulations below: Case 1: The three different criteria are weighted equally in the cost L to be minimized (see (6) and (8)): g = b = 1. Case 2: b = g = 0.1. We thus place relatively less emphasis on the tracking between input and output rates (and thus, indirectly, allow for more variability of the queue length).
For Case 1, the optimal (smallest) value of y (see eq.
(10)) for the H" controller is y* = 5.9. We chose y = 6
(slightly larger than 7*, so as to ensure stability). For Figures 1 and 2 (which correspond to Cases 1 and 2, resp.) are concerned with the case of sinusoidal interfering traffic. They illustrate the influence of the parameters b and g on the queue sizes, on the variability of the (controlled) input rate and the way it tracks the output rate. We see that the queue size indeed has a much higher variability in Case 2, where it oscillates between the values of 18 and 43. In Case 1, the queue length remains always between 26 and 37 (except for the initial transient period).
Comparing the input rates E with the output rates t , we see that the input has a high "inertia" in Case 2: it does not hurry to track the output rate, and a tracking delay of 6 time units o c c m . In Case 1, the tracking is quite instantaneous, but at the same time, there are higher bursts around the tracked signal.
The attenuation (at steady state) obtained by simulations was 3.40 for Case 1, and 7.01 for Case 2 (thus eq.
(11) indeed holds), for sinusoidal 4. We also performed simulations for very high values of 7, which resulted in the controller that is optimal for the Gaussian noise. When using that Gaussian controller and feeding it by the sinusoidal perturbation, the attenuation obtained was 2.78 for Case 1 and 9.17 in Case 2. Comparing this with the H m controller we see that for sinusoidal 4, it sometimes performs better and sometimes worse.
In. Fig. 3 we zoom on some typical short time interval to show how b and g influence the way the input rate tracks the output rate. The upper figure illustrates Case 1, for which we get quick tracking with a bursty behavior (more overshoots). In the lower figure, corresponding to Case 2, we have a slow tracking and a smoother behavior of the input rate. The interfering traffic here is generated 6. References
