Abstract-In this paper, we address the problem of separation of mutually independent sources in nonlinear mixtures. First, we propose theoretical results and prove that in the general case, it is not possible to separate the sources without nonlinear distortion. Therefore, we focus our work on specific nonlinear mixtures known as post-nonlinear mixtures. These mixtures constituted by a linear instantaneous mixture (linear memoryless channel) followed by an unknown and invertible memoryless nonlinear distortion, are realistic models in many situations and emphasize interesting properties i.e., in such nonlinear mixtures, sources can be estimated with the same indeterminacies as in instantaneous linear mixtures. The separation structure of nonlinear mixtures is a two-stage system, namely, a nonlinear stage followed by a linear stage, the parameters of which are updated to minimize an output independence criterion expressed as a mutual information criterion. The minimization of this criterion requires knowledge or estimation of source densities or of their log-derivatives. A first algorithm based on a Gram-Charlier expansion of densities is proposed. Unfortunately, it fails for hard nonlinear mixtures. A second algorithm based on an adaptive estimation of the logderivative of densities leads to very good performance, even with hard nonlinearities. Experiments are proposed to illustrate these results.
I. INTRODUCTION
T HE PROBLEM of source separation consists of retrieving unobserved sources assumed to be statistically independent from only observed signals , which are unknown functions of the sources. Contrary to other communication problems such as equalization and deconvolution, in the problem of source separation, samples of each source are not assumed to be independent and identically distributed (i.i.d.). In fact, the source distribution is unknown, and no assumption concerning the temporal dependence between samples is made or used. For this reason, the problem is generally called blind source separation.
The source separation problem has been intensively studied over the last 12 years for linear instantaneous (memoryless) mixtures [2] , [5] , [12] , [16] , [18] , [20] , [22] , [25] , [29] and, more recently, since 1990, for linear convolutive mixtures [13] , [15] , [19] , [24] , [36] , [37] , [42] . Up to now, more realistic models, especially nonlinear models, have been sketched by only a few authors. Burel [4] has proposed a neural-network based solution for the case of known nonlinearity depending Manuscript received January 6, 1998 ; revised March 12, 1999 . The associate editor coordinating the review of this paper and approving it for publication was Prof. Arnab K. Shaw.
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on unknown parameters. Pajunen et al. [26] have addressed the problem using self-organizing maps. This approach, although simple and attractive, requires a huge number of neurons for good accuracy and is restricted to sources having probability density functions (pdf's) with bounded supports. Deco and Brauer [11] have also addressed the problem, considering a volume conservation condition on the nonlinear transforms. This constraint leads to very restrictive transforms and will not be considered in this paper.
More recently, Yang et al. [40] proposed algorithms, without separability results, for special nonlinear mixtures that were similar to post-nonlinear mixtures proposed herein in which the nonlinearity is not componentwise and whose inverse can be approximated by a two-layer perceptron.
In this paper, we investigate nonlinear mixtures, and we develop algorithms for particular (although realistic) models called post-nonlinear (PNL) models. We restrict the study to the case , where the number of sources is then equal to the number of sensors.
In Section II, we consider the general nonlinear model of mixtures and study separability using only the statistical independence of sources. In Section III, the PNL model and its separation architecture are presented. The derivation of independence criteria, assuming the knowledge of source distributions, is developed in Section IV. Section V addresses estimation of pdf and score functions. Combining these results leads to practical algorithms and experiments described in Section VI. A discussion and remarks on future work finishes the paper.
II. NONLINEAR MIXTURES
Consider an -sensor array that provides the signal . The signal is a nonlinear memoryless mixture of unknown statistically independent sources if it can be written as (1) where we assume that the mapping consisting of the functions is an unknown differentiable bijective mapping from a subset of in a subset of . For the sake of simplicity, because the mixing system is memoryless and the temporal dependence of the samples is not used, the time dependence of the variables will be omitted, and the model will be written (2) 1053-587X/99$10.00 © 1999 IEEE The first question of interest concerns separability. Is it possible, using only the statistical independence assumption, to recover the sources from the nonlinear mixture (2)?
A. Results for Linear Mixtures
For a linear memoryless mixture, (2) becomes (3) where is a square nonsingular matrix. Source separation consists then of estimating a square nonsingular matrix such that (4) has statistically independent components. is called a separating matrix. Denoting , it is well known [8] that using an independence criterion, we can only estimate sources, when at most one is Gaussian, up to any diagonal matrix (scale factor) and up to any permutation matrix . In other words, separation is achieved when . This property is a direct consequence of the Darmois-Skitovich theorem [10] , [31] .
B. Nonlinear Mixtures
In this case, statistical independence is not a strong enough assumption to recover the sources without distortion. In fact, when and are two independent random variables, (i.e., ) and and are two bijective derivable functions, then (5) This shows clearly that the random variables and are also independent, and consequently, sources can be recovered only up to any nonlinear function. Such indeterminacy may lead to strong nonlinear distortions on the estimated sources and is not acceptable. Now, if we consider again (1) and a separating mapping , providing a random vector with independent components (6) the question of interest is whether all mappings , transforming into with independent components, have a diagonal Jacobian.
The answer is negative because we can construct, in an infinite number of manners, transforms with nondiagonal Jacobian conserving statistical independence [9] . Such mappings satisfy the following differential functional equation:
This result is well known for linear mixtures, where it is restricted to the Gaussian distribution. In that case, if is Gaussian (the components are Gaussian independent) with a covariance matrix (where is the identity matrix), then any orthogonal matrix applied to will conserve the statistical independence since . In the nonlinear case, for the sake of simplicity, we give only a simple example in the two-dimensional (2-D) case. Consider two independent Gaussian scalar random variables and , whose joint pdf is (8) and consider the nonlinear transform (9) with and . This transform has a full-rank Jacobian matrix provided that (10) and the joint pdf of and is then otherwise.
Relation (11) shows that the two random variables and are statistically independent. Other examples can be found in the literature (see for example Lukacs [23] ) or can be easily constructed.
C. Conclusion
Source separation in the nonlinear case is, in general, impossible. The source independence assumption, which is sufficient to restore a copy of the sources in the linear case, is not strong enough in the general nonlinear case. From Darmois's results [9] , we can say that there exists an infinity of mappings with a priori nondiagonal Jacobian matrices preserving the independence property.
III. POST-NONLINEAR MIXTURES
In this paper, we address particular nonlinear mixtures, which can be considered to be a hybrid model consisting of a linear stage followed by a nonlinear stage (see Fig. 1 ). 
A. The PNL Model
This model, which was introduced by Taleb and Jutten [34] , provides the observation , which is the unknown nonlinear mixture of the unknown statistically independent source (12) where are unknown invertible derivable nonlinear functions, and ( ) denote the scalar entries of a regular mixing matrix . In the following, the mixture vector , and by extension the pair , will be called a post-nonlinear mixture (PNL). Although particular, this model is realistic enough. It corresponds to systems in which the transmission across a channel is linear and memoryless (this provides linear memoryless mixtures of sources), whereas sensors and their preamplifiers introduce memoryless nonlinear distortions. For instance, systems with memoryless nonlinearities can be encountered in sensor arrays [27] , in digital satellite and microwave communications [30] , and in some biological models [21] .
B. Separability
Contrary to general nonlinear mixtures, the PNL mixtures have a favorable separability property. In fact, using the separation structure shown in Fig. 2 , it can be demonstrated, under weak conditions on the mixing matrix and on the source distribution, that the output independence can be obtained if and only if are linear. This means that the sources , which were estimated using an independence criterion on the outputs, are equal to the unknown sources with the same indeterminacies noted in linear memoryless mixtures (13) where and are permutation and diagonal matrices, respectively, and is a constant translation vector.
In this subsection, we give the separability Lemma with a few comments.
Lemma 1: Let be a PNL mixture and a PNL separation structure, where we have the following.
• is a regular matrix and has at least two nonzero entries per row or per column.
• are differentiable invertible functions.
• is a regular matrix.
• satisfies , for all . Suppose that each source accepts a density function that vanishes at one point at least, and then, the output of the separation structure has mutually independent components if and only if the components are linear, and is a separating matrix.
The proof of this Lemma is given in the Appendix. The condition on the source distributions is not restrictive for actual signals. This is especially true for signals having a bounded or a discrete distribution.
The condition on matrix , although surprising at first glance, is easy to understand. In fact, if the mixing matrix is diagonal, the PNL observations are (14) Clearly, each observation is a nonlinear function of the source only. Thus, the observations are already mutually independent, and the sources can be restored only up to a nonlinear distortion.
If the matrix can be written by blocks , where is a regular matrix and is a diagonal matrix, the previous indeterminacy holds for the sources . This fact remains true if we apply a permutation to the diagonal matrix .
IV. DERIVATION OF THE LEARNING RULE

A. Independence Criterion
The statistical independence of the sources is the main assumption. Then, any separation structure is tuned so that the components of its output become statistically independent. This is achieved if the joint density factorizes as the product of the marginal densities (15) As proposed by a few authors [8] , [28] , [38] , [41] , statistical independence can be measured using the Kullback-Liebler (KL) divergence between and KL (16) which is equal to Shannon's mutual information between the components of output vector . This can be rewritten as (17) where denotes the entropy of .
The quantity provides a measure of independence of the components of . In fact, it is always positive and vanishes iff . However, the use of mutual information as a cost function is not easy because the marginal entropies depend directly on the marginal densities , which are unknown and vary when minimizing . In the next section, we focus on the estimation of the separation structure for PNL mixtures, assuming that the densities are known. We will see later, in Section V, how to overcome this assumption using two different approaches.
B. Parameter Estimation 1) Preliminaries:
The global separation system for PNL mixtures (Fig. 2) consists of two parts:
• a nonlinear stage, consisting of parametric bijective nonlinear functions , , which should cancel the channel post-distortions , . denotes a parameter vector that is tuned to achieve output mutual independence by minimizing .
• a linear stage, consisting of a regular matrix devoted to the separation of the linear mixture. The matrix is also estimated by minimizing . With respect to this separation structure, the joint pdf of the output vector is (18) and leads to the following expression of the joint entropy: (19) The minimization of requires the computation of its gradient with respect to the separation structure parameters and , . The following general lemma is affected by the derivation of marginal entropies. The proof can be found in the Appendix.
Lemma 2: Let be a random variable, and let be a function of differentiable with respect to the nonrandom parameter and such that accepts a differentiable pdf ; then where is called the score function of .
2) Linear Stage: To estimate the linear stage parameters, we must compute (20) We first calculate the gradient of the second term with respect to . According to (19) , and since and ( ) do not depend on , the second term of the right-hand side of (20) is (21) The first term in (20) can be simplified as , where , and only depends on the th row of , i.e., on ,
Using Lemma 2 on the linear model ,
becomes (23) Denoting , (23) yields (24) Finally, combining (21) and (24), the gradient of with respect to is simply (25) This is the same expression as in the linear source separation.
3) Nonlinear Stage:
The derivation of the mutual information (17) with respect to parameters of the nonlinear function is (26) Writing and again using Lemma 2, the first term becomes (27) Using (19) , the second term is (28) Combining the two terms, (26) becomes (29) Of course, the complete computation of depends on the structure of the parametric nonlinear mapping . In Section VI-A, this computation is given when the mapping is estimated by a multilayer perceptron.
V. PDF AND SCORE FUNCTIONS
The derivatives of with respect to (25) and to (29) point out the importance of the functions called score functions (30) Recently, Cardoso et al. [6] showed that the nonlinearities minimizing the rejection rates of equivariant algorithms are proportional to in the case of i.i.d. sources . Earlier, Pham et al. [29] showed for the linear instantaneous mixtures using a maximum likelihood approach that the optimal nonlinear functions for source separation algorithms are the score functions of the sources. Charkani et al. [7] extended these results to the convolutive mixtures.
Unfortunately, these score functions are unknown and must be estimated (adaptively) from the output vector .
A first idea is to estimate the pdf , for instance, using kernel estimators, and then by derivation, we deduce an estimate of
. This approach has been tested, but the derivation provides a noisy estimation of . Pham et al. [29] and Charkani et al. [7] proposed algorithms in which the source score functions are estimated by a linear parametric model corresponding to the projection of these functions in a subspace spanned by a few basis nonlinear functions. The difficulty of this approach lies in the choice of the basis functions.
In this paper, two approaches are considered. The first is based on a Gram-Charlier approximation of the pdf. The second approach is based on a direct estimation of .
A. Approximation of Using a Gram-Charlier Expansion
The Gram-Charlier expansion of a pdf consists of writing the pdf as a polynomial series expansion (31) where denotes the standard normal distribution, and is the th Chebyshev-Hermite polynomial. These polynomials are orthogonal and are defined by (32) The coefficients can be computed using the orthogonality property of the polynomials (see [32] ). For a zero mean random variable . . .
. . .
and (34) Assuming the terms of orders greater than 4 can be neglected, i.e., the distribution is close to Gaussian, we can write (35) and deduce (36) If has a standard deviation , then (36) may be simplified to (37) where is the th-order cumulant. This kind of expansion has already been used by Comon [8] and Gaeta et al. [14] in the linear case and by Taleb and Jutten [34] and Yang et al. [39] in the nonlinear source separation case. The main advantages of this approach are its simplicity and its low computational cost.
Although the methods based on this expansion work very well for linear source separation, this approximation leads to a poor estimate of the separation structure in the nonlinear case. More precisely, fair results may be obtained only if the unknown nonlinear functions do not imply excessively hard distortions (see Fig. 3 ). Conversely, estimates are of very poor quality (see Fig. 4 ) if the distortion is hard. A better approximation could be obtained using terms of orders higher than 4, but the main advantage (simplicity) of the approach would be lost.
We may remark that (37) is a truncated polynomial expansion depending on and and is thus not optimal. It could be improved to produce an optimal one (in the mean square error sense) by computing parameters and minimizing with (see Section V-B2 for more detailed computations).
B. Direct Estimation of 1) LMS Estimation:
We thus propose a second approach consisting of a direct estimation of based on a nonlinear parametric model . The parameter vector is estimated by minimizing the mean square error (38) according to a gradient descent algorithm (39) where is a positive adaptation step. The gradient of with respect to the parameter vector is expressed as (40) At first glance, this approach seems impossible because is unknown. A second lemma is useful to develop (40) .
Lemma 3: Let be a random variable, and let be its score function if is a differentiable function satisfying (41) and then (42) 2) Nonlinear Models: We do not give the explicit form of because many nonlinear regressors can be used. We investigated two approaches. The first is based on a linear parametric model, and we prove that our approach is equivalent to Pham's approach [29] . The second uses a multilayer perceptron that provides more flexible and general models.
In the case of a linear parametric model, can be written as 
These equations were first used by Pham et al. [29] for linear instantaneous mixtures by projecting the score function in a subspace spanned by the nonlinear functions . They correspond to the normal equations of the least squares problem. The linear parametric model is useful but suffers from some limitations. In particular, it requires a correct choice of the projection basis functions, i.e., some information about the source distribution. It is also interesting to link this method with the previous approximation based on the Gram-Charlier expansion. For this purpose, we impose , , and (45) The plot of these functions, which is given in Fig. 5 , points out large differences between the two estimators.
To overcome the classic limitations of a linear parametric model, we propose to estimate using a multilayer perceptron. This classic neural architecture has many interesting properties, one of which is its universal approximation capability [17] . We use a one hidden-layer perceptron with a linear output neuron (54) Note that this multilayer perceptron is trained by unsupervised learning. The gradient algorithm can be accelerated by using second-order techniques that must compute the inverse of the Hessian. A usual approximation of the Hessian is the covariance of the gradient of the regressor, the inverse of which can be iteratively calculated using the matrix inversion lemma.
3) Discussion: Recently [35] , a derivation of a batch quasinonparametric procedure for source separation in PNL mixtures pointed out an interesting fact about the choice of score functions. In fact, it leads to two sets of estimating equations, which may be written asymptotically as (57) and (58) The first set of equations is the same as those found in the linear source separation case [29] . A good choice of the approximation of score functions must at least produce an unbiased estimator of the inverse of the PNL mixing system. A necessary condition is that the set of estimating equations must be satisfied when are the true sources. For the first set of equations, this requires that if the source has a nonzero mean, and nothing otherwise. For the second set, conditions on score functions are more restrictive because it must satisfy (59) In other words, the approximations of must be such that (60) which, in general, is fulfilled neither by a GC approximation nor by a linear projection on an ad hoc basis of nonlinear functions.
C. Conclusion
We have shown [33] that this method can be applied in the generic problem of entropy optimization. It was also successfully applied to the linear source separation problem and leads to excellent results concerning the rejection rates. In particular, we modeled the complex source separation problem (common in narrowband communications) as an entropy optimization problem and applied the same method for complex random variables (see [3] ).
VI. ALGORITHMS AND EXPERIMENTS
A. Algorithms
As described in the previous sections, the separation architecture consists of two major stages: a nonlinear stage and a linear stage. In addition, at the output of the linear stage, we add score estimation blocks that estimate the output score functions that are necessary for optimal estimation of the parameters of the two stages (see Fig. 6 ).
We use a multilayer perceptron to model the nonlinear parametric functions with linear output neuron 
where . In practice, the expectation will be replaced by an empirical mean or by a first-order lowpass filter that is suitable in an adaptive context.
To estimate the linear stage, i.e., matrix , we use an equivariant algorithm by a postmultiplication of (25) by , 
The score functions used in the two algorithms are estimated by the algorithm (55) and (56).
B. Experiments
In this section, some computer simulations of the above algorithm are presented for two PNL mixtures of two sources. The independent sources are a sine wave and uniformally distributed white noise. 
is applied to each mixture, producing a PNL mixture (see Fig. 8 ). The joint distribution (shown in Fig. 8 ) indicates the nonlinear dependence between the two signals.
The adaptive version (65) of the algorithm is applied to these mixtures. As discussed previously, the first stage of the separation mixture must cancel the nonlinear dependence. At convergence, the distribution of the nonlinear stage output is shown in Fig. 9 . The distribution is contained within a simple parallelogram and is characteristic of linear mixtures of independent sources when the source pdf's are with bounded are shown in Fig. 11 and are good estimations of the source signals. Their joint distribution, (shown in Fig. 11) indicates that independence has been reached. We compute the algorithm performance using the classic residual crosstalk
where both and are with unit variance. We may notice that due to the scale indeterminacy, the estimated sources and the true sources may have opposite signs. We overcome this problem by estimating the correlation coefficient between the two signals and by multiplying one of the two signals by the sign of this coefficient. The expectation operator will be replaced by an empirical expectation over a fixed number of samples. Fig. 12 shows the residual crosstalk during the algorithm run, which reaches about 30 dB at convergence. Fig. 13 shows the final estimated score functions, which are very close to the theoretical score functions. To point out the necessity of having a nonlinear compensation stage, we illustrate in Fig. 14 the sources estimated for the same nonlinear mixture using a linear separation method. The estimated sources (Fig. 14) are very far from the true sources, and the joint distribution emphasizes their remaining statistical dependence.
VII. CONCLUSION
Although the general problem of source separation in nonlinear mixtures is not solvable, source separation in specific but realistic-enough mixtures, known as postnonlinear mixtures, is possible with the same indeterminacies as in linear instantaneous mixtures.
The information-based criterion used to estimate the parameters of the separating structure requires knowledge or estimation of the score functions. While poor results are achieved with a truncated estimation derived from a Gram-Charlier expansion, a direct estimation of the score functions leads to a very efficient algorithm.
Although the desired score functions are unknown, we prove that least mean square estimation (basically supervised) of the score functions is possible and leads to an unsupervised algo- rithm. Moreover, this method provides very good estimations of the score functions and can be used for any algorithm driven by optimization of an entropy-based criterion.
In this paper, the estimation of nonlinear stages and of (nonlinear) score functions is done using multilayer perceptrons with sigmoidal units trained by unsupervised learning. It could also be done using other nonlinear regressors, such as polynomials or splines.
Experimental results illustrate the limitations of the algorithm based on a Gram-Charlier expansion and the efficiency of the algorithm based on a direct estimation of the score functions.
We are currently studying the convergence and performance of the algorithm and the relation between the accuracy of score function estimation and separation performance with generalization to convolutive postnonlinear mixtures.
APPENDIX
Proof of Lemma 1:
If are linear and is a separating matrix, it is clear that the components of are mutually independent. 
Conversely, if
are mutually independent, then, denoting and the pdf's of and , respectively, the pdf of the random vector can be written in the following two ways: We supposed that the functions and their inverses are defined over all . This is nonrestrictive since if an was defined only on a subset , the pdf would be necessarily null whenever . The same reasoning holds for . Since the components are linear, the problem reduces to a linear source separation problem, and is a separating matrix.
Proof of Lemma 2: The pdf of can be written as (91) with (92) Deriving ( Taking the derivative of (95) with respect to gives
Because the second term is null according to (94), the proof is completed.
Proof of Lemma 3:
The condition on includes the existence of and . Integrating by parts the first member of (42) Note that the Lemma 3 can be generalized to the multivariate case (see Taleb and Jutten [33] ). The score function is then the gradient of the joint pdf.
