Abstract. Let {ξ j } j∈Z be a sequence of random variables which belong to the domain of attraction of a linear fractional stable motion {∆ H,α (t)} with infinite variance. We study the convergence of weighted sums (u) in distribution under suitable assumptions on a class of deterministic functions f . We also show that if {f t , t ≥ 0} are the kernel functions from the "moving average" representation of a linear fractional stable motion with another index H , then {I n (f t )} converges to a linear fractional stable motion {∆ H+H −1/α,α (t)}.
Introduction
We call {X(t), t ≥ 0} a Lévy process if it has independent and stationary increments, X(0) = 0 a.s., it is stochastically continuous at any t, and almost all sample paths are right continuous and have left limits. In this paper, we need the Lévy process with time parameter running on R. Let {X − (t), t ≥ 0} be an independent copy of {X(t), t ≥ 0} and extend {X(t)} in such a way that X(t) = −X − (−t + 0) for t < 0. If, furthermore, the distribution of X(1) is symmetric α-stable, 0 < α ≤ 2, in the sense that E[exp iθX (1) ] = exp{−c|θ| α }, θ ∈ R, for some c > 0, we call {X(t)} a symmetric α-stable Lévy process, and denote it by {Z α (t), t ∈ R} throughout this paper. For simplicity, we always assume c = 1. When α = 2, it is nothing but the standard Brownian motion up to a multiplicative constant.
For 0 < H < 1 and 0 < α ≤ 2 such that H = where x + = max(x, 0) and 0 s = 0 even for s ≤ 0. When α = 2, it is the fractional Brownian motion (fBm). In this paper, we are concerned with the case α < 2. Thus we always assume that H > 1/α, because if H < 1/α, almost all sample paths of ∆ H,α (t) are nowhere bounded ( [5] ), which is not an interesting case. Note that H > 1/α implies α > 1, since H < 1.
Let {X j } j∈Z be independent and identically distributed random variables such that 
where {c j } are suitably chosen depending on the problem. We want to find the class of f 's and conditions for the convergence of
with a suitable scaling A n to
in distribution as n → ∞. This problem was studied by Pipiras and Taqqu [6] for the case α = 2. They gave sufficient conditions for the convergence
in distribution as n → ∞, where B H is a fBm with index H ∈ (1/2, 1). They also considered the following problem in [6] . If {f t , t ≥ 0} are the kernel functions from the "moving average" representation of fBm with another index H , then the limit {I(f t )} in the sense of convergence of finite-dimensional distributions is a fBm with index
The purpose of this paper is to study the limit theorems of Pipiras and Taqqu [6] in the case α < 2. For it, we take linear fractional stable motions {∆ H,α (t)} instead of {B H (t)}.
The rest of the paper is organized as follows. In Section 2, we propose a class of deterministic functions f for which stochastic integrals with respect to linear fractional stable motions are well-defined (also see [3] ). In Section 3, we present our first theorem of type (1.2) and the proof is given. In Section 4, we also show that if {f t , t ≥ 0} are the kernel functions from the "moving average" representation of a linear fractional stable motion with another index H , then {I n (f t ), t ≥ 0} converges to a linear fractional stable motion C∆ H+H −1/α,α (t) with some C > 0, in the sense of finite-dimensional distributions.
Stochastic integrals
Throughout the paper we denote by f * g the usual convolution:
for measurable functions f and g.
In this section we define stochastic integrals with respect to d∆ H,α . The following fact has been pointed out already in [3] by one of the authors of the present paper with other coauthors. Since the paper [3] was not published, we explain it here with the permission of two coauthors.
In the following, we put β = H − 1/α for notational convenience, and thus β satisfies 0 < β < 1 − 1/α. Then ∆ H,α (t) is written as
Define, for γ > 0,
(see [6] ), (2.1) can be rewritten as
On the other hand, for the simple function of the form
we should define
However, by (2.2), the right-hand side can be rewritten as
Thus we arrive at the following definition of I(f ).
Clearly, I(f ) is linear with respect to f . Here, notice that the right-hand side of (2.3) is well-defined thanks to the assumption that |f | * ρ β ∈ L α , and it holds
We next study the class Λ α,β . By the Hausdorff-Young inequality, we immediately have
Now let α and β be as before. Recall that 1 < α < 2 and 0
and, therefore,
and h ∈ L p , respectively. In fact, g L 1 = 1. Therefore, applying the previous Lemma, we have
The following corollaries follow easily from Theorem 2.3.
Now we discuss another important function belonging to Λ α,β . This function will be treated again in Section 4. We also mention the fact (Theorem 2.6), which is not used in this section but will be used in Section 4.
For γ ∈ R and t ∈ R, we put
Recall that this function appeared in (2.1): 
where B(·, ·) is the usual beta function.
Proof. By a direct calculation we see that
. Also, by the definition of the stochastic integral, we can deduce that
The first equality is the definition and the second follows from (2.6). However, the extreme right-hand side equals β B(γ + 1, β) ∆ H+γ,α (t) by (2.5).
Convergence to stochastic integrals
Our first result in the present paper is the following.
., for some slowly varying function L(x), x > 0, and define
for every piece-wise continuous function f (x), x ∈ R, such that
for some > 0. 
−→ means convergence of all finite dimensional distributions.
We next proceed to the proof of Theorem 3.1. First, notice that
Therefore, putting
we can rewrite the sum as follows:
Thus the weighted sum of ξ j is represented by that of X j . The convergence of the latter is already discussed and our main tool here is the following theorem, which is essentially due to [4] although the conditions are modified a little. A similar result is also found in Avram and Taqqu [1] . 
Theorem 3.4 ([4]). Let
We shall see that {g n } n in (3.1) satisfy the conditions (A) and (B)
Then we have for x = 0,
where ρ β (x) is the same as before. Since φ is regularly varying, for any > 0, there exists a C > 0 such that
for all sufficiently large x, y > 0. Since it is harmless to change the values of finitely many c j 's, we may, without loss of generality, modify the value of φ(x) in a neighborhoods of the origin. Therefore, we may assume that
holds for all x ∈ R and all sufficiently large n. Now we prepare the following two lemmas to check that the above g n satisfies the conditions (A) and (B) in Theorem 3.4.
and p(β − 1 + ) < −1. Therefore (3.2) follows from Lemma 2.2. 
Proof. Let ρ
and ρ
be as in the proof of the previous lemma. If
, which is (3.3). Now we are ready to prove Theorem 3.1. Since for s ∈ R,
we can rewrite as
It follows that f in Theorem 3.1 and the above f n satisfy the conditions of ϕ n and ϕ in Lemmas 3.5 and 3.6. Furthermore, ϕ n * ρ (n) and ϕ * ρ β in the previous two lemmas can be replaced with g n = f n * ρ (n) and g = f * ρ β in Theorem 3.4, respectively. Therefore, by noting the following proposition derived easily from Lemmas 3.5 and 3.6, the proof of Theorem 3.1 is completed by Theorem 3.4. 
The case that the limit is another linear fractional stable motion
In this section, we extend the following known story for fBm ( [7] ) to the case of the linear fractional stable motion. It is shown in [7] that if {f t , t ≥ 0} are the kernel functions from the "moving average" representation of a fBm with index H , then the limit is a fBm with index H + H − 1 2 . We can now ask what happens if we take {∆ H,α (t)} instead of {B H (t)}. The following theorem gives us an answer.
Suppose that the sequence {ξ j } j∈Z satisfies the conditions of Theorem 3.1. Then, the processes
Proof. Put
Since − 1 α < β < 0, it follows from Theorem 2.6 that f t,β ∈ Λ α,β and
We are going to show that as n → ∞, Y n (t) converges to Y (t) in the sense of finitedimensional distributions. By the Cramer-Wold method (a random vector converges in distribution if and only if all linear combinations of its elements do), it is enough to show that for each t ∈ R, Y n (t) converges to Y (t) in distribution.
To prove it, notice that we can rewrite the sum as follows:
Moreover we can rewrite as
satisfies the conditions (A) and (B) in Theorem 3.4 with g = f t,β * ρ β in a similar way as before. However, this time, we cannot apply Lemma 3.6, because f t,β (u) is not bounded. Thus we need the following lemma, which is a modification of Lemma 3.6. 
2 be as in the proof of Lemma 3.5.
(Notice that ρ (n) 2 is bounded.) Next we shall show
by dividing the integral into three cases: (2) is the same case as Lemma 3.6, since ϕ n is bounded on −1 < u < 0 and it belongs to L 1 too. As to Case (3), let u = y n be an intersection point of |x n − u| γ and ρ (n) 1 (u), and divide the integral into two parts as follows:
The following lemma plays the same role as Proposition 3.7 in the proof of Theorem 4.1. Therefore, once we could prove Lemma 4.3, we can complete the proof of Theorem 4.1. Proof. We check that g n,t = f and we have that f
, which implies that f
, by Lemma 3.5 as mentioned. Next, we prove the convergence in the sense of ' t,β and f t,β , respectively. As to condition (i), it is trivial because f t,β (u) is piece-wise continuous. As to condition (ii), observe that f t,β explodes around u = t and u = 0. Suppose that t < 0. (In the case that t ≥ 0, the proof is similar, so that we omit the detail.) We can divide f t,β into four parts: −→ f t,β * ρ β a.e.
