Abstract. We set-up and solve the Cauchy problem for Schrödinger-type differential operators with generalized functions as coefficients, in particular, allowing for distributional coefficients in the principal part. Equations involving such kind of operators appeared in models of deep earth seismology. We prove existence and uniqueness of Colombeau generalized solutions and analyze the relations with classical and distributional solutions. Furthermore, we provide a construction of generalized initial values that may serve as square roots of arbitrary probability measures.
Introduction
Partial (and pseudo-) differential operators of Schrödinger-type with variable coefficients in the principal part arise in the form of so-called paraxial equations in models of wave propagation. These are based on narrow-angle symbol approximations of wave operators and have been applied in integrated optics, underwater acoustic tomography, reflection seismic imaging, time-reversal mirror experiments (cf. [2, 5, 41] ), and recently in [12] to seismic wave propagation near the coremantle boundary inside the Earth (at approximately 2800 km depth). Since paraxial equations are used to split the wave fields according to a prescribed principal direction of propagation they are also called one-way wave equations. The leading-order approximation leads to model equations of Schrödinger-type, where the material properties are still reflected by the regularity structure of the coefficients in the principal part. Under strong smoothness conditions on the wave speed function (i.e., the coefficients in the original wave operators) well-posedness of the one-way wave Cauchy problems has been discussed in [20, 39] . In [12] this smoothness assumption has been considerably relaxed by allowing the coefficients to be of Hölder-or Sobolev-type regularity below log-Lipschitz continuity. Recall that in general existence of distributional solutions to the secondorder wave equation may fail below log-Lipschitz regularity of the coefficients (cf. [10] ). Beyond such coefficient regularity barrier unique solvability of the Cauchy problem holds in the sense of Colombeau generalized functions (cf. [17] ), even in a covariant setting.
The relevance of coefficients with low Hölder or Sobolev regularity has been shown in a variety of geophysical applications, e.g. in the study of phase transitions in Earth's lowermost mantle ( [40] ) or in exploration geophysics ( [13, 21, 22, 24, 32, 36, 42] ). The model analyzed in [12] describes the paraxial approximation to seismic wave propagation near the core-mantle boundary by the following Schrödinger-type equation with depth z as evolution variable, the 2-dimensional lateral x-variable, and a pseudodifferential time-frequency dependence (1) ∂ z u − i ∂ x1 (c 1 ∂ x1 u) + ∂ x2 (c 2 ∂ x2 u) = 0, where c 1 (z, x, τ ) and c 2 (z, x, τ ) are strictly positive symbols of order −1 in τ , continuously differentiable with respect to z, but a non-Lipschitz dependence regarding the x-regularity, e.g. of Sobolev type H r+1 or Hölder continuous with exponent r, where r < 1. Roughly speaking, the main result of [12] is the unique solvability of the corresponding Cauchy problem for the wave component u in C([0, ∞[, S ′ (R; H 2 (R 2 )) (i.e., continuous dependence on z, arbitrary S ′ quality with respect to time or frequency, but lateral x-regularity of class H 2 ), given initial data in L 1 (R, H 2 (R 2 )) (at z = 0) and a right-hand side in
The emphasis in this result is on the (Hölder or) Sobolev regularity of the solution (with respect to x) in relation to the initial data regularity under lowest possible regularity assumptions on the coefficient (cf. the brief discussion on inverse analysis of medium regularity at the end of [12] ).
In the current paper we strive for a widening of the possible range of applications and thereby also simply for a more unified general mathematical set-up. Thus, we allow for discontinuous or distributional coefficients, initial data, and right-hand sides. In fact, a natural method is then to place the whole Cauchy problem into the context of nonlinear theories of generalized functions, in particular the differential algebras of Colombeau generalized functions (cf. [7, 8, 9, 19, 29] ). In view of models from geophysics this amounts to including discontinuous material properties (e.g. at fault zones and geological boundaries or cracks) and Dirac-type data such as strong impulsive sources (e.g. explosions or earth quakes). A quantum field theoretic application of Colombeau generalized functions in terms of regularizations of Wightman distributions has been given in [18] . In the simpler context of quantum mechanics one will of course be interested in allowing for a singular zero order term in the operator to represents a potential and non-smooth data corresponding to an initial probability distribution. The square of the modulus of a solution to the standard Schrödinger equation is usually interpreted as (time evolution of a) probability density. Why should one not turn this around in the sense of allowing now for generalized initial data which represent a "square root of a given arbitrary probability measure"? 1 We will show below how to construct a Colombeau generalized function whose square is associated with a given probability measure in the sense of distributional shadows. The issue of squares of distribution theoretic objects or generalized functions which contain or model measures (in particular, Diractype terms) also arises in general relativity theory, e.g. in the pseudo-Riemannian metric associated with impulsive pp-waves (cf. [19, Section 5.3] and [23, 34, 35] ) and in the stress energy tensor corresponding to ultrarelativistic Reissner-Nordstrøm fields (cf. [33] ). A different regularization approach for powers of Dirac measures as initial value appears in [27] in the context of (semilinear) heat equations with singular potentials.
In our analysis of the Cauchy problem we will return to denoting the evolution variable by t and furthermore incorporate also first-order terms in the differential operator. Note that unlike in the specific geophysical model situation of [12] we neglect additional pseudodifferential aspects in the symbol, since these played only the role of an external parameter upon a partial Fourier transform. In summary of the basic structure, let T > 0 be arbitrary. We consider the Cauchy problem for a generalized function u on R n × [0, T ] in the form
where c k (k = 1, . . . , n), V , and f are generalized functions on R n × [0, T ] and g is a generalized function on R n . We note that basics of a theory for abstract variational problems in the context of Colombeau-spaces have been presented in [16] . As indicated in [16, Section 8] the Lax-Milgram-type theorem established there provides solutions to Dirichlet-problems involving differential operators similar to the spatial derivatives appearing in the left-hand side of our above differential equation. However, this does not directly extend to our kind of evolution problem and furthermore involves less strict solution spaces than we are willing to accept here, namely G H 1 as compared to G H ∞ . Colombeau-generalized solutions to linear and nonlinear Schrödinger equations with constant coefficient principal part have been constructed previously in [4, 37, 38] .
We may point out that our current paper has both focus and aim different from the enormous literature on the prominent questions concerning properties of L p -solutions and spectral theory for Schrödinger equations with standard principal part (i.e., with constant or smoooth coefficients) and singular potentials. Instead we investigate here the feasibility of extending the solution concept and the basic analysis to the case of generalized functions and, in particular, non-smooth or highly singular principal parts. The plan of the paper is as follows. In Section 2 we briefly review the regularization approach to generalized functions in the sense of Colombeau and show how square roots of probability measures can be implemented in this framework. Section 3 presents the main result of unique existence of generalized solutions to our Schrödinger-type Cauchy problem (2-3). Furthermore, we discuss the relation of Colombeau generalized solutions with classical and distributional solution concepts.
Regularization of coefficients and data
The basic idea of regularization methods is to replace non-smooth data by approximating nets of smooth functions, e.g. instead of g consider
. More generally, we may replace g by a net (g ε ) 0<ε≤1 of C ∞ functions, convergent or not, but with moderate asymptotics with respect to ε and identify regularizing nets whose differences compared to the moderateness scale are negligible. For a modern introduction to Colombeau algebras we refer to [19] . Here we will also make use of constructions and notations from [15] .
Construction of generalized functions based on a locally convex topological vector space E:
Let E be a locally convex topological vector space whose topology is given by the family of seminorms {p j } j∈J . The elements of
and
are called E-moderate and E-negligible, respectively. With operations defined componentwise, e.g.
, N E becomes a vector subspace of M E . We define the generalized functions based on E as the factor space
By particular choices of E we reproduce several standard Colombeau algebras of generalized functions. For example, E = C with the absolute value as norm yields the generalized complex numbers G E = C and for any Ω ⊆ R d open, E = C ∞ (Ω) with the topology of compact uniform convergence of all derivatives provides the so-called special Colombeau algebra G E = G(Ω). Recall that Ω → G(Ω) is a fine sheaf, thus, in particular, the restriction u| B of u ∈ G(Ω) to an arbitrary open subset B ⊆ Ω is well-defined and yields u| B ∈ G(B). Moreover, we may embed D ′ (Ω) into G(Ω) by appropriate localization and convolution regularization.
In case E ⊆ D ′ (Ω) certain generalized functions can be projected into the space of distributions by taking weak limits: we say that u ∈ G E is associated with w ∈ D ′ (Ω), if u ε → w in D ′ (Ω) as ε → 0 holds for any (hence every) representative (u ε ) of u. This fact is also denoted by u ≈ w.
In the current paper we will consider open strips of the form Ω T = R n × ]0, T [⊆ R n+1 (with T > 0 arbitrary) and employ the spaces
with the family of (semi-)norms
} with the family of (semi-)norms
( 
To avoid overloaded subscripts we shall make use of the following (abuses of) notation in the sequel
For example and in explicit terms we will represent a generalized initial value g ∈ G L 2 (R n × [0, T ]) by a net (g ε ) with the moderateness property ∀k ∃m :
and similarly for the right-hand side and the coefficients. Asymptotically negligible errors in the initial data, e.g. by using a representative ( g ε ) instead, are expressed by estimates of the form 
Similar constructions and notations will be used in case of
As an example of a detailed regularization model we construct Colombeau generalized positive square roots of arbitrary probability measures, which can serve as initial values in the Cauchy problem analyzed below. 
(Here var denotes the total variation norm on the space of finite Radon measures on R n , which gives µ var = µ(R n ) = 1 in case of the positive probability measure µ).
Furthermore, for any x ∈ R n and ε > 0 we have
If α ∈ N n is arbitrary then ∂ α φ ε is a linear combination of terms of the form
with appropriate β 1 , . . . , β k ∈ N n and l ∈ N. Hence C ∞ (R n )-moderateness of (h ε ) together with the lower bounds for inf x∈K h ε (x) obtained above prove
Finally, we have that by construction φ 2 is represented by h ε = µ * ρ ε and thus clearly converges to µ as ε → 0 in the sense of distributions.
(2) For j ∈ N let K j be the closed ball of radius 2 j around 0 in R n . Let χ 0 ∈ D(R n ), 0 ≤ χ 0 ≤ 1 with χ 0 (x) = 1 when |x| ≤ 1 and χ 0 (x) = 0 when |x| > 2 and put χ j (x) := χ 0 (2 −j x) (j ≥ 1). Thus we have χ j (x) = 1 when |x| ≤ 2 j , χ j (x) = 0 when |x| > 2 j+1 , and for every
We define the net (g ε ) ε∈ ]0,1] of smooth functions on R n by
For every ε ∈ ]0, 1] the function g ε is smooth and has compact support, hence belongs to H ∞ (R n ). We have to show that (g ε ) is an H ∞ -moderate net.
Let α ∈ N n arbitrary and 2 −j−1 < ε ≤ 2 −j . By the Leibniz rule we have that ∂ α g ε is a linear combination of terms of the form ∂ β φ ε · ∂ α−β χ j (β ≤ α). Therefore we have by the triangle inequality that ∂ α g ε L 2 is bounded above by a linear combination of terms of the form
and it remains to prove ε-moderate bounds for ∂ β φ ε L ∞ (Kj+1) when β ≤ α (note that the coupling of j with ε has to be taken into account here). As already noted in (1) the latter is in turn bounded above by a linear combination of terms of the form
with suitable β 1 , . . . , β k ∈ N n and l ∈ N. Thanks to the estimate ( * ) in the proof of (1) we
Thus it remains to consider the factors |∂ βq h ε (x)| in the above supremum. As has already been noted in the first paragraph of the proof of (1) we have global L ∞ -estimates with moderate ε-dependence. Thus in summary, we have shown the H ∞ -moderateness of (g ε ).
Finally, let Ω ⊆ R n be bounded and open. Choose j sufficiently large so that Ω ⊆ K j . Then we have for 0 < ε < 2 −j by construction of g ε that g ε | Ω = φ ε | Ω and hence equality of the corresponding classes in G(Ω). Moreover, the latter also implies that g 2 ≈ µ, since the support of any test function in D(R n ) is contained in some open bounded subset.
Remark 2.2. (i)
Property ( * ) established in course of the proof shows in fact that the class of (h ε ) in G(R n ) as well as φ are strictly positive generalized functions (cf. [26, Theorem 3.4] ). In this sense, φ provides a strictly positive square root of the positive measure µ. 2 We may exclude the case A = K = {x 0 } without loss of generality
we could obtain that (φ ε ) is also H ∞ -moderate and directly defines a square root in G L 2 (R n ) without having to undergo the cut-off procedure in part (2) of Proposition 2.1 (which, on the other hand, cannot be avoided for general ρ ∈ H ∞ ). For example, putting ρ(x) = c(1+|x| 2 ) −(n+1)/2 with a suitable normalization constant c > 0 provides such a mollifier. However, the above Proposition leaves considerably more flexibility in adapting the regularization to particular applications.
Generalized function solutions and coherence properties
We come now to the main existence and uniqueness result for generalized solutions to the Cauchy problem (2-3). We recall that a regularization of an arbitrary finite-order distribution which meets the log-type conditions on the coefficients c k and V in the following statement is easily achieved by employing a re-scaled mollification process as described in [28] .
Assume that the following log-type conditions hold for some (hence all) representatives (c kε
In addition let the positivity conditions
. . , n with some constant c 0 > 0 be met. 4 
Then the Cauchy problem
Proof. In terms of representatives (4-5) means that we have a family of Cauchy problems parametrized by ε ∈ ]0, 1]:
where c kε (k = 1, . . . , n) and V ε (are real-valued and) belong to W ∞,∞ (Ω T ), c kε satisfies the log-type and the positivity condition as stated above, g ε ∈ H ∞ (R n ), and f ε ∈ H ∞ (Ω T ).
Our strategy is to solve the corresponding problem at fixed, but arbitrary, parameter value ε and thereby produce a solution candidate (u ε ). The substance of the proof lies in the efforts to show that each u ε belongs to H ∞ (R n ×]0, T [) and in addition satisfies moderateness estimates in every derivative with respect to the L 2 -norm. We will obtain basic energy estimates by standard variational methods as discussed by Dautray-Lions in [11, Chapter XVIII, §7, Section 1], but we will need to perform an additional analysis of the dependence of the constants in these estimates on the various norms of the coefficient functions.
Step 1 (basic estimates and regularity): We apply the set-up and constructions in [11, Chapter XVIII, §7, Section 1] to the Hilbert space triple
and the sesquilinear form
where we have used the short-hand notation v(t) for a function x → v(x, t). The basic conditions [11, (7.1) and (7.2), p. 621] on the quadratic form a ε are easily seen to be met: continuous differentiability of the map t → a ε (t; ϕ, ψ) follows from smoothness of c kε (k = 1, . . . , n) and V ε , the form a ε (t; ., .) is hermitian since each c kε and V ε is real-valued, and the positivity conditions on the coefficients c kε (k = 1, . . . , n) in the statement of Theorem 3.1 yield the following coercivity estimate
where λ ε = c 0 + V ε L ∞ (thus we have λ = λ ε and α = c 0 in [11, (7.2) , ii) on p. 621] ). Furthermore, the hypotheses [11, (7.5) and (7.6), pp. 621-622] on the initial values hold by our assumptions on g ε and f ε . We claim that [11, Theorem 1, pp. 621-622] in combination with the remark on additional regularity [11, Remark 3, p . 625] implies that we obtain a unique solution
to the Cauchy problem (6-7) for every ε ∈ ]0, 1]. In fact, the basic theorem gives existence and uniqueness with Moreover, a careful inspection of all constants appearing in the derivation of the a priori estimate [11, (7.16 ) and (7.17) on p. 624] shows that we may deduce the following basic energy estimate uniformly for all t ∈ [0, T ]
where the specifics on the constants C 1ε and C 2ε according to the derivation in [11, pp. 623-624] are as follows:
for some p ∈ N, and
which by the log-type conditions on (c kε ) and (V ε ) imply moderateness estimates for the first-order spatial derivatives in the form
As a preparation for the procedure in Step 2 we claim that additional regularity properties for u ε hold in the form
(at fixed ε without precise asymptotic estimates of the norms). These can be obtained from the concept of mild solutions and evolution systems on L 2 (R n ) (cf. [30, Chapter 5] ) for the self-adjoint familiy of operators (A ε (t)) t∈[0,T ] , where
In fact, Equation (4) has the form
where we already know from (S 1 ) that
. Let the strongly continuous evolution system corresponding to (A ε (t)) t∈[0,T ] be denoted by (U ε (t, s)) 0≤s≤t≤T , then we necessarily have by Duhamel's formula
where
) means weakly continuously differentiable as t-dependent distribution on R n with values in L 2 (R n ) for every t. Writing the differential equation now in the form
we may employ elliptic regularity (spatial, with respect to x) for the second-order operator A ε (t) and deduce
). Moreover, we may now state in addition that F ε ∈ C w ([0, T ], H 1 (R n )) and use Duhamel's formula again to show that also
Step 2 (higher x-derivatives): We take the partial x j -derivative on both sides in Equations (6) and (7) to obtain a similar differential equation for ∂ xj u ε in the form
and the initial condition
, which corresponds to conditions (7.5-6) of [11, Chapter XVIII, §7, Section 1, Theorem 1]. Thus we may apply (S 1 ) and (8) with ∂ xj u ε , ∂ xj g ε , f 1ε replacing u ε , g ε , f ε , respectively, but with the same constants C 1 and C 2 . Collecting the results for j = 1, . . . , n we arrive at
Similarly, taking higher partial x-derivatives in Equations (6) and (7) produces the same kind of differential equations and initial conditions for these higher derivatives, where we may always consider the already estimated lower order derivatives of u ε as part of the right-hand side. Therefore we obtain successively for arbitrary m ∈ N
Step 3 (t-derivatives) : We first note that due to (S m ) we have ∂ t u ε (0) ∈ H ∞ (R n ) and Equation (6) evaluated at t = 0 provides moderate ε-asymptotics of its Sobolev norms. Taking the partial t-derivative in Equation (6) now yields again the same kind of differential equation for ∂ t u ε as above when interpreted in the following way:
By property (S m ) (now replacing ( * ) in a similar argument in Step 2) we deduce the required regularity conditions on f 1ε and
) to apply (S 1 ) and (8) now with ∂ t u ε , ∂ t u ε (0), f 1ε replacing u ε , g ε , f ε , respectively. We obtain for α ∈ N n 0 , |α| ≤ 1,
Furthermore, inserting here the same procedure as in Step 1 now yields for any m ∈ N and for all α ∈ N n 0 , |α| ≤ m,
Thus in turn we may now deduce from the above differential equation for ∂ t u ε that ∂ 2 t u ε (0) ∈ H ∞ (R m ) holds with moderate spatial Sobolev norms. Hence we may now play the same game again with ∂ 2 t u ε etc. and finally arrive at the statements that for arbitrary d, m ∈ N and for all α ∈ N n 0 , |α| ≤ m, we have
Therefore we may conclude that (u ε ) is moderate net and its class G L 2 (R n × [0, T ]) defines a solution u to the Cauchy problem (4-5).
The proof of uniqueness requires to show negligibility of any solution (u ε ) assuming that the right-hand side (f ε ) and the initial data (g ε ) are negligible. But this follows successively from the corresponding variant of the energy estimate (8) applied at each step of the sequence of differentiated differential equations used in course of the existence proof.
We note that in case of smooth coefficients an easy integration by parts argument shows that any solution to the Cauchy problem obtained from the variational method as in [ Proof. Let (u ε ) ∈ u be as in the proof of Theorem 3.1, then v ε := u ε − w satisfies the following Cauchy problem
