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Problem of interest
• For each star in the database, determine if there is evidence of a trend in the times between consecutive maximum brightnesses.
• Formally, we wish to test the null hypothesis
Will conduct a test of this hypothesis for each of the 378 stars in the database. These are the stars whose estimated spectra at 0 frequency were at the 10th, 25th, 50th, 75th, and 90th percentiles among all 378 stars.
Investigating assumptions
To perform a valid test of H 0 , the error series
needs to be modeled correctly.
Questions to consider:
• Is the error series homoscedastic?
• Is it reasonable to assume that the two series {I j } and { j } are Gaussian?
Homoscedasticity
Absolute residuals for six variable stars and local linear smooths Model for heteroscedasticity
• We assume heteroscedasticity arises only from increasing precision in determining times of maximum brightness.
• We thus assume intrinsic errors are i.i.d.
• Will assume measurement errors have the form
where β 0 and β 1 are unknown constants and η 1 , . . . , η n are independent and identically distributed with mean 0 and variance 1.
Normality
• Is it reasonable to assume that the errors are normally distributed?
• Standardized residuals:
where e 1 , . . . , e n are the residuals from a fitted fifth degree polynomial andσ 2 i , i = 1, . . . , n, is a local linear smooth of e 2 1 , . . . , e 2 n .
• The standardized residuals for all 378 stars were pooled together to investigate whether there are departures from normality.
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Distribution of pooled residuals Let ij be i.i.d. f i for j = 1, . . . , m, i = 1, . . . , n.
Kernel estimate of pooled data:
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Distribution of pooled residuals
Suppose that for a fraction w of the n data sets, f i ≡ φ, the standard normal density. Thenf h (x) estimates
where g n is a mixture of nonnormal densities.
Nonnormality should be detectable fromf h if • The fraction 1 − w of nonormal densities is fairly substantial, and • the density g n is substantially nonnormal.
Presumably, the latter would happen if the departures from normality tended to be similar to each other.
An analysis of pulsation periods of long-period variable stars -p.21 Final model 1. Trend modeled as a polynomial of degree m, which is unknown but not larger than 15.
2. The two series {I j } and { j } are independent of each other.
3. Intrinsic errors {I j } follow an AR(1) process such that E(I j ) = 0 and Var(I j ) = σ 2 I , j = 1, . . . , n.
4. The experimental errors are independent Gaussian random variables with variance structure as described earlier.
5. All parameters (for given m) estimated by maximum likelihood.
Estimating polynomial degree
• Polynomial degree is an important model parameter since no trend hypothesis is equivalent to m = 0.
• Pokta (2004) shows that BIC tends to select too large an m when σ 2 I = 0.
• We use a modified BIC that uses a nonuniform prior on m:
P (m = 0) = 1/2 and P (m = k) ∝ k Distribution of estimates of error parameters
• "correlation" -AR(1) parameter for intrinsic series
• "standard deviation" -standard deviation of P j at most current observation time
• "ratio" -ratio of experimental error standard deviations at latest and earliest observation times Testing for trends
• Perform likelihood ratio test of no-trend hypothesis.
•
whereL j is the maximized likelihood for a jth degree polynomial model.
Bootstrap
• χ 2 6 approximation to null distribution of T is extremely poor.
• The null is composite. Determining distribution of T as function of unknown parameters and n, . . ., nightmarish.
• Bootstrap the Bayesian/frequentist testing procedure of Bayarri and Berger (2000), . . ., priceless.
1. θ: vector of parameter values left unspecified under the null hypothesis.
2. π: prior distribution for θ over parameter space Θ 3. f (p; θ): joint probability distribution of P 1 , . . . , P n under H 0 for a given value θ of the parameter vector
Bayarri-Berger p-value
The p-value for observed value t obs of T 6 is
where the probability is defined with repsect to the marginal distribution g of P 1 , . . . , P n , i.e.,
We take π to be the actual distribution of parameter values over the population of stars.
We then bootstrap by sampling randomly and with replacement from the set of 378 stars.
Bootstrap algorithm 1. A star is randomly selected from the set of 378. LetR and β 1 denote the estimates of R and β 1 for the chosen star at its BIC optimal polynomial degree.
2. Generate sample
where I * 1 , . . . , I * n , * 0 , . . . , * n are i.i.d. N (0, 1) and x j = (j − 1/2)/n, j = 0, 1, . . . , n.
3. Compute T * 6 for data generated in 2.
4. Repeat steps 1-3 independently 1000 times for a given n.
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• Should take into account performing multiplicity of tests.
• Use false discovery rate (FDR) method of Bejamini and Hochberg (1995) .
• Q is proportion of rejected hypotheses that are falsely rejected. FDR is E(Q).
• Let p (1) ≤ p (2) ≤ · · · ≤ p (N ) be ordered p-values from N independent tests. Define k to be the largest i such that
• If H (i) is the null hypothesis corresponding to p (i) , i = 1, . . . , N , then procedure that rejects H (i) iff i ≤ k ensures that the FDR is no more than α. 35 and 19 stars have significant trends when controlling FDR at 5% and 1% levels, respectively.
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