Abstract. The KP-II equation was derived by Kadmotsev and Petviashvili [15] to explain stability of line solitary waves of shallow water. Recently, Mizumachi [25] has proved nonlinear stability of 1-line solitons for exponentially localized perturbations. In this paper, we prove stability of 1-line solitons for perturbations in (
Introduction
The KP-II equation
x u + 3∂ x (u 2 )) + 3∂ 2 y u = 0 for t > 0 and (x, y) ∈ R 2 , is a generalization to two spatial dimensions of the KdV equation
and has been derived as a model in the study of the transverse stability of solitary wave solutions to the KdV equation with respect to two dimensional perturbation when the surface tension is weak or absent. See [15] for the derivation of (1.1).
The global well-posedness of (1.1) in H s (R 2 ) (s ≥ 0) on the background of line solitons has been studied by Molinet, Saut and Tzvetkov [31] whose proof is based on the work of Bourgain [5] . For the other contributions on the Cauchy problem of the KP-II equation, see e.g. [10, 11, 13, 14, 36, 37, 38, 39] and the references therein.
Let
Then ϕ c (x − 2ct) is a solitary wave solution of the KdV equation (1.2) and a line soliton solution of (1.1) as well. Let us briefly explain known results on stability of 1-solitons for the KdV equation first. Stability of the 1-soliton ϕ c (x − 2ct) of (1.2) was proved by [2, 4, 41] using the fact that ϕ c is a minimizer of the Hamiltonian on the manifold {u ∈ H 1 (R) | u L 2 (R) = ϕ c L 2 (R) }. As is well known, a solitary wave of the KdV equation travels at a speed faster than the maximum group velocity of linear waves and the larger solitary wave moves faster to the right. Using this property, Pego and Weinstein [33] prove asymptotic stability of solitary wave solutions of (1.2) in an exponentially weighted space. Later, Martel and Merle established the Liouville theorem for the generalized KdV equations by using a virial type identity and prove the asymptotic stability of solitary waves in H 1 loc (R) (see e.g. [21] ). For stability of multi-solitons of the generalized KdV equations, see [22] .
For the KP-II equation, its Hamiltonian is infinitely indefinite and the variational approach such as [9] is not applicable. Hence it seems natural to study stability of line solitons using strong linear stability of line solitons. Spectral transverse stability of line solitons of (1.1) has been studied by [1, 6] . See also [12] for transverse linear stability of cnoidal waves. Alexander et al. [1] proved that the spectrum of the linearized operator in L 2 (R 2 ) consists of the entire imaginary axis. On the other hand, in an exponentially weighted space where the size of perturbations are biased in the direction of motion, the spectrum of the linearized operator consists of a curve of resonant continuous eigenvalues which goes through 0 and the set of continuous spectrum which locates in the stable half plane and is away from the imaginary axis (see [6, 25] ). The former one appears because line solitons are not localized in the transversal direction and 0, which is related to the symmetry of line solitons, cannot be an isolated eigenvalue of the linearized operator. Such a situation is common with planer traveling wave solutions for the heat equation. See e.g. [16, 20, 42] .
Using the inverse scattering method, Villarroel and Ablowitz [40] studied solutions of around line solitons for (1.1). Recently, Mizumachi [25] has proved transversal stability of line soliton solutions of (1.1) for exponentially localized perturbations. The idea is to use the exponential decay property of the linearized equation satisfying a secular term condition and describe variations of local amplitudes and local inclinations of the crest of modulating line solitons by a system of Burgers equations.
The purpose of the present paper is to prove transverse stability of the line soliton solutions for perturbations which are the x-derivative of L 2 (R 2 ) functions and for polynomially localized perturbations. Now let us introduce our results. Theorem 1.1. Let c 0 > 0 and u(t, x, y) be a solution of (1.1) satisfying u(0, x, y) = ϕ c 0 (x) + v 0 (x, y). There exist positive constants ε 0 and C satisfying the following: if v 0 ∈ H 1/2 (R 2 ) ∩ ∂ x L 2 (R 2 ) and v 0 L 2 (R 2 ) + |D x | 1/2 v 0 L 2 + |D x | −1/2 |D y | 1/2 v 0 L 2 (R 2 ) < ε 0 then there exist C 1 -functions c(t, y) and x(t, y) such that for every t ≥ 0 and k ≥ 0, u(t, x, y) − ϕ c(t,y) (x − x(t, y)) Suppose that u is a solutions of (1.1) satisfying u(0, x, y) = ϕ c 0 (x) + v 0 (x, y). Then there exist positive constants ε 0 and C such that if x s v 0 H 1 (R 2 ) < ε 0 , there exist c(t, y) and x(t, y) satisfying (1.5), (1.6) and u(t, x, y) − ϕ c(t,y) (x − x(t, y)) L 2 (R 2 ) ≤ C x s v 0 H 1 (R 2 ) , (1.7) c(t, ·) − c 0 H k (R) + ∂ y x(t, ·) H k (R) + x t (t, ·) − 2c(t, ·) H k (R) ≤ C x s v 0 H 1 (R 2 ) (1.8) for every t ≥ 0 and k ≥ 0. and as t → ∞, the modulating line soliton ϕ c(t,y) (x − x(t, y)) converges to a y-independent modulating line soliton ϕ c 0 (x − x(t, 0)) in L 2 (R x × (|y| ≤ R)) for any R > 0. Hence it follows from (1.6) that lim t→∞ u(t, x + x(t, 0), y) − ϕ c 0 (x) L 2 ((x>−R)×(|y|≤R)) = 0 .
We remark that the phase shift x(t, y) in (1.3) and (1.6) cannot be uniform in y because of the variation of the local phase shift around y = ±2 √ 2c 0 t + O( √ t). See Theorems 1.4 and 1.5 in [25] . Remark 1.2. The KP-II equation has no localized solitary waves (see [7, 8] ). On the other hand, the KP-I equation has stable ground states (see [8, 19] ) and line solitons of the KP-I equation are unstable (see [34, 35, 43] ). See e.g. [18] and the references therein for numerical studies of KP-type equations. Remark 1.3. Following the idea of Merle and Vega [23] , Mizumachi and Tzvetkov [27] used the Miura transformation to prove stability of line soliton solutions to the perturbations which are periodic in the transverse directions. They prove that the Miura transformation gives a local isomorphism between solutions around a 1-line soliton and solutions around the null solution of KP-II via solutions around a kink of MKP-II.
The argument in [27] fails for localized perturbations because in view of the resonant continuous eigenvalues of MKP-II in L 2 (R 2 ; e 2αx dxdy) with α ∈ (0, √ 2c 0 ) (see Lemma 2.5 in [25] ), the motion of waves along the crest of modulating line kink of MKP-II is expected to be unilateral, whereas the wave motion along the crest of a modulating line soliton for the KP-II equation is bidirectional (see Theorem 1.5 in [25] ). Now let us explain our strategy of the proof. To prove stability of line solitons in [25] , we rely on the fact that solutions of the linearized equation decay exponentially in exponentially weighted norm as t → ∞ if data are orthogonal to the adjoint resonant continuous eigenmodes. To describe the behavior of solutions around a line soliton, we represent them by using an ansatz (1.9) u(t, x, y) = ϕ c(t,y) (z) − ψ c(t,y) (z + 3t) + v(t, z, y) , z = x − x(t, y) , where c(t, y) and x(t, y) are the local amplitude and the local phase shift of the modulating line soliton ϕ c(t,y) (x − x(t, y)) at time t along the line parallel to the x-axis and ψ c(t,y) is an auxiliary function so that
One of the key step is to prove v(t) L 2 loc is square integrable in time. In [25] , we impose a non secular condition on v(t) such that the perturbation v(t) is orthogonal to the adjoint resonant eigenfunctions in order to apply the strong linear stability property of line solitons (see Proposition 2.2 in Section 2)to v. Since the adjoint resonant eigenfunctions grow exponentially as x → ∞, the secular term condition is not feasible for v(t) which is not exponentially localized as x → ∞. Following the idea of [24, 26, 27] , we split the perturbation v(t) into a sum of a small solution v 1 (t) of (1.1) satisfying v 1 (0) = v 0 and the remainder part v 2 (t). As is the same with other long wave models, the solitary wave part moves faster than the freely propagating freely propagating perturbations and the localized L 2 -norms of v 1 are square integrable in time thanks to the virial identity. The remainder part v 2 (t) is exponentially localized as x → ∞ and is mainly driven by the interaction between v 1 and the line soliton.
We impose the secular term condition on v 2 to apply the linear stability estimate. Using the linear stability estimate as well as a virial type identity, we have the square integrability of e αz v 2 (t) L 2 in time for small α > 0. For Boussinesq equations, Pedersen [32] heuristically observed that modulation of line solitary waves are described by a system of Burgers equations. We expect the method presented in this paper is applicable to the other 2-dimensional long wave models.
Our plan of the present paper is as follows. In Section 2, we recollect strong linear stability property of line solitons that are proved in [25] . In Section 3, we decompose a solution around line solitons into a sum of the modulating line soliton ϕ c(t,y) (z), a small freely propagating part v 1 , an exponentially localized remainder part v 2 and an auxiliary function ψ c(t,y) . In Section 4, we compute the time derivative of the secular term condition on v 2 and derive a system of Burgers equations that describe the local amplitude c(t, y) and the local phase shift x(t, y). In Section 5, we estimatec(t) := c(t) − c 0 and x y (t). In the present paper,c(t) and x y (t) are not necessarily pseudo-measures and we are not able to estimate F −1 L ∞ − L 2 estimates forc and x y . Instead, we use the monotonicity formula to obtain time global bounds forc(t) and x y (t). Since the terms related to v 1 (t) are merely square integrable in time and cubic terms that appear in the energy identity are not necessarily integrable in time, we use a change of variables to eliminate these terms to obtain time global estimates. In Section 6, we estimate the L 2 -norm of the remainder term v. In Section 7, we introduce several estimates for v 1 which is a small solution of (1.1). First, we show that a virial identity by [7] ensures that localized norm of v 1 is square integrable in time. Then, we explain that the nonlinear scattering theory in [13] gives a time global bound for L p -norms with p > 2 if
and v 0 is sufficiently smooth. In Section 8, we estimate the exponentially weighted norm of v 2 following the lines of [25] . We use the semigroup estimate introduced in Section 2 to estimate the low frequencies in y and apply a virial type estimate to estimate high frequencies in y to avoid a loss of derivatives. Since we split the perturbation v into two parts v 1 and v 2 , we cannot cancel the derivative of the nonlinear term by integration by parts and we need a time global bound of v 1 (t) L 3 to estimate the exponentially localized energy norm of v 2 (t) by using the virial identity. In Sections 9 and 10, we prove Theorems 1.1 and 1.2.
Finally, let us introduce several notations. For Banach spaces V and W , let B(V, W ) be the space of all linear continuous operators from V to W and let
We use a b and a = O(b) to mean that there exists a positive constant such that a ≤ Cb. Various constants will be simply denoted by C and C i (i ∈ N) in the course of the calculations.
We denote x = √ 1 + x 2 for x ∈ R.
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Preliminaries
In this section, we recollect decay estimates of the semigroup generated by the linearized operator around a 1-line soliton in exponentially weighted spaces.
Since (1.1) is invariant under the scaling u → λ 2 u(λ 3 t, λx, λ 2 y), we may assume c 0 = 2 in Theorems 1.1 and 1.2 without loss of generality. Let
We remark that e tL is a C 0 -semigroup on X := L 2 (R 2 ; e 2αx dxdy) for any α > 0 because
We have the following exponential decay estimates for e tL 0 on X.
Then there exists a positive constant C such that for every f ∈ C ∞ 0 (R 2 ) and t > 0,
Solutions of ∂ t u = Lu satisfying a secular term condition decay like solutions to the free equation ∂ t u = L 0 u. To be more precise, let us introduce a family of continuous resonant eigenvalues near 0 and the corresponding continuous eigenfunctions of the linearized operator L. Let
Now we define a spectral projection to the resonant eigenmodes {g ± (x, η)}. Let
and P 0 (η 0 ) be a projection to resonant modes defined by
For η 0 and M satisfying 0 < η 0 ≤ M ≤ ∞, let
Then we have the following. 
Moreover, there exist positive constants K ′ and b ′ such that for t > 0,
Decomposition of the perturbed line soliton
Let us decompose a solution around a line soliton solution ϕ(x − 4t) into a sum of a modulating line soliton and a non-resonant dispersive part plus a small wave which is caused by amplitude changes of the line soliton:
is a nonnegative function such that ψ(x) = 0 if |x| ≥ 1 and that R ψ(x) dx = 1 and L > 0 is a large constant to be fixed later. The modulation parameters c(t 0 , y 0 ) and x(t 0 , y 0 ) denote the maximum height and the phase shift of the modulating line soliton ϕ c(t,y) (x − x(t, y)) along the line y = y 0 at the time t = t 0 , and ψ c,L is an auxiliary function such that
Since a localized solution to KP-type equations satisfies R u(t, x, y) dx = 0 for any y ∈ R and t > 0 (see [29] ), it is natural to expect small perturbations appear in the rear of the solitary wave if the solitary wave is amplified.
To utilize exponential linear stability of line solitons for solutions that are not exponentially localized in space, we further decompose v into a small solution of (1.1) and an exponentially localized part following the idea of [24] (see also [26, 28] ). Letṽ 1 be a solution of
Obviously, we have v 2 (0) = 0 and v 2 (t) ∈ X := L 2 (R 2 ; e 2αz dzdy) for t ≥ 0 as long as the decomposition (3.1) persists. Indeed, we have the following.
We remark that by [31] ,
. To prove Lemma 3.1, we use the following imbedding inequalities.
Claim 3.1. Let p n (x) = e 2αnx (1 + tanh α(x − n)). There exists a positive constant C such that for every n ∈ N,
Moreover for any p ∈ [2, 6],
Proof. First, we remark Eq. (3.9) is obvious if p = 2. For p = 6, we have (3.9) with p = 6 by passing the limit to n → ∞ in (3.8) because p ′ n (x) > 0 for every x ∈ R and p ′ n (x) is monotone increasing in n. Thus we have (3.9) by interpolation.
Proof of Lemma 3.1. First, we prove (3.5) assuming that v 0 ∈ H 3 (R 2 ) and v 0 ∈ ∂ x H 2 (R 2 ). Then it follows from [5, 31] 
). Since L 0 ϕ = 3∂ x ϕ 2 and u andṽ 1 are solutions of (1.1),
where N 1 = 6ϕ(w +v 1 ) + 3w(w + 2v 1 ). Multiplying (3.11) by 2p n (x)w(t, x, y) and integrating the resulting equation by parts, we have 12) where
, and it follows from (3.10) and the above that there exist positive constants ν and C 1 such that for any n ∈ N, T ≥ 0 and t ∈ [0, T ],
By Gronwall's inequality, we have for t ∈ [0, T ],
where C 2 is a constant independent of n. By passing the limit to n → ∞, we have
Let p(x) = e 2αx . Integrating by parts the second and the third terms of the right hand side of (3.12), integrating the resulting over [0, t] and passing the limit to n → ∞, we have
By the Hölder inequality and Claim 3.1,
and
Combining the above, we have for t ∈ [0, T ],
where ν is a positive constant independent of T .
, it follows from the Gronwall's inequality that (3.14)
, where C 3 and C 4 are positive constants depending only on v 1 (t) H 1/2 and w(t) L 2 . By a standard limiting argument, we have (3.14) and (3.6) for every v 0 ∈ H 1/2 (R 2 ).
Next, we will show that w ∈ C([0, ∞); X). By Claim 3.1, (3.14) and (3.6) that
By the variation of constants formula,
By Lemma 2.1, (3.15) and the fact that N 1 ∈ L 8/3 (0, T ; X), we have for h > 0,
Since e tL 0 is a C 0 -semigroup on X, it follows that w ∈ C([0, ∞); X). Finally, we will show (3.7). Letū(t, x, y) := u(t, x + 4t, y) − ϕ(x). Then by the variation of constants formula,
we easily see that (3.7) follows from (3.16). Thus we complete the proof.
Next, we will show the continuity of
Lemma 3.2. Let v 0 ∈ H 1/2 (R 2 ) and v 0,n ∈ H 1/2 (R 2 ) for n ∈ N. Supposeṽ 1 ,ṽ 1,n , u and u n be solutions of (1.1)
where
Multiplying (3.17) by 2e 2αxw n and integrating the resulting equation over R 2 × [0, t], we have
Using Claim 3.1 and the fact that
X . Combining the above with (3.18), we have
Thanks to the wellposedness of (1.1) (e.g. [5, 31] ),
Thus by (3.14), (3.6) and (3.19), we have for
where C 1 and C 2 are positive constants independent of n. Applying Gronwall's inequality to (3.19) , we obtain Lemma 3.2. Thus we complete the proof.
To fix the decomposition (3.1), we impose that v 2 (t, z, y) is symplectically orthogonal to low frequency resonant modes. More precisely, we impose the constraint that for k = 1, 2,
We will show that the decomposition (3.1) with (3.4) and (3.21) is well defined as long as v 2 remains small in the exponentially weighted space X.
Next, we introduce functionals to prove the existence of the representation (3.1), (3.4) that satisfies the orthogonality condition (3.21) . Now let us introduce the subspaces of L 2 (R) to analyze modulation parameters c(t, y) and x(t, y)). For an η 0 > 0, let Y and Z be closed subspaces of L 2 (R) defined by
Forũ ∈ X and γ,c ∈ Y and L ≥ 0, let c(y) = 2 +c(y) and 
Remark 3.2. Let u be a solution of (1.1) satisfying u(0, x, y) = ϕ(x) + v 0 (x, y) and letṽ 1 be a solution of (3.3). Suppose v 0 ∈ H 1/2 (R 2 ). Sinceṽ ∈ C([0, T ); X) by Lemma 3.1 and ṽ(0) X is small, we see from Lemma 3.4 that there exists a T > 0 such that
Moreover, replacing u in [25, Remark 5.3 ] byũ = u −ṽ 1 and using Lemma 3.1, we can see that there exists a T > 0 such that 
and it follows from Lemma 3.4 that there exists a T > 0 such that
Following the argument of [25, Remark 5 .3], we also have
We use a continuation principle that ensures the existence of (3.1) as long as v 2 (t) X and c(t) Y remain small. Proposition 3.5. Let α ∈ (0, 1) and let δ 0 and L be the same as in Lemma 3.4 and let u(t) andṽ 1 (t) be as in Lemma 3.1. Then there exists a constant δ 2 > 0 such that if (3.1), (3.4) and (3.21) hold for t ∈ [0, T ) and
then either T = ∞ or T is not the maximal time of the decomposition (3.1) satisfying (3.21), (3.26) and (3.27). 
Modulation equations
In this section, we will derive a system of PDEs which describe the motion of modulation parameters c(t, y) and x(t, y). Substitutingṽ 1 (t, x, y) = v 1 (t, z, y) with z = x − x(t, y) into (1.1), we have
Here we use the fact that ϕ c is a solution of
We slightly change the definition ofψ from [25] in order to apply the virial identity to
, L is a large positive constant and
By Lemma 3.1, we have v 2 (t) ∈ X and
. Now we will derive modulation equations of c(t, y) and x(t, y) from the orthogonality condition (3.21) assuming the smallness of M c,x (T ), M 1 (T ) and M 2 (T ). It follows from [31] and [17, Lemma 3 
If M c,x (T ) and M 2 (T ) are sufficiently small, then we see from Remark 3.2 and Proposition 3.5 that the decomposition (3.1) satisfying (3.21) and (3.26) exists for
and we easily see that
for any y ∈ R by (3.2) and its integrand decays exponentially as z → ±∞, we have
e −2αz dz) and using Proposition 3.5 and Remark 3.2, we can justify the mapping 
The modulation PDEs of c(t, y) and x(t, y) can be obtained by computing the inverse Fourier transform of (4.6) in η. The leading term of 1 2π
Since g * 1 (z, 0, c) = ϕ c (z) and g * 2 (z, 0, c) = (c/2) 3/2 z −∞ ∂ c ϕ c , we can compute G 1 and G 2 explicitly. 
We remark that (G 1 , G 2 ) are the dominant part of the modulation equations for c and x. Now we will write the remainder part of R 2 ℓ 1 g * k (z, η, c(t, y))e −iyη dzdy in the same way as [25] .
We rewrite the linear term R 1 k as
Next, we deal with 1 2π
(4.9)
The operator norms of
Next, we decompose
into a linear part and a nonlinear part with respect toc andx. The linear part can be written as (4.10) 1 2π
where 11) and the nonlinear part is
Next, we deal with II j k (j = 1 , · · · , 6) in (4.6). Let
(4.13)
Let S 5 k and S 6 k be operators defined by
2 ) and
iyη dη for k = 1 and 2.
Using (4.7)-(4.15), we can translate (4.6) as (4.16)
, v 1 and
To translate the nonlinear terms 6(c/2) 1/2 c y x y and 16x yy {((c/2) 3/2 −1} in G 1 into a divergence form, we will make use of the following change of variables. Let
, B 2 = 6 16
We remark that b ≃c = c − 2 if c is close to 2 (see [25, Claim D.6] ). By (4.17), we have b t = P 1 (c/2) 1/2 c t , b y = P 1 (c/2) 1/2 c y and it follows from Lemma 4.1 that
where R 7 = t (R 7 1 , R 7 2 ) and
(4.19)
Note that I + C 2 is invertible as long asc(t, ·) remains small in Y and that B 3 is a bounded operator on Y × Y depending onc and v. Substituting (4.18) into (4.16), we have
where R 3 = R 9 + R 11 , R 4 = R 8 + R 10 and
We have the following.
where 
Before we start to prove Lemma 5.1, we estimate the upper bound of c t and
To begin with, we will estimate the nonlinear terms of (4.21).
Claim 5.1. 
Since
Thus we prove Lemma 5.2.
To prove Lemma 5.1, we need the following.
Claim 5.2. There exist positive constants η 1 , δ and C such that if η 0 ∈ (0,
The proof is given in Appendix A.
Proof of Lemma 5.1. Let us translate (4.21) into a system of b and x y . Let
where ∂ −1 
Let A 0 (η) be the Fourier transform of the operator A 0 . Then
where A * (η) = −3η 2 8iη iη(2 + µ 3 η 2 ) −η 2 and µ 3 = − 24 > 1/8. Next, we will diagonalize A * (η), a lower order part of A 0 (η). Let ω(η) = 16 + (8µ 3 − 1)η 2 , λ ± * (η) = −2η 2 ± iηω(η) and
.
. We remark that if µ 3 is replaced by 1/8, then ω(η) = 4 and e tA * (Dy) is a composition of the wave and heat kernels. In out setting,
By the change of variables
we have
Hence Π * (D y ) and Π −1 * (D y ) are bounded operator on Y for sufficiently small η 0 . By (5.15) and Plancherel's theorem,
By (5.12) and (5.15),
To obtain the energy estimate for b 1 and b 2 , we translate the nonlinear term as
such that N 0 is cubic in b 1 and b 2 , that lim t→∞ K(t, ·) Y = 0 and that
To begin with, we will translate the dominant part of Π −1
It follows from (5.15) and (5.16) 
Next, we will decompose diag(1, ∂ y )N 2b into a sum of an L 1 (0, T ; Y ) function and a yderivative of L 2 (0, T ; Y ) and read N 2 as 
, where
By (B.5), (A.6) and (A.7),
and it follows from Claim 5.1 and the above that N 21 := N 2a + N 2b2 and N 22 := N 2b1 satisfy (5.23) . Let
Then N 3 = N 31 + ∂ y N 32 and we have
in exactly the same way as the proof of (5.5). To prove the estimate for N 31 , we use Claim 5.2.
Secondly, we estimate N 4 . Using (4.20), we read N 4 as
Using the fact that
Note that [B 4 , ∂ y ] = 0 and [ S 0 , ∂ y ] = 0. By Claim 4.1, we have
By [25, 
By Claim 4.2, (A.1), (A.2) and (5.27),
M 1 (T ) is insufficient to obtain upper bounds of M c,x (T ). We decompose II 6 1 as II 6 1 = II 6 11 + η 2 II 6 12 − II 6 13 , where
By the fact that g * 1 (z, 0, c) = 
By integration by parts, we have
Combining the above with (5.24) and (5.25), we have
By Lemma 5.2 and Claim A.1, 
Then we have from (5.14) and (5.19), 
By ( 
(5.36)
Time global bound for b(t) Y does not follow directly from the energy identity of (5.34) because the L 2 (R)-inner product of ∂ y N 0 and b is not necessarily integrable globally in time for v 0 that is not strongly localized in space. To eliminate cubic nonlinear terms in the energy identity, we make use of the following change of variables.
By (5.37), Eq. (5.34) can be rewritten as
where ·, · denotes the inner product of R 2 and
Taking the L 2 (R)-inner product of (5.38) and d, we have
2 ) , it follows from (5.39) (5.40) sup
Here we use the fact that b(0, ·) ≡ 0 and
. Now we will estimate each term of the right hand side of (5.40). By Claim B.8 and the fact that supp 41) and for k ≥ 1,
In view of (5.35) and (5.42),
and it follows that
Substituting (5.34) into R 2 , we see that 
Using the Sobolev inequality, we have for j 1 , j 2 , j 3 , j 4 = 1 , 2,
By (5.35) and (5.45),
By (5.35) and (5.36), 
It follows from (5.46)-(5.49) that 
To prove Lemma 6.1, we will show a variant of the L 2 conservation law on v as in [25,
) and that v 2 (t), c(t) and x(t) satisfy (3.21), (3.26) and (3.27). Then
Proof. Let
Thus we can conclude Lemma 6.2 from [25, Lemma 8.2] by a limiting argument.
Now we are in position to prove Lemma 6.1.
Proof of Lemma 6.1. Remark 3.2 and Proposition 3.5 tell us that we can apply Lemma 6.2 for t ∈ [0, T ] if M c,x (T ) and M 2 (T ) are sufficiently small. Since we have for j, k ≥ 0 and z ∈ R,
it follows that
In view of the definition ofψ,
By (6.1) and (6.5),
By integration by parts,
Combining (6.2)-(6.4) and (6.6)-(6.9) with Lemmas 5.2 and 6.2, we see that for t ∈ (0, T ],
Since c(0, ·) = 2 and
) , Lemma 6.1 follows immediately from (6.10). Thus we complete the proof.
Estimates for v 1
In this section, we will give upper bounds of M 1 (∞) and M ′ 1 (∞). Lemma 7.1. There exist positive constants C and
There exist positive constants C and δ ′ 5 such that if
7.1. Virial estimates for v 1 . The virial identity for L 2 -solutions of the KP-II equation (1.1) was shown in [7] . It ensures
). Let χ +,ε (x) = 1 + tanh εx,x 1 (t) be a C 1 function and
Then we have the following.
See e.g. [27, Lemma 5.3] for a proof. Lemma 7.1 follows from Lemma 7.3 and the L 2 -conservation law of the KP-II equation.
7.2. The L 3 -estimate of v 1 . In order to estimate the L 3 -norm of v 1 , we apply the small data scattering result for the KP-II equation by [13] .
For the sake of self-containedness, let us introduce some notations in [13] . Let Z be a set of finite partitions −∞ = t 0 < t 1 < · · · < t K = ∞. We denote by V p (1 ≤ p < ∞) the set of all functions v : R → L 2 (R 2 ) such that lim t→±∞ v(t) exist and for which the norm 
be an even nonnegative function such that χ(η) = 1 for η ∈ [−1, 1]. Letχ(t) = χ(t) − χ(2t) and P N be a projection defined by P N u(τ, ξ, η) =χ(N −1 ξ)û(τ, ξ, η) for N = 2 n and n ∈ Z. For s ≤ 0, we denote byẎ s the closure of C(R; H 1 (R 2 )) ∩ V 2 −,rc with respect to the norm
We denote byẎ s (0, T ) the restriction ofẎ s to the time interval [0, T ] with the norm
Proposition 3.1 and Theorem 3.2 in [13] ensure that higher order Sobolev norms of a solution to (4.1) remain small provided v 0 is small in the higher order Sobolev spaces. Let T ≥ 0 and
Lemma 7.4. Let s ≥ 0 and u 1 , u 2 ∈Ẏ −1/2 . Then there exists a positive constant C such that for any T ∈ (0, ∞),
Proof. We have (7.2) in exactly the same way as the proof of [13, Theorem 3.2] . Note that (7.2) and (7. (1 + η 2 1 )(1 + η 2 2 ) for η 1 , η 2 and η 3 satisfying η 1 + η 2 + η 3 = 0, we can prove (7. 3) in the same way as Proposition 3.1 and Theorem 3.2 in [13] .
Thanks to Lemma 7.4, we have the following. Proposition 7.5. There exists a positive constant δ ′ 5 such that if
Proof. Using the variation of constants formula, we havẽ
By Lemma 7.4 and the fact that e tS v 0 Ẏ −1/2 (0,T )
. If δ is sufficiently small, it follows from the above that
where C 1 and C 2 are positive constant independent of T . Suppose v 0 ∈ H 2 (R 2 ). Then
are continuous in T becauseṽ 1 ∈ C(R; H 2 (R 2 )) and
otherwise.
Taking the limit T → ∞, we have (7.4) for any v 0 ∈ H 2 (R 2 ) satisfying the assumption in Proposition 7.5. For general v 0 , we have (7.4) by approximating v 0 by H 3 (R 2 ) functions. Thus we complete the proof.
Proposition 7.5 implies the L 3 -bound of v 1 .
Proof of Lemma 7.2. By (7.4),
Using an isotropic Sobolev imbedding inequality
Combining the above with (7.4), we have Lemma 7.2. We remark that (7.5) follows by interpolating the imbedding theorem Id :Ė 1 → L 6 (R 2 ) (see e.g. [30, Lemma 2] ) and Id : E 0 → L 2 (R 2 ), whereĖ t is a Banach space with the norm
Decay estimates in the exponentially weighted space
In this section, we will estimate M 2 (T ) following the line of [25, Chapter 8] .
Lemma 8.1. Let η 0 and α be positive constants satisfying ν 0 < α < 2. Suppose M ′ 1 (∞) is sufficiently small. Then there exist positive constants δ 6 and C such that if M c,
Let χ ∈ C ∞ 0 (−2, 2) be an even nonnegative function such that χ(η) = 1 for η ∈ [−1, 1]. Let χ M (η) = χ(η/M ) and
To prove Lemma 8.1, we will use linear stability property of line solitons (Proposition 2.2) to the low frequency part v < (t) := P ≤M v 2 (t) and make use of a virial type estimate for the high frequency part v > (t) := P ≥M v 2 (t). 8.1. Decay estimates for the low frequency part. Lemma 8.2. Let η 0 and α be positive constants satisfying ν 0 < α < 2. Suppose that v 2 (t) is a solution of (4.4) satisfying v 2 (0) = 0. Then there exist positive constants δ 6 and C such that if M 1 (T ) + M 2 (T ) < δ 6 and M ≥ η 0 , then
where N ′ 2,2 = {2c(t, y) + 6(ϕ(z) − ϕ c(t,y) (z))}v 2 (t, z, y). Hereafter we abbreviate P 2 (η 0 , 2M ) as P 2 .
Applying Proposition 2.2 to (8.3), we have
By the definitions,
Hence it follows from Lemma 5.2 and the definitions of M c,x (T ), M 1 (T ) and M 2 (T ) that
Combining (8.5)-(8.9) with (8.4), we have
As long as v 2 (t) satisfies the orthogonality condition (3.21) andc(t, y) remains small, we have 
Proof of Lemma 8.3. Let p(z) = e 2αz . Multiplying (4.4) by 2p(z)v 2 (t, z, y) and integrating the resulting equation by parts, we have for
Obviously,
Using Claim 3.1 and the Hölder inequality, we have
By Lemma 5.2,
For y-high frequencies, the potential term can be absorbed into the left hand side. Indeed, it follows from Plancherel's theorem and the Schwarz inequality that
Combining the above, we have for Proof of Lemma 8.1. Since χ M (η) = 0 for η ∈ [−2M, 2M ], we have
Combining Lemmas 8.2 and 8.3 with (8.6) and the definition M 1 (T ), we have (8.1) provided δ 6 is sufficiently small. This completes the proof of Lemma 8.1.
Thus we complete the proof of Theorem 1.1.
Proof of Theorem 1.2
If v 0 (x, y) is polynomially localized, then at t = 0 we can decompose a perturbed line soliton into a sum of a locally amplified line soliton and a remainder part v * (x, y) satisfying R v * (x, y) dx = 0 for all y ∈ R. Lemma 10.1. Let c 0 > 0 and s > 1 be constants. There exists a positive constant ε 0 such that if ε := x s v 0 H 1 (R 2 ) < ε 0 , then there exists c 1 (y) ∈ H 1 (R) such that
Proof. First, we will prove
By the Schwarz inequality,
}(x, y) dy into the right hand side of (10.5), we have (10.4) . Let
Then we have (10.1) and R v * (x, y) dx = 0 for every y ∈ R because (10.6)
Moreover, it follows from (10.4) that
By (10.1), (10.5) and (10.6),
Using Minkowski's inequality, we have for j ≥ 0,
. Similarly, we have
By the Schwarz inequality, we have for ±x > 0,
Thus we complete the proof. Now we are in position to prove Theorem 1.2.
Proof of Theorem 1.2. To prove Theorem 1.2, we modify the definitions of v 1 (t, z, y), v 2 (t, z, y) c(t, y) and x(t, y) as follows. Letṽ 1 be a solution of (1.1) satisfyingṽ 1 (0, x, y) = v * (0, x, y). Then it follows from Lemmas 7.1 and 10.1 that
. By (10.3),
follows from Lemma 7.2. Letũ(t, x, y) = u(t, x, y) −ṽ 1 (t, x, y). Thenũ(0, x, y) = ϕ c 1 (y) (x). By Lemma 10.1,
and Lemma 3.4 and Remark3.2 imply that there exist a T > 0 and (v 2 (t),c(t),x(t)) ∈ X × Y × Y satisfying (3.1), (3.4) and (3.21) for t ∈ [0, T ], wherec(t, y) = c(t, y) − c 0 and x(t, y) = x(t, y) − 2c 0 t. Clearly, we have
and following the proof of Lemmas 5.1, 6.1 and 8.1, we can prove
Thus we can prove Theorem 1.2 in exactly the same way as Theorem 1.1. 
Claim B.4 follows immediately from the above. Proof of Claim B.7. By the assumption, there exists δ ′ ∈ (0, 2) such that c(t, y) ∈ [2−δ ′ , 2+δ ′ ] for t ∈ [0, T ] and y ∈ R. Since ψ has a compact support,
(B.15)
By the Schwarz inequality, By the definitions, we have k = k 1 + k 2 . Using Plancherel's theorem and Minkowski's inequality, we have 
