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The current experimental study on a 2D oscillating aerofoil aims to isolate 
and explore one of the most basic aspects of insect locomotion.  Particle 
Image Velocimetry (PIV) is employed to study the effects of reduced 
frequency, angular amplitude and wing geometry on an impulsively started, 
oscillating aerofoil.  The forced sinusoidal oscillation is about a mid-chord, 
spanwise axis and all investigations are carried out at a Reynolds number of 
1000, with mean amplitudes in the range of 20º to 60º.  A piston tank is used to 
generate the required fluid motion.  For the fixed incidence cases, the resulting 
flow field is fairly similar to that of a bluff body, with the formation of a von 
Karman vortex street.  The oscillatory cases suggest that the effective angle of 
attack profile, which is a function of both the reduced frequency, κ  and angular 
amplitude, is the dominant flow governing parameter.  The ratio of the 
maximum aerofoil tip velocity imparted by the oscillatory motion to the 
freestream velocity (mvf ratio, ϕ) is found to be an appropriate substitute for 
the effective angle of attack profile, which is a temporal function.  The mvf ratio 
is also proportional to the product of the reduced frequency and the angular 
amplitude.  When this ratio is low, the flow displays characteristics similar to 
that of the static cases, which represent the limiting case where the mvf ratio is 
equal to zero.  As the mvf ratio is increased, the effect of the freestream 
relative to that of the oscillatory motion is gradually diminished.  For the higher 
angular amplitudes of the reduced frequency, κ=0.50 (0.35 < ϕ < 0.52), 
vortices are generated in an anti-symmetric manner at both the leading and 
trailing edges, but whilst the trailing edge vortices are advected downstream in 
the form of a jet, the leading edge vortices are negated before advection can 
 v
occur.  Further increase of the mvf ratio leads to cases such as that of the 
higher angular amplitudes of κ=1.0 (ϕ>0.70), where the effect of the 
freestream velocity seems to be almost non-existent, leading to highly unstable 
shear layers that roll-up to form auxiliary vortical structures which interact with 
the primary structures.  In addition, this regime is also characterized by either a 
lift and thrust-producing wake or a lift and drag-producing wake.  On a 
separate note, the effect of wing geometry is less pronounced and affects only 
the strength of the resulting vortices.  Additional experiments conducted for the 
fixed incidence cases on the flat plate indicate that the flow field is fairly 
insensitive to changes in the Reynolds number within the order of 1000.  For 
the higher reduced frequency cases (ϕ>0.70), it is found that the flow field 
during the first two oscillation cycles is rather different from that of the 
subsequent cycles, indicating that the starting flow over an oscillating wing 
may be quite dissimilar from its steady state counterpart.  Finally, a variation in 
the mean angle of attack for the oscillatory cases can alter the effective angle 




a  Initial acceleration 
c  Chord of aerofoil  
dm  Mean particle displacement within an interrogation window 
dt Actual mean particle displacement within an interrogation 
window 
f  Temporal frequency of aerofoil oscillation 
l  Displacement vector 
Re  Reynolds number = ν
∞cU  
t  Time elapsed 
t*  Dimensionless time = 
c
tU∞  
tacc  Acceleration time 
tp  Time elapsed between captured image pairs 
T  Period of an oscillation cycle 
uh  Horizontal component of velocity 
uv  Vertical component of velocity 
u%   Velocity vector 
Ub Mean velocity at the leading edge boundary layer at   
separation 
Uresul  Resultant velocity at the aerofoil leading edge 
U∞  Constant, post acceleration velocity of piston 




vmax Maximum velocity at the aerofoil leading edge due to the 
oscillatory motion 
x  Distance in the direction of the horizontal x-axis 
y  Distance in the direction of the vertical y-axis 
α  Angle of attack 
ε  Random error in measured particle displacement  
Г  Circulation 
κ  Reduced frequency = 
∞U2
fc  
ω  Angular frequency = 2πf 
ϕ  Maximum velocity to freestream ratio 
θ  Angular displacement 
θI  Initial angle of attack 
θo  Angular amplitude 
θ&   Angular velocity 
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Figure 88: Time-averaged wake velocity profiles over 4 oscillation 
cycles for κ=0.50, θi=20°, θo=20°, Re=1000, at two 
different downstream locations.  Axis of oscillation is 
located at x/c=0.5, y/c=0.75.  Velocity profile is indicative 
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Figure 89: Comparison of effective angle of attack profile versus t/T 
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θo=20°, Re=1000.  Note that for the latter case, results 
are only available up to 1.75 oscillation cycles due to 






List of Tables 
List of Tables  
Table 1: Estimates of the Reynolds numbers for insect and aquatic 
diversity (Childress, (1981)). 
75 
Table 2: Summary of the experimental conditions for the oscillatory 
cases. 
77 
Table 3: Observed increase in Ub with increase in α. 86 
Table 4: Estimates of the advection velocity of the starting vortex for 
an impulsively started elliptical aerofoil for different angles 
of attack, Re=1000 (U∞=17mm/s), a=100mm/s2. 
91 
Table 5: Summary of the various observed flow regimes as 
gathered from all the oscillatory experiments conducted on 








It was as early as the 1930s (see Theodorsen (1935) and Garrick (1936)) that 
aerodynamicists primarily concerned with gust response and flutter analysis 
started to take an interest in unsteady aerofoil motions.  Subsequently, the 
possibility of the helicopter being a viable alternative of aviation transport fuelled a 
surge in rotordynamic research.  These studies then gradually gained momentum 
in the early 1960s (see Wu (1960)), albeit in a totally different dimension as 
researchers found them to be of extensive use in bio-fluid-dynamics, especially in 
understanding aquatic propulsion as well as animal flight.  However, apart from 
the above, it would be fair to remark that such flows have been relatively 
unexplored due to the paucity of relevant industrial applications.  
Over the past two decades, these studies have been undertaken with a 
newfound intensity.  Driven by necessity and hunger for progress, scientists have 
been quick to recognize the immense potential of Micro Aviation Vehicles (MAVs) 
in military surveillance operations and medical applications.  Yet, it has been 
swiftly acknowledged that there are daunting challenges to be overcome before 
such a pipe-dream can become reality.  One of the major problems faced is that 
present technology is unable to generate the huge amount of power needed for 
conventional 'fixed wing' aerodynamics to work at such a micro level.   
Rather than focusing solely on seeking out alternative sources of power 
generation, researchers such as those from the Georgia Institute of Technology 
(see http://avdil.gtri.gatech.edu/RCM/RCM/Entomopter/AUVSI-7_EntomopterPaper.html) have 
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also resourcefully considered other novel but intuitively unorthodox methods of 
aerodynamic force production.   
Given their small size but incredible agility and maneuverability, insects have 
presented themselves as candidates worthy of emulation.  Mimicking insect flight 
has been well known not to be an easy feat but it has been by far one of the most 
convenient solutions.   
As often occurs in science, work that is initially considered academic or trivial 
is usually only so for as long as it is not subjected to rediscovery and a touch of 
innovation.  In a similar manner, studies once considered uninspiring have been 
revisited and even proven to be extremely insightful in most part due to their 
coincidental relation to insect flight.  Coupled with existing data, this has allowed 
scientists to make considerable advances in unraveling the mysteries of insect 
flight.  From an aerodynamical perspective, the ultimate goal would be to 
understand and effectively apply the techniques employed by these tiny winged 
creatures to augment lift and thrust production.  
One of the common approaches that scientists have adopted is to isolate 
certain movements of a typical insect wing, in the hope of eventually piecing them 
together to form a comprehensive model.  In a similar manner, the current project 
aims to investigate the flow structure of an impulsively started aerofoil, both at 
fixed incidences as well as when subjected to a spanwise sinusoidal oscillation.   
Though the resultant motion does not imitate the flight kinematics of an insect 
in its entirety, it provides valuable insight into an important aspect of insect wing 
motion.   
Furthermore, such a generic motion that combines both linear and rotational 
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acceleration has numerous other applications which shall be described in greater 
detail in the following chapter. 
 
1.1 Objective 
The main objective of this project is to broadly investigate the characteristics of 
the flow field of an impulsively started aerofoil in rotary oscillation.  These 
encompass the following: 
o To examine the effects of the angle of attack and wing geometry on 
an aerofoil at fixed incidence 
o To examine the effects of kinematic parameters such as the reduced 
frequency, κ, and angular amplitude, oθ , on the flow in relation to 
insect flight; 
o To examine the effect of leading and trailing edge geometry as well 
as aerofoil thickness on the resulting flow; 
o To examine the time scales governing the evolution of the leading 
edge vortex; 
o To examine the suitability of the choice of the reduced frequency as 
the primary flow governing parameter; 
o To examine the effects of other parameters such as the Reynolds 
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2.1 Oscillating Aerofoils 
Notwithstanding its relatively limited relevance to practical applications, the 
wide range of disciplines to which the study of oscillating aerofoils can be 
applied to is a point that remains worthy of mention.  In the following sections, 
upon closer scrutiny of insect flight, aquatic hydrodynamics and even 
conventional aircraft aerodynamics, it soon becomes apparent that such an 
inherently generic motion has indeed weaved its way into numerous facets of 
science.  
 
2.1.1 Insect Flight: The Basics 
Given mankind’s relentless pursuit for advancement, it is perhaps ironic, 
but not totally surprising that researchers have had to take a step backwards 
and turn to our prehistoric winged counterparts for inspiration.  This is largely 
due to the fact that insect wing motion is a complex combination of three-
dimensional movements analogous to the pitching, coning and lagging motions 
of a helicopter’s main rotor.  (For readers totally unfamiliar with this topic, the 
author suggests the Hooper Virtual Micropaleontological Museum website (see 
http://hannover.park.org/Canada/Museum/insects/insects.html) as an ideal 
starting point.) 
Consider an average sized insect like the bumblebee Bombus terrestris, 
with a mass of 18-30 mg, wingspan of 2-3 mm and wingbeat frequency of 200 
Hz (see Dudley and Ellington (1990)).  Given the state of existing technology in 
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the late 1960s and 1970s, it would be an understatement to say that 
quantifying insect motion posed significant obstacles to interested researchers.  
Nevertheless, the pioneers of this field were still able to capture fairly coherent 
images and artfully piece together the motions of an insect wing (see 
Nachtigall (1974), figure 1). 
 
Figure 1: Wing movements of a fly Phormia at a forward flight velocity of 2.75m/s based on an 
orthogonal coordinate system shown on the right (Nachtigall, (1974)). 
 
Weis-Fogh (1973) and Ellington (1984) were one of the first few 
researchers to present a simplified but yet sufficiently realistic model of insect 
wing kinematics.  They proposed that the trajectory of a typical insect wing can 
be in general, thought of as confined to a ‘stroke plane’ which is fixed (due to 
morphological constraints) at a constant orientation to its body (see figure 2b).  
The term ‘flapping’ is then described as the process whereby the wing 
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translates back and forth at a fixed angle of attack within this plane.  Each of 
these back and forth movements are identified as halfstrokes; 2 halfstrokes 
make up one stroke (hence the term ‘stroke plane’), which is considered a 
complete cycle.  The end of every halfstroke is followed by the rotation (a.k.a. 
twisting) of the wing, in preparation for the next movement.  It may be helpful to 
think of a wingstroke as a single blade of a propeller alternating between 
clockwise and counter clockwise rotation.   
 
Figure 2: A simplified model of insect wing motion.  (a) A sectional cut of the instantaneous 
forces acting on the wing.  (b) The insect as seen horizontally from the side.  (c) Planform view 
of the insect (Weis-Fogh, (1973)). 
 
If the stroke plane is kept horizontal and the halfstrokes are symmetrical, no 
net forward force is produced (see figure 2a) thus allowing an insect to hover 
at any particular position.  Logic then dictates that initiating a downward tilt in 
the stroke plane and subsequently controlling the magnitude of this tilt would 
conveniently allow the insect to conduct and vary its forward flight.  In such a 
case, upward and downward movements replace the back and forth flapping 
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motions.   The halfstroke when the wing flaps downwards is termed the 
downstroke and the other when the wing flaps upwards, the upstroke.  Wing 
rotation that precedes the downstroke is called supination or the ventral flip 
and the other that precedes the upstroke is known as pronation or the dorsal 
flip.  Further, assuming that the body is aligned at a fixed angle to the stroke 
plane, a downward tilt in this plane means that the body similarly pitches nose-
down, thus reducing parasitic or form drag.   
It should be re-emphasized that since the above is by no means a complete 
representation of insect locomotion, it is thus no surprise that exceptions 
abound.  For example, studies have shown that certain species of insects such 
as hover-flies and hawkmoths hover with the stroke plane at an angle of 
between 30° and 40° to the horizontal (see Maxworthy (1981) and Liu et al.  
(1998)).  In addition, dragonflies have been seen to hover with this angle at 60° 
(see Norberg (1975)).  Such a motion seems physically possible provided that 
the up and downstrokes are asymmetrical, ensuring that there is no net thrust 
produced over one cycle.  Beyond that, researchers have also found that the 
angle between the body and the stroke plane does vary with flight speed and is 
not always constant (see Willmott and Ellington (1997a)). 
Another drawback in the model that deserves to be addressed is that any 
deviation of the wing from the stroke plane is not taken into account.  This was 
ostensibly missing in Weis-Fogh's model for obvious reasons: to allow for ease 
of analysis and that its effect on the flight dynamics was thought to be 
negligible.  In recent times, in order to better replicate the exact characteristics 
of an insect, researchers have resorted to constructing dynamically scaled 
models (see Ellington et al. (1996), Dickinson et al. (1999), figure 3) and 
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employing more sophisticated Computational Fluid Dynamics (CFD) 
simulations (see Liu et al. (1998), Wang (2000a) and Sun and Tang (2002)). 
 
Figure 3: Schematic of dynamically scaled model of a Drosophila Melanogaster fruitfly (Sane 
and Dickinson, (2001)). 
 
The author also notes that there has been a tendency by scientists to over-
generalize wing movements into separate translational and rotational phases.  
Data by Willmott and Ellington (1997b) seem to suggest that the decoupling of 
these motions may not be entirely correct.  Instead, both these phases are 
employed simultaneously by the insect, especially in hovering motion.  This 
implies that as opposed to the former case, a typical wing is in fact undergoing 
a series of accelerated and decelerated flapping motions in tandem with wing 
oscillation.  
 
2.1.2 Dimensionless Flight Parameters 
In the author's view, it has probably been through fruitful interaction 
between zoologists and aerodynamicists, rather than by chance, that the 
dimensionless parameters relevant to insect flight have mostly been derived 
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and modified from conventional aerodynamic theory.  Two such important 
parameters are the Reynolds number, Re, defined as: 
υ
φ= cnR2Re  (1) 
where φ is the stroke amplitude in radians, n is wingbeat frequency in rad/s, R 
is the wing length , c  is the mean chord and ν is the viscosity of the fluid 
medium, as well as the advance ratio, J,  
Rn2
VJ φ=  
(2) 
where V is the forward flight speed and the other symbols have their same 
connotations as mentioned above.   
Insects operate at a much lower Reynolds number as compared to modern 
day aircraft, but still their functional range of 10-10000 spans almost 4 orders.  
Given such a regime, one would reasonably guess that insect flight is affected 
by viscous effects.  Though this has generally been found to be the case, an 
interesting study using live specimens by Fry et al. (2003) indicated that free 
flight maneuvers of the fruitfly Drosophila Melanogaster were governed by 
inertial effects rather than friction. 
The advance ratio has its roots in propeller theory and is a parameter used 
to measure the ratio between the insect's forward flight speed to its flapping 
velocity.  Hovering motion therefore gives a value of zero but this ratio can rise 
up to 0.6 for bumblebees travelling at high speed (see Ellington (1999)).  An 
upper limit of J around unity determines the maximum flight speed an insect 
can achieve for a given flapping velocity.  Above that, it should also be pointed 
out that the geometry of the wingtip path is influenced primarily by the advance 
ratio (see figure 4). 
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Figure 4: Effect of advance ratio on geometry of wingtip path (Ellington, (1999)). 
 
2.1.3 Unsteady Mechanisms  
Undoubtedly, analysis of the kinematics of insect wing motion has not been 
a stroll in the park, but it is fundamental to any further aerodynamic studies that 
follow.  With the aid of modern technology, this hurdle is one that has almost 
been overcome.  However, this represents only half the battle.  Since 
conventional steady-state aerodynamic theory fails to explain how insects keep 
themselves aloft (see Dickinson (2001)), then it is reasonable to assume that 
unsteady mechanisms have to be at play.  The more important task then, is to 
be able to identify these mechanisms and understand how they work.  
Research done over the past decade has contributed immensely to addressing 
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2.1.3.1 Clap and Fling  
Wagner (1925) proved that a wing started from rest only starts to generate 
bound circulation after travelling a distance of 7-8 chord lengths, due to the 
downwash induced by the starting vortex.  The Wagner effect, as it is now 
commonly known, has a much greater influence on insect flight, especially 
during hovering; the periodic back and forth translation of the wing requires 
that it encounter starting vortices produced during previous strokes.  
Furthermore, the amplitude of each halfstroke may be substantially less than 
the 7-8 chord lengths needed for bound circulation to develop. 
Bearing the above in mind, any unsteady mechanism responsible for lift 
augmentation would have to account for the negative contribution of the 
Wagner effect.  In view of this phenomenon, Weis-Fogh (1973) postulated that 
one of the novel mechanisms insects employ is that of the 'clap and fling'.  
Such a theory states that at the end of upstroke, insects such as the Encarsia 
Formosa have a tendency to hold both their wings tightly, only to fling them 
down later like the opening of a book (see figure 5) before parting for the 
downstroke.  A direct consequence of this is that bound circulation is created 
without the need for the formation of a starting vortex.  Kelvin's theorem is not 
violated since each wing develops a circulation in the opposite sense to the 
other.  Further, the clap ensures that any remnants of trailing edge vorticity 
produced during the upstroke are attenuated.  Thus, it may be claimed that the 
'clap and fling' is a simple but nifty way of enhancing lift by 'cheating' the 
Wagner effect, especially during takeoff. 
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Figure 5: Cartoon illustration of the ‘clap and fling’ mechanism.  (a) Wings are held tightly 
together in preparation for the fling.  (b) Wings are flung open like the opening of a book.  (c) 
Creation of bound circulation over both wings.  (d) Wings part for the downstroke (Ellington, 
(1999)). 
 
Lighthill (1973) followed up with an inviscid analysis of this proposition.  He 
proved that the circulation around each wing was dependent on the angular 
velocity of the fling, chord length and the opening angle between both wings 
(see figure 6).  Though the former two are assumed to be constants, the 
temporal dependence of the last parameter implies that the circulation on each 
wing varies with time.   
 
Figure 6: Two dimensional model of the ‘fling’ process as studied by Lighthill, (1973) where AB 
and CD represent the two wings, each of chord length c, separated by an opening angle of 2α. 
 
He further showed that as the opening angle increases i.e. as the insect 
spreads open its wings, wing circulation drops steadily till both wings part 
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(typically occurring in insects at an angle of 60°) for the commencement of the 
downstroke.  The circulation on each wing then corresponds to the value 
assumed before parting.  
Maxworthy (1979) extended this investigation by conducting a series of 
experiments using a mechanical model.  His findings corroborated well with 
those of Lighthill (1973) for small opening angles but this trend was reversed 
for opening angles of more than 40°.  This was due to the presence of a large 
separation vortex that grows in size as the wings continue to open.  In contrary 
to the inviscid case, the circulation on each wing increases even after the initial 
stage because the presence of viscosity allows the fluid to accumulate vorticity 
within the separation vortex.   
The dichotomy above can be summarized as follows: the conservation of 
angular momentum requires that the inrush of fluid into the opening arc 
between the two wings be balanced by the creation of circulation on both 
wings.  Hence, as the opening angle increases, the decrease in fluid velocity 
due to the widening of this arc is accompanied by a corresponding drop in wing 
circulation.  In the inviscid case, the fluid medium has no 'memory', i.e. the 
circulation depends solely on instantaneous flow conditions but with the 
introduction of viscosity, the development of a leading edge vortex helps to 
retain this circulation. 
In the same study, Maxworthy (1979) additionally observed that the 
ensuing motion promotes separation on all exposed edges: a main vortex, 
which resides along the leading edge as well as a tip vortex near the wing tips.  
As the wings part for the downstroke, the vortical interaction that follows sees 
the main vortex being displaced along its axis to merge with the tip vortex.  A 
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three dimensional axial flow is then seen to ‘transfer’ vorticity away from the 
main vortex into the tip vortex.  All this finally culminates in a vortex ring, which 
is a result of the meeting of the tip vortices of each wing.  Most importantly, the 
author notes that the consequent dorsal flip imparts a downward impulse to 
this vortex ring, leading to lift generation on the wing. 
Edwards and Cheng (1982) modified Lighthill’s work to include the effects 
of shed vorticity into a separation vortex and found that their theoretical results 
were in good agreement with those of Maxworthy (1979).  However, they 
cautioned that the influence of the circulation produced during the opening 
phase (before the wing parts) on subsequent lift development is unclear. 
In order to investigate the effect of parameters such as the wing-opening 
time history and the initial opening angle on the ‘clap and fling’, Spedding and 
Maxworthy (1986) performed flow visualization experiments and force 
measurements on a mechanical model.  For an impulsively started fling, the 
flow into the opening arc becomes turbulent and this turbulent fluid is then 
convected into the core of the resulting separation vortex.  On the other hand, 
if the fling is a gradually accelerated motion, then the flow field remains laminar 
throughout.  An observation possibly in relation to the above is that the 
variation in the circulation is also vastly different for both the fling motions.  In 
the impulsively started case, the circulation builds up much faster, but plateaus 
off beyond a certain opening angle.  For the finitely accelerated motion, the 
circulation increases at a much slower rate, but continues to grow as the 
opening angle increases, well in excess of the maximum value attained in the 
impulsive case.  One suspects that imposing an acceleration allows a better 
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balance between viscous dissipation and the accumulation of vorticity, thus 
allowing the circulation to develop over a longer period of time.   
As ingenious and feasible as it may seem, researchers are still divided over 
how widely the ‘clap and fling’ is used (see Marden (1987)).  Studies by 
Dickinson and Götz (1996) on a tethered fruit fly have shown evidence of the 
formation of an inverted heart-shaped vortex loop.  On the other hand, Sane 
(2003) pointed out that since the use of such a mechanism is not widespread 
amongst insects, it is therefore unlikely to provide a general explanation of lift 
enhancement.  From a practical viewpoint, it may purely be an attempt by 
insects to maximize the amplitude of the downstroke.  Morphological 
constraints, however, preclude the insect from doing the same during 
pronation.  In addition, Ellington (1999) reasoned that constant clapping might 
cause significant wear and damage to insect wings, thus rendering such a 
mechanism impractical for smaller insects with a high wingbeat frequency.   
In summary, though the ‘clap and fling’ has not been as ubiquitous as its 
proponents would have liked, it may nevertheless prove to be a useful lesson 
in the design of future MAVs.  Perhaps additional research should be done to 
investigate the significance of the Wagner effect at lower Reynolds numbers, 
especially since it is the main motivation for the conception of the ‘clap and 
fling’.   Also, to the best of the author’s knowledge, present studies have not 
considered the effect of a freestream on this mechanism.  In other words, its 
importance as a means of lift augmentation has been restricted only to 
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2.1.3.2 Delayed Stall & the Leading Edge Vortex 
The phenomenon whereby transient values of lift in excess of that predicted 
by steady-state aerodynamic theory is produced is known as delayed stall.  In 
other words, even under prescribed conditions well within the stall regime (e.g. 
at a high angle of attack), a wing or aerofoil does not display stall 
characteristics immediately but only after a certain period of time has elapsed.   
Central to this discussion are the time histories of lift production and the 
onset of stall.  Unlike conventional aircraft aerodynamic theory which places 
great emphasis on steady-state or stabilized flow conditions, an insect wing 
only travels for about 2-4 chord lengths before reversing its direction.  For this 
reason, any unsteady force generation during this window might provide vital 
clues to explaining any potential techniques employed by insects to increase 
lift.  Dickinson and Götz (1993) found that at angles of attack higher than 
13.5°, an impulsively started two-dimensional wing produced 80% more lift 
during the first 2 chord lengths of travel as compared to 5 chord lengths later.  
This effect was attributed to a leading edge vortex (LEV) that stayed attached 
to the wing during the early stages of the flow.  The low-pressure region 
created by the LEV leads to suction and increases lift in a manner analogous 
to the method of force production in delta wing aircraft.  However, such an 
increase is transient in nature as the LEV is soon shed and replaced by a 
trailing edge vortex (TEV) of opposite sense.  Not only is such a finding 
appealing since almost all insects operate at high angles of attack, it is more 
so because it introduces a list of intriguing possibilities.  For example, if the 
LEV is to be effectively utilized as a lift augmenting tool, then controlling its 
stability would be of paramount importance.  Alternatively, if it can be proven 
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that there are intrinsic time scales governing its shedding, then this would 
imply the existence of an optimal frequency for insect locomotion.   
The latter was partially answered by Wang (2000a) who did a 
computational study on a two dimensional wing in heaving motion.  Her results 
illustrated that by exploiting the time scales governing the growth of the TEV 
and the shedding of the LEV, one could arrive at an optimal range of flapping 
frequencies for thrust generation.  The growth of the TEV is positively 
correlated to the bound circulation on the wing whilst the shedding of the LEV 
leads to a drastic drop in lift. 
Establishing a means of stabilizing the LEV has however proved trickier.  
Due to the complex, three-dimensional nature of flapping motion, scientists 
have generally chosen to study two-dimensional models in linear translation.  
This has probably been the reason why initial efforts in finding a solution have 
proven futile.  More often than not, the key to most solutions lie within nature’s 
uncanny ability to take care of itself.  Through employing a three-dimensional 
mechanical model that mimics the motion of a hawkmoth, Ellington et al. 
(1996) found that the presence of an axial flow within the core of the LEV 
drains away excess vorticity into the wake, thus automatically stabilizing it in 
the process.  Such a flow they argued, originates from the favorable, spanwise 
pressure gradient created by the difference between the velocities of the wing 
root and wing tip. 
Realizing the importance of the role of three-dimensional effects in 
unsteady lift mechanisms, researchers have begun to substitute time efficient 
vortex panel methods with more holistic Navier-Stokes solvers.  Such a CFD 
simulation by Liu et al. (1998) on hawkmoth hovering at a Reynolds number 
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between 3000-4000, confirmed the presence of a LEV which remained stable 
throughout the downstroke.  A spiral flow within its core in the order of the 
magnitude of the wingtip velocity was also detected.  However, this core was 
seen to break down at three-quarters of the wing length, nearer to the wing tip.  
This was attributed to an adverse pressure gradient formed at the wingtip that 
tends to negate the axial flow as well as the deceleration of the wing as it is 
about to complete the downstroke. 
In a bid to further verify the above, Birch and Dickinson (2001) carried out a 
series of experiments similar in nature to those of Ellington et al. (1996), but at 
a corresponding Reynolds number of 160.  On the contrary, they found that the 
axial flow velocity within the core of the LEV was only a fraction of the wingtip 
velocity.  This implies that any stabilizing effect produced by the spiral flow is 
only minute.  To add weight to their findings, they speculated that if there 
indeed existed an axial flow, then the use of leading edge baffles would inhibit 
its development and render the LEV unstable.  Surprisingly, neither the use of 
leading edge nor trailing edge baffles led to a growth in the LEV.  Instead, they 
found that such a phenomenon was only observed when a wall was placed in 
the vicinity of the wingtip.  This led them to believe that induced downward flow 
from tip vortices and wake vorticity reduces the effective angle of attack, which 
in turn attenuates the leading edge vorticity.  This substantially lengthens the 
period of stability of the LEV, allowing it to remain attached for the entire 
duration of the halfstrokes.   
Such starkly different findings have given rise to a debate on the source of 
the stability of the LEV.  Both theories seem equally credible in their respective 
contexts, so the answer may lie in the different Reynolds number regimes of 
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the experiments.  Birch et al. (2004) proved that the Reynolds number is a vital 
parameter which influences the leading edge flow structures of a flapping wing.  
Separate flow visualization experiments at two selected Reynolds numbers 
both showed the occurrence of a stable LEV.  However, at the higher Reynolds 
number of 1400, an intense narrow region of spanwise flow was detected in 
the core of the LEV as opposed to the lower Reynolds number case of 120, 
where such a feature was conspicuously absent.  In the latter case, axial flow 
is observed only over the rear two-thirds of the wing.  This suggests that even 
though the transport of excess vorticity into the wake is necessary for the 
stability of the LEV, such a transfer need not necessarily be achieved via the 
core.  One does wonder if the LEV is inherently stable at low Reynolds 
numbers due to viscous effects or if this stability arises through the complex 
interplay between other unknown mechanisms.   
 
2.1.3.3 Wing Rotation & Kramer’s Effect 
The LEV may be an integral tool in augmenting lift, but its efficacy is in 
general, limited to the translational phase of the wingstrokes when the wing 
travels at a high angle of attack.   Besides this, wing rotation has also been put 
forward as another source of lift enhancement.  During pronation and 
supination, the concurrent translation and flipping of the wing about the 
spanwise axis results in the breaking down of the Kutta condition.  This causes 
a temporary deviation of the rear stagnation point from the trailing edge, akin to 
the case of potential flow over an aerofoil at high angles of attack.  The 
presence of viscosity acts to restore the Kutta condition and in the process, 
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generates additional circulation around the wing.  Such a theory is known as 
Kramer’s effect. 
The espoused benefits of Kramer’s effect have been observed in several 
studies but its success hinges firmly on the exact timing of the wing rotation 
(see Bennett (1970), Dickinson et al. (1999), Sane and Dickinson (2001), 
Wang (2000b), Sane and Dickinson (2002), Sun and Tang (2002) and 
Ramamurthi and Sandberg (2002)).   Advanced wing rotation, i.e. if the wing 
flips before stroke reversal, has been found to be the most effective at 
increasing lift whilst delayed rotation results in negative lift.  Such a finding can 
be explained by the nature of the interaction between the additional bound 
circulation created through rotation and that due to translation.  If the 
interaction is constructive as in the case of advanced rotation, then an added 
component of lift results.  However, if they act to annul each other, then 
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Figure 7: Description of the effects of wing rotation.  (a) If wing rotation precedes stroke 
reversal, the result is the generation of additional lift.  (b) However, if wing rotation takes place 
after stroke reversal, then the force vector is reversed, culminating in negative lift.  The latter 
has been put forward as a possible maneuvering technique. 
 
Dickinson et al. (1999) initially hypothesized that this interaction could be 
attributed to the Magnus effect but this was overturned by Sane and Dickinson 
(2002) and Sun and Tang (2002), who suggested that Kramer’s effect provided 
a more applicable explanation.  They argued that the Magnus effect is based 
on the concept of a velocity (or pressure) differential between the top and 
bottom surfaces of bluff bodies, and is thus less relevant to wing shapes with 
surface singularities.  On the other hand, Kramer’s effect is established in 
explicit relation to the Kutta condition, and therefore makes it a more 
appropriate candidate for aerofoils or insect wings.   
The flip duration is another parameter which affects the magnitude of lift 
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Sun and Tang (2002) have shown that the shorter the flip duration, the higher 
the corresponding lift generated.  Assuming that the angle of attack before and 
after wing rotation is held constant for comparison, a shorter flip duration would 
imply a higher rotational acceleration.  This increased rotational acceleration 
has been widely believed to be the reason behind additional lift production. 
Perhaps the best proof that such techniques are indeed beneficial towards 
lift production would be to determine if they are widely employed by insects 
during free flight. 
 
2.1.3.4 Wake Capture  
Amongst all the established lift enhancing techniques, wake capture has by 
far been the most unique but undoubtedly equally controversial.   When an 
insect pronates or supinates and consequently reverses its wing direction, it 
encounters shed vorticity produced during the wake of the previous stroke.  
Like the term implies, wake capture refers to a mechanism where the insect is 
able to recapture this wake vorticity and draw on it to increase lift.  By virtue of 
this fact, the benefits of wake capture are only palpable after the first 
halfstroke.   
Dickinson (1994) was probably the first person to put forward the prospect 
of such a mechanism. During the translational phase, when the wing is 
assumed to travel at an almost constant but high angle of attack, the 
alternating growth of the LEV and TEV result in the formation of a Von Karman 
vortex wake.  He postulated that these two vortices entrain an inter-vortex 
stream which later acts to increase the effective freestream velocity 
encountered by wing when it reverses its direction (see figure 8).  However, he 
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cautioned that the viability of such a technique depended on parameters, viz. 
the rotational axis of the wing as well as the flapping frequency. 
 
 
Figure 8: Basic concept of wake capture as described by Dickinson, (1994).  The dotted lines 
represent the wing orientation after rotation.  The success of such a mechanism hinges largely 
on the flow conditions on the wing before rotation.  (a) If existing conditions are such that the 
inter-vortex stream is angled downwards, then no addition lift is produced.  (b) On the contrary, 
if it is angled upwards, then an enhancement in lift is expected. 
 
One imperfection of the above study is that the data was obtained from a 
two-dimensional wing model, thus neglecting any effects of three-
dimensionality in the flow.  In a following study, Birch and Dickinson (2003) 
conducted force measurements on a specially constructed three-dimensional 
model.  In order to isolate the aerodynamic influence of the wake, they 
subtracted forces generated during the first halfstroke, which is untainted by 
any wake interaction, from those produced in the fourth halfstroke, when the 
pattern of force generation and wake dynamics had reached a limit cycle.  
Their subtracted results showed the presence of a force peak at the beginning 
of the fourth downstroke and clearly demonstrate the positive effect of previous 
strokes on subsequent lift augmentation.  To further elucidate such a 
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mechanism, they employed digital particle image velocimetry (DPIV) to 
visualize the flow field in the vicinity of the wing.  Remarkably, they found that 
the vortical structures responsible for such a phenomenon were highly 
consistent and stereotyped.  The start of the upstroke till wing supination is 
marked by the growth of the LEV.  This continues till stroke reversal when both 
the LEV and a rotational starting vortex (RSV) are shed into the wake, forming 
a counter-rotating pair that directs a jet of fluid towards the underside of the 
wing at the start of the downstroke.  This jet of fluid has been associated with 
an increase in lift production.   
Taken together, the two pronged approach of this study lends credence to 
the feasibility of wake capture, although the current flow visualization results 
seem to offer an insight which differs greatly from the original explanation 
proposed by Dickinson (1994). 
Nonetheless, since the insect is unable to fully utilize such a mechanism 
during the initial stroke(s), it is then reasonable to assume that wake capture is 
at best, only a supplementary lift boosting mechanism.  However, though it 
may not be a vital tool in this respect, its attractiveness lies in its ease of 
application across insect diversity. 
 
2.1.3.5 Added Mass  
The concept of added mass is one which is frequently neglected due to the 
complexity of its nature and the difficulties which arise from quantifying it in 
isolation.  When an object accelerates in a fluid, a force has to be applied to 
move not only the body (body force), but also the fluid surrounding it.  The total 
force required can be thought of as equivalent to that needed to accelerate a 
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heavier body through vacuum.  This excess mass is known as the added 
mass.  The force needed to accelerate this additional mass is then defined as 
the acceleration reaction, G, which can be defined as (see Daniel 1984): 
αρ= − dUG V
dt
 (3) 
where α is the added mass coefficient, ρ is the density of the fluid medium, V is 
the volume of the body and U is the instantaneous velocity of the body.  
Equation (3) shows that the added mass force depends on the 
instantaneous acceleration of the flow, the mass of fluid displaced by the body 
as well as a size-independent coefficient, α.  In the inviscid context, this 
coefficient can be calculated and is dependent on the shape of the object and 
its orientation relative to motion (see figure 9). 
 
Figure 9: Plot of the theoretical added-mass coefficient as a function of the length to diameter 
ratio for spheroids (solid line) and elliptical cylinders (broken line).  The length refers to the axis 
parallel to the direction of motion whilst the diameter refers to the axis perpendicular to the 
direction of motion.  It should be noted that an infinite added-mass coefficient (for example if 
the diameter is zero) does not necessarily imply an infinite resistance to motion because the 
added-mass force is also dependent on the volume of the object.  In the limit of both the 
volume of the object and its added mass coefficient, the resulting added-mass force is a finite 
value (Daniel, (1984)). 
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Based on the foregoing discussion, three points deserve special mention.  
Firstly, though ideal flows are generally thought to be subjected to zero drag 
(D’Alembert’s paradox), this is only valid for those of a steady nature.  In the 
case where the body is subject to an acceleration or if the uniform velocity at 
infinity changes with time, the body is subjected to a net force.  This is 
manifested in the time-dependent term in the unsteady Bernoulli’s equation, 
which in essence creates an asymmetry in the pressure field but yet retaining 
the symmetry in the velocity field (see Marshall (2001)).  Secondly, the added 
mass coefficient is only amenable to calculation for inviscid flows, which admit 
no vorticity.  As such, it is not possible to determine its magnitude analytically 
in the case of real flows.  Finally, a clear line should be drawn between the 
concepts of the acceleration reaction and drag.  Whilst drag is usually a 
function of the body’s instantaneous velocity, it should be re-emphasized that 
the acceleration reaction depends on the object’s corresponding acceleration.  
Also, the negative sign in (3) implies that the acceleration reaction resists both 
acceleration and deceleration.  This is in contrast to drag which resists 
acceleration but supports deceleration. 
Given that a significant portion of the flapping and twisting motions of insect 
flight consist of reciprocal linear and rotational accelerations (and 
decelerations), one can safely conclude that the acceleration reaction plays a 
considerable role in the overall force production.  However, its intricate 
intertwining with aerodynamic drag hinders it from being estimated in isolation. 
 
The unsteady mechanisms described above are by no means an 
exhaustive list but they have undoubtedly aided scientists in assembling a 
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revised quasi-steady model of insect flight (see Sane and Dickinson (2002)).   
Comprehending insect wing aerodynamics has not exactly necessitated a 
paradigm shift in terms of mindset nor a total debunking of existing knowledge, 
but its fundamental operating principles are clearly different from those of 
aircraft theory.  One somehow gets the feeling that if this new wealth of 
knowledge is to be efficiently applied, it will probably require newfound intuition 
rather than blind modification of current methods. 
 
2.1.4 Aquatic Propulsion Vs Insect Flight 
Arguably, one basic difference between aquatic locomotion and insect flight 
is that the former usually does not require the analysis of lift production, hence 
the term aquatic ‘propulsion’.  Although lift production is generally the 
emphasis in insect flight since thrust requirements are typically only about 10-
20% of an insect’s weight (see Ellington (1999)), thrust is nevertheless still 
essential for forward flight.  However, in the case of most aquatic animals, the 
presence of the vestigial swim bladder allows it consummate control over its 
vertical movements by the use of buoyancy. 
Another subtler distinction, but of particular relevance to this study, is that 
the topic of oscillating aerofoils is only pertinent to a specific class of aquatic 
propulsion as opposed to being broadly applicable to insect flight.  This can 
probably be attributed to the fact that unlike insect wing motion which is fairly 
generic, the kinematics of aquatic propulsion cannot be succinctly described 
under a single model.   
To elucidate this further, one notes that the movements of an insect wing 
can be adequately depicted as continuous rotary wing oscillations in the 
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presence of an oscillating freestream.  This allows an immediate inference 
between the topic of oscillating aerofoils and insect flight as well as a 
discussion of the mechanisms that follow.  On the contrary, aquatic propulsion 
consists of two starkly different modes, namely that of jet reaction and 
undulatory motion.  In the subsequent sections, the significance of undulatory 
propulsion in relation to oscillating foils is discussed at length but the former 
mode, which is employed by organisms such as squids and jellyfish, has been 
excluded as it is beyond the scope of this discussion.  
 
2.1.4.1 Undulatory Propulsion 
The following section adopts a useful method of classification pioneered by 
Breder (1926) which sub-divides undulatory motion into 4 different modes: 
anguilliform, carangiform, thunniform and ostraciiform locomotion (see figure 
10).  To the casual observer, this method seems to categorize the different 
modes of undulatory motion in accordance with the extent of body movement; 
for example, at one end of the spectrum, anguilliform motion involves almost 
the undulation of the entire body, whereas ostraciiform motion involves merely 
the flapping of the tail fin.  However, upon closer inspection, the beauty of this 
scheme is that it can be extended to differentiate between other aspects of the 
motion such as the Reynolds number, the strength of the tail fin, thrust 
generation and even propulsive efficiency. 
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Figure 10: Diagram showing the different swimming modes as classified by Breder, (1926). 
 
2.1.4.1.1 Anguilliform Locomotion 
The term Anguilliform, derived from the family of Anguilla eels, is used to 
describe the mode of propulsion characterized by travelling waves of almost 
constant amplitude which progress from head to tail of the animal.   Such a 
mode is associated with organisms operating in the lower Reynolds number 
range of orders 10 and below (e.g. the cilia of microbiological cells) and is also 
commonly observed in most eels and certain species of fish, which swim at 
much higher Reynolds numbers.  Though the kinematics of such a motion is 
similar for both groups, the dynamics of their working principles are 
fundamentally different.  In the case of low Reynolds number swimming, the 
effects of friction are so pronounced that work is done primarily against the 
viscosity of the surrounding fluid.  This is the opposite in the latter group, 
where viscous effects are assumed to be negligible and thrust is generated on 
the premise of action and reaction, i.e. a body acquires a forward momentum 
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by pushing fluid rearwards.  Energy is needed to accelerate not only the body 
but also the surrounding medium (added mass or inertial effect).  A note here 
is made that the subsequent discussion on anguilliform propulsion excludes 
the analysis of low Reynolds number swimming which falls into the Stokesian 
realm of fluid mechanics. 
Wu (1960) attempted to simulate anguilliform propulsion by investigating 
the two-dimensional, potential flow of an infinitely thin, waving plate.  He 
formulated the problem by treating the plate as a flexible surface and solving it 
together with the linearized Euler equations.  His results showed that thrust 
generation is very much dependent on parameters such as the reduced 
frequency and the wave number (see section 2.1.4.2).  Motivated by similar 
intentions, Lighthill (1960) developed an inviscid, slender body theory that 
models a typical fish (see figure 11) as conducting displacements (z-axis) 
along the length of its body which are at right angles to the direction of 
locomotion (x-axis).  The entire flow field is then compounded of a constant, 
linear velocity of the fish (in a laboratory frame of reference, the freestream 
velocity) and the flow due to the transverse displacements.  The theory further 
assumes that the cross sectional area of the body changes only gradually 
along its length, hence the term ‘slender’ and that the flow field within each 
vertical (y-z) slice of fluid is two-dimensional.   His calculations revealed that 
the total energy available for mean thrust production arises from the lateral 
momentum shed by the trailing edge and the magnitude of this momentum in 
turn depends largely on the virtual mass of the trailing edge as well as the 
wave speed.  However, only a fraction of this total energy is available for thrust 
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production as some of it is lost through kinetic energy of the lateral 




Figure 11: Basic anatomy of a fish.  The x-axis is the direction of motion of the fish; the y-axis 
is the dorso-ventral axis and the z-axis (into the paper) describes the direction of the lateral 
movements of the fish (modified from Azuma, (1992)). 
 
Based on the above discussion, one realizes that the agility and flexibility of 
anguilliform locomotion comes at a price of reduced propulsive efficiency.  In 
particular, the bodies of fish and eels which employ such a mode of swimming 
usually have bodies that taper towards the end.  This implies that the total 
energy available for thrust production is greatly diminished.  Furthermore, the 
undulatory motion which extends from head to tail suggests that a large portion 
of energy is lost through these transverse displacements.  On the back of such 
findings, Lighthill (1960) proposed that the mere restriction of the transverse 
displacements to the rear section of the body could be a simple means of 
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2.1.4.1.2 Carangiform Locomotion 
In this mode of propulsion, the body is seen to remain almost rigid, with 
transverse waves of increasing amplitude restricted to the posterior section of 
the body.  These waves typically emanate from the latter half or third of the 
body and pass backwards to the tail.  Fishes which employ such a swimming 
method are usually fast swimmers and possess large, swept back caudal fins.  
An interesting observation that can be made is that the salient features of such 
a configuration appear to have been positioned such that they precisely 
circumvent the drawbacks of anguilliform motion.  This has led scientists (see 
Lighthill (1969)) to believe that carangiform motion is nature’s response to 
efficiency augmentation.   
However, the simplicity of these geometric and kinematic differences 
conceals the relative complexity of the ensuing dynamics.  One notes that the 
constant amplitude of the transverse displacements in anguilliform motion 
implies that any side forces generated are only of a transient nature and cancel 
themselves out when averaged over an entire cycle.  This is as opposed to 
carangiform propulsion where the restriction of these motions to the posterior 
region means that there is no complete wavelength apparent at any point in 
time (see Cheng et al. (1991)).  In a separate study, Lighthill (1970) pointed out 
that the side forces generated by such a wave pattern would necessitate the 
existence of a ‘recoil’ effect which is largely undesirable from the viewpoint of 
efficiency.  Using other morphological characteristics specific to carangiform 
motion as a guideline, further calculations supported a two pronged approach 
aimed at correcting this anomaly.  This involved either minimizing the side 
force or reducing the recoil.  Since the side force was found to be significant in 
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areas where there is an abrupt increase in the wave amplitude, reducing the 
mass and cross sectional area in this region would therefore reduce the 
magnitude of the side force.  Alternatively, if the mass of the body could be 
sufficiently large and so disposed that a large virtual mass of water is drawn 
into participation in its transverse movements, this would reduce the recoil for a 
given side force and improve efficiency.  Evidence for the former is clearly 
seen in fishes employing carangiform motion, manifested in a narrow necking 
of the region just anterior of the caudal fin, which is associated with a rapid rise 
in wave amplitude.  In addition, such fish usually possess elongated, laterally 
compressed (z-axis) bodies, in line with the latter approach. 
In more recent times, a synergistic combination of non-intrusive 
experimental techniques and highly efficient computational algorithms has 
been the key to breaking further ground in the understanding of aquatic 
propulsion.  The former has allowed scientists a glimpse of the kinematics of 
aquatic vertebrates in its most primordial and realistic form, whilst the latter 
permits the replication and scrutinizing of these motions. 
One of such intriguing discoveries, which is perhaps most applicable to 
carangiform swimmers, is that these creatures are extremely adept at vorticity 
control.  Studies by Wolfgang et al. (1999) and Zhu et al. (2002) have shown 
that certain species of fish like the giant danio and tuna, have the ability to 
utilize their caudal fin to manipulate vortices shed by both the anal and dorsal 
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2.1.4.1.3 Thunniform Locomotion 
Thunniform or lunate-tail locomotion is a third mode of swimming which is 
sometimes loosely considered as carangiform motion in certain literature due 
to their vast similarities.  Species of fish within this category, for example the 
sharks, marlins and swordfish, are usually the fastest of their kind and the most 
efficient.  A striking feature that makes for easy identification is their crescent 
shaped caudal fins, hence the term ‘lunate-tail’.  These fish usually possess 
stiffer joints and hence have even more restricted motion than their 
carangiform counterparts.  Mobility is confined mainly to the region just anterior 
of the peduncle and extends right down to the caudal fin.   
This has led to researchers like Chopra (1974), James (1975) and Lan 
(1979) simulating such a motion by investigating the flow past a rigid aerofoil or 
plate of finite aspect ratio in heaving and/or pitching motion (see figure 12).  Of 
course, such an arrangement would be equivalent to the fish rolled on its side 
through an angle of 90º.  (A brief mention is made here that the topic of 
heaving and pitching aerofoils has also traditionally been one of interest to 
aerodynamicists and hence will be discussed in greater depth in section 
2.1.5.2). 
 
Figure 12: The resemblance of thunniform motion to a heaving and pitching wing (taken from 
the webpage of the National Maritime Research Insitute (NMRI) in Japan 
http://www.nmri.go.jp/eng/khirata/fish/general/principle/index_e.html). 
 
In his work, Chopra made use of an oscillating vortex sheet with both 
streamwise and spanwise components (see figure 13), shed behind the body 
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to investigate the effects of aspect ratio, reduced frequency and location of the 
pitching axis on thrust generation and propulsive efficiency.  His results can be 
summarized as follows: a lower aspect ratio led to a decline in the thrust 
coefficient; an increase in the reduced frequency was accompanied by a 
corresponding drop in efficiency; higher feathering parameters (see section 
2.1.4.2) were associated with higher efficiencies but lower thrust coefficients, 
and the further downstream the pitching axis, the higher the thrust coefficients.   
 
Figure 13: Concept of an oscillating vortex sheet as used by Chopra, (1974).  Taken from 
Childress, (1981). 
 
A few points deserve discussion: indeed, if a higher aspect ratio implies an 
enhancement in thrust generation, then this could be a plausible reason for the 
large spans of lunate-tails.  As one may recall, in accordance with Lighthill’s 
slender-body theory, an increase in the span of the caudal fin is a method of 
achieving higher thrust generation.  However, Lighthill (1969) pointed out that 
structural difficulties might impose a limit on increasing this indefinitely.  If one 
hypothesizes that having a curved tail is a means of evading such structural 
problems, then it may very well be that the lunate tail is yet another 
morphological advancement in the evolution process.  Next, though Chopra’s 
findings support the placing the pitching axis far downstream so as to achieve 
higher forward speeds, such a conclusion should be viewed with caution.  
Early analysis of the lunate tail motion was mostly based on the assumptions 
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of invisicid flow and that the amplitude of any displacements remains small.  In 
reality, large amplitude movements in a viscous fluid can lead to possible flow 
separation fore of the pitching axis and this may instead act to decrease thrust 
production drastically. 
One notes that Lighthill’s slender body theory, which requires that the flow 
field is two-dimensional within every vertical slice of fluid, becomes 
inappropriate in the context of a lunate tail.  This could probably have been one 
of the reasons why researchers like James (1975) and Lan (1979) opted to use 
modified forms of Prandtl’s lifting line theory to conduct their calculations.  
Amongst others, Lan’s investigation on the effect of the phase angle between 
heaving and pitching is particularly insightful.  He found that for high propulsive 
efficiency, the phase angle between the two motions should be a positive 90º, 
i.e. with the pitching motion leading the heaving motion.  Surprisingly, 
computational experiments conducted by Wang (2000b) on the hovering 
motion of an insect wing also lend support to such a finding.  In such a 
configuration, Lan argued that the pitching velocity negates the heaving 
velocity at the leading edge hence reducing the probability of leading edge 
separation.  However, this increase in efficiency comes at the expense of lower 
thrust production.  He further drew inspiration from the paired wings of 
dragonflies as a novel way of realizing both high thrust production and 
propulsive efficiency.  By imposing a phase difference between a pair of wings, 
one placed in front of the other, he found that the hindwing was able to extract 
energy from the wake of the forewing, thus enhancing the efficiency of the 
overall system. 
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In addition, other researchers such as Chopra and Kambe (1977) have 
chosen to focus on the effect of geometric variations such as sweepback angle 
and tapering.  Their results showed that at values of feathering parameters 
common to most aquatic animals, swept back and tapered wings show 
improved thrust generation but lower propulsive efficiency.  Likewise, Cheng 
and Murillo (1984) and Karpouzian et al. (1990) used asymptotic theory (see 
Ashley and Landahl (1965)) and modelled a wing as an exact replica of a 
lunate tail and found that such a planform is indeed more efficient than the 
proverbial swept back caudal fin. 
 
2.1.4.1.4 Ostraciiform Locomotion 
The ostraciiform mode of swimming is the most inflexible of the four, in that 
the entire body remains stiff, with virtually no lateral movements and motion is 
solely restricted to the caudal fin.  However, unlike the first three modes of 
swimming which are in essence, improvements over each other in terms of 
propulsive efficiency and speed, ostraciiform swimmers are well known to be 
poor in both aspects.  Boxfish, puffers and suckerfish are all occupants of this 
category.   
In spite of its poor hydromechanical performance, a brief mention of 
ostraciiform locomotion still remains befitting for two reasons: its gross 
simplicity makes it an attractive candidate in biomimetics and secondly, the 
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The above discussion on the different modes of swimming demonstrates 
the impeccable ability of nature to provide simple answers to seemingly 
complex problems.  Though it may seem from a macroscopic perspective that 
there is no single, best mode, but yet amazingly, the choice of kinematic 
parameters within each class seem to be optimized to suit their respective 
requirements.  For example, Cheng et al. (1991) found that the reduced 
frequencies employed by anguilliform swimmers are optimal for reducing three-
dimensional effects such as induced drag, due to the formation of tip vortices 
of alternating sign.  Similarly, empirical data gathered by Triantafyllou et al. 
(1993) provides evidence for the fact that most fish are able to swim at 
Strouhal numbers that correspond to the regime of maximum stability of the 
reverse Von Karman jet-like wake.  In their work, they verified that such 
exploitation results in vastly enhanced propulsive efficiency. 
 
2.1.4.2 Dimensionless Kinematic Parameters 
The kinematic parameters commonly found in literature include, the 
Reynolds number, reduced frequency, Strouhal number, feathering parameter 
and the propulsive efficiency.   
The Reynolds number is defined as: 
υ=
UlRe  (4) 
where U is the mean, forward velocity of the aquatic animal, l is a characteristic 
length scale, usually taken to be either the length of an entire fish or just the 
tail per se, and ν is the viscosity of the surrounding fluid medium.  The 
Reynolds number of most aquatic creatures generally lies between the range 
of 103-105 based on body length, but can rise up to as high as 108 for rapid 
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cetaceans (see Wu (1971)).  Notably, the Reynolds number of most fish can 
actually span a few orders over its entire life cycle. 
The reduced frequency is defined as: 
U
lω
=κ  (5) 
where ω is the angular frequency of oscillation in rad/s, l and U are as stated 
above.  Most fish operate at reduced frequencies of about 10, based on body 
length, and this figure drops to around 1 if the tail fin is used as the length 
scale (see Lighthill (1969)).  Wang (2000a), in her study on a heaving aerofoil, 
claimed that the reduced frequency is the principal parameter in determining 
the shedding of the LEV. 
The Strouhal number is a non-dimensionalized frequency commonly 
associated with studies on heaving aerofoils.  It is defined as: 
U
hω
=St  (6) 
where h is usually taken to be either the amplitude of the heaving axis, or the 
width of the wake as measured relative to the excursion of the trailing edge of 
an aerofoil, and the remaining terms, ω and U are as earlier defined.  As earlier 
mentioned, a study by Triantafyllou et al. (1993) found that a large variety of 
fish operate within a Strouhal’s number range of 0.25-0.35, presumably to 
optimize thrust production and increase efficiency.   
The feathering parameter, χ, first proposed by Lighthill (1969), is a measure 





ω=  (7) 
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where θ is the angular pitching amplitude.  In that piece of work, he worked out 
that χ should be less than 1 for positive thrust but close to 1 for optimum 
efficiency. 
The final parameter, propulsive efficiency is presented here as it is 
commonly mistaken for mechanical efficiency.  In simplest terms, the 
propulsive efficiency is a ratio of the useful power output (thrust) to that of 
power input.  It is defined here as: 
P
TU=η  (8) 
where T is the thrust generated and P the total power input. 
 
2.1.5 Aerodynamic Applications and MAVs 
Having seen the significance of unsteady aerofoil motion in relation to 
insect flight and aquatic propulsion, one gathers that drawing lessons from 
nature is usually never straightforward, especially when it comes to formulating 
new theories and understanding certain phenomena.  Yet on the other hand, 
from a philosophical perspective, one should perhaps be thankful that nature 
has kindly presented us with the answers and left behind the relatively simpler 
task of uncovering the explanations.   
The current section takes a closer look at the study of unsteady aerofoils 
with respect to conventional aerodynamic applications as well as its relevance 
to MAVs.  The review is divided into 3 sub-sections: the first deals with the 
topic of impulsively started aerofoils, followed by the subject of aerofoils in 
heaving motion, and finally ends with a discussion on aerofoils in pure rotary 
oscillation, the main focus of this study. 
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2.1.5.1 Impulsively Started Aerofoils at Fixed Incidences 
Bearing in mind that this study also involves a flow field that is impulsively 
started, the above topic therefore serves as a good reference point as it 
represents the limit of the reduced frequency as the oscillation frequency 
approaches zero.   
Just as with insect flight, recent interest in impulsively started aerofoils at 
incidences in excess of the separation angle has been centered on delayed 
stall and the role of the LEV in this phenomenon.  In a theoretical study, 
Saffman and Sheffield (1977) found that the two-dimensional, potential solution 
of a wing with a free line vortex standing over various positions of its upper 
surface predicted high levels of lift, especially when the vortex was located 
near the leading edge.  However, a stability analysis of this flow revealed that 
there were no stable locations for this vortex at the leading edge, thus 
providing further evidence that such an augmentation in lift is only of a 
transient nature.  Similarly, a numerical study by Katz and Yon (1996) on an 
impulsively started NACA 0015 aerofoil, at 10° incidence, using a time-
accurate solution of the incompressible, laminar Navier-Stokes equations, 
revealed large, initial lift values which can be seemingly attributed to the 
presence of a large, bound LEV that develops soon after the impulsive start.  
As predicted, any lift overshoot is only temporary and subsides as the flow 
develops into a periodic Von Karman vortex street.  Matching observations 
have also been made by Lugt and Haussling (1974) and Wang (2000a).  In 
particular, Lugt and Haussling made use of a finite difference scheme to 
investigate the flow field of an aerofoil at a 45° angle of attack.  Their numerical 
solutions are indicative of an almost steady state solution for Reynolds 
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numbers less than 30, and the existence of a transient period of lift overshoot 
for the case when the Reynolds number is 200. 
 
2.1.5.2 Heaving Aerofoils 
An aerofoil in heaving motion represents one of the earliest proposed 
unsteady mechanisms for lift generation.  In independent studies, both Knoller 
(1909) and Betz (1912) perceived that an aerofoil at zero incidence in a 
freestream was capable of producing both lift and thrust if it was subjected to a 
transverse heaving motion.  They claimed that such a modification alters the 
effective angle of attack (see figure 14) and under certain conditions, yields a 
thrust producing jet-like wake.  Katzmayr (1922) was the first to provide 
experimental evidence for such an occurrence.  In a theoretical study based on 
an inviscid model, Garrick (1936) proved that an aerofoil in sinusoidal heaving 
motion generates thrust over the entire frequency range but the propulsive 
efficiency on the other hand, is inversely related to the frequency, and reaches 
an asymptotic maximum as the frequency approaches zero.  As earlier 
mentioned, aquatic propulsion studies conducted by Lighthill (1970), Chopra 
and Kambe (1977) and Lan (1979) have also pointed to the existence of such 
a tradeoff between efficiency and thrust generation.   
    
 
 42
Chapter 2 Literature Review 
 
Figure 14: Due to its relative orientation to the freestream, a heaving aerofoil is 
able to generate thrust (Jones et al. (1998)).  Z(t) is the heaving function whilst 
h denotes the heaving amplitude. 
 
DeLaurier and Harris (1982) performed experiments on a heaving and 
pitching wing within a Reynolds number and reduced frequency (defined as in 
section 2.1.4.2) range of between 25000-40000 and 0.05-0.15 respectively.  
Unlike Garrick’s theory which suggests that the thrust coefficient varies with 
the square of the reduced frequency, their results indicated that it only varies 
directly with the first order of the reduced frequency.  Though they were unable 
to measure the propulsive efficiency due to certain experimental constraints, 
the above implies that the optimum value of the reduced frequency could be a 
positive, nonzero value.  It is also worthwhile to note that though such a motion 
displays an augmentation in thrust in comparison with the steady state 
solution, its performance may also be limited by the prevalence of a turbulent 
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Figure 15: Two possible wake regimes of a heaving aerofoil.  (a) Drag-
indicative Von Karman vortex street.  (b) Reverse Von Karman vortex street 
associated with thrust production (Yang et al. (2003)). 
 
Flow visualization studies by Freymuth (1988) and Yang (2003) have found 
that an aerofoil executing low frequency heaving motions produces a drag-
indicative Von Karman vortex wake (see figure 15), thus disproving Garrick’s 
linear inviscid theory.  However, the pattern is reversed at higher frequencies 
to yield a thrust-producing jet, in agreement with the theory.  A study by Jones 
et al. (1998) also illustrated that a heaving motion alone does not guarantee 
thrust production, but that additionally, the heaving frequency has to be above 
a certain threshold value.  Interestingly, though their experimental results when 
compared to those of an inviscid panel code simulation, showed deviation at 
lower frequencies (expectedly due to the reason mentioned above), they were 
generally in good agreement at higher frequencies.  This suggests that thrust 
production at higher frequencies may primarily be an inviscid phenomenon.  In 
addition, they found that higher Strouhal numbers gave rise to asymmetric, 
deflected wake structures, indicative of both mean lift and thrust production 
(see figure 16). 
 44
Chapter 2 Literature Review 
 
Figure 16: Deflected wake profile indicative of both lift and thrust production.  
(a) Inviscid panel code results.  (b) Image from dye visualization experiment 
(Jones et al. (1998)). 
 
Anderson et al. (1998) found that propulsive efficiencies as high as 80% 
could be achieved if pitching is employed in tandem with the heaving motion.  
By modelling the wake as a narrow band amplifier, they postulated that 
amplified frequencies which give rise to the maximum stability of a jet-like 
wake would therefore be the most efficient in terms of thrust generation.  
Beyond that, the propulsive efficiency could be increased even further through 
the proper manipulation of the LEV.  They argued that pitching introduces the 
possibility of allowing the LEV to constructively merge with the vortices 
emanating at the trailing edge to form an even stronger reverse Von Karman 
street.  A computational study by Lewin and Haj-Hariri (2003) also emphasized 
the importance and influence of the LEV on the resulting wake structure. 
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One problem arising through the introduction of a sinusoidal pitching motion 
is that the effective angle of attack is no longer sinusoidal.   This has been 
thought to cause degraded efficiency.  In order to correct this problem, Read et 
al. (2003) expanded the heaving function using a power series and found that 
implementing such a modification produced much higher thrust coefficients at 
high Strouhal numbers. 
 
2.1.5.3 Pitching Aerofoils 
Unsteady, linearized, aerodynamic theory of thin oscillating aerofoils was 
developed by Glauert (1929) as well as Theodorsen (1935) who independently 
predicted that, for an oscillating wing in inviscid flow, there would exist a thrust, 
generated by a shedding vortex ‘jet’, which carries the momentum backward 
with respect to the wing.  In addition, the theory also predicts that the solutions 
of an oscillating aerofoil are in fact, simple functions of those of their classical 
steady state counterpart.   
In the past two decades, studies have shown that a pitching aerofoil also 
displays features of delayed or dynamic stall akin to that observed during the 
early flows over a fixed incidence aerofoil.   By virtue of the fact that it can be 
employed as an active method of lift enhancement, aerodynamicists have 
been quick to spot its potential in enhancing aircraft maneuverability and 
agility.  As such, recent research has been focused on elucidating the 
relationship between a pitching aerofoil and the phenomenon of dynamic stall.  
A review of the extensive literature on pitching aerofoils revealed the 
pitching amplitude, pitching rate or reduced frequency, location of pitching axis 
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and compressibility effects as being the main parameters governing the flow 
characteristics. 
Koochesfahani (1989) examined the flow patterns in the wake of a NACA 
0012 aerofoil pitching at small amplitudes of less than 5˚ and varying 
frequencies of up to 6 Hz (see figure 17).  He found that small perturbations in 
both the amplitude and frequency had a significant effect on the structure and 
development of the wake vortices.  In addition, he also observed the existence 
of an axial flow in the cores of the wake vortices which imply a three 
dimensional element in the flow field even though the wake is generated as a 
result of two dimensional motions of a two dimensional aerofoil.  His results 
seem to suggest that the magnitude of this axial flow follows a linear 
dependence on the oscillation amplitude and frequency.   
Visbal and Shang (1989) conducted a numerical study on the flow 
structures around a pitching NACA 0015 aerofoil so as to investigate and 
identify the main parameters affecting the phenomenon of dynamic stall.  By 
varying parameters like the reduced frequency as well as the location of the 
pitching axis, they found that for a fixed location of the pitching axis, increasing 
the reduced frequency resulted in a delay of the formation of the leading-edge 
vortex.  Similar observations were also seen in both experimental and 
numerical studies conducted by Helin and Walker (1985), Visbal (1989), Shih 
et al. (1992) Guo et al. (1994) and Choudhuri and Knight (1996).  
 47
Chapter 2 Literature Review 
Flow Direction 











 (b) Ampli. of oscillation = 4 deg, Freq. of oscillation = 1.85 Hz 
(c) Ampli. of oscillation = 2 deg, Freq. of oscillation = 4.0 Hz 
(d) Ampli. of oscillation = 2 deg, Freq. of oscillation = 5.0 Hz 
(e) Ampli. of oscillation = 2 deg, Freq. of oscillation = 6.0 Hz 
 Flow visualization of a NACA 0012 aerofoil in small-amplitude periodic pitch about 
ord.  Flow is from right to left (Koochesfahani, (1989)). 
tailed numerical examination of the two dimensional, unsteady, 
dge separation on a pitching NACA 0012 aerofoil as well as the 
g formation of the LEV conducted by Choudhuri et al. (1994) traced 
ce of the leading-edge vortex to a pair of critical points (center and a 
hich first appear in the flow field at a relatively low angle of attack.  
ary recirculating region was observed to be followed by the formation 
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of a secondary recirculating region of an opposing sense, as well as a tertiary 
recirculating region of the same sense.   
Ohmi et al. (1990,1991) performed an extensive flow visualization study of 
the effect of parameters such as the reduced frequency and angular amplitude 
on the flow field of an oscillating aerofoil.  The reduced frequency had a more 
pronounced effect on the evolving flow structures as compared to other 
parameters like the angular amplitude.  In addition, they found that the flow 
field of an oscillating aerofoil at low reduced frequencies is very similar to that 
of an aerofoil in static stall whilst at higher frequencies, the flow is primarily due 
to the rotational motion of the wing.  Computational studies by D’Alessio et al. 
(1999) and Akbari and Price (2000) have shown good agreement with the 
above. 
Although the scope of this project is limited to the subsonic regime, it is also 
interesting to note that the effects of compressibility on the flow field of a 
pitching NACA 0012 aerofoil have also been numerically studied by Guo et al. 
(1994) and Sankar and Tassa (1980).  Their results show that at low reduced 
frequencies, increasing the Mach number has the effect of inhibiting the 
formation of the LEV.  On the contrary, at higher reduced frequencies, such an 
increase serves to hasten its formation.  However, the relationship between the 
LEV and lift production seems unclear.  Investigations conducted by Lorber 
and Carta (1988) and Chandrasekhara et al. (1992) seem to indicate that the 
suction levels attained on the wing are inversely correlated with the Mach 
number.  In particular, Lorber and Carter (1988) found that suction levels 
observed under incompressible conditions could not be achieved at higher 
Mach numbers. 
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2.2 Particle Image Velocimetry 
Particle Image Velocimetry (PIV) is the experimental technique used in the 
present investigation.  Given its ability to produce instantaneous velocity data 
within a specified plane, PIV has gained immense popularity not only as a 
visualization tool but also as a means of obtaining instantaneous quantitative 
velocity data.  This has in turn driven extensive research into this methodology 
both in terms of its fundamental operating principles as well as optimization 
techniques.  As such, the author finds it fitting to devote another section to the 
review of this relatively nascent topic. 
 
2.2.1 Background Summary 
PIV allows instantaneous velocities within the visual field to be obtained 
using the simple equation: 
Time
cetanDisSpeed =  (9) 
In other words, the distance travelled by each particle suspended in the 
flow is measured and divided by a small, pre-determined time interval to get 
the velocity vectors.  These particles are physically added to the flow prior to 
measurement.  In order to detect the movement of these particles, a light sheet 
of high intensity is used to illuminate the flow field.  The light sheet, which is 
generated by a LASER, is pulsed to produce a stroboscopic effect, with each 
pulse 'freezing' the position of all the particles within the flow.  The time interval 
between each pulse is usually in the order of milliseconds whilst the duration of 
each pulse is in the order of nanoseconds, which is sufficiently short a time to 
‘freeze’ the particles. 
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A Charge Coupled Device (CCD) camera, placed at right angles to the 
laser sheet, is then used to capture the resulting image from each laser pulse.  
Both the laser and camera must be synchronized so that particle positions at 
the instant of light pulse number X are registered on frame X of the camera, 
and particle positions from pulse number X+1 are on frame X+1 of the camera. 
The camera images are divided into rectangular grid regions termed 
interrogation areas (IA), and for each IA, the images from two consecutive 
laser pulses are correlated to produce an average particle displacement 
vector.  The displacement vectors from each IA are then divided by the interval 
between the two pulses to get the raw velocity vectors. 
 
2.2.2 Methods of Analysis: Cross Correlation 
Laser Speckle Velocimetry (LSV) was probably one of the earliest modes of 
PIV techniques.  Broadly speaking, in such a system, the concentration of the 
particles within a flow field is made so high that the light scattered by the tracer 
particles results in overlapping particle images in the image plane.  The 
random phase differences between the images of individual randomly located 
particles create random interference patterns commonly known as laser 
speckle.  The local speckle pattern is the superposition of the images from a 
local group of particles, and as such, it moves along with this group of 
particles.  Analysis of such fields was done by a technique known as Young’s 
fringe method of interrogation (see Adrian (1991)).  However, analysis using 
such opto-mechanical techniques was usually very tedious and presupposed a 
high level of accuracy in the measurements. 
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 The use of high spatial resolution recording media such as photographic 
film or hologram plates soon followed and they acted as excellent 
complements to existing technology at that time.  Furthermore, analysis was 
no longer done on groups of particles but rather, on individual particles. 
Nevertheless, the main drawbacks of such media were that of limited 
storage capacity as well as the lack of a method to conduct on-line checks of 
recorded images. 
Willert and Gharib (1990) were the first to demonstrate the possibility of 
utilizing CCD cameras to ‘digitalize’ PIV.  Since then, two commonly used 
statistical correlation techniques have been established for analysis of 
recorded images, namely auto correlation and cross correlation.  
The main difference between the two techniques is that auto correlation is 
used when each image pair created by both the laser pulses are registered on 
one single frame whereas cross correlation is used when an image pair is 
captured on two successive frames.  Auto correlation techniques were 
primarily employed during the early stages of development of digital PIV due to 
the fact that older cameras were not fast enough to acquire successive light-
sheet pulses on separate frames.  However, advancements in camera 
technology have aided in overcoming this impediment. 
The main advantage of having two separate frames is that the initial and 
final particle positions are segregated and identified beforehand and this 
excludes the possibility of particles within the same frame being correlated with 
themselves.  Above all, cross correlation is free of the inherent directional 
ambiguity present in auto correlation.  This has numerous effects on factors 
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such as the seeding density and the size of the interrogation area, which shall 
be discussed in greater detail in the following sections. 
In general, provided a flow is present, an average spatial shift of particles is 
observed from one interrogation sample to its counterpart in the second 
camera image.  This spatial shift may be described as an image transfer 
















Figure 18: Signal-processing model describing the fundamental principle of PIV. 
 
The function f(m,n) represents the light intensity within that particular IA 
recorded at time t, whilst the function g(m,n) represents the corresponding light 
intensity of the same IA at time t+∆t.  The entire process is complicated by the 
presence of noise, one source of which is particles moving out of their original 
IAs or new particles entering different IAs. 
Cross correlation is essentially the means of determining this image 
transfer function with the cross correlation function given by 
)]n,m(g),n,m(f[E)n,m(fg =  (10) 
High cross correlation values are observed when many particles within 
each of the IAs match up with their corresponding spatially shifted ‘partners’ 
(true correlations) as opposed to small cross correlation peaks, which are 
observed when particles match up with ‘wrong’ particles (random correlations).  
Missing initial or final particles (noise) as mentioned above do not contribute to 
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true correlations but they do contribute to the random correlations, and this 
results in a reduction in the signal to noise ratio. 
Nevertheless, when the number of matching pairs are sufficiently large, the 
highest correlation peak can be considered to represent the best match 
between the two respective light intensity functions and the position of the 
peak in the correlation plane can then be considered to be the average 
displacement vector corresponding to the investigated IA. 
Henceforth, most of the advancements in PIV analysis have been centered 
upon cross-correlation techniques and their use has even been extended to 
the investigation of 3-dimensional vectors in a plane through stereoscopic 
approaches or 3-dimensional vector fields using holographic approaches. 
 
2.2.3 Seeding Density and Seeding Type 
Since the accuracy of the average displacement vector for each IA 
depends very much on the number of matching pairs, probability suggests that 
one way to increase the accuracy of the results obtained is to ensure that the 
seeding density is sufficiently high. 
Monte Carlo simulations conducted (see figure 19, FlowMap Users Guide, 
Dantec Corp., Chapter 4) show that too low a seeding density creates a zero-
bias in the displacement vectors, and based on the results of these simulations 
it is recommended that for cross correlation, at least 5 particles are needed for 
each IA. 
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Figure 19: Results of Monte Carlo simulations done on the effect of seeding density on 
measured displacement in pixels (FlowMap Users Guide, (1994)). 
 
Having said that, particles chosen to ‘seed’ the flow must also satisfy the 
basic conditions of typical tracer particles such as having neutral buoyancy in 
the test fluid; being small enough to track the flow accurately as well as having 
the ability to scatter enough light such that the CCD camera is able to detect 
them. 
 
2.2.4 Spatial Resolution and Interrogation Areas (IAs) 
The spatial resolution of the flow is essentially reliant on the actual spatial 
scale of the flow field represented by 1 pixel on the CCD array.  In other words, 
it depends on the reproduction ratio of the lenses used (image magnification 
factor) as well as the size and resolution of the CCD array.   
Since only 1 average particle displacement vector (viz. velocity vector) is 
computed for each interrogation area (IA), this means that the chosen size of 
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each IA should be smaller than the smallest spatial scales one wishes to 
analyze within the flow.  Furthermore, since each displacement vector is 
supposed to constitute an average value of all the particles within one IA, it is 
therefore essential that the flow within each IA should also be homogeneous.  
Going by the above arguments, each IA should ideally be as small as possible.  
However, with smaller IAs, there is a higher possibility of particles moving out 
of the IA if the dynamic range is too large. 
A balance between the dichotomy is suggested by choosing an IA of 32 
pixels by 32 pixels for cross correlation, and at the same time limiting the 
maximum displacement of the flow field to no more than 25% of the length of 
the side of the IA (see FlowMap Users Guide, Chapter 4).  This maximum 
displacement in turn dictates the duration between the laser pulses. 
The IA size is therefore related to the spatial resolution since it establishes 
the absolute size of the IA on a physical length scale. 
 
2.2.5 Measurement Uncertainty of PIV Results 
 The measurement uncertainty of PIV experiments, depicted as additive 
noise in figure 18, is commonly categorized into systematic and random errors.  
The former refers to errors which are the result of any inadequacies arising 
during the entire experimental process that can be detected and consequently 
removed through the modification of existing procedures or the adopting of 
various precautionary measures.  Random errors, on the contrary, are those 
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2.2.5.1 Sources of Systematic Errors 
From a categorical perspective, systematic errors may be introduced into 
the measurements either during the recording process or during the 
processing of the raw images.  Here, such a chronological distinction is taken 
to imply that any measurement uncertainty introduced during the recording 
process cannot be suitably removed during the processing of image data and 
vice versa.   
One of the common sources of systematic errors occurs during the initial 
recording process due to insufficient illumination or seeding density, in-plane 
and out-of-plane loss of pairs or inadequate particle size.  As mentioned in the 
previous sections, insufficient seeding reduces the statistical probability that an 
IA is homogeneous and thus creates a zero bias in the resulting correlation 
peak.  Insufficient illumination or in-plane and out-of-plane loss of pairs may 
result in broadened correlation peaks and reduced peak amplitudes which in 
turn increase the probability of an invalid displacement vector since the 
correlation peaks may be hidden in noise.  In order to minimize out-of-plane 
loss of pairs, the rule-of-thumb is to ensure that the maximum out-of-plane 
displacement is limited to less than 30% of the laser sheet thickness.  This of 
course assumes some prior knowledge of the flow field.  A paper by 
Westerwheel (1997) showed that the particle size diameter should be about 2 
pixels for optimal accuracy of the location of the displacement-correlation peak.  
Any further increase did not translate into a reduction in measurement 
uncertainty. 
In addition, systematic errors can also be introduced during the processing 
stage due to an inappropriate selection of IA overlap or peak estimator.   
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One of the common methods employed to improve spatial resolution is to 
have overlapping interrogation areas.  However, the Nyquist criterion limits this 
to no more than 50%; any additional overlap will lead to an aliasing of the 
measurement.  This can be explained as follows: since the size of each IA 
represents at least the smallest length scale within the flow, this implies that 
the reciprocal of the size of each IA can be taken to be the spatial frequency of 
the signal to be measured; whilst the reciprocal of the distance between each 
IA represents the spatial sampling frequency.  Taking into account the Nyquist 
cutoff frequency criterion, this indicates that for meaningful results to be 
obtained, half the sampling frequency should be more than or at least equal to 
the frequency of the signal to be measured.  This therefore limits the maximum 
overlap to 50% of the size of each IA.   
In order to locate the position of the correlation peak to subpixel accuracy, 
a suitable peak estimator has to be applied to the data.  Common choices 
include the Gaussian estimator, parabolic estimator and the centroid estimator.  
Since particle images can be roughly estimated by a Gaussian intensity 
function and coupled with the fact that the product of two Gaussian functions 
yield another Gaussian function, the Gaussian estimator is a popular choice 
within PIV literature.  However, each of these estimators is particularly 
susceptible to introducing errors into the measurements depending on the 
nature of the image data.  For example, the Gaussian peak fit leads to the 
displacements being biased towards integral values when particle image 
diameters become too small; such a phenomenon is termed ‘peak-locking’.  
On the other hand, broad correlation peaks which may be the product of large 
image diameters also result in an increase in measurement uncertainty.  In 
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such instances, the centroid or parabolic estimator may prove to be a better 
choice. 
 
2.2.5.2 Random Errors 
Since the nature of random errors are such that they remain as an inherent 
uncertainty even after the removal of all systematic errors, one of the ways to 
eliminate such random quantities is to conduct some form of ensemble or 
phase averaging.  This implies that this method can only yield time-averaged 
or phase-averaged velocity fields as the fluctuating components will be 
cancelled out together with the random errors.  Meinhart et al. (2000) 
investigated the effects of three such different PIV algorithms with the objective 
of determining the characteristics of each method and its appropriate 
applications.  The three algorithms differed essentially in the quantities used to 
obtain the averaged data.  More specifically, the effects of using the 
instantaneous velocity vectors, the intensity distribution of the raw images, and 
the correlation functions respectively for the averaging operation were 
compared.  At first glance, the disparity between using these different 
quantities may seem trivial since they are merely different data forms obtained 
during the various stages of the entire experimental process.  However, their 
study showed that the most optimal method would be to use the correlation 
functions as the averaging quantity; if the instantaneous velocities are chosen 
instead, proper vector validation would have to be done to ensure the reliability 
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2.2.6 Advanced Methods in PIV Analysis 
Beyond the initial progress from auto-correlation techniques to cross-
correlation algorithms, there has been considerable improvement in the quality 
of subsequent algorithms, both in terms of spatial resolution and accuracy. 
Amongst others, one of the more commonly adopted approaches is that of 
multi-grid adaptive cross correlation.  There have been many variants of this 
technique but here a general description of the underlying concepts is 
provided.  This method differs from the conventional scheme in that the 
location of each IA within an image pair is not identical, but rather offset by a 
certain arbitrary value which is determined via an adaptive routine.  This has 
been found to reduce the likelihood of spurious vectors (see Westerwheel et al. 
(1997)).  In order to determine the extent of this offset, a common approach is 
to adopt a hierarchy of multi-sized grids or IAs, as opposed to the conventional 
method whereby each IA is equally sized.  The zeroth grid level has the largest 
size (e.g. 128 pixels by 128 pixels), followed by the first grid level (e.g. 64 
pixels by 64 pixels), second grid level (e.g. 32 pixels by 32 pixels) and so on 
(see figure 20).  The algorithm then proceeds as follows: 
a. A rough estimate for the mean particle displacement, x0, is 
calculated based on the coarsest IA size (zeroth grid level) and is 
then done so for the first grid level and then the second. 
b. If x0 is more than 0.5 pixels, an IA offset based on this estimated 
displacement is then applied when analyzing the first grid level.  The 
optimal amount of offset, ∆x1, is then determined via an iterative 
process.  If is less than 0.5 pixels, then no offset is used, i.e. ∆x1=0. 
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c. Following this, an estimated displacement for the first grid level, x1, 
is then computed based on ∆x1.  
d. Steps a. to c. are then repeated to obtain ∆x2 and x2 respectively.  If 
there are more than 3 grid levels within the hierarchy, the procedure 
may be repeated in general to obtain ∆xn and xn. 
 
Zeroth grid level Second grid level 
First grid level 
Figure 20: Schematic showing the hierarchy of grid size levels for determining 
amount of discrete offset of IA (Soria et al. (2003)).  The choices of size of the 
coarsest and finest grid size are arbitrary. 
 
Such an algorithm has shown to improve the accuracy of the velocity 
vectors especially since it operates favourably even when the signal to noise 
ratio is low due to insufficient illumination or seeding density.  In addition, this 
allows for greater spatial resolution or dynamic range since the eventual IA 
size can be lowered to less than the usually recommended 32 pixels by 32 
pixels. 
Another option that can be used alone or in tandem with the above 
algorithm is to employ different IA sizes for the successive images.  Huang et 
al. (1997) suggested that so long as the size of the IAs of the second image 
are larger than that of the first image by a magnitude at least equal to that of 
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the maximum particle displacement, the effect of in-plane loss of pairs could be 
greatly minimized.  A simple example to illustrate the above would be as 
follows: assuming an IA size of 32 pixels by 32 pixels for the first image and an 
estimated maximum particle displacement of 10 pixels, this would entail having 
an enlarged IA size of at least 42 pixels by 42 pixels for the second image. 
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Chapter 3 
Experimental Apparatus and Methodology 
3.1 Test Facilities and Test Bodies 
The experiments were carried out in a piston tank facility shown in figures 
21 and 22.  The entire rig consists of a square piston, measuring 198 mm by 
198 mm, used to generate the impulsively started flow.  A stepper motor, 
(Sanyo Denki, Model 103-8960-0140, see figure 23) which is connected via a 
coupling to a ball and screw (pitch 25 mm) mechanism, is used to drive the 
piston.  This allows the rotational motion of the motor to be converted into 
rectilinear motion.  The motion of the piston is restricted to a maximum 
horizontal displacement of 300 mm through the use of limit switches.   
Experiments were conducted on three different aerofoil geometries, namely 
a bi-convex aerofoil, an elliptical cylinder and a flat plate (see figures 24 and 
25).  All test bodies have a characteristic chord length of 60mm as well as an 
aspect ratio of 3.25 and thus span the entire width of the piston tank cross 
section.  Both the bi-convex aerofoil, which has a radius of curvature of 121.9 
mm, and the elliptical cylinder are made of brass and have a thickness of 7.5 
mm.  The flat plate is a 1.7 mm thick acrylic sheet with sharp corners. 
Different species of insects operate in totally different flow regimes which 
therefore entail different working principles.  As a consequence, one surmises 
that their distinctive wing shapes may have a profound influence on their flying 
ability.  The variations in the different test bodies are imposed so as to 
investigate the effects of leading and trailing edge geometry and aerofoil 
thickness. 
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3.2 Motion Control and Synchronization 
This experiment requires the synchronization of at least three devices, 
namely, the CCD camera used for acquiring the images, the illumination 
source as well as the stepper motor used to drive the piston tank.  For cases 
involving oscillation, a fourth device - the stepper motor controlling the aerofoil 
oscillation, must also be synchronized along with the other three. 
The stepper motors used to drive the piston and the aerofoil are both linked 
to their respective microstep drivers.  The stepper motor driving the piston is 
connected to a Rorze (Model RD-023MS) microstep driver and has a rotational 
resolution of 0.036° per step (10000 steps per revolution), whilst the stepper 
motor driving the piston is connected to a Prime (Model 2D88M) microstep 
driver and has a resolution of 0.0045° per step (80000 steps per revolution). 
The motion of these stepper motors are controlled by TTL pulses via the 
parallel ports of two Real Time Linux (RTAI) Operating System PCs.  These 
operating systems can effectively act as real time controllers and are capable 
of achieving an accuracy of up to 3 µs for the stepper motor pulses.  (The 
stepper motor control programs were written in C language, by Professor Julio 
Soria from Monash University.) 
The control program for the stepper motor driving the piston has the ability 
to generate varying acceleration profiles whilst that of the stepper motor 
responsible for the oscillating motion is capable of stable oscillating 
frequencies up to 1 Hz with any predetermined amplitude.  As the accuracy of 
the digital signals output to the stepper motor is critical to the accuracy of the 
motion of the piston, the output signals were sampled using a data acquisition 
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card in a previous experiment and had been verified to be appropriate (see 
Soria et al. (2003)). 
Another PC running on a Microsoft Windows operating system is used to 
operate the software interface (PCO Camware) needed to control the CCD 
camera.  
Finally, a third RTAI PC is used as the ‘master’ controller, not only to 
activate the illumination source and trigger off the CCD camera, but also to 
manage the synchronization of all the devices mentioned earlier.   
Figure 27 gives a visual representation of the entire control system.  In 
essence, the master control RTAI PC sends TTL signals to activate the 
illumination source as well as the CCD camera, and at the same time, initiates 
motion of the piston and the aerofoil by means of a ‘trigger’ signal to their 
respective PCs.  These latter PCs are termed ‘slave’ controllers by virtue of the 
fact that they are in ‘standby’ mode, awaiting a TTL ‘trigger’ signal, and only 
set their respective devices in motion upon receiving this ‘trigger’ signal from 
the master controller.  Most importantly, all the PCs are able to communicate 
with each other via an Ethernet interface.  
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3.3 PIV Measurements 
3.3.1 Illumination Source 
The illumination source used in this experiment for the recording of PIV 
images was a Continuum Nd:YAG (Neo Dymium Yttrium Aluminum Garnet) 
twin cavity laser system (see figure 28) capable of producing 2 x 300 mJ 
pulses of 5 ns duration at 10 Hz.  In previous experiments, it was found that 
the beam quality degraded significantly when the laser was not operated at its 
design frequency of 10 Hz (see Soria et al. (2001)).  Hence, for all 
experimental configurations, the firing period of each pair of laser pulses was 
fixed at 100 ms.  Special optic mirrors were used to direct the laser beam from 
its source to a cylindrical lens located just above the water tunnel facility.  The 
lens expanded the laser beam into a sheet of 2 mm thickness that bisected the 
span of the aerofoil. 
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3.3.2 Image Acquisition 
The PIV images were recorded by a PCO Pixelfly Doubleshutter digital 
CCD camera, which has a CCD array size of 1280 pixels by 1024 pixels.  The 
size of each pixel is 6.7 µm.  The camera was operated in double shutter mode 
to obtain pairs of singly exposed PIV image recordings.  The maximum 
acquisition frequency in single binning mode of the camera is 160 ms per 
image pair.  In addition, since the optimal firing frequency of the laser is 10 Hz, 
this further imposes a condition that the time interval between captured image 
pairs, tp, has to be a multiple of 100 ms.  To accommodate the requirements of 
both the CCD camera and the laser, one therefore arrives at a minimum 
attainable value of 200 ms for tp.  The time duration between the pair of laser 
pulses, ∆t, however, is highly flexible, owing to the fact that a twin cavity laser 
system is employed (see figure 29 for a clearer definition of PIV timing 
nomenclature used).   
Cavity 2 Cavity 1 
 
Figure 29: Definition of PIV timing. 
 
For the fixed incidence realizations, the selected ∆t is determined by using 
the freestream as the characteristic velocity whilst for the oscillatory cases, the 




5ns laser pulse 
duration tp
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The upper limit to the number of image pairs acquired per realization is 
constrained by both the available memory of the computer as well as the 
maximum horizontal displacement of the piston, and in the present study, is 
restricted to no more than 70 image pairs.   
In all cases, a 105 mm Micro-Nikkor lens was used and set at an f-stop 
(ratio of focal length to aperture size) of 2.8 whilst the lens reproduction ratio 
(R-R) was fixed at around 15.  With these settings, the estimated depth of field 
for these experiments was 5.2 mm and the corresponding diffraction limited 
particle image diameter was 4.1 µm (0.7 pixels). 
 
3.3.3 Seeding 
Dantec polyamide seeding particles (PSP) with a mean diameter of 20 µm 
and a density of 1030 kg/m3 were used as seeding for the flow.  In order to 
ensure that the particles were thoroughly mixed, they were added to water and 
placed in a stirrer for a minimum of 6 hours before being injected into the flow.   
 
3.3.4 Image Processing 
A Multigrid Cross Correlation Digital PIV (MCCDPIV) algorithm similar to 
that in Soria et al. (2001) was used to process the raw PIV images.  The 
algorithm makes use of a Gaussian function estimator to calculate the location 
of the correlation peak to subpixel accuracy; more specifically 0.1±0.06 pixels 
at the 95% confidence level, and outputs files in a Tecplot-readable format.  An 
IA (interrogation area) size of 32 pixels by 32 pixels with 50% overlap was 
applied, with the maximum displacement of the flow field not exceeding 20% of 
the length of the selected IA (i.e. 6.4 pixels). 
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It should be noted that the opacity of the bi-convex and elliptical aerofoil 
geometries results in a loss of illumination, and thus data, beneath the wing.  
The algorithm employed has the option of excluding the image data 
corresponding to the area occupied by the aerofoil as well as the region where 
there is no illumination so as to prevent the occurrence of spurious vectors. 
In order to obtain a complete field of data, two sets of experiments are 
performed: one with the orientation and motion of the aerofoil reversed, and 
the other as per normal.  The two data sets are subsequently merged together.   
Such a procedure was unnecessary in the case of the flat plate as the 
acrylic material used was sufficiently transparent to ensure ample illumination 
in the region beneath the plate.  
 
3.3.5 Data Validation 
The above-mentioned MCCDPIV algorithm has the option of applying three 
different data validation techniques, viz. global histogram operator, median 
value operator and dynamic mean value operator technique.  All three 
methods are utilized and each velocity vector is rejected unless all of the 
criteria are met. 
 
3.3.6 Ensemble Averaging 
The majority of the experiments conducted are each repeated 100 times 
and ensemble averaging is performed (see figure 30).  This is to reduce the 
random error inherent in the PIV measurements.   
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If one expresses the measured mean particle displacement, dm, as a 
summation of the actual mean particle displacement, dt, and a certain arbitrary 
random error, ε, their relationship can be written as: 
(11) εdd tm +=  
The particle velocities can then be determined by dividing equation (11) 
throughout by ∆t.  This implies that the magnitude of the random error depends 
on the size of ∆t.  For cases where ∆t is small, ensemble averaging has been 

































    
 
Figure 30: Illustration of the ensemble averaging technique employed.  Each realization 
consists of a fixed number of frames of velocity data.  For simplicity, here it is assumed that 5 
frames make up one realization (therefore frames 1A-5A would be an example of one 
realization). Thus, if there are 26 realizations (spanning from A-Z; for simplicity only A-C are 
shown here), the average of these 26 realizations is taken to arrive at one final realization.  
The term ensemble averaging here implies that all frame 1’s of realizations A-Z are averaged, 












(Final) (Final) (Final) (Final) 
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3.4 Experimental Conditions 
3.4.1  Impulsively Started Flow 
For all experiments conducted on the three different test bodies, the flow is 
impulsively started from rest, i.e. zero flow condition within tunnel facility.  The 
initial acceleration, a, is of a linear nature, and is similarly assigned a constant 
value of 100 mm/s2 for all experiments.  The Reynolds number, Re, is defined 
as, 
Re υ
∞= U c  (12) 
where U∞, is the constant, post acceleration, freestream velocity, c is the 
aerofoil chord and ν is the kinematic viscosity of water.   
As shown in table 1, insect and aquatic diversity span a relatively large 
range of Reynolds numbers.  A fairly intermediate value of 1000 is chosen for 
the majority of the realizations in reference to Wang (2000a).  Furthermore, the 
Reynolds number effect within this range has been found to be rather weak 
(see McCroskey (1982) and Hou (2000)), hence strengthening the proposition 
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Table 1: Estimates of the Reynolds numbers for insect and aquatic diversity (Childress, 
(1981)). 
 
For a Reynolds number of 1000, U∞ works out to a value of 17mm/s and a 
corresponding acceleration time, tacc, of 170 ms (i.e. t*=0.048).  A graph of the 







Figure 31: Graph of piston velocity profile for the case corresponding to Re=1000. 
 
The dimensionless time, t*, is defined as: 
c






where U∞ is the constant, post acceleration, freestream velocity,  t is the time 
elapsed and c is the aerofoil chord.  A point to note is that since the 
characteristic velocity used in the above definition is that of the freestream, this 
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implies that for the oscillatory cases, this parameter is only a nominal number 
as it is not representative of the exact velocity of the aerofoil.  
 
3.4.2  Fixed Incidence Cases 
The impulsively started flow is investigated at 3 different angles of attack, 
namely at α=20º, 40º, and 60º for all the three test bodies.  Such a range is 
chosen in reference to the high angles of attack typically employed by insects.  
tp is assigned a minimum value of 200 ms for maximum temporal 
resolution, implying a flow observation time of t*=0 to 3.91 for Re=1000.   
 
3.4.3  Oscillatory Cases Without Angular Offset 
The chosen mode of oscillation is that of a sinusoidal nature, given by the 
equation: 
(14) tωsinθθθ oi +=  
where θ is the angular displacement, θi is the initial angle of attack, θo is the 
angular amplitude, ω is the angular frequency and t is the total time elapsed 
from the start of the piston motion. 
For the oscillatory cases discussed in this section, the initial angle of attack 
is zero, i.e. θi=0, and the Reynolds number is unchanged throughout at 1000.  
The oscillatory motion in all cases begins from rest with a pitching up 
(clockwise) motion.  A total of 9 different configurations are investigated, with 
the reduced frequency,κ , and the angular amplitude, oθ , being the 2 variables. 





κ  (15) 
 76
Chapter 3 Experimental Apparatus and Methodology 
where f=ω/2π is the temporal oscillation frequency, c the aerofoil chord and U∞ 
the constant, post acceleration, freestream velocity. 
3 different reduced frequencies of 0.13, 0.50 and 1.0, corresponding to 
oscillation frequencies of 0.075 Hz, 0.28 Hz and 0.56 Hz respectively, are 
examined and for each reduced frequency, the angular amplitude is set, first at 
20º, then 40º and finally 60º, similar to the angles of incidence of the static 
cases.  The reduced frequency in essence gives one an indication of the ratio 
of the wingtip velocity to that of the freestream.  The range of values 
investigated in this study is thought to be sufficiently wide such that it is able to 
span various flow regimes (see Ohmi et al. (1990)).  In addition, these values 
also encompass the range of that employed by most thunniform swimmers 
(see Lighthill (1969)).  Table 2 below summarizes the respective experimental 
conditions for the 9 different cases. 
 




κ = 0.13 (f = 0.075 Hz) ±20º ±40º ±60º 
κ = 0.5 (f = 0.28 Hz)  ±20º ±40º ±60º 
κ = 1.0 (f = 0.56 Hz) ±20º ±40º ±60º 
 
Ideally, it was the author’s intention to capture slightly more than one 
oscillation cycle for each configuration and to have them all of equal 
normalized temporal resolution.  However, due to the constraints imposed by 
the acquisition frequency of the camera and the optimum firing frequency of 
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the laser (tp≥200 ms), this was not possible.  As such, the temporal resolution 
is inversely related to the oscillation frequency. 
For a reduced frequency of 1.0 (f=0.56 Hz), the highest investigated, the 
flow observation is limited to a maximum of 10 image pairs per oscillation cycle 
and a total of 21 image pairs (≈2 cycles) are acquired.  For the reduced 
frequency of 0.50, the corresponding values are 18 and 32 (≈1.7 cycles) 
respectively.  Clearly, the flow has the highest temporal resolution in the case 
of the lowest reduced frequency of 0.13, where a single cycle can be captured 
over 70 image pairs, the limit being imposed by the memory of the PC 
controlling the CCD camera.   
The experiments described in the previous sections are all repeated 100 
times and the results are ensemble-averaged over these 100 realizations. 
 
3.4.4  Additional Experiments 
  Additional non-averaged experiments are conducted on the flat plate, both 
at fixed incidences and in oscillation, so as to briefly investigate the effects of 
the Reynolds number, the initial angle of attack and the development of the 
flow over time.   
 
3.4.4.1 Fixed Incidence Cases 
Similar to the ensemble averaged set of results, the flow is impulsively 
started from rest at the same acceleration rate and three different angles of 
attack, namely 20º, 40º and 60º, are investigated.  However, in order to 
evaluate the effect of the Reynolds number, two different values of 2000 and 
3000 are examined.  This is achieved by altering the values of U∞. 
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3.4.4.2 Oscillatory Cases  
Two separate sets of experiments are carried out: one to analyze the 
effects of a variation in the initial angle of attack, and the other to observe the 
characteristics of the flow as it develops over time. 
The former is performed by investigating the case where θi=20º at reduced 
frequencies of κ =1.0 and κ =0.50 for selected angular amplitudes within the 
range of θo=20° to θo=40°. 
The characteristics of the flow over an extended period of time are captured 
by acquiring more images, therefore lengthening the observation time to 
include additional cycles.  This was done under the same prescribed 
conditions as the ensemble averaged cases (see table 2), except over a longer 
period of time.  By acquiring the maximum of 70 image pairs per realization, a 
total of about 7 and 4 cycles could be observed for the cases of κ =1.0  and 
0.50 respectively.  The same could not be accomplished for the case where 
=0.13 as the flow observation time could not be lengthened any further (see 
end of section 4.3).     
κ
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Chapter 4 
Results and Discussion 
This section presents the results and analysis of all the experiments 
conducted.  The fixed incidence cases were carried out with applications to 
insect flight in mind whereas the oscillatory cases can in general be applied to 
both insect flight and aquatic propulsion.  The analysis is facilitated by a 
discussion of the streamline and vorticity (measured in units of rad/s) plots 
derived from the recorded PIV images.  The vorticity field data is generated 
together with the velocity vectors yielded by the MCCDPIV algorithm whilst the 
streamline plots are manually filled in by the author via Tecplot™.  The flow is 
from left to right for all cases described.  Critical point concepts (see Perry and 
Fairlie (1974), Perry and Chong (1987) and Delery (2001)) are used to aid in 
the description of the observed flow structures.  In particular, since the flow 
field is expected to be of an unsteady nature, these theories are therefore 
considered to be applied in the context of the “instantaneous” fields of a time-
dependent flow.  Also, since streamline plots are highly dependent on the 
velocity of the observer, it should be restated here that the frame of reference 
is one where the velocity of the observer is zero relative to the instantaneous 
linear velocity of the aerofoil pitching axis. 
 
4.1 Fixed Incidence Cases  
As mentioned in section 2.1.1, it still remains a moot point as to whether 
wing rotation exists during the entire wingstroke or if it takes place only within a 
finite period of time, i.e. either just prior to or after stroke reversal.  If the latter 
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is true, then this means that understanding the flow past an accelerated wing 
at fixed incidences would be vital in comprehending the phenomenon of insect 
flight. 
The present results suggest that the initial flow field of an impulsively 
started aerofoil is fairly independent of the angle of attack and wing geometry 
in terms of the large scale flow structures as well as their sequential evolution.  
Such a finding is not surprising if one recognizes that all the aerofoil incidences 
in this investigation fall within that of the static stall regime.  Flow separation is 
a distinct feature of all cases and is observed even at the lowest incidence 
angle of 20°.   
A general description is as follows: during the initial stages of the flow, 
following the impulsively started motion, a starting vortex is seen to emanate 
from the trailing edge of the wing.  Without the subtraction of the mean 
advection velocity, this vortex is usually represented either as a “kink” (which is 
a manifestation of a saddle-focus combination) or a focus in the streamline 
plots, depending on the exact flow conditions (see figure 32a).  As the starting 
vortex is advected downstream, this is accompanied by a corresponding 
separation at the leading edge which culminates in the formation of the well-
known leading edge vortex or separation bubble.   
The consequent flow is then marked by the growth of a secondary vortex, 
opposite in circulation to that of the leading edge vortex, whose occurrence is 
in all probability due to the adverse pressure gradient encountered by the flow 
entrained by the leading edge vortex (see figure 32b).  At the same time, the 
flow is characterized by shear layer instabilities of a “Kelvin-Helmholtz” nature 
just above the leading edge, which result in the eventual shedding of the 
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leading edge vortex.  The location of this shedding seems to point to the 
secondary vortex as the primary source of these instabilities.  It appears 
plausible to reason that since the secondary vortex bears fluid of vorticity 
opposite in sense to that of the leading edge shear layer, it tends to aid in the 
termination of the supply of circulation to the growing leading edge vortex.  
Such a process is very similar to that observed in the wakes of bluff bodies 
(see Gerrard (1966)).  In addition, saddle points are observed to accompany 
these three foci (see figure 32c).   
Following this, as the shed leading edge vortex traverses above the aerofoil 
surface and approaches the trailing edge, the occurrence of a rear saddle point 
marks the birth of a trailing edge vortex (see figure 32c).  The growth of this 
vortex is facilitated by the continued drawing of the shear layer beneath the 
aerofoil by the leading edge vortex through Biot Savart induction (see figure 
32d).   
The presence of the trailing edge vortex cuts off the supply of circulation to 
the secondary vortex and leads to its eventual demise.  Finally, as the leading 
edge vortex is advected downstream beyond the visual field, further growth of 
the trailing edge vortex signifies the development of a periodic von Karman 
vortex street often associated with flow past bluff bodies (see figure 32e).   
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 Leading edge separation 
Starting vortex 
New leading edge vortex (b) t*=1.19, α=40°  
 
Shed leading edge 
vortex 
Secondary vortex 
(see caption on page 85 ) 
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instabilities (d) t*=2.78, α=40°  
Growth of trailing 
edge vortex 
(see caption on page 85) 
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 (e) t*=3.91, α=40°  
 
nnihilation of secondary 
ortex 
re 32: Chronological depiction of the flow field of an impulsively started aerofoil at a high 
e of attack.  Shown above are selected streamline and vorticity plots of a bi-convex 
foil at α=40°, Re=1000 (U∞=17 mm/s), a=100 mm/s2.  
 
.1 Effects of Angle of Attack  
rom a qualitative perspective, it appears that the flow field of an 
ulsively started aerofoil is relatively unaffected by changes in wing 
metry and angle of attack.  However, closer study of each incidence angle 
als several interesting differences, which arise mainly due to the 
imilarities in vortical interaction caused by the variation in wing inclination.  
the sake of brevity, the results for the case of the elliptical aerofoil are used 
 for reference.   
undamentally, an increase in the angle of attack implies a corresponding 
ease in the magnitude of the adverse pressure gradient created at both the 
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aerofoil tips.  It is often quoted in bluff body flows that the rate of shedding of 
circulation at the separation point is given approximately by the relation: 
dΓ/dt = 0.5Ub2  (16) 
where Ub is the mean velocity at the edge of the boundary layer at separation 
(see Bearman (1984)). 
If the flow in question is treated synonymously with a bluff body flow, then 
this implies that the strength of the leading edge shear layer should exhibit a 
direct correlation with the mean velocity at the leading edge separation point.  
Table 3 shows the increase in Ub with angle of incidence.   
 
Table 3: Observed increase in Ub with increase in α. 





The stronger shear layers grow and consequently roll up to form stronger 
vortices.  Figure 33 shows the disparity in the vorticity levels for the 3 different 
incidence angles at a particular time instant of t*=0.28.  This contrast is evident 
from the vorticity contour plots.  
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(a) t*=0.28, α=20°  
Kink 
(b) t*=0.28, α=40°  
 Saddle  
(see caption on page 88) 
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(c) t*=0.28, α=60°  
 Saddle 
Figure 33: Difference in vorticity levels for different angles of attack.  Shown above are 
selected streamline and vorticity plots of an elliptical aerofoil at t*=0.28, Re=1000 (U∞=17 
mm/s), a=100 mm/s2.  
 
The positive relationship between incidence angle and vortex strength also 
seems to affect the formation of the secondary vortex.  Figure 34 shows the 
different positions of the secondary vortex for the different angles of attack.  
For α=20°, it is located at around mid-chord, three-eighths of a chord from the 
leading edge for α=40° and about quarter chord for α=60°.  It is surmised that 
the greater the strength of the leading edge vortex, the stronger the 

















(a) t*=3.00, α=20°  
(b) t*=3.00, α=40°  
(See caption on page 90) 
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(c) t*=3.00, α=60°  
Figure 34: Differences in the location of the secondary vortex for different angles of attack.  
Shown above are selected streamline and vorticity plots of an elliptical aerofoil at t*=3.00, 
Re=1000 (U∞=17 mm/s), a=100 mm/s2.  
 
Another interesting observation is that the average advection velocity of the 
starting vortex shows an inverse relationship with the angle of incidence (see 
table 4).  The advection velocity is computed from the vorticity plots by tracking 
the core of the starting vortex and dividing its distance travelled across two 
arbitrary points by the time elapsed.  Here, it is assumed that the location of 
the peak vorticity is the appropriate indicator of the position of the vortex core.  
The two chosen points are about one chord length apart. 
An obvious reason for this is that the speed of the starting vortex depends 
largely on its interaction with the leading edge vortex.  Since the leading edge 
vortex induces a component of velocity on the starting vortex, this implies that 
the stronger the leading edge vortex, the larger is this component of induced 
velocity and therefore the slower its advection velocity (see figure 35).   
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Table 4: Estimates of the advection velocity of the starting vortex for an impulsively started 
elliptical aerofoil for different angles of attack, Re=1000 (U∞=17 mm/s), a=100 mm/s2. 
α Advection velocity (chord/s) Advection velocity (mm/s) 
20˚ 0.23 13.8 (0.81U∞) 
40˚ 0.21 12.6 (0.74U∞) 








Figure 35: Leading edge vortex induces a component of velocity opposite in sense to that of 
the freestream. 
 
An increase in angle of incidence also intensifies the shear layer 
instabilities in the flow.  Figure 36 shows the increase in instabilities at the 
leading edge with a variation in the angle of attack.  In the case of α=20°, the 
LEV is seen to shed at about t*=2.38; this decreases to t*=1.13 for α=40° and 
t*=0.85 for α=60°.  Here the occurrence of the shedding of the LEV is defined 
as when a stagnation or critical point is first observed in the streamline plots.  It 
is acknowledged that such a definition is based on the assumption that the 
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shows the presence of small vortical structures formed due to the roll-up of the 
leading edge shear layer for the case of α=60°. 
Finally, it is also noted that for the case of α=20°, the smaller vertical 
separation between the leading and trailing edge vortices leads to the 
increased interaction between both these structures.  Figure 37 shows that 
growth of the trailing edge vortex tends to split up the shed LEV as it is 























(a) t*=2.38, α=20°  
Stagnation 
point 
(b) t*=1.19, α=40°  
Stagnation 
point 





























instabilities (d) t*=2.55, α=60°  
Figure 36: Increase in shear layer instabilities associated with a corresponding increase in 
angle of attack. 
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t*=3.91, α=20°  Splitting up of shed LEV 
Splitting of the LEV 
Figure 37: Growth of the trailing edge vortex tends to split the shed LEV as it is advected 
downstream.  (Re=1000 (U∞=17 mm/s), a=100 mm/s2) 
 
4.1.2 Effects of Wing Geometry  
As mentioned in section 5.1.1, the differences in wing geometry produce 
little or virtually no variation in the chronological evolution of the observed flow 
structures.  The temporally resolved vorticity fields shown in figures 38 to 40 
show that any qualitative dissimilarities if present, are mostly trivial, thus 
leading to the conclusion that wing geometry has an insignificant impact on the 
mean flow evolution of an impulsively started aerofoil at high angle of attack. 
It is however noted that certain quantitative differences do exist.  The 
circulation of the shed LEV is calculated for the different geometries at varying 
angles of incidence by computing the line integral of the velocity field around a 
closed loop as given in (17). 
( )h vu dl u dx u dyΓ = = +∫ ∫iv v  (17) 
 95





























(See caption on page 97) 
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Figure 38: Vorticity plots showing the flow evolution from t*=0.51 to 3.91 for different wing 
geometries at α=20˚, Re=1000.  (Left column: bi-convex aerofoil; middle: elliptical aerofoil; 
right: flat plate) 
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(See caption on page 99) 
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Figure 39: Vorticity plots showing the flow evolution from t*=0.51 to 3.91 for different wing 
geometries at α=40˚, Re=1000.  (Left column: bi-convex aerofoil; middle: elliptical aerofoil; 
right: flat plate).   
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(See caption on page 101) 
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Figure 40: Vorticity plots showing the flow evolution from t*=0.51 to 3.91 for different wing 
geometries at α=60˚, Re=1000.  (Left column: bi-convex aerofoil; middle: elliptical aerofoil; 
right: flat plate).   
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The results in figure 41 indicate that the circulation of the shed LEV in the 
case of the bi-convex aerofoil is higher than that of the elliptical aerofoil, 
presumably by virtue of the effect of the sharper leading edge.  Yet, it is 
interesting to note that for low angles of incidence, the flat plate seems to 












Figure 41: Graph of circulation of shed LEV for different wing geometries and at different 




It should be pointed out here that unlike the case of irrotational flow 
whereby the circulation about a closed path that encompasses the singularity 
point is a constant, this does not hold for viscous flows due to viscous diffusion 
of the vortex core.  For the latter instance, this implies that calculating the 
circulation of a vortex involves clearly defining the exact boundaries of the 
closed path.  In order to achieve a reasonable degree of accuracy, a 
sufficiently large closed path consisting of 100 points was chosen such that the 
computed value of the circulation did not vary by more than 1%.  Figure 42 
shows a sample of the closed path used to compute the circulation.  
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In addition, as the choice of the non-dimensionalized time scales differ for 
different angles of incidence, comparison of the various values of circulation is 
only valid across different wing geometries but not across the different angles 
of incidence. 
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4.2 Oscillatory Cases Without Angular Offset 
From a theoretical point of view, the introduction of a forced rotary 
oscillation alters the effective angle of attack of the aerofoil.  A relatively 
straightforward derivation of this figure can be arrived at if this analysis is 
further restricted to the leading edge (see figure 43). 
 
Figure 43: Graphical depiction of the change in the effective angle of attack at the leading 
edge due to the introduction of sinusoidal oscillation.  Frame of reference is constant with 
respect to the aerofoil. 
 
Rewriting (14) and stipulating that θi=0, we have: 
sin sin(2 )o ot ftθ θ ω θ π= =  
The velocity at the aerofoil leading edge, v, is then the product of half the chord 
length and the derivative of the above equation.  The presence of the negative 
sign is to ensure that the frame of reference is kept constant with respect to the 
aerofoil. 
( ) [cos(2 )]
2 o
cv fcθ θ π π= − = −& ft  
Further, the magnitude of the resultant velocity at the leading edge, Uresul, is 
the vector addition of the freestream velocity and the expression given in (18). 
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Finally, the expression for the effective angle of attack, effα , is given by: 
(20) 
effα θ β= +  




θβ −=  is the angle between Uresul and U∞.  Whilst the angular 
displacement, θ provides a quasi-steady indication of the angle of attack, β can 
be thought of as a modification parameter which determines the magnitude of 
the deviation from the quasi-steady value due to the imposed oscillation. 
Since the freestream velocity is maintained constant, the magnitude of the 
resultant velocity, Uresul, at the leading edge and therefore the effective angle of 
attack, αeff, depends largely on parameters of the forced oscillation such as the 
angular amplitude and the temporal frequency.  It shall be illustrated in the 
subsequent sections that both these two parameters indeed have a 
pronounced effect on the resulting flow field.   
In addition, since Uresul varies with time, equation (16) then dictates that the 
rate of supply of circulation to the leading edge shear layer should also be of 
an unsteady nature.  This in turn will potentially affect the time scales 
governing the growth and shedding of the leading edge structures.  The 
following subsections present a more detailed description of each of the 
oscillatory cases tested. 
 
Reduced Frequency κ=0.13 (θo=20°, θo=40° and θo=60°) 
In general, the lowest reduced frequency configuration exhibits 
characteristics and topological flow structures which bear a strong 
resemblance to that of the fixed incidence cases for all angular amplitudes 
investigated.  The initial pitching up motion yields a starting vortex, followed by 
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separation at the leading edge (see figures 44 to 46 (a)).  Since Kramer’s rule 
(see section 2.1.3.3) prescribes that wing rotation results in the creation of 
additional bound vorticity, the effects of this increase should generate a 
stronger starting vortex.  Evidence of this can be seen in figures 44 to 46a.  As 
the aerofoil starts its downward descent, the growth of a LEV as well as a 
secondary vortex is observed.  The LEV is shed before the aerofoil begins the 
second half of the oscillatory cycle and is advected downstream above the top 
surface of the aerofoil together with the secondary vortex (see figures 44 to 46 
(b)).  Again, the location of the secondary vortex seems to suggest that it is a 
primary cause of the shedding of the LEV.  As the aerofoil continues to pitch 
downwards, both the shed LEV and the secondary vortex are repositioned as 
they move into the wake.  This is accompanied simultaneously by leading edge 
separation occurring on the bottom surface of the aerofoil, after which a mirror 
image of the whole process begins again (see figures 44 to 46 (c)).  
Throughout the duration of an oscillation cycle, vortex formation at the trailing 
edge is relatively muted except for the initial starting vortex, a wavy-like trailing 
edge structure (see figures 44 to 46 (d)) as well as the repositioned leading 
edge and secondary vortices.   
For θo=20°, due to the effects of viscous diffusion, the secondary vortex 
virtually disappears before it reaches the trailing edge, and therefore only a 
single leading edge vortex is shed into the wake every half an oscillation cycle.  
On the other hand, for θo=40° and θo=60°, both a LEV and secondary vortex 
are shed into the wake every half a cycle.  It thus appears that rate of vortex 
shedding for the higher angular amplitudes is effectively double that of the 
lower angular amplitude of θo=20°. 
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It may be summarized that for the foregoing configuration, the addition of 
the oscillatory motion leads to a delay in the development of the LEV as well 
as a negation of the trailing edge vortices as compared to the static cases.  
Similar observations have been reported by Ohmi et al. (1990), and Visbal, 
(1989).  Figure 47 shows that the imposed oscillation only serves to shift the 
phase of the angle of attack profile and this is manifested in the form of a 
















vortex (a) t*=0.96, θ=20.0°, t/T=0.255  
Shed LEV 
Secondary 
vortex (b) t*=1.87, θ=0.6°, t/T=0.495  


















of vortices (c) t*=2.32, θ=-13.2°, t/T=0.615  
Wavy trailing 
edge structures 
(d) t*=3.91, θ=4.4°, t/T=1.035  
 
Figure 44: Streamline and vorticity plots of an oscillating elliptical aerofoil at κ=0.13, θo=20°, 






















(a) t*=0.96, θ=40.0°, t/T=0.255  
Shed LEV 
Secondary 
vortex (b) t*=1.87, θ=1.3°, t/T=0.495  
Saddle point 




















of vortices (c) t*=2.32, θ=-26.5°, t/T=0.615  
Wavy trailing 
edge structures 
(d) t*=3.91, θ=8.7°, t/T=1.035  
 
Figure 45: Streamline and vorticity plots of an oscillating elliptical aerofoil at κ=0.13, θo=40°, 























vortex (a) t*=0.96, θ=60.0°, t/T=0.255  
Shed LEV 
Secondary 
vortex (b) t*=1.87, θ=1.3°, t/T=0.495  
Saddle point 

























(d) t*=3.91, θ=8.7°, t/T=1.035  
 
Figure 46: Streamline and vorticity plots of an oscillating elliptical aerofoil at κ=0.13, θo=60°, 















0 0.25 0.5 0.75 1 1.25
t/T
Effective 
AOA Angular Amplitude 20 degrees
Angular Amplitude 40 degrees
Angular Amplitude 60 degrees
Figure 47: Graph of effective angle of attack profile versus t/T for κ=0.13, Re=1000 for different 
angular amplitudes.  As a reference, the dotted line shows the typical shape of the angular 
displacement versus t/T curve for κ=0.13, θo=40°. 
 
Reduced Frequency κ=0.50 (θo=20°, θo=40° and θo=60°) 
The experimental results for this value of the reduced frequency reveals 
two distinct but related flow regimes; the angular amplitudes of θo=40° and 
θo=60° produce a flow field which is markedly different from that of the 
preceding case whilst for an angular amplitude of θo=20°, a transitional-type of 
flow field bearing characteristics of both these regimes is seen.  These cases 
are discussed in detail below. 
For the higher angular amplitude cases, a starting vortex is shed from the 
trailing edge of the wing during the first quarter of the initial oscillation cycle but 
in contrast to the lower reduced frequency configurations, leading edge 
separation takes place on the bottom surface of the wing as opposed to the top 
(see figures 48a and 49a).  Furthermore, the higher oscillatory velocity results 
in vortices which are generated in an anti-symmetric manner as shown in 
figures 48b and 49b , with the growth of secondary vortices perceptibly 
missing.  Also, it is interesting to note that the vortices produced in the vicinity 
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of the leading edge are not advected downstream as in the previous cases.  
The low pressure region at the leading edge caused by the forceful pitching 
motion seems to provide a suction effect which prevents these vortices from 
moving downstream.  These vortices are then periodically annihilated during 
the ensuing motions of the aerofoil (see figures 48c and 49c).   
Except for the first clockwise trailing edge vortex which pairs up with the 
starting vortex and moves downwards due to mutual induction (see figures 48b 
and 49b), it is also observed that the wake (henceforth the term ‘wake’ is used 
to describe the flow region downstream of the test body) is characterized by 
the formation of a reverse von Karman vortex street typically associated with a 
jet-like flow (see figures 48d and 49d).  Two trailing edge vortices of opposite 
sense to each other are shed per oscillation cycle, implying that the vortex 
shedding frequency is twice that of the oscillation frequency. 
The lower angular amplitude of θo=20° is termed here as a point of flow 
transition as it exhibits both characteristics of the flow field described above as 
well as that of the lower reduced frequency cases.  More specifically, the 
leading edge activity is similar to that of κ=0.13, with the occurrence of a LEV 
which is subsequently advected downstream (see figure 50a).  Yet at the same 
time, trailing edge vortices in the form of a reverse von Karman street 
representative of the flow field described above are also observed (see figure 
50b).  Furthermore, though vortices originating from the leading edge are 
similarly shed into the wake at a rate of one every half a cycle just as in the 
case of κ=0.13, θo=20°, it is noted that the shed LEV takes about one 
oscillation cycle before it arrives at the trailing edge.  This is about half a cycle 
longer as compared to the previous case of κ=0.13, θo=20°.  This delay is 
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presumably due to the suction effect caused by the pitching motion which acts 
to prevent the LEV from being advected downstream.  However, unlike the 
preceding case, the suction effect is not large enough to prevent total absence 
of the downstream advection of these vortices.  Also, since the arrival of the 
shed LEV at the trailing edge and the shedding of a new LEV occurs in phase, 
this means that in effect, there is no repositioning of the leading edge vortex.   
This case also deserves additional mention as it is the only one whereby 
there is an interaction between the leading and trailing edge vortices.  Here, 
the interaction appears to be of a ‘constructive’ nature, in that the shed LEV 
arriving at the trailing edge is of the same sense as the trailing edge vortex that 
is formed (see figure 50(c)).  However, it is not known if the subsequent 
merging of these two structures results in a jet of higher strength.  
 
In summary, it is postulated that the main reason behind the empirical 
differences for κ=0.50 is that the flow begins to be dominated by the rotational 
velocity and additional energy imparted by the oscillatory motion.  For the 
lower angular amplitude of θo=20°, the flow transforms from a wavy-like wake 
to a jet-like wake whilst still retaining the leading edge characteristics of the 
preceding case.  As the angular amplitude is further increased, the effects of 
the oscillatory motion are even more predominant as both the leading and 
trailing edge show a discernible departure from the flow characteristics seen in 
the lower reduced frequency case of κ=0.13.  Figure 51 shows that the 
effective angle of attack profile is virtually in negative territory for a large period 
of the first quarter of the initial cycle.  In fact, the phase difference that exists 
between the effective angle of attack and the angular displacement, θ, 
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probably explains why the leading edge activity seems to be out of phase with 
that predicted by the fixed incidence or quasi-steady cases.  In other words, 
whilst the quasi-steady analogy indicates that pitching upwards and 
downwards augments leading edge separation on the top surface and bottom 













(a) t*=0.17, θ=34.8°, t/T=0.22  
Leading edge separation 






trailing edge vortex (b) t*=0.74, θ=-39.6°, t/T=0.73  
Pairing up of 
vortices 
(See caption on page 117) 
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previous LEV (c) t*=1.19, θ=35.8°, t/T=1.18  
Reverse von Karman 
vortex street (d) t*=1.64, θ=-28.1°, t/T=1.62  
Figure 48: Streamline and vorticity plots of an oscillating elliptical aerofoil at κ=0.50, θo=40°, 
Re=1000 (U∞=17 mm/s), a=100 mm/s2.  
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Leading edge separation 
on bottom surface 
(b) t*=0.74, θ=-59.4°, t/T=0.73  
Antisymmetric 
vortex shedding 























previous LEV (c) t*=1.19, θ=53.6°, t/T=1.18  
(d) t*=1.64, θ=-42.2°, t/T=1.62  
Reverse von Karman 
vortex street 
Figure 49: Streamline and vorticity plots of an oscillating elliptical aerofoil at κ=0.50, θo=60°, 




















Shedding of LEV (a) t*=0.85, θ=-16.9°, t/T=0.84  
Downstream 
advection of LEV (b) t*=1.30, θ=19.4°, t/T=1.29  
Reverse von Karman 
vortex street 











Vortices are of same 
sense (c) t*=1.76, θ=-19.9°, t/T=1.74  
Construction interaction between 
trailing edge vortex and shed LEV  
Figure 50: Streamline and vorticity plots of an oscillating elliptical aerofoil at κ=0.50, θo=20°, 






















Figure 51: Graph of effective angle of attack profile versus t/T for κ=0.50, Re=1000 for different 
angular amplitudes.  Dotted line shows typical shape of the angular displacement versus t/T 
curve.  The angular displacement ignores the contribution of the velocity imposed by the rotary 
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Reduced Frequency κ=1.0  (θo=20°, θo=40°) 
The flow field is largely similar to that of the aforementioned case even as 
the reduced frequency is further increased.  The leading edge activity is 
likewise out of phase with that predicted by the quasi-steady analogy, with the 
absence of any advection of the leading edge structures (see figures 52 and 
53).  However, two features stand worthy of mention.   
Instead of a purely thrust-generating wake, the flows within this reduced 
frequency display signs of either a lift and drag-producing wake (see figure 54), 
or a lift and thrust-generating wake (see figure 55).  Similar results of the latter 
type have been cited by Jones et al. (1998).  As opposed to the previous case 
of κ=0.50, the anti-symmetry of the flow field is lost, as the alternating wake 
vortices have a tendency to pair up as they are advected downstream.  The 
type of wake pattern is determined empirically by the direction of the induced 
velocity of each vortex pair.  For the angular amplitude of θo=20°, a deflected 
wake representative of lift and thrust-production is witnessed throughout the 
entire duration of the experimental observation whilst for the angular amplitude 
of θo=40°, a lift and drag producing type wake is seen for the first oscillation 
cycle but transforms to a lift and thrust producing wake for the next oscillation 
cycle.   
In addition, small vortical structures are seen in the vorticity plots, 
predominantly for the higher angular amplitude of θo=40° (see figure 56).  
Meticulous inspection of each of these auxiliary structures, which can also be 
visualized as a saddle-focus combination in the streamline plots, points to two 
possible sources of origin.  Just as in the fixed incidence cases, these vortices 
could be due to Kelvin-Helmholtz instabilities which occur as a result of 
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increasingly unstable shear layers, or alternatively, they could be secondary 
vortices which are a product of a variation in the strength of the trailing edge 
shear layer.  This variation is due to the constant changing of the aerofoil tip 
velocity due to the imposed oscillation.  Nonetheless, it is particularly 
interesting to note that for the case of θo=20°, there is in fact interaction 
between one of these auxiliary structures and the starting vortex (see figure 
57).  This is an indication that these artifacts of the unstable shear layers are 
not mere embellishments but are instead effectively capable of altering the 





















(a) t*=0.57, θ=13.7°, t/T=1.12  
LEV 
(b) t*=0.85, θ=-18.8°, t/T= 1.68 
LEV 
Figure 52: Streamline and vorticity plots for an oscillating elliptical aerofoil at κ=1.0, θo=20°, 
Re=1000 (U∞=17 mm/s), a=100 mm/s2.  (a): leading edge separation takes place on bottom 
surface when aerofoil pitches upwards, (b): leading edge separation takes place on top 
surface when aerofoil pitches downwards. 
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(a) t*=0.57, θ=27.4°, t/T= 1.12 
LEV
(b) t*=0.79, θ=-16.6°, t/T= 1.57 
LEV
Figure 53: Streamline and vorticity plots for an oscillating elliptical aerofoil at κ=1.0, θo=40°, 
Re=1000 (U∞=17 mm/s), a=100 mm/s2. (a): leading edge separation takes place on bottom 
surface when aerofoil pitches upwards, (b): leading edge separation takes place on top 
surface when aerofoil pitches downwards. 
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(a) t*=0.68, θ=33.2°, t/T=2.13 
Direction of  
induced velocity 
Figure 54: Streamline and vorticity plots showing the existence of a vortex street 
representative of lift generation and drag production (θo=40°, κ=1.0, Re=1000 (U∞=17 mm/s), 





















(a) t*=1.08, θ=14.4°, t/T=2.13 
Direction of  
induced velocity 
(b) t*=1.08, θ=28.8°, t/T= 2.13 
Direction of  
induced velocity 
Figure 55: Streamline and vorticity plots showing the existence of a vortex street 
representative of lift and thrust generation (κ=1.0, Re=1000 (U∞=17 mm/s), a=100 mm/s2).  (a): 



























Figure 56: Streamline and vorticity plots of an oscillating elliptical aerofoil showing the 
























(b) t*=0.28, θ=-7.4°, t/T=0.56 
First trailing edge 
clockwise vortex 
Starting vortex 



















First trailing edge 
clockwise vortex 
(c) t*=0.57, θ=13.7°, t/T=1.12 
Roll-up of 
shear layer Starting vortex 
(d) t*=0.68, θ=16.6°, t/T=1.34 
Pairing off of auxiliary vortical 
structure and starting vortex 

















(e) t*=0.85, θ=-18.1°, t/T=1.68 
Interaction between vortical 
structures 
(f) t*=1.13, θ=20.0°, t/T=2.24 
Continued interaction between 
vortical structures persists 
even after one oscillation cycle 
Figure 57: Streamline and vorticity plots of an oscillating elliptical aerofoil depicting the 
interaction between an auxiliary structure originating from an unstable shear layer and the 
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Reduced Frequency κ=1.0  (θo=60°) 
The flow field for this configuration is typified by almost total dominance of 
the oscillatory motion, with the effects of the freestream being virtually non-
existent.  The tiny vortical structures produced by the roll up of the shear layers 
occur even more frequently due to the higher rotational velocity and the larger 
range of motion of the aerofoil tips.  In fact, it may be said that the consequent 
complex vortical interaction of these auxiliary structures is another feature 
which distinguishes this regime from its lower angular amplitude counterparts. 
At the start of the realization, the initial pitching up motion (0<t/T<0.25) 
yields an anti-symmetric vortex pattern consisting of an anti-clockwise LEV 
which forms just beneath the bottom surface of the aerofoil and a starting 
vortex (see figure 58(a)).  As the aerofoil just begins to pitch downwards 
(t/T≈0.33), this LEV is drawn upwards above the leading edge and resides next 
to a newly formed vortex of clockwise sense to form a mutually inducing vortex 
pair (see figure 58(b)).  Such a phenomenon is not witnessed in any of the 
previous cases.   
Between 0.25<t/T<0.75, during the descent of the leading edge, a series of 
secondary vortical structures appear due to Kelvin-Helmholtz instabilities in the 
shear layer as shown in figure 58(c), but what is more interesting to note is that 
the above-mentioned vortex pair gets drawn towards the trailing edge (see 
figure 58(d)) and the two vortices are split apart from each other in the 
subsequent motion (see figure 58(e)).  The leading edge activity that follows 
after the first oscillation cycle (t/T>1) is much more regular and is essentially 
akin to that of the lower angular amplitude instances whereby leading edge 
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separation occurs on the surface opposite to that predicted by the quasi-steady 
case. 
Unlike the leading edge which is characterized by complex vortical 
interactions especially during the initial cycle, vortices are shed at the trailing 
edge in a comparably more predictable fashion, albeit in a manner which is 
different from that seen in the previous cases.  Two vortices are shed per half 
cycle, one of which will pair up with another vortex of opposite sign shed during 
the next half cycle (see figures 58(d) to 58(f)).  This equates to a vortex 
shedding frequency of 4 times that of the oscillation frequency.  However, it is 
noticed that the direction of the induced velocity of each vortex pair is 
indicative of drag production with the absence of any net vertical force (see 
figure 59). 
Such an event is logical considering the following argument: suppose in the 
extreme case that the effects of the freestream are negligible, then the problem 
can be approximated solely by the oscillatory aerofoil motion.  Since the 
aerofoil is oscillating about mid-chord, this implies that there should be no net 
horizontal or vertical force.  This implies that as the relative effect of the 
freestream is reduced, the flow problem should tend towards the case 


























(b) t*=0.17, θ=51.5°, t/T=0.33 



















Vortex pair (c) t*=0.28, θ=-22.1°, t/T=0.56 
Vortex pair is drawn 
towards the trailing edge (d) t*=1.13, θ=20.0°, t/T= 2.24 
Two trailing edge 
vortices shed per half 
cycle 




















Vortex pair is split 
apart (e) t*=0.40, θ=-58.6°, t/T=0.78 
Pairing up of two vortices: second 
vortex from previous half cycle and first 
vortex from current cycle 
Second vortex will pair up with 
another vortex of opposite sense shed 
during next half cycle 
(f) t*=0.70, θ=41.1°, t/T=1.12 
Figure 58: Streamline and vorticity plots of an oscillating elliptical aerofoil at θo=60°, κ=1.0, 
Re=1000 (U∞=17 mm/s), a=100 mm/s2. 
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(a) t*=0.74, θ=16.4°, t/T=1.46 
(b) t*=1.13, θ=59.9°, t/T=2.24 
Figure 59: Streamline and vorticity plots of an oscillating elliptical aerofoil indicating the 
presence of a drag producing wake with no net vertical force generation (θo=60°, κ=1.0, 
Re=1000 (U∞=17 mm/s), a=100 mm/s2).  A set of dual arrows indicates the direction of the 
induced velocity of each vortex pair. 
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Just as in the case of κ=0.50, the resulting flow field for κ=1.0 is again 
primarily influenced by the fluid inertia against the rotational motion of the 
aerofoil tips.  It can be inferred from figure 60 that the effective angle of attack 
for this value of the reduced frequency is out of phase with the angular 
displacement, θ, by at least a quarter of a period for all the angular amplitudes 
tested.  Since this is higher than the case for the higher angular amplitudes of 
κ=0.50, it is therefore no surprise that the leading edge activity for both cases 
is similarly out of phase with that predicted by the quasi-steady analogy. 
In addition, as the angular amplitude is increased from θo=20° to θo=60°, 
the flow begins to approximate the case of an aerofoil oscillating at a high 
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Figure 60: Graph of effective angle of attack profile versus t/T for κ=1.0, Re=1000 for different 
angular amplitudes.  As a reference, the dotted line shows the shape of the angular 
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4.2.1 Effects of Reduced Frequency and Angular Amplitude 
Given the results presented above, it seems reasonable to conclude that 
the effective angle of attack profile provides the best indication of the nature of 
the flow field of an oscillating aerofoil.  However, one drawback of using this 
expression as a tool for comparison is that it is a temporal function, and 
therefore cannot be easily simplified into a single number.   
Closely related to this function is the ratio of the maximum velocity at the 
aerofoil leading edge (tip) to that of the freestream.  This non-dimensionalized 







π θ θϕ κθ
∞ ∞ ∞
= = ≈ =  (21) 
where vmax is the magnitude of the maximum velocity at the aerofoil leading 
edge (see (18)) .    
Not only does the ratio ϕ, termed henceforth as the maximum velocity to 
freestream (mvf) ratio, offer a reasonable estimate of the effective of angle of 
attack profile, from equation (21), it follows that the mvf ratio can be expressed 
as the product of the reduced frequency and angular amplitude, both of which 
are commonly cited as important flow parameters (see Ohmi et al. (1990), 
D’Alessio et al. (1999) and Akbari and Price (2000)).  This makes it an ideal 
choice as an appropriate non-dimensionalized number for determining the 
character of the evolving flow field.  In fact, such a quantity has also been 
proposed previously by Ohmi et al. (1990) and used as a reference for further 
related experiments in Ohmi et al. (1991). 
A secondary but nevertheless important consequence of employing the mvf 
ratio as the governing flow parameter, is that it accords equal significance to 
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both κ and θo, two of the investigated variables, in terms of their influence on 
the flow characteristics.  This means that an increase (or decrease) in either κ 
or θo should theoretically alter the nature of the resulting flow field.  Table 5 
shows evidence in support of such a relationship.  Having said that, it should 
be pointed out that the difference between the lowest reduced frequency of 
κ=0.13 and κ=0.50 is about an order of 4 as compared to the corresponding 
variation in the angular amplitude within the interval of κ=0.13 which is about 3 
(θo=20° to θo=60°).  Not taking this difference into account may lead to an 
erroneous inference that singles out the reduced frequency as the dominant 
parameter and neglects the contribution of the angular amplitude. 
Equation (21) also additionally requires that both the reduced frequency 
and angular amplitude should be ‘mutually compensative’, i.e. if both κ and θo 
increase and decrease by the same order of magnitude respectively, assuming 
that ϕ remains constant, then the corresponding flow field should necessarily 
be more or less the same.  Preliminary evidence for this can again be seen in 
table 5 where the flow field for both κ=0.50, θo=40˚ and κ=1.0, θo=20˚ which 
identically equate to ϕ=0.35, show similar leading edge characteristics. 
As a closing note, it should be cautioned that the mvf ratio only offers a 
good estimate of the effective angle of attack profile and is not meant to be a 
substitute of this function.  Particularly, supplementary research should be 
done to examine the existence of a ‘mutually compensative’ relationship 
between the reduced frequency and the angular amplitude.  For example, 
though it is mentioned above that the two cases corresponding to ϕ=0.35 show 
similar leading edge characteristics, the wake profile for the two cases are 
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dissimilar.  The case of κ=0.50, θo=40˚ exhibits a thrust-producing wake whilst 
the other case of κ=1.0, θo=20˚ shows signs of lift and thrust-producing wake.  
 
Table 5: Summary of the various observed flow regimes as gathered from all the oscillatory 
experiments conducted on the elliptical aerofoil. 
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interactions 
• Subsequent cycles 
similar to ϕ=0.175 
Trailing edge activity: 
• Presence of drag 
producing wake with 4 







4.2.2 Effects of Wing Geometry 
The vorticity plots for the oscillatory cases depicted in figures 61 to 69 show 
that the flow fields of the elliptical aerofoil and the flat plate are qualitatively 
similar to each other.  It is noted, however, that the bi-convex aerofoil produces 
a slightly different wake profile from the other two geometries.  In particular, a 
jet-like wake profile is witnessed for all cases corresponding to κ=0.50 and 
κ=1.0.  This is in contrast to the lift & thrust or lift & drag configurations seen 
for the case of the elliptical aerofoils and flat plate at the higher angular 
amplitudes of θo=40° and θo=60° for κ=1.0 (ϕ≥ 0.70).  In addition, the vortices 
for the bi-convex wing appear to be more diffuse for the higher angular 
amplitude cases for κ=0.50 (ϕ≥ 0.35) and especially that of κ=1.0 (ϕ≥ 0.52).   
The circulation of the leading edge vortex is calculated for the various wing 
geometries and is shown in figures 70 to 72.  The bi-convex aerofoil 
consistently produces stronger vortices than the elliptical aerofoil, a trend 
similar to that seen for the fixed incidence cases.  However, such a regular 
trend is not observed in the case of the flat plate.  For κ=0.13, the flat plate 
produces the strongest LEV across all angular amplitudes, whilst for the higher 
reduced frequency cases of κ=0.50 and κ=1.0, the vortex strength is in 
between that of the bi-convex and elliptical aerofoil. 
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Bi-convex Aerofoil 



























(See caption on page 144) 
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Bi-convex Aerofoil 



























Figure 61: Vorticity plots showing the flow evolution from t*=0.51 to 3.91 for different wing 
geometries at θo=20°, κ=0.13, Re=1000 (U∞=17 mm/s), a=100 mm/s2.  (Left column: bi-convex 
aerofoil; middle: elliptical aerofoil; right: flat plate).   
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Bi-convex Aerofoil 
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Bi-convex Aerofoil 



























Figure 62: Vorticity plots showing the flow evolution from t*=0.51 to 3.91 for different wing 
geometries at θo=40°, κ=0.13, Re=1000 (U∞=17 mm/s), a=100 mm/s2.  (Left column: bi-convex 
aerofoil; middle: elliptical aerofoil; right: flat plate).   
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Bi-convex Aerofoil 
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Bi-convex Aerofoil 



























Figure 63: Vorticity plots showing the flow evolution from t*=0.51 to 3.91 for different wing 
geometries at θo=60°, κ=0.13, Re=1000 (U∞=17 mm/s), a=100 mm/s2.  (Left column: bi-convex 
aerofoil; middle: elliptical aerofoil; right: flat plate).   
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Bi-convex Aerofoil 
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Bi-convex Aerofoil 



























Figure 64: Vorticity plots showing the flow evolution from t*=0.17 to 1.64 for different wing 
geometries at θo=20°, κ=0.50, Re=1000 (U∞=17 mm/s), a=100 mm/s2.  (Left column: bi-convex 
aerofoil; middle: elliptical aerofoil; right: flat plate).   
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Bi-convex Aerofoil 
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Bi-convex Aerofoil 



























Figure 65: Vorticity plots showing the flow evolution from t*=0.17 to 1.64 for different wing 
geometries at θo=40°, κ=0.50, Re=1000 (U∞=17 mm/s), a=100 mm/s2.  (Left column: bi-convex 
aerofoil; middle: elliptical aerofoil; right: flat plate).   
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Figure 66: Vorticity plots showing the flow evolution from t*=0.17 to 1.64 for different wing 
geometries at θo=60°, κ=0.50, Re=1000 (U∞=17 mm/s), a=100 mm/s2.  (Left column: bi-convex 
aerofoil; middle: elliptical aerofoil; right: flat plate).   
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Figure 67: Vorticity plots showing the flow evolution from t*=0.057 to 1.08 for different wing 
geometries at θo=20°, κ=1.0, Re=1000 (U∞=17 mm/s), a=100 mm/s2.  (Left column: bi-convex 
aerofoil; middle: elliptical aerofoil; right: flat plate).   
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Bi-convex Aerofoil 
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Figure 68: Vorticity plots showing the flow evolution from t*=0.057 to 1.08 for different wing 
geometries at θo=40°, κ=1.0, Re=1000 (U∞=17 mm/s), a=100 mm/s2.  (Left column: bi-convex 
aerofoil; middle: elliptical aerofoil; right: flat plate).   
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Bi-convex Aerofoil 
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Figure 69: Vorticity plots showing the flow evolution from t*=0.057 to 1.08 for different wing 
geometries at θo=60°, κ=1.0, Re=1000 (U∞=17 mm/s), a=100 mm/s2.  (Left column: bi-convex 
aerofoil; middle: elliptical aerofoil; right: flat plate).   
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4.3 Additional Experiments 
It is restated here that the experiments discussed in this section were only 
conducted on the flat plate without performing any form of ensemble averaging 
and thus may render an inferences incomplete or inaccurate. 
 
4.3.1 Fixed Incidence Cases 
As mentioned in section 3.4.4.1, the fixed incidence cases are repeated at 
Reynolds numbers of 2000 and 3000 respectively to briefly examine the 
sensitivity of the flow field within this order of the Reynolds number.  A total of 
40 images are captured for Re=2000, corresponding to a non-dimensionalized 
time interval of t*=0 to t*=4.42, whilst in the case of Re=3000, 25 images are 
captured, resulting in a flow investigation time of t*=0 to t*=4.08. 
It turns out that the flow field for both the higher Reynolds numbers, as 
shown in figures 73 to 78, are similar to that of Re=1000 except for a notable 
increase in the shear layer instabilities especially for α=60˚.  The flow is 
characterized by the shedding of a starting vortex, followed by a LEV, 
secondary vortex and finally a trailing edge vortex.  The insensitivity of the flow 
field within this order of the Reynolds number provides more evidence that 
such a flow is indeed synonymous with that of a bluff body.  This may pave the 

































Figure 73: Vorticity plots showing the flow evolution from t*=0.23 to 3.97 for a flat plate at 
α=20˚, Re=2000.  (Sequence is from left to right, then top to bottom) 
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Figure 74: Vorticity plots showing the flow evolution from t*=0.23 to 3.97 for a flat plate at 
α=40˚, Re=2000.  (Sequence is from left to right, then top to bottom) 
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Figure 75: Vorticity plots showing the flow evolution from t*=0.23 to 3.97 for a flat plate at 
α=60˚, Re=2000.  (Sequence is from left to right, then top to bottom) 
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Figure 76: Vorticity plots showing the flow evolution from t*=0.34 to 4.08 for a flat plate at 
α=20˚, Re=3000.  (Sequence is from left to right, then top to bottom) 
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Figure 77: Vorticity plots showing the flow evolution from t*=0.34 to 4.08 for a flat plate at 
α=40˚, Re=3000.  (Sequence is from left to right, then top to bottom) 
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Figure 78: Vorticity plots showing the flow evolution from t*=0.34 to 4.08 for a flat plate at 
α=60˚, Re=3000.  (Sequence is from left to right, then top to bottom) 
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4.3.2 Oscillatory Cases 
The experiments conducted in this section comprise of two different 
categories: one in which all the oscillatory cases for the reduced frequencies of 
κ=0.50 and κ=1.0 are repeated over an extended time interval, and the other in 
which the initial angle of attack is increased from θi=0º to θi=20º (see equation 
(14)).  The main aim of the former category is to examine if the starting flows 
observed during the first few oscillation cycles are a good representation of the 
flow field as it evolves over an extended period of time, whilst the motivation 
for the other is to investigate the effect of the introduction of mean asymmetry 
in the flow via a non-zero initial angle of attack.  It should be noted that the mvf 
ratio proposed in the previous section is unable to take into account any 
changes in the initial angle of attack so analysis of these cases is done using 
the effective AOA profile. 
A total of 70 image pairs are taken for all the following cases; this number 
corresponding to the physical limit of the experimental setup (see section 
3.3.2).  
 
4.3.2.1 Oscillatory Cases Without Angular Offset 
Reduced Frequency κ=0.50, θi=0° (θo=20°, θo=40°, θo=60°) 
The total time interval for these realizations spans about 4 oscillation cycles 
and it is noted that the flow field is not much different from that of the ensemble 
averaged cases presented in section 5.2.  Further evidence of a jet-like wake 
is seen throughout the extended period of visualization.  Figure 79 shows the 
time-averaged wake velocity profile for the 3 different angular amplitudes at 
distances of about 1.3 and 1.7 chord lengths downstream of the leading edge. 
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In particular, for the angular amplitude of θo=20°, the ‘constructive’ 
interaction between the leading and trailing edge vortices as mentioned in 
section 5.2 is also observed regularly every half an oscillation cycle, thus 
indicating that such a phenomenon is probably a distinct, periodic feature of 
this flow regime.   
However, the specific details of this interactive process and whether it is 
indeed constructive remains fairly uncertain.  From the vorticity plots (see 
figure 80), though it is clear that the shed LEV arriving at the trailing edge 
bears the same sign as the newly formed trailing edge vortex, it appears that 
only a portion of this shed LEV merges into the trailing edge shear layer and 
feeds the supply of circulation to the trailing edge vortex, whilst another portion 
is left behind till it is shed into the wake in the next half cycle.   Since each 
trailing edge vortex shed during a half cycle is of opposing sense to the 
previous one, any remnants of the shed LEV would tend to negate the 
subsequent trailing edge vortex.  This implies that the effects of this vortical 
interaction might cancel out in a time-averaged sense.  In any case, the shed 
LEVs are almost entirely diffuse upon reaching the trailing edge and it is 
surmised that their impact on the resulting wake profile should therefore be 
relatively small.  There also seems to be no evidence from the time-averaged 
wake velocity profiles to suggest the existence of any form of thrust 
augmentation that may arise through such interaction. 
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Figure 79: Time-averaged wake velocity profiles over 4 oscillation cycles for various angular 
amplitudes for κ=0.50 at two different downstream locations.  Axis of oscillation is located at 
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Remnants of Shed LEV 
Shed LEV 
Merging of shed LEV with trailing 
edge shear layer (bottom surface) Merging of shed LEV with trailing 
edge shear layer (top surface) 
Remnants of Shed LEV Merging of shed LEV with 
trailing edge shear layer 
Figure 80: Vorticity plots of an oscillating flat plate depicting the interaction between the 
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Reduced Frequency κ=1.0, θi=0°, θo=20° 
Owing to the higher temporal oscillation frequency for the case of κ=1.0, 
slightly more than 7 cycles could be captured for the duration of the 70 image 
pairs.  For θo=20°, the flow field over the extended visualization interval is 
almost entirely similar to ensemble averaged case which spans only about 2 
oscillation cycles.  There is an absence of any downstream advection of the 
LEVs whilst the wake still displays signs of lift and thrust production.  Even the 
auxiliary structures formed by the roll-up of the unstable shear layers seem to 










x/c=1.3 (Angular Amplitude 20deg)
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Figure 81: Time-averaged wake velocity profiles over 7 oscillation cycles for various angular 
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Reduced Frequency κ=1.0, θi=0°, (θo=40° and θo=60°) 
The flow fields for both these cases during the first two oscillation cycles 
are similar to that observed in the ensemble averaged cases.  However, whilst 
the leading edge activity continues to remain more or less similar even beyond 
the third cycle, the wake profile begins to show a marked deviation.  What is 
interesting is that both the angular amplitudes display almost the same manner 
of deviation.  The wake pattern transforms almost immediately into a lift and 
thrust producing mode, analogous to that seen in the previous case of κ=1.0, 
θo=20° but with the direction of the lift vector reversed.  Evidence in support of 
this phenomenon can be seen in the vorticity plots shown in figure 82 as well 
as in figure 81 where the wake excess profile is seen to shift downwards with 
increasing distance away from the oscillating plate. 
 




(b) t*=1.81, θ=-30.2°, t/T=3.58 
 
 
Figure 82: Vorticity plots showing the lift and thrust producing wake pattern that occurs after 
and beyond the third oscillation cycle for the higher angular amplitudes of κ=1.0, θi=0°.  Each 
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4.3.2.2 Oscillatory Cases With Mean Angular Offset 
Reduced Frequency κ=0.13, θi=20°, (θo=20°, θo=30° and θo=40°) 
In comparison with the symmetric cases, the introduction of a non-zero 
initial angle of attack does not appear to lead to any form of alteration of the 
origin and development of the leading edge structures.  Figures 83(a) to 85(a) 
show the formation of a primary LEV and a secondary vortex which are 
subsequently advected and repositioned downstream.  What stands out is that 
the asymmetry imposed by the initial angle of attack generates a flow field that 
is increasingly similar to the static cases and includes the shedding of a trailing 
edge vortex.  The development of this vortex is similar to the fixed incidence 
cases whereby the LEV draws the shear layer on the bottom surface of the flat 
plate. Such an occurrence in turn provides the opportunity for interaction 
between the leading and trailing edge vortices.  Figures 83(b) to 85(b) show 
the existence of such a ‘constructive’ process.  Though the primary LEV is 
advected downstream without any form of interaction, the secondary vortex is 
clearly seen to merge with the trailing edge vortex. 
The principal source of the empirical differences seen for this particular set 
of flow conditions is the occurrence of the trailing edge vortex.  As shown in 
figure 86, we note that the introduction of a non-zero initial angle of attack 
results in the effective angle of attack profile residing in positive territory for a 
much longer duration than the symmetric case of θi=0°.  It follows then that the 
higher the angular amplitude, the longer the effective angle of attack profile 
dips into negative territory and thus the less the resemblance.  However, even 
for the highest angular amplitude of θo=40°, the effective angle of attack 
remains positive for 5/8 of an oscillation cycle, significantly longer than the 
 176
Chapter 4 Results and Discussion 
corresponding value of 1/2 an oscillation cycle for the symmetric case where 
no trailing edge vortices are produced.   
A secondary effect of the mean asymmetric oscillation is that the LEV and 
secondary vortex are only formed on the top surface of the flat plate in the 
case of θo=20° and θo=30°, unlike the symmetric case whereby both these 
structures are produced on both surfaces of the wing geometry in a mirror-
image-like process.  This is expected given the asymmetric profile of the 
effective angle of attack which reaches only a minimum of about -6° and -20° 
for θo=20° and θo=30° respectively.  The ‘constructive’ interaction between the 
secondary vortex and trailing edge vortex therefore only occurs once per 
oscillation cycle.  Even though the formation of the LEV and secondary vortex 
is observed on both surfaces for θo=40°, the strength of these structures on the 























Shed LEV is advected downstream 
without any form of interaction 
Shed LEV Secondary vortex (a) t*=1.81, θ=22.5°, t/T=0.48 
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about to merge with 
trailing edge vortex 
(See caption on page 179) 
 
 178









(c) t*=2.95, θ=0.4°, t/T=0.78 
Merging of secondary 
vortex and trailing 
edge vortex 
Figure 83: Streamline and vorticity plots of an oscillating flat plate aerofoil at θo=20°, κ=1.0, 
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(See caption on page 180) 
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vortex (b) t*=2.66, θ=-8.8°, t/T=0.71 Secondary vortex
Shed LEV is advected downstream 
without interacting with the trailing 
edge vortex 
Merging of secondary vortex and 
trailing edge vortex (c) t*=2.78, θ=-9.9°, t/T=0.74 
Secondary LEV 
Figure 84: Streamline and vorticity plots of an oscillating flat plate aerofoil at θo=30°, κ=1.0, 
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without any form of interaction 
Shed LEV Secondary 
vortex (a) t*=1.36, θ=50.8°, t/T=0.36 
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LEV (c) t*=3.06, θ=-17.2°, t/T=0.81 
Merging of secondary 
vortex and trailing 
edge vortex 
Figure 85: Streamline and vorticity plots of an oscillating flat plate aerofoil at θo=40°, κ=1.0, 
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Figure 86: Graph of effective angle of attack profile versus t/T for κ=0.13, θi=20°, Re=1000 for 
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Reduced Frequency κ=0.50, θi=20°, θo=20° 
This final case is typified by two different modes of interaction between the 
leading and trailing edge vortices.  Two vortices of opposing sense are shed at 
the leading edge per oscillation cycle (see figure 87(a)), but only on the top 
surface of the flat plate.  Due to the close proximity of both these structures, it 
is uncertain however, if the anti-clockwise vortex is a secondary vortex that 
arises through the entrainment of the leading edge shear layer or if it is a 
structure that emanates directly from the leading edge from a previous cycle.  
The LEV shed during the first oscillation cycle is seen to merge with a trailing 
edge vortex of the same sense in the next cycle whilst the anti-clockwise 
vortex is advected downstream unperturbed (see figure 87(b)).   
However, in the subsequent cycles, each pair of leading edge and anti-
clockwise vortices is advected downstream without any form of interaction with 
the trailing edge structures (see figures 87(c) and 87(d)).  This gives rise to an 
‘expanding wake’ associated with drag production (see figure 88), the term first 
coined by Gopalkrishnan et al. (1994) in their vorticity control experiments.   
In comparison with the symmetric case of θi=0°, the effective angle of 
attack profile for this configuration is less out of phase with that of the quasi-
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Figure 87: Vorticity plots of an oscillating flat plate for κ=0.50, θi=20°, θo=20°, Re=1000 (U∞=17 
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Figure 88: Time-averaged wake velocity profiles over 4 oscillation cycles for κ=0.50, θi=20°, 
θo=20°, Re=1000, at two different downstream locations.  Axis of oscillation is located at 
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Figure 89: Comparison of effective angle of attack profile versus t/T for κ=0.50, θi=20°, θo=20°, 
Re=1000 and κ=0.50, θi=0°, θo=20°, Re=1000.  Note that for the latter case, results are only 







Chapter 5 Conclusion 
Chapter 5 
Conclusion 
The initial flow field of an impulsively started aerofoil at fixed incidences, 
and in oscillatory motion have been duly investigated and discussed, with the 
main parameters of consideration being that of the angle of attack, reduced 
frequency, angular amplitude and wing geometry.  Additional parameters such 
as the Reynolds number for the static cases as well as the initial angle of 
attack for the oscillatory cases have also been examined. 
The flow field of an aerofoil at a constant angle of attack of between 20° 
and 60° is characterized by flow separation at the leading edge which 
culminates in the formation of a LEV and a secondary vortex.  As the LEV is 
shed and traverses above the aerofoil, it draws fluid from the shear layer 
beneath the wing and consequently leads to the growth of a trailing edge 
vortex of opposite sense.  Taken together, the development and shedding of 
these alternating vortices are typical of a von Karman vortex street commonly 
associated with bluff body wakes.   
A variation in the angle of attack does not display any significant changes in 
the large scale flow structures and their sequential evolution.  This is probably 
due to the fact that the range of this investigation is well within that of the static 
stall regime.  However, an increase in the angle of attack appears to amplify 
the instability of the leading edge shear layer which in turn hastens the 
formation of the LEV.  In addition, the strength of the shear layer, which is a 
good indication of the strength of the LEV, also shows a positive correlation 
with the angle of attack. 
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 For the oscillatory motion, the effective angle of attack profile is found to be 
the governing flow parameter.  Since this parameter is a function of both the 
reduced frequency and the angular amplitude, it is therefore not surprising that 
these two variables play an instrumental role in influencing the leading edge 
development as well as the corresponding wake profile.  In addition, the fixed 
incidence and quasi-steady cases act as useful baseline references for the 
analysis of the results obtained. 
Due to the difficulties encountered in using the effective angle of attack as a 
tool for comparison, the mvf ratio is proposed as an ideal non-dimensionalized 
number which is closely related to this parameter and therefore takes into 
account the effects of both the reduced frequency and the angular amplitude.   
When the mvf ratio is low or when the effective angle of attack profile is 
marginally out of phase with that of the quasi-steady case, the flow in the 
vicinity of the leading edge tends to display features similar to that of the fixed 
incidence cases, albeit with a delay in the development of the vortices.  Wavy-
like structures are also seen to emanate from the trailing edge without any hint 
of vortex formation. 
An increase in the mvf ratio to 0.14 leads to a transitional regime 
characterized by a jet-like wake whilst still retaining the leading edge character 
of the preceding case.  A further increase produces a totally new flow field 
marked by the shedding of vortices at the leading and trailing edge in an anti-
symmetric fashion with the absence of both the secondary vortex as well as 
the downstream advection of the leading edge vortices. 
For mvf ratios beyond 0.70, the wake transforms from a mere thrust-
producing mode to one representative of lift and thrust generation.  However, 
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at the highest mvf ratio of 1.0, the effects of the freestream become virtually 
non-existent and the flow is almost reduced to that of a piston-like 
configuration, with no net force produced. 
The ensemble averaged results for both the fixed incidence and oscillatory 
cases suggest that the mean flow field is relatively insensitive to any changes 
in wing geometry.  In general, the bi-convex aerofoil is found to produce 
slightly stronger vortices as compared to the flat plate and elliptical wing, 
presumably due to the effect of the sharper leading edge.   
Additional experiments conducted on the flat plate show evidence that the 
flow fields for the fixed incidence cases are relatively independent of the 
Reynolds number within the range of 1000 to 3000.   
Finally, the introduction of asymmetry into the oscillatory motion via the 
imposition of a non-zero initial angle of attack can lead to increased interaction 
between the leading and trailing vortices, which can potentially improve the 




The following areas are highlighted for possible further research: 
o Extend the period of visualization for the lower reduced 
frequency cases to have a better understanding of the resulting 
wake profile. 
o Additional experiments should be performed to determine the 
validity of the mvf ratio as a relevant dimensionless number 
especially with regards to the existence of a ‘mutually 
compensative’ relationship between the reduced frequency and 
the angular amplitude. 
o Examine the effects of a positional variation in the axis of 
oscillation.  With current axis at mid chord, the effective angle of 
attack profile of the leading and trailing edge is theoretically 
identical.  However, a downstream or upstream shift in this axis 
will upset this relationship and aid in further assessment of the 
effective angle of attack profile as the governing flow parameter. 
o Increase the Reynolds number at least one order of magnitude, 
and study the effects of this change on the flow field, as this 
would be more relevant to aquatic propulsion. 
o Examine the effects of a further increase in the initial angle of 
attack which is of relevance to insect flight. 
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