In the last two decades the structure of Extended Affine Lie Algebra (EALA) is extensively studied. In explicitly constructing an EALA, the centerless Lie Torus play an important role. In this paper we consider the Universal central extension of a centerless Lie Torus and classify the irreducible integrable modules for them when the center acts non-trivially. They turn out to be "highest weight modules" for direct sum of finitely many affine Lie algebras.
Introduction
An extended affine Lie algebra (EALA) is a Lie algebra together with a nondegenerate invariant symmetric bilinear form, a nonzero finite dimensional ad-diagonalizable subalgebra such that a list of natural axioms is imposed. As the term (EALA) suggest, the defining axioms for an EALA are modeled after the properties of affine Kac-Moody Lie algebras. The EALA's are natural genaralization of affine Lie algebras in sevaral variables. See [AABGP, ABF, ABF P 1, ABF P 2, AF, AZ, BA, NK, EN1, EN2] and the references there in.
The classical procedure of realizing affine Lie algebra using loop algebra in one variable proceeds in two steps [K, chaps. 7 and 8] . In the first step, the derived algebra module its center of the affine Lie algebra is constructed as the loop algebra of a diagram automorphism of a finite dimensional simple Lie algebra. In the second step, the affine Lie algebra itself, together with a Cartan subalgebra and a nondegenerate invariant bilinear form for the affine Lie algebra, is built from the graded loop algebra by forming a central extension (with one dimensional center) and adding a (one dimensional) graded algebra of derivations.
The replacement for the derived algebra modulo its center in EALA theory is the centerless core of the EALA, and the centerless core has been characterized axiomatically as centerless Lie Torus [Y, EN3] . Starting with a centerless Lie Torus, Erahard Neher [EN3] has shown how to carry out the second step of the classical realization procedure that is to construct an
EALA.
In this paper we consider Lie Torus which are multiloop algebras (see 1.7).
These algebras cover allmost all Lie Torus except one class of Lie Torus which appear in type A and comeing from quantum torus [ABF P 1] . We start with a centerless Lie Torus and consider its universal central extension denoted by LT . We add a finite set derivations of zero degree which measures the natural gradation on LT , and denote it by ∼ LT .
The purpose of the paper is to classify irreducible integrable modules for ∼ LT with finite dimensional weight spaces when the center acts nontrivially. They turn out to be highest weight modules for direct sum of finitely may affine Kac-Moody Lie algebras. Some very special cases are done in [E3] , [EB] , [EZ] and [XT ] . These highest weight modules are different from the standard highest weight modules of affine Lie algebra. The ad-diagonalizable subalgebra we consider is much smaller than the Cartan subalgebra of the affine Lie algebra. Consequently the zero root space need not be abelian. They need further investigation.
The contents of the paper are the following. Let LT be the centerless Lie Torus (see (1.7) for the definition). Let LT be the universal central extension of LT (see Proposition (2.2)). Both LT and LT are naturaly Z n+1 graded for some n. Let D be the spaces spanned by zero degree derivations The Lie Torus is defined as multiloop algebra using finitely many finite order automorphisms (see 1.4). In the case where all automorphisms are trivial we ge the standard non-twisted multiloop algebra. In this case ∼ LT is nothing but toroidal Lie algebra (see 1.3). The irreducible integrable modules for toroidal case has been classified in [E3] . We defined highest weight irreducible modules for L which need not have finite dimensional weight spaces. We give necessary and sufficent condition for an irreducible highest weight module to have finite dimensional weight spaces (Theorem 3.10). We prove that an irreducible integrable module, where the center acts by a positive integer is actually an highest weight module (Theorem 6.2). We next prove that an irreducible integrable highest weight module is actually a module for the direct sum of finitely many affine Lie algebras (Proposition 4.3 and Lemma 5.5).
Notation and Preliminaries
Throughout this work will use the following notation.
(1.1) All vector spaces, algebras and tensor products are over complex numbers C. Let Z, N and Z + denote integers, non-negative integers and positive integers respectively.
(1.2) Let g be simple finite dimensional Lie algebra and let (, ) be a nondegenerate symmetric bilinear form on g. Fix a positive integer n and let σ 0 , σ 1 , · · · , σ n be commuting finite order automorphisms of g of order
For any integers k 0 and l 0 , let k 0 and l 0 denote images in Λ 0 .
, and
be Laurent polynomial algebras with respective variables.
Let Ω A be the vector space spanned by symbols t
Similar spaces can be defined for all other Laurent polynomial algebras.
Notice that g ⊗ A has a natural structure of a Lie algebra. We will now define toroidal Lie algebra. See [EM] and [EMY ] .
It is well known that τ is the universal central extension of g ⊗ A. See [EMY ] and [Ka] .
(1.4) We will now define multiloop algebra as a subalgebra of g ⊗ A. For 0 ≤ i ≤ n, let ξ i denote a m i th primitive root of unity.
Let
The finite dimensional irreducible modules are classified by Michael Lau [ML] .
(1.5) Suppose h 1 is a finite dimensional ad-diagonalizable subalgebra of a Lie algebra g 1 . We set, for α ∈ h * 1
Then we have
(1.6) Throughout this paper we assume that g(o, o) is a simple Lie algebra.
We can choose a Cartan subalgebra h of g such that
is a Cartan subalgebra of g(o, o). We always fix such a choice h(o) and h throughout this paper. It is well known that ∆
is irreducible reduced finite root system and has at most two root lengths. Let ∆ × 0,sh be the set of non-zero short roots. Define In all these three cases the weight system of the module is contained in ∆ 0,en . Future the multiplicity of non-zero weight is one.
(1.7) We will now define Lie Torus (centerless) which is the main object of our study. A multi-loop algebra
trivial module and either V (k 0 , k) is zero or satisfy the property (M).
(1.8) Properties of Lie Torus LT .
(a) ∆(g, h(o)) = ∆ 0,en if ∆ 0 is of type B l and V (k 0 , k) is isomorphic to highest weight irreducible finite dimensional module with highest weight 2β s
forms an sl 2 -copy.
For details see Proposition 3.2.5 of [ABF P 1] .
(1.9) Change of co-ordinates. We work with n variables for notational convenience. Let G = GL(n, Z) be the group of n × n matrices with entries in Z and determinant ±1. Then the group G acts naturally on Z n . Denote the action by B.k for B ∈ G and k ∈ Z n . Let s i = t B.e i where {e i } is the
Then it is easy to see that B defines an automorphism.
Now define a new Lie Torus LT (B) by replacing variables t i by s i and note that B takes the Lie Torus LT to LT (B) . This is what we call change of co-ordinates. We will use this change of coordinates in the paper without any mention and just say that "upto a choice of co-ordinates."
2 Universal central extension of Lie Torus.
0 t k be a Lie Torus as defined in Section 1.
Define a Lie algebra structure on LT by
Notice that (X, Y ) = 0 ⇒ k + l ∈ Γ and k 0 + l 0 ∈ Γ 0 . This follows from the standard fact that (, ) is invariant under σ i , 0 ≤ i ≤ n. This proves that the above Lie bracket is closed. Notice also the above Lie bracket is restriction defined in (1.3).
(2.2) Proposition : LT is the universal central extension of LT .
See Corollary (3.27) of [JS] Both LT and LT are naturally Z n+1 graded. To reflect this fact we add derivations. Let D be the space spanned by
Extended the Lie bracket in the following way.
Notice that Z(m 0 , m) is no more central in ∼ LT but only an abelian ideal. In fact any graded subspace of Z(m 0 , m) is an ideal.
is a root space decomposition with respect to ∼ h and each root space is finite dimensional. 
The purpose of this paper is to classify irreducible integrable modules for ∼ LT . We will first reduce the problem to a subquotient of ∼ LT and then classify those modules.
3 Subquotient of ∼ LT and highest weight mod-
Extend the Lie bracket to ∼ L by defineing D action on L as in (2.3). We will first give a Lie algebra surjective homomorphism from Φ :
It is easy to see that Φ is a Lie algebra homomorphism. In fact ker Φ is a In this section we will first take of the last step.
L α+koδ is a root space decomposition with respect to h(o).
But the dimensions of the root spaces are infinite dimensional.
be a set of simple roots in ∆ o . Let β be a maximal root in ∆(g, h(o)). Let
is consistant with the standard order on ∆(g, h(o)). Let ∼ ∆ be the set of all roots of L.
Clearly ∼ ∆+ is the set of positive root with the above ordering.
(3.7) Construction of highest weight module for L. (3.8) We will now give a necessary and sufficent condition for V (N) to have finite dimensional weight spaces.
Let I be an ideal in A(m) and let
We will prove the claim by induction on the ht(α + k o δ). The claim is
Consider the root
The first term is zero as N is the highest weight space. There are four
or may not be a root for the second term. The second term is zero in the first case as N is highest weight space.
The second term is zero in the second case by induction. In the third case,
and hence zero by assumption. In the fourth case the bracket istself is zero. This proves the claim.
¿From the claim it follows L −ko,−α (I)N genarates a proper submodule inside
It is also true for the zero part by assumption.
This proves L(I).N = 0. Proof Suppose there exists a co-finite ideal Conversely, suppose V (N) has finite dimensional weight spaces with respect to
Since g is simple and hence perfect, it follows that
It is now easy to see that
Claim There exists a polynomial Q i in t
To see the proof of the claim, note that the non-degenerate form (, ) on
. This is a genaral fact for any simple Lie algebra. Thus there exists
Which belongs to a single weight space of V (N). Thus there exists a poly-
Here and below we omit ⊗ for convenience.
The first term is zero as v belongs to N and m o δ is a positive root. Thus
This proves the claim.
be a basis of g(k o , k) in such a way that they are all h(o) weight vectors.
Cosider, for a fixed v j , X p and 1 ≤ i ≤ n
Which belongs to a single weight space of V (N), which is finite dimensional.
Thus there exists a polynomial
, where the product runs over all p, j, k o and k
is a polynomial given in the above claim. Since the product is finite, P i is a polynomial in t
The central term does not appear as it is zero by the claim. For this note that Q i is a factor of P i . The first term is zero as v j belongs to N and k o δ > 0.
Thus we have proved that
We already know that Kt k P i = 0 for all k ∈ Γ by the claim. Let I be the ideal genarated by P 1 , P 2 . · · · , P n inside A(m). It is easy to see that I is a co-finite ideal.
Now from (3.11) it is easily follows that L o (I).N = 0. This completes the proof of Theorem.
4 Integrable modules for L.
Recall that the roots of L are of the form α + k o δ and is called real root if
vectors are locally nilpotent on V . See Definition 2.7 for more details.
In this section we will classify irreducible integrable highest weight module fo L.
Let V (N) be an irreducible highest weight module for L. Throughout this section we assume V (N) is integrable . In particular V (N) has finite dimensional weight spaces with respect to
Thus by Theorem 3.10, there exists a co-finite ideal I of A(m) such that L o (I).N = 0. We can assume that the ideal I genarated by polynomials P i in variable t
We can further assume that the constant term is one.
b ij for some positive integers b ij and q i .
Further a
We need some Lemmas. In view of proposition it is sufficent to prove is an ideal of J 1 .
be the linear space spanned by
Note that the second term in (e) and (f ) do not have J. In case 2α + 2k o δ is not a root, then the terms (c), (d) and (f ) donot occur. Now it is easy to check that g(J) is a Lie algebra using Jacobi identity.
and the terms at (e) and (f ) are contained in L o (J).
It is direct checking that g(J) is an ideal in
Note the following.
(1) ∼ N is actually module gor ∼ g (A(m)/I) which is finite dimensional.
(2) The first two terms in the definition of g(A(m)) acts trivially on N as they correspond to positive root spaces.
(4) The 3rd and 4th terms of g(A(m)) acts locally nilpotently on N as they correspond to real root spaces.
Thus by P BW Theorem we conclude that 
Suppose there exists a vector v in
and Hv = λv for some λ ∈ C.
Then
(1)
Proof We have the following formula from [K]
We first note that (adY ) s Y 1 = 0 for s ≥ 2 as (s + 1)α is not a root.
We also have 
This completes the induction step. We will now prove (2) again by induction on q. 
Lemma (4.7)
∼ g (I ′ /I) is a solvable Lie-algebra.
Proof It is easy checking. Just note that I ′P ⊆ I for large P . Thus we have Lemma (4.5).
Lemma (4.8) g(I
We will prove that λ = 0. Let P be least positive integer such that Y P v = 0 and Y P −1 v = 0.
This means P λ = 0 ⇒ λ = 0 as P = 0. Recall the definition of g(I ′ /I) and we have proved that the term from (e) acts trivially on v. Similar argument proves that the term (f ) acts trivials. This completes the proof of claim.
Lemma (4.9) g(I ′ /I)N = 0
and the Lemma follows.
Proof of proposition (4.3)
We only need to prove that L(I ′ )N = 0. In view of the above Lemma, what remains to be shown is that g(0, k, 0) ∈ t k I ′ ⊕ K ⊗ I ′ is zero on N for all k ∈ Z n . From the proof of Lemma (4.9) we know the following.
(4.10)
The above statement is true for any positive root α + k o δ. Now replacing k o by m o + k o we see that first term in (4.10) does not change as
By substracting we see that each term in (4.10) is zero on N. Now noting
To complete the proof of the proposition, it is sufficent to see that
. Now this follows from (3.11) and the observation that g = α =0
( Let
which is known to be an affine Lie algebra.
(5.2) Some notation.
For 1 ≤ i ≤ n, let N i be a positive integer and let N = N 1 · · · N n be the product.
Let a i = (a i1 , · · · , a i N i ) be non-zero complex numbers such that a
There are N of them and let I 1 , · · · , I N be some order.
Write
Then B is invertible.
Since B i is Vandermonde matrix, it is invertible. D i is also invertible.
Then it is not too difficult to see B is a tensor product of B i D i . It is well known that the tensor product of invertible matrices is invertible. Hence B is invertible. See [B] .
Define a Lie algebra homomorphism
Then by Lemma (5.3), the restriction of ϕ to
is both injective and surjective as the corresponding matrix is invertible.
Similar argument holds good for ϕ restricted to K ⊗ A(m). This proves (1).
To see (2), first note that
In fact it is a basis as the map ϕ is
(3) is obvious.
By a result of Kac [K] we can asume that L(g, σ 0 ) is an affine Lie algebra.
The highest weight modules that appears here is this paper are different from the standard highest weight modules in [K] . The ad-dionalizable subalgebra ∼ h(o) is much smaller that the Cartan subalgebra of L(g, σ 0 ). Consequantily the zero root space could be non-abelian.
6 Integrable modules revisited (6.1) Recall the definition of integrable modules for L from (4.2). In this section we will prove that an irreducible integrable module for L where m o K acts as positive integer is an highest weight module.
Recall that
(6.2) Theorem. Suppose V is an irreducible module for L with finite dimensional weight spaces with respect to Then V is an highest weight module for L.
Before proving the above theorem, we need some notation and prove some Lemmas.
write in a unique way 
Consider
¿From this we can see
It is obvious that g af f has root space decomposition
(6.6) Denote V (λ) the irreducible integrable highest weight module for g af f .
The following are well known.
1. An highest weight integrable module for g af f is necessarily irreducible.
2. Suppose µ and λ are dominate integral weights for the simple roots 
Λ has a unique minimal weight.
Let P (V (λ)) denote the set of weight of V (λ) and let
Let µ o be the minimal weight and note that µ o ≤ o λ. Let s be any complex number such that λ(d) − s is a non-negative integer divisible by m o .
We fix an irreducible integrable module V fo L. We assume that m o K acts as positive integer. Let P (V ) be the set of weights.
Let P + (V ) = {λ ∈ P (V )|λ + η / ∈ P (V ) and ∀η > o 0} (6.9) Lemma Given λ ∈ P (V ), there exist η ≥ o 0 such that λ + η ∈ P + (V ).
In particuler P + (V ) = 0.
The proof proceeds as in [E3] .
o) module and integrable. As in the proof of Lemma 2.6 of [E3] one can prove W is finite dimensional. Consider T λ = {µ ∈ T |λ ≤ o µ} which is finite and hence has a maximal weight say γ. Now γ − λ ≥ 0 and (γ − λ)(d) = 0. By (6.4) we have γ − λ ≥ o 0. Take η = γ − λ. We need to prove λ + η ∈ P + (V ). Suppose λ + η + η 1 ∈ P (V ) for
Then λ + η + η 1 ∈ T and that contradict the fact that λ + η is maximal. This proves λ + η 1 ∈ P + (V ). Hence Lemma is proved.
(6.10) Lemma: Given λ ∈ P + (V ), there exists
for η 1 ≥ 0 and a λ 1 weight vector µ 1 such that N + af f u 1 = 0. The Lemma follows from the proof of Theorem (2.4) of [C] . The assumption of irreducibility is not needed for this part.
(6.11) Proposition: Suppose for any λ ∈ P (V ) there exists η > 1 0 such that λ + η ∈ P (V ). Then there exists infinitely many
There exists
3. There exists a common weight for all V (λ i ).
Proof Choose λ ∈ P + (V ). Then by Lemma (6.10) there exists λ 1 = λ + P 1 m o δ + η 1 ∈ P (V ) for P 1 ≥ 0 and η 1 ≥ 0 and a weight vector u 1 of weight λ 1 such that N + af f u 1 = 0. Now by assumption there exists
. Now by Lemma (6.9) there exists α ≥ o 0 such that λ 1 + ∼ η 1 +α ∈ P + (V ). Now by Lemma (6.10) there exists λ 2 = λ 1 + ∼ η 1 +α + P 2 m o δ + η 2 ∈ P (V ). Where P 2 ≥ 0 and η 2 ≥ 0. Further there exists λ 2 weight vector µ 2 such that N + af f u 2 = 0. Now by construction it is clear
Suppose A = 0. By using 6.4 we see that B =
+ . This contradict the fact that λ 1 ∈ P + (V ) unless B = 0. But B = 0 as
This proves our claim. Now by repeating infinitely many times we see (1) and (2). 
Now we have
This proves µ Therefore V is highest weight module. Let λ be the top weight and put N = V λ . Since V is irreducible, by weight argument we see that N is irreducible
7 Reduction to non-graded module We genarally refer L modules as non-graded because the grade measuring D is removed.
We fix an irreducible weight module V of ∼ LT for the rest of the section. The proof are exactly as given in Lemma 1.7 and Lemma 1.8 of [E4] .
Let < S > be the subgroup of Γ ⊕ Γ o genarated by S. Clearly rank < S >= P ≤ n + 1. Note that for any (k o , k) ∈<S> there exists a nonzero
be the standard Z-basis of Z n+1 . Now it is standard fact that upto a choice of co-ordinates, there exists positive integer l n−P +1 , · · · l n , m i |l i such that {l i e i , i ≥ n − P + 1} is a Z-basis for < S >.
(7.5) Proposition Notation as in (7.2) and (7.4).
1. There exists non-zero central operators z i , i ≥ n − P + 1 of degree l i e i .
2. P < n + 1
The proof is exactly as given in Theorem (4.5) of [E3] .
(7.6) Proposition: Notation as in (7.2) and suppose t ko o t k K j acts nontrivially on V for some j and for some (k o , k) ∈ Z n+1 then P = n.
The proof is similar to Theorem 1.10 of [E4] . We record the following which is of independent interest.
(7.7) Proposition: Suppose ∼ V is any weight module fo
This follows from Corollary 2.14 [E4] . Just note that ∼ V is a module to the toroidal Lie algebra.
Also note that we are not assumeing ∼ V is irreducible. Note that D n = Cd o and V contains L submodule W . We can assume
is irreducible weight module. We assume W contains the space spanned by 
We will note that V is irreducible G module and V 1 = V /W is irreducible G-module. Write U = U(G) and U = U(G) which are Universal enveloping algebra of G and G.
Note that by our assumption, each z i acts as 1 on V 1 . It is easy to see that z −1 i also acts as 1 on V 1 . Suppose z is any non-zero Central operator of degree k ∈< S >. Then z = λΠz
i , P i ∈ Z, λ = 0 and k = (P 1 , · · · , P n ). This can be seen from 7.3(c).
It is easy to see that L(V 1 ) is a G-module and each central operator from Recall that δ r ∈ ∼ h from (2.4).
which is clearly finite dimensional. Thus L(V ) is a G weight module.
In this section our aim is to prove that L(V 1 ) is direct sum of finitely many irreducible G-modules. All components are isomorphic upto grade shift.
Further we will prove that one of the components is isomorphic to V as Gmodules for suitable α. There by recovering the original module V from V 1 .
(8.7) Lemma Suppose W 1 is a non-zero submodule of L(V 1 ). Then
Proof Since V 1 is irreducible, to see (1) it is sufficent to prove that ρ(W 1 ) = 0. But W 1 is a D-module and hence contains vectors of the form v(k). Then
. This is because W 1 is [S] invariant and z is invertible.
(8.9) Fix a λ ∈ P (V 1 ) and define K(W 1 ) =
contains an irreducible G-submodule.
Proof All submodules consider here are non-zero G-modules. For v ∈ V 1 and k ∈ Z n let Uv(k) be the G submodule of L(V 1 ) genarated by v(k).
(8.11) Proposition There exists a weight vector v in V 1 such that 1. Uv(k) is irreducible G-module for all k ∈ Z n 2.
k∈Z n UV (k) = L(V 1 ) 3.
Before we prove the proposition we note the following.
(8.12) Remark Let v be a weight vector of V 1 and let r and s ∈ Z n .
Consider the map ϕ : Uv(r) → Uv(s) by ϕw(k) = w(k + s − r)
for w(k) ∈ Uv(r) where w ∈ V 1 and k ∈ Z n . It is easy to check that ϕ is G module isomorphism. But need not be G-module map. Suppose D acts on This is what we call Uv(r) isomorphic to Uv(s) as G-modules upto a grade shift. Now it is easy to see that Uv(r) is irreducible if Uv(s) is irreducible as G-modules.
Proof of the Proposition (8.11). Note that (3) follows from (2) as Uv(k) = Uv(k + r) for any r ∈< S >. One can use central operators of degree r. See (8.8).
1. Let W 1 be an irreducible G-module of L(V 1 ) (Lemma 8.10). From the proof of Lemma (8.7)(1) we see that W 1 contains a vector v(k) for some k ∈ Z n and some weight vector v in V 1 . Now Uv(k) ⊆ W 1 and hence Uv(k) is irreducible as it is contained in an irreducible module. Now by Remark (8.12) it follows that Uv(s) is irreducible for any s ∈ Z n .
2. Let w(s) ∈ L(V 1 ) for w ∈ V 1 and s ∈ Z n . Since V 1 is G irreducible and v ∈ V 1 there exists X ∈ U such that Xv = w. Write X = X k i where
Uv(s) and hence we have (2). This completes the proof of the Proposition (8.11). Therefore ρ(V λ+δγ ) = (V 1 ) λ and hence ρ(V λ+δγ ) ∼ = (V 1 ) λ as U o -modules.
As V 1 ⊆ L(V 1 ) we see that (V 1 ) λ = L(V 1 ) λ = ⊕(Uv(γ)) λ as U o -modules.
(See (1)).
Each (Uv(γ)) λ is U o irreducible and remains irreducible as U o -modules. This proves V λ+δγ ∼ = (Uv(s)) λ as U o -modules for some s.
We know that D acts as scalars on V λ+δγ and (Uv(s)) λ . We can choose α in such a way, D action is same on V λ+δs and (Uv(s)) λ . Thus for the special choice of α we see that V λ+δs ∼ = (Uv(s)) λ as U o -modules. Now by corollary (8.3) it follows that V ∼ = Uv(s) as G-modules. This completes the (2) of the Theorem.
