Let X 1 , X 2 , . . . and Y 1 , Y 2 , . . . be two sequences of absolutely continuous, independent and identically distributed (i.i.d.) random variables with equal means E(X i ) = E(Y i ), i = 1, 2, . . . . In this work we provide upper bounds for the total variation and Kolmogorov distances between the distributions of the partial sums n i=1 X i and n i=1 Y i . In the case where the distributions of the X i s and the Y i s are compared with respect to the convex order, the proposed upper bounds are further refined. Finally, in order to illustrate the applicability of the results presented, we consider specific examples concerning gamma and normal approximations.
Introduction
Suppose that X 1 , X 2 , . . . is a collection of independent and identically distributed (i.i.d.) random variables and that Y 1 , Y 2 , . . . is another collection of i.i.d. random variables, different from the first one. It is often of interest to provide an estimate for the closeness of the distributions of the partial sums n i=1 X i and n i=1 Y i in the form of an upper bound for the total variation distance and the Kolmogorov distance, in the case where the marginal distributions of X i and Y i are compared with respect to certain classes of stochastic orderings. Such an interest also arises from the fact that the distribution of the partial sum of one of the collections is often unknown, yet the distribution of the partial sum of the other is not only known, but indeed, is one of the most frequently used in statistics for inferential purposes. For instance, it is not clear what the distribution of the partial sum of i.i.d. random variables from the Weibull distribution is. However, it is known that the Weibull distribution can be compared with the exponential distribution with respect to the so-called convex order. In addition, the sum of i.i.d. exponential random variables follows the gamma distribution. Therefore, it would be reasonable to expect that, when the difference between the variances of the marginal distributions is small, 256 T. C. CHRISTOFIDES AND E. VAGGELATOU the distribution of the sum of i.i.d. Weibull random variables can be well approximated by a gamma law. As demonstrated in Section 3, employing the convex order relation, upper bounds for the total variation distance and the Kolmogorov distance between the distribution of that partial sum and the distribution of the partial sum of i.i.d. exponentially distributed random variables are readily available. We would also like to emphasize that we are mainly interested in the case of fixed n, for otherwise, classical central limit theory provides almost all the answers regarding the closeness of the distributions of the partial sums.
In this work, our study will be focused mainly on distributions which are compared with respect to the convex order. Vaggelatou (2009) gave upper bounds for the total variation distance and the Kolmogorov distance between the distributions of two different collections of independent, integer-valued, convex-ordered random variables. For absolutely continuous random variables, in order to obtain results analogous to the discrete case, further assumptions are needed. In this paper we consider the case of absolutely continuous random variables with their partial sums having absolutely continuous densities.
In Section 2 we provide the main machinery for obtaining upper bounds. Theorem 1, which can be thought of as a 'source' result, gives upper bounds in general forms. The bounds contain quantities such as the Kolmogorov distance, the total variation distance, and the Zolotarev ζ 2 metric between representative observations from the two collections. When comparing the distributions of the X i s and the Y i s with respect to the convex order, Corollary 1 provides upper bounds which are further refined.
In Section 3 we exploit the results of Section 2 to obtain upper bounds for the total variation distance and the Kolmogorov distance between the distributions of the partial sums of i.i.d. random variables from important specific distributions with convexly ordered marginal laws. In particular, cases considered are those of distances between the distribution of the partial sum of i.i.d. observations from the Weibull distribution and the gamma distribution. Furthermore, we consider the case of observations from more general classes of distributions, namely the so-called new better than used in expectation (NBUE) and new worse than used in expectation (NWUE) distributions. Specifically, we provide upper bounds for the case of approximating the distribution of the sum of i.i.d. NBUE and NWUE random variables by a suitable gamma distribution. Finally, we consider the case of the distribution of the partial sum of i.i.d. observations from the Student t-distribution and the normal distribution. The results obtained are compared with other known results in the literature.
Main results
For any two random variables X and Y defined on the same probability space ( , P) and with values in R, the total variation distance between their distributions is, by definition,
In the case in which the random variables X and Y have densities f X and f Y , respectively, the total variation distance is
Moreover, the Kolmogorov distance is defined by
On the distance between absolutely continuous i.i.d. convex-ordered random variables
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For random variables X and Y with finite second moments, i.e. E(X 2 ) < ∞ and E(Y 2 ) < ∞, the total variation distance of order 2 or Zolotarev ζ 2 -metric (see Zolotarev (1983) ) is defined by
where (x) + = max(x, 0). Here, we note that if X and Y have expectations E(X) and E(Y ) then the finiteness of ζ 2 (X, Y ) implies that E(X) = E(Y ), and ζ 2 admits the following representation (see Rachev (1991, p. 258) ):
where F X and F Y denote the cumulative distribution function (CDF) of the random variables X and Y , respectively. It is then important to note that, from now on, whenever the distance ζ 2 (X, Y ) appears, it will be assumed that X and Y have finite second moments and that E(X) = E(Y ). Note also that, as we will see later on, the equality of means is a natural situation that results from the convex order relation between two distributions (see Remark 2, below).
For a function f : R → R, the symbol f (k) will denote the kth-order derivative of f , i.e.
The result that follows offers a relationship between the Kolmogorov distance and the metric ζ 2 for the case of real-valued random variables with densities and equal first moments. 
Proof. Let F X and F Y denote the CDFs of X and Y , respectively. We then have
where the second equality follows from the independence assumption. Furthermore, using integration by parts, we derive 
Thus, substituting (2) into (1), we finally obtain
, and the proof is complete.
Next, we prove an analogous inequality for the total variation distance. 
Lemma 2. Let X and Y be absolutely continuous random variables with
where the second equality follows from the independence assumption. Applying integration by parts twice, we obtain
Substituting (4) into (3), we obtain
This completes the proof.
On the distance between absolutely continuous i.i.d. convex-ordered random variables
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Throughout this work, we deal with i.i.d. random variables. Therefore, in order to simplify the notation used, for any i.i.d. collection U 1 , U 2 , . . . , U n , it is convenient to set
where E(U i ) and var(U i ) are the mean and variance of U i , respectively. Furthermore,
for all i = 1, 2, . . . , n, assuming, of course, that these quantities are positive, for otherwise, there is nothing to show. Finally, for any density f , let f n denote the nth convolution of f , i.e.
We may now state the following general result. 
where
n−1 and f (2) n−1 are the first and second derivatives of the density f n−1 of the sum n i=1, i =s Y i , and ρ k , ρ tv , and ζ are given by (5). In addition, if the density f is bounded then, for the Kolmogorov distance, we have
Proof. Let the notation ρ stand for either the Kolmogorov or the total variation distance. Using the Lindeberg decomposition, we obtain 
(cf. Proposition 2.9 of Rachev and Rüschendorf (1990) and Lemmas 14.3.2 and 17.1.7 of Rachev (1991) ). Now, applying (10) to each term in (9) with
(the summation for s = 1 is empty), where
Next, we will bound each a s and c s term. By the subadditivity property of the total variation distance we obtain
Furthermore, applying Lemmas 1 and 2 on c s , we respectively derive the bounds
n−1 1 . Using inequalities (12) and (13) in (11), we obtain the following relation for the total variation distance:
On the distance between absolutely continuous i. (14) gives the following inequality for the total variation distance:
i.e. inequality (6). The above inequality can be easily verified by induction.
To establish (7), we apply a similar reasoning. Now the b s and c s correspond to the Kolmogorov distance. Hence, using inequalities (12) and (13) in (11) for ρ = ρ K , we obtain the recursive inequality
and the b s s can be found recursively in the same way as in the total variation case, finally giving
i.e. inequality (7). Additionally, assuming that Y i has a bounded density f , we may employ relation (14.1.16) of Rachev (1991) to obtain an upper bound for the Kolmogorov distance in terms of ζ 2 , namely,
where M := sup y∈R f (y). Using (15) and the fact that ρ k ≤ ρ tv , we finally obtain (8).
Remark 1. For computational purposes, especially in cases where the quantity ρ tv is not known explicitly, but rather we have a suitable upper bound for it, it would be preferable to express the bounds in (6), (7), and (8) as
and
respectively. The expressions above follow from the binomial expansion of the term (1 + 2ρ tv ) n−2 .
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Definition 1. A random variable X is smaller or larger than a random variable Y with respect to the convex order if E f (X) ≤ E f (Y ) or, respectively, E f (X) ≥ E f (Y )
for all convex functions f for which the expectations exist. In such cases we write X cx Y or X cx Y , respectively.
For more details on the properties and applications of the convex order, we refer the reader to Szekli (1995) , Müller and Stoyan (2002) , and Shaked and Shantikumar (2007) . Assuming that the distributions of the X i s and Y i s are compared with respect to the convex order as defined above, we can obtain upper bounds for the total variation and Kolmogorov distances in terms of the difference between their variances, |σ 2 Y − σ 2 X |. This is due to the fact that, for random variables X and Y such that X cx Y or X cx Y , Kaas (1993) proved that the metric ζ 2 (X, Y ) is equal to
Thus, we have the following result, the proof of which is immediate. (7), (8), (16), (17), and (18) are valid with
n−1 1 , and
The bounds of Theorem 1 and Corollary 1 are expressed in terms of the total variation distance ρ tv between the distributions of the coordinates X i and Y i . Unfortunately, an analogue of the inequality in (15) (cf. proof of Theorem 1) for the total variation distance does not hold true. This is, in fact, a general problem for the continuous distributions. In the discrete case, the total variation distance is always upper bounded by twice the Zolotarev's metric ζ 2 , i.e. ρ TV (X, Y ) ≤ 2ζ 2 (X, Y ) for X and Y taking values in Z (cf. Lemma 1 of Boutsikas and Vaggelatou (2008) ). However, for real-valued random variables with density, ρ TV cannot be compared with ζ 2 (in particular, there are cases where ζ 2 → 0 while ρ TV remains constant). Therefore, the distance ρ tv must be evaluated or upper bounded individually according to the distributions involved each time in the problem of interest. The latter is a situation that usually occurs in the continuous-distribution approximation error estimates (for example, in the BerryEsseen-type results).
Applications
In this section we illustrate the previous results with specific applications concerning gamma and normal approximations. 
(α and θ are the shape and scale parameters, respectively). The mean and variance of W (α, θ ) are given by
where (·) denotes the gamma function, i.e. (β) = ∞ 0 t β−1 e −t dt, β > 0. We also consider a collection of i.i. d. random variables Y 1 , Y 2 , . . . , Y n distributed according to the exponential distribution E (1/µ X ) with parameter 1/µ X , i.e. with density
It is known that
The distribution of the sum S X n = n i=1 X i is unknown and, therefore, it would be useful to approximate it by a known distribution. Of course, for n → ∞, employing the central limit theorem we may use the normal approximation. However, we note that, when α → 1, W (α, θ ) gets closer to the exponential distribution E (θ) and, therefore, it is expected that, for fixed n and α → 1, approximation by a gamma distribution would be a more appropriate solution. Here, we observe that the distribution of the sum S Y n = n i=1 Y i is indeed the gamma distribution with parameters n and 1/µ X (denoted by G(n, 1/µ X )), and, thus, exploiting the results of Corollary 1, we may obtain error estimates for the distances ρ K (S X n , G(n, 1/µ X )) and ρ TV (S X n , G(n, 1/µ X )) for fixed values of n. First of all we need to find the norms f (1) ∞ and f (2) 1 of the density f relative to the gamma distribution. Tedious calculations lead to the following general result.
Lemma 3. Let f denote the density of the gamma distribution
Then, for ν ≥ 3,
We will apply Corollary 1 to obtain the desired error bounds. We have
264 T. C. CHRISTOFIDES AND E. VAGGELATOU Furthermore, we need to evaluate the distances
Using (19) and (20), we obtain
where r 1 and r 2 are the roots of the nonlinear equation
with respect to x. In addition, using standard calculus, it can be verified that
So, finally, applying Corollary 1 and using (21) and Lemma 3, we immediately derive the following error bounds. 
and ρ tv and ρ k are given by (22) and (23), respectively. Table 1 . Remark 4. For fixed n and θ , when α → 1, the aforementioned error estimates tend to 0, as expected.
In Table 1 , numerical values for the bounds B G TV and B
G
K of Proposition 1 are presented for several values of α and n. The bounds are not affected by the value of θ because the distances ρ k and ρ tv are stable under scale changes and, thus, for convenience, we chose θ = 1. Obviously, we can see that, for fixed n, the numerical error estimates tend to 0 when α → 1, as expected. The bounds were computed using MATHEMATICA R software. We also note that, for the calculations, the exact numerical values of the distances ρ tv and ρ k were used.
Distance between sums of NBUE or NWUE i.i.d. observations and a gamma random variable
The Weibull distribution considered in Subsection 3.1 belongs to specific classes of distributions provided by the following definition (cf. Barlow and Proschan (1975) ).
Definition 2. The nonnegative random variable X (and its distribution function F ) is said to be NBUE if, for all t ≥ 0,
and it is said to be NWUE if, for all t ≥ 0,
We can verify that the Weibull distribution is NWUE if α < 1 and NBUE for α > 1. The following result (see Theorem 3.A.55 of Shaked and Shanthikumar (2007) ) is relevant. 
where C X = σ X /µ X denotes the coefficient of variation of the random variable X. In what follows, for notational simplicity, we set
where b n−1 = n − 2 − √ n − 2 and c n−1 = n − 2 + √ n − 2 (recall Lemma 3). In view of (24) and Lemma 3, Corollary 1 provides the following gamma approximation bounds for n ≥ 4:
where A X , h n , and m n are given by (25), (26), and (27), respectively. The upper bounds for both distances in (28) and (29) are expressed in terms of the total variation distance ρ tv and the Kolmogorov distance ρ k . We may use a similar approach to the one described in Subsection 3.1 in order to determine the exact values of ρ tv and ρ k . However, for NBUE or NWUE random variables, upper bounds for ρ k were obtained in Daley (1988, Theorems 1 and 2) . In particular, Daley showed that if X is NBUE and Y is exponentially distributed with the same mean, then
whereas, if X is NWUE,
Furthermore, as the following result shows, the total variation distance ρ tv can be upper bounded by twice the quantities on the right-hand sides of (30) and (31) involving the coefficient of variation of X. In Table 2 , numerical comparisons between the bounds B N TV of Proposition 4 and B CPP of (34) are presented for several values of k and n. Obviously, for fixed n, both error estimates tend to 0 when k → ∞, as expected. The bounds were computed using MATHEMATICA software. Here, it is important to note that, for the calculations, we used the exact values of the bounds given by Proposition 4 and (34), and not the asymptotic error estimates (35) and (36).
