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SPECTRAL MOMENTS OF TREES WITH GIVEN DEGREE SEQUENCE
ERIC OULD DADAH ANDRIANTIANA AND STEPHAN WAGNER
Abstract. Let λ1, . . . , λn be the eigenvalues of a graph G. For any k ≥ 0, the k-th spectral
moment of G is defined by Mk(G) = λ
k
1 + · · ·+ λ
k
n. We use the fact that Mk(G) is also the
number of closed walks of length k in G to show that among trees T whose degree sequence
is D or majorized by D, Mk(T ) is maximized by the greedy tree with degree sequence D
(constructed by assigning the highest degree in D to the root, the second-, third-, . . . highest
degrees to the neighbors of the root, and so on) for any k ≥ 0. Several corollaries follow, in
particular a conjecture of Ilic´ and Stevanovic´ on trees with given maximum degree, which in
turn implies a conjecture of Gutman, Furtula, Markovic´ and Gliˇsic´ on the Estrada index of
such trees, which is defined as EE(G) = eλ1 + · · ·+ eλn .
1. Introduction
Let G be a graph with adjacency matrix A, and let λ1, . . . , λn be the eigenvalues of A. The
k-th spectral moment of G is defined as
(1) Mk(G) =
n∑
k=0
λki .
A walk of length k in a graph G is any sequence w1w2 . . . wk+1 of vertices of G such that
wiwi+1 is an edge in G for i = 1, . . . , k. Since tr(A
k) = Mk(G), where tr(A
k) is the trace of
the k-th power of A, Mk(G) is (see [5]) exactly the number of closed walks (walks that start
and end at the same vertex) of length k in G. The spectral moments of G are also closely
related to the so-called Estrada index [6], which is defined as
(2) EE(G) =
n∑
i=1
eλi .
It follows from (1), (2) and the power series expansion of the exponential function that
(3) EE(G) =
n∑
i=1
∞∑
k=0
λki
k!
=
∞∑
k=0
Mk(G)
k!
.
Ernesto Estrada [11] introduced the parameter EE in 2000 and showed how it can be used to
study aspects of molecular structures such as the degree of folding of proteins, see also [12,13].
Applications of EE expanded quickly to the study of complex networks [14] and quantum
chemistry [15]. See [17] for a recent survey on the Estrada index.
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Let us also define a generalization of the graph invariant EE: for any function f : R → R,
we set
(4) Ef (G) =
n∑
i=1
f(λi).
Obviously, we obtain the k-th spectral moment for f(x) = xk, the Estrada index for f(x) = ex
and the graph energy (see [20] and the references therein) for f(x) = |x|. More examples will
be discussed at a later stage. If we assume that f has a power series expansion around 0 that
converges everywhere, i.e.,
(5) f(x) =
∞∑
k=0
akx
k,
then Ef satisfies the relation
(6) Ef (G) =
n∑
i=1
∞∑
k=0
akλ
k
i =
∞∑
k=0
akMk(G).
Let TD denote the set of trees with degree sequence D. The class of trees with fixed degree
sequence is very popular in extremal graph theory. For example, it has been studied with
regards to the Wiener index [23,24] and other distance-based invariants [21], spectral radius
and Laplacian spectral radius [3,4,26], the energy and the number of independent subsets [1],
and the number of subtrees [27,28].
The greedy tree G(D) is the tree obtained from a “greedy algorithm” that we will describe
in detail in the following section. Roughly speaking, it is obtained by assigning the highest
degree in D to the root, the largest degrees that are left to its neighbors, and so on.
For any degree sequenceD, we prove thatG(D) has maximum k-th spectral moment for any
k ≥ 0, and for sufficiently large k, it is unique with this property. Consequently, the greedy tree
also maximizes Ef for any f as in (5) among all elements of TD, provided that the coefficients
ak are nonnegative for even k (the odd spectral moments are 0 for all bipartite graphs, thus in
particular for trees). Details of the proof are provided in Section 3. Furthermore, in Section 4
we show that if two degree sequences D = (d1, . . . , dn) and B = (b1, . . . , bn) satisfy
(7)
l∑
i=1
bi ≤
l∑
i=1
di
for all 1 ≤ l ≤ n (i.e., D majorizes B), then Mk(G(B)) ≤ Mk(G(D)) for any k ≥ 0. A
number of corollaries can be deduced from these results. In particular a conjecture of Ilic´ and
Stevanovic´ follows as a corollary to our theorems, which reads as follows:
Conjecture 1 (Ilic´/Stevanovic´ [19]). For any k ≥ 2, the Volkmann tree (see Figure 1) has
maximum spectral moment M2k among trees of n vertices with maximum degree ∆.
This, in turn, implies an older conjecture of Gutman, Furtula, Markovic´ and Gliˇsic´ [18],
stating that the Volkmann tree has greatest Estrada index among all trees with maximum
degree ∆, see also [17, p.168]. The Volkmann tree, shown in Figure 1 in the case ∆ = 3 and
n = 15, is essentially a complete ∆-ary tree, and a special case of a greedy tree whose degree
sequence is (∆,∆, . . . ,∆, r, 1, 1, . . . , 1) for some r between 1 and ∆. Gutman et al. provide
an argument supporting their conjecture, which however is not fully rigorous. The Volkmann
tree is well-known to be extremal for other graph invariants, notably for the Wiener index [16].
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Figure 1. The Volkmann tree for ∆ = 3, n = 15.
The conjecture of Ilic´ and Stevanovic´ was proved by Zhang, Zhou and Li [25] in the case
that the maximum degree ∆ is large (greater than n/3). See [7–10] for further recent extremal
results concerning the Estrada index, in particular the Estrada index of trees.
2. Preliminaries
We start with formal definitions of specific terminologies and certain types of trees which
will be of central interest in this paper, compare also [2, 21,28].
Definition 1. Let F be a rooted forest where the maximum height of any component is k− 1.
The leveled degree sequence of F is the sequence
(8) D = (V1, . . . , Vk),
where, for any 1 ≤ i ≤ k, Vi is the non-increasing sequence formed by the degrees of the
vertices of F at the ith level (i.e., vertices of distance i − 1 from the root in the respective
component).
Definition 2. The level greedy forest with leveled degree sequence
(9) D = ((i1,1, . . . , i1,k1), (i2,1, . . . , i2,k2), . . . , (in,1, . . . , in,kn))
is obtained using the following “greedy algorithm”:
(i) Label the vertices of the first level g11 , . . . , g
1
k1
, and assign degrees to these vertices
such that deg g1j = i1,j for all j.
(ii) Assume that the vertices of the hth level have been labeled gh1 , . . . , g
h
kh
and a degree
has been assigned to each of them. Then for all 1 ≤ j ≤ kh label the neighbors of g
h
j
at the (h+ 1)th level, if any, by
gh+1
1+
∑j−1
m=1(ih,m−1)
, . . . , gh+1∑j
m=1(ih,m−1)
,
and assign degrees to the newly labeled vertices such that deg gh+1j = ih+1,j for all j.
The level greedy forest with leveled degree sequence D is denoted by G(D). We will use the
labeling described in the definition throughout this paper, for level greedy trees and forests
as well as related trees.
Definition 3. A connected level greedy forest is called a level greedy tree.
We will also encounter an edge-rooted version of the level greedy tree.
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Definition 4. The edge-rooted level greedy tree with leveled degree sequence
D = ((i1,1, i1,2), (i2,1, . . . , i2,k2), . . . , (in,1, . . . , in,kn))
is obtained from the two-component level greedy forest with leveled degree sequence
((i1,1 − 1, i1,2 − 1), (i2,1, . . . , i2,k2), . . . , (in,1, . . . , in,kn))
by joining the two roots.
Now, we are ready to define greedy trees:
Definition 5. If a root in a tree can be chosen such that it becomes a level greedy tree whose
leveled degree sequence, as given in (9), satisfies
min(ij,1, . . . , ij,kj) ≥ max(ij+1,1, . . . , ij+1,kj+1)
for all 1 ≤ j ≤ n− 1, then it is called a greedy tree.
g11
g21 g
2
2 g
2
3 g
2
4
g31
Figure 2. A greedy tree (only the labels of the first six vertices are shown).
We denote the set of all permutations of {1, . . . , n} by Sn. Let A = (a1, . . . , an) and
B = (b1, . . . , bn) be sequences of nonnegative numbers. We say that A majorizes B if for all
1 ≤ k ≤ n we have
k∑
i=1
ai ≥
k∑
i=1
bi.
If for any σ ∈ Sn the sequence A majorizes (bσ(1), . . . , bσ(n)), then we write
(10) B 4 A.
Remark 1. Let σ ∈ Sn be such that bσ(1) ≥ · · · ≥ bσ(n). It is easy to see that (bσ′(1), . . . , bσ′(n)) 4
(bσ(1), . . . , bσ(n)) for any σ
′ ∈ Sn. Relation (10) is equivalent to the statement that A majorizes
(bσ(1), . . . , bσ(n)). Furthermore, (10) is equivalent to the statement that for any k ∈ {1, . . . , n}
we have
(bσ′(1), . . . , bσ′(k)) 4 (a1, . . . , ak)
for all σ′ ∈ Sn.
The rest of this section consists of a series of lemmas describing properties of sequences,
which will then be applied to degree sequences in the following sections.
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Lemma 1 (cf. [21]). Suppose that (b1, . . . , bn) 4 (a1, . . . , an) and (b
′
1, . . . , b
′
n) 4 (a
′
1, . . . , a
′
n).
Then we have
b′1b1 + · · ·+ b
′
nbn ≤ a
′
1a1 + · · · + a
′
nan.
The next, stronger looking, lemma is in fact equivalent to Lemma 1.
Lemma 2. Suppose that (b1, . . . , bn) 4 (a1, . . . , an) and (b
′
1, . . . , b
′
n) 4 (a
′
1, . . . , a
′
n). Then we
have
(b′1b1, . . . , b
′
nbn) 4 (a
′
1a1, . . . , a
′
nan).
Proof. Let σ be the element of Sn for which bσ(1)b
′
σ(1) ≥ · · · ≥ bσ(n)b
′
σ(n). Using Remark 1,
we know that for any k ∈ {1, . . . , n}, we have
(bσ(1), . . . , bσ(k)) 4 (a1, . . . , ak)
and
(b′σ(1), . . . , b
′
σ(k)) 4 (a
′
1, . . . , a
′
k).
By Lemma 1 this implies
bσ(1)b
′
σ(1) + · · ·+ bσ(k)b
′
σ(k) ≤ a1a
′
1 + · · ·+ aka
′
k.
Hence, (a1a
′
1, . . . , ana
′
n) majorizes (bσ(1)b
′
σ(1), . . . , bσ(n)b
′
σ(n)), and the lemma follows from Re-
mark 1. 
Let (k1, . . . , kn) be a sequence of integers. For any sequence (a1, . . . , an), we define
(a1, . . . , an) ∗ (k1, . . . , kn) =
(
b1, . . . , b∑n
i=1 ki
)
,
where bj = aℓ whenever
∑ℓ−1
i=1 ki < j ≤
∑ℓ
i=1 ki (i.e., each aℓ is repeated kℓ times). For
example, (1, 3, 2) ∗ (2, 3, 4) = (1, 1, 3, 3, 3, 2, 2, 2, 2).
Remark 2. It is easy to see that if the sequences (k1, . . . , kn) and (a1, . . . , an) are non-
increasing, then for any σ and π in Sn we have
(aσ(1), . . . , aσ(n)) ∗ (kπ(1), . . . , kπ(n)) 4 (a1, . . . , an) ∗ (k1, . . . , kn).
Lemma 3. Assume that B = (b1, . . . , bn) 4 (a1, . . . , an) = A and let C = (c1, . . . , cn) be a
non-increasing sequence of positive integers. Then for any σ ∈ Sn we have B∗(cσ(1), . . . , cσ(n)) 4
A ∗ C.
Proof. Let π ∈ Sn be such that bπ(1) ≥ · · · ≥ bπ(n), and let Bπ = (bπ(1), . . . , bπ(n)). By
Remark 2, we know that B ∗ (cσ(1), . . . , cσ(n)) 4 Bπ ∗ C. Since Bπ ∗ C is a non-increasing
sequence, we can prove the lemma by showing that A ∗ C majorizes Bπ ∗ C.
The case n = 1 is trivial. Assume that the statement holds for n = k. For n = k + 1, the
relation B 4 A implies that (bπ(1), . . . , bπ(k)) 4 (a1, . . . , ak). By the induction hypothesis we
deduce that
(11) (bπ(1), . . . , bπ(k)) ∗ (c1, . . . , ck) 4 (a1, . . . , ak) ∗ (c1, . . . , ck).
Now we reason by induction with respect to ck+1. For any two sequences S = (s1, . . . , sl) and
S′ = (s′1, . . . , s
′
l′), let S : S
′ denote the sequence obtained by concatenation, i.e., (s1, . . . , sl, s
′
1,
. . . , s′l′). If ck+1 = 1, then
(bπ(1), . . . , bπ(k+1)) ∗ C = ((bπ(1), . . . , bπ(k)) ∗ (c1, . . . , ck)) : (bπ(k+1))
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and A ∗ C = ((a1, . . . , ak) ∗ (c1, . . . , ck)) : (ak+1). Using Lemma 1 we know that
sum(Bπ ∗ C) =
k+1∑
i=1
bπ(i)ci ≤
k+1∑
i=1
aici = sum(A ∗ C),
where sum(Bπ∗C) and sum(A∗C) are the sums of the entries in Bπ∗C and A∗C, respectively.
With (11), this implies that A ∗ C majorizes (bπ(1), . . . , bπ(k+1)) ∗ C. The (second) induction
step follows from the relations
Bπ ∗ (c1, . . . , ck+1) = (bπ(1), . . . , bπ(k+1)) ∗ (c1, . . . , ck+1 − 1) : (bπ(k+1)),
A ∗ (c1, . . . , ck+1) = (a1, . . . , ak+1) ∗ (c1, . . . , ck+1 − 1) : (ak+1).

3. Trees with given degree sequence
Let T be a tree and v one of its vertices. We denote by Wv(k;T ) the set of all walks of
length k in T starting at v, and by Cv(k;T ) the set of all closed walks of length k in T starting
and ending at v. We also write
(12) W(k;T ) =
⋃
v∈V (T )
Wv(k;T )
for the set of all walks of length k in T and
(13) C(k;T ) =
⋃
v∈V (T )
Cv(k;T )
for the set of all closed walks of length k. Note that C(k;T ) = ∅ whenever k is odd.
3.1. Vertex rooted trees. Let W = w1 . . . wk be a walk in a rooted tree T . We say that
(i1, i2, . . . , ik) is the level sequence of W if wl is at the i
th
l level in T , i.e., at distance il − 1
from the root, for all l ≤ k. We denote byW(i1, . . . , ik;T ) the set of walks with level sequence
(i1, . . . , ik) in T . For any vertex v of T we define
Wv(i1, . . . , ik;T ) = {w1 . . . wk ∈ W(i1, . . . , ik;T ) : w1 = v}.
The sets C(i1, . . . , ik;T ) and Cv(i1, . . . , ik;T ) are defined analogously. Moreover, we denote the
cardinalities of W(k;T ) and C(k;T ) by W (k;T ) and C(k;T ) respectively, the cardinality of
Wv(i1, . . . , ik;T ) by Wv(i1, . . . , ik;T ), etc. This convention will be kept even if not mentioned
explicitly. Finally, the set of rooted forests with leveled degree sequence D is denoted by TD.
Lemma 4. Let T ∈ TD for some leveled degree sequence D of a vertex-rooted forest, and let
G = G(D) be the associated greedy forest. Let vi1, . . . , v
i
di
be the vertices of T at the ith level.
Then for any level sequence of walks (i1, . . . , il), the following relations hold for all i:
(Wvi
1
(i1, . . . , il;T ), . . . ,Wvi
di
(i1, . . . , il;T )) 4 (Wgi
1
(i1, . . . , il;G), . . . ,Wgi
di
(i1, . . . , il;G))(14)
and
(15) Wgi
1
(i1, . . . , il;G) ≥Wgi
2
(i1, . . . , il;G) ≥ · · · ≥Wgi
di
(i, . . . , il;G).
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Proof. The situation where i 6= i1 is not interesting, since we get
Wvij
(i1, . . . , il;T ) =Wgij
(i1, . . . , il;G) = 0
for any j. So we assume that i = i1 and proceed by induction with respect to l. The initial
case l = 1 is trivial, since we know that
W
v
i1
j
(i1;T ) =Wgi1j
(i1;G) = 1
for all i1 and j. Assume that the relations (14) and (15) hold whenever l ≤ k for some integer
k ≥ 1. Now consider a longer level sequence (i1, . . . , il) where l = k+1. There are two cases:
i2 = i1 − 1 or i2 = i1 + 1 (in all other cases, the number of walks is 0).
• Case 1: Assume that i2 = i1+1 = i+1. For 1 ≤ j ≤ di, we use aj as an abbreviation
for the number of children of vij and bj for the number of children of g
i
j . Clearly,
aj = deg v
i
j − 1 and bj = deg g
i
j − 1 if i 6= 1, and aj = deg v
i
j, bj = deg g
i
j if i = 1. In
view of the construction of greedy trees, we have
b1 ≥ b2 ≥ · · · ≥ bdi ,
and since (a1, a2, . . . , adi) is a permutation of (b1, b2, . . . , bdi), it is clear that
(16) (a1, a2, . . . , adi) 4 (b1, b2, . . . , bdi).
We also write rj and sj for the sums
rj =
j∑
t=1
at and sj =
j∑
t=1
bt,
and r0 = s0 = 0. Now note that
Wvij
(i1, . . . , il;T ) =
∑
vi+1
h
∼vij
W
vi+1
h
(i2, . . . , il;T ) =
rj∑
h=rj−1+1
W
vi+1
h
(i2, . . . , il;T ),
since every walk with level sequence (i1, i2, . . . , il) starting at v
i
j has to go to one of
the children vi+1h (rj−1 + 1 ≤ h ≤ rj) first. Likewise,
Wgi
j
(i1, . . . , il;G) =
∑
gi+1
h
∼gij
W
gi+1
h
(i2, . . . , il;G) =
sj∑
h=sj−1+1
W
gi+1
h
(i2, . . . , il;G).
Now the relation
(Wvi
1
(i1, . . . , il;T ), . . . ,Wvi
di
(i1, . . . , il;T )) 4 (Wgi
1
(i1, . . . , il;G), . . . ,Wgi
di
(i1, . . . , il;G))
as well as (15), follow from the induction hypothesis applied to the level sequence
(i2, . . . , il) and the majorization inequality (16), which also implies that rj ≤ sj for
all j.
• Case 2: Assume that i2 = i1 − 1 = i − 1. This time, we write aj for the number of
children of vi−1j (which is either deg v
i−1
j or deg v
i−1
j − 1) and bj for the number of
children of gi−1j . The relation (16) is still valid. Now we have
(Wvi
1
(i1, . . . , il;T ), . . . ,Wvi
di
(i1, . . . , il;T ))
= (W
vi−1
1
(i2, . . . , il;T ), . . . ,Wvi−1
di−1
(i2, . . . , il;T )) ∗ (a1, . . . , adi−1),
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since if vih is one of the aj children of v
i−1
j , a walk with level sequence (i1, . . . , il)
starting at vih has to start with a step to v
i−1
j , which means that
Wvi
h
(i1, . . . , il;T ) =Wvi−1j
(i2, . . . , il;T ).
Likewise,
(Wgi
1
(i1, . . . , il;G), . . . ,Wgi
di
(i1, . . . , il;G))
= (W
gi−1
1
(i2, . . . , il;G), . . . ,Wgi−1
di−1
(i2, . . . , il;G)) ∗ (b1, . . . , bdi−1).
So (14) and (15) follow from (16) and the induction hypothesis by means of Lemma 3.

Next we study closed walks: it turns out that a completely analogous statement holds.
Lemma 5. Let T ∈ TD for some leveled degree sequence D of a vertex-rooted forest, and let
G = G(D) be the associated greedy forest. Let vi1, . . . , v
i
di
be the vertices of T at the ith level.
Then for any level sequence of walks (i1, . . . , il), the following relations hold for all i:
(Cvi
1
(i1, . . . , il;T ), . . . , Cvi
di
(i1, . . . , il;T )) 4 (Cgi
1
(i1, . . . , il;G), . . . , Cgi
di
(i1, . . . , il;G))(17)
and
(18) Cgi
1
(i1, . . . , il;G) ≥ · · · ≥ Cgi
di
(i, . . . , il;G).
Proof. As in the proof of Lemma 4, we only need to prove the lemma for i = i1. The case
when l is even is trivial: in this case,
Cvij
(i1, . . . , il;T ) = Cgij
(i1, . . . , il;G) = ∅
for all j, since there are no closed walks of odd length in a forest.
For the case of odd l, say l = 2l′−1, the proof is similar to that of Lemma 4: We reason by
induction with respect to l′. The case l′ = 1 is again trivial. Assume that the lemma holds
for all l′ ≤ k for some k ≥ 1. Now consider a level sequence (i1, . . . , i2k+1). We must have
i1 = i2k+1 = i and i2 = i± 1 as well as i2k = i± 1, the other possibilities are trivial.
Case 1: If i2 = i2k = i− 1, then, writing aj for the number of children of v
i−1
j and bj for the
number of children of gi−1j , we have
(Cvi
1
(i1, . . . , i2k+1;T ), . . . , Cvi
di
(i1, . . . , i2k+1;T ))
= (C
vi−1
1
(i2, . . . , i2k;T ), . . . , Cvi−1
di−1
(i2, . . . , i2k;T )) ∗ (a1, . . . , adi−1)
and
(Cgi
1
(i1, . . . , i2k+1;G), . . . , Cgi
di
(i1, . . . , i2k+1;G))
= (C
gi−1
1
(i2, . . . , i2k;G), . . . , Cgi−1
di−1
(i2, . . . , i2k;G)) ∗ (b1, . . . , bdi−1)
for the same reason as in Case 2 of Lemma 4. Hence (17) and (18) can be obtained using
Lemma 3, the induction hypothesis and (16).
Case 2: Assume that i2 = i1 + 1 = i+ 1. Let h be the smallest integer such that h > 1 and
ih = i1 = i. If h does not exist, then there is no closed walk with level sequence (i1, . . . , i2k+1),
so we can ignore this case. By the definition of h and the assumption that i2 = i+1, we know
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that i = min(i1, . . . , ih). Clearly, any walk with level sequence (i1, . . . , ih) is closed. Hence for
all j, any element of Cgij(i1, . . . , i2k+1;G) can be decomposed (uniquely) into a first part that
is an element of Cgij
(i1, . . . , ih;G) and a second part that is an element of Cgij
(ih, . . . , i2k+1;G).
Similarly, an element of Cvij
(i1, . . . , i2k+1;T ) splits (uniquely) into two parts: a first part in
Cvij
(i1, . . . , ih;T ) and a second part in Cvij
(ih, . . . , i2k+1;T ). This implies that
Cgij
(i1, . . . , i2k+1;G) = Cgij
(i1, . . . , ih;G)Cgij
(ih, . . . , i2k+1;G)
=Wgij
(i1, . . . , ih;G)Cgij
(ih, . . . , i2k+1;G)
and
Cvij
(i1, . . . , i2k+1;T ) = Cvij
(i1, . . . , ih;T )Cvij
(ih, . . . , i2k+1;T )
=Wvij
(i1, . . . , ih;T )Cvij
(ih, . . . , i2k+1;T ).
Therefore, we can use Lemma 4, the induction hypothesis and Lemma 2 to deduce (17) and
(18); the argument remains valid even if h = 2k + 1, since then the second factor in the
formulas above is simply 1.
Case 3: Assume that i2k = i2k+1 + 1 = i+ 1. Then the sequence (i2k+1, . . . , i1) satisfies the
condition of Case 2. Hence, for this case, (17) and (18) follow from the fact that for any j we
have
Cgij
(i1, . . . , i2k+1;G) = Cgij
(i2k+1, . . . , i1;G)
and
Cvij
(i1, . . . , i2k+1;T ) = Cvij
(i2k+1, . . . , i1;T ).
This completes the proof, since there are no closed walks in any other cases. 
The following theorem is a direct consequence of the two Lemmas 4 and 5 and the relations
(12) and (13).
Theorem 6. Let D be a leveled degree sequence of a vertex-rooted forest and G(D) the
associated level greedy forest. Then for any nonnegative integer k and all T ∈ TD, we have
W (k;T ) ≤W (k;G(D))
and
Mk(T ) = C(k;T ) ≤ C(k;G(D)) = Mk(G(D)).
It turns out that one has strict inequality for sufficiently large even k, which is shown in
the following lemma:
Lemma 7. Let D be a leveled degree sequence of a vertex-rooted forest and G = G(D) the
associated level greedy forest. If T ∈ TD is not isomorphic (as a rooted forest) to G, then
there exists an integer k0 such that
Mk(T ) = C(k;T ) < C(k;G(D)) = Mk(G(D))
for all even k ≥ k0.
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Proof. It suffices to find one specific level sequence for which we have strict inequality. We
take h2 to be the smallest positive integer such that T , restricted to the first h2 levels, is
not isomorphic to a level greedy rooted forest. Then let h1 be the largest positive integer
such that the restriction of T to levels h1, h1 + 1, . . . , h2 (which we denote by P ) is still not
isomorphic to a greedy rooted forest.
From now on, we only work with the restricted forest P . Let r be the number of its roots
and P1, P2, . . . , Pr the components of P . Each of them is a level greedy tree: if not, we could
remove the root to obtain a rooted forest that is not level greedy, contradicting the maximality
of h1. However, by assumption, their union is not a level greedy forest.
Now let p1, p2, . . . , pr be the number of descendants of the r roots at level h2 (pj descendants
in component Pj). The analogous numbers for the greedy tree are q1, q2, . . . , qr, and we call
the corresponding components of the restriction of G to the same levels Q1, Q2, . . . , Qr.
We assume, without loss of generality, that p1 ≥ p2 ≥ · · · ≥ pr and q1 ≥ q2 ≥ · · · ≥ qr.
From the construction of level greedy forests, we know that
(p1, p2, . . . , pr) 4 (q1, q2, . . . , qr).
In fact, this is a special case of Lemma 4, since p1, . . . , pr and q1, . . . , qr also count walks with
level sequence (h1, h1 + 1, . . . , h2). The number of closed walks with level sequence
(h2, h2 − 1, . . . , h1 + 1, h1, h1 + 1, . . . , h2 − 1, h2, h2 − 1, . . . , h1 + 1, h1, h1 + 1, . . . , h2)
in T and G are
p21 + p
2
2 + · · ·+ p
2
r and q
2
1 + q
2
2 + · · · + q
2
r
respectively: such walks start at level h2, move up to the root, return to level h2, then back
to the root, and back to the starting point. They are thus completely determined by the two
vertices at level h2 (not necessarily distinct), which have to have the same root.
We suppose first that p = (p1, p2, . . . , pr) 6= (q1, q2, . . . , qr) = q. Let i be the first index and
j the last index where the two differ. Since q majorizes p and the two have the same sums,
we must have qi > pi and qj < pj. Let ǫ = min(qi − pi, pj − qj), and replace pi by pi + ǫ and
pj by pj − ǫ. Then the sum of squares increases by
(pi + ǫ)
2 − p2i + (pj − ǫ)
2 − p2j = 2ǫ(pi − pj + ǫ) > 0.
Repeating this process, we can transform p into q, which shows that
p21 + p
2
2 + · · ·+ p
2
r < q
2
1 + q
2
2 + · · ·+ q
2
r ,
and we are done in that we have found a level sequence such that G has strictly more closed
walks than T . The same argument applies (mutatis mutandis) to level sequences of the form
(h2, h2 − 1, . . . , h1 + 1, h1, h1 + 1, h1, h1 + 1, h1, . . . ,
h1, h1 + 1, . . . , h2, h2 − 1, . . . , h1, h1 + 1, . . . , h2),
completing the proof in the case that p and q are not identical (with k0 = 4(h2 − h1)).
Let us now assume that p = (p1, p2, . . . , pr) = (q1, q2, . . . , qr) = q, and let l be the last
index such that pl = ql 6= 0. By our choice of h2, the restrictions of T and G to levels h1, h1+
1, . . . , h2− 1 are isomorphic: they are both level greedy forests consisting of r components. If
one component is larger than another, then the number of vertices at level h2 − 1 is greater
as well, and if two components have the same number of vertices at level h2 − 1, then they
are isomorphic by the construction of greedy trees.
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Let m be the number of vertices at level h2 − 1 in the largest component. Then q1 is the
sum of the highest m degrees at level h2 − 1. The only way how p1 can be equal to q1 is
thus that P1 and Q1 have the same number of vertices at level h2 − 1, so they have to be
isomorphic (both are known to be level greedy as well!). Likewise, P2 and Q2 have to be
isomorphic, etc. The only possible exception are Pl and Ql, the last components with vertices
at level h2: here, some vertices in Ql at level h2 − 1 might be leaves, so Pl could be smaller
than Ql.
Now let p′1, p
′
2, . . . , p
′
r and q
′
1, q
′
2, . . . , q
′
r be the number of vertices at level h2−1 in P1, P2, . . . , Pr
and Q1, Q2, . . . , Qr respectively. The number of closed walks with level sequence
(h2 − 1, . . . , h1 + 1, h1, h1 + 1, . . . , h2 − 1, h2, h2 − 1, . . . , h1 + 1, h1, h1 + 1, . . . , h2 − 1)
in T and G are
p1p
′
1 + p2p
′
2 + · · · + prp
′
r and q1q
′
1 + q2q
′
2 + · · · + qrq
′
r
respectively, by the same reasoning as before. We know that pip
′
i = qiq
′
i for i < l and
pip
′
i = qiq
′
i = 0 for i > l, thus the difference between the two is
(q1q
′
1 + q2q
′
2 + · · · + qrq
′
r)− (p1p
′
1 + p2p
′
2 + · · ·+ prp
′
r) = qlq
′
l − plp
′
l = ql(q
′
l − p
′
l).
If q′l = p
′
l, then the components Pl and Ql up to level h2− 1 have to be isomorphic, and since
both are level greedy up to level h2 as well, they must be isomorphic. But then T and G,
restricted to levels h1, h1 + 1, . . . , h2, are isomorphic, contradicting our choice of h1 and h2.
Thus q′l > p
′
l, which means that we have again found a suitable level sequence. Once again,
one can generalize to
(h2 − 1, . . . , h1 + 1, h1, h1 + 1, h1, h1 + 1, h1, . . . ,
h1, h1 + 1, . . . , h2, h2 − 1, . . . , h1, h1 + 1, . . . , h2 − 1),
to show that we have strict inequality C(k;T ) < C(k;G) for all even k ≥ k0, now with
k0 = 4(h2 − h1)− 2. 
3.2. Edge rooted trees. As we will see at the end of this subsection, Theorem 6 still holds
if we consider edge-rooted trees instead of vertex-rooted trees.
For any set A of walks in a graph and any vertex v and edge e of the same graph, we
denote by Ae and by Av the subsets of A that only contain walks passing through e and v,
respectively. Instead of (Ae)e
′
we simply write Ae,e
′
. Similarly, (Ae)v = (Av)e = Av,e = Ae,v.
For any two adjacent vertices u and v in a graph G, we define Cu,v(k;G) to be the set and
Cu,v(k;G) the number of all closed walks of length k starting from the edge uv in direction
from u to v.
Different combinations of these notations are possible. For example, for some edge uv in
a graph G and another edge e, Ceu,v(k;G) stands for the set of closed walks of length k in G
starting at u, using the edge uv at the first step and passing through e at a later stage.
Lemma 8. Let u and v be two adjacent vertices in a graph G, and let e be an edge in G.
Then for all nonnegative integers k we have
Cu,v(k;G) = Cv,u(k;G) and C
e
u,v(k;G) = C
e
v,u(k;G).
Proof. Both Cu,v(k;G) and Cv,u(k;G) are equal to the number of walks of length k−1 starting
from u and ending at v (which is clearly the same as the number of walks of length k − 1
starting from v and ending at u).
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If e 6= uv, then both Ceu,v(k;G) and C
e
v,u(k;G) are equal to the number of walks of length
k− 1 starting from u, passing through e and ending at v. If e = uv, then clearly Ceu,v(k;G) =
Cu,v(k;G), and we are done. 
For any (edge- or vertex-) rooted tree T we denote by r(T ) the root of T . We extend the
notation Cv(k;T ) and denote by Ce(k;T ) the set of walks of length k in T which start with
the edge e (in either direction). As usual, Cv(k;T ) and Ce(k;T ) denote their cardinalities. If
T is an edge-rooted tree such that u and v are the ends of r(T ), we know by Lemma 8 that
Cr(T )(k;T ) = Cu,v(k;T ) + Cv,u(k;T ) = 2Cu,v(k;T ) = 2Cv,u(k;T ).
Lemma 9. Let D be a leveled degree sequence of an edge-rooted tree and G = G(D) the
associated edge-rooted greedy tree. For any element T ∈ TD we have
Cr(T )(k;T ) ≤ Cr(G)(k;G)
for any nonnegative integer k.
Proof. Let G1 and G2 be the components of G− r(G), and let T1 and T2 be the components
of T − r(T ). Since for odd k we trivially have Cr(T )(k;T ) = Cr(G)(k;G) = 0, we are only
interested in even k = 2l. Let us reason by induction on l. The cases where l = 1, 2 are easy
to check, since the closed walks of length at most 4 starting with the root edge cannot reach
beyond the first two levels, but these parts of T and G are isomorphic edge-rooted trees.
Assume that the lemma holds whenever l ≤ m for some integer m ≥ 2. Now consider the
case where l = m + 1. The level sequences of the elements in Cr(T )(k;T ) and Cr(G)(k;G) are
of the form (1, 1, i1, i2, . . . , ik−1), and ik−1 also has to be 1.
We first consider walks that do not return immediately to the starting point after the
first step. For any j with 2 ≤ j ≤ k − 1, let Cjr(T )(k;T ) and C
j
r(G)(k;G) be respectively
the subsets of Cr(T )(k;T ) and Cr(G)(k;G) whose elements are the walks with level sequences
(1, 1, i1, i2, . . . , ik−1), where ij = 1 and 1 /∈ {i1, i2, . . . , ij−1}. Their cardinalities are denoted
by Cjr(T )(k;T ) and C
j
r(G)(k;G) respectively. These walks start with the edge root, then go
on to higher levels, return to level 1 for the first time after j steps, and then continue with
k − j − 1 more steps until they return to the starting point. We can uniquely split each of
these walks into the j steps from the first step to level 2 to the first return to level 1 and the
rest. Set
Sj = {(1, i1, i2, . . . , ij−1, 1) : 1 /∈ {i1, i2, . . . , ij−1}}.
From Lemma 5, Lemma 8 and the induction hypothesis, we now obtain
Cjr(T )(k;T ) = Cr(T1),r(T2)(k − j;T )
∑
S∈Sj
Cr(T2)(S;T2) + Cr(T2),r(T1)(k − j;T )
∑
S∈Sj
Cr(T1)(S;T1)
=
1
2
Cr(T )(k − j;T )
( ∑
S∈Sj
Cr(T2)(S;T2) +
∑
S∈Sj
Cr(T1)(S;T1)
)
≤
1
2
Cr(G)(k − j;G)
( ∑
S∈Sj
Cr(G2)(S;G2) +
∑
S∈Sj
Cr(G1)(S;G1)
)
= Cjr(G)(k;G)
for any j ≥ 2. This covers all the cases where i1 6= 1. Next, consider the subsets C
∗
r(T )(k;T )
and C∗r(G)(k;G) of Cr(T )(k;T ) and Cr(G)(k;G), respectively; their elements are closed walks
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with level sequence (1, 1, i1, i2, . . . , ik−1), where i1 = 1 and for any h ∈ {1, 2, . . . , k − 2} we
always have (1, 1) 6= (ih, ih+1). In words, these walks move forwards and backwards along the
edge root for the first two steps, then never use the edge root again, thus they stay in one of
the two branches. From Lemma 5, we now get
C∗r(T )(k;T ) = Cr(T1)(k − 2;T1) + Cr(T2)(k − 2;T2)
≤ Cr(G1)(k − 2;G1) + Cr(G2)(k − 2;G2)
= C∗r(G)(k;G).(19)
We are left with walks that use the edge root, return immediately, and use the edge root again
at some stage. The set of these walks is divided further, depending on the first time that the
edge root is used again. For any j ≥ 1, we consider the subsets C′jr(T )(k;T ) and C
′j
r(G)(k;G)
of Cr(T )(k;T ) and Cr(G)(k;G) whose elements are the closed walks with level sequence (1, 1,
i1, i2, . . . , ik−1), where i1 = ij = ij+1 = 1 and (1, 1) 6= (ih, ih+1) for any h ∈ {1, . . . , j − 1}.
Such a walk can be split uniquely into a walk of length j+1 in C∗r(T )(j+1;T ) (C
∗
r(G)(j+1;G),
respectively) and a closed walk of length k− j−1 starting with the edge root. From (19) and
Lemma 8, we obtain
C ′jr(T )(k;T ) = C
∗
r(T )(j + 1;T ) ·
1
2
Cr(T )(k − j − 1;T )
≤ C∗r(G)(j + 1;G) ·
1
2
Cr(G)(k − j − 1;G)
= C ′jr(G)(k;G)
for any j ≥ 1. We see that the greedy tree G has more or at least equally many walks of each
type as T , which completes the proof. 
Lemma 10. Let D be a leveled degree sequence of an edge-rooted tree and G = G(D) the
associated edge-rooted greedy tree. For any element T ∈ TD and for any nonnegative integer
k we have
Cr(T )(k;T ) ≤ Cr(G)(k;G).
Proof. Any element, say W , in Cr(T )(k;T ) or Cr(G)(k;G) has a unique decomposition as W =
W1W2W3 for some W1,W2 and W3 satisfying the following conditions:
i) W2 is a closed walk starting from the edge root, chosen to have maximal length.
ii) W1 and W3 do not use the edge root but can possibly have length zero. By merging
the end of W1 with the beginning of W3, we obtain a closed walk W
′.
Under the conditions i) and ii), W3 visits an end of the edge root only once (at its starting
point), otherwise we could extend W2. This means that W can be uniquely recovered from
W ′ and W2 by inserting W2 into W
′ at the last appearance of an end vertex of the edge root.
So the number of possible walks W is the number of possible walks W ′ times the number of
possible walks W2.
Let T1 and T2 be the components of T − r(T ), and G1 and G2 those of G − r(G). By
Lemma 5, we know that
Cr(T1)(l;T1) + C
r(T2)(l;T2) ≤ C
r(G1)(l;G1) +C
r(G2)(l;G2)
for any nonnegative integer l. Hence, using Lemma 9 we have
Cr(T )(k;T ) =
∑
k1+k2=k
(
Cr(T1)(k1;T1)Cr(T1),r(T2)(k2;T ) + C
r(T2)(k1;T2)Cr(T2) r(T1)(k2;T )
)
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=
∑
k1+k2=k
(
Cr(T1)(k1;T1) + C
r(T2)(k1;T2)
)
·
1
2
Cr(T )(k2;T )
≤
∑
k1+k2=k
(
Cr(G1)(k1;G1) + C
r(G2)(k1;G2)
)
·
1
2
Cr(G)(k2;G)
= Cr(G)(k;G).

The next theorem combines Theorem 6 and Lemma 10.
Theorem 11. Let D be a leveled degree sequence of an edge-rooted tree. For any nonnegative
integer k and all T ∈ TD, we have
Mk(T ) = C(k;T ) ≤ C(k;G(D)) = Mk(G(D)).
For sufficiently large even k, the inequality is strict unless T and G(D) are isomorphic.
Proof. Use Theorem 6 to compare the number of closed walks of length k not using the edge
root, and Lemma 10 for those which pass through the edge root. The fact that the inequality
in Theorem 6 is strict for sufficiently large k by Lemma 7 implies that this is also the case
here. 
3.3. Main result. The main result of this section is the fact that if we fix a degree sequence
D, then among all trees with degree sequence D, the greedy tree G(D) has the maximum
number of closed walks of any given length. G(D) is not always the unique element of TD
which reaches the maximum number of fixed length closed walks: for instance, for any T ∈ TD,
we have C(2;T ) = 2|E(T )|, which only depends on D.
Theorem 12. Let D be a degree sequence of a tree. For any element T ∈ TD and any k ≥ 0,
we have
Mk(T ) = C(k;T ) ≤ C(k;G(D)) = Mk(G(D)).
Moreover, the inequality is strict for sufficiently large even k if T and G(D) are not isomor-
phic.
Proof. If it is possible to choose an edge or a vertex as root such that T is not level greedy,
then we let T1 be the level greedy tree with the same leveled degree sequence as T . We iterate
this process: if an edge or vertex root can be chosen such that Tl is not level greedy, replace
it by the corresponding level greedy tree, which we denote by Tl+1. Then Mk(Tl+1) ≥ Mk(Tl)
for all k ≥ 0, and for sufficiently large even k, the inequality is strict. Therefore, no infinite
loops are possible in this process.
Hence there exists an integer m such that Tm is level greedy with respect to any choice of
vertex or edge root. This tree Tm satisfies the “semi-regular” property defined in [22], and
hence it is a greedy tree. From Theorems 6 and 11, we obtain
C(k;T ) ≤ C(k;T1) ≤ · · · ≤ C(k;Tm) = C(k;G(D))
for any k ≥ 0, with strict inequality for sufficiently large even k. 
Remark 3. While the inequality in Theorem 12 is strict for sufficiently large k, there is no
“universal” k with this property: for every k, there exists some degree sequence D and a tree
T with degree sequence D that is not isomorphic to the greedy tree G = G(D) such that
Mℓ(T ) = Mℓ(G), ℓ = 0, 1, . . . , k.
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Consider, for instance, the degree sequence D = (3, 3, 2, 2, . . . , 2, 1, 1, 1, 1), where the number
of 2s is 4r− 2 for some integer r ≥ 1. The greedy tree G = G(D) consists of two neighboring
vertices of degree 3 to which paths are attached: two paths of length r to one of the two, two
paths of length r + 1 to the other. Now let T be the tree where one of the paths of length r
in G is interchanged with one of the paths of length r + 1.
T and G have the same number of (closed) walks of any length that do not contain the
vertices of degree 3, since the forests resulting when the two are removed are isomorphic.
Moreover, the subtrees of T and G consisting of vertices whose distance from the degree 3
vertices is at most r are isomorphic as well. Thus
Mℓ(T ) = Mℓ(G), ℓ ≤ 2r.
3.4. Consequences of the main result. Several corollaries follow immediately from our
main theorem. In particular, in view of (6), we obtain the following corollary:
Corollary 13. For any function f(x) =
∑
∞
k=0 akx
k with nonnegative coefficients and for any
tree T with degree sequence D, we have
Ef (T ) ≤ Ef (G(D)),
where Ef is defined as in (4). If the even part of f is not a polynomial (i.e., ak > 0 for
infinitely many even values of k), then the inequality is strict unless T is isomorphic to
G(D). In particular,
EE(T ) < EE(G(D))
for all T ∈ TD that are not isomorphic to G(D).
Moreover, we also obtain one of the main results of [4] as another corollary, since the
spectral radius ρ(T ) of a tree T is equal to the limit limℓ→∞
2ℓ
√
M2ℓ(T ).
Corollary 14. Among all trees with degree sequence D, the greedy tree G(D) has the largest
spectral radius ρ(G(D)).
In [4], it was also shown that the greedy tree is unique with this property.
The Estrada index is just one of in principle infinitely many graph invariants of the form
Ef . One could certainly conceive of a “Hyper-Estrada index”, for example:
EEE(G) =
n∑
i=1
ee
λi .
A somewhat more natural example is the following: note that the characteristic polynomial
of a graph G is given by
PG(x) =
n∏
i=1
(x− λi) = x
n
n∏
i=1
(
1−
λi
x
)
.
If x is greater than the spectral radius, then we can take the logarithm and expand it into a
power series:
log PG(x) = n log x+
n∑
i=1
log
(
1−
λi
x
)
= n log x−
n∑
i=1
∞∑
k=1
1
k
·
λki
xk
= n log x−
∞∑
k=1
Mk(G)
kxk
.
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This formula, together with our main result, implies the following statement:
Corollary 15. For any tree T with degree sequence D and any x > ρ(G(D)), the inequality
PT (x) ≥ PG(D)(x)
holds, with equality only if T is isomorphic to G(D).
4. Trees with different degree sequences
In this section, we compare greedy trees with different degree sequence, in a similar way
as it was done in [1, 2, 4, 28]. This allows us to determine the maximal spectral moments of
trees with different restrictions, e.g. given maximum degree or number of leaves.
To this end, we use a transformation on level greedy trees, where branches are moved
between vertices at the same level. We study the effect of such a transformation on the
number of closed walks of given length. Unlike the procedure in the proof of Theorem 12,
the transformation that we consider in the following lemma does not preserve the degree
sequence.
For any vertex v in a rooted tree T , we denote by Tv the rooted tree spanned by v and all
its descendants, where v is chosen to be the root.
Lemma 16. Let D = ((i1,1), (i2,1, . . . , i2,k2), . . . , (in,1, . . . , in,kn)) be a leveled degree sequence
of a (vertex) rooted tree. For some i and j with 1 < i < L(D) and 1 < j ≤ ki, let B be a
branch of gij in the level greedy tree G = G(D) which does not contain the root. Choose the
neighbor of gij in B to be the root of B. Let T = G − g
i
j r(B) + g
i
j′ r(B) for some j
′ < j (see
Figure 3). Then we have
C(k;T ) ≥ C(k;G)
for any nonnegative integer k. For even k ≥ 4, the inequality is strict.
x′ = gij′ x = g
i
j
B
e
x′ = gij′ x = g
i
j
B
e′
Figure 3. Moving a branch: the level greedy tree G (left) and the resulting
tree T (right).
Proof. We use the same labels for vertices in T as in G. For notational convenience, set
x = gij , x
′ = gij′ , e = g
i
j r(B) and e
′ = gij′ r(B).
It is clear that C(k;T ) − Ce
′
(k;T ) = C(k;G) − Ce(k;G) because T − e′ = G− e. Thus it
suffices to prove
(20) Ce
′
(k;T ) ≥ Ce(k;G).
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Let v = gi
′
l be the closest common ancestor of x = g
i
j and x
′ = gij′ in G, and let u = g
i′+1
h and
u′ = gi
′+1
h′ be the neighbors of v in the branches containing g
i
j and g
i
j′ respectively.
v
u′
x′
C ′i−i′ C
′
2 C
′
1
u
x
Ci−i′C2C1
G(D)
Figure 4. Decomposition of Gv in the proof of Lemma 16
Since G is level greedy, if we decompose Gv as in Figure 4, then there is an isomorphism
preserving roots between Cr and a subgraph of C
′
r for any r ∈ {1, 2, . . . , i− i
′}. Therefore one
can find an injective homomorphism, say f : V
(
Gu
)
−→ V
(
Tu′
)
, which satisfies f(u) = u′,
f(x) = x′ and f(e) = e′.
The map
F : Ce(k;G) − Cv,e(k;G) −→ Ce
′
(k;T )− Cv,e
′
(k;T )
w1 . . . wk+1 7−→ f(w1) . . . f(wk+1)
is injective because f is injective. We also define a map
F ′ : Cv(k;G) −→ Cv(k;T )
in a recursive way. Let W = w1 . . . wk+1 ∈ C
v(k;G), and let m and M be, respectively, the
smallest and largest integers such that wm = wM = v and 1 < m ≤M < k + 1, if there exist
such integers. Then we define:
• If v /∈ {w2, . . . , wk} (and hence w1 = wk+1 = v) and wsws+1 6= e for any s = 1, . . . , k,
then F ′(W ) = w1 . . . wk+1.
• If v /∈ {w2, . . . , wk} and wsws+1 = e for some s ∈ {1, . . . , k}, then
F ′(W ) = w1f(w2) . . . f(wk)wk+1.
• Otherwise we set F ′(W ) = φ(w1 . . . wm−1)F
′(wm . . . wM )φ(wM+1 . . . wk+1), where
φ(w1 . . . wm−1) = f(w1) . . . f(wm−1) if wsws+1 = e for some s ∈ {1, . . . ,m − 2},
and φ(w1 . . . wm−1) = w1 . . . wm−1 otherwise.
In words, we break a walk into pieces separated by visits to vertex v. Each piece is either
kept the same (if it does not contain e) or replaced by its image under the injection f if it
contains e. Since the decomposition is unique and f is injective, the so constructed map F ′ is
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also an injection, and so is its restriction to Cv,e(k;G). This proves inequality (20) and thus
the main inequality.
For even k ≥ 4, the inequality is strict, since F is not surjective. The degree of x in G is
strictly less than the degree of x′ in T by construction. Hence, there is an edge e′′ incident to
x′ that does not have a preimage under F , and so is any walk starting from e′ and uses e′′.
There is such a closed walk for arbitrary even length larger than 4. 
Lemma 17. Let D = ((i1,1, i1,2), (i2,1, . . . , i2,k2), . . . , (in,1, . . . , in,kn)) be a leveled degree se-
quence of an edge-rooted tree. For some i and j with 1 ≤ i < L(D) and 1 < j ≤ ki, let B be
a branch of gij in the level greedy tree G = G(D) which does not contain the root. Take the
neighbor of gij in B as root of B. Let T = G − g
i
j r(B) + g
i
j′ r(B) for some j
′ < j. Then we
have
C(k;T ) ≥ C(k;G).
for any nonnegative integer k. For even k ≥ 4, the inequality is strict.
Proof. Again, we keep the labels of vertices of G in T . For simplicity, we write x = gij ,
x′ = gij′ , e = g
i
j r(B), e
′ = gij′ r(B), r = r(G) and r
′ = r(T ).
Let G1 and G2 be the components of G − r, and T1 and T2 those of T − r
′, such that
|V (G1)| ≥ |V (G2)| and |V (T1)| ≥ |V (T2)|.
If x and x′ are both vertices of the same component Gm, then the proof is exactly the same
as that of Lemma 16. So from now on, we assume that x ∈ V (G2) and x
′ ∈ V (G1).
If G is decomposed as in Figure 5, then Cr has a copy preserving levels in C
′
r for any
1 ≤ r ≤ i. Because of this fact, we know that one can find a level preserving injective
homomorphism, say f , between G2 and T1 (which has G1 as a subgraph) which satisfies
f(g12) = g
1
1 , f(x) = x
′ and f(e) = e′.
g11
x′
C ′i C
′
2 C
′
1
g12
x
CiC2C1
Figure 5. Decomposition of G in the proof of Lemma 17
Since we deal with closed walks, we are only interested in even k = 2l. We know that
C(2l;T )− Cr
′
(2l;T )− [C(2l;G) − Cr(2l;G)] = Ce
′
(2l;T1)− C
e(2l;G2)
is nonnegative: as f is injective, so is the map
F : Ce(2l;G2) −→ C
e′(2l;T1)
w1 . . . wk+1 7−→ f(w1) . . . f(wk+1).
SPECTRAL MOMENTS OF TREES WITH GIVEN DEGREE SEQUENCE 19
Since f is level preserving, we can even choose an arbitrary level sequence S of walks without
two consecutive 1s and still have
Ce
′
(S;T1) ≥ C
e(S;G2),
C(S, (T1 −B) ∪ T2) = C(S;G1 ∪ (G2 −B)),(21)
and hence C(S;T1 ∪ T2) ≥ C(S;G1 ∪G2). Now we are left to show that
Cr
′
(2l;T ) − Cr(2l;G) = Ce
′,r′(2l;T )− Ce,r(2l;G) ≥ 0(22)
for any integer l ≥ 1. Before that let us first show that
(23) Ce
′
r′ (2l;T ) ≥ C
e
r (2l;G)
for any positive integer l. Note the subtle difference between Ce,r(2l;G) and Cer (2l;G) here:
the former counts walks that pass through r at some stage, while the latter counts walks that
start with r. We reason by induction on l. For l = 1 we have Ce
′
r′ (2;T ) = C
e
r (2;G) = 0.
Assume that (23) holds whenever l ≤ m for some m ≥ 1. Since Cr′(2l;T ) − C
e′
r′ (2l;T ) =
Cr(2l;G)−C
e
r (2l;G) for all l, the induction hypothesis also implies that Cr′(2l;T ) ≥ Cr(2l;G)
for all l ≤ m.
Consider now the case where l = m + 1. Let Ce
′
r′ (2l;T ) = P1(l) ∪ Q1(l) ∪ R1(l) and
Cer(2l;G) = P2(l) ∪Q2(l) ∪R2(l), where the Pi(l)’s contain walks whose level sequences start
with 1, 1, 1, 1, the Qi(l)’s contain walks whose level sequences start with 1, 1, 1, 2, and the level
sequences of the elements of the Ri(l)’s start with 1, 1, 2. The induction hypothesis implies
|P1(l)| = C
e′
r′ (2(l − 1);T ) ≥ C
e
r (2(l − 1);G) = |P2(l)|.
It is easy to check that |Q1(1)| = |Q2(1)| = 0, |Q1(2)| = |Q2(2)| ∈ {0, 1}. For l ≥ 3, we define
for any j with 2 ≤ j ≤ 2l − 3 the subset Qji (l) of Qi(l) whose elements have level sequence
(1, 1, 1, i1 , . . . , i2l−2), where ij = ij+1 = 1 and (is, is+1) 6= (1, 1) for s = 1, . . . , j − 1. Finally,
Q2l−2i (l) = Qi(l)−
2l−3⋃
j=2
Qji (l)
is the subset of Qi(l) whose elements have level sequence (1, 1, 1, i1 , . . . , i2l−2), where i1 = 2
and (1, 1) 6= (is, is+1) for s = 1, . . . , 2l − 3. Set
S
1
j = {(1, i1, . . . , ij−1, 1) : i1 = ij−1 = 2, (1, 1) 6= (is, is+1) for s ∈ {1, . . . , j − 2}}.
Now we decompose walks in Qj1 and Q
j
2: any such walk consists of two steps along the edge
root (forwards and backwards), then continues to higher levels and returns to the first level
after j steps (possibly earlier as well, but without ever using the edge root). We call this part
U1; its level sequence lies in S
1
j . Thereafter, the walk continues for another 2l − j − 2 steps,
starting with the edge root; this part is called U2. Since we know that a walk in Q
j
1 has to
pass through e′, we have the following possibilities:
• The walk U1 uses e
′ (which means that it lies entirely in T1), the walk U2 is arbitrary.
• The walk U1 does not use e
′, but stays in T1 (thus it lies in T1 − B), the walk U2
contains e′.
• The walk U1 lies in T2, thus it does not use e
′. Then the walk U2 has to contain e
′.
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ForQj2, there are three analogous possibilities. Making use of this decomposition, Lemma 8, (21)
and the induction hypothesis, we obtain
|Qj1(l)|
=
∑
S∈S1j
Ce
′
(S;T1)Cr(T1),r(T2)(2l − j − 2;T ) +
∑
S∈S1j
C(S;T1 −B)C
e′
r(T1),r(T2)
(2l − j − 2;T )
+
∑
S∈S1j
C(S;T2)C
e′
r(T2),r(T1)
(2l − j − 2;T )
=
∑
S∈S1j
Ce
′
(S;T1) ·
1
2
Cr′(2l − j − 2;T ) +
∑
S∈S1j
(C(S;T1 −B) + C(S;T2)) ·
1
2
Ce
′
r′ (2l − j − 2;T )
≥
∑
S∈S1
j
Ce(S;G2) ·
1
2
Cr(2l − j − 2;G) +
∑
S∈S1
j
(C(S;G1) + C(S;G2 −B)) ·
1
2
Cer (2l − j − 2;G)
= |Qj2(l)|
for all j such that 2 ≤ j ≤ 2l − 3. For j = 2l − 2, walk U2 is empty, so we have
|Q2l−21 (l)| =
∑
S∈S1j
Ce
′
(S;T1) ≥
∑
S∈S1j
Ce(S;G2) = |Q
2l−2
2 (l)|.
We conclude with the third subclass of walks whose level sequences start with 1, 1, 2. For any
j with 2 ≤ j ≤ 2l − 2, let Rji (l) be the subset of Ri(l) whose elements have level sequence
(1, 1, i1, . . . , i2l−1), where ij = 1 and 1 /∈ {i1, . . . , ij−1}. The case that j = 2l − 1 is not
interesting since it does not correspond to any closed walk. We decompose Rj1(l) and R
j
2(l)
in a similar way as we decomposed Qj1(l) and Q
j
2(l). Define
S
2
j = {(1, i1, . . . , ij−1, 1) : 1 /∈ {i1, . . . , ij−1}}.
A walk in Rj1(l) (or R
j
2(l)) consists of a step along the edge root, then moves to higher levels
and only returns to the first level after j steps. This part of j steps has a level sequence in
S
2
j , the rest forms a closed walk starting with the edge root. Dividing into three cases again,
depending on which part contains e′ (e, respectively), we obtain
|Rj1(l)| =
∑
S∈S2j
Ce
′
(S;T1)Cr(T2),r(T1)(2l − j;T ) +
∑
S∈S2j
C(S;T1 −B)C
e′
r(T2),r(T1)
(2l − j;T )
+
∑
S∈S2j
C(S;T2)C
e′
r(T1),r(T2)
(2l − j;T )
=
∑
S∈S2j
Ce
′
(S;T1) ·
1
2
Cr′(2l − j;T ) +
∑
S∈S2j
(C(S;T1 −B) + C(S;T2)) ·
1
2
Ce
′
r′ (2l − j;T )
≥
∑
S∈S2j
Ce(S;G2) ·
1
2
Cr(2l − j;G) +
∑
S∈S2j
(C(S;G1) + C(S;G2 −B)) ·
1
2
Cer (2l − j;G)
= |Rj2(l)|.
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This completes the proof of (23). We now proceed to the proof of (22), making use of a
similar argument as in Lemma 10. Any element, say W , in Ce
′,r′(2l;T ) or Ce,r(2l;G) has a
unique decomposition
(24) W =W1W2W3,
whereW2 is a closed walk that starts with the edge root and is chosen to have maximal length
and W ′ =W1W3 forms a closed walk which never uses the edge root, but passes at least once
through one of its ends (unless it is empty). The decomposition (24) is unique (as it was
explained in the proof of Lemma 10). Now let
S
3
j = {(i1, . . . , ij+1) : is = 1 for some 1 ≤ s ≤ j + 1}.
The walk W ′ has a level sequence in S3j for some j. Again, there are three possibilities for a
walk in Ce
′,r′(2l;T ):
• The walk W ′ contains e′, and thus lies entirely in T1, and W2 is arbitrary.
• The walk W ′ does not contain e′, but still lies in T1 (thus entirely in T1−B), and W2
uses e′.
• The walk W ′ lies in T2, thus does not use e
′. Then W2 has to use e
′.
There are three analogous possibilities for Ce,r(2l;G). We obtain
Ce
′,r′(2l;T )
=
2l−2∑
j=0
∑
S∈S3j
Ce
′
(S;T1)Cr(T1),r(T2)(2l − j;T ) + C(S;T1 −B)C
e′
r(T1),r(T2)
(2l − j;T )
+ C(S;T2)C
e′
r(T2),r(T1)
(2l − j;T )
=
2l−2∑
j=0
∑
S∈S3j
Ce
′
(S;T1) ·
1
2
Cr′(2l − j;T ) + (C(S;T1 −B) + C(S;T2)) ·
1
2
Ce
′
r′ (2l − j;T )
≥
2l−2∑
j=0
∑
S∈S3j
Ce(S;G2) ·
1
2
Cr(2l − j;G) + (C(S;G1) + C(S;G2 −B)) ·
1
2
Cer (2l − j;G)
= Ce,r
′
(2l;G).
This concludes the proof of (22) and thus the theorem. As in the previous lemma, the
inequality is strict for even k ≥ 4 since the map F is not surjective.

Given two degree sequences B 4 D of trees, by iteratively transferring branches, we can
transform G(B) to become an element of TD. As seen in the proof of the next theorem,
it turns out that it is always enough to only use transfers of the type described in the two
Lemmas 16 and 17 to obtain an element of TD from G(B), showing that G(D) has more
closed walks of any length than G(B). This parallels analogous results for e.g. the number
of subtrees [28] or the spectral radius [4].
Theorem 18. Let D = (d1, . . . , dn) and B = (b1, . . . , bn) be degree sequences of trees of the
same order such that B 4 D. Then for any integer k ≥ 0 we have
C(k;G(B)) ≤ C(k;G(D)).
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If B 6= D and k is even and ≥ 4, then the inequality is strict.
Proof. The statement is obvious for B = D. From now, we assume that there exists some i0
such that bi0 6= di0 . Since
(25)
n∑
i=1
bi =
n∑
i=1
di,
we know that the set {i : di 6= bi} must have at least two elements. Let l = min{i : di 6= bi}
and m = max{i : di 6= bi}.We must have bl < dl, bm > dm and hence bl−1 = dl−1 ≥ dl ≥ bl+1
and bm+1 = dm+1 ≤ dm ≤ bm − 1. Therefore, B1 = (b1, . . . , bl−1, bl + 1, bl+1, . . . , bm−1, bm −
1, bm+1, . . . , bn) is a valid degree sequence. It is easy to see that B 4 B1. Consider two vertices
u and v in the greedy tree G(B) such that deg u = bl and deg v = bm.
Case 1: The length of the path in G(B) joining u and v is even. Let w be the middle vertex
of this path. Consider G(B) as a level greedy tree whose root is w. Then u and v are on the
same level, say level h. We have u = ghi and v = g
h
j for some i < j. Let w = g
h+1
r be a child
of v = ghj , and let H = G(B)w be the branch rooted at w.
Consider T = G(B) − vw + uw; the degree sequence of T is B1. By Theorem 6 and
Lemma 16, it follows that
C(k;G(B1)) ≥ C(k;T ) ≥ C(k;G(B))
for all k ≥ 0.
Case 2: The length of the path in G(B) joining u and v is odd. The argument is analogous to
the previous case: we choose the middle edge of the path as root and then we use Theorem 11
and Lemma 17 instead of Theorem 6 and Lemma 16.
In either case, we have
C(k;G(B1)) ≥ C(k;G(B))
for all k ≥ 0. We repeat this process to obtain a sequence of degree sequences B0 =
B,B1, B2, . . . , Br = D such that B = B0 4 B1 4 · · · 4 Br = D and
C(k;G(B)) = C(k;G(B0)) ≤ C(k;G(B1)) ≤ · · · ≤ C(k;G(Br)) = C(k;G(D))
for all k ≥ 0, which proves the theorem. 
Conjecture 1 follows as corollary of the two Theorems 12 and 18: The degree sequence of
the n-vertex Volkmann tree, which is of the form (∆, . . . ,∆, r, 1, . . . , 1) for some 1 ≤ r < ∆,
majorizes all possible degree sequence of n-vertex trees with maximum degree ∆.
More results can be obtained by similar arguments in the same way as Corollaries 5.1 – 5.5
of [28] and Corollaries 29 – 32 of [1] are obtained. Let us state some more of these corollaries,
which also recover some results that can be found in [7, 25]:
Corollary 19. For any n-vertex tree T and for any k ≥ 0,
Mk(Sn) ≥ Mk(T ),
where Sn is the star with n vertices, whose degree sequence is (n− 1, 1, . . . , 1).
Corollary 20. Among trees T of order n with s leaves, Mk(T ) is maximized by the greedy
tree G(s, 2, 2, . . . , 2, 1, 1, . . . , 1) (the number of 2s is n− s− 1, the number of 1s is s) for any
k ≥ 0.
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Corollary 21. Among trees T of order n with independence number α ≥ n/2 and among
all trees T with matching number n − α ≤ n/2, Mk(T ) is maximized by the greedy tree
G(α, 2, 2, . . . , 2, 1, 1, . . . , 1) (the number of 2s is n − α − 1, the number of 1s is α) for any
k ≥ 0.
Mk in each of the above corollaries can of course be replaced by EE or more generally Ef
for any f with nonnegative coefficients in (5). If infinitely many even-indexed coefficients
are strictly positive (e.g., for EE), then we even have strict inequality. Moreover, corollaries
analogous to Corollary 14 and Corollary 15 for the spectral radius and the values of the
characteristic polynomial also follow easily.
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