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Abstract
Let Z = {Zt (h); h ∈ Rd , t ∈ R} be a space–time Gaussian process which is stationary in the time
variable t . We study Mn(h) = supt∈[0,n] Zt (snh), the supremum of Z taken over t ∈ [0, n] and rescaled by
a properly chosen sequence sn → 0. Under appropriate conditions on Z , we show that for some normalizing
sequence bn → ∞, the process bn(Mn − bn) converges as n → ∞ to a stationary max-stable process of
Brown–Resnick type. Using strong approximation, we derive an analogous result for the empirical process.
c© 2009 Elsevier B.V. All rights reserved.
MSC: primary 60G15; 60G70; secondary 60G60; 60F17
Keywords: Extremes; Gaussian processes; Space–time processes; Pickands method; Max-stable processes; Empirical
process; Functional limit theorem
1. Introduction and statement of results
1.1. Introduction
Let X i , i ∈ N, be independent copies of a Gaussian process {X (h); h ∈ D}. We suppose
that X has zero mean, unit variance, continuous sample paths, and is defined on D ⊂ Rd ,
an open set containing the origin. Further, we suppose that the covariance function of X ,
r X (h1, h2) = E[X (h1)X (h2)], satisfies the following condition: for some α ∈ (0, 2] and cα > 0,
(X1) r X (εh1, εh2) = 1 − cα|h1 − h2|αεα + o(εα) as ε ↓ 0, where the o-term is uniform in
h1, h2 ∈ D.
Here, | · | denotes the Euclidian norm on Rd .
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The limiting properties, as n → ∞, of the maximum of X1, . . . , Xn , taken pointwise, were
studied by Brown and Resnick [3] and Kabluchko et al. [13]. It was observed in [3] that in order
to obtain a nontrivial limiting process, an additional spatial rescaling need to be introduced. We
need normalizing sequences sn and bn defined by
sn = 1
(2cα log n)1/α
, (1)
bn =
√
2 log n − 1√
2 log n
(
1
2
log log n + log(2√pi)
)
. (2)
Define a stochastic process {Mn(h); h ∈ s−1n D}, where s−1n D denotes the set {s−1n h : h ∈ D}, by
Mn(h) = max
i=1,...,n
X i (snh). (3)
Then it follows from a more general result of [13, Theorem 17] that the process M∗n defined by
M∗n (h) = bn(Mn(h) − bn) converges as n →∞ to some nontrivial limiting process ηα weakly
on C(K ), the space of continuous functions on any fixed compact set K ⊂ Rd . If X is the
Ornstein–Uhlenbeck process on R with covariance function r X (h1, h2) = e−|h1−h2|, the above
result is due to Brown and Resnick [3], the limit being η1. Other particular cases, leading to the
process η2, were considered in [8,9]. Closely related results were obtained by Pickands [18,19]
and Hu¨sler and Reiss [11]. Applications were given in [7,4].
The limiting process ηα will be called the Brown–Resnick process with parameter α ∈ (0, 2],
and can be described as follows. Let {Ui }∞i=1 be an enumeration of the points of a Poisson point
process with intensity e−udu on R. Further, let Wi , i ∈ N, be independent copies of a drifted
(Le´vy) fractional Brownian motion {W (h); h ∈ Rd} with
Cov(W (h1),W (h2)) = |h1|α + |h2|α − |h1 − h2|α, (4)
E[W (h)] = −|h|α. (5)
Then the Brown–Resnick process {ηα(h); h ∈ Rd} is defined by
ηα(h) = max
i∈N
(Ui +Wi (h)). (6)
The process ηα is stationary (although this is not evident from Eq. (6)), sample continuous, with
unit Gumbel margins, see [13] for more properties.
1.2. Main result
In this paper, we study the limiting behavior of the supremum, taken over continuous time
and considered as a function of space, of a space–time Gaussian process. Let us be more precise.
Let Z = {Z t (h); h ∈ D, t ∈ R} be a zero mean and unit variance sample continuous Gaussian
process which is stationary in the time variable t . Here, D is an open subset of Rd containing
0. The covariance function of Z , rt (h1, h2) = E[Zs(h1)Zs+t (h2)], does not depend on s by the
time stationarity.
We suppose that the following conditions are satisfied for some α, β ∈ (0, 2] and cα, cβ > 0:
(Z1) rε1/β t (ε
1/αh1, ε1/αh2) = 1 − (cα|h1 − h2|α + cβ |t |β)ε + o(ε) as ε ↓ 0, where the o-term
is uniform as long as h1, h2 ∈ D and t stays bounded.
(Z2) rt (h1, h2) < 1 provided that t 6= 0, h1, h2 ∈ D.
(Z3) rt (h1, h2) = o(1/ log |t |) as t →∞ uniformly in h1, h2 ∈ D.
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Define
sn = 1
(2cα log n)1/α
, (7)
bn =
√
2 log n + 1√
2 log n
2− β
2β
log log n + log
 (2cβ) 1β Hβ
2
√
pi
 . (8)
Here, Hβ > 0 is the so-called Pickands constant [18,19], see Eqs. (28), (30) below.
In the next theorem, which is our main result, we are interested in the limiting behavior, as
n→∞, of the process {Mn(h); h ∈ s−1n D} defined by
Mn(h) = sup
t∈[0,n]
Z t (snh). (9)
Theorem 1.1. The process M∗n defined by M∗n (h) = bn(Mn(h) − bn) converges as n → ∞ to
the Brown–Resnick process ηα weakly on C(K ) for every compact set K ⊂ Rd .
The process M∗n is defined on the domain s−1n D which contains any fixed compact set K if n
is large enough. Therefore, the restriction of M∗n to K is indeed well defined provided that n is
large enough.
1.3. Remarks
Remark 1.1. For a fixed h ∈ Rd , the limiting distribution of M∗n (h) was determined by
Pickands [18,19] who showed that
lim
n→∞P
[
M∗n (h) ≤ τ
] = exp(−e−τ ) for all τ ∈ R. (10)
Our Theorem 1.1 can be viewed as a functional version of Pickands’ result.
Remark 1.2. The extreme values of a class of space–time processes with heavy tails were
studied by Davis and Mikosch [6]. The results and methods of [6] are completely different from
ours.
Remark 1.3. Introducing a normalizing sequence sn into (9), which results in spatial rescaling
of the process under consideration, is necessary to obtain a limit with nontrivial dependence
between margins and was suggested in [3,11]. In fact, the results of [23,16,17,1,10,12] show
that the maxima of two or more dependent stationary Gaussian processes, taken in continuous or
discrete time over the interval [0, n], become asymptotically independent as n→∞ under rather
general conditions on the dependence between the processes (these conditions, however, do not
allow the dependence to get stronger as n → ∞). It can be shown that up to a multiplicative
constant, the sequence sn as defined in (7) is the only sequence which leads to a nontrivial limiting
process for Mn .
Remark 1.4. The appearance of the Brown–Resnick process ηα as the limit of the discrete-time
maximum Mn defined in (3) has a natural explanation: it is known that
(a) the properly normalized point process formed by the extremes of the sequence
X1(0), . . . , Xn(0) converges as n → ∞ to the Poisson point process {Ui }∞i=1 with intensity
e−udu (see [22, Section 4.4.2]);
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(b) the behavior of the process X i conditioned on the event “X i (0) is large” is described, in
an appropriate sense, by the drifted fractional Brownian motion W defined in (4) and (5)
(see [18]).
A remarkable feature of Theorem 1.1 is that the same process ηα , constructed starting with
a countable number of “extremes” Ui , arises as the limit of the continuous-time supremum (9).
This may be explained as follows. Suppose that the process {Z t (0); t ∈ R} takes only extremely
large values in some small interval I and let t0 = arg supt∈I Z t (0). Then the “local direct sum”
structure of Condition (Z1) implies that supt∈I Z t (snh) ≈ Z t0(snh) for large n as long as h stays
bounded. Thus, t0 is essentially the only point in the interval I which has a chance to contribute
to the global supremum (9). In the limit n→∞, countably many such points emerge.
1.4. Processes with product-form covariance
Theorem 1.1 applies to a class of Gaussian processes with product-form covariance. More
precisely, suppose that {X (h); h ∈ D} satisfies Condition (X1), and let {Y (t); t ∈ R} be a
stationary sample continuous zero-mean Gaussian process with covariance function rY (t) =
E[Y (0)Y (t)] satisfying the following three conditions for some β ∈ (0, 2] and cβ > 0:
(Y1) rY (t) = 1− cβ |t |β + o(|t |β) as t → 0.
(Y2) rY (t) < 1 provided that t 6= 0.
(Y3) rY (t) = o(1/ log |t |) as t →∞.
Given X and Y , we construct a zero-mean time-stationary Gaussian process Z = {Z t (h); h ∈
D, t ∈ R} with covariance
rt (h1, h2) = r X (h1, h2)rY (t). (11)
The process Z , which may be thought of as a dynamical version of the spatial process X , is easily
seen to satisfy Conditions (Z1)–(Z3). An example is given by the two-dimensional generalized
Ornstein–Uhlenbeck process with covariance function
rt (h1, h2) = exp
{−cα|h1 − h2|α − cβ |t |β} .
1.5. Application to the empirical process
Let us mention an application of Theorem 1.1 to the empirical process. Let V1, V2, . . . be
i.i.d. random variables distributed uniformly on the interval [0, 1]. The empirical process {αt (h);
h ∈ [0, 1], t ≥ 1} is defined by
αt (h) =
√
t
(
1
[t]
[t]∑
i=1
1{Vi≤h} − h
)
.
Fix h0 ∈ (0, 1). With the notation log2 n = log log n, log3 n = log log log n, we define
s˜n = h0(1− h0)log2 n
, (12)
b˜n =
√
2 log2 n +
1√
2 log2 n
(
1
2
log3 n − log(2
√
pi)
)
. (13)
We are interested in the maximum of the empirical process αt (h) taken over the set of “times”
t ∈ [1, n] and considered as a function of the “space” variable h. More precisely, we define
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Ln(h) = 1√
h0(1− h0) supt∈[1,n]αt (h0 + s˜nh). (14)
Theorem 1.2. The process b˜n(Ln − b˜n) converges as n → ∞ to the drifted Brown–Resnick
process η = {η1(h)+ (1− 2h0)h; h ∈ R} in the sense of finite-dimensional distributions.
Note that the drift (1 − 2h0) in the above theorem is positive for h0 < 1/2 and negative for
h0 > 1/2, which agrees with the intuition that the empirical process tends to increase on [0, 1/2]
and to decrease on [1/2, 1]. Further, the convergence of the finite-dimensional distributions can
be strengthened to the weak convergence on C(K ) for every compact set K ⊂ R if one modifies
the definition of the empirical process so that it becomes continuous.
1.6. Extensions of the main result
Theorem 1.1 can be extended in several directions. First, note that Condition (Z1) implies a
sort of local isotropy for the space part of the process Z . An appropriate version of Theorem 1.1
holds if Condition (Z1) is replaced by a more general regular variation assumption which is
similar to Assumption 16 in [13] and does not require local isotropy.
Second, it is possible to show that the process M∗n (h), considered as a space–time process,
converges to a space–time version of the Brown–Resnick process ηα . Before we can state this
result, we need to describe the limiting process. Informally, it is a direct product of the usual
Brown–Resnick process ηα and the extremal process of Dwass–Lamperti (see [22, Chapter 4]
for the definition of the extremal process). More precisely, let {(Ui , Ti )}∞i=1 be an enumeration of
the points of a Poisson point process on R×[0,∞) with intensity e−udu×dt . Let Wi , i ∈ N, be
independent copies of a drifted (Le´vy) fractional Brownian motion {W (h); h ∈ Rd} defined as
in (4) and (5). Then the space–time Brown–Resnick process {ηα(h; t); h ∈ Rd , t ≥ 0} is defined
by
ηα(h; t) = max
i∈N:Ti∈[0,t]
(Ui +Wi (h)).
Note that the restriction of this process to t = 1 has the same law as the usual Brown–Resnick
process, and that for fixed h ∈ Rd , the process {ηα(h; t); t ≥ 0} has the law of the extremal
process of Dwass–Lamperti. The space–time version of Theorem 1.1 reads as follows.
Theorem 1.3. Under the assumptions of Section 1.2, the process {M∗n (h; t); h ∈ s−1n D, t ≥ 0}
defined by M∗n (h; t) = bn(Mtn(h)− bn) converges as n→∞ to the space–time Brown–Resnick
process {ηα(h; t); h ∈ Rd , t ≥ 0} in the sense of finite-dimensional distributions.
We omit the proof of Theorem 1.3 since it is based on the same ideas as the proof of Theorem 1.1.
1.7. Organization of the paper
In Section 2 we prove Theorem 1.1. In Section 3 we deduce Theorem 1.2 from Theorem 1.1
using a strong invariance principle connecting the empirical process to the Kiefer process.
2. Proof of Theorem 1.1
2.1. Convergence of finite-dimensional distributions
Our main goal in this section is to prove Proposition 2.1 below which shows the convergence
of finite-dimensional distributions in Theorem 1.1. We always use the notation of Section 1.2.
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Proposition 2.1. Let k ∈ N, and fix h1, . . . , hk ∈ Rd and τ1, . . . , τk ∈ R. Define
Pn = P
[
M∗n (hi ) ≤ τi for all i = 1, . . . , k
]
. (15)
Let {ηα(h); h ∈ Rd} be the Brown–Resnick process with parameter α. Then
lim
n→∞ Pn = P [ηα(hi ) ≤ τi for all i = 1, . . . , k] . (16)
Let {Bα(x); x ∈ Rd} and {Bβ(x); x ∈ R} be drifted (Le´vy) fractional Brownian motions with
Cov(Bα(x1), Bα(x2)) = |x1|α + |x2|α − |x1 − x2|α, E[Bα(x)] = −|x |α, (17)
Cov(Bβ(x1), Bβ(x2)) = |x1|β + |x2|β − |x1 − x2|β , E[Bβ(x)] = −|x |β . (18)
We always assume that Bα and Bβ are independent.
Let Gh,τ = G{hi }ki=1,{τi }ki=1 be a constant defined by
Gh,τ = E exp
{
max
i=1,...,k
(Bα(hi )− τi )
}
.
By [13, Eq. (5)], the finite-dimensional distributions of the process ηα are given by
P [ηα(hi ) ≤ τi for all i = 1, . . . , k] = e−Gh,τ . (19)
Hence, to prove Proposition 2.1, we have to show that
lim
n→∞ Pn = e
−Gh,τ . (20)
The rest of Section 2.1 is devoted to the proof of (20). We will use a multivariate version
of the method of Pickands [18,19]. We always refer to Leadbetter et al. [14, Chapter 12] and
Piterbarg [20, Section D] if we need facts proved by Pickands. Sometimes, we omit technical
details in order to avoid repetition.
First we fix the notation. We take some a > 0 and define qn = ac−1/ββ b−2/βn . We will start by
analyzing the extreme-value behavior of the process Z over a small time interval [0, qn]. To this
end, we define a process {Z∗t (h); h ∈ s−1n D, t ∈ R} dependent also on n by
Z∗t (h) = bn(Zqn t (snh)− bn).
For w ∈ R and n ∈ N, let Zw,n = {Zw,nt (h); h ∈ s−1n D, t ∈ R} be the process {Z∗t (h)
− Z∗0(0); h ∈ s−1n D, t ∈ R} conditioned on the event Z∗0(0) = w.
Lemma 2.1. Fix a cube K = [−A, A]d and let Bα and Bβ be independent fractional Brownian
motions as in (17), (18).
1. Let w ∈ R be fixed. Then, as n→∞, we have
{Zw,nt (h); h ∈ K , t ∈ [0, 1]} ⇒ {Bα(h)+ Bβ(at); h ∈ K , t ∈ [0, 1]} (21)
weakly on C(K × [0, 1]).
2. If N is sufficiently large, then the family of processes
{Zw,n − EZw,n}w∈R,n>N
is tight on C(K × [0, 1]).
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3. If N is sufficiently large, then the family of processes
{Zw,n}w∈[−c,c],n>N
is tight on C(K × [0, 1]) for every c > 0.
Proof. Take h, h1, h2 ∈ K and t, t1, t2 ∈ [0, 1]. The well-known formulas for the conditional
Gaussian distributions show that the process Zw,n is Gaussian with expectation
E[Zw,nt (h)] = −(b2n + w)(1− rqn t (snh, 0)) (22)
and covariance function
Cov(Zw,nt1 (h1), Z
w,n
t2 (h2)) = b2n(rqn(t1−t2)(snh1, snh2)− rqn t1(snh1, 0)rqn t2(0, snh2)). (23)
Note that qn t = b−2/βn · (ac−1/ββ t) and snhi ∼ b−2/αn · (c−1/αα hi ), i = 1, 2, as n → ∞.
Condition (Z1) with ε = b−2n implies that, as n→∞,
rqn t (snh1, snh2) = 1− b−2n (|h1 − h2|α + aβ |t |β)(1+ o(1)), (24)
where the o-term is uniform in h1, h2 ∈ K , t ∈ [0, 1].
Applying (24) to (22) yields
lim
n→∞E[Z
w,n
t (h)] = −(|h|α + aβ |t |β). (25)
Similarly, applying (24) to (23), we obtain that uniformly in h1, h2 ∈ K and t1, t2 ∈ [0, 1],
lim
n→∞Cov(Z
w,n
t1 (h1), Z
w,n
t2 (h2))
= (|h1|α + |h2|α − |h1 − h2|α)+ aβ(|t1|β + |t2|β − |t1 − t2|β). (26)
This shows the convergence of finite-dimensional distributions in (21).
Since the weak convergence in (21) will follow from Part 3 of the lemma, we proceed to the
proof of Part 2. We have, applying (23),
Var(Zw,nt1 (h1)− Zw,nt2 (h2))
= b2n
(
2− 2rqn(t1−t2)(snh1, snh2)− (rqn t1(snh1, 0)− rqn t2(0, snh2))2
)
≤ b2n
(
2− 2rqn(t1−t2)(snh1, snh2)
)
.
By (24), this implies that as n→∞,
Var(Zw,nt1 (h1)− Zw,nt2 (h2)) ≤ (2+ o(1))(|h1 − h2|α + aβ |t1 − t2|β). (27)
Note that the left-hand side of (27) does not depend on w, see (23). It follows that for n > N and
all w ∈ R,
Var(Zw,nt1 (h1)− Zw,nt2 (h2)) < 3(|h1 − h2|α + aβ |t1 − t2|β).
Together with Zw,n0 (0) = 0, this implies that the family of processes {Zw,n − EZw,n}w∈R,n>N
is tight (this fact goes back to Kolmogorov, see e.g. [15, Corollary 11.7]). This proves Part 2 of
the lemma.
To prove Part 3 of the lemma, note that (22) implies that the convergence in (25) is uniform
in w ∈ [−c, c], where c > 0 is fixed. It follows that the family of functions {µw,n}w∈[−c,c],n>N ,
where µw,n(h, t) = E[Zw,nt (h)], is weakly precompact in C(K × [0, 1]). Recalling Part 2 of the
lemma, we obtain that the family of processes {Zw,n}w∈[−c,c],n>N is tight. 
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It will be convenient to write uin = bn + b−1n τi . Let m ∈ N and a > 0 be fixed. Define a
constant
Hβ(m, a) = E exp
{
max
j=0,1,...,m−1
Bβ(aj)
}
. (28)
Lemma 2.2. Let
pn(m, a) = P
[
max
j=0,...,m−1
Z jqn (snhi ) > uin for some i = 1, . . . , k
]
.
Then the following asymptotic relation holds true as n→∞:
pn(m, a) ∼ Gh,τ Hβ(m, a)(
√
2pi)−1b−1n e−b
2
n/2.
Proof. In the subsequent equations the indices i and j range over 1, . . . , k and 0, . . . ,m − 1,
respectively. The density of the random variable Z∗0(0) is given by
fZ∗0 (0)(w) = (2pi)−1/2b−1n e−(bn+b
−1
n w)
2/2dw. (29)
Conditioning on Z∗0(0) = w, we obtain
pn(m, a) = P
[
∃i, j : Z∗j (hi ) > τi
]
= 1√
2pi
∫ ∞
−∞
P
[
∃i, j : Z∗j (hi ) > τi |Z∗0(0) = w
]
e−(bn+b−1n w)2/2b−1n dw
= 1√
2pi
b−1n e−b
2
n/2
∫ ∞
−∞
P[∃i, j : Zw,nj (hi ) > τi − w]e−we
− w2
2b2n dw.
Applying Lemma 2.1 to the probability under the integral sign and omitting the standard
justification of the use of the dominated convergence theorem, we obtain that
lim
n→∞
√
2pibneb
2
n/2 pn(m, a)
=
∫ ∞
−∞
P
[
max
i=1,...,k
(Bα(hi )− τi )+ max
j=0,...,m−1
Bβ(aj) > −w
]
e−wdw
= E exp
{
max
i=1,...,k
(Bα(hi )− τi )+ max
j=0,...,m−1
Bβ(aj)
}
= Gh,τ Hβ(m, a).
This completes the proof of Lemma 2.2. 
Fix l > 0. In our next step, we are interested in the asymptotic behavior of the probability
Qn(a) = P
[
max
t∈[0,l]∩qnZ
Z t (snhi ) > uin for some i = 1, . . . , k
]
.
It was shown in [14, Lemmas 12.2.4, 12.2.7, 12.2.8] that the limits in the following formula exist
finitely and are strictly positive:
Hβ(a) = lim
m→∞
1
ma
Hβ(m, a), Hβ = lim
a→0 Hβ(a). (30)
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Lemma 2.3. The following asymptotic equality holds as n→∞:
Qn(a) ∼ l Hβ(a)H−1β Gh,τn−1. (31)
Proof. Since the proof uses the “double sum” method of Pickands, see [14, Lemma 12.2.4], we
omit some details. Define a random event An(m, a, t) by
An(m, a, t) =
{
max
j=0,...,m−1
Z t+ jqn (snhi ) > uin for some i = 1, . . . , k
}
.
By the Bonferroni inequality, we have
Qn(a) ≤ S′n(m, a), Qn(a) ≥ S′n(m, a)− S′′n (m, a), (32)
where
S′n(m, a) =
∑
t∈[0,l]∩mqnZ
P[An(m, a, t)], (33)
S′′n (m, a) =
∑
t1,t2∈[0,l]∩mqnZ
t1 6=t2
P[An(m, a, t1) ∩ An(m, a, t2)]. (34)
There are [l/(mqn)] + 1 terms to on the right-hand side of (33), and these terms are equal since
the process Z is stationary in time. Applying Lemma 2.2 to each of these terms, we obtain
S′n(m, a) ∼
l
mqn
· Gh,τ Hβ(m, a)(
√
2pi)−1b−1n e−b
2
n/2, n→∞. (35)
Recalling that qn = ac−1/ββ b−2/βn , we may rewrite this as
S′n(m, a) ∼ lGh,τ ·
(
1
ma
Hβ(m, a)
)
·
(
c1/ββ (
√
2pi)−1b(2/β)−1n e−b
2
n/2
)
, n→∞. (36)
An easy calculation based on (8) shows that
c1/ββ (
√
2pi)−1b(2/β)−1n e−b
2
n/2 ∼ H−1β n−1, n→∞. (37)
Applying this to (36), we obtain
S′n(m, a) ∼ lGh,τ ·
(
1
ma
Hβ(m, a)
)
· H−1β n−1, n→∞. (38)
The double sum S′′n (m, a) can be bounded as in the proof of Lemma 12.2.4 of [14]:
lim sup
m→∞
lim sup
n→∞
nS′′n (m, a) = 0. (39)
The statement of the lemma follows by letting m →∞ in (32) combined with (38) and (39). 
Fix ε > 0. For j = 0, 1, . . ., denote by I j the interval [ j, j + 1− ε]. Further, define
Pn(a, ε) = P
 max
t∈(∪n−1j=0 I j )∩qnZ
Z t (snhi ) ≤ uin for all i = 1, . . . , k
 .
Lemma 2.4. Let ρa,ε = lim supn→∞(Pn(a, ε)− Pn). Then lima,ε→0 ρa,ε = 0.
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Proof. It is clear that ρa,ε ≥ 0. For i = 1, . . . , k, let ρ(i)a,ε be defined as
lim sup
n→∞
P
 max
t∈(∪n−1j=0 I j )∩qnZ
Z t (snhi ) ≤ uin
− P[ sup
t∈[0,n]
Z t (snhi ) ≤ uin
] .
By [14, Lemma 12.3.2], we have lima,ε→0 ρ(i)a,ε = 0. The statement of the lemma follows by
noting that ρa,ε ≤∑ki=1 ρ(i)a,ε. 
Lemma 2.5. We have
lim
n→∞ Pn(a, ε) = exp(−(1− ε)Hβ(a)H
−1
β Gh,τ ).
Proof. Given t1, t2 ≥ 0, we write t1 ∼ t2 if there is j = 0, 1, . . . with t1, t2 ∈ I j . Otherwise,
we write t1  t2. Let {U (n)t,i ; t ∈ (∪n−1j=0 I j ) ∩ qnZ, i = 1, . . . , k} be a zero-mean Gaussian vector
with the following covariance structure:
E[U (n)t1,i1U
(n)
t2,i2
] =
{
rt1−t2(snhi1 , snhi2), if t1 ∼ t2,
0, if t1  t2.
(40)
It follows from (40) that
P
∀i : max
t∈(∪n−1j=0 I j )∩qnZ
U (n)t,i ≤ uin
 = (1− P [∃i : max
t∈I0∩qnZ
U (n)t,i > uin
])n
.
(Here, i ranges over 1, . . . , k). Applying Lemma 2.3 to the probability on the right-hand side, we
get
lim
n→∞P
∀i : max
t∈(∪n−1j=0 I j )∩qnZ
U (n)t,i ≤ uin
 = exp(−(1− ε)Hβ(a)H−1β Gh,τ ). (41)
To complete the proof, we need to show that Pn(a, ε) is close to the probability on the left-
hand side of (41). More precisely, we will show that
lim
n→∞
Pn(a, ε)− P
∀i : max
t∈(∪n−1j=0 I j )∩qnZ
U (n)t,i ≤ uin
 = 0. (42)
Recalling that uin = bn + b−1n τi , we find a constant C such that u2in ≥ b2n − C . In the
subsequent inequalities, the summation indices t1 and t2 take values in (∪n−1j=0 I j ) ∩ qnZ. Set
R(t) = suph1,h2∈B,h1 6=h2 rt (h1, h2), where B ⊂ Rd is a fixed small ball around the origin. By
the Berman Inequality, see [14, Theorem 4.2.1], we have, for some constant K > 0,∣∣∣∣∣∣Pn(a, ε)− P
∀i : max
t∈(∪n−1j=0 I j )∩qnZ
U (n)t,i ≤ uin
∣∣∣∣∣∣
≤ K
∑
t1t2
i1,i2=1,...,k
rt1−t2(snhi1 , snhi2) exp
(
− (u
2
i1n
+ u2i2n)/2
1+ rt1t2(snhi1 , snhi2)
)
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≤ K
∑
t1t2
i1,i2=1,...,k
R(t1 − t2) exp
(
− b
2
n − C
1+ R(t1 − t2)
)
≤ K eC k2
∑
t1t2
R(t1 − t2) exp
(
− b
2
n
1+ R(t1 − t2)
)
. (43)
Condition (Z3) implies that R(t) = o(1/ log t) as t →+∞. Further, Condition (Z2) implies that
there is δ > 0 such that R(t1 − t2) < 1 − δ provided that t1  t2. These two facts allow us to
use Lemma 12.3.1 of [14] to show that the sum on the right-hand side of (43) converges to 0 as
n→∞. This proves (42). To complete the proof of the lemma, recall (41). 
Finally, we are able to complete the proof of the main result of this section.
Proof of Proposition 2.1. Recall from (30) that lima→0 Hβ(a) = Hβ . Letting a, ε → 0
in Lemmas 2.4 and 2.5, we obtain that limn→∞ Pn = e−Gh,τ . This proves (20), which in
combination with (19) yields Proposition 2.1. 
2.2. Tightness
In this section we complete the proof of Theorem 1.1 by showing that the sequence of
processes {M∗n }n∈N, where M∗n (h) = bn(Mn(h) − bn), is tight on C(K ). Here, K = [−A, A]d
is a fixed d-dimensional cube. We will use some ideas from the proof of Theorem 17 in [13].
However, the main difficulty of our proof, namely handling extremes in continuous time, is not
present in [13].
To start with, note that it follows from (10) that the sequence of random variables {M∗n (0)}n∈N
is tight. The continuity modulus of a function f ∈ C(K ) is defined by
ωδ( f ) = sup
h1,h2∈K|h1−h2|≤δ
| f (h1)− f (h2)|, δ > 0.
By a well-known tightness criterion, see [2, Theorem 7.3], the sequence of processes {M∗n }n∈N is
tight on C(K ) if the following statement holds: for all ε > 0 and % > 0 there exists δ > 0 such
that for all sufficiently large n,
P
[
ωδ(M
∗
n ) > %
]
< 7ε. (44)
The rest of Section 2.2 is devoted to the proof of (44). Let qn = b−2/βn . We set
Z∗t (h) = bn(Z t (snh)− bn).
(Note that in Section 2.1 we have used a slightly different notation). Further, for w ∈ R and
n ∈ N we define Zw,n = {Zw,nθ (h); h ∈ s−1n D, θ ∈ R} to be the process {Z∗qnθ (h)− Z∗0(0); h ∈
s−1n D, θ ∈ R} conditioned on the event Z∗0(0) = w. (So, Zw,n is the same as in Section 2.1).
Lemma 2.6. For C > 0, define a random event En(C) by
En(C) =
{
inf
h∈K M
∗
n (h) ≤ −C
}
.
Then there is a sufficiently large C1 > 0 such that for all n > N, P[En(C1)] < 2ε.
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Proof. The proof of the analogous statement in [13], see the proof of Theorem 17 there, does
not apply in our situation, so we have to use a different method. For 0 < c < C <∞ we define
auxiliary random events E ′n(C) and E ′′n (c) by
E ′n(C) =
{
inf
h∈K maxt∈[0,n]∩qnZ
Z∗t (h) ≤ −C
}
,
E ′′n (c) =
{
max
t∈[0,n]∩qnZ
Z∗t (0) ∈ [−c, c]
}
.
It is implicit in [14, Chapter 12] that maxt∈[0,n]∩qnZ Z∗t (0) has limiting (non-unit) Gumbel
distribution (alternatively, see [21, Theorem 2] for an explicit statement). Thus, we may choose
c so large that P[E ′′n (c)] ≥ 1− ε for all n. We have
P[En(C)] ≤ P[E ′n(C)]
≤ P[E ′n(C) ∩ E ′′n (c)] + (1− P[E ′′n (c)])
≤ P[E ′n(C) ∩ E ′′n (c)] + ε.
Further, it is clear that E ′n(C)∩ E ′′n (c) ⊂ ∪t∈[0,n]∩qnZ At,n , where At,n is a random event defined
by
At,n =
{
Z∗t (0) ∈ [−c, c], infh∈K(Z
∗
t (h)− Z∗t (0)) < −(C − c)
}
.
Using this and the stationarity of the process Z in t , we obtain
P[E ′n(C) ∩ E ′′n (c)] ≤ dn/qneP[A0,n].
To prove the lemma, we have to show that if C = C1 is sufficiently large, then
P[A0,n] < εqnn . (45)
By Part 3 of Lemma 2.1, the family of processes {Zw,n0 }w∈[−c,c],n>N is tight on C(K ). It follows
from the standard tightness criterion, see [2, Theorem 7.3], that for every ∆ > 0 we can find a
sufficiently large C such that uniformly in w ∈ [−c, c] and n > N ,
P
[
inf
h∈K Z
w,n
0 (h) < −(C − c)
]
< ∆. (46)
Recall that the density of Z∗0(0) is given by (29). Conditioning on the event Z∗0(0) = w, we
obtain
P[A0,n] = 1√
2pi
∫ c
−c
P
[
inf
h∈K(Z
∗
0(h)− Z∗0(0)) < −(C − c)|Z∗0(0) = w
]
× e−(bn+b−1n w)2/2b−1n dw
= 1√
2pi
b−1n e−b
2
n/2
∫ c
−c
P
[
inf
h∈K Z
w,n
0 (h) < −(C − c)
]
e
− w2
2b2n e−wdw.
It follows from (37) that b−1n e−b
2
n/2 = O(qn/n). Using (46), we obtain that for some constant
K = K (c),
P[A0,n] ≤ K∆qnn .
Now choose C = C1 so that ∆ < ε/K . This yields (45) and completes the proof. 
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Next, we would like to show that with high probability, only those times t for which
Z∗t (0) ∈ [−C,C], C large, contribute to the supremum M∗n (h) = supt∈[0,n] Z∗t (h). For C > 0,
we define random variables U (n)t (h) and M
∗,C
n (h) by
U (n)t (h) = sup
θ∈[0,qn ]
Z∗t+θ (h), (47)
M∗,Cn (h) = max
{
U (n)t (h) : t ∈ [0, n] ∩ qnZ, Z∗t (0) ∈ [−C,C]
}
. (48)
Lemma 2.7. For C > 0, define a random event Fn(C) by
Fn(C) =
{
∃h ∈ K : M∗n (h) 6= M∗,Cn (h)
}
.
Then we can find a sufficiently large C2 > 0 such that for all n > N, P[Fn(C2)] ≤ 4ε.
Proof. Let C1 be given by Lemma 2.6 and take C > C1. For t ∈ [0, n] ∩ qnZ, define a random
event Bt,n by
Bt,n =
{
Z∗t (0) ≤ −C, sup
h∈K
U (n)t (h) > −C1
}
.
Then
P[Fn(C)] ≤ P[En(C1)] + P[M∗n (0) > C] + P
[∪t∈[0,n]∩qnZ Bt,n] . (49)
By Lemma 2.6, we have P[En(C1)] < 2ε. It follows from (10) that P[M∗n (0) > C] < ε if C
is sufficiently large. So, we concentrate on estimating the third summand on the right-hand side
of (49). We use a method from [20, Section D]. It follows from (22) and (24) that for sufficiently
large n > N and every h ∈ K , θ ∈ [0, 1] we have E[Zw,nθ (h)] < |w|/2 provided that |w| is
large. Conditioning on Z∗0(0) = −w and recalling that the density of Z∗0(0) is given by (29), we
obtain
P[B0,n] = 1√
2pi
∫ ∞
C
P
[
sup
h∈K
sup
θ∈[0,qn ]
Z∗θ (h) > −C1|Z∗0(0) = −w
]
× e−(bn−b−1n w)2/2b−1n dw
= 1√
2pi
b−1n e−b
2
n/2
∫ ∞
C
P
[
sup
h∈K
sup
θ∈[0,1]
Z−w,nθ (h) > w − C1
]
ewe
− w2
2b2n dw
≤ O
(qn
n
) ∫ ∞
C
P
[
sup
h∈K
sup
θ∈[0,1]
(Z−w,nθ (h)− E[Z−w,nθ (h)]) >
w
2
− C1
]
ewdw.
(50)
The family of processes {Zw,n − EZw,n}w∈R,n>N is tight on C(K × [0, 1]) by Part 2 of
Lemma 2.1. It follows from [2, Theorem 7.3] that we can find a sufficiently large number c1
such that for all w ∈ R and n > N ,
P
[
sup
h∈K
sup
θ∈[0,1]
(Z−w,nθ (h)− E[Z−w,nθ (h)]) > c1
]
<
1
2
. (51)
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Recall from (23) that the covariance function of the process Z−w,n does not depend on w. It
follows from (26) that there is σ 2 > 0 such that for all n > N ,
sup
h∈K
sup
θ∈[0,1]
Var[Z−w,nθ (h)] ≤ σ 2. (52)
Using Borell inequality (see [20, Theorem D.1]) together with (51) and (52), we obtain that for
all w > 2(C1 + c1) and n > N ,
P
[
sup
h∈K
sup
θ∈[0,1]
(Z−w,nθ (h)− E[Z−w,nθ (h)]) >
w
2
− C1
]
≤ 2e−(w2 −C1−c1)2/(2σ 2).
The right-hand side of the above inequality is not greater than c2e−c3w
2
for some constants c2,
c3. Recalling (50), we obtain that if C > 2(C1 + c1), then
P[B0,n] ≤ O
(qn
n
) ∫ ∞
C
e−c3w2ewdw.
It follows that for a sufficiently large C = C2, P[B0,n] < εqn/n. Recalling (49), we obtain
P[Fn(C2)] ≤ 4ε. 
Now we are able complete the proof of (44). Let Dt,n be a random event defined by
Dt,n =
{
ωδ(U
(n)
t ) > %, Z
∗
t (0) ∈ [−C2,C2]
}
. (53)
Then, using Lemma 2.7, we obtain
P[ωδ(M∗n ) > %] ≤ P[Fn(C2)] + P[ωδ(M∗,C2n ) > %] ≤ 4ε + dn/qneP[D0,n]. (54)
We estimate P[D0,n]. To this end, we will use the approximate direct sum structure of the field
Zw,n given in Part 1 of Lemma 2.1. More precisely, we would like to use the fact that conditioned
on Z∗0(0) = w, we have
Z∗θ (h) ≈ Z∗0(0)+ (Z∗θ (0)− Z∗0(0))+ (Z∗0(h)− Z∗0(0)).
Thus, we set
V ∗θ (h) = Z∗θ (h)− Z∗θ (0)− Z∗0(h)+ Z∗0(0) (55)
and
V (n)sup = sup
h∈K
sup
θ∈[0,qn ]
V ∗θ (h),
V (n)inf = infh∈K infθ∈[0,qn ] V
∗
θ (h).
Later we will show that the random variables V (n)sup and V
(n)
inf are in some sense small. By (47), we
have
U (n)0 (h) = sup
θ∈[0,qn ]
(V ∗θ (h)+ Z∗θ (0)+ Z∗0(h)− Z∗0(0))
≤ Z∗0(h)− Z∗0(0)+ V (n)sup + sup
θ∈[0,qn ]
Z∗θ (0).
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Similarly, we obtain the lower bound
U (n)0 (h) ≥ Z∗0(h)− Z∗0(0)+ V (n)inf + sup
θ∈[0,qn ]
Z∗θ (0).
Using both bounds, we obtain that for every h1, h2 ∈ s−1n K ,
|U (n)0 (h1)−U (n)0 (h2)| ≤ |Z∗0(h1)− Z∗0(h2)| + V (n)sup − V (n)inf .
Consequently, we can estimate the continuity modulus of U (n)0 by
ωδ(U
(n)
0 ) ≤ ωδ(Z∗0)+ V (n)sup − V (n)inf .
Using the above inequality and recalling (53), we obtain that the random event D0,n is contained
in ({
V (n)sup >
%
3
}
∪
{
V (n)inf < −
%
3
}
∪
{
ωδ(Z
∗
0) >
%
3
})
∩ {Z∗0(0) ∈ [−C2,C2]}.
Thus, Lemmas 2.8 and 2.9 below imply that P[D0,n] ≤ 3εqn/n. Taking into account (54), we
obtain (44). This completes the proof of tightness in Theorem 1.1. 
In the rest of the section we state and prove two auxiliary lemmas used above.
Lemma 2.8. If n is sufficiently large, then
P
[
V (n)sup >
%
3
, Z∗0(0) ∈ [−C2,C2]
]
≤ εqn
n
, (56)
P
[
V (n)inf < −
%
3
, Z∗0(0) ∈ [−C2,C2]
]
≤ εqn
n
. (57)
Proof. For w ∈ R and n ∈ N, let Vw,n = {Vw,nθ (h); h ∈ K , θ ∈ [0, 1]} be the law of the process{V ∗qnθ (h); h ∈ K , θ ∈ [0, 1]} conditioned on Z∗0(0) = w. Recalling (55), we have an equality in
distribution
Vw,n
D= {Zw,nθ (h)− Zw,nθ (0)− Zw,n0 (h); h ∈ K , θ ∈ [0, 1]} .
The asymptotic direct sum structure of the process Zw,n given in Part 1 of Lemma 2.1 implies
that Vw,n converges to 0 weakly on C(K × [0, 1]), the convergence being uniform as long as w
stays bounded. It follows that for every ∆ > 0 there is N (∆) such that for all n > N (∆) and
w ∈ [−C2,C2],
P
[
sup
h∈K
sup
θ∈[0,1]
Vw,nθ (h) >
%
3
]
< ∆.
The probability on the left-hand side of (56) can be written as
LHS of (56) = 1√
2pi
∫ C2
−C2
P
[
sup
h∈K
sup
θ∈[0,1]
Vw,nθ (h) >
%
3
]
e−(bn+b−1n w)2/2b−1n dw
≤ ∆ · O
(qn
n
)
·
∫ C2
−C2
e−we
− w2
2b2n dw
≤ ∆ · O
(qn
n
)
.
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Thus, if we choose ∆ is small enough, then (56) holds for all n > N (∆). The proof of (57) is
analogous. 
Lemma 2.9. If δ > 0 is sufficiently small, then
P
[
ωδ(Z
∗
0) >
%
3
, Z∗0(0) ∈ [−C2,C2]
]
<
εqn
n
. (58)
Proof. By Part 3 of Lemma 2.1, the family of processes {Zw,n0 }w∈[−C2,C2],n>N is tight on C(K ).
It follows from [2, Theorem 7.3] that for every ∆ > 0 we can choose δ > 0 so small that
P
[
ωδ(Z
w,n
0 ) >
%
3
]
< ∆.
Conditioning on Z∗0(0) = w, we obtain
LHS of (58) = 1√
2pi
∫ C2
−C2
P
[
ωδ(Z
w,n
0 ) >
%
3
]
e−(bn+b−1n w)2/2b−1n dw
≤ ∆ · O
(qn
n
)
·
∫ C2
−C2
e−we
− w2
2b2n dw
≤ ∆ · O
(qn
n
)
.
Choosing ∆ and then δ small enough, we obtain (58). 
3. Proof of Theorem 1.2
In this section we prove Theorem 1.2. The idea is to approximate the empirical process
αt by a normalized Kiefer process t−1/2 Kt , and then to apply Theorem 1.1 to an appropriate
transformation of Kt . The Kiefer process is a zero-mean Gaussian process K = {Kt (h); h ∈
[0, 1], t ≥ 0} whose covariance function is given by
E[Kt1(h1), Kt2(h2)] = min(t1, t2)(min(h1, h2)− h1h2). (59)
In other words, K is a Brownian bridge in the space direction, and a Brownian motion in the time
direction. Let σ 2(h) = h(1− h) be the variance of K1(h).
We start by proving a lemma which is an analogue of Theorem 1.2 with the empirical process
replaced by the normalized Kiefer process. Fix h0 ∈ (0, 1) and define
Mn(h) = 1
σ(h0)
sup
t∈[1,n]
t−1/2 Kt (h0 + s˜nh). (60)
Lemma 3.1. The process b˜n(Mn − b˜n) converges as n → ∞ to the drifted Brown–Resnick
process η defined as in Theorem 1.2 in the sense of finite-dimensional distributions.
Proof. The normalized Kiefer process t−1/2 Kt is not time-stationary. To prove the lemma, we
will apply Theorem 1.1 to a time-stationary transformation of the Kiefer process. We define a
process Z = {Z t (h); h ∈ (0, 1), t ∈ R} by
Z t (h) = σ−1(h)e−t/2 Ket (h). (61)
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Then the covariance function of Z is given by
E[Z t1(h1), Z t2(h2)] = e−|t1−t2|/2 ·
(
min(h1, h2)− h1h2
σ(h1)σ (h2)
)
.
Hence, in the space direction, Z is a normalized Brownian bridge, whereas the time evolution of
Z is described by an Ornstein–Uhlenbeck process.
An easy calculation shows that the translated process {Z t (h0+ h); h ∈ (−h0, 1− h0), t ∈ R}
satisfies Conditions (Z1)–(Z3) with
α = β = 1, cα = 1/(2σ 2(h0)), cβ = 1/2.
Define sn and bn as in (7) and (8), and recall that s˜n and b˜n were defined in (12) and (13). Since
the Pickands constant H1 equals 1, see [14, Section 12.2], we have b˜n = blog n and s˜n = slog n . Let
M ′n(h) = sup
t∈[0,n]
Z t (h0 + snh). (62)
Applying Theorem 1.1, we obtain that the process bn(M ′n − bn) converges as n → ∞ to the
Brown–Resnick process η1.
To prove the lemma, we need to compare Mn to M ′n . It follows from (60)–(62) that
Mn(h) = σ(h0 + s˜nh)
σ (h0)
M ′log n(h).
Hence, we may write
b˜n(Mn(h)− b˜n) = σ(h0 + s˜nh)
σ (h0)
b˜n(M
′
log n(h)− b˜n)+ b˜2n
(
σ(h0 + s˜nh)
σ (h0)
− 1
)
. (63)
An easy calculation shows that
b˜2n
(
σ(h0 + s˜nh)
σ (h0)
− 1
)
= (1− 2h0)h + o(1), n→∞. (64)
Recall that b˜n = blog n . It follows from (63) and (64) that, as n→∞,
b˜n(Mn(h)− b˜n) = (1+ o(1))blog n(M ′log n(h)− blog n)+ (1− 2h0)h + o(1).
To complete the proof, recall that the process blog n(M ′log n − blog n) converges as n →∞ to the
Brown–Resnick process η1 by Theorem 1.1. 
Since we will be able to approximate αt by t−1/2 Kt for sufficiently large t only, we need to
show that the initial segment of the empirical (Kiefer) process asymptotically does not contribute
to Ln (Mn , respectively). This is done in the next two lemmas. Recall that Ln and Mn were
defined in (14) and (60). Given 1 ≤ k ≤ l, we define
L(k,l)n (h) =
1
σ(h0)
sup
t∈[k,l]
αt (h0 + s˜nh), (65)
M (k,l)n (h) =
1
σ(h0)
sup
t∈[k,l]
t−1/2 Kt (h0 + s˜nh). (66)
Lemma 3.2. Let kn = log n. Then for every h ∈ R,
lim
n→∞ b˜n(L
(1,kn)
n (h)− b˜n) = limn→∞ b˜n(M
(1,kn)
n (h)− b˜n) = −∞ a.s.
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Proof. By [5, Theorem 5.1.1] and [5, Corollary 1.15.1],
lim sup
t→∞
1√
log2 t
sup
h∈(0,1)
αt (h) = lim sup
t→∞
1√
log2 t
sup
h∈(0,1)
t−1/2 Kt (h) = 1√
2
.
Let c be arbitrary such that c > 1/(σ (h0)
√
2). Let h ∈ R. It follows that for all sufficiently large
n,
L(1,kn)n (h) ≤ c
√
log2 kn, M
(1,kn)
n (h) ≤ c
√
log2 kn .
The statement of the lemma follows by noting that c
√
log2 kn < b˜n − 1 for n large enough. 
Lemma 3.3. Let kn = log n. Then the process b˜n(Ln − b˜n) converges as n → ∞ to η in the
sense of finite-dimensional distributions iff the process b˜n(L
(kn ,n)
n − b˜n) does. A similar statement
holds for the processes b˜n(Mn − b˜n) and b˜n(M (kn ,n)n − b˜n).
Proof. Let d ∈ N, and fix some h1, . . . , hd ∈ R and τ1, . . . , τd ∈ R. For 1 ≤ k ≤ l let
P(k,l)n = P[b˜n(L(k,l)n (hi )− b˜n) ≤ τi for all i = 1, . . . , d].
Note that Ln = max(L(1,kn)n , L(kn ,n)n ). It follows that
P(1,n)n ≤ P(kn ,n)n ≤ P(1,n)n +
d∑
i=1
P
[
b˜n(L
(1,kn)
n (hi )− b˜n) > τi
]
. (67)
By Lemma 3.2, the sum on the right-hand side converges to 0 as n→∞. Thus, P(1,n)n converges
as n → ∞ to some limit iff P(kn ,n)n converges to the same limit. The statement of the lemma
follows. 
Proof of Theorem 1.2. By a strong approximation theorem of Komlo´s–Major–Tusna´dy [5,
Theorem 4.4.3], we can construct on some probability space an empirical process and a Kiefer
process such that
sup
h∈[0,1]
|αt (h)− t−1/2 Kt (h)| = O
(
log2 t√
t
)
a.s. as t →∞.
Note that with kn = log n, we have log2 kn/√kn = o(1/b˜n) as n→∞. It follows that
lim
n→∞ b˜n suph∈[0,1]
∣∣∣∣∣ supt∈[kn ,n]αt (h)− supt∈[kn ,n] t−1/2 Kt (h)
∣∣∣∣∣ = 0 a.s. (68)
Recall that the processes L(kn ,n)n and M
(kn ,n)
n were defined in (65) and (66). Then it follows
from (68) that for every h ∈ R,
lim
n→∞
(
b˜n(L
(kn ,n)
n (h)− b˜n)− b˜n(M (kn ,n)n (h)− b˜n)
)
= 0 a.s. (69)
It follows from Lemmas 3.1 and 3.3 that the process b˜n(M
(kn ,n)
n − b˜n) converges as n →∞
to the drifted Brown–Resnick process η in the sense of finite-dimensional distributions. By (69),
this implies that the process b˜n(L
(kn ,n)
n − b˜n) converges to η as well. Again using Lemma 3.3, we
see that the process b˜n(Ln − b˜n) converges as n→∞ to η. This completes the proof. 
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