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1. Introduction 
Neural connections of the mammalian cerebral cortex exhibit specific patterns 
ranging in scale from interconnections linking whole brain regions to intra-areal 
patterns of connections between cell populations or individual cortical neurons 
(Cajal, 1909; Brodmann, 1909; Zeki, 1993; Salin and Bullier, 1995; Swanson, 
2003).  Detailed anatomical and physiological studies have revealed many of the 
basic components and interconnections of cortical microcircuitry (Douglas and 
Martin, 1991), and of their arrangement into columns and minicolumns (Mount-
castle, 1978; 1997).  Columns and other localized populations of neurons maintain 
connections within and between brain regions, constituting large-scale patterns of 
anatomical connectivity.  While the large-scale networks of human cortex remain 
largely unmapped (Sporns et al., 2005), comprehensive descriptions of anatomical 
patterns of cortical connectivity have been collated for several other mammalian 
species (e.g. Felleman and Van Essen, 1991; Scannell et al., 1999).  Closer analy-
sis has revealed that these patterns are neither completely regular nor completely 
random, but combine structural aspects of both of these extremes (reviewed in 
Sporns et al., 2004).  This basic insight has sparked significant interest in charac-
terizing the structure of brain networks, using methods that are also applied in par-
allel efforts to map and describe other biological networks, e.g. those of cellular 
metabolism, gene regulation, or ecology.  This chapter is intended as an overview 
of recent quantitative approaches to brain networks (see also Sporns, 2005), with 
an emphasis on theoretical and computational studies that inform us about the 
structural features that determine functional brain dynamics. 
 
In neuroscience, the term connectivity has multiple meanings and connotations 
that are sometimes difficult to define or disentangle (Horwitz, 2003; Lee et al., 
2003).  A fundamental distinction is that between structural, functional and effec-
tive connectivity, and we will adhere to this distinction for the remainder of the 
chapter.  Anatomical connectivity is the set of physical or structural (synaptic) 
connections linking neurons within the network, as well as their associated struc-
tural biophysical attributes encapsulated in parameters such as strength or effec-
tiveness. Anatomical connections range in scale from local circuits to large-scale 2      Olaf Sporns & Giulio Tononi 
networks of inter-regional pathways.  Their physical pattern may be thought of as 
relatively static at shorter time scales (seconds to minutes), but may be plastic or 
dynamic at longer time scales (hours to days), for example during learning or de-
velopment.  Functional connectivity (Friston, 1993; 1994) captures patterns of de-
viations from statistical independence between distributed and often spatially re-
mote neuronal units, measuring their correlation/covariance, spectral coherence or 
phase-locking.  Functional connectivity is highly time-dependent (on a scale of 
hundreds of milliseconds) and does not make any explicit reference to causal ef-
fects or an underlying structural model.  Effective connectivity describes the net-
work of causal effects of one neural system over another (Friston, 1994; Büchel 
and Friston, 2000), and can be inferred experimentally through perturbations or 
time series analysis.  Unlike functional connectivity, effective connectivity is not 
“model-free”, but usually requires the specification of a causal model including 
structural parameters.   
 
The relationship between anatomical, functional and effective connectivity in the 
cortex currently represents one of the most significant challenges to computational 
cognitive neuroscience.  An emerging view suggests that structural connection 
patterns are major determinants of the functional dynamics of cortical circuits and 
systems, as captured by functional or effective connectivity.  According to this 
view, structural connections are essential for shaping patterns of activation and co-
activation associated with specific cognitive states.  Two potential linking princi-
ples are those of segregation and integration (Tononi et al., 1994; 1998; Friston, 
2002; 2005).  Segregation and integration are found throughout a broad range of 
cortical systems and may represent a set of complementary organizational princi-
ples.  We will start this review by considering segregation and integration as basic 
principles, before turning to methods and approaches aimed at quantifying struc-
tural connection patterns, global measures of brain dynamics, and their interrela-
tions. 
2. Segregation and Integration 
Anatomical and functional segregation refers to the existence of specialized neu-
rons and brain areas, organized into distinct neuronal populations grouped to-
gether to form segregated cortical areas (Shipp and Zeki, 1985; Zeki, 1993).  The 
concept of anatomical segregation is rooted in the notion that specific brain proc-
esses or functions can be localized to specific anatomical regions of the human 
brain, an idea that is central to the history of neurology and cognitive neuroscience 
(Phillips et al., 1984).  Maps of cortical regions, such as those assembled by 
Ungerleider and Mishkin (1982), Van Essen and Maunsell (1983), Zeki and Shipp 
(1988), and Felleman and Van Essen (1991) have provided increasingly refined 
network diagrams of multiple anatomically and functionally distinct areas of the 
primate visual cortex.  These specialized and segregated brain regions contain 
neurons that selectively responded to specific input features (such as orientation, Structural Determinants of Functional Brain Dynamics 3 
spatial frequency, or wavelength), or conjunctions of features (such as faces).   
Segregated areas maintain distinct patterns of connections with other areas, which 
are instrumental in defining these specialized local response properties (Pass-
ingham et al., 2002).  Segregation can be found even within single cortical re-
gions, where functionally distinct populations of neurons often remain spatially 
segregated.  At least some intraregional (Gilbert and Wiesel, 1989; Tanigawa et al. 
2005) and interregional (Angelucci et al., 2002) connections linking such popula-
tions are found to be patchy or clustered, preserving segregation. 
 
Anatomical segregation entails that important correlates of specific functional 
brain states are found in localized changes of neuronal activity within specialized 
populations.  However, segregated and specialized brain regions and neuronal 
populations must interact to generate functional dynamics.  Coherent perceptual 
and cognitive states require the coordinated activation, i.e. the functional integra-
tion, of very large numbers of neurons within the distributed system of the cere-
bral cortex (Bressler, 1995; Friston, 2002).  Electrophysiological studies have 
shown that perceptual or cognitive states are associated with specific and highly 
dynamic (short-lasting) patterns of temporal correlations (functional connectivity) 
between different regions of the thalamocortical system.  Bressler has carried out 
numerous studies examining task-dependent large-scale networks of phase syn-
chronization in primate and human cortex (Liang et al., 2000; Bressler and Kelso, 
2001; Brovelli et al., 2004).  Patterns of inter-regional cross-correlations have 
been found to accompany the performance of specific cognitive tasks in cats (e.g. 
Roelfsema et al., 1997), primates (Bressler, 1995) and humans (e.g. Srinivasan et 
al., 1999; von Stein et al., 1999; Varela et al., 2001; Munk et al., 2002).  McIntosh 
has documented changes in brain functional connectivity related to awareness 
(McIntosh et al., 1999), and most recently through recording differential interac-
tivity of the human medial temporal lobe with other regions of the neocortex 
(McIntosh et al., 2003).  Human neuroimaging experiments have revealed that vir-
tually all perceptual or cognitive tasks, e.g. object recognition, memory encoding 
and retrieval, reading, working memory, attentional processing, motor planning 
and awareness are the result of activity within large-scale and distributed brain 
networks (McIntosh, 1999; 2000).   
 
Common to most theoretical frameworks dealing with network aspects of cogni-
tion is the idea that integration across widely distributed brain regions requires 
neuronal interactions along inter-regional pathways.   In the cortex, such interac-
tions are mediated by the extensive and massive network of cortico-cortical con-
nections.  When these structural substrates of integration are disabled or disrupted, 
resulting in the disconnection of neuronal populations, specific functional deficits 
are often observed.  While many observations suggest that disruptions of structural 
connections can result in deleterious effects on functional brain dynamics, we still 
lack a principled understanding of how structural connections determine dynam-
ics.  In the brain, as in most other biological systems, structure and function are 
strongly interdependent – however, a comprehensive theoretical framework de-
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sive.  In the remainder of this chapter, we focus on a set of measures that quantify 
structural connections and functional dynamics and we review several computa-
tional and empirical approaches that, utilizing such measures, aim at uncovering 
structural determinants of functional brain dynamics. 
3. Measures of Structural Brain Connectivity 
Neuronal networks consist of neurons connected by synapses.  A major formal 
mathematical approach to the description of such networks is graph theory, espe-
cially the theory of directed graphs (Harary, 1969; Chartrand and Lesniak, 1996; 
Bang-Jensen and Gutin, 2001).  Graphs have two major ingredients, nodes (cells, 
brain regions) and connections (synapses, pathways).  In graph theory terminol-
ogy, nodes are often referred to as vertices and connections as edges.  Figure 1 
provides an illustration of several elementary graph-theoretical concepts used in 
this chapter.  In their simplest form, graphs can be described by a connection ma-
trix or adjacency matrix with binary elements aij that represent the presence or ab-
sence of a directed edge between vertices j (source) and i (target).  If such an edge 
exists, vertex j can directly communicate signals (spikes) to vertex i.  It is impor-
tant to note that in brain networks such direct connections are not the only way in 
which neuronal elements can influence each other.  Indirect interactions can pro-
ceed along paths or cycles (Figure 1A), defined as ordered sequences of distinct 
vertices and edges.  More sophisticated and realistic formulations of networks as 
graphs include the weights or strengths of edges (Barrat et al, 2004a; 2000b).   
These quantitative approaches to weighted graphs have not yet been widely ap-
plied to neurobiological data sets. 
 
The analysis of edges and paths within networks allow the quantification of a 
broad range of network characteristics, summarized in a series of recent reviews 
of complex networks (Strogatz, 2001; Albert and Barabási, 2002; Newman, 2003) 
and of brain networks  (Hilgetag et al. 2002; Sporns, 2002; Sporns et al., 2004; 
Sporns, 2005). A wide spectrum of graph theory measures derive from the con-
cepts of reachability and distance in graphs.  The adjacency matrix of a network 
allows the derivation of the reachability matrix and the distance matrix, both fun-
damental for structural graph analyses.  The reachability matrix indicates, for each 
ordered pair of vertices j and i, whether a path (of any length) exists from j to i.  If 
all entries of the reachability matrix are ones, the network consists of only one 
component and is strongly connected.  If the reachability matrix can be partitioned 
into non-overlapping subsets of vertices with no paths between them then the 
graph contains multiple (disconnected) components.  Distance in a graph refers to 
the lengths of paths between vertices.  The entries of the distance matrix give the 
length of the shortest (directed) path between the two vertices j and i.  The global 
maximum of the distance matrix is also called the graph diameter.   
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Figure 1.  Illustration of degrees, paths, cycles, clustering coefficient and hierarchical 
measures.  All panels show an example of a digraph composed of N = 10 vertices and K = 
23 directed edges.  (A) Vertex 1 has indegree = 1, and outdegree = 4.  Originating from ver-
tex 1, bold edges indicate a path from vertex 1 to vertex 6, passing through vertex 2, with a 
length of 2, denoted as path {1,2,6}.  The distance d61 is 2. Other valid paths from 1 to 6 in-
clude {1,5,6}, {1,3,2,6} and {1,4,9,8,3,2,5,6}.  All paths consist of a set of unique vertices 
and edges, each visited only once.  Another set of bold edges marks a cycle from vertex 1 
to 3, 4 and back to 1, with a length of 3, denoted {1,3,4,1}.  Other cycles are {1,4,1}and 
{1,3,2,5,4,1}.  (B)  Clustering coefficient of vertex 1.  This vertex’s neighbors are 2, 3, 4 
and 5, and they maintain 6 connections among them out of 12 possible (4
2-4).  This results 
in a clustering coefficient of 6/12 = 0.5.  (C) Hierarchical clustering coefficient and diver-
gence ratio for vertex 1 and d = 1, d = 2.  Vertices 2, 3, 4 and 5 are at distance d = 1, and 
vertices 6, 7, 8, 9 and 10 are at distance d = 2 from vertex 1 (stippled circles).  To compute 
the hierarchical measures, only outgoing connections linking successive hierarchical levels 
and intra-level connections are considered (bold arrows).  Hierarchical clustering coeffi-
cients are 6/12 and 4/20 for levels d =1 and d = 2, respectively.  The divergence ratio D1 is 
5/7, given 7 outgoing connections between ring 1 and 2, and 5 vertices on ring 2.  Modified 
after Sporns and Zwi (2004), and Da F. Costa and Sporns (2006). 
 
Numerous measures of network connectivity can be derived from the adjacency 
matrix, the reachability matrix and the distance matrix of a graph.  For example, 
the adjacency matrix allows the examination of the degree distribution of a given 
network.  The degree of a vertex is the number of incident edges, sorted into inde-
gree and outdegree, for incoming and outgoing edges, respectively (Figure 1A).  
The degree distribution of a network provides important insights into whether the 
network contains vertices with approximately equal degrees (i.e. conforming to a 
Gaussian distribution) or whether the network’s vertices show an exponential de-
gree distribution.  Such an exponential distribution is found when most of a net-
work’s vertices maintain few connections, while some of them are very heavily 
connected to large portions of the network (so-called hubs).  Networks with Gaus-
sian and exponential degree distributions are called “one-scale” and “scale-free”, 
respectively (Amaral et al., 2000), and may support very different dynamical be-
havior.  Scale-free networks are found in many technological as well as biological 
systems, including metabolic and genetic regulatory networks.  However, large-
scale cortical networks (Sporns and Zwi, 2004) as well as networks of the brain-
stem reticular formation (Humphries et al., 2005) show little evidence of a scale-
free architecture, perhaps due to the fact that structural hubs cannot be easily ac-6      Olaf Sporns & Giulio Tononi 
commodated given volume and metabolic limits.  The functional interpretation of 
degree distributions for individual vertices is fairly straightforward.  A high inde-
gree indicates that the vertex is influenced by a large number of other vertices (a 
dynamical “sink”), while a high outdegree indicates a large number of potential 
functional targets (a dynamical “source”).  The relation between the indegree and 
the outdegree of a vertex has been defined as the transmission index (Kötter and 
Stephan, 2003), expressed as the ratio between efferent edges (outdegree) and all 
known edges (indegree plus outdegree) of the vertex.  In conjunction with other 
such vertex-specific indices, the transmission index allows a comparative analysis 
of the degree to which individual brain regions participate in network interactions.  
The examination of large-scale connectivity matrices indicates that each region’s 
pattern of interactions is unique.  This important fact was noted by Passingham et 
al. (2002) who suggested that this specific pattern may be crucial for determining 
the functional specificity of the region.  The uniqueness of cortical regional con-
nections led these authors to coin the term “connectional fingerprint” for the pat-
tern of incident edges (connections) on brain regions. 
 
While indegree and outdegree capture information about the local connectivity 
neighborhood of a given vertex, there are a number of measures that capture 
something about the global organization of a network.  For example, small-world 
networks (Watts and Strogatz, 1998; Watts, 1999; 2003) combine features of regu-
lar and random graphs and appear to be ubiquitous within the natural, social and 
technological world (e.g. Strogatz, 2001, Albert and Barabási, 2002).  The two 
main features of small-world networks are a high degree of local clustering and 
short average path lengths.  Interestingly, these two features map onto two previ-
ously discussed candidate principles for cortical network organization, segregation 
and integration (Sporns et al., 2004).  A high degree of local clustering in small-
world networks is consistent with a high level of local segregation.  The capacity 
to communicate between all their constituent vertices along short paths, measured 
as the characteristic path length, is consistent with global integration.  The average 
(or median) of all the entries of the distance matrix constitutes the characteristic 
path length of a graph, λ(G).  The clustering coefficient of a vertex γ(v) (Figure 
1B) indicates how many connections are maintained between this vertex’s 
neighbors, defined as all those vertices that are connected to it, either through an 
incoming or an outgoing connection.  The average of the clustering coefficients 
for each individual vertex is the clustering coefficient of the graph γ(G).   
 
These methods and measures for characterizing anatomical connection patterns 
have been applied to large-scale connectivity matrices of the cerebral cortex, 
which have been assembled from hundreds of neuroanatomical studies conducted 
in a variety of species, including cat (Scannell et al., 1999) and nonhuman pri-
mates (Felleman and Van Essen, 1991; Young, 1993).  Results indicate that the 
cerebral cortex is comprised of clusters of densely and reciprocally coupled corti-
cal areas that are globally interconnected (Sporns et al., 2000a; 2000b).  Regarding 
this clustered architecture, there is strong agreement between different clustering 
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tical networks share some attributes of small-world networks, including high val-
ues for clustering coefficients and short characteristic path lengths (Hilgetag et al., 
2000; Sporns et al., 2000a).  A recent detailed analysis revealed that these proper-
ties are shared by large-scale connection matrices from several species and corti-
cal systems, and are also found in connection matrices generated by making em-
pirically based probabilistic assumptions about local connection densities and 
arborizations of cortico-cortical connections (Sporns and Zwi, 2004).  Interest-
ingly, self-similar or fractal connection matrices also exhibit small-world connec-
tivity patterns, in addition to a number of other characteristics in line with known 
features of cortical connectivity, giving rise to the hypothesis that self-similar 
connectivity may also be found in cortex (Sporns, 2006). 
 
Degree and clustering coefficient evaluate characteristics of connectivity within 
the immediate topological neighborhood a vertex.  A natural extension of such 
measures involves their application to hierarchical levels around a given vertex 
(Figure 1C), defined as the set of vertices that can be reached by minimum paths 
of increasing lengths d (Da F. Costa, 2004).  This generalization allows the calcu-
lation of hierarchical measures that capture a much broader context around each 
vertex, thus more accurately defining how the vertex is embedded in and contrib-
utes to the overall network.  For example, the divergence ratio Dd of a central ver-
tex is defined as the ratio between the number of hierarchical neighbors at a given 
distance d + 1 and the hierarchical degree (the number of connections linking ver-
tices at distances d and d + 1).  Similarly, the clustering coefficient can be general-
ized to apply to a given hierarchical level, with the definition given in the previous 
paragraph representing the limit case of d = 1.  Application of such hierarchical 
measures to large-scale cortical networks has revealed statistically significant dif-
ferences between groups of brain regions, such as the dorsal and ventral visual 
pathway in the macaque (Da F. Costa and Sporns, 2006). 
 
While the existence of paths in brain networks allows for potential interactions 
across longer distances, a realistic assumption is that much of the processing char-
acteristics and functional contributions of a vertex is determined by its interactions 
within a local neighborhood (defined in terms of topological, not necessarily met-
ric, distance).  To aid in the analysis of such local neighborhoods, large networks 
or graphs can be decomposed into smaller “building blocks” or “networks-within-
networks”.  Such subgraphs or motifs (Milo et al., 2002; 2004) form a basic struc-
tural alphabet – for example, given three vertices, there are only 13 distinct ways 
to interconnect them (Figure 2).  Motifs occur in characteristic numbers and dis-
tributions that can be highly characteristic of and informative about the large-scale 
structural and functional characteristics of the global network.  Milo et al. reported 
that some specific motifs are statistically increased in biological networks, as 
compared to equivalent random networks.  Large-scale cortical networks also con-
tain specific motifs in greater than expected abundance, shared across at least two 
mammalian species (Sporns and Kötter, 2004; Figure 3).  This analysis also re-
vealed that, globally, large-scale brain networks  contain  relatively  few structural  
 8      Olaf Sporns & Giulio Tononi 
 
Figure 2. Definition and detection of structural motifs.  (A) Complete set of 13 motifs for 3 
vertices.  Number refers to the motif class (motif ID).  (B) Example digraph with 9 num-
bered vertices and 18 edges.  Graph (top) and adjacency matrix (bottom) are shown.  En-
tries on the main diagonal of the adjacency matrix are shown in gray, edges are shown in 
black.  (C) Motif detection within graph shown in panel B.  Instances of motif classes 13, 6, 
3 and 9 are highlighted.  (D) Complete motif frequency spectrum for the graph shown in 
panel B. 
 
motifs compared to randomized controls, while at the same time maximizing the 
number of potential functional patterns.  More recently, motif analysis has also 
been applied to single neuron networks between layer 5 cortical pyramidal neu-
rons (Song et al., 2005), confirming the non-randomness of neural connections at 
this organizational level.  A significant further extension of the concept of motifs 
was introduced by Onnela et al., (2005), who derived measures of motif intensity 
and coherence which allow motif counts to be applied to weighted networks.   Structural Determinants of Functional Brain Dynamics 9 
 
Figure 3.  Structural motifs in macaque visual cortex.  (A) Adjacency matrix of macaque 
visual cortex.  (B) Structural motif frequency spectrum for macaque visual cortex (left), as 
well as equivalent random matrices (middle) and equivalent lattice matrices (right).  (C) 
Motif 9 is the only structural motifs that is significantly increased over both random and 
lattice networks.  (D) Motif fingerprints of areas V4 and PIVv demonstrate that individual 
brain regions make different contributions to the overall motif frequency spectrum shown 
in panel B.  V4 is one of only a few areas that show very high proportions of motif 9.  
Modified after Sporns and Zwi (2004), and Sporns and Kötter (2004). 
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An important issue concerns the connection between motifs and the kind of dy-
namics they support.  Zhigulin (2004) developed an approach to extracting and 
quantifying dynamical motifs, defined as small subnetworks with nontrivial dy-
namics.  Zhigulin observed that the appearance of specific types of dynamics in 
large networks was linked to the appearance of periodic and chaotic dynamical 
motifs.  Prill et al. (2005) have drawn relationships between motif patterns and a 
specific dynamical property, stability or robustness to small perturbations. These 
authors argue that at least some of the non-randomness of biological networks can 
be explained by adaptive advantages conferred by robust dynamical stability. 
 
A large literature centers on how complex natural or technological networks are 
affected by damage to their connection pattern.  The world wide web, an example 
of a scale-free network (Barabási and Albert, 1999), has been shown to be surpris-
ingly robust with respect to random deletion of nodes, but rather vulnerable to tar-
geted attack on heavily connected hubs (Albert et al., 2000; Doyle et al., 2005), 
which often results in disintegration of the network.  For reasons discussed earlier, 
structural brain networks are unlikely to exhibit scale-free attributes. While indi-
vidual brain regions differ with respect to how they are embedded in the overall 
structural architecture, clearly defined hubs (a “yahoo” or “google” of the brain) 
have not been identified. Lesions of any of the brain’s vertices or edges (regions 
or pathways) will likely yield functional deficits.  The mapping of functional defi-
cits to underlying structural perturbations is experimentally challenging, but essen-
tial for a more complete understanding of brain damage and recovery.  It is cur-
rently unknown which structural measures best capture the potential effects of 
vertex or edge lesions, although candidate measures of edge vulnerability (Kaiser 
and Hilgetag, 2004) have been defined and have led to the identification of edges 
whose loss most affects global structural measures.  Such edges often correspond 
to “bridges”, i.e. edges linking segregated clusters of brain regions.  The issue of 
defining measures of robustness or vulnerability in brain networks is conceptually 
linked to the problem of objectively defining the functional contributions of indi-
vidual network elements (Keinan et al., 2004). 
 
Finally, we should note that measures of structural, functional and effective con-
nectivity increasingly intersect, as in the analysis of functional or effective con-
nectivity patterns as graphs (Dodel et al., 2002; Salvador et al., 2005a; Eichler, 
2005).  Essentially, patterns of cross-correlation or coherence can be conceptual-
ized as undirected graphs with edges that represent the existence and, in some 
cases, the strength of the statistical relationship between the linked vertices.  Stud-
ies of patterns of functional connectivity (based on coherence or correlation) 
among cortical regions have demonstrated that functional brain networks also ex-
hibit small-world (Stam, 2004; Salvador et al., 2005b; Achard et al., 2006) and 
scale-free properties (Eguiluz et al., 2005), possibly reflecting the underlying 
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4. Measures of Brain Dynamics: Functional Connectivity 
As many of the structural studies reviewed in the previous section illustrate, brain 
networks (like other biological networks) are neither completely random nor com-
pletely regular.  Instead their local and global structure exhibits significant depar-
tures from randomness.  A key question concerns how these nonrandom features 
of brain structural connectivity relate to brain function or dynamics.  A considera-
tion of brain evolution may guide our answer.  In the course of evolution, brain 
connectivity is one of the prime substrates, the gradual modification of which in 
an adaptive context contributes to enhanced fitness and survival.  Biological struc-
ture/function relationship often become more comprehensible when viewed in the 
context of evolution, for example when we consider the structure and function of 
proteins, cellular organelles, or entire body plans.  The evolutionary history of the 
primate and especially human brain may ultimately hold the key for understanding 
the structural basis of cognition (for a modern review of brain evolution, see 
Striedter, 2005) 
 
As we approach the question of how structure determines function in the brain, we 
turn next to measures of brain dynamics based on functional connectivity.  As out-
lined in other chapters of this volume (e.g. Jirsa and Breakspear, this volume) 
there are numerous approaches to quantifying or measuring brain dynamics.  In 
this chapter, we will focus on measures that attempt to capture global aspects of 
functional connectivity, i.e. patterns of statistical dependence between often re-
mote neural units or brain regions (Friston, 1993), building on the firm foundation 
offered by statistical information theory (Cover and Thomas, 1991; Papoulis, 
1991).  In its most general form, statistical dependence is expressed as an estimate 
of mutual information.  Unlike correlation, which is a linear measure of associa-
tion, mutual information captures all linear or nonlinear relationships between 
variables.  While the mathematical definition of mutual information is quite 
straightforward, the actual derivation of valid estimates for entropy and mutual in-
formation for any given application can be challenging and is the subject of much 
ongoing research. 
 
Mutual information between two units A and B is defined as the difference be-
tween the sum of their individual entropies and their joint entropy: 
 
MI(A,B) = H(A) + H(B) – H(AB)        (4.1) 
 
Note that MI(A,B) ≥ 0 and MI(A,B) = MI(B,A).  The mutual information MI(A,B) 
will be zero if no statistical relationship exists between A and B, i.e. if A and B 
behave statistically independently such that H(AB) = H(A) + H(B).  The upper 
bound for mutual information between A and B is given by the lesser of the two 
entropies.  Mutual information expresses the amount of information that the ob-
servation of one unit conveys about the other unit.  Any reduction of the joint en-
tropy H(AB) such that H(AB) < H(A) + H(B) indicates some  degree of  statistical  
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Figure 4. Venn diagrams illustrating the relationship between mutual information (A), in-
tegration or multi-information (B) and co-information (C).  Integration and co-information 
are shown for systems of 3 units, but readily generalize to larger systems. 
 
dependence between A and B and will result in a positive value for the mutual in-
formation. 
 
Mutual information has certain limitations.  First, we note that the existence of 
positive mutual information between A and B does not express causal influences 
from A on B or vice versa.  Hence, mutual information is informative in the con-
text of functional connectivity, but does not allow (by itself) the inference of ef-
fective connectivity.  Furthermore, in any real or simulated system, the estimation 
of mutual information critically depends on correct estimates for the individual 
and joint entropies, which in turn are often derived from their respective state 
probability distributions.  As mentioned above, these estimates can be difficult to 
derive from small or sparse data sets such as those often encountered in neurobio-Structural Determinants of Functional Brain Dynamics 13 
logical applications and, in many cases, additional statistical assumptions have to 
be made (e.g. Paninski, 2003; Pola et al., 2003). 
 
In Eq. 4.1 A and B refer to individual variables representing individual neurons or 
brain regions.  Mutual information can also be defined within larger systems.  For 
example, let us consider a system X composed of n elements that is partitioned 
into two complementary subsets of elements.  One subset consists of k elements 
and is denoted as X
k, while its complement contains the remaining n−k elements 
and is denoted as X–X
k.  The mutual information between these two subsets is 
 
MI(X
k,X−X
k) = H(X
k) + H(X−X
k)  –  H(X)      (4.2) 
 
While mutual information captures the degree of statistical dependence between 
two elements (or subsets), the integration I(X) of a system measures the total 
amount of statistical dependence among an arbitrarily large set of elements 
(Tononi et al.; 1994).  As the definition (Eq. 4.3) illustrates, integration can be 
viewed as the multivariate generalization of mutual information.  Considering a 
system X, composed of a set of elements {xi}, its integration I(X) is then defined 
as the difference between the sum of the entropies of the individual elements and 
their joint entropy: 
 
I(X) = ΣiH(xi)  –  H(X)       (4.3) 
 
Given this definition, integration essentially quantifies the divergence between the 
joint probability distribution of the system X and the product of the marginal dis-
tributions of the individual elements (Schneidman et al. 2003a; McGill, 1954).  
This measure has also been called the multi-information, as it expresses the total 
information shared by at least two or more elements.  Integration (multi-
information) differs from another multivariate informational measure called the 
co-information (Bell, 2003), which captures only the information shared by all 
elements.  Venn diagrams illustrating the relationship between mutual informa-
tion, integration and co-information are shown in Figure 4.  Similar to mutual in-
formation, integration may be viewed as the amount of error one makes given the 
assumption of independence between all variables.  Note further that, like mutual 
information, I(X) ≥ 0.  If all elements are statistically independent their joint en-
tropy is exactly equal to the sum of the element’s individual entropies and I(X) = 
0.  Any amount of statistical dependence between the elements will express itself 
in a reduction of the element’s joint entropy and thus in a positive value for I(X).  
As is the case for mutual information, an upper bound for I(X) can be calculated 
from the spectrum of the individual entropies.  In summary, integration quantifies 
the total amount of statistical structure or statistical dependencies present within 
the system. 
 
Given a system of size n, we can define integration not only for the entire system 
but also for all hierarchical levels k < n within it.  We denote the average integra-
tion of subsets of size k as the  hierarchical  integration  <I(X
k)>, noting that under  14      Olaf Sporns & Giulio Tononi 
 
 
Figure 5.  Complexity CN(X) and C(X) for an example network of 32 units, generated by 
optimizing C(X) as described in Sporns et al., 2000a.  (A) Structural and functional connec-
tivity pattern.  (B) Full spectrum of hierarchical integration (levels 1 to n), with neural 
complexity CN(X) corresponding to the shaded area.  Inset at right shows a magnified part 
of the spectrum around levels 29 to 32, with C(X) corresponding to the difference between 
hierarchical integration profiles at level n – 1.  Rightmost plots show an alternative way of 
plotting complexity emphasizing a maximal difference in hierarchical integration profiles at 
a specific level (top), and the accelerating increase in hierarchical integration between suc-
cessive levels (bottom). 
 
random sampling the average is taken over all k-out-of-n subsets.  Thus, <I(X
n)> = 
I(X) and <I(X
1)> = 0.  It can be proven that for any given system the spectrum of 
average integration for all values of k (1 ≤ k ≤ n) must increase monotonically, i.e. 
<I(X
k+1)>  ≥ <I(X
k)>.  The difference between successive levels <I(X
k+1)> – 
<I(X
k)> decreases and approaches a constant value, indicating that the amount of 
integration (statistical dependence) gained by adding further elements to the sys-
tem approaches a limit.  Intuitively, this characteristic of hierarchical integration 
reflects similar properties described for informational measures of population re-
dundancy (Schneidman et al., 2003b; Puchalla et al., 2005). 
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The characterization of the spectrum of average integration across all levels of 
scale (subset size k) within a given system allows us to examine how and where 
statistical structure within the system is distributed.  How is this possible?  Let us 
say that we find that a system as a whole has a certain amount of statistical struc-
ture, measured by its integration I(X)>0.  This means that some statistical depend-
encies exist somewhere, at some spatial scale, within the system X.  But the global 
estimate of I(X) does not provide information as to whether this structure is ho-
mogeneously distributed throughout the system, or whether this structure is local-
ized or “concentrated” among specific units or subsets.  If statistical dependencies 
are homogenously distributed, the system would be, in terms of its functional con-
nectivity, totally undifferentiated, essentially presenting the same view to an ob-
server zooming in on different levels of scale.  We might say that such as system 
lacks any functional segregation.  If statistical dependencies exist predominantly 
within subsets of specific size, there would be parts of the system that are more in-
tegrated than others and these integrated subsets would represent local structure.  
Such a system contains functional segregation in addition to the global functional 
integration expressed by I(X) at the highest level. 
 
To differentiate between these possibilities, we need a measure that takes into ac-
count the full distribution of integration across levels of scale (Figure 5).  Such a 
measure, which captures the extent to which a system is both functionally segre-
gated (small subsets of the system tend to behave independently) and functionally 
integrated (large subsets tend to behave coherently), was proposed by Tononi et al. 
(1994).  This statistical measure, called neural complexity CN(X), takes into ac-
count the full spectrum of subsets and can be derived either from the ensemble av-
erage of integration for all subset sizes 1 to n, or (equivalently) from the ensemble 
average of the mutual information between subsets of a given size (ranging from 1 
to n/2) and their complement.  CN(X) is defined as: 
 
 C N(X) = Σk(k/n)I(X)−<I(X
k)> 
 
      = Σk<MI(X
k,X−X
k)>      (4.4) 
 
As is evident from the second expression for CN(X), the complexity of a system is 
high when, on average, the mutual information between any subset of the system 
and its complement is high.  The hierarchical nature of this measure of complexity 
spanning all levels of scale within the system is inherently well suited for a system 
such as the brain, which is characterized by modularity at several different levels, 
ranging from single neurons to brain regions.  Thus, complexity is complementary 
to recent approaches that investigate brain dynamics in the context of a nested 
multilevel, multiscale architecture (Breakspear and Stam, 2005). 
        
Another closely related but nonidentical measure of complexity expresses the por-
tion of the entropy that is accounted for by the interactions among all the compo-
nents of a system (Tononi et al., 1998; Tononi et al., 1999; Figure 5).  There are 
three mathematically equivalent expressions for this measure, called C(X): 16      Olaf Sporns & Giulio Tononi 
 
C(X) = H(X) – ΣiH(xi⎪X–xi)  
 
= ΣiMI(xi,X–xi) – I(X) 
 
= (n–1)I(X) – n<I(X–xi) >       ( 4 . 5 )  
 
H(xi⎪X-xi) denotes the conditional entropy of each element xi, given the entropy 
of the rest of the system X-xi.  We note that CN(X) as well as C(X) are always 
greater or equal to zero.  Both CN(X) as well as C(X) will be exactly zero for sys-
tems with zero integration (no statistical dependence at any level), and they will be 
small (but non-zero) for systems that have non-zero integration, but for which this 
integration is homogeneously distributed within the system. 
 
While the third formulation of C(X) has a straightforward graphical interpretation 
(Figure 5), the second formulation of C(X) is perhaps most useful to provide an 
intuitive computational basis for this measure.  C(X) is obtained as the difference 
of two terms: the sum of the mutual information between each individual element 
and the rest of the system minus the total amount of integration.  Thus, C(X) takes 
on large values if single elements are highly informative about the system to 
which they belong, while not being overly alike (as they would tend to be if their 
total integration, or total shared information, is high).  CN(X) and C(X) are closely 
related (Figure 5B), but not mathematically equivalent.   
 
Within the context of applications of brain functional connectivity, it is essential 
to underscore that complexity captures the degree to which a neural system com-
bines functional segregation and functional integration.  Extensive computational 
explorations (Tononi et al., 1994; 1998; Sporns et al., 2000a; 2000b; Sporns and 
Tononi, 2002) have shown that complexity is high for systems that contain spe-
cialized elements capable of global (system-wide) interactions.  On the other hand, 
complexity is low for random systems, or for systems that are highly uniform, cor-
responding to systems that lack either global integration or local specialization, re-
spectively.  The relation of connectivity topology and complexity has recently 
been analytically investigated (De Lucia et al., 2005).  
5. Measures of Brain Dynamics: Effective Connectivity 
Measures based on mutual information are useful for analyzing functional connec-
tivity patterns, obtained from neuronal spike trains, local field potential recordings 
or fMRI/PET voxel time series.  However, functional connectivity allows only 
very limited insights into patterns of causal interactions within the network.  Pat-
terns of functional connectivity are statistical signatures of hidden causal proc-
esses occurring within and among specific and time-varying subsets of neurons 
and brain regions.  The identification of which subsets are currently causally en-Structural Determinants of Functional Brain Dynamics 17 
gaged in a given task requires the inclusion of and reference to a structural model 
in order to access effective connectivity patterns. 
 
Effective connectivity attempts to reconstruct or “explain” recorded time-varying 
activity patterns in terms of underlying causal influences of one brain region over 
another (Friston, 1994; Büchel and Friston, 2000; Lee et al., 2003).  This involves 
the combination of (essentially covariance-based) functional connectivity patterns 
with a structural system-level model of interconnectivity.  A technique called “co-
variance structural equation modeling” is used to assign effective connection 
strengths to anatomical pathways that best match observed covariances in a given 
task (McIntosh and Gonzalez-Lima, 1994; Horwitz et al., 1999).  Applied in dif-
ferent cognitive tasks, this technique allows the identification of significant differ-
ences in effective connectivity between a given set of brain regions, illustrating 
the time- and task-dependent nature of these patterns.  Another approach called 
“dynamic causal modeling” (Friston et al., 2003) uses a Bayesian framework to 
estimate and make inferences about interregional influences, explicitly in the con-
text of experimental changes.  A caveat concerning these and other approaches to 
extracting effective connectivity is that they usually require assumptions about the 
identity of participating brain regions and the patterns and direction of cross-
regional influences between them. 
 
Another approach to identifying highly interactive brain regions and their causal 
interactions involves the use of effective information, a novel measure of the de-
gree to which two brain regions or systems causally influence each other (Tononi, 
2001; Tononi and Sporns, 2003).  Given a neural system that is partitioned into 
two complementary subsets, A and B, we obtain the effective information from A 
to B by imposing maximal entropy on all outputs of A.  Under these conditions the 
amount of entropy that is shared between A and B must be due to causal effects of 
A on B, mediated by connections linking A and B.  These connections can either 
be direct connections crossing the bipartition or indirect links via a surrounding 
neural context.  The effective information from A to B may then be  formulated as 
 
EI(A→B) = MI(A
Hmax, B )       ( 5 . 1 )    
  
Note that unlike MI(A,B), effective information may be non-symmetrical, i.e. 
EI(A→B) ≠ EI(A→B), owing to non-symmetrical connection patterns.  Further-
more, the estimation of effective information requires perturbations of units or 
connections. 
 
It has been suggested that the integration of information is essential for the func-
tioning of large-scale brain networks (e.g. Tononi et al., 1998; Tononi and Edel-
man, 1998).  In considering information integration the notion of causality, or ef-
fectiveness, is crucial.  A system that integrates information effectively must do so 
via actual causal interactions occurring within it.  Mere statistical coincidences are 
insufficient to characterize the participating entities as truly integrated.  Tononi 
and  Sporns (2003)  developed a  measure  for  information  integration  (called Φ)  18      Olaf Sporns & Giulio Tononi 
 
Figure 6.  Information integration.  All panels show structural connectivity (top), func-
tional connectivity (middle) and effective connectivity (bottom) for networks of 8 units.  
(A) Network obtained after optimizing for Φ, resulting in a single complex with Φ = 74 
bits.  Structural connections are heterogeneous and span the entire network, jointly maxi-
mizing functional segregation and functional integration.  (B) Uniform network (loss of 
functional segregation), with greatly reduced Φ = 20 bits.  (C) Modular network (loss of 
functional integration), split into four identical complexes with Φ = 20 bits each.  Modified 
after Tononi and Sporns (2003), and Tononi (2004). 
 
based on effective information that captures the maximal amount of information 
that can be integrated within the system.  For a given system or system subset S 
composed of subsets A and B, Φ is defined as the capacity for information inte-
gration, or Φ(S), given by the value of EI(A↔B) for the minimum information bi-
partition (MIB): 
 
Φ(S)  =  EI(MIB(S))       (5.2) 
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This measure allows the simultaneous quantification of information integration as 
well as the identification of all those system elements that participate in it.  It can 
thus be used to delineate integrated functional clusters or networks of effective 
connectivity from among larger sets of brain regions.  It is important to note that, 
following this definition, information integration takes place within complexes, 
defined as subsets of elements capable of integrating information that are not part 
of any subset having higher Φ. 
 
Currently, this measure of information integration has only been tested in com-
puter simulations of small model systems with varying anatomical architectures 
(Tononi and Sporns, 2003; Figure 6).  The results indicate that information inte-
gration is maximized by two main attributes of the anatomical connection pattern.  
First, each element maintains a different connection pattern, or connectional “fin-
ger-print”, a property that strongly promotes regional functional specialization.   
Second, the pattern maintains global connectedness and ensures that a large 
amount of information can be exchanged across any bipartition of the network, 
which in turn promotes global functional integration.  Simple models of the con-
nectional organization of specific neural architectures, such as the thalamocortical 
system, are found to be well suited to information integration, while others, such 
as the cerebellum, are not.  Neural architectures that are highly capable of integrat-
ing information are also associated with consciousness.  Tononi (2004) has sug-
gested that consciousness critically depends on the ability of a neural substrate to 
integrate information and is therefore tied to specific and quantifiable aspects of 
effective brain connectivity. 
 
Several other methods for analyzing causal influences in the brain have been pro-
posed, many of which utilize the temporal dynamics of the observed neural system 
to extract information about effective interactions, building on the fundamental 
fact that causes must precede effects in time (for a comparative computational 
study see Lungarella et al., 2006).  Several methods are based on interpretations or 
adaptations of the concept of Granger causality (Granger, 1969), involving esti-
mates of how much information a set of variables provides for the prediction of 
another.  For example, Kaminski et al. (2001) develop an approach based on ex-
ploiting the directed transfer function between two neural signals.   Granger cau-
sality has been applied to EEG data sets obtained from large-scale sensorimotor 
networks (Brovelli et al., 2004) as well as fMRI time series (Roebroeck et al., 
2005). Additional causality measures can discriminate between direct causality 
and effects mediated through extraneous system components (see also Liang et al., 
2000).  Bernasconi and König (1999) developed statistical measures that allowed 
the detection of directed dependences within temporal brain data sets.  Schreiber 
(2000) defined a measure called transfer entropy, which is able to detect directed 
exchange of information between two systems by considering the effects of the 
state of one element on the state transition probabilities of the other element.  This 
yields a non-symmetric measure of the effects of one element on the other, ex-
ploiting the entire system’s temporal dynamics. 
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The experimental application of measures of effective connectivity presents a 
number of difficult problems. Structural equation modeling and dynamic causal 
modeling are sensitive to choices made about the underlying structural model, 
while causal measures based time series analysis are prone to issues surrounding 
sample sizes or systematic sampling biases.  Effective information, as defined 
above, shares some of these problems, in addition to issues related to its use of 
systematic perturbations, which are likely to be difficult to estimate in real neu-
ronal systems.  These difficulties notwithstanding, some promising avenues to-
wards extracting effective connectivity from brain data have recently been pur-
sued.  The combination of transcranial magnetic stimulation (TMS) with 
functional neuroimaging, for the first time, allows the quantification of effects of 
localized perturbations on extended brain networks engaged in the performance of 
specific tasks (Paus, 1999; Pascual-Leone et al., 2000).  Using a combination of 
TMS and high-density electroencephalography Massimi et al. (2005) reported a 
striking reduction in the extent of cortical effective connectivity during non-REM 
sleep compared to waking.  This state-dependent difference is recorded in the 
same individual, presumably existing within an identical structural connectivity 
pattern.  A major implication of this breakdown of effective connectivity during 
non-REM sleep is that it points towards a crucial role of causal influences between 
brain regions associated with information integration as a neural basis for con-
sciousness (Tononi, 2004). 
6. Relating Connectivity and Dynamics 
How do the different dimensions of brain connectivity relate to one another?  An-
swering this question demands the combined manipulation and analysis of struc-
tural and dynamic attributes.  In this final section of the chapter, we briefly review 
several recent lines of research that have attempted to bridge structural, functional 
and effective connectivity with the use of computational modeling. 
 
A crucial first step in linking structure to function involves the identification of 
functionally integrated and structurally connected networks that are potential 
building blocks of cognitive architectures.  Effective integration of neural activity 
requires causal interactions, which must operate through physical connections.  In 
fact, structural connectivity provides a first approach towards determining poten-
tial functional units, by revealing connectedness and modularity within graphs, as 
defined above.  A next step is the identification of functional clusters, using in-
formational measures (Tononi et al., 1998b; Sporns et al., 2000a) or through the 
application of standard clustering techniques to functional connectivity patterns.  
Finally, effective connectivity measures such as information integration (Tononi 
and Sporns, 2003) can aid in the delineation of causally linked neural clusters and 
complexes.  Mapping such clusters in the course of cognitive function would help 
to identify brain regions that are generating specific cognitive states and discrimi-
nate them from others that are activated, but not causally engaged. Structural Determinants of Functional Brain Dynamics 21 
 
Figure 7. Relation of structural connectivity and functional dynamics in intermediate-scale 
cortical networks.  The model consists of a single map of 40×40 nonlinear neuronal units, 
each modeled as a single reciprocally coupled Wilson-Cowan excitatory and inhibitory 
unit, interconnected in different patterns.  Three patterns of structural connectivity are 
shown: “sparse” (intra-map connections absent), “uniform” (intra-map connections are as-
signed at random with uniform probability across the map), and “clustered” (most intra-
map connections are generated within a local neighborhood, with a small admixture of 
longer-range connections).  The “clustered” pattern is most like the one found in cortex.  
Panels at the left show connection patterns of 40 randomly chosen units, middle panels 
show a single frame of the unfolding neural dynamics (mpeg movies are available at 
http://www.indiana.edu/~cortex/complexity.html), and rightmost panels show spatially av-
eraged activity traces obtained from near the center of the map (circled area).  The values 
for the characteristic path length λ(G), clustering coefficient γ(G), complexity C(X), and to-
tal wiring length (lwire) were: λ = 0, γ = 0, C(X) = 0.143, lwire = 0 (“sparse”); λ = 3.1310, γ = 
0.0076, C(X) = 0.289, lwire = 10,807 (“uniform”); λ = 5.6878, γ = 0.2637, C(X) = 0.579, lwire 
= 1,509 (“clustered”), all means of 5 runs.  Note that C(X) is highest for the “clustered” 
network, which shows a rich set of spatiotemporal patterns including waves and spirals.  
This network also exhibits small-world attributes (low λ(G), high γ(G)) and short wiring 
length.  Modified after Sporns (2004). 
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Computational approaches allow the systematic study of how neural dynamics is 
shaped by the structure of connection patterns linking individual elements (Figure 
7).  This has been investigated in detailed computer simulations of cortical net-
works with heterogeneous (Jirsa and Kelso, 2000; Jirsa 2004; Assisi et al., 2005) 
and spatially patterned (Sporns, 2004) connection topologies.  It was found that 
different connection topologies generated different modes of neuronal dynamics, 
and some systematic tendencies could be identified.  For example, connectivity 
patterns containing locally clustered connections with a small admixture of long-
range connections were shown to exhibit robust small-world attributes (Sporns 
and Zwi, 2004; Sporns, 2004), while conserving wiring length.  They also gave 
rise to functional connectivity of high complexity with heterogeneous spatially 
and temporally highly organized patterns.  These computational studies suggest 
the hypothesis that only specific classes of connectivity patterns (which turn out to 
be structurally similar to cortical networks) simultaneously support short wiring, 
small-world attributes, clustered architectures (all structural features), and high 
complexity (a global property of functional connectivity). 
 
Other neuro-computational models have also suggested that small-world connec-
tivity imposes constraints on neural dynamics.  Numerous studies suggest that 
small-world attributes facilitate synchronization and sustained activity, irrespec-
tive of the details of the node dynamics that are employed in the model (Nishi-
kawa et al., 2003; Buszaki et al., 2004; Masuda and Aihara, 2004; Netoff et al., 
2004; Roxin et al., 2004).  Synchronization-based rewiring rules promote the 
emergence of small-world architectures from random topologies (Gong and Van 
Leeuwen, 2004), underscoring the reciprocal “symbiotic” relationship between 
neural dynamics and underlying brain architectures (Breakspear et al., 2006).   
Plasticity rules shape structural connectivity, resulting in neural dynamics that in 
turn shapes plasticity. 
 
Yet another interesting connection between structural connectivity and global dy-
namics is based on the idea that the continual integration and redistribution of neu-
ronal impulses represents a critical branching process (Beggs and Plenz, 2003; 
Haldeman and Beggs, 2005; see also Beggs, this volume).  In neural architectures, 
critical branching processes give rise to sequences of propagating spikes that form 
neuronal avalanches.  In the critical regime, the branching parameter expressing 
the ratio of descendant spikes from ancestor spikes is found to be near unity, such 
that a triggering event causes a long chain of spikes that neither dies out quickly 
(subcriticality) nor grows explosively (supercriticality).  Slice preparations of rat 
cortex operate at or near criticality, generating neuronal avalanches with a size 
distribution following a power law (Beggs and Plenz, 2003).  Criticality is found 
to be associated with maximal information transfer and thus high efficacy of neu-
ronal information processing, as well as with a maximal number of metastable dy-
namical states.  These results point to additional important links between structural 
connectivity patterns and the informational processes carried out within them. 
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The association of certain kinds of dynamics with particular features of structural 
connectivity opens up a new computational approach.  If we fix key aspects of the 
dynamics (for example, by enforcing a high value of integration or complexity, or 
of information integration) and then search for connection patterns that are com-
patible with this type of dynamics, what relationship, if any, do we find?  For ex-
ample, what kinds of structural connection patterns are associated with high values 
for integration, complexity or information integration?  We used complexity (and 
other information theoretical measures of functional connectivity, such as entropy 
or integration) as cost functions in simulations designed to optimize network ar-
chitectures and found that networks that are optimized for high complexity de-
velop structural motifs that are very similar to those observed in real cortical con-
nection matrices (Sporns et al., 2000a; 2000b; Sporns and Tononi, 2002).   
Specifically, such networks exhibit an abundance of reciprocal (reentrant) connec-
tions, a strong tendency to form clusters and they have short characteristic path 
lengths.  Other measures (entropy or integration) produce networks with strikingly 
different structural characteristics.  While it is computationally expensive to em-
ploy most types of nonlinear dynamics in the context of such optimizations, a 
closer examination of specific connection topologies (sparse, uniform and clus-
tered, or cortex-like) that are simulated as nonlinear systems has shown that the 
association of small-world attributes and complex functional dynamics can hold 
for more realistic models of cortical architectures as well (Sporns, 2004; Figure 7).  
Thus, high complexity, a measure of global statistical features and of functional 
connectivity, appears to be strongly and uniquely associated with the emergence 
of small-world networks (Sporns et al., 2004; Sporns, 2006). 
 
Evolutionary algorithms for growing connectivity patterns have been used in 
evolving motor controllers (Psujek et al., 2006), networks for path integration 
(Vickerstaff and DiPaolo, 2005), or in the context of sensorimotor coordination 
(Seth and Edelman, 2004; Seth, 2005).  While many current applications, for ex-
ample those used in evolutionary robotics, rely on small networks with limited 
connectivity patterns (due to constraints requiring the convergence of evolutionary 
algorithms in finite computational time), the gap to larger, more brain-like net-
works is rapidly closing.  An exciting future avenue for computational research in 
this area involves the evolution of behaviorally capable architectures that incorpo-
rate features of biological organization.  Results from this research may ultimately 
contribute to resolving long-standing controversies such as whether biological 
evolution inherently tends towards biological structures of greater and greater 
complexity.  Initial studies of evolving connectivity patterns embedded in simu-
lated creatures within a computational ecology (Yaeger and Sporns, 2006) suggest 
that as econiches become more demanding neural architectures evolve towards 
greater structural elaboration, elevated levels of plasticity, and with functional ac-
tivity patterns of higher neural complexity. 24      Olaf Sporns & Giulio Tononi 
7. Conclusion 
This review has highlighted recent conceptual and methodological progress in the 
analysis of complex networks.  Some of this progress has been truly impressive, 
significantly influencing all major areas of life, physical and information sciences.   
Newly developed tools for complex network analysis are now applied to brain net-
works, at a pace that appears to be steadily accelerating.  Still, despite all this pro-
gress, an integrated theory of how brain function emerges from brain connectivity 
has not yet been achieved.  Such a theory will have a dramatic impact.  The dis-
covery of principles that link structural, functional and effective connectivity to 
mind and cognition will lead to a new theoretical foundation for future experimen-
tal and theoretical approaches in cognitive neuroscience. 
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