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Abstract
Using simulations and analytical approaches, we have studied single hit resolutions obtained with a binary
readout, which is often proposed for high granularity detectors to reduce the generated data volume. Our
simulations considering several parameters (e.g. strip pitch) show that the detector geometry and an elec-
tronics parameter of the binary readout chips could be optimized for binary readout to offer an equivalent
spatial resolution to the one with an analogue readout. To understand the behavior as a function of simu-
lation parameters, we developed analytical models that reproduce simulation results with a few parameters.
The models can be used to optimise detector designs and operation conditions with regard to the spatial
resolution.
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1. Introduction
In large experiments, comprising hundreds or thousand of detection elements, it is sometimes more
advantageous to use a binary readout electronics than an analogue one. Indeed it is not always feasible to
integrate an analog-to-digital converter in each channel of the front-end ASIC; the constraints are typically
associated with the total area of the integrated circuit and with the power consumption. With a binary
readout the cost of an increased number of readout channels would then be balanced by a simpler readout
circuitry. In addition the data volume is much smaller with a binary readout.
For many applications one can use the binary readout architecture. In this architecture each channel of
the front-end electronics is equipped with an amplitude discriminator which generates 1-bit information in
response to each signal above a given threshold. The information delivered by a strip detector is suppressed
to the minimum already in the front-end circuit. Binary information can be easily stored in the integrated
circuit separately for each channel, which allows one to cope with high rate of particles.
Another important concern for tracking detectors is the spatial resolution; however, it is not trivial if
signal charges are shared with more than one readout strip. In this paper, we estimate by Monte Carlo
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simulations and analytically the spatial resolution with a binary readout for three types of detectors: silicon
sensor, Micromegas, and GEM-based detectors.
This paper is organized as follows. Sec. 2 introduces a detector model and the technologies we refer
to in this paper. Sec. 3 describes how our simulations work and presents a simulation result, followed by
discussions with our analytical models in Sec. 4. A conclusion is given in Sec. 5.
2. Detector Model
Let us begin by describing a simple detector model with some parameters with which different types of
detector technologies are distinguished from each other. The detector model consists of the drift region and
the induction region, which are separated by an amplification step (Fig. 1). The drift region is the sensitive
part of the detector and the induction region is the volume where the signal is induced to the electronics.
The drift region and the induction region have a parametrized size. The other end of the induction region is
equipped with the electrode strips with the pitch p. The strips are to be connected to the readout electronics.
Those detectors are used to reconstruct the position of a ‘charged particle track’. The position of a track
is defined as the midpoint of the track segment in the drift region and is referred to xtrack in this study.
Note that xtrack can be always defined from the center of the nearest strip to the track position and thus
−p/2 ≤ xtrack ≤ +p/2.
The parameters used to compute the spatial resolution in this study are the number of primary electrons
and the gap of drift region L, the gap of the induction region, the track incident angle φ from the vertical axis
(z) to the strip plane, the transverse diffusion coefficient Cd := σd/
√
z with σd being the diffusion width of
an electron cloud which has drifted over a length z, namely Cdrd for the drift region and C
in
d for the induction
region, and an electronics threshold.
Drift Region
Induction Region
O
track
Figure 1: A cross section of the detector model. In this report, only φ = 0 condition is considered.
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2.1. Micromegas
The Micromegas (MICRO MEsh GAseous Structure) concept was introduced in 1996 by I. Giomataris
et al.[1]. The detector is filled with gas mixtures and charged particles create seed electrons, which will
contribute to inducing signals, along their trajectories by ionizing the gas molecules. The created electrons
in an electric field drift toward the anode plane, above which a cathode grid is placed (Fig. 2). This grid
is maintained at 100 microns of the anode plane. A voltage of typically −400V is applied to the grid and
the anode plane is grounded via the readout electronics to create an electric field of about 40 kV/cm. This
space, between the grid and the anode plane, define the volume of amplification which coincides with the
induction region, in this case.
Figure 2: SEM image of a Micromegas structure (Left)[2].The electric field lines around the Micromegas grid (Right).
2.2. GEM
The GEM (Gas Electron Multiplier) concept was proposed in 1997 by F. Sauli [3]. The detector has the
same sensitive volume as the Micromegas but has a different amplifying structure. The GEM consists of
a 50 µm Kapton foil, copper cladded on both sides, chemically pierced with a high density of micro-holes
(typically 50 to 100 holes per cm2). The holes have a bi-conical shape and have a diameter of about 50µm.
Fig. 3 shows a SEM image of a GEM surface with its dimensions (Left) and the electric field lines in GEM
holes (Right). The detector is typically built with multiple GEM layers (generally two or three) to achieve
stable amplification or to reduce ion back-flow rate, which ions degrade detector performance.
2.3. Semiconductor detectors
The most important difference compared to Micromegas and GEM-based detectors is that a silicon detec-
tor uses a semiconductor material for its sensitive volumes instead of gas mixtures. Since the semiconductor
has a factor 10 smaller ionization potential than gas, modern low-noise electronics can read out signals with-
out amplification contrary to the gas-based detectors.
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Figure 3: SEM image of a GEM surface (Left) and the electric field lines (Right)[4].
There is neither amplification nor induction region. The induction region coincides with the sensitive re-
gion also called the drift region (see our detector model above). Fig. 4 shows a schematic drawing of a
semiconductor detector.
Drift Region O
track
Figure 4: Schematic drawing of semiconductor detectors.
3. Simulation
A simulation of the detector has been developed following the model described before. We fix a simple
geometry (the gap sizes, the pitch, and diffusion coefficients, etc.), then we create a track. Electrons are
created along the track in the drift region. Those electrons drift and diffuse until the amplification region.
Each electron arriving at the amplification region is multiplied by the gain g. After amplification, all electrons
drift and diffuse until the strip plane.
We will now describe in details the implementation of all those steps in the simulation.
3.1. Charged particle track
We will first discuss the case of incident tracks perpendicular to the strip plane (φ = 0◦), then we will
discuss the angular case.
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The straight track is defined by a number of electron clusters uniformly distributed in the drift region and
with x = xtrack.
It is well known that the detector medium affects the total number of ionized electrons, for instance,
∼100/1cm for MIP in Ar gas, ∼10,000/100µm for MIP in a silicon sensor. To take this fact into account in
the simulation, the parameters for the gas-based and the semiconductor detectors are not the same.
For the gas-based detectors the number of clusters is taken randomly on a Poisson distribution with a mean
value equal to 12, which is obtained from Magboltz [5] for a 3 mm argon based gas mixture. Each cluster has
a certain number of electrons. The number of electrons is taken randomly on the argon ionization cluster size
distribution made from data comming from Ref. [6], which is shown in Fig. 5. The last bin of this distribution
is the probability to have twenty or more electrons in one cluster.
For the semiconductor case, the number of electrons per cluster is fixed to one, but the number of clusters
is fixed to 20000, which is a typical value for 300 µm Si sensor.
Figure 5: Argon ionization cluster size distribution is made from data comming from Ref. [6].
For non perpendicular tracks, the electron clusters are uniformly distributed in the drift region according
to x = xtrack + tanφ z. By definition, the angular track will create more clusters. The number of clusters
is computed in the same way as the straight track (Poisson distribution for the gas-based detectors and the
fixed number for the semiconductor), and then multiplied by
1
cosφ
.
3.2. Electron’s motion and gain
The motion of each electron is defined by the following method. We compute the distance L between the
position of the electron and the position of the end of the drift region along the z axis. Then we compute
the diffusion with :
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σd = Cd.
√
L
Where Cd is the transverse diffusion coefficient. The new x position of the electron is randomly chosen on a
Gaussian with a mean of xtrack and a sigma of σd.
Then, in the gas based detector, to simulate the gain g−1 electrons are created at that new position (xampl).
Each of those electrons is then moved to the readout plane and its x position is computed with the same
diffusion formula (with L equal to the induction gap size).
3.3. Induction and threshold
To simulate the strips and the induced signal of the electrons on those strips, a histogram is created.
The bin size is equal to the strip pitch, in this way, each bin represent a strip. For each electron, the bin
corresponding to the final x position of this electron is filled. When the histogram is filled, the electronics
threshold is applied.
For each bin, the number of electrons is compared with the threshold.
In the case of the binary read-out, if the number of electron is below the threshold, the output is set to zero.
If the number of electrons is above the threshold, the output is set to one.
In the case of the analog read-out, if the number of electron is below the threshold, the output is also set
to zero. If the number of electron is above the threshold, the output is set to the number of electrons. This
output gives the information of the charge.
3.4. Reconstructed position
With the analog output, we reconstruct the x position with the center of gravity (CoG) method, and
with the binary output, we use an average position of the hit strips.
To obtain the spatial resolution we use the residual distribution. The residual is the distribution of the
difference between the reconstructed position and the real position (in our case, the simulated position of
the particle track). The mean of the residual distribution is, by definition, the bias of the reconstruction
method and the RMS of the distribution is used as the spatial resolution of the method.
Binary Read-out. For a binary read-out chip, all adjacent strips with a collected charge above a given
threshold are considered. The reconstructed position of the charged particle track with the binary read-out
(xreco,bin) is the geometrical center of those strips:
xreco,bin =
1
N
∑
xi,
where N is the number of hit strips and xi is the center of the i-th strip.
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Center of Gravity. The position reconstructed with the CoG method (xreco,CoG) is computed using the
following formula:
xreco,CoG =
1
qtot
∑
qixi,
where qtot is the total number of electrons, i is the strip number, qi is the number of electrons, and xi the
center of the strip i.
3.5. Spatial resolution
As a matter of fact, the reconstructed position from measured data is somehow displaced from the original
track position because of some stochastic processes in detectors and the finite strip pitch size. Therefore
it is essential to take into account the spatial resolution to reconstruct the track position from measured
data. The spatial resolution σx can be defined with a probability P (xreco;xtrack) that a position xreco is
reconstructed for the track position xtrack:
σ2x(xtrack) =
∫
dxreco P (xreco;xtrack) (xreco − xtrack)2. (1)
Experimentally, the RMS of the residual (xreco − xtrack) is often used to estimate σx.
One can note that this definition is completely generic. It means that the time resolution or the energy
resolution can be defined with the same expression by interpreting the meaning of xreco and xtrack as time
or energy instead of position.
3.6. A simulation result
Fig. 6 shows an example of our simulation results in which spatial resolutions and the average number of
hit strips (cluster size) are plotted as a function of σd assuming typical semiconductor configurations and a
track angle of φ = 0. Note that each point represents a spatial resolution for a specific detector configuration
that has a specific σd. The fact is that a σd represents several detector cases since σd depends on the drift
region gap and the bias voltage.
The spatial resolution with the analogue readout (CoG) improves as σd becomes larger, since the CoG
method does not work well when the number of hit strips is less than three, which is described as the effects
of finite size pads in Ref. [7]. On the other hand, the spatial resolution with the binary readout has two
characteristics:
1. a wavy structure, which makes roughly twice the difference at maximum,
2. the wavy structure becomes less visible as σd increases.
The understanding of these behaviors may open the possibility to improve the spatial resolution with the
binary readout.
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Figure 6: Spatial resolution σx and the average number of hit strips (cluster size) as a function of σd for a typical semiconductor
configuration, assuming the track angle φ = 0◦.
4. Analytical examination
Fig. 6 shows a detector characterized as σd = 0.016, for example, can be improved by a factor of ∼2 at
maximum if σd becomes smaller by changing detector parameters such as an electric field. This means it is
very useful if we can see potential performances for detectors as can be seen in Fig. 6 to optimize the detector
performance. In this section we focus on more analytical aspects in order to build a method that reveals
potential performances for existing detectors.
4.1. Introduction
Accuracy term and Precision term. The spatial resolution is defined at Equation (1). However, since the
systematic error due to the finite strip pitch has to be taken into account, the definition should be written
as:
σ2x :=
1
p
∫ +p/2
−p/2
dxtrack
∫
dxreco P (xreco;xtrack) (xreco − xtrack)2
=
1
p
∫ +p/2
−p/2
dxtrack
〈
(xreco − xtrack)2
〉
, (2)
where we introduced the notation 〈 〉 representing ∫ dxrecoP (xreco;xtrack). We rewrite Equation (2) to split
the formula into two terms as:
σ2x =
1
p
∫ +p/2
−p/2
dxtrack
[〈
(xreco − 〈xreco〉)2
〉
+ (〈xreco〉 − xtrack)2
]
(
σx
p
)2
=
∫ +1/2
−1/2
d
(
xtrack
p
) [〈(
xreco
p
−
〈
xreco
p
〉)2〉
+
(〈
xreco
p
〉
− xtrack
p
)2]
. (3)
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In the last line, we divided both side of the equation by p2 to be described by dimensionless parameters:
σx/p, xtrack/p, and xreco/p. The first term is the variance of xreco/p and the second term is the deviation of
〈xreco/p〉 from the true position xtrack/p, and thus these terms will be referred to as “precision term” and
“accuracy term”, respectively.
Each term is separately plotted, together with the simulation results for three detectors in Fig. 7. The
sum of the precision term and the accuracy term matches the corresponding simulation as expected. Since
the precision term increases according to σd, the precision term can be recognized as a contribution from
the diffusion effect. On the other hand, the accuracy term has a periodic structure and it is more clearly
visible in smaller σd region, especially for the semiconductor detector configuration in which a large number
of ionized electrons are produced. The Micromegas and GEM-based detector configurations give similar
results except for small σd region because of the additional diffusion in the induction regions. In Sec. 4.2, we
will revisit the accuracy term which looks more complicated.
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Figure 7: Comparison between our simulation (green, star) and the sum (black, solid line) of the precision term (red, dotted
line) and the accuracy term (blue, dashed line) for three different detector models. The precision term and the accuracy term
were numerically computed here.
Model parameter ∆W (∆Wp := ∆W/p) and auxiliary parameter µ±n. To investigate more concretely,
let us introduce a new parameter representing an effective width of charge spread. In other words, we assume
that the strips within xtrack ±∆W are fired (Fig. 8). Note that this ∆W depends not only on the diffusion
9
but also on the incident track angle as well as the electronic threshold. In reality this ∆W varies because of
the stochastic processes such as the diffusion, the ionization, and the gas gain. However we will use constant
∆W for simplicity.
a=0 a=1 a=2a=-1a=-2
Threshold
Figure 8: Graphical interpretation of ∆W . The yellow shape represents a charge spread. ∆W can be interpreted as an effective
width of the charge spread. When the strips a = 0 and a = 1 collect a certain amount of charges as seen in this figure, the
reconstructed position (xreco) is expected to be between a = 0 and a = 1. Note that the ∆W depends not only on the diffusion
but also the threshold, the track angle, and the diffusion in the amplification region e.g. GEM.
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Figure 9: Schematic view to show difference between our simulation and one-parameter model in terms of the cluster size.
∆W ≈ 0.15 mm in this example.
As can be seen in Fig. 9, the cluster size depends on the track position in a readout strip. To describe
the boundary where the cluster size changes, let us define µ±n:
µ±n := ±
(
n− 1
2
− ∆W
p
)
:= ±
(
n− 1
2
−∆Wp
)
, (4)
where we defined ∆Wp as ∆W/p. µ+n is the value of xtrack/p where the charge spread touches to the strip
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of a = n from the lower side, and µ−n is the value of xtrack/p where the charge spread touches to the strip
of a = −n from the upper side. Fig. 10 shows example cases of n = 1. Note that
xreco
p
=


0 (µmin ≤ xtrack/p ≤ µmax)
1 (µmax < xtrack/p)
−1 (µmin > xtrack/p)
(5)
with µmax being max(µ+1, µ−1) and µmin being min(µ+1, µ−1).
Figure 10: The charge spread touches the boundary of the strip a = 1 (−1) at xtrack = µ+1 (µ−1). On the left is a case of
µ+1 > µ−1. On the right is a case of µ−1 > µ+1.
4.2. One-parameter model for the accuracy term
If we consider all the hit strips are in contact with their neighbor hit strips, the reconstructed position
in an event is always discrete:
xreco
p
= 0,±0.5,±1.0,±1.5 · · · (6)
This fact motivates us to rewrite the accuracy term in the following general expression:
Accuracy Term =
∫ +1/2
−1/2
d
(
xtrack
p
)(〈
xreco
p
〉
− xtrack
p
)2
≡
∫ +1/2
−1/2
d
(
xtrack
p
)( +∞∑
k=−∞
Rk(xtrack)
k
2
− xtrack
p
)2
, (7)
where Rk(xtrack) (k:integer) is the probability that the position is reconstructed at k/2. Note that a special
condition R0 = 1, Rk 6=0 = 0 gives a well known formula (σx/p)
2 = 1/12.
As a first step, let us develop Equation (7) assuming a specific condition ∆Wp ≤ 1 in which Equation (5)
should be satisfied:
Accuracy Term =
∫ +1/2
−1/2
d
(
xtrack
p
)( +∞∑
k=−∞
Rk(xtrack)
k
2
− xtrack
p
)2
=
∫ +1/2
−1/2
d
(
xtrack
p
)(
R+1(xtrack) ·
(
1
2
)
+R0(xtrack) ·
(
0
2
)
+R−1(xtrack) ·
(−1
2
)
− xtrack
p
)2
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=∫ +1/2
−1/2
d
(
xtrack
p
)(
f+1
2
− f−1
2
− xtrack
p
)2
, (8)
where we defined “turn-on” functions of readout strip of a = ±1 as :
f+1 :=

 1 (
xtrack
p ≥ µ+1 )
0 ( xtrackp < µ+1 )
f−1 :=

 1 (
xtrack
p ≤ µ−1 )
0 ( xtrackp > µ−1 ).
(9)
This model is only valid within ∆Wp ≤ 1 as assumed, but this can be easily generalized in a similar
fashion:
Accuracy Term =
∫ +1/2
−1/2
d
(
xtrack
p
)( +∞∑
k=−∞
Rk(xtrack)
k
2
− xtrack
p
)2
=
∫ +1/2
−1/2
d
(
xtrack
p
)( ∞∑
n=1
(
f+n
2
− f−n
2
)
− xtrack
p
)2
, (10)
with
f+n :=

 1 (
xtrack
p ≥ µ+n )
0 ( xtrackp < µ+n )
f−n :=

 1 (
xtrack
p ≤ µ−n )
0 ( xtrackp > µ−n ).
(11)
Since the number of hit strips is likely less than 7 in most practical cases, f+n and f−n for n > 3 are expected
to be 0. In such a case the sum in Equation (10) is necessary only for n ≤ ∼ 2. A numerical computation of
Equation (10) is shown in Fig. 11 to see how the spatial resolution evolves with ∆Wp. This one-parameter
model explains the wavy structure seen in the accuracy term.
Fig. 12 shows comparison between the accuracy term from the simulation and the one from the one-
parameter model. The discrepancy getting larger according to σd/p is caused by the fact that the constant
∆W assumption becomes no longer valid due to large diffusion with limited ionization statistics.
4.3. Second model parameter δ and two-parameter model for the accuracy term
The diffusion causes fluctuations in ∆W , however we did not take the fact into account in Sec. 4.2. When
∆W fluctuates, the boundaries µn defined in Equation (4) are no longer constant in each event. This fact
was already observed in Fig. 9, where the transition boundary between the cluster size of 1 and that of 2
can be defined as a point (e.g. ±0.25) in the model case (Red line) while it can be only defined as a range
(e.g. from ±0.18 to ±0.32) in the realistic simulation (Green line). In order to take this effect into account,
let us define “transition regions” with a width of 2δ as highlighted in yellow in Fig. 13. The idea is to
linearly weight f±n in the transition region. Considering a finite number of charges, the transition regions
12
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Figure 11: The accuracy term described with the one-parameter model (Equation (10)). This model explains the wavy
structure seen in the accuracy term.
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Figure 12: The one-parameter model compared to the simulation. In this example, we set ∆W = 3.25σd so that their periodic
patterns are matched.
are expected to be enlarged with respect to ∆Wp. We therefore constrain δ being proportional to ∆Wp as
a first approximation. Equation (11) can be modified as follows:
f+n =


1 ( xtrackp > µ+n + δ )
tn ( µ+n − δ ≤ xtrackp ≤ µ+n + δ)
0 ( xtrackp < µ+n − δ )
,
13
Figure 13: Transition region around µ±1 with its width of 2δ in the two-parameter model.
f−n =


0 ( xtrackp > µ−n + δ )
sn ( µ−n − δ ≤ xtrackp < µ−n + δ )
1 ( xtrackp < µ−n − δ )
,
tn =
1
2δ
(
xtrack
p
− (µ+n − δ)
)
, (12)
sn = 1− 1
2δ
(
xtrack
p
− (µ−n − δ)
)
. (13)
Note that δ works as a second parameter to describe the ∆W fluctuations. The main difference from the
one-parameter model is, that f±n could shift simultaneously depending on the track position xtrack within
the transition region. This can recover the ∆W fluctuation effect due to the diffusion in the drift region.
This improvement can also be seen from the viewpoint of the cluster size (Fig. 14).
A numerical computation of Equation (10) with Equation (12) is shown in Fig. 15 to see how the spatial
resolution evolves with ∆Wp. This two-parameter model can describe the simulation result well with just
two parameters of ∆Wp and δ.
4.4. Sigmoid expression for two-parameter model
Although the two-parameter model describes well the simulation result, it is difficult to generalize the
integration over xtrack/p due to the condition analysis (e.g. f+n = 1 when xtrack/p ≤ µ+n). To improve
this situation we propose another formulation of f±n with the sigmoid functions:
f+n =
1
1 + exp[−xtrack/p−µ+n2δ ]
,
f−n =
1
1 + exp[xtrack/p−µ−n2δ ]
, (14)
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Figure 14: A comparable plot to Fig. 9, but with including the transition regions. The blue dotted line corresponds to the new
model introduced at Sec. 4.3.
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where µ±n are defined in Equation (4). Noting Equation (10) can be rewritten as:
Accuracy Term =
∫ +1/2
−1/2
d
(
xtrack
p
)(
1
4
∞∑
n=1
(f+n − f−n)2 + 1
2
∑
n<n′
(f+n − f−n) (f+n′ − f−n′)
−
∞∑
n=1
xtrack
p
(f+n − f−n) +
(
xtrack
p
)2)
, (15)
and using the following equations, one can compute the accuracy term:
∫ +1/2
−1/2
d
(
xtrack
p
)
(f+n − f−n)2 =
[
2δ ln
(
exp[xtrack/p−µ+n2δ ] + 1
exp[−xtrack/p−µ−n2δ ] + 1
)
− 2δ
exp[−xtrack/p−µ+n2δ ] + 1
+
2δ
exp[xtrack/p−µ−n2δ ] + 1
− 4δ
exp[µ+n−µ−n2δ ]− 1
ln
(
exp[xtrack/p−µ−n2δ ] + 1
exp[xtrack/p−µ+n2δ ] + 1
)]+1/2
−1/2
,
(16)
∫ +1/2
−1/2
d
(
xtrack
p
)
(f+n − f−n) (f+n′ − f−n′) =
1 + 2δ

ln(exp [−xtrack/p− µ+n
2δ
+ 1
]) 1
exp
[
−µ−n′−µ+n2δ
]
− 1
− 1
exp
[
µ+n′−µ+n
2δ
]
− 1


+ ln
(
exp
[
−xtrack/p− µ−n
2δ
+ 1
]) 1
exp
[
−µ−n′−µ−n2δ
]
− 1
− 1
exp
[
µ+n′−µ−n
2δ
]
− 1


+ ln
(
exp
[
−xtrack/p− µ+n′
2δ
+ 1
]) 1
exp
[
µ+n′−µ−n
2δ
]
− 1
− 1
exp
[
−µ+n′−µ+n2δ
]
− 1


+ ln
(
exp
[
−xtrack/p− µ−n′
2δ
+ 1
]) 1
exp
[
µ
−n′
−µ−n
2δ
]
− 1
− 1
exp
[
−µ−n′−µ+n2δ
]
− 1




+1/2
−1/2
,
(17)
∫ +1/2
−1/2
d
(
xtrack
p
)
xtrack
p
(f+n − f−n) =2δ
[
xtrack
p
ln
{(
exp
[
xtrack/p− µ+n
2δ
]
+ 1
)(
exp
[
−xtrack/p− µ−n
2δ
]
+ 1
)}
+ 2δ
{
DiLog
(
− exp
[
xtrack/p− µ+n
2δ
])
−DiLog
(
− exp
[
−xtrack/p− µ−n
2δ
])}]+1/2
−1/2
,
(18)
where DiLog is defined as -
∫ x
0
ln(1−t)
t dt, and implemented in ROOT framework[8, 9], and∫ +1/2
−1/2
d
(
xtrack
p
)(
xtrack
p
)2
=
1
12
. (19)
Figs. 16, 17, and 18 show fitting results with using the sigmoid expression model for a silicon detector
case, a Micromegas-based detector case and a GEM-based detector case. For GEM-based detectors, an
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additional parameter ∆W prfp must be introduced to consider the diffusion in the induction region, and µ±n
in Equation (4) is modified as:
µ±n := ±
(
n− 1
2
−
√
(∆Wp)
2
+
(
∆W prfp
)2)
. (20)
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Figure 16: The two-parameter model with sigmoid functions compared to the simulation for silicon detector configuration. To
compute χ2, a fixed error of 0.0005 is assumed to each simulation point.
4.5. Cluster size
The cluster size is defined as the average number of hit strips. Using f±n defined in the previous sections,
the cluster size is expressed by
Cluster Size = 1 +
∫ +1/2
−1/2
d
(
xtrack
p
){ ∞∑
n=1
(f+n + f−n)
}
. (21)
If adopting the sigmoid definition of Equation (14), it can be rewritten as follows:
Cluster Size = 1 +
∞∑
n=1
{
2 + 2δ
[
ln
(
exp
[
−xtrack/p− µ+n
2δ
]
+ 1
)
− ln
(
exp
[
xtrack/p− µ−n
2δ
]
+ 1
)]+1/2
−1/2
}
.
(22)
An example plot of Equation(22) is shown in Fig. 19 together with the simulation result. The result shows
that the two-parameters can describe the cluster size as well as the spatial resolution.
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Figure 17: The two-parameter model with sigmoid functions compared to the simulation for Micromegas-based detector
configuration. To compute χ2, a fixed error of 0.0005 is assumed to each simulation point.
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Figure 18: The two-parameter model with sigmoid functions compared to the simulation for GEM-based detector configuration.
To compute χ2, a fixed error of 0.0005 is assumed to each simulation point.
4.6. An idea for optimizing the spatial resolution
If the spatial resolution is dominated by the accuracy term, and once the spatial resolution and the cluster
size are measured, one can obtain the two model parameters (∆Wp and δ) from an experiment by solving the
simultaneous equations of (15) and (22). As seen in Figs. 16, 17, and 18, the two-parameter model will give
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Figure 19: Cluster size compared with the two-parameter model with sigmoid functions and the simulation for silicon detector
configuration. The parameters for the model are same as the ones obtained by fitting the spatial resolution.
the potential performances of the spatial resolution for detectors, and thus will give a guiding principle to
optimize the spatial resolution for instance by changing electronics threshold, the electric field, gas mixture
or readout pitch.
To demonstrate this new idea of the optimization, suppose a silicon detector characterized by (σx/p)
2 =
0.0655 and the cluster size of 1.975. Here we took specific numbers from Figs. 16 and 19, which correspond
to the values at σd/p = 0.15 respectively, so that we can validate findings by comparing with the simulation
results. Practically these two values are expected to be measured in an experiment. ∆Wp = 0.487 and
δ = 0.0164 were obtained by numerically solving the simultaneous equations of (15) and (22).
A model given by δ/∆Wp = 0.0337 predicts potential evolutions of the spatial resolution with respect
to ∆Wp, which is drawn in the blue line in Fig. 20. The original point ∆Wp = 0.487 is highlighted in the
red star in the same figure. In this example, the condition is not optimized at all in terms of the spatial
resolution, which means the model indicates possibilities to improve the spatial resolution by changing ∆Wp.
This result is consistent with the simulation in Fig. 16.
5. Conclusion
From our simulation, we found that the spatial resolution with the binary readout has characteristic
behaviors. In some cases the spatial resolution with the binary readout is better than the one with the
analogue readout. To obtain a better understanding on the spatial resolution with the binary readout,
we first defined the accuracy term and the precision term that can be separately computed. Secondly we
introduced the one-parameter model that uses ∆Wp to explain the wavy structure of the accuracy term and
the two-parameter model that uses an additional parameter named δ as well as ∆Wp to take into account
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Figure 20: A model given by δ/∆W = 0.0337. The blue line shows potential performances and the red star indicates the
original performance (σx/p)2 = 0.0655 which was used as one of the inputs.
fluctuations of ∆Wp. The two-parameter model is applicable for silicon detectors and Micromegas-based
detectors. With one more additional parameter, the model can be also used for GEM-based detectors. Once
the two parameters for a silicon detector or a Micromegas-based detector are found by measuring the spatial
resolution and the cluster size, one can obtain an overview of the potential performances by building a two-
parameter model for the detector. Therefore the models can give an idea to improve the spatial resolution
by optimizing the detector gap size, the strip pitch, electric field in the drift region, comparator threshold,
etc. For GEM-based detectors, an additional measurement is required to determine the diffusion effect in
the induction region.
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