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Abstract
Some bacteria move inside cells by recruiting the actin filaments of the host cells. The filaments are
polymerized at the back surface of the bacteria, and they move away, forming a “comet” tail behind the
bacterium, which consists of gel network. We develop a one-dimensional mathematical model of the gel
based on partial differential equations which involve the number of filaments, the density and velocity of the
gel, and the pressure. The two end-points of the gel form two free boundaries. The resulting free boundary
problem is rather non-standard. We prove local existence and uniqueness.
© 2006 Elsevier Inc. All rights reserved.
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0. Introduction: Actin-based propulsion of Listeria
Listeria monocytogenes are ubiquitous bacteria that can cause serious diseases. They grow
directly inside the infected host cells and move rapidly throughout them using a remarkable form
of actin-based motility. The actin filaments are recruited from the cytosol of the host cells. The
bacterium stimulates the creation of actin polymers near the “back” side of the bacterium. The
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polymers then move away from the back side of the bacterium into the cytosol of the host cell
and, as a result of several chemical reactions, they undergo gradual depolymerization. The actin
filaments become on the average shorter as they move away from the bacterium. The collection
of the filaments forms a shape of a “comet tail” behind the bacterium. The comet tail is a gel
made up of short actin filaments cross-linked into a meshwork. As the filaments reach the far end
of the comet tail they begin to fall apart, and the loose filaments diffuse freely in the cell cytosol,
and find their way to the back side of the bacterium, where they are again recruited to form new
polymers. New actin filaments polymerization occurs only at the front end of the tail, adjacent to
the back surface of the bacterium. The introduction of these actin polymers, and the subsequent
depolymerization process within the gel of the comet tail, generate forces which propel Listeria
forward with velocity V while the gel filaments move with velocity w in the opposite direction:
Fig. 1 illustrates the bacterium motion.
The motion of Listeria was studied primarily from the point of view that emphasizes chemistry
and geometric arrangement of actin filaments; see [2,3,5–7] and the references therein. More
recently, B.V. Bazaliy, Y.B. Bazaliy and A. Friedman [1] developed a three-dimensional model
of large deformation of the circulating gel. Although the model equations are quite complicated,
they were able to draw some physical conclusions in the case where the comet tail is a slab
moving with uniform velocity.
In the present paper we consider the one-dimensional domain, since already in this case one
is confronted with interesting mathematical challenges. In Section 1 we introduce the model,
as a free boundary problem for a system of partial differential equations. In Section 2 we re-
duce the system to another system in a fixed domain. In Sections 3, 4 we prove local existence
and uniqueness of a solution. Finally, in Section 5 we prove the existence of travelling wave
solutions.
1. Statement of the problem
We introduce the following variables:
ρ(x, t) = density of the gel,
w(x, t) = velocity of the gel,
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n(x, t) = number density of the filaments.
We denote the front end of the gel by x = f (t); this is the end-point in touch with the back
of the Listeria. The rear end of the gel will be denoted by x = r(t), this is where the filaments
break down. Thus the region occupied by the gel is Ω(t) = {f (t) < x < r(t)}.
In [1] we introduced also the length of filaments. If we denote the length of filaments at (x, t)
by lf (x, t), then ρ(x, t) = constn(x, t)lf (x, t). We assume, as in [1], that the length of filaments
decreases as their distance from the front end increases, namely,
∂lf
∂t
+ w∂lf
∂x
= −k1 (k1 is a positive constant). (1.1)
By conservation of the number of filaments,
∂n
∂t
+ ∂
∂x
(nw) = 0 in Ω(t). (1.2)
Using (1.2), we can express (1.1) as a conservation law for the density ρ:
∂ρ
∂t
+ ∂
∂x
(ρw) = −kn in Ω(t) (k is the positive constant). (1.3)
In the sequel we shall work with ρ rather than with lf , and so we shall not use Eq. (1.1).
We next write the balance between the force that pulls the gel forward and the drag forces in
the form
bw = −∂p
∂x
in Ω(t) (b is a positive constant). (1.4)
The underlying assumptions with respect to (1.4) are that the motion happens at low Reynolds
number so that acceleration can be ignored, and that the gel network is sparse so that the distur-
bance of fluid flow created by each filament does not affect the fluid flow near other filaments.
The drag force is then calculated by each filament, and thus b = b(ρ) is proportional to the gel
density ρ. To simplify the mathematical analysis we shall take b = const; our results, however,
can be extended to general b(ρ).
We next need a constitutive law for the pressure p. The deformation of a piece of gel is given
by n−n0, where n0 is the value of n at the polymerization surface of the bacteria and n describes
the density of cross-linked polymer filaments; n0 is a positive constant. The most general formula
for the pressure would be
p = p0 + P(ρ,n − n0),
where p0 is the pressure at the surface of the bacteria. Experimentally, the expression for
P(ρ,n − n0) is not known. We shall assume that P(ρ,n − n0) = E · (n − n0), so that
p = p0 + E · (n − n0) (E is a positive constant). (1.5)
Our analysis can be extended to include a case like E = E(ρ). However there is no point in
considering this more general but more complicated case, as long as predictions based on (1.5)
have not been compared to experiments.
According to [6,7]
p0(t) = ps(w + V ), (1.6)
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is defined experimentally. In the sequel we shall take, for simplicity,
ps(z) = β − αz, (1.7)
where α,β are positive constants.
We introduce the boundary conditions
ρ|x=f (t) = ρ0, (1.8)
where we assume that ρ0 = const > 0, and
p|x=r(t) = 0. (1.9)
Condition (1.9) follows from the fact that the gel disintegrates at x = r(t) and thus has vanishing
pressure.
We next introduce the free boundary conditions
df
dt
= V (t) = −p0(t)
μ
, p0(t) = p|x=f (t), (1.10)
w|x=r(t) − dr
dt
= ν
ρ − ρd
∣∣∣∣
x=r(t)
, ν = const > 0,
ρd = dn2/3
∣∣
x=r(t), d = const > 0. (1.11)
Equation (1.10) is a drag law where μ is a positive constant proportional to the viscosity of the
cytosol. Condition (1.11) describes the motion of the rear end-point due to the depolymerization
process, as already explained in [1]. The expression for ρd is a consequence of the fact that
ρ = constnlf and the assumption that at x = r(t) the average distance between filaments is
proportional to the filaments length: n−1/3 = const lf .
We finally prescribe initial data:
ρ(x,0) = ρ̂0(x), n(x,0) = n̂0(x), f (0) = 0, r(0) = r0 > 0, (1.12)
where
ρ̂0(x) δ > 0, n̂0(x) δ > 0. (1.13)
If we substitute w from (1.4) into (1.2) and use (1.5), we obtain
∂n
∂t
− E
b
∂
∂x
(
n
∂n
∂x
)
= 0 in Ω(t). (1.14)
Recall that n(f (t), t) = n0 = const. Using also (1.9), (1.5), (1.10) and (1.12), we get the bound-
ary and initial conditions
n
(
f (t), t
)= n0, n(r(t), t)= n0 + μ
E
df
dt
, n(x,0) = n̂0(x). (1.15)
Similarly, substituting w from (1.4) into (1.3) and using (1.5), we obtain
∂ρ
∂t
− E
b
∂n
∂x
∂ρ
∂x
= ρE
b
∂2n
∂x2
− kn in Ω(t). (1.16)
From (1.8), (1.12) we also have
ρ
(
f (t), t
)= ρ0 = ρ̂0(0), ρ(x,0) = ρ̂0(x). (1.17)
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(1.10) in the form
df
dt
= −E
b
α
μ − α
∂n
∂x
− β
μ − α on x = f (t), f (0) = 0. (1.18)
Using (1.4), (1.5) we can rewrite (1.11) in the form
dr
dt
= −E
b
∂n
∂x
− ν
ρ(r(t), t) − dn2/3(r(t), t) , r(0) = r0. (1.19)
We assume that
n0 = n̂0(0) δ > 0, μ > α, ρ̂0(r0) − dn̂2/30 (r0) δ > 0 (1.20)
and set
E = E/b, μ = μ/E, α = α
μ − α , β =
β
μ − α . (1.21)
Thus, the Listeria problem is reduced to the study of the free boundary problem described by
system (1.14)–(1.19), namely: Find functions n(x, t), ρ(x, t) and f (t), r(t) which solve system
(1.14)–(1.19).
2. Reduction to a problem in a fixed domain
Take a function χ(z) ∈ C∞ such that χ(z) = 0 for |z| > δ0/4 and χ(z) = 1 for z ∈
(−δ0/8, δ0/8) where 0 < δ0 < r0/2, and let
R(y, t) = f (t)χ(y) + (r(t) − r0)χ(y − r0); R(y,0) = 0. (2.1)
We introduce a change of variables by
x = y + R(y, t), (2.2)
and set G = (0, r0), GT = G × (0, T ). Then (2.2) defines a one-to-one mapping (x, t) → (y, t)
from
⋃
0tT (Ω(t), t) onto GT , at least for small T .
From (2.2) we have
∂y
∂x
= 1
1 + Ry ,
∂y
∂t
= − Rt
1 + Ry . (2.3)
Set n(x, t) = n(x(y, t), t) = n(y, t), ρ(x, t) = ρ(y, t). Then we can transform system (1.14)–
(1.19) into the system for n, ρ in GT . After dropping the bar sign in the variables n, ρ and in the
constants in (1.21), we obtain the following system:
∂n
∂t
− Rt
1 + Ry
∂n
∂y
− E
1 + Ry
∂
∂y
(
n
1 + Ry
∂n
∂y
)
= 0 in GT , (2.4)
from (1.14), with
n(0, t) = n0, n(r0, t) = n0 + μdf
dt
, n(y,0) = n̂0(y); (2.5)
∂ρ
∂t
−
[
Rt
1 + Ry +
E
(1 + Ry)2
∂n
∂y
]
∂ρ
∂y
= ρ E
1 + R
∂
∂y
(
1
1 + R
∂n
∂y
)
− kn in GT , (2.6)y y
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ρ(0, t) = ρ0, ρ(y,0) = ρ̂0(y); (2.7)
and
df
dt
= −Eα∂n
∂y
− β on y = 0, f (0) = 0, (2.8)
dr
dt
= −E∂n
∂y
− ν
ρ(r0, t) − dn2/3(r0, t) on y = r0, (2.9)
with
r(0) = r0, ρ(r0,0) − dn2/3(r0,0) δ > 0. (2.10)
3. Solution of (2.6)–(2.7)
Setting
a0(y, t) = E1 + Ry
∂
∂y
(
1
1 + Ry
∂n
∂y
)
, b0(y, t) = −kn(y, t),
a(y, t) = −
[
Rt
1 + Ry +
E
(1 + Ry)2
∂n
∂y
]
,
we can rewrite (2.6)–(2.7) in the form
∂ρ
∂t
+ a(y, t)∂ρ
∂y
= a0(y, t)ρ + b0(y, t), ρ(y,0) = ρ̂0(y), ρ(0, t) = ρ̂0(0). (3.1)
We assume that
a(y, t) > 0 (3.2)
and proceed to solve (3.1) by the method of characteristics. The characteristic curves are defined
by
dy
dt
= a(y, t), y(0) = s. (3.3)
We denote the solution by y = μ(s, t) and introduce the inverse function s = γ (y, t) of y =
μ(s, t), so that y ≡ μ(γ (y, t), t); note that the inverse function exists since (∂μ/∂s)(s,0) = 1.
For any function y = y(t), the solution z = z(s, t) of
dz
dt
= a0(y, t)z + b0(y, t), z(s,0) = ρ̂0(s) (3.4)
is given by
z(s, t) =
{
ρ̂0(s) +
t∫
0
b0
(
y(τ), τ
)
exp
[
−
τ∫
0
a0
(
y(τ ′), τ ′
)
dτ ′
]
dτ
}
× exp
[ t∫
a0
(
y(τ), τ
)
dτ
]
.0
90 B. Bazaliy et al. / J. Math. Anal. Appl. 328 (2007) 84–100In order to solve (3.1) we have to replace the derivative dz/dt in (3.4) by a derivative along
the characteristic curve passing through (y, t). This is done by taking ρ(y, t) = z(s, t) where
s = γ (y, t) and y(τ) = μ(s, τ ). We then obtain the representation
ρ(y, t) =
{
ρ̂0
(
γ (y, t)
)+ t∫
0
b0
(
μ
(
γ (y, t), τ
)
, τ
)
N−
(
γ (y, t), τ
)
dτ
}
N+
(
γ (y, t), t
)
≡ Φ(γ (y, t), t), (3.5)
where N±(s, t) = exp[±
∫ t
0 a0(μ(s, q), q) dq].
Remark 3.1. Condition (3.2) is satisfied if ∂n/∂y  0, f (t) and r(t) − r0 are sufficiently small,
and f ′(t) < 0, r ′(t) < 0.
We introduce the Hölder space (see [4]) Cm+α,(m+α)/2y,t (GT ) where m is any integer  0, and
α ∈ (0,1), and more generally the anisotropic Hölder spaces Ck1,k2y,t (GT ), and for simplicity drop
the subscripts y, t.
Remark 3.2. Later on we shall need the following fact: If f ∈ C2+α/2[0, T ], r ∈ C1+α/2[0, T ]
and the solution n of (2.4)–(2.5) is in C2+α,(2+α)/2(GT ), then
ρ ∈ C1(GT ). (3.6)
To prove this we note that Rt and Ry belong to C∞,α/2(GT ) and hence a ∈ C1+α,α/2(GT ).
It follows that the characteristic curves defined above are in C1+α/2. From (3.5) we have
∂ρ
∂t
= ∂Φ
∂t
+ ∂Φ
∂γ
∂γ
∂t
,
∂ρ
∂y
= ∂Φ
∂γ
∂γ
∂y
. In order to prove (3.6) it suffices to establish the existence
and continuity of the function ∂Φ/∂γ. Formally we can write
∂Φ
∂γ
=
{
∂ρ̂0
∂s
+
t∫
0
∂b0
∂y
(
μ(s, τ ), τ
)∂μ
∂s
(s, τ )N−(s, τ ) dτ
}
N+(s, t)
−
t∫
0
b0
(
μ(s, τ ), τ
)( τ∫
0
∂a0
∂y
(
μ(s, r), r
)∂μ
∂s
(s, r) dr
)
N−(s, τ ) dτ N+(s, t)
+
{
ρ̂0
(
γ (y, t)
)+ t∫
0
b0
(
μ
(
γ (y, t), τ
)
, τ
)
N−
(
γ (y, t), τ
)
dτ
}
×
( t∫
0
∂a0
∂y
(
μ(s, r), r
)∂μ
∂s
(s, r) dr
)
N+(s, t), (3.7)
with the substitution s = γ (y, t).
From the definition of the functions a0(y, t) and b0(y, t) it follows that ∂b0∂y ∈
C1+α,(1+α)/2(GT ), but ∂a0 does not exist since it involves ∂3n/∂y3. Hence, in order to vali-∂y
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to prove the existence and continuity of the formal integral
I =
t∫
0
∂a0
∂y
(
μ(s, τ ), τ
)∂μ
∂s
(s, τ ) dτ
which appears in (3.7). Using the differential equation (2.4), we can write
a0 = E1 + Ry
∂
∂y
(
1
1 + Ry
∂n
∂y
)
= j1 + j2,
j1 = 1
n
∂n
∂t
, j2 = − Rt1 + Ry
1
n
∂n
∂y
− 1
n
E
(1 + Ry)2
(
∂n
∂y
)2
.
Thus
I = ∂
∂y
t∫
0
a0(y, τ )
∂μ
∂s
(s, τ ) dτ = I1 + I2,
where
Ik = ∂
∂y
t∫
0
jk
∂μ
∂s
(s, τ ) dτ, k = 1,2.
Since n(y, t) has two continuous derivatives in y, the function I2 is well defined and is continu-
ous in GT . As for I1, we can write
I1 = ∂
∂y
t∫
0
(
∂
∂τ
lnn
)
∂μ
∂s
(s, τ ) dτ
= ∂
∂y
{(
∂μ
∂s
lnn
)τ=t
τ=0
−
t∫
0
lnn
∂2μ
∂s∂τ
(s, τ ) dτ
}
= ny
n
∂μ
∂s
− ny
n
∣∣∣∣
t=0
∂μ
∂s
(s,0) −
t∫
0
ny
n
∂2μ
∂s∂τ
(s, τ ) dτ.
If we use the relation ∂
2μ
∂s∂t
= ∂a
∂y
∂μ
∂s
and the fact that (by (1.13)) n(y, t) δ/2 for t small, we then
see that I1 is also well defined and is continuous. By standard approximation we conclude that
the formal representation (3.7) is indeed valid and the right-hand side is a continuous function in
GT , so that (3.6) holds.
4. Local solvability of system (2.4)–(2.9)
4.1. The consistency conditions for (2.4)–(2.5)
We assume that
n̂0(y) ∈ C4+α(G), ρ̂0(y) ∈ C1+α(G). (4.1)
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f ′(0) = −Eα∂n̂0
∂y
∣∣∣∣
y=0
− β, (4.2)
r ′(0) = −E∂n̂0
∂y
∣∣∣∣
y=r0
− ν
ρ̂0(r0) − dn̂2/30 (r0)
. (4.3)
The consistency conditions of order 1 for (2.4)–(2.5) at y = 0 are
n0 = n̂0(0),
(
Rt |t=0 ∂n̂0
∂y
+ E ∂
∂y
(
n̂0
∂n̂0
∂y
))
y=0
= 0.
Since Rt |t=0 = f ′(0), using (4.2) we can write the second consistency condition in the form
Eα
(
∂n̂0
∂y
)2
+ β ∂n̂0
∂y
= E ∂
∂y
(
n̂0
∂n̂0
∂y
)
at y = 0. (4.4)
From (2.8) we get
d2f
dt2
∣∣∣∣
t=0
= −Eα ∂
2n
∂t∂y
∣∣∣∣
y=0, t=0
= −Eα
[
f ′(0)∂
2n̂0
∂y2
+ E ∂
2
∂y2
(
n̂0
∂n̂0
∂y
)]
y=0
. (4.5)
The consistency condition of (2.4)–(2.5) at y = r0 is
∂n
∂t
∣∣∣∣
y=r0, t=0
= μd
2f
dt2
∣∣∣∣
t=0
,
where f ′′(0) is given by (4.5) and f ′(0) is given by (4.2), or
−Eαμ
[
−
(
Eα
∂n̂0
∂y
+ β
)
∂2n̂0
∂y2
+ E ∂
2
∂y2
(
n̂0
∂n̂0
∂y
)]
y=0
=
[
−
(
E
∂n̂0
∂y
+ ν
ρ̂0(r0) − dn̂2/30 (r0)
)
∂n̂0
∂y
+ E ∂
∂y
(
n̂0
∂n̂0
∂y
)]
y=r0
. (4.6)
We shall henceforth need to assume that the consistency conditions (4.4), (4.6) are satisfied.
In addition we shall need to impose the consistency condition of the second order at y = 0,
namely,
0 = ∂
2n
∂t2
= ∂
∂t
[
Rt
∂n
∂y
+ E ∂
∂y
(
n
∂n
∂y
)]
at y = 0, t = 0. (4.7)
where the right-hand side is computed by using (2.4).
For simplicity we assume that
∂
j
y n̂0(0) = 0 for 1 j  4, ∂jy n̂0(r0) = 0 for 1 j  2. (4.8)
Then the consistency conditions (4.4), (4.6), (4.7) are all satisfied. We shall also assume that
∂n̂0(y)
∂y
 0, 0 < y < r0, (4.9)
so that, by Remark 3.1, condition (3.2) should hold for small t.
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f ′(0) = l1, f ′′(0) = l2, r ′(0) = m1. (4.10)
In view of (4.8)
l1 = −β, l2 = 0, m1 = − ν
ρ̂(r0) − dn̂2/30 (r0)
.
4.2. A functional equation
In the Banach space C
4+α
2 ([0, T ]) we introduce the closed set
F = {g(t) ∈ C 4+α2 ([0, T ]): g(0) = 0, g′(0) = l1, g′′(0) = l2}
and write
‖g‖F = max
t∈[0,T ]
∣∣g(t)∣∣+ max
t∈[0,T ]
∣∣g′(t) − l1∣∣+ max
t∈[0,T ]
∣∣g′′(t) − l2∣∣+ 〈g′′〉(α/2)t ,
where
〈g〉(α)t = sup
0s<tT
|g(t) − g(s)|
|t − s|α .
Similarly, in the Banach space C
2+α
2 ([0, T ]) we introduce the closed set
R = {g(t) ∈ C 2+α2 ([0, T ]): g(0) = r0, g′(0) = m1}
and write
‖g‖R = max
t∈[0,T ]
∣∣g(t) − r0∣∣+ max
t∈[0,T ]
∣∣g′(t) − m1∣∣+ 〈g′〉(α/2)t .
Given f ∈ F, r ∈ R, let n(y, t;f, r) be the solution of (2.4)–(2.5) in GT . Because of our
assumptions that the consistency conditions of order 1 at y = r0 and of order 2 at y = 0 are
satisfied, we can apply the parabolic Schauder estimates [4]:
‖n‖C2+α,(2+α)/2(GT )  const
(‖̂n0‖C2+α(G) + ‖f ′‖C(2+α)/2([0,T ])), (4.11)∥∥nχ(y)∥∥
C4+α,(4+α)/2(GT )  const‖̂n0‖C4+α(G), (4.12)
where χ(y) is defined in Section 2.
Denote by ρ(r0, t;f, r) the solution of (3.1) with coefficients that are defined by n(y, t;f, r),
f (t), r(t), and introduce functions f˜ (t), g˜(t) by
df˜
dt
= −Eα∂n
∂y
(0, t;f, r) − β ≡ q1(0, t;f, r), f˜ (0) = 0, (4.13)
dr˜
dt
= −E∂n
∂y
(r0, t;f, r) − ν
ρ(r0, t;f, r) − dn2/3(r0, t;f, r) ≡ q2(r0, t;f, r),
r˜(0) = r0. (4.14)
Note that, by (4.11) and (4.12),
∂n
∂y
(0, t;f, r) ∈ C(3+α)/2([0, T ]), (4.15)
∂n
(r0, t;f, r) ∈ C(1+α)/2
([0, T ]). (4.16)
∂y
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ρ(r0, t;f, r) − dn2/3(r0, t;f, r) ∈ C1
([0, T ]) (4.17)
and, by (1.20),
ρ(r0, t;f, r) − dn2/3(r0, t;f, r) δ1 > 0 for 0 t  T , (4.18)
provided T is sufficiently small.
From (4.13)–(4.18) we see that
f˜ (t) =
t∫
0
q1(0, τ ;f, r) dτ, q1 ∈ C1+ 1+α2
([0, T ]), (4.19)
r˜(t) =
t∫
0
q2(r0, τ ;f, r) dτ + r0, q2 ∈ C 1+α2
([0, T ]). (4.20)
We introduce the space L = F × R and write
‖z‖L = ‖f ‖F + ‖r‖R
for z(t) = (f (t), r(t)). We define a mapping Γ by
Γ (f, r) = (f˜ , r˜ ). (4.21)
Then a fixed point of Γ in L is a solution of the free boundary problem (2.4)–(2.9).
4.3. The fixed point theorem
Denote by B1 the closed set ‖z‖L  1 in L. From the considerations of Section 4.2 we deduce
that
‖q1‖C1+(1+α)/2(0,T )  C0, ‖q2‖C(1+α)/2(0,T )  C0, (4.22)
where C0 is a constant independent of (f, r) ∈ B1. Hence, by (4.19), (4.20),
max
t∈[0,T ]
|f˜ | T C0, max
t∈[0,T ]
|˜r| T C0. (4.23)
The consistency conditions at y = 0 and y = r0 imply that relations (4.10) hold also for f˜ , r˜ .
Furthermore, estimate (4.23) easily implies that (f˜ , r˜ ) ∈ B1 if T is sufficiently small; for exam-
ple,
max
t∈[0,T ]
|f˜ ′′(t1) − f˜ ′′(t2)|
|t1 − t2|α/2 = maxt∈[0,T ]
|q ′1(0, t1;f, r) − q ′1(0, t2;f, r)|
|t1 − t2|α/2
 21/2T 1/2〈q ′1〉(
1+α
2 )
t  21/2T 1/2C0.
Thus the mapping Γ in (4.21) maps B1 into B1.
We next show that, for any z1, z2 in B1,∥∥Γ (z1) − Γ (z2)∥∥  q‖z1 − z2‖L for some q < 1. (4.24)L
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(2.5), corresponding (fi, ri), for i = 1,2. Then
∂ni
∂t
− Ai ∂ni
∂y
− Di ∂
∂y
(
Dini
∂ni
∂y
)
= 0, i = 1,2, (4.25)
where
Ai = Rit1 + Riy , Di =
E1/2
1 + Riy , Ri = fiχ(y) + (ri − r0)χ(y − r0), i = 1,2.
Setting v = n1(y, t) − n2(y, t), we then have
∂v
∂t
− A1 ∂v
∂y
− D1 ∂
∂y
(
D1n1
∂v
∂y
)
− D1 ∂
∂y
(
D1v
∂n2
∂y
)
= (A1 − A2)∂n2
∂y
+ D1 ∂
∂y
(
(D1 − D2)n2 ∂n2
∂y
)
+ (D1 − D2) ∂
∂y
(
D2n2
∂n2
∂y
)
(4.26)
and
v(y,0) = 0, v(0, y) = 0, v(r0, t) = μ
(
f ′1 − f ′2
)≡ C1 − C2,
(A1 − A2)|t=0 = 0, (D1 − D2)|t=0 = 0, ∂v
∂t
(y,0) = 0. (4.27)
Since Ai = (fi )t χ(y)1+fi (t)χ(y) near y = 0 and Ai =
(ri )t χ(y−r0)
1+(ri (t)−r0)χ(y−r0) near y = r0, we can use the
parabolic Schauder estimates [4] to deduce that, near y = 0,
‖v‖C4+α,(4+α)/2(G0T )
 const
(‖A1 − A2‖C2+α,(2+α)/2(G0T ))
+ const(‖D1 − D2‖C2+α,(2+α)/2(G0T ) + ‖D1y − D2y‖C2+α,(2+α)/2(G0T )), (4.28)
and near y = r0
‖v‖C2+α,(2+α)/2(G1T )
 const
(‖A1 − A2‖Cα,α/2(G1T ) + ‖D1 − D2‖Cα,α/2(G1T ))
+ const(‖D1y − D2y‖Cα,α/2(G1T ) + ‖C1 − C2‖C(2+α)/2([0,T ])), (4.29)
where G0 and G1 are some neighborhoods of y = 0 and y = r0 respectively, the norms on the
right-hand side of (4.28), (4.29) are finite, and the constants are independent of z ∈ B1.
From (4.27), (4.26) it follows that ∂2v/∂t∂y(y,0) = 0. Using (4.28), we then get
max
t∈[0,T ]
∣∣∣∣ ddt ∂v∂y (0, t)
∣∣∣∣ T 1+α2 〈 ddt ∂v∂y (0, t)
〉((1+α)/2)
t
 constT 1+α2 ‖f1t − f2t‖
C
2+α
2 ([0,T ]) (4.30)
and, consequently, also
max
t∈[0,T ]
∣∣∣∣∂v∂y (0, t)
∣∣∣∣ constT 3+α2 ‖f1t − f2t‖C 2+α2 ([0,T ]). (4.31)
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d
dt
∂v
∂y
(0, t)
〉(α/2)
t
= max
t1,t2∈[0,T ]
| d
dt
∂v
∂y
(0, t1) − ddt ∂v∂y (0, t2)|
|t1 − t2|α/2
 T 1/2
〈
d
dt
∂v
∂y
(0, t)
〉((1+α)/2)
t
 constT 1/2‖f1t − f2t‖
C
2+α
2 ([0,T ]). (4.32)
Setting Γ (f, r) = (Γ1(f, r),Γ2(f, r)), we conclude from (4.30)–(4.32) that∥∥Γ1(f1, r1) − Γ1(f2, r2)∥∥F  q(T )‖z1 − z2‖L (4.33)
with q(T ) → 0 as T → 0.
To prove a similar estimate for Γ2(f, r) consider the function q2(r0, t;f, r) from (4.14). We
can write
q2(r0, t;f, r) = q21(r0, t;f, r) + q22(r0, t;f, r),
where
q21 = −E∂n
∂y
(r0, t;f, r), q22 = − ν
ρ(r0, t;f, r) − dn2/3(r0, t;f, r) .
The function q21 can be treated similarly to q1 above. It therefore remains to consider q22 and
prove that∥∥q22(r0, t;f1, r1) − q22(r0, t;f2, r2)∥∥Cα/2([0,T ])  q(T )‖z1 − z2‖L, (4.34)
where q(T ) → 0 as T → 0. Clearly
q22(r0, t;f1, r1) − q22(r0, t;f2, r2) = ν ρ2 − ρ1 + d(n
2/3
1 − n2/32 )
(ρ1 − dn2/31 )(ρ2 − dn2/32 )
, (4.35)
where ρk = ρ(r0, t;fk, rk), nk = n(r0, t;fk, rk), k = 1,2. We shall estimate the difference
ρ2 − ρ1 by using the equations
∂ρi
∂t
+ ai(y, t)∂ρi
∂y
= a0i (y, t)ρi + b0i (y, t), ρi(y,0) = ρ0(y), i = 1,2, (4.36)
where
ai(y, t) = −
[
Rti
1 + Ryi +
E
(1 + Ryi)2
∂ni
∂y
]
,
a0i (y, t) = E1 + Ryi
∂
∂y
(
n
1 + Ryi
∂ni
∂y
)
, b0i = −kni.
By (3.5)
ρi(y, t;fi, ri) =
{
ρ̂0(si) +
t∫
0
b0i
(
μ(si, τ ), τ
)
N−i (si , τ )
}
N+i (si , t), (4.37)
where si = γi(y, t) and the functions N±i (si , t) are defined as in Section 3. We first estimate the
difference
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= (ρ̂0(s2) − ρ̂0(s1))N+2(s2, t) + ρ̂0(s1)(N+2(s2, t) − N+1(s1, t))= i1 + i2 (4.38)
at the point y = r0. From our assumption in (4.1) it follows that |i1|  const|s2 − s1|. From
Eq. (3.3) we get
y =
t∫
0
a(y, τ ) dτ + s, (4.39)
and, hence, at y = r0,
s2 − s1 =
t∫
0
(
a1(r0, τ ) − a2(r0, τ )
)
dτ
=
t∫
0
[
− r
′
1(τ )
1 + r1(τ ) +
r ′2(τ )
1 + r2(τ ) −
E
(1 + r1(τ ))2
∂n1
∂y
+ E
(1 + r2(τ ))2
∂n2
∂y
]
dτ,
(4.40)
so that
|s2 − s1| const
t∫
0
[∣∣r ′2 − r ′1∣∣+ |r2 − r1| + ∣∣∣∣∂n1∂y − ∂n2∂y
∣∣∣∣]dτ.
Using (4.29), we obtain
max
t∈[0,T ]
|s2 − s1| constT ‖z1 − z2‖L. (4.41)
One can also deduce from (4.40) that
〈s2 − s1〉(α/2)t  constT 1−α/2‖z1 − z2‖L. (4.42)
From the estimates (4.41), (4.42), we can derive the bound
max
t∈[0,T ]
|i1| + 〈i1〉(α/2)t  q(T )‖z1 − z2‖L, q(T ) → 0 as T → 0.
We next turn to estimating i2. By definition,
N+2(s2, t) − N+1(s1, t)
= exp
[ t∫
0
a02 dτ
]
− exp
[ t∫
0
a01 dτ
]
= exp
[ t∫
0
E
(1 + r1(τ ))2
∂2n1
∂y2
(r0, τ ) dτ
]
× exp
t∫ [
E
(1 + r2(τ ))2
∂2n2
∂y2
(r0, τ ) − E
(1 + r1(τ ))2
∂2n1
∂y2
(r0, τ )
]
dτ.0
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max
t∈[0,T ]
|N+2 − N+1| constT ‖z1 − z2‖L,
〈N+2 − N+1〉(α/2)t  constT 1−α/2‖z1 − z2‖L,
so that
max
t∈[0,T ]
|i2| + 〈i2〉(α/2)t  q(T )‖z1 − z2‖L, q(T ) → 0 as T → 0. (4.43)
From (4.38) we then conclude that
max
t∈[0,T ]
|I | + 〈I 〉α/2t  q(T )‖z1 − z2‖L, q(T ) → 0 if T → 0.
Using (4.37) we can write ρ1 −ρ2 as a sum of differences. One such difference is the function
I which was just estimated. The other differences can be estimated in a similar way. We can also
estimate n2/31 − n2/32 using previous estimates, so that, altogether, the assertion (4.34) follows.
Since, as mentioned earlier, such an estimate holds also for q21, this estimate then holds for q2,
so that∥∥Γ2(f1, r1) − Γ2(f2, r2)∥∥F  q(T )‖z1 − z2‖L. (4.44)
Recalling (4.33) we conclude that (4.24) holds if T is sufficiently small, and hence Γ is a
contraction mapping in B1, and thus it has a unique fixed point. We have proved:
Theorem 4.1. Assume that (2.10), (4.1), (4.8), (4.9) hold and that n̂0(y)  δ > 0. Then there
exists a unique solution to problem (2.4)–(2.9) for a small time interval [0, T ] such that
f (t) ∈ C2+α/2([0, T ]), r(t) ∈ C1+α/2([0, T ]),
n(y, t) ∈ C2+α,(2+α)/2(GT ), ρ(y, t) ∈ C1(GT ).
Theorem 4.1 extends to the case where (4.8) is replaced the more general consistency condi-
tions (4.4), (4.6), (4.7).
The problem of global existence for (2.4)–(2.9) remains open. But in the next section we
establish the existence of a (global) travelling wave solution.
5. Travelling wave solution
We try to find a travelling wave solution such that df/dt = dr/dt = V, where V is nega-
tive constant, and set W = −V, n(x, t) = n(z − Wt, t) = n(z) and similarly w(x, t) = w(z),
ρ(x, t) = ρ(z) where z = x + Wt . If we set ε = b/E then we obtain the following nonlinear
system:
d
dz
(
n
dn
dz
)
− εW dn
dz
= 0, z ∈ (0, l), n(0) = n0, n(l) = n0 − εμW/b, (5.1)
εW
dρ
dz
− dn
dz
dρ
dz
= ρ d
2n
dz2
− εkn, z ∈ (0, l), ρ(0) = ρ0, (5.2)
εW = α
μ + α
dn
dz
(0) + ε β
μ + α , (5.3)
εW = dn
dz
(l) + ε ν
ρ(l) − dn2/3(l) (5.4)
for the unknowns n(z), ρ(z),W, l.
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parameters. We illustrate this in the case where all the parameters are fixed except for ε and μ,
which are taken to be sufficiently small.
Theorem 5.1. If ε, μ are sufficiently small and(
ρ0 − dn2/30
)
> να/β, (5.5)
then there exists a unique solution of (5.1)–(5.4) with
W = β/α + O(ε + μ), (5.6)
ν
ρ0 − dn2/30 − kn0lα/β
= β/α + O(ε + μ). (5.7)
Proof. Given any W = O(1), l = O(1), we solve (5.1), (5.2). Applying the maximum principle
to (5.1), we get
n0 − εμW
b
 n(z) n0 and
dn
dz
 0.
It follows that
dn
dz
= O(εμ) (5.8)
and then
d2n
dz2
= O(ε2μ).
From (5.2) we then have
W
dρ
dz
= −kn0 + O(μ + ε)
so that
ρ(l) = ρ0 − kn0l
W
+ O(μ + ε). (5.9)
If we substitute (5.8) into (5.3) and (5.8), (5.9) into (5.4), we obtain the relations
W = β
α
+ εΦ1 + μΦ2, (5.10)
ν
ρ0 − dn2/30 − kn0l/W
= β/α + εΦ31 + μΦ4, (5.11)
where Φi are uniformly bounded smooth functions in ε, μ, W, l. If ε = μ = 0 then there exists
a unique l which solves (5.7) and l > 0 by (5.5). We can now use the implicit function theorem
to prove that system (5.10), (5.11) has a unique solution, as asserted in Theorem 5.1. 
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