A definition of qualitative robustness for point estimators in general statistical models is proposed. Some criteria for robustness are established and applied to estimators in parametric, semiparametric, and nonparametric models. In specific nonparametric models, the proposed definition boils down to Hampel robustness. It is also explained how plug-in estimators in certain nonparametric models can be reasonably classified w.r.t. their degrees of robustness.
Introduction
Let (Θ, d Θ ) be a metric space, where Θ will be regarded as a parameter space. Let (Ω, F ) be a measurable space, and P θ be any probability measure on (Ω, F ) for every θ ∈ Θ. The set Ω can be seen as the sample space, where the sample is drawn from P θ with (unknown) θ ∈ Θ. As usual, the triplet (Ω, F , {P θ : θ ∈ Θ}) will be referred to as statistical model. Further, let (Σ, S) be a measurable space and T : Θ → Σ be any map, where T and Σ can be regarded as an aspect function and the state space of the aspect function, respectively. For every n ∈ N, let T n : Ω → Σ be any (F , S)-measurable map, which can be seen as an estimator for the aspect T (θ) of θ. Often the sample space and the estimator can be written as (Ω, F ) = (E N , E ⊗N ) and T n (x) = T n (x 1 , . . . , x n ) for all x = (x 1 , x 2 , . . .) ∈ Ω (1) for some measurable space (E, E), but this particular form will not be assumed here. Finally, let ρ be any metric on the set M 1 (Σ) of all probability measures on (Σ, S).
The following definition proposes a notion of (qualitative) robustness for the sequence of estimators ( T n ). Definition 1.1 For any subset Θ 0 ⊂ Θ we use the following terminology.
(i) The sequence ( T n ) is said to be (d Θ , ρ)-robust on Θ 0 if for every θ 1 ∈ Θ 0 and ε > 0 there is some δ > 0 such that and Zähle [24] allowed for laws P µ that are not necessarily infinite product measures (for a different approach for nonparametric estimators based on dependent observations, see [2, 5, 6, 17, 22] ). The distinction between asymptotic and finite sample robustness was implicitly also done in [7, 12] . Huber [13] and other authors (e.g. [14, 15, 16] ) regraded robustness simply as asymptotic robustness. Examples for robust estimators in nonparametric statistical models range from sample trimmed means [12] to L-estimators [13] to Z-and M-estimators [12, 13] to R-estimators [13] to support vector machines [11] .
On the other hand, Definition 1.1 is suitable not only for nonparametric statistical models but also for parametric and semiparametric statistical models. In this sense, this article treats a rather general setting and facilitates more examples than the existing literature on robustness in nonparametric statistical models.
The article is organized as follows. Section 2 provides some criteria for asymptotic and finite sample robustness in the fashion of the celebrated Hampel theorem. Section 3 is devoted to examples, and Section 4 provides the proofs of the results of Section 3. In Section 3.1, we investigate plug-in estimators in nonparametric statistical models being more general compared to [7, 12, 14, 24] , and we classify plug-in estimators on Euclidean spaces w.r.t. their degrees of robustness. Section 3.2 provides results on robustness for estimators in dominated parametric statistical models, and Section 3.3 is devoted to robustness of a Yule-Walker-type estimator in the semiparametric statistical model of a linear process. The Introduction will be completed with some basic remarks on Definition 1.1. Of course, the sequence ( T n ) is robust on Θ 0 if and only if it is both asymptotically and finite sample robust on Θ 0 , and finite sample robustness already holds when in (4) the phrase "for all 1 ≤ n ≤ n 0 " is replaced by "for n = n 0 ". Moreover, (d Θ , ρ)-robustness of ( T n ) on Θ 0 means that the set of mappings
is (d Θ , ρ)-equicontinuous on Θ 0 . ✸ Remark 1.4 In Definition 1.1, robustness of the sequence ( T n ) is a property which holds on the whole set Θ 0 . One could also define robustness at a fixed θ 1 ∈ Θ 0 by requiring that (2) holds only for the fixed θ 1 ; and analogously for asymptotic and finite sample robustness. However, from a statistician's point of view, it is somewhat unsatisfying only to know that the estimator behaves robustly at a fixed parameter. After all the true parameter is unknown. For this reason, each of the conditions (2)- (4) 
Some criteria for robustness
Take the notation introduced in Section 1. Assume that Σ is equipped with a complete and separable metric d Σ , and that S is the corresponding Borel σ-field. The Prohorov metric ρ P on M 1 (Σ) is defined by
where
where BL 1 (Σ) is the set of all functions h : Σ → R satisfying both h ∞ ≤ 1 and the Lipschitz condition |h(
It is known from Corollary 2.18 in [13] that the Prohorov metric and the bounded Lipschitz metric are equivalent:
According to Theorem 2.14 in [13] the Prohorov metric ρ P metrizes the weak topology on M 1 (Σ), and due to (6) the same is true for the bounded Lipschitz metric ρ BL . In view of the second inequality in (6), the following results remain true when the Prohorov metric ρ P is replaced by the bounded Lipschitz metric ρ BL . The proofs of these results can be found in Section 4. Let (Υ, d Υ ) be another complete and separable metric space, equipped with the corresponding Borel σ-field U. Let U : Θ → Υ and V : Υ → Σ be any maps, and assume that T and T n have the representations
for some (F , U)-measurable map U n : Ω → Υ for every n ∈ N. In many applications one can choose Υ = Σ and V (u) = u.
Theorem 2.1 Assume that Σ is equipped with a complete and separable metric d Σ , and that S is the corresponding Borel σ-field. Let Θ 0 ⊂ Θ. Assume that T and T n are as in (7) and that the following two conditions hold:
(b) For every θ 1 ∈ Θ 0 , ε > 0, and η > 0 there are some δ > 0 and n 0 ∈ N such that
Remark 2.2
In the case where Υ = Σ and V (u) = u it suffices to consider η = ε/2 in condition (b) of Theorem 2.1. ✸
Remark 2.3
In view of Markov's inequality, condition (b) in Theorem 2.1 is fulfilled when for every θ 1 ∈ Θ 0 and ε > 0 there are some δ > 0 and n 0 ∈ N such that
In the case where Υ = R and U n is unbiased (that is, E θ [ U n ] = U(θ) for all θ ∈ Θ 0 ) for every n ∈ N, condition (b) in Theorem 2.1 is fulfilled when for every θ 1 ∈ Θ 0 and ε > 0 there are some δ > 0 and n 0 ∈ N such that
In many specific situations condition (9) can be easily checked. ✸ To some extent, the following theorem provides the converse of Theorem 2.1.
Theorem 2.4
Assume that Σ is equipped with a complete and separable metric d Σ , and that S is the corresponding Borel σ-field. Let ρ be any metric that metrizes the weak topology on M 1 (Σ). Let Θ 0 ⊂ Θ, and assume that the following two conditions hold:
(β) For every θ ∈ Θ 0 and η > 0,
In the following Theorem 2.5 we will assume that for every n ∈ N the estimator T n can be represented as a composition T n = T n • Π n of two measurable maps Π n : Ω → Ω n and T n : Ω n → Σ, where (Ω n , d n ) is some complete and separable metric space equipped with the Borel σ-field F n . Moreover, ρ n will refer to any metric on the set M 1 (Ω n ) of all probability measures on (Ω n , F n ) which metrizes the weak topology.
Theorem 2.5 Assume that Σ is equipped with a complete and separable metric d Σ , and that S is given by the corresponding Borel σ-field. Assume that for every n ∈ N the estimator T n has a decomposition T n = T n • Π n as described above. Let Θ 0 ⊂ Θ, and assume that the following two conditions hold:
Example 2.6 To illustrate the setting of Theorem 2.5, let (E, d E ) be a complete and separable metric space and E be the corresponding Borel σ-field. Set (Ω,
which metrizes the product topology. Since (E, d E ) was assumed to be complete and separable, the same is true for (Ω n , d n ) = (E n , d E n ). Let X i be the ith coordinate projection on E N , and note that P θ • (X 1 , . . . , X n ) −1 is an element of M 1 (E n ) for every θ ∈ Θ. If T n is as in (1), then we may represent T n as T n • Π n for T n (x 1 , . . . , x n ) := T n (x 1 , x 2 , . . .) and Π n := (X 1 , . . . , X n ). ✸
Examples
3.1 Plug-in estimators in nonparametric statistical models
Let (E, d E ) be a complete and separable metric space and E be the corresponding Borel σ-field. Set (Ω, F ) := (E N , E ⊗N ) and let X i be the ith coordinate projection on Ω = E N . Let Θ be any subset of M 1 (E) such that E n ⊂ Θ for all n ∈ N, where E n := { m n (x 1 , . . . , x n ) : x 1 , . . . , x n ∈ E} is the set of all empirical probability measures m n (x 1 , . . . , x n ) := 1 n n i=1 δ x i of order n ∈ N. For every µ ∈ Θ, let P µ be a probability measure on (Ω, F ) such that
be a complete and separable metric space and S be the corresponding Borel σ-field. Let T : Θ → Σ be any map, and assume that the map T n : Ω → Σ, defined by
is (E ⊗N , S)-measurable. Finally, let d Θ := d| Θ×Θ for any metric d on M 1 (E) which metrizes the weak topology.
The following result is a version of the Hampel theorem similar to Theorems 1-2 in [7] . The first version of this result was given in Theorem 1 in [12] for E = R d .
Theorem 3.1 Take the notation from above and assume that P µ = µ ⊗N for every µ ∈ Θ. Let Θ 0 ⊂ Θ. Then the following three assertions hold:
Note that the assumption P µ = µ ⊗N means that the observations
is continuous w.r.t. the relative weak topology on Θ 0 (resp. E n ) and the topology metrized by d Σ . The following proof uses somewhat different arguments than the proofs in [7] and relies on the results of Section 2.
Condition (a) holds by assumption and the choice of U, and condition (b) is a direct consequence of Lemma 4 in [16] . The latter says that
(ii) Let (Ω n , F n ) := (E n , E ⊗n ) for every n ∈ N. Equip the nfold product space Ω n = E n with the metric d n = d E n as defined in (10) and note that the corresponding Borel σ-field coincides with E ⊗n . Note that P µ • (X 1 , . . . , X n ) −1 is an element of M 1 (E n ) for every µ ∈ Θ. To verify finite sample (d Θ , d Σ )-robustness, it suffices to show that conditions (c)-(d) in Theorem 2.5 hold for Π n := (X 1 , . . . , X n ) and T n (x 1 , . . . , x n ) := T n (x 1 , . . . , x n ). For every n ∈ N the mapping
Moreover, for every n ∈ N the mapping It is apparent from the proof that assertion (iii) of Theorem 3.1 still holds when not necessarily P µ = µ ⊗N . To obtain also the analogues of assertions (i)-(ii) for the case where not necessarily P µ = µ ⊗N , we need some additional assumptions on P µ . According to Rosenblatt [20] , the sequence (X i ) is said to be strongly mixing (or α-mixing) under P µ if the mixing coefficients
For an overview on mixing conditions, see, for instance, [3, 8] . Examples for sets Θ 0 that satisfy condition (14) below can be derived from Sections B and 3.1 in [24] . Theorem 3.2 Take the notation from above, and let Θ 0 ⊂ Θ. Let ρ n be any metric on the set M 1 (E n ) of all probability measures on (E n , E ⊗n ) which metrizes the weak topology. Then the following three assertions hold:
is in addition locally compact, and that for every µ 1 ∈ Θ 0 and ε > 0 there are some δ > 0 and n 0 ∈ N such that
(ii) Assume that the mapping
Proof We will only prove part (i); parts (ii) and (iii) can be proven exactly in the same line as parts (ii) and (iii) of Theorem 2.5. Since (E, d E ) is a locally compact, complete and separable metric space, we can find a sequence (f k ) of real-valued continuous functions on E with compact support such that 
where the third from last line can be derived from results in [19] as in the proof of Corollary A.2 in [24] . By assumption we may choose δ = δ(ε) > 0 and n
Since every strong mixing coefficient is bounded above by 1/4 (cf. Inequality (1.9) in [3] ), we can also choose some n 0 = n 0 (ε) ≥ n ′ 0 such that for every µ 2 ∈ Θ 0 we have that
.
In view of (16), this implies (15) . ✷
In [7, 12] and many other references the set Θ was chosen to be M 1 (E). This implies that (d Θ , ρ P )-robustness of ( T n ) = (T ( m n )) can only be obtained for statistical functionals T that are weakly continuous (and well defined) on M 1 (E). On the other hand, there are many relevant statistical functionals T that are not weakly continuous. And the distributions of the plug-in estimators of two statistical functionals that are not weakly continuous may react quite different to changes in the underlying (marginal) distribution, just as these plug-in estimators may have quite different influence functions. For this reason the authors of [14, 15, 24] allowed for metrics d Θ that metrizes finer topologies than the relative weak topology, for instance, the relative ψ-weak topology defined below. In the case where d Θ metrizes the relative ψ-weak topology and T is continuous w.r.t. the relative ψ-weak topology, robustness of ( T n ) could be proven for so called uniformly ψ-integrating sets Θ 0 ⊂ Θ; cf. Definition 3.3 below. Lemma 3.6 will reveal that it is actually not necessary to work with a metric d Θ that metrizes the relative ψ-weak topology; one can confidently work with any metric which metrizes the relative weak topology. The crucial point is rather the condition that Θ 0 is (locally) uniformly ψ-integrating.
To be more precise, let ψ : E → [1, ∞) be a continuous function. Let M ψ 1 (E) be the set of all probability measures µ on (E, E) satisfying´ψ dµ < ∞, and C ψ (E) be the space of all continuous functions on E for which f /ψ ∞ < ∞, where · ∞ is the supnorm. The ψ-weak topology on M ψ 1 (E) is defined to be the coarsest topology for which all mappings µ →´f dµ, f ∈ C ψ (E), are continuous; cf. Section A.6 in [10] . Clearly, the ψ-weak topology is finer than the weak topology, and the two topologies coincide if and only if ψ is bounded. Note that µ n → µ ψ-weakly if and only if´f dµ n →´f dµ for all f ∈ C ψ (E). In the following definition, let d Θ 0 be any metric on Θ 0 (⊂ M 1 (E)) which metrizes the relative weak topology. Definition 3.3 A set Θ 0 ⊂ M 1 (E) is said to be locally uniformly ψ-integrating if for every µ 1 ∈ Θ 0 and ε > 0 there exist some δ > 0 and a 0 > 0 such that
It is said to be uniformly ψ-integrating if for every ε > 0 there exists some a 0 > 0 such that sup
Of course, any uniformly ψ-integrating set Θ 0 is also locally uniformly ψ-integrating, and any locally uniformly ψ-integrating set Θ 0 is a subset of M ψ 1 (E). The following two lemmas characterize (locally) uniformly ψ-integrating sets. The equivalence of the first three conditions in Lemma 3.4 is already known from Corollary A.47 in [10] .
Lemma 3.4 Assume that each set {ψ ≤ n}, n ∈ N, is relatively compact in E. Then, for any Θ 0 ⊂ M ψ 1 (E), the following conditions are equivalent:
(ii) For every ε > 0 there is a compact subset
n ∈ N, is relatively compact in E, and such that sup µ∈Θ 0´φ dµ < ∞.
(iv) Θ 0 is uniformly ψ-integrating.
Remark 3.5 In Lemma 3.4, we still have (i)⇔(ii)⇔(iii)⇒(iv) when the sets {ψ ≤ n}, n ∈ N, are not necessarily relatively compact in E. ✸ Proof (of Lemma 3.4) (i)⇔(ii)⇔(iii) is already known from Corollary A.47 in [10] , where one should note that sup µ∈Θ 0´ψ dµ < ∞ is automatically implied by (ii) because Θ 0 consists of probability measures only.
(ii)⇒(iv): Pick ε > 0. By assumption (ii), we can choose a compact subset K ⊂ E such that sup µ∈Θ 0´ψ ½ K c dµ ≤ ε. In particular, sup µ∈Θ 0´ψ ½ {ψ≥a} dµ is bounded above by sup µ∈Θ 0´ψ ½ {ψ≥a} ½ K dµ + ε. Since ψ as a continuous function is bounded on K, we can choose a 0 > 0 such that ½ {ψ≥a} = 0 for all a ≥ a 0 . Thus, (iv) holds.
(iv)⇒(ii): Suppose that condition (ii) is violated. Then there exists some ε > 0 such that for every compact subset K ⊂ E we can find a probability measure µ K ∈ Θ 0 such that´ψ½ K c dµ K > ε. In particular, for every n ∈ N we can find a probability measure µ n ∈ Θ 0 such that´ψ½ {ψ>n} dµ n > ε for all n ∈ N; note that the sets {ψ ≤ n}, n ∈ N, are compact in E (they are relatively compact by assumption and contain all of their limit points by the continuity of ψ). This contradicts condition (iv).
✷
. Then Θ 0 is locally uniformly ψ-integrating if and only if the relative weak topology and the relative ψ-weak topology on Θ 0 coincide.
Proof It is easily seen that the sets
for ε > 0, n ∈ N, and f 1 , . . . , f n ∈ C ψ (E) form a basis for the neighborhoods of µ ∈ M ψ 1 (E) for the ψ-weak topology on M ψ 1 (E). It follows that the family and f 1 , . . . , f n ∈ C ψ (E) provides a basis for the neighborhoods of µ ∈ Θ 0 for the relative ψ-weak topology on Θ 0 . In the case where ψ ≡ 1, we write C b (E), U ε,0 (µ; f 1 , . . . , f n ), and U 0 (µ) instead of
. For every i = 1, . . . , n there exists some constant c i > 0 such that |f i | ≤ c i ψ. Set c := max 1≤i≤n c i . Since Θ 0 is locally uniformly ψ-integrating, we can choose some δ ε > 0 and a ε > 0 such that for every ν ∈ Θ 0 with d Θ 0 (µ, ν) < δ ε we have that´ψ ½ {cψ≥aε} dν < ε/(4c). Set f i,ε := f i ½ {−aε<f i <aε} + a ε ½ {f i ≥aε} − a ε ½ {f i ≤−aε} and note that f i,ε ∈ C b (E). Then, for every ν ∈ Θ 0 with d Θ 0 (µ, ν) < δ ε and i = 1, . . . , n,
The latter summand is bounded above by ε/2 by the choice of δ ε and a ε . It follows that
where ε ∈ (0, ε/2], n ∈ N, and f 1, ε , . . . , f n, ε ∈ C b (E) are chosen such that the neighborhood U ε,0 (µ; f 1, ε , . . . , f n, ε ) of µ is contained in the open d Θ 0 -ball around µ with radius δ ε . Since U ∈ U 0 (µ), we have shown that the relative weak topology and the relative ψ-weak topology on Θ 0 coincide. Next, assume that the relative weak topology and the relative ψ-weak topology on Θ 0 coincide. Suppose that Θ 0 is not locally uniformly ψ-integrating. Then we can find some ε > 0 and µ, µ 1 , µ 2 , . . . ∈ Θ 0 such that d Θ 0 (µ n , µ) → 0 and´ψ½ {ψ≥n} dµ n > 3ε for all n ∈ N. We will show that this implies that there does not exist any δ > 0 such that the open d Θ 0 -ball around µ with radius δ > 0 is contained in U ψ ε,0 (µ; ψ). This in turn implies that we cannot find any neighborhood of µ for the relative weak topology which is contained in the neighborhood U This contradicts the assumption. Since´ψ dµ < ∞, we can choose a ε > 0 such that ψ½ {ψ>aε} dµ < ε. Since µ • ψ −1 as a probability measure has at most countably many atoms, there are at most countably many different a > 0 with µ[ψ = a] > 0. In particular, we may assume µ[ψ = a ε ] = 0. Then
Since d Θ 0 (µ n , µ) → 0, the Portmanteau theorem ensures that we can find some n ε ∈ N such that |S 2 (ε, n)| < ε for all n ≥ n ε . By the choice of (µ n ) and a ε , we can also find some n
✷ Now, similar to Definition 2.13 in [15] , one can introduce the following terminology of ψ-robustness. As before, let d Θ be any metric on Θ (⊂ M 1 (E)) which metrizes the relative weak topology, and T n be defined by (11) .
Definition 3.7 Take the notation from above, and let ψ : E → [1, ∞) be a continuous function. The sequence ( T n ) is said to be ψ-robust on Θ when it is (d Θ , ρ P )-robust on every locally uniformly ψ-integrating set Θ 0 ⊂ Θ.
Of course, ψ-robustness is a stronger requirement than ψ-robustness when ψ ≤ ψ. In particular, ψ 0 -robustness is the strongest notion of robustness within the framework of Definition 3.7, where ψ 0 :≡ 1. Note that every subset of M 1 (E) is uniformly ψ 0 -integrating. In this sense, ψ 0 -robustness can be seen as Hampel robustness [7, 12] . Theorem 3.8 Take the notation from above, and let ψ : E → [1, ∞) be a continuous function. Assume that Θ ⊂ M ψ 1 (E), and that P µ = µ ⊗N for every µ ∈ Θ. Then the following assertions hold:
(ii) If ( T n ) is ψ-robust and weakly consistent on Θ (i.e. lim n→∞ P µ [| T n −T (µ)| ≥ η] = 0 for all η > 0 and µ ∈ Θ), then T is ψ-weakly continuous.
Proof (i) The map T is ψ-weakly continuous by assumption, and so by Lemma 3.6 we have that T | Θ 0 is weakly continuous for any locally uniformly ψ-integrating set Θ 0 ⊂ Θ. It follows by part (i) of Theorem 3.1 that the sequence ( T n ) is asymptotically (d Θ , ρ P )-robust on every locally uniformly ψ-integrating set Θ 0 ⊂ Θ. Moreover, as in the proof of part (ii) of Theorem 3.1 one can show that the sequence ( T n ) is also finite sample (d Θ , ρ P )-robust on (every subset Θ 0 of) Θ. Take into account that the mapping (x 1 , . . . , x n ) → m n (x 1 , . . . , x n ) is also (d n , d ψ )-continuous for any metric d ψ metrizing the ψ-weak topology, which implies as before that the mapping in (13) (ii) Now assume that ( T n ) is ψ-robust and weakly consistent on Θ. The ψ-robustness means that ( T n ) is (d Θ , d Σ )-robust on any locally uniformly ψ-integrating set Θ 0 ⊂ Θ. By part (iii) of Theorem 3.1 we can conclude that T | Θ 0 is (d Θ , d Σ )-continuous for any locally uniformly ψ-integrating set Θ 0 ⊂ Θ. In the remainder we will show that this implies ψ-weak continuity of T . Let µ, µ 1 , µ 2 , . . . ∈ Θ such that µ n → µ ψ-weakly (in particular, µ n → µ weakly). We have to show that
-continuous for any locally uniformly ψ-integrating set Θ 0 ⊂ Θ, it suffice to show that the set Θ 0 := {µ, µ 1 , µ 2 , . . .} is (locally) uniformly ψ-integrating. Let ε > 0 be fixed. Choose a 1 = a 1 (ε) > 0 such that´ψ½ {ψ>a 1 } dµ < ε/3. Since µ • ψ −1 as a probability measure has at most countably many atoms, there are at most countably many different a > 0 with µ[ψ = a] > 0. In particular, we may assume µ[ψ = a 1 ] = 0. By the (ψ-) weak convergence of µ n to µ and the Portmanteau theorem, we can find some n 1 = n 1 (ε) ∈ N such that |´ψ½ {ψ≤a 1 } dµ −´ψ½ {ψ≤a 1 } dµ n | ≤ ε/3 for all n ≥ n 1 . The ψ-weak convergence of µ n to µ also implies the existence of some n 0 = n 0 (ε) ≥ n 1 such that |´ψ dµ n −´ψ dµ| ≤ ε/3 for all n ≥ n 0 . Thus we have for all n ≥ n 0 ,
Now choose a 0 = a 0 (ε, n 0 ) ≥ a 1 such that´ψ½ {ψ≥a 0 } dµ n ≤ ε for all n = 1, . . . , n 0 . We then have´ψ½ {ψ≥a 0 } dµ ≤ ε and´ψ½ {ψ≥a 0 } dµ n ≤ ε for all n ∈ N. Hence, Θ 0 := {µ, µ 1 , µ 2 , . . .} is indeed (locally) uniformly ψ-integrating. ✷ For the Euclidean space E = R d we can classify plug-in estimators w.r.t. their degrees of robustness as follows. Let Θ ⊂ M 1 (R d ) and assume as before that
Then, for every function T : Θ → Σ we may define the index of robustness for the sequence (
with the conventions inf ∅ := ∞, 1/∞ := 0, and 1/0 := ∞. On a more informal level, this concept was already proposed in Remark 3.8 in [14] . Theorem 3.8 is a very useful tool for the specification of the index of robustness. This will be exemplified in Corollary 3.10 by means of the sample pth absolute moment. For any p ∈ (0, ∞), let
and
Moreover, let M ∞ 1 (R) be the set of all probability measures on (R, B(R)) with compact support.
Lemma 3.9 For any
To verify the second claim we have to show that for every q ∈ [0, p) there are some µ, µ 1 , µ 2 , . . .
. By the Representation theorem 3.5 in [15] , it suffices to show that for some atomless probability space (Ω, F, P)
) with ℓ the Lebesgue measure on the line. Set X :≡ 0 and
, n ∈ N, for any sequence (w n ) ⊂ R + such that w n → 0 and w p n log n ր ∞. Then X n q → 0 for every
Proof By Lemma 3.9, the functional T (p) is ψ p -weakly continuous on M ψp 1 (R) but not ψ q -weakly continuous on M ∞ 1 (R) for q ∈ [0, p). Moreover, the sample pth absolute moment is known to be weakly consistent on M
Thus, the claim of Corollary 3.10 is an immediate consequence of Theorem 3.8. ✷
The result of Corollary 3.10 reflects our intuition that the degree of robustness of the sample pth absolute moment is the higher, the smaller p is. Analogous results can be obtained in the same way for many other estimators.
Estimators in dominated parametric statistical models
Let (Θ, d Θ ) be a metric space, (Σ, d Σ ) be a complete and separable metric space, and S be the corresponding Borel σ-field on Σ. Let (E, E) be a measurable space, (Ω, F ) := (E N , E ⊗N ), X i be the ith coordinate projection on Ω, and P θ be any probability measure on (Ω, F ) for every θ ∈ Θ. We will assume that our parametric statistical model is dominated. That is, we assume that for every n ∈ N there is some σ-finite measure µ n on (E n , E ⊗n ) (called the dominating measure) such that for every θ ∈ Θ the law
Let T : Θ → Σ be any function. For every n ∈ N, let T n : Ω → R be any map such that T n (x) = T n (x 1 , . . . , x n ) for all x = (x 1 , x 2 , . . .) ∈ Ω, and assume that T n is (F , S)-measurable.
Theorem 3.11 Take the notation from above and let Θ 0 ⊂ Θ. Assume that (E, d E ) is a complete and separable metric space and that E is the corresponding Borel σ-field. Let d E n be defined as in (10), and assume that the following two conditions hold:
(ii) For every θ 1 ∈ Θ 0 , ε > 0, and n ∈ N there is some δ > 0 such that
Then the sequence ( T n ) is finite sample (d Θ , ρ P )-robust on Θ 0 .
Proof It suffices to check that conditions (c)-(d) in Theorem 2.5 hold. Condition (c) is nothing but assumption (i). So it suffices to show that condition (d) holds, that is, that the mapping
Without loss of generality we may assume that ρ n is the Prohorov metric (defined analogously to (5)) on M 1 (E n ). Let θ 1 ∈ Θ 0 , ε > 0, and n ∈ N be fixed. By assumption (ii) we can find some δ > 0 such that for every θ 2 ∈ Θ 0 with d(θ 1 , θ 2 ) ≤ δ and A ∈ E ⊗n , ) for every θ ∈ Θ, then condition (ii) reduces to the requirement (ii)' that for every θ 1 ∈ Θ 0 and ε > 0 there is some δ > 0 such that
If, for example, P θ 1 is the Bernoulli distribution B 1,θ , the Poisson distribution Poiss θ , the exponential distribution Exp θ , or the normal distribution N θ,σ 2 , then condition (ii)' is easily seen to hold for Θ 0 = (0, 1), Θ 0 = (0, ∞), Θ 0 = (0, ∞), and Θ 0 = R, respectively, and condition (i) is easily seen to hold for the corresponding well known maximum likelihood estimators for θ. ✸
Let us now assume that Σ = R, and that the estimator T n is unbiased for T (θ) for every n ∈ N. In this case we know from Theorem 2.1 and Remark 2.3 that the sequence ( T n ) is asymptotically (d Θ , ρ P )-robust on Θ 0 ⊂ Θ when T | Θ 0 is continuous and for every θ 1 ∈ Θ 0 and ε > 0 there are some δ > 0 and n 0 ∈ N such that Var θ 2 [ T n ] ≤ ε holds for all n ≥ n 0 and θ 2 ∈ Θ 0 satisfying d Θ (θ 1 , θ 2 ) ≤ δ. If Θ is an open interval in R, then under conditions (i)-(vi) in the following Theorem 3.13 (in this case we speak of a "regular" dominated statistical model) the commonly known Cramér-Rao-Fréchet information inequality
holds for every θ ∈ Θ and n ∈ N, where the Fisher information I n is defined in (20) below. The estimator T n is said to be Cramér-Rao efficient for T (θ) when equality holds in (19) .
Theorem 3.13 Take the notation from above, let Θ 0 ⊂ Θ, and assume that the following eight conditions hold:
(i) For every x n ∈ E n and n ∈ N, the mapping θ → L n (x n ; θ) is strictly positive and continuously differentiable on Θ.
(ii) For every θ ∈ Θ and n ∈ N, we have that
(iii) For every θ ∈ Θ and n ∈ N, the Fisher information
exists and is strictly positive.
(iv) T is continuously differentiable with T ′ (θ) = 0 for all θ ∈ Θ.
(v) For every θ ∈ Θ and n ∈ N, we have that
(vi) For every θ ∈ Θ and n ∈ N, we have that
(vii) T n is Cramér-Rao efficient for T (θ) for every n ∈ N.
(viii) For every θ 1 ∈ Θ 0 there is some δ > 0 such that
Proof It suffices to check that conditions (a)-(b) in Theorem 2.1 hold. Conditions (a) in Theorem 2.1 holds by assumptions (iv). Assumption (vii) (along with (i)-(vi)) ensures that equality holds in (19) . Together with Remark 2.3, the well known identity I n (·) = nI 1 (·), and assumption (viii), this ensures that assumption (b) in Theorem 2.1 holds, too. ✷ Remark 3.14 The considered dominated statistical model is said to be exponential when for every n ∈ N the Likelihood function L n has the shape
for an (E ⊗n , B(R))-measurable function h n : E n → R and two functions c n , q n : Θ → R. If an exponential statistical model satisfies conditions (i)-(vi) in Theorem 3.13, and q n (Θ) is open and q n is continuously differentiable on Θ for every n ∈ N, then the sequence ( T n ) satisfies condition (vii) in Theorem 3.13. Wijsman [23] showed that under conditions conditions (i)-(vi) the representation (21) (with q n continuously differentiable on Θ) is even necessary for condition (vii) . ✸ Example 3.15 For instance, if P θ 1 is the Bernoulli distribution B 1,θ , the Poisson distribution Poiss θ , the exponential distribution Exp θ , or the normal distribution N θ,σ 2 , then the conditions of Theorem 3.13 are fulfilled for the corresponding maximum likelihood estimators for θ and Θ 0 = (0, 1), Θ 0 = (0, ∞), Θ 0 = (0, ∞), and Θ 0 = R, respectively. The validity of (vii) follows from Remark 3.14 and the fact that each of these distributions induces an exponential statistical model (subject to conditions (i)-(vi)) for their maximum likelihood estimators. For (viii) note that the Fisher informations of these distributions are I n (θ) = 1/(θ (1 − θ) ), I 1 (θ) = 1/θ, I 1 (θ) = 1/θ 2 , and I n ≡ 1/σ 2 , respectively. ✸
Yule-Walker estimator for the parameter of a linear process
Assume that we can observe a linear process
for any a ∈ (−1, 1) and any sequence (Z k ) k∈Z of i.i.d. real-valued random variables with expectation zero and a finite second moment distinct from zero, but we do not know the constant a and the distribution µ of Z 1 . The assumption |a| < 1 ensures that (X n ) is a strictly stationary, zero mean L 2 -process. In view of
= a, a reasonable estimators for a based on the first n observations is given by T n (X 1 , . . . , X n ), where
This situation corresponds to a statistical model parameterized by the couple (a, µ), where the interest is in the aspect T (a, µ) = a.
Remark 3.16 When a and (Z k ) k∈N are as above, then the AR(1) process X n = aX n−1 + Z n , n ∈ N, has the representation (22); cf. Theorem 3.1.1 in [4] . In this case, the estimator T n defined in (23) 1, 1) ), and T : Θ → (−1, 1) be defined by T (a, µ) := a. Let (Ω, F ) := (R N , B(R) ⊗N ), X i be the ith coordinate projection on Ω, and P (a,µ) be the law on (Ω, F ) of the linear process defined in (22) when Z 1 is distributed according to µ, (a, µ) ∈ Θ. Finally, for any Θ 0 ⊂ Θ let M 0 := {µ : (a, µ) ∈ Θ 0 for some a ∈ (−1, 1)}, and recall from Definition 3.3 the meaning of "locally uniformly ψ-integrating".
Theorem 3.17 Take the notation from above, let Θ 0 ⊂ Θ, and assume that the set M 0 is locally uniformly ψ 2 -integrating with ψ 2 as in (17) . Then the sequence
The proof of Theorem 3.17 relies on the following two lemmas.
Lemma 3.18 Take the notation from above, let Θ 0 ⊂ Θ, and assume that the set M 0 is locally uniformly ψ 2 -integrating. Let ℓ ∈ N 0 . Then for every (a 1 , µ 1 ) ∈ Θ 0 , ε > 0, and η > 0 there exist some δ > 0 and n 0 ∈ N such that for every (a 2 , µ 2 ) ∈ Θ 0 with d Θ ((a 1 , µ 1 ) , (a 2 , µ 2 )) ≤ δ we have that
When the set M 0 is even uniformly ψ 2 -integrating, then for every α ∈ (0, 1), ε > 0, and η > 0 there exists some n 0 ∈ N such that the inequality (24) holds for all n ≥ n 0 and (a 2 , µ 2 ) ∈ Θ α 0 := {(a, µ) ∈ Θ 0 : |a| ≤ α}.
Proof Let (Ω, F) := (R Z , B(R) ⊗Z ), Z k be the kth coordinate projection on Ω, and
1 (R). Then, for every (a, µ) ∈ Θ, we have
Let (a 1 , µ 1 ) ∈ Θ 0 , ε > 0, and η > 0 be fixed. In the following we will show that there exist δ > 0 and n 0 ∈ N such that for all n ≥ n 0 and (a 2 , µ 2 ) ∈ Θ 0 with d Θ ((a 1 , µ 1 ), (a 2 , µ 2 )) ≤ δ we have that P (n; a 2 , µ 2 ; η) ≤ ε.
For every (a 2 , µ 2 ) ∈ Θ 0 (with a 2 = 0) and q ∈ (0, 1) we have
For every u > 0 and j ∈ Z, we set Z
Let δ 1 ∈ (0, 1 −|a 1 |) and set q 1 := (1 + |a 1 | + δ 1 )/2. Then q 1 ∈ (|a 1 | + δ 1 , 1). In particular, |a 2 |/q 1 ≤ (|a 1 | + δ 1 )/q 1 =: q 0 ∈ (0, 1) when |a 1 − a 2 | ≤ δ 1 . Since M 0 is locally uniformly ψ 2 -integrating, Lemma 3.6 enures that the mapping
continuous, and therefore we can find some δ 2 ∈ (0,
Since M 0 is locally uniformly ψ 2 -integrating, we can also find some δ 3 ∈ (0, δ 2 ] and u 0 > 0 such that for every u ≥ u 0 and µ 2 ∈ M 0
. Then, using Markov's inequality and Hölder's inequality, we obtain for every n ∈ N, u ≥ u 0 , and (a 2 , µ 2 )
By the assumption that M 0 is locally uniformly ψ 2 -integrating, and using arguments as for P 2 (n, u, q 1 , a 2 , µ 2 , η), we can also find some δ 4 ∈ (0, δ 3 ] and u 1 ≥ u 0 such that for every k, m ∈ Z and µ 2 ∈ Θ 0 with d 0,2 (µ 1 , µ 2 ) ≤ δ 4 we have E
, it follows that for every (a 2 , µ 2 ) ∈ Θ 0 with d Θ ((a 1 , µ 1 ), (a 2 , µ 2 ) ) ≤ δ 4 ,
Further, let n 0 ∈ N such that n 0 ≥ 108η
Then, by Markov's inequality we obtain for every n ≥ n 0 and (a 2 , µ 2 ) ∈ Θ 0 with d Θ ((a, µ 1 ), (a 2 , µ 2 ) ) ≤ δ 4 ,
with J(i, k, m) := {i, i + k + ℓ − m, i − k − ℓ + m}. Altogether, (25)-(28) imply that for every n ≥ n 0 and (a 2 , µ 2 ) ∈ Θ 0 with d Θ ((a 1 , µ 1 ), (a 2 , µ 2 )) ≤ δ := δ 4 we have that P (n, a 2 , µ 2 , η) ≤ ε. This proves the first claim of the lemma. The second claim of the lemma can be shown analogously. ✷ Lemma 3.19 Take the notation from above, let Θ 0 ⊂ Θ, and assume that the set M 0 is locally uniformly ψ 1 -integrating with ψ 1 as in (17) . Then, for every n ∈ N, the mapping
is (d Θ , ρ n )-continuous, where ρ n refers to any metric on M 1 (R n ) which metrizes the weak topology.
Proof Let (a, µ) ∈ Θ 0 , (a m , µ m ) ⊂ Θ 0 , and n ∈ N. Assume that d Θ ((a m , µ m ), (a, µ)) → 0, that is, a m → a and µ m converges weakly to µ. We have to show that the probability measure
R n → R be a bounded and Lipschitz continuous function; the Lipschitz constant will be denoted by L. We have
On the one hand, using the Lipschitz continuity of f and the Mean value theorem, we obtain
By Lemma 3.6, the weak convergence of µ m to µ and the assumption on M 0 imply that |z| µ m (dz) →´|z| µ(dz). Together with |a| < 1 and a m → a, this implies S 1 (m) → 0. On the other hand, for any h ∈ N we have Fix ε > 0, and note that sup ν∈M 0´| z 1 | ν(dz 1 ) < ∞ since M 0 was assumed to be locally uniformly ψ 1 -integrating. Choose h 0 = h 0 (ε) ∈ N such that ∞ k=h 0 +1 |a| k ≤ (Ln sup ν∈M 0´| z 1 | ν(dz 1 )) −1 ε/3. By the Lipschitz continuity of f , we obtain
Analogously we obtain 
where for the last step we used Hölder's inequality in the form of 
Proofs of the results of Section 2
The proofs of Theorems 2.1 and 2.5 rely on Strassen's theorem. For the reader's convenience, we first of all recall Strassen's theorem as formulated in Theorem 2.4.7 in [13] ; the proof is contained in the seminal paper [21] . See also Theorem 11.6.2 and the succeeding remark in [9] .
Theorem 4.1 (Strassen) Let (Σ, d Σ ) be a complete and separable metric space equipped with the corresponding Borel σ-field S. Then, for any two probability measures µ 1 , µ 2 on (Σ, S) and any α, β > 0, the following two statements are equivalent:
(i) For every A ∈ S we have
where A β := {s ∈ Σ : inf a∈A d Σ (s, a) ≤ β}.
(ii) There is some probability measure µ on (Σ × Σ, S ⊗ S) such that µ • π
