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Resumo. O uso de aplicações distribuídas em Java em sistemas de m1ssao 
crítica exige a validação de seus mecanismos de tolerância a fa lhas. Para rea-
lizar essa validação experimentalmente foi desenvolvido FIONA. um injetor de 
falhas de comunicação para aplicações Java. FIO NA utiliza a nova interface de 
controle e depuração de máquinas virtuais JVMTI disponibilizada com a verse/o 
1.5 da J2SE. O uso dessa inte1jace proporciona a realização de experimentos de 
injeção de fa lhas de modo 1ran.sparen.1e à aplicação em resre, sem necessidade 
de alreração do c6digo-fonre. 
1. Introdução 
Aplicações distribuídas representam um desafio à área de tolerância a fa lhas, pois 
além de ser necessário considerar problemas internos a cada nó participante, erros na 
comunicação também podem ocorrer. Para que este tipo de aplicação seja utili zada em 
sistemas de alta disponibilidade, é necessária a implementação de técnicas que permitam 
o funcionamento correto do sistema mesmo na ocorrência fa lhas. Uma etapa fundamen-
tal no desenvolvimento de sistemas tolerantes a fa lhas é a fase de validação, na qual é 
verificado o comportamento do sistema em vários cenários de fa lha. Não verificar os me-
canismos de detecção e correção de erros pode permitir a ocorrência de comportamentos 
inesperados e errôneos já em fase operacional do sofrware. 
A injeção de falhas é uma técnica de va lidação experimental de sistemas, na qua l 
falhas são introduzidas control ada e artificialmente no sistema, tendo sua resposta moni -
torada [Hsueh er ai. 1997]. Desta maneira, é possível testar a efic iência dos mecani smos 
de tolerância a fa lhas implementados e também determinar medidas de dependabi lidade, 
como a cobertura da detecção de erros e o impacto no desempenho dos mecanismos de-
senvolvidos. 
Es te trabalho apresenta o injetor de falhas de comunicação FIO NA (Faulr Injecror 
Orien.ted to Network Application.s) dest inado a validação de aplicações distribuídas de-
senvolvidas usando a plataforma Java, que é largamente usada no desenvolvimento deste 
tipo de sistema devido à sua portabi lidade. Esta ferramenta injeta as fa lhas na própria 
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máquina virtual Java (JYM), acima do nível da pilha de protocolos de comunicação do 
sistema operacional , sendo assim faci lmente portável. 
Para permitir a injeção de fa lhas é usada a interface de programação nativa Java 
Vinual Machin.e Toolln.tetface (JVMTI) [Sun Microsystems 2004]. A JVMTI é uma in-
terface que possibi lita tanto monitoramento como controle de execução de aplicações em 
execução em uma JV M . Um dos recursos disponibilizados pela JYMTI é a instrumentação 
de bytecodes, que neste trabalho é usado para a inserção de código de injeção de fa lhas 
na aplicação. 
2. Injeção de Falhas 
A injeção de falhas pode ser reali zada de várias formas, sendo as mais comuns 
por simulação, por hardware ou por software. A ferramenta apresentada neste traba-
lho se enquadra na última categori a. Uma ferramen ta de injeção de falhas por software 
geralmente é um trecho de código que usa todos os ganchos (hooks) possíveis do pro-
cessador e do sistema para criar um comportamento incorreto de maneira controlada 
[Carreira e Si l va 1998]. A estratégia de implementação por software é mais flexível e 
tem menor custo que os outros métodos, além de poder simular tanto problemas de soft-
ware como de hardware. Em FIONA são simuladas falhas de comunicação, sendo que 
estas podem tanto ser consideradas falhas de hardware como também resultado de al-
guma falha de sofll vare. Exemplos deste tipo de falhas incluem mensagens que chegam 
ao destinatário fora de ordem ou que são perdidas. 
Outros exemplos de ferramentas de injeção de falhas de comunicação são OR-
CHESTRA [Dawson et al. 1996] e ComF!RM [Barcelos et al. 2000] . A primeira ferra-
menta foi desenvolvida especificamente para teste de dependabilidade de protocolos dis-
tribuídos. A injeção de falhas é através da inserção de uma camada na pi lha de protocolos, 
chamada de PFJ (Protocol Fattlt lnjection). A ferramenta ComFIRM (Commun.ication 
Faul! l njeclion through OS Resmu·ces Modijication.) injeta falhas diretamente no núcleo 
do sistema operacional Linux, no nível mais baixo do tratamento de mensagens pelo sub-
sistema de rede. O código da ferramenta é inserido diretamente no núcleo do sistema ope-
racional. o que diminui consideravelmente a intrusão temporal da ferramenta no sistema 
sob teste. Uma ferramenta para injeção de falhas em Java é Jaca, que usa refl exão compu-
tacional para alterar o comportamento da aplicação. Jaca injeta falhas de interface e recen-
temente foi estendida para injeção de falhas de comunicação [Jacques-Sil va et al. 2004]. 
Tal ex tensão exige uma fase de pré-processamento para alteração das referências das clas-
ses de comunicação para as classes instrumentadas. O pré-processamento pode ser tanto 
para a alteração do código da aplicação quanto para a al teração de bytecodes. 
FIONA usa como abordagem de injeção de falhas uma inter face de programação 
nativa padrão para desenvolvimento de ferramentas de monitoramento e depuração 
em Java, chamada JYMTI (Java Virtua l Machine Tool Interface). FIONA baseia sua 
implementação em um agente JYMTI, desenvolvido em C, juntamente com classes de 
injeção de fa lhas desenvol vidas em Java. Através do uso da linguagem nativa no me-
nor número possível de casos, FIO NA mantém sua portabilidade para todas as máquinas 
virtuais que implementam JYMTI. 
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3. JVMTI- Java Virtual Machine Tool Interface 
A Java Virtual Machine Tool Interfa ce (JYMTI ) é uma interface de programação 
para monitoração e controle de execução de aplicações Java, que permite a interceptação 
de eventos da máquina vi rtual, instrumentação das aplicações em tempo de execução e é 
desenvolvida diretamente pela Sun, a cri adora da plataforma. A JYMTI proporciona uma 
interface com a máquina virrual Java, permitindo o seu controle, depuração, perfi lamento 
e monitoramento, entre outras atividades. Esta interface é uma parte da Java Platfon n. 
Debugger Architecture (JPDA), que provê interfaces de programação para a depuração de 
aplicações. JVMTI é oferec ida a partir da versão 1.5 da API e vem substituir as interfa-
ces Java Virtual Machine Pro.filing Inte1jace (JVM PI) e Java Virtual Machine Debugger 
Inte1jace (JVMDI), que serão descontinuadas nas próx imas versões. 
O componente cliente das funções da JYMTI é chamado agente. O agente é uma 
bibli oteca dinâmica que é notificada de eventos de interesse através de eventos como, por 
exemplo, o carregamento de uma classe ou o início da execução de uma thread. Após a 
notificação, o agente pode chamar funções que podem alterar ou inspecionar em maior 
detalhe o estado da máquina virtual. O agente executa juntamente com o código da 
máquina virtual Java, proporcionando controle com uma intrusão mínima na execução da 
aplicação. Como é possível ainda ele ser controlado por um processo em separado, pode 
ser mantido compacto, interferindo ainda menos na execução [Sun Microsystems 2004]. 
O uso da JVMTI descarta a necessidade de alteração e recompilação das 
aplicações alvo para execução de experimentos de injeção de falhas, pois toda a 
instrumentação pode ser realizada durante a execução. O agente JVMTI é carregado op-
cionalmente no disparo da máquina virtual. Essas carac terísti cas fac ilitam e fl exibili zam 
o uso de um injetor programado com essa interface. 
4. FIO NA- Fault Injector Oriented to Network Applications 
FIONA - Fault Inj ector Oriented to Network Applications - é uma ferramenta 
desenvolvida para condução de experimentos de injeção de falhas em aplicações Java ba· 
seada em JYMTI com o objeti vo específico de implementação de falhas de comuni cação. 
FIONA pode ser utili zado para a verificação do funcionamento correto de mecanismos de 
tolerância a falhas em aplicações Java distribuídas de uma maneira fác il e fl exível. 
O modelo de falhas implementado trata de falhas que podem ocorrer no protocolo 
UDP (User Dmagram Protocol). Esse protocolo é não confiável e não orientado a co-
nexão; no entanto, é comumente utili zado como base para implementação de protocolos 
que implementam a confiabilidade necessária através de camadas superiores adicionais. 
Um desses exempl os é o middleware de comunicação de grupo JGroups [Ban 1998], que 
usa UDP por default na base de sua pilha de protocolos. Este é um caso onde um injetor 
de falhas na comunicação no protocolo UDP é de grande utilidade. 
4.1. Arquitetura e Funcionamento 
FIO NA implementa injeção de falhas na comunicação pelo protocolo UDP através 
da instrumentação da classe j ava. net . Da tagramSocket , que contém os mélOdos 
sen d () e rece i ve () usados para enviar e receber datagramas desse protocolo. A 
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instrumentação é realizada pelo agente JVMTI durante o carregamento desta classe. Na 
fase de iniciali zação também são carregadas outras classes auxiliares, necessárias para a 
configuração do injetor e controle do experimento. 
O agente JVMTI é noti ficado do carregamento da classe 
j ava. net. DatagramSocket através do evento C/ass File Load Hook, captu-
rado na fase de inicialização da máquina virtual (start phase), antes da fase de execução 
da aplicação. No momento da noti fi cação, urna imagem do arqu ivo de classe já foi 
carregado em memória, porém ainda não fo i processado pela máquina virtual. O agente 
então substitui essa imagem por uma versão instrumentada, localizada junto aos outros 
arquivos do injetor. É essa versão instrumentada que será interpretada e executada 
de modo transparente à aplicação. Assim, ela não necessita de modificações em seu 
código-fonte para execução com injeção de falhas. 
Quando a máquina virtual entra na fase de execução (l ive phase), a cl asse 
BancoFalhas é instanciada. Essa classe, ao ser instanciada, lê o arquivo de 
configuração do injetor e armazena quais fa lhas devem ser ati vadas durante a execução da 
aplicação. Banco Falhas também provê métodos estáti cos para acesso às falhas carre-
gadas, que serão usados pela classe j ava. n et . DatagramSocket instrumentada. 
-------------------------------------- -~~ <?~~-: 
Figura 1: Arquitetura de FIONA 
Como dito anteriormente, o envio e recebimento de um datagrama UDP 
pela aplicação se dá através dos métodos send () e recei ve () da classe 
j ava. net. DatagramSocket . A chamada a esses métodos executará o código ins-
trumentado, carregado anteri ormente pelo agente JVMTI. A cl asse chama o método 
Ba n co Falhas. retorna Falh as (), passando como argumento o pacote a ser env i-
ado. Este método retoma um vetor com falhas (objetos de especializações da superclasse 
Falha) que têm a possibi lidade de serem injetadas no momento, dado o endereço e porta 
do remetente e do destinatário do datagrama. 
4.2. Modelo de Falhas e Configuração do Injetor 
As falhas consideradas por FIONA são baseadas no modelo de falhas para siste-
mas distribuídos defin ido por Cri sti an [Cristi an 199 1], que descreve falhas de omissão, de 
temporização, de resposta e de colapso. As falhas de omissão ocorrem quando um ser-
vidor não responde a uma requi sição; as de tempori zação, quando a resposta ocorre fora 
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do intervalo especificado, situação geralmente associada a problemas de desempenho; as 
de resposta, quando a mensagem de retorno é incorreta por apresentar um va lor ou uma 
transição de estado errôneos ; as de colapso, quando o servidor pára totalmente de respon-
der. Esse modelo foi escolhido porque, além dessas falhas serem muito comuns em um 
ambiente de aplicações distribuídas, o protocolo UDP não as trata. 
Foram implementadas em FIONA falhas de omissão no envio e recebimento de 
mensagens, tempori zação e colapso de host. Durante a execução dos métodos send () 
ou r ece i ve () , as falhas definidas na configuração do injetor são testadas para verificar 
se devem ser ati vadas no momento através de seu método injeta () . que retoma um 
valor booleano. Esse método é implementado de fonna especí fica para cada classe de 
falha. 
Caso pelo menos uma das falhas de omissão deve ser injetada, ou o pacote não 
é enviado (no método send ()) ou é descartado e torna-se a esperar por um novo (no 
método rece i ve () ). No envio de pacotes, caso nenhuma falha de omissão deva ser 
injetada mas uma de tempori zação sim, uma thread é criada para enviar o pacote após 
um atraso estabelecido. Essa thread é criada para que o flu xo de execução retorne para a 
aplicação logo após a chamada a sen d () e se encerra após o envio efetivo. Se nenhuma 
falha deve ser injetada, o pacote é enviado normalmente. 
A través de FIONA também é possível va lidar protocolos que utili -
zam multicast UDP. Como a cl asse Java que implementa essa funcionalidade, 
java. net . Mu lticastSocke t, é subclasse de j ava. net. DatagramSocket 
e os métodos send () e recei ve () não são reimplementados, a injeção de falhas 
acontece transparentemente, usando o mesmo mecani smo. Esta carac terísti ca pode ser 
explorada para fazer teste em aplicações que usem primitivas de multicast como base para 
camadas que implementam a confiabilidade em níveis superiores da pilha de protocolos. 
As falhas que devem ser ati vadas durante a execução da aplicação são especifica-
das em um arqui vo texto contendo sua configuração. Esse arqui vo é lido e interpretado 
por FIONA quando a classe Ban coFa lhas é instanciada, no início da execução da 
aplicação. Em cada linha é especificada uma falha e seus parâmetros. A seguir vemos um 
exemplo de configuração de falha de tempori zação: 
FalhaUdpTemporizacao: < repeticao> : < inicio> : < taxa_falhas > : 
< atraso_minimo> : < a t raso_maximo > : < host_ori gem> : < porta_or i gem> : 
< host_des tino > : < porta_destino> : 
O primeiro campo especifica qual a falha está sendo configurada, neste caso, uma 
falha de tempori zação. O campo repetica o especifica o padrão de repetição da falha: 
transitória ( t , apenas uma ocorrência, na mensagem cujo número é especi ficado no campo 
inic i o), permanente (p , a partir da mensagem de número especificado em i nic i o a 
falha sempre é ativada) ou intermitente ( i , ocorre com uma probabilidade especificada 
no campo taxa _falhas). Os campos de atraso mínimo e máx imo são parti culares da 
falha de tempori zação. O socket no qual a falha será injetada é definido pelos ca mpos de 
hosts e portas ori gem e destino. 
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S. Conclusões e Trabalhos Futuros 
O artigo apresentou a implementação do injetor de falhas de comunicação FIO NA. 
FIO NA injeta fa lhas de comunicação em aplicações Java que utili zam o protocolo UDP de 
maneira completamente transparente para a aplicação, permitindo validar os mecanismos 
de tolerância a falhas desta. 
A implementação de FIO NA se deu através do uso da nova interface de controle, 
monitoramento e depuração da plataforma Java, a JVMTI. Essa interface permite a cri ação 
de programas (os agentes) capazes de inspecionar e alterar o estado de uma máquina 
virtual sem a interferência da aplicação. FIONA fo i utili zado para o teste do mecani smo 
de detecção e recuperação de mensagens em uma aplicação tipo shared whi1eboard, no 
qual demonstrou sua e fi cácia e facilidade de uso. 
Traba lhos futuros seguem duas linhas complementares. Uma delas é a ex tensão da 
ferramenta para incorporação de modelos de falhas para o protocolo TCP e para o meca-
nismo de RMI (Remo/e Merhod lnvocalion). A outra é a ex tensão da ferramenta de modo 
a realiza r a injeção distribuída de falhas, visando fac ilitar a condução de experimentos de 
va lidação em aplicações di stribuídas, como ferramentas para grid compwin.g e sistemas 
que utili zam comunicação em grupo. 
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