Abstract-We study polar coding over channels and sources with memory. We show that 1jJ-mixing processes polarize under the standard transform, and that the rate of polarization to deterministic distributions is roughly O(T VN ) as in the memoryless case, where N is the blocklength. This implies that the error prob ability guarantees of polar channel and source codes extend to a large dass of models with memory, induding finite-order Markov sources and finite-state channels.
I. INTRODUCTION
Polar codes were invented by Ankan [l] as a lowcomplexity method to achieve the capacity of symmetric binary-input memoryless channels. The technique that underlies these codes, called polarization, is quite versatile, and has since been applied to numerous c1assical memoryless problems in information theory.
Many practical sources and channels are not well-described by memoryless models. In wireless communication, for exampie, memory in the form of intersymbol interference is quite prominent due to multipath propagation. In practice, this type of memory is most commonly handled by eliminating it, by augmenting the transmitter/receiver appropriately to create an overall memoryless channel. Memoryless coding techniques are then used for communication. Channel equalization and OFDM techniques are perhaps the most notable examples of this approach.
In contrast, here we are interested in whether polar coding can be used directly on channels and sources with memory, which may help simplify system design. In polarization theory, little is known for such settings. In particular, it was shown in [2, Chapter 5] that the standard transform polarizes strongly mixing processes with finite memory. In [3] , it was shown that the successive cancellation decoding complexity of polar codes scales with the number of states of the underlying process, and thus is practical if the amount of memory in the system is modest. Whether polarization takes place sufficiently fast to yield a coding theorem has been left open, however.
Here, we first give a simpler proof of polarization than the one given in [2] , for the more general c1ass of VJ-mixing processes. We then show that the asymptotic rate of polarization to deterministic distributions is as in the memoryless case. This lets us conc1ude that the usual error probability guarantees of polar channel and source codes carry over to processes with This work was done when Eren ~a §oglu was at the Technion in June-July 2015.
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Techion, Haifa 32000, Israel idotal@ee.technion.ac.il memory, inc1uding well-behaved Markov sources as weil as finite-state channels. For example, the results here imply that polar codes achieve the capacity of the Gilbert-Elliot channel (see [4] , [5] , and also [6] (I) for all A E a(T~=) and BE a(Tk+l)' where a(·) denotes the sigma-field generated by its argument. Therefore, 1j;-mixing implies that all pairs of events that are sufficiently far apart are almost independent. Note that the dependence ofljJk on events A and B is only through the distance k between them.
Many source and channel models of practical importance are captured by VJ-mixing. In particular, The process (Si, Xi) is Markov, and therefore if it is also irreducible and aperiodic, then it is 1/J-mixing by (ii), and therefore so is Xi. This model covers sources generated by a hidden Markov state sequence, described by the conditional distributions P(Si, xils~-~, x~-~) = p(silsi-dp(Xilsi) . (v) Let W be a finite-state channel with input sequence Xi, output sequence Yi, and state sequence Si [8] , all taking values in finite but otherwise arbitrary sets. The current output and the next state of the channel depend only on the current state and input:
If the input Xi is Markov, then so is the process (Xi, Yi, Si), and thus it is alsoljJ-mixing.
The parameterljJo plays an important role in this paper, and can be computed easily for all of the cases above [7, Page 169] . We are interested in the effects of the standard polar transform on the process. For this purpose, define the conditional entropy rate of Xi as
The right-hand-side limits exist due to stationarity [9, Theorem 4.2.1]. We let Ur = XfBNG N, where N = 2 n , n = 1,2, ... , GN is the nth Kronecker power of (i ~) and BN is the N x N bit-revers al matrix. We also define The main results of this paper are the following. We will prove these claims in the following seetions. Throughout, we will use the shorthand
where b E {O, l}n is the n-bit binary expansion of i -I E {O, ... ,N -I}. We will omit the range of indices when it is cIear trom context. The following are immediate trom the definition of BNGN:
for all b E {O, l}n. Of course, the above also holds when the H are replaced by Z's. Further, for alliengths n, one can induce the uniform distribution on the set of Hb's and Zb's by taking a sequence BI, B 2 
n--+oo
We will use the following shorthand in the rest of the paper:
For the proof, we take the somewhat standard approach of showing that H n converges almost surely to a {O, 1 }-valued random variable. Recall that we have defined H n through
Observe that for a given realization of H n , we have
Further, since we have 
for almost all 'i. That is, for a fraction of i E {I, ... , N} approaching 1 as N -+ 00. The theorem will follow from this claim, since (4) is equivalent to saying that if H n is bounded away from ° and 1, then H n +1 -H n is almost surely bounded away from 0.
Therefore since H n converges almost surely, it can do so only to ° or l.
We now show (4 
Prao! Define C = !(X5ff+l' Ylff+l). We have
where the first and last equalities are due to stationarity. Since Therefore, it suffices to show that
PA(O)
for all i in order to complete the proof. In order to do so, we will use the following fact, whose proof follows from convexity of binary entropy and is thus is omitted.
Lemma 9. Let A and B be independent binary random variables. For every
For a given i, define the random variables H Q ; CUi ), HRi (~), and HQiRi (Ui + ~) that take the values
whenever Note that (5) is equivalent to: 
Recall trom the proof of Theorem 1 that H n alm ost surely converges to a {O, 1 }-valued random variable. It then follows from the relations [11] Z(AIB)2 s:
that Zn also converges alm ost surely, and in particular Zn --+ 0 whenever Hn --+ 1, and Zn --+ 1 whenever Hn --+ O. It then suffices to show that Zn satisfies inequalities (7) and (8) .
We 
Defining A = Ui + Vi and Bi = (Qi, Ri ) and combining (11) with (9) implies (7) 
Prao!" The correctness of the lemma is straightforward to validate for N = 8 (see the last column of Table I) . A simple induction, with N = 8 as the basis, is all that is needed for the general case.
• From the above, we clearly get that for relevant i, for N large, the first column allows us to differentiate between SI = 0, SI = 2, and SI E {I, 3} with very high probability. The second column allows us to differentiate between SI = 1 and SI = 3, with very high probability.
•
