The minimum latency problem (MLP) is a well-studied variant of the traveling salesman problem (TSP). In the MLP, the server's goal is to minimize the average latency that the clients experience prior to being served, rather than the total latency experienced by the server (as in the TSP). The MLP sometimes goes by other names, such as the traveling repairman problem, or the deliveryman problem. Unlike most combinatorial optimization problems, the MLP is NP-hard even on trees (Sitters, 2001). Our main result is an improved approximation algorithm for the MLP on trees, upon which we build improved approximation algorithms for a much wider class of graphs.
Introduction
Given a metric space M on a set V of n nodes with a root r ∈ V , the famous traveling salesman problem (TSP) asks for a tour of minimum total cost that visits every node in V , starting and finishing at r. If the distances between nodes are viewed as travel times for a salesman based at r, then the TSP aims to minimize the total travel time required for the salesman to visit all of his customers (located at the other nodes in V ) and return back home to r. In contrast to this salesman-oriented approach, the minimum latency problem (MLP) takes a customer-oriented approach, asking for a tour starting at r and visiting every other node in V in a way that minimizes the average arrival time at all of the customer sites (equivalently, the sum of the arrival times). Formally, the "arrival time" for node v is called the latency of v, and is equal to the distance traveled before first arriving at v. The MLP is sometimes called the traveling repairman problem, evoking the image of a plumber planning her route so as to minimize the average time her customers have to deal with their leaking pipes. For the weighted version, where each node has a non-negative weight and we wish to minimize the sum of the weighted latencies, Koutsoupias et al. [23] and Ausiello et al. [5] give another motivation. If there is a treasure located at one unknown node of a graph and we set the weight of each node to be the probability that the treasure is located there, then we minimize the expected time to find the treasure by following the tour that minimizes the weighted latency.
In our view, the MLP is just as natural and fundamental a problem as the TSP. It has received plenty of attention, but much less than the TSP. We speculate that this owes primarily to historical accident and inertia, and perhaps to the MLP's having been more resistant to progress.
The MLP is known to be NP-hard [29] , and even Max-SNP hard [7, 27] for general metric spaces. While most combinatorial optimization problems are trivial on trees, the MLP is NP-hard even on trees [31] . When we refer to the MLP on a graph, we mean the shortest path metric on a graph with arbitrary costs on its edges. The best approximation ratio known prior to this work, for both the general case and the tree case, is 3.59 [15, 14, 10] . (More precisely, it is ρ(1), where ρ(a) is defined to be the solution to ρ log ρ = ρ + a.) In the present paper, we improve the approximation ratio to ρ( for instance. Moreover, for any class of graphs that admit a Lagrangian-preserving β-approximation algorithm for PCS, we can adapt our algorithm to use the PCS algorithm as a black box to achieve a 3.03β-approximation for the MLP.
The MLP on trees is interesting for two main reasons. First, as Kleinberg [22] pointed out, much of the difficulty of the general problem seems to be captured by trees of depth two. For any child v of the root node r, it is clear that the children of v should be visited in order of increasing edge length from v. But the tough question is: each time the tour descends from the root node to v, how many of v's children should it visit before ascending back to r?
Second, all of the constant-factor approximation algorithms for the MLP on general graphs are based on approximation algorithms for trees. 1 Blum et al. [7] gave an 8β-approximation for the MLP on general metrics by combining an 8-approximation algorithm for the MLP on trees with any β-approximation for the k-tree problem, used as a black box. Goemans and Kleinberg [14] used a variant of this method to improve the ratio to 3.59β. We henceforth refer to this algorithm as GK. Chaudhuri et al. [10] improved the ratio to 3.59 for general graphs, thereby matching the GK result for trees. Their algorithm is still based largely on the GK algorithm for trees.
Our algorithm builds upon the ideas of Blum et al., GK, and Chaudhuri et al. The Blum et al. and GK algorithms exploit the relationship between the MLP and the k-tree problem (sometimes called k-MST), which asks for the tree of minimum cost spanning k nodes, including the root node r. They generate optimal k-trees for each k = 2, . . . , n (which can be done efficiently since the input graph is a tree), select a particular subsequence of them, and do a depth-first traversal of each selected tree, in order (which we refer to as concatenating the trees). By always including the ntree in the sequence, they ensure that all nodes are visited eventually. Since the cost of the minimum k-tree is a lower bound on the latency of the k th node visited in any tour, the sum of the k-tree costs is a lower bound on OP T . We call this the tree bound. They prove that the total latency of their tour is at most 8 (for Blum et al.) or 3.59 (for GK) times the tree bound. The improvement from 8 to 3.59 comes from selecting a different subsequence to concatenate, and a particular depth-first traversal of each tree. Chaudhuri et al. observe that the cheapest path visiting k nodes, called the minimum k-stroll, is a stronger lower bound on the latency of the k th node in any tour, so their sum gives a stronger lower bound on OP T . For each k, they generate a k-tree in G whose cost is at most that of the minimum k-stroll, then concatenate a subset of these trees exactly as GK does. Thus, 1 It is a common misconception that there is a reduction from the general case to the tree case. This is not true, and we do not mean to imply it here. they are not using the GK black-box result directly, 2 but they are recycling the major piece.
Our algorithm for the MLP on trees also uses the stroll bound, and starts by generating some (but not all) of the minimum k-strolls (again, this can be done efficiently, since the input graph is a tree). We then select some subsequence of them to concatenate, but both the selection and concatenation processes differ from GK.
When GK concatenates a tree, it must traverse every edge of the k-tree twice, in order to return to the root r to be ready to concatenate the next k-tree. Thus, GK travels twice the length of each concatenated tree. In contrast, one can traverse a stroll directly from root to tail while traveling only the length of the stroll. The problem with ending up at the tail of the stroll is that we cannot immediately traverse the next stroll in the same way. We first observe that we can still traverse a stroll more efficiently than GK traverses a tree, provided that we start at some node inside the stroll. However, there is no reason why the tail of one of our strolls must lie inside the next stroll in our sequence. Therefore, to take advantage of the improved concatenation method, we also need to have some upper bound on the total distance required to move from the tail of one stroll in our concatenation sequence to the nearest node in the next stroll. We guarantee such a bound by using Lagrangian relaxation to generate our original set of strolls by solving the PCS problem, rather than the minimum k-stroll problem. In our view, this is one of the most subtle and interesting parts of our result. We combine these ideas to achieve our approximation ratio of 3.03.
The idea of using Lagrangian relaxation is not new to algorithms for the MLP, but we use it in new ways. Archer et al. [3] used the Lagrangian connection between the k-tree problem and the prize-collecting Steiner tree problem [11, 16] to show that GK doesn't really need to start with minimum k-trees for all values of k; rather it is sufficient to have only the k-trees that are also a minimum prizecollecting tree for some value of the prize parameter λ. The Lagrangian relaxation connection comes in because a single optimal prize-collecting tree provides lower bounds on the minimum k-tree for all values of k.
We use an analogous connection between k-strolls and PCSs. However, we exploit this connection more deeply than in [3] , because we use the PCSs in two orthogonal ways. The first way is analogous to [3] : we bound the cost of our MLP tour not against the stroll bound itself, but rather against the the lower envelope of the minimum k-strolls (a weaker bound). Our second critical use is to obtain an appropriate upper bound on the cost to get from the tail of one stroll in our concatenation to the nearest node in the next stroll.
The crucial difficulty in our algorithm and analysis is bounding the total distance required to move from the tail of one stroll in our concatenation sequence to the nearest node in the next stroll. Using the upper bound given by the PCSs wins only half the battle -we also need to pick our strolls more carefully than in previous algorithms. Previous algorithms select the next tree to concatenate based only on its size and cost, and the size of the previous one, irrespective of how the sets of nodes spanned by the previous trees overlap each other. In contrast, we get mileage (quantified in Lemma 2.18) out of the fact that when these sets are not nested, the number of nodes already visited is strictly larger than the size of the prevous tree. Without this extra slack, our analysis would not go through. It is our use of Lagrangian relaxation that enables us to prove (in Theorem 2.16) that the extra slack swamps the extra cost incurred by moving from the tail of one stroll to the nearest node in the next stroll.
Our algorithm is not restricted to trees. Rather, it works for any metric in which we can solve the PCS problem in polynomial time. In fact, it is fairly straightforward to extend our algorithm to obtain a 3.03β-approximation on any metric for which we have a Lagrangian-preserving β-approximation algorithm for the PCS problem. For general metrics, this does not immediately improve the ratio of 3.59 because the current best value of β is 2 [10] . However, there are large, important classes of graphs for which β = 1: we show in Section 8 that this includes all graphs with constant treewidth. Moreover, we emphasize that the Blum et al. and GK black-box lossy reductions from MLP to k-tree came before the first constant-factor approximation algorithm for k-tree [13] , yet they ultimately led to the current champion MLP algorithm. Thus, we are optimistic that our methods will play a future role in improving the approximation ratio for general graphs.
We wish to highlight one additional part of our analysis, where we solve an infinite-dimensional linear program. Both Blum et al. and GK select trees to concatenate by creating a geometric sequence of bucket breakpoints, and choosing the tree in each bucket with largest cost. Goemans and Kleinberg observe that an even better concatenation sequence could be identified via a shortest path calculation in an associated graph (the concatenation graph of Definition 2.6, with a=1). Implicit in their discussion is that an alternate way to derive their approximation ratio would be to analyze a certain factor-revealing linear program (FRLP), whose solution defines the concatenation graph that produces the worst possible approximation bound. However, since they fortuitously achieved this same bound via other means (i.e., bucketing), they chose not to pursue this avenue. We view the use of the FRLP as a more natural route to prove the bound, and an interesting technical challenge. The FRLP depends on the number of nodes n = |V |. For finite n, it is unclear how to find the optimal solution of the FRLP analytically. Our insight is that by taking the limit as n → ∞, the FRLP turns into an infinite-dimensional linear program that turns out to be easy to solve. We use this route to prove our Theorem 2.9.
We could have proved Theorem 2.9 by using bucketing similar to [14] , but doing the analysis via FRLPs sheds more light on the GK algorithm, and resolves a mystery from a paper by Arora and Karakostas [4] . The analysis of GK in [14] shows that GK obtains a deterministic approximation ratio of 3.59 if the concatenation sequence is chosen via a shortest path calculation in the concatenation graph, and an expected ratio of 3.59 if it is chosen via their bucketing procedure (which applies a random shift to the buckets). Both of these procedures are adaptive, depending on the costs of the trees. Our analysis via the FRLP shows that one can select a certain random sequence k 1 < k 2 < · · · < k i = n before even knowing the input, and still obtain an approximation ratio of 3.59, in expectation. This helps explain the discovery of Arora and Karakostas where they fix a subsequence of k-trees without any knowledge of their costs, and still manage to prove a constant factor of 5.828 for the MLP on trees (Theorem 4.11 of [4] ).
The use of FRLPs to help prove approximation ratios was first advocated by Jain et al. [20] , although it was implicit in Chvatal's analysis of the greedy algorithm for set cover [12] . It has since been applied repeatedly in various contexts such as [24, 25, 6, 18, 19, 2] . It can often be difficult to analyze an FRLP, and we believe that our technique of explicitly analyzing the limiting infinite-dimensional FRLP will make this task easier for future researchers encountering FRLPs in other contexts. This paper is structured as follows. Section 2 gives a simpler version of our main algorithm, yielding an approximation ratio of 3.18. In Section 3, we modify our algorithm (using randomization) to improve the ratio to 3.03 (in expectation). We derandomize it in Section 6. Section 5 discusses how to extend it to a 3.03β-approximation, using a Lagrangian-preserving β-approximation for PCS as a black box. The proof of the key Theorem 2.9 using infinitedimensional FRLPs appears in Section 4. Section 7 shows how to solve the PCS problem for trees in O(n) time via a simple dynamic program, and how to efficiently compute the entire lower stroll envelope in time O(n 2 ). Finally, in Section 8 we give an algorithm for computing the optimal PCS in any graph with constant treewidth in O(n) time, and the entire lower stroll envelope on O(n 2 ) time. This demonstrates that our improved approximation ratio applies to a much larger class of graphs than just trees. The overall running time for the algorithm is O(n 2 ) in these metrics, being dominated by the time to compute the lower stroll envelope.
Approximation Algorithm
In this section, we give a 3.18-approximation algorithm for the MLP on trees, graphs of constant treewidth, and any other graphs where we can solve the related prize-collecting stroll problem in polynomial time.
Recall that we are given a finite metric space on a set V of n nodes, plus a root r ∈ V , and we would like to find a tour T with minimum total latency, starting at r and visiting all nodes of V . The latency of a node is the total distance traveled in T before arriving at that node, and the latency of T is the sum of all the node latencies. The latency of r is zero, since we start there. It will be easiest to describe the construction of a tour that may revisit some nodes, but the latency of a node is based only on the first visit. After describing this version of the tour, we can shortcut repeated nodes to arrive at the final tour, which visits each node exactly once. By the triangle inequality, the shortcutting does not increase the latency of any node.
It can be useful to rewrite the total latency as
where c(v i , v i+1 ) is the cost of traveling from the i th node to the (i + 1) th node visited in the tour. This gives a convenient way to amortize the total latency among sections of the tour because we can compute the latency of a section without knowing details of the rest of the tour. DEFINITION 2.1. Given a tour T = v 1 ...v n , and a sub-path Our algorithm produces a tour by traversing a sequence of strolls. A k-stroll is a path visiting k distinct nodes, starting at the root r. The cost of a stroll S, denoted c(S), is the sum of the distances between each pair of consecutive nodes in the stroll. The minimum k-stroll is the k-stroll with minimum cost. Throughout the paper we will denote the minimum k-stroll as S k and the minimum (n − k)-stroll as R k . The letter R is a mnemonic to remind the reader that there are k nodes remaining. Note that S 1 = R n−1 is the trivial stroll, consisting only of the root node r and having cost 0. Let V (S) denote the set of nodes visited by stroll S. The tail of a stroll is the end that is not r. We record this observation here to give an inkling of why k-strolls may be algorithmically useful, but omit the proof because we will not use Observation 2.2 directly.
How do k-strolls relate to the MLP? In any tour T , the initial segment visiting the first k nodes is a k-stroll, and its cost is the latency of the k th node in T . Therefore, the cost of the minimum k-stroll is a lower bound on the latency of the k th node in the optimal MLP tour, and summing them gives a lower bound on OP T . Our algorithm will traverse a sequence of minimum kstrolls in a certain way, and we will bound its approximation ratio by comparing against the stroll lower bound of Observation 2.3. We now derive the relevant bounds. 
That is, the expected latency of a uniform random choice between a root-tail and tail-root traversal (and hence the better of the two) is at most s(j + i 2 ).
Proof. Let S r be the first portion of the stroll S starting from r and going to v, and let S t be the portion of S starting at v and ending at t. Let s r and s t be the costs of the paths S r and S t respectively. Also, let k r = |V 0 ∩ V (S r )| and k t = |V 0 ∩ V (S t )|, respectively. In other words, k r , k t are the number of nodes in each section that we have not already visited in the tour. Since v / ∈ V 0 , we have k r + k t = |V 0 ∩ V (S)| = j − i. First we upper bound lat(W rt ).
The traversal from v to r and back to v adds at most s r latency to the k r new nodes in S r , and 2s r latency to the i + k t nodes still left to visit. The traversal from v to t adds at most s t latency to the k t new nodes in S t and the i nodes still left to visit. Adding these gives lat(W rt ) ≤ k r s r + 2(i + k t )s r + k t s t + is t . A symmetric calculation gives lat(W tr ) ≤ k t s t + 2(i + k r )s t + k r s r + is r . Thus, the average is
2.1 A Special Case: Nested k-strolls If it so happens that all of the minimum k-strolls are nested (i.e., V (S i ) ⊆ V (S j ) for all i < j) then Lemma 2.5 is almost enough to give us an improved approximation algorithm. We explain this very special case as a warm-up for the general case.
Recall that R i denotes the minimum (n − i)-stroll, and let s i be its cost. Suppose we have a sequence of nested strolls R j1 , R j2 , . . . , R jm , where j 1 > j 2 > . . . > j m = 0 (so R jm = S n spans all of V ). We can build a tour by first traversing stroll R j1 , from r to its tail v, then traversing whichever of W rt (R j2 , v) or W tr (R j2 , v) has lower latency, and so on. Since the strolls are nested, after visiting the new nodes in R j (i−1) , we are at a node in R ji and we have exactly j (i−1) nodes left to visit. Therefore, traversing R ji adds at most s ji (j (i−1) + ji 2 ) to the latency of the tour, by Lemma 2.5. Because S n = R jm is one of the strolls in our sequence, the tour eventually visits every node. Summing the contribution of each stroll upper bounds the latency of our tour by
2 ) (where j 0 = n). All that is left is to choose the sequence of strolls to traverse. Choosing the best sequence reduces to a shortest path computation in a certain graph. DEFINITION 2.6. Given a real number a and a decreasing sequence s = (s 0 , s 1 , ...s n−1 ) of real numbers, the concatenation graph, CG(s, a) has node set V = {0, 1, ..n − 1}, directed arcs E = {(j, i) : j > i}, and edge costs c ji =
Node j in the concatenation graph represents R j , the minimum (n − j)-stroll. Any path from node n − 1 to node 0 in the graph represents a concatenation of strolls that visits all the nodes in our metric space. If a = 1/2 and the strolls are nested, then the cost of any (n − 1) 0 path will be an upper bound on the latency of the resulting tour. The reason for formulating the concatenation graph with a as a parameter is that later we will encounter a concatenation graph with a = 1/3; moreover, the Goemans-Kleinberg approximation algorithm uses a = 1.
0 path in CG(s, a), and c(SP (s, a)) its cost.
If we apply Theorem 2.9 to CG(s, 1/2) where s i = c(R i ) and the strolls happen to be nested, then it gives us an approximation ratio of ρ(1/2) ≈ 3.18, Observation 2.3 and Lemma 2.5.
Goemans and Kleinberg [14] proved the case of Theorem 2.9 when a = 1, and their methods can easily be extended to handle all a ≥ 0. In Section 4, we provide an alternate proof using infinite-dimensional factor-revealing linear programs that lends a fresh perspective on the result, and solves a mystery raised by Arora and Karakostas [4] .
The General Case
There is no reason for the optimal k-strolls to be nested, so in general we will need a slightly different algorithm. Rather than consider all minimum kstrolls, we will consider a special subset of minimum strolls that have additional structure. Given a penalty p v for each node v ∈ V , the prize-collecting stroll (PCS) problem asks for the stroll S that minimizes c(S) + v / ∈V (S) p v . In other words, it is the stroll that minimizes the cost of the edges traversed plus a penalty incurred for each node not visited by the stroll. 3 Throughout this paper, when we refer to the PCS problem, we will mean the version with uniform penalties, i.e., p v = λ for all v. Let S(λ) denote the minimum PCS with uniform penalties λ.
The PCS problem is closely related to the minimum kstroll problem, in that PCS is a Lagrangian relaxation of kstroll.
Proof. Otherwise, S k would be a better PCS than S(λ).
Applying Observation 2.10 with k = |S(λ)| implies that for all λ, S(λ) is the minimum |V (S(λ))|-stroll. Thus, the set of optimal PCSs {S(λ) : λ ≥ 0} constitute a subset of the minimum k-strolls. Figure 1 graphically illustrates the relationship between the optimal k-strolls and the optimal PCSs. Each possible stroll S in the graph is represented by a dot in the figure, with coordinates (n − |V (S)|, c(S)). The minimum k-stroll is the lowest dot with x-coordinate (n − k). The dotted line, of slope −λ, passes through the point representing S(λ), and its height at x-coordinate i represents the lower bound on s i = c(R i ) given by Observation 2.10. If we consider all of the lower bounds generated for all s i via all possible values of λ, we get the lower envelope shown by the three solid segments in the figure. The set of optimal prize-collecting strolls, i.e., {S(λ) : λ ≥ 0}, corresponds to the four corner points of this lower envelope. We prove Lemma 2.11 in Section 8. Before giving our approximation algorithm based on PCSs, we provide the following lemma that is necessary for the algorithm to be well-defined. LEMMA 2.12. (CORNER POINT ROUNDING) Given a decreasing, piecewise linear function f , any a ≥ 0, and any k ∈ {0, . . . , n − 1}, the shortest k 0 path in graph
) uses only corner points of f (except perhaps for k itself).
If f is the lower stroll envelope (plotted in Figure 1 ), then the lemma implies that a shortest path will use only optimal PCSs.
Proof. It is enough to show that the first hop in the shortest k 0 path must go to a corner point. Since 0 is a corner point, we are fine if the shortest path goes directly to zero. Otherwise, we examine the first two hops: k → j → i (with k > j > i). The total cost of these two hops is C(j)
is not a corner point, so it lies in the interior of a line segment of slope −λ, for some λ > 0.
Let (l, f (l)) and (u, f (u)) be the corner points sandwiching j (with l < j < u). We will show that moving j to either L = max(l, i) or R =min(u, k) strictly decreases the cost of the path, yielding a contradiction. If we move j to coincide with i or k, we can then eliminate the self loop, further decreasing the cost of the path. To determine what value of j minimizes C(j), we take the derivative with respect to j:
Moreover, since f (j) = −λ is constant on I, C is decreasing and therefore C is strictly concave on I. Thus, C obtains its minimum at an endpoint of the interval, at a value strictly less than C(j).
We now derive a technical corollary of Lemma 2.12 that is crucial for dealing with non-nested strolls. Observation 2.14 holds because the lower hull is convex. Another way to see this is that when λ increases, the optimal PCS will span at least as many nodes, so (n − |V (S(λ))|) decreases. 
Proof. Because j is on the shortest path, perturbing j cannot decrease
Algorithm 1 with a = 1 2 gives our pseudocode for constructing a 3.18-approximate MLP tour. The algorithm builds on the one for the nested case, with two key differences. Rather than determine a sequence of strolls at the start we do it dynamically: to decide which stroll to traverse next, we determine the number x of nodes left to visit, then traverse the next stroll S on the shortest path from x to 0 in the concatenation graph. In the nested case, x will always be the number of nodes unspanned by the previous stroll. The other difference is that before traversing either W rt (S, v) or W tr (S, v), we may need to move to a node inside S. The main difficulty in the proof is showing that this extra cost is not too large. , s 2 , ..., s n−1 ), a). // This is the only place where we use parameter a. 5: Compute the shortest path from node i to node 0 in CG for i ∈ {1, . . . , (n − 1)}. 6: N (i) ← the first node after i in the shortest path from i to 0. 
12:
u ← the first node in S that we reach, starting from v and backtracking along S toward r. // Since r is in both strolls there always exists such a node. 13: Travel from v to u.
14:
15:
x ← number of distinct nodes still unvisited after traversing S. Instead of substituting a = 1 2 , we will carry the parameter a throughout the analysis below, so that we can recycle the analysis later in Section 3. Since s i is a lower bound on OPT it suffices to show that the tour we construct has latency at most ρ(a) s i . We first analyze the case where the PCSs happen to be nested, then the non-nested case.
Proof. [Nested Case] If the PCSs are nested, then after traversing R N (x) we will have exactly N (x) nodes left to visit. Therefore, the algorithm traverses exactly those strolls in the shortest path SP (s, a). Additionally, since our strolls are nested, v will always lie inside our next stroll, so u = v and we incur no extra latency in step 13 of the algorithm. Thus, traversing stroll R N (x) after stroll R x contributes exactly c x,N (x) to the latency of the tour. By Theorem 2.9, the cost of our tour is at most ρ(a) n−1 i=0 s i , as advertised.
If the strolls are not nested, then there is an additional contribution to the total latency whenever we must backtrack from the end of our previous stroll S to a node in the next stroll S that we want to traverse (line 13 of the algorithm). The upside is that when we finish traversing stroll S we will have visited strictly more than |V (S)| nodes because S contained some nodes that S did not. This benefits us in two ways. First, Lemma 2.5 gives a smaller bound on the cost of our traversal of S. Second, the remaining cost to complete the algorithm is lower, as quantified by the shortest path potentials in CG. We will show that these bonuses more than make up for the extra backtracking cost. That S is an optimal PCS with penalties λ − N (x) is critical here, because it allows us to bound the extra latency incurred in terms of the number of extra nodes we visit. 
Proof. Because the edge in CG(s, a) from i to any node z costs less than that from (i + 1) to z, π is increasing.
Observe that the definition of π implies:
If N (y) < x, then the RHS is precisely the cost of the hop x → N (y) plus the shortest N (y) 0 path in CG(s, a), and is hence an upper bound on π(x). If N (y) ≥ x, then π(N (y)) ≥ π(x), since π is increasing.
Before proving Theorem 2.16 in the general case, we provide an informal outline of the argument, which we find useful for understanding the big picture. Each iteration of the while loop essentially corresponds to one hop in CG(s, a). When we find ourselves at node x, we attempt to hop to N (x) by traversing stroll R N (x) . However, due to non-nestedness, we may instead land at some node z < N (x). This can only help us, unless we had to incur a backtracking cost before traversing R N (x) . In this case, the backtracking cost is at most λ Proof. [Theorem 2.16, General Case] Recall that, just prior to each stroll traversal, x denotes the number of nodes left to visit. Let l(x) denote the additional latency incurred by our algorithm from this point on. We prove by induction on x that l(x) ≤ π(x) (for all values of x encountered by the algorithm). Hence, the total latency of our tour is at most π(n − 1), which immediately implies an approximation ratio of ρ(a), as before.
The algorithm terminates when x = 0, so l(0) = π(0) = 0. We split the inductive step into two cases. Since we have x nodes left to visit, S = R N (x) . In both cases, we need to show
Case 1: (S contains node v)
The argument here is identical to the nested case. Case 2: (S does not contain node v) Let x, v, u, S, and S be defined as at the end of step 12 in the while loop, where S = R y for some y ≥ x that is a corner point of f . The latency l(x) incurred by finishing the algorithm consists of three parts: backtracking from v to u (step 13), traversing R N (x) (step 14), and the remaining iterations of the while loop.
We consider the contribution to the latency from the nodes traversed in the next while loop, and then we use the inductive hypothesis to upper bound the contribution of the nodes traversed in the remaining while loops. Let P be the path from v to u in S , and |P | denote the number of edges in P . Since stroll S = R y , where y is a corner point of the lower envelope f , we have
If we were to prune away the entire path P from stroll S (except for node u), the resulting PCS would save c(P ) in stroll cost, but incur an extra λ − y |P | penalty for the |P | extra nodes it is missing. Since S is already optimal for λ − y , we must have c(P ) ≤ λ − y |P |. Hence, traveling from node v to u contributes at most λ − y x|P | to the total latency. Let z be the number of nodes still left to visit after we traverse S = R N (x) . There are N (x) nodes not in S, but at least |P | of them were visited when we traversed S , so z ≤ N (x) − |P |. Thus, by Lemma 2.5, traversing S adds at most s N (x) (x + a(N (x) − |P |)) latency. By induction, the remainder of the algorithm adds at most π(z) latency. But Lemma 2.18 implies
Summing these three contributions and using the fact that
We wish to prove l(x) ≤ π(x), so it suffices to show that −λ
Since y ≥ x > N (x), Observation 2.14 gives λ
, implying (2.1) since x, a, N (x) ≥ 0.
An improved algorithm
We improve the algorithm by keeping track of whether we end the stroll at the root or tail. If we end at the tail of the previous stroll S , then after backtracking along S to node u, we can follow either walk W rt (S, u) or W tr (S, u). We call the first option the tail-tail (TT) traversal, since we start at the tail of S and end at the tail of S. We call the second option the tail-root (TR) traversal. When we finish S at the root r, we may instead choose the cheaper RT traversal.
We can view Algorithm 1 as choosing randomly between the TR and TT traversal of S at each stage, then derandomizing each traversal choice individually. This no longer works in the presence of the RT option, because an RT or TT traversal precludes the next traversal from being RT. To circumvent this difficulty, we select our sequence of strolls based on the cost of a certain random concatenation, then derandomize the entire concatenation sequence at the very end, in a coordinated fashion. LEMMA 3.1. Suppose we are part-way through a random tour at node v, where v is the root with probability 1 3 , and the tail of the previous stroll with probability Proof. If v is the tail then our expected latency is at most s(j + i 2 ), exactly as given in Lemma 2.5. If v = r then the latency is only at most sj. The expectation is then
The transition probabilities that determine the traversal W in Lemma 3.1 yield a steady-state distribution of tail. The tour begins at r, which is both the root and tail of the trivial stroll S 1 . Thus, we can declare it to be the root with probability 1 3 and a tail with probability 2 3 , thereby placing the process directly in its steady-state distribution. Notice that (3.2) is exactly the cost of the edge j → i in CG ((s 0 , . . . , s (n−1) Proof. Notice that the sequence of strolls chosen by the algorithm is independent of the coin flips. Consequently, the proof is exactly the same as that of Theorem 2.16, with one exception. In the v / ∈ S case, we need to backtrack only in the event of a TR or TT traversal, so the expected latency from backtracking is at most Once the sequence of strolls has been chosen, the traversals can be derandomized using a shortest path calculation in a graph resembling CG(s, a). We defer the proof of Theorem 3.3 to Section 6.
Analyzing
the concatenation graph using factor-revealing linear programs Theorem 2.9 states that c (SP (s, a) ), the cost of the shortest path from node n − 1 to 0 in CG(s, a), is never larger than ρ(a) n−1 j=0 s j , even if an adversary chooses n and (s 0 , . . . , s n−1 ). This statement is purely graph-theoretic, and thus it holds regardless of whether there is an MLP instance where s i = c(R i ). For any particular choice of s, we can formulate the shortest path via a minimization LP in the standard way, using flow. By taking its dual, we can reformulate it as a maximization LP. Letting the s i be variables, we see that the worst vector s for a particular value of n (after scaling down s so that j s j = 1) can be computed as the solution to the following factor-revealing linear program (FRLP). maximize π n−1 subject to:
The (j + ai)s i term is the cost of the edge from j to i in CG(s, a), and π i represents the length of the shortest path from i to 0, so (4.3) is the familiar triangle inequality constraint. Let LP n denote this FRLP, and val(LP n ) its optimal value. Our goal is to prove that
We will actually prove that (4.5) holds with equality, but the inequality is enough to immediately imply Theorem 2.9. Since s n−1 appears only in the normalization constraint, the optimal solution always sets s n−1 = 0. If we set s n−2 = 0 in LP n+1 , it reduces to LP n . Hence, val(LP n ) increases monotonically with n. For any finite n, we can solve LP n numerically, but we want to obtain the limit. This suggests looking at the "limiting" LP as n → ∞, which will be an infinite-dimensional continuous LP. Since we are interested in obtaining the upper bound (4.5), we need to look at DLP n , the dual of LP n : minimize ν subject to:
In DLP n , the variable f ji denotes a flow on edge (j, i) in graph CG(s, a). Constraint (4.6) says that the total flow out of node n − 1 must be 1, and constraint (4.7) imposes flow conservation at each intermediate node. Together, (4.6) and (4.7) imply that the flow into 0 is also 1. Constraint (4.8) is the interesting one. It imposes a lower bound on ν in terms of a weighted sum of the edge flows coming into i, where the weight of a flow equals the coefficient of s i in the cost of the edge in CG(s, a) that is carrying the flow. Since each weight is Ω(i), the total flow through node i at optimality must be O( 1 i ). Thus, node n−1 must spread its out-flow over at least a constant fraction of the other nodes. 2 ) : x > y}. Then CDLP is:
minimize ν subject to:
νµ(I) ≥ Constraints (4.11) and (4.12) correspond to constraints (4.6) and (4.7) in DLP n . Constraint (4.14) says that f is supported on T ; in other words, all of the flow is moving to the left. This corresponds to the fact that the flow variable f ji exists in DLP n only when j > i. The interesting constraint is (4.13), which corresponds to constraint (4.8) in DLP n . We cannot write this constraint in terms of a flow density function on (0, 1]
2 , because such a density may not exist. In fact, we will later discover an optimal solution to CDLP where the flow measure is supported on a set of Lebesgue measure zero, and hence no Radon-Nikodym derivative exists, i.e., f cannot be represented by a density. 4 Now that we have formulated the continuous FRLPs, we need to relate them to the finite ones. First we relate CDLP to DLP n . 
where (4.15) follows from the flow conservation constraint (4.12), the last equality follows from (4.11), and the others follow from the definition of f ji and the additivity of measures. Hence, constraint (4.6) is satisfied. The discrete flow conservation constraints (4.7) follow directly from the continuous ones (4.12). Finally, constraint (4.13) with I = I i implies
where (4.16) holds because µ(I i ) = 1 n and f is supported on T , and (4.17) holds because x > i n for all x ∈ I i (and similarly for y and I j ). Now we relate CLP to LP n . It is easy to show that every feasible solution for CLP is dominated by one in which s(·) is continuous and monotone decreasing on [0, 1], while π(·) is continuous (and monotone increasing). Thus, we need worry about projecting only solutions of this form. Proof. The solution ((s i ), (π i )) is feasible for the triangle inequality constraints (4.3), because these are simply constraints (4.9) restricted to x, y ∈ {0, s(x)dx = [0,1] sdµ = 1, we have N n → 1 as n → ∞. Thus, in the limit, our projected primal solution has value lim n→∞ π( n−1 n )/N n = π(1), matching the value of our solution to CLP. Now we look for an optimal solution to CDLP. Solving LP n numerically for some small values of n (like n = 100) suggests that the optimal dual solution is a "leapfrogging flow." That is, node n − 1 spreads its unit of out-flow over nodes n − 2, . . . , i, for some i, in such a way that constraint (4.8) is tight for each i > i. Now, since node n − 2 receives some flow from n − 1, it needs to send some flow leftward to satisfy flow conservation. It picks up where node n − 1 left off, first adding flow to node i until constraint (4.8) is tight for i, then possibly letting some flow spill over to i − 1. We then continue propagating flow from node n − 3, and so on. The total flow through each intermediate node i increases as i decreases, because constraint (4.8) is tight for each i and the (j + ai) multiplier in this constraint is decreasing as i decreases (since a > 0, and as i decreases, the nodes j sending flow into i are decreasing). Thus, aside from node n−1, no node spreads its out-flow over more than 2 receiving nodes. This suggests that in the limit, each point x in (0, 1) has a flow density d(x) such that the total amount of flow going through a small interval I around x is approximately d(x) times the width of I, each point x receives all of its flow density from a single point h(x) > x, h(·) is increasing and d(·) is decreasing. Let h 1 = inf{x : h(x) = 1}. Under these assumptions, the constraints in CDLP become
If infinite-dimensional LPs acted like finite-dimensional ones, then since (4.19) is the constraint corresponding to the primal "variable" s(x) and we expect s(x) > 0 for all x < 1, complementary slackness would imply that (4.19) should be tight for all x ∈ (0, 1). However, the strong duality theorem does not hold for all infinite-dimensional LPs [1] . In particular, it happens to fail for this one, so we do not actually need to make (4.19) tight over the entire interval. However, it is still good intuition that we should make (4.19) tight wherever we can, and in fact it is easy to do so on (0, h 1 ). If we fix some b > 1 and set h(x) = min(bx, 1), (4.20) which implies h 1 = and hence the smallest value we can take for ν is b+a ln b . By calculus, we find that the optimal choice for b is ρ(a), which also implies ν = ρ(a). We have thus proven: THEOREM 4.3. The optimal value of CDLP is at most ρ(a).
Applying Lemma 4.1, we get Corollary 4.4, which, by the initial discussion in this section, implies Theorem 2.9. COROLLARY 4.4. For each n, the optimal value of DLP n (and, by weak duality, LP n ) is at most ρ(a).
We will refer to the flow measure above as f * , and will prove presently that it is indeed optimal. If we could exhibit a feasible solution to CLP of value ρ(a), it would prove that f * really is optimal for CDLP. However, it turns out that there is no optimal solution to CLP, so we will instead exhibit a family of solutions with values arbitrarily close to ρ(a).
Fix any > 0. Let s (x) = min(
] and π (x) = 0 for x ∈ [0, ). Using the fact that the expression a + z − ρ(a) ln z attains a minimum of zero (at z = ρ(a)), it is easy to verify that (
N ) is a feasible solution to CLP. This solution has value
Thus, this family of primal solutions proves that the dual solution we exhibited above is indeed optimal. Notice that as → 0, the measure induced on [0, 1] by integrating s converges to a point mass at 0.
THEOREM 4.5. The optimal value of CDLP is exactly ρ(a).
Goemans and Kleinberg, in effect, proved an upper bound of ρ(1) for LP n with a = 1, but they did so via their random bucketing algorithm, which does not give a solution to DLP n [14] . They proved their analysis was tight by exhibiting a family of solutions to LP n , with values approaching ρ(1). Their solution is essentially what one gets from projecting our solution s 1/n (·), in the special case when a = 1.
We asserted above that no optimal solution to CLP exists. Here is a sketch of the proof. It is possible to perturb the solution f * to a different flow measuref in such a way that (f , ν) is still feasible for CDLP (and hence is still optimal), but such that (4.13) is loose for every interval I, although it is tight in the limit for intervals approaching 0. Suppose there were an optimal solution s * (·) to CLP. 5 The continuous version of complementary slackness says that the optimal primal and dual solutions must satisfy complementary slackness almost everywhere. But since dual constraint (4.13) is tight nowhere, our hypothetical optimal primal solution s * (·) must be zero almost everywhere, which contradicts (4.10).
In light of this argument, it is logical that the family of solutions s (·)/N converges to a point mass at zero, because the complementary slackness conditions tell us that this is the only "solution" that would be complementary slack withf . The problem is that this limiting primal "solution" is not in our domain of feasible solutions.
Another interesting note is that if we apply the continuous analog of the random bucketing algorithm of Goemans and Kleinberg to the primal solution s (·), the flow measure that results matches f * , except of course on (0, 1] × (0, ]. Arora and Karakostas gave a 5.828-approximation algorithm for the MLP on trees, which involves concatenating a fixed sequence of trees, the first of which contains more than n/2 nodes [4] . They remarked that this result "seems to go against the received intuition of 'visit the nodes closest to the start node first' " [4, p. 1319] . This used to be mysterious, but viewing their result through the lens of CDLP now clarifies things. Our optimal dual flow measure f * can be viewed as a random path that jumps from 1 to a random point x 0 ∈ [ 1 ρ(a) , 1) (with probability density d(x)), then proceeds to make an infinite sequence of further deterministic hops, x 1 , x 2 , . . . , where
564. Thus, the first tree chosen by our random path would, on average, contain about 0.436n nodes. Thus, the random path represented by the flow measure f * shares some of the salient aspects of both the adaptive GK random bucketing algorithm and the Arora-Karakostas fixed concatenation sequence. Like Arora-Karakostas but unlike GK, our path is oblivious to s. Moreover, the GK random bucketing algorithm reduces to our path on worstcase inputs. Hence, our non-adaptive random path can be viewed as a common thread tying together the seemingly disparate GK and Arora-Karakostas algorithms.
MLP approximations from Lagrangian-preserving
PCS approximations Our Theorem 3.2 can be extended to apply to any metric space, with a somewhat weaker approximation guarantee. In particular, Theorem 5.3 shows how to transform any "pinpointable" Lagrangian-preserving β-approximation algorithm for PCS into a 3.03β-approximation for the MLP. The best Lagrangian-preserving β-approximation algorithm for general metric spaces has β = 2, and appears in Chaudhuri et al. [10] , the same paper that gives a 3.59-approximation algorithm for the MLP on general metrics. Unfortunately, our method thus gives a 6.06-approximation for general metrics, which does not improve on the 3.59. However, just as there are large classes of metrics for which β = 1 (i.e., on which PCS is solvable in polynomial time; see Section 8), there may be some intermediate classes of metrics that admit some β ∈ (1, 1.18) , in which case Theorem 5.3 would give an improvement.
The basic idea of our 3.03β-approximation algorithm is to construct a β-approximation of the lower stroll envelope, and run the original algorithm using its corner points. To do this, we need corresponding primal solutions corresponding to the corner points, and moreover we need them to satisfy a "tail" property that will allow us to properly bound the backtracking cost from step 13 of Algorithm 1. Satisfying the tail property will require doing a bit of surgery on the strolls and some modification of the approximate lower stroll envelope to accomodate the surgery. Note that any optimal PCS with penalties λ satisfies the λ-tail property, but this need not be the case for β-approximation strolls. Also, notice that the α-tail guarantee becomes stronger as α decreases.
The following definition encapsulates exactly what we need from the lower envelope and corresponding corner point strolls to extend our algorithm. DEFINITION 5.2. Given a finite metric space M on a set V of n nodes, with root node r, we define an anchored β-envelope to be a piecewise-linear convex function f such that f (k) is a lower bound on the minimum (n − k)-stroll (for k = 0, . . . , (n − 1)), and for each corner point k of f there exists:
• an (n − k)-stroll R k with cost at most βf (k), and The strolls R k corresponding to the corner points k are called anchoring strolls for the envelope f .
We previously defined λ + k and λ − k in terms of the slope of the lower stroll envelope at k (Definition 2.13). Our redefinition of these symbols inside Definition 5.2 coincides with the orginal definition when β = 1. Similarly, in Section 2 we defined R k to be the minimum (n − k)-stroll, although we actually used only the ones corresponding to corner points of the lower stroll envelope. We can think of these as being the anchoring strolls of the anchored β-envelope with β = 1. Viewed in this way, the notation is consistent. For the duration of this section, we will re-define R j , λ − j and λ + j with respect to the anchored β-envelope currently under consideration, rather than the lower stroll envelope.
Notice that we require our anchoring stroll at corner point k to satisfy only the βλ + k -tail property, not the stronger βλ − k -tail property. In the β = 1 case, the anchoring stroll at corner point k is the optimal PCS for every penalty parameter in [λ
If we plot an anchored β-envelope f on top of Figure 1 , it would lie on or below the lower stroll envelope, and its corner points may have different x-coordinates than the corner points of the lower stroll envelope. For each corner point of f , the anchoring stroll would appear as a dot with the same x-coordinate and whose y-coordinate is within a factor of β of the corner point.
3.03β-approximation algorithm Compute an anchored β-lower envelope f and its anchoring strolls. Run the 3.03-approximation algorithm from Section 3, using f rather than the actual lower stroll envelope, and its anchoring β-approximate corner point strolls and their costs instead of the optimal PCSs. THEOREM 5.3. Given a finite metric space M on a set V of n nodes, with root node r, for which we can compute an anchored β-lower envelope and its anchoring strolls in polynomial time, the previous algorithm gives a 3.03β-approximation to the MLP.
Proof. If our proof of Theorem 3.2 did not use the structure of the PCS at all, then it is easy to see that if we just pretend the lower bound curve represents our actual stroll costs, then the analysis extends immediately when we multiply all the costs by β. The only part of the proof that uses the structure of the stroll is the piece where we bound the cost of backtracking for non-nested strolls. In that part, we had just finished traversing stroll R y for some y ≥ x, and were backtracking along it in preparation for traversing stroll R N (x) . We used the fact that R y satisfied the λ − y -tail property; if we instead use the weaker λ + y -tail property, the proof of Theorem 2.16 goes through as-is. Since we are now allowing all costs to be blown up by a factor of β, it suffices for R y to satisfy the βλ + y -tail property, which is what the anchored β-envelope gives us. Now we discuss how to use Lagrangian-preserving approximation algorithms to produce anchored β-envelopes. We begin with some definitions. If we have a PCS algorithm A, let A(λ) denote the stroll output by A when the penalties are set to λ.
DEFINITION 5.4. A PCS algorithm
A is a Lagrangianpreserving β-approximation algorithm if, for every λ ≥ 0, it outputs a solution A(λ) and a lower bound LB(λ) that satisfy 22) where LB(λ) is a lower bound on the cost of the optimal PCS solution with penalties λ.
Lagrangian-preserving is defined this way because it leads to an analog of Observation 2.10.
which proves the first part. For the second part, we start with the definitions of LB(λ) and LB(λ), then apply Observation 2.10:
which rearranges to (5.23).
In other words, when we run A with penalties λ, the algorithm outputs a stroll S of some size i = |V (S)| and a number LB(λ) that is a lower bound on c(S i ). The stroll S is a β-approximate i-stroll, because it is within a factor of β of the lower bound LB(λ). Moreover, the lower bound on c(S i ) extends to a lower bound on c(S k ) for all k, via a line of slope λ. If we plot the x-coordinate of stroll S as (n − |V (S)|), then the lower bound line has slope −λ, analogous to the dotted line in Figure 1 , but likely lying strictly below the lower stroll envelope.
Consider what happens to A(λ) as λ ranges continuously over some interval. For some sub-intervals, A(λ) is constant, but at some values of λ, the solution changes. We refer to such a value of λ as a critical value. When λ is precisely at a critical value λ c , then the solution returned by A depends on how the algorithm chooses to break ties. If it chooses to always break ties as though λ = λ − c (i.e., infinitessimally smaller than λ c ), then it will return the solution, denoted A(λ 
Every approximation algorithm must exhibit similar behavior as λ approaches 0 or ∞. When λ = 0, the optimal PCS is just the trivial stroll, spanning only the root r and having cost zero. Every approximation algorithm must also produce this zero-cost solution, or else its approximation ratio would be unbounded. As λ → ∞, every approximation algorithm must span all nodes, in order to avoid paying even a single λ penalty, which would destroy the approximation ratio. Thus, every k ∈ {1, . . . , (n − 1)} is spanned by some critical value of λ. DEFINITION 5.7. An algorithm for PCS is pinpointable if, for each k ∈ {1, . . . , (n − 1)}, we can find a critical value of λ that spans k, in polynomial time.
Although it is difficult to imagine a PCS algorithm that is not pinpointable, since we are treating the Lagrangianpreserving β-approximate PCS algorithm as a black box, we need to add pinpointability as another technical condition. However, we now demonstrate why you get pinpointability for free, with just about any algorithm you can imagine.
Finding a critical value of λ that spans a given k can usually be accomplished using either Megiddo's parametric search technique [26] , or ordinary binary search in conjunction with the method of continued fractions (see e.g., [30, 17] ). Megiddo's technique involves running the algorithm with λ explicitly treated as a variable. The method works as long as every comparison involving λ can be written as testing the non-negativity of an affine function of λ. This condition is satisfied by every prize-collecting algorithm that we are aware of for any problem (not just PCS algorithms). The method of continued fractions works as long as we can prove that the critical value we are searching for is a rational number with denominator at most 2 poly(|I|) , where |I| is the size of the instance. Again, every prize-collecting algorithm we have ever met satisfies this condition as well. Now we are ready for the main technical result of this section.
THEOREM 5.8. Given any pinpointable β-approximation algorithm for PCS, we can construct an anchored β-lower envelope and its anchoring strolls in polynomial time.
Proof. We construct the β-lower envelope and the corresponding corner point strolls using the pinpointable PCS algorithm in a black-box fashion.
• For each k, find a critical λ that spans k, along with corresponding strolls visiting n − k L and n − k R nodes with costs c(k L ) and c(k R ) respectively, and the corresponding lower bounds LB L = LB(λ + ) and LB R = LB(λ − ). The two strolls give lower bound lines of slope −λ going through point (k L , LB L ) and (k R , LB R ), respectively. The lines are parallel, so we pick the better (higher) one, and we get an interval [k L , k R ] with lower bounds and two corresponding strolls of sizes (n − k L ) and (n − k L ) whose costs are within a factor β of the lower bounds. If we do this for all k, we generate a collection of line segments that cover the line from 0 to n because n − k L > n − k. Figure 2 depicts the segments of lower bounds as dotted lines, marks each segment endpoint by an x, and depicts each corresponding stroll as a dot directly above its x, within a β factor vertically.
• Take the lower convex hull of all of these segment endpoints. Observe that every corner point of the convex hull is a segment endpoint, and hence has a corresponding stroll directly above it, within a factor of β in cost. Figure 2 depicts the lower hull as a solid polyline. At this point, we have all the elements of an anchored β-envelope, except that our anchoring strolls may not satisfy the appropriate tail property.
• We now move from left to right, amending the strolls and the lower hull so that the strolls achieve the βλ + ktail property. We start with the least corner point k strictly to the right of 0. Let R k be the corresponding stroll and let z * be the largest z such that pruning the last z nodes decreases the cost of R k by at least βλ + k z. Let the stroll R k+z * be the result of pruning the last z * nodes from R k . Notice that R k+z * satisfies the βλ the original point (k, c(R k )). In Figure 3 , this is represented by the dash-dotted line segment pointing from R k to R k+z * . This line should be at least β times as steep as the dotted line (slope −βλ
• Extend the lower hull to the right of k at slope −λ
Notice that it will remain within a factor of beta of the new stroll, and will also still be a valid lower bound (because the next segment of the original lower hull lies strictly above it). Now, recompute the lower hull from z + k to the right, and iterate this surgery process with the next corner point in the new lower hull. In Figure 3 , recomputing the lower hull causes the dotted segment and the dashed segment to replace the two solid segments directly above them. Thus, i ceases to be a corner point in the new hull, so the next corner point we consider will be j.
After the last iteration of this surgery process, the resulting lower hull is a anchored β-lower envelope, and the corresponding corner point strolls are its anchors.
Derandomizing the 3.03-approximation algorithm
In this section, we show how to de-randomize the ρ( Let R p(1) , R p(2) , . . . , R p(k) be the sequence of strolls it selects to concatenate.
Let c

RT i
be the actual latency of the RT traversal of R p(i+1) after traversing the sequence of strolls R p(1) , . . . , R p(i) . Similarly, let c
T R i
and c
T T i
be the latency for the T R and T T traversals respectively, including the latency induced by backtracking along R p(i) to reach the first node in R p(i+1) .
3. Build a graph CG RT with nodes r i and t i for i = 0, . . . , k, edges (r i , t (i+1) ), (t i , t (i+1) ), (t i , r (i+1) ) for i = 0, . . . , (k − 1), and edge costs c
respectively.
4. Find the shortest path in CG RT from node r 0 to the closer of t k or r k , then concatenate R p(1) , R p (2) , ..., R p(k) according to which edges were used in the shortest path. If edge (r (i−1) , t i ) is in the path, then we traverse R p(i) with an RT traversal; if edge (t (i−1) , r i ) (respectively, (t (i−1) , t i )), then after traversing R p(i−1) we backtrack until we are at a node in R p(i) , and then traverse R p(i) using the TR (respectively, TT) traversal.
The key to understanding this derandomization is that the actual latency of each RT, TR and TT traversal can be calculated, because when we traverse stroll R p(i+1) , we know exactly which strolls we have already traversed (namely R p(1) , . . . , R p(i) ), and hence we know exactly which nodes still have not been visited (namely V − ∪ i j=1 V (R p(j) )). Thus, the cost of any r 0 r k or r 0 t k path in CG RT is precisely the latency of the corresponding tour. This is why it is necessary to fix the sequence of strolls first, because otherwise we cannot even compute the costs of the arcs in CG RT .
Computing the lower stroll envelope for trees
This section deals exclusively with metric spaces that are specified as the shortest path metric on a weighted tree, rooted at node r. Lemma 2.11 applies to all graphs of constant treewidth, and we prove the general result in Section 8. However, the algorithm is much simpler when the graph is a tree, so we explain that result separately here.
We begin by explaining how to compute the optimal solution to the related prize-collecting Steiner tree (PCST) problem on trees. PCST is the same as PCS, except that the requirement on the set of edges we buy is that they form a tree, rather than a path. Johnson, Minkoff and Phillips [21] observed that the PCST problem on trees can be solved exactly in O(n) time, although they phrased their algorithm as a "strong pruning" phase to be plugged into the Goemans-Williamson algorithm for PCST on general metric spaces [16] . For each node v in the tree, let ch(v) denote its set of children, e v denote its parent edge (which is null if v = r), and T v denote the subtree rooted at v, consisting of v and all of its descendants. For each node v, we compute its net worth N W (v) recursively as 24) where the superscript + denotes the positive part, i.e., x + = max(x, 0). In words, the net worth of a node v is the net benefit of buying edge e v and claiming the λ prize at v, along with the best PCST solution for T v . If N W (v) > 0, color the edge e v green. The optimal solution is then the connected component of green edges that contains r.
For the duration of this section, we will think of a stroll as being a sequence of edges in the tree, not necessarily distinct. Alternatively, we can view it as a multiset of edges that admits an Eulerian path. In a tree, such a set of edges has a particularly simple structure: it is a path of edges with multiplicity one (which we call the backbone path), plus a collection of disjoint trees hanging off of this path, each with multiplicity two.
To compute the best PCS, we need to compute two types of net worth for each node: N W P (v) is the net worth of the node, given that the tail of the stroll lies in T v (equivalently, the backbone path includes v), while N W T (v) is the net worth of the node, given that the tail does not lie in T v . We can compute these recursively as:
For N W T (v), the path of multiplicity 1 does not run through v, so two copies of e v must be purchased, whereas for N W P (v), only one copy need be purchased. Also, the backbone path can run through at most one of v's children, and then only if it runs through v.
To extract the solution, we first color every edge e v green for which N W T (v) ≥ 0. Then we perform an iterative process in which we color some edges red. First we evaluate whether any of the edges coming out of r has N W P (v) ≥ 0. If so, we let w ∈ ch(r) be the arg max from (7.26), and color e w red. We then iterate this process, starting at node w. In this way, we identify a path of red edges. The edges of our final solution, will be those in the connected component of r with respect to the union of the red and green edges. The red edges will form the backbone path of our stroll, and the green edges will form the doubled trees. This algorithm gives the following theorem. One can show that the arg max and the positive parts in (7.25) and (7.26) can change at no more than O(n) breakpoints as λ sweeps from 0 to ∞, and the next breakpoint can always be computed in O(n) time. This implies the following theorem. The proof of Theorem 8.1 will involve a hairy dynamic program. To define it, we must first review some definitions regarding treewidth. These are taken directly from Bodlaender [9] . DEFINITION 8.3 . A tree decomposition of a graph G = (V, E) is a pair (T, X ) with T = (J, F ) a tree and X = {X j |j ∈ J} a family of subsets of V , such that:
• For all edges (u, v) ∈ E, ∃j ∈ J such that v ∈ X j and w ∈ X j .
• If X j and X k both contain a vertex v ∈ V , then v ∈ X i for all i ∈ J on the (unique) path from j to k in T . That is, the nodes associated with vertex v form a connected subset of T .
In this section we will refer to elements of V as nodes and elements of J as supernodes. DEFINITION 8.4 . The width of a tree decomposition To limit the number of recursive cases in our dynamic program for PCS we use an equivalent definition of treedecomposition that has a more restricted structure. DEFINITION 8.6 . A nice tree-decomposition is a treedecomposition ((J, F ), {X j |j ∈ J}), such that each supernode i ∈ J has at most two children and
• For supernodes j with no children, |X j | = 1.
• For supernodes j with only one child k, either
• For supernodes j with two children, k and l, X j = X k = X l (j is a join supernode).
THEOREM 8.7. (BODLAENDER [9] ) Given a graph with root r and a tree-decomposition T of width w, we can find a nice tree-decomposition in linear time with size linear in T , width w, and root i such that X i = {r}.
We now introduce some notation necessary to describe our dynamic program. Let D j denote the set of nodes contained in the supernodes of the sub-tree of j but not j:
where desc(j) denotes the descendants of supernode j. If v is a node and E an edge set, let d v (E) denote the number of edges in E incident to v.
We observe that a set of edges is a tour if the graph induced on those edges is connected and Eulerian (every node has even degree). Similarly, a set of edges is a stroll starting at r if the induced graph is connected, r has odd degree, and all other nodes except one has even degree. Given this observation, we can view a solution to the PCS simply as a set of edges with these properties. Now, we want to build a PCS using sub-solutions defined by our tree-decomposition, and we will view these subsolutions also as a set of edges with certain properties.
We say a set of edges E is a sub-solution at j if:
1. ∀(u, v) ∈ E u ∈ D j or v ∈ D j or both, 2. d u (E) is odd for at most one node u ∈ D j , 3. ∀(u, v) ∈ E there is a path from u to x ∈ X j .
The first item defines what we mean by a sub-solution at j, as it tells us which subset of edges to consider. The second and third items ensure that the solution will extend to either a stroll or a tree.
Let DISCON N (j, E) denote the set of nodes u ∈ D j for which there exists no path from u to any v ∈ X j using only edges in E. Now let T C(j, E) = c(E) + λ|DISCON N (j, E)|, that is, T C(j, E) is the total cost (edge plus penalty) of a sub-solution E at supernode j. Observe that the minimum cost sub-solution of the root supernode is the optimal prizecollecting stroll.
We also define an interface of a supernode j that gives a description of a sub-solution at j in terms of the way the subsolution affects the nodes in X j . Specifically, an interface of a supernode j, denoted I(j) is a 3-tuple ({P i }, D, s) where
Xj is a partition of the nodes in X j ,D : X j → {0, 1, −1} is a function of the nodes of X j , and s = {0, 1} is a bit. Because |X j | is less than some constant for all j, the number of possible interfaces for each j is also bounded by a constant.
We say a set of edges E is consistent with interface I(j) if:
1. E is a sub-solution of j, 2. ∃ i : u, v ∈ P i ⇔ ∃ a path in E from u to v,
The second item requires that the partition {P i } specifies which nodes of X j are connected through paths in D j . The third item requires that the function D gives the parity of the degree of any node in X j (or indicates no adjacent nodes in which case we have -1). And the fourth item requires that the bit s is an indicator that all other nodes in D j have even degree (s = 0) and thus our sub-solution can extend to a tour, or one node in D j has odd degree (s = 1), and thus the sub-solution must extend to a stroll. Note that any sub-solution at j is consistent with exactly one interface of j.
We now describe the dynamic program. The dynamic program will use a nice tree-decomposition of our graph G with root R, X R = {r}. Let E * I(j) denote a set of edges consistent with I(j) with minimal cost (there may be no such edge set). In our dynamic program we have a state for every supernode j, and for each state we will store E * I(j) for each interface I(j) if it exists.
Observe that any set of edges consistent with the root supernode R, X R = {r}, of the tree-decomposition and interface I(R) = ({{r}}, D(r) = 1, 1) is a stroll. And, E * I(R) minimizes exactly objective of the PCS, and thus is the optimal PCS. So when we have found E * I(j) for all interfaces we have found the optimal PCS.
The base case of our recurrence is the set of leaf supernodes. Every leaf node l has X l = {v}, D l = ∅, so for every interface I(l), there is either no set of edges consistent with I(l) or the empty set is consistent, and thus we can compute these sub-solutions easily. For our recurrence, we consider all possible ways to raise the solutions for the children to a parent solution as follows:
JOIN: Parent j, children k, l. Let E = I(k),I(l) E * I(k) ∪ E * I(l) . We show that any optimal sub-solution at node j is an element of E. Consider E for some I(j). Any edge e ∈ E * I(j) can be in a sub-solution of exactly one of k or l by definition of a sub-solution and a tree decomposition. This induces a partition E * I(j) into E k , E l where E k and E l are sub-solutions at E k and E l respectively. E k and E l are each consistent with exactly one interface of k: I * (k) and l: I * (l), respectively. Now, we claim that E k = E * I * (k) and E l = E * I * (l) . The cost of E * I(j) is simply the sum of the costs of E k and E l , and E * I * (k) ∪ E * I * (l) is consistent with I(j) because the interface of E * I * (k) ∪E * I * (l) is determined completely by the interfaces of I * (k) and I * (l) (this can be easily verified). Now, to determine the optimal sub-solutions at j, simply find the minimum cost sub-solution for each interface of j from E.
DROP: Parent j, child k, node w is added to j. The argument is similar to the JOIN argument but even simpler, so we omit it. Optimal solutions for j are exactly the optimal solutions for k.
ADD: Parent j, child k, node w is dropped from j. Let E = I(k),E⊆{(u,w)|u∈Xj } E * I(k) ∪ E. We show that any optimal sub-solution at node j is an element of E. Consider E * I(j) for some I(j). Any edge e ∈ E * I(j) can be in the sub-solution of k or is adjacent to w by definition of a subsolution and a tree decomposition. So, let E k be the subset of edges of E * I(j) not adjacent to w and let E w be the set of edges in E * I(j) adjacent to w. E k is consistent with some interface I * (k). Now, we claim that E k is the optimal solution for I * (k). This is because the union of any subsolutions consistent with I * (k) and E w gives a sub-solution consistent with I(j) as it is easy to verify that the interface of E k ∪ E w is determined completely by the interface of E k and the edge set E w . Furthermore, the cost of E * I(j) is c(E w ) + T C(k, E k ). Again, to determine the optimal subsolutions at j, simply find the minimum cost sub-solution for each interface of j from E.
We have a constant number of interfaces for each node (though exponential in our constant treewidth) and each set E is also constant, so to raise a sub-solution from a child to a parent takes constant time. Our tree decomposition has O(n) nodes, and thus they dynamic program runs in O(n) time, albeit with a huge hidden constant.
