All diversity sources of a wireless communication channel must be utilized to enable ultrareliable wireless communication links. Hadani et al. propose the two dimensional discrete symplectic Fourier transform (DSFT) as orthogonal pre-coder for orthogonal frequency division multiplexing (OFDM) in time-and frequency-selective channels. In this paper we investigate general orthogonal precoding (OP) and develop a low-complexity iterative channel estimation and (near) maximum likelihood detection algorithm using soft-symbol feedback. We present a general but compact framework to analyze the performance of OP and its ability to utilize time-and frequency-diversity.
I. INTRODUCTION
Reliable wireless communication links in time-and frequency-selective channels are a key requirement for future 5G application scenarios such as connected autonomous vehicles, industry 4.0 production environments, and mm-Wave communication links above 26 GHz.
5G ultra-reliable and low latency communications [1] require the utilization of all available diversity sources such as time, frequency, and space.
Orthogonal frequency division multiplexing (OFDM) [2] grid. Hence, uncoded OFDM would result in diversity order one. OFDM can harvest timeand frequency diversity by interleaving and coding [3] .
Linear precoding of data symbols in combination with OFDM was proposed by multiple authors in the context of multi-carrier (MC) code-division multiple access (CDMA) [4] . In the context of MC-CDMA the terms precoding and spreading are used interchangeably. In [5] the authors discuss spreading in the frequency-, time-(MC direct sequences CDMA) or in both the time and frequency domain (time-frequency-localized (TFL) CDMA) [6] . In the context of MC-CDMA spreading is used to implement a multiple-access scheme and to obtain a diversity gain. Iterative detection methods for MC-CDMA in time-and frequencyselective channels are presented in [7] , [8] . In [9] linear precoding in the frequency domain for OFDM is analyzed together with suitable low-complexity receiver algorithms.
Orthogonal time frequency signaling (OTFS) as proposed in [10] - [12] focuses on the full utilization of time-and frequency diversity. OTFS uses a 2D discrete symplectic Fourier transform (DSFT) to precode the data symbols at the transmitter side. Hence the information of each data-symbol is linearly spread on all available grid points of a data frame. After this precoding operation the resulting data frame is transmitted with conventional OFDM modulation. The basic concept of OTFS is discussed in the white paper [11] and the patents published by Cohere [10] . First performance results for OTFS and a comparison with OFDM are shown in [12] .
OTFS encodes data-symbols using orthogonal 2D complex exponential basis functions defined by the DSFT. Their orthogonality is destroyed at the receiver (RX) side, due to the effect of the time-and frequency selective channel [13] . This lost orthogonality leads to inter-symbol interference (ISI) of the data-symbols contained in a frame. By appropriate equalization and decoding the full time-and frequency-diversity of the wireless communication channel can be utilized on the receiver side. In [14] a message passing algorithm is applied for OTFS detection and in [15] an equalization method utilizing the delay-Doppler representation of the DSFT is proposed. A first low-complexity equalization method for OTFS is presented in [16] .
Contributions of the Paper:
• We present a general and compact framework for 2D orthogonal precoding (OP) for arbitrary sets of orthonormal basis function.
• We present an ISI cancellation scheme by using soft-symbol feedback [7] to obtain a low-complexity near maximum likelihood (ML) detection [8] algorithm for OP [16] .
• We present a low-complexity iterative channel estimation method for OP building on the results of [17] .
• We use the distribution of the effective channel that combines precoding and the doublyselective channel to assess the performance of different OP schemes. This scheme allows to (a) demonstrate the channel hardening effect of OP, and (b) to proof that any complete set of basis function with constant modulus will result in the same performance of OP.
• Specifically we provide a numerical performance comparison for the symplectic Fourier transform, 2D discrete prolate spheroidal (DPS) sequences and Walsh-Hadamard sequences using a physical layer close to the one of the IEEE 802.11p for vehicular communication links.
Notation:
We denote a scalar by a, a column vector by a and its i-th element with a[i]. Similarly, we denote a matrix by A and its (i, ℓ)-th element by [A] i,ℓ . The transpose of A is given by A T and its conjugate transpose by A H . A diagonal matrix with elements a[i] is written as diag(a) and the Q × Q identity matrix as I Q . The absolute value of a is denoted by |a| and its complex conjugate by a * . For the discrete set I, |I| denotes the number of elements of I. The Frobenius (2-norm) of a matrix or vector is denoted by A . We denote the set of all integers by Z, the set of real numbers by R and the set of complex numbers by C. The all one (zero) column vector with Q elements is denoted by 1 Q (0 Q ).
Organization of the Paper:
We present the signal model for OP in Sec. II. In Sec. III the iterative ML detection algorithm for OP is developed and in Sec. IV the iterative channel estimation algorithm is described. We analyze the effective channel coefficient for an OP system in Sec. V and introduce exemplary precoding sequences in Sec. VI. With all these prerequisites we present an analytic description of the "channel hardening" effect through OP in Sec. VII. In Sec.
VIII numerical simulation results for OP are shown and we conclude in Sec. IX.
II. SIGNAL MODEL FOR ORTHOGONAL PRECODING
We use OFDM as basic transport layer, i.e. the basic OFDM signal model
applies [18] . Here m ∈ {0, . . . , M −1} = I M denotes discrete time, q ∈ {0, . . . , N −1} = I N discrete frequency, M the length of a data frame, and N the number of subcarriers. The 1) The delay spread T D of the channel impulse response must be shorter than or equal to the length of the cyclic prefix
where G denotes the length of the cyclic prefix in samples, T C = 1/B denotes the chip duration and B the system bandwidth. Condition (2) ensures that there is no interference between consecutive OFDM symbols.
2) The Doppler spread B D must be smaller than a fraction ǫ of the subcarrier bandwidth
A practical value for ǫ is 1%, i.e. ǫ = 0.01. Condition (3) ensures that inter-carrier interference does not degrade the system performance [19] .
We rewrite (1) in matrix vector notation as
where vector
stacks all values of the time-variant frequency response column wise, with
Vectors x, y and n are defined similarly. Throughout this paper all matrices or 2D functions are vectorized column wise.
A. Pilot and Data Interleaving
To enable channel estimation at the receiver side we will interleave S p pilot symbols p ∈
We describe the interleaving with a permutation matrix
where P p ∈ R M N ×Sp describes the pilot symbol placement and
data symbol positions in the TF-grid [20] .
B. Precoding
To maximize diversity we employ OP of the data symbols b[n, p] with a general complete set of 2D orthonormal basis function s n,p [m ′ , q ′ ]. We define the precoding operation as
where M ′ ≤ M and N ′ ≤ N such that the complete TF-frame contains MN elements where S d = M ′ N ′ elements contain precoded data symbols. To simplify the indexing of 2D
variables we introduce the set
that collects all index positions |Ω| = M ′ N ′ = S d within a data frame. The set Ω has elements
With this notation in place we write (8) in vector matrix notation
where
contains the vectorized precoded data symbols, where
according to the set definition in (9) . Furthermore, we define the data symbol
collecting all data symbols. We define the vectorized precoding sequence
and the precoding matrix
By inserting (7) and (10) into (4) we obtain the complete signal model for OP:
which we can also write as
III. LOW-COMPLEXITY NEAR MAXIMUM LIKELIHOOD DETECTION
For the detection problem we specialize (16) using the inverse of the permutation matrix P which is given by its transpose P −1 = P T . The vectors y, g, x, and n all have two parts: one that is relevant for pilot transmission and a second part relevant for precoded data transmission, i.e. we define
similar definitions apply for g, x, and n. With these definitions we obtain the signal model for data detection as
We define the effective precoding matrix
which combines the effect of linear precoding with the time-and frequency-selective channel, giving
Please note that (19) highlights the fact that the orthonormality of the precoding sequences is lost due to the multiplicative effect of the doubly-selective wireless propagation channel.
A. Minimum Mean Square Error Equalization
Lets assume channel estimatesĝ[m, q] are available which allow to perform minimum mean square error (MMSE) equalization:
By performing matched filtering ofx[m, q],
de-interleaving and decoding, estimates of the transmitted information bits can be obtained.
Implementing OP using MMSE equalization (21) does not provide additional diversity. The reason is similar to the loss in spatial diversity due to MMSE equalization of MIMO systems [21] . Hence, to fully utilize the diversity provided by the wireless propagation channel, a lowcomplexity ML detection method is needed for OP, which we present in the next section.
B. Soft-Symbol Interference Cancellation and Maximum Likelihood Detection
Using the signal model (20) we will develop an iterative near ML detection method for OP in the next three subsections. Full complexity ML decoding of (20) is not possible due to the large search space of |A| S d where A denotes the used symbol alphabet in b ∈ C S d ×1 .
Hence, we resort to an iterative ISI cancelling algorithm using soft-symbol feedback that is similar to the one presented in [7] in the context of multi-user detection.
C. Iterative Algorithm
For an effective low-complexity iterative detection algorithm we will combine MMSE equalization and ML detection. In the first iteration i = 1 we perform MMSE equalization which can be implemented with low-computational complexity. For iteration i > 1 ML detection will be applied:
2) For iteration i > 1 perform ISI cancellation and ML decoding for a single data symbol ω k ∈ Ω, ∀k ∈ I S d using a soft-output sphere decoder [22] .
We can express parallel ISI cancellation for the data symbol at index ω k as
where superscript · (i) denotes the iteration index and vectors ω k contains the column ofS for index element ω k . The effective precoding matrixS has the same structure as matrix S defined in (14) . The soft symbolsb ω k are obtained from the a-posteriori probability (APP) output of the BCJR decoder [23] after interleaving and mapping to the used alphabet constellation A, see [7] . Assuming perfect ISI cancellation we obtain after matched filtering (dropping the iteration index i)
We define the effective channel coefficient
and obtain finally the scalar effective signal model for OP after ISI cancellation as
where noiseñ ω k has the same distribution as n[m, q].
With (26) the ML expression for the transmitted data symbol b ω k is given bŷ
We apply a soft-output sphere decoder [24] to solve (27) and the obtained log-likelihood ratio is used as input for the BCJR decoder. We loop through all ω k ∈ Ω, ∀k ∈ I S d to obtain estimates of all S d data symbols b ω k .
3) Continue with 2) until error free decoding is achieved or the maximum number of iterations i = I are reached.
IV. ITERATIVE CHANNEL ESTIMATION
For channel estimation we rewrite (16) as
Following the derivation in [7, (30) - (39)] we obtain the Wiener filter for g in (28) aŝ
where R g = E{gg H } denotes the covariance matrix of g, the precoded soft-symbol feedback is expressed asD
and
The ) tends to zero and (29) becomes a classic Wiener filter. We use the following
for the sample variance of the soft-symbol feedback.
To reduce the numerical complexity of (29) we exploit the eigenvalue structure of R g and implement a reduced rank version of (29) as shown in [17, (32) ]. With the reduced rank implementation the matrix dimension relevant for the inversion can be reduced to a dimension D ≪ MN. For more details please see [17] .
V. DIVERSITY GAIN THROUGH PRECODING
The crucial operation in our OP receiver algorithm is the ISI cancellation in (23) followed by ML detection (27) . The advantage of OP can be investigated by assessing the distribution of the effective channel coefficients γ ω k (25) as seen on the receiver side after ISI cancelation and matched filtering.
We assume that the iterative processing leads to improved channel estimates and softsymbols, i.e. the ISI cancelling operation (23) is able to operate effectively. Hence the distribution of γ ω k determines the performance and diversity of the communication system.
For a further analysis we rewrite (25) element wise as
with ω k , δ ℓ ∈ Ω ∀k, ℓ ∈ I S d . Equation (33) holds for general OP sequences.
Specializing (33) we treat two special cases:
1) No precoding (NO): In this case we can set S = I and obtain
Here the distribution of γ
the time-and frequency selective channel. Hence, in non line-of-sight Rayleigh fading channels γ NO ω k will be exponentially distributed, resulting in diversity one.
2) Precoding with constant modulus (CM) sequences: In this case
which applies, e.g. for the DSFT or Walsh-Hadamard sequences. We obtain
which is independent of the actual symbol index ω k . The distribution of γ CM is only determined by the sum of all channel samples g[δ ℓ ], δ ℓ ∈ Ω. We note that (36) holds for the case of perfect channel state information (CSI) when the ISI cancellation in (26) is perfect. In all other cases it is a good approximation as we will show by numerical simulations in Sec. VIII.
VI. PRECODING SEQUENCES
We will investigate three exemplary basis function sets for OP in this paper. Two are constant modulus sequences, the basis functions of the DSFT and the Walsh-Hadamard transform, and one basis function set contains general orthonormal sequences, namely 2D-DPS sequences.
A. Discrete Symplectic Fourier Transform
The DSFT is used in [10] - [12] for the precoding operation in (8) . The DSFT precoding sequences are defined as
The precoding operation (10) can be implemented efficiently using two consecutive fast
Fourier transforms (FFTs) [25] with complexity O(M ′ log M ′ + N ′ log N ′ ).
B. Walsh-Hadamard Transform
We define the Walsh-Hadamard (WH) precoding matrix recursively:
We use the notation s WH n,p for the columns of S WH . For the Walsh-Hadamard transform a fast implementation exists [26] with complexity O(r log r) = O(
C. 2D Discrete Prolate Spheroidal Sequences
For a general set of orthonormal basis functions we use the product of two DPS sequences:
with
The DPS sequences u i (W, I, ℓ) are the solution to the eigenvalue problem [27] , [28] 
and W = [ν 1 , ν 2 ]. For the 2D-DPS sequences precoding operation (10) requires a matrix vector multiplication 1 with complexity O(S
VII. CHANNEL HARDENING BY OP
We are interested in describing the distribution of γ ω k for a given doubly-selective fading process and constant modulus orthonormal precoding sequences. We can represent (36) in the following form
With the covariance matrix
of the channel g we can write
where z ∼ CN (0, I M N ) is a complex Gaussian random vector with independent identically distributed (i.i.d.) entries. Without loss of generality we exclude the pilot pattern P p for the consideration in this section to simplify the notation (replacing M ′ with M and N ′ with N).
We can write
where λ i are the sorted eigenvalues of R g andz ∼ CN (0, I M N ) with elementsz i since U is an unitary matrix. Hence, γ CM is distributed according to a weighted sum of exponential distributions. A closed form expression for such a distribution is given by [30] .
For the purpose of this paper, the characterization of the mean
and variance
is sufficient, where σ 2 γ depends on the eigenvalue distribution of R g .
A. Geometry Based Channel Model
For our analysis we use a geometry based channel model (GCM). We approximate the nonstationary fading process [31] , [32] as wide-sense stationary for the duration of M OFDM symbols for m ∈ I M , and N subcarriers for q ∈ I N [33] , [34] . Hence, we model the timevariant path delay as τ ℓ (t) = τ ℓ (0) − f ℓ t/f C for the duration of MT S where f ℓ denotes the Doppler shift of path ℓ, f C the carrier frequency, and T S denotes the duration of an OFDM symbol T S = T C (N + G).
The time-variant frequency-response g[m, q] is defined as
where ν ℓ = f ℓ T S denotes the normalized Doppler shift and θ ℓ = τ ℓ (0)/(NT C ) the normalized path delay. The TX-filtering and RX-filtering is denoted by g TX [q] and g RX [q], respectively.
B. Eigenvalues Factorization
In the next paragraphs we define a robust statistic for a group of channel realization, hence we assume a delay-Doppler scattering function prototype [35] with flat spectrum in a 2D region defined by the Cartesian product
where W t defines the support region of the Doppler-spectral density (DSD) and W f defines the support region of the power-delay profile (PDP). With relation to the GCM (49) the following relations hold:
OP is performed over a finite index set
where I t denotes the precoding interval in the time domain, and I f the precoding interval in the frequency domain, respectively.
The covariance matrixR g for a flat Delay-Doppler scattering function prototype with support W can be factorized as [36] 
where the elements of R(W, I) are defined as
for k, ℓ ∈ I.
MatrixR g is a full rank matrix, but it is not directly accessible by conventional eigensolvers due to its specific eigenvalue spectrum with high condition number. We proceed by applying the numerically stable eigenvector factorization shown in [17] that is based on the results of Slepian [27] providing an algorithm for a numerical stable eigenvalue factorization for the component matrices
in (54).
We define the eigenvector decompositioñ
and factorize the eigenvector matrix
where the operator ⋄ denotes the Tracy-Singh product of column-wise partitioned matrices [37] , [38] . The diagonal eigenvalue matrix Σ is given by
The permutation operator Π( · ) is chosen such that the columns of Σ (and U ) are sorted according to
With these results we can finally evaluate (48) numerically for a given parameter set {ν D , θ P , M, N}.
C. Numerical Examples
We evaluate the distribution of λ i for N = 64, M = 44, a bandwidth of B = 10 MHz, and a carrier frequence f C = 5.9 GHz for four channel types defined in Table I In Fig. 1 we show the eigenvalue distribution ofR g which depends on ν D and θ P as explained by Slepian in [27] , see also [17] , [28] , [39] . For a time-selective channel the eigenvalues λ i start to decay exponentially for index values
for a frequency-selective channel for
For a doubly-selective channel the eigenvalue distribution is given by the Kronecker product in (59) and sorting according to (60) leading to the staircase function shown in Fig. 1 .
With this result we can predict σ Fig. 2 . We can see that no precoding (NO) results in an exponential distribution for any channel type. Hence, regardless of the DSD and PDP no diversity can be utilized. For the special case of a non-selective channel, OP also results in an exponential distribution for γ since there is simply no diversity provided by the wireless propagation channel. For constant modulus precoding and a time-selective channel the distribution of γ is shifted to the right, for a frequency selective channel this effect is stronger and strongest for a doubly-selective channel.
The variance σ 2 γ decays as predicted by (48) with increasing diversity in the propagation channel. We show σ 2 γ in the fourth column in Table I Table I. varianceσ 2 γ of the empirical distributions depicted in Fig. 2 and listed in the fifth column of Table I .
The evaluation of the distribution of the effective channel p γ (γ) in Fig. 2 shows very intuitively why OP provides a strong diversity gain for doubly-selective channels. By reducing the variance of the effective channel the fading effect is strongly reduced, leading to a "channel hardening" effect similar as for massive MIMO systems [40] . In our OP system, time-and frequency-diversity is utilized to achieve "channel hardening", while in massive MIMO it is spatial diversity.
We want to emphasize that the concrete choice of constant modulus sequences is not important. All constant modulus sequence will result in the same performance for OP as we could proof mathematically by (36) . Fig. 2 . Empiric probability density function of pγ(γ) for constant modulus precoding sequences for the four channel types defined in Table I . The distribution of γ NO is independent of the channel dispersion in delay and Doppler and coincides with the one of γ CM for a non-selective channel. Additionally we also show the distribution for γ OP for 2D-DPS sequences.
D. Spectral Efficiency of OP with ISI Cancellation Receveiver
To assess the performance of OP for different precoding sequences and channel conditions we will utilize (26) . This equation allows to define an effective signal to noise ratio (SNR)
for each index ω k assuming unit transmit power. Furthermore we defined the distribution of the SNR within a data frame ω k ∈ Ω as p α (α).
With (26) we can define the achievable rate of OP using the results of [41] , [42] . We express the achievable rate with CSI at the receiver side for unit transmit power as
Utilizing the distribution of p γ (γ) and the linear transform of a pdf according to (63) we obtain for the spectral efficiency
We will evaluate the spectral efficiency R/B for a doubly-selective Rayleigh fading channel with no precoding (NO), constant modulus (CM) OP, and 2D-DPS OP in Fig. 3 . Clearly, OP increases the spectral efficiency of the wireless communication link.
VIII. NUMERICAL LINK LEVEL SIMULATION

A. Simulation Parameters
For the numerical simulation we choose a physical layer with bandwidth B = 10 MHz, N = 64 subcarriers, cyclic prefix of length G = 16, and a frame length of M = 44 OFDM symbols where J = 4 OFDM symbols at time-index
are filled with pilot information, see [39, Fig. 1 ]. These parameters resemble that of a vehicular wireless local area networking (WLAN) system such as IEEE 802.11p with a pilot pattern adapted for vehicular velocities [43] allowing for aliasing free channel estimation 2 . We use a carrier frequency of f C = 5.9 GHz, a quadrature phase shift keying (QPSK) symbol alphabet, and a r = 1/2 convolutional code for channel coding followed by a random interleaver.
The channel model uses an exponentially decaying PDP with root-mean square delay spread of 0.4 µs and a flat Doppler power spectral density according to a relative velocity of v ∈ {0, 200} km/h, which is a reasonable assumption in many traffic scenarios for vehicleto-vehicle or vehicle-to-infrastructure links.
For the numerical simulation we either assume that perfect CSI is available at the RX-side or that CSI estimates are obtained from pilot information multiplexed with data symbols.
B. Link Level Simulation Results
In Fig. 4 we show the bit error rate (BER) versus E b /N 0 for an OFDM physical layer that uses no precoding and compare it with DSFT OP using three iterations for ISI cancellation.
Perfect CSI is available at the RX-side. In the first iteration our OP receiver uses MMSE equalization, which can be implemented with small numerical complexity but lacks full diversity. The results of the second iteration are obtained with soft-symbol ISI cancellation and (near) ML decoding with a soft-output sphere decoder [24] . Finally, in Fig. 6 we show the same results as in Fig. 5 but now using channel estimates instead of perfect CSI. The results are shifted slightly to the right by about 1 dB due to the 2 The pilot pattern defined for IEEE 802.11p does not allow aliasing free channel estimation in non line-of-sight scenarios [17] , [44] . An iterative channel estimation algorithm is required for velocities higher than 50 km/h. 
IX. CONCLUSIONS
In this paper we presented a compact general framework for two dimensional (2D) orthogonal precoding (OP) for arbitrary sets of orthonormal basis function. We develop a low-complexity iterative receiver algorithm for OP, which uses minimum mean square error (MMSE) equalization in the first iteration and an inter-symbol interference (ISI) cancellation step followed by a soft-output sphere decoder from the second iteration onwards. Channel state information (CSI) is obtained using an iterative reduced-rank channel estimator that is specifically adapted to OP.
We use the distribution of the effective channel that combines precoding and the doublyselective channel to assess the performance of different OP schemes. With this approach we can describe the channel hardening effect of OP analytically. Furthermore, we were able to proof that any complete set of basis functions with constant modulus will result in the same performance for OP. This results hold exactly for perfect CSI and provides a good approximation when channel estimates are used.
We demonstrate our algorithm using a numerical link level simulation. We compare the performance of the discrete symplectic Fourier transform (DSFT) basis, 2D discrete prolate spheroidal (DPS) sequences and Walsh-Hadamard sequences using a physical layer close to the one of the IEEE 802.11p for vehicular communication links. We demonstrate that our receiver achieves a gain of about 4.8 dB for a bit error rate of 10 
