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-1. Introduction. 
In this paper three aspects of a univariate linear model, namely, 
(1) optimality of BLUS residuals, (2) Durbin-Watson Lennna, and (3) 
testability of a linear hypothesis are considered. Although there is 
no connection among these three problems, they are tackled in this single 
paper due to the fact that all of them arise from a linear model and 
either a new or a general proof or a new viewpoint is presented for 
each of these problems. 
Theil [8.9] introduced the concept of BLUS residuals and Grossman 
and Styan[3] proved some optimal properties of these BLUS residuals. In 
this paper, a simple and direct proof of the results of Grossman and Styan 
is given without the restriction imposed by Theil and Grossman and Styan 
(see (2.13) of Section 2). 
A new proof is given for the well-known Durbin-Watson lenuna which 
is used to construct a test of independence of the error variables in a 
linear model. In the original paper of Durbin and Watson [l] this lenuna 
was not stated correctly and their proof is not clear. Later Anderson 
[2] gave the correct statement of the lemma. It is shown that this 
lennna is a simple consequence of Courant-Fisher minimax theorem (5]. 
For testing a linear hypothesis in a linear model, Roy and Roy [6, 7] 
introduced different concepts on testability. A geometric explanation 
of the different situations is presented here and it is also emphasized 
that the notions of testability introduced by Roy and Roy is somewhat 
misleading. All the results of Roy and Roy and Millikan [4] are obtained 
in a simple way without involving unnecessary matrix calculus. 
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2. On BLUS Residuals. 
Some results on BLUS residuals, which are slightly more general than 
those obtained by Grossman and Styan [3] and Theil [8, 9], are stated-
with vary simple proofs. 
Consider a linear model 
Y = Xf3 + u, 
- - -
where X is a known n X q matrix of rank q, ~ is unknown, and u: n x 1 
N 
is a random vector with mean O and covariance matrix a21 • 
- n 
A vector of uncorrelated regression residuals is defined by !A= A';, 
where A : n x m, and 
Let L: n Xe (e = n - q) be a matrix such that L 1L = I e 
(2.1) 
and C(L), 
the vector space spanned by the column vectors of L, is orthogonal to 
c(x). Note that 
E(A 1Y) = 0 ~ C(A) c C(L). 
Hence (2.1) is equivalent to A= LH with H1H = I • When m = e, the 
m 
above condition is equivalent to AA'= LL'. This was obtained by Koerts 
(see [3]) in a lengthy way. 
Now, suppose we want to "approximate" J'u by A'Y where 
J 1J =I, A1A =I, E(A'Y) = 0. e e _ (2.2) 
The "best" approximation is done by minimizing 
tr[Cov(A 'Y - J'u)]. (2.3) 
- -
It is clear that if C(J) = C(L) then J'Y is the best approximation 
-
since J'Y = J 1u in this case. 
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For general J with conditions (2.2), we proceed aa follows. 
EA= Cov(A'! - J'~) = Cov[(A-J)'~], since A'X = 0 
= a2 {A-J) 1 (A-J) 
= a2 (218-A'J-J'A), using (2). 
(2.4) 
Thus the problem is to maximize tr(A'J) subject to (2.2) or equivalently 
A1A = J 1j =I, C{A) = C(L). (2.5) 
e 
Note that j can be expressed as 
(2.6) 
= LM + J2 , where M : e x e. 
Let the rank of M be s. Then 
M = PDQ I, (2. 7) 
where P, Q are e x e orthogonal ma.trices, 
Ds I O 
D = [ o1o ], (2.8) 
D : s x s is a diagonal matrix wjth positive diagonals less than or 
s 
equal to 1. 
We can write A= LT where T: ex e is an orthogonal matrix. 
Now, 
tr{A 1J) = tr(T 1M) = tr(Q 1T1PD) = tr{G 1D), (2.9) 
where G' = Q'T'P is an orthogonal matrix. Since G is orthogonal 
tr{G'D) ~ tr{D) 
and the equality occurs, iff 
Is I 0 








where G1 ~; ~h:g;l =trix. 
1 
Hence~ optimal A is given by 
{2.12) 
where P, Q, G1 are defined as before. 
Grossman and Styan [ 3] and Theil [8, 9] considered the above problem 
with the following restricted set-up. Let K be an n X q matrix such 
that 
K1J = O, K'X is nonsingular. {2.13) 
This condition is equivalent to 
c{x) n c(J) = (o} 
~ c{x)l n c(J)l = {o} 
~ 3 1L is nonsingular 
~ M is nonsingular (i.e., s = e). 
So, in this case, the optimum A is given by 
LPQ'. (2.14) 
* Let A correspond to an optimum A in the general case. Next, we 
shall give a shorter (and direct) proof of an optimality result, more 
general than that obtained by Grossman and Styan. Their result is (2.19), 
and, in particular, 
(2 .15) 
where A satisfies (2.2) and tA is defined by (2.4),and Chmax denotes 
the maximum characteristic root. 











where I\ II denotes the standard Euclidean norm. For fixed t, 
be C(L), b1b = 1, 
- --
attains its minimum value 2 - 21lJ~II when ~ = Jc!llJ~II, J 1 being 
defined as in (2.6). This can be seen easily. Thus 
Taking supremum for both the sides, we get 
(1/a2 )Ch {EA)~ 2 - 2 Chi (D) = 2 Ch (1-D) 
max m n max 
since, 
* * E * = a 2 (A -J) 1 (A -J) = a 2 [2I - 2QDQ']. 
A e 
(2.18) 
Note that, if s < e, Ch (E *) = 2a2 • This is the result of Grossman 
max A 
and Styan who obtained it in a restricted setup discussed earlier in (2.13). 
Using Courant-Fisher minimax theorem [ 5 J, the following follows 
from (2.16) in a straightforward manner: 
(2.19) Chi (EA) ~ Chi (E *), i = 1, ••• , e 
A 
where Chi denotes the i th largest characteristic root. It may be 
remarked that for any two p X p p.s.d. matrices r1 and r2 , 
(2.20) 
although the converse is not necessarily true. It was pointed out by 
Grossman and S tyan that Theil' s conjecture 11£ A - EA* is p. s. d." is 
false; however, Theil 1s conjecture is almost true, in the sense described 






3. On the Durbin-Watson Lemma. 
For testing independence of the error variables in a linear model, 
Durbin and Watson [l] suggested a test which hinges on a lenuna in matrix 
algebra known as the Durbin-Watson Lemma. In the paper of Durbin and 
Watson there are some wrong statements and the proof of the lennna does 
not appear to be clear although the basic idea is correct. Later 
Anderson [2] gave the corrected version of the lenuna. Here a simple proof 
of this lennna is given using the Courant-Fischer minimax theorem [5]. 
Lemma. 
Let v1 ~ ••• > "m be the characteristic roots of a matrix 
Q' /\Q, where Q: n xm (m~n), Q'Q =Im and A= diag (A1 , ••• , "-n), 
"-i ~ A2 ~ • • • ~ "-n. Then 
Ai < v. < A. , i :. 1, ••• , m. 
+n-m - 1. - 1. 
The proof of this lemma is simple and is omitted. 
Let M = I - x(x'x)-1x• where X : n x k is of rank k. There 
n 
exists a matrix P: n X {n-k} 
Let 
r = u'{MAM}u / u'Mu 
,v #It# """ ,_ 
such that P 1P = I k' PP'= M, P'X = O. 
n-
where A : n x n is a syunnetric matrix. There exists an orthogonal matrix 
R and a diagonal matrix N = diag (v1 , ••• , "n-k), v1 ~ ••• ::: "n-k such 
that P 'AP = R 'NR. Then 
v' (P 'AP }v 
r = t vv 
w'Nw 








where V = p 'u, w = Rv = RP'u The spectral decomposition of A is given by 
- - - - -n 
A = ~ Ai ( t~. ') 




where L = (t1 ••• t) is an orthogonal matrix. Suppose s specified ,. _n 
t. 1s lie in C(X}, the vector space spanned by the colunms of X. Then 
_1. 
where 
* n-s * * *' 
A = ~ Ai (f ~i ) ' 
i=l 
* and t. 's are t. 's other than those which are known to lie in C(X) 
-l. _1. 
*, ' and Ai s are the corresponding Ai s. Suppose Al=:: ••• ::: An' 
* * * * * * * * Al>_ ••• > A , L = (t1 ••• t ) A = diag(A1, ••• , 1 ). Then - n-s n-s n-s 
* * P'AP =P'AP =Q'AQ 
' ' * where Q = P L • Note that 
* *' I = (P'L){P'L)' = P'LL'P = P'L L P = Q'Q 
n-r 
using the above lemma, we get 
* * 1. k <vi< A. , i = 1, ••• , n-k. 1.+ -s - - l. 
It follows from the proof of the above lemma that 
iff the characteristic vectors * * t k+l' ••• ' t n- n-s 
result holds for the other inequality. Thus 
n-k * 
"" ' w.2 L.J I\. k 






""" * 2 u L w. 
. 1 1. l. 
< r < l.= 
- - -n--"'""'k __ _ 
~ w/ 
i=l 
In general, (when nothing is known about c(x)), 
n-k n-k 
'E A k w. 2 °E 1. wi2 
. 1 i+ -s 1. 1 l. 
l.= < r < 
n-k 
'E w 2 




* vi= Ai' i = 1, ••• , n-k, 
lie in c(x) ; a similar 
(3.2) 
(3.3) 
This follows from an application of the above lemma to P 1AP. Durbin-
Watson's lemma is precisely (3.1), (3.2), and (3.3). 
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Suppose, instead of having Cov(u) = a 2 I we have Cov(u) = E and 
- -
E has the same characteristic vectors as A. Moreover, assume that 
C(X) is spanned by_ k characteristic vectors of E. Then we choose 
the colunms of P as the remaining (n-k) characteristic vectors of E. 




11 I(~ 61 ~)11 
r = 11'62 11 
and 
Cov(11) = I k• n-
Moreover, if E and A are structured suitably, one may obtain bounds 






4. Testability of a Linear Hypothesis. 
The standard linear model states the mean ~ of a random vector 
Y : n X 1 as l:!!. = A' i, where A' is n x m known matrix of rank r 
and ! : m X 1 is unknown. A linear hypothesis is stated as H : G' ft_= O 
where G is known s x m matrix (say, of rank s). In standard 
terminology, H is said to be testable, iff G'.!!_ is linearly estimable, 
i.e., C(G) c C(A), where C denotes the vector space spanned by the 
colunms. In two papers [ 6 , 7] Roy and Roy considered H with 
general type of G matrix in H and introduced the concepts of complete 
testability, partial testability and non-testability. 
It is the purpose of this note to indicate that these concepts are somewhat 
misleading and to clarify the situation through geometric interpretations. 
The model simply states µ e C(A') and .!!_ serves as coordinates 
of µ with respect to some spanning vectors. The correspondence between 
~ and i is not unique unless r = m. Our interest is on·~ and any 
meaningful hypothesis should be expressed in terms of ~ ; i serves as 
an auxiliary parameter. However, in many situations, it is convenient 
to express the hypothesis in terms of 8 since the components of i 
may have some simple interpretations (although, artificial) in terms of 
the experiment considered. The present author believes that any linear 
hypothesis, such as H above, is meaningful and testable (including 
the trivial cases) when it is "equivalently" expressed in terms of ~-
This idea will now be clarified in the following {non-standard) development; 
no proof will be given for the straightforward results given below. 
m n ( n Let T be a linear transformation of E to E I!.= Ti, 1J!_ e E , 
t e Em). The model states that ~ e R(T), the range space of T, the 
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domain of T being Em. Suppose that dim R(T) = r. Let NT be the 
null space of T whose dimension is m - r. A linear hypothesis states 
that the domain of T {and, so the range of T) is restricted to a vector 
subspace. In particular, consider a linear hypothesis H0 : D(T) ~ V, 
where D denotes the domain, and V m is a vector subspace of E of 
dimension m - s. Since our interest is on ~' or, in other words, the 
range space of T, we shall consider two hypotheses D(T) = v1 and 
D(T) = v2 to be equivalent iff TV1 = TV2 • The degrees of freedom 
corresponding to a hypothesis H0 : D(T) = V is defined by dim R(T) -
dim T(V). 
(In the sequel, V will denote the vector space which is the 
orthogonal complement of V.) It can be seen easily that TV1 = TV2 , if£ 
v1+ NT= v2+ NT which is the same as saying that the orthogonal projections 
of v1 and v2 on ~ are the same. Note that, with the above 
definition D(T) = Em and D(T) = NT are equivalent. 
The inverse image of '1V is V + NT which is the largest vector 
space whose T-transform is 'IV. Any hypothesis H0 : D(T) = V has an 
* equivalent representation H0: D(T) = V +~,although V + NT -::::>V. The 
degree of freedom h of the hypothesis H0 is 
h = dim R(T) - dim T(V) 
= r - (dim(V + 1'r) - dim NT] 
= m - dim(V + N.r)· 
Note also, h < m - dim V. 
In the standard terminology, H0: D(T) = V is said to be testable, 
if£ Ve NT i.e., V + ~ = V, and, in that case, h = m - dim V = s • 
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-Suppose V is such that V +~=Em, i.e., D(T) = V is equivalent 
to D(T) = Em. Such a hypothesis puts no restrictions on the model and 
its degree of freedom is m - dim{V + N.r) which equals O. It is 
really "equivalent" to the model. This case may be termed as nontestable; 
but, are we testing e or testing 1,1, "through" e! 
N 
Roy and Roy(6, 7-J classified the testing problems i_nto different 
m m 
categories which may be stated as V c V + ~ c E , V = V + NT c E , 
V +~=Em. These categories are respectively equal to vq: NT 
and dim TV < r, V c NT and dim TV < r, dim TV = r (or, V n ~ = · { ~ ) • 
Recently Millikan (4] suggested a new criterion for estimability 
using the facts: 
(a) Ve NT ~ dim(PV~) =dim~ - dim V where PV denotes the 
orthogonal projection on V. 
{b) For any matrix B, tr(BB-) = rk(B), where B- denotes the 
generalized inverse (Penrose) of B. 
To see {a) more easily than Millikan's proof, note that 
dim{PV~) = dim NT - dim[~ n v] 
since V is the null space of Pvo Thus dim{PV~) = dim NT dim V 
if, and only if, dim V = dim[~ n V] which is equivalent to V c NT. 
It seems that a more simplified criterion for estimability is to 
check whether 
PNrr{v) = o. 
This can be stated in terms of relevant matrices and their generalized 
inverses; as a matter of fact, one has to compute the generalized inverse 
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