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Abstract: We study the 2+1 dimensional SU(N) Yang-Mills theory on a finite two-torus
with twisted boundary conditions. Our goal is to study the interplay between the rank of
the group N , the length of the torus L and the ZN magnetic flux. After presenting the
classical and quantum formalism, we analyze the spectrum of the theory using perturbation
theory to one-loop and using Monte Carlo techniques on the lattice. In perturbation theory,
results to all orders depend on the combination x = λNL and an angle θ˜ defined in terms
of the magnetic flux (λ is ‘t Hooft coupling). Thus, fixing the angle, the system exhibits a
form of volume independence (NL dependence). The numerical results interpolate between
our perturbative calculations and the confinement regime. They are consistent with x-
scaling and provide interesting information about the k-string spectrum and effective string
theories. The occurrence of tachyonic instabilities is also analysed. They seem to be
avoidable in the large N limit with a suitable scaling of the magnetic flux.
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1. Introduction
Yang-Mills theories are a fantastic laboratory to test our understanding of quantum field
theory: very simple to formulate, but containing a extremely rich phenomenology. Despite
the enormous progress made, we are not yet at the level of claiming a full understanding of
many of the entailing phenomena, such as confinement. Although most of the phenomeno-
logical interest lies in 3+1 space-time dimensions, the 2+1 case has also been subject of
interest. Proving confinement is not so much of a challenge in that case, because even
the abelian theories with monopoles enjoy this property in 2+1 dimensions [1]. However,
we still face the challenge of having a successful computational method to provide the full
spectrum of the theory. No doubt that the lattice approach [2] provides numerical val-
ues for the string tension and spectrum [3]. Nevertheless, it would be very desirable to
have semi-analytical approaches that could provide approximate results and a deep un-
derstanding of the relevant dynamics involved. From that point of view, the 2+1 case,
being simpler, is also a perfect laboratory for ideas, methods and techniques applicable to
the higher dimensional case and to other theories. There is an extensive literature on the
subject where these ideas have been put forward. For example, we signal out the work done
by Nair, who proposed an approach which can lead to the desired analytical control [4].
The present work started with the concrete goal of analyzing the interplay between the
dependence of the theory on the rank of the gauge group N and on the volume of space-
time. Both dependencies are presumably strongly linked to each other. The intriguing
connection among both quantities (rank and volume) was initially put forward by Eguchi
and Kawai [5]. In particular, it was suggested that when the rank of the group goes
to infinity, finite volume effects vanish. However, the validity of this result, often called
large N reduction, rests upon assumptions about whether certain symmetries are unbroken.
As a matter of fact, the single lattice point reduced model proposed in Ref. [5] was soon
disproved [6] due to breaking of the necessary Z(N)4 symmetry. Two possible ways out
were soon proposed; one in Ref. [6] and the other in Refs. [7, 8].
Here we will not be directly concerned with the reduced models. We will adopt a more
general viewpoint, and simply consider the dynamics of SU(N) Yang-Mills fields living on
a finite spatial manifold but in infinite (euclidean) time. This is an appropriate setting
for a Hamiltonian description in which the spectrum of the system can be studied. In
particular, we will choose the spatial manifold to be a two-torus with euclidean metric
and size L1 × L2. The choice of the torus allows the introduction of a certain topology in
the space of SU(N) gauge fields through the selection of the boundary conditions. This
was first realized by ‘t Hooft [9], and following his nomenclature, they are called twisted
boundary conditions. In this particular 2-dimensional situation, they are associated to the
introduction of a discrete modulo N magnetic flux through space. Boundary conditions
have a strong impact on the finite volume dynamics at weak coupling. This is the reason
why in Ref. [7, 8] it was proposed that using twisted boundary conditions the reduction
idea could be rescued. The corresponding reduced model is hence known as the twisted
Eguchi-Kawai model (TEK). Here, we will not attempt a full description of the model and
a review of its properties, since as mentioned previously, our approach is more general. It
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is nevertheless necessary to comment some aspects of the history of reduced models in as
much as it affects the selection of our framework.
Already in Ref. [8] and in Ref. [10] an alternative derivation of reduction was given
based on perturbation theory within the twisted reduction scheme. Despite the absence
of spatial degrees of freedom, a suitable description of the Lie algebra mimics the Fourier
expansion on a finite lattice. The Feynman rules remember the non-commutative nature of
the group through the presence of momentum dependent phases in place of the structure
constants of the group. These phases have an important effect in selecting planar diagrams
over the rest. Indeed, only for planar diagrams the overall phases of a diagram cancel,
as proven in the aforementioned references and in Ref. [11]. The peculiar Feynman rules
were encountered, perhaps not unsurprisingly, many years later in the context of quantum
field theories on non-commutative space (for a review see [12]). Indeed, the presence of
momentum dependent phases has little to do with the lattice nature of the TEK model. A
continuum version of the rules was given very early [13], having an obscure interpretation
until its reappearance in the context of non-commutative space. The quick development
of the field following its appearance in the string theory literature led to the identification
of problems within the perturbative regime. These manifest themselves in that the neg-
ative character of the self-energy makes certain low momentum modes become tachyonic,
signalling the instability of the perturbative vacuum [14]-[19]. The fate of the model has
to be addressed non-perturbatively [20] and in this respect the TEK model played a role
as a regulated version of the non-commutative theory [21].
Apart from the afore-mentioned problems, numerical studies [22, 23, 24] showed the
appearance of symmetry breaking for the TEK model at large values of N . This was
interpreted as a first order transition to a symmetry breaking vacuum configuration which
at small coupling appears as a metastable state. The connection between these problems
and the ones mentioned previously in relation with tachyonic instability remains unclear.
In any case, the previously mentioned interpretation of the origin of the problem in terms
of metastable states, allowed to find a solution. It turns out [25] that, rather than keeping
the integer magnetic flux associated to twist fixed as the rank of the group N goes to
infinity, one has to scale this flux in a concrete way with N . This prescription has led
to results which are not only free of symmetry breaking, but also reproduce the results
obtained by direct extrapolation to large N in a rather spectacular way [26]. Despite the
numerical success, it is clear that a deeper understanding is welcome. The present paper,
which addresses the 2+1 dimensional case, is a step in that direction. The lesson to be
learned is that particular care has to be paid to the dependence on the total magnetic flux
and its scaling properties with N.
Up to now our motivation has been centered upon large N physics, however, the in-
terest of volume dependence at finite N is also relevant for other purposes. Certainly,
from a practical point of view, since non-perturbative results obtained on the lattice are
subject to these corrections. From a more fundamental standpoint the use of the space-
time volume was advocated as a good parameter to monitor the transition from the small
box perturbative region to the large volume confinement regime. This program had the
goal of providing new calculational techniques or new insights into the nature of non-
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perturbative phenomena [27, 28]. Here, of course, boundary conditions do matter, and
the use of twisted boundary conditions was argued to produce a smoother transition in
several perturbative [29, 30, 31] and non-perturbative works [32, 33]. It has also been
advocated as a tool to determine the electric-flux spectrum and employed to analyze the
confinement/deconfinement transition [34]-[36]. To conclude this lengthy motivation we
should mention that recently a fundamental line of work has also advocated the use of
spatial size as a monitoring parameter with a similar goal of developing new calculational
techniques and/or insights into the nature of some non-perturbative phenomena [37, 38].
In the majority of these new works only one direction is kept finite and, in the absence
of a phase transition, it allows to continuously connect to a dimensionally reduced model,
benefiting from the use of the powerful low-dimensional techniques available.
After having put our work in perspective and motivated its interest, we address the
description of the lay-out of the paper. As mentioned earlier we will focus upon SU(N)
Yang-Mills theory living on a T2 × R, space-time. We will restrict ourselves to the case
in which the fields satisfy twisted boundary conditions with non-zero magnetic flux m on
the spatial two-torus of size L1 × L2. The case of periodic boundary conditions demands
very different techniques and has been studied more extensively earlier both in the papers
mentioned before [27, 28], as in the context of large N reduction [39]. Our paper is neatly
divided into three parts. The first part develops the formalism. Since few researchers
are acquainted with this formalism, we have made an effort to make a self-contained pre-
sentation that could serve as background material for this and future papers. The 2+1
dimensional case, being simpler, provides a good starting point before facing the more
involved 3+1 case. The presentation begins with classical aspects exhibiting the two most
useful types of partial gauge fixing. One of the formulations is particularly well-suited for
perturbative calculations, while the other is useful for semiclassical contributions around
non-trivial minima of the action. The connection of these two formalisms is a new re-
sult, whose derivation is given in Appendix A. The quantization of the system is done in
the Hamiltonian formalism in the A0 = 0 gauge, where the Gauss constraint condition is
implemented as a condition on physical states.
The second part proceeds by setting up the perturbative calculation of the spectra up
to order g2. The whole set of rules depends on the size of the torus L, the rank of the
group N , the gauge coupling, better expressed as ‘t Hooft coupling λ = g2N , and an angle
θ˜ which depends on the magnetic flux through space. We observe, that for fixed value of
this angle all the size dependence appears in the combination LN (for L ≡ L1 = L2). This
can be considered a strong form of reduction, which is valid at finite N . If, as expected,
the zero-electric flux sector of the theory at large NL becomes independent of this angle,
this would imply the standard large N reduction result. In this paper we focus specifically
on the calculation of the lowest energy states in each electric flux sector. The most crucial
part of the calculation is the one loop gluon self-energy contribution. In the Hamiltonian
formalism this result appears as a sum of three individually divergent contributions. The
divergence is however θ˜ independent, so that the θ˜ dependence of the self-energy can be
easily derived. To extract a full finite result one must take care to regularize the expressions
in a gauge invariant way. For that purpose we decided to calculate this self-energy following
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two additional gauge invariant procedures. The first being the calculation of the vacuum
polarization in euclidean space, which later is dimensionally regularised. The result turns
out to be finite and gives a θ˜ dependence which coincides with the one computed earlier
in the Hamiltonian formulation. Finally, we also use a lattice regularization. The result
extrapolated to vanishing lattice spacing is again finite and coincides with the previous
calculation. The whole result is summarised in an elegant self-energy formula which allows
us to study the occurrence or not of tachyonic instabilities in the theory. Indeed, the
formula always predicts negative energies for sufficiently large values of the coupling λ.
The problem is that for certain choices of the magnetic flux, as the rank of the group
gets larger, the coupling at which the instability occurs is small enough to validate the
perturbative calculation. On the contrary, if we scale the magnetic flux with N , following
the prescription of Ref. [25] generalized to 2+1 dimensions, the instabilities occur always
at finite values of λ at which the perturbative calculation is not necessarily trustworthy.
This result is by itself one of the most important new results contained in our paper.
The previous considerations bring us naturally to the third part of the paper which
makes use of the numerical study of the model discretized on the lattice. Our numerical
results are far from being a complete test of the model, but were specifically designed to test
the transition of the ground state energies from the region where the perturbative formulas
should apply to that in which these energies enter the confinement regime giving rise to
the linearly rising k-string spectrum, which will be analyzed. Our results provide non-
perturbative support to the strong reduction conjecture indicating that the effective size
controlling the linear growth of the k-string energies is indeed LN or, more specifically,
the dimensionless variable x = λLN/4π. The dependence on x and θ˜ of the numerical
results is fairly well described by a parameterization that encodes both the perturbative
and the large volume asymptotic behaviour, including subleading terms in the effective
string description of the electric-flux energies. This formula allows to extend the analysis
of the appearance of tachyonic instabilities outside the realm of perturbation theory, and
to argue that the prescription of Ref. [25] gives rise to non-tachyonic results in all the range
of values of x.
The paper closes with a summary of our results and a description of open problems
and future prospects.
2. Yang-Mills fields on a twisted box
This section will review the basic formalism for describing gauge fields living on a spatial
torus. Here, we will be specific to the two-dimensional case in a Hamiltonian framework and
will derive several formulas specific for this case. Most of the original papers developing the
formalism have been cited in the introduction. Additional references and a more complete
presentation to the field can be found in Ref. [40].
The first step is to define the configuration space. This is given by gauge fields on the
torus. Namely, we have to define a bundle with base space the 2-torus and a connection on
this bundle. The torus has euclidean metric and periods given by Lieˆi, where eˆi is the unit
vector in the ith direction and i = 1, 2. As is customary in the Physics literature, we will
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work with a trivialization of the bundle entailed by having a single rectangular patch of
size L1 × L2 and transition functions Ωi(x). We will also take the bundle to be an SU(N)
associated bundle in the fundamental representation. Hence, the transition matrices are
N ×N matrices. The consistency conditions imply:
Ω1(x+ L2eˆ2)Ω2(x) = e
2πik/NΩ2(x+ L1eˆ1)Ω1(x) , (2.1)
where k is an integer modulo N , known as magnetic flux. Once the bundle is trivialized
the connection is given by the N × N traceless hermitian matrix Ai(x). The periodicity
condition for this connection is
Ai(x+ Lj eˆj) = Ωj(x)Ai(x)Ω
†
j(x) + iΩj(x)∂iΩ
†
j(x) . (2.2)
The starting field-space of the system is given by the pair {Ωi(x), Ai(x)}. However, the
physical configuration space is the space of trajectories under local gauge transformations.
A gauge transformation acts on the starting space as follows:
Ai(x) −→ Ω(x)Ai(x)Ω†(x) + iΩ(x)∂iΩ†(x) , (2.3)
Ωi(x) −→ Ω(x+ Lieˆi)Ωi(x)Ω†(x) . (2.4)
Wilson loops and Polyakov lines are gauge invariant observables, as well as the eigenvalues
of the magnetic field.
We might partially constrain gauge transformations by fixing the value of Ωi(x). Thus,
gauge transformations should satisfy the following periodicity condition
Ω(x+ Lieˆi) = Ωi(x)Ω(x)Ω
†
i (x) .
There is a symmetry of the action corresponding to a transformation which multiplies
the transition matrices by an element of ZN without affecting the gauge field Ai(x). This
is not a gauge transformation since the Polyakov loops are multiplied by an element of
the center. ‘t Hooft called them singular gauge transformations. Once we fix the gauge
to specific transition matrices Ωi(x), the symmetry transformation looks as an ordinary
gauge transformation satisfying the following generalized periodicity condition
Ω(x+ Lieˆi) = e
2πiki/NΩi(x)Ω(x)Ω
†
i (x) . (2.5)
The space of x-dependent SU(N) matrices satisfying the previous equation will be labelled
G(~k). The quotient group (
∪~k G(~k)
)
/G(~0) ∼ Z2N
is a very important symmetry group of our problem. Its representations are labelled by
the electric flux vector ~e.
We might generalize the periodicity condition for Ω(x) (Eq. 2.5) to arbitrary N × N
matrices. This defines the vector spaces of matrix-valued fields E(~k). These are interesting
spaces satisfying
∀U ∈ E(~k) and V ∈ E(~k′) then UV ∈ E(~k + ~k′) . (2.6)
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These spaces admit G(~k) as subspaces. Even more, one can take a non-singular matrix
U(x) in E(~k) and decompose it uniquely as a product
U = ΩH , (2.7)
where Ω ∈ G(~k) and H is hermitian and positive definite. Furthermore, H belongs to H0,
which is the subspace of E(~0) corresponding to hermitian matrices.
A very important property of the space of connections is that it is an affine space,
in which H0 is the associated vector space. This means that a generic connection Ai(x)
satisfying Eq. 2.2 can be written as
Ai(x) = A
(0)
i (x) + g Qi(x) , (2.8)
where A
(0)
i (x) is a particular representative of the space, and Qi(x) runs over the space of
traceless elements of H0.
We conclude this general presentation with two additional comments. The first is
about the form of infinitesimal gauge transformations. These are elements of G(~0) of the
form I+ iω+ . . ., where ω is an infinitesimal traceless element of H0. The second comment
refers to operators acting on these spaces. In particular, we point out that the covariant
derivative operator with respect to any compatible gauge field transforms an element of
E(~k) into a new element of the same space.
All the previous results are valid for all choices of twist matrices Ωi(x). In practice,
there are two main choices which have been used in the literature and which have relative
advantages. The first choice is given by the constant non-commuting twist matrices Ωi(x) =
Γi. This is particularly well suited for perturbation theory, since Ai = 0 is a possible
connection in this case (even for non-vanishing magnetic flux k). The second choice is
given by x-dependent commuting (often called abelian) matrices:
Ωi(x) = exp{iB¯ǫijLixj/2} , (2.9)
where B¯ is a traceless diagonal matrix whose elements satisfy
B¯aL1L2 =
2πk
N
+ 2πqa , (2.10)
where the qa are integers.
In the following two subsections we will develop the two formulations in turn. The con-
nection among the two descriptions is accounted for by a non-trivial gauge transformation.
Its form is derived in Appendix A.
2.1 First Formalism
In this subsection we will develop the expression of the gauge fields in the formalism with
constant twist matrices Ωi(x) = Γi. They satisfy
Γ1Γ2 = e
2πik/NΓ2Γ1 , (2.11)
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where k is the magnetic flux. In the case that k and N are co-prime, this equation defines
the matrices Γi uniquely modulo global gauge transformations (similarity transformations).
The Γi matrices belong to SU(N) and verify the following conditions:
ΓNi = ±I , (2.12)
for N odd or even respectively (For simplicity we will assume N is odd and coprime with
k in the following).
In this formalism, the gauge fields Ai(x) have to satisfy the following periodicity for-
mulas:
Ai(x+ Lj eˆj) = ΓjAi(x)Γ
†
j . (2.13)
Notice, that Ai = 0 satisfies this condition and, hence, is an admissible connection. Thus,
we can choose it as our particular connection A
(0)
i of the previous section. Hence, the
space of connections is the space of traceless elements of H0. Thus, in this formalism, it
is convenient to rename the hermitian element Qi, in Eq. 2.8, as Ai. This is equivalent to
reabsorbing a factor 1/g in the definition of Ai(x), so that the potential energy to leading
order has no g dependence.
To solve the constraint Eq. 2.13, we introduce a basis of the space of N ×N matrices
Γˆ(~p (c)) satisfying:
ΓiΓˆ(~p
(c))Γ†i = e
iLip
(c)
i Γˆ(~p (c)) . (2.14)
The index ~p (c) varies over vectors (2πn1L1N ,
2πn2
L2N
) with ni integers defined modulo N. Thus,
there are N2 such matrices. Indeed, the solution is unique modulo a multiplicative factor.
Using a suitable normalization condition this solution is given by
Γˆ(~p (c)) =
1√
2N
eiα(~p
(c))Γ−k¯n21 Γ
k¯n1
2 , (2.15)
where k¯ is an integer satisfying kk¯ = 1 mod N , and α(~p (c)) an arbitrary phase factor, which
will be fixed later.
Now one can expand our gauge fields in this basis
Ai(x) =
′∑
~p (c)
Aˆi(x, ~p
(c)) ei~p
(c)~x Γˆ(~p (c)) . (2.16)
The prime means that we exclude ~p (c) = 0 from the sum, since Ai(x) is traceless (for SU(N)
group). The boundary conditions imply that Aˆi(x, ~p
(c)) is periodic, so it can be expanded
in the normal Fourier series. Introducing the momenta p
(s)
i = 2πmi/Li with mi an integer,
we obtain
Ai(x) = N
′∑
~P
Aˆi(~p) e
i~p~x Γˆ(~p (c)) , (2.17)
where N = 1/√L1L2 and ~p = ~p (s) + ~p (c). This can be interpreted by saying that the
total momenta ~p is composed of two pieces: a colour-momentum part ~p (c) and a spatial-
momentum part ~p (s). Notice that (if we neglect the prime in the sum) the range of values
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of ~p is just that of a theory defined on a box of size (N · L1) × (N · L2). Furthermore,
the Fourier coefficients Aˆi(~p) are simple complex numbers and not vectors, so that the
formalism looks as if the theory had no colour, but was defined on a bigger spatial box.
To make the formulas more elegant we recall that ~p can be decomposed uniquely into its
two components, so that we might write Γˆ(~p) instead of Γˆ(~p (c)) in the previous formulas.
We might even take advantage of this modification to make the phase α appearing in
Eq. 2.15 dependent on ~p rather than on its colour-momentum part only.
The hermiticity properties of Ai imply:
Aˆ∗i (−~p) = ei(α(−~p)+α(~p)) e−2πin1n2k¯/N Aˆi(~p) . (2.18)
To make the resemblance with ordinary Fourier decomposition even more apparent, we
may choose the phases α(~p) such as to impose the matrix condition
Γˆ(−~p) = Γˆ†(~p) , (2.19)
implying that the coefficients satisfy
Aˆi(−~p) = Aˆ∗i (~p) . (2.20)
A particularly natural and elegant choice is
α(~p) =
θ
2
p1p2 , (2.21)
where θ is given by
θ =
k¯NL1L2
2π
. (2.22)
To conclude this discussion, we give the final decomposition of our vector potential
Ai(x) = N
′∑
~p
Aˆi(~p) e
i~p~x Γˆ(~p) . (2.23)
The inverse formula will also be needed in what follows, and is given by
Aˆi(p) = 2N
∫
dxTr(Γˆ(−~p)Ai(x)) e−i~p~x , (2.24)
where the spatial integral extends over the 2-torus of size L1L2.
Let us now compute the magnetic field of the theory:
B(x) = ∂1A2 − ∂2A1 − ig[A1, A2] . (2.25)
It satisfies the same boundary conditions as the vector potential, and can, henceforth,
be decomposed similarly in terms of the complex coefficients Bˆ(~P ). Using the previous
formulas one can obtain the connection among the coefficients as follows:
Bˆ(~p) = ip1Aˆ2(~p)− ip2Aˆ1(~p) + gN
′∑
~q
′∑
~q ′
δ(~q + ~q ′ − ~p)Aˆ1(~q)Aˆ2(~q ′)F (−~p, ~q, ~q ′) , (2.26)
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where
F (−~p, ~q, ~q ′) = −2iTr(Γˆ(−~p) [Γˆ(~q), Γˆ(~q ′)]) . (2.27)
The coefficients F (−~p, ~q, ~q ′) are basically the structure constants of the SU(N) Lie
algebra for our particular basis. From its definition one concludes that they are cyclic-
symmetric and anti-symmetric under the exchange of any two indices. Under complex
conjugation
F ∗(−~p, ~q, ~q ′) = F (~p,−~q,−~q ′) . (2.28)
Finally, we can give the explicit expression for F (−~p, ~q, ~q ′) for the particular choice of
the phases α(~p) given earlier:
F (~p, ~q,−~p− ~q) = −
√
2
N
sin
(
θ
2
(~p × ~q)
)
, (2.29)
where ~p × ~q = p1q2 − p2q1 and θ was defined in Eq. 2.22. We point out that the three
momenta which are arguments of F sum up to zero. Thus, taken in a given order they
define and oriented triangle. In this geometrical description the argument of the sine in
Eq. 2.29 is θ times the area (taken with sign) of the triangle.
The classical dynamics of the Yang-Mills fields on the 2-torus can be formulated in
terms of the Fourier coefficients Aˆ(~p) and its corresponding velocities and/or conjugate
momenta. The potential energy of the Yang-Mills fields, for example, becomes
V =
∫
dxTr(B(x)B(x)) =
1
2
∑
~p
|Bˆ(~p)|2 . (2.30)
Before describing the quantization of the system in these coordinates, let us comment
upon a class of alternative descriptions of the space of gauge fields which turns out to be
useful in computing certain non-perturbative effects.
2.2 Second Formalism
As mentioned previously, another possible choice of the transition matrices is given by the
abelian ones: Ωi(x) = exp{iB¯
∑
j ǫijLixj/2} where B¯ is a traceless diagonal matrix whose
elements satisfy B¯aL1L2 =
2πk
N + 2πq
a where the qa are integers. Indeed, any possible
value of the integers qa provides a different choice.
The goal is once more that of parameterizing the space of gauge fields satisfying the
boundary conditions. One must first identify one particular connection A
(0)
i (x) belonging
to this space. A particularly simple one is given by
A
(0)
i (x) = −
1
2
B¯ǫijxj , (2.31)
which corresponds to a uniform magnetic field of magnitude B¯. A general gauge field is
then given by
Ai(x) = A
(0)
i (x) + gQi(x) , (2.32)
where the Qi transform homogeneously:
Qi(x+ Lj eˆj) = Ωj(x)Qi(x)Ω
†
j(x) . (2.33)
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These conditions naturally split the gauge field degrees of freedom into those associated
to diagonal components, which are periodic, and off-diagonal components which satisfy
properties related to those of Jacobi theta functions. The whole treatment is similar to that
appearing in the abelian projection of non-abelian gauge theories. The matrix B¯ defines a
direction in colour space and a corresponding subgroup which leaves this direction invariant.
For coinciding eigenvalues (qa = qb for some a and b) the subgroup is still non-abelian.
Notice, that this formalism, although completely general, signals out the gauge config-
uration corresponding to a uniform magnetic field. Obviously, this is an extremum of the
potential energy with a value
V =
L1L2
g2
Tr(B¯2) =
4π2
L1L2g2
(∑
a
(qa)2 − k
2
N
)
. (2.34)
This is not the absolute minimum, which we know has vanishing energy. The value of
Qi(x) at which this absolute minimum is achieved is non-trivial and can be found in
appendix A. This makes ordinary perturbation theory very impractical in this formalism.
On the contrary, the formalism is particularly well-suited to study fluctuations around
the uniform magnetic field configurations associated to Qi(x) = 0. Being extrema of the
potential energy, they are the equivalent of sphalerons for our 2+1 theory. They may play
an important dynamical role in the transition from small to large torus sizes. The first
configurations expected to play a role in this context are those having minimal energy within
each magnetic flux sector sector k. This is achieved if we take qa = −1 for a = 1, . . ., k,
and qa = 0 for a = k + 1, . . ., N . Thus, the minimal energy associated to a constant field
strength solution for non-vanishing magnetic flux k is
Vmin =
4π2k
L1L2g2
(1− k
N
) , (2.35)
which goes to zero when the area goes to infinity. If we take k of order N (k = αN), then
the minimal energy becomes
Vmin =
4π2N
L1L2g2
α(1 − α) . (2.36)
Different situations arise depending on whether one takes the large N or the infinite volume
limit first.
As mentioned previously the configurations corresponding to a constant magnetic field
Ai(x) = A
(0)
i (x) are extremals of the potential energy. However, as we will see, they are
not local minima, but rather saddle points. To study this aspect one has to perturb around
the solution, which is equivalent to taking Qi non-zero and small. Our goal would be to
expand the potential up to order quadratic in the Qi fields. The sign of the eigenvalues of
the quadratic form determines the stability or not of this solution.
Our first step would be to compute the magnetic field
B(x) = B¯ + g(D¯1Q2(x)− D¯2Q1(x)) − ig2[Q1(x), Q2(x)] , (2.37)
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where the symbol D¯ stands for the covariant derivative in the background field of A
(0)
i (x).
Now we plug this expression into the formula for the potential energy
V =
1
g2
∫
dxTr(B2(x)) =
1
g2
∫
dx (
∑
a
(Baa)2 +
∑
a6=b
|Bab|2) , (2.38)
and keep terms up to order Q2. The lowest order is given by Eq. 2.34, the linear term
vanishes, and the quadratic term takes the form∫
dxTr
(
(D¯1Q2(x)− D¯2Q1(x))2 − 2iB¯[Q1(x), Q2(x)]
)
. (2.39)
This expression has two parts. The first is given by the square of the parenthesis which is
positive semidefinite, but the last part could give rise to instabilities since the sign is not
determined. By a simple inspection it is easy to see that the potentially negative term only
involves off-diagonal fluctuations Qab, with a 6= b. It is clear that, to this quadratic order,
all off-diagonal components are decoupled from others except its transpose Qba = Qab ∗.
Thus, it is enough to concentrate in one particular pair of indices a, b, and simplify the
notation by writing Q(x) ≡ Qab(x). Its contribution to the potential density becomes:
2b¯ Im(Q2Q
∗
1) + |(D¯1Q2 − D¯2Q1)|2 , (2.40)
where b¯ ≡ (B¯a − B¯b) = 2πqL1L2 , and q = qa − qb is an integer. We will take q to be positive,
which can always be done by exchanging the colour indices. It is convenient to spell out
the form of the covariant derivative
(D¯iQ) = ∂iQ+
i
2
b¯ ǫikxkQ . (2.41)
It is also interesting (and necessary) to take into account the boundary conditions that
must be satisfied by the fluctuations. They are given by
Q(x+ Lj eˆj) = exp{ib¯ǫjkLjxk/2}Q(x) . (2.42)
Now we can express the covariant derivatives as follows
D¯1 =
√
b¯
2
(a+ a†) , (2.43)
D¯2 = −i
√
b¯
2
(a− a†) , (2.44)
where the operators a† and a satisfy the algebra of creation and annihilation operators.
Using these operators one could construct a basis of the space of fields satisfying the
boundary conditions Eq. 2.42 by using the eigenstates of the harmonic oscillator
Ψn(x) =
(a†)n√
n!
Ψ0(x) , (2.45)
where the field Ψ0(x) behaves like the ground state of the harmonic oscillator and is
annihilated by the operator a. The existence and properties of this state will be clarified
below. The way the operators act on the Ψn states replicates the formulas of the harmonic
oscillator.
Equipped with this technology we go back to the expression of the fluctuation potential.
It is convenient to define the combinations Q± ≡ Q1± iQ2. In terms of them, the covariant
derivative part of the magnetic field becomes
i
√
b¯
2
(aQ− − a†Q+) , (2.46)
while the potentially dangerous contribution to the potential energy density becomes
b¯
2
(|Q+|2 − |Q−|2) . (2.47)
As anticipated it can become negative. This could happen, for example, by taking Q+ = 0.
This negative value cannot be compensated by a positive contribution from the square of
the covariant derivative term if we take Q− ∝ Ψ0, since in that case the other contribution
vanishes (choosing Ψ1 would have exactly compensated the negative term). Hence, we end
up concluding that the constant field strength solution is unstable under deformations with
Q+ = 0 and Q− ∝ Ψ0.
Let us now verify the existence of the Ψ0 configuration and write out its form. For
that purpose we introduce the complex coordinate z = (x1 + ix2)/L1. It is interesting to
write the operator a in terms of derivatives of the complex variables. One has:
a =
1√
2b¯
( 2
L1
∂
∂z¯
+
b¯L1
2
z
)
, (2.48)
where z¯ is the complex conjugate of z. Indeed, if we parameterize the fields as
Q(x) = exp{−L
2
1b¯
4
(zz¯ − z2)}χ(x) , (2.49)
one sees that the destruction operator acts on χ(x) just as a derivative with respect to the
complex conjugate coordinate z¯. The conclusion is that Ψ0 is given by Eq. 2.49 with χ(x)
being a holomorphic function χ(z).
The final step is to study the form of the boundary conditions expressed in terms of
χ(z). We leave the calculation to the reader. The result is that for q = 1 the boundary
conditions coincide with those satisfied by the Jacobi theta functions θ3 (see for example
Ref. [41]). Indeed, this is the unique holomorphic function satisfying the boundary condi-
tions up to multiplication by a constant. For q > 1 there are indeed q-linearly independent
solutions, which can be obtained by multiplication of theta functions. In that case there
there are q linearly-independent Ψn basis vectors for each n.
Considering now all possible off-diagonal elements of Q, the total number of unstable
modes is ∑
a<b
|qa − qb| > 0 . (2.50)
We recall that
∑
a qa = −k, which makes the previous number strictly positive for non-zero
flux. Indeed, the minimum number of unstable modes turns out to be (N − k)k, and is
– 13 –
achieved precisely for the same configurations studied before having least potential energy
Vmin. It is perhaps not surprising that both criteria lead to the same configuration.
The study of the dynamical role played by these spatial configurations should follow a
similar pattern to the one played by sphalerons in 4d theories. We address the reader to
the literature on the subject [42]. In any case, this study demands considerable effort and
will not be included in this paper.
2.3 Hamiltonian formulation in 2+1 dimensions
The previous description has been essentially classical. The goal was to find a parameter-
ization of the gauge potentials encoding the boundary conditions. In this section we will
briefly describe the operator formalism approach to its quantum mechanical formulation.
The neatest way to quantize the system in a Hamiltonian context is to choose the A0 = 0
gauge. In this gauge, the electric field Ei(x) = E
a
i (x)λa is canonically conjugate to the
vector potential Aai (x)λa:
[Eai (x), A
b
j(y)] =
1
i
δijδabδ(x− y) , (2.51)
with λa a generator of the SU(N) Lie algebra in the fundamental representation, and
normalized as Tr(λaλb) =
1
2δab. The Hamiltonian of the system is given by
H =
∫
dx
[
Tr(Ei(x)Ei(x)) + Tr(B
2(x))
]
. (2.52)
However, this is not quite the end of the story because the physical Hilbert space does
not coincide with the naive Hilbert space of functionals of the spatial vector potential,
due to gauge invariance. At the classical level, the equations of motion derived from this
Hamiltonian system only give three of the non-abelian Maxwell equations. The additional
equation is the, so-called, Gauss-law or Gauss-constraint
DiEi(x) = 0 , (2.53)
which acts as an initial condition preserved by the remaining equations. At the quantum
level, the Gauss-constraint is imposed as a restriction on the physical states of the system.
It is not hard to see that this condition amounts to demanding that physical states are
invariant under gauge transformations continuously connected with the identity.
The previous results apply both on the plane and for our torus case. One can verify that
the boundary conditions for the electric field are similar to those satisfied by the magnetic
field B(x). Hence, for the first formalism, having constant twist matrices, a similar Fourier
decomposition Eq. 2.23 applies as well. All expressions can be now expressed in terms
of the Fourier coefficients, now transformed into operators. The canonical commutation
relations become
[E†i (~p), Aˆj(~q)] =
1
i
δijδ(~p − ~q) , (2.54)
and the Hamiltonian is given by
H =
1
2
∑
~p
(Ei(~p)E
†
i (~p) +B(~p)B
†(~p)) . (2.55)
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Notice that the hermiticity properties of the classical field implies that Aˆ†j(~q) = Aˆj(−~q)
and the same relation holds for the electric field. Once we are working in Fourier space, it
is much more convenient also to work in the transverse and longitudinal gluon basis. For
that purpose we define the vectors uL(~p) = ~p/|~p| and uT (~p) = ǫ~p/|~p|. The matrix ǫ is the
completely antisymmetric tensor with two indices and ǫ12 = 1. Now we can decompose
Aˆi(~p) = i(uL(~p))iAL(~p) + i(uT (~p))iAT (~p) ,
with the same decomposition applying for Ei(~p). The presence of the complex factor i
is justified to preserve the property A†L,T (~q) = AL,T (−~q). On the other hand, the com-
mutation relations for the longitudinal and transverse gluons still maintain the canonical
form
[E†T (~p), AT (~q)] =
1
i
δ(~p − ~q) , (2.56)
[E†L(~p), AL(~q)] =
1
i
δ(~p − ~q) . (2.57)
Now one can study the spectrum of the theory by means of perturbation theory in the
coupling constant g. The standard methodology has to be supplemented with the Gauss
constraint condition, which also depends on g. This will be explicitly carried out in the
next section, but here we will anticipate the result to lowest order.
To leading order the Gauss constraint amounts to the condition that the physical
states do not depend on the longitudinal vector field. On this subspace the lowest order
Hamiltonian is given by
H0 =
1
2
∑
~p
(ET (~p)E
†
T (~p) + |~p|2AT (~p)A†T (~p)) . (2.58)
This has the typical spectrum of a collection of free transverse gluons. To show this, one
introduces creation-annihilation operators in the standard way
AT (~p) =
1√
2|~p|(a
†(~p) + a(−~p)) , (2.59)
ET (~p) = i
√
|~p|
2
(a†(~p)− a(−~p)) , (2.60)
and rewrite the Hamiltonian as:
H0 =
1
2
∑
~p
|~p|(a†(~p)a(~p) + a(~p)a†(~p)) . (2.61)
The energies of the gluons are given by |~p| > 0, so that the theory has a gap.
Before describing the lowest lying spectrum at g = 0, let us re-examine the appearance,
in this context, of the Z2N symmetry, whose dual is the mod N electric flux defined by
‘t Hooft. Specializing the general formalism constructed in the preamble to the case of
constant twist matrices, we see that gauge transformations belonging to G(~l) have to satisfy:
Ω(x+ Lieˆi) = e
2πili/NΓiΩ(x)Γ
†
i . (2.62)
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We can choose as representative of this space a constant gauge transformation:
Ω~l(x) = Γ
k¯l2
1 Γ
−k¯l1
2 . (2.63)
Any other element of G(~l) is obtained by combining this gauge transformation with an
element of G(~0).
An element of the Hilbert space that transforms under the operator which implements
these gauge transformations in the following way:
U(Ω~l) |Ψ〉 = ei2π~e·
~l/N |Ψ〉 , (2.64)
is said to carry electric flux ~e. In the same way, one can assign electric flux quantum
numbers to operators acting on Hilbert space. It is quite obvious with this definition that
the vector potential operators Aˆ(~p) carry electric flux given by its colour momentum as
follows:
ei = k¯ǫijnj = k¯NLjǫijp
(c)
j /(2π) mod N , (2.65)
or the inverse
p
(c)
i = −
2πk
NLi
ǫij(ej mod N) . (2.66)
Since electric flux is a conserved quantum number, the Hilbert space can be split into the
direct sum of the N2 subspaces associated to different values of the electric flux. Notice,
that the conservation of electric flux follows here from momentum conservation on the
vertices.
Focusing on gauge invariant operators, the vector potentials act simply as represen-
tatives of the Polyakov lines. To see this, we recall the expression of a Polyakov line
operator:
P(γ) ≡ Tr
(
T exp{−ig
∫
γ
dxiAi(x)}Γω22 Γω11 }
)
, (2.67)
where γ is closed curve on the 2-torus and ~ω its corresponding winding number. The symbol
T exp stands for the path-ordered exponential, where the order of matrix multiplication
follows left-to-right the order of the path. If we parameterize the curve in terms of the
parameter τ ranging from 0 to 1, we have a function xi(τ) satisfying
xi(0) ≡ x(ini)i xi(1) ≡ x(fin)i = x(ini)i + Liωi , (2.68)
where ~x(ini) and ~x(fin) represent the initial and final points of the path. The result does
depend on the actual path γ, but is reparametrization invariant.
Now, if we expand the T-exponential, the leading non-vanishing term for non-trivial
winding is linear in the vector potential. To compute this term, we use the Fourier ex-
pansion (Eq. 2.23) and decompose the Fourier coefficients into longitudinal and transverse
parts. The result is
gN
∑
~p
1
|~p|
∫ 1
0
dτ (AL(~p)
du
dτ
+AT (~p)
dv
dτ
)eiuTr(Γˆ(~p)Γω22 Γ
ω1
1 ) , (2.69)
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where u(τ) = ~p · ~x(τ) and v(τ) = ~x(τ) × ~p. The trace can we evaluated and it fixes the
colour momentum to be the one given by the formula Eq. 2.66 with ~e = ~ω. With this
constraint the variable (u(1)−u(0))/(2π) becomes an integer. As a consequence, the term
proportional to the longitudinal field becomes the integral of a total derivative of a periodic
function, hence, it vanishes.
The final result is that the Polyakov loop is, to leading order in perturbation theory,
a linear combination of transverse gluon fields with different momenta but with a common
~p (c) corresponding to electric flux ~ω. The coefficients depend on the particular momentum
and on the path γ. A simple example is given by a straight line path
xi(τ) = x
(ini)
i + τLiωi . (2.70)
In this case, the only non-vanishing coefficient corresponds to momentum ~q = − 2πkNLi ǫijωj.
For this momentum value u(τ) = 0. Hence, the computation is quite simple, and the result
becomes
P(γ) =
√
λ
2
N l(γ)ei~q~x(ini)eiα(~q)AT (~q) , (2.71)
where l(γ) =
√
L21ω
2
1 + L
2
2ω
2
2 is the length of the straight line path. Notice that for L1 = L2
the prefactor multiplying AT becomes
√
λ||~ω||/√2.
From these considerations it is easy to extract and interpret the spectrum to zeroth
order in perturbation theory. The first excited states over the vacuum correspond to single
gluon states with momenta ~p = (± 2πL1N , 0) and ~p = (0,± 2πL2N ). These states carry electric
flux and are, therefore, the states with minimal energy within their corresponding sector.
Since, electric flux is a good quantum number there is no mixing among these states. In
the next section we will compute the contribution to these energies to the next order in
perturbation theory, adopting the form of a gluon self-energy graph.
In general, in a given electric flux sector there will be single gluon state having the
minimal energy within each sector. However, it is easy to see that there are always multiple
gluon states which are degenerate in energy, for example those made up of an appropriate
number of minimal energy gluons. Notice, that at large volumes the energies of the electric
flux sectors should grow linearly with the torus length giving rise to the string tension and
the k-string spectrum.
The most important sector is that with vanishing electric flux, since it remains light in
the infinite volume limit. The vacuum belongs to this space. In perturbation theory, the
first excited state in this sector above the vacuum is a two-gluon state, in which the gluons
have minimal and opposite momenta. For L1 = L2, there is a two-fold degeneracy of levels,
which is broken at higher orders producing states that can be classified according to the
representations of the cubic group in 2-d (Z4). This being abelian, all representations are
one dimensional. For large volumes these give rise to the glueball spectrum.
3. Perturbative calculations of the mass spectra
3.1 Perturbative calculation in the Hamiltonian approach
Here we will give our derivation of the corrections to the energy levels of the 2+1 Yang-
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Mills field theory in a finite 2-torus with twist within the Hamiltonian framework. Our
starting point is the quantized version of the theory in the A0 = 0 gauge, explained in the
previous section. Eventually, however, our calculation will involve only transverse gluons,
so that it can be considered to reside in the Coulomb gauge. Thus, the paragraphs that
will follow can be regarded as a derivation for the Hamiltonian formulas in the Coulomb
gauge. Expressions coincide with those appearing in the literature[43].
Let us first describe the perturbative construction in an schematic way. For that
purpose, we write the Hamiltonian as
H =
1
2
E2L +H0 + gH1 + g
2H2 , (3.1)
where EL denotes the longitudinal electric field and H0 is the lowest order Hamiltonian
given in the previous section and depending on transverse gluons only. On the other hand,
we can expand the Gauss constraint operator G in powers of g:
G = EL + gδG . (3.2)
For a given eigenstate, we can expand the energy and wave function in powers of g:
E = E0 + g2δE + . . . , (3.3)
Ψ = Ψ0 + gΨ1 + g
2Ψ2 + . . . . (3.4)
Now we look for eigenstates of H which are simultaneously annihilated by the G. To lowest
order we have states which only depend on transverse gluons and verify
H0Ψ0 = E0Ψ0 . (3.5)
These were studied in the previous section.
To the next order, the Gauss constraint imposes
ELΨ1 = −δGΨ0 . (3.6)
Obviously, this formula implies that Ψ1 depends on longitudinal gluon fields as well. Ap-
plying EL to both sides one gets
E2LΨ1 = −[EL, δG]Ψ0 , (3.7)
where we have used the fact that Ψ0 only depends on transverse gluons and is therefore
annihilated by EL. Now we are ready to look at the eigenvalue equation to order g. We
get
(E0 −H0)Ψ1 =
(
H1 − 1
2
[EL, δG]
)
Ψ0 . (3.8)
Both sides of the equation are polynomials in the longitudinal vector potentials AL. The
equality must be satisfied for the coefficients. In particular, the purely transverse part of
both sides have to match. We might introduce for that purpose the projector PT onto the
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purely transverse part (equivalent to setting AL = 0). Then, if we define Ψ
T
1 ≡ PTΨ1. and
take it to be orthogonal to Ψ0, we may write
ΨT1 = (E0 −H0)−1PT
(
H1 − 1
2
[EL, δG]
)
Ψ0 . (3.9)
To second order, the Gauss constraint equation gives
ELΨ2 = −δGΨ1 , (3.10)
and the eigenvalue equation
δEΨ0 + E0Ψ2 = H0Ψ2 + 1
2
E2LΨ2 +H2Ψ0 +H1Ψ1 . (3.11)
Again the equation should hold at all values of AL. In particular, it also holds when
restricting both sides to the transverse gluon space. Our goal is to obtain δE , and this can
be done by projecting both sides of the restricted equation onto the Ψ0 state:
δE = Ψ∗0PTH2Ψ0 +Ψ∗0PTH ′1(E0 −H0)−1H ′1Ψ0 +
1
2
Ψ∗0PT (δG)2Ψ0 , (3.12)
with H ′1 = PT (H1 − 12 [EL, δG]). We have used the symbolic notation Ψ∗0AΨ0 to mean the
matrix element of the operator A on the lowest order wave function. The derivation has
been very schematic, but it properly reflects the fact that the energy is a sum of three
terms, each corresponding to a possible diagram.
Notice that the final calculation only involves transverse gluons, and that we have
avoided defining longitudinal gluons (as particles) at all. We have also avoided using any
scalar product in the space of functionals containing longitudinal vector potentials: only
the transverse gluon space is a Hilbert space. The longitudinal field AL appears explicitly
in the wave-function and EL acts as a derivative with respect to this field. Once the
appropriate derivatives are taken, the projection PT amounts to setting the remaining AL
to zero. Nevertheless, the perturbative formulas that we have obtained with our procedure
differ from those obtained by setting the longitudinal vector potential directly to zero in the
original Hamiltonian. The last term, for example, would not have appeared. Indeed, this
modified Hamiltonian coincides with the one obtained for the Coulomb gauge formulation
in the literature [43].
The next step in the calculation will be to write down explicitly the form of the
operators H1, H2 and δG in terms of the components of the vector potentials. For example
δG becomes
δG(~P ) = N
∑
~q
F (−~p, ~q, ~p− ~q)
|~p||~q||~p − ~q| ×
{ ~q · (~p− ~q) (AL(~q)EL(~p− ~q) +AT (~q)ET (~p − ~q)) (3.13)
− (~q × ~p) (AT (~q)EL(~p − ~q)−AL(~q)ET (~p− ~q))} .
Notice that the factor F vanishes if two of its arguments are collinear. This brings in an
important simplification of the previous formulas, since in implies that the commutator
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[EL, δG] appearing in the expression of H
′
1 vanishes. This is so because one has to differ-
entiate the previous formula with respect to AL(~p), giving a δ(~q − ~p) factor multiplying
F .
It is clear that expressions like Eq. 3.13 are rather lengthy and hard to work with.
For that reason we will introduce some new notation that will simplify the manipulation
and presentation of the remaining formulas. In particular the symmetry properties under
exchange of momenta plays an important role. Thus, we will rename the three momenta
that are arguments of F as ~p(i), ~p(j) and ~p(k) instead of −~p, ~q and ~p − ~q respectively. To
label the terms associated to these three discrete momenta arguments we will simply use
i, j and k. Furthermore, the term corresponding to momentum −~p(i) will be labelled i¯.
With this notation we can combine the F factor with others introducing the three index
tensor
λijk = N
F (~p(i), ~p(j), ~p(k))
|~p(i)||~p(j)||~p(k)|
δ(~p(i) + ~p(j) + ~p(k)) , (3.14)
which is totally antisymmetric with respect to the exchange of its indices. In addition we
introduce the following two-index tensors
Sjk = ~p(j) · ~p(k) Ajk = ~p(j) × ~p(k) , (3.15)
which are symmetric and antisymmetric respectively. Finally, we introduce an index α
taking two values T and L and two 2×2 matrices δ (the 2×2 identity matrix) and ǫ = iσ2.
With the help of this notation we can rewrite Eq. 3.13 as follows
δGi¯ = λijk (SjkA
α
j E
α
k −AjkǫαβAαj Eβk ) , (3.16)
where the vector potential and electric field components have been renamed in an obvious
way (for example A1j ≡ AˆT (~p(j))). The ability of the notation to condense the formulas is
obvious.
We can proceed in the same way with the magnetic field. Using the natural symbol
Bi¯ ≡ Bˆ(−~p(i)) we obtain
Bi¯ = |~p(i)| (ATi¯ −
g
2
λijk (AjkA
α
j A
α
k + SjkǫαβA
α
j A
β
k )) . (3.17)
Indeed, according to our previous derivations we only need to use the transverse part of
Bi¯ to compute the transverse part of H1 and H2. Notice that the last term (involving Sjk)
would not contribute to this transverse part.
The last step would be to express the transverse vector potential and electric field
in terms of creation and annihilation operators using the formulas given before. As an
example we show below the expression of the O(g) part of the magnetic field Bi¯
−g
4
∑
jk
λijk√
|~p(j)||~p(k)|
Ajk |~p(i)|
(
a†ka
†
j + 2a
†
kaj¯ + ak¯aj¯
)
, (3.18)
where a†k ≡ a†(~p(k)) and so on.
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A little more care is required to deal with the operator PT (δG)2PT . One cannot
directly set the longitudinal components to zero, because the longitudinal electric field acts
on the longitudinal vector potential to produce a term of the form
i
∑
i,j,k
λ2ijkA
2
jkA
T
k¯E
T
k . (3.19)
However, the matrix element of this operator between one state and itself gives only a
constant shift of all the levels, including the vacuum energy. Hence, finally, it is also
enough to keep only the purely transverse part of δGi¯ given by:
i
4
∑
jk
λijk√
|~p(j)||~p(k)|
Sjk
(
2(|~p(k)|+ |~p(j)|)a†kaj¯ + (|~p(k)| − |~p(j)|)(a†ka†j + aj¯ak¯)
)
. (3.20)
Now we have all the ingredients to compute the three operators that enter the O(g2)
contribution to the spectrum. In the following sections we will use these formulas to
compute the corrections to the lowest order energies.
3.1.1 Self-energy
We can apply the previous formulas to the computation of the self-energy of the gluons,
which provides the leading correction to the electric-flux energies. The result is the sum
of three terms corresponding to those appearing in Eq. 3.12. With our symbolic notation
the calculation is simple.
The last term in Eq. 3.12 is associated to the additional term in the Coulomb gauge
Hamiltonian. For the self-energy we need only to express the part of that operator having
one creation and one annihilation operator. Making use of our previous expression for δGi
we get
1
2
∑
i
δGiδGi¯ =
∑
k
a†kak
1
4
∑
ij
λ2ijkS
2
jk
(|p(j)|2 + |p(k)|2
p(j)p(k)
+ . . . . (3.21)
From this formula and our previous definitions one can read out the expression of the
contribution to the self-energy from this term (labelled Σ(3)(~p)):
Σ(3)(~p) =
g2N 2
4
′∑
~q
F 2(~p, ~q,−~p− ~q) (~p · ~q)2 (|~p|2 + |~q|2)
|~p|3|~q|3|~p+ ~q|2 . (3.22)
The contribution of H2 to the self-energy can be obtained by selecting the part con-
taining one creation and one annihilation operator given by
H2 =
∑
k
a†kak
1
4
∑
ij
λ2ijkA
2
jk
|~p(i)|2
|~p(j)||~p(k)|
+ . . . . (3.23)
This leads to the Σ(1)(~p) contribution :
Σ(1)(~p) =
g2N 2
4
′∑
~q
F 2(p, ~q,−~p− ~q) (~p × ~q)2
|~p|3|~q|3 . (3.24)
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Finally we have the part involving H1. The transverse part of H1 can be expressed in
terms of creation-annihilation operators as follows:
HT1 = −
|~p(i)|2
2
λijkAjkA
T
i A
T
j A
T
k = −
λijkAjk|~p(i)|2
4
√
2|~p(i)||~p(j)||~p(k)|
(a†i + ai¯)(a
†
j + aj¯)(a
†
k + ak¯) .
(3.25)
Plugging this expression on the second term of Eq. 3.12 one gets
Σ(2)(~p) =
λ2ijkA
2
jk
16|~p(i)||~p(j)||~p(k)|
(|~p(i)|2 + |~p(j)|2 + |~p(k)|2)2 × (3.26)( 1
|~p(i)| − |~p(j)| − |~p(k)|
− 1|~p(i)|+ |~p(j)|+ |~p(k)|
)
,
which after undoing our notation becomes
Σ(2)(~p) = −g
2N 2
8
′∑
~q
F 2(~p, ~q,−~p− ~q) (~p × ~q)2
|~p|3|~q|3 ×
(|~p|2 + |~q|2 + |~p+ ~q|2)2(|~q|+ |~p+ ~q|)
|~p+ ~q|3((|~q|+ |~p+ ~q|)2 − |~p|2) . (3.27)
The final result is then the sum of the three contributions Σ(1)(~p) + Σ(2)(~p) + Σ(3)(~p)
which are all individually divergent. We can combine them to give
g2δE(~p) = g
2N 2
4
∑
~q
F 2(~p, ~q,−~p− ~q)(A1(~p · ~q)2 +A2|~p× ~q|2) , (3.28)
with
A1 =
|~p|2 + |~q|2
|~p+ ~q|2|~p|3|~q|3 , (3.29)
and
A2 =
1
2|~p|3|~q|3
(
2− (|~p|
2 + |~q|2 + |~p + ~q|2)2(|~q|+ |~p+ ~q|)
|~p+ ~q|3((|~q|+ |~p+ ~q|)2 − |~p|2)
)
. (3.30)
Although, the sums over momenta are divergent, we might perform a subtraction at a
given value of θ and evaluate numerically these sums with a sharp momentum cut-off.
Performing the subtraction at a non-zero value of θ and then taking increasing values for
the cut-off, we obtain a smooth function of θ vanishing at the subtraction point.
Forgetting about the divergent character of the sums involved, we can simplify the
final expression considerably using the following identities:
2|~p× ~q|2
(|~q|+ |~p+ ~q|)2 − |~p|2 =
|~q||~p+ ~q| sin2 φ
(1 + cosφ)
= |~q||~p+ ~q| − ~q · (~p+ ~q) , (3.31)
(|~q|+ |~p+ ~q|)(|~q||~p + ~q| − ~q · (~p+ ~q)) = |~q| (~p · (~p+ ~q))− |~p + ~q| (~p · ~q) , (3.32)
and
(|~p|2 + |~q|2 + |~p+ ~q|2)2 = 4(|~p + ~q|2 − ~p · ~q)2 . (3.33)
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Making use of them one obtains
|~p× ~q|2 A2 = |~p× ~q|
2
|~p|3|~q|3 −
(|~p+ ~q|2 − ~p · ~q)2
|~p|3|~q|2|~p+ ~q|2
(~p · (~p + ~q)
|~p+ ~q| −
~p · ~q
|~q|
)
. (3.34)
We can now do the following change of variables to the second term on the right hand side
of the previous equation
~q −→ −~p− ~q . (3.35)
obtaining:
|~p× ~q|2 A2 = 1|~p|3
{ |~p× ~q|2
|~q|3 +
2(~p · ~q)(|~p+ ~q|2 − ~p · ~q)2
|~q|3|~p + ~q|2
}
. (3.36)
Plugging this in the expression of the energy and after some trivial manipulation one
arrives at:
g2δE(~p) = g
2N 2
4
′∑
~q
F 2(~p, ~q,−~p− ~q)
{ 1
|~p||~q| + 2(~p · ~q)
|~p|2 + |~q|2
|~p|3|~q|3
}
. (3.37)
The second term is odd over ~q and should vanish when summed over. Hence, our final
result becomes
g2δE(~p) = g
2N 2
4|~p|
′∑
~q
F 2(~p, ~q,−~p− ~q)
|~q| . (3.38)
Although the expression is also divergent, we have verified that performing the same sub-
traction as before, at some value of θ, one gets a finite result which coincides the previous
one. This justifies the validity of our manipulations, at least for the finite subtracted piece.
The question now is: Does gauge invariance dictate what is the correct subtraction
to do? Rather than trying to resolve the puzzle within the Hamiltonian formulation, we
have followed the standard procedure to introduce a gauge invariant regularization which
respects the Ward identities. This has driven us to the derivation of the gluon self-energies
within an euclidean context. This will be addressed in the following two subsections.
3.1.2 Energy levels in the zero electric flux sector
The Hamiltonian formalism presented previously can be used also to study the sector of
vanishing electric flux. The vacuum belongs to this sector. In the large volume limit, the
spectrum of excited states should have a well defined limit, corresponding to the spectrum
of glueballs. To lowest order in perturbation theory the first excited state over the vacuum
corresponds to a pair of minimum momentum gluons of opposite sign |~p,−~p〉 with energy
2|~p|. The order g2 corrections to these energies can be computed using the Coulomb
gauge Hamiltonian derived in the previous subsection. For the sake of the calculation it
is convenient to arrange this Hamiltonian into a sum of normal ordered operators. The
constant piece is irrelevant, while the a†a term adds the self-energy contribution of each of
the two gluons. Thus, up to this level, the energy of the two-gluon state is twice the energy
of one gluon, and there is no interaction energy. To get an interaction energy, one needs
to consider the part of the Hamiltonian having 2 creation and two annihilation operators.
Such a term could come from H2, from the (δG)
2 term or from the piece quadratic in H1.
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However, it is easy to see that the matrix element of these operators between two identical
two-gluon states vanishes. This is due to the presence of the F symbol which vanishes if
two of its arguments are collinear vectors. This is unavoidable for a state in which all the
external momenta are collinear.
There is one situation in which the Hamiltonian formalism produces an interaction
term at order g2. This occurs in case of degeneracy of levels. For example, if L1 = L2
there are two minimum momenta, ~p(1) ≡ 2πNL(1, 0) and ~p(2) ≡ 2πNL(0, 1), with equal energy.
The corresponding zero-momentum 2-gluon states will be labelled |1〉 and |2〉. The relevant
calculation will then be
EI = 〈1|Heff |2〉 , (3.39)
where EI is the interaction energy of the two-gluons and Heff is the effective Hamiltonian at
this order (sum of three contributions). Using the rotational invariance of the Hamiltonian,
one sees that the new eigenstates of the Hamiltonian are |±〉 ≡ 1√
2
(|1〉±|2〉) with interaction
energies ±EI respectively.
One can use the general formulas given before to compute the contribution to the
interaction energy coming from the three terms that make up the Hamiltonian at this
order. The δG term gives a vanishing contribution. The contribution to EI coming from
the H2 part becomes
λ
4π2
sin2(θ˜/2) , (3.40)
and that from the term quadratic in H1 is
− λ
π2
sin2(θ˜/2) , (3.41)
where we have introduced a new angle
θ˜ ≡ 2πk¯
N
, (3.42)
which depends on the magnetic flux k of the box through the coprime integer k¯. The sum
of these two contributions is negative, and this implies that the state of minimum energy
is the rotationally invariant state.
We will not proceed any further. Although, the vanishing electric flux sector is very
interesting, the numerical study to be presented in the following section has focused on
the non-zero sector. The latter is simpler to study, and looks like the obvious first step in
understanding the dynamics of the system, and the transition from small to large volumes.
Nevertheless, the formulas given in this paper would enable an straightforward application
to other states at this and higher orders.
3.2 Perturbative calculation in the Euclidean approach
In the previous subsection we developed the perturbative expansion in the Hamiltonian
formulation. The self-energy contribution of the gluon is a sum of individually divergent
diagrams. Applying a sharp cut-off regularization breaks gauge invariance, hence our re-
sult could only be fixed up to an additive constant. To fix this constant one needs a
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gauge invariant regularization. This will be done in this section using the more conven-
tional Euclidean approach. Indeed, we will use two different well-known gauge invariant
regularization procedures. In the first subsection we will use a continuum formulation and
dimensional regularization. In the following one we will use a lattice regularization. We
will show that the continuum limit is well defined and gives identical results to the ones
obtained by dimensional regularization. The agreement of our three procedures in what
respects the electric flux dependence of the self-energy provides a very strong verification
of the validity of our calculation.
In the following paragraphs we will explain the general procedure for extracting the self-
energy within the Euclidean approach. Then, in the next two subsections we will address
the computation of the self-energy in the continuum and on the lattice respectively. We
opted by focusing on the calculation itself within the text, but for completeness we added
the necessary background material in appendices B and C. The readers are also invited
to consult previous references which address similar perturbative calculations with twisted
boundary conditions [30, 31], [44] - [48].
A gauge invariant definition of the gluon self-energies follows by analyzing the expo-
nential decay at large times of Polyakov-loop correlators. As explained earlier the winding
number of the loop coincides modulo N with the electric flux. We will sacrifice generality
to clarity and consider only straight loops winding e1 times around the x direction. Their
expression is a particular case of the general formula given before and reads
P1(t, y; e1) = Tr
[ e1∏
1
Texp
(
− ig
∫ L1
0
A1(x)dx
)
Γ1
]
. (3.43)
We recall that these operators carry electric flux ~e = (e1, 0). Notice that they do not
depend on x, but only on y (and t). Furthermore, it follows from the general formalism
explained in section 2 that, in the twisted box, they are not periodic under translations by
one period in the y direction:
P1(t, y + L2; e1) = ei
2πke1
N P1(t, y; e1) , (3.44)
where k is the magnetic flux. Hence, they can be Fourier expanded as a sum of momenta of
the form p2L2N/(2π) = ke1 mod N . This is just a particular case of the relation between
momenta and electric flux of gluon fields explained in the previous section.
Now when computing the correlation of two Polyakov loops in perturbation theory we
have to expand the ordered exponential as we did in the previous section after Eq. 2.67. To
the order we are working this turns out to be proportional to the correlator of two transverse
gluon fields. This is the Fourier transform of the transverse gluon propagator written in
momentum space. The exponent of the exponential decay in time –the energy of the state–
is given by the poles of the Euclidean propagator: p0 = iE . To determine the pole, one
uses the formula for the inverse propagator obtained by resuming the Lippmann-Schwinger
series
D (−1)µν (p) = P
(−1)
µν (p)−Πµν(p) , (3.45)
where Pµν is the tree-level propagator given in Eq. (B.3), and Πµν is the vacuum polar-
ization. Thus, the energy is determined imposing that the inverse propagator, projected
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to transverse components, vanishes for Euclidean momentum p = (iE(~p), ~p). The resulting
energy E(~p) satisfies the following dispersion relation:
E2(~p) ≡ ~p2 + g2δE2(~p) = ~p2 −
∑
µν
εµΠ
on−shell
µν (~p)ε
∗
ν = ~p
2 −
∑
µ
Πon−shellµµ (~p) , (3.46)
where the last expression on the right hand side holds if the Ward identity (pµΠµν(p) = 0)
is preserved by the regularization.
The minimum energy within each electric flux sector is obtained by taking the minimal
value of Eq. 3.46 as ~p runs over all of the allowed momenta. For the particular case that
we were studying ~e = (e1, 0), we have p1 = 0 and p2L2N/(2π) = ke1 mod N .
Notice, that in this construction one naturally obtains a formula for the square of the
energy. To the order we are working the expression for the energy itself becomes
E(~p) = |~p|+ 1
2|~p| g
2δE2(~p) . (3.47)
which can be directly compared with the result of the Hamiltonian formulation.
3.2.1 The Euclidean self-energy correction in the continuum
In this subsection we will apply the previous prescription to determine the corrections to the
energies of the gluons. For simplicity we will take the box to be symmetric L1 = L2 ≡ L.
The starting point is the expression of the vacuum polarization Πµν to one-loop order.
The derivation is given in Appendix B. It follows the standard procedure with minor
modifications associated to the boundary conditions. The final result in the Feynman
gauge reads:
Πµν(p) =
g2N 2
2
∫
dq0
2π
∑
~q
F 2(p, q,−p− q)
q2(p+ q)2
× (3.48)
(
(2qν − 3pν)(pµ + 2qµ)− 2δµνq2 + 8(qµpν − δµν p · q)
)
.
It is important to take into account the Ward identity pµΠµν(p) = 0 to guarantee gauge
invariance. Using the expression of the vacuum polarization we obtain
pµΠµν(p) =
g2N 2
2
∫
dq0
2π
∑
~q
F 2(p, q,−p− q)
{qν
q2
− pν + qν
(p + q)2
+
3pν
2
( 1
q2
− 1
(p+ q)2
)}
(3.49)
We have written it in a way in which it is obvious that it vanishes by making use of the
translation invariance of the measure q −→ q+p. Thus, the regularization procedure must
respect this property. A sharp cut-off in spatial momenta is not valid, for example.
After performing the integration over q0, we obtain:
g2δE2(~p) ≡ E2(~p)− |~p|2 = g
2N 2
2|~p|2
∑
~q
F 2(p, q,−p− q)(2|~p|2 + ~p · ~q)
( 1
|~q| −
1
|~p+ ~q|
)
. (3.50)
Now using shift symmetry, which is necessary to preserve the Ward identity, we arrive at:
g2δE2(~p) = g
2N 2
2
∑
~q
F 2(p, q,−p − q)
|~q| , (3.51)
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As mentioned previously, this simple formula coincides with the one that can be obtained
by manipulating the result of the Hamiltonian computation.
To evaluate the previous expression we first use the relation:∫ ∞
0
dt√
t
e−tAπ =
1√
A
(3.52)
to cast the self-energy in the form:
g2δE2(~p) = λ
2πNL
∑
~k
sin2
(π~k · ~e
N
) ∫ ∞
0
dt√
t
e−tπ|~k|
2
, (3.53)
where we have set the loop-momentum ~q to: ~q = 2π~k/NL, and we have used the rela-
tion between the external momentum and the electric flux to rewrite F ∝ sin(π~k · ~e/N).
Recalling the definition of the Jacobi θ3 function [41]:
θ3(z, it) =
∑
k∈Z
exp{−tπk2 + 2πikz} , (3.54)
and using the trigonometric relation 2 sin2(a) = (1−cos(2a)), we decompose the self energy
calculation in two parts δE2 = δE2a + δE2b with:
g2δE2a (~p) =
λ
4πNL
∫ ∞
0
dt√
t
(
θ23(0, it) − 1
)
, (3.55)
g2δE2b (~p) = −
λ
4πNL
∫ ∞
0
dt√
t
(
θ3(z1, it) θ3(z2, it) − 1
)
, (3.56)
and zi = ei/N . The first term is independent of the electric flux and ultraviolet (UV)
divergent. The second one carries all the electric flux dependence and is UV finite for
~z 6= ~0.
To analyze the singularity structure of δE2a one can make use of the duality relations
of the θ3 function:
θ3(z, it) =
1√
t
e−
πz2
t
∑
k∈Z
exp{−πk
2
t
+
2πzk
t
} . (3.57)
Using this, we can rewrite δEa as:
g2δE2a(~p) =
λ
4πNL
∫ 1
0
dt√
t
(∑
~k
1
t
e−
π~k2
t − 1
)
+
λ
4πNL
∫ ∞
1
dt√
t
(
θ23(0, it) − 1
)
. (3.58)
The second term in the r.h.s is finite, but the first one diverges for ~k = ~0 as:∫ 1
0
dt
t
√
t
. (3.59)
This integral can be regularized by extending the result to d dimensions and by analytical
continuation to d = 2. This gives∫ 1
0
dt t−
d+1
2 =
2
1− d −→ −2 . (3.60)
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Figure 1: We show, for electric flux ~e = (Nz, 0) (left), and ~e = (Nz,Nz) (right), the function
G(z) that gives the one-loop correction to the energy of a one-gluon state, through Eq. 3.63. The
blue line corresponds to the continuum expression Eq. 3.64, while the red points are derived using
a lattice regularization in the calculation of the self-energy.
With this, we finally obtain a finite expression for the first term:
g2δE2a (~p) =
λ
4πNL
∫ ∞
0
dt√
t
(
θ23(0, it) − 1−
1
t
)
. (3.61)
Putting everything together we get
g2δE2(~p) = λ
4πNL
∫ ∞
0
dt√
t
(
θ23(0, it) − θ3(z1, it) θ3(z2, it)−
1
t
)
. (3.62)
where zi = ei/N .
The final result is quite compact and has many interesting properties that we want
to comment about. The first important point is that the correction does not depend on
the value of ~p but only on the electric flux. Thus, the minimum energy within each sector
corresponds to the minimum momentum ~pmin =
2π~n
NL . We will write it as follows:
E2(~e)
λ2
=
|~n|2
4x2
− 1
x
G
( ~e
N
)
, (3.63)
where we have introduced the variable 4πx = λNL, and the function:
G(~z) = − 1
16π2
∫ ∞
0
dt√
t
(
θ23(0, it) − θ3(z1, it) θ3(z2, it)−
1
t
)
. (3.64)
This is a natural way to write it, since in 2+1 dimensions λ has dimensions of energy, and
appears as the natural unit. The three terms in Eq. 3.63 and x are all dimensionless. Since
the first term appearing in the dispersion relation is just the momentum squared, it is
natural to interpret the correction as the mass squared. However, it is negative, since G(~z)
is positive. As an illustration, we display in Fig. 1 the ~z = ~e/N dependence of G(~z) for
two different cases: ~z = (z, 0), and ~z = (z, z). Notice that it peaks at e/N close to 0 and
1. This feature is very relevant and will be commented about later. The red crosses in the
figure result from a calculation of the self-energy correction using the lattice regularization
that will be presented below. It agrees amazingly well with the continuum determination.
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3.2.2 The Euclidean self-energy for the Wilson lattice regularization
Finally, in this subsection, we will present the calculation of the one-loop Eucliden self-
energy using a lattice regularization. For the derivation we will make use of the results
for the four dimensional case, with non-trivial twist on a two-torus, that have been ob-
tained previously in [44]-[48]. Without much effort they can be translated into the three
dimensional set up that we are facing here. For the sake of completeness, the generaliza-
tion to 3 dimensions of the vacuum polarization derived in [44], [45] will be reproduced in
Appendix B.
The starting point is a 3-dimensional lattice with Ns sites in the spatial direction and
infinite number of points in time. We will consider a discretization of the continuum action
based on the Wilson plaquette action:
SW = Nb
∑
n∈Z3
∑
µ6=ν
(
N − TrPµν(n)
)
, (3.65)
where b = 1/(λLa), with a the lattice spacing and λL ’t Hooft coupling on the lattice.
Pµν(n) represents the plaquette, written in terms of the SU(N) link matrices Uµ(n) as:
Pµν(n) = Uµ(n)Uν(n+ eµ)U
†
µ(n+ eν)U
†
ν (n)
In the twisted box that we are considering, the spatial links satisfy the boundary conditions
Ui(n+Nseˆj) = Ωj(n)Ui(n)Ω
†
j(n+ eˆi) . (3.66)
The continuum limit is taken by sending Ns → ∞ and the lattice spacing a → 0, while
keeping L = aNs constant. Note that in the Hamiltonian set up we are dealing with,
the number of lattice points in the time direction is infinite and the momentum is hence
cut-off at an UV scale π/a for both spatial and temporal components. From now on and
for simplicity we will set a = 1.
For the Wilson lattice action, we can repeat the arguments used in the continuum
and derive the lattice dispersion relation by imposing that the inverse lattice propagator,
projected over transverse components, vanishes for lattice momentum p = (iEL, ~p). This
gives:
sinh2(EL/2) =
∑
i
sin2(pi/2)− 1
4
∑
µν
εµΠ
L
µν(~p)ε
∗
ν
∣∣∣
on−shell
, (3.67)
where, at lowest order in λ, the lattice on-shell condition amounts to p0 = iE0L, with:
sinh2(E0L/2) =
∑
i
sin2(pi/2) . (3.68)
The correction to the gluon energy in the continuum can be derived by evaluating EL numer-
ically, using the expressions for the lattice vacuum polarization presented in Appendix C,
and extrapolating the results to the continuum limit by taking Ns →∞.
Here we will present a slightly modified version of the lattice dispersion relation that
differs from the one above in the corrections at order a2. The reason to do that is that
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the corresponding analytic formulas simplify considerably. For that, we will make use of
the continuum expression on the right hand-side of Eq. 3.46 to approximate the lattice
dispersion relation by:
E2L(~p) ≡ 4
∑
i
sin2(pi/2) −
∑
µ
ΠLµµ(~p)
∣∣∣
on−shell
. (3.69)
Using the formulas for the vacuum polarization presented in Appendix C, one can easily
derive the following expression at leading order in λL:
δE2L(~p) ≡ −
∑
µ
ΠLµµ
∣∣∣
on−shell
(~p) =
=
λL
4
+
g2LN 2
6
∫ π
−π
dq0
2π
′∑
~q
∑
µ
F 2(~p, ~q,−~p− ~q)
q̂2
(
q̂2µ +
3 ̂(p + 2q)
2
µ − 6V˜ (3)µ
2 ̂(p+ q)
2 − 2V˜ (4)µ
)∣∣∣
on−shell
− g
2
LN 2
4
∫ π
−π
dq0
2π
′∑
~q
∑
µ
( 1
2N
− F
2(~p, ~q,−~p− ~q)
6
)( q̂2µp̂2µ
q̂2
)∣∣∣
on−shell
, (3.70)
with
V˜ (3)µ = cos
2
( (p+ q)µ
2
)
̂(q − p)2 + cos2
(qµ
2
)
̂(2p + q)
2
+
∑
ρ
cos2
(pρ
2
)
̂(2q + p)
2
µ
+ 2 cos
((p + q)µ
2
)
cos
(qµ
2
)
̂(q − p)µ ̂(2p + q)µ
− 2 cos
((p + q)µ
2
)
cos
(pµ
2
)
̂(2q + p)µ(̂q − p)µ
− 2 cos
(pµ
2
)
cos
(qµ
2
)
̂(2q + p)µ
̂(2p + q)µ , (3.71)
and
V˜ (4)µ =
1
4
(̂q + p)
2
+ 3cos2
( (q − p)µ
2
)
− 3 cos(qµ)
∑
ρ
cos(pρ)
+
1
3
cos
(qµ
2
){
p̂µ ̂(q − p)µ − 2 p̂µ ̂(q + p)µ − q̂µ(̂2p)µ
}
− 1
3
cos
(pµ
2
){
q̂µ ̂(q − p)µ + 2 q̂µ ̂(q + p)µ + p̂µ(̂2q)µ
}
. (3.72)
Here, q̂µ = 2 sin(qµ/2), with qi = 2πni/NNs, for ni = 0, · · · , NsN − 1, and where the sum
over ~q excludes momenta with ni = 0 (mod N)∀i. Note that in the lattice formulation the
linear divergences that arise in the different contributions to the self-energy cancel away in
the sum and the final expression is UV finite.
To evaluate Eq. (3.70) numerically several steps are in order. We first fix the number
of colours N and the value of k¯. Then, keeping the number of spatial sites (Ns) fixed, we
evaluate the integrals over q0 by discretizing the momenta in units of 2π/N0. Following
Ref. [48], we improve the convergence of the finite sum over q0 by shifting the pole of the
propagator through the change of variables:
q0 → q0 − 1
2
p0 − γ sin(q0) ,
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with 0 ≤ γ < 1, and γ tuned close to 1 to improve the convergence of the sum. For fixed
value of Ns, we increase N0 until a stable result within machine precision is obtained for
GL ≡ −xL δE2L/λ2L, where 4πxL = λLNNs. We generate in this way a set of values of GL
for varying Ns and extrapolate the results to Ns →∞. The extrapolation is obtained from
a fit of the form:
GL
( e
N
)
= G
( e
N
)
+
(
b1 − b2 ln(NNs)
) 1
N2N2s
+
(
c1 − c2 ln(NNs)
) 1
N4N4s
.
As mentioned in the previous section, the continuum-extrapolated results obtained through
this procedure match perfectly well the ones obtained in the continuum with dimensional
regularization. This is exemplified in Fig. 1 for two values of the external momenta. The
lines represent the continuum results, while the crosses indicate the results derived on the
lattice.
3.3 General comments about the perturbative results and reduction
In the previous subsections we have analysed the perturbative calculation of the spectrum in
our twisted box context. It is interesting to explore the general properties of this expansion.
In particular let us focus on the dependence of our results on N and L. It is clear that
in momentum sums the two quantities enter in the combination NL. There is a slight
correction due to the restriction induced by SU(N), since there is no component associated
to vanishing colour momentum. The modification is termed slight since it affects only 1 of
the N2 degrees of freedom of the U(N) group. Now let us analyze the presence of N and L
factors in the vertices. It is not hard to see that all vertices are proportional to the factor
gNF . Replacing the expressions given in the text we get: −
√
2λ
LN sin(θA). Notice that, once
more, L and N appear combined as a product, once we express the formula in terms of ‘t
Hooft coupling. The argument of the sine function is the area of the triangle formed by
momenta meeting at a vertex, multiplied by the parameter θ appearing in Eq. 2.22. The
parameter can be rewritten (for the square box case) as
θ = θ˜ ×
(NL
2π
)2
, (3.73)
with θ˜ given by Eq. 3.42.
Thus, we conclude that, according to perturbation theory, all physical results will
depend on θ˜, λ and LN . Therefore, if we keep θ˜ fixed, these results will depend jointly
on LN . This is a form of volume independence or reduction, since finite volume effects
would disappear, provided there is a well-defined large N limit. On the other hand, if
we achieve this limit with the alternative interpretation, L large and N fixed, we expect
that the spectrum of the sector with vanishing electric flux should become independent of
θ˜. The reason is that this angle only affects the boundary conditions, and these should
become irrelevant in the large volume limit. This argument does not apply for the non-zero
electric flux sectors, because their masses continue to depend strongly on the size as we
take it to infinity.
Another important point mentioned earlier, is that all energy scales could be expressed
in units of λ. Because of dimensional counting, the ratio would appear as a power series
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expansion in the dimensionless quantity λL. Combining this with our previous remarks,
we conclude that the relevant expansion parameter would be
x =
λNL
4π
(3.74)
as was used previously in relation with the self-energy expression.
Thus, our final conclusion based on perturbation theory alone is that, as we take N to
infinity keeping θ˜ fixed, we should recover the infinite volume limit. There are two provisos
in this result. The first is that non-perturbative effects might not work the same way.
We had indications of that in the study of the sphaleron solutions. This makes it very
important to study the theory non-perturbatively to see what the behaviour really is. A
first step in that direction will be presented in the next section. The other comment is that
it becomes rigorously impossible to keep θ˜ fixed as we change N . This is so because k¯/N
is an irreducible rational number. To make the statement precise we have to assume that
the final result would depend continuously on θ˜. As N grows, one could choose a sequence
of values of k¯ approximating θ˜. In the next section we will see some examples.
Before, let us go back to the analysis of the consequences of our perturbative calculation
of the minimum energy of the electric flux sectors. The formula (Eq. 3.63) reproduced below
E2(~e)
λ2
=
|~n|2
4x2
− 1
x
G
( ~e
N
)
, (3.75)
complies to the general pattern mentioned earlier. We remind the reader that ~n is given
by the minimum momentum associated to a particular value of the electric flux
−N
2
< (ni = −k ǫijej (modN)) < N
2
. (3.76)
As mentioned previously, the correction δE2 to the energy square could be considered the
mass-square of the state. This interpretation seems bizarre since the quantity is negative.
A particle with negative mass square is usually called a tachyon. A corresponding negative
energy square would signal an instability. The state would be unstable and decay with a
rate proportional to the imaginary part of the energy. The phenomenon is, thus, appro-
priately described as a tachyonic instability. Such a situation has been encountered in the
context of field theories in non-commutative space-times [18, 20], where it was presented as
signalling spontaneous breaking of ZN symmetry and electric flux condensation. Of course,
as mentioned in the introduction, the question then is whether this tachyonic instability is
present in our theory and, if so, what is its interpretation and the possible implications.
Of course, the negative mass-squared term does not necessarily imply any instability.
At zeroth-order in perturbation theory our model has a mass gap, since the minimum
momentum cannot vanish. Thus, for arbitrarily small coupling, the theory is stable. If we
trust the one-loop result as exact, an instability would necessarily occur at
xT (~e) =
|~n|2
4G( ~eN )
(3.77)
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The point is then whether at this value of x the perturbative formula remains valid or not.
Notice that the reliability of this formula is higher, the smallest the value of xT . Focusing
on the values of G displayed in Fig. 1 it might seem like a fairly large number. However,
notice also that the function grows as e/N approaches 0 or 1. This is not surprising because
as e/N approaches zero we should recover the UV divergence of the original integral. It
is relatively simple to compute the behaviour close to the singularity by focusing on the
integral producing the divergence∫ 1
0
dt
t3/2
exp
(
− π|~z|
2
t
)
=
1
|~z| + regular terms , (3.78)
which leads to:
E2(~e)
λ2
=
|~n|2
4x2
− N
16π2x |~e| , (3.79)
valid for |~e| small enough. Plugging this result in the formula for the threshold for tachyonic
behaviour we get
xT =
4π2|~e||~n|2
N
. (3.80)
Taking |~e| and |~n| of order 1 and N going to infinity, seems to lead unavoidably to a
tachyonic instability setting in at x = xT .
However, |~e| and |~n| are not unrelated quantities. If we forget about the modulo N
part and simply replace ni = −kǫijej in the previous formula we get
xT =
4π2|~e|3k2
N
. (3.81)
where k is the magnetic flux. If we scale the magnetic flux like N (or even
√
N) in the
large N limit, we keep the tachyonic threshold xT safely away from the perturbative region.
On the opposite extreme if we take the lowest momentum value n = 1, this corresponds
to an electric flux of k¯. Hence, to avoid instabilities we should take the large N limit
keeping k¯/N bounded from below. It is remarkable that our criteria correspond to similar
ones advocated by Gonza´lez-Arroyo and Okawa [25] for large N reduction to apply for the
twisted Eguchi-Kawai model in 4-dimensions.
It is clear that our analysis has opened many questions about the region of validity
of the perturbative regime and its consequences that only a non-perturbative analysis can
settle. This is indeed the purpose of the numerical results that will be presented in section 4.
4. Non-perturbative lattice determination of the mass spectra
4.1 The goals
In the previous section we have studied, by perturbative techniques, the behaviour of 2+1
SU(N) Yang-Mills fields defined on a finite spatial torus with twisted boundary conditions.
Several interesting properties emerged concerning the N and L dependence of physical
observables. In particular, we observed that with appropriate choices of the magnetic flux
through the box, physical observables depend jointly on the product NL, or rather on the
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dimensionless quantity x = λNL/(4π). We also observed that, in certain circumstances,
perturbation theory suggested the appearance of tachyonic instabilities. Both phenomena
are well exemplified by the formula for the ground state energies in the sectors of non-
zero electric flux ~e (Eq. 3.63), valid for small values of x. The purpose of this section
is to explore the evolution of these quantities for larger values of x. This will allow us
to determine the region of validity of the perturbative formulas and to test if and when
tachyonic instabilities will appear. Last, but not least, we can check whether NL scaling
continues to hold in the non-perturbative region.
In order to justify our particular setting, it is necessary to be more specific about
what quantities will be explored and why. Since we want to follow the transition from
the perturbative to the non-perturbative region, we have concentrated on those quantities
which are easier to track in both regimes. Thus, we will focus on straight line Polyakov loops
having the minimal and next to minimal momentum values ~p = (2nπNL , 0) (with n = 1, 2)
(we disregard here the mixed momenta ~p = 2nπNL (±1,±1) which have lower perturbative
energy than the n = 2 states). To simplify notation, in what follows, we will refer to these
quantities as E1 and E2 for the n = 1 and 2 cases respectively. The n = 1 loops are the
lowest excited states over the vacuum in the perturbative regime. As we will see, this will
not be the case in general for the large x region. We should emphasize that, even if we
stick to these momenta, one still covers a wide range of electric flux values by changing the
magnetic flux of the box. We recall that the relation between the integer n appearing in the
momentum formula and electric flux is |~e| = k¯n mod N , where k¯k = 1 mod N . Notice that,
with twisted boundary conditions, there are no zero-momentum states carrying electric flux.
Concerning the behaviour of these quantities in the perturbative region it is interesting
to make a few observations. While at zero order in perturbation the minimum n = 1
momentum contains a unique state having the lowest energy (indeed the first excited state
over the vacuum), for the n = 2 case there are actually two degenerate states corresponding
to one gluon or two collinear gluons. Since these states have the same quantum numbers
they can mix. To order λ the degeneracy is broken by the self-energy term, but mixing
remains absent. Which of the two states is lighter, follows by comparing G(2k¯/N) with
4G(k¯/N), and the answer depends on the value of k¯.
In order to interpret our results it is interesting to revise what is the expected behaviour
of our observables for large torus sizes. Confinement dictates that all states carrying non-
vanishing electric flux should have energies that grow linearly with the size of the box L.
A priori, one expects that the energy per unit length –the string tension– should depend
only on the value of the electric flux and neither on the particular momentum chosen n,
nor on the magnetic flux through the torus k:
En
λ
=
σ~e L
λ
. (4.1)
The dependence of the string tension σ~e on the electric flux ~e = (0, e) is a very inter-
esting property, around which considerable literature has been generated. The expected
dependence is as follows:
σe = Nσ
′ φ
( e
N
)
, (4.2)
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where σ′ can be fixed in terms of the ordinary string tension, which corresponds to one unit
of electric flux. The function φ(z) should behave as z for small argument, and by definition
should satisfy φ(z) = φ(1−z). There are two forms of φ(z) which have appeared repeatedly
in the literature when studying various theories, either exactly or with approximations:
φ(z) = z(1− z)
and
φ(z) = sin(πz)/π .
We point out that the k-string formula Eq. 4.2 is in perfect agreement with our x scaling
hypothesis, since the linear behaviour of the energies can be rewritten as
En
λ
= 4πx
σ′
λ2
φ
( e
N
)
. (4.3)
We remind the reader that the x-dependence holds for fixed values of k¯/N . For n = 1, e
and k¯ are just equal, while for n = 2, e = 2k¯ mod N .
The way in which the linear regime is approached, as L grows from small to large values,
has also been studied intensively for various confining theories, including 2+1 dimensional
gauge theories. The picture that the fluctuating flux tubes can be described by an effective
string theory has received strong support by recent lattice studies. For example, the work
of Ref. [51] showed an spectacular agreement with the spectrum of the Nambu-Goto string.
This goes beyond the behaviour having an universal character (irrespective of the particular
string theory involved). In this respect, for the three-dimensional theory, it has been
shown [52] that the first two coefficients in the expansion of the string energy in powers of
1/(σL2) are universal.
This predicted L dependence is very important in order to interpret our results. How-
ever, we might question how these conclusions are affected by our particular twisted box
setting. Previous studies concerned the case of only one compact direction rather than
two. Furthermore, one might wonder what effect does the presence of the twist have upon
the string description. As a matter of fact, our work might help in giving support to a
particular scenario of this type. There are remarkable indications that twisted boundary
conditions could be related with string models on the background of Kalb-Ramond B-fields.
We will explain below why this is indeed the most natural choice. The Nambu-Goto pre-
diction for the energy of a closed-string winding ~e times around a torus on the background
of a Kalb-Ramond B-field, is derived from:
E2(~e)
λ2
=
(σ|~e|L
λ
)2 − πσ
3λ2
+
∑
i
(ǫijej B
λL
)2
, (4.4)
The B-dependent term in this expression has an intriguing analogy with the pertubative
expansion for the electric-flux energy. It suffices to recall that ǫijej = −k¯ni(modN),
with ~p = 2π~n/NL the gluon momentum, to suggest the identification: B ≡ −2πk/N .
This transforms the B-field dependent term into the tree-level perturbative contribution:
|~n|2/(4x2).
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On second thoughts, the connection between twisted boundary conditions and strings
with Kalb-Ramond B-fields is also suggested by their common relation to non-commutative
quantum field theory. In the open string sector, the latter appears as a particular low-
energy limit of these type of string theories [50], with non-commutativity parameter θij ≡
−ǫijL2/B. Combining this with the expression given above for the B-field readily repro-
duces the field-theory θ parameter introduced for the twisted box in Eq. 2.22.
This observation allows to cast the spectrum of the closed Nambu-Goto string on the
background of a B-field into a form fully consistent with the conjectured x dependence of
all physical observables:
E2(~e)
λ2
=
(4πσ|~e|
Nλ2
)2
x2 − πσ
3λ2
+
|~n|2
4x2
, (4.5)
connecting, in a very remarkable way, perturbation theory in the twisted box with the
Nambu-Goto string dynamics. From this formula we deduce that the first two terms are
not affected by the presence of the twisted boundary conditions, which will allow us to
make use of the results obtained in other settings.
4.2 The methodology
Having fixed our goals, we will now describe the way in which we have set up our method-
ology to accomplish them. We will be using lattice gauge theory techniques, which have
proved to be a powerful tool to investigate non-perturbative phenomena in gauge theories.
More detailed aspects of our technique follow.
Twisted boundary conditions can be very easily implemented on the lattice. The
starting point is the Wilson lattice action given in Eq. 3.65 with link matrices satisfying
the boundary conditions specified in Eq. 3.66. It is possible to perform a change of variables
that allows one to work with periodic links at the price of introducing a twist dependent
factor in the action. The new action reads
SW = Nb
∑
n∈Z3
∑
µ6=ν
(
N − z∗µν(n)TrPµν(n)
)
, (4.6)
where zµν(n) is equal to 1 except for the corner plaquettes in each (1,2) plane where it
takes the value:
zij(n) = exp
(
iǫij
2πk
N
)
. (4.7)
In order to explore the volume and N dependence as a function of the magnetic flux,
we have performed a set of Monte Carlo simulations for various values of k, the gauge group
SU(N), the lattice size Ns = L/a, and b ≡ 1/(aλL), where a is the lattice spacing and λL
is ‘t Hooft coupling on the lattice. The temporal extent, with N0 sites, has been chosen
sufficiently large to avoid significant finite temperature effects. Our simulations allow us
to cover a wide range of values of xL = NNs/(4πb), which is the lattice counterpart of
the dimensionless quantity x introduced earlier. Similarly, multiplying b by the spectrum
as measured on the lattice we get b EL, the lattice equivalent to the ratios E/λ. Lattice
counterparts differ from the continuum values by a function of aλ which goes to zero as
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aλ ∼ 1/b goes to zero. Thus, to recover the continuum results one should take b and
Ns to infinity with a fixed ratio. For the exploratory study, contained in this paper, we
will be moderately ambitious and work at a few fixed values of Ns and N but range over
many values of b, which will allow us to scan a wide set of values of xL, ranging from the
perturbative regime to the domain where confinement of electric fluxes sets in. Notice,
however, that in this way the lattice corrections would affect mostly the results obtained
for larger values of xL.
Our choice of values of N and Ns was designed to test the validity of our conjecture
that physical results will depend only on the product NL. With this purpose in mind, we
have analyzed four sets of (N,Ns, N0) values: (5,22,72), (5,14,48), (7,10,32), and (17,4,32),
with magnetic fluxes: k = 1, 2 for SU(5), k = 1, 2, 3 for SU(7), and k = 1, 3, 5, 8 for SU(17).
The last three sets have been chosen to have approximately equal values of NNs. The first,
with the same value of N as the second but larger Ns, was included as a measure of the
effects of lattice artifacts. The results obtained at the same value of xL for the first set
should be closer to the continuum.
As mentioned previously, our analysis will be focused on the electric-flux states gener-
ated by straight Polyakov lines that have minimal and next to minimal momentum values
~p = (2nπNL , 0) (with n = 1, 2). We have considered two different lattice operators projecting
onto these states. They are represented by the product of link matrices:
P(t, x;w) = Tr
{Ns−1∏
s=0
U2(t, y + s, x)
}w
, (4.8)
with the two possible choices given by w = −nk¯ (modN) and w = N − nk¯ (modN). The
spectrum has been extracted from correlators of these operators projected over the appro-
priate momenta through:
Cn(t;w) =
1
Ns
∑
x,x˜
exp
(
− i2π nx˜
NsN
)
〈P(0, x;w)P†(t, x+ x˜;w)〉 . (4.9)
The ground state mass within each electric-flux sector can be determined as usual from
the late time decay of the correlator. Of the two operators indicated above, we have used
in each case the one that shows less contamination of excited states and gives a lowest
ground-state mass.
For the type of correlators that were studied in this work we could obtain good results
by using smeared Polyakov loops. Hence, it has not been necessary to implement other
state of the art techniques designed to improve the projection onto the ground state.
This is exemplified in Fig. 2, where we show several characteristic effective mass plots,
corresponding to both the perturbative and the confining regimes. Before continuing, let
us point out that the smearing procedure has to be slightly modified in the twisted box
by introducing the twist tensor, zji, in the definition of the staples. With this, smearing
proceeds as usual by iteratively replacing the spatial link matrices by:
U
(s+1)
i (n) = (1− c)U (s)i (n) +
c
2
∑
±j,j 6=i
zji U
(s)
j (n)U
(s)
i (n+ j)U
(s)†
j (n+ i)
∣∣∣
unitarized
. (4.10)
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Figure 2: We show several characteristic effective mass plots for E1, the energy of electric flux
|~e| = k¯ with momentum |~p| = 2π/NL. They correspond to the perturbative (Left) and the confining
(Right) regimes.
The results that will be presented below were obtained with smearing parameter c = 0.475
and 20 smearing steps.
Finally, let us briefly describe the details of the algorithm employed in the Monte Carlo
simulations. It is well know that the standard Creutz’s heat bath-algorithm has a very low
acceptance rate both at weak coupling and for SU(N) gauge theories at large N . To
prevent this, we have used instead a heat-bath algorithm based on a proposal by Fabricius
and Haan [49] that significantly improves the performance in these two cases. In Creutz’s
method, one sweeps through all possible SU(2) subgroups of SU(N) with probability given
by:
dα0
√
1− α20 exp(4bNkα0) . (4.11)
For large b and(or) large N , the exponential factor nearly always gives α0 ≈ 1, which is
most of the times rejected with probability
√
1− α20. To circumvent this, Fabricius and
Haan introduced the variable α0 = 1− 2δ2, with probability distribution
dδ δ2
√
1− δ2 exp(−8bNkδ2) . (4.12)
By introducing a three-dimensional vector ~δ, this becomes
d3~δ
√
1− |~δ|2 exp(−8bNk|~δ|2) . (4.13)
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Then the exponential factor nearly always gives |~δ| ≈ 0 for large β and(or) large N , which
is accepted with
√
1− |~δ|2 probability. With this method at hand, one of our Monte
Carlo sweeps consists of the heat-bath updating of all possible SU(2) subgroups of SU(N),
followed by 5 over-relaxation updatings.
A compilation of all our numerical results is presented in the tables of Appendix D. For
each data set, a characteristic ensemble consists on 1−2×106 Monte-Carlo sweeps with all
the observables measured every 40 sweeps. Both the errors on the correlators as those on
the fitted masses have been determined using jackknife. Let us finish by mentioning that
the characteristic run-times for the SU(17) lattice, for instance, are 0.15 seconds/Monte-
Carlo sweep, running on 16 cores of the IFT Hydra cluster (specifications can be found at
http://www.ift.uam-csic.es/hydra/).
4.3 Analysis of Numerical Results
In this subsection we will present the numerical results obtained with the lattice regu-
larization. As explained before, we have restricted our analysis to the evaluation of the
temporal correlation function of straight Polyakov lines with minimal ~p = ( 2πNL , 0) and
next-to-minimal momentum ~p = ( 4πNL , 0). The corresponding energies will be labelled E1
and E2 respectively. The bare results have been collected in tables in appendix D. This
will allow other researchers to use and analyse the data according to their criteria. In what
follows we will present our particular analysis of the numerical data.
Let us focus first on the results for the minimum momentum, with energy E1. A visual
representation of the results is given in Fig. 3, in which the combination xE1/λ is displayed
as a function of x. Each set of points is represented in different colours and labelled by
the combination k¯/N characteristic of the data sample. They have been grouped into
subplots which display different ranges of the ratio k¯/N , increasing from left to right. The
continuous lines are the results of a fit to be explained later but, at this level, they are
very helpful to guide the eye. A simple look at the figure shows the similarity among the
different curves despite the difference in the value of N and of the magnetic fluxes used.
The visual agreement is in accordance to our hypothesized universal x behaviour at fixed
value of θ˜ = 2πk¯/N . The differences observed could be explained by the fact that the
values of k¯/N are not exactly equal for each set of data points. Indeed, the closest values
occur for N = 7 and k¯ = 2 and N = 7 and k¯ = 5. The results of these two cases, appearing
in the middle subplot, show a striking resemblance.
The general features of the figures also agree with the expectations described earlier.
The lowest order perturbative result, valid for small x, gives 0.5, which agrees with the data.
The correction comes from the self-energy term computed in this paper and accounts for the
decrease observed at small but higher values of x. The way in which we have represented
the data allows a very clear recognition of the perturbative features. If we continue for
larger values of x, we observe that the decrease reaches a minimum at around x ∼ 1, and
then grows very fast for larger x. The fact that the decrease ceases before the energy
becomes negative is precisely what we anticipated. It shows that the perturbative formulas
cannot be trusted in this case beyond values of order 1. Hence, no tachyonic instability
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Figure 3: We display xE1/λ as a function of x. The lines are fits derived from Eq. (4.16) with
parameters set as discussed in section 4.3. The labels in the plot indicate the value of k¯/N .
occurs in any of these data sets. We have left out temporarily of the analysis those cases
in which perturbation theory indicates the generation of tachyonic instabilities at small
values of x. That cases will be studied in the next subsection.
Finally, we should mention that the rise of the curves at large x is simply what confine-
ment predicts. To allow a more clear visual comparison of the results and the expectations,
we have displayed in Fig. 4 the values of (E1)2/(λx)2 after subtracting out 1/(4x4), which is
the zero-order perturbative result for this quantity. The curves look very much consistent
with the expectation that they should tend towards constant values at infinity with a 1/x2
pattern. The constant at infinity is nothing but the string tension. It is certainly not chance
that the order of the curves corresponds neatly to the order of the values e/N = k¯/N .
Thus, visual scrutiny shows that our anticipated results are not inconsistent with the
data. It is necessary to go beyond this stage and attempt a more quantitative analysis of
our results. For that purpose we have tried to describe the data with a parameterization
inspired by the theoretical considerations presented at the beginning of this section. Col-
lecting all the different contributions expected from the different sources, we are led to an
expression of the type:
E21
λ2
=
1
4x2
+
α
x
+ β + γ2 x2 , (4.14)
It follows both from the perturbative results and from the string fluctuation description,
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Figure 4: We display E2
1
/(λx)2 after subtracting out 1/(4x4), which is the zero-order perturbative
contribution to this quantity. The lines are fits derived from Eq. (4.16) with parameters determined
as discussed in section 4.3. The labels in the plot indicate the value of k¯/N .
k¯ N G(k¯/N) γ A S0
1 5 0.0322615 0.110(2) 14(3) 7.5(4)
2 5 0.0185816 0.177(4) 27(8) 8.0(4)
1 7 0.0446267 0.081(1) 20(2) 8.1(2)
2 7 0.0234449 0.147(5) 12(6) 6.9(7)
3 7 0.0180238 0.190(7) 14(10) 7.2(1)
3 17 0.036346 0.099(2) 14(2) 7.4(3)
5 17 0.0228957 0.152(3) 10(3) 6.9(4)
8 17 0.0175579 0.210(5) 36(76) 10(3)
Table 1: We present the set of parameters corresponding to the fits used to describe the E1 data
displayed in Figs. 3 and 4.
that it is advisable to parametrise E21 rather than E1. By construction this formula should
describe well the behaviour of our data in the asymptotically small and large x regimes.
This is indeed the case. This simple ansatz describes also qualitatively well the transition
region between both regimes shown by our data. Not satisfied with this result, we have
aimed at having a quantitatively good description of the region of intermediate x values.
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Curiously a simple additional term of the form
A
xa
exp
{
− S0
x
}
, (4.15)
allows us to achieve our goal. Although of a phenomenological nature, the form of the
additional term was inspired by the posible presence of non-perturbative contributions
around additional instanton-like configurations. The shape is the one arising from a semi-
classical analysis. Indeed, this would not be completely unexpected. Monopole like con-
tributions have been found to be crucial to achieve confinement in abelian gauge theories,
and monopoles are just instanton-like in 2+1 dimensions. Furthermore, there are at least
some non-perturbative 2-d configurations, studied in section 2, which look like sphalerons
and appear as the top of the hill for a corresponding instanton configuration. Certainly,
both the numerical study of the transition region, as well as the presence and dynamical
contribution of semiclassical configurations, deserves further study. For the time being, we
let the reader judge what relevance should be given to the fact that such a term allows us
to describe the transition region with rather good precision.
The additional term adds three parameters, which are however too highly correlated to
let our data determine them. After exploring different choices we found that fixing a = 7/2
allows us to describe all the data.
In summary, the final parameterization used to fit the data in figures 3 - 4 is of the
form:
E21
λ2
=
1
4x2
+
α
x
+
A
x3
√
x
e−
S0
x + β + γ2 x2 . (4.16)
Before proceeding to present the results of the fits, let us discuss a bit more about the
origin and possible values of the parameters. Our perturbative formulas account for the
first and second terms of our expression, with −α replaced by the self-energy function G(~z),
computed and displayed in section 3.2. Therefore, we fixed this parameter to this value
in all our fits, after verifying that leaving this parameter free does not alter substantially
the quality of the fit. One the other hand, the γ and β terms have the form following
from a confining linear potential, corrected by universal subleading corrections arising in
an effective string picture [52]. At leading order in 1/(σL2), one expects: E/(σL) =
1 + πρ/(σL2), where the second term is the universal Lu¨scher correction, with coefficient
ρ = −1/6 for the fundamental closed string in three dimensions. An interesting question,
relevant for the study of the k-string dynamics, is what is the dependence of this coefficient
on the electric flux e (see e.g. [3], [51], [53], [54]). Within our parameterization, ρ =
2β/(Nγ). Thus, our results can provide interesting information in this respect.
After these considerations, we present the results of the fits. All data points corre-
sponding to particular values of N and Ns = L/a, are well fitted by our formula having
four free parameters (A, S0, β and γ). From these results one can analyse the behaviour
of ρ as a function of the e/N ratio. The results, displayed in Fig. 5, are consistent with a
formula of the type:
Nρ(z) ≡ 2β
γ
= − C
z(1− z) , (4.17)
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Figure 5: On the left plot we display the function Nρ(z), given in Eq. 4.17, as a function of
z = e/N . This quantity equals (N times) the coefficient of the Lu¨scher term in the effective string
expansion. On the right plot we display the function γ(z) = 4πσ′φ(z)/λ2, given in Eq. 4.18. The
red line in the plot is a fit to the Sine scaling formula: φ(z) = sin(πz)/π. The green line corresponds
to the prediction from Casimir scaling: φ(z) = z(1− z).
with C = 1/6 in this case. Fixing this relation allows us to obtain equally good fits to the
whole sample with less parameter correlations and, hence, reduced errors. This is just a
three parameter fit which describes the data rather well. The continuum curves displayed
in Figs. 3 and 4 are the result of these fits. The corresponding parameters are presented
in Table 1.
Our results also allow us to extract relevant information on the values of the string
tension for these states. Following the discussion around Eq. 4.2, we parameterize γ as:
γ(z) =
4πσ′
λ2
φ(z) . (4.18)
The information on what is the relevant scaling of the k-string tension with the electric
flux is thus encoded in the function φ(z). In the right plot of Fig. 5 we display γ(z) for
our data set, which includes all the results for different gauge gauge groups and magnetic
fluxes. The lines in the plot correspond to two of the most commonly discussed scaling
functions for the k-string tension: Casimir scaling: φ(z) = z(1 − z), and the Sine scaling:
φ(z) = sin(πz)/π. Clearly the latter is in a much better accordance with the data giving a
χ2 per degree of freedom of order 0.34 (if the point at largest value of z is excluded). The
value obtained from this fit for the large N fundamental string tension is
√
σ′/λ = 0.217(1).
It deviates around 10% from the large N value obtained by Teper and collaborators in
Ref. [3]:
√
σ/λ = 0.19638(9). Given the limitations of our numerical analysis, and the
absence of a continuum extrapolation, this agreement can be considered very satisfactory.
Let us now briefly comment about the results of the n = 2 momenta states. The
quality of the data is poorer and we have to face additional complications, as the mixing
of states occurring in pertubation theory. Hence, the results for xE2/λ as a function of x,
presented in Fig. 6, do not have the quality of the n = 1 case. Notice that we have left
out of the figure the set corresponding to the rightmost plot in Fig. 3, where perturbation
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Figure 6: We display xE2/λ as a function of x. The lines are fits derived from Eq. (4.16) with
parameters determined as discussed in section 4.3. The labels in the plot indicate the value of k¯/N .
theory indicates the existence of instabilities at this value of the momentum for small values
of x. The corresponding data will be discussed in the next subsection.
The continuum curves in the plot correspond again to the parameterization of the
energy given in Eq. 4.16. Here we had to deal with the complication introduced by the
degeneracy at zero-order in perturbation theory between one gluon and two collinear gluon
states. This degeneracy is broken by the self-energy contribution and accordingly we have
taken −α = max{G(2k¯/N), 4G(k¯/N)}. For all the values of k¯/N displayed in the figure this
consideration favours the second choice, and indeed its value is the one that appropriately
describes our data. Concerning the parameters α and β, the precision in this case is not
good enough to obtain a reliable independent determination of both. Nevertheless, if we
fix γ(z) according to Eq. 4.18, with φ(z) and σ′ given by the Sine scaling formula, the
resulting three parameter fit describes rather well the data. The corresponding parameters
are presented in Table 2. The analysis of the Lu¨scher term based on these results is
consistent with an scaling in z = e/N given by the same equation 4.17 that describes the
n = 1 results, but with a coefficient C that is about four times larger.
4.4 Tachyonic instabilities
In this subsection we will address the possible occurrence in our results of tachyonic insta-
bilities, as suggested by perturbation theory. We argued that, if the calculated threshold
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2k¯ N 4G(k¯/N) G(2k¯/N) −β A S0
2 5 0.129046 0.0185816 0.231(23) 282(50) 10.6(6)
2 7 0.1785068 0.0234449 0.295(8) 118(7) 8.2(2)
3 7 0.0937796 0.0446267 0.219(25) 160(30) 8.8(5)
6 17 0.145384 0.0199961 0.294(13) 126(14) 8.5(3)
7 17 0.0915828 0.0183267 0.187(21) 111(31) 9.0(6)
Table 2: We present the set of parameters corresponding to the fits used to describe the E2 data
displayed in Fig. 6.
for instabilities xT does not turn out to be small, their presence has to be considered ques-
tionable. The data presented in the previous subsection verified that this is indeed the
case: no instabilities occurred. On the contrary, if xT is small or very small, the perturba-
tive indication of an instability should be considered seriously. Our perturbative discussion
identified the cases of small of k¯/N and/or k/N values as credible candidates for a tachy-
onic instability to set in. Within our data set there are two particular points that fall into
this category. The first one corresponds to n = 1, N = 17 and k = k¯ = 1, and the second
to n = 2, N = 17 and k = 2. In what follows, we will compare the expectations with the
actual results for these cases.
In section 3.3 we gave as estimate for the threshold for instabilities xT = |~n|2/(4G(e/N)).
By making use of our fitting function Eq. (4.16) we are now in condition for improving this
estimate. This will allow us to test, beyond perturbation theory, the conditions leading to
instabilities. For the energy to remain non tachyonic we should impose:
A
x
√
x
e−
S0
x +
|~n|2
4
+ αx+ β x2 + γ2 x4 ≥ 0 . (4.19)
Given that A ≥ 0, a simpler operational expression can be obtained by setting A = 0. In
that limit, the energy is non-tachyonic whenever the quartic equation:
|~n|2
4
+ αx+ β x2 + γ2 x4 = 0 (4.20)
does not have real roots. This is the case if and only if the discriminant is bigger than zero
and the following condition, defined in terms of the Lu¨scher parameter ρ, is satisfied:
H ≡ |~n|
2
N2
− 1
4
ρ2(e) > 0 . (4.21)
It is interesting to point out that −N2H is the discriminant of the equation obtained by
setting the parameter α to zero in Eq. 4.20. In this limit we recover the Nambu-Goto
string spectrum from Eq. 4.5. Hence, H > 0 is the bound to avoid tachyonic behaviour
coming from the string component of the equation. The condition on the positivity of
the discriminant for α 6= 0 turns out to be a more restrictive one. After some algebraic
manipulation it can be cast in the form:
4|~n|2 γ2H2 + 4β α
2
N2
(H + 8 |~n|
2
N2
)− 27 α
4
N4
> 0 , (4.22)
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Figure 7: We display x2E2
n
/λ2 vs x, in the sector of electric-flux e = 1, for: Left: n = 1,
k¯ = k = 1, and Right: n = 2, k = 2, k¯ = (N − 1)/2. The continuum lines represent fits to the data
derived from Eq. (4.16) with parameters fixed as described in section 4.3. For the fit in the left
plot the condition A = 0 has been imposed. In all cases the choice of fit parameters corresponds to
a single-gluon state. The labels in the figure indicate the values of k¯/N .
Notice that, since β < 0, the bound is violated for H = 0. The condition derived from
the string formula is thus replaced by the more stringent one: H > H0, with H0 the
positive solution of the quadratic equation that saturates the bound. For small H0 we
can still approximate the result by imposing H > 0. Parameterizing now the electric flux
dependence of ρ by Nρ(z) = −C/z(1 − z), as in the previous subsection, we arrive at the
following condition to prevent the appearance of tachyonic instabilities:
|~n| |~e|
N
(
1− |~e|
N
)
>
C
2
. (4.23)
where the constant C is approximately 1/6.
Let us apply the previous formulas to the two cases mentioned earlier. Both correspond
to electric flux equal to 1. Hence, for the n = 1 case the bound implies that instabilities
are expected to arise for N > 12. If n = 2, as in our second case, the instability would
appear for N > 24. The data in our examples correspond to N = 17. Thus, according to
these considerations, tachyonic instabilities should be present in the first case and not in
the second.
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The numerical results for N = 17 in the two situations under study are presented in
Fig. 7, where we display x2E2n/λ2 as a function of x. The reason to display E2 instead of E
will become clear below. The n = 1 case, displayed on the left plot, is very different from
the ones presented in the previous section. The energy decreases from the tree-level value of
x2E21/λ2 = 0.25 and touches zero at values of x of order one, much before the linearly rising
contribution is able to reverse this tendency. The perturbative formula predicts xT ∼ 2,
but non-perturbative effects have anticipated the appearance of the instability. A fit of
the data to Eq. 4.16, analogous to the ones performed in the previous section, is able to
capture rather well the overall behaviour outside the predicted tachyonic region. Beyond
that point, the fitting function becomes negative, while the data points give a small value
of the mass. This might well reflect that the correlation function is dominated by the
square of the expectation values of each Polyakov loop, as predicted by the condensation
mechanism [18, 20].
The second candidate for instabilities in our data, corresponding to n = 2, looks in
some respects more similar to the ones presented in the previous section. It is represented
by the right plot of Fig. 7, where we display results for N = 7 and 17. In both cases the
linearly rising term compensates the negative decrease and the energy does not reach zero,
in accordance with our expectations. Nevertheless, the results show a strong decrease of
the energy with N at intermediate values, well accounted by the continuum red line in
the plot which represents a fit to Eq. (4.16). This could anticipate the development of an
instability at even larger values (N ∼ 24 is our prediction). The curve in Fig. 7 has been
obtained using G(1/17) = 0.107703, corresponding to the single gluon self-energy. The
initially degenerate two-gluon state has a higher energy (4G(8/17) = 0.0702316).
5. Conclusions
In this paper we have studied SU(N) Yang-Mills theory defined on a two-dimensional
spatial torus of size L1 × L2 with twisted boundary conditions. The paper is written
in a self-contained form, designed to serve as a useful reference in future papers on the
subject. There are several new results contained in the paper both from the analytical as
the numerical side. Two alternative choices for the twist matrices are given which lead
to rather different descriptions of the same Physics. One of the formalisms is well suited
for perturbative calculations, while the other is useful to study certain type of classical
solutions similar to sphalerons, which are extrema of the potential having a few unstable
directions. The connection between both formalisms is just a gauge transformation which
is derived and presented in an appendix of the paper.
The paper then includes a description of the perturbative expansion to determine the
spectrum of the theory. Calculations for the lowest energy states in different electric flux
sectors are given up to order g2. This includes a close analytical expression for the one
loop self-energy as a function of the magnetic flux. Inspection of this formula allows one to
investigate the possible emergence of tachyonic instabilities. It is interesting to notice that
to avoid instabilities at small values of the coupling constant one is led to a similar set of
conditions as advocated for the validity of the TEK model [25]. Thus, this is an important
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piece of evidence in favour of these criteria. A four dimensional extension is most welcome
and is currently being analysed.
The perturbative setting indicates that at fixed value of the ratio k¯/N (k¯ depends on
the magnetic flux and is defined by kk¯ = 1(mod N)) all perturbative expressions depend
jointly on the combination LN . This a an important result which extends the validity of
reduction to finite values of N and to the non-zero electric flux sectors of the theory. As
a matter of fact, this merges with the ‘t Hooft coupling dependence into the combination
x = λLN/4π, which expresses the effective coupling for the energies of the afore-mentioned
sectors. We warn however, that certain non-perturbative effects might not follow this
pattern.
This brings us to the third part of the paper in which we present certain numerical
results obtained in the lattice version of the model. Our purpose is mainly focused in test-
ing how the previous considerations extend to the non-perturbative large volume domain.
We track the evolution of the energies of the non-vanishing electric flux sectors, restricting
ourselves to those having the minimal momentum and twice this value. Both the scaling
with x and the absence of tachyonic instabilities are monitored into the region in which
the electric flux energies develop into a k-string spectrum, growing linearly with the linear
extent of the box. Our results favour the simple sine formula for the k-string string ten-
sions. The approach to this regime is also quite interesting since it involves the validity of
the effective string description of Luscher, Symanzik and Weisz. In particular, we have dis-
cussed that the relevant description of the string spectrum on the twisted box corresponds
to strings on the background of a Kalb-Ramond B-field. This is natural if one advocates
the connection with non-commutative field theories [50]. The identification B = −2πk/N ,
with k the magnetic flux, gives rise to the correct field theory non-commutative parameter:
θ = −L2/B, and naturally incorporates in the dispersion relation of the effective string the
contribution of the tree-level field-theory perturbative result.
It is remarkable that the expectations for the large volume region are consistent with
the x-scaling hypothesis. Indeed, our data are fairly well described in all regions with a
relatively simple parameterization which incorporates both the perturbative results as the
long distance expectations.
Finally, we have analyzed non-perturbatively the fate of the tachyonic instabilities.
Several of our numerical results show indeed indications that, for certain values of the
magnetic flux, a possible condensation of electric fluxes might take place in the intermediate
volume regime. Nevertheless, this situation is avoided if the set of conditions advocated in
Ref. [25] to preserve the stability of the TEK model are imposed. Although our numerical
results explore only a limited range of values of N , we have argued using the conjectured
x dependence of the results that this should also hold in the N →∞ limit.
It is clear that the paper could be thoroughly improved on the numerical aspects,
both by an increase in statistics, analysis of lattice corrections and extension of the range
of observables studied. In that respect, our present study has left out the sector having
vanishing electric flux. It would be very interesting to see how the energies evolve from the
perturbative region to those giving rise to the glueball spectrum. However, achieving this
goal demands not only a substantial scale up of the computer resources used in this paper,
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but also a more elaborate multi-operator technique to source the states.
Another aspect that demands further study is the occurrence of non-perturbative ef-
fects of semiclassical origin. Our numerical data seem to suggest their presence, but it is
unclear what is their origin and whether they have any connection to the constant magnetic
field sphaleron-type configurations studied in our paper.
Finally, a deeper understanding of the properties of the system in the presence of
tachyonic instabilities is also welcome. The goals set up here for future works seem feasible
and should be considered together with the obvious extension to 3+1 dimensions.
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A. Connecting the two different twist matrix formalisms
To connect the two formalisms one needs to make a gauge transformation with a matrix
Ω(x) satisfying
Ω(x+ Liei) = exp{i1
2
B¯ǫijLixj}Ω(x)Γ†i (A.1)
Once this matrix is found we can use it to find a connection Ai compatible with the abelian
twist matrices and having vanishing magnetic field and minimal energy. This is given by
Ai = iΩ∂iΩ
†
Alternatively, its inverse can give a connection with constant field strength in the formalism
with constant twist matrices. These are local extrema of the action functional.
Let us assume without loss of generality that Γ1 is diagonal. This implies that B¯ can be
written as a linear combination of Γ1 and its powers. Using this fact we can parameterize
Ω(x) as follows:
Ω(x) =
N−1∑
n=0
Xn(x) exp{iB¯L2nx1}Γn2
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This is completely general if Xn(x) is a diagonal matrix. Now we will study the conditions
on Xn that result from Eq. A.1. Imposing first periodicity in x1, we obtain:
Xn(x+ e1L1) = exp{i1
2
B¯L1x2/2}Xn(x)Γ†1
This constraint can be easily solved writing
Xn(x) = exp{iB¯x1x2/2− iI1x1/L1}Zn(x)
where Zn(x) is diagonal and periodic in x1 with period L1. The diagonal matrix I1 is such
that
eiI1 = Γ1
The next step is to impose the periodicity condition Eq. A.1 for i = 2. After some
massaging we conclude that the condition on Zn(x) is the following:
Zn+1(x) = Zn(x+ e2L2)
This can be easily solved by writing
Zn(x) = Z(x+ ne2L2)
with Z(x) a diagonal matrix which is periodic in x1. There is an additional condition that
follows for n = N . This condition reads
exp{iB¯NL2x1}Z(x+NL2e2)ΓN2 = Z(x)
A simple inspection shows that one particular solution of this condition is given by
(Z(x))aa =
(
exp{− πx
2
2
L1L2N
} θ
(x1
L1
+ i
x2
L1
; i
L2N
L1
))Ma
where 2πMa = −(B¯)aaL1L2N . The symbol θ stands for Jacobi’s theta function.
Instead of using knowledge of theta functions to solve the general form of Z(x), we
might simply use standard algebraic methods. Since Z(x) is periodic in x1 with period L1
we can write it as a Fourier expansion. One can treat all components simultaneously by
writing
Z(x) =
∑
Q
ei2πQx1/L1Zˆ(x2, Q)
where Q is an integer diagonal matrix. The periodicity condition in x2 then gives rise to
the following condition on the Fourier coefficients:
Zˆ(x2 + L2N ;Q) = Zˆ(x2, Q+
B¯NL1L2
2π
)
Since we can uniquely decompose Q = Q′ + p B¯NL1L22π , the coefficient, then it is simple to
solve the constraint. Finally, replacing all the previous results obtains
Ω(x) = exp{ i
2
B¯x1x2− iI1 x1
L1
}
∑
p∈Z
∑
Q′
e
i2πQ′
x1
L1 (x) exp{iB¯L2px1}Zˆ(x2+pL2;Q′)Γp2 (A.2)
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where Zˆ(x2;Q
′) are arbitrary diagonal matrices. One particular class of solutions is that
in which these functions are exponentials of a polynomial of second degree in x2. It is this
type which can be written in terms of theta functions.
The general form of the solution is subject to the additional condition that Ω belongs
to SU(N).
To understand the structure and properties of the Ω(x) let us study the simpler SU(2)
case. Here k = 1 andMa = 0. Using the previous formulas in this specific case, we conclude
that:
Ω(x) =
 exp{−
iπx1
2L1
( x2L2+1)}C( x1L2 , x2L2 ) exp{− iπx12L1 ( x2L2 +1)}T ( x1L1 , x2L2 )
− exp{ iπx12L1 ( x2L2+1)}T ∗( x1L1 , x2L2 ) exp{ iπx12L1 ( x2L2 +1)}C∗( x1L1 , x2L2 )
 (A.3)
where the quaternionic structure of Ω(x) is obvious. To make it unitary one must demand
|C|2 + |T |2 = 1. The functions C and T are both periodic of period 1. Furthermore
periodicity in x2 implies
C
(x1
L1
,
x2
L2
+ 2
)
= −ei2π
x1
L1 C
(x1
L1
,
x2
L2
)
and a similar equation for T . Finally one has:
T
(x1
L1
,
x2
L2
)
= −ie−iπ
x1
L1 C
(x1
L1
,
x2
L2
+ 1
)
By Fourier decomposition in x1 one can give the general solution in terms of an arbi-
trary function Cˆ as follows:
C(x, y) =
∑
qeven
iq eiπxq Cˆ(y − q)
and
T (x, y) =
∑
qodd
iq eiπxq Cˆ(y − q)
Now choosing Cˆ(y) = e−πy
2/2, we obtain:
C(x, y) = e−
πy2
2 θ0, 1
2
(x− iy; 2i)
T (x, y) = e−
πy2
2 θ 1
2
, 1
2
(x− iy; 2i)
where θab are theta functions with rational characteristics, as defined in the book Tata
lectures on Theta for example. The location of the zeroes of these functions are well-known
and it turns out that C(x, y) and T (x, y) do not vanish as the same points. This is what
we wanted since we can now divide the expression both functions by |C|2+ |T |2, to impose
that the matrix Ω belongs to SU(N). The final form for Ω is given by Eq. A.3 with C and
T given by
C(x, y) =
θ0, 1
2
(x− iy; 2i)
|θ0, 1
2
(x− iy; 2i)|2 + |θ 1
2
, 1
2
(x− iy; 2i)|2
T (x, y) =
θ 1
2
, 1
2
(x− iy; 2i)
|θ0, 1
2
(x− iy; 2i)|2 + |θ 1
2
, 1
2
(x− iy; 2i)|2
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B. Derivation of the Euclidean self-energy
In this appendix we will present the derivation of the formula for the Euclidean vacuum
polarization at one-loop which is used in section 3.2 to compute the gluon self-energy. The
procedure is mostly straightforward, and follows by combining the standard continuum
procedure, to be found in many textbooks, and the modified Fourier expansion associated
to twisted boundary conditions.
The gauge fixed Euclidean Lagrangian density in a generalized covariant gauge with
gauge parameter ξ reads:
L = 1
2
Tr(F 2µν) +
1
ξ
Tr(∂µAµ)
2 − 2Tr(c¯∂µDµc) , (B.1)
with Dµ ≡ ∂µ − igAµ, the covariant derivative, and c, c¯ the ghost fields.
As mentioned earlier, we may now introduce the combined colour/space Fourier de-
composition presented in section 2. The result is
Aµ(x) = N
∫ ∞
−∞
dq0
2π
′∑
~q
Aˆµ(q) e
iqx˙ Γˆ(~q) (B.2)
with ~q = 2π~nNL , ni ∈ Z. As customarily done, the space-time momenta will be labelled by
q without an arrow, to distinguish it from the spatial part. The prime indicates that we
should exclude from the sum the values of ~q corresponding to zero colour momenta, i.e.
the values of ~n for which ni = 0 (mod N), ∀i.
This gives rise to the propagators:
P˜µν(p, q) ≡ Pµν(q) δ(q + p) = 1
q2
(
δµν − (1− ξ) qµqν
q2
)
δ(q + p) , (B.3)
for the gauge field, and
P˜g(p, q) ≡ Pg(q) δ(q + p) = − 1
q2
δ(q + p) , (B.4)
for the ghost fields. The vertices contain 3-gluon, ghost-gluon and 4-gluon interactions,
which look very similar to their infinite volume counterparts, with the structure constants
fa,b,c replaced by the equivalent F (~p(i), ~p(j), ~p(k)). They are given by:
• 3-gluon vertex
1
3!
V (3)µ1µ2µ3(p(1), p(2), p(3)) Aµ1(p(1))Aµ2(p(2))Aµ3(p(3)) δ(p(1) + p(2) + p(3)) , (B.5)
with
V (3)µ1µ2µ3(p(1), p(2), p(3)) = igNF (~p(1), ~p(2), ~p(3))× (B.6)(
(p(3) − p(2))µ1δµ2µ3 + (p(1) − p(3))µ2δµ1µ3 + (p(2) − p(1))µ3δµ1µ2
)
,
where F (~p(1), ~p(2), ~p(3)) = −
√
2/N sin(θA12) (given in Eq. 2.29), A12 = 12(~p(1)× ~p(2))
and θ is defined in Eq. 2.22.
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• Ghost-gluon vertex
V (gh) = −igNF (~p(1), ~p(2), ~p(3)) p(1)µ c¯(p(1))Aµ(p(2))c(p(3)) δ(p(1)+p(2)+p(3)) . (B.7)
• 4-gluon vertex
1
4!
V (4)µ1µ2µ3µ4(p
(1), p(2), p(3), p(4)) Aµ1(p(1))Aµ2(p(2))Aµ3(p(3))Aµ4(p(4))×
δ(p(1) + p(2) + p(3) + p(4)) (B.8)
with
V (4)µ1µ2µ3µ4 = −g2
2N 2
N
× (B.9)(
sin(θA12) sin(θA34) ( δµ1µ3δµ2µ4 − δµ2µ3δµ1µ4)
+ sin(θA23) sin(θA41) ( δµ2µ4δµ3µ1 − δµ3µ4δµ2µ1)
+ sin(θA13) sin(θA24) ( δµ1µ2δµ3µ4 − δµ3µ2δµ1µ4)
)
.
With the previous rules, one can easily derive the one-loop correction to the self-energy.
There are three diagrams contributing at this order:
• The tadpole
−g2N 2
∫ ∞
−∞
dq0
2π
′∑
~q
F 2(~p, ~q,−~p− ~q) (dδµν
q2
− Pµν(q)) , (B.10)
where Pµν(q) is the gluon propagator, d the space-time dimension, and F (~p, ~q,−~p−~q)
can be read from Eq. 2.29.
• The contribution from the ghost loop
−g2N 2
∫ ∞
−∞
dq0
2π
′∑
~q
F 2(~p, ~q,−~p− ~q) (p+ q)νqµ
(p+ q)2q2
. (B.11)
• The contribution from two 3-gluon vertices (eye graph)
1
2
g2N 2
∫ ∞
−∞
dq0
2π
′∑
~q
F 2(~p, ~q,−~p− ~q)Sµν , (B.12)
where
Sµν = Pρρ′(p + q)Pσσ′(q)× (B.13)(
(p + 2q)µδρσ + (p − q)ρδµσ − (q + 2p)σδµρ
)
(
(p + 2q)νδρ′σ′ + (p− q)ρ′δνσ′ − (q + 2p)σ′δνρ′
)
,
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Adding all contributions together, we obtain the one-loop formula for the vacuum
polarization in Feynman gauge (ξ = 1):
Πµν =
1
2
g2N 2
∫ ∞
−∞
dq0
2π
′∑
~q
F 2(~p, ~q,−~p− ~q) 1
q2(p+ q)2
× (B.14)
(
(2(d − 2)qν − dpν)(pµ + 2qµ)− 2(d− 2)δµνq2 + 4(d− 1)(qµpν − δµν p · q)
)
C. Derivation of the Euclidean self-energy on the lattice
In this appendix we will, for completeness, reproduce the formula for the Euclidean vacuum
polarization at one-loop as derived in Refs. [45], [44] for the Wilson lattice action with
twisted boundary conditions in the x-y plane. For that we consider a L2 × R volume
discretized both in space and time with lattice spacing a. The continuum limit is taken by
sending a→ 0 and the number of lattice points to infinity, while keeping L = aNs fixed.
We list below the different contributions to the vacuum polarization (we have set the
lattice spacing a = 1 in what follows):
Πmsµν = −
g2LN
12
δµν , (C.1)
Πgh1µν = −
1
6
g2LN 2δµν
∫ π
−π
dq0
2π
′∑
~q
F 2(~p, ~q,−~p− ~q) q̂
2
µ
q̂2
, (C.2)
Πgh2µν =
1
4
g2LN 2
∫ π
−π
dq0
2π
′∑
~q
F 2(~p, ~q,−~p− ~q) p̂µp̂ν −
̂(2q + p)µ
̂(2q + p)ν
q̂2(̂p+ q)
2 , (C.3)
ΠV3µν =
1
2
g2LN 2
∫ π
−π
dq0
2π
′∑
~q
F 2(~p, ~q,−~p− ~q) V
(3)
µλρV
(3)
νλρ
q̂2(̂p+ q)
2 , (C.4)
ΠV4µν =
1
3
g2LN 2
∫ π
−π
dq0
2π
′∑
~q
F 2(~p, ~q,−~p− ~q)×
1
q̂2
(
V
(4)
λλµν(q,−q, p,−p)− V (4)λµλν(q, p,−q,−p)
)
, (C.5)
ΠWµν =
g2LN 2
4
∫ π
−π
dq0
2π
′∑
~q
( 1
2N
− 1
6
F 2(~p, ~q,−~p− ~q)
)
×
1
q̂2
p̂ρ (p̂ρδµν − p̂µδρν) (q̂ 2µ (1− 2δρµ) + q̂ 2ρ ) , (C.6)
where q̂µ = 2 sin(qµ/2), with discretized spatial momenta qi = 2πni/NNs, for ni =
0, · · · , NsN − 1, and where the sum over ~q excludes momenta with zero colour momenta.
As in the continuum: F (~p, ~q,−~p− ~q) = −√2/N sin(θ(~p× ~q)/2). The three and four gluon
vertices read:
V
(3)
µλρ = cos
(qµ + pµ
2
)
̂(q − p)ρδµλ− cos
(pλ
2
)
̂(2q + p)µδλρ+cos
(qρ
2
)
̂(2p + q)λδµρ , (C.7)
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and
V (4)µ1µ2µ3µ4(k1, k2, k3, k4) = fµ1δµ1µ2µ3µ4 + (gµ1µ4δµ1µ2µ3 + 3 cyclic perms) (C.8)
+ hµ1µ2δµ1µ3δµ2µ4 + (h
′
µ1µ3δµ1µ2δµ3µ4 + 1 cyclic perm) ,
with:
fµ1 =
1
6
2∑
ρ=0
(
̂(k1 + k3)
2
ρ −
1
2
̂(k1 + k2)
2
ρ −
1
2
̂(k1 + k4)
2
ρ + k̂1ρk̂2ρk̂3ρk̂4ρ
)
, (C.9)
gµν =
1
6
(
cos
(k3ν
2
)
̂(k1 − k2)ν − cos
(k1ν
2
)
̂(k2 − k3)ν − k̂1ν k̂2ν k̂3ν
)
k̂4µ , (C.10)
hµν = 2cos
(k2µ − k4µ
2
)
cos
(k1ν − k3ν
2
)
, (C.11)
h
′
µν = − cos
(k3µ − k4µ
2
)
cos
(k1ν − k2ν
2
)
+
1
4
k̂3µk̂4µk̂1ν k̂2ν . (C.12)
D. Lattice results for the energy of electric flux
In this appendix we collect the numerical results for the electric-flux spectrum obtained in
the lattice simulations described in section 4.
The simulations have been performed for various values of the rank of the group N ,
the angle θ˜ = 2πk¯/N , and the inverse ’t Hooft coupling b = 1/(aλ). The corresponding
values for each dataset, as well as the lattice size employed (N0 × N2s ) in each case, are
indicated on the tables. The set of values of b simulated for the different cases is not always
the same, although it covers approximately the same interval in x. The reasons for this
are on one hand the limitations of numerical resources, and on the other the exclusion of
points with strong lattice artefacts. In all these cases a dash replaces the corresponding
entry in the table.
The electric-flux energies, given in lattice units, are extracted from the exponential
decay in Euclidean time of correlation functions of Polyakov loops projected over gluon-
momentum ~p = 2π~n/NL. The results denoted in the tables by E1 and E2 correspond
respectively to: ~n = (0, 1) and ~n = (0, 2), with electric flux determined through the
relation: ei = ǫjik¯nj (mod N). They are the basis for the fits performed in section 4,
collected in Tables 1 and 2. The few points labelled by an asterisk in the tables have been
excluded from the fits in order to attain values of the χ2 per degree of freedom of order 1.
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b aE1 (k¯ = 1) aE2 (k¯ = 1) aE1 (k¯ = 2) aE2 (k¯ = 2)
1.5 0.2485(17) 0.4310(86) 0.428(11) 0.2963(22)
02 0.1438(14) 0.2601(33) 0.2508(33) 0.2057(11)
2.5 0.1067(18) 0.184(11) 0.1714(32) 0.1830(19)
03 0.08668(42) 0.1513(19) 0.12924(81) 0.1748(17)
3.5 0.08082(92) 0.1390(61) 0.1065(12) 0.1685(38)
4 0.07521(90) 0.1331(99) 0.09549(93) 0.1715(30)
5 0.07495(33) 0.1380(26) 0.08355(60) 0.1660(26)
6 0.07741(63) 0.1515(61) 0.0808(10) 0.1689(18)
7 0.0808(14) 0.1609(36) 0.08238(80) 0.17143(86)
08 ∗ 0.08347(50) 0.1620(24) - -
10 ∗ 0.08522(68) 0.1697(28) ∗ 0.08654(35) 0.1730(22)
18 ∗ 0.08734(20) 0.1740(15) ∗ 0.08834(26) 0.1768(14)
28 0.08780(29) 0.17763(81) 0.08881(26) 0.1786(16)
35 0.08884(27) 0.1782(12) - -
50 0.08859(32) 0.17839(72) 0.08923(30) 0.17832(63)
75 0.08878(30) 0.17928(39) 0.08951(21) 0.17905(60)
Table 3: Electric-flux energies corresponding to gauge group SU(5) and lattice size 48× 142.
b˜ aE1 (k¯ = 1) aE2 (k¯ = 1) aE1 (k¯ = 2) aE2 (k¯ = 2)
1 0.3679(83) 0.619(12) 0.536(77) 0.3736(59)
1.5 0.1486(25) 0.273(11) 0.2677(66) 0.1802(31)
2 0.08836(70) 0.1601(34) 0.1459(54) 0.1238(16)
3 0.05460(32) 0.085(10) 0.0818(11) 0.1078(10)
5 0.04823(33) 0.0888(32) 0.05193(55) 0.1070(26)
Table 4: Electric-flux energies corresponding to gauge group SU(5) and lattice size 72× 222. The
bare couplings at which the simulations have been performed correspond to b = 22 b˜/14.
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b aE1 (k¯ = 1) aE2 (k¯ = 1) aE1 (k¯ = 2) aE2 (k¯ = 2) aE1 (k¯ = 3) aE2 (k¯ = 3)
1.5 0.1696(14) 0.266(26) 0.346(16) 0.496(35) 0.466(15) 0.2250(40)
2 0.10190(37) 0.1640(49) 0.1995(27) 0.2869(60) 0.259(17) 0.1778(23)
2.5 0.07879(80) 0.1338(50) 0.1362(15) 0.1877(20) 0.1687(44) 0.1686(17)
3 0.07039(17) 0.1212(13) 0.1100(10) 0.1801(33) 0.1320(15) 0.1687(12)
3.5 0.06776(57) 0.1167(34) 0.09377(65) 0.1557(82) 0.1066(23) 0.1653(19)
4 0.06676(34) 0.12074(80) 0.08795(80) 0.1594(33) 0.0969(13) 0.1669(17)
5 ∗ 0.07136(34) 0.1289(13) 0.0795(11) 0.1514(67) 0.0842(14) 0.1715(18)
6 ∗ 0.07495(60) 0.1400(12) 0.07950(64) 0.1525(56) 0.08181(76) 0.1707(16)
7 ∗ 0.07885(62) 0.1487(17) 0.08064(87) 0.1583(49) ∗ 0.07978(92) 0.1754(22)
8 ∗ 0.08136(41) 0.1536(19) 0.08173(35) ∗ 0.137(36) ∗0.0799(15) 0.1729(15)
10 ∗ 0.08351(28) 0.1608(19) 0.08365(40) 0.1679(16) ∗0.08381(38) 0.17379(93)
14 - - 0.08622(29) 0.1715(23) 0.08677(28) 0.1747(11)
18 0.08648(16) 0.17186(52) 0.08758(16) 0.17446(53) 0.08813(34) -
28 0.08770(16) 0.17547(49) 0.08858(16) 0.17616(68) 0.08861(20) 0.17755(56)
35 0.08843(14) 0.17562(56) 0.08858(18) 0.17670(49) 0.08859(19) 0.17801(73)
50 0.08848(15) 0.17780(44) 0.08877(22) - 0.08937(27) -
75 0.08925(23) 0.17712(73) - - - -
Table 5: Electric-flux energies corresponding to gauge group SU(7) and lattice size 32× 102.
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b aE1 (k¯ = 1) aE2 (k¯ = 1) aE1 (k¯ = 3) aE2 (k¯ = 3)
0.6 0.5995(73) - - -
0.7 0.336(12) - - -
0.76 0.2354(25) 0.74(38) - -
0.85 0.1272(53) 0.300(79) - -
1 0.039862(21) 0.1827(59) - -
1.4 0.01502(11) 0.0585(35) 0.2500(41) 0.403(29)
1.5 - - 0.2118(29) 0.343(20)
1.7 0.011483(71) 0.0399(11) 0.1671(11) 0.266(18)
2 - - 0.1245(11) 0.1993(79)
2.3 - - 0.10423(73) 0.1642(61)
3 0.008588(18) 0.02217(4) 0.08276(22) 0.1393(20)
3.5 - - 0.07631(47) 0.1275(27)
4 - - 0.07507(52) 0.1311(23)
5 0.05383(12) 0.1556(26) 0.07600(41) 0.1401(21)
6 - - 0.07906(66) 0.1506(28)
7 - - 0.08178(53) 0.1583(27)
8 - - ∗ 0.08469(43) 0.1646(25)
10 0.07818(22) 0.1766(19) ∗ 0.08659(21) 0.1664(23)
18 - - ∗ 0.08975(15) 0.17731(53)
28 0.08756(17) 0.18224(96) 0.09090(19) 0.17911(96)
50 0.09034(24) 0.1834(16) 0.09103(31) 0.18324(91)
75 - - 0.09161(21) 0.18321(78)
Table 6: Electric-flux energies corresponding to gauge group SU(17) and lattice size 32× 42.
b aE1 (k¯ = 5) aE2 (k¯ = 5) aE1 (k¯ = 8) aE2 (k¯ = 8)
0.8 - - - 0.2412(35)
1 - - - 0.14151(49)
1.2 - - 0.765(16) 0.11161(32)
1.4 - - 0.582(14) 0.10802(47)
1.5 0.3505(96) 0.445(23) 0.495(10) 0.11055(39)
1.7 - - 0.367(26) 0.11792(86)
2 0.1986(18) 0.2685(41) 0.2631(45) 0.13347(68)
3 0.10949(63) 0.1736(22) 0.13338(25) 0.1532(12)
5 0.08295(44) 0.1602(14) 0.0856(13) 0.16929(68)
10 0.08697(24) 0.1724(24) 0.08701(21) 0.1759(15)
18 0.08997(36) 0.17855(55) 0.09051(33) 0.18061(59)
28 0.09091(27) 0.18086(87) 0.09115(19) 0.18198(34)
50 0.09199(16) 0.18335(69) 0.09171(15) 0.18357(50)
75 - - 0.09214(20) 0.18425(82)
Table 7: Electric-flux energies corresponding to gauge group SU(17) and lattice size 32× 42.
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