Abstract. We generalize some properties related to Hilbert series and Lefschetz properties of Milnor algebras of projective hypersurfaces with isolated singularities to the more general case of an almost complete intersection ideal J of dimension one. When the saturation I of J is a complete intersection, we get explicit formulas for a number of related invariants. New examples of hypersurfaces V : f = 0 in P n whose Jacobian ideal J f satisfies this property and with explicit nontrivial Alexander polynomials are given in any dimension. A Lefschetz type property for the graded quotient I/J is proved for n = 2 and a counterexample due to A. Conca is given for such a property when n = 3. Two conjectures are also stated in the paper.
Introduction
Let S = K[x 0 , . . . , x n ] be the polynomial algebra over a characteristic zero field K, f = {f 0 , . . . , f n } be a system of n+1 homogeneous polynomials of S with deg f i = d i and J = (f) the ideal in S spanned by these polynomials. Suppose that dim S/J = 1 and f 1 , . . . , f n is a regular sequence in S.
Let V ⊂ P n be a projective hypersurface defined by a homogeneous polynomial f ∈ S of degree d. When f = {f 0 , . . . , f n } is the set of its partial derivatives, J f = (f 0 , . . . , f n ) is called the Jacobian ideal of f and M(f ) = S/J f is the Milnor (or Jacobian) algebra of f . Assume that V has only isolated singularities, i.e. dim S/J f = 1. Then, maybe after a coordinate change, we can assume that {f 1 , . . . f n } is a regular sequence, i.e. this geometric setting provides the main example of the algebraic situation described above, with d i = d − 1 for all i = 0, ..., n.
The Hilbert series of the Milnor algebra M(f ) and a number of related invariants have been studied in [5] and a number of recent papers, see [7] , [8] , [10] , [13] , [17] , [21] . In this paper we extend some of the results obtained for the Milnor algebra to the more general case of an almost complete intersection of dimension one S/J as defined above. In some cases, this leads to simplifications of the proofs given in the special case of Milnor algebras. As an example, compare the proof of Theorem 1.4 to that of Proposition 3.9 given in [5] or consider Remark 3.3. In addition, we give new evidence for a conjecture stated already in [7] , see Conjecture 3.14 and Theorem 1.7, (3) . When the saturation of J is a complete intersection, we get explicit formulas for a number of related invariants, see Theorem 1.7. New examples of hypersurfaces V : f = 0 whose Jacobian ideal J f satisfies this property and with explicit nontrivial Alexander polynomials are given in any dimension, see Example 3.13.
For a generic linear form l ∈ S 1 , the structure of S/J as a K[l]-module is closely related to various Lefschetz type properties, a subject investigated in the second and the forth sections, see for instance Theorem 2.6 and Theorem 4.1. We prove a weak Lefschetz property of S/J (that is in dimension one) similar to the existing one in the Artinian frame (see [14] , [2] ), the case n = 1 being done in our Corollary 2.9. In the forth section a Lefschetz type property for the graded quotient I/J is proved for n = 2 and a counter example due to A. Conca is given for such a property when n = 3, see Theorem 4.1 and Remark 4.6. This implies a Lefschetz type property for the Milnor algebra M(f ) for n = 2 holding in many cases, see Corollary 4.4 and Remark 4.5.
For the interested readers, we point out that the duality properties of the quotient I/J are used, but not discussed below, and can be found in [8] , [17] (see especially the third section) and in [13] .
A major challenge would be to find algebraic proofs for the properties of the Hilbert series of the Milnor algebra M(f ) which depend on the type of the singularities of V (e.g. properties holding for nodal hypersurfaces, characterized by the fact that they are the hypersurfaces with isolated singularities satisfying I = J f ). Such results have been obtained in [8] , [9] , [10] using rather advanced Hodge theory.
Two conjectures are also stated the paper, see Conjectures 3.14 and 3.15.
Hilbert series of dimension one almost complete intersections
Let S = K[x 0 , . . . , x n ] be the polynomial algebra over a field K, f = {f 0 , . . . , f n } be a system of n + 1 homogeneous polynomials of S with deg f i = d i and J = (f ). Suppose that dim S/J = 1 and f 1 , . . . , f n is a regular sequence in S. Let m = (x 0 , . . . , x n ) and I = (J : m ∞ ) be the saturation of J. Then I p = J p for p >> 0. Let H S/J (t), H S/I (t) be the Hilbert series of S/J, respectively S/I. By [3, Proposition 4.1.8] we have H S/J (t) = G/(1 − t), H S/I (t) = F/(1 − t) for some polynomials G, F ∈ Z[t] with G(1) = 0, F (1) = 0. Lemma 1.1. The following statements hold. 
, where LC(G) is the leading coefficient of G.
Let Γ ⊂ P n be the zero dimensional complete intersection scheme with coordinate ring S/(f 1 , . . . , f n ). Changing the coordinates we may suppose that Γ ⊂ U 0 = P n \ {x 0 = 0}, where Γ is given by
. All local rings of Γ are Artinian Gorenstein rings and we may apply the Cayley-Bacharach theory [12] . The support of Γ consists of some points p 1 , . . . , p r . A part of these points, let us say p 1 , . . . , p q , q ≤ r are also in the support of V (I). Let Γ ′′ be the closed subscheme of Γ with the support p 1 , . . . , p q and the corresponding local ring at a point p defined by the principal ideal generated by
. . , g n ). In fact, Γ ′′ corresponds to the saturation I of J. Let Γ ′ be the closed subscheme of Γ with the support p q+1 . . . , p r and the corresponding local ring at a point p defined by the ideal Ann A g 0 . Then the subschemes Γ ′ , Γ ′′ are residual to one another in the terminology from [12] . In the same terminology, the failure of Γ ′′ to impose independent conditions of hypersurfaces of degree k means the multiplicity of S/I minus dim
Proof. Let W ′ e (resp. W e ) be the linear space of all h ∈ S e such that h(
By [12, Theorem CB7 ] the dimension of the W ′ e /W e is the failure of Γ ′′ to impose independent conditions of hypersurfaces of degree k, which is enough as we have seen.
Proof. Set W = (f 1 , . . . , f n ) ⊂ S, B = S/W . We may suppose that x 0 is regular on B, S/I. We have
and it follows deg E = s + 1 and H B/x 0 B (t) = E, H S/(I,x 0 ) (t) = F because x 0 is regular on S/I, B.
For the second inequality we consider the exact sequence
The Hilbert series H (W :
. As x 0 is regular on B and in particular on the image of the above middle map we get the injection ((W :
and so deg 
Moreover, if S/I is Gorenstein, then
Proof. By Proposition 1.2 we have dim
In fact the above equality follows for all j and we get
for k ≥ deg F we see that the above congruence is in fact an equality, which is enough.
Proof. As in the beginning of the proof of the above theorem, we have the equal-
Consider the graded S−submodule AR(f) ⊂ S n+1 of all relations involving the f j 's, namely the sums of homogeneous elements of degree m a = (a 0 , ..., a n ) ∈ AR(f) m , where, by definition, each a j a homogeneous polynomial in S of degree m − d j for some integer m and (1) (R m ) :
Inside AR(f) there is the S−submodule of Koszul relations KR(f), called also the submodule of trivial relations, spanned by the relations t ij ∈ AR(f) d i d j −1 for 0 ≤ i < j ≤ n, where t ij has the i-th coordinate equal to f j , the j-th coordinate equal to −f i and the other coordinates zero.
The quotient module ER(f) = AR(f)/KR(f) may be called the module of essential relations of the sequence f, or non trivial relations, since it tells us which are the relations which we should add to the Koszul relations in order to get all the relations, or syzygies, involving the f j 's.
The following result is obvious, the last claim coming from Proposition 1.5 .
To get precise numerical results, consider the case when the ideal I is a complete intersection of type (a 1 , ..., a n ), i.e. I = (g 1 , ..., g n ) for some homogeneous polynomials of degree deg g j = a j ≥ 1. We can suppose that the integers a j satisfy
Then we have the following result.
Then the following statements hold.
(
, in particular we have the following formulas
Proof. The first claim is clear, since g 1 , ..., g n form a regular sequence. For any j, we have f j ∈ I, hence d j ≥ a 1 . In particular this holds for j = 0 and j = 1. Assume that d 2 < a 2 . This would imply the inclusion of ideals (f 1 , f 2 ) ⊂ (g 1 ), a contradiction because f 1 , . . . , f n is regular. One continues in this way to prove the second claim.
For the proof of the third claim, we write the polynomial G using the equality in Theorem 1.4 in the following form
The first product yields powers of t up to a = n i=1 d i − n while the second term will produce powers of t up to at most b = n i=0 d i −n−a 1 due to obvious simplifications in the difference in the bracket. If d 0 > a 1 , then b > a and the claim is established. If d 0 = a 1 = a 2 , then a = b, the coefficient of t a coming from the first product is 1 and the coefficient of t a coming from the difference is < −1.
Lefschetz properties of dimension one almost complete intersections
Let A be a standard graded K-algebra and h ∈ A a homogeneous form of degree k. The element h is called a Lefschetz element if for all integers i the K-linear map h : A i → A i+k induced by the multiplication with h has maximal rank (usually we ask for A to be Artinian in this definition). We need the following theorem (see [ 
Proposition 2.2. In the notation and assumptions of the above theorem, for any
Proof. Let l ∈ S 1 be the form given by the above theorem for A. We may suppose
, that is we may suppose after a change of coordinates that x 0 induces a Lefschetz element for S/(f 0 , f 1 , f 2 ). Then by [15, Lemma 1.1] (see also [16, Lemma 3 .1]), we see that f 0 induces a Lefschetz element for S/(x 0 , f 1 , f 2 ).
Next we study a similar property for almost complete intersections. Let S = K[x 0 , . . . , x n ] and f i , 0 ≤ i ≤ n be some homogeneous polynomials of S with degree d i . Set J = (f 0 , . . . , f n ). Suppose that f 1 , . . . , f n is regular in S. We may choose a linear form l regular on 
Proof. The image of the map
) k using our hypothesis. Therefore α k is injective and by Proposition 2.3 we get
For the proof apply the above proposition for k = 0. (2) is trivial. To prove the first part of (2), it is enough to show that if (B/(l)) e−d 0 f 0 − → (B/(l)) e is injective for some e ∈ N then (S/J) e−1 l − → (S/J) e is also injective. This follows easily from Koszul homology. Here we will give a simple direct proof.
Let ω ∈ S e−1 be such that lω ∈ (J) e , that is lω ≡ f 0 h 0 modulo W for some h 0 ∈ S e−d 0 . Then h 0 ∈W e−d 0 by injectivity assumption, let us say h 0 ≡ lγ 0 modulo W for some γ 0 ∈ S e−d 0 −1 . It follows that l(ω − f 0 γ 0 ) ∈ W and so ω ≡ f 0 γ 0 modulo W because l is regular on B. Thus ω ∈ J e−1 , which is enough. , then it has a Lefschetz element in A 1 . This result holds somehow also in the case dim A = 1 as shows our above corollary.
The case of projective hypersurfaces with isolated singularities
Let V ⊂ P n be a projective hypersurface defined by a homogeneous polynomial f ∈ S of degree d ≥ 2 and assume n ≥ 2. Let f 0 , . . . , f n be its partial derivatives, J f = (f 0 , . . . , f n ) be the Jacobian ideal of f and M(f ) = S/J f be the Milnor algebra of f . Let m = (x 0 , . . . , x n ) and I = (J f : m ∞ ) be the saturation of J f . Assume that V has only isolated singularities, i.e. dim S/J f = 1. Then, maybe after a coordinate change, we can assume that {f 1 , . . . f n } is a regular sequence.
Recall that the stability threshold st(V ) of V was defined in [10] as
where τ (V ) is the total Tjurina number of V . Moreover, the coincidence threshold ct(V ) was defined as
with f s a homogeneous polynomial in S of degree d such that V s : f s = 0 is a smooth hypersurface in P n . Finally, the minimal degree of a nontrivial relation mdr(V ) is defined as mdr(V ) = min{q : ER(f) q−d+1 = 0}.
It is known that one has
see [10] , formula (1.3).
As in the first section note that H M (f ) (t) has the form G/ (1 − t) , where G ∈ Z[t] with G(1) = 0, G(1) being the multiplicity of M(f ) (see [3, Proposition 4.1.9] ). We have the following result.
Lemma 3.1. With the above notation, the following hold.
is the multiplicity of S/I and deg (4) and Lemma 1.3 imply st(V ) ≤ (n + 1)(d − 2) + 1, which is sharp for V smooth, but far from sharp when V has isolated singularities, see [10] . Remark 3.3. The last claim in Corollary 1.6 tells us that deg F = (n + 1)(d − 2) − (m − 1), which is clearly equivalent to the last claim in Proposition 2 in [7] . To see this, use the formula (2) and note the twist in the definition of the degree of a relation in the first and the third section.
Let l be a linear form which is regular B = S/(f 1 , . . . , f n ). As in the previous section set
. The following theorem follows from Theorem 2.6.
Theorem 3.4. Suppose that there exists
Then the following statements holds:
Remark 3.5. After a change of coordinates we may suppose that x 0 = l in the above theorem, using the next elementary lemma. 
Proof. We have ∂ϕ(f )/∂x i = a i ϕ(∂f /∂x o ) + ϕ(∂f /∂x i ) for 1 ≤ i ≤ r and ∂ϕ(f )/∂x 0 = a 0 ϕ(∂f /∂x o ). Thus ϕ(J f ) = J ϕ(f ) since a 0 = 0. Example 3.7. Assume that J f = I. In the case n = 2 this corresponds exactly to the case when V is a free divisor, see [11, Remark 4.7] . As concrete examples one can take f = (
2 ). For many examples of (irreducible) free divisors see [4] and [18] .
When (2) is not an equivalence.
Suppose moreover from now on that the singular locus Y of V is a 0-dimensional complete intersection. Then I = (g 1 , . . . , g n ) for some regular sequence g 1 , . . . , g n with g i ∈ S a i for some a i ∈ N and Y = V (I). We have (J f ) p = I p for p >> 0. Proof. This proof is obvious and we leave it for the reader.
Now we list some consequences of our results in the first section. 
The proof follows directly from Theorem 1.4 because in this case
Using now in addition Theorem 1.7, we get the following. 
Moreover, in this case one has deg G ≥ deg F .
By Lemma 1.1 and Theorem 1.7 (see also [7, Corollaries 1, 5] ) we get the following.
The following example considers plane curves with at most three nodes as singularities.
Example 3.12. (compare to [10, Example 4.3] ) Let V be a plane curve. If V has a single node, it is clear that the singular locus Y of C is a complete intersection of type (a 1 , a 2 ) = (1, 1) and hence st(V ) = 3d − 6. If V has two nodes, then Y is a complete intersection of type (a 1 , a 2 ) = (1, 2) and again st(V ) = 3d − 6. Suppose C has three nodes. Then Y is a complete intersection if and only if the nodes a collinear, and in this case has type (a 1 , a 2 ) = (1, 3) . Once more one has st(V ) = 3d − 6 in this latter case.
The following example discusses a large family of hypersurfaces having the singular locus Y a 0-dimensional complete intersection, and hence for which the formulas given in Corollary 3.10 hold. for j = 1, ..., n, and hence Y is a complete intersection of type (a 1 , ..., a n ) with
where
is the Arnold exponent of the singularity u
To get nodal hypersurfaces of even degree, we can set b 1 = ... = b n = d 1 , c 1 = ... = c n = 2 and d = 2d 1 . It follows that in this case we get ct(V ) = nd 1 + d −n−2 and [9, Theorem 4.1] combined with Proposition 3.9 above implies that the corresponding Alexander polynomial is given by the formula
This is the only case (to the best of our knowledge) when such nontrivial Alexander polynomials can be completely determined for series of hypersurfaces of arbitrary dimension. In relation with the last formula, which implies that the Betti number b n−1 (F ) of the Milnor fiber given by F : f = 1 in C n+1 satisfies b n−1 (F ) = 1, one can see also [20] for more general, but less precise results.
Finally, we would like to state the following two conjectures. The first one is made in view of Theorem 1.7 (3) and the evidence given in [7, Example 2] .
Conjecture 3.14. For any projective degree d hypersurface V : f = 0 in P n having only isolated singularities, one has
The second one is made in view of the formula (3) above and [11, Theorem 2.1] saying that the claim holds for n = 2. 
Proof. Consider the exact sequence of sheaves on P 2 given by
where K is the syzygy bundle as in [2] and J is the sheaf ideal in O = O P 2 associated to the ideal J. For any integer m ∈ Z, one has H 0 (P 2 , J (m)) = I m , and hence this exact sequence yields an isomorphism The last claim follows using semi-continuity properties of the rank of a linear mapping and the duality properties for N, see [17, Theorem 3.2] .
This implies a partial Lefschetz type property for the algebra M = S/J, namely we have the following. From now on we consider the case of Jacobian ideals of plane curves, and note that the graded S-module H 0 m (M(f )) = I/J f , the 0-degree local cohomology of the corresponding Milnor algebra M(f ), occurs in a number of recent preprints, see [11] , [8] , [17] . The above results give the following. [8] , [13] , [17] is that we have the following relations involving the sequence of dimensions n k = dim N k : n k = n 3d−6−k for any k and 0 = n 0 ≤ n 1 ≤ ... ≤ n i 0 ≥ n i 0 +1 ≥ ... ≥ n 3d−6 = 0, with i 0 = [(3d − 6)/2]. In other words, the sequence (n k ) is unimodal, a property conjectured in [7, Remark 6] . A stronger property holds when I is a complete intersection, namely the sequence (n k ) is log-concave, see [19] . In higher dimensions, even the unimodality (and hence the Lefschetz property for N(f )) can fail, see [19, Remark 1.5] for an example of this situation when n = 3 provided by Aldo Conca. Hence the claim in Theorem 4.1 does not seem to hold for n > 2.
