In this paper, we propose a new approach for recognizing group events and abnormality detection in a crowded scene. A manifold learning algorithm with temporal-constraints is proposed to embed a video of a crowded scene in a low-dimensional space. Our low dimensional representation of a video preserves the spatial temporal property of a video as well as the characteristic of the video. Recognizing video events and abnormality detection in a crowded scene is achieved by studying the video trajectory in the manifold space. We evaluate our proposed method on the state-of-the-art public data-sets containing different crowd events. Qualitative and quantitative results show the promising performance of the proposed method.
Introduction
Video content analysis of a crowded scene is currently one of the most popular research topics in computer vision area. Various approaches have been proposed to determine crowd events or behaviors that might be considered suspicious and provide an appropriate response when such actions occur. These methods can be divided into two main approaches.
The first approach is representing the typical crowd motion based on trajectory modeling. This approach comprises detection and tracking of the individuals participated in the crowd and analysis of the resulted trajectories to model typical crowd motion patterns [1] , [2] , [3] . However, tracking individuals in a densely crowded scene remains a challenging and ill-posed problem.
To address this limitation, in recent years, researchers have proposed to monitor the flow-field of a crowd without identifying the locations and actions of individuals participated in the crowd event. The typical crowd motion is represented based on the global aspect using the dense optical flow [4] , [5] , [6] or spatial temporal information [7] , [8] , [9] . Ali and Shah [4] used Lagrangian Coherent Structures (LCS) to segment the monitored scene spatially based on local motion similarity. Andrade et al. [5] combined principle component analysis of optical flow vectors and Hidden Markov Models to learn normal behavior of a crowd. The emergency events such as a sudden fall of a person in the crowd is detected by finding deviations from the normal motion pattern. In Ref. [6] , an interaction force between pedestrians is estimated based on optical flow and particle advection method. The bag of words method is employed to capture the long-term motion properties of the scene and model the normal pattern of Spatio-temporal gradients have been employed in Refs. [7] , [8] to detect local abnormalities. In Ref. [7] , the motion pattern for each spatial location of the monitored scene is modelled using the distribution of spatio-temporal gradients. The coupled HMM is employed to detect localized abnormalities in densely crowded scenes. Recently, Mahadevan et al. [9] used mixture of dynamic textures to represent the normality of a crowded scene. Temporal and spatial abnormalities are detected by finding deviations from the normal pattern. It is observed that spatial temporal information reveals better results in detecting local abnormalities.
All these approaches focus on the detection of global or local abnormality, for example, the detection of a panic or a fight in a crowd or detection of an individual behavior that is considered as anomalous with respect to the rest of the crowd. In this aspect, it is sufficient to detect that there is a disturbance in the crowd motion; a sudden deviation from the regular behavior. However, the detection of sudden deviation from the regular motion flow is not sufficient to classify between different crowd behaviors.
In this paper, we propose a manifold-based approach to analyze and identify different crowd behaviors. Our approach is inspired by the use of classical manifold learning algorithms for the analysis of video sequences [10] , [11] . Their papers have demonstrated the advantage of using manifold algorithms for the analysis of videos. However, their methods are not directly suitable for crowd video analysis. One problem is the representation of video frames. The crowded scenes may contain different crowd behaviors at different local areas. Utilizing global information as in Refs. [10] , [11] would average the different crowd behaviors and localized abnormality will be difficult to detect. We address this challenge by utilizing the local motion information.
Our key insight is to exploit the local motion information and model the spatial temporal relations of video frames using a c 2012 Information Processing Society of Japan graph-based embedding method. The graph indicates the pairwise relationships between video frames where the edge between two data points is weighted based on their joint similarity in feature space and temporal domain. Manifold embedding is then performed on this graph to capture the structure of the video and project each frame into a embedded space. Next, we analyze video manifolds by studying the spatial temporal motion information in the embedded space. In summary, the main contributions of this paper are as follows:
• We propose a novel manifold learning algorithm which embeds the video frames in close proximity based on spatial and temporal information.
• We propose to study short trajectories in the embedded space for understanding of video content in a crowded scene.
• We demonstrate both qualitative and quantitative results to validate the proposed method. Performance evaluation is carried out recently published data-sets.
• We demonstrate that the proposed method shows promising performance: the experimental results either match or exceed the performance of existing state-of-the-art approaches. This paper is organized as follows. Section 2 provides a detail explanation on representation of video inputs, similarity measure between video frames and learning video manifolds. The process for analyzing video manifolds in an embedded space is discussed in Section 3. The qualitative and quantitative experimental results are presented in Section 4 and conclusion is given in Section 5.
Representing Video by Manifold Learning

Representation of Video Frames
Our proposed method begins with an introduction of representing video frames using local motion information. We first divide a video frame into non-overlapping regions of a fixed size (n × n) as shown in Fig. 1 (left). For each region, a 8-bin histogram of optical flow is calculated where weight in each bin corresponds to the magnitude of optical flow in one particular direction. The motion context of all the regions are stacked together to form a 2D histogram, where the x axis denotes the location of the region and the y axis denotes the direction of the flow. The high peaks in the 2D histogram indicates the positions of the crowd and its moving direction. For example, the histogram in Fig. 1 (right) naturally shows the motion context of the crowd example in Fig. 1 (left) . The high peaks indicates that the crowd locates at the right side of the video frame and most pedestrians in the crowd moves in the same direction. This representation allows us to cluster crowd events based on their local motion information.
Similarity between Video Frames
Next, we compute pairwise distances between video frames of the video sequence. Given two video frames, we define the distance between two frames as a weighted summation of distance measure between corresponding regions.
Mathematically, our dissimilarity measure is given as:
where K is total number of regions in an image and α k is the weight for each position.
can be any distance measure between two histograms of corresponding locations in frames, i and j. In our proposed method, we define distance measure between two histograms as follows:
where h i k refers to the vector of weighted histogram for grid k from frame i and h j k refers to the vector of corresponding location from frame j. Figure 2 shows the effectiveness of our proposed distance measure (Eq. (1)). The example frame of a stationary crowd with local dispersion (First row, left-most image of Fig. 2 ) is compared against a video sequence which includes different crowd events such as walking, running and splitting. Low values in y axis indicate the frames in the sequence with high motion similarity to the example frame.
Learning Video Manifolds
In this paper, we consider the Laplacian Eigenmap (LE) for mapping our video frames into a low dimensional space. Motivated by the results reported by Tziakos et al. [11] , we also incorporate temporal information in constructing a manifold space. In Ref. [11] , the similarity matrix is computed only for frames within a fixed window size W t in time. Hence, two frames at different time periods with similar features will be projected far in the manifold space. However, this is not desirable for a video sequence where some activities are repeated periodically multiple times. We want to project those activities occurred at different time instances closely in the manifold space. To achieve this, the edge connecting two video frames i and j is weighted by ω i j defined as follows: 
where ω s = exp − ds σs is the spatial weight computed based on the feature distance given by Eq. (1). The parameter, σ s ∈ (0, 1) a feature scale parameter that defines the influence of neighbor points and is defined empirically. The weight, ω t = exp − dt σt is computed based on temporal information between frames where d t ∈ (0, 1) is defined as normalized time difference between frames. That is the value d t will be zero between two adjacent frames while d t will be one for two farthest frames. The temporal scale parameter, σ t ∈ (0, 1) decides the influence of the temporal neighbors. In this way, our proposed method preserves spatial weights for all for all pairs of images in a video and provides additional weight for adjacent frames in temporal domain.
When all edges are assigned with appropriate weights, we can find a low-dimensional embedding space by minimizing the following cost function:
where ω i j is given by Eq. (3) and Y is the low-dimensional embedding of the entire video where each entry, y i is the lowdimensional representation of a local region. It turns out that the minimization problem is equivalent to finding the optimum Y [14] :
where L = D − W is the Graph Laplacian matrix. D is the diagonal weight matrix in which each entry is a total sum of each row of weight matrix, W, and computed as d ii = j ω i j . The solution is provided by the matrix of eigenvectors corresponding to the smallest, k s non-zeros, eigenvalues of the generalized eigenvalue problem Ly = λDy. In this paper, k s is automatically defined using the method in Ref. [15] .
Analyzing Video Manifolds in Temporal Domain
We now have a set of sequential data points (image frames in a video) in the embedded space and our objective in this step is to analyze these data points for different problems of video understanding. In this paper, we are interested in two problems: crowd event identification and abnormality detection.
Crowd Events Classification
Given a long video sequence where some video frames have labeled information, the objective here is to identify the crowd events happening in the rest of the video automatically. In order to achieve this, we first project the video into an embedded space using the proposed method discussed in Section 2. Next, we identify video events happening in the video by applying the labeled information in the embedded space. Since we are interested in dynamic activities, the data points in each event should be temporally continuous. Hence, we define a temporal trajectory for each data point as a S i = {y 1 , y 2 , · · · , y T } where T is a parameter that decides how long the temporal information to be considered and y i is the low-dimensional representation of the video frame. That is, for each individual frames, we consider T frames that are temporally adjacent. Then, the crowd event happening in each video segment S new is identify as follows:
where P(S new /μ ke Σ ke ) is the probability of the new video segment belonging to the crowd event k e where k e ∈ (1, K e ) is the index of the interested crowd events and K e is the total number of interested crowd events. The parameters for crowd event, μ ke and Σ ke , are learnt using the labeled information in the embedded space.
Abnormality Detection
The next problem is abnormality detection in a crowded scene. This problem can be seen as two-class clustering problem where only one class (normal class) have labeled information. To address this problem, we first extract trajectories for each video segment using the method discussed in video event classification (Section 3.1). Then, the projected data corresponding to normal frames are modeled using a Gaussian mixture model where the number of Gaussian components C is empirically defined. Then, the normality score for each new video segment S new is computed as follows:
where μ r , σ r and ω r are mean, variance and weight of the r Gaussian component learned using the labeled information. Based on a fixed threshold on the normality score, we label each segment as normal or abnormal. In our experiments, we apply different thresholds and generate multiple sets of true positive and false positive rates. The best threshold can be selected where the minimum equal error rate is obtained.
Experimental Results
Recognition of Crowd Events
In this experiment, we use a recent data-set reported in Ref. [13] . It consists of four video sequences (768 × 576, 7 frames per second) with time stamps 14-16, 14-27, 14-31 and 14-33. The objective of this experiment is to detect and recognize the following crowd events: walking, running, evacuation (rapid dispersion), local dispersion, crowd forming and splitting. We create a ground truth by manually labeling each video sequence into different crowd events based on the definition provided in Ref. [16] (please refer to Table 1 ). In addition, we define one more crowd event called local movement to represent a crowd with small movements. Then, one-third of labeled frames are randomly selected for training and the rest are used for testing. Table 2 shows the confusion matrix for recognizing crowd events using our proposed method. We report the average results over ten runs using randomly selected training sets. It can be observed that the proposed method achieves promising recognition accuracy rate. We also show some qualitative results on crowd events recognition in Fig. 3 . We then evaluate the performance of our proposed method by comparing our results with the results obtained by the state-of-the-art methods: Refs. [16] and [17] . Table 3 shows the comparisons of the error rate obtained by our proposed method and the state-of-the-art methods. Please note that there is no reported results for local movement event in Refs. [16] and [17] . Hence, we assume that their methods do not have any error for recognizing for this particular event. It can be seen in Table 3 that our proposed method has better recognition accuracy for events such as splitting, forming, evacuation and local dispersion while Refs. [16] and [17] have better performance for recognizing crowd walking and running event.
On average, our proposed method provides the lowest error rate. We also report the results obtained by our proposed method without using the temporal constraint in manifold embedding. It is observed that incorporating temporal constraint has a significant improvement on recognition accuracy. Please note that Gárate et al. [16] reported results obtained using different types of classifiers and we select their best reported results for comparison. In our experiments, the parameter for spatial and temporal Next, we study the influence of the size of the temporal window T on the performance of our proposed method. Figure 4 shows the average recognition error rate for different window sizes. It can be observed that the lowest error range is achieved with a range of T ∈ (3, 6). The error rate increases as T is set beyond this range as longer temporal window size can cause ambiguity among events, especially between running and walking events.
Abnormality Detection
This experiment validates the performance of the proposed method on abnormality detection in crowded scenes using the the crowd activity data-set from University of Minnesota [12] . This [18] 0.99 Social Force Model [6] 0.96 Optical flow [6] 0.84 data-set includes eleven video sequences of three different scenarios: 2 sequences for 1 st scenario, 6 sequences for 2 nd scenario and 3 sequences for 3 rd scenario. Each sequence contains a normal starting section and abnormal ending section. We use 3/4 of the normal segments for training and the remaining part of the video sequence including both normal and abnormal segments for testing. Figure 5 shows results of abnormal event detection by our proposed method when it is evaluated on all the 11 video sequences of the Minnesota's crowd activity data-set [12] . In each row, the ROC curve and qualitative results for each scenario is shown. The comparison of our proposed method with the state-of-theart methods in terms of area under the ROC curve is shown in Table 4 . In this experiment, we set the range of the threshold value to be between [0.1, 0.9] for computing ROC curve. As can be seen, the performance of our method is promising, the experimental results either match or exceed the performance of existing state-of-the-art approaches.
Conclusion
In this paper, we have presented a manifold-learning based method for video content analysis in a crowded scene. The proposed method is based on a spatio-temporal modeling of a video sequence in a low-dimensional embedded space. We model each video sequence as a video trajectory in the embedded space. The generated video trajectories serve as compact, yet information, representations for analyzing time series data. Experiments have been performed on the state-of-the-art public data-sets on crowded scenes. The results show that our proposed method provides a promising performance in video event recognition and abnormality detection in crowded scene. 
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