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2
Introduction générale
En octobre 2014, le Conseil européen a adopté un accord sur les grandes lignes du paquet
Énergie-Climat 2030 [2]. Dans cet accord, l’Union Européenne (UE) s’engage sur trois points :
1. à réduire ses émissions de gaz à effet de serre d’au moins 40% d’ici 2030 par rapport au
niveau de 1990;
2. à atteindre 27% de part d’énergies renouvelables dans sa consommation;
3. à améliorer de 30% l’efficacité énergétique.
Cesmesures donnent suite au paquet Énergie-Climat 2020 adopté en 2009 par l’UE et donnant les
objectifs à atteindre pour 2020. Il permet ainsi à l’UE de rester à la pointe de la transition énergé-
tique mondiale.
Dans ce contexte de changement du mix énergétique, la problématique principale, due à
l’introduction massive des sources d’énergies renouvelables, est l’absence de solution à grande
échelle pour la gestion de leur production qui est variable et difficilement prévisible. Sans une ges-
tion optimisée, cette variabilité, essentiellement due aux conditions météorologiques, peut fra-
giliser le réseau électrique en rendant difficile le maintien de la qualité de service de l’énergie
électrique (tension, fréquence, forme d’onde, faible taux d’harmonique). L’introduction des éner-
gies renouvelables implique donc la mise en œuvre de solutions pour gérer efficacement les flux
d’énergie en fonctiondes conditionsmétéorologiques, des habitudes de consommation, de l’éner-
gie disponible dans les éléments de stockage et des prévisions de charge sur le réseau de distribu-
tion et de transport.
Une réflexion globale a lieu actuellement sur l’insertion des énergies renouvelables à grande
échelle. Il apparaît que les réseaux actuels doivent devenir plus réactifs et plus contrôlés pour être,
en temps réel, au plus près de la consommation demandée. En effet, l’équilibre entre l’offre et la
demande repose actuellement sur une estimation de la consommation électrique grâce aux don-
nées historiques, aux conditions climatiques et à l’ajustement permanent de la production. La ges-
tion de l’équilibre se fait actuellement de façon unidirectionnelle : du producteur au consomma-
teur.
Avec la pénétration des énergies renouvelables dans le mix énergétique, la production élec-
trique devient de plus en plus décentralisée (production locale de puissance inférieure à quelques
mégawatts) y compris à l’échelle du particulier (quelques kilowatts). Produire soi-même son élec-
tricité pour l’autoconsommer peut inciter à modérer sa consommation et/ou à consommer au
moment le plus opportun. Néanmoins, le prix de l’électricité étant actuellement inférieur au coût
de production de l’électricité d’origine renouvelable, l’autoconsommation ne peut pas se dévelop-
per sans une incitation financière complémentaire [3]. Cependant, la baisse attendue du coût de
production des énergies renouvelables décentralisées, notamment duphotovoltaïque (PV), conju-
guée avec la hausse prévisible des prix de l’électricité ouvrent la voie à un développement spon-
tané de l’autoproduction et de l’autoconsommation. Ce développement devrait être plus facile
dans le secteur tertiaire et industriel qui présente un profil de consommation qui peut coïnci-
der avec la production PV : consommation importante la journée et réduite la nuit. L’autocon-
sommation a tout de même un avenir dans le secteur du résidentiel avec le développement des
smart-grids.
3
CHAPITRE 0. INTRODUCTION GÉNÉRALE
Les smart-grids désignent des réseaux de distribution d’énergie électrique utilisant les Tech-
nologies de l’Information et de la Communication (TIC) pour optimiser la gestion de la produc-
tion, de la distribution et de la consommation. Ainsi, les smart-grids vont modifier le système ac-
tuel de fonctionnement des réseaux qui repose sur une architecture centralisée et une commu-
nication unidirectionnelle (du producteur au consommateur) en introduisant une gestion systé-
matique bidirectionnelle et intégrée à plusieurs niveaux (de la production centralisée aux pro-
ductions décentralisées). Cela permettra d’intégrer une multitude de sources d’énergie renouve-
lable, de toutes tailles, et de gérer les nouveaux usages de l’électricité tels que le stockage et les vé-
hicules électriques. De plus, les smart-grids offrent aux consommateurs des outils pour interagir
en temps réel avec le réseau permettant ainsi d’adapter la consommation à la production. Ils per-
mettront donc un meilleur ajustement entre production et consommation d’électricité tout en
prenant en compte l’intégration des énergies renouvelables.
Les bénéfices attendus de ces réseaux intelligents sont nombreux. Les smart-grids devraient
permettre la réduction des pointes de consommation, une meilleure exploitation des surproduc-
tions des fournisseurs d’énergie, une amélioration de l’efficacité énergétique et par conséquent
une diminution des émissions de gaz à effet de serre associées à la production, au transport, à
la distribution et à la consommation de l’électricité. De plus, ils amélioreront la stabilité du ré-
seau électrique notamment dans les zones fragiles telles que les extrémités du réseau de transport
(e.g. Bretagne [4, 5]) et permettront une meilleure supervision : anticipation et détection des dé-
faillances.
Le développement massif des smart-grids est soumis à la résolution de défis :
— économiques : baisse des coûts des énergies renouvelables et des systèmes de stockage de
l’énergie, développement d’un modèle économique des smart-grids...
— technologiques : mise en place des TIC sur l’ensemble de la chaîne énergétique, dévelop-
pement des systèmes de gestion de l’énergie pour une optimisation économique et énergé-
tique, amélioration de l’efficacité énergétique des équipements...
— culturels et sociétaux : changement du comportement et des habitudes, utilisation d’infor-
mations personnelles...
La dimension humaine et sociale est à ne pas négliger pour le déploiement des smart-grids. Ces
derniers nécessitent des outils tels que les compteurs intelligents qui communiquent directement
avec le gestionnaire réseau qui redirige l’information vers les fournisseurs d’énergie pour leur per-
mettre d’ajuster en temps réel la production. Par conséquent, le gestionnaire et les fournisseurs
disposent d’informations permettant d’identifier les habitudes des occupants tels que l’heure du
réveil, les différentes utilisations (télévision, machine à laver)... Ces compteurs sont parfois vu
comme une atteinte à la vie privée et sont sous étude de la Commission Nationale de l’Informa-
tique et des Libertés (CNIL) pour vérifier que les données personnelles sont traitées dans le res-
pect de la loi Informatique et Libertés [1].
Cette thèse intitulée "Réseau électrique intelligent pour les nouveaux usages" traite de l’utili-
sation et de la gestion des nouveaux usages de l’électricité. Elle est rattachée à un projet de cen-
trale photovoltaïque de 13,5 MWc qui a été présenté et retenu à l’édition 2013 de l’Appel d’Offres
(AO) national "Solaire" de la Commission de Régulation de l’Energie (CRE). Comme tout projet
présenté à cet AO, il devait être accompagné d’un volet Innovation, engageant vis-à-vis de l’État
(mécanisme d’incitation à la recherche). C’est dans ce cadre que l’on retrouve ce projet de R&D
qui porte sur les interactions entre d’une part une source de production d’origine renouvelable
(des ombrières photovoltaïques), et d’autre part un bâtiment en autoconsommation, un système
de stockage et un véhicule électrique. Ce projet s’inscrit donc pleinement dans la tendance ac-
tuelle et anticipe les futures mutations du réseau électrique en simulant et évaluant la gestion de
ces nouveaux usages de l’électricité à partir d’un démonstrateur entièrement dédié. Ce manus-
crit de thèse s’organise en quatre chapitres :
Le chapitre 1 permettra de situer le contexte de ces travaux. La première partie sera consa-
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crée à la description du réseau électrique basé actuellement sur un fonctionnement unidirection-
nel : production centralisée, transport, distribution, fourniture et consommation. Pour terminer
cette partie, nous introduirons la notion de gestion de l’équilibre de l’offre et de la demande y com-
pris les services systèmes et le mécanisme d’ajustement. La seconde partie de ce chapitre présen-
tera les principales mutations du paysage énergétique qui nécessiteront une adaptation et une
modification du réseau électrique. Nous pouvons par exemple citer les générateurs décentrali-
sés d’origine renouvelable, les systèmes de stockage de l’énergie, les véhicules électriques ou en-
core l’autoconsommation. La troisième partie introduira le concept de smart-grid avec ses objec-
tifs, ses avantages et sa structure. Les défis technologiques, économiques, réglementaires et cultu-
rels à résoudre pour le déploiementmassif des smart-grids seront également évoqués. Dans la der-
nière partie de ce chapitre, nous présenterons un état de l’art des différents projets et travaux réa-
lisés sur ce domaine et terminerons par la description des objectifs du projet "Rivesaltes-Grid".
Le chapitre 2 sera consacré au développement d’un outil de prévision très court-terme (infé-
rieure à 6 heures) de la ressource solaire qui sera ensuite utilisé pour l’optimisation de la gestion
des flux d’énergie dans le microgrid. Nous présenterons dans la première partie de ce chapitre
les caractéristiques du rayonnement solaire avec ses principales causes d’atténuation par l’atmo-
sphère. Après un état de l’art desméthodes de prévision solaire, nous détaillerons les différents tra-
vaux réalisés pour le développement de modèles de prévision solaire court-terme par images sa-
tellitaires. Dans un premier temps, ces travaux se sont basés sur l’estimation de l’irradiance sous
ciel clair. Pour cela, nous avons élaboré une méthode de détection des mesures d’irradiance cor-
respondant à un ciel clair afin d’ajuster le modèle à ces données. Ce modèle de ciel clair est en-
suite utilisé dans les algorithmes de prévision solaire. Le premier algorithme développé est basé
sur le traitement d’images satellitaires afin d’en déduire la couverture nuageuse, sa vitesse et sa di-
rection de déplacement. Les deux dernières caractéristiques sont déterminées par un algorithme
de Block Matching entre deux images successives. La prévision de la couverture nuageuse et d’ir-
radiance est ensuite estimée par extrapolation temporelle grâce au champ de vitesse des nuages.
La dernière partie de ce chapitre présentera unmodèle hybride de prévision solaire basé sur un al-
gorithme de machine learning : le Random Forest.
Le chapitre 3 sera dédié à la modélisation du micro-grid. Dans la première partie, nous pré-
senterons la structure électrique du démonstrateur comprenant le champ photovoltaïque, le sys-
tème de stockage et les charges (bâtiment, véhicule électrique, auxiliaires). Nous détaillerons éga-
lement le système de contrôle et de communication mis en place sur le microgrid. Dans la suite
de ce chapitre, nous décrirons l’ensemble desmodèles développés. Lamodélisation du champ PV
est basé sur lemodèle 1 diode. Le paramétrage dumodèle a été réalisé à partir d’un algorithme gé-
nétique en ajustant le modèle à une courbe I-V expérimentale. Nous présenterons ensuite la pré-
vision de la consommation en distinguant le bâtiment et le véhicule électrique. Deux modèles se-
ront développés pour chacun d’eux : le premier permettant d’estimer la consommation de base
et le second utilisant les mesures passées pour ré-évaluer la prévision. La dernière partie de ce
chapitre sera consacrée à la modélisation du système de stockage. Après un état de l’art des mo-
dèles existants, le modèle retenu est une estimation énergétique de l’état de charge de la batterie.
Nous avons également intégré un comptage de cycle afin d’estimer le vieillissement et la dégrada-
tion de la batterie. A l’issu de ce chapitre, le modèle complet du microgrid en y incluant la prévi-
sion de production et de consommation, aura été présenté.
Le chapitre 4 sera quant à lui consacré au dimensionnement et au développement de stratégies
de gestion dumicrogrid. Dans la première partie, nous simulerons le comportement dumicrogrid
à partir des modélisations précédentes pour différentes puissances de production / consomma-
tion / stockage afin de développer un outil d’aide au dimensionnement d’une installation en auto-
consommation. Dans la seconde partie, nous étudierons différentes stratégies de gestion des flux
énergétiques afin d’optimiser le fonctionnement dumicrogrid. L’optimisation de la gestion dumi-
crogrid est basé sur une commande prédictive par modèle, ou Model Predictive Control (MPC).
Nous évaluerons l’influence de la taille de la fenêtre d’optimisation duMPC sur la fonction objec-
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tif ainsi que celle de l’incertitude des prévisions de production et de consommation.
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1.1 Le réseau électrique actuel
1.1.1 Principe de fonctionnement
Le réseau électrique est un ensemble d’infrastructures utilisé pour acheminer l’énergie des
sites de productions vers un grand nombre d’utilisateurs finals. Le fonctionnement du réseau élec-
trique, représenté sur la figure 1.1, se caractérise par un schéma unidirectionnel de quatre grandes
étapes : la production, le transport, la distribution et la fourniture de l’électricité.
FIGURE 1.1 – Fonctionnement du réseau électrique - Source Enedis
Actuellement, la production est principalement centralisée sur quelques dizaines de sites, no-
tamment nucléaires. La production d’origine nucléaire représente 71,6 % de la production an-
nuelle française soit 529,4 TWh [61]. Le tableau 1.1 montre la répartition des différentes sources
de production d’électricité en 2017. Malgré une augmentation de production de 9 % pour le so-
laire et de 15 % pour l’éolien par rapport à 2016, leur production représente respectivement 1,7 %
et 4,5 %. La source d’origine renouvelable la plus importante reste l’hydraulique avec une produc-
tion de 53,6 TWh (10,1 %) en 2017.
TABLEAU 1.1 – Bilan électrique français 2017
Source d’énergie Énergie produite (TWh) Part de la production
Production nette 529,4 100 %
Nucléaire 379,1 71,6 %
Thermique à combustible 54,4 10,3 %
Hydraulique 53,6 10,1 %
Éolien 24,0 4,5 %
Solaire 9,2 1,7 %
Bioénergies 9,1 1,3 %
La production est ensuite acheminée au niveau national et régional par le réseau de transport
géré par RTE. Au niveau local, l’électricité est acheminée par le réseau de distribution jusqu’aux
consommateurs. Le réseau de distribution est géré à 95 % par Enedis sur le territoire français. Les
gestionnaires de transport et de distribution exercent leur activité en monopole. Le transport et
la distribution de l’électricité sont toutefois régulés par la CRE qui fixe les tarifs d’utilisation du
réseau.
La dernière étape est la fourniture de l’électricité. Depuis 2007, ce marché est totalement ou-
vert à la concurrence. Les fournisseurs d’électricité achètent l’électricité aux producteurs pour la
revendre aux utilisateurs finals, aux clients.
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1.1.2 Réseau de transport et de distribution
Le réseau électrique français est divisé en deux réseaux : le réseau de transport et le réseau de
distribution. Ces deux réseaux sont composés principalement de lignes électriques, de transfor-
mateurs, de disjoncteurs et de sectionneurs. En France, le courant transitant par les lignes élec-
triques est en courant alternatif, principalement triphasé, à 50 Hz et à différents niveaux de ten-
sion : 400 000, 225 000, 90 000, 63 000, 20 000, 400 ou 230 volts.
Le réseau de transport achemine l’électricité au niveau national par des lignes à hautes ten-
sions (≥ 63 000 V). Il est géré par RTE et représente 105 961 km de ligne et 2740 postes de transfor-
mation au 31 décembre 2017 [61]. Ces hauts niveaux de tension sont utilisés pour acheminer de
forte quantité d’énergie sur de longues distances afin de diminuer les pertes en ligne dues à l’ef-
fet Joule. La puissance des pertes Joules pour du courant alternatif triphasé est définie par l’équa-
tion 1.1.
Ppertes Joules = RI
2
= R
�
Pacheminement
U
�
3
�2 (1.1)
où R est la résistance du câble, Pacheminement la puissance transitant dans la ligne et U la tension.
Les pertes en ligne sont inversement proportionnelles à la tension au carré. Les lignes à
très haute tension sont donc utilisées pour interconnecter les régions entre elles alors que les
moyennes et basses tensions acheminement l’électricité localement jusqu’aux consommateurs fi-
nals suivant leurs besoins en puissance. Néanmoins, certaines entreprises industrielles qui ont des
besoins importants en électricité (chimie, sidérurgie, industrie du papier, ...) sont directement rac-
cordées au réseau RTE. Les élévations et abaissements de tension entre les différents niveaux du
réseau électrique sont assurés par les postes de transformations. En plus de la modification de la
tension, ces postes électriques ont une fonction de protection et d’isolement grâce aux disjonc-
teurs et sectionneurs.
Le réseau de grand transport et d’interconnexion à 400 000 volts est également utilisé pour re-
lier les réseaux nationaux des pays européens entre eux. La France possède une ou plusieurs inter-
connexions avec six pays européens : l’Espagne, l’Italie, la Suisse, l’Allemagne, la Belgique et l’An-
gleterre. L’énergie électrique échangée avec ses pays est visible sur la figure 1.2. En comparaison
avec les valeurs de production du tableau 1.1, on observe des volumes d’importation (35,6 TWh) et
d’exportation (74 TWh) très importants avec une forte utilisation de ces interconnexions. Ces der-
nières permettent notamment [7, 72] :
— de faciliter l’équilibrage des réseaux nationaux par l’entraide et par la complémentarité de
la consommation et de la production des différents pays ;
— d’augmenter la concurrence en décloisonnant les systèmes nationaux pour devenir unmar-
ché européen;
— d’intégrer plus facilement des énergies renouvelables intermittentes par le foisonnement.
1.1.3 Gestion de l’équilibre entre l’offre et la demande
Afin d’assurer la qualité, la stabilité et la sûreté du réseau électrique, il doit y avoir à chaque
instant un équilibre entre la quantité d’énergie injectée et la quantité soutirée. Cet équilibre entre
l’offre et la demande nécessite une participation et une centralisation de l’information de tous les
acteurs du marché. Cet équilibre est assuré physiquement par le gestionnaire du réseau de trans-
port RTE. Néanmoins, les responsables d’équilibre tels que les fournisseurs d’électricité, doivent
assurer l’équilibre entre leurs injections (sites de production, achats, importations) et leurs souti-
rages (sites de consommation, ventes en bourse ou à d’autres acteurs). En cas d’écart, RTE doit ga-
rantir l’équilibre mais le coût causé par ces écarts est imputé aux responsables d’équilibre.
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FIGURE 1.2 – Échanges commerciaux de l’énergie électrique - Source CRE
En cas de déséquilibre, RTE dispose de deux types d’outils (Fig. 1.3) : les services systèmes et le
mécanisme d’ajustement. Le premier cité est une réserve de puissance qui est automatiquement
activée dès qu’un déséquilibre apparaît. 2 types de services systèmes ont été définis :
— La réserve primaire qui est activée en premier lieu dans un délai d’action inférieur à 15 se-
condes. En Europe, cette réserve est d’environ 3000 MW et 600 MW en France.
— La réserve secondaire qui est activée dans un second temps dans un délai inférieur à 15
minutes. Sa capacité est comprise entre 500 et 1000 MW.
Le mécanisme d’ajustement, ou réserve tertiaire, est quant à lui un service non automatisé
dont l’activation se fait encore par téléphone. Une partie des réserves tertiaires est retenue par
RTE au cours d’appels d’offres. Elle comprend la réserve rapide, représentant 1000 MW, qui doit
être mobilisable en moins de 13 minutes et la réserve complémentaire (500 MW) en moins de 30
minutes. La contractualisation peut être réalisée soit sur une réserve de production, soit sur une
capacité d’effacement de la consommation. Des réserves tertiaires non-contractualisées peuvent
également servir à l’ajustement de l’équilibre du réseau électrique. Elles sont rémunérées unique-
ment lorsque l’offre est activée.
L’infrastructure actuel du réseau électrique doit se moderniser pour le développement mas-
sif des énergies renouvelables et l’intégration des nouveaux usages de l’électricité tels que les vé-
hicules électriques ou encore l’autoconsommation.
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FIGURE 1.3 – Réserves de puissance pour l’équilibre du réseau - Source CRE
1.2 Mutation du paysage de l’électricité
1.2.1 Contexte et enjeux climatiques
Les paquets Énergie-Climat 2020 et 2030 signés par l’Union Européenne établissent la feuille
de route pour les états membres dans la transition énergétique. Ces accords visent à lutter contre
le changement climatique, à réduire l’indépendance énergétique et les importations d’énergies
fossilesmais également à développer une nouvelle source de croissance économique et d’emplois.
Pour respecter ces accords, le gouvernement français a inscrit dans la loi en 2015, les objectifs
pour réussir la transition énergétique [42] :
— Réduction des émissions des gaz à effet de serre de 40 % pour 2030 et de 200 % pour 2050
par rapport à ceux de 1990.
— Réduction de la consommation énergétique de 20 % en 2030 et 50 % en 2050 par rapport à
celle de 2012.
— Réduction des énergies fossiles de 30 % en 2030 par rapport à 2012.
— Augmentation de la part des énergies renouvelables à 23 % dans le mix énergétique en 2020
et 32 % en 2030.
— Réduction de la part du nucléaire dans la production électrique à 50 % en 2025.
— Rénovation de l’ensemble des bâtiments à l’horizon 2050 suivant la norme "bâtiment basse
consommation".
Ces objectifs sont ambitieux et engendrent unemodification profonde dans différents secteurs
d’activités : la production d’électricité, la production de chaleur et de froid, le transport, les bâti-
ments. Afin d’atteindre l’objectif de 32 % d’énergies renouvelables dans la consommation finale
d’énergie, les énergies renouvelables devront représenter 40 % de la production d’électricité, 38 %
de la consommation de chaleur, 15 % de la consommation de carburant et 10 % de la consomma-
tion de gaz. Le Syndicat des Énergies Renouvelables (SER) affirme que ces objectifs pourront être
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atteints et même dépassés [49]. Les énergies renouvelables pourraient atteindre 54 % de la pro-
duction d’électricité, 38 % de la consommation de chaleur, 15 % de la consommation de carbu-
rant et 30 % de la consommation de gaz.
Pour parvenir à cette part importante d’énergies renouvelables dans la consommation finale
d’énergie, une multitude de sources doit être combinée. Chaque source d’énergies renouvelables
présente des avantages et inconvénients spécifiques. L’agrégation de plusieurs sources renouve-
lables permet de réduire leurs inconvénients et de tirer profil de leurs avantages respectifs. L’évo-
lution du prix mondial des sources d’origine renouvelable est visible sur la figure 1.4 issue du rap-
port de l’International Renewable Energy Agency (IRENA) [37]. Le coût actualisé de l’énergie, ou
Levelized Cost of Energy (LCOE), représenté sur la figure, symbolise le prix d’une certaine énergie
sur la durée de vie de l’équipement qui l’a produit. La partie suivante présente ces principaux gé-
nérateurs électriques d’origine renouvelable.
FIGURE 1.4 – Évolution du coût de production des énergies renouvelables - Source IRENA
1.2.2 Les générateurs d’origine renouvelable
1.2.2.1 Éolien
Les objectifs du SER à l’horizon 2030 est de 16 % pour l’éolien terrestre et de 9 % pour l’éolien
en mer dans le mix énergétique de production d’électricité. Cela correspond respectivement à
une puissance installée de 40 000 MW et de 18 000 MW. Au 31/12/2017, le parc éolien français,
uniquement terrestre, était de 13 559 MW [61].
Les éoliennes fonctionnent selon un principe simple. L’énergie du vent entraîne la rotation du
rotor constitué de pales et d’un moyeu. Le rotor est ensuite relié à un axe, appelé arbre, qui fait
tourner un alternateur pour créer de l’électricité (Fig. 1.5). Par ce principe, les éoliennes trans-
forment l’énergie cinétique du vent en énergie mécanique puis électrique. La tension en sortie
du générateur est ensuite élevée à la tension du réseau 20 000 V par le transformateur. L’électri-
cité est enfin injectée sur le réseau au niveau du poste de livraison.
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FIGURE 1.5 – Principales composantes d’une éolienne
La puissance cinétique du vent pour la surface balayée par les pales de l’éolienne est donnée
par l’équation 1.2.
Pvent =
1
2
ρSv3 (1.2)
où ρ est la masse volumique de l’air, S la surface balayée par les pales et v la vitesse du vent.
Cette énergie n’est pas totalement récupérable. Il est indispensable de conserver un écoule-
ment et donc une vitesse de vent en aval de l’éolienne. La limite de Betz (Eq. 1.3) donne la puis-
sance maximale récupérable. Elle est obtenue à une vitesse de vent en aval égale à 1/3 de la vi-
tesse en amont.
Pmax =
16
27
Pvent
=
8
27
ρSv3
(1.3)
Betz a démontré qu’une éolienne pouvait récupérer aumaximum
16
27
soit 59,3 % de l’énergie ciné-
tique du vent.
On observe à partir de l’équation 1.3 que la puissance récupérable par l’éolienne est propor-
tionnelle à la surface balayée par le rotor. Au cours de ces dernières années, la taille et la puis-
sance des éoliennes ont considérablement augmentées. La figure 1.6 illustre l’évolution des di-
mensions des éoliennes au cours du temps. Les éoliennes atteignent aujourd’hui plusieurs méga-
watts contre quelques centaines de kilowatts dans les années 90. L’augmentation de la taille du ro-
tor entraîne des défis technologiques. La masse des pales augmentant, les contraintes physiques
et mécaniques au niveau dumoyeu deviennent très importantes.
Le prix de production de l’énergie éolienne, notamment terrestre, est l’une des plus basse
des énergies renouvelables (Fig. 1.4). En 2017, il s’établissait à 0,06 USD/kWh soit environ 0,053
€/kWh. Depuis 2010, son coût à diminuer de 25 % et devrait continuer à chuter avec l’augmenta-
tion de la puissance des éoliennes. De plus, l’éolien présente le meilleur Temps de Retour Énergé-
tique (TRE) des sources de production d’électricité [39]. Le TRE correspond au rapport entre l’in-
vestissement énergétique d’une éolienne et l’énergie électrique qu’elle produit annuellement en
moyenne. L’investissement énergétique prend en compte la consommation totale d’énergie né-
cessaire à l’extraction des matériaux, la construction, le transport, la maintenance, le démantèle-
ment et le recyclage de l’éolienne. Le temps de retour énergétique pour l’éolien est compris entre
4 et 10 mois. Le TRE peut varier en fonction de la configuration du parc éolien, de l’aménage-
ment des routes à réaliser pour l’accès au site, de la distance du raccordement au réseau élec-
trique...
15
CHAPITRE 1. ÉTAT DE L’ART ET PRÉSENTATION DU PROJET RIVESALTES-GRID
FIGURE 1.6 – Évolution des dimensions des éoliennes - Source NREL
1.2.2.2 Hydroélectricité
L’hydroélectricité est actuellement la principale source de production d’électricité d’origine
renouvelable. En 2017, elle représentait 10,1 % de la production électrique pour une puissance
installée de 25 517 MW [61]. Les objectifs du SER pour 2030 sont de 27 200 MW représentant une
faible augmentation par rapport au solaire et à l’éolien.
L’hydraulique est une source de production d’électricité ancienne datant de presque 100 ans.
La loi du 16 octobre 1919 régit le développement de l’hydroélectricité qui a ensuite connu un fort
essor après la seconde guerremondiale. Les installations hydrauliques ont déjà atteint 70%du po-
tentiel hydroélectrique techniquement exploitable en France [50]. L’objectif d’augmentation de la
puissance installée des centrales hydrauliques nécessite le développement de la petite hydroélec-
tricité (< 10 MW) et l’amélioration de la capacité des installations existantes.
Les centrales hydrauliques exploitent l’énergie potentielle de pesanteur et l’énergie cinétique
des flux d’eau (fleuves, rivières, chutes d’eau, etc.) pour produire de l’électricité. L’énergie ciné-
tique de l’eau est transformée en énergie mécanique par une turbine puis en énergie électrique
par un alternateur. Le type de turbine utilisé est fonction des caractéristiques (débit et hauteur
de chute) de la centrale de production (Fig. 1.7). Les centrales hydrauliques peuvent être clas-
sées en trois catégories :
— Les centrales de lac ou de haute chute, situées en haute montagne, sont caractérisées par
une hauteur de chute très importante (> 300 m) et un débit d’eau faible. Un barrage retient
l’écoulement de l’eau afin de former un lac de retenue. Ce dernier est rempli par les torrents
et la fonte des neiges. L’eau stockée est ensuite relâchée en contrebas du barrage pour être
turbinée. Les centrales de lac utilisent des turbines de type Pelton.
— Les centrales d’éclusée ou de moyenne chute, situées en moyenne montagne ou dans les
fleuves à forte pente, sont caractérisées par un débit d’eau moyen et une hauteur de chute
comprise entre 50 et 300 mètres. Tout comme les centrales de lac, les centrales d’éclusée
retiennent l’eau dans un bassin de retenue pour créer une hauteur de chute. Elles utilisent
ensuite des turbines de type Francis pour produire l’électricité.
— Les centrales au fil de l’eau ou de faible chute sont installées le long des fleuves et des
grandes rivières. Elles sont caractérisées par un débit très fort où la production d’électri-
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FIGURE 1.7 – Turbine hydraulique utilisée en fonction du débit et de la hauteur de chute d’eau
cité se fait en temps réel sans retenue d’eau. Ces centrales hydrauliques utilisent des tur-
bines de type Kaplan.
La France compte environ 2 300 installations hydroélectrique [17]. Plus de 90 % de ces cen-
trales sont des centrales au fil de l’eau. Ces dernières sont principalement des petites centrales hy-
drauliques (inférieures à 10 MW) et représentent un total de 7 500 MW soit 30 % de la puissance
hydraulique installée. Les centrales de lac et d’éclusée sont des installations de plusieurs dizaines
voire même centaines de mégawatts. Par exemple, l’usine hydraulique du barrage de Grand Mai-
son représente à elle seule une puissance installée de 1 800 MW, soit la plus grande de France.
Certaines de ces centrales sont des Stations de Transfert d’Énergie par Pompage (STEP). Elles
sont équipées d’un dispositif réversible pouvant aussi bien fonctionner comme pompe ou turbine
entre deux retenues d’eau. Les STEP permettent d’ajuster l’équilibrage du réseau :
— Lorsque la demande électrique est importante, l’eau du bassin supérieur est turbinée pour
produire de l’électricité.
— Lorsque l’électricité est bon marché, l’eau du bassin inférieur est pompée pour remplir le
bassin supérieur.
La centrale de Grand Maison est une usine de pompage-turbinage utilisant le barrage de
Grand Maison comme bassin supérieur et le barrage du Verney comme bassin inférieur. Le dé-
nivelé entre ces deux retenues représente une hauteur de chute d’eau de 925 m. Cette STEP est la
plus importante d’Europe et la 7ième au rang mondial.
Actuellement les STEP ne peuvent pas vraiment être considérées comme source d’énergie re-
nouvelable. En effet, l’électricité utilisée pour remonter l’eau est majoritairement d’origine nu-
cléaire. Néanmoins, avec l’augmentation des énergies renouvelables dans le mix de production
d’électricité, les STEP deviennent par conséquent unmoyen de stockage et production de plus en
plus renouvelable.
1.2.2.3 Solaire
Généralités
La principale technologie solaire pour la production d’électricité est le solaire photovoltaïque.
Fin 2017, la puissance PV installée était de 7 660 MW. Les objectifs 2030 donnés par le SER pour
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cette technologie est de 52 000 MW contre 200 MW pour le solaire thermodynamique [49]. La
technologie photovoltaïque présente de nombreux avantages par rapport aux autres technologies
solaires [41] :
— Le silicium qui constitue la plupart des cellules photovoltaïques, est unmatériau abondant ;
— Le coût de production de l’énergie est faible ;
— Les frais de maintenance sont très faibles ;
— L’installation est facile et peut se faire en toiture, en ombrière ou au sol ;
— La production d’électricité est décentralisée, raccordée ou non au réseau électrique et à dif-
férentes échelles : de quelques kilowatts à plusieurs mégawatts voire centaines de méga-
watts.
— Contrairement au solaire thermodynamique, le photovoltaïque ne consomme pas d’eau.
L’effet photovoltaïque est le phénomène qui convertit directement la lumière solaire en élec-
tricité à partir de matériaux semi-conducteurs. Il a été observé pour la première fois en 1839 par
un physicien français, Edmond Becquerel [35]. En 1954, les scientifiques du laboratoire Bell Te-
lephone ont découvert que le silicium créait une charge électrique lorsqu’il était exposé au so-
leil. Ils ont alors abouti à une cellule PV avec un rendement de 4 %. Ils ont ensuite obtenu des ren-
dements de plus en plus élevés passant à 6 % puis 11 %. Les premières applications des cellules
PV ont eu lieu dans le domaine du spatial dans les années 50-60. C’est seulement dans les an-
nées 70, avec la baisse des coûts de fabrication que les applications se développent sur Terre, no-
tamment pour l’alimentation des sites isolés.
Fonctionnement d’une cellule PV
La conversion de l’énergie lumineuse en énergie électrique repose sur l’effet photovoltaïque
qui se produit lorsque desmatériaux semi-conducteurs sont exposés à la lumière solaire. La cellule
PV est réalisée à partir de deux couches dematériaux semi-conducteurs. Le siliciumest lematériau
semi-conducteur le plus utilisé pour la construction de la cellule photovoltaïque; plus de 90% des
modules PV fabriqués l’utilisent. L’atome de silicium possède 14 électrons dont 4 sur la couche
électronique externe. Lors de la cristallisation du silicium, ces 4 électrons sont mis en commun
avec ceux des atomes voisins pour former des liaisons covalentes. Chaque atome de silicum est
donc lié à 4 atomes qui forment un tétraèdre.
Afin de changer les propriétés électriques et notamment la conductivité du réseau cristallin de
silicium, ce dernier est dopé. Cela correspond à introduire une petite quantité d’impuretés dans
le matériau. Le dopage peut être de deux types :
— Le dopage de type N (Négatif) vise à augmenter la densité d’électrons (de la couche électro-
nique externe) dans le cristal. Pour cela, il faut introduire dans le réseau cristallin des atomes
possédant un électron de plus sur la couche externe que le silicium tel que le phosphore qui
en possède 5 sur ses 15 électrons. Parmi ces 5 électrons, 4 sont utilisés pour créer des liai-
sons covalentes et le dernier est libre (Fig. 1.8a).
— Le dopage de type P (Positif) vise à diminuer la densité d’électrons dans le cristal. A l’inverse
du dopage N, l’atome introduit doit posséder un électron de moins que le silicium sur la
couche externe tel que le bore. Les 3 électrons de la couche externe sont utilisés pour créer
des liaisons covalentes laissant un trou libre (Fig. 1.8b).
La mise en contact de ces deux couches, l’une dopée N et l’autre dopée P, crée ainsi une jonc-
tion PN (Fig. 1.9). A proximité de la jonction, les électrons libres coté N passent coté P pour se
recombiner avec les trous. Par conséquent une charge électrique négative se crée coté P et une
charge positive coté N. La zone où se produit ce phénomène est appelée zone de charge d’es-
pace ou zone de déplétion. La différence de potentiel entre les deux zones chargées électrique-
ment crée un champ électrique orienté de N vers P qui compense le phénomène de diffusion per-
mettant ainsi de maintenir la séparation des électrons coté N et des trous coté P. Ce champ élec-
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(a) Dopage de type N (b) Dopage de type P
FIGURE 1.8 – Réseau cristallin du silicium avec dopage
FIGURE 1.9 – Jonction PN
trique ne permet le passage du courant que dans un sens : les électrons peuvent passer de P vers
N, et les trous de N vers P mais pas dans le sens inverse.
De ce fait, lorsque la zone dopée N est exposée au rayonnement lumineux et que le photon a
l’énergie suffisante pour faire passer un électron de la bande de valence à la bande de conduction,
il se forme une paire "électron-trou". Dans le cas du silicium, l’énergie entre les deux bandes, ap-
pelée énergie de gap, est de 1,12 eV. Sous l’effet du champ électrique, les électrons/trous formés
se déplacent respectivement à l’extrémité de la zone N et de la zone P. Les électrodes avant (né-
gative) et arrière (positive) permettent de collecter les porteurs. Lorsque celles-ci sont reliés par
un conducteur, les électrons se déplacent de la cathode à l’anode créant ainsi un courant élec-
trique. Dans le cas d’une cellule PV au silicium, la tension en circuit ouvert est d’environ 0,6 V.
Rendement et coût du solaire photovoltaïque
Les puissances demandées par les charges électriques nécessitent des tensions et des courants
supérieurs à ceux délivrés par les cellules PV. C’est pourquoi les cellules sont assemblées en série
afin de former un panneau photovoltaïque. Les panneaux sont à leur tour associés en série pour
former des strings (ou chaînes) puis en parallèle pour former un champ photovoltaïque pouvant
atteindre plusieurs mégawatts.
L’augmentationdu rendement des cellules PV ainsi que la baisse de leur coût de production ex-
plique le fort essor de cette technologie. La figure 1.10 illustre l’évolution des rendements des cel-
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FIGURE 1.10 – Évolution des rendements des cellules photovoltaïques - Source NREL
lules photovoltaïques pour différentes technologies. Les cellules les plus répandues, c’est-à-dire
mono et poly-cristallin, atteignent respectivement des rendements de 25,3 et 21,9 % en labora-
toire. Les cellules multi-jonctions permettant de capter une plus grande part de l’énergie solaire
en combinant différentes énergies de gap obtiennent des rendements jusqu’à 46,0 %.Malgré l’uti-
lisation de concentrateurs tels que les lentilles de Fresnel, pour concentrer le rayonnement so-
laire à plusieurs centaines de soleil et ainsi réduire la surface de la cellule multi-jonctions, le coût
de cette dernière reste très important.
Lamaturité de lafilière siliciumcombinée à la baisse importante du LCOE renddifficile l’émer-
gence du solaire à concentration avec cellules à multi-jonctions. La figure 1.4 montre une dimi-
nution du coût du solaire photovoltaïque de 0,36 USD/kWh en 2010 à 0,10 USD/kWh en 2017 (≈
0,088 €/kWh). Ces chiffresmondiaux ne tiennent compte que des installations d’une puissance su-
périeure à 1 MW. Le dernier appel d’offre de la CRE portant sur les installations photovoltaïques
de plus de 500 kWc, a même obtenu un prix moyen record de 0,052 €/kWh pour les centrales au
sol entre 5 et 30 MWc [40] se rapprochant ainsi du prix de marché de l’électricité (moyenne an-
nuelle de 44,97 €/MWh en 2017 [20]).
1.2.2.4 Biomasse
La biomasse est une source d’énergie pouvant répondre aux enjeux de production de chaleur,
de production d’électricité et de transport avec les biocarburants. Elle a déjà une part importante
dans la consommation finale de chaleur grâce notamment au bois domestique et aux chaudières
à bois collectives. La biomasse est également utilisée pour la production d’électricité et sa part
pourrait atteindre 2,4 % en 2030 [49] en combinant le biogaz et le bois.
L’électricité est produite grâce à la chaleur issue de la combustion de matières tels que le bois,
les déchets agricoles ou les ordures ménagères organiques, ou du biogaz issu de la méthanisation
de ces matières. L’énergie biomasse possède un bilan carbone nul puisque le CO2 dégagé au mo-
ment de la combustion correspond à la quantité absorbée par les végétaux au cours de leur vie
pour leur croissance.
La production d’électricité par la combustion directe de la biomasse et notamment du bois
devrait continuer à se développer. Pour considérer le bois comme une source d’énergie renouve-
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lable, cette ressource ne doit pas s’amoindrir au cours des années. En France, le bois présente en-
core un fort potentiel de développement [1, 27]. Chaque année, la forêt continue de s’agrandir.
La consommation de bois peut être doublée sans entraîner une réduction de la superficie des fo-
rêts françaises.
La seconde source d’électricité par la biomasse est la combustion d’un biogaz issu de la mé-
thanisation de déchets organiquesménagers, agricoles (fumier, lisier, paille) ou industriels (huiles
alimentaires). Elle permet de valoriser l’énergie des déchets qui auraient été jetés en décharge ou
étendus sur les terres agricoles.
Les turbines à vapeur et les turbines à gaz sont utilisées pour convertir l’énergie de combus-
tion en énergiemécanique. Cette dernière est ensuite transformée en énergie électrique par un al-
ternateur. Le rendement des turbines à vapeur et à gaz sont faibles, respectivement d’environ 20
et 25 %. Afin d’augmenter la rentabilité de l’installation, des systèmes de cogénération sont instal-
lés. Ils permettent de combiner la production d’électricité et de chaleur. La chaleur initialement re-
jetée dans les fumées est utilisée pour alimenter des réseaux de chaleur. Ces installations en cogé-
nération atteignent des rendements globaux d’environ 80 % : 20 % en puissance électrique et 60%
en puissance thermique.
En plus d’être renouvelable, la production d’électricité par la biomasse présente l’avantage de
ne pas être soumise aux aléas climatiques. La production est stable et peut être ajustée en fonction
des besoins.
1.2.3 Les systèmes de stockage de l’énergie
Comme nous l’avons vu précédemment, la production d’électricité est en forte évolution avec
le développement massif des énergies renouvelables. Certaines de ces énergies comme l’éolien et
le solaire, possèdent une production variable et intermittente en fonction des conditions clima-
tiques. Malgré le couplage de plusieurs sources renouvelables réduisant ainsi la variabilité de pro-
duction, l’équilibrage entre l’offre et la demande y est impacté. Les interconnexions avec les ré-
seaux nationaux de l’UE et la capacité importante de stockage des STEP permettent aujourd’hui
d’assurer un équilibrage global du réseau électrique. Tant que le taux de pénétration des produc-
tions intermittentes reste inférieur à 30%, le réseau actuel peut le prendre en charge [9]. A l’échelle
européenne, les variations de la production des éoliennes sont fortement atténuées [4]. Le réseau
électrique européen peut limiter les fluctuations de production des énergies renouvelables par ef-
fet tampon. En effet, les conditions météorologiques ne sont pas identiques sur toute l’Europe et
permettent de se compenser. Néanmoins, pour un taux d’énergie renouvelable de 60 % dont 40
% de production variable, des centrales thermiques et hydrauliques sont nécessaires pour assu-
rer la sécurité de l’approvisionnement.
Pour réduire l’impact de l’intermittence du solaire et de l’éolien sur le réseau électrique, no-
tamment au niveau local, les systèmes de stockage de l’énergie doivent se développer. Les avan-
tages du stockage pour le réseau électrique sont :
— Le stockage du surplus de production électrique afin de garantir l’équilibre ;
— La sécurité de l’approvisionnement grâce à une capacité de démarrage rapide;
— Le lissage de la charge pour soulager le réseau pendant les pics de consommation;
— Le maintien de la qualité d’alimentation par une aide à la régulation de la tension et de la
fréquence du réseau.
Les technologies de stockages de l’électricité peuvent se différencier en 5 grandes catégories :
— Mécanique : STEP, Air comprimé, ou Compressed Air Energy Storage (CAES), volants d’iner-
tie ;
— Électrochimique : piles, batteries, supercondensateur ;
— Chimique : hydrogène;
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— Électromagnétique : supraconducteur ;
— Thermique : chaleur sensible ou latente.
Actuellement les STEP représentent la quasi-totalité (99%) de la puissance de stockage d’éner-
gie dans le monde [14]. Néanmoins, la construction de barrages hydrauliques a de forts impacts
sur la faune et la flore, et peut également entraîner la migration forcée de la population locale
comme pour le très controversé barrage des Trois Gorges [54]. D’autres systèmes de stockage
doivent se développer pour réduire cet impact sur l’environnement. Les technologies de stockage
listées précédemment présentent des avantages et inconvénients qui leur sont propres. Les plages
de fonctionnement de chacune d’elle sont visibles sur la figure 1.11.
FIGURE 1.11 – Les technologies de stockage en fonction de leur capacité et de leur autonomie - Source [75]
Les supercondensateurs et les volants d’inertie ont une faible capacité énergétique et un temps
de décharge à puissance nominale très court. Ils peuvent par contre délivrer de fort appel de puis-
sance. Ils sont donc adaptés pour des applications de haute puissance comme la stabilité de la
qualité du réseau électrique avec la régulation en fréquence et en tension.
Au contraire, les technologies "Power-to-Gas" sont caractérisées par une capacité énergétique
très élevée et d’un temps de décharge plus long. Ces technologies, au stade de recherche et déve-
loppement, pourront servir à un stockage saisonnier de quelques semaines à plusieurs mois [5]
permettant ainsi de fournir de l’électricité durant les périodes où la production éolienne et solaire
est faible [28, 32]. Les technologies à hydrogène utilisent l’électricité pour décomposer l’eau en di-
oxygène et en dihydrogène grâce à un électrolyseur. L’hydrogène peut être stocké localement, in-
jecté directement dans le réseau de gaz ou utilisé pour produire du méthane par méthanation
avant d’être injecté. Le méthane est moins inflammable et donc moins dangereux que le dihydro-
gène. Les piles à combustible et les centrales à gaz (hydrogène ou méthane) sont les moyens per-
mettant de retransformer l’énergie en électricité. Le vecteur hydrogène a un fort potentiel puis-
qu’il peut également être utilisé pour la mobilité et la production de chaleur.
Le stockage par compression d’air utilise l’électricité pour alimenter un système qui comprime
l’air présent dans un réservoir naturel ou artificiel. La récupération de cette énergie s’effectue par
détente de l’air dans une turbine qui entraîne un alternateur pour produire de l’électricité. Cette
technologie ainsi que les STEP sont adaptées pour une gestion de l’énergie sur plusieurs heures
voire quelques jours.
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Les technologies les plus prometteuses à court-termepour le stockage de l’énergie sont les bat-
teries et notamment les batteries lithium-ion [66]. Elles se développent massivement dans le do-
maine de la mobilité et du stockage stationnaire des énergies renouvelables grâce à leurs caracté-
ristiques [13, 64] : haute densité énergétique, rendement élevé, durée de vie et cyclage importants.
Néanmoins, l’extraction et le recyclage du lithium sont assez controversés. Aujourd’hui, l’extrac-
tion du lithium se fait à 80% à partir de saumure et 20% à partir de minéraux (spodumène, péla-
lite, lépidolite) [31]. L’extraction à partir de minéraux a un fort impact sur l’environnement [16] :
— Consommation importante d’énergie fossile et d’eau douce;
— Utilisation de produits chimiques toxiques ;
— Pollution des sols et des eaux;
— Pluies acides dues aux rejets de gaz toxiques dans l’atmosphère.
Malgré un impact moins important sur l’environnement, l’extraction du lithium par la saumure
n’est pas pour autant verte [16, 69] :
— Consommation d’énergie fossile pour le pompage de la saumure;
— Procédé physico-chimique par des solvants pouvant être toxiques pour l’environnement,
dans le cas ou l’évaporation solaire n’est pas suffisante ;
— Consommation importante en eau douce;
— Nécessite de grandes étendues pour l’étape d’évaporation causant des impacts sur la faune
et la flore.
Afin de répondre à cette problématique environnementale de l’extraction du lithium, d’autres
technologies de batteries sont en cours de recherche, de développement ou d’industrialisation.
Nous pouvons par exemple citer les batteries au sodium [15] ou encore au magnésium [59, 62].
Pour être totalement adoptées dans le stockage des énergies renouvelables, le coût des batte-
ries doit encore diminuer et la filière de recyclage se développer. Aujourd’hui, le recyclage du li-
thium est presque inexistant. Cela devrait changer avec l’obligation législative de recycler le li-
thium pour les fabricants de véhicules électriques [31]. L’une des premières réutilisations des bat-
teries en fin de vie issue de la mobilité est les batteries stationnaires. En effet, malgré une perte
de puissance due à l’appel de fort courant lors des accélérations, ces batteries gardent des carac-
téristiques suffisantes pour le stockage des énergies renouvelables. Par conséquent, l’augmenta-
tion du parc de véhicules électriques et la production de masse des batteries devraient entraî-
ner une baisse de leur coût. Les batteries ont également l’avantage d’avoir des applications va-
riées :
— Stabilité de la qualité du réseau électrique par régulation de fréquence et de tension;
— Support au réseau de distribution par effacement des pics de consommation;
— Gestion de l’énergie sur quelques heures.
1.2.4 Les véhicules électriques
1.2.4.1 Le marché des VE
Comme le développement des générateurs distribués d’origines renouvelables et des systèmes
de stockage de l’énergie, l’augmentation du nombre de véhicules électriques nécessite une adap-
tation du fonctionnement du réseau. L’ensemble des scénarii étudiés par RTE sur les évolutions
possibles du mix énergétique à l’horizon 2035 considère une consommation électrique stable
voire même à la baisse malgré l’augmentation des VE dans le parc automobile français [60]. Cela
s’explique par l’amélioration de l’efficacité énergétique. La règlementation thermique permet de
réduire la consommation en chauffage et donc en électricité. L’ensemble des équipements élec-
triques (congélateur, lave-linge, téléviseur, ordinateur, climatiseur, ...) devrait également être plus
performant et ainsi consommer moins.
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Pour réduire la dépendance de la mobilité aux énergies fossiles, les véhicules électriques se
présentent comme une solution prometteuse. En 2017, les ventes de VE en France ont atteint plus
de 30 000 unités représentant une hausse de 14 % par rapport à 2016. Par comparaison, la vente
de voitures diesel et essence est de plus de 2 millions en 2017. La part des VE dans la vente de
véhicules neufs représente actuellement moins de 1,5 %.
Selon l’étude de Bloomberg New Energy Finance [71], d’autres réductions importantes des
prix des batteries sont à prévoir favorisant ainsi le développement des VE. Le coût des batteries
lithium-ion a déjà chuté de 1000 $/kWh à 350 $/kWh entre 2010 et 2015 et devrait atteindre 100
$/kWh à l’horizon 2030. Grâce à cette baisse, les véhicules électriques pourraient être plus écono-
miques, en calculant le coût global (investissement, carburant, entretien, ...), que les voitures es-
sence ou diesel dès 2022. La figure 1.12 montre l’estimation de l’évolution du marché mondial
des VE. L’étude prévoit que les ventes de véhicules électriques atteindront 41 millions d’unités en
2040, soit 35 % des ventes de véhicules neufs.
FIGURE 1.12 – Évolution de la part des VE dans la vente des véhicules neufs
Tant que le coût reste supérieur à celui des voitures conventionnelles, le marché des véhicules
électriques dépend fortement des incitations gouvernementales et des personnes souhaitant tes-
ter de nouvelles technologies ou réduire leurs émissions de gaz à effet de serre.
1.2.4.2 Vehicle-to-grid
90 % des voitures sont utilisées quotidiennement pour de petits trajets et restent garées plus
de 22 h par jour [33]. Avec l’accroissement de la part des véhicules électriques dans le parc au-
tomobile, ces véhicules représenteront une capacité importante de stockage de l’énergie. Le prin-
cipe deVehicle-to-grid (V2G) a pour objectif de réduire la variabilité de production des énergies re-
nouvelables grâce à leur capacité de stockage. Cette technologie est un concept de charge bidirec-
tionnelle [47] (Fig. 1.13). Les batteries des VE en stationnement stockeraient la production d’élec-
tricité lorsque celle-ci est supérieure à la demande et se déchargeraient sur le réseau lors des pics
de consommation.
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FIGURE 1.13 – Principe du fonctionnement des V2G
Les V2G ont pour vocation à offrir des bénéfices dans le domaine du transport mais égale-
ment pour le réseau électrique. Le transport serait moins dépendant au pétrole et moins polluant.
Les V2G pourraient aider à la stabilité de la qualité du réseau électrique par régulation de fré-
quence et de tension [6] et être un support au réseau de distribution par effacement des pics de
consommation. Néanmoins, de nombreux obstacles techniques, économiques, politiques, et so-
ciaux bloquent le développement à grande échelle de cette technologie [45, 67, 68] :
— Les obstacles techniques pour l’intégration des VE au réseau électrique ont pour la plupart
été surmontés. Le fonctionnement bidirectionnel de véhicules électriques et de bornes de
recharge a été démontré. Néanmoins, des obstacles technologiques restent à résoudre pour
le déploiement des V2G telles que le coût de production des VE, leur autonomie, la durée de
vie des batteries, la durée et l’efficacité de la recharge.
— Les propriétaires des V2G doivent trouver un intérêt financier àmettre à disposition leur vé-
hicule pour l’aide au réseau. La rémunération doit notamment prendre en compte le coût
engendré par la dégradation de la batterie lors de son utilisation. Les V2G qui fournissent
des services au réseau électrique doivent être rémunérés pour leurs services. La rémuné-
ration peut se faire sur l’énergie prélevée au véhicule et/ou sur la disponibilité de la bat-
terie prenant en compte la puissance offerte et la durée de mise à disposition. Il a été dé-
montré [38] que les services systèmes les plus rentables sont ceux qui rémunèrent la dispo-
nibilité de puissance et non l’énergie utilisée, et ceux qui sollicitent peu d’énergie mais re-
quièrent un temps de mise en route très court. Un cas d’application serait la régulation en
fréquence du réseau qui nécessite une grande réactivité et une forte puissance. Les agréga-
teurs d’effacement participant à la gestion de l’équilibre entre l’offre et la demande (cf. par-
tie 1.1.3) pourraient utiliser les V2G comme source d’ajustement.
— Les V2G sont desmoyens de stockage diffus avec individuellement de faible capacité d’éner-
gie. Pour gérer le réglage en fréquence et réduire les pics de consommations, l’ensemble des
bornes de recharge et véhicules électriques doivent échanger des informations avec le ré-
seau. Les technologies de l’information et de la communication sont prépondérant pour
acheminer, traiter et exploiter l’ensemble des mesures et informations provenant des V2G.
Les agrégateurs d’effacement pourraient jouer le rôle de centralisation des informations. Ils
collecteraient l’ensemble des données et dialogueraient ensuite avec le gestionnaire du ré-
seau de transport pour proposer des offres d’effacement ou de production.
— Le déploiement des V2G nécessite l’acceptation par les utilisateurs d’une récupération d’in-
formations telles que leurs usages du véhicule et que des tierces personnes (agrégateur, ges-
tionnaire de réseau) puissent contrôler les moments de charge et de décharge.
— La technologie V2G devra tenir compte des usages du véhicule afin d’éviter que la batterie
ne soit déchargée aumoment où l’utilisateur en a besoin. Des algorithmes d’intelligence ar-
tificiel pourront par exemple être utilisés pour estimer les besoins du VE à partir de don-
nées historiques. En cas de changement des horaires d’utilisation du véhicule ou de dépla-
cements plus longs que la normale, l’utilisateur pourra en informer la borne de recharge,
soit directement par une interface sur cette dernière, soit au travers d’une application web.
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1.2.5 L’autoconsommation
Grâce à la réglementation thermique 2012, à la baisse du coût des énergies renouvelables et
aux incitations financières proposées par l’État, les installations photovoltaïques pour particuliers
se développent.
La RT2012 impose la mise en place d’au minimum une installation d’énergie renouvelable
pour les nouvelles constructions de maison individuelle. Cette installation peut concerner la pro-
duction de chaleur (chaudière bois, pompe à chaleur, raccordement à un réseau de chaleur, géo-
thermie), d’eau chaude sanitaire (chauffe-eau thermodynamique, solaire thermique) et/ou d’élec-
tricité (solaire photovoltaïque, mini-éolienne).
Afin de soutenir le développement des systèmes photovoltaïques de petite taille (quelques ki-
lowatts ou dizaines de kilowatts), l’État a mis en place un mécanisme d’obligations d’achat. EDF
doit racheter l’électricité solaire produite par ces installations en revente totale ou en revente du
surplus, dont le prix est fixé par la Commission de Régulation de l’Énergie. Le prix varie trimes-
triellement et dépend du type d’installation et de sa puissance crête. Le tableau 1.2 montre les dif-
férents prix de rachat pour la période du 1er juillet au 30 septembre 2018.
TABLEAU 1.2 – Prix de rachat de l’électricité
Type d’installation Puissance (kWc) Tarifs (c€/kWh)
Intégration au bâti
≤ 3 19,30
≤ 9 16,52
Intégration simplifié au bâti
≤ 3 18,55
≤ 9 15,77
Non intégré au bâti
≤ 36 12,07
≤ 100 11,25
Lors de l’intégration au bâti, les panneaux photovoltaïques remplacent les tuiles contraire-
ment à l’intégration simplifiée où ils sont installés au-dessus de la toiture. Dans le premier cas,
les joints entre les panneaux doivent donc assurer l’étanchéité de la toiture. Ce type d’installa-
tion a connu de nombreux problèmes d’étanchéité liés à l’usure des matériaux soumis aux varia-
tions de température et aux intempéries. L’État a décidé de réduire progressivement la prime d’in-
tégration au bâti qui est actuellement de 0,75 c€/kWh. Après le 30 septembre 2018, elle seramême
totalement supprimée.
Malgré une diminution régulière du tarif de rachat due notamment à la baisse du coût des pan-
neaux photovoltaïques, il reste encore éloigné du prix de marché de l’électricité (4,5 c€/kWh en
2017). Les subventions sont donc pour l’instant indispensables pour soutenir le développement
des installations photovoltaïques inférieures à 100 kWc. Ce système a un effet néfaste sur l’auto-
consommation et l’un des principes des énergies renouvelables qui visent à produire sa propre
électricité pour alimenter partiellement ou totalement les besoins de sa maison. En effet, le prix
de rachat incite financièrement le propriétaire de l’installation à vendre la totalité de l’énergie pro-
duite plutôt que d’en consommer une partie sur site.
C’est uniquement depuis l’arrêté du 9 mai 2017 [43] que ce problème est traité. Il y a désor-
mais une prime lorsque l’installation est destinée à l’autoconsommation. Elle s’élève à 390 €/kWc
installé pour les installations inférieures à 3 kWc. Elle diminue ensuite à 290, 190 et 90 €/kWc pour
les installations respectivement inférieures à 9, 36 et 100 kWc. Dans le cas où les besoins élec-
triques de l’habitation sont inférieurs à la production, le surplus peut être revendu au prix de 10
c€/kWh pour les systèmes inférieurs à 9 kWc et à 6 c€/kWh pour ceux supérieurs.
Pour être plus efficace, les installations en autoconsommation peuvent intégrer un système
de stockage tel que les batteries lithium-ion. Les batteries stockent le surplus de production pour
ensuite restituer l’énergie aux moments où la production est insuffisante. De tels systèmes per-
mettent d’obtenir dans certaines configurations, une autonomie totale en électricité. Néanmoins,
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le coût du système de stockage est encore trop élevé pour le déploiement massif de ces installa-
tions dans les foyers. Dans certains cas comme l’alimentation électrique des sites isolés, ces instal-
lations restent tout demême intéressantes et peuvent remplacer les systèmes de production chers
et polluants tels que les groupes électrogènes.
1.3 Le concept de Smart Grid
1.3.1 Définition et objectifs
Avec la mutation du paysage énergétique vue au cours de la section 1.2, le réseau électrique
actuel a besoin de se moderniser. Sans une évolution, certains processus du fonctionnement du
réseau seront désuets tels que la gestion unidirectionnelle d’une production centralisée à une
consommation non contrôlable. Le réseau électrique doit devenir plus flexible, plus efficace et
plus intelligent pour corriger ses lacunes. Le concept de smart-grid est un principe de fonctionne-
ment du réseau très prometteur.
Le concept de smart-grid a été défini par de nombreux auteurs et organisations [26, 29, 65].
La variété des éléments pouvant constitués un smart-grid entraîne des différences dans la défini-
tion du concept. Néanmoins, une ligne commune s’en dégage. Les smart-grids désignent des ré-
seaux électriques basés sur les technologies de l’information et de la communication pour amé-
liorer la gestion et l’efficacité de la production, du transport, de la distribution et de la consom-
mation. Ils permettront d’intégrer efficacement les générateurs distribués d’origine renouvelable
en prenant en compte leur intermittence et leur variabilité. Les nouvelles TIC sont au cœur du
concept des smart-grids. Elles permettront une communication bidirectionnelle entre les ges-
tionnaires de réseau, les producteurs et les consommateurs. Les smart-grids combineront un en-
semble de techniques de l’informatique, de la domotique, de l’automatisme, d’Internet, des télé-
communications, de contrôle, ... pour répondre numériquement et instantanément à tout chan-
gement pouvant intervenir sur le réseau électrique.
Les bénéfices attendus du déploiement des smart-grids sont nombreux. Les réseaux intelli-
gents doivent permettre de :
— optimiser l’insertion de la production décentralisée d’origine renouvelable ;
— gérer des sources variées de production, stockage et consommation;
— augmenter l’efficacité énergétique du réseau;
— réduire les problèmes dus à la variabilité de la production;
— éviter la construction et le renforcement de lignes électriques coûteuses ;
— minimiser les pertes en ligne;
— améliorer la gestion de l’offre et de la demande
— diminuer les pics de consommation par l’asservissement d’une partie de la consommation
pour l’adapter à la production.
1.3.2 Comparaison avec le réseau conventionnel
Les caractéristiques et les propriétés principales du réseau électrique actuel vont devenir ob-
solètes et sont sujets à être modifiées. Le tableau 1.3 montre la comparaison entre le réseau élec-
trique actuel et les smart-grids [19, 25, 26, 76].
En résumé, les smart-grids moderniseront le système de transport et de distribution de l’élec-
tricité afin de garantir une infrastructure électrique fiable et sécurisée capable de répondre aux
modifications des usages de l’électricité.
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TABLEAU 1.3 – Différences de caractéristiques entre le réseau conventionnel et les smart-grids
Caractéristiques Réseau actuel Smart-grid
Technologie Analogique Numérique
Production Centralisée Distribuée
Distribution et Commu-
nication
Unidirectionnelle Bidirectionnelle
Supervision Quelques capteurs Nombreux capteurs
Intervention Manuelle Adaptative
Participation des
consommateurs
Faible "Consomm’Acteur" [8]
Contrôle Limité Omniprésent
Ils sont basés sur une utilisation accrue des technologies du numérique et de contrôle pour
améliorer la fiabilité, la sécurité et l’efficacité du réseau électrique. Le développement des outils
de gestion et de contrôle de l’énergie permet l’augmentation des sources de production propres et
décentralisées. Actuellement, le fonctionnement centralisé nécessite l’acheminement de l’électri-
cité sur de longues distances. Les pertes en ligne sur le réseau de transport RTE sont estimées à 2,5
% soit environ 11,5 TWh/an. Par comparaison, ces pertes sont supérieures à la production d’élec-
tricité issue des installations photovoltaïques en 2017 (cf. tableau 1.1).
Les communications accrues et bidirectionnelles entre les équipements intelligents et les dif-
férents acteurs de l’électricité, facilitent la supervision, le contrôle et l’autorégulation. Actuelle-
ment, le manque d’équipements de mesures sur le réseau provoque des délais élevés de localisa-
tion et d’intervention des défauts et pannes. Le déploiement des capteurs et des équipements in-
telligents permettra une supervision et un contrôle de l’ensemble du réseau.
Malgré des dispositifs comme les "heures creuses - heures pleines", l’infrastructure actuelle du
réseau électrique ne donne que peu de moyens aux clients de maîtriser son énergie et d’interagir
avec le réseau. Les smart-grids doivent fournir aux consommateurs les informations et les outils
de contrôle nécessaires à la maitrise de leur consommation.
1.3.3 Leur architecture
L’architecture des smart-grids est illustrée par la figure 1.14. Elle se base sur une infrastructure
existante (lignes, postes de transformation) permettant d’acheminer l’électricité sur tout le terri-
toire. Néanmoins, il est nécessaire de la moderniser en développant le monitoring du réseau et en
réduisant les pertes. L’adaptation des réseaux électriques de transport et de distribution doit ré-
pondre à l’amélioration de l’efficacité énergétique et à l’intégration grandissante des énergies re-
nouvelables dans le mix énergétique.
La seconde couche composant l’architecture des smart-grids, et non des moindres, est un ré-
seau de communication complètement bidirectionnel entre les producteurs, les gestionnaires, les
fournisseurs et les consommateurs. Elle doit être capable de collecter en temps réel l’ensemble des
données issues des différents capteurs et équipements présents sur le réseau tels que les comp-
teurs intelligents, les bornes de recharge, les centrales de mesures, les stations météorologiques,
les prix du marché...
La dernière couche, celle qui rend le réseau "intelligent", est constituée par les applications et
les services tels que lemonitoring, le pilotage du réseau, le self-healing (détection automatique du
matériel défectueux ou potentiellement défectueux, dépannage à distance, déroutage automa-
tique de l’électricité pour garantir l’approvisionnement). Ces applications et services traitent en
temps réel les informations issues de l’instrumentation afin de piloter automatiquement les équi-
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FIGURE 1.14 – Exemple d’architecture des smart-grids - Source CRE
pements du smart-grid. Par exemple, la flexibilité de capacité de production et l’asservissement
d’une partie de la consommation permettront de garantir la stabilité et la qualité du réseau élec-
trique en ajustant constamment l’équilibre entre la production et la consommation.
Les technologies de l’informatique permettent de développer des systèmes auto-apprenants
et prédictifs de gestion de l’énergie. Ces systèmes pourront répondre rapidement aux événements
prévisibles ou non en minimisant les interactions entre l’Homme et la Machine. Pour cela, des al-
gorithmes d’intelligence artificielle apprendront de façon dynamique les préférences et habitudes
des utilisateurs afin d’optimiser l’efficacité du système électrique.
Les décisions prises par les systèmes de gestion de l’énergie reposent également sur une com-
posante prédictive. Le smart-grid doit être capable d’anticiper les prochains évènements (produc-
tion, consommation, défauts, ...) afin de pouvoir s’adapter automatiquement. Les modèles statis-
tiques, l’apprentissage automatique et les modèles prédictifs, par exemple météorologique, sont
des outils indispensables au développement des smart-grids.
1.3.4 Microgrids et Virtual Power Plants
Les microgrids et les Virtual Power Plants (VPP) sont deux concepts pouvant être intégrés à la
gestion des smart-grids. Lesmicrogrids peuvent être vus comme un nœud du réseau. Ils sont défi-
nis [34, 48] comme des réseaux électriques intelligents de petite taille, conçus pour fournir un ap-
provisionnement électrique fiable à un nombre réduit de consommateurs. Ils agrègent des instal-
lations de production distribuées d’origines renouvelables, des systèmes de stockage et des sites
de consommations sur un territoire restreint tel qu’un quartier, une ville, une zone industrielle ou
commerciale, oumême un bâtiment [22]. Les microgrids intègrent également des outils de super-
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vision et de gestion de la demande. L’utilisateur final n’est plus seulement un consommateur, il de-
vient "consomm’acteur", et participe au fonctionnement du réseau. Les microgrids sont connec-
tés au réseau de distribution mais peuvent également fonctionner en mode îlotage, en cas de dé-
faut dans le réseau principal. En cas de besoin, les microgrids peuvent faire appel aux microgrids
voisins ou au réseau de distribution pour garantir l’approvisionnement des consommateurs et
l’équilibrage entre la production et la consommation (Fig. 1.15).
FIGURE 1.15 – Interconnexions entre les microgrids - Source [30]
Les termes de microgrids et VPP [3, 48, 55] sont fréquemment utilisés indifféremment l’un de
l’autre. Tout comme les microgrids, les VPP combinent des sources d’énergie distribuées, ou Dis-
tributed Energy Resources (DER) qui regroupent les productions décentralisées, les systèmes de
stockage de l’énergie et les charges contrôlables. Cependant, le concept de VPP ne s’arrête pas à
un territoire restreint. LesDER agrégées dans unVPPpeuvent être dispersées sur l’ensemble du ré-
seau de distribution. Le VPP représentent donc un portefeuille flexible de DER pouvant être uti-
lisé pour passer des contrats sur le marché de gros et offrir des services à l’opérateur du système.
Contrairement auxmicrogrids, il n’offre pas la possibilité d’unmode îlotage puisque son fonction-
nement et l’agrégation des ressources sont dépendants du réseau.
1.3.5 Les freins au déploiement
Les enjeux et bénéfices attendus des smart-grids et microgrids sont très nombreux. Cepen-
dant, les défis technico-économiques associés à leur déploiement sont aujourd’hui encore élevés.
En plus de ceux-là, des défis culturels et sociétaux ainsi que réglementaires sont également à ré-
soudre.
1.3.5.1 Technologiques
Pour répondre aux enjeux énergétiques du déploiement des smart-grids, la structure actuelle
du système électrique doit relever deux grands défis technologiques : le stockage de l’énergie et la
numérisation des réseaux électriques.
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L’amélioration de la performance des technologies de stockage massif de l’énergie est indis-
pensable pour répondre à la problématique de la variabilité de la production des énergies renou-
velables et l’équilibrage du réseau. Le stockage est aujourd’hui dominé très largement par les STEP
dont leur capacité a quasiment atteint la capacité maximale en France. L’augmentation de la ca-
pacité de stockage passe donc par l’émergence de nouvelles technologies de stockage. Cepen-
dant, les technologies de batteries et de stockage par hydrogène se heurtent encore à des obs-
tacles technico-économiques qu’il faudra résoudre.
Le développement des smart-grids repose également sur la mise en place des technologies
de l’information et de la communication sur l’ensemble de la chaîne énergétique. Cela peut se
découper en trois défis :
— l’installationd’outils numériques (capteurs, compteurs intelligents, systèmes embarqués,...)
sur l’ensemble du réseau électrique et des milliers de kilomètres de lignes ;
— l’installation de réseaux de communication pour la transmission des données et d’informa-
tions en temps réels aux différents acteurs ;
— le développement d’algorithmes de gestion de l’énergie pour assurer l’équilibrage et opti-
miser l’efficacité énergétique du réseau.
Le déploiement de ces technologies numériques et du flux important de données posent égale-
ment le problème de la sécurité des équipements et des informations. Les technologies de cyber-
sécurité doivent être développées pour garantir cette sécurité numérique.
En plus des défis précédemment cités pour le développement des smart-grids, les microgrids
ont également des défis qui leur sont propres [46, 53, 74] :
— Contrôle tension / fréquence, stabilité et qualité de la puissance électrique sur une petite
zone;
— Mode autonome / îlotage et resynchronisation avec le réseau de distribution;
— Modélisation de la production, de la demande et des systèmes de stockage;
— Gestion des incertitudes et des défauts pour un fonctionnement et un contrôle fiable ;
— Gestion de l’énergie pour une optimisation économique et énergétique.
L’équilibre entre la production et la consommation à l’intérieur du microgrid peut être com-
plexe. En effet, lorsque la taille du microgrid est faible, les gains du foisonnement de la produc-
tion et de la consommation sont réduits. Cela doit être compensé par une capacité de stockage ou
de charge contrôlable plus importante. En plus de maintenir la stabilité du réseau (tension et fré-
quence) au sein dumicrogrid, notamment enmode îlotage, les phases de découplage/recouplage
au réseau public de distribution sont des défis techniques importants. Les technologies actuelles
de resynchronisation sans perte d’alimentation étant coûteuses et complexes lorsque la puissance
du microgrid dépasse plusieurs centaines de kilowatts, il est préférable de mettre de microgrid
hors tension pour réaliser le recouplage.
Les technologies de blockchain [57, 73] peuvent également être un défi pour l’intégration des
véhicules électriques, de l’autoproduction et de l’autoconsommation dans les smart-grids. Elles
permettraient de réaliser des échanges d’énergie entre particulier tout en garantissant une tran-
saction sécurisée et transparente.
1.3.5.2 Économiques
Enplus des défis techniques et technologiques, le déploiement des smart-grids doit également
relever des défis économiques :
— continuer la baisse des coûts des énergies renouvelables pour les rendre compétitifs par
rapport aux énergies fossiles ;
— réduire le coût des technologies de stockage de l’énergie ;
31
CHAPITRE 1. ÉTAT DE L’ART ET PRÉSENTATION DU PROJET RIVESALTES-GRID
— rendre rentables les investissements des entreprises dans les technologies numériques ;
— développer un modèle économique des microgrids.
Le déploiement des smart-grids repose sur un investissement important pour lamise en place
des technologies de l’information et de la communication sur l’ensemble de la chaîne énergé-
tique. Pour cela, les financements pourront être d’origines multiples : État, entreprises, collectivi-
tés, Banque européenne d’investissements. Les smart-grids sont un marché stratégique pour les
entreprises du numérique (équipements, infrastructures, Big Data, analyse de données, cybersé-
curité,...). Néanmoins, l’État devra également aider à financer ces investissements car le déploie-
ment des smart-grids constitue un service public. Actuellement, il apporte un soutien croissant
aux programmes de R&D et de démonstrateurs dans le domaine des smart-grids.
1.3.5.3 Culturels et Sociétaux
Les consommateurs étant des acteurs actifs dans le fonctionnement des smart-grids, la dimen-
sion humaine et sociale est très importante. Dans cette perspective, l’un des principaux chantiers
est d’arriver à changer les habitudes actuelles d’utilisation de l’énergie. Les utilisateurs doivent ap-
prendre à allumer ou éteindre certains appareils domestiques au moment le plus opportun pour
le réseau électrique.Mais pour cela, des outils permettant de contrôler en temps réel leur consom-
mation d’énergie doivent être mis à leur disposition.
Le développement des smart-grids doit répondre aux problématiques de la protection des
données personnelles [18, 24] notamment avec l’intégration des compteurs intelligents permet-
tant de collecter des informations précises sur les habitudes de consommation. Les smart-grids
nécessitent des outils tels que les compteurs intelligents, qui peuvent être considérés comme
une atteinte à la vie privée. Ces compteurs d’électricité permettront pour les gestionnaires du ré-
seau d’avoir une estimation de la consommation beaucoup plus précise. Ces compteurs sont sous
étude de la CNIL pour vérifier que les données personnelles sont traitées dans le respect de la loi
Informatique et Libertés [12].
1.3.5.4 Réglementaires
Le déploiement des smart-grids impose l’évolution de la réglementation [10]. Les modifica-
tions réglementaires sont un chantier important qui doit notamment encadrer :
— l’utilisation des véhicules électriques et notamment V2G par rapport au réseau;
— les mécanismes d’autoconsommation et d’autoproduction;
— la protection des données personnelles ;
— l’échange direct d’énergie entre particuliers ou personnes physiques et morales ;
— l’utilisation de nouveaux systèmes de stockage de l’énergie.
La réglementation doit également définir de façon claire les rôles et interactions de chaque
acteur du réseau électrique. Elle doit permettre l’émergence de nouveaux acteurs dans le méca-
nisme d’ajustement avec l’intégration des énergies renouvelables, des systèmes de stockage et des
charges contrôlables comme réserve de puissance.
Enfin, il est nécessaire de développer des normes pour la communication et les équipements
numériques. L’infrastructure des smart-grids doit être flexible pour le développement et l’intégra-
tion denouveauxmatériels. Les normes doivent améliorer la compatibilité de l’ensemble des équi-
pements.
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1.4 État de l’art des projets de réseaux intelligents
Le nombre de projets de microgrids et smart-grids s’est multiplié ces dernières années. Due à
la variété des architectures, des systèmes de production, des technologies de stockage de l’éner-
gie, des types de consommateurs, des spécificités locales, des objectifs,... chaque projet est spéci-
fique et peut apporter des solutions complémentaires au déploiement des smart-grids. Des états
de l’art de démonstrateurs de réseau intelligent ont été menés au niveau mondial [36, 44, 56], eu-
ropéen [23, 63] et français [11, 70]. On observe, parmi l’ensemble des projets, une part impor-
tante aux microgrids basés sur un réseau AC avec une production photovoltaïque et des systèmes
de stockage par batteries. L’application de ces projets est plutôt orientée vers le secteur résiden-
tiel. La taille de ces démonstrateurs sont très variables allant de quelques dizaines de kilowatts à
plusieurs mégawatts.
Dans la suite de cette partie, nous présenterons tout d’abord le projet Nice Grid qui fait par-
tie du projet européen Grid4EU [21] lancé en 2011. Ce démonstrateur de smart-grid est l’un des
plus grand d’Europe et a pour objectif de gérer les flux d’énergie à l’échelle d’un quartier. Nous
présenterons dans un second temps, le projet SOGRID qui teste le développement d’une architec-
ture de communication par Courants Porteurs en Ligne (CPL) pour l’observabilité du réseau dans
les smart-grids. Nous introduirons ensuite le projet MotionGrid qui vise à développer des techno-
logies et des stratégies de charges / décharges intelligentes grâce aux V2G. Enfin, nous présente-
rons le projet Kergrid qui est un pilote de smart-grid à l’échelle d’un bâtiment tertiaire pour ap-
porter des services au réseau.
1.4.1 Nice Grid
Le projet NICEGRID (Fr.) [52] est un démonstrateur d’un réseau intelligent avec plusieurs cen-
taines de consomm’acteurs (résidentiels, professionnels ou collectifs), des productions photovol-
taïques décentralisées (200 sites pour une puissance totale de 2,5 MWc) et un moyen de stockage
de 2 MW grâce aux batteries. Il est basé à Carros, près de Nice, qui se situe à l’extrémité du réseau
de transport 400 kV. Une grande partie de l’électricité consommée dans cette région est impor-
tée des autres régions en passant par le réseau de transport via un unique point d’entrée. Les ca-
pacités physiques de transit sur cette ligne ont déjà été atteintes notamment en hiver lors des pics
de consommations. Le projet Nice Grid vise donc à contribuer à sécuriser et à améliorer la qua-
lité de l’approvisionnement en électricité dans cette région.
La figure 1.16 illustre la configuration du démonstrateur Nice Grid. La zone bleue représente
le périmètre complet du projet. Le smart-grid est composé de 1500 consommateurs volontaires
équipés de compteur intelligent Linky fournissant ainsi une capacité importante de délestage.
Des systèmes distribués de stockage de l’énergie ont été installés d’une puissance totale de 2 MW.
La capacité des unités de stockage par batteries lithium-ion varie entre 4,6 kWpour le résidentiel à
1MWpour le poste de transformation. La zone rouge correspond au quartier solaire qui comprend
200 consommateurs équipés de panneaux photovoltaïques. Cette zone vise à tester l’équilibre au
niveau local entre la consommation, la production et le stockage d’énergie. Enfin, la zone jaune
peut être vue comme unmicrogrid qui sera utilisé pour tester le fonctionnent en mode îlotage.
Grâce à ce démonstrateur de taille significative, le projet Nice Grid vise à répondre aux défis
des smart-grids grâce notamment à quatre études :
— La flexibilité résidentielle qui vise à décaler les charges pendant les périodes de produc-
tion PV élevée, notamment en été, et à réduire la demande d’électricité durant les pics de
consommation en hiver. L’objectif de cette étude est de développer et de tester des outils de
gestion de la consommation en y intégrant : des modèles de prévision de la production et
de la consommation, des algorithmes d’optimisation et desmoyens de contrôle des équipe-
ments consommateurs.
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FIGURE 1.16 – Configuration du démonstrateur "Nice Grid"
— L’intégrationmassive de la production photovoltaïque sur le réseau de distribution. Cette se-
conde étude a pour objectif d’apporter des solutions à l’impact des sources distribuées d’ori-
gine renouvelable sur le réseau. Cela comprend l’adaptation des équipements de protection
et de gestion de la sécurité des personnes, la détection et la gestion des pannes, et l’utilisa-
tion de systèmes de stockage intégrés à différents niveaux (résidentiel, poste de transforma-
tion primaire et secondaire).
— Le mode îlotage. Ce cas d’étude vise à montrer qu’une zone de réseau définie peut fonc-
tionner indépendamment et être déconnectée du réseau électrique auquel elle est connec-
tée dans une situation normale.
— Le consomm’acteur. Le dernier cas est l’étude du comportement du consommateur et de sa
participation aux services du réseau. L’utilisation des compteurs intelligents Linky apporte
des solutions pour informer et conseiller l’utilisateur sur sa consommation. L’objectif est
d’encourager le client à ne plus seulement être consommateur mais également acteur du
système.
1.4.2 SOGRID
Le projet SOGRID vise quant à lui à tester une architecture de communication basée sur le
protocole CPL G3 (Fig. 1.17). Ce projet doit mettre en évidence les avantages et bénéfices de cette
technologie dans les smart-grids. L’objectif est l’amélioration de l’observabilité et de la comman-
dabilité du réseau de distribution en temps réel. Cela comprend également le pilotage de la re-
charge des véhicules électriques et de la consommation résidentielle pour l’effacement des pics
de consommation. L’architecture de communication doit permettre d’échanger en temps réel un
flux important de données entre le centre de pilotage intégrant les applications des smart-grids
(équilibrage du réseau, gestion de la demande, gestion des flux d’énergie, optimisation de l’ef-
ficacité du réseau, prévision de production et de consommation, ...) et les instruments de me-
sure et de contrôle.
Les premiers résultats de l’expérimentation ont été concluants [2]. Ils ont porté sur la commu-
nication et le pilotage de 1 000 foyers équipés de compteurs intelligents et de centaines d’objets
connectés au réseau de distribution. L’instrumentation du réseau électrique et des postes de trans-
formation a permis une observabilité améliorée de 35 kmde lignes : surveillance en temps réel, lo-
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FIGURE 1.17 – Architecture de communication basé sur le protocole CPL G3 - Source ADEME
calisation précise des défauts, vérification de la qualité (tension, fréquence) du réseau.
La technologie CPL permet une vérification de l’état du réseau en temps réel. Le signal peut se
propager sur 5 km sans relai avec un temps d’échange inférieur à une seconde et avec un taux de
perte d’informations très faible. Cette technologie pourrait être industrialisée afin d’être utilisée à
une échelle beaucoup plus importante et rendre ainsi le réseau intelligent.
1.4.3 GridMotion
Le projet GridMotion [58] est un projet destiné au développement des vehicles-to-grid. Ces
véhicules peuvent participer au déploiement des smart-grids en apportant des services d’effa-
cement et de réserve de puissance au responsable d’équilibre. Par ce projet, PSA, Direct Ener-
gie, Enel, Nuvve, Proxiserve et l’Université Technique du Danemark cherchent à trouver des solu-
tions à l’augmentation du nombre de VE. En effet, si une grande majorité de la flotte de VE se re-
charge au même moment (au retour du travail), l’augmentation importante de la consommation
peut engendrer des impacts négatifs sur le réseau.
Le projet doit permettre de développer des systèmes de recharge bidirectionnelle du VE et des
stratégies de charges / décharges intelligentes : charge lors les creux de consommation et décharge
lors des pics de consommation. Le pilotage et la gestion de la charge / décharge doivent être au-
tomatiques et optimisés par l’opérateur système pour ajuster l’équilibrage du réseau. Ces straté-
gies de gestion devront prendre en compte l’usage du VE et garantir un état de charge suffisant
lorsque l’utilisateur en a besoin.
En plus des défis techniques et technologiques, ce projet vise à proposer des modèles écono-
miques de l’utilisation des V2G. Les propriétaires des V2G doivent trouver un intérêt financier à
mettre à disposition leur véhicule pour l’aide au réseau. La rémunération doit notamment prendre
en compte le coût engendré par la dégradation de la batterie lors de la charge / décharge.
Pour répondre à l’ensemble de ces défis, le projet sera découpé en deux études :
— La première étude, composée de 50 véhicules électriques, testera différentes stratégies de
gestion de recharge. Elle ne sera consacrée qu’à une utilisation unidirectionnelle du VE,
c’est-à-dire à une utilisation classique : le VE est considéré comme une charge et ne peut
pas se décharger sur le réseau. Cette étude a pour but de développer des algorithmes de ges-
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tion permettant de réduire les pics de consommation, de recharger quand les prix sont le
plus bas.
— La seconde étude est quant à elle consacré à la recharge bidirectionnelle. Une flotte de 15
V2G avec les bornes associées permettront d’expérimenter la flexibilité des VE pour les ser-
vices au réseau tels que la régulation de fréquence et l’équilibrage réseau.
1.4.4 Kergrid
Le projet Kergrid [51], mené par le Syndicat départemental d’énergies duMorbihan (SDEM) et
Schneider Electric, est un pilote de smart-grid à l’échelle d’un bâtiment tertiaire. Il a pour objectif
de concevoir un bâtiment intelligent producteur d’électricité apportant des services au réseau. Il
doit être capable de s’effacer du réseau pendant les pics de consommation. Le lissage de ces pics
de puissance est un enjeu primordial pour la Bretagne, située à l’extrémité du réseau de transport
RTE. La Bretagne, produisant moins de 10 % de son électricité, peut être sujette à des problèmes
de congestion du réseau lors de l’approvisionnement des pics de consommation en hiver. En plus
de s’effacer, le bâtiment doit réinjecter l’énergie produite et stockée au moment le plus opportun
pour le réseau.
Le démonstrateur se compose d’un bâtiment tertiaire, de 126 kWc de panneaux photovol-
taïques, de deux éoliennes de 2 et 2,5 kW, d’un système de stockage de 56 kWh par batteries
lithium-ion et de bornes de recharge de VE. Le bâtiment est équipé :
— d’un TGBT permettant le délestage de charges ;
— de compteurs électriques pour la mesure en temps réel de la consommation;
— de charges contrôlables telles que l’éclairage, le chauffage, la climatisation et la ventilation.
L’ensemble du démonstrateur sera piloté par un Power Management System (PMS) qui gé-
rera les flux d’énergie entre le réseau de distribution, la production locale, la consommation, le
stockage et la revente de l’électricité (Fig. 1.18). Le PMS, développée par Schneider Electric, est
le cœur de l’expérimentation puisqu’il s’agit du système où est implémenté les algorithmes de
gestion des flux d’énergie. Il gère également les onduleurs, la supervision, les charges, l’automa-
tisme...
FIGURE 1.18 – Le PMS, au cœur du projet Kergrid - Source [51]
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Ce projet souhaite également apporter des solutions sur le plan réglementaire. Actuellement,
aucun cadre juridique n’existe pour la revente de l’électricité stockée. Or, la possibilité de mettre à
disposition sur le réseau l’énergie stockée par le bâtiment est un enjeu important pour mettre en
évidence l’apport des systèmes de stockage diffus comme service réseau.
1.5 Le projet Rivesaltes-Grid
Le projet Rivesaltes-grid dont cette thèse est rattachée, s’inscrit dans le contexte actuel demu-
tation du paysage énergétique. Ce projet est complémentaire avec les études et expérimentations
présentées à la section 1.4. Malgré quelques points communs avec ces projets et notamment Ker-
grid, le projet Rivesaltes-Grid présente des applications et des objectifs bien spécifiques. Comme
nous l’avons vu précédemment, le projet Kergrid vise à apporter des solutions pour une applica-
tion plutôt tournée vers les services réseau. Le projet Rivesaltes-Grid vise quant à lui l’optimisa-
tion de l’intégration des énergies produites localement à moindre coût pour les usages énergé-
tiques d’un site industriel.
Rivesaltes-grid est un démonstrateur de microgrid à l’échelle d’un bâtiment industriel. Il vise
à développer un système de gestion de l’énergie, ou Energy Management System (EMS) innovant
pour optimiser l’efficacité énergétique et minimiser le coût de fonctionnement du microgrid en
autoconsommation. Le cœur de l’expérimentation repose sur le développement d’un EMS destiné
à :
— l’intégration complète des énergies renouvelables produites localement ;
— l’autoconsommation dans le secteur industriel ;
— la minimisation de l’import d’électricité du réseau de distribution provenant majoritaire-
ment des énergies fossiles ;
— l’intégration de systèmes de stockage diffus que ce soit stationnaire ou mobile ;
— une diminution de la facture énergétique des bâtiments industriels.
Ce démonstrateur (Fig. 1.19a) a été construit sur le site d’une centrale photovoltaïque de type
ombrières de parking, située à Rivesaltes (66) (Fig. 1.19b). Les ombrières PV de cette centrale
couvrent une surface de 8 hectares pour une puissance installée de 13,5 MWc. Elles servent égale-
ment à abriter un stock de véhicules automobiles, avant leur distribution dans des points de vente
(concessionnaires). Le site est géré par l’entreprise Walon – Groupe Charles André, qui traite plus
de 38 500 véhicules par an, et, au-delà de son rôle de stockage, possède des ateliers pour l’entre-
tien et la préparation des véhicules. Cette centrale est l’aboutissement d’un projet PV qui a été pré-
senté et retenu à l’édition 2013 de l’AO national "Solaire" de la CRE. Comme tout projet présenté
à cet AO, il devait être accompagné d’un lot R&D, engageant vis-à-vis de l’État (mécanisme d’in-
citation à la recherche). C’est dans ce cadre que l’on retrouve le projet Rivesaltes-Grid et la plate-
forme expérimentale associée.
Ce démonstrateur est constitué de plusieurs sources de production-consommation-gestion :
la production de 3 ombrières photovoltaïques de 20 kWc chacune, la consommation du bâtiment
(éclairage, équipements informatiques, climatisation, éclairage, ...) et du véhicule électrique, et la
gestion du pack de batteries Lithium-ion. Un véhicule électrique dédié aux nombreux déplace-
ments du personnel sur le site fait également partie de ce démonstrateur qui est donc équipé de
bornes de recharge.
Les solutions développées devront pouvoir être facilement adaptables et reproductibles à
d’autres installations et à plus grande échelle. Par exemple, l’EMS pourra être extensible à une uti-
lisation avec des sources de production, des systèmes de stockage et des charges variés. Pour par-
venir à optimiser l’efficacité énergétique du microgrid et minimiser son coût de fonctionnement,
il est nécessaire d’anticiper les comportements énergétiques de ce dernier et notamment la va-
riabilité de production introduite par les énergies renouvelables. La solution logicielle basée sur
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(a) Lot R&D (b) Centrale photovoltaïque de 13,5 MWc
FIGURE 1.19 – Projet photovoltaïque de Rivesaltes
un MPC, fournira une planification de consignes : (1) de puissance de charge et décharge du sys-
tème de stockage et (2) de puissance de soutirage au réseau de distribution. Cette planification se
fera sur une période de 24 heures avec un pas de temps de 15 minutes.
1.6 Conclusion du chapitre
Dans ce chapitre, nous avons présenté le contexte de mutation du paysage de l’électricité et
notamment le développement des énergies renouvelables, des système de stockage de l’énergie,
des véhicules électriques ou encore de l’autoconsommation. Ces nouveaux usages de l’électri-
cité impliquent une adaptation et unemodification du réseau électrique actuel, basé sur un fonc-
tionnement unidirectionnel : de la production à la consommation.
Grâce aux nouvelles technologies de l’information et de la communication, de nouveaux
concepts de réseau électrique plus flexible et plus réactif émergent. Parmi eux, nous avons pré-
senté le concept de smart-grid, de microgrid et de virtual power plant. Les enjeux et bénéfices at-
tendus des microgrids sont nombreux :
— intégration massive des EnR;
— amélioration de l’efficacité énergétique du réseau;
— gestion de sources variées et décentralisées de production, stockage et consommation;
— contrôle d’une partie de la consommation;
— réduction des pertes en ligne...
Cependant, des défis technico-économiques, culturels, sociétaux et réglementaires sont à ré-
soudre pour un déploiement massif de ces concepts.
Le projet Rivesaltes-Grid, dont cette thèse est rattachée, a pour objectif de répondre à la pro-
blématique suivante : "Comment optimiser la gestion d’un microgrid afin de minimiser son coût
de fonctionnement?".
L’optimisation de la gestion des flux d’énergie du microgrid et la planification des différentes
consignes reposeront sur la prévision de la production et de la consommation. Les algorithmes
de contrôle du microgrid devront prendre un compte les incertitudes introduites par ces prévi-
sions afin d’assurer un fonctionnement robuste et stable. La production électrique du démonstra-
teur étant basée sur la technologie photovoltaïque, prédire la production requiert de prédire l’en-
soleillement à venir. Le chapitre 2 présentera le modèle de prévision très court terme de l’irra-
diance solaire développé au cours de ces travaux.
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CHAPITRE 2. PRÉVISION TRÈS COURT-TERME DE LA RESSOURCE SOLAIRE
2.1 Introduction
Le chapitre précédent a fait état des lieux du réseau électrique actuel avec ses principaux dé-
fauts qui tend de plus en plus vers le développement des smart-grids et micro-grids. Ces derniers
présentent un intérêt fort pour l’intégration massive des sources de production d’origines renou-
velables sur le réseau. Néanmoins, leur développement est sujet à la résolution de défis technolo-
giques tels que présentés précédemment.
Le projet "Rivesaltes-Grid" vise à apporter des solutions sur trois de ces défis : la modélisa-
tion, l’optimisation et le contrôle des microgrids. L’intégration des incertitudes de production et
consommation est indispensable pour un contrôle et un fonctionnement stable du microgrid.
La principale source d’incertitude est introduite par la variabilité, difficilement prévisible, de la
production des énergies renouvelables notamment solaire et éolienne. L’une des premières solu-
tions à la réduction des incertitudes est donc l’amélioration des modèles de prévision de produc-
tion. Dans notre cas, la production électrique est issue d’ombrières photovoltaïques. La produc-
tion PV est fortement affectée par les conditions météorologiques et plus particulièrement l’irra-
diance solaire dans le plan du capteur et la température ambiante. La prévision de production
peut être scindée en deux parties : la prévision de la ressource solaire, traitée dans ce chapitre, et
la modélisation du champ photovoltaïque traitée dans le chapitre 3 avec la modélisation du mi-
crogrid.
Les prévisionsmétéorologiques peuvent être caractérisées par leur horizon de prévision. Le ta-
bleau 2.1 liste les différentes définitions données par l’American Meteorological Society (AMS). Le
projet a pour objectif l’optimisation économique des microgrids et la gestion des flux d’énergie
entre les générateurs distribués, les systèmes de stockage, les consommateurs et le réseau princi-
pal. Pour parvenir à optimiser l’efficacité énergétique dumicrogrid etminimiser son coût de fonc-
tionnement, la gestion du microgrid sera basée sur un contrôle prédictif avec une fenêtre d’opti-
misation de plusieurs heures. L’influence de la taille (0, 3, 6, 12 ou 24 heures) de la fenêtre d’optimi-
sation sera testée dans le chapitre 4. Les stratégies d’optimisation seront donc principalement ba-
sées sur une prévision très court-terme.
TABLEAU 2.1 – Définition des prévisions météorologiques
Nom Horizon de prévision
Nowcast 0 à quelques heures
Very short-range forecast 1 à 6 heures
Short-range forecast 6 à 48 heures
Medium-range forecast 2 à 7 jours
Long-range forecast ∞
Ce chapitre est consacré au développement d’un outil de prévision très court-terme de la res-
source solaire. Dans la première partie, nous présenterons les caractéristiques du rayonnement
solaire avec son fort potentiel énergétique. Les principales causes d’atténuation de l’irradiance so-
laire par l’atmosphère seront également décrites.
Après un état de l’art desméthodes de prévision solaire, nous détaillerons laméthodeHéliosat
sur laquelle nous nous sommes basés pour développer notre modèle de prévision. Cette méthode
utilise les images provenant du satellitemétéorologiqueMétéosat pour estimer l’irradiance solaire
atteignant le sol de la Terre.
Les modèles de prévision solaire nécessitent un modèle de ciel clair. Ce dernier estime l’irra-
diance solaire en l’absence de couverture nuageuse. Dans la troisièmepartie, nous évaluerons plu-
sieursmodèles de ciel clair grâce à desmesures sur sites. Lesmesures doivent tout d’abord être fil-
trées pour ne conserver que les mesures sous ciel clair. L’algorithme développé pour la sélection
des mesures ciel clair est basé sur les images satellitaires et est indépendant des modèles éva-
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lués.
Enfin nous aborderons dans les deux dernières parties les différents travaux réalisés pour le
développement de modèles de prévision solaire très court-terme par images satellitaires. La pre-
mière partie est consacrée à l’amélioration du modèle d’Ali Zaher [34] développé durant ces tra-
vaux de thèse au laboratoire PROMES-CNRS. La seconde partie présente quant à elle un nouveau
modèle basé sur une technique d’apprentissage automatique : le Random Forest. Le modèle uti-
lise plusieurs sources d’informations pour réaliser la prévision : lesmesures sur site, les images sa-
tellitaires et les modèles météorologiques.
2.2 Gisement de la ressource solaire
2.2.1 Le rayonnement solaire
Le rayonnement solaire est l’ensemble des ondes électromagnétiques émises par le soleil. Il
est caractérisé par son spectre qui définit l’irradiance solaire en fonction de la longueur d’onde.
Le spectre solaire est composé des ultraviolets, du rayonnement visible et des infrarouges. Ces
trois bandes spectrales sont définies par leur longueur d’onde et leur quantité d’énergie telles que
définies dans le tableau 2.2.
TABLEAU 2.2 – Caractéristiques des bandes spectrales du rayonnement solaire
Nom Longueur d’onde Flux solaire
nm W.m−2 %
Ultraviolets < 400 107 8
Visible 400 à 700 531 39
Infrarouges > 700 728 53
Le pourcentage du flux solaire de chaque intervalle de longueur d’onde est calculé à partir du
spectre solaire de référence ASTM E-490. Ce dernier a été développé en 2000 par l’ATSM Interna-
tional et est mis à disposition sur le site du National Renewable Energy Laboratory (NREL) [21].
Il représente le spectre du rayonnement solaire au sommet de l’atmosphère sur une surface per-
pendiculaire aux rayons. Ce spectre peut être approché par celui d’un corps noir à 5777K. La lu-
minance énergétique spectrale L d’un corps noir est définie par la loi de Planck :
L(λ,T)=
2hc2
λ5
1
e
hc
λKT −1
(2.1)
où λ est la longueur d’onde, T la température du corps noir, h = 6,626.10−34 J la constante de
Planck, c = 2,998.108m.s−1 la vitesse de la lumière et k = 1,381.10−23 J.K−1 la constante de Boltz-
mann.
Le rayonnement spectral R du corps noir au sommet de l’atmosphère peut être déterminé en
considérant la surface d’émission et la distance Terre-Soleil :
R(λ,T)=
4pir 2SL(λ,T)
4pid2TS
(2.2)
où rS = 6,965.105km est le rayon du soleil et dTS = 1,496.108km la distance moyenne entre la
Terre et le soleil.
La figure 2.1 compare le résultat de cette équation pour une température de 5777K avec le
spectre de référence ASTM E-490. Le flux solaire atteignant le sommet de l’atmosphère est calculé
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FIGURE 2.1 – Spectre du rayonnement solaire au sommet de l’atmosphère
en intégrant le spectre de référence sur l’ensemble des longueurs d’onde. Il est égal à 1366,1W.m−2
et correspond à la constante solaire CS . De nouvelles études [18] démontrent une valeur légère-
ment plus faible à 1360,8± 0,5W.m−2. La constante solaire est une moyenne annuelle. En effet,
la distance Terre-Soleil varie au cours de l’année due à l’excentricité de l’orbite de la Terre ce qui
entraîne une variation de l’irradiance solaire de ±3,5% de la valeur moyenne. Spencer [30] défi-
nit une correction de la constante solaire cor rTS afin de tenir compte de cette variation.
GTOA = cor rTSCS (2.3)
avec :
cor rTS = 1,00011+0,034221cos(x)+0,00128sin(x)+0,000719cos(2x)+0,000077sin(2x) (2.4)
x = 2pi
doy −1
365,25
(2.5)
où GTOA est l’irradiance au sommet de l’atmosphère, CS la constante solaire et doy le jour de
l’année. La variable x caractérise la fréquence fondamentale des sinusoïdes. La correction Terre -
Soleil est donc exprimée par une somme de sinusoïdes (fondamentale et harmoniques) ayant des
amplitudes et des déphasages appropriés.
L’irradiance effective au sommet de l’atmosphère est donc fonction du jour de l’année. La fi-
gure 2.2 montre cette variation d’irradiance au cours de l’année. GTOA atteint 1414W.m−2 en jan-
vier lorsque la distance Terre-Soleil estminimale (1,471.108km). Au contraire, il est de 1320W.m−2
en juillet au moment où la distance est maximale (1,521.108km). La puissance solaire totale re-
çue par la Terre PS−T à chaque instant est déterminée en multipliant l’irradiance au sommet de
l’atmosphère par l’aire de la section transversale de la Terre. En considérant le rayon moyen de la
Terre rT = 6371km, on obtient :
PS−T(t )=pir 2TGTOA(t ) (2.6)
En prenant la constante solaire comme valeur de GTOA, la puissance moyenne au cours de
l’année est égale à 1,742.1017W. L’intégration de l’équation 2.6 permet de déterminer l’énergie
solaire ES−T reçue par la Terre au cours d’une année (8760 h) :
ES−T =
�8760
0
pir 2TGTOA(t )dt = 8760pir
2
TCS = 1,526.10
9TWh (2.7)
Par comparaison, la consommationmondiale en énergie primaire en 2017 est de 1,351.1010tep
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FIGURE 2.2 – Irradiance solaire au sommet de l’atmosphère au cours de l’année
[7] soit 1,571.105 TWh. L’énergie solaire reçue par la Terre représente environ 10 000 fois la consom-
mation mondiale. Par conséquent, le potentiel de la ressource solaire est immense. Néanmoins,
toute cette énergie n’atteint pas la surface de la Terre. Le rayonnement solaire est atténué en tra-
versant l’atmosphère.
2.2.2 Les causes d’atténuation par l’atmosphère
Le rayonnement solaire, composé d’ondes électromagnétiques, subit des interactions avec les
particules présentes dans l’atmosphère. Ces interactions entraînent une modification du spectre
reçu à la surface de la Terre. Deux types de phénomène peuvent altérer le rayonnement lorsque
les ondes électromagnétiques rencontrent des particules :
— La diffusion qui a lieu lorsque la particule dévie le rayonnement dans différentes directions.
Elle est dite isotrope si l’émission est répartie uniformément dans toutes les directions de
l’espace. Dans le cas contraire, la diffusion est dite anisotrope. La réflexion est un phéno-
mène particulier de la diffusion. Il s’agit de la fraction du rayonnement qui est ré-émis dans
la direction d’où provient l’onde.
— L’absorption qui a lieu lorsque la particule absorbe l’énergie de l’onde électromagnétique
et convertie cette énergie dans une autre forme. La figure 2.3 montre le spectre d’absorp-
tion des gaz de l’atmosphère en fonction de la longueur d’onde. Dans le domaine des ul-
traviolets, tous ceux dont la longueur d’onde est inférieure à 0,3µm sont totalement absor-
bés par l’ozone (03). Dans le domaine du visible, le rayonnement solaire n’est quasiment pas
absorbé. Le rayonnement infrarouge est fortement impacté par la vapeur d’eau (H2O) mais
également le dioxyde de carbone (CO2) et le protoxyde d’azote (NO2).
Les principales causes de l’atténuation du rayonnement solaire sont les nuages, les aérosols
et la vapeur d’eau. Les nuages, constituées de gouttelettes d’eau et/ou de cristaux de glace, est le
facteur le plus impactant sur le rayonnement solaire. L’addition de l’absorption et de la réflexion
du rayonnement par les nuages peut provoquer une atténuation de presque 100%. Les aérosols
sont de fines particules en suspension dans l’air [3] telles que les cendres volcaniques ou de feux
de forêt, les résidus de combustion, le sable, le sel. Leur impact sur le rayonnement solaire peut
être important notamment lors d’éruption volcanique ou de tempête de sable.
L’atténuation du rayonnement, par diffusion et absorption, est fortement liée à la distance
que parcourent les ondes électromagnétiques dans l’atmosphère. Plus la distance à parcourir est
50
CHAPITRE 2. PRÉVISION TRÈS COURT-TERME DE LA RESSOURCE SOLAIRE
FIGURE 2.3 – Spectre d’absorption des principaux gaz atmosphériques impactant le rayonnement solaire
grande, plus l’atténuation est importante. La longueur du trajet parcouru à travers l’atmosphère de
la Terre par les rayons lumineux est exprimée par lamasse optique de l’air, ou Air Mass (AM). L’AM
est une valeur relative correspondant au ratio entre la longueur parcourue par les rayons et celle
parcourue par un rayon provenant du zénith. Elle peut être approximée, en première approche,
par la sécante de l’angle solaire zénithal z :
AM=
1
cos(z)
(2.8)
Pour des angles zénithaux proche de 90◦, l’AM tend vers l’infini. En réalité, le rayonnement so-
laire n’est pas totalement atténuémême pour ces valeurs d’angle. Young [33] estime l’AM (Eq. 2.9)
comme le rapport entre deux polynômes du cosinus de l’angle zénithal. Cette formule empirique
est plus précise que l’équation 2.8, notamment pour les angles zénithaux supérieurs à 80◦.
AM=
1,002432cos2(z)+0,148386cos(z)+0,0096467
cos3(z)+0,149864cos2(z)+0,0102963cos(z)+0,000303978
(2.9)
L’angle zénithal est une fonction de la localisation géographique et de la date. Le NREL a déve-
loppé un algorithme de la position solaire très précis [24]. Le résultat de l’angle zénithal a une in-
certitude de 0,0003◦ contre 0,01◦ pour les algorithmes classiques. Pour notre application, une
telle précision n’est pas nécessaire. Par conséquent, pour réduire le temps de calcul, nous calcu-
lons le zénith à partir de l’équation 2.10 [1].
z = arccos(sin(l at )sin(decl )+cos(l at )cos(decl )cos(ha)) (2.10)
où l at est la latitude du site, decl la déclinaison solaire (Eq. 2.11) et ha l’angle horaire.
decl = 0,006918−0,399912cos(x)+0,070257sin(x)−0,006758cos(2x)
+0,000907sin(2x)−0,002697cos(3x)+0,001480sin(3x) (2.11)
où x est défini par l’équation 2.5.
L’angle horaire est une fonction du temps (Eq. 2.12). Il est déterminé à partir du Temps Uni-
versel (TU) auquel il faut apporter les corrections de longitude clong et d’équation du temps ceot .
L’angle horaire est exprimé en degré et les deux corrections en minutes.
ha =
360
24
(hh +
mm + clong +ceot
60
+
ss
3600
−12) (2.12)
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où hh, mm et ss sont respectivement les heures, les minutes et les seconds de TU.
clong = 4 · long (2.13)
où l ong est la longitude et prend des valeurs négatives vers l’ouest et positives vers l’est.
ceot =
1440
2pi
(0,000075+0,001868cos(x)−0,032077sin(x)−0,014615cos(2x)
−0,040849sin(2x))
(2.14)
L’influence de la masse optique de l’air sur le rayonnement solaire est visible sur la figure 2.4.
La courbe bleue AM = 0 représente le spectre solaire au sommet de l’atmosphère (ASTM E-490).
Les courbes rouge et jaune correspondent à une masse optique de 1,5. La première est le spectre
pour une irradiance globale et la seconde, pour une irradiance directe. L’irradiance globale est la
somme de trois composantes : le direct, le diffus et le réfléchi. L’irradiance directe est la part du
rayonnement atteignant la surface de la Terre en ligne droite depuis le soleil. L’irradiance diffuse
est le rayonnement solaire impacté par le phénomène de diffusion mais atteignant tout de même
la surface de la Terre. L’irradiance réfléchie est quant à elle, le rayonnement réfléchi par le sol et at-
teignant la surface considérée. La réflectivité du sol est définie par son albédo. L’irradiance réflé-
chie est souvent négligeable. En revanche elle peut être importante dans certains cas spécifiques
comme enmontagne où la réflexion due à la neige est élevée.
FIGURE 2.4 – Influence de l’atmosphère sur le spectre solaire
2.3 État de l’art de la prévision solaire
2.3.1 Les modèles de prévision
Plusieurs états de l’art et benchmarks ont été réalisés sur les méthodes de prévision solaire
[11, 17, 22, 23]. Les méthodes de prévision peuvent être classées en deux catégories : physique ou
statistique.
L’approche physique, basée sur des modèles mathématiques, prédit l’irradiation solaire à par-
tir des conditions météorologiques actuelles. La prévision solaire à partir de modèles physiques
est principalement dérivée des modèles de Numerical Weather Prediction (NWP) et des observa-
tions de la couverture nuageuse par satellite [19] ou par caméra hémisphérique [20]. Les modèles
NWP à macro-échelle (Global Forecast System (GFS)) ou à méso-échelle (European Center for Me-
dium range Weather Forecasts (ECMWF), Weather Research and Forecasting (WRF)) utilisent des
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modèles atmosphériques comme le transfert radiatif, la dynamique des fluides, la thermodyna-
mique pour prévoir les conditions météorologiques.
L’approche statistique utilise des données historiques pour entraîner les modèles et prévoir
l’irradiation solaire. Plusieurs modèles statistiques existent : AutoRegressive (AR), AutoRegressive
Moving Average (ARMA) [14], AutoRegressive Integrated Moving Average (ARIMA) [25], Artificial
Neural Network (ANN) [31].
La performance des différents modèles dépend fortement de l’horizon de prévision et de la
résolution spatiale souhaités (Fig. 2.5). Les modèles statistiques sont les plus adaptés pour une
prévision nowcast (inférieure à 30 minutes) et pour un site donné. Perez [23] évalue la perfor-
mance de deux modèles de prévision : un modèle numérique (National Digital Forecast Data-
base (NDFD)) et un modèle par images satellitaires. Cette évaluation a été réalisée sur 7 locali-
sations aux États-Unis sur une période d’un an. Il en conclut que la performance des deux mo-
dèles se croise entre 5 et 6 heures. Le modèle par images satellitaires a pour un horizon de prévi-
sion de 1h, un RMSE de 87.6W.m−2 contre 148.9W.m−2 pour lemodèle numérique, soit une amé-
lioration de 41%. Cette amélioration diminue avec l’augmentation de l’horizon de prévision, jus-
qu’à s’inverser entre 5 et 6 heures. Au-delà de cet horizon de prévision, lemodèleNWPest plus pré-
cis pour l’ensemble des sites étudiés. Pour un horizon de 6h, le modèle satellitaire est moins per-
formant que le modèle numérique de 7%.
FIGURE 2.5 – Application des modèles de prévision en fonction de la résolution spatiale et temporelle
Les stratégies d’optimisation pour la gestion du microgrid seront principalement basées sur
une prévision très court-terme, c’est-à-dire de quelques heures. Le modèle de prévision le plus
adapté à cette application est le modèle par images satellitaires. La partie suivante présente la
méthode Heliosat qui est utilisée pour estimer l’irradiance atteignant la surface de la Terre à partir
d’images satellitaires.
2.3.2 La méthode Héliosat
La prévision basée sur les images satellitaires est la plus performante pour unhorizon de prévi-
sion entre 30minutes et quelques heures. Les modèles peuvent être statistiques ou physiques. Les
modèles physiques utilisent les équations de transfert radiatif pour décrire la relation entre la me-
sure satellitaire et la mesure au sol. Lesmodèles statistiques sont, pour la plupart, basés sur lamé-
thode Heliosat [10].
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Cette méthode utilise les données des satellites météorologiques et des mesures au sol pour
entraîner le modèle et ensuite déterminer l’irradiance solaire atteignant le sol. Les images satel-
litaires permettent de couvrir une grande surface du globe avec une bonne résolution spatiale
et temporelle. La méthode Heliosat se décompose principalement en deux étapes. La première
consiste à déterminer la réflectance de surface de la Terre pour l’ensemble des pixels de l’image sa-
tellitaire. La seconde étape utilise la réflectance obtenue à l’étape 1 afinde déterminer le taux d’en-
nuagement caractérisant la couverture nuageuse. Ce taux est ensuite corrélé à l’indice de ciel clair
permettant ainsi d’estimer l’irradiance.
2.3.2.1 Images de référence
La première étape de la méthode Heliosat consiste à créer une image de référence de la ré-
flectance du sol à partir d’une séquence temporelle d’images satellitaires. Cette image corres-
pond à un ciel totalement clair sur l’ensemble de l’image. La méthode Heliosat utilise la diffé-
rence de réflectance entre sol et les nuages afin de synthétiser l’image de référence. En effet, la ré-
flectance des nuages est généralement plus forte que celle du sol, sauf en cas de présence de neige.
L’image de référence est donc créée en récupérant, pour chaque pixel, la brillance minimale d’un
ensemble d’images satellitaires. Afin d’éliminer les variations journalières et saisonnières de ré-
flectance du sol, une image de référence est fabriquée pour chaque horaire de chaquemois en ap-
pliquant l’équation suivante :
ρxxhxxsol (x, y)=min(ρ
xxhxx
j (x, y)) (2.15)
où xxhxx est l’horaire de l’image, j ∈ {1,2,3, ...,31} est le jour dumois et (x, y) les coordonnées des
pixels.
Unmois est représenté par un ensemble ρmoi ssol de 96 images de référence :
ρmoi ssol = {ρ
00h00
sol ,ρ
00h15
sol , ...,ρ
23h45
sol } (2.16)
Ces images de référence sont ensuite utilisées pour estimer à chaque pixel de l’image satelli-
taire le taux d’ennuagement.
2.3.2.2 Taux d’ennuagement
La deuxième étape de la méthode Heliosat consiste à calculer, pour chaque pixel, le taux d’en-
nuagement n en comparant la réflectance ρ de l’image actuelle avec celle du sol ρsol et celle des
nuages ρnuag e .
n(x, y)=
ρ(x, y)−ρsol (x, y)
ρnuag e(x, y)−ρsol (x, y)
(2.17)
Le taux d’ennuagement caractérise la couverture nuageuse : une valeur proche de 0 corres-
pond à un ciel clair alors qu’une valeur de 1 symbolise un ciel totalement couvert. Ce taux est en-
suite empiriquement corrélé avec l’indice de ciel clair kc à partir de mesures d’irradiance dans le
plan horizontal, ou Global Horizontal Irradiance (GHI).
kc =
GHI
GHIciel clair
(2.18)
L’obtention de l’irradiance sous ciel clair GHIciel clair sera présentée dans la suite de ce chapitre.
Plusieurs corrélations entre l’indice de ciel clair kc et le taux d’ennuagement n ont été établies
dans les différentes versions de la méthode Heliosat :
— Cano [10] - méthode Heliosat-1
kc = an +b (2.19)
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— Rigollier [27] - méthode Heliosat-2
n ≤ −0.2 kc = 1.2
−0.2< n ≤ 0.8 kc = 1−n
0.8< n ≤ 1.1 kc = 2,0667−3,6667n +1,6667n2
n > 1.1 kc = 0.05
(2.20)
L’application de laméthodeHeliosat nécessite desmesures sur sites et des images satellitaires.
Les sources utilisées pour développer le modèle de prévision solaire sont décrites dans la partie
suivante.
2.4 Les données
2.4.1 Les données sur sites
Les données sur sites sont issues des campagnes de mesures solaires installées par ENGIE
Green sur chacune de ses centrales photovoltaïques. Les différentes études détaillées dans la suite
de ce chapitre seront évaluées sur le site de Walon où se situe le démonstrateur de microgrid. 7
autres sites PV pourront être utilisés pour la validation desmodèles développés. La liste de ces sites
et leur latitude, longitude et altitude sont indiquées dans le tableau 2.3 et visibles sur la figure 2.6.
TABLEAU 2.3 – Coordonnées géographiques des sites étudiés
Site Latitude (°) Longitude (°) Altitude (°)
Langelé 43,889 -0,954 83
La Forêt 44,758 2,386 743
La Téronde 44,099 4,025 268
Les Iscles 43,903 4,866 35
Le Bosc 43,702 3,353 206
Le Mouruen 43,281 5,778 430
Roc Du Doun 45,207 2,007 528
Walon 42,798 2,886 30
FIGURE 2.6 – Sites des campagnes de mesures solaires
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Les campagnes solaires sont équipées de 3 pyranomètres CMP11 Campbell Scientific [8] dans
le plan horizontal et 3 dans le plan des modules PV. Ces pyranomètres ont une incertitude de 2%.
Leur redondance est utilisée pour la vérification de la qualité des mesures et la détection de dé-
faut des pyranomètres pouvant déclencher une maintenance curative. Une maintenance préven-
tive est également réalisée tous les 6 mois. En plus de l’irradiance, ces campagnes possèdent des
capteurs permettant de mesurer la température ambiante, la température de module, la vitesse et
direction du vent, l’hygrométrie... L’acquisition des données est réalisée à la seconde et sont en-
suite stockées en valeur moyenne 1-minute sur la centrale de mesure et de contrôle CR1000 [9].
Ces données sont ensuite rapatriées quotidiennement sur les serveurs d’ENGIE Green par GSM
ou ADSL.
Les sites sont localisés dans la partie sud de la France (Fig. 2.6). Plusieurs zones climatiques
(Fig. 2.7) sont représentées par ces sites. Le site de Langelé, situé sur la côte atlantique, correspond
à un climat océanique. Les sites de la Forêt et de Roc du Doun sont à la frontière entre un climat
océanique altéré et un climat de montagne. L’ensemble des cinq autres sites correspondent à un
climat méditerranéen.
FIGURE 2.7 – Zones climatiques françaises (Source MétéoFrance)
2.4.2 Les données satellitaires
Les satellites météorologiques (METEOSAT, Geostationary Operational Environmental Satel-
lite (GEOS), National Oceanic and Atmospheric Administration Satellite (NOAA),...) apportent des
données indispensables pour la surveillance et la prévision des phénomènes météorologiques :
nuages, orages, cyclones, précipitations, vents... Dans le cadre de la prévision solaire en France,
nous utilisons le satellite Meteosat-10, dernier de la famille des satellites METEOSAT développés
par l’Agence Spatiale Européenne (ASE) et gérés par l’Organisation européenne pour l’exploita-
tion des satellites météorologiques (EUMETSAT).
Le satellite Météosat 10 seconde génération (MSG-10) est situé sur l’orbite géostationnaire à
36000km d’altitude et à la longitude 0◦. Il permet l’observation en quasi continuité de la zone Eu-
rope – Afrique. En effet, le viseur SEVIRI du satellite MSG-10 fournit toutes les 15 minutes une
image de l’hémisphère centrée aux coordonnées géographiques : 0◦ de longitude et 0◦ de latitude
dans 12 bandes spectrales (Fig. 2.8). Les images acquises ont une résolution spatiale de 3km à la
verticale du satellite. En s’éloignant des coordonnées géographiques (0◦, 0◦), la résolution se dé-
grade (Fig. 2.9). Au niveau de la France, la résolution spatiale est d’environ 5km. MSG-10 pos-
sède également un canal visible haute résolution (HRV) avec une résolution spatiale de 1km.
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(a) VIS 0.6 (b) VIS 0.8
(c) NIR 1.6 (d) IR 3.9
(e) WV 6.2 (f) WV 7.3
(g) IR 8.7 (h) IR 9.7
(i) IR 10.8 (j) IR 12.0
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(k) IR 13.4 (l) HRV
FIGURE 2.8 – Images des 12 canaux du satellite MSG 10
FIGURE 2.9 – Résolution spatiale Meteosat
L’augmentation de 3 à 12 bandes spectrales des satellites MSG par rapport aux satellites pre-
mière génération représente une amélioration importante pour l’observation des conditions mé-
téorologiques. Les caractéristiques des 12 bandes spectrales et leurs applications sont récapitu-
lées dans le tableau 2.4.
Afin de développer l’outil de prévision solaire qui sera ensuite utilisé pour l’optimisation de la
gestion dumicrogrid, nous avons besoin de récupérer les images satellitaires en temps réel. La ré-
cupération en temps réel des images par le gestionnaire EUMETSATnécessite un abonnement im-
portant de 6000€/an ainsi qu’un système informatique d’acquisition et de stockage assez contrai-
gnant. Par conséquent, nous avons décidé de récupérer dans un premier temps les images satel-
litaires mises à disposition en temps réel par le site SAT24.com. Les images disponibles par re-
quête HTTP sont celles issues des canaux VIS0.6 et IR10.8.
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TABLEAU 2.4 – Caractéristiques des canaux du satellite MSG 10 (source EUMETSAT)
N° canal Nom du canal Bande spectrale (µm) Observations
λcen λmi n λmax
1 VIS0.6 0,635 0,56 0,71 Surface, nuages, champ de vitesses
2 VIS0.8 0,81 0,74 0,88 Surface, nuages, champ de vitesses
3 NIR1.6 1,64 1,50 1,78 Surface, phase (eau, glace)
4 IR3.9 3,90 3,48 4,36 Surface, nuages, champ de vitesses
5 WV6.2 6,25 5,35 7,15 Vapeur d’eau, nuages hauts, instabi-
lité atmosphérique
6 WV7.3 7,35 6,85 7,85 Vapeur d’eau, instabilité atmosphé-
rique
7 IR8.7 8,70 8,30 9,1 Surface, nuages, instabilité atmo-
sphérique
8 IR9.7 9,66 9,38 9,94 Ozone
9 IR10.8 10,80 9,80 11,80 Surface, nuages, champ de vitesses,
instabilité atmosphérique
10 IR12.0 12,00 11,00 13,00 Surface, nuages, instabilité atmo-
sphérique
11 IR13.4 13,40 12,40 14,40 Cirrus, instabilité atmosphérique
12 HRV 0,4 - 1,1 Surface, nuages
2.5 Les modèles de ciel clair
2.5.1 Expressions de l’irradiance globale horizontale
Les modèles de prévision solaire par images satellitaires nécessitent un modèle de ciel clair.
Ce dernier caractérise le flux solaire atteignant le sol en absence de nuage. De nombreux mo-
dèles, plus oumoins complexes, ont été développés. Les modèles les plus simples dépendent uni-
quement de l’angle solaire zénithal comme les modèles Haurwitz [13] et Adnot [2]. D’autres mo-
dèles, plus complexes, utilisent également des caractéristiques atmosphériques comme inputs : la
masse d’air, la température, le trouble de Linke (TL). Lesmodèles de l’OrganisationMondiale de la
Météorologie (OMM) [32] et d’Ineichen [16] prennent en compte les conditions atmosphériques
grâce au trouble de Linke. Les modèles les plus complexes tels que Bird [4], SOLIS [15] et REST2
[12] utilisent de nombreux paramètres atmosphériques : aérosol, ozone, vapeur d’eau, pression.
Lesmodèles ciel clair peuvent également être ajustés avec lesmesures d’irradiance comme lemo-
dèle polynomial [17] et le modèle Adnot [26].
Les modèles les plus complexes nécessitent de nombreuses données dont la disponibilité et
l’accessibilité sont parfois difficiles. Par conséquent, nous considérons, pour l’évaluation des mo-
dèles de ciel clair, les modèles suivants :
— Haurwitz :
GHIciel clair = 1098 cos(z) exp
�−0,059
cos(z)
�
(2.21)
— OMM :
GHIciel clair = cor rTS (1300−57TL)cos(z)
�
36+TL
33
�
(2.22)
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— Ineichen :
GHIciel clair = cg1 I0 cos(z)exp
�
−cg2AM( fh1+ fh2(TL−1))
�
exp
�
0,01AM1,8
�
(2.23)
avec :
cg1 = 5,09.10−5h +0,868
cg2 = 3,92.10−5h +0,0387
fh1 = exp
�
−h
8000
�
fh2 = exp
�
−h
1250
�
h = altitude
— Polynomial :
GHIciel clair =
N�
n=0
an cos(z)
n (2.24)
— Adnot :
GHIciel clair =
�
a1 cos
�
2pi
365,25
doy +a2
�
+a3
�
cos(z)
�
a4 cos
�
2pi
365,25
doy+a5
�
+a6
�
(2.25)
Pour les modèles OMMet Ineichen, le trouble de Linke est récupéré à partir de la base de don-
nées Solar Radiation Data (SoDa) [29]. Dans la suite de cette partie, nous présenterons la méthode
de détection des mesures sous ciel clair qui seront ensuite utilisées pour l’ajustement et la valida-
tion des modèles.
2.5.2 Détection des mesures sous ciel clair
Le rapport Sandia [26] présente un algorithme identifiant les mesures correspondant à une ir-
radiance sous ciel clair. Les données d’entrée ont un pas d’échantillonnage d’une minute. Cinq
critères statistiques sont calculés sur des fenêtres de temps de 10 minutes. Ces critères sont en-
suite comparés à ceux d’unmodèle de ciel clair. Par conséquent, la sélection desmesures sous ciel
clair est dépendante du modèle auquel les indicateurs sont comparés. Pour réaliser une évalua-
tion des modèles ciel clair la plus juste possible, nous avons développé un algorithme indépen-
dant de tous les modèles, basé sur les images satellitaires. Les satellites sont un bonmoyen d’esti-
mer la couverture nuageuse et ainsi de classifier l’état du ciel en clair ou nuageux. Le satellite géo-
stationnaire Meteosat permet d’avoir une image toutes les 15 minutes. Afin de faire correspondre
les différents pas d’échantillonnage, les mesures sont découpées en fenêtres de temps de 15 mi-
nutes centrés sur l’horaire de l’image satellitaire.
Le premier critère de sélection est le taux d’ennuagement calculé à partir de la méthode He-
liosat (cf. section 2.3.2). Pour rappel, ce paramètre est compris entre 0 pour un ciel totalement
clair et 1 pour un ciel totalement couvert. Néanmoins, même pour un ciel clair, le taux d’ennuage-
ment peut être légèrement différent de 0. En effet, de petites modifications atmosphériques (aé-
rosols, hygrométrie) peuvent influencer le résultat, tout comme la méthode Heliosat qui introduit
des incertitudes. Pour pallier cela, nous considérons un ciel comme ciel clair si la couverture nua-
geuse est inférieure à 0,075. Par conséquent, si le taux d’ennuagement est inférieur à ce seuil, les 15
mesures d’irradiance de la fenêtre de temps correspondant à l’image satellitaire traitée sont consi-
dérées comme ciel clair. La figure 2.10a montre les mesures détectées comme ciel clair après cette
première étape. Nous pouvons voir que certains points ont été sélectionnés alors qu’ils ne corres-
pondent pas à un ciel clair. Le seul critère du taux d’ennuagement n’est donc pas suffisant pour
une bonne sélection des périodes ciel clair. Par la résolution de quelques kilomètres des images sa-
tellitaires, un ciel partiellement nuageux n’est pas toujours différentiable d’un ciel clair.
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(a) 1er critère : Taux d’ennuagement (b) 2ième critère : Écart-type
(c) 3ième critère : Durée du ciel clair
FIGURE 2.10 – Étapes de la sélection des mesures sous ciel clair
Pour pallier ce problème, une condition de variabilité de l’irradiance à l’intérieur de chaque
fenêtre de 15 minutes a été ajoutée. Pour évaluer cette variabilité, nous calculons l’écart-type σ
(Eq. 2.26) sur chaque fenêtre de temps.
σ=
���� 1
N−1
N�
i=1
|xi −µ|2 (2.26)
où xi désigne la ième valeur d’irradiance, µ la moyenne et N = 15 le nombre de mesures sur la
fenêtre de temps considérée.
µ=
1
N
N�
i=1
xi (2.27)
En cas de ciel clair, la variabilité d’irradiance au cours de 15 minutes est faible alors qu’elle
devient très importante dans le cas d’un ciel partiellement nuageux avec de brusques change-
ments d’irradiance. Pour déterminer la condition d’écart-type à respecter, plusieurs jours de ciel
clair ont été sélectionnés manuellement. Afin de généraliser la condition d’écart-type, ces jour-
nées ont été sélectionnées pour plusieurs sites et à différents moments de l’année. La figure 2.11
montre les journées de ciel clair sélectionnées visuellement pour le site de Walon.
L’écart-type S des mesures de l’ensemble de ces jours sélectionnés est calculé pour chaque
fenêtre de temps de 15 minutes et tracé en fonction du sinus de l’angle azimutal solaire. L’écart-
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FIGURE 2.11 – Exemple de journées ciel clair sélectionnées
type sous ciel clair peut être approché comme une fonction linéaire (Eq. 2.28) de la valeur absolue
du sinus de l’angle solaire azimutal az.
σmodèle = 12,19 |sin(az)|+0,49 (2.28)
Les limites haute et basse de l’écart-type sont définies comme un intervalle de confiance à
95%. Afin de déterminer cet intervalle, nous approximons la répartition des erreurs du modèle
(Fig. 2.12) par une loi normale. L’intervalle de confiance à 95% est régi par l’équation 2.29
σlimite =σmodèle+ε±1,96σε (2.29)
où ε désigne l’ensemble des erreurs entre σ et σmodèle, et ε la moyenne de ces erreurs. L’inter-
valle de confiance à 95% est représenté sur la figure 2.13 par les lignes vertes. Les mesures dont
l’écart-type est compris dans cet intervalle seront considérées comme ciel clair. Le résultat de cette
deuxième étape est visible sur la figure 2.10b. Les fortes variations d’irradiance qui avaient respec-
tées le premier critère ont bien été supprimées par cette seconde étape.
FIGURE 2.12 – Répartition des erreurs du modèle (Eq. 2.28)
Enfin, un troisième et dernier critère est appliqué pour caractériser une mesure comme ciel
clair. Il s’agit de la durée minimale. En effet, on considère que l’état atmosphérique (vapeur d’eau,
pression, aérosols) doit être stable pour caractériser un ciel comme clair. Par conséquence, la
durée de la période de ciel clair doit être au minimum d’une heure pour être conservée. La fi-
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FIGURE 2.13 – Écart-type "ciel clair" en fonction du sinus de l’azimut
gure 2.10c illustre le résultat de l’ensemble du processus. Les points rouges représentent les me-
sures qui ont respecté les trois critères et peuvent donc être considérées comme ciel clair. Dans la
partie suivante, nous utiliserons ces mesures de ciel clair pour :
— l’apprentissage des modèles ciel clair ;
— l’évaluation et la validation des modèles.
2.5.3 Évaluation des modèles
2.5.3.1 Méthode d’apprentissage
L’apprentissage et la validation des modèles cités dans la section 2.5.1 sont réalisés sur les 8
sites présentés à la section 2.4.1. L’ensemble de ces sites possèdent un historique de données de
minimum 2 ans. Par conséquent, nous réaliserons l’apprentissage et la validation des modèles
sur 1 an chacun. L’ajustement des modèles utilisera les données d’irradiance du 01/01/2016 au
31/12/2016 et l’évaluation et la validation celles du 01/01/2017 au 31/12/2017.
Lesmodèles nécessitant un apprentissage sont lemodèle polynomial et lemodèle Adnot. L’ap-
prentissage de ces modèles est réalisé en appliquant l’algorithme de Gauss-Newton. Cet algo-
rithme permet de résoudre les problèmes de moindres carrés non linéaires. L’objectif est de mi-
nimiser la somme S des carrés des écarts entre les valeurs mesurées Z et les valeurs du modèle
F(X,Y) :
S(X)=
M�
j=1
|Z j − f j (X,Y j )|2 (2.30)
F(X,Y)=

f1(X,Y1)
f2(X,Y2)
...
fM(X,YM)
 (2.31)
Dans la suite de cette partie, l’algorithme de Gauss-Newton est détaillé et appliqué au modèle
Adnot défini par l’équation 2.25. La fonction f j (X,Y j ) devient :
f j (X,Y j )=
�
a1 cos
�
2pi
365,25
doy j +a2
�
+a3
�
cos(z j )
�
a4 cos
�
2pi
365,25
doy j+a5
�
+a6
�
(2.32)
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où
X = {a1, a2, a3, a4, a5, a6}
Y j =
�
doy j ,z j
�
Z j = GHIciel clairj
M = nombre de mesures
L’algorithme commence par l’initialisation des paramètres X dumodèle à identifier. Connaître
l’ordre de grandeur des paramètres lors de l’initialisation permet d’accélérer la convergence et de
réduire les possibilités de divergence. Pour cela, nous avons analysé la série temporelle de l’irra-
diance sous ciel clair afin d’évaluer l’amplitude, le déphasage et l’offset de ce signal.
Xi ni t i al = {100, 0, 1100, 0.01, 0, 1.2}
Nous calculons en tout premier lieu, la matrice jacobienne au point X :
JF(X) =

∂ f1
∂a1
. . .
∂ f1
∂a6
...
. . .
...
∂ fM
∂a1
. . .
∂ fM
∂a6
 (2.33)
Ensuite nous déterminons les résidus entre le modèle et les mesures :
R=

f1(X1,Y1)−Z1
...
fM(XM,YM)−ZM
 (2.34)
Enfin nous calculons les nouveaux paramètres du modèle :
X =X+u (2.35)
où u est l’incrémentation des paramètres définie par l’équation :
u =−i nv(JTF(X)JF(X))JTF(X)R (2.36)
Le processus est itéré jusqu’à convergence de l’algorithme, c’est-à-dire, jusqu’à ce que la dif-
férence de la somme des résidus entre deux itérations soit inférieure à la tolérance ε fixée à 10−7 :
|Ri −Ri−1| < ε (2.37)
2.5.3.2 Validation des modèles
La performance des modèles est évaluée à partir des trois indicateurs d’écart suivants :
— Le Mean Bias Error (MBE) :
MBE=
1
N
N�
i=1
�
xmodèlei −xmesurei
�
(2.38)
— Le Mean Absolute Error (MAE) :
MAE=
1
N
N�
i=1
���xmodèlei −xmesurei ��� (2.39)
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— Le Root Mean Square Error (RMSE) :
RMSE=
���� 1
N
N�
i=1
�
xmodèlei −xmesurei
�2
(2.40)
Le MBE montre la tendance du modèle (surestimation, sous-estimation ou pas de biais) alors
que le MAE et le RMSE expriment la précision générale du modèle. Ces trois indicateurs ont été
normalisés par la moyenne des mesures. Les cinq modèles : Haurwitz, OMM, Ineichen, polyno-
mial et Adnot sont évalués sur une période d’un an du 01/01/2017 au 31/12/2017 pour chacun des
8 sites.
Le résultat de l’indicateur de biais est visible sur la figure 2.14. Les 8 sites sont présents en
abscisse alors que les modèles sont symbolisés par les couleurs. On observe de fortes différences
de biais entre chaque site et chaque modèle. Le modèle Ineichen a une tendance à plutôt sous-
estimer l’irradiance sous ciel clair. Le biais des autres modèles varie d’un site à l’autre. Le modèle
Adnot a un biais presque nul sur 6 des 8 sites. Pour les 2 autres sites, il a tendance à surestimer
l’irradiance. Le tableau 2.5 qui représente la valeur moyenne des 8 sites confirme le fait que le
modèle Ineichen à tendance à sous-estimer l’irradiance (MBE=−2,95%). Tous les autres modèles
ont un biais presque nul (MBE≤ 0,5%).
FIGURE 2.14 – Biais des modèles de ciel clair pour différents sites
TABLEAU 2.5 – Évaluation des modèles de ciel clair
MBE MAE RMSE
W.m−2 % W.m−2 % W.m−2 %
Haurwitz -0,83 -0,15 23,01 4,26 29,59 5,46
OMM -1,35 -0,25 22,37 4,15 28,94 5,34
Ineichen -15,97 -2,95 23,67 4,36 29,36 5,42
Polynomial -2,15 -0,40 24,97 4,61 30,91 5,70
Adnot 2,71 0,50 15,30 2,85 19,87 3,66
Les figures 2.15 et 2.16 montrent la performance de chaque modèle pour chacun des 8 sites.
On observe que le modèle Adnot est le modèle le plus performant quel que soit le site. Son RMSE
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varie entre 3,10% pour Le Bosc et 4,18% pour Roc Du Doun, avec une valeur moyenne de 3,66%.
Les performances moyennes des quatre autres modèles sont proches les unes des autres. Elles
sont comprises entre 5,34% et 5,70% de RMSE. L’ordre de performance de ces quatres modèles
varie d’un site à l’autre.
FIGURE 2.15 – MAE des modèles de ciel clair pour différents sites
FIGURE 2.16 – RMSE des modèles de ciel clair pour différents sites
La figure 2.17 compare les mesures sous ciel clair aux estimations d’irradiance issues des dif-
férents modèles. Chaque graphique combine l’ensemble des sites sur la période de validation. Les
points bleus représentent les valeurs 1-minute d’irradiance sous ciel clair. La courbe rouge sym-
bolise quant à elle la droite x = y . On observe que le nuage de points le plus resserré autour de la
droite est celui du modèle Adnot. Cela confirme les résultats obtenus et décrits précédemment.
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FIGURE 2.17 – Évaluation des modèles de ciel clair
L’ensemble des résultats de l’apprentissage et de la validation des modèles de ciel clair pour
chacun des sites est présent dans les annexes A.1 et A.2.
En conclusion, on a vu que lemodèle Adnot est le modèle le plus précis quel que soit le site. Sa
précisionmoyenne, symbolisée par le RMSE, est de 3,66% sur l’année 2017. Les quatre autres mo-
dèles ont un RMSE compris entre 5,34 et 5,70%. A l’exclusion du modèle Ineichen, les modèles
ont un biais quasiment nul (MBE ≤ 0,5%). Le modèle Ineichen, comme l’indique le signe néga-
tif, a tendance à sous-estimer l’irradiance (MBE =−2,95%). Les deux modèles les plus complexes
(OMM et Ineichen) ne sont pas les plus performants. Cela peut s’expliquer par la qualité des para-
mètres d’entrée des modèles, notamment le trouble de Linke. En effet, le trouble de Linke, issu de
la base de données SoDa, est une valeur mensuelle avec une résolution spatiale d’un degré (envi-
ron 110 km).
Le modèle Adnot étant le plus performant, il sera utilisé dans la suite du chapitre commemo-
dèle de ciel clair.
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2.5.3.3 Influence de la période d’apprentissage
Nous avons vu dans la partie précédente que le modèle Adnot ajusté aux mesures sur sites
est plus performant que les autres modèles. Est-ce le cas quel que soit la période d’apprentissage
utilisée pour ajuster ce modèle?
Dans cette partie, nous avons donc étudié l’influence de l’apprentissage sur la performance du
modèle Adnot. Pour cela, nous avons fait varier la période d’apprentissage entre trois durées : 4, 6
et 12 mois. Pour les durées de 4 et 6 mois, nous avons également étudié l’influence dumoment de
l’année au cours duquel l’apprentissage est réalisé.
La figure 2.18 montrent la répartition des périodes d’apprentissage. Chaque trait horizontal
représente une période d’apprentissage spécifique dont le début et la fin sont spécifiés dans le
tableau 2.6. Les périodes illustrées sur la figure sont référées uniquement par leur numéro, leur
couleur n’étant pas représentatif. 11 périodes sont évaluées : une de 12 mois, quatre de 6 mois et
six de 4 mois réparties entre le 01/10/2015 et le 31/12/2016.
FIGURE 2.18 – Variation de la période d’apprentissage dumodèle Adnot
TABLEAU 2.6 – Périodes d’apprentissage dumodèle Adnot
N° Durée (mois) Début Fin
1 12 01/01/2016 31/12/2016
2 6 01/10/2015 31/03/2016
3 6 01/01/2016 30/06/2016
4 6 01/04/2016 30/09/2016
5 6 01/07/2016 31/12/2016
6 4 01/11/2015 28/02/2016
7 4 01/01/2016 30/04/2016
8 4 01/03/2016 30/06/2016
9 4 01/05/2016 31/08/2016
10 4 01/07/2016 31/10/2016
11 4 01/09/2016 31/12/2016
Les 11 modèles issus des 11 périodes d’apprentissage sont ensuite évalués sur les 8 sites du
01/01/2017 au 31/12/2017. Le tableau 2.7 concatène le résultat des 8 sites. On observe que le mo-
dèle le plus performant (RMSE = 3,68%) est avec 1 an d’apprentissage. En effet, cette période d’ap-
prentissage est la plus grande et permet de capter toutes les variations d’irradiance au cours des
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TABLEAU 2.7 – Évaluation du modèle Adnot en fonction de la période d’apprentissage
N° MBE MAE RMSE
W.m−2 % W.m−2 % W.m−2 %
1 2,64 0,49 15,44 2,86 19,87 3,68
2 2,54 0,47 19,55 3,62 27,07 5,01
3 -2,74 -0,51 19,44 3,60 25,42 4,71
4 -0,21 -0,04 17,54 3,25 21,91 4,06
5 13,30 2,46 21,17 3,92 28,32 5,24
6 -57,46 -10,64 61,17 11,32 94,44 17,48
7 62,63 11,59 67,00 12,40 95,07 17,60
8 -14,30 -2,65 27,23 5,04 37,34 6,91
9 1,13 0,21 17,06 3,16 21,53 3,99
10 22,34 4,14 28,72 5,32 37,39 6,92
11 -29,14 -5,40 40,47 7,49 56,65 10,49
saisons. Cette variation d’irradiance est représentée par la courbe rouge sur la figure 2.18.
La précision des modèles dont la période d’apprentissage est de 6 mois, varie entre un RMSE
de 4,06 et 5,24%. Dans les quatre cas, la performance des modèles reste meilleure que celle des
modèles, Haurwitz, OMM, Ineichen et Polynomial évalués dans la partie précédente dont les ré-
sultats sont visibles dans le tableau 2.5. Néanmoins, l’écart se réduit considérablement notam-
ment avec l’apprentissage n°5 qui a un RMSE de 5,24%. La question de l’utilisation dumodèle Ad-
not, qui nécessite un historique de données, par rapport à un autre peut se poser dans ce cas.
Enfin, la performance du modèle Adnot avec une durée d’apprentissage de 4 mois est très va-
riable (RMSE compris entre 3,99 et 17,48%). Avec cette durée, la précision dumodèle est fortement
dégradée sauf dans le cas n°9. Ce dernier cas ainsi que le cas n°4 sont ceux qui se rapprochent le
plus de la performance du modèle ajusté sur une année. Cela s’explique par le fait que la période
de l’année la plus favorable à l’apprentissage est celle "captant" le pic d’irradiance.
Pour conclure, nous avons vu que l’utilisation du modèle Adnot ajusté aux mesures sur site
est plus performant que les modèles Haurwitz, OMM, Ineichen et Polynomial. En revanche, afin
de ne pas dégrader considérablement ces performances, le modèle doit être ajusté sur une pé-
riode minimale de 6 mois. L’idéal est d’avoir un an de données pour réaliser l’apprentissage. En
cas d’absence de données sur site ou d’historique inférieur à 6 mois, l’utilisation de modèles dis-
sociés desmesures sur site tels queHaurwitz, OMMou Ineichen est préférable (RMSE entre 5,34 et
5,46%). Dans la suite de ce chapitre, lemodèle Adnot a été utilisé commemodèle de ciel clair et no-
tamment dans l’algorithme de prévision solaire. La section suivante présente le modèle de prévi-
sion très court-terme de l’irradiance solaire qui a été développé.
2.6 Prévision solaire par images satellitaires
2.6.1 Prétraitement
2.6.1.1 Conversion des images satellitaires
La première étape consiste à convertir la valeur binaire des pixels des images satellitaires, co-
dée entre 0 et 1023, en radiance spectrale en appliquant la fonction linéaire 2.41. Les coefficients
de corrélation pour chaque canal sont récapitulés dans le tableau 2.8.
R=CALo f f set +CALsl opeCount (2.41)
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TABLEAU 2.8 – Coefficients de corrélation (source EUMETSAT)
N° canal Nom du canal CALo f f set CALsl ope
1 VIS0.6 -1,0653 0,0209
2 VIS0.8 -1,4219 0,0279
3 NIR1.6 -1,2030 0,0236
4 IR3.9 -0,1866 0,0037
5 WV6.2 -0,4242 0,0083
6 WV7.3 -1,9697 0,0386
7 IR8.7 -6,4640 0,1267
8 IR9.7 -5,3020 0,1040
9 IR10.8 -10,4568 0,2050
10 IR12.0 -11,3379 0,2223
11 IR13.4 -8,0380 0,1576
12 HRV -1,9072 0,0374
La radiance peut ensuite être convertie, soit en température pour les canaux thermiques, soit
en réflectance pour les canaux visibles.
Canaux thermiques
Pour les canaux thermiques, la radiance peut est convertie en température de brillance Tb à
partir de l’équation 2.42.
Tb =
C2υc
α log
�
C1υ3c
R
+1
�
− β
α
(2.42)
Avec :
C1 = 2hc2
C2 =
hc
k
k : constante de Bolzmann= 1,3806488.10−23 JK−1
h : constante de Planck= 6,6260957.10−34 Js
c : vitesse de la lumière= 299792458ms−1
υc ,αetβ sont les paramètres issus de la régression non-linéaire entre la radiance et la température
réalisée par Eumetsat. Les valeurs de ces paramètres sont données dans le tableau 2.9.
TABLEAU 2.9 – Paramètres de corrélation entre la radiance et la température (source EUMETSAT)
N° canal Nom du canal υc (cm−1) α β(K)
4 IR3.9 2547,771 0,9915 2,9002
5 WV6.2 1595,621 0,9960 2,0337
6 WV7.3 1360,377 0,9991 0,4340
7 IR8.7 1148,130 0,9996 0,1714
8 IR9.7 1034,715 0,9999 0,0527
9 IR10.8 929,842 0,9983 0,6084
10 IR12.0 838,659 0,9988 0,3882
11 IR13.4 750,653 0,9982 0,5390
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Canaux visibles
Pour les canaux visibles et le proche infrarouge, la radiance peut être convertie en réflectance
à partir de l’équation 2.43. La réflectance représente la fraction du flux solaire dans la bande spec-
trale du canal qui est réfléchie par l’atmosphère et la surface de la Terre.
ri =
pi
R i
d2(t )Ii cos(θ(t )) (2.43)
avec :
i : numéro du canal
ri : réflectance pour le canal i
Ri : radiance mesurée par le satellite
d : correction de la distance Terre-Soleil (Eq. 2.4)
Ii : irradiance solaire en haut de l’atmosphère pour le canal i (Tableau 2.10)
θ(t ) : angle solaire zénithal
TABLEAU 2.10 – Irradiance solaire en haut de l’atmosphère
N° canal Nom du canal I
1 VIS0.6 65,5148
2 VIS0.8 73,1807
3 NIR1.6 62,0208
12 HRV 78,9416
2.6.1.2 Géoréférencement des images
En plus de déterminer la température de brillance et la réflectance de chaque pixel, il est né-
cessaire de les géoréférencer. Les pixels sont identifiés par un couple de coordonnées : le numéro
de ligne l et le numéro de colonne c. En appliquant la relation décrite ci-dessous, nous pouvons
passer des coordonnées de l’image aux coordonnées géographiques, ou inversement. Cette rela-
tion est une combinaison de deux fonctions : une fonction d’échelle (Eq. 2.44 et 2.45) et une fonc-
tion de projection (Eq. 2.46 et 2.47).
x =
216
�
c− co f f
�
c f ac
(2.44)
y =
216
�
l − lo f f
�
l f ac
(2.45)
où c f ac , co f f , l f ac et lo f f sont les coefficients d’échelle. co f f et lo f f sont les offsets et corres-
pondent aux coordonnées du pixel central de l’image satellitaire. Les valeurs de ces paramètres
sont récapitulées dans le tableau 2.11.
TABLEAU 2.11 – Coefficients d’échelle
Paramètre VIS/IR HRV
co f f 1856 5566
lo f f 1856 5566
c f ac 781648343 rad
−1 2344945030 rad−1
l f ac 781648343 rad
−1 2344945030 rad−1
La relation inverse de la projection géostationnaire permettant de passer des coordonnées in-
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termédiaires (x, y) aux coordonnées géographiques (l ong , l at ) est définie par les équations :
l at = at an
�
1,006803s3
sx y
�
(2.46)
long = at an
�
s2
s1
�
(2.47)
avec :
s1 = Hsat − sn cosx cos y
s2 = sn sinx cos y
s3 = −sn sin y
sx y =
�
s21+ s
2
2
sn =
Hsat cosx cos y − sd
cos2 x +1,006803sin2 y
sd =
��
Hsat cosx cos y
�2−1737121856�cos2 x +1,006803sin2 y�
Hsat = 42164km
Le géoréférencement des images satellitaires est nécessaire pour la différenciation terre/mer
des pixels qui est présentée dans la partie suivante. De plus, il est utilisé pour localiser le pixel
correspondant au site PV souhaité.
2.6.1.3 Matrice Terre/Mer
Afin de différencier les pixels terre et mer, nous nous basons sur l’altitude du pixel consi-
déré. Dans un premier temps, nous avons récupéré la topographie Global 30 Arc-Second Eleva-
tion (GTOPO30) [28], issu du NASA Shuttle Radar Topography Mission. A partir des coordonnées
géographiques de chaque pixel de l’image, l’altitude est recherchée parmi la base de données to-
pographiques dont la résolution est d’environ 1 km. Le résultat final est visible sur la figure 2.19.
FIGURE 2.19 – Topographie de l’image satellitaire
La différenciation des pixels entre terre et mer permettra d’appliquer des conditions diffé-
rentes en fonction du type de surface lors de la création de l’image de référence (section 2.6.3).
Pour cela, tout pixel dont l’altitude est supérieure à 0 m est classifié comme terre. La segmenta-
tion de l’image satellitaire de la France est représentée sur la figure 2.20.
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FIGURE 2.20 – Segmentation de l’image : mer (blanc) - terre (noir)
2.6.2 Algorithme de prévision
La prévision solaire développée dans ce chapitre est basée sur les travaux d’Ali Zaher [34]. La fi-
gure 2.21 montre les différentes étapes du modèle initial de prévision solaire. Cet algorithme est
basé sur un système d’inférences floues permettant de traiter des informations de nature diffé-
rent : le taux d’ennuagement issu du canal visible et la température issue du canal infrarouge,
afin de déterminer l’indice de ciel clair kc . L’intégration de la composante température permet de
mieux caractériser les nuages et donc leur impact sur l’irradiance. Le suivi de la couverture nua-
geuse est réalisée par Block Matching sur plusieurs images successives. Le champ de vitesses ob-
tenu est ensuite utilisé pour prédire l’indice de ciel clair par extrapolation temporelle de la cou-
verture nuageuse : la vitesse et la direction de déplacement sont considérées constantes sur l’hori-
zon de prévision. La prédiction de l’indice de ciel clair, couplée au modèle de ciel clair OMM per-
met de prédire l’irradiance global horizontale. Le principal défaut dumodèle est l’absence de pré-
vision pour le début de la journée. En effet, le block matching ainsi que le système d’inférences
floues nécessitent l’utilisation des images visibles pour réaliser la prévision. Les premières heures
de la journée ne peuvent donc pas être prédites avec un horizon de prévision de plusieurs heures.
Par conséquent, pour lamise en place d’un contrôle prédictif dumicrogrid, il est indispensable de
pallier ce problème.
Afin de résoudre ce défaut, nous dissocions l’utilisation des images visibles et des images in-
frarouges. Le canal infrarouge IR10.8 est utilisé pour prévoir l’irradiance en début de journée jus-
qu’à ce que les images du canal visible VIS0.6 soient disponibles. Les étapes du modèle proposé
sont illustrées sur la figure 2.22. Les principales étapes pour le traitement des images visibles et in-
frarouges sont : (1) calcul du taux d’ennuagement, (2) estimation de la vitesse des nuages, (3) pré-
vision du taux d’ennuagement et de l’irradiance. L’algorithmeHeliosat est appliqué pour détermi-
ner le taux d’ennuagement. Ensuite, l’estimation du déplacement de la masse nuageuse est réa-
lisée en utilisant un algorithme de Block Matching entre deux images successives du taux d’en-
nuagement. Avant d’extrapoler le champ de vitesses, deux traitements sont appliqués sur celui-
ci. Tout d’abord, le champ de vecteurs est filtré pour éliminer les valeurs aberrantes. Chaque vec-
teur est comparé à la moyenne des 8 vecteurs voisins. Ensuite le champ de vitesses est lissé et en-
fin extrapolé pour prévoir le taux d’ennuagement. L’irradiance est prédite grâce à la corrélation
entre l’indice de ciel clair, le taux d’ennuagement et le modèle ciel clair. Les modifications appor-
tées au modèle initial sont listées dans le tableau 2.12.
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Début
Images vi-
sibles (VIS)
Images infra-
rouges (IR)
Taux d’en-
nuagement
Température
Système d’in-
férences floues
Champ de vitesses
(Block Matching)
Extrapolation
de l’indice
de ciel clair
Prévision d’ir-
radiance
Modèle de ciel
clair OMM
Fin
FIGURE 2.21 – Processus de la prévision solaire initiale [34]
TABLEAU 2.12 – Modifications apportées au modèle initial
Modification Modèle initial Modèle proposé
Prévision en début
de journée
/ Utilisation des images IR
pour déterminer le taux
d’ennuagement
Post-traitement du
champ de vitesses
/ Filtrage des valeurs aber-
rantes puis lissage du champ
de vitesses
Corrélation n−kc Logique floue avec le taux
d’ennuagement et la tempé-
rature
Random Forest
Extrapolation Linéaire sur l’horizon de pré-
vision
Linéaire par pas de 15 mi-
nutes
Modèle de ciel clair OMM Adnot
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Début
zenith <
90 ?
Images vi-
sibles (VIS)
Images infra-
rouges (IR)
Taux d’en-
nuagement
Taux d’en-
nuagement
Champ de vitesses
(Block Matching)
Post-traitement
(filtrage, lissage)
Extrapolation
du taux d’en-
nuagement
Prévision d’ir-
radiance
Modèle de ciel
clair Adnot
Fin
Oui
Non
FIGURE 2.22 – Processus de la prévision solaire
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L’ensemble des différentes étapes de l’algorithme de prévision solaire très court-terme est dé-
crit dans les sections suivantes.
2.6.3 Calcul du taux d’ennuagement
Le taux d’ennuagement permet de caractériser l’épaisseur de la couverture nuageuse. Il est
compris entre 0 et 1 : 0 correspondant à un ciel clair et 1 à un ciel totalement couvert. Le taux
d’ennuagement a été défini précédemment par l’équation 2.17. Dans le cas de la méthode Helio-
sat, décrite à la section 2.3.2, la réflectance du sol (ou image de référence) est créée en récupérant,
pour chaque pixel, la valeur minimale d’un ensemble d’images satellitaires. Cette méthode pré-
sente trois inconvénients :
1. Avec un an d’historique d’images satellitaires, au maximum 31 images sont utilisées ce qui
peut être insuffisant pour trouver un pixel sous ciel clair.
2. Des pixels ombragés, qui présentent une réflectance inférieure à celle de surface, peuvent
apparaître sur l’image de référence. L’apparition d’ombres portées sur les images satelli-
taires (Fig. 2.23) est causée par la différence d’angle entre les rayons solaires et l’angle de vue
satellitaire. Plus l’angle soleil-satellite est important, plus la probabilité de présence d’ombre
est élevée.
3. La variation de réflectance du sol au cours du mois due à la variation de l’angle soleil-
satellite est ignorée. Par exemple, l’angle entre le soleil et le satellite Meteosat varie entre
4 et 16° à Paris à 12h au mois de septembre.
FIGURE 2.23 – Présence d’ombre portée sur l’image satellitaire
Afin de supprimer les ombres portées, chaque pixel n’est plus traité individuellement mais en
prenant en compte les pixels alentours. En cas de présence d’unemasse nuageuse proche du pixel
considéré, la probabilité de présence d’ombre est élevée et le pixel n’est pas conservé. La première
étape consiste à récupérer l’ensemble Img hh:mmMM des J images pour l’horaire et le mois à traiter.
Img hh:mmMM =
�
Img hh:mm1 , Img
hh:mm
2 , ..., Img
hh:mm
J
�
(2.48)
où hh : mm et MM représentent respectivement l’horaire et le mois à traiter. J est le nombre de
jours dans le mois considéré.
Ces images sont ensuite segmentées (Fig. 2.24b). Cette étape consiste à classer chaque pixel
de l’image en pixel nuageux (blanc) ou pixel ciel clair (noir). Pour cela, deux seuils de réflectance
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(a) Image satellitaire (b) Segmentation de l’image (nuage(blanc) - sol(noir))
(c) Dilatation de l’image par convolution 2D (d) Résultat : Image de référence (=réflectance du sol)
FIGURE 2.24 – Étapes de la création des images de référence
(un pour la mer (ρmermax = 0,10), un pour la terre (ρterremax = 0,15)) sont définis au-dessus desquels
le pixel est considéré comme nuageux.
Les pixels proches de lamasse nuageuse sont ceux ayant la plus grandeprobabilité de présence
d’ombre portée. Par conséquent, ces pixels sont également considérés commenuageux pour qu’ils
ne soient pas pris en compte dans la création de l’image de référence. Pour cela, une dilatation
est appliquée sur les images segmentées permettant d’agrandir la masse nuageuse (Fig. 2.24c).
Cettemorphologiemathématique correspond à une convolution 2D entre l’image et la matrice de
kernel k.
k =

0 0 1 0 0
0 1 1 1 0
1 1 1 1 1
0 1 1 1 0
0 0 1 0 0

La taille de la matrice de kernel dépend de la différence entre l’angle solaire et l’angle satellitaire.
Plus la différence (en valeur absolue) est importante, plus le risque et la distance des ombres por-
tées sont élevés.
Enfin, l’ensemble des pixels classés comme ciel clair est utilisé pour fabriquer l’image de réfé-
rence (Fig. 2.24d). Dans le cas où aucun pixel ciel clair n’a été trouvé, la méthode Heliosat est ap-
pliquée pour compléter les valeurs manquantes de l’image.
L’influence de la méthode utilisée pour déterminer la brillance de référence sera étudiée dans
la partie suivante lors de l’évaluation de la corrélation entre l’indice de ciel clair et le taux d’ennua-
gement. La figure 2.25b montre le résultat du calcul du taux d’ennuagement sur l’ensemble d’une
image satellitaire après traitement de l’image initiale 2.25a. Cette nouvelle image permet de sup-
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(a) Image satellitaire brute (b) Taux d’ennuagement
FIGURE 2.25 – Calcul du taux d’ennuagement
primer les différences spatiales de réflectance du sol, notamment terre/mer et de ne donner que
l’information caractérisant la couverture nuageuse. La partie suivante présente la relation permet-
tant d’obtenir l’indice de ciel clair à partir de ce taux d’ennuagement.
2.6.4 Corrélation Indice de ciel clair / Taux d’ennuagement
Le principe général de la méthode Heliosat est d’estimer l’irradiance global à partir dumodèle
ciel clair et du taux d’ennuagement issu des images satellitaires.
GHIestimée = kc (n).GHIciel clair (2.49)
où kc (n) représente l’indice de ciel clair. Ce dernier est une fonction du taux d’ennuagement. Cinq
corrélations ont été testées :
— Linéaire (méthode Heliosat-1) :
kc = a.n +b (2.50)
— Linéaire par morceaux
kc = ai .n +bi (2.51)
— Linéaire par morceaux avec contrainte de continuité
— Linéaire par morceaux avec contrainte de continuité pour différents angles zénithaux
— Random Forest
Le tableau 2.13 montre la performance des cinq corrélations étudiées. Les résultats de corré-
lation sont proches les uns des autres avec tout de même une petite amélioration avec la prise en
compte des angles zénithaux (corrélations 4 et 5). Le Random Forest qui est une technique dema-
chine learning, obtient le meilleur résultat avec un RMSE de 19,80%. Il est également une bonne
piste d’amélioration pour la prise en compte d’autres variables (température issue des canaux IR,
vapeur d’eau, pression, ...). Des études complémentaires sur cette dernière méthode seront pré-
sentées dans la section 2.7.
Dans la partie précédente, deux méthodes avaient été décrites pour la détermination de la
brillance de référence utilisée ensuite pour le calcul du taux d’ennuagement. Le tableau 2.14
montre que la méthode utilisée n’a qu’une influence très faible sur le résultat de la corrélation
entre le taux d’ennuagement et l’indice de ciel clair.
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TABLEAU 2.13 – Évaluation des différentes corrélations
Fonction de corrélation MBE MAE RMSE
W.m−2 % W.m−2 % W.m−2 %
Linéaire 6,04 1,64 49,19 13,34 75,51 20,48
par morceaux 5,45 1,48 48,36 13,12 75,01 20,35
avec continuité 5,84 1,58 48,32 13,11 75,07 20,36
pour différents angles zénithaux 0,94 0,26 46,66 12,66 73,77 20,01
Random Forest 0,63 0,17 45,47 12,33 73,02 19,80
TABLEAU 2.14 – Influence de l’image de référence
Fonction de corrélation MBE (%) MAE (%) RMSE (%)
Heliosat 0,15 12,37 19,83
Zaher 0,17 12,33 19,80
2.6.5 Suivi de la couverture nuageuse
2.6.5.1 Block Matching
Le suivi du déplacement de la couverture nuageuse (vitesse et direction) est réalisé par Block
Matching entre deux images successives du taux d’ennuagement. Laméthode consiste à retrouver
dans l’image tk (Fig. 2.26b), le bloc correspondant le mieux au bloc de référence de l’image tk−1
(Fig. 2.26a) en minimisant la Somme des Différences Absolues (SAD) (Eq. 2.52). Le bloc de réfé-
rence correspond au carré bleu. Le carré rouge représente quant à lui la fenêtre de recherche dans
laquelle est recherché le meilleur bloc correspondant. Le résultat est visible sur la figure 2.26b par
le carré vert.
SADi =
N�
x=1
N�
y=0
|Br e f (x, y)−Bi (x, y)| (2.52)
où Br e f est le bloc de référence dans l’image tk−1, Bi le i ème bloc de l’image tk contenu dans la
fenêtre de recherche.
Pour avoir le déplacement global des masses nuageuses, la taille du bloc de référence a été
fixée à 75 x 75 pixels. Cette taille de bloc a été choisie après plusieurs essais. Une dimension trop
petite augmente considérablement l’hétérogénéité du champ de vecteurs avec de nombreuses
erreurs aberrantes. Si la taille est trop grande, le mouvement global de la couverture nuageuse
est bien suivi mais on perd des informations sur le déplacement plus local des nuages. La fenêtre
de recherche, de 125 x 125 pixels, permet quant à elle de suivre la couverture nuageuse jusqu’à
une vitesse maximale de 150 km/h. L’inconvénient du suivi de la couverture nuageuse par images
satellitaires est la difficulté de prendre en compte la dispersion, le regroupement et la formation
des nuages.
L’algorithme de Block Matching est appliqué sur un ensemble de points de grille de l’image
du taux d’ennuagement. Cela permet d’obtenir un champ de vitesse sur l’ensemble de l’image
satellitaire. Le résultat de l’estimation de la vitesse et de la direction de la couverture nuageuse est
visible sur la figure 2.26c. On observe dans le coin haut gauche de l’image que l’algorithme capte
les déplacements circulaires des nuages. La partie suivante détaille le post-traitement effectué sur
ce champ de vitesses afin de traiter les possibles erreurs apparues lors du block matching.
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(a) image tk−1 (b) image tk
(c) Champ de vitesses
FIGURE 2.26 – Estimation du champ de vitesses par Block Matching
2.6.5.2 Post-traitement
Un post-traitement est appliqué sur le champ de vitesses pour augmenter sa cohérence et son
homogénéité. Il comprend deux étapes : le filtrage des valeurs aberrantes et le lissage du champ
de vitesses.
Filtrage des valeurs aberrantes
Certains vecteurs déterminés par la méthode du Block Matching ne sont pas cohérents avec
le déplacement général de la masse nuageuse et parfois même contraires (Fig. 2.27). Afin de ré-
duire ces erreurs engendrées lors de la création du champ de vitesses, un filtrage est appliqué sur
ce dernier. Chaque vecteur est comparé avec ses plus proches voisins pour en déterminer sa co-
hérence. Pour cela, la moyenne des 8 vecteurs voisins est calculée suivant les composantes u et v :
�u(i , j )= 1
8
1�
n=i−1
1�
m= j−1
u(n,m) (2.53)
�v(i , j )= 1
8
1�
n=i−1
1�
m= j−1
u(n,m) (2.54)
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FIGURE 2.27 – Suppression des vecteurs aberrants (rouge)
Ensuite, les valeurs des composantes du vecteur sont comparées auxmoyennes calculées pré-
cédemment. Dans le cas du non-respect de la condition ci-dessous, le vecteur est supprimé et
remplacé par interpolation cubique afin d’avoir un champ de vitesses complet et cohérent.
|�u(i , j )−u(i , j )|≤ 2 AND |�v(i , j )− v(i , j )|≤ 2 (2.55)
Lissage du champ de vitesses par une gaussienne
Le lissage du champ de vitesses permet une homogénéisation de ce dernier rendant l’extra-
polation plus ordonnée. Le lissage, sur chacune des composantes de la vitesse, est réalisé en ap-
pliquant comme convolution 2D une transformation gaussienne. L’application d’une gaussienne
plutôt qu’une moyenne permet d’avoir un poids plus élevé pour les valeurs proches du pixel en
question. Le principe du lissage par une transformation gaussienne Tr (Eq. 2.56) est représenté
sur la figure 2.28. Avec :
TR=
1 2 12 4 2
1 2 1
 (2.56)
FIGURE 2.28 – Principe du lissage
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2.6.5.3 Extrapolation du champ de vitesses
A partir du champ de vitesses précédemment obtenu, l’image du taux d’ennuagement est ex-
trapolée temporellement pour prévoir l’emplacement de la couverture nuageuse à l’horizon de
prévision souhaité. L’extrapolation linéaire parmorceaux (par pas de 15minutes) permet de suivre
les lignes de courant comparée à une extrapolation linéaire simple (Fig. 2.29).
FIGURE 2.29 – Extrapolation linéaire par morceaux
Enfin, à partir de la prévision du taux d’ennuagement, on peut en déduire la prévision d’irra-
diance solaire au site souhaité par la relation 2.57 :
GHIprévision = kc (nprévision) ·GHIciel clair (2.57)
La section qui suit présente les résultats de l’évaluation de l’algorithme de prévision très court-
terme de l’irradiance solaire dont les différentes étapes ont été décrites jusqu’à maintenant.
2.6.6 Résultats de la prévision
Lemodèle de prévision dont l’ensemble du processus est détaillé dans les parties précédentes
est testé sur le site de Walon où est situé le microgrid. Nous utilisons pour cela les mesures 15-
minutes d’irradiance entre le 01/01/2017 et le 31/12/2017. L’évaluation est basée sur deux indica-
teurs d’écart décrits à la section 2.5.3.2 : leMBE et le RMSE. En plus de ces deux indicateurs de per-
formance, nous calculons également le "skill score" s en appliquant l’équation 2.58.
s = 1− RMSE
RMSEr e f
(2.58)
Cet indicateur permet d’évaluer l’amélioration de la précision de la prévision par rapport à unmo-
dèle de référence. Le modèle de persistance, décrit par l’équation 2.59, est souvent utilisé comme
référence. Il s’agit du modèle amélioré de la persistance qui considère non pas la persistance de
l’irradiance mais celle de l’indice de ciel clair.
GHIt+h = kct ·GHI
ciel clair
t+h (2.59)
Le modèle initial présenté à la section 2.6.2 ne permettait pas de prévoir l’irradiance en début
de journée. En effet, le taux d’ennuagement issu des images visibles était indispensable dans le
système d’inférences floues pour l’estimation de l’indice de ciel clair. Par conséquent, tant que
l’image visible n’était pas disponible, il n’était pas possible de réaliser de prévision. Par exemple, si
l’horizon de prévision souhaitée était de 2 heures, les deux premières heures après le levé du soleil
n’avaient donc pas d’estimation de production ce qui était préjudiciable pour la mise en place
d’un contrôle prédictif du microgrid.
Le modèle initial ne pouvant prédire des valeurs d’irradiance sur l’ensemble de l’échantillon
de données d’évaluation, les résultats entre le modèle initial et final ne sont pas comparables. Par
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conséquent, nous n’évaluerons dans cette partie que le modèle final.
Lemodèle a été évalué uniquement pour les données dont l’angle solaire zénithal est inférieur
à 85°. Le résultat de cette évaluation pour des horizons de prévision compris entre 0 et 6 heures
est visible sur le tableau 2.15 et la figure 2.30.
TABLEAU 2.15 – Évaluation dumodèle de prévision par images satellitaires
MBE (%) RMSE (%) s (%)
Horizon Sat. Pers. Sat. Pers. Sat.
0h 0,7 / 19,0 / /
1h 0,5 -1,5 25,3 30,1 15,9
2h -0,4 -2,4 30,2 37,2 18,8
3h -1,7 -3,4 33,9 42,2 19,7
4h -3,1 -4,3 36,8 47,1 21,9
5h -4,4 -4,9 39,3 51,1 23,1
6h -5,7 -5,2 41,4 54,2 23,6
FIGURE 2.30 – Évaluation dumodèle de prévision solaire pour le site de Walon
On observe que plus l’horizon de prévision est important, plus le modèle sous-estime l’irra-
diance. Le biais est de -5,7% pour un horizon de prévision de 6 heures. La performance du mo-
dèle se dégrade également avec l’augmentation de l’horizon. Néanmoins, le "skill score" montre
que le modèle développé réduit l’erreur de prévision par rapport au modèle de persistance no-
tamment pour les horizons élevés (s = 23,6% à 6h).
Le seul moment où la persistance est plus performante est pour le très court terme (moins de
30 minutes). Sans prévision (horizon = 0h), l’erreur d’estimation de l’irradiance est de 19,0%. En
effet, les modèles satellitaires ont une erreur intrinsèque causée principalement par la corrélation
entre l’indice de ciel clair et le taux d’ennuagement.
La figure 2.31 illustre les résultats d’une prévision de 2 heures. Les images infrarouges sont
utilisées pour le début de la journée et les images visibles pour le reste de la journée. Les points
rouges correspondent aux prévisions issues des images IR10.8 alors que les points bleus celles
du canal VIS0.6. La courbe rouge représente les mesures sur site alors que la courbe bleue est le
résultat du modèle de ciel clair.
La figure illustre le résultat pour trois journées types. Les conditions atmosphériques sont gé-
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néralement classées en trois catégories : ciel clair (Fig. 2.31a), ciel partiellement nuageux (Fig. 2.31b)
et ciel totalement couvert (Fig. 2.31c). On observe que la précision dumodèle de prévision dépend
fortement des conditions du ciel. L’erreur de prévision pour les journées de ciel clair ainsi que
celles de ciel totalement couvert est faible. En effet, le taux d’ennuagement dans ces deux condi-
tions est peu variable et donc facilement prévisible. En revanche, la prévision des journées par-
tiellement nuageuses est moins performante. Les changements brutaux d’irradiance sont diffi-
ciles à estimer avec précision. On peut voir sur la figure 2.31c que la prévision n’est pas toujours
synchrone avec les mesures. Ce décalage peut s’expliquer par le changement de vitesse et direc-
tion de la couverture nuageuse. En effet, le modèle considère un champ de vitesses constant sur
l’ensemble de l’horizon de prévision. De plus, la modification de la couverture nuageuse (dissolu-
tion, formation, regroupement) n’est pas prise en compte par l’algorithme de prévision. C’est éga-
lement pour cela, que les modèles par images satellitaires deviennent moins performants que les
modèles météorologies au-delà de quelques heures de prévision.
(a) Journée ciel clair (b) Journée partiellement nuageuse
(c) Journée totalement couverte
FIGURE 2.31 – Résultats de la prévision 2h pour les trois classifications de ciel
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2.7 Modèle hybride de prévision solaire
2.7.1 Random Forest
L’algorithme de forêt aléatoire, ou Random Forest (RF) est une technique d’apprentissage au-
tomatique proposée par Breiman en 2001 [5]. Il est utilisé à des fins de classification et de régres-
sion notamment lorsque le nombre de variables explicatives est important. La prévision solaire est
un problème de régression; par conséquent, cette méthode d’apprentissage sera testée dans cette
partie. Il permet également la sélection de variables dont on peut distinguer deux types d’objec-
tif :
— Trouver les variables fortement liées à la variable de sortie à des fins d’interprétation;
— Diminuer le nombre de variables d’entrée tout en conservant une bonne prédiction de la
variable de sortie.
Le RF est basé sur les arbres de décision, ou Classification and Regression Trees (CART) [6]. Il
combine un ensemble d’arbres afin de prédire la variable de sortie. Chaque arbre est construit à
partir d’un sous-ensemble aléatoire des données d’origine. Pour chaque arbre, chaque nœud est
divisé en utilisant la meilleure répartition parmi un sous-ensemble de mtry prédicteurs choisis au
hasard sur ce nœud. La combinaison d’un ensemble d’arbres de décision plutôt que la sélection
de l’un d’entre eux permet de résoudre un défaut majeur : l’instabilité.
Le RF est une méthode statistique entièrement paramétrique. Le modèle doit être paramétré
par l’utilisateur. Les paramètres les plus importants sont le nombre d’arbres ntree, le nombre de
variables à partitionner à chaque nœud mtry et le nombre minimum d’échantillons requis aux
feuilles de l’arbre min-samples-leaf. Dans cette étude, nous appliquons les valeurs par défaut :
ntree = 500, mtry = p/3 et min-samples-leaf = 5. Où p est le nombre de variables explicatives en
entrée du Random Forest.
2.7.2 Modèle de prévision
Les forêts aléatoires ont l’avantage de pouvoir traiter des jeux de données avec de nombreuses
variables. Ces dernières peuvent être d’amplitudes, de types et de sources variés. Pour chaque site
et chaque horizon de prévisionh, un random forest est entraîné. Lemodèle de prévision solaire est
décrit sur la figure 2.32. Nous avons regroupé les variables explicatives utilisées en cinq catégories :
1. Les variables prévisibles : Il s’agit des variables dont l’erreur de prévision est faible et ne
dépendent que des coordonnées géographiques et de la date et l’heure. Ce groupe com-
prend le jour de l’année doy , le zénith solaire z, l’azimut solaire az, la masse optique de
l’air AM et l’irradiance sous ciel clair GHIci el cl ai r . Nous avons décidé de classer l’irradiance
sous ciel clair dans cette catégorie car l’erreur de prévision dumodèle est relativement faible
(RMSE= 3,66%).
2. Les variables brutes issues des images satellitaires :Ces variables correspondent à la réflec-
tance r pour la canal VIS0.6 et à la température de brillance Tb pour le canal IR10.8 dont l’ob-
tention est présentée à la section 2.6.1.1.
3. Les variables dérivées des images satellitaires : Ces variables correspondent au taux d’en-
nuagement et aux composantes de vitesse de la couverture nuageuse. Elles sont dérivées
des images satellitaires à partir des traitements décrits dans les sections 2.6.3 et 2.6.5.
4. Les mesures passées : Lesmesures des deux dernières heures d’irradiance et d’indice de ciel
clair sont utilisées comme entrée du modèle.
5. La prévision météorologique numérique : Les dernières entrées utilisées pour notre mo-
dèle de prévision solaire sont les données de prévision issues desmodèlesmétéorologiques.
Nous utilisons dans notre cas, les paramètres météorologiques issus du run 0h du modèle
ECMWF.
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FIGURE 2.32 – Modèle de prévision solaire par Random Forest
Afin d’évaluer l’importance de chaque groupe précédemment présenté, plusieursmodèles ont
été testés. L’ensemble des paramètres utilisés pour chacun desmodèles est présenté sur le tableau
2.16. En plus de faire varier les entrées dumodèle, nous évaluons également l’influence de la prise
en compte de plusieurs points de grille sur les images satellitaires ainsi que l’apprentissage sur
l’indice de ciel clair au lieu de l’irradiance.
TABLEAU 2.16 – Paramètres des modèles de prévision solaire par Random Forest
N° du modèle
Paramètres 1 2 3 4 5 6 7 8
Variables prévisibles X X X X X X X X
Variables brutes X X X X X X X
Variables dérivées X X X X X X
Mesures passées X X X
ECMWF X X X X
Nbr de pts de grille 1 77 77 77 77 77 77 77
Output GHIt+h GHIt+h GHIt+h GHIt+h GHIt+h GHIt+h GHIt+h kct+h
La figure 2.33 montre les points de grille utilisés pour les modèles de prévision. Le modèle
numéro 1 est basé uniquement sur le pixel central (point rouge sur la figure). Ce pixel correspond
à la localisation du site PV de Walon. Pour les autres modèles, l’ensemble des points de grille est
utilisé en entrée du random forest. La comparaison entre le modèle 1 et 2 permettra d’évaluer
l’ajout de la prise en compte de points alentours au site considéré.
Ensuite, les modèles 2 à 7 seront comparés les uns aux autres pour déterminer l’importance
de chacune des variables sur la prévision solaire. Par exemple, les modèles 4 et 7 permettrons de
tirer des conclusions sur la performance d’un modèle basé sur les images satellitaires par rapport
à unmodèle basé sur une prédiction météorologique numérique.
Enfin, l’apprentissage du modèle 8 est réalisé sur l’indice de ciel clair kc à la place du GHI.
La valeur prédite de cet indice est ensuite multipliée par le modèle ciel clair afin de déterminer
la prévision d’irradiance. En comparaison avec le modèle 5, ce modèle évaluera l’influence de la
variable d’apprentissage sur le résultat de la prévision d’irradiance.
86
CHAPITRE 2. PRÉVISION TRÈS COURT-TERME DE LA RESSOURCE SOLAIRE
FIGURE 2.33 – Points de grille utilisés pour le Random Forest
2.7.3 Évaluation des modèles
Les modèles définis dans le paragraphe précédent sont évalués sur le site de Walon où est
situé le microgrid. Le random forest est une technique de machine learning et nécessite donc un
historique de données pour l’apprentissage. Nous utilisons une année de données du 01/01/2016
au 31/12/2016 pour l’apprentissage et une année du 01/01/2017 au 31/12/2017 pour la validation.
L’apprentissage et la validation des modèles de prévision sont effectués sur des valeurs moyennes
15-minutes. Les modèles sont évalués à partir des indicateurs d’écart décrits à la section 2.5.3.2 et
du "skill score" (Eq. 2.58).
La performance des modèles est calculée pour différents horizons de prévision allant de 15
minutes à 6 heures. La figure 2.34 et le tableau 2.17 montrent l’évolution du MBE des différents
modèles en fonction de l’horizon de prévision. Chaque courbe de couleur représente un modèle
de prévision dont son numéro et ses paramètres ont été définis précédemment et récapitulés dans
le tableau 2.16. On observe que la plupart des valeurs de cet indicateur d’écart sont négatives. En
effet, l’ensemble des modèles ont tendance à sous-estimer l’irradiance. De plus, plus l’horizon
de prévision est grand, plus les modèles présentent un biais important. Le modèle 7 basé sur les
données météorologiques issus du modèle ECMWF a le biais le plus important (MBE =−4,61%).
Le biais est constant car pour toute une journée, la prévision est faite avec le run 0h d’ECMWF. Ce
modèle n’utilisant ni les mesures passées ni les images satellitaires, les inputs du RF ne changent
que tous les jours. Les autres modèles ont un biais très faible, variant entre -1,01 et 0,59%, pour un
horizon de prévision de 15 minutes. En revanche, le biais ainsi que la variation entre les modèles
sont plus importants pour un horizon de 6 heures (MBE entre -1,15 et -3,83%).
Le MBE permet de donner la tendance générale du modèle (sous-estimation dans notre cas)
mais ne permet pas de tirer des conclusions sur sa performance. La précision des modèles est ex-
primée par le MAE et le RMSE. Les conclusions issues de l’un ou de l’autre de ces deux indica-
teurs sont souvent identiques. Le RMSE accentue la pénalisation des grands écarts. Le choix entre
ces deux indicateurs d’écart dépend de l’utilisation finale du modèle de prévision. Dans notre cas
où la prévision sera utilisée pour le contrôle prédictif du microgrid, nous souhaitons privilégier
la minimisation des grands écarts afin d’assurer une plus grande stabilité du système. Par consé-
quent, le RMSE est mis en avant pour l’évaluation de la précision des différents modèles.
Les résultats de performance caractérisés par le RMSE sont visibles sur la figure 2.35 et le ta-
bleau 2.18. LeMAE a tout demême été calculé sur l’ensemble desmodèles et des horizons de pré-
vision. Le résultat de cette évaluation est présenté en annexe A.3.
Les modèles 1 et 2 sont basés uniquement sur les données issues des images satellitaires com-
prenant les données brutes et les données dérivées. Ces deuxmodèles possèdent les mêmes types
d’inputs mais diffèrent sur le nombre de points de grille utilisés. Le premier cité utilise unique-
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TABLEAU 2.17 – Évaluation des modèles de prévision solaire par RF - MBE
MBE (%) N° du modèle
Horizon (min) 1 2 3 4 5 6 7 8
15 0.59 -0.47 0.28 0.32 -1.01 -0.85 -4.61 -0.22
30 0.52 -0.58 0.14 0.30 -2.01 -0.79 -4.61 -0.77
45 0.31 -0.96 0.04 0.22 -2.76 -1.52 -4.61 -1.23
60 0.15 -1.26 0.03 0.05 -3.13 -1.83 -4.61 -1.61
90 -0.20 -1.76 -0.22 -0.17 -3.19 -2.23 -4.61 -1.89
120 -0.49 -2.21 -0.34 -0.40 -3.50 -2.64 -4.61 -2.25
150 -0.77 -2.19 -0.56 -0.62 -3.42 -2.49 -4.61 -2.54
180 -1.23 -2.64 -0.52 -0.61 -3.84 -2.70 -4.61 -2.62
240 -2.05 -3.23 -0.87 -1.02 -3.43 -2.93 -4.61 -3.08
300 -2.52 -3.29 -0.97 -1.30 -3.69 -2.92 -4.61 -2.93
360 -2.45 -3.29 -1.15 -1.74 -3.83 -2.95 -4.61 -3.02
FIGURE 2.34 – Évolution duMBE en fonction de l’horizon de prévision
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TABLEAU 2.18 – Évaluation des modèles de prévision solaire par RF - RMSE
RMSE (%) N° du modèle
Horizon (min) 1 2 3 4 5 6 7 8 Pers.
15 19.82 18.97 19.35 16.03 16.79 19.45 30.25 15.88 18.04
30 22.33 20.96 21.28 20.16 21.73 21.19 30.25 20.00 24.19
45 24.23 22.64 22.90 22.38 24.06 22.87 30.25 22.23 27.51
60 25.75 24.07 24.47 23.91 25.57 24.28 30.25 23.82 29.93
90 28.26 26.45 26.84 26.53 27.25 26.02 30.25 25.81 33.86
120 30.19 28.12 28.73 28.51 28.28 27.47 30.25 27.19 36.91
150 31.80 29.41 30.16 29.74 28.72 28.25 30.25 28.25 39.76
180 32.90 30.60 31.17 30.75 29.22 28.87 30.25 29.06 42.35
240 34.73 32.57 32.89 32.43 29.50 29.44 30.25 29.54 47.27
300 36.05 33.70 34.15 33.64 29.71 29.87 30.25 29.79 51.33
360 37.40 34.79 34.83 34.49 29.89 29.95 30.25 29.92 54.22
FIGURE 2.35 – Évolution du RMSE en fonction de l’horizon de prévision
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ment le pixel correspondant au site PV alors que le second intègre un maillage de points alen-
tours. Ces deux modèles sont respectivement représentés par la courbe bleue et la courbe jaune.
On observe que cette dernière est toujours située en dessous. De plus, plus l’horizon de prévi-
sion est grand, plus la différence entre les deux est élevée. La prise en compte de plusieurs points
de grille améliore considérablement la prévision. En utilisant le "skill score" entre ces deux mo-
dèles, l’utilisation de 77 points de grille engendre une amélioration de la prévision qui varie entre
2,9% pour un horizon de prévision de 15 minutes et de 7,4% pour un horizon de 6 heures. Dans la
suite de cette partie, l’ensemble des autres modèles de prévision par RF sera basé sur ces points
de grille. Les points les plus éloignés sont à 150 km du site considéré. Pour un horizon de 6 heures,
les nuages dont leur vitesse est supérieure à 25 km/h seront donc situés à l’extérieur du maillage
au moment t où la prévision est réalisée. Néanmoins l’élargissement de la zone de maillage en-
gendre une augmentation du nombre d’inputs et par conséquent du temps de calcul et de la mé-
moire nécessaires pour l’apprentissage des modèles. Par exemple, l’apprentissage avec 77 points
de grille sur 1 an de données utilise à lui seul 5 Go de mémoire sur les 8 Go installés sur l’ordina-
teur.
La différence entre les modèles 2 et 3 est l’utilisation des données dérivées des images satel-
litaires (taux d’ennuagement et composantes des vecteurs vitesses associés au déplacement de la
couverture nuageuse issues du Block Matching) dans le premier modèle cité. L’ajout de ces don-
nées dérivées apporte une petite amélioration sur la précision de la prévision solaire visible dans
le tableau 2.18 par les valeurs du RMSE. Cette amélioration est traduite par un skill score moyen
de 1,50% entre ces deux modèles.
Nous nous intéressons maintenant à l’influence de la prise en compte des mesures passées
sur le modèle. Pour cela, nous comparons les modèles 2 et 4. Ce dernier utilise les mesures pas-
sées d’irradiance et d’indice de ciel clair comme inputs du Random Forest. L’indice de ciel clair
n’est pas unemesure directe, il est calculé à partir de lamesure d’irradiance et dumodèle ciel clair.
Nous utilisons comme inputs les 8 dernières valeurs 15-minutes soient les 2 dernières heures me-
surées. On observe une forte amélioration pour les horizons de prévision les plus faibles : pour
un horizon 15 minutes, le RMSE diminue de 18,97% à 16,03% (s = 15,5%). Néanmoins le gain de-
vient nul lorsque l’horizon de prévision est supérieur à 60 minutes. L’utilisation des mesures sur
site est très intéressante pour la prévision nowcast (inférieur à 30 minutes) mais devient négli-
geable au-delà. Cette conclusion concorde avec la performance des modèles de prévision présen-
tés à la section 2.3.1.
Lemodèle 5 intègre les prévisions du run de 0h00 d’ECMWFdont les données sont disponibles
à partir de 4h-5h. Il s’agit de prévisions météorologiques horaires. Nous avons utilisé les para-
mètres pouvant le plus influencer et expliquer la prévision solaire : les indices de couverture nua-
geuse, les irradiances solaires de surface, les irradiances thermiques, la pression de surface, les vi-
tesses et directions du vent... Les résultats du modèle 5 montrent une forte diminution de l’er-
reur de prévision pour les horizons élevés comparés au modèle 4. Le RMSE diminue de 34,49% à
29,89% pour l’horizon 6 heures soit une amélioration s de 11,68%.
Le modèle 8 possède exactement les mêmes entrées que le modèle 5. La différenciation des
deux modèles est réalisée sur la variable de sortie. Dans le cas du modèle 8, la prévision d’irra-
diance n’est pas directe : le random forest prédit d’abord l’indice de ciel clair kc qui est ensuite
multipliée par le modèle ciel clair afin de déterminer la prévision solaire. On observe une amélio-
ration de la précision de prévision pour les horizons inférieurs à 3 heures. Cela s’explique par le fait
que certaines variables d’entrées, comme par exemple le taux d’ennuagement, se corrèlent mieux
avec l’indice de ciel clair que l’irradiance. Ce modèle est le plus performant quel que soit l’hori-
zon de prévision. Il a permis de tirer avantage de chacune des catégories de variables : les me-
sures passées pour le nowcast (inférieur à 30 minutes), les images satellitaires pour les horizons
entre 30 et 180 minutes et les données ECMWF au-delà.
La comparaison desmodèles 4 et 7 permet de définir l’horizon de prévision au-delà duquel les
modèles NWP sont plus performant que les modèles par images satellitaires. On observe sur la fi-
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gure 2.35 un croisement des deux courbes entre 150 et 180 minutes. Cette valeur est inférieure à
celle évaluée par Perez [23] qui conclut que les modèles par images satellitaires sont plus perfor-
mant jusqu’à 5-6 heures. Cela peut s’expliquer par la spécificité de chaque site ou par la qualité
de prévision issue des modèles météorologiques. En revanche, il est préférable d’utiliser un mo-
dèle combinant les deux sources de données plutôt que d’affecter un seuil pour l’utilisation de tel
ou tel modèle. En effet, la combinaison des deux sources en un seul modèle (n°8) permet d’amé-
liorer la prévision notamment au niveau du croisement des deux modèles 4 et 7.
Le "skill score" de chaquemodèle et de chaque horizon est récapitulé dans le tableau 2.19. On
observe que les modèles n’utilisant pas les mesures passées sont moins performants que la per-
sistance pour l’horizon de prévision de 15 minutes. Le modèle basé uniquement sur les données
ECMWF est également moins précis jusqu’à 60 minutes d’horizon de prévision. L’ensemble des
autres modèles et horizons de prévision apporte une amélioration par rapport au modèle de per-
sistance. La réduction d’erreur qu’apporte le modèle 8 par rapport au modèle de persistance va-
rie entre 11,98% pour un horizon de 15 minutes et 44,82% pour 6 heures.
TABLEAU 2.19 – Évaluation des modèles de prévision solaire par RF - skill score
s (%) N° du modèle
Horizon (min) 1 2 3 4 5 6 7 8
15 -9.88 -5.17 -7.28 11.14 6.91 -7.82 -67.78 11.98
30 7.68 13.35 12.00 16.62 10.17 12.41 -24.94 17.32
45 11.91 17.68 16.74 18.63 12.54 16.84 -9.83 19.18
60 13.92 19.55 18.23 20.08 14.58 18.88 -0.74 20.42
90 16.52 21.87 20.70 21.63 19.50 23.14 10.42 23.78
120 18.19 23.80 22.15 22.74 23.39 25.57 18.20 26.33
150 19.98 26.01 24.13 25.17 27.76 28.94 24.02 28.95
180 22.28 27.72 26.37 27.37 31.01 31.83 28.38 31.40
240 26.49 31.07 30.39 31.36 37.59 37.72 35.94 37.50
300 29.77 34.34 33.47 34.45 42.11 41.81 40.99 41.96
360 31.03 35.85 35.77 36.41 44.88 44.77 44.13 44.82
La figure 2.36 illustre le résultat de la prévision solaire par le modèle 8 pour le site de Walon.
L’irradiance prédite est comparée à l’irradiance mesurée sur l’ensemble de l’année 2017. Chaque
point bleu représente une moyenne 15-minutes d’irradiance. On observe une augmentation de
dispersion des points avec celle de l’horizon de prévision. Le carré du coefficient de corrélation
linéaire R2 se dégrade de 0,95 à 0,82.
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(a) Horizon 15 minutes (b) Horizon 30 minutes
(c) Horizon 45 minutes (d) Horizon 60 minutes
(e) Horizon 90 minutes (f) Horizon 120 minutes
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(g) Horizon 150 minutes (h) Horizon 180 minutes
(i) Horizon 240 minutes (j) Horizon 300 minutes
(k) Horizon 360 minutes
FIGURE 2.36 – Résultats du modèle n°8 pour différents horizons de prévision
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2.8 Conclusion du chapitre
L’objectif de ce chapitre a été de développer un outil de prévision très court-terme de l’irra-
diation solaire qui sera ensuite utilisé pour le contrôle prédictif du microgrid basé à Walon - Rive-
saltes.
Après avoir présenté les principales caractéristiques de la ressource solaire et un bref état de
l’art desméthodes de prévision solaire, nous avons testé différentsmodèles de ciel clair. Pour cela,
nous avons tout d’abord développé un algorithme permettant de sélectionner les mesures d’ir-
radiance sous ciel clair parmi un ensemble de données d’irradiance. Cet algorithme est basé sur
le taux d’ennuagement dérivé des images satellitaires et permet ainsi d’être totalement indépen-
dant de tous les modèles de ciel clair. Le modèle de ciel clair le plus performant a été celui d’Ad-
not ajusté aux mesures sur site : RMSE = 3,66% sur l’année de validation. La précision des autres
modèles est comprise entre 5,34 et 5,70%. Le modèle de ciel clair utilisé dans la suite du chapitre
pour l’algorithme de prévision est donc celui d’Adnot.
Dans la suite de ce chapitre, nous avons détaillé les principales modifications apportées au
modèle de prévision solaire développé par Ali Zaher durant ces travaux de thèse au laboratoire
PROMES-CNRS. Les images infrarouges ont été ajoutées pour prévoir l’irradiance en début de
journée ce que le modèle initial ne pouvait faire. La précision de la prévision sur le site du micro-
grid est donnée par le RMSE entre 19,0% en estimation et 41,1% pour un horizon de 6 heures.
La dernière partie de ce chapitre présente un modèle de prévision solaire basé sur une tech-
nique d’apprentissage automatique : le Random Forest. L’algorithme présenté combine plusieurs
sources d’informations (mesures, images satellitaires, NWP) pour prédire l’irradiance. Ce modèle
est plus performant que l’utilisation seule d’une des sources d’informations. Le RMSE varie de
15,88%pour un horizon de prévision de 15minutes à 29,92%pour un horizon de 6 heures. Par rap-
port aumodèle précédent basé uniquement sur les images satellitaires, le gain de précision est no-
tamment notable pour les horizons supérieurs à 2 heures.
Le chapitre suivant est consacré à la modélisation entière du microgrid : champs photovol-
taïques, systèmes de stockage, postes de consommation, véhicule électrique, pertes... Cette mo-
délisation et l’outil de prévision de l’irradiance solaire seront ensuite utilisés pour l’optimisation
de la gestion dumicrogrid par contrôle prédictif dans le chapitre 4.
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3.1 Système expérimental
3.1.1 Description générale du démonstrateur
Le projet Rivesaltes-Grid a pour objectif principal de supporter l’étude actuelle sur la question
des smart-grids par l’expérimentation à partir d’un démonstrateur de microgrid. Il se concentre
plus particulièrement sur le système de gestion de l’énergie afin d’optimiser le fonctionnement
des sources d’énergie distribuées : générateurs décentralisés, système de stockage de l’énergie,
charges contrôlables. Ce microgrid, à l’échelle d’un bâtiment, traite de la problématique de l’au-
toconsommation et de l’autoproduction dans le domaine industriel.
Ce microgrid expérimental a été mis en place sur le site du logisticien automobile Walon GCA
à Rivesaltes, en France. Il se compose d’une production distribuée, d’un système de stockage, de
charges, le tout inter-connecté sur un bus AC 400 / 230V comme illustré sur la figure 3.1. Le fonc-
tionnement et "l’intelligence" desmicrogrids repose sur le déploiementmassif des nouvelles tech-
nologies de l’information et de la communication sur l’ensemble de la chaîne de transport et de
conversion de l’électricité. Ce démonstrateur est équipé d’un ensemble de capteurs, d’un système
de communication et de contrôle, permettant la supervision complète du microgrid.
FIGURE 3.1 – Configuration dumicrogrid
D’après la norme C15-400 encadrant les installations électriques à basse tension et notam-
ment le raccordement des générateurs d’énergie électrique dans les installations alimentées par
un réseau public de distribution, l’installation décrite précédemment rentre dans le cas « généra-
teurs ne fonctionnant pas en parallèle du réseau public ». Ce mode de fonctionnement concerne
les générateurs utilisés en secours ou en remplacement du réseau public avec couplage au ré-
seau interdit. Un dispositif d’inversion doit permettre le basculement manuel ou automatique de
la source de tout ou partie de l’installation sans mise en parallèle des générateurs avec une par-
tie de l’installation alimentée par le réseau public. Dans notre cas, chaque poste de consommation
est équipé d’un inverseur de source permettant de basculer sur le réseau de distribution. Ce bas-
culement est automatique en cas de perte de tension sur le réseau photovoltaïque mais peut éga-
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lement être commandé par l’EMS. En plus de basculer sur tel ou tel réseau, l’inverseur de source
peut être mis en position 0, c’est-à-dire sur aucun réseau. Cette position peut permettre d’effec-
tuer des décalage de charge, notamment pour la recharge du véhicule électrique.
Le microgrid fonctionnant séparé du réseau de distribution, le surplus de production ne peut
pas être injecté sur celui-ci. Par conséquent, lorsque le système de stockage est plein, la produc-
tion PV est limité à la puissance des charges pour conserver l’équilibre du réseau. En plus de cette
application, le bridage peut être utilisé pour étudier le comportement dumicrogrid avec une puis-
sance PV réduite. Par exemple, nous pouvons éteindre un onduleur pour ne conserver que 40 kWc
de photovoltaïque et voir l’influence du dimensionnement sur des indicateurs tels que l’autocon-
sommation ou l’autoproduction.
3.1.2 Générateurs distribués
La majorité des microgrids est basée sur des générateurs distribués d’origines renouvelables
qui visent à produire de l’électricité "propre" tout en minimisant la distance avec le consomma-
teur final. Ainsi, cette production locale permet d’améliorer l’efficacité du réseau en réduisant no-
tamment les pertes dues à l’acheminement de l’électricité jusqu’au consommateur.
Dans notre cas d’application, le démonstrateur est basé sur une production photovoltaïque
issue de trois ombrières PV de 20 kWc qui alimentent le bâtiment industriel. Chaque ombrière
est constituée de 72 modules monocristallins SolarWorld de 285 Wc (Tab. 3.1 [55]) et est reliée à
un bus triphasé 400/230V par un onduleur triphasé de 20 kVA. Les ombrières ont une orientation
de -32° par rapport au sud. Le 0 correspondant à un champ PV orienté plein sud, le signe négatif
symbolise une orientation tournée vers l’est et le signe positif tournée vers l’ouest. Leur inclinaison
par rapport à une surface horizontale est de 10°.
TABLEAU 3.1 – Caractéristiques du module SolarWorld 285
Spécifications SW285mono
Puissance nominale 285 Wc
Nombre de cellule 60
Type de cellule Monocristallin
Longueur 1675 mm
Largeur 1001 mm
Tension Voc (STC) 39,5 V
Courant Isc (STC) 9,71 A
Tension Vmpp (STC) 31,2 V
Courant Impp (STC) 9,07 A
Rendement 16,70 %
Le calepinage des ombrières, définissant la disposition et le nombre de modules en série et
parallèle, est de 4 chaînes de 18 modules. Il permet de respecter la plage de fonctionnement de
l’onduleur SMA Sunny Tripower 20000TL (Fig. 3.2). Cet onduleur, d’une puissance DC maximale
de 20 440W, accepte une tensionmaximale de 1000V et un courant de 33Apour chaqueMaximum
Power Point Tracker (MPPT), au nombre de deux. Chaque MPPT a donc à son entrée 2 strings
en parallèle de 18 modules. La mise en série des modules permet d’augmenter la tension pour
diminuer les pertes en ligne.
La dimension des ombrières étant standard, nous n’avons pas pu dimensionner le champ
PV destiné à alimenter le bâtiment industriel du site. La puissance crête installée pour le pro-
jet Rivesaltes-Grid est au total de 60 kWc. Néanmoins, les onduleurs SMA sont contrôlables et
peuvent être "bridés" pour limiter la puissance produite.
En amont de l’onduleur est présent la boîte de jonction (ou coffret DC) comme illustré sur
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la photo et le schéma de la figure 3.2. Elle permet la mise en parallèle des chaînes de modules
avant l’entrée desMPPT afin d’obtenir la puissance souhaitée. Elle est également un organe de sé-
curité des biens et des personnes avec la présence de sectionneurs, fusibles et parafoudres. Tout
d’abord, les fusibles présents sur chaque string du champ PV assurent la protection de l’installa-
tion contre les surintensités liées aux courants inverses qui peuvent se produire dans les installa-
tions PV notamment en cas de défaut sur les modules PV et les diodes by-pass. Les parafoudres
sont quant à eux des systèmes de protection contre les surtensions causées par un coup de foudre
à proximité ou sur l’installation PV. Enfin, l’interrupteur-sectionneur au voisinage de chaque en-
trée de l’onduleur est relié à l’arrêt d’urgence de l’installation et permet d’isoler le champ PV de
l’onduleur.
FIGURE 3.2 – Onduleur SMA 20 kVA et boîte de jonction
En plus d’être contrôlables, ces onduleurs permettent la mesure des caractéristiques élec-
triques tels que la tension, le courant, la puissance active et réactive, etc. Côté DC, chaque entrée
de MPPT possède ces propres mesures. En comparant ces deux entrées, nous pourront éventuel-
lement apercevoir l’apparition de cas d’ombrage notamment sur les modules de la partie basse
de l’ombrière. Les ombrières de la centrale étant en shed, lorsque le soleil est rasant (en début et
fin de journée), les rangées d’ombrières peuvent se faire mutuellement de l’ombre et donc impac-
ter la production. Les mesures de la tension, du courant et de la puissance de chaque entrée DC
et de la sortie AC de de chaque onduleur sont échantillonnées à la minute et stockées sur la base
de données de l’EMS. Ces données et celles de la stationmétéorologique installée sur le site (tem-
pérature ambiante, vitesse du vent, irradiance solaire et température de module) seront utilisées
pour la modélisation du champ PV et des onduleurs, présentée dans la suite de ce chapitre.
101
CHAPITRE 3. MODÉLISATION DU DÉMONSTRATEUR RIVESALTES-GRID
3.1.3 Système de stockage
Le système de stockage de l’énergie (ESS) est l’un des principaux critères pour la réussite et
la stabilité de fonctionnement des microgrids. Il équilibre la demande en énergie et en puissance
avec la production. Les batteries au lithiumpossèdent de bonnes caractéristiques pour le stockage
d’énergie stationnaire [15, 50] : haute densité d’énergie, rendement élevé, longue durée de vie,
faible autodécharge, aucun effet de mémoire. Pour le développement massif de cette technologie,
les défis tels que les coûts, la disponibilité des matériaux et la sécurité doivent encore être résolus.
Notre démonstrateur est équipé de batteries lithium Nickel Manganèse Cobalt (NMC) d’une
capacité de 85 kWh : 2 chaînes de 6 batteries chacune (Fig. 3.3b). Cette capacité permet d’avoir
une autonomie énergétique d’une journée en cas de très faible production photovoltaïque. Le
dimensionnement du système de stockage et l’instrumentation du bâtiment nécessaire pour cela,
sont détaillés dans l’annexe A.4. La sécurité, l’équilibrage des cellules et la connexion des deux
chaînes en parallèle sont assurées par le système de gestion de batterie, ou Battery Management
System (BMS). Les spécifications de la batterie sont répertoriées dans le tableau 3.2.
TABLEAU 3.2 – Caractéristiques Batterie
Spécifications Batterie NMC
Densité d’énergie 150 Wh/kg
Ratio Puissance-Énergie 3C en charge / 8C en décharge
Durée de vie 8 000 cycles à 80% DoD
Auto-décharge 1,54% par mois
Tension nominale 89 V par module
Capacité 80 Ah
Les batteries sont reliées au bus AC 400/230 V grâce à un système bidirectionnel de conver-
sion. Le système de stockage comprend un ensemble d’équipements connectés entre eux tel que
décrit par le schéma de la figure 3.3a : transformateur, filtre, convertisseur AC/DC, convertisseur
DC/DC, batteries. Le transformateur d’isolement (ou de séparation) de 80 kVA est un dispositif
de sécurité permettant de mettre en sécurité aussi bien les personnes que les équipements élec-
triques. Il assure l’isolement galvanique entre le circuit primaire et le circuit secondaire. Il per-
met également de changer le régime de neutre. En amont du convertisseur AC/DC, un filtre passe
bas de type LCL est utilisé pour réduire les harmoniques de courant.
Le variateur de fréquence VACON NX [58] avec l’Ative Front End (AFE) permet un fonction-
nement à quatre quadrants. Ce convertisseur de fréquence a donc un rôle de redresseur lors de
la charge et d’onduleur lors de la décharge du système de stockage. Il permet de passer d’un ré-
seau AC triphasé 400 V à un bus DC à 700 V. Les mesures de la tension, du courant et de la puis-
sance côté AC issues du convertisseur sont échantillonnées à la minute et seront utilisées pour la
modélisation du système de stockage.
Le convertisseur DC-DC est un hacheur quatre quadrants qui est donc réversible en courant et
en tension. Il a pour fonction d’adapter une tension continue variable, celle du pack de batterie, à
une tension continue fixe, celle du bus DC à 700 V. La tensionDC des batteries varie en fonction de
l’état de charge, ou State of Charge (SoC) entre 389 V lorsque le système de stockage est quasiment
déchargé et 590 V lorsqu’il est plein. La tension nominale du pack de batteries est de 533 V.
Le microgrid fonctionnant en mode îlotage du réseau de distribution, l’ensemble du système
de stockage et de conversion est responsable dumaintien et de la stabilité du réseau dumicrogrid.
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(a) Schéma électrique
(b) Convertisseurs
(c) Batteries Li-ion NMC
FIGURE 3.3 – Système de stockage de l’énergie
3.1.4 Charges
Le champ photovoltaïque alimente trois charges : un bâtiment industriel, un véhicule élec-
trique et des auxiliaires / équipements annexes (EMS, automate, télégestion, climatisation, etc).
Chacun de ces postes de consommation a été équipé d’un compteur d’énergie A9MEM3100 [48]
mesurant les caractéristiques électriques tels que le courant, la tension, la puissance, l’énergie,
etc. L’échantillonnage et l’enregistrement de ces données sont réalisés au pas de temps d’une mi-
nute.
3.1.4.1 Le bâtiment industriel
Le bâtiment industriel est la principale source de consommation du microgrid. La figure 3.4
illustre le profil de consommation sur une semaine issu des mesures expérimentales échantillon-
nées à la minute.
On observe tout d’abord une consommation importante (≈ 8 kW) les jours ouvrés, du lundi au
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FIGURE 3.4 – Puissance de consommation du bâtiment industriel
vendredi, et une consommation presque nulle le week-end. Ce profil est spécifique au secteur ter-
tiaire puisque la consommation est importante les jours et heures ouvrés et réduite dans le cas
contraire. Parmi les principales charges électriques du bâtiment, nous pouvons citer l’éclairage, le
système informatique, la climatisation et les moteurs des appareils électriques. Les pics de puis-
sance se produisant à intervalle régulier d’environ 2 kW correspondent au fonctionnement de la
climatisation dans la salle serveur.
3.1.4.2 Le véhicule électrique
La deuxième charge alimentée par le microgrid est un véhicule électrique [23] tel qu’illustré
sur la figure 3.5b. Il s’agit d’un véhicule de transport 6-8 places qui est utilisé par le personnel de
l’entreprise Walon GCA pour circuler sur leur parking qui s’étend sur 16 hectares. Son utilisation
n’est pas commune par rapport à celle des véhicules électriques classiques, puisqu’il est utilisé
tout au long de la journée.
(a) Borne de recharge (b) Véhicule électrique
FIGURE 3.5 – Véhicule électrique de transport pour le personnel de Walon
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Les batteries du véhicule ont été équipées de capteurs de courant, de tension et d’un sys-
tème d’acquisition pour collecter les informations lors de la charge et de la décharge. La figure 3.6
illustre les mesures enregistrées au pas de la seconde, lors de l’utilisation du VE. On constate un
fort appel de courant et une chute de la tension lors des accélérations. Le courant dépasse parmo-
ment les 200 A. Au cours de la journée et des différentes utilisations du VE, la tension diminue de
38 V à 35,5 V. Chaque appel de puissance entraîne une chute de tension supplémentaire qui re-
trouve presque la tension initiale après un certain temps de repos du VE. La hausse de la ten-
sion après 15h00 correspond au début de la recharge des batteries du véhicule.
FIGURE 3.6 – Caractéristiques électriques des batteries du VE lors de son utilisation
Le système d’acquisition installé dans le VE échange les donnéesmesurées avec l’EMS enWiFi
lorsque le véhicule en est proche. L’EMS se situe dans le shelter avec le système de stockage de
l’énergie sous une des ombrières. Une borne (Fig. 3.5b) a été installée à côté du shelter pour la
recharge du VE. Par conséquent, l’échange de données entre le VE et l’EMS se fait au moment
où le véhicule est garé pour se recharger. Ce type de véhicule de transport utilise des batteries au
plomb qui n’accepte que les recharges lentes. La borne est donc équipée d’une prise monophasée
3 kW - 16 A. La recharge complète du VE se fait en 8-10 heures. Le profil de puissance lors de la
charge est visible sur la figure 3.7. On constate que le processus de charge se réalise en quatre
étapes : Bulk - Absorption - Égalisation - Floating.
1. Bulk : recharge rapide de la batterie en délivrant un courant élevé jusqu’à ce que la tension
d’absorption soit atteinte (≈ 42,2 V) ;
2. Absorption : diminution du courant à tension constante jusqu’à atteindre le courant d’éga-
lisation (≈ 8,7 A) ;
3. Égalisation : élévation de la tension à courant constant afin de "brasser" l’électrolyte en sup-
primant la stratification;
4. Floating : application de la tension de floating (37,9 V) et d’un léger courant (0,35 A) pour
maintenir la batterie en état de charge complète.
3.1.4.3 Les auxiliaires
La dernière source de consommation est les auxiliaires et équipements annexes. Les équipe-
ments nécessitant une alimentation électrique sont l’EMS, le BMS, le système de refroidissement
de la batterie, la centrale incendie, la climatisation, le système de télégestion... L’arrivée sur la-
quelle est branchée l’ensemble de ces éléments est équipé d’un compteur d’énergie. Cette ins-
trumentation permet d’évaluer l’énergie nécessaire au fonctionnement dumicrogrid. La consom-
mation des auxiliaires est visible sur la figure 3.8. On observe qu’elle est au minimum de 500 W
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FIGURE 3.7 – Caractéristiques électriques des batteries du VE en charge
et peut monter jusqu’à 2 kW. Cette variation de puissance s’explique par la climatisation du shel-
ter qui permet demaintenir une température inférieure à 24,5 °C pour l’environnement des batte-
ries et des équipements électriques (redresseur, onduleur, transformateur). On constate que plus
la température extérieure est élevée, plus la climatisation se met en route à intervalle de temps ré-
duit, augmentant par conséquent la consommation électrique.
FIGURE 3.8 – Puissance de consommation des auxiliaires et équipements annexes
3.1.5 Système de contrôle et de communication
Les technologies de l’information et de la communication et l’Internet des objets, ou Inter-
net of Things (IoT) jouent un rôle prépondérant dans l’exploitation, la gestion et le suivi des mi-
crogrids. Dans le projet Rivesaltes-Grid, le système de gestion de l’énergie est au centre du sys-
tème de communication et de contrôle. Le projet vise à développer un EMS innovant pour opti-
miser l’efficacité énergétique et minimiser le coût de fonctionnement du microgrid en autocon-
sommation. Pour cela, il est nécessaire d’anticiper les comportements énergétiques de ce dernier
106
CHAPITRE 3. MODÉLISATION DU DÉMONSTRATEUR RIVESALTES-GRID
et notamment la variabilité de production introduite par les énergies renouvelables. Le chapitre 2
a traité de la prévision de la ressource solaire indispensable à la prévision de production photovol-
taïque. Dans la suite de ce chapitre, nous présenterons la modélisation de l’ensemble du micro-
grid afindeprévoir : la production, la consommation et son comportement énergétique. Cettemo-
délisation permettra de développer différentes stratégies de gestion de l’énergie afin de les implé-
menter sur l’EMS.
La figure 3.9 illustre le système de contrôle et de communication dont le microgrid est équipé.
L’EMS est le centre névralgique de ce système. Il interagit avec l’ensemble des équipements pour
la récupération d’information et le contrôle dumicrogrid. La récupération des mesures issues des
différents capteurs, compteurs et appareils peut se faire de quatre manières :
1. L’EMS collecte toutes les informations des compteurs d’énergie et de puissance par le pro-
tocole Modbus RTU RS485.
2. Il récupère les données du véhicule électrique en WiFi lorsque le véhicule est proche de
celui-ci.
3. Il collecte les informations des convertisseurs tels que la puissance, l’énergie, le courant, la
tension et les alarmes enModbus TCP/IP.
4. Les instruments demesure de la stationmétéo sont directement connectés aux entrées ana-
logiques de l’EMS.
L’ensemble desmesures dumicrogrid est stocké en local dans l’EMS à travers une base de données
PostgreSQL. La connexion ADSL à IP fixe permet un échange d’informations entre le système local
et le centre de supervision et de contrôle située au siège social d’ENGIE Green àMontpellier. Cette
communication peut se faire dans les deux sens. Tout d’abord, lesmesures stockées sur l’EMS sont
remontées pour être utilisées à distance. Dans le sens inverse, l’EMS peut récupérer les résultats
des algorithmes demandant des ressources informatiques importantes tels que la prévision de la
ressource solaire qui traite un volume conséquent d’images satellitaires, pour piloter le microgrid.
En plus de collecter et stocker les mesures issues de l’instrumentation du microgrid, l’EMS
commande les onduleurs photovoltaïques, le convertisseur DC-DC, l’onduleur et lemodem / rou-
teur ADSL via le protocole TCP / IP sur une base physique Ethernet. Il contrôle la puissance de
charge et de décharge du système de stockage et peut limiter la puissance des onduleurs photo-
voltaïques. Il peut également contrôler les inverseurs de source ATySp [54] qui permettent de pas-
ser d’un réseau à un autre : du réseau photovoltaïque au réseau de distribution ou inversement.
L’EMS permettra d’implémenter et de tester les stratégies de gestion de l’énergie développées
au cours de ces travaux de thèse. Ces différentes stratégies seront présentées au chapitre 4. Dans
la suite de ce chapitre, nous traiterons de la modélisation du microgrid qui sera utilisée pour la
simulation, le dimensionnement et la gestion de celui-ci.
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FIGURE 3.9 – Système de contrôle et de communication dumicrogrid
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3.2 Estimation de la production photovoltaïque
Dans cette section, nous traiterons de la modélisation du générateur électrique, c’est-à-dire
du champ photovoltaïque. L’objectif de cette modélisation est d’estimer la production électrique
du microgrid à partir des conditions environnementales : irradiance solaire et température am-
biante. Nous présenterons tout d’abord les différents modèles de cellule PV et celui retenu dans
notre cas. Nous décrirons ensuite la méthode développée pour identifier les paramètres du mo-
dèle PV à partir d’une courbe IV expérimentale. Enfin, le modèle PV avec ses paramètres identifiés
précédemment, sera utilisé pour estimer la production des ombrières photovoltaïques. La compa-
raison de l’estimation et des mesures issues de l’instrumentation du microgrid permettra d’éva-
luer le modèle du champ PV.
3.2.1 Modélisation du module PV
Le comportement d’une cellule photovoltaïque peut être modélisé par un circuit électrique
équivalent. Dans la littérature, de nombreuxmodèles ont été développés. Ils permettent d’estimer
les caractéristiques I-V de la cellule en fonction de deux variables d’entrée : l’irradiance solaire et
la température ambiante.
Lesmodèles de cellule PV développés sont plus oumoins précis et complexes. Les plus connus
sont illustrés sur la figure 3.10. Le modèle le plus simple est le modèle idéal (Fig. 3.10a). Il cor-
respond à un fonctionnement idéal de la cellule PV et se symbolise par une source de courant
Iph qui représente l’ensoleillement reçu par la cellule, et une diode D en parallèle qui représente
la jonction PN. Ce modèle étant éloigné du comportement réel de la cellule PV, le modèle illus-
tré par la figure 3.10b [45] intègre une résistance série Rs pour prendre en compte les pertes oh-
miques desmatériaux, lesmétallisations et le contactmétal / semi-conducteur. Lemodèle 1 diode
[8, 59] (Fig. 3.10c) ajoute une résistance parallèle à la diode pour tenir compte du courant de
fuite. D’autres modèles, plus complexes, utilisent deux (Fig. 3.10d) ou trois diodes [2, 32, 33] pour
prendre en compte l’effet de la recombinaison des porteurs.
Lemodèle à 1 diode avec les résistances série et shunt constitue un bon compromis entre sim-
plicité et précision [12, 47]. Les modèles avec 2 et 3 diodes apportent une amélioration dans l’es-
timation de la tension en circuit-ouvert mais sont beaucoup plus complexes, notamment dans
l’étape d’identification des paramètres du modèle. Par conséquent, pour simplifier la modélisa-
tion et réduire le nombre de paramètres à identifier tout en gardant une bonne précision proche
du point de fonctionnement de l’onduleur, c’est-à-dire au point de puissancemaximale, nous uti-
liserons dans la suite de cette partie le modèle 1 diode défini par l’équation 3.1 [57].
I= Iph − I0
�
exp
�
q (V+ IRs)
akTcel l
��
− V+ IRs
Rp
(3.1)
avec :
I : courant de sortie de la cellule PV
V : tension de la cellule PV
Iph : photocourant
I0 : courant de saturation inverse de la diode
a : facteur d’idéalité de la diode compris entre 1 et 2
Tcel l : température de la cellule
Rs : résistance série
Rp : résistance parallèle ou shunt
q : charge d’un électron(1,602.10−19C)
k : constante de Boltzmann(1,381.10−23 J.K−1)
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(a) Modèle idéal (b) Modèle Rs
(c) Modèle 1 diode (d) Modèle 2 diodes
FIGURE 3.10 – Modèles de cellule PV
Le photocourant est représenté par une source de courant. Il est proportionnel à l’ensoleille-
ment reçu par la cellule PV et défini par l’équation 3.2.
Iph = IphSTC
G
GSTC
�
1+αi
�
Tcel l −Tcel lSTC
��
(3.2)
où Tcel lSTC et GSTC sont la température de cellule et l’irradiance aux conditions STC. αi représente
le coefficient de température en court-circuit. L’irradiance solaire G et la température ambiante
Tamb sont les variables d’entrée du modèle. IphSTC est le photocourant aux STC. Il fait partie des
paramètres du modèle à identifier et sera nommé Iphr e f dans la suite de cette partie.
Le courant de saturation de la diode est quant à lui défini par l’équation 3.3. Il est fonction de
la température de la cellule.
I0 = I0STC
�
Tcel l
Tcel lSTC
�3
exp
�
Eg
k
�
1
Tcel lSTC
− 1
Tcel l
��
(3.3)
où Eg est l’énergie de gap (1,124 eV pour le silicium cristallin) et I0STC le courant de saturation
de la diode aux conditions de test standard, ou Standard Test Conditions (STC). Ce dernier est un
paramètre à identifier et sera nommé I0r e f .
La température de la cellule est fonction des conditions environnementales : irradiance solaire
et température ambiante. Elle est définie par l’équation 3.4.
Tcel l =Tamb + (Tcel lNOCT −TambNOCT )
G
GNOCT
(3.4)
où Tcel lNOCT est la température de cellule, TambNOCT la température ambiante et GNOCT l’irradiance
aux Normal Operating Cell Temperature (NOCT). La température de cellule peut également être
fonction de la vitesse et direction du vent [36, 49]. La prise en compte des mesures du vent sur site
permet une amélioration de l’estimation de la température. Cependant, dans le cas d’une optimi-
sation du microgrid avec contrôle prédictif, la vitesse du vent doit être une prévision. Or, la pré-
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vision du vent à hauteur du champ PV tout en prenant en compte les obstacles proches pou-
vant l’influencer est très difficile. Les incertitudes sur la prévision du vent peut même augmen-
ter les erreurs sur la température de cellule. Par conséquent, nous utiliserons dans la suite des tra-
vaux, l’équation standard (Eq. 3.4) de la température de cellule.
Le modèle présenté précédemment est celui d’une cellule PV. Les cellules PV sont assemblées
en série et parallèle pour former les modules, les strings et les champs PV. Le modèle complet du
champ PV peut être est défini par l’équation 3.5.
I=Np Iph −Np I0
exp

q
�
V+ I
Ns
Np
Rs
�
Ns0akTcel l

−
V+ I
Ns
Np
Rs
Ns
Np
Rp
(3.5)
où le calepinage du champ PV est défini par Ns0 cellules en séries, Ns modules en séries et Np
chaînes (ou strings) en parallèle.
Dans cette formule, les paramètres Iph , I0, Rs et Rp ne sont pas ceux de la cellule PV mais
du module entier. Seul le facteur d’idéalité de la diode a correspond à celui de la cellule. C’est
pourquoi, le coefficient pris en compte est le nombre de cellules en série au lieu du nombre de
modules. Cela permet de conserver un facteur d’idéalité compris entre 1 et 2.
Pour conclure, le modèle PV permet d’estimer les couples I-V du champ PV en fonction des
conditions environnementales : irradiance solaire G et température ambiante Tamb . La prévision
de ces deux variables d’entrée permet d’obtenir une prévision de production. Néanmoins, avant
d’utiliser le modèle, nous devons identifier les 5 paramètres de référence du module : Iphr e f , I0r e f ,
ar e f , Rsr e f et Rpr e f . La partie suivante traite de la méthode développée pour le paramétrage du
modèle 1-diode.
3.2.2 Paramétrage du modèle par algorithme génétique
Afin d’estimer le fonctionnement du champ PV à partir de l’équation 3.5, nous devons tout
d’abord identifier les cinq paramètres du modèle : Iphr e f , I0r e f , ar e f , Rsr e f et Rshr e f , pour le module
PV SW-285-mono [55]. Notre méthode de paramétrage dumodèle est basée sur un algorithme gé-
nétique (GA) permettant d’ajuster le modèle à la courbe IV du module PV. L’identification de ces
paramètres est plus précise si toute la plage courant-tension du module PV est disponible [22, 40]
par rapport au cas où seulement quelques points spécifiques en STC sont utilisés : court-circuit (0,
IscSTC ), point de puissancemaximale (VmppSTC , ImppSTC ) et circuit ouvert (VocSTC , 0). La courbe IV uti-
lisée n’est en réalité qu’une partie des points caractéristiques I-V dumodule. En effet, la caractéris-
tique I-V d’une cellule PV est non linéaire et balaie trois des quatre quadrants existants (Fig. 3.11).
Or, nous nous intéresserons pour le paramétrage du modèle PV uniquement au quadrant 1 cor-
respondant à un fonctionnement en mode générateur. Les quadrants 2 et 4 sont un fonctionne-
ment en mode récepteur et sont à proscrire pour éviter les risques de destruction de la jonction
PN par échauffement (hot spot).
La courbe IV (Fig. 3.12) a été mesurée expérimentalement à partir d’un traceur I-V développé
par l’équipe Supervision, Énergie solaire, Systèmes Électriques (SEnSE) du laboratoire PROMES-
CNRS. Le principe du traceur I-V est de faire varier la résistance au borne du module PV afin de
parcourir l’ensemble de la courbe IV enmode générateur et d’enregistrer lesmesures IV. Le traceur
développé, d’une puissance unitaire de 2 kW, est composé de trois parties :
— le circuit de puissance à base d’un transistor MOSFET [34] comme résistance variable ;
— le circuit de commande à partir d’un Arduino DUE [3] qui sert également d’acquisition et de
transmission des mesures ;
— l’interface homme machine à l’aide d’un Raspberry Pi [43] pour le lancement de la com-
mande d’acquisition, le stockage des mesures et la visualisation.
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FIGURE 3.11 – Caractéristique I-V d’une cellule PV
Au moment de l’acquisition de la courbe I-V, nous avons également récupéré la température am-
biante et l’irradiance globale horizontale (GHI) issues respectivement d’une sonde de tempéra-
ture PT100 et d’un pyranomètre CMP11 [10]. L’irradiance utilisée dans le modèle 1-diode est ce-
lui atteignant la cellule PV. Par conséquent, pour que la mesure d’irradiance corresponde à celle
atteignant le module, nous avons placé le module PV dans le plan horizontal. La mesure d’irra-
diance est tout demême corrigée pour calculer l’irradiance effective atteignant la cellule PV. En ef-
fet, le verre en surface du module PV réfléchit une partie du flux solaire en fonction de l’angle in-
dicident des rayons [19].
FIGURE 3.12 – Courbes I-V et P-V dumodule PV SW-285-monomesurées expérimentalement
Un GA est un algorithme évolutionniste, bio-inspiré, permettant d’obtenir une solution ap-
prochée à des problèmes d’optimisation. Notre problème d’optimisation est ici de déterminer les
5 paramètres du modèle PV ajustant au mieux la courbe IV mesurée expérimentalement. Pour
cela, nous avons défini la fonction objectif par l’équation 3.6 :
RMSE=
���� 1
N
N�
i=1
ε2i (3.6)
où N est le nombre de points expérimentaux de la courbe IV et ε la différence entre la puissance
mesurée et celle estimée à partir de l’équation 3.5. La courbe IV correspond à celle d’un seul mo-
dule, par conséquent, le calepinage du champ PV devient Np = 1, Ns = 1 et Ns0 = 60. Afin de dé-
terminer la puissance estimée à partir du modèle, nous avons tout d’abord fixé les valeurs de ten-
sion à celles de la courbe I-V expérimentale. Ensuite, à partir de l’algorithme de Gauss-Newton,
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nous avons résolu l’équation non-linéaire pour déterminer les courants correspondant aux ten-
sions. L’ensemble des couples I-V obtenus permet par multiplication d’obtenir les points de puis-
sance issus du modèle PV. Enfin, ces puissances estimées sont utilisées pour calculer la fonction
objectif.
Le processus de l’algorithme génétique est décrit par la figure 3.13.
Initialisation
Population
Evaluation
Fonction Objectif
Sélection
Croisement
Mutation
Génération
max. ?
Résultat
Oui
Non
FIGURE 3.13 – Processus de la simulation dumicrogrid
Initialisation
Tout d’abord, la première étape consiste à générer aléatoirement une population initiale de
n = 100 individus. La population et les individus sont respectivement définis par :
pop =

ind1
ind2
...
indn

indi =
�
I(i )phr e f I
(i )
0r e f
a(i )r e f R
(i )
sr e f R
(i )
shr e f
�
avec i ∈ [1,2, ...,n]
L’algorithme génétique permet de résoudre des problèmes d’optimisation avec contraintes. Il
est par exemple possible de borner les valeurs des paramètres à optimiser. Le fait de donner des
limites inférieures et supérieures permet même une meilleur initialisation et donc une conver-
gence plus rapide de l’algorithme. Dans notre cas, les valeurs des bornes ont été fixées par rap-
port aux limites physiques, aux connaissances d’approximation ou aux différentes valeurs issues
de la bibliographie. Par exemple, le photocourant de référence est proche du courant de court-
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circuit en STC. Nous avons donc défini la plage de recherche entre 9 et 10 A. Le facteur d’idéa-
lité de la diode est quant à lui compris entre 1 et 2. L’ordre de grandeur de la résistance série est
de plusieurs dixièmes d’ohm alors que celui de la résistance parallèle est de dizaines voire cen-
taines d’ohms. Les limites inférieures et supérieures sont récapitulées dans le tableau 3.3.
TABLEAU 3.3 – Évaluation dumodèle PV
Limites Iphr e f I0r e f ar e f Rsr e f Rshr e f
Inférieures 9 10−10 1 0 50
Supérieurs 10 10−6 2 2 2500
Par conséquent, lors de l’initialisation, chaque individu est générée aléatoirement par une loi
uniforme sur le sous-domaine limité par les bornes inférieures et supérieures.
Évaluation
La seconde étape de l’algorithme génétique est l’évaluation. Elle consiste simplement à éva-
luer la fonction objectif définie par l’équation 3.6 pour chaque individu de la population. Le ré-
sultat de l’évaluation de la fonction objectif est un vecteur de n valeurs correspondant au nombre
d’individus dans la population.
eval =

RMSE1
RMSE2
...
RMSEn

Sélection
L’étape de sélection ainsi que les deux étapes suivantes : croisement et mutation, permettent
de créer la population de la génération suivante. La sélection est chargée de définir quels individus
vont être dupliqués et servir de "parents" pour l’étape de croisement.
La méthode utilisée pour la sélection est celle de la loterie biaisée ou roulette wheel. Elle
consiste à un tirage au sort entre les individus de la population. Chaque individu a une proba-
bilité d’être tiré proportionnelle à son adaptation du problème : plus il minimise la fonction ob-
jectif, plus il a chance d’être sélectionné. A l’issue de ce tirage,
n
2
individus ont été sélectionnés
pour la nouvelle génération.
Croisement
L’étape de croisement est appliquée pour générer
n
2
nouveaux individus afin de compléter
la nouvelle génération. Elle consiste tout d’abord à créer aléatoirement
n
4
couples à partir des
parents issus de l’étape de sélection. Chaque couple permet d’obtenir 2 individus "enfants" par
duplication et croisement des chromosomes des parents :
couplei =
�
inda
indb
�
=
I(a)phr e f I(a)0r e f a(a)r e f R(a)sr e f R(a)shr e f
I(b)phr e f I
(b)
0r e f
a(b)r e f R
(b)
sr e f R
(b)
shr e f

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enfantsi =
�
indx
indy
�
=
I(a)phr e f I(a)0r e f a(b)r e f R(b)sr e f R(b)shr e f
I(b)phr e f I
(b)
0r e f
a(a)r e f R
(a)
sr e f R
(a)
shr e f

Mutation
Après les deux étapes précédentes permettant d’obtenir une population de n individus, nous
précédons à l’étape de mutation. A l’issue de cette dernière, la nouvelle génération définitive sera
créée.
La mutation consiste, de façon aléatoire, à modifier légèrement le gène d’un individu. La pro-
babilité de mutation est un paramètre réglable de l’algorithme qui doit rester faible (pmut ≈ 0,01)
pour ne pas tomber dans une recherche aléatoire de l’optimum du problème. Chaque gène de
chaque individu de la population a une probabilité pmut d’être soumis à une mutation.
�
I(i )phr e f I
(i )
0r e f
a(i )r e f R
(i )
sr e f R
(i )
shr e f
�
⇒
�
I(i )phr e f I
(i )
0r e f
a(i )r e f +0,05 R
(i )
sr e f R
(i )
shr e f
�
La mutation joue un rôle de bruit qui assure une recherche global de l’optimum. La conver-
gence de l’algorithme vers un optimum local est évitée ou du moins réduite. Le processus est en-
suite répété avec la nouvelle population et ainsi de suite jusqu’à atteindre le nombre maximal de
générations. Le GA introduisant une part d’aléatoire lors des étapes d’initialisation, de sélection,
de croisement et demutation, l’exécution à plusieurs reprises du programme avec lesmêmes don-
nées d’entrée peut donner des résultats différents. Pour palier à cela, le nombre de générations et
d’individus doit être suffisamment élevé. Pour vérifier le bon paramétrage de l’algorithme géné-
tique, nous avons lancé plusieurs exécutions du programme. La figure 3.14 illustre l’évolution de
la fonction objectif à minimiser au cours des générations pour 10 exécutions.
FIGURE 3.14 – Évolution de la fonction objectif pour 10 exécutions
Nous pouvons distinguer trois étapes. Tout d’abord la fonction objectif chute drastiquement
en quelques générations. Elle continue ensuite de diminuer demanière plus réduite pendant plu-
sieurs centaines de générations. Elle est enfin stable au bout de 700-800 générations. La part aléa-
toire de l’algorithme est visible puisque toutes les exécutions ne convergent pas aussi rapidement
vers le minimum global. Par exemple la courbe jaune converge très rapidement alors que la vio-
lette nécessite plusieurs centaines de générations en plus. Néanmoins, au bout des 1000 généra-
tions, l’ensemble des exécutions donnent le même résultat récapitulé dans le tableau 3.4.
Afin de vérifier le paramétrage précédemment obtenu, nous utilisons les paramètres dans le
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TABLEAU 3.4 – Résultat du paramétrage du modèle PV
Iphref I0ref aref Rsref Rshref
9,78 5,65.10−8 1,411 0,512 1045
modèle 1-diode pour tracer la courbe I-V dans les conditions environnementales de l’expérimen-
tation : irradiance solaire G = 885 W/m² et température ambiante Tamb = 25 °C. La figure 3.15
montre le résultat de cettemodélisation. On observe que l’algorithme génétique ajuste bien lemo-
dèle PV à l’ensemble de la courbe expérimentale. Les indicateurs d’écart entre les puissances ex-
périmentales et les puissances issues du modèle paramétré sont listés dans le tableau 3.5.
FIGURE 3.15 – Modèle 1-diode avec les paramètres obtenus par GA pour G= 885W/m2 et Tamb = 25
◦C
TABLEAU 3.5 – Résultat du paramétrage du module PV
MBE MAE RMSE
W % W % W %
0,27 0,37 0,73 1,02 1,05 1,47
3.2.3 Application du modèle PV pour l’estimation de la puissance de production
Dans cette partie, nous appliquons les paramètres du modèle PV précédemment déterminés
(Tab. 3.4) pour estimer la production PV des ombrières dumicrogrid. L’estimation est effectuée au
pasminute sur la période du 1er janvier au 31 décembre 2017 pour chaqueMPPT de chaque ondu-
leur. Les entrées du modèle PV sont les conditions environnementales : irradiance solaire et tem-
pérature ambiante, issues de la stationmétéo présente sur le site. De plus, le calepinage de chaque
MPPT est défini par Ns0 = 18∗ 60 cellules en série, Ns = 18 modules en série et Np = 2 chaînes
en parallèle. En sortie du modèle PV, on obtient pour chaque minute, la courbe I-V correspon-
dante. A partir de celle-ci, nous pouvons en déduire le point de puissance maximale que va re-
chercher le MPPT.
Le résultat de la modélisation, c’est-à-dire la puissance PV côté DC, est ensuite comparé aux
mesures expérimentales issues des onduleurs. Ces derniers permettent la mesure des caractéris-
tiques électriques côté AC et côté DC. Nous utiliserons pour l’évaluation du modèle PV le cou-
rant, la tension et la puissance côté DC. La figure 3.16 illustre les données issues d’un des trois on-
duleurs. Chaque point de fonctionnement I-V correspond à une mesure expérimentale échan-
tillonnée à la minute. L’ensemble des points représente une année de mesures lorsque l’ondu-
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leur est en fonctionnement. En comparant les deux entrées de l’onduleur, on observe des grou-
pement de points présents uniquement sur l’une des deux entrées. Cela correspond à des cas où
une partie des modules PV est à l’ombre. La présence d’ombre n’est présent que sur l’entrée 1 car
il s’agit des modules situés sur la moitié inférieure de l’ombrière. Par conséquent, lorsque le soleil
est à l’horizon, les sheds se font de l’ombre mutuellement. Pour l’évaluation du modèle, ces don-
nées ont été filtrées pour ne conserver que celles avec une irradiance homogène sur l’ensemble
du champ PV.
FIGURE 3.16 – Points de fonctionnement pour chaque entrée de l’onduleur A
La performance du modèle 1-diode avec un paramétrage par algorithme génétique est éva-
luée à partir des trois indicateurs d’écart suivants : le MBE, le MAE et le RMSE, sur la période
du 01/01/2017 au 31/12/2017. Ces trois indicateurs ont été normalisés par la moyenne des me-
sures de puissance PV lorsque l’onduleur est en production. Par conséquent, les points de nuit ne
sont pas pris en compte. La figure 3.17 et le tableau 3.6 montrent les résultats du modèle PV. La fi-
gure 3.17a illustre l’estimation de la production PV d’un onduleur au cours d’une journée à partir
de lamodélisation du champ PV et des conditions environnementales. On constate que lemodèle
(courbe rouge) est très proche des mesures expérimentales (courbe bleue), illustrant une bonne
performance du modèle PV. La figure 3.17b représente quant à elle l’ensemble des points esti-
mées / mesurées sur la période d’évaluation. On remarque que le nuage de points est resserré au-
tour de la droite x = y . Lemodèle PV présente un biais quasiment nul (MBE= 0,3 %) et une bonne
précision (MAE= 6,7 % et RMSE= 16,8 %).
TABLEAU 3.6 – Évaluation du modèle PV
MBE MAE RMSE
W % W % W %
8 0,3 219 6,7 550 16,8
Cette modélisation du champ PV sera utilisée dans le chapitre 4 lors de la simulation, du di-
mensionnement et de la gestion du microgrid. Dans le cas de l’optimisation du fonctionnement
dumicrogrid, les entrées dumodèle PV ne seront pas les mesures expérimentales issues de la sta-
tion météo mais des prévisions de la ressource solaire (Chap. 2) et de la température ambiante.
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(a) Zoom sur une journée (b) Ensemble des points estimés
FIGURE 3.17 – Estimation de la production à partir du modèle PV
3.2.4 Modélisation de la courbe de rendement de l’onduleur PV
La modélisation précédente permet d’obtenir la courbe I-V du champ PV en fonction des
conditions environnementales. Afin de déterminer la puissance de production AC, nous modéli-
sons le fonctionnement de l’onduleur SMA Sunny Tripower 20000TL [53]. Ce dernier permet de re-
lier les ombrières PV au bus AC triphasé 400 / 230 V en convertissant le courant continu en un cou-
rant alternatif triphasé.
Les onduleurs sont caractérisés par leur rendement. La fiche technique [53] de l’onduleur
donne deux rendements : le rendement maximal (98,4 %) et le rendement européen (98,0 %).
Néanmoins, ces deux rendements ne sont pas suffisants pour déterminer le comportement de
l’onduleur sur l’ensemble de sa plage de fonctionnement. La modélisation de l’onduleur est donc
réalisée à partir des mesures expérimentales. L’objectif est de déterminer une fonction représen-
tant la courbe de rendement de l’onduleur PV sur toute sa plage de fonctionnement.
Les onduleurs SMA Sunny Tripower 20000TL permettent l’acquisition desmesures électriques
(courant, tension, puissance, ...) côté DC et côté AC. Nous réglons cette acquisition à un pas
d’échantillonnage d’une minute. Pour chaque point de mesure, nous déterminons le rendement
à partir de l’équation 3.7.
ηonduleur =
Psortie
Pentrée
=
PAC
PDC
(3.7)
où PDC et PAC sont des mesures 1-minute. La puissance DC est calculée en sommant les mesures
des entrées des deux MPPT de l’onduleur.
L’ensemble des points sur la période du 1/01/2017 au 31/12/2017 est représenté sur la fi-
gure 3.18. Le rendement des onduleurs étant dépendant de la puissance et de la tension DC [5], il
a été tracé en fonction de la puissance PDC et de cinq intervalles de tension : [475 V; 500 V[, [500
V; 525 V[, [525 V; 550 V[, [550 V; 575 V[ et [576 V; 600 V].
On constate tout d’abord que le rendement est élevé (≈ 0,98) sur la plage de fonctionne-
ment PDC ∈ [2;20kW] mais chute fortement pour des puissances DC faible (< 1 kW). Pour avoir
le meilleur rendement, l’onduleur doit fonctionner à une puissance supérieure ou égale à 10 %
de sa puissance maximale. On observe également que pour les trois premières plages de tension,
les points de rendement ne diffèrent pas d’une plage à l’autre. En revanche, pour les intervalles
[550;575[ et [576;600[, les points de rendement semblent légèrement plus élevés.
La variation de tension n’ayant qu’une très faible influence sur le rendement de l’onduleur,
nous avons décidé de ne prendre en compte que la puissance DC comme variable d’entrée pour
modéliser l’onduleur. Nous modélisons le rendement de l’onduleur grâce à une fonction spline
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FIGURE 3.18 – Courbes de rendement pour différents niveaux de tension
permettant une interpolation polynomiale de degré 3 par morceaux. Nous découpons ici la plage
de puissance [0 - 20 kW] en 40morceaux, soit par intervalle de 0,5 kW. La fonction spline est ajustée
aux points 1-minute de la période 1/01/2017 au 31/08/2017 telle qu’illustrée par la courbe rouge
sur la figure 3.19.
L’évaluation du modèle est réalisée sur la période du 1/09/2017 au 31/12/2017. La puissance
PACmodèle est calculée à partir de l’équation 3.8 et comparée aux mesures expérimentales.
PACmodèle = ηonduleur(PDC)∗PDC (3.8)
Le résultat de la modélisation de l’onduleur permet d’obtenir un MBE de 0,21 %, un MAE de 0,67
% et un RMSE de 1,83 %. L’erreur introduite par le modèle est très faible notamment par rapport
à celles de la prévision solaire et de la modélisation du champ PV. Les incertitudes de prévision de
la production qui sera utilisée pour la gestion optimisée du microgrid sont donc introduites, par
ordre d’importance, par le modèle de prévision solaire, le modèle du champ PV et enfin le modèle
de l’onduleur.
En plus de cette évaluation, nous comparons notre modèle aux rendements donnés par la
fiche constructeur. Le rendement maximal obtenu par le modèle est ηmax = 98,49% sachant que
la valeur donnée par le fabricant est de 98,4%. On observe que le résultat du modèle en est très
proche. Le second rendement donné par le fabricant est le rendement européen qui a été intro-
duit pour évaluer le rendement global de fonctionnement de l’onduleur. Ce rendement prend en
compte toute la plage de fonctionnement de l’onduleur en considérant qu’il fonctionne :
— 3 % du temps à P = 0,05Pnominale ;
— 6 % du temps à P = 0,1Pnominale ;
— 13 % du temps à P = 0,2Pnominale ;
— 10 % du temps à P = 0,3Pnominale ;
— 48 % du temps à P = 0,5Pnominale ;
— 20 % du temps à P = Pnominale ;
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FIGURE 3.19 – Modèle de l’onduleur PV par une fonction spline cubique
Le rendement européen de l’onduleur ηeuropéen est calculé par l’équation 3.9.
ηeuropéen = 0,03η5%+0,06η10%+0,13η20%+0,10η30%+0,48η50%+0,20η100% (3.9)
où les valeurs de η5%, η10%, η20%, η30%, η50% et η100% sont directement récupérables de la courbe de
rendement de l’onduleur. Le rendement européen obtenu à partir de cette équation est ηeuropéen =
98,24%. Cette valeur est proche de celle donnée par la fiche technique de l’onduleur qui est de
98,0%.
3.3 Prévision de la charge du microgrid
3.3.1 Consommation du bâtiment industriel
3.3.1.1 Méthode de la prévision de base
Tout comme la prévision de la production, la prévision de la consommation du microgrid
est nécessaire pour l’optimisation de son fonctionnement par commande prédictive. L’objectif
de cette section est donc de créer un modèle de prévision de la consommation du bâtiment in-
dustriel qui permettra d’estimer la puissance des charges des prochaines heures. Afin de faire cor-
respondre les prévisions de production et de consommation, la courbe de charge du bâtiment
a été réalisée au pas 15-minutes. Par conséquent, chaque valeur de la puissance de consomma-
tion xi correspond à une moyenne des 15 mesures expérimentales 1-minute.
Deux modèles de prévision de la consommation ont été développés : le premier estime la
consommation de base du bâtiment (modèle long-terme) alors que le second réajuste la pre-
mière prévision en prenant en compte les dernières mesures de puissance (modèle court-terme).
La consommation peut être dépendante de nombreux paramètres :
— Conditions climatiques (notamment température) ;
— Jour de l’année;
— Jour de la semaine;
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— Heure de la journée;
— Jours fériés ;
— Jours ouvrés.
Néanmoins, dans notre cas, le chauffage étant au gaz, la consommation du bâtiment industriel
n’est pas influencée par les conditions environnementales. Par conséquent, nos modèles n’utili-
seront pas ce paramètre comme entrée.
L’objectif du modèle long-terme est d’estimer le profil de consommation pour les heures, les
jours, les semaines à venir. Afin de déterminer la consommation de base du bâtiment en fonc-
tion des paramètres précédemment listés, nous regroupons tout d’abord les profils journaliers
par la méthode de partitionnement k-means++ [4]. La figure 3.20 illustre le profil journalier de
la consommation du bâtiment au pas 15-minutes pour sept jours. L’objectif du partitionnement
est de regrouper les profils de consommation les plus proches afin d’en tirer des conclusions; par
exemple sur la consommation en fonction des jours de la semaine.
FIGURE 3.20 – Exemple de profils journaliers de la consommation du bâtiment sur une semaine
L’algorithme 1 a été implémenté sous environnement Matlab. Cette méthode de partitionne-
ment de données permet de regrouper l’ensemble des mesures en k groupes (ou clusters) afin
de minimiser le carré de la distance euclidienne entre les données et le centroïde (centre géo-
métrique) du cluster auquel elles appartiennent. Ainsi, les jours présentant le même profil de
consommation seront regroupés ensemble.
En comparaison avec la méthode k-means, la méthode k-means++ présente l’avantage d’aug-
menter la convergence de l’algorithme vers le partitionnement optimal. En effet, l’initiation ne se
fait plus totalement au hasard : au lieu de tirer l’ensemble des centres c j des clusters aléatoire-
ment parmi les données X, seul le premier centre c1 est réalisé de cette façon. Les autres sont en-
suite créer en sélectionnant les données ayant la plus grande probabilité d’appartenir à un autre
cluster.
L’étape suivante consiste à regrouper les profils journaliers dans les clusters afin de minimi-
ser la distance entre les données et le centre du cluster. Chaque centroïde des clusters est en-
suite calculé en faisant la moyenne des données constituant le cluster. Les deux étapes sont répé-
tés car la répartition des données influence le centroïde des clusters et inversement, la modifica-
tion du centroïde peut modifier la répartition des données. La convergence est obtenue lorsque le
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partitionnement des données ne change plus.
Algorithme 1 : Répartition des profils journaliers de consommation du bâtiment
Variables
X = {x1,x2, · · · ,xn}
xi : Vecteur des mesures 15-minutes de la journée i
n : Nombre de jours utilisés pour la classification
C= {c1,c2, · · · ,ck }
c j : Vecteur représentant le centre du cluster j
k : Nombre de clusters
1. Initialisation des centres des k clusters
Tirage aléatoire uniforme du centre c1 = x ∈X
⇒C= {c1}
pour j ∈ {2, · · · ,k} faire
c j = x ∈X tel que x maximise la probabilité
d2(x,C)
φX(C)
Avec :
d(x,C) = min
c∈C
�x−c�
φX(C) =
�
x∈X
d2(x,C)
C=C∪ {x}
fin
⇒C= {c1,c2, · · · ,cn}
2. Attribution des profils journaliers aux clusters permettant de minimiser la distance
pour i ∈ {1, · · · ,n} faire
xi ∈C j afin d’attribuer xi au cluster C j qui minimise :
min
j=1,··· ,k
�xi −c j�
fin
3. Calcul du centre des clusters
pour j ∈ {1, · · · ,k} faire
c j =
1
|C j |
�
x∈C j
x où c j est le centre du cluster C j
fin
4. Boucle jusqu’à convergence
Les étapes 2 et 3 sont répétés jusqu’à ce que l’ensemble C= {c1,c2, · · · ,ck } des centres des
clusters ne change plus.
Le partitionnement des profils journaliers de consommation a été réalisé sur 107 jours du 1er
janvier 2017 au 17 avril 2017 dont un extrait est représenté sur la figure 3.20. La période du 18
avril au 1er juin 2017 sera quant à elle utilisée pour l’évaluation du modèle de prévision. La mé-
thode des k-means nécessite de définir le nombre de clusters dans lesquels on souhaite regrou-
per les données. Cette étape de paramétrage du nombre de clusters est importante pour éviter le
sous-apprentissage ou le surapprentissage. Nous avons donc testé le partitionnement en 2, 3 et 4
clusters. Le résultat de la répartition pour k = 2 est visible sur la figure 3.21.
On constate que la répartition en deux clusters permet de différencier les profils avec une
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(a) Cluster 1 (b) Cluster 2
FIGURE 3.21 – Répartition des profils journaliers en 2 clusters
consommation faible toute la journée (cluster 1) et ceux avec une consommation importante entre
8h00 et 16h00 (cluster 2). La courbe bleue représente le centroïde du cluster alors que les traits fins
correspondent aux profils journaliers de consommation du bâtiment. La répartition des jours de
la semaine dans chaque cluster est listée dans le tableau 3.7. On voit très clairement la distinc-
tion entre jours ouvrés, du lundi au vendredi, et les jours non ouvrés le week-end. La seul jour-
née du lundi appartenant au cluster 1 correspond à un jour fériés.
TABLEAU 3.7 – Répartition des jours dans chaque cluster
Variables Cluster 1 Cluster 2
Lundi 1 15
Mardi 0 15
Mercredi 0 15
Jeudi 0 15
Vendredi 0 15
Samedi 15 0
Dimanche 16 0
Jours fériés 3 0
Jours ouvrés 0 75
Jours non ouvrés 32 0
Le résultat de la répartition pour un nombre de cluster k = 3 est quant à lui visible sur la fi-
gure 3.22 et le tableau 3.8. On constate dans ce nouveau partitionnement que les jours non ouvrés
sont toujours regroupés en un seul cluster (Fig. 3.22b). En revanche, les jours ouvrés sont différen-
cier en deux clusters : le cluster 1 (Fig. 3.22a) regroupe 65 jours alors que le cluster 3 (Fig. 3.22c)
seulement 10. La différence du centroïde de ces deux clusters est la plage horaire de consomma-
tion. Dans le premier cas, le pic de consommation a lieu entre 8h00 et 16h00 alors que dans le se-
cond cas, il dure une heure de plus (8h00-17h00).
Le partitionnement en trois clusters ne permet pas de généraliser le profil de consommation.
Par exemple, dans le cas où il s’agit d’un jour ouvré, le profil du cluster 1 et celui du cluster 3
peuvent se produire. Par conséquent, pour la prévision de la consommation de base du bâtiment,
nous nous baserons sur le partitionnement en deux clusters avec :
— un profil de consommation pour les jours ouvrés correspondant au centroïde de la fi-
gure 3.21b,
— et un autre pour les jours non ouvrés correspondant au centroïde de la figure 3.21a.
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(a) Cluster 1 (b) Cluster 2
(c) Cluster 3
FIGURE 3.22 – Répartition des profils journaliers en 3 clusters
TABLEAU 3.8 – Répartition des jours en 3 clusters
Variables Cluster 1 Cluster 2 Cluster 3
Lundi 13 1 2
Mardi 13 0 2
Mercredi 14 0 1
Jeudi 12 0 3
Vendredi 13 0 2
Samedi 0 15 0
Dimanche 0 16 0
Jours fériés 0 3 0
Jours ouvrés 65 0 10
Jours non ouvrés 0 32 0
3.3.1.2 Méthode de la prévision réajustée
Nous avons vu dans la partie précédente la consommation de base du bâtiment en fonction
des jours ouvrés et non ouvrés. Afin d’avoir une prévision de consommation du bâtiment plus pré-
cise pour les horizons court-terme : de 15minutes à quelques heures, nous réajustons la prévision
long-terme avec les dernières mesures issues de l’instrumentation du bâtiment. Pour cela, nous
développons unmodèle de prévision basé sur l’algorithme de forêt aléatoire tel que décrit à la sec-
tion 2.7.1.
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Le Random Forest est un algorithme d’apprentissage supervisé qui sera utilisé dans notre cas
pour la régression entre les variables d’entrées et la prévision de la consommation du bâtiment
industriel. Lemodèle de prévision permettant de rajuster la prévision de base de la consommation
est décrit sur la figure 3.23. Les entrées de ce modèle sont :
— la prévision de consommation à partir du modèle long-terme;
— les variables fonction de la date (jours ouvrés, heure du jour, ...) ;
— les dernières mesures de consommation du bâtiment.
FIGURE 3.23 – Réajustement de la prévision par Random Forest
Le RF est une méthode statistique paramétrique dont nous appliquons les valeurs suivantes :
ntree = 500, mtry = p/3 et min-samples-leaf = 5. Où ntree est le nombre d’arbres, mtry le nombre
de variables à partitionner à chaque nœud, p le nombre de variables explicatives en entrée duRan-
dom Forest et min-samples-leaf le nombre minimum d’échantillons requis aux feuilles de l’arbre.
Avant de réaliser l’apprentissage d’un modèle pour chaque horizon de prévision, nous étu-
dions tout d’abord l’influence du nombre n de mesures de consommation en entrée du RF. Pour
cela, nous réalisons une validation croisée K-fold cross-validation [20] sur la période d’apprentis-
sage, c’est-à-dire du 1er janvier 2017 au 17 avril 2017. Cette méthode consiste à diviser l’échan-
tillon de données en k sous-ensembles puis l’un d’eux est sélectionné comme données de valida-
tion et les k-1 autres sous-ensembles sont utilisés pour l’apprentissage. Cette opération est répé-
tée k fois pour que chaque sous-ensemble soit une fois utilisé pour la validation. L’erreur de pré-
vision est calculée en faisant la moyenne des k erreurs quadratiques moyennes.
Ce processus a été effectué sur l’horizon de prévision 1-heure pour chaque nombre différent
de mesures avec k = 10. Nous avons fait varier le nombre de mesures utilisées en entrée du Ran-
domForest entre 1 et 16 par pas de 1. Sachant que chaquemesure est unemoyenne 15-minutes, la
variation est donc comprise entre 15 minutes et 4 heures. Le résultat de cette étude est visible sur
la figure 3.24. On constate tout d’abord que l’augmentation du nombre de mesures utilisées per-
met une amélioration rapide du modèle : le RMSE diminue de 46,6 % (n = 1) à 38,6 % (n = 11).
Au-delà de 11 points, l’ajout de nouvelles mesures dégrade légèrement la performance du mo-
dèle. Par conséquent, pour l’apprentissage des modèles de prévision, nous utilisons l’ensemble
des mesures passées
�
Pconsot−1 ,Pconsot−2 , · · · ,Pconsot−11
�
⇔
�
Pconsot−15 minutes , · · · ,Pconsot−165 minutes
�
.
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FIGURE 3.24 – Influence du nombre de mesures passées en entrée du Random Forest
3.3.1.3 Évaluation de la prévision de la consommation
Les modèles définis dans le paragraphe précédent sont évalués sur la période de validation
du 18/04/2017 au 01/06/2017. L’apprentissage et la validation des modèles de prévision de la
consommation sont effectués sur des valeurs moyennes 15-minutes. Les modèles sont évalués
à partir des indicateurs d’écart décrits à la section 2.5.3.2 : MBE, MAE et RMSE.
Les résultats du modèle long-terme permettant de prévoir une consommation de base du bâ-
timent sont récapitulés dans le tableau 3.9. On constate un biais positif (MBE = 6,9%) ce qui
correspond à une surestimation de la consommation. Les indicateurs de précision du modèle :
MAE = 691W et RMSE = 1262W, seront utilisés pour évaluer l’intérêt de la prise en compte des
mesures passées pour la prévision de la consommation.
TABLEAU 3.9 – Évaluation dumodèle de consommation de base
MBE MAE RMSE
W % W % W %
125 6,9 691 38,3 1262 69,9
Le modèle réajustant la prévision long-terme avec les dernières mesures est utilisé pour dif-
férents horizons de prévision allant de 15 minutes à 12 heures. La figure 3.25 montre l’évolu-
tion des indicateurs de performance en fonction de l’horizon de prévision. Tout comme le mo-
dèle long-terme, le modèle court-terme a tendance à surestimer la consommation. Sauf pour les
horizons inférieurs à 45 minutes, le biais du modèle réajusté est plus élevé que le modèle esti-
mant la consommation de base. De plus, plus l’horizon de prévision est grand, plus lemodèle pré-
sente un biais important.
Sur les figures 3.25b et 3.25c, la performance des deux modèles se croisent respectivement
pour unhorizonde prévision de 6 heures et 9 heures. Lemodèle basé sur l’algorithmede forêt aléa-
toire présente unemeilleure précision pour les horizons inférieurs à 6-9h alors qu’il estmoins per-
formant que lemodèle long-terme au-delà. La prise en compte des dernièresmesures de consom-
mation permet d’améliorer la prévision des heures suivantes.
Dans le chapitre 4 et l’optimisation de la gestion du microgrid par commande prédictive, la
prévision de consommation sera la combinaison dumodèle RF pour les horizons compris entre 15
minutes et 6 heures, et du modèle de consommation de base au-delà des 6 heures. Le croisement
de la performance des deux modèles de prévision de la consommation n’étant pas clairement
visible (6-9 heures), nous avons décidé de prendre 6 heures car :
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— le biais augmente avec l’horizon de prévision;
— le croisement duMAE des deux modèles se fait à 6 heures ;
— même si le croisement du RMSE a lieu pour un horizon de 9 heures, la différence des deux
modèles entre 6-9 heures est faible.
(a) MBE (b) MAE
(c) RMSE
FIGURE 3.25 – Résultats des modèles de prévision de la consommation du bâtiment industriel
Afin d’illustrer le résultat des modèles de prévision de la consommation, nous avons tracé la
prévision pour différents horizons sur une semaine du 1er mai au 7 mai 2017 (Fig.3.26). La courbe
bleue représente les mesures expérimentales 15-minutes alors que les trois autres courbes cor-
respondent, pour les deux premières, au modèle court-terme, et pour la dernière, au modèle
long-terme. On constate tout d’abord que le modèle long-terme permet une bonne différencia-
tion entre les jours ouvrés et non ouvrés. Néanmoins, durant les jours ouvrés, cette prévision cor-
respond à une consommation de base. Par conséquent, certains jours sont surestimés et d’autres
sous-estimés. Le modèle court-terme réduit quant à lui les erreurs de prévision grâce à la prise
en compte des 11 dernièresmesures 15-minutes de consommation. On observe également que ce
modèle arrive à anticiper les pics de consommation causés par la mise en route de la climatisa-
tion de la salle serveur.
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FIGURE 3.26 – Zoom de la prévision de consommation du bâtiment industriel sur une semaine
3.3.2 Consommation du véhicule électrique
3.3.2.1 Méthode de modélisation de la recharge du VE
Tout comme la section précédente, cette partie a pour objectif de prévoir l’impact du véhi-
cule électrique sur le microgrid, c’est-à-dire la puissance et la durée de soutirage lors de sa re-
charge. La figure 3.27 représente la puissance de recharge du véhicule électrique sur le micro-
grid. Nous avions vu à la section 3.1.4.2 que la recharge du VE se décomposait en quatre étapes :
Bulk - Absorption - Égalisation - Floating. Néanmoins, pour la modélisation du VE, nous distin-
guerons uniquement trois étapes : Bulk, Absorption/Égalisation et Floating. En effet, l’étape d’ab-
sorption étant rapide (inférieur à 45 minutes), nous la regroupons avec celle d’égalisation.
FIGURE 3.27 – Puissance de recharge du VE sur 1 semaine
On observe sur la figure cinq recharge du VE ayant lieu après les jours ouvrés. Les zones
blanches correspondent aux moments où le VE n’est pas branché à la borne et donc au cours
desquels il est utilisé. Tout comme la modélisation du bâtiment industriel, nous différencierons
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pour la recharge du VE les jours ouvrés et les jours non ouvrés. On constate également que la du-
rée des étapes varie d’une recharge à l’autre. Nous étudierons donc l’impact de l’utilisation du VE
au cours de la journée sur la puissance et la durée de la recharge.
Avant cela, nous définissons le rendement du VE comme étant l’équation 3.10.
η=
Edécharge
Echarge
(3.10)
où l’énergie de décharge correspond à l’énergie utilisée par le véhicule électrique lors de son uti-
lisation, notamment par le moteur. L’énergie de charge est quant à elle l’énergie délivrée par le
microgrid pour la recharge des batteries du VE. Le rendement prend donc en compte la double
conversion d’énergie : électrique en chimique, puis chimique en électrique. La figure 3.28 illustre
le rendement du véhicule pour chaque cycle de décharge / charge. Ce graphique représente en
rouge l’énergie en sortie du pack de batterie du VE lors de son fonctionnement et en bleu l’énergie
à fournir pour sa recharge complète. On constate que l’utilisation du VE varie d’un jour à l’autre
puisque sa consommation journalière (pendant les jours ouvrés) n’est pas constante. La courbe
noire illustre quant à elle le rendement de chaque cycle. Ce dernier varie peu et est proche de 50
%. Le rendement global du VE en prenant en compte tous les cycles est de 47,9 %.
FIGURE 3.28 – Énergie de charge et décharge du VE
Sur les 46 cycles de décharge / charge du VE disponibles depuis son instrumentation, nous uti-
lisons les 32 premiers cycles pour l’apprentissage et les 14 suivants pour l’évaluation. Nous avons
développé deux modèles :
— le premier permet de définir le profil de recharge moyen du VE pour les jours ouvrés ;
— le second utilise les mesures de décharge du VE lorsqu’elles sont disponibles pour estimer
le profil de la prochaine recharge.
Pour rappel, le système d’acquisition installé dans le VE échange les données avec l’EMS en WiFi
lorsque le véhicule en est proche. Par conséquent, cet échange de données entre le VE et l’EMS se
fait au moment où le véhicule est garé pour se recharger. C’est à se moment là que le modèle peut
réajuster le profil de la prochaine recharge.
La première étape consiste à estimer l’énergie des trois premières étapes de la recharge : Bulk
et Absorption/Égalisation, à partir de l’énergie utile correspondant à l’énergie consommée par le
moteur et les auxiliaires du VE au cours de la journée. On constate sur le figure 3.29a que l’énergie
de Bulk est fortement liée à l’énergie de décharge (ou utile). On peut exprimer l’énergie de Bulk
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par la fonction linéaire 3.11 :
EBulk = 1,776Edécharge (3.11)
L’étape de Bulk étant la principale étape pour recharger la batterie, l’estimation de l’énergie de
Bulk présente une faible erreur de corrélation : MAE= 2,2% et RMSE= 3,0% (Tab. 3.10).
L’énergie d’Absorption/Égalisation en fonction de l’énergie utile (Fig. 3.29b) est approximée
par la fonction affine 3.12 :
EAbs./Egal. = 0,23Edécharge−0,05 (3.12)
Le résultat de cette approximation sur la période d’apprentissage présente des erreurs plus impor-
tantes que l’étape précédente : MAE= 29,1% et RMSE= 35,4% (Tab. 3.10). Cela s’explique notam-
ment par le fait que l’égalisation n’est pas une étape pour recharger la batterie mais pour équili-
brer les cellules entre elles. Par conséquent, l’énergie d’égalisation peut varier en fonction de l’état
d’équilibre des cellules.
(a) Énergie Bulk (b) Énergie d’absorption
FIGURE 3.29 – Estimation des énergies de bulk et d’absorption/égalisation
TABLEAU 3.10 – Évaluation des énergies de bulk et d’absorption/égalisation
Moyenne MAE RMSE
Étapes kWh kWh % kWh %
Bulk 4,79 0,11 2,2 0,14 3,0
Abs./Egal. 0,56 0,16 29,1 0,20 35,4
La seconde étape de la modélisation de la recharge du VE consiste à estimer le temps de re-
charge. La figure 3.30 illustre la relation entre l’énergie et le temps de chaque étape de la recharge.
La durée de l’étape de Bulk en fonction de l’énergie est ajustée par une fonction polynomiale de
degré 2 :
TBulk = 1,30.10
−3E2Bulk+3,29.10
−2EBulk (3.13)
La durée d’Absorption/Égalisation est quant à elle approximée par une fonction linéaire :
TAbs./Egal. = 0,104EAbs./Egal. (3.14)
Les résultats de ces deux fonctions permettant d’estimer de la durée des recharges sont récapi-
tulés dans le tableau 3.11. On constate une meilleur estimation de la durée de l’étape d’Absorp-
tion/Égalisation (RMSE= 5,1%) par rapport à celle de Bulk (RMSE= 11,6%).
Pour simplifier la modélisation de la recharge du VE, et notamment de l’étape de Bulk qui pré-
sente des oscillations, nous considérons une puissance constante sur chaque étape de la recharge.
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(a) Durée Bulk (b) Durée d’absorption
FIGURE 3.30 – Estimation des durées de bulk et d’absorption/égalisation
TABLEAU 3.11 – Évaluation des durées de bulk et d’absorption/égalisation
Moyenne MAE RMSE
Étapes heure heure % heure %
Bulk 4,76 0,37 7,8 0,55 11,6
Abs./Egal. 1,4 0,03 2,2 0,07 5,1
Les puissances sont déterminées à partir des équations 3.15 et 3.16.
PBulk =
EBulk
TBulk
(3.15)
PAbs./Egal. =
EAbs./Egal.
TAbs./Egal.
(3.16)
La puissance de l’étape de Floating pour lemaintien de la charge est quant à elle de 12,5W jusqu’à
ce que le véhicule soit débranché de la borne.
Lamodélisation du VE permet à partir de l’énergie de décharge d’estimer le profil de recharge.
Lorsque l’énergie de décharge du VE est récupérée par l’EMS, il est possible de déterminer la puis-
sance et la durée de l’étape de Bulk à partir des équations 3.11, 3.13 puis 3.15 et de l’étape d’Ab-
sorption/Égalisation à partit des équations 3.12, 3.14 puis 3.16.
Néanmoins, l’énergie utilisée par le VE au cours de la journée n’est disponible qu’au moment
où le véhicule est proche de la borne de recharge. Par conséquent, tant que ces données ne sont
pas disponibles, le profil de recharge est estimé par un profil moyen. Pour cela, nous considérons
en entrée du modèle l’énergie moyenne de décharge des 32 cycles utilisés pour l’apprentissage :
Edéchargemoy = 2,70 kWh.
Une fois le profil moyen du VE pour les jours ouvrés déterminé, il est nécessaire d’estimer
l’horaire de début et de fin de la recharge. Pour cela, nous traçons la probabilité d’utilisation du
VE en fonction de l’horaire de la journée (Fig. 3.31). On constate que l’utilisation du VE a lieu
principalement à partir de 8h00 - 8h15 (Fig. 3.31a) et le début de la recharge entre 16h00 et 16h45
(Fig. 3.31b). Par conséquent, nous considérons comme prévision de la consommation du VE sur
le microgrid, un profil moyen de recharge chaque jour ouvré à partir de 16h15.
3.3.2.2 Évaluation du modèle
Les deux modèles précédemment présentés sont évalués sur la période de validation corres-
pondant à 12 cycles de charge / décharge du VE. Les résultats de l’évaluation sont récapitulés dans
131
CHAPITRE 3. MODÉLISATION DU DÉMONSTRATEUR RIVESALTES-GRID
(a) Probabilité - Début utilisation VE (b) Probabilité - Début recharge VE
FIGURE 3.31 – Estimation des horaires d’utilisation du VE
le tableau 3.12. On constate une forte amélioration de la prévision du profil de charge lors de la
prise en compte des données d’utilisation du VE de la journée : diminution du RMSE de 51,4 % à
23,3 %. De plus, le modèle actualisé permet de réduire le biais (MBE=−1,9%) par rapport au pro-
fil journalier (MBE=−18,9%).
TABLEAU 3.12 – Évaluation de la prévision de la puissance de recharge
Modèle MBE MAE RMSE
W % W % W %
Profil journalier -162 -18,9 310 36,2 440 51,4
Profil actualisé -17 -1,9 132 15,5 200 23,3
La figure 3.32 illustre la prévision de cinq cycles de charge / décharge pour le modèle basé
sur un profil moyen et pour le modèle actualisé avec les données de fonctionnement du VE. On
constate que le profil journalier ne permet pas de prévoir avec précision la durée de la recharge
du VE. Sur la figure, on observe que cemodèle surestime la durée de la première charge alors qu’il
sous-estime la second. Le modèle actualisé ajuste quant à lui mieux la prévision aux mesures.
La différence entre la prévision et les mesures provient essentiellement de l’étape de Bulk où la
puissance oscille alors que nous la considérons constante dans notre modèle.
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FIGURE 3.32 – Prévision du profil de charge du VE
3.4 Modélisation du système de stockage
3.4.1 Modèles de batterie
Le comportement des batteries peut êtremodélisé par différentesméthodes. Le choix entre les
modèles est un compromis entre la précision, la complexité et l’identification des paramètres. Les
modèles peuvent être regroupés en trois catégories : empiriques, électriques et électrochimiques.
3.4.1.1 Modèles empiriques
Les modèles les plus simples sont les modèles empiriques. Dans ces modèles, la tension au
borne de la batterie est représentée par une fonction mathématique sans avoir besoin de modé-
liser le comportement physique et électrochimique de la cellule. Ces modèles sont basés sur un
historique de données permettant d’ajuster les paramètres de la fonction. Les trois modèles em-
piriques les plus utilisés dans la littérature [29, 51] sont listés dans le tableau 3.13.
TABLEAU 3.13 – Modèles empiriques des batteries
Nom Équation
Shepherd yk = E0−R · ik −
K
zk
Unnewehr yk = E0−R · ik −K · zk
Nernst yk = E0−R · ik −K1 · ln(zk )+K2 · ln(1− zk )
avec :
yk : tension aux bornes de la batterie à l’instant k
E0 : tension constante de la batterie
R : résistance interne de la cellule
ik : courant instantané
K,K1,K2 : constante(s) à ajuster aux mesures
zk : état de charge de la batterie
Les constantes K, K1 et K2 sont les paramètres du modèle qui sont ajustés aux mesures issues
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de l’expérimentation. Comparés aux deux autres modèles, le modèle Nernst, grâce notamment à
ces deux paramètres d’ajustement, permet d’obtenir de meilleurs résultats sur l’estimation de la
tension de sortie [29]. Ces trois modèles de base ont ensuite été améliorés en les combinant entre
eux et/ou en ajoutant des paramètres d’ajustement [18, 39, 51, 56].
3.4.1.2 Modèles électriques
Les batteries peuvent également être modélisées par des circuits électriques équivalents. Ce
type de modèle permet d’estimer le comportement de la batterie en assemblant un ensemble de
composants électriques : source de tension, résistances, condensateur... Les modèles de batte-
rie par circuit équivalent ont une complexité et une précision comprises entre les modèles empi-
riques et les modèles électrochimiques.
Les circuits électriques équivalents permettent de décrire la relation entre la tension aux
bornes de la batterie et les entrées telles que le courant, l’état de charge et/ou la température. Plu-
sieurs modèles, plus oumoins complexes, ont été développés afin de prédire le comportement de
la batterie. Le tableau 3.14 présentent les modèles les plus répandus dans la littérature [1, 25].
LemodèleRint est l’un des plus utilisé notamment dans des applications d’optimisation ou de
contrôle en temps réel [44]. Il présente l’avantage de nécessiter un faible temps de calcul pour être
résolu. Les circuits intégrant un ou plusieurs circuits RC prennent en compte l’effet de polarisation
dans les batteries. Lemodèle PNGV ajoute une capacité en série avec la source de tension Voc pour
décrire la variation de tension générée par l’accumulation du courant de charge. Néanmoins, ces
circuits plus complexes perdent l’avantage d’un temps de calcul rapide à cause de la résolution
d’équations différentielles.
DP est le modèle le plus performant car il prend en compte la polarisation de concentration et
la polarisation électrochimique grâce à deux circuits RC [24].
3.4.1.3 Modèles électrochimiques
Le dernier type de modèle utilisable pour la modélisation des batteries est le modèle électro-
chimique. Ces modèles sont beaucoup plus complexes que les deux premières approches précé-
demment présentées. Ils sont basés sur un ensemble d’équations non linéaires aux dérivées par-
tielles caractérisant les réactions électrochimiques se produisant à l’intérieur de la batterie. Nous
pouvons citer comme lois physiques utilisées : la première loi de Faraday, la loi d’Ohm, la loi de
diffusion de Fick, la loi de vitesse donnée par la relation de Butler-Volmer, l’équation de la cha-
leur.
Cesmodèles permettent de caractériser avec précision le comportement interne de la batterie.
Deux types de modèles électrochimiques sont utilisés dans la littérature : les modèles pseudo-2D
(P2D) [7] et les modèles à particule unique, ou Single Particle Model (SPM) [38]. Les SPM sont une
simplification des modèles P2D. Ils considèrent l’électrode comme une unique particule.
Les modèles électrochimiques étant très complexes, ils sont principalement utilisés par les
fabricants de batteries pour développer de nouvelles cellules. Ils peuvent également servir pour
l’évaluation de modèles plus simples. Néanmoins, pour des utilisations en temps réel telles que
l’intégration dans les BMS et EMS, le temps de calcul pour la résolution de l’ensemble des équa-
tions à dérivées partielles est trop important.
3.4.2 Estimation de l’état de charge
Dans notre cas, la modélisation des batteries sera utilisée pour la gestion énergétique et éco-
nomique du microgrid. L’information indispensable à cette gestion est l’estimation de l’état de
charge de la batterie. Elle permet de connaître l’énergie utile disponible et l’énergie pouvant être
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TABLEAU 3.14 – Modélisation des batteries par circuit électrique équivalent
Circuit équivalent Définitions
Modèle Rint
V : tension aux bornes de la batterie
I : courant interne
Voc : tension en circuit ouvert
R0 : résistance interne
Modèle Thevenin
R1 : résistance de polarisation
C1 : capacité de polarisation
Modèle PNGV
C0 : capacité de masse
Modèle Dual Polarization (DP)
R2 : résistance de polarisation de concentration
C2 : capacité de polarisation de concentration
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stockée. Par conséquent, nous nous arrêterons à une modélisation purement énergétique du sys-
tème de stockage.
L’estimation du SoC peut être réalisée par plusieurs méthodes [41]. Nous présenterons dans la
suite de cette partie les principales techniques :
— Comptage Ampère-Heure;
— Test de décharge;
— Tension en circuit ouvert ;
— Filtres de Kalman.
D’autres méthodes basées par exemples sur les machines learning [60] ou la spectroscopie d’im-
pédance [28, 46] ont également été développées mais ne seront pas détaillées.
3.4.2.1 Comptage Ampère-Heure
La méthode par comptage d’ampère-heure ou par intégration du courant au cours du temps
est l’une des techniques les plus utilisées pour estimer l’état de charge de la batterie. L’énergie de
charge et de décharge sont directement reliés au courant entrant et sortant de la batterie. Dans le
cas où l’état de charge initial est connu, il est possible de calculer le SoC a un instant t en intégrant
le courant. La relation est donnée par l’équation 3.17.
SoC(t )= SoC0−
η
C
�t
t0
i d t (3.17)
SoC(t ) : état de charge à l’instant t
SoC0 : état de charge initial
η : rendement de conversion des batteries
C : capacité de la batterie (Ah)
i : courant à l’instant t (A)
Pour être applicable quelque soit le mode de fonctionnement de la batterie, le courant i est
négatif lors de la charge et positif en décharge. De plus, le rendement de conversion électrochi-
mique η peut également être différencié entre la charge et la décharge.
Cette méthode d’estimation est applicable aux différentes technologies de batteries et est uti-
lisée dans de nombreuses applications. Néanmoins, elle présente certains inconvénients :
— Des mesures incorrectes du courant peuvent engendrer d’importantes erreurs sur l’estima-
tion du SoC à cause de l’intégration présente dans l’équation 3.17;
— La méthode est basé sur un état initial de la batterie qui n’est pas toujours disponible ;
— Le rendement de conversion doit être déterminé pour prendre en compte les pertes à l’inté-
rieur de la batterie. Il est fonction de plusieurs paramètres : température, courant, charge /
décharge...
Des erreurs de mesures du courant ou une mauvaise estimation des pertes peuvent entraîner
une divergence du modèle. Afin de réduire et limiter ces erreurs d’estimation du SoC, l’état initial
du système peut être recalibré régulièrement.
3.4.2.2 Test de décharge
Ce test consiste à effectuer une décharge de la batterie sous des conditions contrôlées (cou-
rant, température). Il est un bonmoyen pour estimer l’état de la batterie si la batterie peut être dé-
chargée à courant constant. Dans ce cas, la capacité dans la batterie est égale au courant multi-
plié par le temps nécessaire à la décharge.
Cette technique présente deux inconvénients :
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— En pratique, le courant de décharge n’est pas constant mais diminue quand la batterie est
presque déchargée.
— Pour la plus part des applications, l’utilisateur à besoin de connaître la charge de la batterie
sans avoir besoin de la décharger.
A part dans le cadre d’une caractérisation de la batterie, cetteméthode n’est pas adaptée à une
utilisation classique où l’estimation de l’état de charge doit se faire en temps réel.
3.4.2.3 Tension en circuit ouvert
La méthode par tension en circuit ouvert, ou Open Circuit Voltage (OCV) permet d’estimer
l’état de charge de la batterie à partir de lamesure de la tension [27, 37]. Quelque soit la technologie
de la batterie, l’état de charge peut être relié à la tension à ses bornes : la tension est maximale
lorsque le système de stockage est plein et minimale lorsqu’il est vide. Cependant, la tension est
fortement influencée par le courant et la température : pour un même état de charge, la tension
au borne de la batterie n’est pas toujours la même.
Pour supprimer la dépendance au courant, le SoC est déterminé à partir de la tension en cir-
cuit ouvert. Afin de mesurer une tension Voc stable, la batterie doit être laissée au repos pendant
une longue période (plusieurs heures). A partir d’un ensemble demesures ou des tableaux de cor-
respondances à deux entrées, l’état de charge est déduit grâce à la mesure de la tension Voc et de
la température.
Cette méthode est efficace pour les applications où la batterie est laissée au repos pendant de
longues périodes. Cependant, elle ne peut pas être utilisée pour une estimation dynamique du
SoC. Pour pallier à cela, elle doit être couplée à d’autre méthode telle que l’intégration du courant.
Une telle combinaison permet de calculer le SoC en temps réel grâce à laméthode par intégration.
La relation SoC-Voc est quant à elle utilisée pour ré-étalonner l’état initial du système SoC0 de
l’équation 3.17.
Les fabricants de batterie cherchent à obtenir une tension constante quelque soit l’état de
charge. En tant que source d’énergie, cette caractéristique est souhaitable pour les batteries. Néan-
moins, cela pose un défi dans l’estimation du SoC. La méthode par mesure de la tension devient
difficile à appliquer avec précision. Par exemple, alors que l’estimation du SoC par la mesure de
la tension fonctionnent bien pour les batteries au plomb-acide, la courbe de décharge "plate" des
batteries au lithium rend cette méthode impraticable.
3.4.2.4 Filtres de Kalman
Le filtre de Kalman est une technique d’estimation d’état d’un système dynamique. Dans le cas
des batteries, il peut être utilisé pour estimer le SoC. Plusieurs algorithmes ont été développés :
— Extended Kalman Filter (EKF) [11, 13] ;
— Adaptive Extended Kalman Filter (AEKF) [26] ;
— Robust Extended Kalman Filter (REKF) [24].
Les méthodes d’estimation d’état nécessitent la modélisation du système dynamique. Par
conséquent les filtres de Kalman sont appliqués sur les modèles électriques décrits à la sec-
tion 3.4.1.2. Le modèle Dual Polarization est le modèle présentant les meilleurs résultats avec un
REKF [24].
137
CHAPITRE 3. MODÉLISATION DU DÉMONSTRATEUR RIVESALTES-GRID
3.4.3 Vieillissement des batteries lithium-ion
3.4.3.1 Types de vieillissement
En plus de la modélisation énergétique, il est important d’estimer la dégradation de la batte-
rie au cours de son utilisation. Le vieillissement prématuré peut nécessiter le remplacement des
batteries et par conséquent un surcoût important. La prévision de l’usure de la batterie en fonc-
tion de son utilisation est un paramètre influençant l’optimisation économique dumicrogrid que
ce soit pour le dimensionnement ou la gestion.
La dégradation des batteries provient du vieillissement de chacun de ses composants [30].
Nous pouvons par exemple citer le vieillissement de l’électrolyse, des électrodes positives et des
électrodes négatives. L’ensemble de ces mécanismes dépendent de trois variables : la tempéra-
ture, l’état de charge et l’intensité du courant. Le vieillissement de l’électrolyse tel que l’acidifica-
tion par hydrolyse n’a pas un effet direct sur les caractéristiques de la batterie. Néanmoins, le dé-
veloppement d’un milieu acide est un catalyseur pour les réactions de vieillissement se produi-
sant aux électrodes.
La dégradation de la batterie peut être dissociée en deux phases :
— L’usure calendaire qui se produit au cours du temps lorsque le batterie n’est pas utilisée.
Elle dépend des conditions dans lesquelles la batterie est entreposée (état de charge et tem-
pérature) [31, 42].
— L’usure de cyclage qui a lieu lorsque la batterie est sollicitée. Cette dégradation dépend de
nombreux paramètres : type de sollicitation, intensité du courant, état de charge, tempéra-
ture, profondeur de décharge, nombre de cyclages.
La dégradation des batteries se caractérise par une baisse des performances : diminution de la ca-
pacité et augmentation de la résistance interne synonyme de limitation de la puissance maxi-
male de la batterie.
Le vieillissement calendaire peut êtremodélisé empiriquement à partir de la loi d’Arrhenius ou
d’Eyring [30]. Ces modèles ont été développés pour une application destinée aux véhicules élec-
triques. Les VE présentent un temps de repos important par rapport aux périodes d’utilisation (dé-
charge) et de charges. Il est par conséquent important d’estimer la dégradation de la batterie du-
rant ces phases de repos. Dans une application stationnaire pour le stockage des EnR, l’utilisa-
tion de la batterie est totalement différente. En fonctionnement off-grid comme c’est le cas dans
notre projet, la batterie est constamment en charge, décharge ou maintient du réseau. Par consé-
quent, nous négligerons dans la suite de ce chapitre le vieillissement calendaire par rapport au cy-
clage.
3.4.3.2 Estimation de l’état de santé
L’état de santé, ou State of Health (SoH) est une grandeur permettant de quantifier la dégra-
dation des performances de la batterie. Il est exprimé par l’équation 3.18 comme étant le ratio
entre les performances actuelles et celles en début de vie. Le SoC est égal à 1 lorsque la batte-
rie est neuve et décroît progressivement pour atteindre son état de fin de vie.
SoH(t )= 1− Cbat t0 −Cbat t (t )
Cbat tend
(3.18)
où Cbat t (t ) est la capacité de la batterie à l’instant t, Cbat t0 sa capacité en début de vie et Cbat tend sa
capacité en fin de vie. Le nombre de cycles d’une batterie est généralement donné pour une perte
de capacité de 30% par rapport à celle en début de vie : Cbat tend = 0,70Cbat t0 .
L’état de charge peut être vu comme la variable complémentaire à l’état de vieillissement, ou
State of Aging (SoA) (Eq. 3.19). Par conséquent, le SoA est égal à 0 lorsqu’il n’y a pas de dégradation,
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c’est-à-dire lorsque la batterie est neuve.
SoA= 1−SoH (3.19)
Le SoA augmente au cours des sollicitations de la batterie. Plusieurs méthodes sont couramment
utilisées pour estimer la dégradation des performances de la batterie lors de son utilisation. Nous
pouvons distinguer deux approches [21] :
— une approche continue par comptage de l’énergie échangée;
— une approche post-traitement par comptage des cycles.
Comptage de l’énergie
Lemodèle par comptage de l’énergie est unmodèle dynamique permettant d’estimer la durée
de vie et la dégradation de la batterie. Cemodèle est utilisé dans l’application System Advisor Model
(SAM) développée par le NREL pour l’aide au dimensionnement, à la simulation et à la rentabilité
des projets d’énergies renouvelables [14].
Cette méthode suppose qu’une quantité fixe d’énergie puisse être chargée/déchargée dans
une batterie avant le remplacement de cette dernière, quelle que soit la profondeur de décharge,
ou Depth of Discharge (DoD) de chaque cycle ou tout autre paramètre tel que la température. Cela
revient à dire que le produit entre le nombre de cycles et le DoD est constant. Par conséquent,
en connaissant le nombre de cycles maximal pour un DoD donné, il est possible d’en déduire
l’énergie totale stockable au cours de la vie de la batterie :
Estockable =NcyclesmaxDoDr e f (3.20)
où DoDr e f est la profondeur de décharge de référence (celle donnée par le constructeur) et
Ncyclesmax le nombre de cyclesmaximal à ceDoD. Le nombre de cycles donné par les fabricants cor-
respond généralement à une diminution de la capacité de la batterie de 20% par rapport à sa ca-
pacité initiale.
Pour illustrer cette relation, cela signifie que si Ncyclesmax = 8000 pourDoDr e f = 0,80, le nombre
de cycles pour un DoD = 0,10 devrait être de 8000
0,80
0,10
= 64000. Cette approximation est cor-
recte sur une grande plage de DoD pour les batteries au plomb [6]. Cependant, pour les batte-
ries lithium-ion, les cycles à faible DoD dégradent moins la batterie que ceux à DoD élevé. En re-
prenant l’exemple, le nombre de cycles possibles à DoD = 0,10 sera supérieur au 64 000 calculé
précédemment. Par conséquent, la prise en compte d’un DoD de référence élevé aura pour ten-
dance de surestimer la dégradation de la batterie.
L’état de dégradation peut donc être vu comme le rapport entre l’énergie stockée par la batterie
depuis le début de sa vie et l’énergie totale stockable avant son remplacement :
SoA=
�t
0 Pcharge ·d t
Estockable
(3.21)
On observe que l’équation 3.21 ne nécessite pas de compter le nombre de cycles mais unique-
ment d’intégrer la puissance de charge de la batterie au cours du temps permettant ainsi d’obte-
nir un modèle dynamique.
Comptage des cycles
Les modèles de dégradation de batterie par comptage des cycles repose sur la loi de Miner
[21] :
SoA=
�
i
1
Ncyclesmax (DoDi )
(3.22)
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où i est le ième cycle de charge/décharge de la batterie et DoDi la profondeur de décharge du ième
cycle. Le nombre de cyclesmaximal est une fonction duDoD. Comparée à laméthode précédente,
cette méthode permet de prendre en compte des fonctions autre que linéaire entre le nombre de
cycle et le DoD. Cependant, elle nécessite de connaître le nombre de cycles pour différents DoD
ce qui n’est pas toujours le cas à partir de la fiche technique du fabricant. Il peut arriver que le
fabricant ne donne qu’une seule valeur pour le nombre de cycles de la batterie.
En plus de connaître la relation entre le nombre de cycles et le DoD, la loi de Miner néces-
site des algorithmes de comptage des cycles. Ces algorithmes de comptage sont utilisés en post-
traitement pour détecter les cycles de charge et de décharge. La méthode la plus simple de comp-
tage de cycles consiste à détecter chaque changement de signe de la puissance de la batterie. La
différence entre deux extrémums permet d’obtenir le DoD d’un demi-cycle (charge ou décharge)
qui est ensuite utilisé pour déduire le nombre de cycles maximal correspondant Ncyclesmax (DoDi ).
S’agissant d’un demi-cycle, cette valeur est multipliée par 2 avant d’être utilisée dans l’équa-
tion 3.22. Dans le cas où des micro-cycles sont présents à l’intérieur d’un grand cycle, cet algo-
rithme a le défaut de ne compter que les micro-cycles et demasquer le grand. Étant donné que les
grands cycles (DoD élevé) ont plus d’impact sur la dégradation de la batterie que les petits cycles,
cette méthode a tendance à sous-estimer le vieillissement.
Pour palier ce problème, l’algorithme de comptage "rainflow" [16], initialement utilisé pour
estimer la fatigue mécanique des matériaux, a été appliqué pour estimer la dégradation des bat-
teries [35, 52]. Il permet le compte des grands cycles, même lorsque ces derniers présentent de
micro-cyles.
3.4.4 Résultats
Afin d’estimer l’état de charge de la batterie à partir de la puissance en entrée du système de
stockage, nous sélectionnons tout d’abord deux journées : une journée ensoleillée et une autre
nuageuse. La figure 3.33 illustre les mesures pour ces deux cas. La courbe bleue correspond à la
puissance AC en entrée du système de stockage; sa valeur est négative en décharge et positive en
charge. La courbe rouge est l’état de charge de la batterie issu du BMS.
(a) Journée ensoleillée (b) Journée nuageuse
FIGURE 3.33 – Puissance AC du système de stockage
L’objectif est à partir de l’état initial du système de stockage et de la puissance AC, d’estimer
l’état de charge au cours du temps à partir de la méthode par comptage Ampère-Heure (Eq. 3.17).
L’intégrale du courant est remplacée par l’intégration de la puissance AC en entrée du système de
stockage :
SoC(t )= SoC0+
1
C
�t
t0
�
P−Ppertes
�
d t (3.23)
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SoC(t ) : état de charge à l’instant t
SoC0 : état de charge initial
C : capacité de la batterie (kWh)
P : puissance du sysème de stockage à l’instant t (kW)
Ppertes : puissance des pertes à l’instant t (kW)
Dans un premier temps, en considérant les pertes Ppertes = 0, l’application de l’équation pré-
cédente donne les résultats de la figure 3.34. On constate une grande divergence de l’estimation
de l’état de charge par rapport au données du BMS; l’erreur augmente au cours du temps.
(a) Journée ensoleillée (b) Journée nuageuse
FIGURE 3.34 – Estimation de l’état de charge par comptage Ampère-Heure
Afin de déterminer les pertes Ppertes, nous ajustons l’équation 3.23 auxmesures des deux jour-
nées. Nous considérons tout d’abord ces pertes constantes. L’ajustement permettant de mini-
miser la moyenne des écarts absolus entre le modèle et les données du BMS est obtenu pour
Ppertes = 1,95 kW. Le résultat est visible sur la figure 3.35. On constate que l’estimation de l’état
de charge du système de stockage est proche des données issues du BMS.
(a) Journée ensoleillée (b) Journée nuageuse
FIGURE 3.35 – Estimation de l’état de charge par comptage Ampère-Heure avec pertes
Ces pertes constantes du système de stockage sont importantes et ne peuvent pas s’expliquer
uniquement par la consommation du BMS et du système de refroidissement liquide des batteries.
Elles sont en réalité principalement dues au fonctionnement off-grid du microgrid car le système
de stockage est responsable du maintien du réseau. En effet, malgré l’absence de charge sur le
réseau, les batteries se déchargent tout de même pour créer et maintenir le réseau du microgrid.
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Ces pertes d’environ 1,95 kW soit 2,4 % de la puissance de l’onduleur batterie de 80 kVA se situe
plutôt dans la fourchette haute des pertes à vide engendrées par les onduleurs batteries pour site
isolé [9, 17].
L’estimation de l’état de charge avec la prise en compte de pertes constantes Ppertes = 1,95 kW
a été évaluée sur l’année toute entière 2017 à partir de l’état de charge initial SoC0 = 46,3 % et
des mesures 1-minute de la puissance AC au niveau de l’onduleur batterie. Les résultats de cette
évaluation sont récapitulés dans le tableau 3.15 et illustrés sur la figure 3.36. Le modèle présente
un faible biais (MBE= 1,43%) et une bonne performance (RMSE= 3,0%).
TABLEAU 3.15 – Évaluation de l’estimation de l’état de charge
MBE (%) MAE (%) RMSE (%)
1,43 2,33 3,0
FIGURE 3.36 – Résultat de l’estimation de l’état de charge
3.5 Conclusion du chapitre
Au cours de ce chapitre, nous avons tout d’abord réalisé la description complète du système
expérimental destiné à notre projet. Ce microgrid est constitué d’une production distribuée de
trois ombrières photovoltaïques, d’un système de stockage par batterie lithium ion et de charges :
bâtiment industriel, véhicule électrique et auxiliaires. L’ensemble de ces équipements sont inter-
connectés sur un bus AC 400 / 230V. Le démonstrateur est également équipé d’un système de ges-
tion de l’énergie, au cœur du système de communication et de contrôle, qui permettra de déve-
lopper et tester des stratégies de gestion dumicrogrid afin d’optimiser son fonctionnement.
Le seconde partie de ce chapitre a été consacrée à la modélisation du microgrid : estimation
de la production photovoltaïque, prévision de la consommation et modélisation du système de
stockage. La modélisation du champ PV est basée sur un modèle 1-diode dont les paramètres ont
été déterminés en ajustant le modèle aux mesures expérimentales d’une courbe I-V grâce à un
algorithme génétique.
142
CHAPITRE 3. MODÉLISATION DU DÉMONSTRATEUR RIVESALTES-GRID
La prévision de la consommation a été dissociée en deux : la prévision de la consommation du
bâtiment et la prévision de la recharge du véhicule électrique. Dans les deux cas, un modèle long-
terme et un modèle court-terme ont été développés. Le modèle long-terme du bâtiment est basé
sur un partitionnement, par laméthode k-means++, différenciant les jours ouvrés et les jours non-
ouvrés. La prévision court-terme permet de réajuster la prévision en prenant en compte les der-
nières mesures grâce à un algorithme de forêt aléatoire. La prévision de la consommation du VE
est quant à elle modélisée mathématiquement à partir d’un ensemble de fonctions dont la va-
riable d’entrée est l’énergie de décharge. Pour le modèle long-terme, l’énergie de décharge corres-
pond à une énergie moyenne alors qu’il s’agit de l’énergie de décharge de la journée écoulée pour
le modèle court-terme.
La dernière modélisation est celle du système de stockage. Elle est basée sur un modèle éner-
gétique permettant d’estimer l’énergie disponible grâce à l’estimation de l’état de charge de la bat-
terie par comptage Ampère-Heure.
L’ensemble de cesmodèles sera utilisé dans le chapitre 4 pour la simulation et le dimensionne-
ment du microgrid, et dans un second temps pour l’optimisation de son fonctionnement. L’opti-
misation du microgrid basé sur un contrôle prédictif utilisera les prévisions de consommation de
ce chapitre et des prévisions de production. Ces dernières correspondent à la combinaison entre
le modèle PV et le modèle de prévision d’irradiance du chapitre 2.
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CHAPITRE 4. SIMULATION, DIMENSIONNEMENT ET CONTRÔLE DU MICROGRID
Dans les chapitres précédents, nous avons tout d’abord présenté le contexte et les principaux
objectifs du projet. Ensuite, nous avons décrit la méthode de prévision solaire développée et en-
fin l’ensemble de la modélisation dumicrogrid. A l’issue de ces modélisations, nous pouvons pré-
voir la production PV et la consommation de l’atelier industriel et du véhicule électrique. La mo-
délisation du système de stockage, des convertisseurs et des pertes permettent d’étudier le com-
portement de chaque élément de l’installation.
Dès lors que le champ PV, le système de stockage et la consommation ont été étudiés séparé-
ment, il convient d’analyser le système global et l’influence de chaque élément sur les autres qui
lui sont connectés. Trois études ont été effectuées :
— une étude de simulation du comportement du microgrid et comparaison avec les mesures
expérimentales ;
— une étude de dimensionnement de système "PV + batterie" destiné à l’autoconsommation;
— une étude d’optimisation de la gestion dumicrogrid.
4.1 Simulation du microgrid
4.1.1 Bilan énergétique
Dans cette première partie, nous présenterons le bilan énergétique du microgrid à partir de
l’instrumentation de ce dernier. Nous décrirons tout d’abord les différents flux d’énergie mis en
jeu avant de réaliser le bilan énergétique et de calculer les indicateurs d’autoconsommation.
4.1.1.1 Description des variables mises en jeu
L’instrumentation du microgrid permet de suivre en temps réel le comportement du micro-
grid. La figure 4.1 montre les échanges d’énergie entre les différents éléments (PV, batterie, ré-
seau, atelier et véhicule électrique).
PV Batterie
Conso.Réseau
Pertes PV Pertes Batterie
EPV−>Batt
EPV−>Conso EBatt−>Conso
ERéseau−>Conso
FIGURE 4.1 – Flux d’énergie mis en jeu dans la gestion dumicrogrid
La production PV permet d’alimenter le système de stockage et/ou la consommation. Les
pertes PV correspondent à la somme des pertes dues au rendement de l’onduleur et des pertes en
ligne. En plus d’être alimenté directement par le PV, la consommation peut être issue du système
de stockage ou du réseau principal. Le réseau dumicrogrid et le réseau de distribution étant deux
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réseaux physiquement séparés par des inverseurs de source, la production PV ne peut pas être in-
jectée sur le réseau de distribution. En cas de surplus de production ainsi que d’un système de sto-
ckage à pleine charge, les onduleurs PV sont bridés à la puissance de consommation pour main-
tenir l’équilibre de puissance. De même, le système de stockage ne peut pas injecter sur le réseau
de distribution et inversement, il n’est pas possible de recharger les batteries avec le réseau. Les
pertes batterie comprennent les pertes de conversion, électrique à chimique et chimique à élec-
trique, mais également la puissance nécessaire au maintient du réseau.
4.1.1.2 Bilan d’énergie
Nous allons calculer le bilan énergétique du microgrid à partir de l’ensemble des mesures ex-
périmentales. Ce bilan est réalisé sur la période du 1er janvier 2017 au 1er juin 2017. Nous avons dé-
cidé de faire le bilan sur cette période car à partir de juin 2017, l’éclairage par néon de l’atelier a
été modifié par un éclairage à LED entraînant une modification importante de la consommation.
La variation de la puissance des charges au cours de l’année 2017 est visible sur la figure 4.2. Nous
pouvons constater une diminution de la consommation par 2 après la modification. Sur la pre-
mière période, la puissance moyenne durant les heures ouvrées est de 7,70 kW alors qu’elle di-
minue à 3,33 kW sur la seconde période. Lors du dimensionnement de l’installation pour le pro-
jet Rivesaltes-Grid, celui-ci avait été fait à partir des consommations initiales de l’atelier pour as-
surer une autonomie de stockage d’une journée au minimum. Nous avons donc décidé de calcu-
ler le bilan énergétique dumicrogrid sur la première période.
FIGURE 4.2 – Puissance des charges de l’atelier
Le bilan dumicrogrid est réalisé en intégrant les puissances sur toute la période étudiée. La fi-
gure 4.3 est un zoom sur deux jours, des principales puissancesmises en jeu et de l’état du système
défini par l’état de charge des batteries. La courbe rouge représente la puissance PV en sortie d’on-
duleur, c’est-à-dire côté AC. Cette puissance correspond à la sommede la production des trois om-
brières (soit au maximum 3x20 kVA). La journée du 28 février est une journée partiellement nua-
geuse avec une forte variabilité de production. Durant la nuit et en début de journée, la consom-
mation (en bleue sur la figure) est alimentée par le système de stockage (courbe jaune). La puis-
sance des batteries est définie positive en décharge et négative en charge. Lorsque la production
PV est suffisante pour fournir la consommation, le surplus permet de recharger le système de sto-
ckage. Durant la première journée, le surplus permet de recharger le système de stockage de 36,4
à 92,4 %. Durant la nuit, les batteries se décharge pour alimenter la consommation mais égale-
ment pour maintenir le réseau d’où une diminution importante de l’état de charge.
La seconde journée est une journée avec très peu de nuage. La production PV permet de re-
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FIGURE 4.3 – Puissances du microgrid
charger les batteries à 95%dès 11h30. Lorsque le système de stockage est plein, on peut voir une li-
mitation des onduleurs PV à la puissance de consommation (8,1 kW). Pour éviter une oscillation
de l’état de l’onduleur entre bridage et non bridage, un cycle d’hystérésis est appliqué : une fois
bridé, l’onduleur PV reste dans cet état tant que l’état de charge des batteries ne redescend pas en
dessous de 90 %. Sur ces deux jours, l’état de charge ne descend pas en dessous de la limite mini-
male fixé à 20 %, par conséquent aucun soutirage au réseau de distribution a lieu.
Le résultat du bilan électrique de l’installation est récapitulé dans le tableau 4.1. Comme nous
avons pu le voir au chapitre 3, la puissance nécessaire au systèmede stockage (batterie + convertis-
seurs) pour le maintien du réseau entraîne une consommation importante (5,97 MWh). Par com-
paraison, la consommation du bâtiment et du véhicule électrique représente 9,91 MWh. Parmi
l’énergie totale consommée, 66,1 % est fournie directement par le PV (6,25 MWh), 28,6 % par le
système de stockage (2,70 MWh) et 5,3 % par le réseau de distribution (0,50 MWh).
TABLEAU 4.1 – Bilan électrique dumicrogrid
Flux Énergie (MWh)
Epertes onduleur PV 0.34
Epertes en ligne 1.17
EPV−>Batt 8.30
EPV−>Conso 6.25
Epertes batterie 5.60
EBatt−>Conso 2.71
ERéseau−>Conso 0.50
4.1.1.3 Indicateurs d’autoconsommation
En plus du bilan d’énergie réalisé à la section précédente, nous utilisons le taux d’autocon-
sommation et le taux d’auto-production pour décrire l’installation.
Le taux d’autoconsommation est défini par l’équation 4.1 comme étant la part de la produc-
tion auto-consommée. Ce taux est égal au rapport entre la production consommée sur site et la
production totale du site.
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autoconsommation =
Eproduite consommée
Etotale produite
=
EPV−>Conso+EBatt−>Conso
EPV−>Batt+EPV−>Conso
=
6,91 MWh
16,06 MWh
= 43,0%
(4.1)
Nous considérons l’énergie totale produite sur site comme étant l’énergie PV utilisable, c’est-à-
dire l’énergie PV côté AC après retranchement des pertes en ligne pour l’acheminement de l’élec-
tricité des ombrières au système de stockage et/ou aux charges. Néanmoins, le fonctionnement
off-grid du microgrid et la limitation de la puissance des onduleurs PV engendrent une modifi-
cation du taux d’autoconsommation. En effet, sans limitation de la production PV, l’énergie pro-
duite sur site aurait été supérieure à celle mesurée. Nous estimerons dans la partie suivante, grâce
à la simulation, le taux d’autoconsommation de l’installation dans le cas où les onduleurs ne sont
pas bridés.
Dans le cas d’un système off-grid, le taux d’autoconsommation est égal à 1 puisque toute
l’énergie produite est consommée sur site. Néanmoins, nous avons décidé de différencier l’énergie
nécessaire au fonctionnement du système de stockage (auxiliaires, maintien du réseau, pertes de
conversion) de l’énergie réellement consommée par le site industriel (bâtiment et véhicule élec-
trique). C’est pourquoi le taux est inférieur à 1 et égal à 0,43.
Le second critère est le taux d’auto-production. Il est défini par l’équation 4.2 comme étant la
part de la consommation auto-produite. Ce taux est égal au rapport entre la production consom-
mée sur le site et la consommation totale du site.
auto-production =
Eproduite consommée
Etotale consommée
=
EPV−>Conso+EBatt−>Conso
EPV−>Conso+EBatt−>Conso+ERéseau−>Conso
=
6,91 MWh
7,41 MWh
= 93,3%
(4.2)
Ce taux permet d’évaluer la part de la consommation du site qui est fournie par l’installation PV +
batterie. Ce taux est égal à 1 lorsque la consommation est totalement alimentée par la production
PV ou le système de stockage.
Ces deux taux peuvent s’opposer l’un à l’autre. Par exemple, l’augmentation du champ PV per-
met d’augmenter le taux d’auto-production en réduisant le soutirage d’énergie au réseau de distri-
bution. Néanmoins il y a une possibilité de dégrader le taux d’autoconsommation puisque le sur-
plus de production augmente. Nous étudierons par simulation l’évolution du taux d’autoconsom-
mation et d’auto-production en fonction du dimensionnement de l’installation.
4.1.2 Processus de simulation
4.1.2.1 Données d’entrée
Dans cette partie, nous combinons l’ensemble desmodèles présentés au chapitre 3 pour simu-
ler le comportement du microgrid. Nous comparerons les résultats de la simulation avec les me-
sures expérimentales et le bilan énergétique présenté précédemment.
La simulation est réalisée au pas de temps 1minute sur l’ensemble de la période d’étude, c’est-
à-dire du 1er janvier au 1er juin 2017. Les données d’entrée sont :
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— L’irradiance dans le plan des modules (Fig. 4.4a) ;
— La température ambiante (Fig. 4.4b) ;
— La consommation dumicrogrid (bâtiment et véhicule électrique) (Fig. 4.2).
Les prévisions de l’irradiance solaire et de la consommation ne sont pas utilisées dans cette
partie. Ils serviront dans la section 4.3 pour l’optimisation de la gestion du microgrid par Model
Predictive Control.
(a) Irradiance dans le plan des modules (b) Température ambiante
FIGURE 4.4 – Données d’entrée de la simulation dumicrogrid
4.1.2.2 Processus de simulation
Le processus de simulation (Fig. 4.5) est un processus itératif permettant d’estimer les flux
électriques et l’état du système défini par l’état de charge du stockage.
Afinde pouvoir débuter la première itération, il est nécessaire d’initialiser le système. L’état ini-
tial est défini par l’état de charge du système de stockage à l’instant k = 0. Le processus commence
par l’estimation de la puissance PV en sortie du champ PV. Cette puissance est issue de la modé-
lisation présentée à la section 3.2. L’entrée du modèle PV est la valeur minute de l’irradiance dans
le plan des modules et de la température ambiante à l’instant k. La sortie du modèle est une esti-
mation du point de puissance maximale pour les conditions environnementales données.
La seconde étape consiste à vérifier qu’avec cette puissance PV, l’état de charge ne dépasse pas
la limite supérieure :
SoC(k) < SoCmax
SoC(k−1)+ ∆t ∗ (PPV DC−Pconso.)
Cbatt
< SoCmax
(4.3)
Si cette condition n’est pas respectée, la puissance de production est limitée en bridant les ondu-
leurs à :
Plimitation PV =
(SoCmax−SoC(k−1))∗Cbatt
∆t
+Pconso. (4.4)
Le modèle de l’onduleur PV, basé sur la courbe de rendement (cf. section 3.2.4), permet d’esti-
mer la puissance AC en sortie de ce dernier ainsi que les pertes de conversion. Les pertes en ligne
liées à l’acheminement de l’électricité des ombrières à la consommation sont ensuite déduites
de la puissance de production. La puissance disponible (ou utile) est calculée à partir de l’équa-
tion 4.5 :
PAC dispo. = PPV AC−Ppertes en ligne (4.5)
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Début
k = k + 1
Champ PV
SoC(k)<
SoCmax
Onduleur PV
Pertes en ligne
Gestion des flux
Etat de charge
k == N
Fin
Oui
Oui
Non
PPV DC
PPV AC
Ppertes ond.
PAC dispo.
Ppertes en ligne
Pbatterie
Préseau
SoC
Ppertes batt.
Limitation
onduleur PV
Non
Etat initial :
SoC0
GHI (W/m2)
Tamb. (°C)
Pconso.
FIGURE 4.5 – Processus de la simulation dumicrogrid
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L’étape suivante consiste à gérer les flux électriques : puissance de charge et de décharge du
système de stockage, puissance de soutirage au réseau de distribution. La gestion appliquée dans
cette simulation est une gestion "simple" du système de stockage :
— La production PV alimente en priorité les différents postes de consommation.
— Si la production est insuffisante, on décharge le système de stockage.
— Si le système de stockage est déchargé, on soutire au réseau.
— Si la production est supérieure, on recharge le système de stockage.
— Si le système de stockage est plein, on bride les onduleurs PV.
A partir de la gestion des flux et notamment de la puissance du système de stockage, il est pos-
sible de déterminer son état de charge. Le processus est ensuite itéré jusqu’à atteindre le nombre
d’itérations sur la période étudiée.
4.1.3 Résultats de la simulation
Le processus de simulation décrit précédemment a été appliqué sur l’ensemble de la période
d’étude, c’est-à-dire du 1er janvier au 1er juin 2017. Nous avons utilisé un pas de temps de 1minute
correspondant au pas d’échantillonnage des variables d’entrée : irradiance et température, et des
variables comparatrices : courant, tension, puissance, SoC, etc...
La figure 4.6 illustre les flux d’énergie (en bleu) et les pertes (en rouge) de la production PV à la
consommation. Chaque énergie est calculée à partir de l’équation 4.6 :
Enom_var =
N�
k=1
Pnom_var(k)δ (4.6)
Avec :
Pnom_var(k) = Puissance de la variable nom_var à l’instant k (en kWh)
Enom_var = Energie sur la période étudiée (en kWh)
δ = Pas d’échantillonnage (en h)
N = Nombre total d’échantillons
La production photovoltaïque EPV DCMPP potentiellement disponible à la sortie des panneaux
est estimée à partir des conditions environnementales et de la modélisation du champ PV. Sur
les 5 mois d’étude, la puissance théorique qui aurait pu être produite est de 37,82 MWh. Néan-
moins, lorsque le système de stockage a atteint sa limite supérieure, les onduleurs PV sont limi-
tés à la puissance des charges du microgrid. Cette énergie non produite représente 21,76 MWh
soit 57,5 % de l’énergie disponible à la sortie du champ PV. Par conséquent, les 42,5 % restants cor-
respondent à l’énergie PV en entrée de l’onduleur. Nous pouvons en conclure que le champ PV
est surdimensionné par rapport à la consommation du bâtiment et du véhicule électrique. Nous
verrons dans la section suivante l’influence du dimensionnement du champ PV sur les indica-
teurs d’autoproduction et d’autoconsommation. La réduction de la puissance crête installée per-
met elle d’obtenir la même couverture de consommation dumicrogrid?
Les étapes suivantes permettent d’estimer l’énergie disponible pour l’alimentationdes charges
et du système de stockage. Tout d’abord, les onduleurs PV convertissent le courant continu en un
courant alternatif triphasé. Cette conversion entraîne une perte de 0,33 MWh soit environ 2,1 %
de la puissance d’entrée. L’acheminement de l’électricité du lieu de production jusqu’aux lieux
de consommation et de stockage engendre des pertes Epertes en ligne = 1,18 MWh. L’énergie dispo-
nible en entrée du système de stockage ou pour l’alimentation des charges est donc de 14,55MWh.
Parmi cette énergie disponible, 6,25 MWh (43,0 %) alimentent directement les charges com-
prenant la bâtiment industriel, le véhicule électrique et les auxiliaires. Les 8,30 MWh (57,0 %) res-
tants sont stockés dans les batteries. Néanmoins, cette énergie emmagasinée sert principalement
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au maintien du réseau du microgrid (5,32 MWh). Seulement 2,70 MWh sont réutilisés pour ali-
menter les charges.
EPV DC MPP
= 37.82 MWh
EPV DC
= 16.06 MWh
EPV non produite
= 21.76 MWh
EPV AC
= 15.73 MWh
Epertes ond.
= 0.33 MWh
EPV AC dispo.
= 14.55 MWh
Epertes en ligne
= 1.18 MWh
EPV->batt.
= 8.30 MWh
EPV->conso.
= 6.25 MWh
Ebatt.->conso.
= 2.70 MWh
Epertes batt.
= 5.60 MWh
Erend. conversion
= 0.28 MWh
Emaintien réseau
= 5.32 MWh
Eréseau->conso.
= 0.50 MWh
Eauxiliaires
= 2.04 MWh
Ebâtiment + VE
= 7.41 MWh
Eproduite consommée
= 6.91 MWh
FIGURE 4.6 – Bilan énergétique de la simulation dumicrogrid
Parmi les charges du microgrid, nous dissocions les auxiliaires du reste de la consommation.
En effet, les auxiliaires ne font pas partie des charges initiales puisqu’il s’agit des équipements (cli-
matisation, EMS, automate, télégestion, ...) nécessaires au fonctionnement du système de sto-
ckage qui ont été installés. Par conséquent, même si cette énergie Eauxiliaires est utile aumicrogrid,
nous ne la prenons pas en compte dans la consommation du site industriel. L’énergie consom-
mée sur le site (Ebâtiment + VE) représente 7,41 MWh dont 0,50 MWh est issu du soutirage au ré-
seau de distribution. L’énergie produite et consommée par le site industriel est de 6,91 MWh.
A partir de cette simulation, nous pouvons recalculer le taux d’autoconsommation (eq. 4.7)
et le taux d’autoproduction (eq. 4.8). Le premier indicateur cité est calculé non pas avec l’énergie
totale produite (EPV DC) mais avec l’énergie potentiellement disponible en sortie du champ PV
(EPV DCMPP).
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autoconsommation =
Eproduite consommée
Etotale produite
=
Eproduite consommée
EPV DCMPP
=
6,91MWh
37,82MWh
= 18,3%
(4.7)
Par comparaison avec le taux d’autoconsommation calculé à partir des mesures réelles à la
section 4.1.1.3, on observe une baisse importante de ce taux passant de 43,0 % à 18,3 %. Cela s’ex-
plique par la prise en compte de l’énergie non produite EPV non produite lors du bridage des on-
duleurs entraînant une dégradation du taux. Cette valeur d’autoconsommation montre qu’une
grande quantité de la production du champ PV n’est pas valorisée pour la consommation du site :
soit non produite, soit perdue (rendement convertisseurs, acheminement), soit utilisée pour le
fonctionnement du microgrid (maintien réseau, auxiliaires). L’énergie non produite représente
70,4 % de l’énergie non valorisée. Cela peut s’expliquer par un surdimensionnement du champ PV
par rapport à la consommation du site industriel. Nous simulerons dans la section suivante dif-
férentes configurations du champ PV afin d’évaluer l’impact de son dimensionnement sur le taux
d’autoconsommation.
Le second indicateur est le taux d’auto-production (eq. 4.8). Il représente la part de l’énergie
consommée qui a été produite sur site par rapport à la consommation totale du site. Le résultat
de la simulation donne un taux d’auto-production de 93,3 %; les 6,7 % restants étant l’énergie
de soutirage au réseau de distribution. Cette énergie est nécessaire pour assurer la continuité de
fonctionnement du site industriel.
auto-production =
Eproduite consommée
Etotale consommée
=
Eproduite consommée
Ebâtiment + VE
=
6,91MWh
7,41MWh
= 93,3%
(4.8)
Pour conclure, nous pouvons voir à partir de la simulationun sur-dimensionnement du champ
PV par rapport à la consommation du site entraînant une obligation à limiter la puissance des on-
duleurs PV pour maintenir l’équilibre du réseau du microgrid lorsque la batterie est pleine. Cette
énergie non produite représente 57,5 % de l’énergie disponible à la sortie du champ PV. Le second
point marquant est le besoin énergétique important pour le maintien du réseau off-grid. Cela en-
traîne une décharge conséquente du système de stockage chaque nuit malgré une consomma-
tion très faible du site industriel. Ce maintien du réseau a été évalué à environ 1,95 kW soit 2,4 %
de la puissance de l’onduleur batterie qui est de 80 kVA. Cette perte se situe plutôt dans la four-
chette haute des pertes à vide engendrées par les onduleurs batteries pour site isolé [3, 4].
4.1.4 Impacts de la puissance PV et de la capacité de stockage
Dans cette partie, nous ferons varier la puissance du champ PV et la capacité du système de
stockage afin d’étudier leurs influences sur le fonctionnement de l’installation. Tout d’abord, nous
conservons le profil des charges présenté à la section 4.1.1.2 ainsi que les données environnemen-
tales : irradiance et température. Nous faisons varier la puissance PV installée entre 0 et 75 kWc, et
la capacité de la batterie entre 0 et 340 kWh.
Le résultat du taux d’autoconsommation de l’ensemble des simulations est représenté sur la
figure 4.7 et les valeurs sont récapitulées dans le tableau 4.2. On observe tout d’abord un taux
d’autoconsommation nul lorsqu’on n’a pas d’installation PV. Cela est totalement logique puisque
sans production locale, le site industriel doit soutirer 100 % de son énergie qu’il consomme.
La seconde observation est que pour une puissance PV donnée, le taux d’autoconsommation
augmente avec la capacité batterie avant de se stabiliser. Cela s’explique par le fait que le sys-
tème de stockage est un système tampon permettant de décaler la production au moment de la
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FIGURE 4.7 – Influence de la puissance PV et de la capacité de stockage sur l’autoconsommation
TABLEAU 4.2 – Valeurs d’autoconsommation (en %)
Capacité batterie (kWh)
0 21,5 42,5 63,75 85,0 127,5 170 212,5 255 340
P
u
is
sa
n
ce
P
V
(k
W
c)
0 0 0 0 0 0 0 0 0 0 0
7,5 50,3 27,3 31,1 32,8 33,5 33,5 33,5 33,5 33,5 33,5
11,25 46,9 38,1 41,4 43,8 45,8 48,4 50 50,1 50,1 50,1
15 40,9 39 43,5 45,3 47 49,3 50,4 51,1 51,7 52,2
19,5 34,5 35,6 40,9 42,5 43,5 44,7 45,6 46,3 46,5 46,6
30 24,8 27,5 30,9 33 33,9 34,9 35,3 35,3 35,4 35,5
45 17,6 20 21,6 23,3 24 24,6 25 25,2 25,4 25,7
60 13,6 15,7 16,9 17,6 18,3 18,7 19 19,1 19,3 19,4
75 11,1 12,9 13,8 14,3 14,7 15,1 15,3 15,3 15,4 15,6
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consommation. Par conséquent, une plus grande part de l’énergie produite sur site est consom-
mée : Eproduite consommée augmente entraînant par la même occasion une augmentation du taux
d’autoconsommation et d’autoproduction. Néanmoins, à partir d’une certaine capacité de batte-
rie l’autoconsommation est quasiment constante car toute l’énergie valorisable l’a été. Le seul cas
où l’augmentation du système de stockage ne permet pas d’améliorer le taux d’autoconsomma-
tion est entre 0 et 21,5 kWh de batterie pour les puissances de champ PV inférieures ou égales à 15
kWc. En effet, l’ajout d’un système de stockage introduit également des consommations indispen-
sables à son fonctionnement (BMS, EMS, climatisation, ...) réduisant ainsi la part de l’énergie pro-
duite localement qui alimente le bâtiment industriel.
A part pour le cas particulier d’une installation sans stockage, le taux d’autoconsommation
est maximal pour un champ PV proche de 15 kWc. Au-delà de cette puissance, l’autoconsomma-
tion se dégrade car une plus grande quantité de la production PV doit être bridée et est donc non
valorisable. Entre 0 et 15 kWc, le taux d’autoconsommation est également plus faible car l’éner-
gie produite est tout d’abord utilisée pour alimenter les auxiliaires avant de fournir le site indus-
triel.
La figure 4.8 et le tableau 4.3 illustrent le taux d’auto-production pour les différentes confi-
gurations du champ PV et du système de stockage. On observe que le paramètre le plus influen-
çant est la puissance du champ PV. Entre 0 et 30 kWc, le taux d’auto-production augmente forte-
ment avant de se stabiliser. De même, l’augmentation de la capacité du système de stockage, no-
tamment entre 0 et 63,75 kWh améliore l’auto-production. A partir d’une puissance PV de 30 kWc
et d’une capacité de stockage de 63,75 kWh, on observe un plateau qui se rapproche lentement de
1.
FIGURE 4.8 – Influence de la puissance PV et de la capacité de stockage sur l’autoconsommation
Pour conclure, nous avons vu que l’augmentation de la capacité du système de stockage amé-
liore les deux taux : le taux d’autoconsommation et le taux d’auto-production. La puissance du
champ PV a quant à lui un impact différent : l’autoconsommation est dégradée lorsque le champ
PV devient de plus en plus important, alors que l’auto-production se rapproche de 100 %.
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TABLEAU 4.3 – Valeurs d’auto-production (en %)
Capacité batterie (kWh)
0 21,5 42,5 63,75 85,0 127,5 170 212,5 255 340
P
u
is
sa
n
ce
P
V
(k
W
c)
0 0 0 0 0 0 0 0 0 0 0
7,5 32,1 17,4 19,8 20,9 21,4 21,4 21,4 21,4 21,4 21,4
11,25 44,9 36,4 39,6 41,9 43,8 46,3 47,8 47,9 47,9 47,9
15 52,1 49,8 55,4 57,8 59,9 62,9 64,3 65,1 65,9 66,6
19,5 57,2 59 67,8 70,5 72,1 74,1 75,6 76,7 77,1 77,2
30 63,3 70,2 78,9 84,2 86,5 89 89,9 90,1 90,3 90,5
45 67,3 76,6 82,6 89,2 91,8 94,2 95,8 96,4 97 98,3
60 69,4 79,9 86,1 89,6 93,2 95,6 96,8 97,6 98,2 99,1
75 70,7 82 88,2 90,9 93,7 96,4 97,4 97,8 98,4 99,2
4.2 Application au dimensionnement d’une installation PV + batterie
4.2.1 Définition du coût actualisé de l’énergie
Dans les parties précédentes, nous avons simulé le comportement de l’installation pour diffé-
rentes configurations à partir des modélisations du chapitre 3. Aucun dimensionnement ne per-
met de maximiser à la fois le taux d’autoconsommation et le taux d’auto-production. Par consé-
quent, afin de développer un outil d’aide au dimensionnement d’installation destinée à l’auto-
consommation, il est nécessaire de déterminer un troisième critère. L’un des paramètres impor-
tant lors d’un dimensionnement est le coût financier.
Afin de prendre en compte le côté financier, nous introduisons le LCOE. Ce dernier est égal au
rapport entre l’ensemble des coûts et l’énergie totale produite, les deux affectés par l’inflation. Il
peut être calculé à partir de l’équation 4.9 [14] :
LCOE=
�n
t=1
It +Mt +Ft
(1+ r )t�n
t=1
Et
(1+ r )t
(4.9)
avec :
It = Coût d’investissement de l’année t
Mt = Coût de maintenance de l’année t
Ft = Coût du carburant de l’année t
Et = Energie produite sur l’année t
r = Taux d’actualisation
n = Durée de vie du système (en année)
Le LCOE, exprimé en €/kWh, peut être très variable d’une installation à l’autre, même pour
une technologie de production donnée. En effet, de nombreux paramètres peuvent influencer sa
valeur. Dans la cas d’une installation photovoltaïque, nous pouvons par exemple citer :
— Les coûts d’investissement liés à l’échelle du projet et au type d’intégration (sur bâti, en
ombrières, au sol, avec tracker, ...) ;
— Les coûts de maintenance et de fonctionnement du système PV;
— Le rendement du système sur la durée de vie du matériel ;
— Le taux d’emprunt et autres frais financiers ;
— La ressource solaire du site ;
— La durée de vie prise en compte (15, 20, 25 ans).
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Le LCOE est un indicateur utilisé dans le domaine de l’électricité afin de comparer le coût de
production des différentes sources d’énergie (éolien, solaire, nucléaire, gaz, ...) [8], de dimension-
ner des installations d’énergie renouvelable [1, 2, 12] ou de déterminer le moment où la parité ré-
seau sera atteinte [6]. La parité réseau caractérise le moment à partir duquel le coût de produc-
tion de l’électricité, par exemple d’origine photovoltaïque ou éolienne, devient inférieur au prix
d’achat de l’électricité délivrée par le réseau. Dans le cas où le LCOE est inférieur au prix d’achat
de l’électricité, l’installation est rentable et compétitive sans avoir besoin de passer par des ap-
pels d’offres et avoir recours à des subventions. Le prix d’achat de l’électricité varie selon l’usage
du site en question :
— Résidentiel ;
— Commercial ;
— Industrie très énergivore (>250 kW);
— Achat sur le marché de l’électricité.
Par exemple, la parité réseau dans le cas d’une installation photovoltaïque alimentant une habita-
tion sera atteinte lorsque le LCOE sera égal à 0,1452 €/kWh. Ce coût correspondant au prix d’achat
de l’électricité, comprenant le prix du kWh, la TVA, la Contribution au Service Public de l’Elec-
tricité (CSPE), la Taxe Communale sur la Consommation Finale d’Electricité (TCCFE) et la Taxe
Départementale sur la Consommation Finale d’Electricité (TDCFE), pour l’option de base d’une
puissance souscrite de 6 kVA. Dans le cas d’une centrale photovoltaïque au sol de plusieurs méga-
wattheures, le LCOE doit être inférieur au marché de l’électricité soit environ 0,043 €/kWh.
4.2.2 Calcul du LCOE
4.2.2.1 Hypothèses
Afin de calculer le LCOE de l’installation ainsi que pour différentes puissances PV et capa-
cités de stockage, il est nécessaire de faire des hypothèses. Tout d’abord, les coûts d’investisse-
ment et demaintenance de l’installation sont ramenés soit au kilowatt-crête pour le PV, soit au ki-
lowattheure pour les batteries. Afin de simplifier l’étude, nous considérons une évolution propor-
tionnelle de ces coûts même si l’achat de gros volume fait en réalité diminuer les prix. L’ensemble
des hypothèses est récapitulé dans le tableau 4.4.
TABLEAU 4.4 – Hypothèses pour le calcul du LCOE
Hypothèse Valeur
Coût d’investissement Photovoltaïque 1200 €/kWc
Coût d’investissement Batterie 1175 €/kWh
Coût d’investissement Shelter+EMS+Clim. 34000 €
Coût de maintenance Photovoltaïque 8 €/kWc/an
Coût de maintenance Batterie 25 €/kWh/an
Coût de soutirage Heures Pleines TTC 0,1186 €/kWh
Coût de soutirage Heures Creuses TTC 0,0858 €/kWh
Durée de vie du système 20 ans
Dégradation PV 0,5 %/an
Dégradation Batterie 1,5 %/an
L’ensemble des coût est issu de l’installation spécifique du projet Rivesaltes-Grid. Le seul coût
constant d’investissement est celui du shelter nécessaire à l’intégration des batteries. Il comprend :
— La fourniture, la pose et le raccordement du shelter ;
— L’aménagement du local technique :
• Éclairage intérieur ;
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• Climatisation;
• Isolation des parois avec résistance au feu;
• Détecteur de CO.
— L’intégration des équipements ;
— La fourniture, la pose et le raccordement du datalogger.
Ces équipements sont indispensables pour tout système de stockage par batterie quelque soit la
capacité de celui-ci. Ce container 10 pieds (L : 2,99m, l : 2,44m, H : 2,59m) permet une intégration
d’un système de stockage de quelques centaines de kilowattheures. Par conséquent, nous consi-
dérons son coût de 34000 € pour toute capacité Cbatt. > 0.
Les batteries utilisées sont données pour une durée de vie de 8000 cycles à 80% de DoD. Par
rapport à notre application du système de stockage, nous pouvons considérer un cycle par jour ce
qui représente une durée de vie supérieure à 20 ans. La fin de vie de la batterie correspond à une
perte de capacité de 30 % (SoH = 0,70). Par conséquent, en faisant l’hypothèse d’une dégradation
linéaire au cours des cycles, la dégradationmoyenne de la batterie est de 1,5%/an. Ces hypothèses
concernant le système de stockage sont plutôt sévères puisque les cycles journaliers ont réguliè-
rement un DoD < 0.8 ce qui devrait augmenter la durée de vie. De plus, malgré une perte de ca-
pacité de 30%, il serait envisageable de continuer à utiliser la batterie. Néanmoins, n’ayant pas as-
sez de retour sur la dégradation et la durée de vie de la batterie, nous faisons ces hypothèses as-
sez grossières.
4.2.2.2 Résultats
A partir de l’équation 4.9 et des hypothèses présentées précédemment, nous avons calculé
le LCOE de l’installation du projet Rivesaltes-Grid. Le résultat obtenu pour cette configuration
(PPV = 61,52 kWc et Cbatt. = 85,2 kWh) est de 0,680 €/kWh. Cette valeur est à comparer avec le coût
sans source de production et de stockage, correspondant donc au prix d’achat de l’électricité (HP :
0,1186 €/kWh, HC : 0,0858 €/kWh). La figure 4.9 et le tableau 4.5 illustrent l’ensemble des LCOE
pour des simulations avec des puissances PV et des capacités de stockage différentes. Pour cela,
nous avons fait varier :
— la puissance PV de 0 à 150 kWc par pas de 10,26 kWc;
— la capacité batterie de 0 à 150 kWh par pas de 14,2 kWh.
Le coût de consommation en électricité du site industriel, sans source de production/stockage,
avec leur contrat HC-HP est de 0,114 €/kWh. Par conséquent on observe que le LCOE de l’ins-
tallation est presque 6 fois supérieur au coût de fonctionnement basé uniquement sur le souti-
rage au réseau de distribution. Afin d’obtenir une rentabilité des systèmes combinant produc-
tion et stockage pour des sites reliés au réseau de distribution, le coût d’investissement de ces ins-
tallations et notamment du système de stockage doit encore diminuer.
La figure 4.9montre une grande influence de la taille de l’installation sur le LCOE. Tout d’abord
on peut observer que le coût minimal est obtenu pour une puissance PV de 10,26 kWc et un sys-
tème de stockage nul. Pour cette configuration, le LCOE est de 0,095 €/kWh soit inférieur à ce-
lui sans générateur PV (0,114 €/kWh). Par conséquent, certaines configurations d’installations PV
sans systèmede stockage peuvent être rentables sans subvention. Dans notre cas et à partir des hy-
pothèses faites précédemment, l’installation d’un générateur PV inférieur à 20,52 kWc permet de
réduire le coût de l’énergie. Au-delà de cette puissance installée, le LCOE est dégradé et devient su-
périeur au coût de soutirage.
La deuxième observation est la présence d’une "marche" du prix de l’énergie avec l’ajout du
système de stockage. En effet, l’ajout d’un système de stockage de 14,2 kWh entraîne une évolution
du LCOE de 0,095 à 0,259 €/kWh, soit une augmentation de +0,164 €/kWh. Cela s’explique par le
coût des batteries lithium-ion mais surtout par celui du local technique (shelter, climatisation,
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FIGURE 4.9 – LCOE de l’installation en fonction de la puissance PV et de la capacité de la batterie
TABLEAU 4.5 – LCOE (en €/kWh)
Capacité batterie (kWh)
0 14.2 28.4 42.6 56.8 71 85.2 99.4 113.6 127.8
P
u
is
sa
n
ce
P
V
(k
W
c)
0 0,114 0,294 0,355 0,417 0,478 0,540 0,601 0,662 0,724 0,785
10,26 0,095 0,259 0,317 0,377 0,436 0,496 0,557 0,617 0,678 0,738
20,52 0,111 0,265 0,320 0,376 0,435 0,495 0,555 0,616 0,676 0,737
30,78 0,140 0,291 0,347 0,402 0,459 0,517 0,577 0,638 0,699 0,759
41,04 0,172 0,322 0,378 0,436 0,491 0,550 0,610 0,670 0,731 0,792
51,3 0,206 0,356 0,411 0,469 0,527 0,585 0,645 0,705 0,766 0,827
61,56 0,240 0,390 0,445 0,503 0,562 0,621 0,680 0,740 0,801 0,862
71,82 0,275 0,424 0,479 0,538 0,597 0,657 0,716 0,776 0,837 0,897
82,08 0,310 0,459 0,514 0,573 0,632 0,692 0,752 0,812 0,872 0,933
92,34 0,346 0,494 0,549 0,608 0,667 0,727 0,788 0,848 0,908 0,969
102,6 0,381 0,530 0,585 0,643 0,703 0,763 0,823 0,884 0,944 1,005
112,86 0,417 0,565 0,620 0,679 0,738 0,798 0,859 0,920 0,981 1,041
123,12 0,452 0,601 0,656 0,714 0,774 0,834 0,894 0,955 1,016 1,077
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datalogger, ...). Ce dernier coût pourrait être réduit dans le cas où le site possède un local pouvant
accueillir de façon sécurisée les batteries et les équipements de conversion.
Enfin, on observe que l’augmentation de la puissance PV au-delà de 20,52 kWc et de la capacité
du système de stockage, entraîne une dégradation de plus en plus importante du coût de l’énergie.
4.2.3 Méthode de dimensionnement
L’objectif de cette partie est de développer un outil d’aide au dimensionnement d’installa-
tions PV / Batterie destinées à l’autoconsommation. Grâce à celui-ci, nous souhaitons détermi-
ner le nombre demodules PV et demodules batterie minimisant le LCOE avec ou sans contrainte.
Les contraintes pouvant intervenir sont par exemple un taux d’autoconsommation et/ou d’auto-
production minimal à atteindre. Dans certains appels d’offres d’autoconsommation, il est de-
mandé de respecter un taux d’autoconsommation minimal de 0,95 et un taux d’auto-production
de 0,20. Notre problème de dimensionnement peut se traduire mathématiquement par l’équa-
tion 4.10.
mi ni mi ze LCOE=
CAPEX+OPEX
Econso.
s.t .
Econso.−Esoutirage
Econso.
≥ Seuil auto-production
Eprod.−Einjection
Eprod.
≥ Seuil autoconsommation
NPV ∈N
Nbatt. ∈N
(4.10)
où
CAPEX =
�
NPV.PPV.IPV +Nbatt..Cbatt..Ibatt.+ Ishelter si Nbatt. ≥ 1
NPV.PPV.IPV +Nbatt..Cbatt..Ibatt. sinon.
(4.11)
OPEX =NPV.PPV.MPV .T+Nbatt..Cbatt..Mbatt..T+Esoutirage.célec. (4.12)
avec :
NPV = Nombre de module PV
PPV = Puissance dumodule PV (kWc)
IPV = Coût d’investissement du PV (€/kWc)
MPV = Coût de maintenance du PV (€/kWc/an)
Nbatt. = Nombre de module batterie
Cbatt. = Capacité d’un module batterie (kWh)
Ibatt. = Coût d’investissement des batteries (€/kWh)
Mbatt. = Coût de maintenance des batteries (€/kWh/an)
Ishelter = Coût d’investissement du shelter (€)
T = Durée de vie de l’installation (année(s))
célec. = Prix de l’électricité (€/kWh)
Les valeurs des données d’entrée utilisées sont récapitulées dans le tableau 4.6. Ces données
ont été calculées à partir des coûts spécifiques à notre étude de cas et des hypothèse présentées
précédemment à la section 4.2.2.1.
Le problème de dimensionnement se présente sous un problème d’optimisation en nombres
entiers. L’objectif est de déterminer le nombre demodules PV (NPV) et demodules batterie (Nbatt.)
qui minimise la fonction 4.10. Ces deux variables ne peuvent être que des entiers positifs ou nuls :
NPV et Nbatt. ∈N.
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TABLEAU 4.6 – Prix CAPEX et OPEX
Données Valeur
PPV 0,285 kWc
IPV 1200 €/kWc
MPV 8 €/kWc/an
Cbatt. 7,1 kWh
Ibatt. 1175 €/kWh
Mbatt. 25 €/kWh/an
Ishelter 34000 €
T 20 ans
célec.
HP : 0,1186 €/kWh
HC : 0,0858 €/kWh
Afin de résoudre ce problème d’optimisation, nous avons utilisé un algorithme génétique
MATLAB [11]. Le principe d’un GA a été présenté à la section 3.2.2. Dans ce nouveau cas d’ap-
plication, les variables d’optimisation NPV et Nbatt. sont restreintes à des valeurs entières. Nous
limitons également ces variables entre les bornes inférieures et supérieures décrites dans le ta-
bleau 4.7.
TABLEAU 4.7 – Limites des variables du GA
Limites NPV Nbatt.
Inférieures 0 0
Supérieurs 1755 (� 500 kWc) 71 (� 500 kWh)
Le GA est un algorithme paramétrable dont le nombre de générations a été fixé à 500, la taille
de la population à 100 individus et la probabilité demutation à 0,01. Cetteméthode ayant une part
d’aléatoire au moment de l’initialisation, du crossover et de la mutation, nous résolvons 10 fois le
même problème afin de vérifier l’exactitude du résultat.
4.2.4 Résultats
La méthode de dimensionnement présentée précédemment a été appliquée pour différentes
contraintes d’auto-production. Dans notre cas d’usage, aucune injection n’est faite sur le réseau
de distribution : Einjection = 0, par conséquent, le taux d’autoconsommation est égale à 1. En ef-
fet, toute la production PV est consommée localement : bâtiment, véhicule électrique, auxiliaires,
pertes...
Les contraintes du taux d’auto-production sont fixées entre 0 et 1 par pas de 0,1. Les résultats
des dimensionnements minimisant le coût de l’énergie tout en respectant la contrainte d’auto-
production sont récapitulés dans le tableau 4.8. Onobserve que jusqu’à un taux d’auto-production
supérieur ou égal à 0,80, le dimensionnement optimal est composé uniquement d’une production
PV. Le système de stockage n’est utile que pour des contraintes d’auto-production supérieures
à 0,9. En effet, le profil de consommation dont la puissance est importante la journée et faible
la nuit coïncident bien avec celui de production. Par conséquent, le système de stockage n’est
indispensable que pour des taux d’auto-production élevés (≥ 0,9) qui nécessitent de fournir de
l’électricité durant les périodes où la production PV est nulle.
La production PV permet à elle seule d’obtenir un taux d’auto-production de 0,7 tout en ayant
un coût de l’énergie (0,1286 €/kWh) très proche de celui du réseau de distribution (0,114 €/kWh).
En revanche, plus l’on souhaite obtenir une autonomie totale, plus le LCOE évolue exponentiel-
lement comme l’illustre la figure 4.10. Pour obtenir une autonomie totale, c’est-à-dire ne jamais
faire appel au réseau de distribution, il serait nécessaire d’avoir 48,45 kWc de champ PV et 418,9
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TABLEAU 4.8 – Dimensionnement d’installation PV + batterie en autoconsommation
Contraintes Champs PV Système de stockage LCOE
Auto-production Nbr modules kWc Nbr batt. kWh €/kWh
≥ 0 37 10,545 0 0 0,0951
...
...
...
...
...
...
≥ 0,5 37 10,545 0 0 0,0951
≥ 0,6 56 15,96 0 0 0,1006
≥ 0,7 95 27,075 0 0 0,1286
≥ 0,8 284 80,94 0 0 0,3064
≥ 0,9 153 43,605 9 63,9 0,5289
= 1 170 48,45 59 418.9 2,0714
FIGURE 4.10 – LCOE optimal en fonction du taux d’auto-production
kWh de batterie. Dans ce dernier cas, le coût de l’électricité serait très élevé à plus de 2 €/kWh.
Pour conclure, nous avons développé dans cette partie un outil d’aide au dimensionnement
d’installations photovoltaïques avec ou sans stockage, destinées à l’autoconsommation. Le prin-
cipe est à partir d’une année de référence de la ressource solaire et de la consommation du site, de
déterminer le dimensionnement optimal qui minimise le coût de l’énergie tout en respectant les
contraintes imposées sur le taux d’autoconsommation et/ou d’auto-production. Les paramètres
tels que les coûts d’investissement et de maintenance, les caractéristiques des modules PV et des
batteries, peuvent être modifiés afin de s’adapter à d’autres configurations.
4.3 Optimisation du fonctionnement du microgrid
4.3.1 Énoncé du problème
Après avoir simulé le fonctionnement du microgrid à partir de l’ensemble des modélisations
du chapitre 3, puis utilisé cette simulation pour dimensionner une installation photovoltaïque
avec stockage destinée à l’autoconsommation, nous consacrons cette section au développement
deméthodes de gestion dumicrogrid. L’objectif est d’optimiser la gestion dumicrogrid afin demi-
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nimiser son coût de fonctionnement. Pour lesmicrogrids, le coût de fonctionnement peut être dé-
fini par la somme des coûts d’utilisation des sources de production, des systèmes de stockage et
le recourt au réseau de distribution. Les coûts d’investissement ne sont ici plus pris en compte car
nous nous intéressons plus au dimensionnement mais uniquement à l’optimisation de la gestion
de l’installation. Dans notre cas, nous considérons un coût de fonctionnement nul pour la pro-
duction photovoltaïque et pour l’utilisation du système de stockage. Il aurai été intéressant d’in-
tégrer la dégradation de la batterie en fonction de la puissance de charge / décharge et du type
de cyclage afin de minimiser cette dégradation. Néanmoins, avec les deux années de fonction-
nement du système de stockage, nous n’avons pas pu mettre en évidence de dégradation et ti-
rer de conclusion sur le comportement de la batterie en fonction du type d’utilisation. Par consé-
quent, nous ne pénaliserons pas une utilisation à telle ou telle puissance de la batterie plus qu’une
autre.
La figure 4.11 représente la structure de la gestion mise en place. Nous retrouvons les quatre
éléments de l’installation : la production PV, le système de stockage, la consommation et le réseau
de distribution. Les charges regroupent l’ensemble des postes de consommation, c’est-à-dire le
bâtiment industriel, le véhicule électrique et les auxiliaires. Le module d’optimisation est basé
sur quatre entrées qui sont l’état du système défini par le SoC, les prévisions de production, de
consommation et duprix de l’électricité. La prévision de production est la combinaison dumodèle
de prévision solaire par images satellitaires présenté au chapitre 2 et du modèle du champ PV (cf.
section 3.2). Les deuxmodèles de prévision de la consommation décrits au chapitre 3 sont utilisés
pour l’optimisation du fonctionnement dumicrogrid. Par comparaison des différents modèles de
prévision, nous étudierons l’influence des incertitudes introduites par les modèles sur le résultat
de l’optimisation.
FIGURE 4.11 – Processus de gestion optimisée dumicrogrid
La dernière prévision nécessaire en entrée dumodule d’optimisation est celle du prix de l’élec-
tricité. Le modèle utilisé pour la variation du prix est basé sur le contrat de Walon - Rivesaltes qui
est un contrat de soutirage en heures pleines / heures creuses. La variation du prix de l’électricité
au cours du temps, visible sur lafigure 4.12, est connuepuisqu’elle est identique pour tous les jours
de l’année. Les heures creuses correspondent aux plages horaires [1h00;7h00[ et [15h00;17h00[
pour un coût de 3,476 c€/kWhet les heures pleines aux plages horaires [7h00;15h00[ et [17h00;1h00[
pour 5,031 c€/kWh. Le prix du kilowattheure est celui hors taxes. Il ne comprend donc pas l’en-
semble des taxes : la Taxe sur la Valeur Ajoutée (TVA), la CSPE, les TCCFE et les TDCFE.
La sortie de l’optimisation, basée sur une commandeprédictive, permet d’obtenir les consignes
à appliquer aumicrogrid. Les paramètres contrôlables sont la puissance de charge / décharge de la
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FIGURE 4.12 – Variation du prix de l’électricité au cours de la journée
batterie et la puissance d’échange avec le réseau de distribution sachant que ces deux paramètres
sont liés l’un à l’autre. L’ensemble des variables mises en jeu dans la gestion du système sera pré-
senté dans les sections suivantes.
4.3.2 Méthode d’optimisation
4.3.2.1 Présentation générale de la commande prédictive
La commande prédictive (ouModel Predictive Control (MPC)) est uneméthode de contrôle qui
peut se résumer par l’utilisation d’unmodèle pour prédire le comportement du système et choisir
la décision qui minimise une certaine fonction coût tout en respectant les différentes contraintes.
Cette méthode consiste à répéter à chaque pas de temps δ la résolution d’un problème d’op-
timisation avec ou sans contraintes. Pour cela, il faut connaître à chaque itération l’état du sys-
tème x0 et utiliser un outil / solveur pour la résolution numérique du problème. Nous pouvons ci-
ter plusieurs types d’optimisation utilisés pour la gestion des flux d’énergie dans les microgrids :
— Quadratic Programming (QP) [7] ;
— Linear Programming (LP) ;
— Mixed Integer Linear Programming (MILP) [13] ;
— Mixed Integer Non-Linear Programming (MINLP) [10] ;
Pour conclure, nous pouvons représenter la méthode de commande prédictive par l’algo-
rithme 2. L’optimisation est réalisée à chaque pas de temps sur un horizon fini T tel que 0≤ δ≤T.
L’influence de l’horizon d’optimisation sur la gestion du système sera étudiée dans la suite de ce
chapitre.
Algorithme 2 : Algorithme de commande prédictive
Résultat : Consignes optimales minimisant la fonction coût
1. Résoudre minJ (u(.),x0,T) grâce à un outil de résolution numérique ;
2. Appliquer la solution u∗(t ,x0,T) pour t ∈ [0,δ] ;
3. Répéter les étapes précédentes en remplaçant x0 par x(δ) ;
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4.3.2.2 Processus d’optimisation du microgrid
Après une description générale de la commande prédictive, cette partie présente l’application
de cette méthode à notre étude de cas. La figure 4.13 illustre le processus développé pour la ges-
tion dumicrogrid. La première étape consiste à définir au préalable la fonction coût, le modèle du
système et l’ensemble des contraintes d’égalité ou d’inégalité qui s’applique à la variable d’état et
à la commande. De plus, cemodèle doit êtremis sous la forme d’un problème d’optimisation pou-
vant être résolu numériquement à l’aide d’un solveur. La définition du problème avec l’élabora-
tion dumodèle est décrite à la section 4.3.3.
Fonction objectif
Modèle
dynamique
Contraintes
Optimisation
Prévision de
production
et de charge
Séquence des
futures consignes
Application de
la 1ère consigne
Microgrid
Coût de fonc-
tionnement
SoC
FIGURE 4.13 – Processus de l’optimisation dumicrogrid par MPC
Le problème d’optimisation, c’est-à-dire la minimisation du coût de fonctionnement du mi-
crogrid, nécessite trois entrées :
— La prévision de production PV;
— La prévision de consommation;
— L’état x0 du système défini par SoC0.
Les deux prévisions sont des vecteurs de dimension N =
T
δ
avec δ = 15 minutes et T l’horizon
d’optimisation. La taille de la fenêtre d’optimisation n’est pour l’instant pas définie. Nous la ferons
varier de 15 minutes à 48 heures afin de déterminer sa valeur optimale.
La production PV est estimée à partir de la modélisation du champ PV, nécessitant en entrée
l’irradiance dans le plan des modules et la température ambiante. La prévision de la température
est issue dumodèle météorologique ECMWF [5]. La prévision de l’irradiance est quant à elle issue
du modèle très court-terme (de 0 à 6 heures) par images satellitaires combiné à un modèle court-
terme (6 à 48 heures) basé sur un apprentissage par Random Forest utilisant les données ECMWF.
Afin d’étudier l’influence des erreurs de prévision sur la gestion dumicrogrid, d’autresmodèles de
prévision solaire seront testés.
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La seconde entrée nécessaire à l’optimisation est la prévision de consommation. Les deuxmo-
dèles de prévision de consommation décrits au chapitre 3 ont été testés :
— unmodèle long-terme différenciant les jours ouvrés et non ouvrés pour estimer la consom-
mation de base du bâtiment ;
— un modèle court-terme ré-ajustant la prévision long-terme en prenant en compte les der-
nières mesures de consommation.
La troisième et dernière entrée du processus d’optimisation est l’état x0 du système. L’état du
système, défini par l’état de charge SoC de la batterie est une mesure indirecte issue du Battery
Management System.
L’étape d’optimisation consiste à résoudre le problème à partir d’un outil de résolution numé-
rique. Nous utiliserons le package CVXOPT [9] sous python et notamment le module cvxopt mo-
deling pour la définition du problème. Cemodule permet de déclarer les variables de commande,
d’établir les contraintes et de définir la fonction objectif.
En sortie de l’optimisation, on obtient la séquence des futures consignes PMPCréseau(k) et P
MPC
batt. (k)
pour k = 1,2, ...,N. Ces deux vecteurs sont de taille identique à celle des prévisions puisque que
pour chaque horizon de prévision, une consigne lui est associée. Sur cette séquence de consigne
issue de l’optimisation, uniquement la première consigne correspondant à t ∈ [0,δ] est appli-
quée. Enfin, lorsque t = δ, le processus est répété avec les nouvelles prévisions de production
et de consommation et en remplaçant l’état du système x0 par x(δ), soit SoC(δ).
En sommant le coût de soutirage de chaque pas de temps, nous obtenons le coût global de
fonctionnement dumicrogrid. Ce résultat permettra d’évaluer et de comparer la performance des
différentes gestions qui seront testées dans la suite de ce chapitre.
4.3.3 Modèle du microgrid
4.3.3.1 Description des variables
La méthode développée pour la gestion du système est basée sur une commande prédictive
qui nécessite de transcrire le problème sous forme d’un problème d’optimisation avec ou sans
contraintes résolvable par un outil de résolution numérique. Pour réaliser cette étape, nous défi-
nissons tout d’abord les variables mises en jeu pour la gestion dumicrogrid. La figure 4.14 montre
les différents flux de puissance.
FIGURE 4.14 – Flux de puissance dumicrogrid
En considérant le sens des flèches présentes sur le schéma, la puissance de la batterie Pbatt.
peut être négative (en charge) ou positive (en décharge). De même, la puissance du réseau Préseau
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est considérée négative en soutirage et positive en injection.
Le problème a été simplifié en considérant la puissance PPV comme la production totale des
3 ombrières et la puissance Pconso. comme la somme de la consommation du bâtiment, du véhi-
cule électrique et des auxiliaires. De plus, dans le cas réel, le réseau du microgrid et le réseau de
distribution étant séparés, il n’est pas possible d’injecter le surplus de production PV sur le réseau
de distribution. Néanmoins, l’énergie injectée sur le réseau correspond dans la pratique à l’éner-
gie non produite lors du bridage des onduleurs PV. Par conséquent, d’un point de vue du micro-
grid, la perte d’énergie par la non production ou par l’injection sur le réseau de distribution est
identique.
4.3.3.2 Fonction objectif
Comme nous l’avons vu précédemment, le contrôle par commande prédictive est basé sur la
résolution d’un problème d’optimisation grâce à un solveur. La première étape consiste donc à
établir notre problème de minimisation du coût de fonctionnement sous la forme d’un problème
quadratique avec contraintes affines. Notre étude de cas peut même être défini par un problème
d’optimisation linéaire tel que décrit par l’équation 4.13 :
minimize
N�
k=1
c(k) ·δ ·Psoutirage(k)
s.t . Gu ≤ h
Au = b
(4.13)
Avec :
c(k) = Coût de l’électricité (en €/kWh)
Psoutirage(k) = Puissance de soutirage à l’instant k (en kW)
δ = Pas d’échantillonnage (en h)
N = Nombre total d’échantillons
L’objectif est de déterminer l’ensemble des puissances Psoutirage(k) ∀ k = 1, ...,N qui mini-
mise la fonction objectif tout en respectant les contraintes d’égalité et d’inégalité. L’ensemble des
contraintes sera défini dans la suite de cette section. La période d’optimisation N sur laquelle on
souhaiteminimiser le coût de fonctionnement est la durée de vie totale de l’installation. Par consé-
quent, le nombre total d’échantillons est très grand et tend vers l’infini.
4.3.3.3 Modèle dynamique et contraintes du système
Modèle dynamique du système :
Les systèmes linéaires à commander peuvent être représentés par une représentation d’état
discrète telle que définie par l’équation 4.14.
xk+1 = Axk +Buk (4.14)
où xk représente l’état et uk la commande du système.
L’état du microgrid est représenté par l’état de charge du système de stockage qui est défini
par le modèle dynamique décrit par l’équation 4.15.
SoC(k +1)= SoC(k)−ηPbatt.(k)
Cbatt.
δ
100
(4.15)
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Avec :
SoC = Etat de charge de la batterie
Pbatt(k) = Puissance de la batterie à l’instant k (en kW)
Cbatt = Capacité de la batterie (en kWh)
η = Rendement de conversion du système de stockage
δ = Pas d’échantillonnage (en h)
Par identification des équations 4.14 et 4.15, on obtient les paramètres de la représentation
d’état suivants :
xk = SoC(k)
uk =
�
Préseau(k)
Pbatt.(k)
�
A = 1
B =
�
0
−η
Cbatt.
δ
100
�
Contrainte d’égalité :
Le fonctionnement du microgrid doit respecter à tout instant l’équilibre de puissance entre la
production et la consommation. En considérant le sens des flèches illustrés sur la figure 4.14, le
bilan de puissance dumicrogrid est décrit par l’équation 4.16.
PPV+Pbatt. = Pconso.+Préseau (4.16)
où PPV est la puissance de production des 3 ombrières. La puissance de la batterie Pbatt. est néga-
tive en charge et positive en décharge. La puissance Pconso. correspond à la somme de la consom-
mation du bâtiment, du véhicule électrique et des auxiliaires. La puissance du réseau Préseau est
considérée négative en soutirage et positive en injection.
Contrainte d’inégalité :
Puissance de la batterie :
La batterie ne peut être rechargée que par la production PV (PPV). En effet, le microgrid fonc-
tionnant off-grid, le réseau principal ne peut pas être utilisé pour recharger la batterie. Cette
contrainte est représentée par l’équation 4.17. De plus, la puissance de charge ne peut pas ex-
céder la puissance admissible par l’onduleur batterie et la batterie elle-même
�
Pbatt.max
�
. La puis-
sance de charge est contrainte par l’équation 4.18.
La batterie ne pouvant pas injecter sur le réseau, la batterie ne peut se décharger que pour
alimenter les charges (Pconso.) et dépasser la puissance maximale de l’onduleur et de la batterie�
Pbatt.min
�
. La puissance de décharge est contrainte par les équations 4.17 et 4.18.
−PPV(k)≤ Pbatt.(k)≤ Pconso.(k) (4.17)
Pbatt.min ≤ Pbatt.(k)≤ Pbatt.max (4.18)
Puissance du réseau :
Les puissances de soutirage et d’injection sont contraintes par l’équation 4.19. Dans les faits,
l’injection sur le réseau est physiquement impossible. Cette puissance d’injection correspond en
réalité à la puissance PV qui est non produite car bridée pour garder l’équilibre du microgrid.
−Pconso.(k)≤ Préseau(k)≤ PPV(k) (4.19)
174
CHAPITRE 4. SIMULATION, DIMENSIONNEMENT ET CONTRÔLE DU MICROGRID
État de charge :
L’état de charge du système de stockage doit être compris dans l’intervalle d’utilisation de la
batterie défini par l’équation 4.20. Dans notre cas, les limites hautes et basses ont été fixées à
SoCmax = 95% et SoCmin = 20%.
SoCmin ≤ SoC(k)≤ SoCmax (4.20)
4.3.3.4 Fonction objectif de la commande prédictive
La fonction objectif de la minimisation du coût de fonctionnement est définie par l’équa-
tion 4.13. Néanmoins, il n’est pas possible de résoudre ce problème sur la totalité de la durée de
vie de l’installation :
— Nous ne connaissons pas d’avance la durée de vie du système;
— Les prévisions de production et de consommation sur plusieurs années ne sont pas envisa-
geables ;
— Les ressources informatiques nécessaires, notamment la puissance de calcul et la RAM, se-
raient très importantes.
La gestion par commande prédictive permet de palier ces problèmes. Au lieu de résoudre une
seule fois le problème d’optimisation, ce dernier est résolu à chaque pas d’échantillonnage mais
avec une fenêtre d’optimisation beaucoup plus petite. Nous déterminerons dans la suite de ce
chapitre la taille idéale de la fenêtre d’optimisation afin d’obtenir le meilleur résultat. Pour cela,
nous la ferons varier de 15 minutes (N= 1), à 2 jours (N= 192).
Le problème d’optimisation à résoudre à chaque pas de temps k devient :
minimize
N�
i=1
c(k + i ) ·δ ·Psoutirage(k + i )
s.t . Contraintes
(4.21)
La variable Psoutirage n’est pas directement définie dans les variables décrivant le système (cf.
section 4.3.3.1). Elle est en fait comprise dans la puissance réseau Préseau :
Psoutirage = max (−Préseau(k + i ),0) (4.22)
Par conséquent, en remplaçant Psoutirage dans l’équation 4.21, le problème d’optimisation avec
l’ensemble des contraintes devient :
mi ni mi ze
N�
i=1
(c(k + i ) ·δ ·max (−Préseau(k + i ),0))
s.t . Pbatt.(k + i )≤ Pconso.(k + i )
Pbatt.(k + i )≤ Pbatt.max
−Pbatt.(k + i )≤ PPV(k + i )
−Pbatt.(k + i )≤ Pbatt.min
Préseau(k + i )≤ PPV(k + i )
−Préseau(k + i )≤ Pconso.(k + i )
SoC(k + i )≤ SoCmax
−SoC(k + i )≤−SoCmin
SoC(k + i )= SoC(k + i −1)+ηPbatt.(k + i −1)
Cbatt.
δ
100
PPV+Pbatt. = Pconso.+Préseau
SoC(k)= SoC0
(4.23)
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4.3.4 Présentation des cas d’étude
4.3.4.1 Données d’entrée
La méthode d’optimisation du coût de fonctionnement du microgrid présentée précédem-
ment sera évaluée sur une période d’un mois qui s’étendra du 1er au 31 janvier 2017. Le choix de
cette période s’est fait pour deux raisons :
1. Le temps de calcul et la capacité mémoire deviennent importants avec l’augmentation des
données.
2. La production PV couvrant en été la quasi-totalité de la consommation, le soutirage au ré-
seau de distribution est proche de 0. Par conséquent, l’optimisation du coût de fonctionne-
ment n’a qu’un faible impact.
En janvier, le production PV étant plus faible, le soutirage est nécessaire quotidiennement.
La figure 4.15 illustre la puissance de production PV et de consommation sur le mois étudié. La
consommation est importante les jours ouvrés entre 8h00 et 16h00 avec une puissance comprise
entre 7 et 9 kW. Durant la nuit et le week-end, la consommation est faible (environ 500W). Les pics
de consommation régulier d’environ 1,5 kW correspondent à la mise en route d’une climatisation
pour le refroidissement de la salle serveur.
En plus des mesures de production et de consommation, l’ensemble des modélisations pré-
sentées au chapitre 2 et 3 seront utilisées. La prévision solaire combinée aux modélisations du
champ PV, de l’onduleur et des pertes en ligne permettent de prévoir la production PV. Cette pré-
vision de production et celle de consommation seront utilisées en entrée du module d’optimisa-
tion. Pour l’ensemble des cas d’étude, l’état initial du système, c’est-à-dire l’état de charge SoC
pour le 1er janvier à 00h00 est fixé à 50%.
FIGURE 4.15 – Puissance de production PV et de consommation pour le mois de janvier
4.3.4.2 Cas de référence
Afind’évaluer la performance de laméthoded’optimisationprésentée à la section 4.3.2.2, nous
définissons deux cas : le cas de référence et le cas idéal. Le scénario de référence correspond à une
gestion du microgrid sans optimisation. Le contrôle-commande du système de stockage se fait
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par une gestion simple telle que décrite par l’algorithme 3.
Algorithme 3 : Contrôle de référence du microgrid
Résultat : Consignes de contrôle du microgrid
La production PV alimente en priorité les charges ;
si PPV ≤ Pconso. alors
si SoC(t )> SoCmin alors
on décharge le système de stockage ;
sinon
on soutire au réseau principal ;
fin
sinon
si SoC(t )< SoCmax alors
on charge le système de stockage ;
sinon
on injecte sur le réseau principal ;
fin
fin
Cette gestion ne prend pas en compte les prévisions de production et de consommation. Elle
consiste à commander le système de stockage et les échanges entre le microgrid et le réseau de
distribution uniquement avec lesmesures en temps réel. Avec cette stratégie de gestion, le coût de
soutirage durant la période étudiée est de 33,18 €.
La figure 4.16 illustre le résultat d’une gestion simple du système de stockage. Le graphique
est un zoom sur les journées du 5 et 6 janvier 2017. Le fond vert et rouge symbolise respective-
ment les heures creuses et les heures pleines. On observe que le microgrid fait appel au réseau
de distribution (Préseau négative) pendant les heures pleines. Le soutirage a lieu en début de jour-
née entre 8h00 et 10h00 lorsque la consommation est importante et la production PV nulle ou
faible. L’énergie disponible dans le système de stockage permet principalement d’alimenter les
charges durant la nuit. L’énergie restante dans les batteries en début de journée n’est pas suffi-
sante pour fournir toute la consommation. Par conséquent, il est nécessaire de soutirer à ce mo-
ment là, c’est-à-dire durant les heures pleines.
FIGURE 4.16 – Gestion de référence - Zoom sur deux jours
L’objectif de la suite de ce chapitre est à partir d’un contrôle prédictif, de prendre en compte les
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prévisions de production PV et de consommation afin d’anticiper lesmoments les plus opportuns
pour soutirer au réseau de distribution. Les différentes études suivantes seront comparées au coût
de cette gestion de référence afin d’évaluer le gain obtenu par le contrôle prédictif.
4.3.4.3 Optimum de fonctionnement
L’objectif de cette partie est de déterminer le coût optimal de fonctionnement du microgrid
auquel il faudra se rapprocher. Ce coût a été calculé par la résolution de l’équation 4.23 avec k = 0
et N= 2976 le nombre totale d’échantillonnage sur la période étudiée (cf. section 4.3.4.1).
En entrée de l’optimisation (Fig. 4.13), les prévisions de production et de consommation sont
remplacées par les mesures réelles. Cette étude, post-traitement, permet de déterminer la sé-
quence des consignes Popti.réseau et P
opti.
batt. qu’il aurait été nécessaire d’appliquer pour minimiser la
fonction coût.
La figure 4.17montre un zoom sur 2 jours des consignes Popti.réseau et P
opti.
batt. permettant d’obtenir le
coût minimal de soutirage (30,86 €). Ces consignes sont respectivement illustrées par les courbes
jaune et violette. Les deux autres puissances (PPV et Pconso.) mises en jeu dans l’équation 4.16 du
microgrid sont également représentées. La variable d’état du microgrid, caractérisée par l’état de
charge du système de stockage, est visible par la courbe verte.
FIGURE 4.17 – Consignes optimales - Zoom sur deux jours
On observe sur ces 2 jours que la production PV et l’énergie stockée dans les batteries ne sont
pas suffisantes pour fournir toute la consommation du bâtiment puisqu’il est nécessaire de sou-
tirer au réseau de distribution (Popti.réseau < 0). Néanmoins, l’énergie soutirée a lieu uniquement du-
rant les heures creuses afin de privilégier d’un prix de l’électricité inférieur. On peut voir qu’aumo-
ment où lemicrogrid fait appel au réseau de distribution, le systèmede stockage n’est pourtant pas
à sa limite basse (20%). En effet, l’optimisation n’est pas faite sur un instant t mais sur l’ensemble
de la fenêtre d’optimisation, soit ici sur l’ensemble du mois de janvier. Par conséquent, il est pré-
férable d’utiliser l’énergie stockée pour alimenter les charges durant les heures pleines au mo-
ment où la production PV n’est pas suffisante, c’est-à-dire notamment en début de journée (8h00-
10h00).
Pour conclure, la gestion optimale du microgrid permet d’obtenir un coût de soutirage de
30,86 €, soit par comparaison avec la gestion de référence (33,18 €) une réduction du coût de fonc-
tionnement de 7,0 %. Néanmoins, pour atteindre ce résultat, il faut avoir une prévision parfaite
de la production, de la consommation et du comportement dumicrogrid, notamment du système
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de stockage, ce qui n’est pas le cas en conditions réelles. Nous verrons dans la suite de cette par-
tie, l’impact des erreurs de prévision sur le résultat de l’optimisation.
4.3.4.4 Gestion des erreurs de prévision de production et de consommation
Pour rappel, le processus d’optimisation décrit à la section 4.3.2.2 permet à chaque pas de
temps de déterminer les consignes PMPCbatt. et P
MPC
réseau à appliquer au microgrid. Cependant, afin
de conserver l’équilibre de puissance entre la production et la consommation, ces consignes ne
peuvent pas être respectées toutes les deux, notamment à cause des erreurs de prévision. Com-
ment prendre en compte ces erreurs afin de minimiser la dégradation de la fonction objectif ?
Pour répondre à ce problème, nous avons défini 5 commandes qui seront testées dans la suite
de ce chapitre :
1. Commande Batterie : La consigne PMPCbatt. issue de l’algorithme d’optimisation est appliquée
au microgrid tandis que la consigne PMPCréseau est modifiée par l’équation 4.24 :
Préseau = P
MPC
réseau+∆PPV−∆Pconso. (4.24)
avec :
∆PPV = PPV− P˜PV
∆Pconso. = Pconso.− P˜conso.
PPV = Puissance PV instantannée
P˜PV = Prévision de la puissance PV
Pconso. = Puissance de consommation instantannée
P˜conso. = Prévision de consommation
Par exemple, dans le cas où la prévision deproduction est surestimée (P˜PV > PPV), la consigne
PMPCréseau sera diminuée ce qui signifie que la puissance soutirée augmentera.
2. Commande Réseau : La consigne PMPCréseau est appliquée au microgrid tandis que la consigne
PMPCbatt. est modifiée par l’équation 4.25 :
Pbatt. = P
MPC
batt. −∆PPV+∆Pconso. (4.25)
Dans ce cas, si la prévision de production est surestimée (∆PPV < 0), la consigne PMPCbatt. sera
diminuée ce qui signifie que la puissance de charge sera réduite, ou la puissance de décharge
augmentée.
3. Commande Ratio Batterie : La consigne PMPCbatt. est ajustée en temps réel par l’équation 4.26,
puis PMPCréseau par l’équation 4.27.
Pbatt. = P
MPC
batt.
P˜PV
PPV
(4.26)
Préseau = Pbatt.+PPV−Pconso. (4.27)
4. Commande Ratio Réseau : La consigne PMPCréseau est ajustée en temps réel par l’équation 4.28,
puis PMPCbatt. par l’équation 4.29.
Préseau = P
MPC
réseau
Pconso.
P˜conso.
(4.28)
Pbatt. = Préseau−PPV+Pconso. (4.29)
5. Commande par Règles :
— Si heure pleine, on applique la gestion de référence (cf. algorithme 3),
— Si heure creuse, on utilise la méthode par MPC et on applique l’une des commandes
précédentes.
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4.3.5 Résultats
4.3.5.1 Étude de la taille de la fenêtre d’optimisation
Nous avons vu précédemment le coûtminimal de fonctionnement dumicrogrid. Cette gestion
optimale est obtenue en utilisant une fenêtre d’optimisation de la taille de la période étudiée, soit
un mois, avec des prévisions de production et de consommation parfaites. Calculer l’optimum
n’est donc possible qu’en post-traitement après avoir les mesures de la production PV et de la
consommation dumicrogrid.
Dans cette partie, nous étudions l’influence de la taille de la fenêtre d’optimisation sur la fonc-
tion coût. Pour cela, nous avons fait varier l’horizon d’optimisation de 15minutes à 48 heures. Les
prévisions sont de nouveau considérées parfaites en les remplaçant par les mesures historiques
afin de n’étudier que l’influence de la taille de la fenêtre d’optimisation et non pas celle des incer-
titudes liées à la prévision de production et de consommation. Ces deux derniers cas seront étu-
diés dans la suite de ce chapitre.
La figure 4.18 illustre l’évolution du coût de soutirage en fonction de l’horizon d’optimisation.
La droite rouge correspond au coût avec une gestion simple du système de stockage telle que
présentée à la section 4.3.4.2, tandis que la droite verte représente le coût minimal de soutirage
auquel il faut se rapprocher. Nous pouvons voir que l’augmentation de 15 minutes à 10 heures de
la fenêtre d’optimisation entraîne une diminution rapide du coût de soutirage, passant de 33,18 à
31,64 €, soit un gain de 4,6 %. Entre 10 et 16 heures, le coût est plutôt stable variant uniquement
de 31,64 € à 31,47 €. Le coût chute ensuite brutalement jusqu’à 18 heures avant de se stabiliser
et d’être quasiment constant. Nous pouvons considérer qu’à partir d’une fenêtre de 20 heures, le
coût ne varie plus. Le coût de soutirage est identique au coût optimal (30,86 €) pour des fenêtres
supérieures à 40 heures.
FIGURE 4.18 – Influence de la taille de la fenêtre d’optimisation
L’évolution du coût de soutirage en fonction de la fenêtre d’optimisation est assez surpre-
nante. Nous aurions pu nous attendre à une diminution se rapprochant d’une décroissance ex-
ponentielle. La seconde chute du coût de soutirage, entre 16 et 18 heures, peut s’expliquer par
les profils de production et de consommation. Pour illustrer cela, nous avons zoomé sur les jour-
nées du 5 et 6 janvier pour lesquelles nous avions tracé la gestion optimale (cf. figure 4.17). La fi-
gure 4.19 montre les résultats avec un horizon d’optimisation de 12 heures. La courbe bleue et la
courbe rouge représentent respectivement la puissance de production et la puissance de consom-
mation. Les puissances Préseau et Pbatt. sont les consignes issues du processus d’optimisation. Nous
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pouvons voir deux périodes (entourées en noir) où le soutirage à lieu pendant les heures pleines
alors que ce n’était pas le cas avec la gestion optimale. En effet, le soutirage avait été privilégié pen-
dant les heures creuses et notamment le 5 janvier entre 15 et 16h.
FIGURE 4.19 – Résultat pour une fenêtre d’optimisation de 12 heures
Cette différence s’explique par le fait qu’avec un horizon d’optimisation de 12 heures, des in-
formations importantes ne sont pas connues et notamment la forte consommation à partir de 8h
le 6 janvier. De plus, la production est à ce moment là faible et le prix de l’électricité élevé. Par
conséquent, il est important d’avoir suffisamment d’énergie dans le système de stockage pour ali-
menter la consommation. Avec une fenêtre d’optimisation d’aumoins 18 heures, cette période est
"captée" et anticipée en soutirant au réseau de distribution la veille pendant les heures creuses.
En effet, entre 15 et 16h, il est intéressant d’alimenter la consommation avec le réseau pour privi-
légier la recharge du système de stockage avec la production PV. Cette énergie PV stockée permet-
tra ainsi de fournir l’énergie nécessaire pendant les heures pleines.
4.3.5.2 Étude de l’incertitude de production
Dans cette partie, nous étudierons l’influence de l’incertitude de la prévision de production
sur le coût de soutirage et sur la taille optimale de la fenêtre d’optimisation. Pour cela, plusieurs
modèles de prévision solaire ont été testés. La production PV est estimée à partir de la modélisa-
tion PV, nécessitant en entrée l’irradiance dans le plan des modules et la température ambiante.
La prévision de la température est issue dumodèlemétéorologique ECMWF. Les prévisions d’irra-
diance sont quant à elles issues de différents modèles :
— Les prévisions par persistance améliorée sont calculées à partir de l’équation
GHIt+h = kc t ·GHI
ciel clair
t+h (4.30)
La différence entre les trois modèles de persistance est le calcul de l’indice de ciel clair kc t .
Ce dernier est une moyenne des dernières mesures soit sur 1 heure, 1 jour ou 7 jours.
kc t =
1
N
N�
i=0
GHIt−i
GHIciel clairt−i
(4.31)
avec N le nombre de mesures 1-minute dans la fenêtre de temps 1h, 1j ou 7j en enlevant les
mesures de nuit, c’est-à-dire les mesures dont GHIt−i = 0.
— Les prévisions par images satellitaires pour le très court-terme (de 0 à 6 heures) combinées à
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unmodèle court-terme (6 à 48 heures). Lemodèle court-terme est dans un cas la persistance
1 jour et de le second cas un Random Forest utilisant les données ECMWF.
Lafigure 4.20 illustre le biais et la précision desmodèles de production en fonction de l’horizon
de prévision. Le tableau 4.9 agrège l’ensemble des horizons afin d’obtenir un indicateur unique.
Nous verrons dans la suite de cette partie, comment les erreurs de prévision de production im-
pactent l’optimisation du coût de fonctionnement du microgrid.
(a) NRMSE (b) NMBE
FIGURE 4.20 – Erreurs de prévision de production des différents modèles
TABLEAU 4.9 – Erreur moyen de prévision de production des différents modèles
Modèles MBE (%) MAE (%) RMSE (%)
Persistance 1h -16,1 38,6 58,3
Persistance 1j -7,8 38,2 55,9
Persistance 7j -4,7 38,9 50,7
Satellite + Pers. 1j -6,2 32,0 48,5
Satellite + RF(ECMWF) -3,7 21,7 31,2
Pour l’ensemble des optimisations, les erreurs de prévisions de production sont impactées sur
le système de stockage. Par conséquent, la consigne qui est appliquée au microgrid est celle de la
puissance réseau PMPCréseau.
La figure 4.21 montre l’évolution du coût de soutirage en fonction de l’horizon d’optimisation
pour chaque modèle de prévision. Les droites rouge et verte représentent respectivement le coût
pour un fonctionnement classique du système de stockage et pour une gestion optimale. On ob-
serve pour les trois modèles de persistance :
1. Pour une fenêtre d’optimisation de 15 minutes à 2 heures, le coût de soutirage se dégrade
atteignant 33,47 € pour le modèle de persistance 1h, soit une augmentation de 0,9% par
rapport à une gestion simple.
2. Le coût diminue ensuite jusqu’à atteindre son minimum pour une fenêtre comprise entre
18 et 20 heures. La taille optimale de fenêtre d’optimisation pour chaque modèle de pré-
vision est récapitulée dans le tableau 4.10 ainsi que le coût de soutirage correspondant. La
persistance 1h présente le moins bon résultat (32,12 €) par comparaison avec les autres mo-
dèles de persistance (31,79 et 31,68 €) ce qui peut s’expliquer par l’introduction d’une er-
reur de prévision (RMSE= 58,3%) et d’un biais (MBE=−16,1%) plus importants .
3. En augmentant la taille de la fenêtre d’optimisation au delà de 20 heures, la performance du
processus de gestion demicrogrid se dégrade de plus en plus. Pour une fenêtre de 48 heures,
le gain par rapport à la gestion de référence est faible (entre 0,2% et 1,9%).
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FIGURE 4.21 – Influence des modèles de prévision de production sur la méthode d’optimisation
TABLEAU 4.10 – Influence de la prévision de production
Modèle Coût (€) Fenêtre (h) Gain (%)
Réf. 33.18 / /
Pers. 1h 32.12 20 3.2
Pers. 1j 31.79 18 4.2
Pers. 7j 31.68 18 4.5
Sat. + Pers. 1j 31.18 20 6.0
Sat. + RF(ECMWF) 31.16 24 6.1
Opti. 30.86 44 7.0
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Les deux autres modèles de prévision intégrant les images satellitaires ont un coût minimal
(≈ 31,2 €) pour une fenêtre de 20-24 heures. En comparant les deux modèles, on observe une
première partie, entre 15minutes et 20 heures, où les deux courbes sont quasiment identiques. Au
delà de 20 heures, les résultats dumodèle combinant les images satellitaires et la persistance 1j se
dégradent alors que ceux du secondmodèle restent constants.
De plus, par comparaison des trois courbes : persistance 1j, satellite + pers. 1j et satellite +
RF(ECMWF), on peut voir que la performance du modèle très court-terme (0-6h) par images sa-
tellitaires a une forte influence sur le coût de soutirage. La combinaison images satellitaires et per-
sistance 1j. permet de réduire le coût de 31,79 à 31,18 € par rapport à la persistance 1j seule. L’amé-
lioration de la prévision au delà de 6h grâce à l’utilisation des données ECMWFn’a qu’un faible im-
pact sur le coût minimal de soutirage. Elle permet principalement de stabiliser le coût alors que
ce dernier est dégradé avec l’augmentation de la fenêtre d’optimisation dans le cas avec persis-
tance.
On peut en conclure que l’introduction d’erreur de prévision de production a un impact sur
le résultat de l’optimisation et notamment sur l’évolution du coût de soutirage en fonction de la
taille de la fenêtre d’optimisation. Contrairement au cas idéal vu à la section 4.3.5.1, prendre une
grande fenêtre n’est pas une bonne solution. En effet, avec l’introduction des erreurs de prévision,
il est important d’avoir la taille de fenêtre adaptée pour avoir le coût de soutirage minimal. Dans
notre cas d’étude, la fenêtre d’optimisation doit être d’environ 20 heures.
4.3.5.3 Influence de la variable de commande
Dans cette partie, nous avons testé les différentes commandes décrites à la section 4.3.4.4 pour
prendre en compte les erreurs de prévision de production. Afin d’étudier séparément chaque pa-
ramètre pouvant influencer l’optimisation, nous n’avons introduit que la prévision de production.
L’erreur de prévision de consommation est nulle. La prévision de production est réalisée à par-
tir du modèle le plus performant, c’est-à-dire celui combinant les images satellitaires pour le très
court-terme (15 minutes à 6 heures), et les données ECMWF pour le court-terme (6 à 48 heures).
La figure 4.22 montre pour chaque variable de commande, l’évolution du coût de soutirage en
fonction de l’horizon d’optimisation. On observe que toutes les courbes ont la même tendance
mais avec des offsets différents. On peut distinguer 4 étapes :
1. Lorsque l’horizon d’optimisation augmente entre 15 minutes et 10 heures, le coût de souti-
rage diminue rapidement ;
2. Un premier palier a ensuite lieu jusqu’à 16 heures où le coût est stable ou diminue très légè-
rement;
3. Le coût de soutirage chute ensuite brutalement entre 16 et 20 heures ;
4. Enfin, l’augmentation de la fenêtre d’optimisation jusqu’à 48 heures n’a pas d’influence sur
la fonction objectif.
Quelque soit la commande, une fenêtre d’optimisation de 20 heures est suffisante pour obtenir
une valeur proche du minimum correspondant à la commande. Le tableau 4.11 donne la taille
de la fenêtre permettant d’avoir le gain maximal. Pour les commandes Ratio Batterie et Règle +
Réseau, la taille idéale est de 48 heures, néanmoins, la différence avec une fenêtre de 20 heures est
inférieure à 0,01 €.
Le tableau 4.11 récapitule le résultat du coût de soutirage en fonction de chaque commande
ainsi que le gain par rapport à une gestion simple du système de stockage. La commande Batterie
est la moins performante avec un gain de 2,9 %. Prenons un exemple pour illustrer ce résultat :
la prévision de production est de 10 kW et la consommation de 8 kW. L’optimisation donne une
consigne PMPCréseau = 0 kW et P
MPC
batt. = −2 kW. Si la production réelle est de 8 kW, la puissance réseau
est modifiée par l’équation 4.24. Par conséquent, au lieu d’une puissance nulle, le microgrid va
soutirer une puissance Préseau =−2 kW au réseau de distribution. Pour conclure, dans le cas où la
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FIGURE 4.22 – Influence de la variable de commande avec prévision de production
TABLEAU 4.11 – Influence de la commande avec prévision de production
Commande Coût (€) Fenêtre (h) Gain (%)
Réf. 33.18 / /
Batterie 32.22 22 2.9
Réseau 31.16 24 6.1
Ratio Batterie 31.81 48 4.1
Réseau + Règle 30.95 48 6.7
Opti. 30.86 44 7.0
production est surestimée, le microgrid va soutirer au réseau de distribution l’erreur de prévision
alors qu’il aurait peut-être été préférable de diminuer la puissance de charge de la batterie dans
un premier temps.
La commande ratio batterie qui ajuste en temps réel la consigne de la batterie avec la produc-
tionmesurée permet de diminuer le coût de soutirage. Avec cette commande, le gain financier est
de 4,1 %. Néanmoins, elle reste moins performante que l’application de la consigne réseau qui ré-
duit le coût de soutirage de 6,1 % par rapport à la gestion de référence. La gestion combinant des
commandes par règles et des commandes par MPC est le contrôle présentant le meilleur résul-
tat. Elle permet d’obtenir un coût de soutirage de 30,95 € ce qui représente un gain de 6,7 %. Le ré-
sultat de cette gestion est très proche de l’optimum de fonctionnement du microgrid qui est à
30,86 €.
4.3.5.4 Étude de l’incertitude de consommation
Après avoir étudié l’influence des erreurs de prévision de production et les différentes gestion
de contrôle sur le processus d’optimisation du microgrid, nous étudions dans cette partie les er-
reurs de prévision de la consommation. La prévision de production est remplacée par la produc-
tion réelle afin de n’étudier que l’influence des erreurs de consommation. Les deux modèles de
prévision de consommation décrits au chapitre 3 ont été testés.
La figure 4.23 montre l’évolution de la fonction coût des deux prévisions en fonction de la
fenêtre d’optimisation. La courbe bleue illustre quant à elle une prévision parfaite. On observe
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FIGURE 4.23 – Influence des modèles de prévision de consommation sur la méthode d’optimisation
TABLEAU 4.12 – Influence de la prévision de consommation
Modèle Coût (€) Fenêtre (h) Gain (%)
Réf. 33.18 / /
Long-terme 31.11 24 6.2
Court-terme 31.06 24 6.4
Opti. 30.86 44 7.0
pour des fenêtres d’optimisation inférieures à 16 heures, que le coût de soutirage avec la prise en
compte des prévision de consommation est en dessous de celui avec une prévision parfaite. Ce
résultat est à première vue très surprenant. On s’attend à ce que l’introduction d’erreur engendre
une dégradation de la fonction objectif mais c’est le cas inverse qui se produit.
Les consignes appliquées à la gestion du microgrid pour une fenêtre d’optimisation de 12
heures sont représentées sur la figure 4.24. Par comparaison avec la figure 4.19 qui illustre le résul-
tat d’une prévision parfaite avec la même fenêtre d’optimisation, on observe le recours au réseau
de distribution durant l’heure creuse entre 15 et 16h. Ce soutirage a lieu malgré une fenêtre d’op-
timisation trop petite pour intégrer le pic de consommation de la journée suivante. Cela est dû à
une erreur de prévision de consommation et notamment à la surestimation.
Nous avons vu que les erreurs de prévision de consommation peuvent par "chance" amélio-
rer la fonction objectif pour certaines tailles de fenêtre d’optimisation. Néanmoins, en sélection-
nant la fenêtre adéquate, les erreurs de prévision dégradent la performance de la gestion dumicro-
grid. Le coût de soutirage et le gain associé sont récapitulés dans le tableau 4.12. On observe que
l’intégration d’un modèle court-terme avec prise en compte des dernières mesures de consom-
mation améliore que très légèrement le résultat par rapport à unmodèle uniquement long-terme.
Le gain obtenu est de 6,4% par rapport à la gestion de référence.
4.3.5.5 Intégration des prévisions de production et de consommation
Après avoir étudié séparément l’influence des prévisions de production puis des prévisions
de consommation, nous allons intégrer dans cette partie les deux prévisions. La prévision de pro-
duction est réalisée à partir du modèle combinant les images satellitaires pour le très court-terme
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FIGURE 4.24 – Résultat pour une fenêtre d’optimisation de 12 heures avec prévision de consommation
TABLEAU 4.13 – Influence de la commande avec prévision de production et de consommation
Commande Coût (€) Fenêtre (h) Gain (%)
Réf. 33.18 / /
Batterie 33.36 22 -0.5
Réseau 31.95 18 3.7
Réseau + Règle 31.34 18 5.5
Ratio réseau 31.73 18 4.4
Ratio réseau + Règle 31.13 18 6.2
Opti. 30.86 44 7.0
(15 minutes à 6 heures), et les données ECMWF pour le court-terme (6 à 48 heures). La prévi-
sion de consommation est quant à elle issue du modèle long-terme avec réajustement de la pré-
vision avec les dernières mesures pour le très court-terme.
Nous avons testé les différentes commandes décrites à la section 4.3.4.4 pour prendre en
compte les erreurs de prévisions. La figure 4.25montre pour chaque variable de commande, l’évo-
lution du coût de soutirage en fonction de l’horizon d’optimisation. On observe une grande hé-
térogénéité des performances entre les différentes stratégies de commande. Dans le cas d’une
consigne Batterie, les erreurs de prévisions engendrent une dégradation du coût de soutirage (-
0,5%) par rapport à la gestion de référence quelque soit la fenêtre d’optimisation.
Les autres commandes obtiennent leur coût minimum pour un horizon d’optimisation de 18
heures. Le coût de soutirage et le gain associé à chacune des stratégies de gestion sont récapitulés
dans le tableau 4.13. Par comparaison des commandes Réseau et Réseau + Règle (ou Ratio réseau
et Ratio réseau + Règle), on observe une augmentation supplémentaire du gain de 1,8% grâce à
l’ajout d’une gestion par règle.
Le second paramètre améliorant la gestion du microgrid est l’ajustement en temps réel de la
consigne PMPCréseau avec la mesure de la consommation Pconso. à partir de l’équation 4.28. Cette ges-
tion combinant des commandes par règles et des commandes par MPC est le contrôle présen-
tant lemeilleur résultat. Elle permet d’obtenir un coût de soutirage de 31,13 € ce qui représente un
gain de 6,2 % par rapport à la gestion de référence.
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FIGURE 4.25 – Influence de la variable de commande
4.3.6 Représentation de la gestion du microgrid
Nous avons vu à la section précédente différentes gestions dumicrogrid afin deminimiser son
coût de fonctionnement. Le système de gestion complet peut être représenté par la figure 4.26.
La première étape consiste à une gestion par règles différenciant les heures creuses et les heures
pleines. Dans le cas des heures pleines, la gestion de référence décrite par l’algorithme 3 est appli-
quée. Dans le second cas, celui des heures creuses, une commande prédictive est utilisée.
La commande prédictive requière les prévisions de production et de consommation afin d’ob-
tenir la séquence des futures consignes. Nous avons vu précédemment que la fenêtre d’optimisa-
tion permettant d’obtenir le coût minimal de fonctionnement est de 18 heures. Par conséquent,
les prévisions de production, de consommation et de consignes sont des séries temporelles al-
lant de 15minutes à 18 heures par pas de temps δ de 15minutes. Sur la séquence des futures com-
mandes u∗(t ,x0,T), seule la première valeur, qui correspond à t ∈ [0,δ], est utilisée. Ce proces-
sus est répété à chaque pas de temps afin de réactualiser les prévisions et la consigne à appli-
quer.
Cette commande PMPCréseau est, avant d’être appliquée au microgrid, ajustée en temps réel avec
la mesure de la consommation Pconso. à partir de l’équation 4.28. Cet ajustement permet de ré-
duire l’impact des erreurs de prévision sur l’optimisation de la gestion du microgrid. L’ensemble
du système de gestion de l’énergie permet de réduire le coût de fonctionnement de 6,2% sur la pé-
riode étudiée.
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FIGURE 4.26 – Processus complet d’optimisation du fonctionnement du microgrid
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4.4 Conclusion du chapitre
Dans les chapitres précédents, nous avions présenté le contexte et les principaux objectifs du
projet, puis l’ensemble de la modélisation dumicrogrid comprenant :
— la prévision de la ressource solaire ;
— le champ photovoltaïque;
— la prévision de la consommation;
— le système de stockage.
Dans ce quatrième chapitre, ces modélisations ont tout d’abord été utilisées pour simuler le
comportement du microgrid. La simulation a été réalisée au pas de temps 1 minute avec comme
paramètres d’entrée l’irradiance solaire, la température ambiante et la consommation du site. Elle
a permis à partir d’un processus itératif d’estimer les flux d’énergie et l’état du système défini par
l’état de charge des batteries pour chaque pas de temps de la période d’étude. Ces résultats ont
ensuite été comparés aux mesures expérimentales. Enfin, la simulation a été utilisée pour étudier
l’impact de la puissance PV et de la capacité du système de stockage sur le comportement du
microgrid et sur les taux d’autoconsommation et d’auto-production.
La seconde partie de ce chapitre a été consacrée à l’applicatif du processus de simulation pour
dimensionner une installation photovoltaïque avec ou sans stockage destinée à l’autoconsomma-
tion. Le dimensionnement est réalisé en minimisant le coût actualisé de l’énergie (LCOE), tout
en respectant les contraintes d’autoconsommation et d’auto-production souhaitées. Ce problème
d’optimisation en nombres entiers est résolu par algorithme génétique.
Dans la troisième et dernière partie nous avons développé différentes stratégies de gestion des
flux énergétiques afin de minimiser le coût de fonctionnement du microgrid. La gestion combi-
nant une commande par règle et une commande prédictive présente le meilleur résultat. Cette
gestion permet de réduire de 6,2 % le coût de fonctionnement dumicrogrid par rapport à une ges-
tion classique du système de stockage. Ce résultat optimal est obtenu en fixant la fenêtre d’op-
timisation du modèle par commande prédictive à 18 heures. Par conséquent, les prévisions de
production et de consommation utilisées sont des séries temporelles allant de t + 15 minutes à
t +18 heures.
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Conclusion générale
Dans cette thèse de doctorat, nous avons étudié la question de la gestion d’un système PV-
stockage-consommation dans un contexte d’intégration des énergies renouvelables dans le sec-
teur industriel. Rivesaltes-grid est un démonstrateur demicrogrid à l’échelle d’un bâtiment indus-
triel qui a permis de développer un EMS innovant pour optimiser l’efficacité énergétique et mini-
miser le coût de fonctionnement du microgrid en autoconsommation. Les travaux effectués du-
rant cette thèse apportent des contributions sur plusieurs points clés au développement des mi-
crogrids :
— la réduction des incertitudes de prévision de la production PV;
— la modélisation des équipements de production - stockage - consommation;
— le développement d’outil d’aide au dimensionnement;
— l’optimisation de la gestion en minimisant le coût de fonctionnement.
Bilan des travaux effectués
Contribution à la prévision de la ressource solaire
Après avoir posé le cadre de notre problème de gestion d’unmicrogrid, nous avons détaillé au
chapitre 2 l’ensemble des étapes pour la prévision très court-terme (inférieure à 6 heures) de l’ir-
radiance solaire. L’amélioration des modèles de prévision météorologique est un enjeu important
pour l’intégration des énergies renouvelables qui présentent une forte variabilité. De plus, la ré-
duction des incertitudes de prévision de production permet d’améliorer l’optimisation, la robus-
tesse et la fiabilité de la gestion dumicrogrid.
Concernant la prévision de l’irradiance, nous avons tout d’abord travaillé sur le modèle sous
ciel clair (§ 2.5) estimant l’irradiance solaire en absence de couverture nuageuse. Ce modèle est
basé sur le modèle Adnot qui a été ajusté aux mesures sur site. Pour cela, nous avons développé
un algorithme afin de sélectionner les mesures d’irradiance sous ciel clair parmi un ensemble de
données. Cet algorithme est basé sur trois filtres : (1) le taux d’ennuagement dérivé des images sa-
tellitaires, (2) l’écart-type des mesures et (3) la durée de la période de ciel clair, qui sont totale-
ment indépendants du modèle de ciel clair à ajuster et/ou valider.
Nous avons ensuite travaillé sur l’amélioration du modèle d’Ali Zaher développé durant ces
travaux de thèse au laboratoire PROMES-CNRS (§ 2.6). Nous avons dissocié l’utilisation des images
visibles et des images infrarouges. Le canal infrarouge IR10.8 est utilisé pour prévoir l’irradiance
en début de journée ce qui n’était pas possible avec le modèle initial. Les principales étapes pour
le traitement des images visibles et infrarouges sont : (1) le calcul du taux d’ennuagement, (2) l’es-
timation de la vitesse des nuages par Block Matching entre deux images successives, (3) le filtrage
du champde vitesses pour éliminer les valeurs aberrantes, (4) l’extrapolation temporelle de la cou-
verture nuageuse, (5) la prévision de l’irradiance grâce à la corrélation entre l’indice de ciel clair et
le taux d’ennuagement par Random Forest.
Les derniers travaux réalisés sur la prévision solaire sont basés sur le développement d’unmo-
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dèle par un algorithme de machine learning : les forêts aléatoires (§ 2.7). Ce modèle permet de
combiner plusieurs sources d’informations pour réaliser la prévision : les mesures sur site, les va-
riables dérivées des images satellitaires et les prévisions du modèle météorologique ECMWF. Les
variables dérivées des images satellitaires sont la réflectance, la température de brillance, le taux
d’ennuagement et les composantes de vitesse de la couverture nuageuse. La combinaison de plu-
sieurs sources d’informations est plus performante que l’utilisation seule d’une de ces sources.
Contribution à la modélisation
Après une description des caractéristiques électriques du microgrid, nous avons détaillé au
chapitre 3 les briques de modélisation du système : estimation de la production photovoltaïque,
prévision de la consommation et modélisation du système de stockage. La modélisation du géné-
rateur photovoltaïque (§ 3.2) est basée sur un circuit électrique équivalent, le modèle 1-diode, qui
intègre une résistance série pour prendre en compte les pertes ohmiques des matériaux et une ré-
sistance parallèle pour le courant de fuite. Les cinq paramètres du modèle PV : Iphr e f , I0r e f , ar e f ,
Rsr e f et Rshr e f , sont identifiés à partir d’un algorithme génétique. Cet algorithme est utilisé pour dé-
terminer les valeurs des cinq paramètres qui minimisent l’erreur quadratique entre le modèle PV
et la courbe IV d’un module PV SW-285-mono obtenue expérimentalement. Ainsi, ce modèle PV
permet d’estimer la puissance de production des trois ombrières à partir des conditions environ-
nementales : irradiance et température ambiante.
Concernant le modélisation de la charge du microgrid, nous avons dissocié la prévision de
consommation en deux : la prévision de la consommation du bâtiment industriel (§ 3.3.1) et la
prévision de la recharge du véhicule électrique (§ 3.3.2). Dans les deux cas, unmodèle long-terme
et un modèle court-terme ont été développés. Tout d’abord, à partir de l’algorithme de partition-
nement k-means++, nous avons regroupé les profils journaliers de consommation du bâtiment en
deux clusters. Cela a pu mettre en évidence la différenciation des jours ouvrés et des jours non
ouvrés sur la consommation journalière du site industriel. Le modèle long-terme correspond au
profil journalier moyen de chaque cluster. La prévision court-terme de la consommation du bâ-
timent est quant à elle basée sur un algorithme de forêt aléatoire. Ce modèle permet de réajus-
ter la prévision long-terme en prenant en compte les 11 dernières mesures 15-minutes. La pré-
vision de la consommation du VE est modélisée mathématiquement à partir d’un ensemble de
fonctions dont la variable d’entrée est l’énergie de décharge. Pour le modèle long-terme, l’éner-
gie de décharge correspond à une énergie moyenne calculée sur l’ensemble des cycles alors qu’il
s’agit de l’énergie de décharge de la journée écoulée pour le modèle court-terme.
La dernière modélisation du microgrid est celle du système de stockage (§ 3.4). Elle est ba-
sée sur un modèle énergétique permettant d’estimer l’énergie disponible par comptage Ampère-
Heure. Le modèle utilise l’état initial du système et la puissance en entrée du système de stockage
pour estimer l’état de charge de la batterie. Il tient également compte des pertes et notamment
celles pour le maintien du réseau dumicrogrid. Ces pertes ont été estimées à 1,95 kW soit 2,4 % de
la puissance nominale du système de stockage.
Contribution au dimensionnement et à la gestion énergétique
Le chapitre 4 a été consacré au développement d’un outil de dimensionnement pour les sys-
tèmes PV-stockage destinés à l’autoconsommation, et à l’optimisation de la gestion du micro-
grid. Tout d’abord nous avons agrégé l’ensemble des modèles présentés au chapitre 3 pour simu-
ler le comportement dumicrogrid (§ 4.1). Le processus de simulation est un processus itératif per-
mettant d’estimer l’ensemble des flux électriques et l’état du système au pas 1-minute. Les para-
mètres d’entrée de la simulation sont l’irradiance dans le plan des modules, la température am-
biante, la consommation des charges du microgrid et l’état de charge initial du système de sto-
ckage.
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Nous avons ensuite, à partir de ce processus de simulation, développé un outil de dimension-
nement d’installation PV-stockage destinée à l’autoconsommation. Cet outil permet à partir d’une
année type de production - consommation de dimensionner une installation en minimisant le
coût actualisé de l’énergie (LCOE). En plus de minimiser la fonction objectif, il est possible de ra-
jouter des contraintes telles que le taux d’autoconsommation et/ou d’auto-production. Ce pro-
blème d’optimisation en nombres entiers (nombre de modules PV et nombre de modules batte-
rie) est résolu par algorithme génétique.
Nous avons enfin travaillé sur l’optimisation de la gestion du microgrid (§ 4.3). Plusieurs mé-
thodes de gestion des flux d’énergie ont été testées pour minimiser le coût de fonctionnement du
microgrid. Ce coût est défini comme le coût de soutirage sur le réseau de distribution. L’objectif de
l’algorithme est de minimiser le soutirage au réseau et notamment lors des heures pleines, c’est-
à-dire entre 7h00-15h00 et 17h00-1h00. La première étape de la gestion du microgrid consiste à
une gestion par règles différenciant les heures creuses et les heures pleines. Dans le cas des heures
pleines, la gestion de référence décrite au paragraphe 4.3.4.2 est appliquée. Dans le second cas, ce-
lui des heures creuses, une commande prédictive avec une fenêtre d’optimisation de 18 heures est
utilisée. Cette méthode consiste à répéter à chaque pas de temps δ= 15 minutes, la résolution du
problème d’optimisation avec ses contraintes (§ 4.3.3.4) à partir d’un outil de résolution numé-
rique. Nous avons utilisé le package CVXOPT sous python et notamment le module cvxopt mode-
ling pour la définition et la résolution duproblèmed’optimisation. Cette gestion dumicrogrid per-
met de réduire de 6,2 % le coût de fonctionnement du microgrid par rapport à une gestion clas-
sique du système de stockage.
Perspectives
Au cours de ces travaux de thèse, nous avons développé des algorithmes pour la prévision
de la ressource solaire, la prévision de la consommation, l’optimisation de la gestion du micro-
grid... Ces différents algorithmes ont été évalués sur un historique demesures expérimentales. Par
conséquent, la prochaine étape consistera à tester la gestion basée sur une commande prédic-
tive directement sur le microgrid afin de vérifier les résultats obtenus par simulation.
Il sera nécessaire dans un premier temps de mettre en production la prévision de l’irradiance
solaire à partir des images satellitaires. Cette mise en production demandera un développement
informatique afin de rendre le code opérationnel, en le passant de Matlab en Python, et de pro-
grammer un robot permettant de :
— récupérer les images satellitaires et les enregistrer dans une base de données;
— réaliser le traitement de ces images afin dans déterminer la réflectance, la température de
brillance, le taux d’ennuagement et la vitesse des nuages ;
— exécuter l’algorithme de prévision;
— réapprendre mensuellement les modèles de Random Forest sur l’ensemble des données.
Les images satellitaires étant disponibles toutes les 15 minutes, la prévision devra être actualisée
à chaque nouvelle image.
L’ensemble du traitement et stockage des images satellitaires demandant des ressources in-
formatiques importantes, il ne sera pas implémenté en local sur l’EMS du microgrid mais dé-
localisé sur les serveurs d’ENGIE Green. Les résultats de la prévision seront envoyés par VPN à
l’EMS. La prévision de la consommation ainsi que l’algorithme de gestion du microgrid seront si-
tués en local afin d’être au plus proche des équipements à piloter pour réduire les délais et les pro-
blèmes de communication. En effet, la gestion du microgrid développée au paragraphe 4.3.6 né-
cessitant des mesures en temps réel, il est indispensable de l’implémenter en local sur l’EMS. La
structure d’échange entre l’EMS et le centre de pilotage est représentée sur la figure 4.27.
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FIGURE 4.27 – Structure d’échange entre l’EMS et le centre de pilotage
L’une des perspectives aux travaux de cette thèse pourrait être la complexification du mi-
crogrid pour vérifier la réplicabilité de la méthode de gestion développée précédemment. Par
exemple, nous pourrions considérer unmicrogrid avec plusieurs sources de production - stockage
- consommation (Fig. 4.28).
FIGURE 4.28 – Configuration d’un microgrid à multi-sources de production - stockage - consommation
L’objectif d’une étude d’un telmicrogrid serait deminimiser le coût de fonctionnement du sys-
tème en privilégiant telle ou telle source de production / stockage par rapport aux autres en pre-
nant en compte leurs contraintes : temps demise en route et d’arrêt, puissanceminimale et maxi-
male, capacité de stockage... Malgré l’augmentation de la complexité de la gestion, l’agrégation
de plusieurs centrales photovoltaïques et parcs éoliens présente l’avantage de réduire la variabi-
lité de production et les erreurs de prévision.
Une autre étude sur les microgrids serait de comparer un système de stockage à d’autres
moyens de flexibilité comme le pilotage de la consommation (chauffage, climatisation, groupes
froids, ...) ou à une combinaison de différents types de stockage : les super-condensateurs pour les
fortes puissances sur une courte durée, les batteries pour un stockage sur quelques heures et l’hy-
drogène pour un stockage longue durée.
Enfin, une autre perspective aux travaux de cette thèse serait l’étude de la transaction d’éner-
gie entre plusieurs personnes. Par exemple, le surplus de production d’une installation PV pour-
rait être valorisé par une transaction financière avec un site de consommation. Le blockchain est
une technologie de transmission d’informations qui se développe et qui pourrait répondre à cette
problématique.
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Annexes
A.1 Apprentissage modèles de ciel clair
TABLEAU A.1 – Évaluation des modèles de ciel clair
MBE MAE RMSE
W.m−2 % W.m−2 % W.m−2 %
Haurwitz 1,12 0,21 19,95 3,82 26,52 5,08
OMM 0,72 0,14 19,39 3,71 26,02 4,98
Ineichen -14,13 -2,71 21,14 4,05 26,91 5,15
Polynomial 0,00 0,00 20,78 3,98 25,93 4,96
Adnot 0,44 0,08 11,63 2,23 15,58 2,98
TABLEAU A.2 – Mean Biais Error
Haurwitz OMM Ineichen Polynomial Adnot
W.m−2 % W.m−2 % W.m−2 % W.m−2 % W.m−2 %
Langelé 8,89 1,82 0,88 0,18 -16,99 -3,47 0,00 0,00 0,63 0,13
La Forêt -7,56 -1,42 -13,21 -2,48 -17,35 -3,26 0,00 0,00 0,38 0,07
La Téronde 1,96 0,38 8,81 1,72 -7,76 -1,51 0,00 0,00 0,45 0,09
Les Iscles 5,07 0,96 19,71 3,74 1,90 0,36 0,00 0,00 0,45 0,09
Le Bosc -0,90 -0,17 0,82 0,15 -16,59 -3,13 0,00 0,00 0,42 0,08
Le Mouruen -6,85 -1,29 -6,44 -1,22 -20,28 -3,82 0,00 0,00 0,40 0,07
Roc du Doun -4,88 -0,98 -11,71 -2,35 -22,56 -4,52 0,00 0,00 0,41 0,08
Walon -4,18 -0,77 -8,40 -1,54 -25,08 -4,59 0,00 0,00 0,40 0,07
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TABLEAU A.3 – Mean Absolute Error
Haurwitz OMM Ineichen Polynomial Adnot
W.m−2 % W.m−2 % W.m−2 % W.m−2 % W.m−2 %
Langelé 23,45 4,79 18,73 3,82 21,32 4,35 20,57 4,20 11,75 2,40
La Forêt 22,09 4,15 20,54 3,86 22,30 4,19 21,61 4,06 11,13 2,09
La Téronde 22,08 4,31 19,46 3,80 16,89 3,29 22,12 4,31 12,36 2,41
Les Iscles 21,06 4,00 25,86 4,91 17,68 3,36 20,66 3,93 13,08 2,49
Le Bosc 19,23 3,63 15,26 2,88 19,49 3,68 19,24 3,63 10,85 2,05
Le Mouruen 21,78 4,11 18,19 3,43 23,56 4,44 21,61 4,08 11,75 2,22
Roc du Doun 18,52 3,71 17,98 3,60 25,05 5,02 18,40 3,69 9,86 1,98
Walon 22,57 4,13 16,67 3,05 27,36 5,01 21,47 3,93 10,93 2,00
TABLEAU A.4 – Root Mean Square Error
Haurwitz OMM Ineichen Polynomial Adnot
W.m−2 % W.m−2 % W.m−2 % W.m−2 % W.m−2 %
Langelé 27,58 5,63 24,12 4,92 26,54 5,42 25,40 5,19 14,95 3,05
La Forêt 27,66 5,19 28,65 5,38 28,98 5,44 26,59 4,99 15,26 2,86
La Téronde 28,43 5,55 27,05 5,28 24,13 4,71 28,32 5,53 18,07 3,52
Les Iscles 25,94 4,93 33,21 6,31 23,50 4,47 25,41 4,83 16,58 3,15
Le Bosc 24,20 4,56 19,68 3,71 23,71 4,47 24,10 4,55 14,01 2,64
Le Mouruen 28,07 5,30 23,97 4,52 28,86 5,44 26,93 5,08 15,59 2,94
Roc du Doun 23,65 4,74 24,09 4,83 30,12 6,03 23,02 4,61 13,00 2,60
Walon 27,35 5,01 21,54 3,95 32,24 5,91 26,21 4,80 14,81 2,71
FIGURE A.1 – Biais des modèles de ciel clair pour différents sites
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FIGURE A.2 – Précision des modèles de ciel clair pour différents sites
FIGURE A.3 – Précision des modèles de ciel clair pour différents sites
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A.2 Validation modèles de ciel clair
TABLEAU A.5 – Mean Biais Error
Haurwitz OMM Ineichen Polynomial Adnot
W.m−2 % W.m−2 % W.m−2 % W.m−2 % W.m−2 %
Langelé -6,07 -1,20 -14,12 -2,78 -30,92 -6,10 -15,27 -3,01 -4,46 -0,88
La Forêt -13,87 -2,51 -21,09 -3,82 -23,65 -4,28 -6,39 -1,16 2,75 0,50
La Téronde -5,05 -0,84 4,28 0,71 -13,25 -2,19 -6,63 -1,10 -2,06 -0,34
Les Iscles 2,62 0,49 20,34 3,79 2,30 0,43 -2,56 -0,48 0,36 0,07
Le Bosc -6,71 -1,25 -3,59 -0,67 -20,31 -3,79 -5,99 -1,12 -1,69 -0,32
Le Mouruen 1,52 0,29 2,36 0,44 -11,65 -2,19 8,32 1,57 10,65 2,01
Roc du Doun -2,82 -0,56 -8,94 -1,76 -18,32 -3,62 2,01 0,40 11,33 2,23
Walon -2,47 -0,45 -6,36 -1,15 -23,55 -4,25 2,12 0,38 3,17 0,57
TABLEAU A.6 – Mean Absolute Error
Haurwitz OMM Ineichen Polynomial Adnot
W.m−2 % W.m−2 % W.m−2 % W.m−2 % W.m−2 %
Langelé 24,99 4,94 25,57 5,04 33,62 6,59 27,11 5,35 15,65 3,11
La Forêt 27,58 4,99 28,80 5,21 29,58 5,34 25,36 4,58 13,16 2,41
La Téronde 25,42 4,20 21,98 3,66 21,52 3,56 25,73 4,25 15,29 2,54
Les Iscles 24,23 4,53 26,52 4,99 17,59 3,31 24,34 4,54 15,94 3,00
Le Bosc 22,37 4,16 17,08 3,20 22,89 4,26 22,15 4,13 13,05 2,46
Le Mouruen 25,67 4,84 20,33 3,85 20,46 3,85 26,27 4,96 17,11 3,26
Roc du Doun 24,83 4,88 20,90 4,14 23,06 4,55 25,06 4,94 16,25 3,23
Walon 25,26 4,55 20,53 3,71 27,13 4,89 24,72 4,45 15,30 2,78
TABLEAU A.7 – Root Mean Square Error
Haurwitz OMM Ineichen Polynomial Adnot
W.m−2 % W.m−2 % W.m−2 % W.m−2 % W.m−2 %
Langelé 31,22 6,16 32,15 6,34 39,70 7,83 34,39 6,78 19,41 3,83
La Forêt 33,70 6,10 35,51 6,43 34,50 6,24 31,19 5,65 17,70 3,20
La Téronde 30,88 5,11 28,14 4,65 26,38 4,36 31,17 5,15 19,34 3,20
Les Iscles 31,09 5,79 35,61 6,63 24,26 4,52 31,03 5,78 21,20 3,95
Le Bosc 27,48 5,13 21,87 4,08 27,21 5,07 27,16 5,07 16,63 3,10
Le Mouruen 31,13 5,86 25,48 4,80 24,94 4,70 32,04 6,03 22,03 4,15
Roc du Doun 30,18 5,96 26,14 5,16 27,99 5,52 30,22 5,96 21,17 4,18
Walon 30,95 5,58 26,02 4,69 33,31 6,01 30,76 5,54 19,86 3,58
IV
ANNEXE A. ANNEXES
FIGURE A.4 – Évaluation des modèles de ciel clair pour le site de Langelé
V
ANNEXE A. ANNEXES
FIGURE A.5 – Évaluation des modèles de ciel clair pour le site de la Forêt
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FIGURE A.6 – Évaluation des modèles de ciel clair pour le site de la Téronde
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FIGURE A.7 – Évaluation des modèles de ciel clair pour le site des Iscles
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FIGURE A.8 – Évaluation des modèles de ciel clair pour le site du Bosc
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FIGURE A.9 – Évaluation des modèles de ciel clair pour le site du Mouruen
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FIGURE A.10 – Évaluation des modèles de ciel clair pour le site de Roc du Doun
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FIGURE A.11 – Évaluation des modèles de ciel clair pour le site de Walon
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A.3 Evaluation des modèles de prévision solaire par random forest
TABLEAU A.8 – Évaluation des modèles de prévision solaire par RF - MAE
MAE (%) N° du modèle
Horizon (min) 1 2 3 4 5 6 7 8
15 12.37 11.77 12.11 9.08 10.01 12.12 21.85 9.03
30 14.01 13.08 13.43 12.06 13.71 13.36 21.85 12.03
45 15.31 14.30 14.55 13.78 15.71 14.75 21.85 13.92
60 16.32 15.37 15.58 14.98 16.88 15.83 21.85 15.23
90 18.09 17.17 17.29 16.93 18.39 17.46 21.85 17.02
120 19.70 18.62 18.69 18.43 19.42 18.70 21.85 18.41
150 21.14 19.72 19.90 19.58 19.91 19.44 21.85 19.36
180 22.08 20.77 20.79 20.54 20.41 19.95 21.85 20.01
240 24.04 22.52 22.46 22.18 20.69 20.46 21.85 20.55
300 25.20 23.66 23.64 23.18 21.05 20.88 21.85 20.80
360 26.38 24.59 24.39 24.06 21.18 20.98 21.85 21.00
FIGURE A.12 – Évolution duMAE en fonction de l’horizon de prévision
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A.4 Instrumentation du bâtiment industriel
A.4.1 Système d’acquisition
En Amont de la construction du démonstrateur, le bâtiment industriel destiné à l’autocon-
sommation a été instrumenté pour évaluer sa consommation. Les principaux usages consomma-
teurs d’énergie sont : le chauffage, l’eau chaude sanitaire et les usages spécifiques tels que l’éclai-
rage, lesmoteurs d’équipement, les ordinateurs... Le chauffage et l’eau chaude dubâtiment n’étant
pas alimentés par un système électriquemais au gaz, l’instrumentation se fait uniquement sur les
usages spécifiques qui représentent une grande part de la consommation totale d’énergie puis-
qu’il s’agit d’un bâtiment industriel.
Cette instrumentation sera utilisée d’une part pour le dimensionnement du système de sto-
ckage par batteries lithium-ion, et d’autre part pour la prévision de la consommation du micro-
grid. Le système d’acquisition, tel qu’illustré sur la figure A.13, est équipé de transducteurs de cou-
rant, d’une carte d’adaptation de tension, d’une carte électronique et d’une carte à microproces-
seur.
Les sondes de courant utilisées permettent de mesurer la valeur efficace d’un courant sinu-
soïdal. Ces capteurs délivrent en sortie une tension continue proportionnelle à la valeur efficace
du courant grâce à l’effet Hall. Ce phénomène crée une tension sinusoïdale proportionnelle à l’in-
tensité mesurée. Ensuite, ce signal est écrêté puis lissé pour obtenir une tension continue propor-
tionnelle à la valeur efficace du courant.
La sonde de courant est ensuite reliée à une carte électronique permettant une adaptation
de tension entre la sortie du capteur et le convertisseur analogique numérique (CAN) de la carte
APF51DEV. La tension de sortie des capteurs utilisés étant 0 à 5 V ou 0 à 10 V et celle d’entrée du
CAN de 0 à 2,5 V, une diminution de la tension est nécessaire. Pour réaliser cette adaptation, le
schéma électrique développé est représenté sur la figure A.14.
L’adaptation de la tension est effectuée par un pont diviseur de tension, un amplificateur opé-
rationnel (AOP) utilisé en suiveur, puis une résistance et une diode zéner mises en parallèle avec
le CAN.
— Le pont diviseur de tension permet d’obtenir une tension acceptable par le CAN selon
l’équation A.1.
Vspont
Vepont
=
R2
R1+R2
(A.1)
— A la suite du pont diviseur de tension, l’AOP suiveur permet l’adaptation d’impédance entre
le pont diviseur de tension et la deuxième partie du circuit. Ainsi, l’ajout de la résistance R3
et du CAN nemodifie pas le facteur du pont diviseur de tension.
FIGURE A.13 – Système d’acquisition de l’instrumentation du bâtiment
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FIGURE A.14 – Schéma électrique d’adaptation de tension
— La diode zéner est placée en parallèle du CAN afin de sécuriser ce dernier. En effet, en cas de
tension supérieure à son seuil d’effet avalanche (2,7 V), la diode fonctionne en sens inverse
provocant le court-circuit du CAN (tension nulle à ses bornes).
— Enfin, le CAN nécessite une haute impédance à ses bornes afin d’avoir une tension stable
d’où la présence de la résistance R3.
La carte électronique APF51_Dev permet d’accéder à toutes les fonctionnalités de la carte à
microprocesseur. De plus, il dispose d’un convertisseur analogique numérique avec 8 entrées per-
mettant ainsi d’échantillonner les signaux analogiques des capteurs et de les convertir numérique-
ment. Afin de permettre de visualiser les spécificités des différentes charges électriques comme le
pic de courant lors de la mise en fonctionnement, l’échantillonnage a été effectué avec une pé-
riode Te = 1s. L’ensemble des données est regroupé dans un fichier journalier puis stocké sur la
carte APF51_DEV qui dispose d’une mémoire de 250 Mo.
A.4.2 Traitement des données
Les données stockées sur la carte d’acquisition correspondent aux tensions aux bornes des
différentes entrées duCAN.Cesmesures sont tout d’abordfiltrées afind’éliminer les bruits de fond
ainsi que les données aberrantes. Ensuite, les données peuvent être utilisées afin de déterminer la
courbe de charge et l’énergie électriques des différents postes. Pour cela, plusieurs étapes sont
nécessaires :
1. Calcul de la tension en sortie de la sonde de courant.
La tension du capteur est déterminée grâce aux équations obtenues expérimentalement.
Le calcul pourrait être réalisé théoriquement à partir du schéma électrique de la figure 8
mais les valeurs des différents composants possèdent des incertitudes. Par exemples, les
résistances ont une tolérance de 10% et l’AOP entraîne une petite modification de tension
entre son entrée et sa sortie.
Pour obtenir une équation de conversion la plus précise possible, tous les circuits de la carte
électronique ont été testés expérimentalement. L’équation expérimentale est obtenue en
faisant varier la tension du capteur et en mesurant celle du CAN. Par exemple, la figure A.15
montre le résultat de l’expérimentation pour l’un des capteurs.
2. Conversion de la tension en courant.
Comme nous l’avons vu précédemment, les capteurs délivrent une tension continue pro-
portionnelle à la valeur efficace du courant. L’intensité peut donc être facilement calculée
grâce au rapport courant-tension du capteur. Par exemple, la sonde de courant AT 20 B5
permet de mesurer des courants entre 0 et 20 A correspondant à une tension de sortie com-
prise entre 0 et 5 V. Le ratio tension-courant r ati ocapteur du capteur est donné par l’équa-
tion A.2.
r ati ocapteur =
1
4
V.A−1 (A.2)
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FIGURE A.15 – Exemple de courbe d’adaptation de la tension
Par conséquent, l’intensité correspondant à une tension donnée est :
I=
Vcapteur
r ati ocapteur
(A.3)
3. Calcul de la puissance apparente.
La puissance apparente des postes de consommation est calculée à partir de l’intensité dé-
terminée précédemment et du type de charge :
— Charge monophasée : S =V.I
— Charge triphasée : S = 3.V.I
Le résultat d’un des postes de consommation est illustré sur la figure A.16. On observe bien
les caractéristiques d’un bâtiment industriel avec une différence importante de consomma-
tion entre les jours ouvrés et les jours non ouvrés.
4. Calcul de l’énergie des différents postes.
Le calcul de l’énergie, par la méthode des trapèzes, permet d’avoir une estimation de la
consommation journalière de chaque poste et de la consommation totale du bâtiment. Lafi-
gure 12 montre un exemple de consommation d’un des postes.
A.4.3 Dimensionnement du système de stockage
A.4.3.1 Choix de la technologie
Les smart-grids permettent de développer la production décentralisée de l’énergie avec no-
tamment l’intégration des énergies renouvelables. Malgré la combinaison de plusieurs sources
d’énergie renouvelable telles que l’éolien, le photovoltaïque et l’hydraulique pour limiter l’inter-
mittence de la production, il est indispensable d’utiliser des moyens de stockage.
Dans ce projet R&D, le stockage le plus approprié pour l’énergie électrique des ombrières pho-
tovoltaïques est le stockage chimique : que ce soit les batteries permanentes ou celles du véhi-
cule électrique. Un dimensionnement optimal du pack de batteries est nécessaire afin de conci-
lier coût, durée de vie et capacité du système de stockage. La capacité de stockage doit être signi-
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FIGURE A.16 – Évolution hebdomadaire de la puissance d’un des postes de consommation
FIGURE A.17 – Énergie journalière d’un des postes de consommation
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ficative par rapport à la consommation du bâtiment afin d’avoir une bonne autonomie de l’ins-
tallation photovoltaïque tout en limitant son coût. De plus, le pack de batteries représente l’élé-
ment dont la durée de vie est relativement courte comparée aux autres éléments de l’installa-
tion PV. En résumé, de nombreux éléments sont à prendre en compte dans le choix des batte-
ries :
— Durée de vie ;
— Technologie ;
— Coût ;
— Taux de décharge;
— Capacité ;
— Entretien;
— Sécurité.
Afin de répondre à cette problématique du stockage, une étude documentaire a tout d’abord
été réalisée sur les différentes technologies de batterie. Afin de limiter l’entretien des batteries
et les dégagements de substance inflammable comme le dihydrogène, les batteries ouvertes au
plombont été exclues de cette étude. En effet, ces batteries nécessitent unemise à niveau de l’élec-
trolyte due au dégagement de dihydrogène et de dioxygène ainsi qu’une ventilation forcée du lo-
cal.
Les résultats obtenus ont été synthétisés afin de visualiser les avantages et inconvénients des
différentes technologies ainsi que leur coût. Le tableau récapitulatif est présent en annexe 1. Cette
étude a permis de choisir la technologie Lithium ion pour notre projet. Cette technologie a de
nombreux avantages :
— Pas de chute de tension durant toute la décharge;
— Rendement de charge supérieur à 95% (contre 80% pour les batteries au plomb);
— Forte densité d’énergie, masse et dimensions réduites ;
— Bonne résistance climatique;
— Faible auto-décharge;
— Longue durée de vie.
De plus, les batteries lithium n’utilisent pas de plomb qui est un élément présentant un risque
pour la santé et l’environnement lors de son extraction, sa transformation et son recyclage. Le
principal inconvénient de la technologie lithium ion est son coût. Malgré une diminution de ce
dernier par 4 en 10 ans, il reste tout demême supérieur aux autres batteries. Néanmoins, en rame-
nant ce prix au nombre de cycles ou à la durée de vie de la batterie, la différence de prix est beau-
coupmoins marquée.
A.4.3.2 Dimensionnement du système de stockage
Le dimensionnement de la capacité du système de stockage a été réalisé à partir des mesures
issues de l’instrumentation du bâtiment. Comme nous avons pu le voir précédemment, l’éner-
gie journalière a été calculée pour chaque poste de consommation par la méthode des trapèzes.
Ces énergies ont ensuite été moyennées sur les jours ouvrables afin d’avoir une consommation
moyenne des postes du bâtiment. Les résultats sont récapitulés dans le tableau A.10 ainsi que les
principales caractéristiques électriques des postes de consommation.
L’installation photovoltaïque devra également permettre de recharger un véhicule électrique
dédié aux nombreux déplacements du personnel sur le site. Au moment du dimensionnement
du système de stockage, le modèle du véhicule électrique n’avait pas été choisi. Pour le type de
véhicule souhaité, c’est-à-dire véhicule de transport 6-8 places, nous avons estimé sa recharge
journalière à environ 15 kWh.
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TABLEAU A.9 – Avantages et inconvénients des technologies de batterie
Technologie Avantages Inconvénients Nombre de
cycle
Prix
(€/kWh)
GEL VRLA - Pas de mise à niveau de
l’électrolyte.
- Pas d’entretien.
- Pas de nécessité de système
de ventilation.
- Longue durée de vie.
- Idéal pour les cycles ré-
pétitifs en utilisation quoti-
dienne.
- 15 à 20% de l’énergie
de charge est perdue du-
rant l’opération.
- Nécessité de recharger ré-
gulièrement à 100% la batte-
rie pour ne pas diminuer pré-
maturément sa durée de vie.
Des cycles incomplets peut
engendre une diminution de
la durée de vie de la batterie
de 30 à 40%.
- Les courants de décharge
élevés engendrent une perte
de la capacité de la batte-
rie. Dans ce cas, la batterie
ne pourra délivrer qu’envi-
ron 60% de sa capacité utile.
- 1500 cycles
à décharge
80%
- 2500 cycles
à décharge
50%
- 4500 cycles
à décharge
30%
300
AGM VRLA - Pas de mise à niveau de
l’électrolyte.
- Pas d’entretien.
- Pas de nécessité de système
de ventilation.
-Coût d’achat moins impor-
tant que les batteries Gel.
Idéal pour les applications de
démarrage.
- Meilleure performance
pour des courants de dé-
charge de courte durée à fort
ampérage.
- Durée de vie limitée.
- 15 à 20% de l’énergie
de charge est perdue du-
rant l’opération.
- Nécessité de recharger ré-
gulièrement à 100% la batte-
rie pour ne pas diminuer pré-
maturément sa durée de vie.
Des cycles incomplets peut
engendre une diminution de
la durée de vie de la batterie
de 30 à 40%.
- 400 cycles
à décharge
80%
- 600 cycles
à décharge
50%
- 1500 cycles
à décharge
30%
170
Li-ion - Pas de chute de tension du-
rant toute la décharge.
- Rendement de charge > 95
- Forte densité d’éner-
gie, masse et dimensions ré-
duites.
- Bonne résistance clima-
tique.
- Faible auto-décharge.
- Longue durée de vie.
- Prix élevé. - 2000 cycles
à décharge
80%
- 3000 cycles
à décharge
70%
- 5000 cycles
à décharge
50%
550
Ni-Cd - Grande fiabilité (résistance
à la surcharge et résistance
aux chocs).
- Tolérance une large gamme
de température (-50 à 70°C).
-Auto-décharge impor-
tante (20% par mois).
- Substance dangereuse.
- Coût.
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TABLEAU A.10 – Caractéristiques des postes de consommation du bâtiment industriel
Postes de conso. Alimentation Pn (W) Pmax (W) Durée Pmax (s) Énergie (kWh/j)
Éclairage_1 monophasé 1000 1300 < 3s 5,91
Éclairage_2 monophasé 850 1300 < 3s 2,35
Éclairage_3 monophasé 2250 2250 / 2,59
Prép.Allumage_1 triphasé 1300 1800 < 3s 7,01
Prép.Allumage_2 triphasé 1800 1950 < 3s 11,69
Prép.Allumage_3 triphasé 1200 1700 < 3s 7,36
Prép.Allumage_4 triphasé 1850 2250 < 3s 14,25
Total 51,16
Afin de permettre une étude et une expérimentation significatives de l’autoconsommation,
tout en respectant le budget, nous avons décidé de dimensionner le système de stockage pour
une autonomie d’une journée sans production solaire. Pour disposer de cette autonomie, l’éner-
gie utile du pack de batteries doit être égale à la consommation journalière des charges soit
51,16+ 15 = 66,16 kWh. Néanmoins, afin de ne pas trop dégrader la durée de vie des batteries,
ces dernières ne doivent pas être déchargées complètement. La technologie lithium permet un
taux de décharge élevé (environ 80%). Par conséquent, l’énergie totale du pack de batterie doit
être d’environ
66,16
0,80
= 82,7 kWh.
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Résumé
Avec la mutation du paysage énergétique due au développement des énergies renouvelables,
des véhicules électriques ou encore des systèmes de stockage, le réseau électrique actuel a besoin
de se moderniser. Le concept de microgrid est une solution prometteuse basée sur les technolo-
gies de l’information et de la communication pour améliorer la gestion et l’efficacité de la produc-
tion, du transport, de la distribution et de la consommation de l’électricité. Cependant, les défis
technico-économiques associés à leur déploiement sont encore élevés. Ces travaux de thèse ont
pour but d’apporter des contributions sur plusieurs points clés : prévision de la production et de
la consommation, modélisation des équipements, et optimisation de la gestion du microgrid.
Rivesaltes-grid est un démonstrateur de microgrid à l’échelle d’un bâtiment industriel com-
posé d’un champ photovoltaïque de 60 kWc, de batteries lithium-ion de 85 kWh et d’un véhicule
électrique. Il a permis de développer un système de gestion de l’énergie (EMS) innovant pour op-
timiser l’efficacité énergétique du microgrid. Cet EMS, basé sur une gestion par commande pré-
dictive et la résolution d’un problème d’optimisation avec contraintes, permet de réduire de 6,2%
le coût de fonctionnement. Cette gestion du microgrid nécessite comme entrées : (1) la prévision
de production basée sur un algorithme de forêt aléatoire et une modélisation du champ PV par
modèle 1-diode, (2) la prévision de la consommation à partir de l’algorithme de partitionnement
k-means++ et (3) la modélisation dynamique du système de stockage avec ses contraintes.
Mots-clés : Réseau électrique intelligent, Prévision solaire, Gestion énergétique, Optimisation,
Modélisation, Batterie
Abstract
With the transformation of the energy landscape due to the development of renewable ener-
gies, electric vehicles and storage systems, the current grid needs to be modernized. Microgrid
concept is a promising solution based on information and communication technologies to im-
prove the management and efficiency of electricity generation, transmission, distribution and
consumption. However, the technical and economic challenges associated with their deployment
are numerous. The thesis aims to provide contributions on several key points : production and
consumption forecasting, equipment modeling, and microgrid management optimization.
Rivesaltes-grid is a microgrid demonstrator on the scale of an industrial building consisting
of 60 kWp photovoltaic array, 85 kWh lithium-ion batteries and an electric vehicle. It has enabled
the development of an innovative energy management system (EMS) to optimize the microgrids
energy efficiency. This EMS, based on predictive control management and the resolution of a
constrained optimization problem, reduces operation cost by 6.2%. This microgrid management
requires as input : (1) the production prediction based on a random forest algorithm and a mode-
ling of the PV field by 1-diode model, (2) the consumption prediction from partitioning algorithm
k-means++ and (3) dynamic modeling of the storage system with its constraints.
Keywords : Smart grid, Solar forecasting, Energy management, Optimization, Modelling, Battery
