Abstract-We present a new Gaussian process (GP) inference algorithm, called online sparse matrix Gaussian processes (OSMGP), and demonstrate its merits by applying it to the problems of head pose estimation and visual tracking. The OSMGP is based upon the observation that for kernels with local support, the Gram matrix is typically sparse. Maintaining and updating the sparse Cholesky factor of the Gram matrix can be done efficiently using Givens rotations. This leads to an exact, online algorithm whose update time scales linearly with the size of the Gram matrix. Further, we provide a method for constant time operation of the OSMGP using matrix downdates. The downdates maintain the Cholesky factor at a constant size by removing certain rows and columns corresponding to discarded training examples. We demonstrate that, using these matrix downdates, online hyperparameter estimation can be included at cost linear in the number of total training examples. We describe a robust appearance-based head pose estimation system based upon the OSMGP. Numerous experiments and comparisons with existing methods using a large dataset system demonstrate the efficiency and accuracy of our system. Further, to showcase the applicability of OSMGP to a wide variety of problems, we also describe a regression-based visual tracking method. Experiments show that our OSMGP algorithm generalizes well using online learning.
However, despite their advantages, GPs have not been as popular as SVMs due to their computational limitations. GPs are inherently dense representations in that all the training data is required for making predictions. The size of covariance function, represented as a kernel matrix evaluated over the training data, increases quadratically with the size of training set. Further, the Bayesian posterior update to incorporate data is also computationally cumbersome and precludes the online use of a simple GP implementation.
A number of approximation methods have been proposed that attempt to overcome this limitation of GPs. Many of these methods sparsify the GP by learning basis vectors or an active set of points on which the prediction is conditioned. Hence, the rank of the kernel matrix is kept constant. Other methods make structural assumptions, such as assuming the kernel matrix to be block diagonal, whence the GP can be decomposed into a number of smaller GPs [45] .
In this paper, we describe a new Gaussian process regression algorithm, called online sparse matrix Gaussian process (OSMGP) regression, that is exact and allows fast online updates in linear time for kernel functions with local support. This combination of exact inference and fast online updates is a novel contribution to the GP literature. The structural assumption of local kernel support made in this case is much weaker than many other algorithms in the literature [36] .
We show that when the Gram matrix is sparse, as is the case when kernels with local support are used, an efficient representation is to maintain and update the Cholesky factor of the Gram matrix instead of the matrix itself. During online learning, when a new point is added to the training sequence, this introduces a new row and column into the Gram matrix. Instead of recomputing the Cholesky factor for the matrix, which would be expensive, we use Givens rotations to incrementally update it. Givens rotations are guaranteed to update the factorization in time for a sparse matrix, where the Gram matrix has size , but can be much faster in practice. We demonstrate that even though the Cholesky factor of the Gram matrix may become dense due to repeated applications of Givens rotations as points are added to the training set, this can be overcome through the use of variable reordering, which restores sparsity of the matrix. If the hyperparameters of the GP are learned offline and not changed during online execution, the overall algorithm is linear. However, if these are learned automatically using a maximum likelihood method, this introduces a periodic quadratic update when the optimization is performed and the complete Gram matrix recomputed.
In addition, we propose the use of matrix downdating with hyperbolic rotations to also learn the hyperparameters of the GP in constant time. Hyperbolic rotations are used to incremen-tally recompute a matrix factorization when a row and a column from the matrix are removed. This operation can be performed in time similar to Givens rotations. Downdating enables the Gram matrix to be maintained at a constant size by removing a training point from the training set whenever a new point is added, so that the size of the training set does not change. Hence, recomputing the Gram matrix after relearning the hyperparameters can be done in constant time.
We also provide an alternative, and potentially faster, method for implementing the matrix updates and downdates using in-place modification of the Cholesky factor. The method utilizes the elimination tree of the updated matrix to first compute its sparsity pattern. Subsequently, only these entries are computed and no calculations are wasted on the zero entries.
The proposed OSMGP algorithm is applied to head pose estimation and visual tracking problems. In particular, for head pose estimation, we use a dataset that is both comprehensive and exhaustive, containing 17 people and over 30 000 test images with ground-truth. Extensive comparisons with the state of the art show the accuracy, robustness and generality of our pose estimation system. For the tracking problem, we use publicly available datasets and demonstrate that the accuracy of the regression tracker is comparable to leading methods in the literature.
II. GAUSSIAN PROCESS REGRESSION
A Gaussian Process is a distribution over the space of functions where any subset of which has a Gaussian distribution. GPs can be viewed as probabilistic kernel machines and, hence, can provide not only a mean value prediction but also the uncertainty measured in terms of standard deviation for a test sample. A large standard deviation signals the absence of any training data in the neighborhood of the test sample, and provides an indication of poor generalization. A Gaussian Process is completely defined by a mean function and a covariance function . A random function distributed according to a GP is written as . The GP is transformed into a probabilistic kernel machine if we take the covariance function to be a semipositive definite Mercer kernel, such that the covariance between points and is given by . For performing regression, we assume the availability of training inputs and corresponding outputs . The covariance function of the GP is then given by the Gram matrix . Typically, the kernel function has a number of parameters , which are also called the hyperparameters of the GP, that have to be learned using the training set. For example, for the Radial Basis Function (RBF) kernel given as , the hyperparameters are . Hyperparameter learning is usually done by maximizing the marginal log-likelihood (1) where is the identity matrix of same dimensions as , and is the standard deviation of additive Gaussian noise. This learning step is performed offline since it involves inverting a potentially large Gram matrix.
The regression-based prediction for a test point is computed by the conditional distribution on the test output given the training data and the test input. This is again a Gaussian distribution with the predictive mean and covariance given by (2) where . The GP regression algorithm, as described previously, is not useful for applications with large datasets since it does not scale with the number of data points. The time complexity for training is by (1) as it involves inversion of the Gram matrix. This rules out the straightforward use of GPs in an incremental fashion. The runtime prediction given by (2) is, however, only for computing the mean prediction but for computing the variance, assuming that the inverse Gram matrix has been stored from the training phase and that it does not change during runtime. A comprehensive reference for GPs and their use in classification and regression tasks can be found in [37] .
Many instances of modifications to the GP algorithm are available that overcome this hurdle to online computation through approximations that reduce the complexity of the representation. A number of approximation schemes are based upon the observation that very few training points contribute to the bulk of learned GP. Hence, the prediction can be conditioned on just this subset of points, e.g., algorithms with inducing variables [36] , basis vectors [8] , or active set [42] .
Various sparse GP schemes have been proposed that differ in the additional assumptions they make about the form of the conditional distribution of the training data given these basis vectors. The methods of Csato and Opper [8] , and Seeger [40] maximize the likelihood of training data with projection onto the basis set. On the other hand, the method of Snelson and Ghahramani [42] assumes that the likelihood of training training data depends only upon the basis set and a diagonal covariance matrix. Finally, if the covariance matrix shown previously has a block diagonal structure, it yields something similar to the Bayesian committee machine [45] . A unifying synthesis of these and other sparse GP methods is presented in [36] .
Our OSMGP algorithm make a structural assumption at a lower level than all these methods since the assumption is not about the form of the conditional distribution and likelihood, but about the kernel function itself. The compactness of the kernel function results in a sparse kernel matrix enabling fast computation. If the number of active points is and the number of training points is , the methods mentioned previously reduce the complexity of updating the GP to from the initial . In contrast, the time complexity of OSMGPs is per training point without any approximations, albeit for the special case of compact kernels. This still translates to a batch runtime, which is worse than active set methods, but we also provide approximations that enable constant runtime per training point.
We now present Online Sparse Matrix Gaussian Processes that can perform exact incremental updates to the GP in time for kernel functions with local support.
III. ONLINE SPARSE MATRIX GAUSSIAN PROCESSES
The proposed OSMGP algorithm works under the assumption that the covariance matrix of the GP is sparse. The use of kernel functions having local support results in most of the entries in the Gram matrix being close to zero since the kernel decays rapidly as the distance between the vectors being evaluated increases. Many commonly used infinite-dimensional kernels have local support, a case in the point being the widely used radial basis function (RBF), also known as the Gaussian or squared exponential kernel. This allows the use of sparse matrix algorithms that can perform online updates in linear time and are also exact, in contrast to the existing sparse GP algorithms.
To ensure the sparsity of the covariance matrix, we use compactified kernel functions [19] . This is because although kernels such as the RBF may produce a covariance matrix with many small entries, the entries in the matrix should be exactly zero for sparse matrix algorithms to be applicable. While thresholding the entries of the covariance matrix may seem the most straightforward way to obtain a sparse matrix, this may result in the matrix not being positive definite. Compactifying the kernel function, i.e., modifying the kernel function to get one with compact support, ensures a positive definite matrix without compromising on the other characteristics of the kernel. For example, the RBF kernel can be compactified as (3) where and are the RBF kernel parameters, defines the compact region over which the kernel has support, and is an odd number set to either or where is the dimensionality of the input. This modified kernel can be shown to be positive definite [19] .
The main difference between the OSMGP and existing GP algorithms is the representation of the covariance matrix as a sparse Cholesky factor. This is possible because the Cholesky factor of a sparse matrix is also sparse for some reordering of the variables. In the following discussion, we will take the upper triangular Cholesky factor to be the quantity that is maintained and updated.
A. GP Updates Using Kullback-Leibler Divergence
At each step during online learning of the GP, the proposed algorithm is presented with a training pair that is used to update the existing model. The GP posterior is computed by taking into account the training output. Assuming at time , the model is given by , it is updated upon receiving the training output using Bayes law as where is the measurement model. Following Csato and Opper [8] , we find the GP closest to the true posterior in the Kullback-Leibler divergence sense. This is done through moment matching using the parameterization lemma of [8] . Subsequently, we get the updated GP as (4) where denotes the expectation at time , and . The update variables and are given as (5) Updating the GP model using (4) involves a time update for the mean and an update for the covariance that is potentially . Here is the number of training samples presented, thus, far to the algorithm. However, this is a rank one update to a sparse matrix where the dimensions of the matrix increase by one during this update.
In the context of OSMGPs, the corresponding update to the Cholesky factor can be split into the rank one update to the original factor and the addition of an extra row and column. The rank one update can be done in time through the use of Givens rotations described in Section III-B.
To show the effect of row and column addition at an arbitrary location on the Cholesky factor, consider the original matrix (6) where the submatrices and are symmetric. We now add a row and column as (7) where is a scalar. We assume the lower triangular Cholesky factor of to be of the form (8) Then the new updated Cholesky factor of is [11] ( 9) where only the elements with bars on them are modified and are given by (10) (11) (12) (13) In the previous set of equations, the time complexity of the first three is clearly as they involve sparse back-substitution and matrix-vector multiplications, respectively. The last one (13) is a downdating operation where a rank one matrix is subtracted from the input matrix whose Cholesky factor needs to be updated. The downdating procedure is described in Section V, which also shows that this too is in time. Hence, the overall Fig. 1 . Using a Givens rotation as a step in transforming a general matrix into upper triangular form. The (i; j)th entry, marked "x" here, is eliminated, changing some of the entries in the ith and j th rows marked in red (dark), depending upon sparsity.
GP update, consisting of updates to the Cholesky factor resulting from adding a rank one matrix to the covariance matrix followed by the addition of a row and column, can also be accomplished in time.
B. Givens Rotations for Incremental Covariance Matrix Update
A standard approach to perform efficient, incremental Cholesky factorization uses Givens rotations [16] to zero out the entries below the diagonal, one at a time. To zero out the entry, of a matrix , we apply the Givens rotation (14) to rows and , with , which represents a rotation in a 2-D subspace of the states. The parameter is chosen so that , the entry of the matrix, becomes 0 if if otherwise where and . Fig. 1 shows how a Givens rotation can be applied to a matrix which is triangular but for one entry. Note that the single Givens rotation does not ensure that the resulting matrix is triangular since the operation may give nonzero values to other elements to the right of in the th and th rows, shown in red in Fig. 1 .
After all the nonzero entries below the diagonal are zeroed out by application of Givens rotations, the upper triangular entries contain the new Cholesky factor. Note that a sparse matrix results in a sparse Cholesky factor, at least for an appropriate variable ordering.
For rank one updates to the Cholesky factor, as described in Section III-A, if the update vector is sparse, as is true in our case, the number of nonzero entries introduced are only a few, and it can be shown that zeroing out the offending entries results in a time update. However, if the update is not sparse, the time required increases to . As an example, Fig. 2 shows the entries in a matrix of size 500 500 that change value upon updating the factorization after adding a row and a column. The time complexity of of this algorithm is if the whole matrix needs to be recomputed. However, only a small number of entries are recomputed in practice. is O(n) in time using Givens rotations for a n 2 n matrix but is often much faster in practice. In the previously shown sparsity pattern of Cholesky factor (nonzero entries are marked in blue or red), entries whose values have changed after the update are shown in red and unchanged entries are shown in blue. In this 500 2 500 matrix, only about 1 500 entries are modified.
IV. PERIODIC VARIABLE REORDERING AND HYPERPARAMETER OPTIMIZATION
While the previous sections deals only with GP update, the need to periodically learn the GP hyperparameters and maintain the sparsity of the Cholesky factor of the Gram matrix can cause inefficiencies. We address these issues in this section.
First, while the parameters can be learned offline using an initial training set, this makes the GP less responsive to changes in the test set during runtime. However, once new hyperparameters are available, the covariance matrix has to be recomputed completely and refactorized using a batch Cholesky decomposition. This operation could take time in theory but is closer to time in practice if sparse Cholesky decomposition methods are used [23] .
Second, the runtime of the OSMGP depends crucially upon the sparsity of the Gram matrix. However, as Givens rotations are incrementally performed to update the GP, fill-in can occur in the Gram matrix. Fill-in is defined as nonzero entries beyond the sparsity pattern of the Gram matrix, i.e., entries that are zero in the Gram matrix become nonzero in the Cholesky factor. This occurs because the Cholesky factor of a sparse matrix is guaranteed to be sparse for some variable orderings but not for all of them.
We avoid fill-in by variable reordering, a technique well known in the linear algebra community. This involves using a heuristic to efficiently find a good column ordering. The order of the columns (and rows) in the Gram matrix influences the variable elimination order and, therefore, also the resulting number of entries in the Cholesky factor. While obtaining the best column variable ordering is NP hard, efficient heuristics such as the column approximate minimum degree (COLAMD) ordering [10] and nested dissection [24] perform well in practice. The Cholesky factor after applying the COLAMD ordering, for instance, shows negligible fill-in, as can be seen in Fig. 3 . Reordering the variables also needs a refactorization of the Gram matrix with its attendant higher complexity.
We propose fast incremental updates with periodic variable reordering and hyperparameter optimization using (1), where Fig. 3 . Sparsity pattern of the Cholesky factor (nonzero entries marked in blue) for factorization without reordering (left), and using COLAMD reordering (right). The reordered Cholesky factor has very few nonzero entries and so is much sparser. the latter two are combined in a single step, thus, requiring only a single refactorization. When combined with incremental updates, this avoids fill-in, relearns hyperparameters to provide a responsive model, and still yields a fast algorithm as is supported by the results in Sections VII and VIII.
V. MATRIX DOWNDATES AND OPERATION
The complete OSMGP algorithm as described previously has runtime complexity per data point. This is because the GP update step (4) has runtime due to the use of Givens rotations while the regression prediction (2) also has runtime since it can be implemented using sparse back-substitution. The mean prediction can be found by computing as the solution to the linear system where is the upper triangular Cholesky factor of the Gram matrix. This linear system can be solved using two back-substitution operation. While in normal operation back-substitution is an operation, it is for sparse matrices. While the linear runtime complexity may be good for most applications, in many other situations we require a constant time scaling, at least for the prediction. Further, since the covariance matrix in the previously shown case grows with the number of training samples, storage requirement also increases over time. We can get around these constraints and obtain a constant time algorithm by introducing approximations into the current scheme, which is exact except for the posterior projection (5).
Our approach is based upon the sliding window approach to least squares problems [52] , where old measurements are successively discarded as new ones arrive. For the OSMGP, this implies discarding an old training sample for every new one that is provided, thus, keeping the number of samples based upon which the GP is learned constant. We propose this "oldest first" discarding strategy since, during online operation, it is more likely that future test samples are similar to the latest observed samples. However, other discarding strategies can also be accommodated in the algorithm.
Maintaining the covariance matrix at a fixed size of , where is the window size, makes both the prediction and the GP updates have time instead of . Further, even the hyperparameter optimization and variable ordering can be done in . Note that can be quite large (in the thousands) and yet, can be done efficiently, since all the operations are carried out on sparse matrices. The only operation to be described in this constant time, constant space algorithm (for fixed ) is the update of the GP when discarding a training sample. Discarding a training sample involves deleting a row and a column from the covariance matrix and undoing the update (4) that is done when it is added. These two steps are exact inverses of the steps involved in doing the update 4 of Section III-A.
A. Removing an Arbitrary Row and Column From the Matrix
Consider the kernel matrix (15) where the notation is the same as in (7). We are now required to remove the row and column from this matrix and update its Cholesky factor (16) The kernel matrix after the row-removal is (17) and its updated Cholesky factor can be written as (18) where the only component that changes is . This is given by the equation of [11] ( 19) It is clear that (19) involves nothing but a one rank update to the submatrix again. Hence, deleting an arbitrary row can be accomplished by a sparse rank update to the Cholesky factor. This is as before a time operation.
B. Rank One Downdate Using Hyperbolic Rotations
The only operation to be described in this constant time, constant space algorithm (for fixed ) is the procedure for discarding a training sample, i.e., reversing the posterior update. Inverting the rank one update from (4), this can be done using a rank one downdate of the covariance matrix. Assuming, without loss of generality, that the matrix to be downdated is , the row just removed is , and is the element at the intersection of the deleted row and column in the original covariance matrix, the downdate is given by where , and are defined as in Fig. 4 . The rank one downdate can be performed efficiently using Hyperbolic rotations [16] , which are defined analogous to Givens rotations. To zero out the entry, of a matrix , we apply the Hyperbolic rotation (20) to rows and , with . The parameter is chosen so that , the entry of the matrix, becomes 0 if if otherwise where and . As with the Givens rotations, we apply hyperbolic rotations until all the elements of the rank one matrix in question have been zeroed out. This is a linear time operation for sparse matrices.
Hyperbolic rotations have a drawback that they can be numerically unstable. However, if the initial and final matrices after the downdate have full rank, which is the case here, instability usually does not occur. Though we have never encountered numerical instability in our experiments, an unstable case can be dealt with using more sophisticated downdate techniques, e.g., [2] .
The approximate, constant time OSMGP algorithm can now be summarized as follows. Whenever a training sample is presented, we include it and update the GP using (10)- (13) and Section III-B. If the window size has not yet been reached, no more work needs to be done. However, if the window size is exceeded, we then discard the oldest training sample by removing the corresponding row and column from the Cholesky factor of the covariance matrix, using hyperbolic rotations for downdating. The training sample with the least likelihood can also be removed as suggested in [8] .
VI. EXPERIMENTAL RESULTS
To illustrate the performance of the algorithm, we present two simulated experiments. In these experiments, we assume a regression model with a multidimensional input variable and a scalar output variable with a likelihood given by (21) Since the likelihood is Gaussian, the online update is exact. In all cases, we use the compact kernel of (3).
We start with a toy example of learning a sinc function , where the input is scalar and is Gaussian noise with . The posterior OSMGP mean and variance are shown in Fig. 5 for two cases-one with 25 training points and one with only five training points. The vanilla GP has a least squared error (LSE) of 1.14 in the first case and 1.47 in the second case over a randomly selected training set of 100 points. The corresponding numbers for the OSMGP are 1.20 and 1.47. Particularly, in the second case, since the five training points are far apart, there is no loss of information due to the use of the compact kernel.
Our second experiment uses the well-known Friedman dataset #1 ( [12] ). This experiment consists of trying to learn the function (22) from 10-D input, five of which are nuisance variables. is noise sampled from the standard Gaussian distribution. Only 100 training points randomly and uniformly sampled in the 5-D unit cube are used. We tested the constant time version of the OSMGP with downdates on this learning problem. Results are presented in Table I for various sizes of the kernel matrix. We only retain the last examples in this case. The results demonstrate a smooth and graceful degradation of the result in terms of LSE, as expected of a reasonable algorithm. The LSE for the vanilla GP and the full OSMGP without downdates are also shown for reference. We now illustrate OSMGPs using two challenging computer vision applications, namely head pose estimation and tracking. The accuracy of the OSMGP regression algorithms is compared against the state of the art in both cases.
VII. HEAD POSE ESTIMATION
Information about head pose provides an important cue in human interaction that people routinely estimate and use effortlessly. Our motivation for studying head pose estimation is to enable more natural interaction between humans and machines. Following a person's viewpoint provides machines with valuable contextual information and also enables faster reaction to user actions such as pointing. However, automatic estimation of head pose from visual data has proven to be a difficult problem. This is due to the difficulty in dealing with wide variations of pose angle and also with generalizing the estimation algorithm across face images of different identities. Finally, all this has to be performed in real-time to keep up with the speed of human head motion. 
A. Prior Work
Head pose or gaze provides crucial cues for nonverbal communication that humans use, either implicitly or explicitly, to suggest focus of attention, approval, emotion and affection. The Fig. 9 . Some incorrect results from our system. The first two are due to extreme values of roll, the next two are due to tracking error, the last one is an instance of generalization error.
last decade has witnessed an increasing interest in developing robust head pose estimation modules for, among others, intelligence user interface between man and machine [9] , [6] , [34] , [13] human-robot interaction [29] , inferring focus of human attention [43] , [28] , eye gaze [30] , [53] , facial expression recognition [51] , and driver assistance for intelligent vehicles and face recognition [1] , [35] , [18] , [41] . Numerous head pose estimation systems have been proposed in the past decade, ranging from methods based upon prototype matching [1] , [32] , 3-D model [22] , [20] , [25] , [50] , feature or face tracking [3] , [9] , [22] , [21] , [48] , [25] , stereo cameras [20] , [14] , [50] , [29] , range sensors [15] , [4] , classifiers [35] , [39] , [7] , [27] , [49] , [17] to regressors [27] , [43] , [33] , [17] . The main constraints of existing techniques are that they either deal with a limited range of angles or provide only coarse estimation [5] , [31] . In addition, most algorithms focus on estimating head pose from cropped face images without addressing the critical issues of robust visual tracking modules.
Regressors have been employed to learn mapping functions between input images and pose angles [43] , [33] , [17] . The main advantage of this approach is its ability to estimate head pose in a continuous pose space (i.e., in roll, pitch, and yaw degrees). However, existing algorithms are trained offline with a set of training examples without exploiting the abundance of data available online. More importantly, the learned regressors are trained to generalize over a large set of training examples without adapting itself to better estimate the head pose of a specific user.
While existing methods are able to estimate head pose in various applications, it remains a challenging problem to develop real-time, robust modules that are able to precisely estimate head orientations with monocular cameras. An ideal robust head pose estimation system should be able to detect and track faces, recover from tracking failure, estimate head pose in a continuous pose space (i.e., in roll, pitch, and yaw degrees), operate within a wide working range (i.e., users can move freely in the scene), exploit the online data and adapt the estimation module, and perform with one monocular camera.
We apply the proposed OSMGP algorithm to the pose estimation problem. In contrast to prior work that operates in a constrained domain with limited pose angles, our system is able to estimate head pose when humans are at a distance from the cameras (within 9 feet range) with wide operating range ( to 60 in yaw angle, to 40 in pitch angle, and to 35 in roll angle). The proposed system is facilitated with a robust head tracking module that is able to detect and follow faces using one monocular camera.
B. System Description
Our OSMGP-based head pose estimation system is fully automatic and incorporates face detection, tracking, and head pose estimation. Face detection is performed using a cascade detector [46] , while tracking is performed using an incremental visual tracker [38] . The tracked face image is used as input to the GP regression algorithm. Histogram equalization is performed on the tracker output to remove illumination changes to some extent. Since the roll angle of the head pose is given by the orientation of the tracking window, only the yaw and pitch angles are learned using GP regression.
The tracker output is an image of 32 32 pixels. We experiment with several dimensionality reduction techniques and opted for principal component analysis (PCA) since it gives the best results in conjunction with GP regression. From our experiments, mixtures of probabilistic PCA tend to cluster training images by identity (rather than pose) for nonextreme poses, which is undesirable, while clustering face images in the subspace by the ground truth pose angles produces overlapping and incoherent clusters. Some dimensionality reduction techniques are evaluated in the results.
We have gathered a large dataset of labeled training images. This is accomplished by instrumenting subjects with a cap on which a 3-D inertia measurement unit (IMU) is mounted. The IMU unit used for this purpose introduces noise into the dataset due to slippage on the heads of the subjects and due to presence of metallic objects in the vicinity. The data set consists of 17 subjects with over 30 000 images with ground truth pose angles. The head poses in the dataset range from to 60 in yaw, to 40 in pitch, and to 35 in roll. We intend to make this dataset publicly available in the near future.
Our head pose estimation system is implemented in C++ and runs at eight frames per second. We perform frame-based pose estimation which has the advantages of easier failure recovery and applicability to any still image. For fair comparison with other algorithms, we use a MATLAB implementation of the proposed OSMGP algorithm and MATLAB implementations of the online GP (OGP) [8] and the sparse pseudo-input GP (SPGP) methods provided by the authors. In all the experiments, PCA is used to project the face images onto a 30-D space on which the regression functions are learned. Our system assumes that the images are captured using a parallel frontal projection, i.e., the subject's head is orthogonal to the image plane. However, a wide variation in the head pose angles is supported. Figs. 6 and 7 shows some sample head pose estimation results.
C. Experiments
We first compare the efficiency of OSMGPs with OGP. For this purpose, the exact OSMGP algorithm with no downdates is used, while OGP is used with 200 basis vectors. An initial GP model is learned offline with 5000 training points using the respective algorithms. Fig. 8 shows the GP update time on a log scale for the two algorithms for a further 15 000 online updates. Note that once the maximum basis vector number is reached, OGP has constant time operation, while OSMGP has a growth. However, even after 15 000 updates, the runtime of the exact OSMGP is still less than OGP. While OSMGP runtime increases monotonically if approximations using downdating are not performed, this shows that even when using an exceedingly large window size, 15 000 in this case, OSMGP is still a faster algorithm than OGP. Hyperparameter optimization is performed every 1000 steps for OSMGPs which manifests itself as spikes in the time graph. Variable reordering is not required as the matrix remained sparse. No optimization is performed in the case of OGPs. In spite of this, the average time taken by the OSMGP per step is less than the OGP.
We compare the results of using OSMGP regression for head pose estimation against other kernel regression methods including OGP, Multivariate relevance vector machine (MVRVM) [44] , and SPGP. The publicly available implementation of MVRVM is used for fair comparison. In addition, we also evaluate the use of different dimensionality reduction techniques in conjunction with the OSMGP, such as mixtures of PPCA with five clusters, mixtures of PPCA clustered by training pose with five clusters, and the Gaussian process latent variable model (GPLVM) [26] . OSMGP and OGP are trained online with hyperparameter estimation every 500 steps. No downdating is done for the OSMGP, while 250 basis vectors are used for the OGP. All the models are first learned offline using a 5000 point dataset. A 15 000 point test set, the same as the one used in the timing experiment shown previously, is used to obtain pose predictions. Note that the prediction error can be further reduced by filtering the output using the variance provided by the GP.
The mean errors for the yaw and pitch angles are presented in Table II . OSMGP performs better than all the other algorithms. The OGP method performs slightly worse than the proposed OSMGP algorithm, which is mainly due to the approximation involved with the use of basis vectors. Both SPGP and MVRVM methods give significantly worse results due to the lack of online learning and hyperparameter estimation. The use of other dimensionality reduction techniques produces results that, in many cases, are quite poor. This is because the clustering result is unsatisfactory in the case of mixtures of PPCA, while the GPLVM method often clusters by identity of the face, rather than desirably by pose. Fig. 9 shows instances of incorrect outputs from the OSMGP algorithm. Most of the errors arise due to one of three causes-extreme values of roll which changes the appearance of the face, tracking error where the tracing window is slightly off, and finally some instances where the algorithm is unable to generalize to particular poses of previously unseen people. An analysis of the tracking error is performed in this context in Section VIII but is also similarly applicable here.
A second experiment demonstrates the benefit of online learning with hyperparameter estimation. Two OSMGP models are trained offline using 5000 training points. Subsequently, both models are used to predict poses for a sequence of 1340 test images. The first OSMGP is updated online by providing the corresponding training point after each prediction, while the second OSMGP is kept fixed. Further, the hyperparameters of the first OSMGP are updated after every 100 steps. Variable reordering is performed in both cases as required and no downdates are applied. Fig. 10 gives the results of the experiment in the form of the error as measured from the ground truth given by the IMU. It can be seen that although both models start by predicting poses with the same error, the model with online learning quickly improves and demonstrates much lower error over the whole sequence. The mean error over yaw and pitch for the OSMGP with online learning is 3.07 , while for the second, fixed OSMGP, it is 7.11 , i.e., worse by more than a factor of two.
The effect of varying the window size in the approximate, constant time OSMGP is illustrated in Fig. 11 . This shows the predictive pitch angle for the same sequence of 1340 images as shown previously with various window sizes ranging from 100 to 1000.
No hyperparameter estimation is done in any of the OSMGPs in this case although online updates are performed. A window size of 1000 produces a mean prediction error of 4.02 in the pitch angle which is close to the value observed in the previous experiment. The ground truth, as obtained from the IMU, is also shown in the figure for reference. The mean errors for window sizes of 100, 250, and 500 are 7.07 , 6.59 , and 5.22 , respectively. Fig. 11 also shows that most of the prediction error occurs in cases of extreme poses, i.e., absolute yaw or pitch angles greater than about 40 . One reason for this is that at these angles, the visual tracker is somewhat unstable as little facial information is available. Second, the number of training images with these poses are also comparatively few, since people do not maintain these positions for a significant amount of time. Correspondingly, the mean errors in Table II are skewed due to these extreme poses. If the pose range is constrained, prediction errors can be reduced significantly. Further, due to the skew in training data, the variance given by the GP predictor is much larger at these extreme poses than that for other poses. For instance, the maximum standard deviation of 2.59 is obtained for a prediction of yaw and pitch values equal to 61.2 and 31.7 , respectively. In contrast, for the corresponding angle predictions of 0.9 and 1.2 , the standard deviation has the more typical value of 0.28 .
VIII. VISUAL TRACKING
We next illustrate the application of OSMGPs to visual tracking in a regression-based framework. The regression-based tracking algorithm is similar to [47] which uses relevance vector machine (RVM), and here an OSMGP is used. As in [47] , we use "seed images," where the location of the object of interest is known. The object extracted from these seed images is perturbed along the two translation axes to obtain training images using which a regression function from the image to the displacement is learned. Perturbed training images are generated in a 40 pixel window along both translation axes.
Since our main goal is to demonstrate the applicability of OSMGPs, we do not take into account rotation and scaling in our tracker, though these can easily be accommodated as shown in [47] . We also do not perform any state prediction but simply update the tracked region on a frame-by-frame basis.
The regression-based tracker is implemented using OSMGP, MVRVM, and SPGP. Two publicly available datasets from [38] , namely the Fish and Sylvester datasets are used to compare these algorithms. Both datasets are challenging due to variable illumination and large perspective changes. To create the training sets, three seed images are chosen randomly in each dataset and perturbed as explained previously. For purposes of computing tracking error, ground truth is taken to be the output of the incremental visual tracker (IVT) by Ross et al. [38] . Initialization is done manually. The tracking error of each frame is computed as the distance between the center of the tracked region and the ground truth. Further, if the tracking error of a tracker is larger than 40 pixels along any axis, the tracker is declared to have lost track and is reinitialized using the output of the IVT.
The OSMGP with downdating and a window size of 500 is used. Both the MVRVM and the SPGP are learned with an active point set of size 100, beyond which performance improvement is negligible.
The tracking results from these experiments are presented in Table III . The OSMGP based tracker has the least number of tracking failures and the least mean tracking error, especially for the fish dataset. This is because the rapidly but continuously varying illumination makes online learning more important in this case. This also illustrates the robustness of the OSMGP algorithm to illumination change, which can also be extrapolated to the head pose estimation system. A few instances of tracking failure are shown in Fig. 12 to illustrate the common reasons for this. Failures usually occur due to motion blur, large changes in lighting, or when the object is at an extreme pose, changing its appearance drastically.
The results of the OSMGP tracker for the two sequences is illustrated in Fig. 13 . A comparison of the output of all the trackers for a few frames of the two sequences is shown in To quantify the error due to the incremental visual tracker (IVT) used to reinitialize the OSMGP tracker and also compute its error, we manually labeled 40 frames of the Fish sequence and computed the tracking error by testing the algorithm on these. Results are presented in Table IV . Comparison with Table III shows that the error improves by 20-25%. Since the head-pose estimation system is also dependent upon the IVT for training input, we can extrapolate a similar improvement in error there too with an ideal tracker.
As the perturbed images look alike in this type of tracking algorithm, the corresponding Gram matrix entries are nonzero and, thus, the matrix is relatively nonsparse. Consequently, their runtime goes up as the complexity of OSMGP depends upon the number of Givens and Hyperbolic rotations. In the head pose estimation case, most of the Gram matrix entries are zero as those images are obtained from different people with large pose variation. These experiments show that even in the case where the Gram matrix is not sparse, OSMGPs are still faster than the existing regression algorithms and can be significantly faster in many cases (such as head pose estimation).
IX. CONCLUDING REMARKS
In this paper, we propose a new Gaussian process algorithm, online sparse matrix Gaussian processes, that can be used for exact, online learning with time growth or in an approximate manner with time. The algorithm is applicable to kernels with compact support, which result in a sparse covariance matrix. We demonstrated the use of the OSMGP algorithm in the context of two applications:
• an exhaustively tested 3-D head pose estimation system that operates in continuous angle space without any discretization, generalizes across faces of different identities, and provides good results even for large angle variations.
• a regression-based tracker that can operate under significant illumination and perspective changes In principle, the idea of sparse matrix manipulations can be extended to other probabilistic kernel machines, such as the relevance vector machine. We plan to pursue this idea, and extend the proposed algorithm to the semisupervised learning setting.
