Introduction
Practical application of automatic speech recognition (ASR) is advanced in embedded appliances such as vehicle navigation systems, personal digital assistants and humanoid robots. Speaker-independent acoustic models (SI-model) are often implemented for these applications. In order to provide precise SI-model for higher recognition performance, building a large-scale speech corpus is indispensable. However, building a speech corpus consumes enormous cost. The details of the recording cost are shown in Table 1 . Each speaker utters about 200 utterances (words) in one hour. And, six speakers are recorded in one day. The total recording day is twenty days. In this case, the cost of collecting voice samples per one speaker is about 40000 yen. It's just one example. Furthermore, this cost increases in proportion to the number of speakers.
Generally, speakers for building a speech corpus are often selected without any inspection. However, the speech corpus might include a lot of speakers with similar acoustic characteristics to each other. Once voice samples of statistically enough speakers in an acoustic space have been collected, even if voice samples of an additional new speaker located in the same acoustic space are collected, they will not contribute to improving the speech recognition performance. It wastes a cost unnecessarily. It is possible to build a speech corpus with lower cost, if there is a technique for selecting speakers that contribute to improving the speech recognition performance at lower cost, before collecting voice samples with high cost. In addition, it is expected that a speech corpus built by selecting speakers that contribute to improving the speech recognition performance is more effective than a speech corpus built by selecting speakers randomly in terms of speech recognition performance.
In this paper, we describe a statistical multidimensional scaling method that visualizes multiple acoustic models into two-dimensional space in Sect. 2. In Sect. 3, we analyze the visualized acoustic models and investigate speaker-set which contributes to improving a speech recognition performance. We propose a technique for building a speech corpus with lower cost by utilizing the statistical multidimensional scaling method [6] in Sect. 4. Finally, a summary and an outlook on future work are given in Sect. 5.
Statistical Multidimensional Method

Concept of Visualization
In statistical pattern recognition such as the speech recognition, a training corpus has one of the biggest impacts on recognition performance. Therefore, building a training corpus requires much attention. However, as it is difficult to grasp the training corpus consisting of multidimensional data such as speech, the common approach is to build it experimentally and evaluate it by only recognition performance. •õsions is extremely effective in enhancing the perceptibility of the multi-dimensional acoustic space. Without exception, these techniques execute nonlinear mapping of the multidimensional vector information. Although the acoustic feature parameter vectors may be utilized directly as a possible source of the multidimensional information, this approach is not practical given the vast quantity of data that must be processed.
The technique based on Principal Component Analysis (PCA) has suggested a method of mapping acoustic models into two-dimensional space by making use of primary and secondary components for concatenated vectors configured by the mean characteristic vectors of the acoustic models [2] . This method realizes a visualization of huge data in a practicable computational time by applying a statistical model such as GMM and HMM which are assumed as an approximated expression of the huge data. However, in an experiment of mapping 2112 acoustic models which consist of 18 phone HMMs, a phone HMM includes 3 states with 15 MFCCs, the cumulative proportion of the primary and secondary components is significantly low (about 9%). Generally, standard cumulative proportion for the PCA is required over 80%. And, it does not take into account Gaussian distributions' variances that play important roles from a statistical point of view. We reported preliminary work on the statistical MDS approach featuring the visualization of the aggregate of statistical acoustic models based on HMM into two-dimensional space, taking into account Gaussian distributions' variances [3]- [7] . The proposed approach is named the COSMOS (COmprehensive Space Map of Objective Signal) method and the extension of the Sammon method [9] , which is one of the conventional MDS methods. The Sammon method is carried out based on the mutual distances between vectors in multidimensional space, and does not depend on class labels or other discriminative information (unsupervised approach). As an improvement, by defining a distance between statistical models, it can be extended to map these statistic models minimizing projectionerror from multiple to lower dimensions.
Sammon Method
In the Sammon method, the error function Em in formula (1) is minimized iteratively by the steepest descent method. D(i, j) denotes mutual distance between the vector i and j existing in higher order dimensional space. Dm(i, j) denotes mutual Euclidean distances of the mapped lower order coordinates of the vector i and j at mth iteration. Generally, initial mutual distance D0(i, j) is computed from the initial position given by random value.
(1) (2)
COSMOS Method
In general, an acoustic model is a generic designation for an aggregation of multiple models of acoustic units (phoneme). Accordingly, the mutual distance D(i, j) between acoustic model i and j is defined by the following:
Here, d(i, j, sk) denotes the mutual distance between the kth acoustic unit sk within the acoustic model i and the kth acoustic unit sk in the acoustic model j. w(i, k) represents occurrence frequency for the kth acoustic unit sk within the acoustic model i. K indicates the total number of acoustic units.
Assuming all acoustic models share a common topology with one-on-one state alignment between respective acoustic models, d(i, j, a) may be expressed using the following equation: (5) Here, gain,p(x) denotes the pth Gaussian distribution of the acoustic model i, the acoustic unit a, the nth state. M indicates the total number of Gaussian distributions.
In this paper, the number of Gaussian distribution in the each nth state is same. BD(g(x), h(x)) is the Bhattacharyya distance [10] which is known as a distance measure between Gaussian, distributions. The Bhattacharyya distance is a theoretical distance measure between two Gaussian distributions which is equivalent to an upper bound on the optimal Bayesian classification error probability. The Bhattacharyya distance is defined by the following: Table 2 Feature extraction conditions. sition closer to the center of the distribution is just defined as the center. In our recent work [5], a speaker who utters in particular speaking style such as fast and loud is also located in the periphery of the distribution in the COSMOS map. It seems that a speaker who shows lower performance and utters in particular speaking style is located in the periphery of the distribution more often than in the center of the distribution in the COSMOS map. Figure 2 is the COSMOS map of IW-Corpus. Basically, similar acoustic models are located close to each other. However, every MDS method has a mapping error problem, without exception. Figure 2 shows an example of a mapping error of the COSMOS method. In Fig. 2 boring speakers located in the periphery of the distribution, but also with the speakers located in the center of the distribution. It means that the COSMOS map has mapping error and that the speakers located in the periphery of the distribution have acoustic characteristics of the speakers located both in the periphery and in the center of the distribution in the COSMOS map. Thus, it seems that speakers located in the periphery of the distribution in the COSMOS map cover the distribution of both center and periphery in the original multidimensional space. On the other hand, speakers located in the center of the distribution in the COSMOS map cover only the distribution of center in the original multidimensional space. As for acoustic modeling, it is important to build speech corpus having bigger coverage of acoustic characteristics and performance. In this sense, collecting speakers located in the periphery of the distribution in the COSMOS map with less cost will be highly efficient. Therefore, we suppose that to collect the speakers located in the periphery of the distribution in the COSMOS map contributes to improving the speech recognition performance.
Evaluation
In this section, we prove the supposition in Sect. 3.2. In an experiment, we use only IW-Corpus. We evaluate the performance of three speaker-sets. Each speaker-set consists of N speakers, 1) who are selected randomly, 2) who are located in the center of the distribution in the COSMOS map and 3) who are located in the periphery of the distribution. In this experiment, N is set to be 100, 150, 200, 250 and 300. The speaker-set consisting of speakers located in the center or periphery of the distribution in the COSMOS map is called Center or Periphery respectively. The speaker-set consisting of randomly selected speakers is called Random. Next, acoustic models are retrained with each speaker-set. The evaluation condition is described in Sect. 3.1. Figure 3 shows that the speaker-set Periphery has higher performance than the speaker-set Random and the speaker-set Center. Then, each performance means average performance of three evaluation speaker-sets. The detail of the performance for each evaluation speaker-set is shown in Table 4 . For each evaluation speaker-set, the speakerset Periphery has higher performance than the speaker-set Random and the speaker-set Center. In Fig. 3 , the set of 200 Periphery speakers achieves the performance of the speaker-set consisting of all 533 training speakers (N=533). This result shows that the speakers, who are located in periphery of the distribution and surround the distribution in the COSMOS map, contribute to improve the speech recognition performance and proves our supposition.
Building Speech Corpus
Proposed Method
According to the result in Sect. 3.3, we propose a technique for building a speech corpus effectively by utiliz- ing the COSMOS method [6] . In this section, the technique for selecting speakers that contributes to improving the speech recognition performance with a small number of voice samples is described. The Block diagram of the proposed method is shown in Fig. 4 .
At first, a small number of voice samples for each speaker is collected as indicated in Block A. Then, it would be ideal that speakers as many as possible are collected. The vocabulary depends on a target task. In the experiment, it is assumed that a cost of collecting voice samples in Block A is smaller enough than that of collecting voice samples in Block E. In Block B, adapted acoustic models (Adapt-model) as an approximate model of SD-model are adapted by using the MLLR method [14] with a small number of voice samples. A structure of Adapt-model is same as SD-model (in Section 3.2). In Block C, all Adapt-models are mapped into two-dimensional space by using the COS-MOS method. The COSMOS map of Adapted-models is called Adapted-model COSMOS. Then, w(i, k) and w(j, k) in formula (4) represents the occurrence frequency of the phoneme sk in the task vocabulary. In Block D, speakers located in the periphery of the distribution in the COSMOS map are selected. Finally, in Block E, the speech corpus is built by collecting enough voice samples for the selected speakers with higher cost.
Evaluation
In this section, the proposed method is evaluated with The COSMOS map of 1179 Adapted-models is generated in Block C (Fig. 5 ).
Visualization
Here, we investigate whether it is possible to select speakers that contribute to improving the speech recognition performance by the Adapted-model COSMOS. Figure  5 shows the the periphery of the distribution in the SD-model COSMOS are located in the periphery in the Adapted-model COSMOS as well. Therefore, it is expected that an adapted acoustic model, which is adapted with only a small number of voice samples (10 words or 5 sentences), is an effective model to judge whether the speaker is located in the acoustic space that contributes to improving the speech recognition performance or not.
Speech Recognition Experiment
We evaluate the performance of the speaker-set built by using the proposed method. The speaker-set is called Proposed. It is compared to the speaker-set Random built in Sect. 3.3. Random is evaluated as baseline. Figure 6 shows a relation between a data size and the recognition performance for each speaker-set. Then, The performance is average performance of three evaluation speaker-sets. The detail of the performance for each evaluation speaker-set is shown in Table 5 and Table 6 . The evaluation condition is described in Sect. 3.1. In Fig. 6 , it is shown that the performance of Proposed is higher than that of Random in two tasks. In Table 5 and  Table 6 , the performance of Proposed is higher than that of Random for each evaluation speaker-set. Same as the experiment in Sect. 3.3, this result shows that speakers located in periphery of the distribution in the COSMOS map contribute to improving the speech recognition performance.
And it is shown that the Adapted-model COSMOS created with a small number of voice samples has enough quality to select speakers for the speech recognition performance improvement.
In addition, it is shown that an effectiveness of the proposed method is not dependent on tasks such as isolated-word speech recognition task and continuous-word speakers is equivalent to that of 533 speakers. It means that a cost reduction of more than 62% is achieved. In CW-Corpus case, the performance of Proposed built with voice samples of 300 speakers is equivalent to that of 1179 speakers. It means that a cost reduction of more than 57% is achieved. It is shown that the proposed method is cost-effective way to build a speech corpus.
Conclusion
In this paper, we proposed a technique for building a speech corpus with lower cost. At first, we described the COSMOS 
