The dogleg method is a classical trust-region technique for globalizing Newton's method. While it is widely used in optimization, including large-scale optimization via truncated-Newton approaches, its implementation in general inexact Newton methods for systems of nonlinear equations can be problematic. In this paper, we first outline a very general dogleg method suitable for the general inexact Newton context and provide a global convergence analysis for it. We then discuss certain issues that may arise with the standard dogleg implementational strategy and propose modified strategies that address them. Newton-Krylov methods have provided important motivation for this work, and we conclude with a report on numerical experiments involving a Newton-GMRES dogleg method applied to benchmark CFD problems.
Introduction. The problem of interest is a system of nonlinear equations
F (x) = 0, (1.1) where F : IR n → IR n is continuously differentiable. A classical algorithm for solving (1.1) is Newton's method, which generates a sequence of iterates {x k } through steps s k = x k+1 − x k that satisfy the linear Newton equation
An inexact Newton method, defined in [9] , is an extension of Newton's method having the following basic form:
Algorithm IN. Inexact newton method [9] Let x 0 be given. For k = 0, 1, . . . (until convergence) do: Choose η k ∈ [0, 1) and s IN k such that (1.3)
The inexact Newton condition (1.3) is a relaxation of (1.2) that expresses the defining property of an inexact Newton method. The usual point of view is that, for each k, the inexact Newton step s IN k is chosen to reduce the norm of F (x k ) + F (x k )s, the local linear model of F at x k , to an extent specified by η k . Viewed in this way, η k is often called a forcing term (cf. [13] ).
While there is no restriction in Algorithm IN on how s IN k satisfying (1.3) is determined, inexact Newton methods are often implemented as Newton iterative methods, in which s IN k is found by applying an iterative linear algebra method to (1.2) until (1.3) holds for a specified η k . For most large-scale applications, the most robust and efficient such methods are Newton-Krylov methods, in which the iterative linear algebra methods are Krylov subspace methods. 1 Newton-Krylov methods, which have provided considerable motivation for this paper, can enable the efficient solution of (1.2) on large-scale distributed architectures and may also allow "matrix-free" implementations (see [25] ) that do not require the evaluation or storage of F . The term "Newton-Krylov" appears to have originated in [3] , but these methods date back at least to the truncated Newton method for optimization introduced in [10] (see also [28] and [46] , which anticipated some algorithmic features), in which the Krylov subspace method is the preconditioned conjugate-gradient (PCG) method or its Lanczos variant. A Newton-Krylov method that uses a specific Krylov subspace method is often designated by appending the name of the Krylov solver to "Newton," as in the Newton-GMRES method, which uses the generalized minimal residual (GMRES) method [38] . For recent general references on Newton-Krylov methods, see [24] , [25] , and [30] .
Inexact Newton methods, like all Newton-like methods, must usually be globalized, i.e., augmented with certain auxiliary procedures (globalizations) that increase the likelihood of convergence to a solution when good initial approximate solutions are not available. Globalizations are typically constructed to test whether a trial step gives satisfactory progress toward a solution and, if necessary, to modify it in some way to obtain a step that does give satisfactory progress. There are two major categories of globalizations: backtracking (linesearch, damping) methods, in which step lengths are adjusted (usually shortened) to obtain satisfactory steps; and trust-region methods, in which a step is ideally chosen to minimize the norm of the local linear model of F within a specified "trust region." 2 (More specifically, the trust-region step from an approximate solution x k is ideally arg min s ≤δ F (x k ) + F (x k )s , where δ > 0 is a given trust-region radius and · is a norm of interest.) Both backtracking and trust-region methods have strong theoretical support; see, e.g., [11] , [7] , and [12] and the references therein. Backtracking methods are relatively easy to implement; however, each step direction is restricted to be that of the initial trial step. While this step is normally constructed to be a descent direction for F , and is always a descent direction for F if the step satisfies (1.3) [4, Prop. 3.3] , [12, Lem. 7 .1], it may be only a weak descent direction, especially if the Jacobian is ill-conditioned [42] . Since trust-region steps are increasingly nearly in the steepest-descent direction as the trust-region radius decreases, trust-region methods have the potential advantage of producing modified steps that may be stronger descent directions than the initial trial step; however, their implementation in practical methods may be problematic.
A fundamental issue is that it is often not feasible to compute the ideal trust-region step with much accuracy (see, e.g., [11, Ch. 6 ] and [7, Ch. 7] ), and various ways of approximating it have been devised.
The dogleg method [33] , [32] provides perhaps the most popular way of approximating the trust-region step. In the traditional dogleg method for solving (1.1), given an approximate solution x k , one defines the dogleg curve Γ DL k to be the piecewiselinear curve joining 0, the Cauchy point s CP k (defined to be the minimizer of F (x k ) + F (x k )s in the steepest-descent direction, provided · is an inner-product norm), 3 and the Newton step Remark. These issues do not arise in the case of a truncated Newton method for minimizing f : IR n → IR 1 . In this case, PCG is applied to ( F With these issues in mind, our goal in this paper is to develop an understanding of dogleg methods in the general inexact Newton context that will place them on a firm footing, both theoretically and practically. In section 2, we outline a very general inexact Newton dogleg method and provide a convergence analysis for it. Since computing exact Cauchy points may be undesirably expensive or infeasible, as discussed further in section 2, the method allows approximations of these points in addition to inexact Newton steps in defining the dogleg curves. 4 The method also allows a great deal of flexibility in determining steps along the dogleg curves in order to accommodate a variety of strategies for selecting steps. In section 3, we address specific step-selection strategies, noting possible shortcomings of the traditional strategy and suggesting certain alternatives and enhancements. In section 4, we discuss implementational details and report on numerical experiments with Newton-GMRES dogleg methods applied to benchmark problems involving the steady-state Navier-Stokes equations. 5 We conclude with summary observations in section 5.
The general method.
We assume throughout that ·, · is an inner product of interest and that · is the associated norm. We use ·, · 2 and · 2 to denote the Euclidean inner product and norm, and recall that there is a unique symmetric positive-definite D ∈ IR n×n such that u, v = u, Dv 2 for all u, v ∈ IR n . (In practice, D is likely to be explicitly available, but this is not assumed here.) We define the merit function
The use of approximate Cauchy points is particularly relevant in the context of interest here. In order to keep the focus on the issues of major interest, we do not consider inaccuracy from other sources. See [6] for a general discussion of inaccuracy in inexact Newton methods and [2] and [5] for a treatment of the effects of particular sources of inaccuracy in Jacobian-vector products. 5 Globalization is usually less critical for time-dependent problems, since time-steps are usually sufficiently small to maintain convergence of inexact Newton iterates in implicit time-stepping methods. However, globalization has been used to advantage in some cases; for example, it has been observed in groundwater flow simulations that globalization appears necessary (and a linesearch globalization is sufficient) to achieve desirably long time steps [49] .
and note that f is continuously differentiable since F is, with ∇f (x) = F (x) T DF (x). One has that ∇f (x) T s = ∇f (x), s 2 = D −1 ∇f (x), s ; hence, the steepest-descent direction for f with respect to ·, · is
Accurately evaluating d(x) may be problematic in practice for at least two reasons: first, solving systems with D may be undesirable, even if D is available; second, multiplication by F (x) T may be infeasible, e.g., in applications of "matrix-free" Newton-Krylov methods in which F (x) is unavailable. However, useful approximations of d(x) may be available in many circumstances. If F (x) T -products can be evaluated, then −∇f (x) may be an acceptable substitute for d(x); see Remark 2 after Theorem 2.1. If accurate F (x) T -products are not available, then one may be able to approximate them using approximations of F (x) that can be readily computed, e.g., by omitting terms in F (x) that cannot be easily evaluated or that lie outside a desirable sparsity pattern. Additionally, in the Newton-Krylov context, certain approximations of d(x) may be available at little cost, as explained further at the end of this section. Thus, in outlining our general inexact Newton dogleg method, we allow at each iterate x k an approximate steepest-descent directiond k ≈ d(x k ) and prescribe in Theorem 2.1 how good this approximation must be in order to ensure desirable convergence properties of the method.
With eachd k , we have an approximate Cauchy point
(Here, and in the following, we use "ˆ" to designate approximations derived fromd k .) Then, given an inexact Newton step s IN k , we define an approximate dogleg curveΓ DL k to be the piecewise-linear curve connecting 0,ŝ CP k , and s IN k . Our general method allows great latitude in selecting trial steps on this approximate dogleg curve within the trust region, imposing only very mild minimum-length requirements.
Our test for accepting a step is based on a comparison of the actual reduction of F and the reduction "predicted" by the local linear model, defined at the kth iteration by, respectively,
Specifically, our test requires ared k ≥ t · pred k > 0 for each k, where t ∈ (0, 1) is independent of k. Tests of this type have been used by a number of others; see, e.g., [14] , [15] , [34] , and [12] for such tests applied to systems of nonlinear equations and [27] , [43] , and [7] for analogous tests applied to unconstrained minimization.
The following is our general inexact Newton dogleg method. See section 4 for the specific parameter values and ancillary procedures used in our test implementation.
Algorithm INDL. Inexact newton dogleg method
δ ≥ δ min be given. For k = 0, 1, . . . (until convergence) do:
Choose
As it is stated, Algorithm INDL requires determining both s IN k andŝ CP k before determining the initial s k ∈Γ DL k . In a practical implementation, only one of these may be needed; see section 3.1.
The algorithm employs δ min > 0 that serves as a lower bound on allowable trustregion radii and is also used in determining a lower bound on admissible dogleg step lengths. This δ min is used in the proof of Theorem 2.1. Such a δ min is likely to be a part of any practical algorithm and, in practice, can be related to a step-length stopping tolerance or taken so small that it does not undesirably restrict choices of the trust-region radii or the dogleg steps.
It is easily verified that the while-loop cannot continue indefinitely; that is, once an initial s k has been obtained, either an acceptable s k is determined or the algorithm terminates with δ = δ min after at most a finite number of iterations of the while-loop. For the purposes of Theorem 2.1, there is complete freedom in choosing θ ∈ (0, θ max ]. In particular, because of the constrained update δ ← max{θδ, δ min }, it is not necessary to impose a positive lower bound on θ, although one may well do this in practice. (There are a number of practical possibilities for choosing θ; see, in particular, [11] for choices based on minimizing interpolating polynomials over a fixed subinterval [θ min , θ max ] ⊂ (0, 1).) Similarly, for the purposes of Theorem 2.1, there is complete freedom in updating δ in [δ min , ∞) following the while-loop. Of course, one would want to do this judiciously in practice; see, e.g., [11] and [7] for practically effective procedures.
Our global convergence result for Algorithm INDL is given in Theorem 2.1 below. For this, we recall that x ∈ IR n is a stationary point of F if F (x) ≤ F (x) + F (x) s for every s ∈ IR n . In the present context, x is a stationary point if and only if ∇f (x) = 0.
Theorem 2.1. Assume that F is continuously differentiable. Suppose that {x k } is produced by Algorithm INDL and that, for d defined in (2.1) and some > 0,
Moreover, for all sufficiently large k, the initial s k is accepted without modification in the while-loop, and s k = s IN k is an admissible step. Remark 1. In Theorem 2.1, we implicitly assume that F (x k ),d k , and d(x k ) are nonzero for every k.
Remark 2. Inequality (2.3) states that the vectorsd k are uniformly bounded away from orthogonality with the vectors d(x k ). Note that
for all sufficiently large k, then the convergence is ultimately governed by the choices of the forcing terms η k as in the local convergence theory of [9] and [13] .
Proof. Let {x k } be produced by Algorithm INDL and suppose that (2.3) holds for every k.
Our plan is to build on (2.4)-(2.5) to obtain upper bounds on ŝ CP k andη CP k at points of interest that will allow us to use results from [12] , which are stated as Theorem 2.2 following the proof. Equation (2.4) immediately gives
.
and it follows from (2.5) that
Suppose that x k ∈ N * and s k is determined by Algorithm INDL. If s k lies onΓ DL k betweenŝ CP k and s IN k , then it follows from norm convexity that
The right-hand side of (2.10) is bounded away from zero for
Since the local linear model norm is monotone decreasing along the segment ofΓ DL k between 0 andŝ CP k , we have, again using norm convexity, that
(2.11)
From (2.9) and (2.11), one concludes that whenever
Since x k ∈ N * for infinitely many values of k, (2.12) implies that ∞ k=0 pred k / F (x k ) diverges, and it follows from Theorem 2.2 that F (x * ) = 0. This is a contradiction; therefore, x * must be a stationary point of F .
Suppose now that x * is a limit point of {x k } and that F (x * ) is nonsingular. Then x * must be a stationary point of F , and, since F (x * ) is nonsingular, we must have 
Reasoning as before, we have that 
It follows that there is aδ > 0 independent of k such that
and we have from (2.15) that
As before, one concludes that (2.12) holds whenever x k ∈ N * , withη now given byη
and we again have that
To complete the proof, we note that, since
Consequently, s IN k → 0 as k → ∞. One easily verifies that, for all sufficiently large k, every admissible s k ∈Γ DL k must be sufficiently small that ared k ≥ t·pred k holds; thus, for all sufficiently large k, the initial s k is accepted without modification. Finally, for all sufficiently large k, one has s IN k ≤ δ min ≤ δ, and s k = s IN k is admissible. The following is the result from [12] used in the proof of Theorem 2.1. Theorem 2.2 (see [12, Cor. 3.6] ). Let F : IR n → IR n be continuously differentiable and assume that {x k } ⊂ IR n is such that pred k ≥ 0 and ared k ≥ t · pred k for each k, where t ∈ (0, 1) is independent of k and ared k and pred k are given by
Applications to Newton-GMRES and Newton-Arnoldi methods. It follows from observations in [3, section 4 ] that if either GMRES or the Arnoldi method [35] is used (without restarting) to solve (1.2), then the orthogonal projection of d(x k ) determined by (2.1) onto each Krylov subspace generated by the method is available at very little cost. Using results from [4] , we show how Theorem 2.1 can be applied when these projections are used in Algorithm INDL to approximate the vectors d(x k ), provided that the condition numbers κ(F (x k )) ≡ F (x k ) F (x k ) −1 are bounded uniformly in k. In the spirit of [4] , we show this for orthogonal projections onto subspaces that are not necessarily Krylov subspaces.
Suppose that x ∈ IR n , K is a subspace of IR n , and s ∈ K is such that F (x) + F (x)s ≤ η F (x) for some η ∈ [0, 1). Letd denote the orthogonal projection onto K of d(x) given by (2.1). A straightforward extension of [4, Cor. 3.5] to the context of a general inner-product norm gives
. (2.16) This immediately gives the following corollary of Theorem 2.1.
Corollary 2.3. Assume that F is continuously differentiable and that {x k } is produced by Algorithm INDL. For each k, suppose that there is a subspace K k ⊆ IR n such that s IN k ∈ K k , and letd k denote the orthogonal projection onto K k of d(x k ) determined by (2.1). If {κ(F (x k ))} is bounded and if x * is a limit point of {x k }, then F (x * ) = 0 and x k → x * . Moreover, for all sufficiently large k, the initial s k is accepted without modification in the while-loop, and
for each k, and (2.3) holds with = 1−ηmax (1+ηmax)M . The result follows from Theorem 2.1.
3.
Step selection strategies. Algorithm INDL allows great flexibility in determining each step s k ∈Γ DL k , and particular choices of the steps may strongly affect the behavior of the algorithm. In this section, we discuss specific strategies for selecting admissible steps, first recalling the traditional strategy and then suggesting an alternative that may have advantages. We conclude by outlining certain refinements with which these strategies can be augmented.
Two strategies.
The traditional strategy outlined in the following is a straightforward adaptation of the usual procedure for determining dogleg steps in the exact-Newton context (see, e.g., [11] ).
Procedure 3.1. Traditional strategy
This procedure always determines s k uniquely, notwithstanding that, as noted in section 1, the usual exact-Newton characterization of the dogleg step may fail to do so. However, there are still issues that may be of concern. As seen in the left illustration in Figure 1 .1, for any η k > 0, no matter how small, s k determined by Procedure 3.1 may not minimize the local linear model norm alongΓ DL k within the trust region. Perhaps of greater concern is that, if η k is not small, then, as seen in the right illustration in Figure 1 .1, the procedure may specify s k = s IN k without takinĝ s CP k into account, even though there are steps in theŝ CP k -direction, or biased toward it, that give significantly greater reduction of the local linear model norm alongΓ DL k within the trust region.
As a step toward addressing these concerns, we offer the following.
Procedure 3.2. Alternative strategy
In Procedure 3.2,ŝ CP k is examined first. If it lies outside the trust region, then, as in the traditional strategy in the exact-Newton context, s k is a step in theŝ CP kdirection and scaled to lie on the trust-region boundary. Ifŝ CP k lies within the trust region and also satisfies the prescribed inexact Newton condition, thenŝ CP 
Further refinements.
As noted in section 1 and seen in the left illustration in Figure 1 .1, the local linear model norm may not be monotone decreasing along the dogleg curve and, indeed, may not be minimized at the intersection of the dogleg curve and the trust-region boundary. Note that, in this illustration, this intersection would be the dogleg step determined by both Procedure 3.1 and Procedure 3.2. We reproduce this illustration on the left in Figure 3 .1 and include the point s min at which the local linear model norm is minimized along the dogleg curve within the trust region. As we show in the following, minimizers such as s min can be readily computed; thus s min is likely to be the preferred dogleg step.
To show further possibilities, we include the illustration on the right in Figure 3 Since this s min can also be readily computed, it is likely to be the preferred dogleg step in this case.
In the following, we formulate refinements of Procedures 3.1 and 3.2 that determine dogleg steps to be local linear model norm minimizers such as those illustrated in Figure 3 We begin with two elementary propositions, the proofs of which are left to the reader. These are included primarily to show what might be involved in computing minimizing steps. In these, we define
is minimized at γ = γ min , given by
One sees from (3.1) that, ifr CP k and r IN k are already available, then γ min can be determined with only a modest amount of arithmetic. If these are not available, then one or, at most, two Jacobian-vector products may be required in addition to some arithmetic. 
Note that the first pair of inequalities implies that γ + δ < 1, and it follows from the final pair that γ min > 0.
The following are our refinements of Procedures 3.1 and 3.2. In these, γ min and γ ± δ are defined by (3.1) and (3.2), respectively. In Procedure 3.6, some simplification is allowed in the last step by the fact that γ min > 0 there, as noted above.
Procedure 3.5. Traditional strategy with model norm minimization
Procedure 3.6. Alternative strategy with model norm minimization
Note that, in the circumstance illustrated on the left in Figure 3 
Numerical experiments.
In this section, we report on numerical experiments in which a Newton-GMRES implementation of Algorithm INDL employing step-selection strategies from section 3 and certain other options was applied to several well-known benchmark problems involving the steady-state Navier-Stokes equations. In the following, we outline details of the implementation and the overall computational environment, describe the test problems, and give the results of the experiments. These experiments involve challenging large-scale problems and advanced computing platforms but are somewhat limited in scope. Our primary goal is to demonstrate the basic effectiveness of Algorithm INDL with the selected strategies and options on these test problems, and not to provide a definitive comparison of all algorithmic possibilities on a broad variety of applications.
The implementation and the computational environment. In our implementation of Algorithm INDL, each inexact Newton step s IN
k was determined using restarted GMRES with a restart value of 200. Up to three restarts (600 total GMRES iterations) were allowed for each k. The preconditioner was an additive Schwarz preconditioner with an ILUT [36] factorization and solve on each subdomain. With this preconditioner, GMRES almost never restarted in our experiments. For each k, the initial approximate solution in GMRES was either zero or, optionally, the approximate Cauchy pointŝ CP k determined byd k = −∇f (x k ), which could be evaluated analytically by our codes and for which condition (2.3) of Theorem 2.1 holds for 0 < ≤ κ 2 (D) −1/2 (see Remark 2 following Theorem 2.1). Products of the Jacobian with vectors needed by GMRES were also evaluated analytically.
We used two choices for each forcing term η k in our experiments: a small constant choice η k = 10 −4 , which should result in fast linear convergence in a neighborhood of a solution; and an adaptive choice from [13] , called "Choice 1" there and given by
which should yield a certain superlinear convergence near a solution [13, Th. 2.2]. As in [13] , (4.1) was followed with the safeguard
to prevent the forcing terms from becoming too small too quickly away from a solution. In our implementation, we used η 0 = .01 and η max = .9.
Dogleg steps were selected using the standard and alternative strategies described in Procedures 3.1 and 3.2, respectively. Since, as noted previously, GMRES rarely restarted, Procedure 3.6 almost always produced the same steps as Procedure 3.2 when GMRES was started from the approximate Cauchy point. Thus there seemed to be no significant advantage in using Procedure 3.6 rather than Procedure 3.2 in this case. For consistency, then, we used Procedures 3.1 and 3.2 rather than Procedures 3.5 and 3.6 throughout.
In the test ared k < t · pred k at the top of the while-loop, we took t = 10 −4 , so that even very modest agreement would result in accepting the step. Within the while-loop, we used the fixed choice θ = .25 for each update δ ← max{θδ, δ min }. In updating δ in [δ min , ∞) following the while-loop, we used a procedure similar to that outlined in [11] , in which the trust region is shrunk (subject to the constraint δ ≥ δ min ) if F (x k + s k ) and F (x k ) + F (x k ) s k do not agree well, expanded if they agree especially well, and left unchanged otherwise. The specific procedure, in which 0 < ρ s < ρ e < 1, 0 < β s < 1 < β e , and δ max > δ min , is as follows:
If ared k /pred k > ρ e and s k = δ, update δ ← min{β e δ, δ max }.
In our implementation, we took ρ s = 0.1, ρ e = 0.75, β s = .25, β e = 4.0, δ min = 10 −6 , and δ max = 10 10 . The initial δ was determined after the computation of s IN 0 as follows: If s IN 0 < δ min , then δ = 2δ min ; otherwise, δ = s IN 0 . Our implementation of Algorithm INDL was done within the NOX nonlinear solver package [26] , a C++ object-oriented library developed at Sandia National Laboratories for the efficient solution of systems of nonlinear equations. The GMRES implementation and preconditioners were provided by the AztecOO package [22] , an extension of the Aztec library [47] , which provides an extensive suite of Krylov solvers and preconditioners for the parallel solution of linear systems. The parallel finite-element reacting-flow code MPSalsa [40] was used to set up the finiteelement discretization of the test problems described in section 4.2 and also to invoke the solvers. MPSalsa uses Chaco [21] , a general graph partitioning tool, to partition the FE mesh into subdomains and assign subdomains to processors. Successful termination of the nonlinear solution algorithm was declared if both of the following held: (1) 1 n W s k < 1, where n is the total number of unknowns and W is a diagonal weighting matrix with entries W ii = 1/(ε r |x
. In our tests, ε r = 10 −3 , ε a = 10 −8 , and F = 10 −2 . The first criterion is employed by MPSalsa and, in our experiments, was typically more stringent than the second and necessary to ensure that finer physical details of solutions are adequately resolved.
Our experiments were performed on an IBM cluster at Sandia National Laboratories having 16 nodes, with each node containing two one-GHz Pentium III processors with one GB of RAM each. Tests on the 2D problems were done using four nodes (eight processors); tests on the 3D problems were done using 15 nodes (30 processors).
The test problems.
The three benchmark problems considered here have been widely studied. We describe these in only qualitative terms and refer the reader to [30] and [41] for more specific descriptions of the governing partial differential equations, boundary conditions, and discretizations used in these experiments.
The problems are flow problems involving the steady-state Navier-Stokes equations for low-speed, incompressible flow, specifically the equations for momentum transport, total mass conservation, and, in one case, thermal energy transport. The unknowns are the fluid velocity vector, the hydrodynamic pressure, and, in the one case, the temperature. See [30] for precise formulations of the equations and the boundary conditions in each case. In each of our experiments, an algebraic system of the form (1.1) was obtained from the PDEs using a stabilized finite-element formulation following [23] and [45] . The Jacobian of the system is nonsymmetric and, when needed, was evaluated analytically in our tests.
Our first test problem is the thermal-convection problem [8] . This involves modelling the flow of fluid in a differentially heated square box in the presence of gravity. The PDEs are the equations for momentum and thermal energy transport and for mass conservation. The unknowns include the temperature as well as the fluid velocity and pressure. The temperature is held fixed at different values on two opposite faces of the box, with zero heat flux imposed on the remaining sides. The fluid velocity is zero on all sides. When suitably nondimensionalized, the equations involve two parameters: the Rayleigh number Ra and the Prandtl number Pr. As Ra increases for fixed Pr, the nonlinear effects of the convection terms increase and the solution becomes increasingly difficult to obtain. In our experiments, we took Pr = 1 and varied Ra. We considered 2D and 3D forms of this problem. The 2D problem was discretized on a 100 × 100 equally spaced mesh, which resulted in 40,804 unknowns for the discretized problem. In 3D, the discretization was on a 32 × 32 × 32 equally spaced mesh, resulting in 179,685 unknowns.
Our second test problem is the lid-driven cavity problem [18] , [39] . This requires simulating flow in the unit square in IR 2 or the unit cube in IR 3 driven by a moving upper boundary. The PDEs are the momentum transport and mass conservation equations; the unknowns are the fluid velocity and pressure. The fluid velocity on the top side is fixed at a nonzero value in the x-axis direction and held at zero on all other sides. An appropriately nondimensionalized form of the PDEs leads to the Reynolds number Re, a nondimensional parameter expressing the ratio of convective to diffusive momentum transport. As Re increases, the nonlinear components of the equations become more dominant and the problem becomes more difficult. We considered this problem in both 2D and 3D. The 2D computations were done on a 100 × 100 equally spaced grid, which led to 30,603 unknowns for the discretized problem. In 3D, the discretization was a 32 × 32 × 32 equally spaced grid, yielding 143,748 unknowns.
Our third test problem is the backward-facing step problem [17] . This involves the simulation of flow through a rectangular channel that is initially constricted and subsequently expands over a reentrant backward-facing step. As above, the PDEs are those for momentum transport and mass conservation, and the unknowns are the fluid velocity and pressure. The nondimensionalized form of the equations is again parametrized by the Reynolds number Re, with problem difficulty increasing as Re increases. We considered this problem only in 2D. The flow was computed only in the expanded portion of the channel; flow entering from the constricted portion was simulated by imposing a parabolic velocity profile in the upper half of the inlet boundary and zero velocity on the lower half. See [30] for further details of the domain and boundary conditions. The problem was discretized on a 20×400 unequally spaced mesh (with a finer mesh near the step), which resulted in 25,263 unknowns.
The test results.
In our experiments, we first conducted a robustness study. In this, we applied our implementation of Algorithm INDL with the algorithmic options described in section 4.1 to the test problems in section 4.2 and tabulated the numbers of failures with different options as problem parameters varied. The specific parameter values considered are as follows:
2D and 3D Thermal Convection Ra = 10 3 , 10 4 , 10 5 , 10 6 , 2D Lid-Driven Cavity Re = 1, 000, 2, 000, . . . , 10, 000, 3D Lid-Driven Cavity Re = 100, 200, . . . , 1, 000, 2D Backward-Facing Step Re = 100, 200, . . . , 700, 750, 800.
The results of the robustness study are given in Table 4 .1. For comparison, the table also includes results for NOX Newton-GMRES implementations with no globalization and with a backtracking globalization from [12] (see also [41] , [31] , [30] ); these results were obtained in an earlier study involving identical test conditions (see [29, ). Table 4 .1 shows that both the dogleg and backtracking globalizations significantly improved robustness in these experiments, reducing the total numbers of failures with both forcing terms by 69% to 77%, compared to the method without globalization. Improvement was especially pronounced when adaptive forcing terms were used, a result consistent with other studies of globalized Newton-GMRES methods [31] , [41] , [30] . As also observed elsewhere [3] , [41, section 5], [30] , the dogleg and backtracking globalizations performed fairly comparably overall on these test problems, although there were some differences in the numbers of failures and where failures occurred. In view of the limited scope of these tests, we feel that further testing is needed to assess more fully the comparative robustness of these methods.
We next conducted an efficiency study of the dogleg methods, in which we compiled run times and other statistics for Algorithm INDL with different options on a selected set of test problem cases. This set included all cases considered in the robustness study in which all of the dogleg methods succeeded. Additionally, since all dogleg methods using the small constant forcing terms failed on the 2D lid-driven cavity problem for each value of Re above 1, 000, we included cases of this problem with 100 ≤ Re ≤ 1, 000. The specific cases considered are as follows: Robustness study: For each method, the upper and lower rows to the right show the numbers of failures with, respectively, the adaptive and small constant forcing terms. "TC," "LDC," and "BFS" denote, respectively, the thermal-convection, lid-driven cavity, and backward-facing step problems. * GMRES solves starting from zero. * * GMRES solves starting from the approximate Cauchy point. The results of the efficiency study are given in Table 4 .2. 6 One sees that, as before, the forcing terms significantly influenced the performance of the methods. The adaptive forcing terms resulted in more inexact Newton steps on average than the more aggressive small constant forcing terms; however, the adaptive forcing terms led to significantly fewer GMRES iterations, both overall and per inexact Newton step. In the balance, the adaptive forcing terms yielded smaller run times. For a particular choice of forcing terms (adaptive or small constant), the methods performed fairly similarly, although when small constant forcing terms were used, the methods with Procedure 3.2 were somewhat less efficient in all statistics.
Concluding summary.
In the preceding, we provide a theoretical framework and practical strategies for implementing dogleg globalizations of general inexact Newton methods for solving a nonlinear system (1.1).
In section 2, we outline a very general inexact Newton dogleg method. In this, the dogleg curves are defined using general inexact Newton steps together with approximate steepest-descent directions and Cauchy points. To be admissible, trial steps along these curves must satisfy only mild minimum-length requirements in addition to being within trust regions. A convergence theorem for this method is given; this asserts that if the approximate steepest-descent directions are bounded away from orthogonality with the exact steepest-descent directions, then every limit point of a sequence of iterates generated by the method is a stationary point of F . Moreover, if there is a limit point at which the Jacobian of F is nonsingular, then that point must be a solution of (1.1) and the iterates must converge to it. In this case, initial trial steps are ultimately accepted without modification by the method, and the inexact Newton steps are ultimately admissible trial steps.
In section 3, we discuss strategies for selecting trial steps along the dogleg curves. It is noted that the step-selection strategy traditionally used in the exact-Newton case may exhibit certain shortcomings, principally that, when the forcing term is not small, this strategy may select the inexact Newton step even though a step biased toward the approximate Cauchy point may give significantly greater linear model norm reduction within the trust region. An alternative strategy is proposed that avoids this shortcoming. As a refinement of these strategies, simple modifications are introduced that further determine each dogleg step to minimize the local linear model norm along the dogleg curve within the trust region, provided both the approximate Cauchy point and the inexact Newton step have been computed.
In section 4, we report on numerical experiments in which a Newton-GMRES implementation of the general inexact Newton dogleg method in section 2 using the step-selection strategies in section 3 was applied to several two-and three-dimensional benchmark problems involving the steady-state Navier-Stokes equations. Although somewhat limited in scope, these experiments demonstrate the robustness of the method with these step-selection strategies and other algorithmic options on these challenging problems. They also provide an indication of the relative efficiency of these strategies and options. The use of adaptive forcing terms resulted in significantly greater robustness and some improvement in efficiency compared to the constant forcing term strategy; these results are consistent with previous studies of globalized inexact Newton methods. Otherwise, these experiments do not show dramatic differences in performance among the strategies and options that we tested. We feel that this may reflect the particular nature of the limited test set and also the rather modest problem sizes; there may be more pronounced differences in performance on other, broader test sets and higher-resolution problems. A more comprehensive numerical study will be the subject of future work.
