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ABSTRACT
The increasing availability of open government datasets on theWeb
calls for ways to enable their efficient access and searching. There is
however an overall lack of understanding regarding spatial search
strategies which would perform best in this context. To address
this gap, this work has assessed the impact of different spatial
search strategies on performance and user relevance judgment. We
harvested machine-readable spatial datasets and their metadata
from three English-based open government data portals, performed
metadata enhancement, developed a prototype and performed both
a theoretical and user-based evaluation. The results highlight that
(i) switching between area of overlap and Hausdorff distance for
spatial similarity computation does not have any substantial impact
on performance; and (ii) the use of Hausdorff distance induces
slightly better user relevance ratings than the use of area of overlap.
The data collected and the insights gleaned may serve as a baseline
against which future work can compare.
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1 INTRODUCTION
Thanks to a growing number of countries committing to open
data principles, an increasingly large amount of open government
datasets is currently available on the Web. Many of these datasets
are georeferenced (and in the absence of reliable statistics, extrap-
olating results from previous work [22] suggests that at least 60%
Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).
GIR’19, November 2019, Lyon, France
© 2019 Copyright held by the owner/author(s).
ACM ISBN 978-1-4503-7260-2/19/11.
https://doi.org/10.1145/3371140.3371142
could be georeferenced). Within GIScience, re-use of these datasets
has attracted the interest from research, and previous work has
suggested, inter alia, semantic application programming interfaces
to retrieve datasets according to their thematic categories [16], a
platform to monitor open data re-use [14], a one-stop portal for
open data search [23], and a vision of intelligent geovisualization
to exploit these datasets [15]. Direct and indirect costs of open
geospatial data provision were discussed in [29]; Benitez-Paez et al.
[5] presented an empirically-derived taxonomy of barriers to open
data re-use from a user’s standpoint; and Benitez-Paez et al. [4]
proposed a conceptual framework to improve the reusability of
open geographic data in cities.
Despite these early achievements, much work is still needed to
help users take advantage of existing open government datasets
(OGD). One area deserving more attention, in particular, is that of
search of these datasets. The awareness that datasets are peculiar
enough to deserve their own treatment in information search has
led Google to introduce Google Dataset Search [47]. More specif-
ically, in the context of open government, Zuiderwijk et al. [61]
report a ‘lack of search support’ for OGD. This issue is echoed by
Koesten et al. [32], who pointed out that finding data is a major
issue for data practitioners, and the information they need to eval-
uate their fitness of use is not always available or easy to interpret
out of context. Along the same lines, Xiao et al. [60] identified find-
ing usable (i.e. what they call ‘content-relevant’) OGD as a current
major challenge.
An example of work underway to improve the discoverability
of georeferenced OGD is Lafia et al. [35]. Their work tackled the
problem of heterogeneous naming of semantically similar content
through the addition of semantic annotations to metadata. This
article intends to provide another take on the OGD discoverability
issue. In particular, the main goal is to shed some light on the merits
of different spatial search strategies for OGD. The research ques-
tion investigated is: What is the impact of different spatial search
strategies on performance and user relevance judgment? Putting the
question under scrutiny has both theoretical (i.e. an understanding
of aspects of search that boost desirable outcomes) and practical
(i.e. recommendations for designers of search systems) value. The
key contribution of the article is insights from the systematic com-
parison of 11 strategies for spatial search. A byproduct of the in-
vestigation is a series of methodical steps to holistically assess the
merits of spatial search strategies more broadly.
The search strategies were chosen to examine four aspects of
OGD retrieval more closely: (i) the impact of space as extra dimen-
sion; (ii) the impact of the spatial similarity function (i.e. area of
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overlap or Hausdorff distance); (iii) the impact of the query expan-
sion approach (i.e. synonyms only vs synonyms, hypernyms, and
hyponyms); and (iv) the impact of the query expansion source (i.e.
WordNet or ConceptNet). Related work is presented briefly in Sec-
tion 2, touching on the topics of open government data, relevance
in geographic information retrieval (GIR) and query expansion. The
method used during the study and the 11 strategies examined are
introduced in Section 3. Section 4 presents the results of a theoreti-
cal evaluation assessing the performance of the search strategies,
and Section 5 reports on a user study with 16 participants assess-
ing the impact of the strategies on user relevance judgment. The
implications of all results are discussed in Section 6, and Section 7
concludes the article.
2 RELATEDWORK
As said above, this work systematically compares the impact of
spatial search strategies on performance and relevance judgment
in OGD. To set the scene, this section introduces previous work on
OGD more broadly, relevance in geographic information retrieval,
and query expansion (four search strategies use query expansion
as a technique). Overall, the key takeaway is that research on OGD
is vibrant, yet our understanding of ‘user relevance’ in the context
of georeferenced OGD items is still limited.
2.1 Open Government Data
With the emergence of open government data portals around the
world in the last decade, open government data has become a burn-
ing research area. As a result various works have attempted to
address open government data from different perspectives includ-
ing but not limited to OGD management, policies, legal issues,
usage and values (in social sciences), OGD infrastructure and in-
teroperability, cleaning, quality assessment, visualization, linking,
publishing, mining, rating and feedback methods (in information
sciences) [9]. As the main focus of this research is on data discov-
ery, this section briefly presents previous work on linked open
government data, OGD spatial information retrieval, as well as
OGD platforms and working principles.
2.1.1 Linked Open Government Data (LOGD). Despite govern-
ments’ reduced cost of providing data to consumers thanks to open
government data portals, making OGD datasets available as raw
datasets has made the human workload of making them machine-
understandable bigger. The need for effective infrastructure, there-
fore, arises from the necessity of distributing this workload and
facilitate easier use of government data by the community of users
and developers [18]. The Semantic Web and linked open govern-
ment data (LOGD) [17] overcome provision, reuse, and integration
limitations by exposing OGD as interlinked datasets to the public
via RDF (Resource Description Framework) and SPARQL endpoints.
This allows users and developers to access linked data in JSON and
XML and easily build applications that make use of LOGD.
Ding et al. [18] developed a Semantic Web-based LOGD Portal to
facilitate the usage of LOGD, increase the reuse of data and thereby
serve the growing international community of open government
data. This work has been used as a base for data.gov by converting
the datasets in data.gov into RDF and then again back to data.gov
to enable users easier discovery of open data and relationships
between these data. Rozell et al. [56], on the other hand, devel-
oped an International Open Government Data Search system that
performs information retrieval on a catalog of open government
datasets aggregated from 43 countries. The system allows users
to filter datasets by keyword terms from titles and descriptions,
source catalogs, countries of origin, category tags and so on.
2.1.2 OGD Spatial Information Retrieval. Although the LOD
works are relevant regarding open government data portals, data
reuse and give insight into the goal and research focus of OGD, they
do not tackle the spatial information retrieval issue approached in
this work. More related to our work, Neumaier and Polleres [45]
proposed algorithms to add spatio-temporal annotations to datasets
from OGD portals, as a first step for OGD retrieval based on spatio-
temporal properties. Kuo and Chou [33] proposed a scoring of OGD
metadata based on their spatial and temporal properties. de Fernan-
des Vasconcelos et al. [11] proposed to improve spatial queries in
open government data portal by performing spatial similarity of
area of overlap based on bounding box and ranking at a resource
level. They evaluated their approach with the help of harvested
datasets from OGD Brazil using a CKAN API. Their work only con-
siders spatial search without due consideration to thematic queries
that we incorporated in this study. Another set of works [10, 28, 34]
was mainly about spatial data infrastructures or geospatial catalogs
based on metadata, but is of interest for our study.
Lacasta et al. [34] proposed discovering related geospatial data
in different resources by taking all metadata records of resources
that partially fulfill a query (i.e., intersect the bounding box or only
match the themes), find their spatial & thematic relations and gen-
erate sets of metadata records or results that are a better answer to
the query than each one individually. Even though their work is
not exclusively for open government data, it was of interest for our
research work for three reasons. In their implementation they used
Hausdorff distance as a way of result ranking which they deemed
as appropriate for ordering geometries of different size like country
vs region. They also reported their inability to perform simultane-
ous spatial and thematic search in data.gov.uk. Third, they pointed
out the absence of ontologies for query expansion in such data
portals. These directions were also considered in our systematic
comparisons. In another work dealing with geographic information
retrieval and ranking in spatial data infrastructures, Chen et al. [10]
proposed using artificial neural networks to learn from knowledge
of experts to integrate the characteristics of geospatial data to the
computation of an overall similarity score. Among the similarities
integrated, one is thematic similarity in which they used WordNet
similarity methods. They stated to have achieved a higher precision
in terms of similarity computation of geospatial data but pointed
out the availability of limited Geoscience related vocabularies in
WordNet and the need for continuous similarity results. The use of
an advanced knowledge base that improvesWordNet and Hausdorff
distance in this study was, therefore, motivated from their work. Fi-
nally, Jiang et al. [28]’s conducted two studies on the topic of spatial
data infrastructure. They first developed a system that improved
search experience of users from oceanographic data by utilizing
data relevancy from user behavior using semantic query expansion
and machine learning-based ranking. They also attempted to incor-
porate users’ multidimensional preferences by identifying spatial
Spatial Search Strategies for Open Government Data: A Systematic Comparison GIR’19, November 2019, Lyon, France
similarity and metadata attributes and thereby improve the optimal
user experience.
2.1.3 Open Government Data Portal Platforms. Different plat-
forms are being used as open data solutions including CKAN,
DKAN, Socrata, Junar1 [41]. Most popular government data portals
nowadays are based on CKAN, the world’s leading open-source
data portal [48]. CKAN (Comprehensive Knowledge Archive Net-
work) is a web-based management system developed by the Open
Knowledge Foundation and is being used by more than 192 govern-
ments, institutions, and other worldwide organizations to manage
open government data [48]. The popular open government data por-
tals reviewed in this work like the European Data Portal, Data.gov,
Data.gov.uk, Data.gov.ie are also based on CKAN. CKAN provides
RESTFUL APIs for data access that were used for harvesting in
this work [48]. In open government data portals in general (and
CKAN in particular) full-text search is one integral functionality.
Full-text search, defined in [31], as the ability to query and possibly
rank documents based on relevance, in its simplest form helps us
to find documents containing given keywords ranked by their fre-
quency in the document. CKAN is written in Python and uses Solr, a
Java-based open-source information retrieval library, to achieve full-
text search functionality on the datasets stored in it’s PostgreSQL
backend [59]. However, Solr is not the only popular information
retrieval alternative [31]. Despite the use of external libraries on
top of PostgreSQL for full-text search, PostgreSQL also provides
full-text functionality on its own, which is powerful enough for
simpler applications [3, 52]. PostgreSQL’s full-text search uses pre-
processing and indexing to prepare documents and save for later
rapid searching. The pre-processing is done by breaking documents
into words, removing stop words, converting words into lexemes,
optimizing and storing the preprocessed documents [52]. While
the storage of pre-processed queries is done using vector datatype
(tsvector), tsquery is used for making preprocessed queries [51].
Both tsvector and tsquery are used in this work for full-text search-
ing and ranking.
2.2 Query Expansion
Another relevant topic for this study is query expansion. Query
expansion has been proposed as a way of improving search results
by adding expansion terms to users’ search keywords [2]. The
source of query expansion terms is critical in query expansion
studies. Knowledge bases like WordNet are of high interest in this
case because they are built manually by experts and are regarded
as highly accurate [50]. On the other hand, WordNet has a lower
coverage of geospatial keywords [10]. Since our work considers
open government data with potential geospatial terms, another
knowledge base (ConceptNet) was considered as an alternative.
Despite the difficulty of using concepts as query expansion terms,
ConceptNet has been evaluated for query expansion by [2, 6, 24,
25, 55]. We take a deeper look at both knowledge bases in the next
subsections.
1DKAN is an open data cataloging, publishing, and visualization platform by CivicAc-
tions allowing governments to easily publish data to the public. Socrata is an open data
platform hosting corpus of government datasets accessible via opendatanetwork.com
and an API opening it up for automated exploration and research. Junar is also an early
leader in Open Data publishing which offers a Software-as-a-Service (SaaS) hosting
model with a fully-fledged infrastructure of hardware, software, and storage.
2.2.1 WordNet. WordNet is a linguistic database of English
words (nouns, verbs, adverbs, adjectives) organized into synonyms,
which in turn denote an underlying linguistic concept [39]. The
following relations are represented in WordNet:
• The basic relation in WordNet is synonymy. Synonyms are
words that refer to the same concept and are interchangeable
in many contexts. E.g: communities and residential areas or
residential districts (residential area and residential district
are both synonyms of community);
• Hyponymy and Hypernymy represent sub-type and super-
type relations between synsets (i.e. unordered sets which
groups synonyms together). E.g: learning and education (di-
rect Hyponym and Hypernym), village and community (Hy-
ponym), community and people (Hypernym);
• Meronymy and holonymy (part-whole), antonymy (oppo-
sites) and troponymy (which indicates manners) are addi-
tional relations used to represent semantic relations in Word-
Net.
2.2.2 ConceptNet. ConceptNet, on the other hand, is a multilin-
gual knowledge base consisting of over 1.6 million facts spanning
the spatial, physical, social, temporal, psychological and other as-
pects of life. ConceptNet was generated from 700000 sentences
from the Open Mind Common Sense Project — a collaboration of
over 14000 authors. It is designed to help computers understand
words expressed in natural language and consists of knowledge
from sources such as Wiktionary, OpenCyc and Multilingual Word-
Net [42, 57]. ConceptNet’s structure is mainly made up of edges
and relations. An edge (or assertion) denotes a unit of knowledge
representation in ConceptNet and a relation captures relationships
among edges [57]. ConceptNet has several types of relations, for
instance [43]:
• Synonym - Represents edges of similar meanings. This is
the synonym relation in WordNet as well. E.g: sunlight and
sunshine;
• IsA - A subtype or specific instance. It corresponds to the
hyponym relation in WordNet. E.g: car IsA vehicle; Chicago
IsA city;
• MannerOf - similar to IsA but for verbs. E.g: auction and sell.
Additional relations modelled within ConceptNet include Relat-
edTo, FormOf, PartOf, HasA, UsedFor, CapableOf, Causes, Antonym,
UsedFor, DerivedFrom, SymbolOf, DefinedAs, Entails, SimilarTo.
In our study, after testing a combination of WordNet relations for
different queries only synonyms, hyponyms and hypernyms were
leading to changes in the results so only these three relations were
considered in the experiments. ConceptNet’s synonym, IsA and
MannerOf relations are the relation types that correspond to Word-
Net’s synonyms and hyponyms/hypernyms respectively with 100%
certainty [43].
2.3 Relevance in GIR
As pointed out in [20], relevance is a concept that encapsulates a
relationship between a user’s information need and a resource that
is available to meet that need. In practice, relevance is computed as
a similarity function between a representation of the user’s query
and representations of available information resources to answer
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the query. Within GIR, a distinction is drawn between ‘geographic
relevance’ and ‘relevance of geographic documents’. Geographic
relevance refers to the “the relevance of a geographic entity, given
a specific context of usage” [12], whereas relevance of geographic
documents estimates how well a given document is likely to fulfill
a user’s spatial information need (see [53]). Relevance is used in
this work in the latter sense.
Relevance ranking has been examined for georeferenced videos
in [1, 19]. Ay et al. [1] proposed algorithms for ranking of videos
based on their spatial and temporal properties, and Fritze et al.
[19] reported on 12 criteria suggested by users to determine the
relevance of georeferenced videos. Despite these works, and work
examining geographic relevance (e.g. [12, 54]), “relevance in GIR
is [still] not well defined, above all when the user is considered
and not only a query in its broader context” [53]. Acknowledging
the difficulty of clearly pinpointing what relevance is, Mizzaro [44]
suggested to model relevance as a point in a four-dimensional space,
the values of each dimension being:
In f Res = {Document , Surroдate, In f ormation}; (1a)
Repr = {RIN , PIN ,Request ,Query}; (1b)
Time = {t(rin0), t(pin0), t(r0), t(q0), t(q1), ..., t(qn ), t(f )}; (1c)
Comp = f {Topic,Task,Context , ..., (Topic,Task,Context)} (1d)
The first dimension (InfRes) represents the set of information
resources the user has access to. This may be a document (i.e. phys-
ical entity that the user will obtain after seeking the information),
a surrogate (i.e. a representation of a document, consisting of el-
ements such as title, list of keywords, abstract, author names), or
some information (i.e. the non-physical entity that the user creates
when reading a document). The second dimension (Repr) is the
representation of the user’s problem. Here the user has a real infor-
mation need (RIN) to which they associate a perceived information
need (PIN). The PIN is an implicit representation of the problematic
situation in the user’s mind. The user then expresses the PIN in a
request (i.e. a representation of the PIN in human language) and
eventually formalizes the request in a query (i.e. a representation
of the request in a system language). The third dimension (Time)
refers to the set of the time points from the arising of the user’s RIN
until its satisfaction. Finally, the fourth dimension (Comp) refers to
three further components that can be used in the classification of
different kinds of relevance, namely: topic (i.e. subject area interest-
ing for the user); task (i.e. activity that the user will execute with
the retrieved documents); and context (i.e. everything affecting the
way the search takes place and the evaluation of results, but not
pertaining to topic and task). The type of relevance examined in this
article is of the form: rel = (surrogate, request, (topic, task, context)).
A detailed explanation of each of the components (i.e. surrogate,
request, and so on) is provided in Section 5.
3 RESEARCH METHOD
As stated in Section 1, this work intends to examine the impact of
different spatial search strategies on performance and user rele-
vance judgment. User relevance judgement was formally specified
in Section 2.3 above. Contrary to [20] where relevance judgments
were created before the study, relevance judgments in this case are
collected during the study in the context of a user-based evalua-
tion. Performance in the work was assessed through two proxy
measures: the number of results returned (a possible indicator of
diversity), and the completion time.
As Figure 1 shows, four top-level strategies were considered at
the beginning of the study. The first strategy, baseline strategy, is
based on only full-text search while the other strategies consider
spatial search. The baseline strategy is similar to the current work-
ing approach in Data.gov.uk and Data.gov.ie (except that in this
study we performed queries like (theme AND space) instead of
(theme OR space)). In the second strategy, baseline spatial, location
names are parsed and geocoded for spatial search. Therefore, a
simultaneous spatial and thematic search is realized in this strategy.
The second strategy addresses the missing simultaneous thematic
and spatial search functionality in the aforementioned OGDs. The
third strategy improves the second strategy by expanding the the-
matic keywords with expansion terms from WordNet and then
applies weighted simultaneous full-text search and spatial search,
followed by spatial ranking. This strategy is used to assess the
impact of query expansion in OGD. Finally, the fourth strategy im-
proves again the second strategy but by using ConceptNet for query
expansion instead of WordNet and applies simultaneous weighted
full-text search and spatial search and ranking. The query expan-
sion is done using two different paths. The first uses only synonyms,
while in the second we used a combination of synonyms, hyper-
nyms, and hyponyms. The same is true of the ConceptNet-based
query expansion. First we only considered ConceptNet synonyms
and then a combination of synonyms, IsA and MannerOf which cor-
respond to synonyms, hypernym, hyponym relations in WordNet.
Therefore, the strategies compared totaled 11.
The work followed four steps: (i) first, harvesting of datasets and
their corresponding metadata from selected data portals. This was
followed by (ii) enhancing and preprocessing of the metadata. Pre-
processed metadata of the harvested datasets were stored in a Post-
greSQL database. We then (iii) developed a prototype application us-
ing the Python flask framework (see Figure 2). Finally, (iv) the proto-
type was used to evaluate the suggested strategies both with respect
to performance and user-based ratings of relevance. The scripts for
datasets/metadata harvesting, and the prototype application can be
found on GitHub (https://github.com/brhanebt/recommender).
3.1 Data harvesting and preprocessing
We have harvested machine-readable datasets of GeoJSON formats
and corresponding JSON and CSV resources from CKAN-based
data portals of three English speaking countries (data.gov.uk~959,
data.gov~1003, and data.gov.ie~547 datasets) using the CKAN API.
Since the harvested metadata of the datasets didn’t always have
spatial extent, the spatial metadata enhancement is done (in case of
missing spatial extent), either using the metadata or the GeoJSON
file’s bbox field. The spatial metadata enhancement is done via one
of three approaches used in [11]. First, by collecting minimum and
maximum coordinates from each feature in the GeoJSON’s feature
collection. These are then aggregated into a bounding area of en-
velopes using OGR Envelope, which returns a tuple (minX, maxX,
minY, maxY) [21]. If geojson features (or feature collections) are
missing, the second alternative is applied using DBPedia Spotlight
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Figure 1: Search strategies examined during the work.
Figure 2: User interface of the prototype.
[38] to parse place names in title or description in the dataset meta-
data and OSM Nominatim [49] to find a geometry associated with
the place name. If no place name is found in the title or description,
the third option uses the data portal’s URL and OSM Nominatim to
geocode the country’s spatial extent as the dataset’s spatial extent.
Following the spatial metadata enhancement using either of
the above alternatives, the thematic metadata is preprocessed and
stored in PostgreSQL. The thematic metadata preprocessing is done
by vectorizing (tokenizing) the textual metadata using PostgreSQL’s
tsvector function for weighted vectorization. Title and tags were
given the weight A, and description was ascribed the weight B (see
[51] for details about weights in PostgreSQL 9).
3.2 Experimental setup
Computer. The prototype was developed, tested and evaluated
on a computer with the following characteristics: Computer Manu-
facturer: HP; Processor: AMD A6-9220 RADEON R4, 5 Compute
Core 2c+3G 2.50 GHz; RAM: 8GB; System type: 64-bit operating
system, x64-based processor; Operating System: Windows 10. Any
performance value reported later should thus be interpreted in the
light of these characteristics.
Thematic User Input Synonym Hypernym Hyponym
Weight 1.0 1.0 0.8 0.9
Table 1: WordNet Query Expansion Weights
Thematic User Input Synonym IsA MannerOf
Weight 1.0 1.0 0.9 0.9
Table 2: ConceptNet Query Expansion Weights
Weights for query expansion. The weights in Table 1 and 2, in-
spired primarily by previous work [25], were used during the work.
Spatial similarity. As mentioned in previous work [7, 20], two
common methods to quantify the spatial similarity of polygons are
‘area of overlap’ (AO) and the Hausdorff distance (HD). Both meth-
ods were applied in the study. The spatial similarity was computed
in all strategies except the first strategy.
Aggregation. The aggregation of the ranking results from both
the thematic and spatial ranking is performed using the formula:
Score = N (R(t)) + N (R(s)) (2)
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where N(R(t)) is the normalized ranking of the full-text search as re-
turned from PostgreSQL’s Ts_rank. N(R(t)) is obtained by dividing
each rank by the range of all scores, to get a value between 0 and 1.
N(R(s)) is the normalized ranking of the spatial query result based
on either the area of overlap or Hausdorff distance. This too is ob-
tained by dividing a given spatial similarity value by the difference
between max and min spatial similarity scores. The normalized
area of overlap produces similarity scores ranging from 0 (none
similarity) to 1 (complete similarity) while the opposite is true with
Hausdorff distance. Therefore, the inverse weighting is used before
normalizing the results of Hausdorff distance [36]. Finally, results
are ranked by the aggregated score. This is done for all strategies
except the keyword-based baseline strategy that is based only on
full-text search.
Implementation of strategies. The strategies were implemented
as follows: Baseline Keyword (full-text search using both thematic
and spatial query terms, and then ranking of results using only
PostgreSQL’s TS_Rank); Baseline Spatial (spatially restricted re-
sults using the INTERSECTS condition on the metadata stored in
PostGIS and the spatial query term; spatial similarity computa-
tion using AO/HD; then full-text search on the spatially restricted
results using the thematic query term; ranking using the aggre-
gated ranking score above); WordNet QE (expansion of users’ input
queries with WordNet; then spatially restricted results using the
INTERSECTS condition on the metadata stored in PostGIS and the
spatial query term; spatial similarity computation using AO/HD;
then weighted full-text search on the spatially restricted results
using the thematic query term and the weights introduced above;
ranking using the aggregated ranking score above); ConceptNet
QE (same approach as WordNet, except the use of ConceptNet as a
source for the expansion instead).
Queries. Spink et al. [58] reported that the average size of users’
web search is 2.4 words. Recent analyses [30, 32], addressing specif-
ically the task of data search, revealed an average query length of
2.44 words and 2.67 respectively. In keeping with these results, the
tests were done using about 2 words per query. To evaluate the
performance of the strategies (both in terms of response time and
number of results), the following four thematic and spatial query
combinations were selected after testing multiple ad-hoc queries:
(1) Population England (hereafter Q1)
(2) Learning Wales (hereafter Q2)
(3) Transport Fairfax (hereafter Q4)
(4) Communities Republic of Ireland (hereafter Q4)
4 THEORETICAL EVALUATION
Tables 3 to 6 presents the results of the performance evaluation.
Regularities observed across all four queries are: (i) switching be-
tween area of overlap and Hausdorff distance for spatial similarity
computation does not have any substantial impact on performance;
(ii) query expansion using WordNet synonyms, hypernyms and hy-
ponyms consistently provides the best compromise between diver-
sity (i.e. variety of results) and response time; (iii) query expansion
using ConceptNet is, as of now, not recommendable for practical
applications ( ‘for a routine request, the acknowledgment should be
within two seconds’ [40], but results were obtained within a time in
Table 3: Performance results for “Population England”
Query Terms: “Population England” (Q1)
Strategy Time (in seconds) Number of results
Baseline 1 3
Baseline AO 2 21
Baseline HD 2 21
WordNet 01 AO 2 21
WordNet 01 HD 2 21
WordNet 02 AO 4 101
WordNet 02 HD 4 101
ConceptNet 01 AO 15 21
ConceptNet 01 HD 15 21
ConceptNet 02 AO 15 21
ConceptNet 02 HD 15 21
Table 4: Performance results for “Learning Wales”
Query Terms: “Learning Wales” (Q2)
Strategy Time (in seconds) Number of results
Baseline 1 13
Baseline AO 2 14
Baseline HD 2 14
WordNet 01 AO 3 44
WordNet 01 HD 3 44
WordNet 02 AO 4 129
WordNet 02 HD 4 129
ConceptNet 01 AO 15 31
ConceptNet 01 HD 12 31
ConceptNet 02 AO 15 53
ConceptNet 02 HD 12 53
the order of 10 seconds); and (iv) using space as an extra dimension
for search boosts results (as evidenced by the differences observed
between the ‘baseline’ and ‘baseline spatial’ strategies2).
5 USER EVALUATION
This section is concerned with the impact of the search strategies
on user relevance judgment. As mentioned in Section 2.3, relevance
in this work is of the form: rel = (surrogate, request, (topic, task,
context)). Users worked on surrogate information resources, that
is, representations of datasets consisting of title and description.
They expressed their information need using requests (i.e. queries
in a natural language consisting of two keywords, one thematic
and one spatial, see Figure 2). The users interacted with four topics,
which correspond to the four sets of keywords from Section 3.2.
The implicit task was to ‘satisfy one’s curiosity’, and two impor-
tant elements of context here are: the device (the users worked
on a desktop computer - instead of a mobile device or a tablet for
example); and the user interface design (which provides separate
2In the baseline strategy, a full-text search of both thematic and spatial keywords is
applied on the metadata stored in PostgreSQL without any spatial consideration. On
the contrary, the baseline spatial strategy computes first the spatial similarity between
the bounding box of the user’s toponym and the geographic footprint of the metadata
(e.g. using area of overlap or Hausdorff distance). Afterward, the set of results to be
returned is restricted, based on the thematic component of the user’s query.
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Table 5: Performance results for “Transport Fairfax”
Query Terms: “Transport Fairfax” (Q3)
Strategy Time (in seconds) Number of results
Baseline 1 7
Baseline AO 2 16
Baseline HD 2 16
WordNet 01 AO 2 18
WordNet 01 HD 2 18
WordNet 02 AO 2 74
WordNet 02 HD 2 74
ConceptNet 01 AO 18 21
ConceptNet 01 HD 18 21
ConceptNet 02 AO 18 33
ConceptNet 02 HD 18 33
Table 6: Performance results for “Communities Republic of
Ireland”
Query Terms: “Communities Republic of Ireland” (Q4)
Strategy Time (in seconds) Number of results
Baseline 0 0
Baseline AO 2 79
Baseline HD 2 79
WordNet 01 AO 3 83
WordNet 01 HD 3 83
WordNet 02 AO 5 296
WordNet 02 HD 5 296
ConceptNet 01 AO 3 79
ConceptNet 01 HD 3 79
ConceptNet 02 AO 3 79
ConceptNet 02 HD 3 79
input fields for place names and thematic keywords, see Figure 2).
Response times for query expansion with ConceptNet exceeded
the 10 seconds limit recommended by previous work [8, 40, 46], to
keep the user’s attention focused on the dialogue with a computer
system. For this reason, strategies involving ConceptNet were not
included in the user evaluation. Hereafter, s1 refers to Baseline,
s1 to Baseline AO, s3 to Baseline HD, s4 to WordNet 01 AO, s5 to
WordNet 02 AO, s6 to WordNet 02 AO, and s7 to WordNet 02 AO.
Participants and tasks. 16 participants (5 Female) participated in
the study. They were recruited via word of mouth at the University
of Münster. Most of them (13) had already used open data before
the experiment, with reported purposes of usage being: application
development (6), scientific hypothesis testing (7), coursework (11)
and fun (1). The instruction given to the participants was:
You are interested in datasets about or related to [TOPIC].
(a) Search for these datasets using
Query Theme: [KEYWORD1]
Query Location: [KEYWORD2]
(b) For each of the first seven results, assign a star indicating
its relevance to your information need: the more number of
stars, the more relevant the result.
Table 7: Average DCGs pro query and strategy
q1 q2 q3 q4 Average
s1 29,34 16,15 26,8 - 24,10
s2 28,56 20,61 26,17 20,84 24,05
s3 28,87 18,64 25,27 24,52 24,32
s4 28,19 21,88 24,76 20,71 23,88
s5 29,61 19,57 23,99 25,77 24,7
s6 27,09 19,22 25,46 18,91 22,67
s7 22,99 18,64 20,14 24,98 21,69
Average 27,81 19,24 24,66 22,62 -
Table 8: Borda scores for the seven strategies
q1 q2 q3 q4 Borda score
s1 5 0 6 0 11
s2 3 5 5 3 16
s3 4 2 3 4 13
s4 2 6 2 2 12
s5 6 4 1 6 17
s6 1 3 4 1 9
s7 0 2 0 5 7
About 2,800 relevance ratings were collected. The same com-
puter was used by all participants for all tasks, and the computer
screen was video-recorded. To learn about the rating process itself,
participants were asked to fill a short questionnaire after complet-
ing all tasks. The study was approved by the institutional ethics
board. One participant skipped several query results without rating.
Another participant did not rate any query for strategies 1 and 7.
Thus, the analysis and results that follow are based on the 14 users
who completed the relevance ratings for all seven queries. Queries,
where users rated less than the first seven results as requested in the
instruction, were also excluded from the analysis. In cases, where a
participant provided ratings for more than the first seven results
(say 10), only the ratings of the first seven items were considered.
In the end, 2219 ratings were included in the analysis.
Results. The discounted cumulative gain (DCG, [26]) was com-
puted pro query term and user, and then averaged across the 14
users for each query. Q1 returned only three results for strategy s1.
The DCG for q1 in s1 was thus computed with rating values of zero
for the positions 4, 5, 6, and 7. Table 7 presents the results. To arrive
at a conclusion of the ‘preferred’ strategy by the users, a (simple)
Borda voting scheme [37] was applied to the results obtained in
Table 7. The seven strategies were ranked according to the mean
DCG obtained, and assigned points according to their respective
ranks. Table 8 shows the results.
Feedback about the rating process. Baseline values for user-based
document ratings in the GIR literature are scarce, and so are bench-
mark values related to the topic. For this reason (and as mentioned
above), another objective of the user study was to learn about the
rating process itself, to inform similar future studies. Three aspects
were examined: the user performance (i.e. in terms of number of
results rated pro minute), the variability of the ratings across users,
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Table 9: Coefficients of variation (%) pro query and strategy
q1 (%) q2 (%) q3 (%) q4 (%) Average
s1 11,01 21,67 16,23 - 16,30%
s2 11,41 30,71 16,01 39,59 24,43%
s3 11,81 32,99 14,48 29,45 22,18%
s4 13,12 23,31 17,37 34,57 22,09%
s5 9,29 34,70 20,47 30,77 23,81%
s6 10,19 41,52 15,89 44,69 28,07%
s7 28,66 33,91 23,44 26,42 28,11%
Average 13,64% 31,26% 17,69% 34,25% -
and the perceived difficulty of the rating tasks by users. The analy-
sis of the video recordings showed that users in average rated 3.70
items pro minute (standard deviation: 0.9). The average coefficient
of variation of DCGs across all strategies and queries was 23.6%,
i.e., DCGs of users differed by about 20% of DCG unit. Table 9 shows
the coefficients of variations of the DCGs pro query and strategy.
6 DISCUSSION
What is the impact of spatial search strategies on performance and
user relevance judgment? Results from the theoretical evaluation
suggest that using space as an extra dimension boosts search results.
Either area of overlap or Hausdorff distance may be used to do
so, if the focus is on response time only. Results from the user
evaluation suggest that (i) type of search strategy truly matters,
as no two strategies produced a similar DCG for any query (Table
7); and (ii) more is not always better for query expansion, that
is, the combination of synonyms, hypernyms, and hyponyms is
detrimental to GIR from the user’s point of view (s6 and s7 get lower
scores in Table 8). Besides, Table 7 suggests that (iii) Hausdorff
distance as spatial similarity metric produces slightly better results
than area of overlap (s6 and s7 left aside) from the user’s viewpoint.
As regards the method, previous work has indicated that a “chal-
lenge for future research in GIR, and more particularly georef-
erencing, is reproducible publishing of methods, algorithms,
datasets, and results such that approaches can be more easily com-
pared across corpora” ([53], emphasis added). The method used
in this work has involved two key steps towards a holistic assess-
ment of spatial search strategies, namely performance-based and
user-based assessment. Each of the steps have had distinct, but com-
plementary goals. The performance-based assessment was useful to
find the types of strategies that can be used in practical applications;
the user-based assessment helped find out the types of strategies
that should be used in practical applications. Below is a recap of
the steps followed at each stage, and pointers to the literature:
(1) Performance-based assessment (stage 1)
• Queries selection: length between 2 and 3 words [30, 32]
• Performance metrics selection (e.g. time and number of
results)
• Selection of strategies for stage 2, based on known cut-off
values (e.g. [8, 40, 46])
(2) User-based assessment (stage 2)
• Formal specification of relevance [44]
• Collection of user ratings and analysis based on known
metrics (e.g. DCG [26])
• Quantification of user ratings’ variability (e.g. using the
coefficient of variation)
• Vote on the ‘best strategy’ (e.g. using Borda count [37] or
other voting schemes) [OPTIONAL]
As such, the method is cognitively grounded, in line with a call
from previous work [53]: “We suggest that a further challenge for
GIR is ... the application of cognitively grounded methods for combi-
nation and ranking of spatial and semantically similar information”.
There is still the question of the systematic choice of the queries,
to which no answer can be given in the current article. Eventually,
the queries may be constrained by the application scenario.
6.1 Theoretical implications
The performance-based assessment suggests that more work is
needed to make query expansion via ConceptNet scalable and read-
ily available for practical applications. In addition, Table 9 illustrates
that the queries used as input to the user ratings matter. This points
at the need for a typology of spatial ‘requests’ (with request in
the sense of Mizzaro [44]) for GIR. A way of increasing our under-
standing of what users are looking for could be interviews after
the rating process, asking why they ranked some items the way
they did. This greater understanding of the ‘why’ may also help
explain the variability of ratings observed during the study. Finally,
the results suggest that there may not be a ‘one-size-fits-all’ im-
plementation of autonomous search agents, which assist users in
retrieving ‘relevant’ datasets to them. Such agents need to know
why a user rates relevance in a particular way, and this necessitates
an extension of the Mizzaro [44] model to reflect this.
6.2 Practical implications
A straightforward implication from Table 8 is that current open data
portalsmay consider query expansion on synonyms (combinedwith
spatial similarity using Hausdorff distance) as an option for their
spatial search implementations. The use of spatial search based on
the area of overlap seems an equally interesting alternative. Besides,
current open data portals return results, probably using one (or
none) of the strategies examined in the study. Yet, information about
the spatial search strategy used is rarely available. Given, as we have
seen, that type of search strategies matter, a documentation of the
strategies used would benefit work towards greater transparency in
city contexts (besides linking data and visualizing them as suggested
by previous work [13]). Finally, beyond the context of the open
government data, the holistic evaluation applied could be a part of
a bigger framework to evaluate search strategies of big datasets. In
particular, the collection of user-based ratings on sample documents
may be a good alternative for cases, where precision/recall might
be challenging to obtain due to a large number of data items.
6.3 Open questions
Several questions arose during the course of this work, which open
up exciting avenues for future research. First, and foremost, GIR
research will benefit from benchmarks for all types of relevance
judgments (not just the one examined in this work). These bench-
marks should enable us to compare different DCGs for practical
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significance, and different coefficients of variations for acceptable
variability within GIR user studies. Another question is related to
the final decision of the ‘most appropriate’ strategy. The study has
brought to light that several parameters influence that decision.
The Borda count method was used to reach a conclusion as it re-
flects broad consensus across participants, but the strategy that
appears first or second is still dependent upon the queries included
(e.g. Q1, Q2, and Q3 only, or Q1, Q2, Q3, and Q4). Note that this
is an inherent limitation of any voting system and ‘we must al-
ways choose between flawed alternatives’ [37]. Third, there is the
question whether performance values of search strategies and their
user-based assessment can be combined into a single metric to
facilitate cross-comparison of research results, and whether such
a metric is desirable at all. Finally, query reformulation could also
be incorporated using the session-based DCG (see [27]), leading
to the open question of the merits of the seven strategies in such
a scenario, and of an optimal design of studies to collect a broad
range of user ratings while minimizing participants’ fatigue.
6.4 Limitations
The limited number of queries, and of participants used in the study
suggest that the results obtained should be interpreted with caution,
and that confidence in their generalizability can only increase as
they are replicated. In addition, the results were all computed for
a DCG7, that is, the first seven results rated by the users. Com-
puting other DCGs, e.g. DCG3 to DCG6, could help get a more
differentiated impression of the relevance feedback given by the
users. Last, not least, the experiment did not involve randomization
of the appearance of the search strategies, nor the queries. Such ran-
domization would have further minimized the impact of learning
effects and possible participants’ fatigue.
7 CONCLUSION
This work has investigated the impact of spatial search strategies
on performance and user relevance judgment. The search strategies
varied according to whether or not they used space as an extra di-
mension for search, area of overlap or Hausdorff distance as spatial
similarity function, and involved query expansion using WordNet
or ConceptNet. The performance-based assessment was useful to
find the types of strategies that can be used in practical applications;
the user-based assessment helped find out the types of strategies
that should be used in practical applications. The study revealed
that more work is still needed for strategies involving ConceptNet
to become readily available for practical applications. In addition,
the highest user relevance score was obtained for query expansion
on synonyms, combined with spatial similarity computation us-
ing Hausdorff distance. Replication of this study, involving more
queries and participants, would be beneficial to increase our under-
standing of observations, which can be generalized to all types of
spatial queries and scenarios.
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