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Jacobi approximations in certain Hilbert spaces are investigated. Several weighted
inverse inequalities and Poincare inequalities are obtained. Some approximationÂ
results are given. Singular differential equations are approximated by using Jacobi
polynomials. This method keeps the spectral accuracy. Some linear problems and a
nonlinear logistic equation are considered. The stabilities and the convergences of
proposed schemes are proved strictly. The main idea and techniques used in this
paper are also applicable to other singular problems in multiple-dimensional
spaces. Q 2000 Academic Press
1. INTRODUCTION
The spectral method has high accuracy and often provides good numeri-
cal solutions of differential equations. But this merit might be destroyed by
some facts. The first is the instability of nonlinear computations. The
second is due to the discontinuities of data. The third is caused by the
singularities of solutions. Some techniques have been proposed to over-
w x w x w xcome them. First, Kreiss and Oliger 1 , Gottlieb and Turkel 2 , Kuo 3 ,
w x w x w xVandeven 4 , Tadmor 5 , and Guo 6 provided various filterings to
weaken the instability in nonlinear computations. On the other hand, Cai
w xet al. 7, 8 proposed certain essentially nonoscillatory approximations and
one-side filters for fitting discontinuous data. In particular, Gottlieb et al.
w x w x9 and Gottlieb and Shu 10]13 recovered the spectral accuracy by using
Gegenbauer approximation. But so far, there is no work concerning
spectral method for singular problems. In fact, the Gegenbauer approxi-
w xmation can also be applied to such problems. Guo 14 used it for some
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problems with symmetric singularities. However, in most practical prob-
lems the singularities are not symmetric, and so the Jacobi approximation
is preferable. This paper is devoted to Jacobi approximations and their
applications. The main idea is to fit singular solutions by Jacobi polynomi-
als, to compare numerical solutions with some unusual orthogonal projec-
tions of exact solutions, and to measure the errors in certain Hilbert
spaces. In the next section, several weighted inverse inequalities and
Poincare inequalities are given, and some approximation results are ob-Â
tained. In particular, we consider the Jacobi approximations in certain
specific Hilbert spaces, instead of Sobolev spaces. All results in that
section play important roles in the numerical analysis of Jacobi spectral
method for singular problems. The final part of this paper is for the
applications of this new approach. We first consider a linear problem.
Then we take the logistic equation in biology as an example, to show how
to deal with nonlinear problems. The stabilities and the convergences of
proposed schemes are proved strictly. The main idea and techniques used
in this paper are also useful for other singular problems in multiple-dimen-
sional spaces.
2. JACOBI APPROXIMATION
 < < < 4 Ž .Let L s x x - 1 and let x x be a certain weight function in the
usual sense. For 1 F p F ‘, set
p < 5 5 pL L s ¤ ¤ is measurable and ¤ - ‘ ,Ž .  4Lx x
where
1rp¡ p
¤ x x x dx , 1 F p - ‘,Ž . Ž .Hž /~ Lp5 5¤ sLx
ess sup ¤ x , p s ‘.Ž .¢
xgL
Ž . 5 5In particular, we denote by u, ¤ and ¤ the inner product and thexx
›2 Ž . Ž . Ž .norm of the Hilbert space L L . Further let › ¤ x s ¤ x , and forx x › x
nonnegative integer m, define
m < k 2H L s ¤ › ¤ g L L , 0 F k F m ,Ž . Ž . 4x x x
< < 5 5equipped with the semi-norm ¤ and the norm ¤ as usual. Form , x m , x
rŽ .any real r G 0, we define the space H L by the space interpolation as inx
w x Ž .Adams 15 . Let D L be the set of all infinitely differentiable functions
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r Ž . rŽ .with compact supports in L, and let H L be its closure in H L . If0, x x
Ž . rŽ . r Ž . < < 5 5 5 5 Ž .x x ’ 1, then we denote H L , H L , ¤ , ¤ , ¤ , and u, ¤r , x r , x xx 0, x x
rŽ . rŽ . < < 5 5 5 5 Ž .by H L , H L , ¤ , ¤ , ¤ , and u, ¤ , respectively. In addition,r r0
5 5 5 5 ‘¤ s ¤ .‘ L ŽL .
Ža , b .Ž .We now recall some properties of the Jacobi polynomials J x ,l
defined by
ly1Ž .a b lqa lqbŽa , b . l1 y x 1 q x J x s › 1 y x 1 q x .Ž . Ž . Ž . Ž . Ž .Ž .l xl2 l!
They are the eigenfunctions of the singular Sturm]Liouville problem
aaq1 bq1 b
› 1 y x 1 q x › ¤ x q l 1 y x 1 q x ¤ xŽ . Ž . Ž . Ž . Ž . Ž .Ž .x x
s 0, x g L . 2.1Ž .
Ža , b . Ž .The corresponding eigenvalues are l s l l q a q b q 1 . They fulfilll
Ž w x w x.the recurrence relations see Askey 16 and Rainville 17
2 l q a q 1 J Ža , b . x y 2 l q 1 J Ža , b . xŽ . Ž . Ž . Ž .l lq1
s 2 l q a q b q 2 1 y x J Žaq1, b . x ,Ž . Ž . Ž .l
J Ža , by1. x y J Žay1, b . x s J Ža , b . x ,Ž . Ž . Ž .l l ly1
and
l q a q b J Ža , b . x s l q b J Ža , by1. x q l q a J Žay1, b . x ,Ž . Ž . Ž . Ž . Ž . Ž .l l l
2.2Ž .
1Ža , b . Žaq1, bq1.› J x s l q a q b q 1 J x . 2.3Ž . Ž . Ž . Ž .x l ly12
Ž . Ž w x.Let G x be the Gamma function. We have that see Askey 16
lG l q b q 1 2k q a q b G k q a q bŽ . Ž . Ž .
Ža , b .J x sŽ . Ýl G l q a q b q 1 G k q b q 1Ž . Ž .ks0
= J Žay1, b . x , 2.4Ž . Ž .k
lG l q a q 1Ž . lykŽa , b .J x s y1Ž . Ž .Ýl G l q a q b q 1Ž . ks0
2k q a q b G k q a q bŽ . Ž .
Ža , by1.= J x . 2.5Ž . Ž .kG k q a q 1Ž .
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Also, note that
G l q a q 1Ž .lŽa , b . Ž b , a . Ža , b .J yx s y1 J x , J 1 s .Ž . Ž . Ž . Ž .l l l l!G a q 1Ž .
Let
a bŽa , b .x x s 1 y x 1 q x .Ž . Ž . Ž .
 Ža , b .Ž .4 2 Ž .Ža , b .For any real numbers a , b ) y1, the set J x is the L L -or-l x
thogonal system,
J Ža , b . , J Ža , b . Ža , b . s g Ža , b .d , 2.6Ž .Ž . xl m l l , m
where d is the Kronecker function, andl, m
2 aqbq1G l q a q 1 G l q b q 1Ž . Ž .
Ža , b .g s .l 2 l q a q b q 1 G l q 1 G l q a q b q 1Ž . Ž . Ž .
In this paper, we suppose that a , b ) y1, except that a few formulas are
2 Ž .Ža , b .valid for a s y1 or b s y1. For any ¤ g L L ,x
‘
Ža , b . Ža , b .¤ x s ¤ J x ,Ž . Ž .ÃÝ l l
ls0
where ¤ Ža , b . is the Jacobi coefficient,Ãl
1
Ža , b . Ža , b . Ža , b .¤ s ¤ x J x x x dx. 2.7Ž . Ž . Ž . Ž .Ã Hl lŽa , b .g Ll
Now let N be any positive integer, and let P be the set of all algebraicN
 < Ž . 4polynomials of degree at most N. P s ¤ ¤ g P , ¤ y1 s 0 and0 N N
0  < Ž . Ž . 4P s ¤ ¤ g P , ¤ y1 s ¤ 1 s 0 . Denote by c a generic positiveN N
constant independent of any function and N.
In numerical analysis, we need some inverse inequalities. Let f be anl
algebraic polynomial of degree l, and let the set of f be an orthogonall
2 Ž .system in L L . Let L be a linear operator defined on P . L is said tox N
Ž .be of p, q type, if there exists a positive constant d depending only on p,
5 5 q 5 5 pq, and N such that Lf F d f for any f g P . According to theL L Nx x
Ž .Riesz]Thorin theorem, we know that if L is of both p , q type and1 1
Ž .p , q type for 1 F p , p - ‘, 1 F q , q F ‘, then for2 2 1 2 1 2
p p q q1 2 1 2
p s , q s , 0 F u F 1,
1 y u p q u p 1 y u q q u qŽ . Ž .2 1 2 1
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Ž . 5 5 q 5 5 pthe operator L is also of p, q type. If in addition Lf F d f ,j jL Lj xx
j s 1, 2, then
5 5 q 1yu u 5 5 pLf F c p , p d d f ,Ž .L L1 2 1 2x x
Ž .where c p , p is a positive constant depending only on p and p . By1 2 1 2
w xusing the above fact, Guo 6 proved the following result.
LEMMA 2.1. If for a certain positi¤e constant c and real number d ,0
5 5 5 5 d 5 5f F c , f F c l f , l G 1,‘ ‘ x0 0 l 0 l
then for any f g P and all 1 F p F q F ‘,N
5 5 q 1r py1r q 5 5 pf F cs N f ,Ž .L Lx x
1 12 dq1Ž . Ž . Ž .where s N s N for d ) y , s N s ln N for d s y , and s N2 2
1s 1 for d - y .2
THEOREM 2.1. For any f g P and 1 F p F q F ‘,N
5 5 q s Ža , b .Ž1r py1r q. 5 5 pf F cN f ,L LŽa , b . Ža , b .xx
where
12 max a , b q 2, if max a , b G y ,Ž . Ž . 2s a , b sŽ . ½ 1, otherwise.
Ž w x.Proof. By the Stirling formula see Courant and Hilbert 18 ,
s ys y1r5'G s q 1 s 2p s s e 1 q O s , 2.8Ž . Ž . Ž .Ž .
Ž . 5 Ža , b . 5 Ža , b . Ž y1r2 .and so 2.6 implies that J s O l . On the other hand, byxl
w x 5 Ža , b . 5 max Ža , b , y1r2.Abramowitz and Stegun 19 , J F cl . Therefore‘l
Ža , b . max Žaq1r2, bq1r2, 0. Ža , b .
Ža , b .J F cl J .xl l‘
Ž . Ža , b .Ž . Ž . Ža , b .Ž . ŽFinally by taking f x s J x , x x s x x , c s c, d s max al l 0
1 1 .q , b q , 0 in Lemma 2.1, we obtain the desired result.2 2
THEOREM 2.2. For any f g P and r G 0,N
5 5 Ža , b . 2 r 5 5 Ža , b .f F cN f .r , x x
If in addition a , b ) r y 1, then
5 5 Ža , b . r 5 5 Žay r , by r .f F cN f .r , x x
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Proof. Let
N
Ža , b . Ža , b .Ãf x s f J x .Ž . Ž .Ý l l
ls0
For simplicity, let
G l q b q 2 2k q a q b q 2 G k q a q b q 2Ž . Ž . Ž .
E s , F s ,l kG l q a q b q 2 G k q b q 2Ž . Ž .
2k q a q b q 2 G k q a q 1Ž . Ž .
G s ,k G k q b q 2Ž .
2 j q a q b q 1 G j q a q b q 1Ž . Ž .
H s ,j G j q a q 1Ž .
l
k
c s y1 G .Ž .Ýj , l k
ksj
Ž . Ž . Ž . Ž .By virtue of 2.3 ] 2.5 and the fact that G x q 1 s xG x , we obtain
Ny11
Ža , b . Žaq1, bq1.Ã› f x s l q a q b q 2 f x J xŽ . Ž . Ž . Ž .Ýx lq1 l2 ls0
Ny1 l1
Ža , b . Ža , bq1.Ãs E f F J xŽ .Ý Ýl lq1 k kž /2 ls0 ks0
Ny1 l k1 k jŽa , b . Ža , b .Ãs E f y1 G y1 H J xŽ . Ž . Ž .Ý Ý Ýl lq1 k j jž /ž /2 ls0 ks0 js0
Ny1 l1 jŽa , b . Ža , b .Ãs E f y1 c H J xŽ . Ž .Ý Ýl lq1 j , l j jž /2 ls0 js0
Ny1 Ny11 j Ža , b . Ãs y1 H J x E c f .Ž . Ž .Ý Ýj j l j , l lq1ž /2 js0 lsj
Let
2k q a q b q 3 G k q a q 1Ž . Ž .
A s .k G k q b q 3Ž .
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It can be checked that
G y G s a y b A . 2.9Ž . Ž .kq1 k k
Ž .By 2.8 ,
ayby1 ayb< < < <A F c k q 1 , G F c k q 1 ,Ž . Ž .k k
yaayb bq1< <c F c l q 1 , E F c l q 1 , H F c j q 1 .Ž . Ž . Ž .j , l l j
2.10Ž .
Ž .The above estimates with 2.6 lead to
Ny1 Ny1
2 bq1 1y2 b2 2
Ža , b . Ža , b .5 5 5 5› f F c j q 1 l q 1 fŽ . Ž .Ý Ýx xx ž /js0 lsj
4 5 5 2 Ža , b .F cN f .x
By repeating the above procedure, we find that for any nonnegative
integer m,
5 m 5 Ža , b . 2 m 5 5 Ža , b .› f F cN f . 2.11Ž .x xx
For any real r G 0, we derive the desired resul by using the interpolation
Ž w x.of Hilbert spaces see Bergh and Lofstrom 20 .È È
We now prove the second result. Let a , b ) r y 1 and
N
Žay1, by1. Žay1, by1.Ãf x s f J x .Ž . Ž .Ý l l
ls0
Ž .By 2.3 ,
N1
Žay1, by1. Ža , b .Ã› f x s l q a q b f J x .Ž . Ž . Ž .Ýx lq1 l2 ls0
Thus
Ny11 22 2 Ža , b . Žay1, by1.ÃŽa , b .› f x F l q a q b g f . 2.12Ž . Ž . Ž .Ž .Ýxx l lq14 ls0
Ž . Ž .By 2.6 and 2.8 ,
2 Ža , b .l q a q b gŽ . l 2max F cN .Žay1, by1.g0FlFN l
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Ž .Hence 2.12 reads
5 5 Ža , b . 5 5 Žay1 , by1.› f F cN f .x xx
Finally we complete the proof by induction and space interpolation.
Ž w x.Remark 2.1. By the Markov theorem see Timan 21 ,
y1r225 5 5 5› f F N min 1 y x , N f .Ž .‘ ‘ž /x
Ž .So using 2.11 and space interpolation, we assert that for any f g P ,N
nonnegative integer m, and 2 F p F ‘,
5 m 5 p 2 m 5 5 p› f F cN f .L LŽa , b . Ža , b .x x x
2 Ž .Ža , b .We now consider various orthogonal projections. The L L -or-x
2 Ž .Ža , b .thogonal projection P : L L “ P is such a mapping that forN , a , b x N
2 Ž .Ža , b .any ¤ g L L ,x
P ¤ y ¤ , f s 0, ;f g P .Ž . Ža , b .N , a , b Nx
For technical reasons, we introduce another Hilbert space. For any
nonnegative integer r,
r < 5 5 Ža , b .Ža , b .H L s ¤ ¤ is measurable and ¤ - ‘ , 4Ž . r , x , Ax , A
where
1r2ry1
w x
2 2r yk 222 rykŽa , b .5 5 5 5 rŽa , b . Ža , b .¤ s 1 y x › ¤ q ¤ ,Ž .Ýr , x , A w xxx , x2 0ks0
r Ž .Ža , b .For any real r G 0, the space H L is defined by space interpola-x , A
tion. Let
y1 aq1 bq1Ža , b .A¤ x s y x x › 1 y x 1 q x › ¤ x .Ž . Ž . Ž . Ž . Ž .Ž . Ž .x x
By the induction,
my1
my km 2 2 mykA ¤ x s 1 y x p x , a , b › ¤ xŽ . Ž . Ž . Ž .Ý k x
ks0
m
kq q x , a , b › ¤ x ,Ž . Ž .Ý k x
ks0
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Ž . Ž . mwhere p x, a , b and q x, a , b are some polynomials. So A is ak k
2 m Ž . 2 Ž .Ža , b . Ža , b .continuous mapping from H L to L L .x , A x
Next, for any nonnegative integer m,
r < m rymŽa , b . Ža , b .H L s ¤ › ¤ g H L ,Ž . Ž . 4x ,) , m x x , A
r < rŽa , b . Ža , b .H L s ¤ ¤ g H L , 0 F k F mŽ . Ž . 4x ,) ) , m x ,) , k
with norms
5 5 Ža , b . 5 m 5 Ža , b .¤ s › ¤ ,r , x ,) , m rym , x , Ax
1r2m
2
Ža , b . Ža , b .5 5 5 5¤ s ¤ .Ýr , x ,) ) , m r , x ,) , kž /
ks0
r Ž . r Ž .Ža , b . Ža , b .For any real m G 0, we define the spaces H L and H Lx ) , m x ) ) , m
5 5 Ža , b . 5 5 Ža , b .by the space interpolations. In particular, ¤ s ¤ .r , x ,) r , x ,) , 1
r Ž .Ža , b .THEOREM 2.3. For any ¤ g H L and r G 0,x , A
5 5 Ža , b . yr 5 5 Ža , b .P ¤ y ¤ F cN ¤ .x r , x , AN , a , b
Ž . Ž .Proof. We first assume r s 2m. By virtue of 2.1 , 2.6 , and integration
by parts,
y1 aq1 bq1Ža , b . Ža , b . Ža , b .¤ s y g l ¤ x › 1 y x 1 q xŽ . Ž . Ž .Ã Ž . ŽHl l l x
L
=› J Ža , b . x dxŽ . .x l
y1Ža , b . Ža , b . Ža , b . Ža , b .s g l A¤ x J x x x dxŽ . Ž . Ž .Ž . Hl l l
L
ymy1Ža , b . Ža , b . m Ža , b . Ža , b .s g l A ¤ x J x x x dx. 2.13Ž . Ž . Ž . Ž .Ž . Ž . Hl l l
L
Thus
‘
22 Ža , b . Ža , b . y4 m mŽa , b . Ža , b .5 5 5 5P ¤ y ¤ s g ¤ F cN A ¤ÃŽ .Ýx xN , a , b l l
lsNq1
y2 r 5 5 2 Ža , b .F cN ¤ . 2.14Ž .r , x , A
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Ž . Ž .Next let r s 2m q 1. We have from 2.1 , 2.13 , and integration by
parts that
y1 ymy1Ža , b . Ža , b . Ža , b .¤ s g lÃ Ž . Ž .l l l
= › Am¤ x › J Ža , b . x x Žaq1, bq1. x dxŽ . Ž . Ž .H x x l
L
y1 ymy11 Ža , b . Ža , b .s l q a q b q 1 g lŽ . Ž . Ž .l l2
= › Am¤ x J Žaq1, bq1. x x Žaq1, bq1. x dx.Ž . Ž . Ž .H x ly1
L
Ž .Thus by 2.6 and the Stirling formula,
5 5 2 Ža , b .P ¤ y ¤ xN , a , b
y1 y2 my2 22 Ža , b . Žaq1, bq1. Ža , b . m Žaq1 , bq1.5 5F c max l g g l › A ¤Ž . Ž . xž /l ly1 l x
Nq1FlF‘
y4 my2 5 m 5 2 Žaq1 , bq1.F cN › A ¤ .xx
Moreover
5 m 5 Žaq1 , bq1. 5 5 Ža , b .› A ¤ F c ¤ .x 2 mq1, x , Ax
Ž .Therefore 2.14 holds too.
Finally we complete the proof by using the space interpolation.
w xNote that Bernardi and Maday 22 considered the Jacobi approximation
for a s b. Theorem 2.3 with a s b improves Theorem 20.1 in Bernardi
w xand Maday 22 .
Ž . Ž .In general, P › ¤ x / › P ¤ x . But we have the followingN, a , b x x N, a , b
result.
r Ž .Ža , b .LEMMA 2.2. If a q r ) 1 or b q r ) 1, then for any ¤ g H L lx , )
2 Ž .Ža , b .L L and r G 1,x
5 5 Ža , b . 2y r 5 5 Ža , b . 5 5 Ža , b .P › ¤ y › P ¤ F cN ¤ q ¤ .Ž .x r , x , ) xN , a , b x x N , a , b
In particular, for any a s b ) y1,
5 5 Ža , b . 3r2yr 5 5 Ža , b .P › ¤ y › P ¤ F cN ¤ .x r , x , )N , a , b x x N , a , b
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r Ž .Ža , b .Moreo¤er, if a q r ) 1 and b q r ) 1, then for any ¤ g H L andx , A
r G 1,
5 5 Ža , b . 2y r 5 5 Ža , b .P › ¤ y › P ¤ F cN ¤ .x r , x , AN , a , b x x N , a , b
Proof. By using the same notation and the same argument as in the
proof of Theorem 2.2, we find that
Ny1 Ny11 j Ža , b . Ža , b .› P ¤ x s y1 H J x E c ¤ .Ž . Ž . Ž . ÃÝ Ýx N , a , b j j l j , l lq1ž /2 js0 lsj
Let
‘
Ža , b .› ¤ x s a J x .Ž . Ž .Ýx j j
js0
Then we derive in the same way that
‘1 j Ža , b .a s y1 H E c ¤ .Ž . ÃÝj j l j , l lq12 lsj
Thus
N ‘1 j Ža , b . Ža , b .P › ¤ x s y1 H J x E c ¤ .Ž . Ž . Ž . ÃÝ ÝN , a , b x j j l j , l lq1ž /2 js0 lsj
Consequently
P › ¤ x y › P ¤ xŽ . Ž .N , a , b x x N , a , b
N ‘1 j Ža , b . Ža , b .s y1 H J x E c ¤ .Ž . Ž . ÃÝ Ýj j l j , l lq1ž /2 js0 lsN
Ž .Since c s c q c , we obtain from 2.9 thatj, l j, N N , l
P › ¤ x y › P ¤ x s L x q M x ,Ž . Ž . Ž . Ž .N , a , b x x N , a , b N N
where
N
jqNy1 Ža , b .L x s a f x , f x s H y1 H J x ,Ž . Ž . Ž . Ž . Ž .ÝN N N N N j j
js0
N ‘1 j Ža , b . Ža , b .M x s y1 H J x E c ¤ .Ž . Ž . Ž . ÃÝ ÝN j j l j , N lq1ž /2 js0 lsN
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Ž .By 2.6 and Theorem 2.3,
y1r2Ža , b . Ža , b .< < 5 5a F c g P › ¤ y › ¤Ž . xN N N , a , b x x
3r2yr 5 5 Ža , b . 3r2yr 5 5 Ža , b .F cN › ¤ F cN ¤ .ry1, x , A r , x , )x
Ž . Ž . 5 5 Ža , b .Moreover 2.6 and 2.8 imply that f F c. HencexN
5 5 Ža , b . 3r2yr 5 5 Ža , b .L F cN ¤ .x r , x , )N
Next, let
w x w xlyjy1 r2 lyjy1 r2
jy1 jy1B s y1 K y K s y1 A .Ž . Ž .Ž .Ý Ýj , l 2 kqjq1 2 kqj 2 kqj
ks0 ks0
Ž .Furthermore by 2.9 ,
a y b B , if N q j is odd,Ž . j , N
c sj , N N½ a y b B q y1 G , if N q j is even.Ž . Ž .j , N N
Ž .Thus by 2.10 ,
< < aybc F cN .j , N
Without loss of generality, let r be any even integer. If a q r ) 1, then we
Ž . Ž . Ž .obtain from 2.6 , 2.10 , and 2.13 that
5 5 2 Ža , b .M xN
N ‘ ‘
y1 y12 ay2 b 2 Ža , b . y2 r 2 Ža , b . Ža , b .F c N H g l E g gŽ . Ž .Ý Ý Ýj j l lq1 lq1ž / ž
js0 lsN lsN
2
m Ža , b . Ža , b .= A ¤ x J x x x dxŽ . Ž . Ž .H lž / /L
N ‘
22 aq1 y2 ry2 aq1 Ža , b .5 5F c N l ¤Ý Ý r , x , Až /
js0 lsN
4y2 r 5 5 2 Ža , b .F cN ¤ .r , x , A
The above statements lead to
5 5 Ža , b . 2y r 5 5 Ža , b . 5 5 Ža , b .P › ¤ y › P ¤ F cN ¤ q ¤ .Ž .x r , x , ) xN , a , b x x N , a , b
The same result is valid for b q r ) 1.
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We next consider the case with a s b ) y1. We have
0, if j q l is odd,
c s lj , l ½ y1 G , if j q l is even.Ž . l
If N q j is even, then c s c , and soj, l N, l
‘
j Nqj1 Ža , b . y1y1 H E c ¤ s y1 H H a .Ž . Ž .ÃÝj l j , l lq1 j N N2
lsN
If N q j is odd, then c s 0, and c s c . Thusj, N j, l Nq1, l
‘
j Nqjq11 Ža , b . y1y1 H E c ¤ s y1 H H a .Ž . Ž .ÃÝj l j , l lq1 j Nq1 Nq12
lsN
5 5 Ža , b .Finally, by an argument as in the estimation for L , we get thexN
second result.
Ž . Ž .We now prove the last result. By 2.2 ] 2.5 ,
1Ža , b . Žaq1, bq1.› J x s l q a q b q 2 J xŽ . Ž . Ž .x lq1 l2
1 1Žaq1, b . Ža , bq1.s l q b q 1 J x q l q a q 1 J xŽ . Ž . Ž . Ž .l l2 2
l
ly j Ža , b .s C b q y1 C a J x ,Ž . Ž . Ž . Ž .Ý ž /j , l j , l j
js0
where
C uŽ .j , l
l q u q 1 2 j q a q b q 1 G l q u q 1 G j q a q b q 1Ž . Ž . Ž . Ž .
s ,
2G j q u q 1 G l q a q b q 2Ž . Ž .
u s a , b .
Thus
‘
Ža , b . Ža , b .› ¤ x s ¤ › J xŽ . Ž .ÃÝx lq1 x lq1
ls0
‘ ‘
ly j Ža , b . Ža , b .s C b q y1 C a ¤ J x .Ž . Ž . Ž . Ž .ÃÝ Ý ž /j , l j , l lq1 j
js0 lsj
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Similarly
Ny1 Ny1
ly j Ža , b . Ža , b .› P ¤ x s C b q y1 C a ¤ J x .Ž . Ž . Ž . Ž . Ž .ÃÝ Ý ž /x N , a , b j , l j , l lq1 j
js0 lsj
Let
N ‘
Ža , b . Ža , b .D x s C b ¤ J x ,Ž . Ž . Ž .ÃÝ Ý1, N j , l lq1 j
js0 lsN
N ‘
ly j Ža , b . Ža , b .D x s y1 C a ¤ J x .Ž . Ž . Ž . Ž .ÃÝ Ý2, N j , l lq1 j
js0 lsN
Then
P › ¤ x y › P ¤ x s D x q D x .Ž . Ž . Ž . Ž .N , a , b x x N , a , b 1, N 2, N
Ž . < Ž . < yu Ž .uq1Moreover 2.10 implies that C u F cl j q 1 , u s a , b. If b q rj, l
Ž . Ž .) 1, then we obtain from 2.6 and 2.13 that
N ‘
2 bq22 2Ža , b . y2 ry2 bq1Ža , b . Ža , b .5 5 5 5D F c j q 1 g l ¤Ž .Ý Ýx r , x , A1, N j
js0 lsN
4y2 r 5 5 2 Ža , b .F cN ¤ .r , x , A
5 5 2 Ža , b .If a q r ) 1, then the same estimate is valid for D . The proof isx2, N
complete.
THEOREM 2.4. If a q r ) 1 or b q r ) 1, then for any ¤ g
r Ž .Ža , b .H L , r G 1, and m F r,x , ) ) , m
5 5 Ža , b . s Ž m , r . 5 5 Ža , b .P ¤ y ¤ F cN ¤ ,m , x r , x , ) ) , mN , a , b
where
2m y r , for m G 0,
s m , r sŽ . ½ m y r , for m - 0.
In particular, for any a s b ) y1, the abo¤e result is ¤alid with
1¡2m y r y , for m ) 1,2
3~s m , r sŽ . m y r , for 0 F m F 1,2¢m y r , for m - 0.
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Proof. Theorem 2.3 gives the desired result for m s 0. Now let m ) 0.
Space interpolation allows us to consider positive integer m only. We now
use induction. Assume that the conclusion is true for m y 1. Then by
Lemma 2.2 and Theorem 2.2,
5 5 Ža , b .P ¤ y ¤ m , xN , a , b
5 5 Ža , b . 5 5 Ža , b .F P › ¤ y › ¤ q P › ¤ y › P ¤my1, x my1, xN , a , b x x N , a , b x x N , a , b
5 5 Ža , b .q P ¤ y ¤ xN , a , b
my1
s Ž my1, ry1. Ža , b .5 5F cN › ¤Ý ry1, x , ) , kx
ks0
2 my2 5 5 Ža , b . yr 5 5 Ža , b .q cN P › ¤ y › ¤ q cN ¤x r , x , AN , a , b x x PN , a , b
m
s Ž my1, ry1. Ža , b .5 5F cN › ¤Ý ry1, x , ) , ky1x
ks1
s Ž m , r . 5 5 Ža , b . 5 5 Ža , b . yr 5 5 Ža , b .q cN ¤ q ¤ q cN ¤ .Ž .r , x , ) x r , x , A
Ž . Ž . 5 5 Ža , b .Since s m y 1, r y 1 F s m , r , and › ¤ sry 1, x , ) , ky 1x
5 5 Ža , b .¤ , the conclusion for m ) 0 follows immediately. Finally ar , x , ) , k
duality argument leads to the result for m - 0. So we obtain the first
result.
We can prove the second result in the same manner.
5 5 Ža , b .We can define the norm ¤ in another way and derive anotherr , x , A
Ž .kind of approximation results. Indeed, by 2.1 and the definition of A,
Ža , b .Ž . Ža , b . Ža , b .Ž .AJ x s l J x . For any nonnegative integer r, we define thel l l
r Ž .Ža , b .space H L with the semi-normx , A
1r2‘
r1r2 2r Ža , b . Ža , b . Ža , b .Ža , b .Ža , b .< < < <¤ s ¤ , A ¤ s l ¤ gŽ . ÃŽ .x Ýr , x , A l l lž /
ls1
and the norm
1r2‘
r 2Ža , b . Ža , b . Ža , b .Ža , b .5 5 < <¤ s 1 q l ¤ g .ÃŽ .Ýr , x , A ž /l l lž /
ls0
Clearly
1r2r
2
Ža , b . Ža , b .5 5 < <¤ ; ¤ .Ýr , x , A k , x , Až /
ks0
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r Ž .Ža , b .For any real r ) 0, we define the space H L and its norm by spacex , A
interpolation. Then it is not difficult to show that
5 5 Ža , b . myr < < Ža , b .P ¤ y ¤ F cN ¤ .m , x , A r , x , AN , a , b
By replacing ¤ by ¤ y f in the above formula, we deduce that for any
f g P ,N
5 5 Ža , b . myr < < Ža , b .P ¤ y ¤ F cN ¤ y fm , x , A r , x , AN , a , b
and so for N 4 r,
5 5 Ža , b . myr < < Ža , b .P ¤ y ¤ F cN inf ¤ y f .m , x , A r , x , AN , a , b
fgPN
By this fact, we can derive a more precise estimate. To this end, let
Ža , b .Ž . k Ža , b .Ž .J x s › J x , and then formallyl, k x l
‘
k Ža , b . Ža , b .› ¤ x s ¤ J x .Ž . Ž .ÃÝx l l , k
ls0
Ž .By virtue of 2.3 ,
G l q a q b q k q 1Ž .
Ža , b . Žaqk , bqk .J x s J x .Ž . Ž .l , k lykk2 G l q a q b q 1Ž .
Ža , b .Ž . Žaqk , bqk .Ž .Hence J x is the same as J x , apart from a constant.l, k lyk
Moreover
lŽaqk , bqk . s lŽa , b . y lŽa , b . .lyk l k
Ž .Therefore 2.1 implies that
› x Žaqkq1, bqkq1. x › J Ža , b . xŽ . Ž .Ž .x x l , k
q lŽa , b . y lŽa , b . x Žaqk , bqk . x J Ža , b . x s 0.Ž . Ž .Ž .l k l , k
Ža , b .Ž .Multiplying the above equality by J x and integrating the result byl, k
parts, we find that
5 Ža , b . 5 2 Žaqk , bqk . Ža , b . Ža , b .J s ??? s c g ,xl , k l , k l
where
ky1
Ža , b . Ža , b . Ža , b .c s l y l .Ž .Łl , k l j
js0
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Let
cŽa , b .l , kŽa , b .d s .l , k kŽa , b .lŽ .l
Clearly for l 4 k, dŽa , b . G c ) 0. Finally we obtainl, k k
5 5 2 Ža , b .P ¤ y ¤ m , x , AN , a , b
2 my2 r < < 2 Ža , b .F cN ¤ y P ¤ r , x , AN , a , b
‘
r 22 my2 r Ža , b . Ža , b . Ža , b .< <s cN l ¤ gÃŽ .Ý l l l
lsNq1
rŽa , b .‘ lŽ .l 2 22 my2 r Ža , b . Ža , b . Žaq r , bq r .< < 5 5s cN ¤ JÃÝ xl l , rcl , rlsNq1
‘c 2 22 my2 r Ža , b . Ža , b . Žaq r , bq r .< < 5 5F N ¤ JÃÝ xl l , rcr lsNq1
c 22 my2 r r Žaq r , bq r .5 5s N › ¤ .xxcr
In the following, we shall use the first kind of definition for the norm of
r Ž .Ža , b .the space H L , since it is more natural in its applications tox , A
singular differential equations.
r Ž .Ža , b .As is well known, we usually consider the H L -orthogonal projec-x
tion in numreical analysis of differential equations. But in many practical
problems, the coefficients of derivatives of different orders may degener-
ate in different ways. Also by certain suitable variable transformations,
differential equations in unbounded domains might be changed to be some
singular problems in bounded domains. In these cases, it is not possible to
compare the approximate solutions with the exact solutions in Sobolev
spaces. Whereas it might be carried out in certain Hilbert spaces. To do
m Ž .this, let a , b , g , d ) y1, and introduce the space H L , 0 F m F 1.a , b , g , d
0 Ž . 2 Ž .Žg , d .For m s 0, H L s L L . For m s 1,a , b , g , d x
1 < 5 5H L s ¤ ¤ is measurable and ¤ - ‘ , 4Ž . 1, a , b , g , da , b , g , d
where
1r22 2
Ža , b . Žg , d .5 5 < < 5 5¤ s ¤ q ¤ .Ž .1, a , b , g , d 1, x x
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m Ž .For 0 - m - 1, the space H L is defined by space interpolation. Itsa , b , g , d
5 5norm is denoted by ¤ . Letm, a , b , g , d
a u , ¤ s › u , › ¤ Ža , b . q u , ¤ Žg , d . , ;u , ¤ g H 1 L .Ž . Ž . Ž . Ž .xxa , b , g , d x x a , b , g , d
Ž . Ž .In particular, a u, ¤ s a u, ¤ . The orthogonal projectiona , b a , b , a , b
1 1 Ž .P : H L “ P is such a mapping that for any ¤ gN , a , b , g , d a , b , g , d N
1 Ž .H L ,a , b , g , d
a P1 ¤ y ¤ , f s 0, ;f g P .Ž .a , b , g , d N , a , b , g , d N
In particular, P1 s P1 .N, a , b N, a , b , a , b
For estimating the difference between P1 ¤ and ¤ , we need theN, a , b , g , d
following lemma.
1 Ž . Ž . 5 5 Žg , d .Ža , b .LEMMA 2.3. For any ¤ g H L with ¤ 0 s 0, we ha¤e ¤ Fxx
< < Ža , b .c ¤ , pro¤ided1, x
a F g q 2, b F d q 2, 2.15Ž .
w xProof. For any x g 0, 1 ,
x
gq1 gq12 2¤ x 1 y x s › ¤ y 1 y y dy ,Ž . Ž . Ž . Ž .Ž .H y
0
whence
x ggq12 2¤ x 1 y x q g q 1 ¤ y 1 y y dyŽ . Ž . Ž . Ž . Ž .H
0
x
gq1s 2 ¤ y › ¤ y 1 y y dyŽ . Ž . Ž .H y
0
1r2 1r2x x 2g gq22F 2 ¤ y 1 y y dy › ¤ y 1 y y dy .Ž . Ž . Ž . Ž .Ž .H H yž / ž /0 0
2.16Ž .
Put
1 g2I g s ¤ x 1 y x dx ,Ž . Ž . Ž .H1
0
4 1 2 gq2I g s › ¤ x 1 y x dx ,Ž . Ž . Ž .Ž .H2 x2
0g q 1Ž .
1 2 Žg , d .I g , d s ¤ x x x dx ,Ž . Ž . Ž .H3
0
4 1 2 Žgq2, dq2.I g , d s › ¤ x x x dx.Ž . Ž . Ž .Ž .H4 x2
0g q 1Ž .
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Ž . Ž . Ž .Letting x “ 1 in 2.16 , it follows that I g F I g . Moreover1 2
2dI g , for d G 0,Ž .1I g , b FŽ .3 ½ I g , for d - 0,Ž .1
I g F I g , d .Ž . Ž .2 4
w xSimilar estimates are valid on the subinterval y1, 0 . The previous state-
5 5 Žg , d . < < Žgq2, dq2. 5 5 Žg , d . < < Ža , b .ments imply that ¤ F c ¤ . Therefore ¤ F c ¤ .x 1, x x 1, x
Ž . r Ž .Ža , b .THEOREM 2.5. If 2.15 holds, then for any ¤ g H L with r G 1,x , )
5 1 5 1y r 5 5 Ža , b .P ¤ y ¤ F cN ¤ .1, a , b , g , d r , x , )N , a , b , g , d
If , in addition,
a F g q 1, b F d q 1, 2.17Ž .
then for all 0 F m F 1,
5 1 5 myr 5 5 Ža , b .P ¤ y ¤ F cN ¤ .m , a , b , g , d r , x , )N , a , b , g , d
Proof. Let
x
f x s P › ¤ y dy q j , 2.18Ž . Ž . Ž .H Ny1, a , b x
y1
Ž . Ž .where j is chosen in such a way that ¤ 0 s f 0 . By the projection
theorem, Lemma 2.3 and Theorem 2.3,
5 1 5 5 5 < < Ža , b .P ¤ y ¤ F f y ¤ F c f y ¤1, a , b , g , d 1, a , b , g , d 1, xN , a , b , g , d
5 5 Ža , b .F c P › ¤ y › ¤ xNy1, a , b x x
1y r 5 5 Ža , b .F cN ¤ . 2.19Ž .r , x , )
Ž . 2 Ž .Žg , d .Now let 2.17 hold. Let g g L L and consider the auxiliary prob-x
lem
a w , z s g , z Žg , d . , ;z g H 1 L . 2.20Ž . Ž . Ž . Ž .xa , b , g , d a , b , g , d
Ž . 5 5 5 5 Žg , d . Ž .Taking z s w in 2.20 , we get that w F c g . Now let w x1, a , b , g , d x
Ž .vary in D L , and so in the sense of distributions,
y› › w x x Ža , b . x s g x y w x x Žg , d . x . 2.21Ž . Ž . Ž . Ž . Ž . Ž .Ž .Ž .x x
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Ž . Ža , b .Ž . < <If a , b ) 0, then › w x x x “ 0 as x “ 1. If y1 - a , b F 0, thenx
Ž .integrating 2.21 yields
Ža , b . Ža , b .› w x x x y › w x x xŽ . Ž . Ž . Ž .x 2 2 x 1 1
1r2
x2 Žg , d .Žg , d .5 5F g y w x x dx .Ž .x Hž /x1
Ž . Ža , b .Ž . Ž .Thus › w x x x is meaningful at x s "1. Multiplying 2.21 by anyx
1 Ž .z g H L and integrating the resulting equality by parts, we havea , b , g , d
Ž .from 2.20 that
› w 1 z 1 x Ža , b . 1 y › w y1 z y1 x Ža , b . y1Ž . Ž . Ž . Ž . Ž . Ž .x x
s › w x › z x x Ža , b . x y g x y w x z x x Žg , d . x dxŽ . Ž . Ž . Ž . Ž . Ž . Ž .Ž .Ž .H x x
L
s 0, ;z g H 1Ža , b . L .Ž .x
Ž . Ža , b .Ž . Ž . Ža , b .Ž . Ž .Hence › w 1 x 1 s › w y1 x y1 s 0. Moreover by 2.21 , wex x
obtain
y12 2y› w x s y a q b x q a y b 1 y x › w xŽ . Ž . Ž . Ž . Ž .Ž .x x
q g x y w x x Žgya , dyb . x . 2.22Ž . Ž . Ž . Ž .Ž .
w x w xLet L s 0, 1 and L s y1, 0 . It can be verified that1 2
21r22 2
Ža , b .› w 1 y x F D q D , 2.23Ž . Ž .xx 1 2
Ž . Ž .where D s D L q D L ,1 1 1 1 2
22 2 Žay1, by1.D L s 8 a q b › w x x x dx , j s 1, 2,Ž . Ž .Ž .Ž .Ž . H1 j x
L j
and
2 Ž2gyaq1, 2 dybq1.D s 2 g x y w x x x dx .Ž . Ž . Ž .Ž .H2
L
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Ž . 5 5 Žg , d .Thanks to 2.17 , D F c g y w . So it remains to estimate D . Byx2 2
Ž . Ž .2.17 and 2.21 ,
1 yay1 yby12 2D L s 8 a q b 1 y x 1 q xŽ . Ž . Ž .Ž .H1 1
0
=
2
1 Žg , d .g y y w y x y dy dxŽ . Ž . Ž .Ž .Hž /x
2
1 1yay1 Žg , d .F c 1 y x g y y w y x y dy dxŽ . Ž . Ž . Ž .Ž .H Hž /0 x
211 11ya Žg , d .F c 1 y x g y y w y x y dy dxŽ . Ž . Ž . Ž .Ž .H Hž /1 y x0 x
211 1yg Žg , d .F c 1 y x g y y w y x y dy dx.Ž . Ž . Ž . Ž .Ž .H Hž /1 y x0 x
Ž w x.By the Hardy inequality see Hardy et al. 23 , for any measurable
Ž .function f x , real numbers a F b and d - 1,
21 4b b bd d2f y dy b y x dx F f x b y x dx.Ž . Ž . Ž . Ž .H H Hž /b y x 1 y da x a
2.24Ž .
Ž . Ž Ž . Ž .. Žg , d .Ž . Ž .Let d s yg and f x s g x y w x x x . We find from 2.17 and
Ž .2.24 that
1 2 Žg , d .D L F c g x y w x x x dx.Ž . Ž . Ž . Ž .Ž .H1 1
0
A similar estimate is valid on L . Therefore2
1r22 Ža , b . Žg , d . Žg , d . Žg , d .5 5 5 5 5 5 5 5› w 1 y x F c w q g F c g ,Ž . Ž .x x x xx
Ž .from which and 2.19 , we get
5 1 5 y1 5 5 Ža , b .P w y w F cN w1, a , b , g , d 2, x , )N , a , b , g , d
y1 5 5 Ža , b . y1 5 5 Žg , d .F cN › w F cN g .1, x , A xx
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1 Ž .Taking z s P ¤ y ¤ in 2.20 , we obtainN, a , b , g , d
1P ¤ y ¤ , g Žg , d .Ž .N , a , b , g , d x
1s a P ¤ y ¤ , wŽ .a , b , g , d N , a , b , g , d
1 1s a P ¤ y ¤ , P w y wŽ .a , b , g , d N , a , b , g , d N , a , b , g , d
5 1 5 5 1 5F P ¤ y ¤ P w y w1, a , b , g , d 1, a , b , g , dN , a , b , g , d N , a , b , g , d
yr 5 5 Žg , d . 5 5 Ža , b .F cN g ¤ .x r , x , )
Consequently
5 1 5 Žg , d .P ¤ y ¤ xN , a , b , g , d
P1 ¤ y ¤ , g Žg , d .Ž .N , a , b , g , d x yr Ža , b .5 5s sup F cN ¤ .r , x , )
Žg , d .5 5g2 xŽg , d .ggLx
g/0
Finally the result for 0 - m - 1 follows from space interpolation.
Remark 2.2. The special cases with a s g s 1, 2 and b s d s 0 were
w xdiscussed in Guo 24, 25 . The other case, with a s b , g s d s 0, was
w xconsidered in Guo 14 .
In some practical problems arising in fluid dynamics, biology, and other
fields, the unknown functions vanish at one of the extreme points, say
x s y1. So we need other orthognoal projections. Let
1 < 1H L s ¤ ¤ g H L and ¤ y1 s 0 .Ž . Ž . Ž . 40 a , b , g , d a , b , g , d
1 1 Ž .The othogonal projection P : H L “ P is such a mapping0 N 0 a , b , g , d 0 N
1 Ž .that for any ¤ g H L ,0 a , b , g , d
a P1 ¤ y ¤ , f s 0 ;f g P .Ž .a , b , g , d 0 N , a , b , g , d 0 N
1 Ž . 5 5 Žg , d . < < Ža , b .LEMMA 2.4. For any ¤ g H L , we have ¤ F c ¤ ,x 1, x0 a , b , g , d
provided
a F g q 2, b F 0, d G 0. 2.25Ž .
Proof. As in the proof of Lemma 2.3,
x ggq12 2¤ x 1 y x q g q 1 ¤ y 1 y y dyŽ . Ž . Ž . Ž . Ž .H
y1
x
gq1s 2 ¤ y › ¤ y 1 y y dy.Ž . Ž . Ž .H y
y1
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Letting x “ 1, it follows that
g2g q 1 ¤ x 1 y x dxŽ . Ž . Ž .H
L
1r2 1r2
a22gyaq22F 2 ¤ x 1 y x dx › ¤ x 1 y x dx .Ž . Ž . Ž . Ž .Ž .H H xž / ž /
L L
On the other hand,
g2 Žg , d . 2¤ x x x dx F c ¤ x 1 y x dx ,Ž . Ž . Ž . Ž .H H
L L
a2 2 Ža , b .› ¤ x 1 y x dx F c › ¤ x x x dx.Ž . Ž . Ž . Ž .Ž . Ž .H Hx x
L L
The above statements lead to the conclusion.
1 Ž . Ž . 5 5 Žg , d .Remark 2.3. For any ¤ g H L with ¤ 1 s 0, we have ¤ xa , b , g , d
< < Ža , b .F c ¤ , provided1, x
a F 0, b F d q 2, g G 0. 2.26Ž .
Ž . 1 Ž .THEOREM 2.6. If 2.25 holds, then for any ¤ g H L l0 a , b , g , d
r Ž .Ža , b .H L with r G 1,x , )
5 1 5 1y r 5 5 Ža , b .P ¤ y ¤ F cN ¤ .1, a , b , g , d r , x , )0 N , a , b , g , d
Ž .If , in addition, 2.17 holds, then for all 0 F m F 1,
5 1 5 myr 5 5 Ža , b .P ¤ y ¤ F cN ¤ .m , a , b , g , d r , x , )0 N , a , b , g , d
Proof. Let
x
f x s P › ¤ y dy.Ž . Ž .H Ny1, a , b y
y1
By the projection theorem, Lemma 2.4, and Theorem 2.3,
5 1 5 5 5 < < Ža , b .P ¤ y ¤ F f y ¤ F c f y ¤1, a , b , g , d 1, a , b , g , d 1, x0 N , a , b , g , d
5 5 Ža , b .F c P › ¤ y › ¤ xNy1, a , b x x
1y r 5 5 Ža , b .F cN ¤ . 2.27Ž .r , x , )
Ž . 2 Ž .Žg , d .Now assume that 2.17 holds. Let g g L L and consider thex
auxiliary problem
a w , z s g , z Žg , d . , ;z g H 1 L . 2.28Ž . Ž . Ž . Ž .xa , b , g , d 0 a , b , g , d
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Ž . 5 5 5 5 Žg , d .Taking z s w in 2.28 , we get w F c g . Also in the sense1, a , b , g , d x
Ž . Ž . Ža , b .Ž . Ž .of distributions, 2.21 holds and › w 1 x 1 s 0. Moreover 2.22 andx
Ž . Ž . Ž .2.23 hold. Finally by 2.24 , 2.27 , and an argument as in the last part of
the proof of Theorem 2.5, we reach the second result.
Ž . 1 Ž .Remark 2.4. If 2.26 holds, then for any ¤ g H L la , b , g , d
r Ž . Ž .Ža , b .H L with ¤ 1 s 0 and r G 1, the corresponding result holds. Butx , )
P1 is now replaced by the orthogonal projection 0P1 ,0 N , a , b , g , d N, a , b , g , d
0  < Ž . 4where P s ¤ ¤ g P and ¤ 1 s 0 andN N
a 0P1 ¤ y ¤ , f s 0, ;f g 0 P .ž /a , b , g , d N , a , b , g , d N
Ž .If, in addition, 2.17 holds, then the corresponding improved result holds.
When we study the movements of fluid flows in bounded domains with
fixed nonslip walls, of the populations of budworms in bounded forests
with lethal boundary conditions, and of some other topics, we meet
homogeneous boundary conditions. In those caes, we have to consider
another projection. Let
1 <H L s ¤ ¤ g H L and ¤ y1 s ¤ 1 s 0 .Ž . Ž . Ž . Ž . 40, a , b , g , d a , b , g , d
1, 0 1 Ž . 0The orthogonal projection P : H L “ P is such a map-N, a , b , g , d 0, a , b , g , d N
1 Ž .ping that for any ¤ g H L ,0, a , b , g , d
a P1, 0 ¤ y ¤ , f s 0, f g P 0 .Ž .a , b , g , d N , a , b , g , d N
THEOREM 2.7. If g F a F g q 1, d F b F d q 1 and g , d - 1, then for
1 Ž . r Ž .Ža , b .any ¤ g H L l H L with r G 2,0, a , b , g , d x , )
5 1, 0 5 1y r 5 5 Ža , b .P ¤ y ¤ F cN ¤ .1, a , b , g , d r , x , ) , 2N , a , b , g , d
If , in addition, a s g , b s d and a , b ) 0, then for all 0 F m F 1.
5 1, 0 5 myr 5 5 Ža , b .P ¤ y ¤ F cN ¤ .m , a , b , g , d r , x , ) , 2N , a , b , g , d
Proof. Let
x
1f* x s P › ¤ y dy ,Ž . Ž .H Ny1, a , b , g , d y
y1
1f x s f* x y f* 1 x q 1 .Ž . Ž . Ž . Ž .2
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Clearly f g P 0 . By the projection theorem,N
5 1, 0 5 5 5P ¤ y ¤ F f y ¤1, a , b , g , d 1, a , b , g , dN , a , b , g , d
5 1 5 Ža , b .F c P › ¤ y › ¤ xNy1, a , b , g , d x x
Žg , d .5 5q c f* 1 q f y ¤ .Ž . x
Since g , d - 1,
f* 1 s ¤ 1 y f* 1Ž . Ž . Ž .
1F P › ¤ x y › ¤ x dxŽ . Ž .Ž .H Ny1, a , b , g , d x x
L
5 1 5 Žg , d .F c P › ¤ y › ¤ .xNy1, a , b , g , d x x
On the other hand,
1Žg , d . Žg , d .5 5 5 5f y ¤ F c P › ¤ y › ¤ q c f* 1 .Ž .x xNy1, a , b , g , d x x
Finally by virtue of Theorem 2.5,
5 1 5 1y r 5 5 Ža , b .P ¤ y ¤ F cN › ¤1, a , b , g , d ry1, x , )N , a , b , g , d x
1y r 5 5 Ža , b .F cN ¤ .r , x , ) , 2
Ž . 2 Ž .Žg , d .Next, assume that 2.17 holds and a , b ) 0. Let g g L L andx
consider the problem
a w , z s g , z Žg , d . , ;z g H 1 L .Ž . Ž . Ž .xa , b , g , d 0, a , b , g , d
Ž . Ža , b .Ž . < < Ž .Clearly › w x x x “ 0, as x “ 1. Moreover 2.22 holds. By anx
argument as in the proof of Theorem 2.5, we deduce the second result.
Another orthogonal projection is also used in the Jacobi spectral method.
Let
a u , ¤ s › u , › ¤ Ža , b . , ;u , ¤ g H 1Ža , b . L . 2.29Ž . Ž . Ž . Ž .Ä xa , b x x x
Ä1 1 Ž .Ža , b .The orthogonal projection P : H L “ P is such a mappingN , a , b x N
1 Ä1Ž . Ž . Ž .Ža , b .that for any ¤ g H L , P ¤ 0 s ¤ 0 andx N, a , b
Ä1a P ¤ y ¤ , f s 0, ;f g P . 2.30Ž .Ä ž /a , b N , a , b N
It is easy to prove the following result.
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r Ž .Ža , b .THEOREM 2.8. For any ¤ g H L with r G 1,x , )
Ä1 1yrŽa , b . Ža , b .5 5 5 5P ¤ y ¤ F cN ¤ .1, x r , x , )N , a , b
Ä1, 0 1 0Ž .Ža , b .The orthogonal projection P : H L “ P is such a mappingN, a , b 0, x N
1 Ž .Ža , b .that for any ¤ g H L ,0, x
Ä1, 0 0a P ¤ y ¤ , f s 0, ;f g P .Ä ž /a , b N , a , b N
Ž . Ž .THEOREM 2.9. If 2.25 or 2.26 holds and a , b - 1, then for any
1 Ž . r Ž .Ža , b . Ža , b .¤ g H L l H L with r G 1,0, x x , )
Ä1, 0 1yrŽa , b . Ža , b .5 5 5 5P ¤ y ¤ F cN ¤ .1, x r , x , )N , a , b
Proof. Let
x
1f* x s P › ¤ y dy , f x s f* x y f* 1 x q 1 .Ž . Ž . Ž . Ž . Ž . Ž .H Ny1, a , b y 2
y1
By the projection theorem, Lemma 2.4, and Remark 2.3,
1, 0Ä Ža , b . Ža , b .5 5 5 5P ¤ y ¤ F c P › ¤ y › ¤ q c f* 1 .Ž .1, x xN , a , b Ny1, a , b x x
Since a , b - 1, we have from Theorem 2.3 that
Ža , b .5 5f* 1 s f* 1 y ¤ 1 F c P › ¤ y › ¤Ž . Ž . Ž . xNy1, a , b x x
1y r 5 5 Ža , b .F cN ¤ .r , x , )
Remark 2.5. The second result of Theorem 2.9 is also valid for a s b
1 1
Ža , b .s 0. For a s b s y , the same result is valid for another H -projec-0, x2
tion.
Another kind of approximation result exists.
r Ž .Žay1, by1.THEOREM 2.10. For any ¤ g H L with r G 0,x
Ä1 yrŽay1 , by1. Žay1 , by1.5 5 5 5P ¤ y ¤ F cN ¤ ,x r , x , AN , a , b
< < < <where a q b / 0.
JACOBI APPROXIMATIONS IN CERTAIN HILBERT SPACES 399
Proof. Let
‘
Žay1, by1. Žay1, by1.¤ x s ¤ J x ,Ž . Ž .ÃÝ l l
ls0
N
1 Žay1, by1.ÄP ¤ x s a J x .Ž . Ž .ÝN , a , b l l
ls0
Ž . Ža , b .Ž . Ž . Ž .Take f x s J x , 0 F m F N, in 2.30 . By 2.1 ,m
N
Žay1, by1. Žay1, by1. Žay1, by1.
Ža , b .a y ¤ › J , › JÃŽ . Ž .Ý xl l x l x m
ls0
‘
Žay1, by1. Žay1, by1. Žay1, by1.
Ža , b .y ¤ › J , › JÃ Ž .Ý xl x l x m
lsNq1
N
Žay1, by1. Žay1, by1. Žay1, by1. Žay1, by1.
Žay1 , by1.s l a y ¤ J , JÃŽ . Ž .Ý xl l l l m
ls0
s lŽay1, by1.g Žay1, by1. a y ¤ Žay1, by1. s 0.ÃŽ .m m m m
Žay1, by1. Ä1 Ä1Ž . Ž .Thus a s ¤ , 1 F l F N. Since P ¤ 0 s ¤ 0 , P is ex-Ãl l N, a , b N, a , b
actly the same as P . Finally we complete the proof by usingN , ay1 by1
Theorem 2.3.
In applications of Jacobi approximation to nonlinear problems, we need
p, ‘Ž .to estimate the W L -norms of various orthogonal projections. Some of
them are stated in the following.
Ž .THEOREM 2.11. If 2.15 holds and g , d F 0, then for any ¤ g
1qd Ž . dŽ .Ža , b .H L l H L with d ) 1,x , )
5 1 5 5 5 Ža , b . 5 5P ¤ F c ¤ q ¤ .Ž .‘ 1qd , x , ) dN , a , b , g , d
Ž .If , in addtion, 2.17 holds, then
5 1 5 5 5 Ža , b . 5 5P ¤ F c ¤ q ¤ .Ž .‘ d , x , ) dN , a , b , g , d
Proof. By the imbedding theorem,
5 1 5 5 5 5 1 5P ¤ F ¤ q P ¤ y ¤‘ ‘ d r2N , a , b , g , d N , a , b , g , d
5 5 5 1 5 5 5F ¤ q P ¤ y P ¤ q P ¤ y ¤ .‘ d r2 d r2N , a , b , g , d N , 0 , 0 N , 0 , 0
2.31Ž .
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By Theorem 2.5 and an inverse inequality in P ,N
5 1 5P ¤ y P ¤ d r2N , a , b , g , d N , 0 , 0
d 5 1 5 5 5F cN P ¤ y ¤ q P ¤ y ¤Ž .N , a , b , g , d N , 0 , 0
d 5 1 5 Žg , d . 5 5F cN P ¤ y ¤ q P ¤ y ¤ ,Ž .xN , a , b , g , d N , 0 , 0
5 5 Ža , b . 5 5F c ¤ q ¤ . 2.32Ž .Ž .1qd , x , ) d
According to the property of the Legendre approximation,
5 5 5 5P ¤ y ¤ F c ¤ . 2.33Ž .d r2 Ž3r4.dN , 0 , 0
Then the first result comes immediately.
Ž .If, in addition, 2.17 holds, then we have from Theorem 2.5 that
5 1 5 yd 5 5 Ža , b .P ¤ y ¤ F cN ¤ d , x , *N , a , b , g , d
and so
5 1 5 5 5 Ža , b . 5 5P ¤ F c ¤ q ¤ .Ž .‘ d , x , ) dN , a , b , g , d
Ž .THEOREM 2.12. If 2.25 holds and g , d F 0, then for any ¤
1 Ž . 1qd Ž . dŽ .Ža , b .g H L l H L l H L with d ) 1,0 a , b , g , d x , )
5 1 5 5 5 Ža , b . 5 5P ¤ F c ¤ q ¤ .Ž .‘ 1qd , x , ) d0 N , a , b , g , d
Ž .If , in addition, 2.17 holds, then
5 1 5 5 5 Ža , b . 5 5P ¤ F c ¤ q ¤ .Ž .‘ d , x , ) d0 N , a , b , g , d
Proof. By virtue of Theorem 2.6 and an argument as in the derivations
Ž . Ž .of 2.31 ] 2.33 , we obtain
5 1 5 5 5 5 5 5 5P ¤ F ¤ q P ¤ y P ¤ q P ¤ y ¤‘ ‘ d r2 d r20 N , a , b , g , d 0 N , a , b , g , d N , 0 , 0 N , 0 , 0
and
5 1 5P ¤ y P ¤ d r20 N , a , b , g , d N , 0 , 0
d 5 1 5 Žg , d . 5 5F cN P ¤ y ¤ q P ¤ y ¤Ž .xN , a , b , g , d N , 0 , 0
5 5 Ža , b . 5 5F c ¤ q ¤ .Ž .1qd , x , ) d
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Ž .If, in addition, 2.17 holds, then
5 1 5 Žg , d . yd 5 5 Ža , b . 5 5P ¤ y ¤ F cN ¤ q ¤ .Ž .x d , x , ) d0 N , a , b , g , d
Thus the proof is complete.
Ž .Remark 2.6. If 2.26 holds and g , d F 0, then for any ¤
0 1 Ž . 1q d Ž . dŽ .Ža , b .g H L l H L l H L with d ) 1, the norma , b , g , d x , )
50 1 5P ¤ has the same bound as in Theorem 2.12.‘N, a , b , g , d
THEOREM 2.13. If g F a F g q 1, d F b F d q 1 and g , d F 0, then
1 Ž . 1qd Ž . dŽ .Ža , b .for any ¤ g H L l H L l H L with d ) 1,0, a , b , g , d x , ) , 2
5 1, 0 5 5 5 Ža , b . 5 5P ¤ F c ¤ q ¤ .Ž .‘ 1qd , x , ) , 2 dN , a , b , g , d
Proof. By virtue of Theorem 2.7 and an argument as in the proof of
Theorem 2.11, we reach the desired result.
Another kind of estimation exists.
Ž .THEOREM 2.14. Let a F yg , b F yd . If 2.25 holds, then for any
1 Ž .¤ g H L ,0 a , b , g , d
5 1 5 5 5P ¤ F 2 ¤ .‘ 1, a , b , g , d0 N , a , b , g , d
Ž . 0 1 Ž .If 2.26 holds, then for any ¤ g H L ,a , b , g , d
50 1 5 5 5P ¤ F 2 ¤ q .‘ 1, a , b , g , dN , a , b , g , d
If g F a F g q 1, d F b F d q 1 and g , d - 1, then for any ¤ g
1 Ž .H L ,0, a , b , g , d
5 1, 0 5 5 5P ¤ F 2 ¤ .‘ 1, a , b , g , dN , a , b , g , d
Ž . Ž . 1 Ž .Ža , b .If 2.25 or 2.26 holds and a , b - 1, then for any ¤ g H L ,0, x
Ä1, 0 Ža , b .5 5 5 5P ¤ F 2 ¤ .‘ 1, xN , a , b
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Proof. We have from Theorem 2.6 that
21P ¤ xŽ .Ž .0 N , a , b , g , d
x
1 1s 2 P ¤ x › P ¤ x dxŽ . Ž .Ž .H 0 N , a , b , g , d x 0 N , a , b , g , d
y1
5 1 5 Žya , yb . < 1 < Ža , b .F 2 P ¤ P ¤x 1, x0 N , a , b , g , d 0 N , a , b , g , d
5 1 5 Žg , d . < 1 < Ža , b .F 2 P ¤ P ¤x 1, x0 N , a , b , g , d 0 N , a , b , g , d
5 1 5F 2 P ¤ 1, a , b , g , d0 N , a , b , g , d
5 5 2F 2 ¤ .1, a , b , g , d
The remaining parts of this theorem can be proved similarly.
3. APPLICATIONS
This section is devoted to the applications of Jacobi approximation to
singular problems. We first consider
y› k x › U x q b x U x s f x , x g L , 3.1Ž . Ž . Ž . Ž . Ž . Ž .Ž .x x
Ž . Ž . Ž . Ž .where k x G 0, b x G 0, and f x are given functions. Assume that k x
Ž . < <and b x degenerate as x “ 1. Without any loss of generality, suppose
Ž . Ža , b .Ž . Ž . Žg , d .Ž . < <that k x ; x x , b x ; x x as x “ 1, and that for certain
Ža , b .Ž . Ž . Ža , b .Ž . Žg , d .Ž .positive constants c and c , x x F k x F c x x , x x F1 2 1
Ž . Žg , d .Ž . Ž .b x F c x x . We look for the solution of 3.1 such that at least2
Ž . Ž . < < Ž .k x › U x “ 0 as x “ 1. A weak formulation of 3.1 is to find U gx
1 Ž .H L such thata , b , g , d
› U, › ¤ q bU, ¤ s f , ¤ , ;¤ g H 1 L . 3.2Ž . Ž . Ž . Ž . Ž .x x a , b , g , dk
Ž 1 Ž .. Ž .If f g H L 9, then 3.2 has a unique solution.a , b , g , d
Let U g P be the approximation to U, satisfyingN N
a u , f q k y x Ža , b . › u , › fŽ . Ž .Ž .a , b , g , d N x N x
q b y x Žg , d . u , f s f , f , ;f g P . 3.3Ž . Ž .Ž .Ž .N N
1 Ž .For error estimate, let U s P U. By 3.2 ,N N, a , b , g , d
a U , f q k y x Ža , b . › U, › f q b y x Žg , d . U, fŽ . Ž . Ž .Ž .Ž .a , b , g , d N x x
s f , f , ;f g P . 3.4Ž . Ž .N
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Ä Ž . Ž .Further let U s u y U . Then by 3.3 and 3.4 ,N N N
Ä Ža , b . Ä Žg , d .a U , f q k y x › U , › f q b y x U , fŽ . Ž .Ž .Ž . Ž .a , b , g , d N x N x N
s F f , 3.5Ž . Ž .
where
F f s k y x Ža , b . › U y U , › f q b y x Žg , d . U y U , f .Ž . Ž . Ž .Ž . Ž .Ž . Ž .x N x N
Ä Ž .Taking f s U in 3.5 , we getN
2Ä Ä5 5U F F U .Ž .1, a , b , g , dN N
Ž .If 2.15 holds, then by Theorem 2.5,
c2 22y2 rÄ Ä Ža , b .5 5 5 5F U F « U q N U , « ) 0.Ž . 1, a , b , g , d r , x , )N N «
Ž . Ž . Ža , b .Ž .If, in addition, 2.17 holds and k x ’ x x , then
c2 2y2 rÄ Ä Ža , b .5 5 5 5F U F « U q N U .Ž . 1, a , b , g , d r , x , )N N «
Ž . Ž .Ža , b .THEOREM 3.1. Let 2.15 hold. If U g H L with r G 1, thenx , )
Ä 1y r5 5 5 5U F cN U .1, a , b , g , d r , a , b , g , d , )N
Ž . Ž . Ža , b .Ž .If , in addition, 2.17 holds and k x ’ x x , then for all 0 F m F 1,
5 5 myr 5 5U y u F cN U .m , a , b , g , d r , a , b , g , d , )N
Ž .Remark 3.1. If k x degenerates at several distinct pionts, then we
decompose the interval to several subintervals. Their extreme points
coincide with those distinct points. Further we use different Jacobi approx-
imations in different subintervals.
We next consider the logistic equation governing the population of
Ä  < 4budworms in an unbounded forest, say L s y 0 - y - ‘ . Suppose that
Ž .the boundary condition at y s y1 is lethal, and the population V y, t
y2 y Ž .grows infinitely as y “ ‘, but at least e › V y, t “ 0. This problem isy
of the form
2 Ä› V y , t y › V y , t s V y , t 1 y V y , t , y g L , 0 - t F T ,Ž . Ž . Ž . Ž .Ž .t y
V 0, t s lim ey2 y › V y , t s 0, 0 F t F T ,Ž . Ž . 3.6Ž .y
y“‘
ÄV y , 0 s V y , y g L .Ž . Ž .0
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Ž w x.Now we make the variable transformation see Guo 26
y x s y2 ln 1 y x q 2 ln 2.Ž . Ž .
dx 1Ž . Ž . Ž .Obviously y y1 s 0, y 1 s ‘ and for x g L, s 1 y x ) 0. Letdy 2
Ž . Ž Ž . . Ž . Ž Ž .. Ž .U x, t s V y x , t and U x s V y x . Then 3.6 becomes0 0
1› U x , t y 1 y x › 1 y x › U x , tŽ . Ž . Ž . Ž .Ž .t x x4
s U x , t 1 y U x , t , x g L , 0 - t F T ,Ž . Ž .Ž .
2U y1, t s lim 1 y x › U x , t s 0, 0 F t F T , 3.7Ž . Ž . Ž . Ž .x
x“1
U x , 0 s U x .Ž . Ž .0
Ž . ‘Ž 2Ž ..A weak formulation of 3.7 is to find U g L 0, T ; L L l
2Ž 1 Ž ..Ž2, 0.L 0, T ; H L such that0 x
1 1
Ž1 , 0.› U x , t , ¤ q a U t , ¤ q U t , › ¤Ž . Ž . Ž .Ž .Ž . Ž . xt 2, 0, 0, 0 x4 4
3 2 1 3.8s U t y U t , ¤ , ;¤ g H L , 0 - t F T , Ž .Ž . Ž . Ž .Ž . 0 2, 0, 0, 02
U 0 s U .Ž . 0
1 Ž . Ž .If U g H L , then 3.8 has a unique solution.0 0 2, 0, 0, 0
Ž . Ž .Let u t be the approximation to U t . The Jacobi spectral scheme forN
Ž .3.8 is to find u g P such thatN 0 N
1 1
Ž1 , 0.› u t , f q a u t , f q u t , › fŽ . Ž . Ž .Ž . Ž . Ž . xt N 2, 0, 0, 0 N N x4 4
3 2s u t y u t , f , ;f g P , 0 - t F T . 3.9Ž . Ž . Ž .Ž .N N 0 N2
Ž . 1In addition, u 0 s u s P U .N N , 0 0 N, 2, 0, 0, 0 0
Ž .We now analyze the stability of 3.9 . Since it is a nonliear problem, it is
w xnot possible to possess the stability in the sense of Courant et al. 27 ; also
w xsee Richtmeyer and Morton 28 . But it might be stable in the sense of
w xGuo 29, 30 . To this end, assume that the initial value and computation in
ÄŽ .3.9 have errors u and f , respectively. They induce the error of u ,ÄN, 0 N
Ž .denoted by u . Then we obtain from 3.9 thatÄN
1 1
Ž1 , 0.› u t , f q a u t , f q u t , › fŽ . Ž . Ž .Ž . Ž . Ž .Ä Ä Ä xt N 2, 0, 0, 0 N N x4 4
s F t , f , ;f g P , 0 - t F T , 3.10Ž . Ž .0 N
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Ž .where u 0 s u , andÄ ÄN N , 0
3 2 ÄF t , f s u t y 2u t u t y u t q f t , f .Ž . Ž . Ž . Ž . Ž . Ž .Ä Ä ÄŽ .N N N N2
Ž . Ž .Take f s u t in 3.10 ; we getÄN
2 21› u t q u t F 2 F t , u t . 3.11Ž . Ž . Ž . Ž .Ž .Ä Ä Ä1, 2, 0, 0, 0t N N2
By virtue of Theorem 2.1,
3 3
u t F cN u t . 3.123Ž . Ž . Ž .Ä ÄN NL
Moreover, for any « ) 0,
12 2
Ž1 , 0.u t , › u t F « u t q u t . 3.13Ž . Ž . Ž . Ž . Ž .Ž .Ä Ä Ä ÄxN x N N N1, 2, 0, 0, 0 4«
A A 5 Ž .5Let ¤ s max ¤ t , and‘ ‘0 F t F T
t2 2
E ¤ , t s ¤ t q ¤ s ds,Ž . Ž . Ž .H 1, 2, 0, 0, 0
0
t 225 5r ¤ , w , t s ¤ q w s ds.Ž . Ž .H
0
Ž . Ž . Ž .By substituting 3.12 and 3.13 into 3.11 and integrating the resulting
inequality, we get
t 3r2A AE u , t F c u q 1 E u , s q NE u , s dsŽ . Ž . Ž .Ž .Ä Ä ÄŽ .‘ HN N N N
0
Äq r u , f , t . 3.14Ž .ÄŽ .N , 0
Finally we get the following result.
Ä 2Ž .THEOREM 3.2. If r u , f , T F b rN , then for all t F T ,N 1
Ä b2 tE u , t F r u , f , t F e ,Ž .Ä ÄŽ .N N , 0
A Awhere b and b are certian positi¤e constants depending only on u .‘1 2 N
Remark 3.2. In actual computation, the value of N is fixed. Theorem
3.2 indicates that if the average error of data does not exceed b1r2Ny1,1
then the error of numerical solution is still majorized by it. It also tells us
that for large N, we should pay more attention to the error of initial data
and the error caused in computation.
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Ž . 1We now deal with the convergence of 3.9 . Let U s P U. ByN 0 N, 2, 0, 0, 0
Ž .3.8 ,
1 1
Ž1 , 0.› U t , f q a U t , f q U t , › fŽ . Ž . Ž .Ž . Ž . Ž . xt N 2, 0, 0, 0 N N x4 4
4
3 2s U t y U t , f q G t , f , ;f g P , 0 - t F T ,Ž . Ž . Ž .Ž . ÝN N j 0 N2
js1
3.15Ž .
where
G t , f s › U t y › U t , f ,Ž . Ž . Ž .Ž .1 t N t
3G t , f s U t y U t , f ,Ž . Ž . Ž .Ž .2 N2
G t , f s U 2 t y U 2 t , f ,Ž . Ž . Ž .Ž .3 N
1
Ž1 , 0.G t , f s U t y U t , › f .Ž . Ž . Ž .Ž . x4 N x4
Ä Ž . Ž .Furthermore let U s u y U . We obtain from 3.9 and 3.15 thatN N N
1 1Ä Ä Ä› U t , f q a U t , f q U t , › fŽ . Ž . Ž . Ž1 , 0.Ž . Ž . Ž .t N 2, 0, 0, 0 N N x4 4 x
3 2Ä Ä Äs U t y 2U t U t y U t , fŽ . Ž . Ž . Ž .Ž .N N N N2
4
y G t , f , ;f g P , 0 - t F T . 3.16Ž . Ž .Ý j 0 N
js1
Ä Ž . Ž . Ž .In addition U 0 s 0. Comparing 3.16 with 3.10 , we can derive anN
Ä ÄŽ . A Aestimate like 3.14 . But U , U , and u are now replaced by U , U ,N N N N N
ÄA A < Ž Ž .. <and U , respectively. Thus it remains to estimate G t, U t , 1 F jN j N
F 3. By Theorem 2.6,
22y2 rÄ ÄŽ2 , 0.G t , U t F cN › U t q c U t ,Ž . Ž . Ž .Ž . rq1, x , )1 N t N
22y2 rÄ ÄŽ2 , 0.G t , U t F cN U t q c U t .Ž . Ž . Ž .Ž . rq1, x , )2 N N
By Theorems 2.6 and 2.12, for d ) 1,
ÄG t , U tŽ .Ž .3 N
2y2 r ÄŽ2 , 0. Ž2 , 0.F cN U t q U t U t q c U t .Ž . Ž . Ž . Ž .Ž .1qd , x , ) rq1, x , )d N
Theorem 2.6 also implies
c 22y2 rÄ ÄŽ2 , 0.G t , U t F N U t q « U t .Ž . Ž . Ž .Ž . rq1, x , )4 N N 1, 2, 0, 0, 0«
Finally we obtain the following conclusion.
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THEOREM 3.3. If for r, d ) 1,
U g L2 0, T ; H rq1Ž2 , 0. LŽ .Ž .x , )
l L‘ 0, T ; H d L l H 1Ž2 , 0. L l H 1qdŽ2 , 0. L ,Ž . Ž . Ž .Ž .0 x , ) x , )
then for all 0 F t F T ,
E U y u , t F b Ny2 r ,Ž .N 3
where b is a positi¤e constant depending only on the norms of U in the spaces3
mentioned.
Remark 3.3. In actual computation, we need to discretize the term
Ž . Ž .› U t in 3.9 . If we use forward difference, then we require somet N
conditions on the product t N 2, t being the step size in time. According to
a result similar to Theorem 2.2, t N 2 must be bounded by some positive
constant.
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